Causal Perturbative QFT and Space-time Geometry by Wawrzycki, Jaroslaw
ar
X
iv
:1
80
2.
06
71
9v
3 
 [m
ath
-p
h]
  2
3 O
ct 
20
18
Adiabatic Limit in QFT, Spectral
Geometry and White Noise
Jaros law Wawrzycki ∗
Institute of Nuclear Physics of PAS, ul. Radzikowskiego 152,
31-342 Krako´w, Poland
October 24, 2018
Abstract
In this work we give positive solution to the adiabatic limit problem
in causal perturbative QED, as well as give a contribution to the solution
of the convergence problem for the perturbative series in QED, by using
white noise construction of free fields. The method is general enough to
be applicable to more general causal perturbative QFT, such as Standard
Model with the Higgs field. As a by-product we provide the spatial-infinity
asymtotics of the interacting fields in QED, and realize the proof of charge
univerality outlined by Staruszkiewicz. As another byproduct we give a
completely knew perspective on the relation between the metric structure
of space-time (understood as a spectrum of a certain commutative algebra
of operators, with the metric structure determined likewise by operators
in the way practiced in spectral formulation of geometry due to Connes)
and the energy-momentum tensor undersood as an operator valued dis-
tribution. We show that there is a deep bi-unique interrelation between
space-time geometry and free quantum fields which persists when pass-
ing to interacting fields. We show in particular that passing from free
to interacting fields will necessary disturb space-time geometry. Under
assumption (which we make precise in this work) that Einstein equations
stay valid for coherent states (say in a quasi-classical limit), the gravi-
tational constant can be computed from the relation joining space-time
geometry with interacting fields.
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1 Introduction
This work is devoted to the causal perturbarive approach to Quantum Field
Theories (QFT), initiated by Stu¨ckelberg, Bogoliubov and Shirkov [15], and
developed mainly by Epstein, Glaser [43], Blanchard, Seneor, Duch [11], [33],
Du¨tch, Krahe and Scharf and Fredenhagen [34]-[37], [38]. But some of the
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mathematical results are more general, concernig e.g. extension of unitary in-
duced representations of Mackey to the realm of Krein isometric induced rep-
resentations, or constructions of mass less free gauge local fields with explicit
construction of the Krein isometric representations acting in their Krein-Fock
spaces; or extension of distribution theory suitable for the white noise treatment
of quantum fields including mass less gauge fields.
In causal perturbative approach to QFT the infra-red-divergence (IR) prob-
lem is clearly separated from the ultra-violet-divergence (UV) problem by using
a space-time function x 7→ g(x) as coupling “constant”. The UV-problem is
essentially solved within this approach, [43], – the origin of infinite counter
terms of the renormalization scheme is well understood by now, i. e. using the
counter terms (renormalization) is equivalent to the causal perturbative con-
struction of the perturbative series due to Bogoliubov-Epstein-Glaser (scalar
massive field), developed furtehr for QED, and other physical theories with non
abelian gauge mainly by Du¨tch, Krahe and Scharf, [34]-[37], where no infinite
counter terms appear but instead one uses recurrence rules for the construction
of the chronological product of fields regarded as operator-valued distributions.
The renormalization scheme is now incorporated into the following recurrence
rules for the chronological product [43], [34]-[37], [38], [147]:
1) causality,
2) symmetricity,
3) unitarity,
4) Translational covariance (Lorentz covariance is not used),
5) Ward identities – quantum version of gauge invariance (e. g. in case of
QED),
6) preservation of the Steinmann scaling degree,
part of the remaining freedom may be reduced by imposing the natural field
equations for the interacting field (which is always possible for the standard
gauge fields) and the rest of the remaining freedom is pertinent to the Stu¨ckelberg-
Petermann renormalization group . All the recurrence rules should be regarded
as important physical laws which incorporate the whole content of the standard
pragmatic approach including the renormalization scheme. Causality implies
locality for perturbatively constructed (using the Epstein-Glaser method [43])
algebras of localized fields F(O) regarded as “smeared out” operator-valued
distributions, where g is constant (equal to the electric charge in case of QED)
within the open space-time region O – the only step where the UV-problem
shows up and is solved by the use of Epstein-Glaser method. The IR-problem
is solved only partially, i. e. nets O 7→ F(O) of algebras F(O) of local (un-
bounded) operator localized fields have likewise been constructed perturbatively
[38], but in the sense of formal power series only.
The most important and still open problems are the following.
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(a) The problem of existence of the adiabatic limit (g 7→ constant function
over the the whole space-time) in each order separately. This is the IR-
problem or the Adiabatic Limit Problem.
(b) The convergence of the formal perturbative series for interacting fields
(with g = 1).
In this work we give a positive solution to the Adiabatic Limit Problem for
QED, i.e. the problem (a), and give a contribution to the problem (b) for QED.
The method is based solely on substitution into the casusal perturbative series
the free fields of the theory which are constructed with the help of white noise
calculus. The whole causal perturbative method of Bogliubov-Epstein-Glaser
remians unchanged. The whole point in constructing the free fields within the
white nose set up lies in the fact that it allows us to treat them equivalently
as integral kernel operators with vector-valued kernels in the sense of Obata
[126], and opens us to the effective theory of such operators worked out by the
Japanese School of Hida. Using the calculus of such operators we show that
the class of integral kernel operators represented (or representing) free fields
allows the operations of differentiation (similarily as Schwartz distributions) in-
tegration, point-wise Wick product, integration of Wick product integral kernel
operators (including spatial integration), convolution of Wick product integral
kernel operators with tempered distributions, and splitting into advanced and
retarded parts of integral kernel operators with causal supports. Thus all opera-
tions needed for the causal perturtbation series have a well defined mathematical
meaning if understood as operations performed upon integral kernel operators
in the sense of Obata. Therefore the free fields, uderstood as integral kernel
operators with vector-valued kernels in the sense of Obata, can be inserted into
the formulas for the higher order contributions to the interacting fields. After
the insertion we obtain each order term contribution to interacting fields in a
form of finite sums of well defined integral kernel operators with vector-valued
kernels, similarily as for the free fields themselves or for the Wick products of
free fields.
But the most essential point is that these formuas do not loose their rigorous
mathematical meaning even if we put in them the intensity-of-interaction func-
tion g equal 1 everywhere over the whole space-time. The contributions still
preserve their meaning of integral kernel operators with vector valued kernes,
which belong to the same general class of integral kernel operators as the Wick
products of free felds. We therefore arrive at the positive solution of the Problem
(a) in QED. But at the same time we obtain the interacting fields in the form
of Fock expansions into integral kernel operators with vector-valued kernels in
the sense of [126], with precise estimate of the convergence, which allows us to
give a computationally effective criteria for the convergence of the perturbative
series, i .e nontrivial contribution to the solution of the Problem (b).
The method is general enough to be capable of application to other QFT
with non abelian gauge.
In this manner we get insight into problems which were beyond the reach of
the conventional approach.
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Concerning the problem of convergence of the perturbative series for interact-
ing fields, namely the Problem (b) for QED, we can still simplify significanlty the
situation by construction of a special commutative algebra of ordinary bounded
operators in the Fock space of free fields, to which the perturbation series expan-
sion may be applied in a natural manner (which is highly non trivial), giving a
formal power series in the coupling constant and coefficients equal to operators
acting on a fixed invariant subspace of the Fock space.
This algebra, before perturbation, is regular enough to be capable of using
spectral geometry methods. Its spectrum (before perturbation) is actually a
finite dimensional smooth manifold, with the manifold and metric structure
defined spectrally by operators in the corresponding invariant subspace of the
Fock space, in the sense of Connes [22], composing a spectral triple in the
sense of [22]. The perturbation series can be naturally applied to all these
operators, as all of them are expressible (which is again highly non trivial) in
terms of free field operators in the Fock space in the way capable of application
of the perturbation series. The structure of the spectral triple is stable under
perturbation in the sense that up to each finite order the perturbed operators
entering the triple compose a commutative spectral triple on the fixd invariant
subspace of the Fock space. Investigation of the convergence of the perturation
series for the elements of the triple is much easier than investigation of the full
perturbation series for the interacting field. In particular we are working here
with integral kernel operators with ordinary scalar-valued disstribution kernels,
to which the general criteria of Hida-Obata-Saito can be applied, which assure
that the integral kernel opertors in question are well defined ordinary operators
in the Fock space.
The spectrum of this algebra (regarded as the algebra of operators on the
corresponding invariant subspace) can be naturally identified with the space-
time manifold (at the unperturbed level they coincide) and on the other hand
the operators defining the metric structure are closely related to the translation
generators acting in the Fock space (before perturbation). By the first Noether
theorem (at the free field level) translation generators are closely related to the
energy-momentum tensor field operator. As a by-product we encounter here
a completely knew perspective on the relation between the metric structure
of space-time (understood as a spectrum of a certain commutative algebra of
operators, with the metric structure determined likewise by operators in the
way practiced in spectral formulation of geometry investigated by mathemati-
cians [22]) and the energy-momentum tensor undersood as an operator valued
distribution.
As another by-product we obtain an asymptotic description of the interacting
fields in causal perturbative QED (more precisely, electromegnetic potential
field coupled to a scalar, spinor, e.t.c., field where the coupling preserves gauge
symmetry) at spatial infinity, capable of generalization to the more involved
case of the Standard Model with the Higgs field, giving a more concrete shape
to the proof of universality of the unit of charge, outlined by Staruszkiwicz [175].
Moreover we uncover relation of his theory of Quantized Coulomb Field to the
perturbatively constructed interacting fields, coupled with the electromagnetic
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potential field, with the couplings preserving gauge symmetry.
The following Subsections of Introduction serve as a guideline to the whole
work, present the results of this work more precisely, as well as the whole line
of the reasoning, and contain references to the whole remainig part of the work,
where the cited results are rigorously formulated and proved.
1.1 Adiabatic Limit Problem and its solution
We keep the causal method of Stu¨ckelbeg-Bogoliubov-Epstein-Glaser unchanged,
with the only proviso: we insert into the formulas the free fields of the theory
which are constructed with the help of white noise Hida operators – construction
of free fields which goes back to Berezin and later improved by the Japanese
school of Hida. This allows us to interpret the free fileds as integral kernel op-
erators with vector-valued distribution kernels in the sense of Obata. The rest
part of the work is reduced to application of the white noise calculs of integral
kernel operators, which essentially is reduced to the proof that the operations
involved in the causal perturbative contruction of the higher order contributions
are well defined when applied to the integral kernel operators defined by free
fields. The main difficulty lies in the white noise construction of the free fields,
namely the free Dirac and electromagnetic fields ψ, A, as finite sums
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0), A = Ξ0,1(κ
′
0,1) + Ξ1,0(κ
′
1,0) ∈ L
(
(E)⊗ E , (E)∗)
(of two) well defined integral kernel operators, in the sense of Obata [126], with
vector valued distributional kernels κ, κ′ which belong respectively to
L
(
E, E ∗
)
,
Here E is the respective nuclear space of restrictions of the Fourier transforms ϕ˜
of all spacetime test functions ϕ ∈ E to the respective orbit O in the momentum
space determining the representation of the T4sSL(2,C) acting in the single
particle Hilbert space of the respective field, ψ or A. L
(
E, E ∗
)
denotes the
space of all linear continuous operators E → E ∗, i. e. E ∗-valued distributions
over the corresponding orbit O in the momentum space (recall that O is equal
to te positive energy sheet of the hyperboloid p ·p = m2 in the momentum space
in case of field of mass m). We endow L
(
E, E ∗
)
with the natural topology of
uniform convergence on bounded sets. (E), (E)∗ is the nuclear Hida subspace
of the Fock space of the corresponding free field, and its strong dual space.
Moreover in order to construct the usefull commutative algebra of opera-
tors to which the perturbative expansion can naturally be applied, we need
a construction of the free fields, ψ, A, with as explicit representation of the
Poincare´ group in their Fock spaces as possible. Unfortunalely no construc-
tion of these two most important fields in the whole of QFT, namely ψ and
A, based on the theory of representations of T4sSL(2,C), has been achieved,
which is a well known fact, comapare [74], p. 48, [99], [100]. This is because
this problem cannot be solved within the ordinary unitary representations of
the T4sSL(2,C) group. We have been forced to extend the Mackey theory of
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induced reoresentations over to a more general class of representations in order
to solve this unsolved problem, comare Section 12 for this extension. But this
is not the whole problem, because we additionally need a white noise construc-
tions of these two free fields ψ and A. This construction is essentially worked
out for the simplest massive free scalar field by mathematicians [84], and its
generalization to other massive fields (if the group theoretical aspect is ignored)
presents no essential difficulties. But concerning the mass less fields, such e. g.
as A, the white noise construction is far not so obvious and in fact (as to the
author’s knowledge) has not been done before. This is because the white noise
construction of the mass less fields requires the modification of the space-time
test space E which cannot be equal S(R4;C4) but instead it has to be equal to
the space E = S00(R4;C4). Namely ϕ ∈ S00(R4;C4) if and only if its Fourier
transform ϕ˜ ∈ S0(R4;C4), and S0(R4;C4) is the subspace of S(R4;C4) of all
those functions which have all derivatives vanishing at zero. Correspondingly
we have the nuclear algerba E of all restrictions of Fourier transforms to the
corresponding orbit O (positive energy sheet of the cone) of the elements of the
test space E = S00(R4;C4), equal to E = S0(R3;C4) (of C4-valued functions
in case of the field A, but for othe r-component mass less fields we will have
Cr-valued functions here). This is related to the singularity of the cone orbit
O at the apex – the orbit pertinent to the representation associated with mass
less fields, i.e. the positive sheet of the cone in the momentum space (note that
each sheet of the massive hyperboloid {p · p = m2} in the momentum space
is everywhere smooth). The need for the modification of the space-time test
space E , when passing to mass less fields, may seem unexpected for those read-
ers which compare it with the construction of mass less fields in the sense of
Wightman, which allows the ordinary Schwartz test space also for the mass less
fields. We nonetheles choose the white nose construction of free fields as much
more adequate mathematical interpretation of the (free) quantum field. Among
other things the white noise construction provides a much deeper insight into
the Wick product construction of free fields at the same space-time point, which
moreover fits well with the needs of the causal perturbative approach. “Wick
product” construction due to Wighman and G˚arding (although also rigorous)
is not very much useful for the realistic causal perturbative QFT, such as QED.
Again that the Wightman-G˚arding “Wick product” is not useful in practical
computations such as the causal perturbative approach, or in construction of
conserved currents corresponding to the Noether theorem (which in fact is the
basis for the Canonical Quantization Postulate) has been recognized by Segal
[153], a prominent analyst who devoted much part of his research to the math-
ematical analysis of the Wick product construction.
Thus we give here white noise construction of the free fields ψ and A, with
the explicit construction of the represenation of T4sSL(2,C), compare Sections
3, 3.2, 3.3, 4, 5. As to the author’s knowledge it has not been done before.
In fact the white noise construction of the free fields is not a knew idea and
goes back to Berezin. Subsequantly it was developed mainly by Hida and his
school.
The fact that the test space S00(R4;C4) contains no non-zero elements with
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compact support does not distroy splitting of causal homogeneous distributions
into retarded and advaned parts, because the pairing functions of mass less
fields, such as A, are homogeneous distributions. The test space S00(R4;C4) is
flexible enough to contain non zero element for each conic-type set, supported on
this set. This allows splitiing of causal homogeneous distributions (Subsection
5.7).
Having given the free fields, ψ and A, constructed as (finite sums of) integral
kernel operators with vector-valued kernels, we show that the operations of
diffrentiation, Wick product at the same space-time point, integration of the
Wick product and its convolution with tempered distribution are well defined
within the class of integral kernel operators to which the free fields and Wick
product belongs (Subsection 3.7). In particular the formulas for each n-th order
contributions, with the intensity of the interaction function g = 1, are equal to
finite sums
ψ(n)
int
(g = 1, x) =
∑
l,m
Ξl,m
(
κl,m(x)
)
,
A(n)
int
(g = 1, x) =
∑
l,m
Ξl,m
(
κ′l,m(x)
)
,
of integral kernel operators (similarily we have for Ξl,m
(
κ′l,m(x)
)
)
Ξl,m
(
κl,m(x)
)
=∑
s1,...,sl+m
∫
R3(l+m)
κl,m(s1,p1, . . . , sl+m,pl+m;x) as1(p1)
+ · · · asl+m(pl+m) d3p1 · · · d3pl+m,
where as(p)
+, as(p) are the creation and annihilation operators, constructed
here as Hida operators in the tensor product of the Fock spaces of the free fields
ψ, A, in the normal order, with the first l factors equal to the creation operators
and the last m equal to the annihilation operators. Here
κl,m ∈ L
(
E⊗(l+m), E ∗1
)
, E1 = S(R4;C4)
κ′l,m ∈ L
(
E⊗(l+m), E ∗2
)
, E2 = S00(R4;C4)
with each factor E in the tensor product E⊗(l+m) equal
E = S(R3;C4) or E = S0(R3;C4).
Each of the operators Ξl,m
(
κl,m(x)
)
, Ξl,m
(
κ′l,m(x)
)
determines a well defined
integral kernel operator
Ξl,m
(
κl,m
) ∈ L ((E)⊗ E1, (E)∗) ∼= L (E1,L ((E), (E)∗)),
Ξl,m
(
κ′l,m
) ∈ L ((E)⊗ E2, (E)∗) ∼= L (E2,L ((E), (E)∗))
with vector-valued distribution kernel κl,m , respectively, κ
′
l,m, in the sense of
Obata [126], where (E) is the nuclear Hida subspace in the tensor product of the
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Fock spaces of the fields ψ and A. The integral kernel operators Ξl,m
(
κl,m(x)
)
,
Ξl,m
(
κ′l,m(x)
)
are uniquely determined by the condition〈〈
Ξl,m(κl,m)(Φ⊗ φ),Ψ
〉〉
= 〈κl,m(ηΦ,Ψ), φ〉, Φ,Ψ ∈ (E), φ ∈ E1,〈〈
Ξl,m(κ
′
l,m)(Φ⊗ φ),Ψ
〉〉
= 〈κ′l,m(ηΦ,Ψ), φ〉, Φ,Ψ ∈ (E), φ ∈ E2,
where
ηΦ,Ψ(s1,p1, . . . , sl+m,pl+m) =
〈〈
as1(p1)
+ · · · asl+m(pl+m)Φ, Ψ
〉〉
.
Note that
ηΦ,Ψ ∈ E⊗(l+m), Φ,Ψ ∈ (E).
with the canonical pairing 〈〈·, ·〉〉 on (E)∗ × (E). This results is contained as a
particular case of the Theorem of Subsection 3.7, compare also Section 6.
Moreover the interacting fields, in the adiabatic limit g = 1, can be under-
stood as Fock expansions
ψ
int
(g = 1) =
∑
l,m
Ξl,m
(
κl,m
)
,
A
int
(g = 1) =
∑
l,m
Ξl,m
(
κ′l,m
)
,
into integral kernel operators in the sense of [126] with all terms Ξl,m
(
κl,m(x)
)
,
Ξl,m
(
κ′l,m(x)
)
equal to integral kernel operators with vector-valued kernels, and
all belonging to the class indicated above. Even more, most of the terms
Ξl,m
(
κl,m(x)
)
, Ξl,m
(
κ′l,m(x)
)
behave even much more “smoothly” (although it
is not necessary for the theory to work) and belong to
Ξl,m
(
κl,m
)
,∈ L ((E)⊗ E1, (E)) ∼= L (E1,L ((E), (E)))
Ξl,m
(
κ′l,m
) ∈ L ((E)⊗ E2, (E)) ∼= L (E2,L ((E), (E))).
In particular the first order contribution Aµ (1)
int
(g = 1), given by
Aµ (1)
int
(g = 1, x) = − e
4π
∫
d3x1
1
|x1 − x| : ψγ
µψ : (x0 − |x1 − x|,x1), (1)
to the interacting potential field, belongs to
L
(
(E)⊗ E2, (E)
) ∼= L (E2,L ((E), (E))).
Already at the level of extending the Noether theorem to the realm of free
quantum fields we encounter expressions like (1). This problem lies at the level
of free fields, their Wick products and integrals of Wick polynomials of free field
operators. We solve the problem of extension of Noether theorem in this work
in Subsect. 5.9 for the electromagnetic potential field A and in Subsection 3.8
for the Dirac field ψ. In other words this is the problem of rigorous formulation
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and proof of the Bogoliubov-Shirkov Quantization Postulate. It is formulated by
Bogolubov and Shirkov in §9.4 of 1980 Edition of their book [15] (or in §9.2 of
the first Russian 1957 Edition) for free fields including gauge zero-mass fields in
the following form: the operators for the energy-momentum four-vector (trans-
lation generators) P µ (in the Fock space of the free fields), the operators of the
angular momentum tensor M , the charge Q, and so on, which are the genera-
tors of infinitesimal transformations of state vectors can be expressed in terms of
the quantum free field (generalized) operators by the same relations as in classi-
cal field theory with the (generalized) field operators arranged in the appropriate
order (Wick order). One can think of the Quantization Postulate as of a gener-
alization of the first Noether theorem to the level of free quantum fields. This
problem lies among the problems which were unsolved and are concerned with
the existence of integrals of local conserved currents corresponding to conserved
symmetries. In the case of zero mass gauge fields, any endevour of proving the
existence of integrals, expressed in terms of spatial integrals of Wick ordered free
fields and their eventual equality to the generator (ordinary densely and pre-
sumably self-adjoint operator on a suitably constructed dense domain) of the
corresponding one-parameter subgroup have permanently been accompanied by
infrared divegences, compare e.g. [140], [107], [108], [106]. The particular case
of the Postulate concerned with the free electromagnetic potential free field and
the space-time translation generators P µ may thus be formulated in the form
of the following equality∫
: T 0µ : d3x = P µ = dΓ(Pµ), (2)
where under the integral sign there is the (Wick ordered) expression for the
0 − µ components of the energy-momentum tensor formally identical with the
classical expression for the energy-momentum components of the classical elec-
tromagnetic field. On the right hand side we have the generators P µ = dΓ(Pµ)
of space-time translations of the Krein-isometric representation coinciding with
the the amplification Γ(U∗−1) of the (conjugation) of the  Lopuszan´ski represen-
tation U to the Krein-Fock space (Γ(H),Γ(J)) of the free electromagnetic four-
potential field1. The crucial difficulty lies in the fact that on the left hand side
we have operator-valued distributions (and not merely unbounded operators),
and their integrals over the spatial coordinates, exactly as in the expression (1).
Particularly hard difficulties arise in proving (2) for mass less gauge free fields
(in fact the problem stayed open in this case, compare e.g. [140]). Segal [153]
was not not satisfied at all with the analysis of equal time integrals of Wick
products of free fields in each case: mass less and massive, and in particular
pointed out that the treatment of similar problems undertaken by Glimm and
Jaffe was not satisfactory.
However the problem may be solved if the fields are constructed as with the
1In our convetions it is the conjugation of the  Lopuszan´ski representation and its second
quantized amplification wich acts in the Fock space of the free electromagnetic four-potential
field.
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help of white noise calculus, as pariticular examples of integral kernel operators.
In this case the integral kernel calculus of Hida-Obata-Saitoˆ for integral kernel
operators may be applied to give the result (2): the left hand side is well de-
fined continous operator (E) → (E)∗, which have an extension to a continous
operator (E) → (E), equal on (E) to the right hand side, thus to a densely
defined operator on the Fock space. Then the standard Riesz-Szo¨kefalvy-Nagy
criterion and the invariance of (E) under translations and unitarity of transla-
tions gives the essential self-adjointness of the operators in (2) on the nuclear
space (E) (althogh the full proof of (2) is long and nontrivial, and is provided
in Subsection 5.9). But similarly assertion that (1) is well defined continous
operator operator (E)→ (E)∗ requires a considerable amount of technicalities
which are essentially the same as in the proof of Bogoliubov-Shirkov postulate
(2)).
The remarkable property of the formula (2) is that it gives a nontrivial
linkage between the generators of the (Krein-isometric) representation acting in
the Fock space of the free field (which are ordinary densely defined operators)
and an integral of the Wick polynomial of the free field (which are generalized
operators or operator valued distributions). This remarkable linkage will be of
fundamental use in analysing the problem (b) to which we pass in the later
stage of this work. Before this let us mention another remarkable property of
the formula (2). Namely (2) treated even at a heuriscic level (as a guiding
principle, i.e. a Quantization Postulate), as for example in the book [15], gives
the correct commutation rules for the free fields, including such gauge fields
which are present in SM, compare e.g. [15]. From such point of view it is the
validity of the formula (2) which proves that our construction of the free local
mass-less gauge fields, in particular the electromagnetic four potential field, is
indeeed correct.
Before continuing our summary we should stress here that although we will
present detailded computations for QED our method is universal and in prinic-
ple works for the other gauge fields of the Standard Model (SM). The only
essential difference lies in the replacement of the Krein isometric  Lopuszan´ski
representation U with another Krein-isometric representation corresponding to
the respective zero mass gauge field (we assume the version of SM with the
Higgs field). This is because our generalization of Mackey’s theory of induceed
representations, presented in Section 12, is general enough to cover the Krein-
isometric representations needed for the construction of the other zero mass
gauge local free quantum fields needed in the causal perturbative formulation
of SM.
1.2 Interacting field at spatial infinity
Before going on with the problem (b) and even with the problem (a) for fields
which contain zero mass gauge fields (before the interaction is pluged in) there is
one nontrivial problem we are confronted with already at the free field level not
encountered when working with non gauge fields. In case of non gauge fields,
when the respresentation U acting in the single particle subspace H, and thus
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its amplification Γ(U) in Γ(H) is unitary, the free field is essentially uniquely,
i.e. up to unitary equivalence, determined by its general properties: i.e. by the
transformation rule pertinent to the concrete representation U which already
includes the “generalized charges” pertinent to the field, for example the al-
lowed spin of the single particle states, e.t.c.. We should expect of the correctly
constructed gauge quantum free fields that they are likewise essentially uniquely
determined by the corresponding “generalized charged” structure pertinent to
the field. But in case of gauge zero mass fields, such as the electromagnetic
four-vector field, the representation U (or U∗−1) and its amplification Γ(U) (or
Γ(U∗−1)) is unbounded and Krein-isometric. The natural equivalence for such
representations is the existence of Krein isometric mapping transforming bi-
uniquely and continously the nuclear space E (resp. (E)) into itself, and thus
by the Banach inverse mapping theorem having the continuous inverse on E
(resp. (E)), and which intertwines the representations. Now this equivalence
is weaker in comparison to the case of unitary equivalence of non-gauge fields
where the continuous Hilbert space isometry defining the equivalence, and which
is continuous on the respective nuclear space, can be extended to a bouned oper-
ator – in fact even to a unitary operator. This is the problem we are confronted
with already at the free field level. One consequence of this weaker equivalece
is the following. One can construct two equivalent local electromagnetic four
potential free fields based on the common nuclear spaces E = S0(R3;C4) and
(E) (regarded as functions on the orbit, i.e. on the positive energy cone without
the apex, with the spatial components of the momentum as the natural coordi-
nates on the cone without the apex) in the single particle spaces and in the Fock
spaces respectively, which have different infrared content. Let us formulate this
assertion more precisely. The different representatives of free fields of the same
equivalence class are constructed by using different inner products and funda-
mental symmetry operators on E continuous with respect to nuclear topology
on E, which after completion with respect to the respective inner products give
the respective single particle Hilbert spaces of the respective representatives of
the field (we give explicit examples in Subsect. 5.12). In general different repre-
sentatives of the same equivalence class of the free field may be constructed in
this way. The single particle representations U in case of the two representatives
of the free electromagnetic potential field differ substantially. In the first case
U , when restricted to the SL(2,C) subgroup, can be written as a direct integral
(with respect to Hilbert space inner product of the single particle Hilbert space
of the corresponding representative of the field) of representations (in general
non unitary) acting naturally on the functions of fixed corresponding homo-
geneity on the cone, and in the second case of the restriction of U to SL(2,C)
corresponding to the other representative of the free field no such direct integral
decomposition is possible. For a proof compare Subsection 5.12. This possibility
is no surprise as the (unbounded) equivalence operator of representations whose
representors of Lorentz hyperbolic rotations are unbounded does not forces any
bounded equivalence for the action of Lorentz representors. As already noted by
Epstein and Glaser, the action of the Lorentz subgroup is of less importance in
causal perturbative approach to QFT (in fact only translational covariance takes
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a material role in the perturbative series as well as the spectral behaviour of
states of the relevant domains with respect to the joint spectrum of translation
generators) and on the other hand the (weaker) equivalence for the translation
generators which are by construction unitary and Krein-unitary reduces to or-
dinary unitary and Krein unitary equivalence for the action of the translation
representors. Nonetheless sensitivity of the infrared asymptotic behaviour to
the particular choice within one equivalence class of the free field cannot be
simply ignored. This is because different asymptotic behaviuor corresponding
to different concrete realizations of the free field within the same equivalence
class may survive when passing to interacting fields, and on the other hand
the electromagnetic field has nontrivial infrared content corresponding to the
Coulomb interaction, so that its asymptotic behaviour may (and in fact should)
reflect important physical properties which cannot be ignored. Moreover it can-
not a priori be excluded (and even it should be expectetd) that this asymptotic
behaviour is important in fixing the correct choice among different realizations
of the free field within one and the same equivalence class. Therefore in the
causal perturbative approach the condition 4b) of Lorentz covariance is not en-
tirely optional when passing to the zero mass gauge field, such as the interacting
electromagnetic potential quantum field, which shows up when we treat the field
with more care.
In order to solve this problem we recall that there exists a simple and elegant
theory of the quantized homogeneous of degree −1 part of the electromagnetic
potential field A, which resides at spatial infinity, i.e. at the three dimensional
one-sheet hyperboloid, say the three dimensional de Sitter space-time, compare
[168] – [179]. At the classical level extraction of the electromagnetic field which
resides at spatial infinity is in principle unique and well defined, and it is the
homogeneous of degree −1“part” of the field A which is free, [68], determined
by a scalar S(x) (of “electric type”) on de Sitter 3-hyperboloid fulfilling the
homogeneous wave equation on de Sitter 3-hyperboloid. As shown in [168] or
[169] its quantization can be performed within a natural way with the commuta-
tion relations based essentially on the two principles: the gauge invariance and
the canonical commutation relations for the conjugated generalized coordinates,
[168] or [169]. As shown in [169] the phase of the wave function (of the charge
carrying particle, before the second quantization is performed) is the generalized
coordinate conjugated to the total charge, and at the classical level the phase
has been determined in [169] as equal to the electric part S(x) = −exµAµ(x) of
the field at infinity, with Aµ homogeneous of degree−1 (in general distributional
solution of d’Alembert equation). The crucial point is that in computing the
total charge we do not need the global solution of the Maxwell equations but
need only to know the solution outside the light cone e.g. knowing the Dirac
homogeneous solution of d’Alembert equation (distributional), [29] pp. 303-304,
which coincides with the ordinary Coulomb potential field outside the light cone
is pretty sufficient. In particular the corresponding field induced on de Sitter
3-hyperboloid by the Dirac homogeneous solution corresponds to the classical
Coulomb field and is determined by the homogeneous of degree −1 Coulomb
field solution of Maxwell equations at spatial infinity. Therefore the standard
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commutation rules between the phase and the total charge (so identified at spa-
tial infinity with the respective constants in the general scalar solution of the
wave equation on de Sitter 3-hyperboloid) determine uniquely the commutation
rules for the scalar field on de Sitter 3-hyperboloid and include the Coulomb
field, [169]. In particular it contains the total electric charge as an operator
acting in the Hilbert space of the quantum phase field S(x), as a scalar field
on de Sitter 3-hyperboloid, and explains discrete character of the charge. This
theory is remarkable for several reasons. First it is very simple and mathe-
matically transparent. The paper [169] does not enter mathematical analysis
of the theory, but the theory of continuous functionals on S00(R4) and S0(R4),
respectively over space-time and in momentum space, provide the distributional
background for [169], compare Section 7.
In particular the homogeneous Dirac’s solution of d’Alembert equation is a
well defined distribution over the test space S00(R4) whose Fourier transform is
a continuous functional over S0(R4) with the light cone in the momentum space
as the support, for the proof compare Subsection 7.1. We show in particular
that the support of the Dirac solution as a distribution on S00(R4) is equal to
that part of space-time which lies outside the light cone. Similar property we
have for the transversal homogeneous of degree −1 electric type solutions of
d’Alembert equation generated by the Lorentz transforms of the Dirac solution.
This solutions extend over to the (here not the correct) test function space
S(R4), but in highly non unique fashion. In general such extensions distroy their
space-time support which in general cease to be confined to the outside part of
the light cone. When treated as distributions on the correct thest space S00(R4)
they become uniquely determined with their spacetime supports necessary lying
outside the light cone, which has very importnt physical consequences, compare
Sect. 7.
We also show (a detailed proof can be found in Subsection 7.5) that the
standard representation of the commutation relations of Staruszkiewicz theory,
proposed in [169], can be charaterized (among the infinite family of other pos-
sible representations) by the condition that in each reference frame the gauge
group U(1) can be reconstructed spectrally in the sense of spectral geometry of
Connes, by the phase and the charge operators V = eiS(u), D = (1/e)Q of his
theory, compare Subsection 7.5. For other possible non standard representations
of the commutation relations of Staruszkiewicz this would be impossible with
V = eiS(u), D = (1/e)Q. The standard representation of [169] is in fact the one
which is actually used in the subsequent papers [168]–[179]. Second, it involves
the fine structure constant and relates it nontrivially to the theory of irreducible
unitary representations of SL(2,C), mainly through the unitary representation
of SL(2,C) acting in the Hilbert space of the quantum phase field S(x), a math-
ematical theory which have attained a mature form full of computational devices
thanks mainly to Gelfand and his school, Neumark, Harish-Chandra and others.
In particular (as shown in [171]) the representation acting in the eigenspace of
the total charge operator corresponding to the lowest (regarding the absolute
value) non-zero charge contains the supplementary series component (and if any
it must enter discretely) only if the fine structure is sufficiently small. Third,
16
this theory contains the quantized Coulomb field (at least as it concerns the
asymptotic part outside the light cone). This is perhaps the most remarkable
feature of the theory of Staruszkiewicz [169], at least for the perturbative causal
approach to QED. Indeed so far as the gauge electromagnetic field was treated
with insufficient care the existence of the adiabatic limit was unclear in QED
and in particular the status of the Coulomb field so that the identification of
the quantum (interacting) field Aint(x) at spatial infinity was impossible within
the causal perturbative approach due essentially to the troubles with the adia-
batic limit. But with the electromagnetic potential field treated more carefully
we restore the adiabatic limit and at least in principle we can compute Aint(x)
as a formal power series in which the switching off coupling g(x) is moved to
infinity, so that the interacting field is now a formal power series in the ordi-
nary fine structure constant and not the function g(x), with each order term
equal to an operator-valued distribution acting in the Fock space of free fields.
This is of capital importance because now we can compare the homogeneous
of degree zero part of the field xµA
µ
int(x) with the quantum phase field S(x)
of Staruszkiewicz theory. For this plan to be realizable we have to learn how
to extract a homogeneous part of a fixed homogeneity χ, fulfilling d’Alembert
equation, of a quantum (interacting) field. Athough this task is still non trivial
there are several circumstances which both allow the computation to be effective
and connect this computation to important physical phenomena. Let us explain
this in more details now. Concerning the extraction of the homogeneous part,
fulfilling d’Alembert equation, of a given interacting field, say xµA
µ
int(x), we do
it gradually.
First we observe that a free zero mass field, say a quantum scalar field fulfill-
ing d’Alembert equation (or even not necessary fulfilling d’Alembert equation,
as is the case for xµA
µ(x), even when Aµ(x) is free), when constructed with
the correct test function spaces S00(R4) and S0(R4) (over space-time and in
the momentum picture respectively), allows a natural construction of a homo-
geneous part, which is effectively a field on de Sitter 3-hyperboloid, fulfilling
d’Alembert equation (or wave equation on de Sitter 3-hyperboloid which is in-
homogeneous in general if χ 6= 0). Now when looking at the single particle state
space we should construct a Hilbert space of homogeneous (of a fixed degree
χ) solutions of d’Alembert equation. In general such solutions have distribu-
tional sense and are continuous functionals on the test space S00(R4) (with
topology inherited from the Schwartz topology on S(R4)) and whose Fourier
transforms are continuous functionals on the test space S0(R4) (again with the
topology inherited from S(R4)) and have the support concentrated on the (pos-
itive sheet) of the cone in the momentum space. Now the restriction to the light
cone of the Fourier transforms of these functionals are continuous functionals
on the nuclear test space E = S0(R3) of restrictions of the elements of S0(R4)
to the light cone without the apex with the spatial momentum coordinates as
the natural coordinates on the cone. This gives us a general obstruction on
the homogeneous generalized single particle states of the homogeneous part of
the field we are interested in: they should be the continuous functionals on the
nuclear space E, where E ⊂ H ⊂ E∗ is the Gelfand triple in the single particle
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Hilbert space H of the initial field in question. Now let us fix a closed subspace
E∗χ of E
∗ of functions (functionals) on the cone of fixed homogeneity χ. The
representation U of the restriction of the double covering of the Poincare´ group
to the subgroup SL(2,C) acting in H by the very construction of the field has
the property that each representor maps continuously E = S0(R3) onto E with
respect to the nuclear topology of E and each representor of its linear dual or
transpose (let us denote it by the same sign U) transforms E∗ continuously
onto E∗ (with its natural strong topology). In particular all elements of E∗ of
fixed homogeneity2 χ have a fixed transformation law, let us denote them by
E∗χ. The representation U acting on E
∗
χ is uniquely determined by the action
on the homogeneous regular elements of E∗χ i.e functions on the 2-sphere S
2 of
unit rays on the cone in momentum space which are smooth on S2. Note that
E = S0(R3) has the structure of tensor product (for a proof compare Subsect.
5.6) and as a nuclear space is isomorphic to S0(R)⊗ C∞(S2) and similarly for
its dual E∗ = S0(R)∗ ⊗ C∞(S2)∗ by the kernel theorem. Now using the results
of [63] one can classify all possible Hilbert space inner products on E∗χ invari-
ant under the representation U of SL(2,C). If such an invariant inner product
exists for a fixed homogeneity χ (in general does not exist and if any it is essen-
tially unique) we have to meet our obstruction mentioned to above before we
use it as a single particle inner product of the homogeneous part of the field of
homogeneity χ. Namely it may happen that the closure of E∗χ with respect to
this invariant inner product leads us out of the space E∗ which is impossible
for a field homogeneous of a fixed degree, fulfilling d’Alembert equation, and
thus inducing a field on the de Sitter 3-hyperboloid fulfilling the wave equation
on the 3-hyperboloid. If the closure of E∗χ with respect to the invariant inner
product lies within the dual space E∗, then we obtain a well defined field when
using the closure of E∗χ with respect to the invariant inner product as the single
particle Hilbert space by the application of the functor Γ. The ordinary inverse
Fourier transform of the elements of a complete system in this single particle
Hilbert space, which are homogeneous (distributional) solutions of d’Alembert
equation, determine by restrictions to de Sitter 3-hyperboloid the fundamental
modes (waves) fulfilling the wave equation on de Sitter 3-hyperboloid. By the
kernel theorem for nuclear spaces3 E∗ = S0(R)∗⊗C∞(S2)∗, (E⊗E)∗ = E∗⊗E∗
and the Fock structure of the Hilbert space of the homogeneous part of the field
(when it exists at all) is essentially inherited form the the Fock structure of
the Hilbert space of the initial field itself, and in particular the creation and
annihilation operators a(ϕ˜)+, a(ϕ˜) of the homogeneous part of the field are well
defined, with ϕ˜ belonging to the closure of E∗χ with respect to the invariant
Hilbert space inner product, by assumption contained in E∗. It frequently hap-
2In general χ may assume complex values, although far not all of them are admitted.
3We are using essentially two types of linear topological spaces: the nuclear spaces and the
Hilbert spaces. When writing E⊗E with nuclear spaces E, we mean the projective (coinciding
in this case with the equicontinous) tensor product, which is thus essentially unique, and when
writing H⊗H for Hilbert spaces H we mean the Hilbert space tensor product. Note however
that the Hilbert space tensor product, projective tensor product and equicontinous tensor
product are all different for Hilbert spaces of infinite dimension.
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pens that the spherical harmonics (scalar, spinor, e.t.c, depending on the field)
on the unit 2-sphere of rays on the cone in momentum space, extended by ho-
mogeneity, and regarded as elements of E∗χ are sufficient to provide a complete
system in the single particle subspace of the homogeneous part of the field.
Note in particular that the homogeneous part (fulfilling d’Alembert equa-
tion) of a free field of degree χ makes sense only for some particular values of
χ, which of course was to be expected.
In the next step we observe that the extraction of a homogeneous part of fixed
homogeneity χ, fulfilling d’Alembert equation, of a zero mass field presented
above, works also for local free massive fields without any essential changes.
Namely we can extract in a natural way a homogeneous part (of fixed homo-
geneity χ) fulfilling d’Alembert equation, of a massive local free field. This is
possible because the nuclear spaces S00(R4) and S0(R4) are closed subspaces of
the Schwartz space S(R4) with their topologies inherited from S(R4) (and this
holds in any dimension n, i.e. for S00(Rn), S0(Rn), S(Rn)). In case of massive
fields the role of the space-time test space is played by functions (in general
scalar valued, vector valued, spinor valued, depending on the field in question)
of S(R4), and the role of the nuclear space E is played by the Fourier trans-
forms of (scalar valued, vector valued, e.t.c. depending on the field) functions
of S(R4), composing likewise the space S(R4), restricted to the positive energy
sheet Om,0,0,0 of the two-sheeted mass m-hyperboloid, i.e. E = S(R3) (with the
spatial components of the momentum as the natural coordinates on O
m,0,0,0
–
the corresponding orbit of the representation pertinent to the field in question,
i.e. just the Lobachevsky space). The point is that the representation U in the
single particle space of the field in question, uniquely determinates the represen-
tation acting on the test space S(R4), and thus on S00(R4) – its closed subspace,
and a fortiori a representation acting on the Fourier transform image and its
closed subspace S0(R4), as well as on the restrictions to the cone of the elements
of S0(R4) composing S0(R3), regarded as functions on the cone. In particular
we have uniquely determined the action of the SL(2,C) subgroup on the ele-
ments of S0(R3)∗, in particular homogeneous distributions in S0(R3)∗, whose
ordinary inverse Fourier transforms are homogeneous solutions of d’Alembert
equation. Each distribution S ∈ S0(R3)∗ defines a unique distribution F over
S0(R4) concentrated on the (positive sheet O of the) cone, determined by the
condition that F (ϕ˜) = S(ϕ˜|
O
), well defined because the restriction to O maps
continuously S0(R4) onto S0(R3). The ordinary Fourier transforms of such F -s,
regarded as functionals in S0(R4)∗, are homogeneous solutions of d’Alembert
equation, in general distributional, i.e. belonging to S00(R4)∗. Thus the rep-
resentation U induces a unique representation on S0(R3)∗ and S00(R4)∗. In
particular choosing a subspace of S0(R3)∗ of fixed homogeneity χ we can, in
case of the scalar field, use the classification of invariant inner products of [63]
on homogeneous functions on the cone, and construct the homogeneous part of
the field of fixed homogeneity χ as shown above.
The crucial point is that the representation U acting in the single particle
subspace of the local massive quantum free field in question, determines a unique
representation acting in S0(R3)∗ (regarded as a space of functions on the cone),
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or resp. in S00(R4)∗. Moreover the elements of S0(R3)∗, or S00(R4)∗ may in a
natural manner be regarded as generalized states of the single particle subspace
of the massive field in question, i.e. as elements of E∗ = S(R3)∗. It is instruc-
tive to look at this circumstance from the point of view of harmonic analysis
on the Lobachevsky space – the orbit Om,0,0,0 pertinent to the representation U
defining the field. Namely we can decompose the restriction of U acting in the
single particle space to the subgroup SL(2,C). We obtain a direct integral de-
composition into irreducible (this time U is unitary) sub-representations. Each
of the irreducible sub-representations is canonically a representation acting on
functions of fixed homogeneity χ on the cone. In fact each of the irreducible
sub-representations act on Hilbert spaces which up to a measure zero set may
be regarded as ordinary functions on the unit sphere S2 of rays on the cone,
except for the supplementary series representations (if it enters the decomposi-
tion at all, which is rather exceptional), whose representation space as a com-
plete Hilbert space contains elements which cannot be identified with ordinary
functions on the cone. But in each case the elements of the irreducible repre-
sentation are homogeneous distributions over S0(R3) regarded as the space of
restrictions of the elements S0(R4) to the positive sheet of the cone. In particu-
lar for the massive scalar field we obtain this assertion without much ado using
the decomposition of the representation acting on the scalar functions on the
Lobachevsky space, acting in the ordinary Hilbert space of square integrable
functions with respect to the invariant measure given in [63], Ch VI.4.. In order
to obtain this theorem in full generality we have to prove that all unitary irre-
ducible representations of SL(2,C), can be realized on (the closure with respect
to an invariant inner product of) homogeneous functions on the cone. For the
spherical-type representations this is already known to be true (the case of the
supplementary series representations and the spherical-type representations of
the principal series has been presented in this manner in [171]-[179] and in [63]).
In Subsection 7.2 we give a proof that the closure of the space of homogeneous
functions of the supplementary series representation under the invariant inner
product is contained within the space S0(R3)∗. It can be however proven for all
irreducible unitary representations (and the proof for the remaining irreducible
representations easily follows from the results of Subsect. 7.1), or even for all
completely irreducible, and not necessary unitary, representations of SL(2,C).
In particular any unitary representation (l0 = m/2, l1 = iν), m ∈ Z, ν ∈ R,
of Gefalnd-Minlos-Shapiro [55] (not necessary spherical-type, i.e. with l0 not
necessary equal to zero), can be realized on the space of scalar functions on the
cone, homogeneous of degree −1−i ν, on using in addition in the transformation
formula a homogeneous of degree zero phase factor eiΘ in the transformation
formula, raised to the integer or half-integer power ±l0 depending on the repre-
sentation (l0, l1 = iν) we want to achieve, where the phase e
iΘ is the one found
in [188]. The inner product is given by the ordinary L2(S2)-norm defined for the
restrictions of the homogeneous functions to the unit sphere S2. The decomposi-
tion of U , restricted to SL(2,C), can be think of as an application of the general
Gelfand-Neumark Fourier transform corresponding to the decomposition of U .
Because the SL(2,C) group is nonabelian, then the Fourier transform of a func-
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tion (even scalar valued) on the Lobachevsky space is no longer scalar valued,
but the values of the transform are homogeneous distributions over S0(R3) re-
garded as a space of functions on the cone. Each such distribution S defines a
unique distribution F over S0(R4) concentrated on the (positive sheet O of the)
cone, by the condition that F (ϕ˜) = S(ϕ˜|
O
), well defined because the restriction
to O maps continuously S0(R4) onto S0(R3). The ordinary Fourier transforms
of such F -s, regarded as functionals in S0(R4)∗, are homogeneous solutions of
d’Alembert equation, in general distributional, i.e. belonging to S00(R4)∗. Now
because E = S(R3), the single particle Hilbert space H and the space of distri-
butions E∗ compose a Gelfand triple E ⊂ H ⊂ E∗ (or a rigged Hilbert space),
then by [62], the elements of the Hilbert space H
χ
in the decomposition
H = ⊕
∫
Hχdσ(χ)
corresponding to the decomposition of the representationU , restricted to SL(2,C),
belong to E∗ because the Casimir operators transform E continuously onto it-
self. Moreover by the analytic continuation of a distribution, [59], also the
other distributions homogeneous of degree χ over S0(R3), with χ not enter-
ing the decomposition belong to E∗ = S(R3)∗, i.e. to the space of generalized
states of the single particle space of the massive field. Although the application
of the general Gelfand-Neumark Fourier transform gives a general framework
working for all fields, it is not in general computationally useful, because we
lose any immediate relation of the transformation formula of the field, to the
respective irreducible components (l0, l1) entering the decomposition of U (of
course restricted to SL(2,C)). For example the explicit realization of the ir-
reducible representation (l0, l1) through its action on the scalar homogeneous
functions on the cone (with the additional phase factor multiplier eiΘ raised
to the appropriate power) is not much heplful because the phase factor eiΘ in
the transformation formula depends on the momentum, which means that its
inverse-Fourier-transformed image has non-local transformation law and an ad-
ditional work is needed in recovering the local transformation law of the field
in question. In particular taking a direct sum of such irreducible representa-
tions with the additional multiplier respectively equal eiΘ and e−iΘ, acting on
functions homogeneous of degree −1, we obtain the representation acting in the
single particle space of a homogeneous of degree −2 part of the local Riemann-
Silberstein quantum vector field, but this is far not obvious, compare [188], [10],
[189].
Therefore in practical computations it is much better to choose another way
when computing a homogeneous part of a given local massive quantum free
(scalar, spinor, e.t.c.) field. Namely we construct first the free zero mass coun-
terpart of the (scalar, spinor, e.t.c.) field. There exists a general construction
of such local zero mass fields, compare [188] or the introductory part of Section
2 (and there is quite a long tradition in constructing such fields, comare e.g.
[17] for the zero mass Dirac field). The homogeneous of degree −2 commutator
functions of such fields are just the quasi asymptotic distributions of the cor-
responding commutator functions of the massive fields, which we encounter in
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computing the singularity degree when splitting the massive commutator func-
tions due to Epstein-Glaser. It is not obvious if such counterpart zero mass
fields exist, but this is indeed the case at least for fields we are interested in.
Then to the single particle representation of the zero mass (scalar, spinor, e.t.c.)
field, acting on the (scalar, spinor, e.t.c., respectively) functions on the cone (in
the momentum picture) we apply the Gelfand-Graev-Vilenkin Fourier transform
(or its immediate generalization on spinor, etc., valued, functions on the cone)
in order to recover the representations acting on (spinor, tensor, e.t.c.) homo-
geneous functins, entering the decomposition of this representation. The point
is that it is much easer to extend the Gelfand-Graev-Vilenkin Fourier theory on
spinor, tensor, etc. valued functions, then to search at random among the di-
rect summads in the general decomposition of the representation U (restricted to
SL(2,C)) acting in the single particle subspace of the massive field, those which
recover the correct local transformation formula of the homogeneous part of the
field. This task however can be reduced to the results obtained by Gelfand and
Neumark on the classification of unitary represetations of SL(2,C). The case of
the scalar field we have already at hand without any additional computations.
Summing up we have constructed homogeneous of degree χ ∈ C part of a
local free field (working for massive as well as for mass less fields, for non gauge
fields and for gauge fields) which is well defined only for particular values of χ.
Before we extend this extraction on still more general local fields we should stop
for a moment at the level of free fields. First note that the introduction of the
new class of test spaces S0(Rn) and S00(Rn), essential for the construction of
mass less fields is likewise essential as the distributional basis for [169], compare
Section 7. Second note that the same test spaces are essential in extraction
of homogeneous parts of the free fields. A more rigourous definition and con-
struction of a homogeneous part of a free field the reader will find in Subsection
7.3. And finally let us go back to the comparison xµA
µ(x) = S(x), with the
homogeneous of degree zero part of the scalar field xµA
µ(x) at the free field
level. It turns out that at the free field level, by extracting of the homogeneous
part of degree zero, fulfilling d’Alembert equation, of the field xµA
µ(x), with
Aµ the free potential, we indeed recover the degenerate case of the theory of
Staruszkiewicz, with the fine structure constant put equal to zero, and with the
Hilbert space which degenerates to the eigenspace of the total charge operator
corresponding to the eigenvalue zero, compare Subsection 7.4 where we provide
a detailed construction. Moreover this result holds true for any representative
of the free electromagnetic potential. Of course this is far not obvious if this
results holds true in the full interacting theory and if it is sensitive to the choice
of the representative of the free potential as the building block of the causal
perturbative series.
As the next step we construct the homogeneous part, in general not fulfilling
d’Alembert equation, of a local field equal to a Wick polynomial of free fields.
Let the homogeneity of the part to be extracted be χ. In fact we can confine
attention to Wick monomials. In particular in order to extract the homogeneous
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part of the field : ψ(x)n1A(x)n2 : we sum up∑
n1χ1+n2χ2=χ
: ψχ1(x)
n1An2χ2(x) :
over all fields
: ψχ1(x)
n1An2χ2(x) :
where ψχ1(x) is the homogeneous part of degree χ1, fulfilling d’Alembert equa-
tion, of the Dirac field ψ(x) and similarly Aχ2(x) is the homogeneous of degree
χ2 part of the field A(x), fulfilling d’Alembert equation;
or we put zero for this sum in case when
no χi exist such that n1χ1 + n2χ2 = χ.
As the final step we would like to extract a homogeneous part of an interact-
ing field, especially −xµAµint(x). On the other hand the interacting field itself
is beyond our reach, because, so far we have not4 yet investigated its conver-
gence. In order to pass over this problem we go back to the causal perturbatibe
series for the interacting field Aint(x) after the adiabatic switching on the in-
teraction at infinity is performed. Then into each order therm of the causal
perturbative series we “insert”, in place of each free field operator, its homo-
geneous part with the respective paring fuctions replaced by the homogeneous
of degree −2 zero mass counterparts. Here “insertion” means that each inte-
gration d4xi is replaced with integration over de Sitter hyperboloid and with
the homogeneous integrand treated as operator distribution on de Sitter hy-
perboloid. Then we confine attention to each order term separately. Next we
extract the homogeneous part of the chronological product of Wick polynomials
of free fields, similarly as for the Wick product of free fields, just summing over
all summands with factors whose homogeneities sum up to χ.
For example in order to compute the first order correction to the homoge-
neous part
(
Aµ
int
(x)
)
χ=−1
of homogeneity χ = −1 of the interacting field Aµ
int
(x),
in case when the representative of the free potential field is used which leads to
the formulas for the interacting fields which are given in [147], Ch. 4.9, we need
to compute the homogeneous of degree −1 part of the generalized operator (1).
According to our prescription we “insert” the homogeneous of degree −3 part
of the field : ψγµψ : (x) into the formula (1); where the “insertion” means that
the integral in (1) of the homogeneous integrand is replaced by the integral over
the intersection of the spacelike plane x0 = const with de Sitter 3-hyperboloid
and the integrand is now regarded as the field on de Sitter 3-hyperboloid, which
it naturally induces as a homogeneous field in Minkowski space-time. It is im-
portant to note that quantum fields on de Sitter 3-hyperboloid space-time may
be integrated over Cauchy surfaces and this integration produces well defined
(densely defined) operators in their Hilbert spaces. We give a proof of it using
white noise calculus in Sections 7.4 and 7.3. But the same proof can be per-
formed by using the unitary representation of SL(2,C) acting in the Hilbert
4Although we have given a precise meaning to the limit of the perturbative series.
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space of the homogeneous field. This fact seems to be rather known for those
who have worked with fields on de Sitter space-time [178] or on the static Ein-
stein Universe space-time [160], [161] which are similar in this respect.
Why is this comparison (
xµA
µ
int
(x)
)
χ=0
= S(x), (3)
where S(x) is the quantum phase field of Staruszkiewicz theory, so interesting?
First of all in extracting the homogeneous of degree −1 part of the interacting
field A
int
(x) only the first and zero order contributions are non zero:(
Aµ
int
(x)
)
χ=−1
=
(
Aµ
free
(x)
)
χ=−1
+
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
,
where
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
is the homogeneous of degree −1 part of the gen-
eralized operator (1) defined as above. This is of capital importance. The
mechanism which cuts out the higher order terms is in principle very simple:
the allowed homogeneities χ for the massive fields coupled to Aµ are restricted
to relatively small set. In particular the allowed homogeneities χ for the scalar
massive field are equal: −1 < χ < 0 or χ = −1+iν, ν ∈ R, for the proof compare
Subsetion 7.2, and Remark 4 of Subsection 7.2. Similar situation we have for
other massive fields, e.g. for the Dirac field. On the other hand positive homo-
geneities for the homogeneous parts of the free field Aµ are not allowed. In fact
we have not finished yet the full classification of allowed homogeneities in this
case (in Subsection 7.3 we have reduced the classification to application of the
Gelfand-Graev-Vilenkin method for classification of invariant bilinear forms on
a nuclear space, and we present some partial results in Subsection 7.3). But the
assumtion that positive homogeneities are imposssible is physically reasonable.
On the other hand each factor coming from the retarded (resp. advanced) parts
of the commuatator functions contrubutes additional homogeneity −2. Because
the number of these factors grows together with the order, there remains no
room for keeping homogeneity −1 of each higher order contribution.
This in fact is what one should expect, by comparison with the scatter-
ing at the classical level in the infrared regime: the scattered charges produce
infrared electromagnetic field but the infrared electromagnetic field does not
scatter charges5.
Moreover,
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
and
(
Aµ
free
(x)
)
χ=−1
by construction com-
mute. This again is of capital importance and makes (3) still more plausible
5That only first order contribition to the interacting field at spatial infinity should survive
also at the quantum field theory level has been forseen by Schwinger, as prof. Staruszkiewicz
has kindly informed me. Schwinger observes that the only charge carrier fields are massive.
The infrared photons carry to small an energy to produce pairs sufficient to create massive
charge carrying particle. On the other hand we should expect the first order contribution to
be nonzero. That there persist a kind of “back-reaction” we should expect by comparison
with the ordinary nonrelativistic charged quantum particle in the infrared Bremsstrahlung-
type infrared field: a nonzero phase shift will persist for each plane wave of the particle which
produces nontrivial change of the packet-type wave function of the particle, compare e.g.
[167], [78]. This is refletcted by the nonzero first order contribution.
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with xµ
(
Aµ
free
(x)
)
χ=−1
corresponding to
∞∑
l=1
m=+l∑
m=−l
{clmf (+)lm (ψ, θ, φ) + h.c.} (4)
and xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
corresponding to −eQthψ in the expansion of the
quantum phase operator
S(ψ, θ, φ) = S0 − eQthψ +
∞∑
l=1
m=+l∑
m=−l
{clmf (+)lm (ψ, θ, φ) + h.c.}
of the Staruszkiewicz theory (we are using the notation of [169]). The operator
S0 in S(x) is that part which cannot be reproduced by xµ
(
Aµ
int
(x)
)
χ=−1
, which
again could have been forseen by comparison with the classical theory of infrared
fields.
Now the computation of the homogeneous of degree −3 part of the free
current field (in case of the Dirac field coupled to the potential the free current
is equal : ψγµψ : (x)) is not entirely trivial, even in the simpler scalar QED,
because there are in general continuum-many possible homogeneity degrees χ to
play with. Let us explain this in the simpler case of the scalar QED, where the
spinor field ψ(x) is replaced with a scalar (boson) massive compex field, let us
denote it likewise by ψ(x). In the scalar QED the field : ψγµψ : (x) is replaced
with : ψ
↔
∂ µψ : (x). According to our definition each part ψχ(x) of homogeneity
χ of the scalar field ψ(x) contributes to the homogeneous of degree −3 part of
the field : ψ
↔
∂ µψ : (x) if χ+ χ = −2. In particular each homogeneous of degree
−1 − iν, ν ∈ R, part ψ
χ=−1−iν (x) of the scalar field ψ(x), has a contribution.
Each such homogeneous of degree χ = −1−iν part ψχ=−1−iν (x) of the scalar field
ψ(x) is nontrivial, and is constructed on the unitary irreducible representation
Uχ=−1+iν = (l0 = 0, l1 = i ν) of SL(2,C) acting on the homogeneous of degree
χ = −1 + iν scalar functions on the cone (in the momentum space) as the
single particle subspace H
χ
of the field ψ
χ=−1−iν (x), and is a spherical-type
representation of SL(2,C) of the principal series.
Now when working with a finite set of possible homogeneities, say χ1 =
−1− i ν1, . . . χn = −1− i νn, we need only to consider the finite sum
: ψ
χ1
↔
∂ µψ
χ1
: (x) + . . . + : ψ
χn
↔
∂ µψ
χn
: (x)
of n independent homogeneous fields acting on the tensor product Γ(H
χ1
) ⊗
. . .⊗ Γ(Hχn ) of their Fock spaces, by the known property of the functor Γ:
Γ(H
χ1
⊕ . . .⊕H
χn
) = Γ(H
χ1
)⊗ . . .⊗ Γ(H
χn
),
as the homogeneous of degree −3 part of the field : ψ
↔
∂ µψ : (x).
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But already passing from finite set of possible homogeneities to a denumer-
able set χ1, χ2, . . ., there arises a subtle point of generalizing the last theorem
to the following
Γ
( ∞⊕
n=1
H
χn
)
=
∏
n∈N
⊗ Γ(H
χn
),
where it seems that the C-adic infinite direct tensor product,
∏
n∈N
⊗, of von
Neumann [111] should work here (although, so far as the author is aware, no
proof has until now been performed). And when considering the decomposition
U =
∫
ν>0
⊕ Uχ=−1−iν dν
of the restriction U of the double covering of the Poincare´ group to the SL(2,C)
acting in the single particle subspace H of the scalar field ψ(x) into irreducible
components Uχ=−1−iν acting in H
χ=−1−iν , we encounter the following formula
Γ
( ∫
ν>0
⊕ H
χ=−1−i ν dν
)
=
∏
ν∈R
⊗ Γ(H
χ=−1−i ν ),
but this time it is far not obvious that the C-adic infinite direct tensor prod-
uct of von Neumann is sufficient here (we expect rather a new infinite tensor
product to be needed here); with (intentionally) infinite system of continuum-
many independent fields of respective homogeneities χ = −1− iν acting on the
corresponding Fock spaces Γ(H
χ=−1−i ν ).
We propose not to enter these unsolved problems, and confine attention to
just one part ψ
χ1=−1−iν1 (x) of ψ(x) of fixed homogeneity χ1 = −1 − iν1, and
then investigate invariant subspaces of the field : ψ
χ1=−1−iν1
↔
∂ µψ
χ1=−1−iν1 : (x)
(or resp. : ψ
χ1
γµψ
χ1
: (x)).
On the other hand one can show (compare Subsect. 7.4 and 7.6) that the
Hilbert space of the quantum phase S(x) of Staruszkiewicz theory has the fol-
lowing structure
H = H0 ⊗H0. (5)
Here H0 is the closed subspace of the Hilbert space H spanned by
eimS0 |0〉,m ∈ Z.
Note that the direct summad with fixed m spanned by(
emS0|0〉
)
⊗H0
in (5) is the eigenspace of the total charge operator Q corresponding to the
eigenvaluem. The direct summand C⊗H0 = H0 is the eigenspace corresponding
to the eigenvalue zero of Q. The Hilbert space H0 is equal to the Fock space
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H0 = Γ(H10) over the single particle space H10 of “infrared transversal photons”
spanned by
c+lm|0〉.
The representation of SL(2,C) acts on H10 through the Gelfand-Minlos-Shapiro
irreducible representation (l0 = 1, l1 = 0) of the principal series and through
its amplification Γ(l0 = 1, l1 = 0) on H0 = Γ(H10), and trivially on the factor
C in (5), [172], [190]. The factorization property (5) is preserved (compare
Subsection 7.6) under the representation U of SL(2,C) acting in H:
UH = (UH0U−1)⊗ (UH0U−1)
= H ′0 ⊗
(
Γ(l0 = 1, l1 = 0)H0Γ(l0 = 1, l1 = 0)−1
)
= H ′0 ⊗H0.
But under the action of U only the second factor in (5) is invariant under U
where U acts through Γ(l0 = 1, l1 = 0), as said above. The first factor in (5) is
transformed under U into another subspace H ′0 ⊂ H spanned by
UeimS0U−1|0〉,m ∈ Z.
Finally to the tensor product factorization (5) of the Hilbert space of the
phase field S(x) there correspond the tensor product factorization H′1 ⊗H′0 of
the Hilbert space of the operator
xµ
(
Aµ
int
(x)
)
χ=−1
= xµ
(
Aµ
free
(x)
)
χ=−1
+ xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
,
where H′0 is the Fock Hilbert space of the field xµ
(
Aµ
free
(x)
)
χ=−1
and H′1 is
the Hilbert space of the field xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
, by construction equal
to an invariant subspace of the Fock space of a homogeneous of degre −3 part
: ψ−1+i ν1
↔
∂ µψ−1+i ν1 : (x) of the field : ψ
↔
∂ µψ : (x). It follows (Subsect. 7.6)
that the operators (4) and −eQthψ on the one hand factorize with respect to
the factorization (5); and on the other hand the operators xµ
(
Aµ
free
(x)
)
χ=−1
and
xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
factorize with respect to the factorization H′1 ⊗ H′0.
The Fock spaceH′0 of the field xµ
(
Aµ
free
(x)
)
χ=−1
can be naturally identified with
the Hilbert space H0 and its action on this space can be naturally identifield
with the action of the operator (4) on H0, for the proof compare Subsect. 7.4
and 7.6. Both xµ
(
Aµ
free
(x)
)
χ=−1
and (4) act as the unit operator on the respec-
tive first factors in H′1 ⊗ H′0 and respectively H0 ⊗ H0. Similarly −eQthψ
and xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
act as the unit operator on the respective second
factor, for the proof compare Subsect. 7.4 and 7.6. Thus indeed the opera-
tors xµ
(
Aµ
free
(x)
)
χ=−1
and (4) understood as operators in the respective Hilbert
spaces H′1⊗H′0 and H0⊗H0 can be equated, up to a trivial multiplicty. This
in particular means that the equality (equivalence) of the operators −eQthψ
and xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
in their action on the respective first factors would
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give us full equality (equivalence)
xµ
(
Aµ
free
(x)
)
χ=−1
=
∞∑
l=1
m=+l∑
m=−l
{clmf (+)lm (ψ, θ, φ) + h.c.}
and
xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
= −eQthψ.
Perhaps the most important reason for the comparison with Staruszkiewicz
theory at spatial infinity lies in giving the realization of the proof for the uni-
versality of the unit of charge, outlined in [175]. Namely in completing the
construction of the subspace invariant for the operator xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
on which indeed it can be identified with −eQthψ for the potential coupled
with various massive charged fields (say, scalar, spinor, e.t.c.) with the coupling
compatible with gauge invariance, will identify the coupling constant and the
charge with the respective constant of the Staruszkiewicz theory. More pre-
cisely: if the equality of xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
to the part −eQthψ of phase
S(x) of Staruszkiewicz theory is indeed true, then in the Hilbert space of the
field xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
there must exist the operator eiS0 which together
with the operator (1/e)Q provides a spectral realization of the global gauge
group U(1). This follows from the fact that this is the case for Strauszkiewicz
theory. Various contributions to −eQthψ coming from various charge carry-
ing fields coupled to the potential A should give the total charge operator Q
which together with the coresponding phase provides a spectral contruction of
the global gauge group, as in the case of the Staruszkiewicz theory, in which
V = eiS(u), D = (1/e)Q (or V = eiS0 , (1/e)Q) define spectrally the gauge U(1)
group, compare Subsection 7.5). This will give us the universality of the unit of
charge because the various contributions to the global charge Q coming from the
varios charge carrying fields all should have common spectrum eZ. Otherwise
the total charge operator could not serve as the Dirac operator for the U(1)
manifold, as the contributions coming from various charge carrying fields would
distroy the spectrum eZ needed for the spectral reconstruction of the global
gauge U(1) group, compare Section 7.5. Thus the common scale for the electric
charge comes from the condition that the infrared fields of each isolated sys-
tem (involving various charge carrying fields with the couplings to A preserving
gauge invariance) provide a spectral description (in their total Hilbert space of
infrared states) of the global gauge group U(1) as in case of Stauszkiewicz theory,
compare Subsect. 7.5. This mechanism forcing universality of the scale of the
electric charge still works even for non standard representation of the commuta-
tion rules of the Staruszkiewicz theory. The only difference would be in changing
of the spectrum of the total charge Q from eZ into ceZ for some constant c > 1,
and in changing V = eiS(u), D = (1/e)Q into V = eicS(u), D = (1/e)Q in the
spectral construction of U(1), compare Subsection 7.5 for the definition of the
non standard representation.
Note that in this proof of universlity based on the comparison with Staruszkiewicz
theory we do not need to have the operator S0 as constructed in terms of the
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homogeneous part of the interacting field. Its computation within the homoge-
neous part of the interacting fields is perhaps more tricky in comparison to Q.
We suspect that the non-perturbative construction of the causal phase (compare
[147], Chap. 2.9) will be hepful here, but we had not enough time to try this
way in computations.
Unfortunately we have not lead the proof that xµ
(
Aµ (1)
int
(g = 1, x)
)
χ=−1
is
equal to the part −eQthψ of S(x) to an end in this work.
Perhaps we should remark that various limit operations involved in our com-
putation were commuted rather freely. Especially we have computed first the
homogeneous of degree −1 part (Aµ
int
(x)
)
χ=−1
of the field Aµ
int
(x) and then con-
structed homogeneous of degree zero part of the field xµA
µ
int
(x) by putting it
equal to xµ
(
Aµ
int
(x)
)
χ=−1
. We did so only to simplify computations, but one
should remember that the causal perturbative series for interacting fields in
general does not depend on the order of the following operations: first compute
Aµ
int
(x) and then mutliply by xµ: xµA
µ
int
(x) or first multiply by xµ: xµA
µ(x),
and then compute
(
xµA
µ(x)
)
int
, because xµ is a c-number. This order is also
unimportant at the free theory level, and it is irrelevant if we first compute the
homogeneous of degree −1 part of the potential field, and then multiply by xµ,
or first multiply by xµ and then compute the homogeneous of degree zero part.
Moreover in extracting the homogeneous part we work effectively with fields
on de Sitter 3-hyperboloid space-time. On this space-time quantum fields, in-
cluding interacting fields with naturally defined interactions, behave much better
than in the Minkowski spacetime. Similar fact has been discovered by math-
ematicians, mainly Segal, Zhou and Paneitz, [160], [161], for the : ϕ4 : theory
and for QED on the static Einstein Universe space-time, with the help of the
harmonic analysis on the Einstein Universe, which the authors worked out exten-
sively in a series of papers: [130]-[132]. Nonetheless the mechanisms simplyfing
matters are exactly the same for the quantum fields on de Sitter 3-hyperboloid.
In particular the curvature of de Sitter 3-hyperboloid is crucial here (for exam-
ple QED on the toral compactification of the Minkowski space-time is still very
singular, although the set of modes is discrete).
Suppose the operation of multiplication by xµ is performed at the very end of
the process of computation after the operation of extraction of the homogeneous
of degree −1 part of the interacting potential, i.e. for the homogeneous of degree
zero part of the field xµA
µ
int
(x) we put xµ
(
Aµ
int
(x)
)
χ=−1
. It seems that in this
computation the various equivalent realizations of the free potential field, which
are then used in the construction of the perturbative series of the interacting
fields, give the same xµ
(
Aµ
int
(x)
)
χ=−1
, because all of them have the same pairings.
Thus passing to infinity is not merely a way to simplify matters but possibly
an indispensable step in constructing full theory.
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1.3 A contribution to the Problem of Convergence of the
Perturbative Series for Interacting Fields
Before going to the problem (b) of convergence of the causal perturbative series
for interacting fields in the adiabatic limit g = 1, we should mention here that
QED on the Einstein (static) Universe space-time has been proved to be conver-
gent, [161], [130]-[132]. More precisely, there has proven in these works that in
the total coupled system of the Dirac and the electromagnetic potential fields on
the Einstein Universe the nonlinear interacting fields are local fields and are well
defined operator-valued distributions. Moreover the interacting hamiltonian, as
well as the total hamiltonian, for QED on the Einstein Universe, of the total
interacting system is a well defined essentially selfadjoint operator in the total
Fock space of the free Dirac and the electromagnetic potential fields. On the
other hand all experiments in quantum optics and high energy physics (which
involve QED) are performed within so small a part of space-time on which the
flat Minkowski space-time and Einstein Universe become indistiguishable (for
the practical values of the curvature of the Einstein Universe). Nonetheless no-
body (as to the author’s knowledge) has been able to make any practical use
of this facts in practical calculatuions, in particular in preparing any effective
method of summation of the perturbative series, at least for some particular
calculations. This illustrates how much remote we are from any deeper under-
stending of the linkage between the first principles of QFT and the concrete
experimental results, which we nonetheless interpret as a confirmation of QED,
speaking for the spectacular success of QED.
This state of affairs comes from the fact that the “practical perturbation cal-
culation” is not clearly connected to the first principles of QFT, which are both
mathematically and physically clear. In particular there are two main kinds of
phenomena to which we apply the “practical perturbation calculations”. The
first kind embraces the scattering phenomena where the asymptotic states are
the one which can be constructed with the help of free noninteracting fields
in the Fock space of the non interacting fields, and are practically the finite
particle states of the Fock space of free fields. The second kind involves bound
states (e.g. computation of the Lamb shift), or states in the scattering which
are “composite particle” states (e.g. heavy hadrons within the SM) not encoun-
tered in the Fock space of free fields (to which in turn may correspond no real
particles, e.g. quark fields) as finite particle states. In the first kind of phe-
nomena, with the finite particle states of the free Fock space plying the role of
asymptotic states, the comparison with the results of [161], [130]-[132] for QED
on the Einstein Universe is difficult simply because the harmonic analysis on
Einstein Universe differs substantially from that on the Minkowski space-time
(although the remarks in [161] on the possible relation between them are inter-
esting). In case of the second kind of phenomena the comparison with [161],
[130]-[132], is impossible because the computation heavily depends on the “per-
turbation philosophy” or “perturbative switching on the interaction” and less
on the first principles. Namely the computation is based on the comparison of
the “unperturbed” with the “perturbed” system (practically to a finite order
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of perturbation). In particular when computing the Lamb shift (or magnetic
moment of the electron) we consider the quantum Dirac spinor interacting field
ψ
int
(g,A
ext
, x) in the presence of classical electromagnetic external potential
field A
ext
(which can be perturbatively solved/constructed by introduction of
the corresponding classical field-variables into the scattering matrix functional,
[147], [34], [15]; and at the level of zero order radiative corrections, the solution
can be explicitly constructed within the so called bound interaction picture).
The zero order approximation – known as the external field problem– is then
compared to the full perturbatively constructed field ψ
int
(g,A
ext
, x) [147], [34],
[15]). In a schematical presentation, compare [15], we start with an initial
quantum field(s) (say unperturbed, exactly solved) ψ(x). Then we switch on
the interaction by replacing the field ψ(x) with its perturbatively defined inter-
acting field(s) ψ
int
(g, x), which are given by formal power series of local fields
in the adiabatic limit g = 1. Similarly the states Φ of the Fock space of the
unperturbed (say free field(s)) are replaced with the corresponding (perturbed)
states Φ(g) = S(g)Φ, where S(g) is the scattering matrix functional, [34], [15].
In particular in case of computation of the Lamb shift (or magnetic moment)
we compare (roughly speaking, but compare e.g. [34], [15])〈
Φ0
∣∣∣ψ(x)∣∣∣Φ1〉
with 〈
Φ0(g)
∣∣∣ψint(g, x)∣∣∣Φ1(g)〉,
where Φ0,Φ1 are the vaucum and a single particle state of the Fock space of
unperturbed fields.
This makes sense if the formal perturbative series for ψ
int
(g = 1, x), Φ0(g =
1) and Φ1(g = 1) make some sense, at least for some particular states of physical
importance.
If we were able to give a sense to the interacting fields ψ
int
(g = 1, x),
Aµ
int
(g = 1, x), e.t.c., if they were convergent and gave well defined local fields
(say operator valued distributions), then in principle also the scattering prob-
lems (of the first or second kind) could in principle be solved, by considering
the algebra of local observables, and coincidence arrangements of “detectors”,
corresponding to the interacting fields, ψ
int
(g = 1, x), Aµ
int
(g = 1, x), e.t.c., as
recognized by Haag [74], Ch. II.4. Thus the “perturbative computation” in both
cases (involving bound states or composite particles or not) can be reduced to
the computation of the perturbed interacting fields ψ
int
(g = 1, x), Aµ
int
(g = 1, x),
e.t.c..
Unfortunately convergence of the perturbative series (with g = 1, no ex-
ternal classical fields present) is very suspicious (e.g. by comparison to QED
on the Einstein Universe, [161], [130]-[132]) for local nonlinear interacting fields
in Minkowski space-time, such as those in QED, which would give to the in-
teracting fields a meaning of local nonlinear fields, acting in the Fock space of
free fields; although the problem remains open. Our ambitions are much more
modest (in comparison to the covergence proof for QED on Einstein Universe).
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In fact, as suggested by the analysis of Haag and his school, [74], Ch. II.4, in
the investigation of the perturbation series for interacting fields ψint(g = 1, x),
Aµ
int
(g = 1, x), e.t.c. (with g = 1) we do not need the convergence for the local
interacting fields ψ
int
(g = 1, x), Aµ
int
(g = 1, x), e.t.c. themselves, but we need
convergence only for a sufficiently reach algebra of local observables, which in-
cludes a sufficiently reach structure of “detectors”, immediately related to the
fields.
In particular it is not even clear that the Lorentz transformations are imple-
mentable in the space of states on which the perturbative series is convergent
for a specific algebra of local observables, in fact we have strong indications that
in case of QED it is not, compare [74], Ch V.2. Although the formal causal per-
turbative series preserves the translation and the Lorentz covariance conditions.
This covariance may however turn up to have a formal meaning without any
immediate connection to actual physical phenomena.
Our general strategy is in principle very simple. Staring with the Fock space
of free fields (with no external classical fields, just for simplicity), say underlying
QED, but the method is general enough to include SM with the Higgs field, we
construct a commutative pre-C∗-algebra A of (bounded) operators in the Fock
space. The algebra A (in fact we need a more specific conditions6) moreover
fulfills the conditions:
(1) A has the Gelfand spectrum Spec A with a smooth finite dimensional
manifold structure.
(2) The manifold structure and other smooth structures on Spec A can be
defined as in [22] by operators acting on a subspace H
inv
of the Fock
space of free fields, invariant for A and the other operators definining the
manifold structure on Spec A, which together with A,H
inv
respect the
conditions of the spectral “tuple” of the manifold Spec A, as stated in
[22].
(3) Suppose that the algebra A is canonically related to the free field opera-
tors, so that each element of A, as well as the remaning operators of the
spectral tuple, are canonically expressed in terms of free fields (or Wick
polynomials of free fields or their integrals), in a manner which allows
to compute uniquelly their perturbation, coming from the replacement
of free field or the Wick polynomial of free fields with the corresponding
perturbation series for interacting field or for the Wick polynomial.
(4) Suppose moreover that the perturbation of the elements of the algebra A,
and all other operators defining the manifold Spec A spectrally, preserves
the subspace H
inv
, and all conditions of [22] at each order of perturbation.
6It should be an algebra of operators commuting with the Gupta-Bleuler operator, com-
mutative and involutive, with the involution represented by the Krein adjoint equal to the
ordinary adjoint as the the operators of the algebra commute with the Gupta-Bleuler operator,
so let us suppose that it is a C∗-algebra or pre-C∗-algebra.
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The whole point lies in proving the existence of A or in constructing the
algebraA together with the remaining operators defining the manifold structure
on Spec A. We give in this work explicit construction of A together with the
remaning operators which respect the conditions (1) – (4). The point is that the
investigation of the convergence of the perturbative series for the spectral tuple
of (bounded, or selfadjoint) operators composing the spectral tuple is much
easier than investigation of the perturbation series for interacting fields.
This plan has been proposed earlier [184], were it has been adopted to the
perturbative construction of local observables according to Du¨tsch and Freden-
hagen [38], who noted that the adiabatic limit is in principle unnecessary for
the construction of local observables. However the basic operators we want to
construct perturbatively cannot be expressed in terms of local observables with
fixed bounded support, and in priciple we need the whole net of local algebras
with the supports going to infinity. The perturbative computations of such op-
erators based solely on local observables, avoiding the adiabatic limit, would be
difficult. The computation of each order term for the local interacting fields in
the adiabatic limit g = 1 using the white noise Fock expansions is much easier.
Therefore after showing existence of the adiabatic limit for QED, we prefer to
use the formal series for interacting fields with g = 1 and the Fock expansions
of Hida, Obata, Saitoˆ and Shimada.
For the algebra A we should choose an algebra as simply and naturally
related to the Fock space and the free fields as possible. Moreover the elements
of Spec A should have natural physical meaning. In our previous paper [184]
we noticed that the space-time is naturally connected and enters naturally into
the construction of free fields, with the spectral reconstruction reducible to the
harmonic analysis associated to the decomposition of the representation of the
double covering of the Poincare´ group acting in the Fock space. Thus spacetime
manifold provides a good candidate to be investigated first as Spec A.
Two main difficulties in the realization of the plan for the spectral construc-
tion of space-time (discarding for a while the difficulty in shownig the applica-
bility of the perturbation preserving (3) and (4)) are the following. We have to
find interesting subspace of the Fock space on which the translation generators
act with uniform (in general infinite) multiplicity. This difficulty we have solved
by extending the Mackey theory of inducted representations on Krein-isometric
induced representations acting in the single particle states of the realistic fields
(e.g the local electromagnetic potential field). The needed extension of Mackey
theory is presented in Section 12. We have already encountered necessity of
such extension when constructing the zero mass gauge fields, but only here we
need this extension with its full power, especially in constructing tensor product
representations and their decomposition. The translation generators act indeed
with uniform infinite multiplicity on the subspace of the Fock space which is
orthogonal to the vacuum and to the single particle subspace. But there is
another difficulty, because we need a subspace of the Fock space on which the
joint spectrum of the translation generators is just the ordinary R4-manifold.
This is however impossible for the ordinary free fields (e.g. underlying QED),
by the very general assumption of positivity of energy. In particular the joint
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spectrum of the generators in the subspace orthogonal to the vacuum and to
the single particle subspace, is indeed uniform, but is equal to the positive en-
ergy sheet of the cone together with its interior, and cannot be equal to the
whole R4-manifold (of course we exclude additional unnatural manipulations,
such as diffeomorphisms between the interior of the cone and the whole R4, not
preserving natural metric structure).
In order to resolve this problem let us recall the following observation (in fact
of a rather folkloric character among the community of mathematical physicists
working in QFT, but frequently erroneously understood by those not working
in mathematical aspects of QFT): in construction of the free QFT (underlying
say QED) and its causal perturbation method of introducing interaction one
may replace the “positive energy axiom” by the “negative energy axiom” with
the consequently replaced signs in both the lagrangians of free fields and in the
interaction lagrangian, in the commutators and with replacement of advanced
into retarded functions and vice versa. That in this case the corresponding
Wick product theorem and the perturbation series may still be constructed on
essentially the same grounds as in the “positive energy theory” has already
been noted e.g. by Bogoliubov and Shirkov. In particular that the supports
of the distributions in the commutators of free fields still allow in this case
the construction of the Wick product has been noted in [15], §II.16.7 We give
explicit construction for each field with both energy signs on equal grounds.
Let us denote the Fock space of the underlying free fields with the “positive
energy axiom” byH+ and respectivelyH− for the free theory with the “negative
energy axiom”. Now we treat the different sign fields as independent fields
which do not interact and are represented by operator valued distributions (
operator fields or operator algebras F (O)+ or F (O)− resp.) acting in the
tensor product space H+⊗H−. Then we apply the perturbation to each version
(positive and negative) separately in order to obtain the perturbation series for
the composed system F (O)+ ⊗F (O)− (we may apply for simplicity just the
trivial perturbation to the negative energy fields). At the end we may restrict
the allowed states to the positive energy states. From the physical point of view
this introduces nothing essentially knew as the positive energy fields do not
interact with the negative ones (even the negative energy fields may have to be
chosen free), but for us this gives a considerable profit. It comes from the fact
that Spec (P1, . . . P4) in the subspace orthogonal to the vacuum and one particle
states in H+ ⊗ H− is not only of uniform (infinite) multiplicity but it is the
Minkowski manifold. In fact the last assertion need to be proved and is in fact
reduced to the problem of decomposition of tensor product od ordinary unitary
induced representations of the double covering T4sSL(2,C) of the Poincare´
group, compare Remark 12 of Sect. 12.10. The main profit comes from the fact
7Frequently repeated claim that in QFT positivity of energy is a necessary condition is
not strictly true. Taking into account the perturbative microlocal method in the standard
gauge field theory we may only say that “definiteness of energy sign axiom” is needed in order
to build the theory, but instead of “positive energy” one may equally use the opposite sign
version. Of course from the physical point of view the difference is rather of unimportant and
nomenclatural character.
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the representation of T4sSL(2,C) acting in the Fock space H+⊗H− is a direct
sum of representations concetrated on the negative and positive interiors of the
cone in the joint spectrum Spec (P1, . . . P4) of the translation generators and
the representataion concetrated outside the interior of the positive and negative
cone in the joint spetrum of the translation generators. We can always modify
the second direct summand (concentrated outside the cone in Spec (P1, . . . P4))
which act on the unphysical subspce of H+ ⊗H− without altering the physical
states acting on the positive (and negative energy states) without altering the
translation generators in the manner which allows to reconstruct the sacetime
spectrally on usig the harmonic analysis corresponding to the decomposition
of the modified representation in the subspace of H+ ⊗ H− orthogonal to the
vacuum and the single particle states. This is presented in details in Section 2.
Before we explain in more details the spectral construction of space-time
(suggested in [184]), several remarks on the Connes’ spectral format giving a
structure of a pseudo-Riemann manifold to the Gelfand spectrum of a commu-
tative pre-C∗-algebra A of operators acting in a Hilbert space H are in order. It
has been analysed (in the compact case) by Strohmaier [180], where he recalled
a result of H. Baum [5] that: 1) the Hilbert space of square integrable sections of
the Clifford module naturally associated to the pseudo-Riemann structure on a
(not necessary compact) orientable and time orientable pseudo-Riemann mani-
fold admits a fundamental symmetry J (induced by a space like reflection) which
induces in the space of sections of the module the structure of the Krein space;
2) the natural Dirac operator D associated to the module is not self-adjont with
respect to any natural Hilbert space associated to the pseudo-Riemann mani-
fold, but it is self-adjoint in the Krein sense whenever the ordinary Riemann
metric associated to the space like reflection is complete (which is automatic for
compact manifolds). The main contribution of [180] lies in recognition that for
the important class of fundamental symmetries J the operator (JD)2 + (DJ)2
is an ordinary elliptic operator of Laplace-type with respect to a Riemann met-
ric on the pseudo-Riemann manifold, so that a “Wick-type-rotation-procedure”
using the operator J allows us to construct a class of ordinary riemannian spec-
tral triples naturally associated to the pseudo-Riemann structure with respect
to which the manifold is complete. Because the Krein space may be repre-
sented as an ordinary Hilbert space H with an operator J which is unitary and
selfadjoint, in particular it fulfils J2 = I, the results of Strohmaier lie within
the general scheme of introducing additional smooth structures on the manifold
with the help of Connes-type-operator format proposed by Fro¨hlich, Grandjean
and Recknagel [49]. Summing up, we have a tuple8 (A, D,H) acting in the
Hilbert space H which together with a fundamental symmetry J composes a
Krein space (H, J), the elements of the involutive algebra A commute with the
(admissible) fundamental symmetry J, the involution in A is represented by the
Krein-adjoint a† = Ja∗J equal to the ordinary adjoint a∗, as A commutes with
J, D is Krein self-adjoint: D = JD∗J, the operators [D, a], a ∈ A have bounded
8In our previous paper we have designated the Hilbert space H accompanying the Krein
space (H, J) and corresponding to J by HJ, and the Krein space (H, J) just by H. We hope
this changing of notation, justified in the next section, will not cause any misunderstandings.
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extensions; and there exists a selfadjoint operator DJ whose square is equal to
the positive self-adjoint operator 1/2
(
(JD)2+(DJ)2
)
such that (A, DJ,H) com-
poses an ordinary spectral triple fulfilling the first five conditions9 of Connes [22]
characterizing the manifold structure spectrally10, which we adopted to the non-
compact case of acyclic manifolds, or more general manifolds with sufficiently
simple topology. Moreover we assume the fundamental symmetry J to be reg-
ular, i.e. lying within the domain of any power of the derivation δ(·) = [DJ, ·],
which (by Lemma 13.2 of [22]) is equivalent to the condition that J lies within
the domain of any power of the derivation
δ1(·) = [D2J, ·](1 +D2J)−1/2,
with D2J = 1/2
(
(JD)2 + (DJ)2
)
. Assumption11 that (A, DJ,H) is the spectral
triple which respects the first five conditions of [22], §2 in the slightly strength-
ened form (see the assumptions of the Reconstruction Theorem 1.1 of [22])
is crucial in order to have the reconstruction theorem of Connes applicable
(a theorem conjectured in [23] and proved in [22]). Of course passing to the
non compact case will involve knew difficulties, like that concerned with the
appropriate choice of the unitization, however we have passed them over for
spectral noncompact manifolds with sufficiently simple topology, reducing the
reconstruction theorem in these cases to the compact (unital) case proved in
[22], compare Subsections 2.7- 2.8 and Appendix 8. Any way we may assume
for our needs that we have the preferred unitization A˜ of A at hand with the
reconstruction problem reduced to the unital case. Indeed we are in the situ-
ation where Spec A has the natural R4-manifold structure with the standard
Lorentzian pseudo-metric tensor and with A equal to the algebra of complex
smooth Schwartz functions, so that we are at the non compact analogue of
the Theorem 11.4 of [22]. It should be stressed that the non compact version
of the reconstruction theorem is important as only under its validity we have
the operator-algebraic characterisation of space-time justified, and on the other
hand the operator-algebra format is capable of the deformation/perturbation
indicated to above. But we would like to stress here that proving the recon-
struction theorem is a practically independent problem and do not intervene
into the operator-algebra construction of the unperturbed (A, D,D
J
,Hinv) in
the invariant subspace H
inv
of the Fock space, as suggested in [184].
Conceptually, in case of Spec A equal to the ordinary Minkowski space-time
the weak closure A′′ of A acting on H
inv
act with finite uniform multiplic-
ity, and the elements of A are the Fourier transforms of Schwartz functions of
9With the regularity condition 3 and the orientability condition 4 fulfilled in the slightly
stronger form (see [22], §2).
10Recall that the J-modulus [D]J of D in the sense of [180] is just equal |DJ| =
(
D2
J
)1/2
in
our notation; note also that (D)J in the notation of [180] is not in general equal to our DJ,
but
(
(D)J
)2
= D2
J
.
11Several competitive proposals have been proposed for the spectral construction of the
pseudo-Riemann manifold, e. g. Connes and Marcolli [25] proposed to consider operator D
which is not selfadjont but with self-adjoint D2, but we need more structured situation like
that presented here in order to have the reconstruction theorem of Connes.
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the translation generators P 0, . . . , P 3 restricted to H
inv
, which act with uni-
form finite multiplicity on Hinv , and with the joint spectrum being a bona fide
standard R4-manifold. The operator D
J
is the Dirac operator corresponding
to the ordinary euclidean metric on R4 and is the equal to the linear combi-
nation Γ0P 0 + . . . + Γ3P 3 of the translation generators P 0, . . . , P 3, with the
corresponding representors Γ0, . . . ,Γ0 of the generators of the Clifford algebra
corresponding to the euclidean metric. Similarly for the Dirac operator D cor-
responding to the Minkowski metric, and the corresponding representors of the
generators of the Clifford algebra corresponding to the Minkowski metric. Thus
the corresponding elements of A are the Schwartz functions of selfadjoint op-
erators Q0, . . . , Q3, which together with P 0, . . . , P 3 compose the von Neumann
representation of the canonical pairs Qi, P i on H
inv
.
Let us remind the hint of [184] for the construction of (undeformed) (A, D,H).
It will be convenient to recall some rudiments of harmonic analysis on smooth
manifold M symmetric for a regular action under a classical semi simple Lie
group G as the construction is in fact an application of harmonic analysis. Sup-
pose we have a symmetric (uniform) smooth Riemann (or pseudo-Riemann)
manifoldM of dimension n, acted on by a Lie group G with a (pseudo-) metric
tensor g invariant under G. Then we consider the Hilbert space H = L2(M, dυ)
of square summable functions with respect to the invariant volume form dυ (in
fact we are interested with Hilbert spaces or Krein spaces of square integrable
sections of more general Clifford modules over T ∗M, although it is unimpor-
tant in presenting the general idea and its connection to the standard results
on harmonic analysis of Gelfand, Harish-Chandra and others who actually used
L2(M, dυ)). We consider then the unitary regular right representation T of G
acting in H and an appropriate algebra A = S(M) of functions of fast decrease
with nuclear Fre´chet topology (just A = C∞(M) for compactM). We can con-
sider the algebra S(M) as acting in H as a multiplication algebra with point
wise multiplication. The regular representation T induces the transformation
a 7→ TgaT−1g which coincides with the ordinary group action TgaT−1g (x) = a(xg)
for functions a ∈ S(M). Harmonic analysis (“Fourier transform” on M) cor-
responds to a decomposition of the regular right representation T acting in H
into direct integral of irreducible subrepresentations. To this decomposition
there corresponds a decomposition of every element f ∈ H into direct integral
of its components belonging to the irreducible generalized proper subspaces of
the Laplacian – the ”inverse Fourier integral of f”. For example Gelfand, Graev
and Vilenkin [58] has done it for the Lobachevsky space M = L3 acted on
by the G = SL(2,C) and have constructed the appropriate algebra S(M). It
is important for us that in general the construction of harmonic analysis to-
gether with S(M) can be given a purely operator-spectral shape. Namely we
consider a maximal commutative algebra Â generated by representors of one
parameter subgroups (or their appropriate functions). Let Â be generated by
P1, P2, . . . Pn. Let Spec (P1, P2, . . . Pn) be their joint spectrum. In particular for
the Lobachevsky plane M = L2 acted on by the G = SL(2,R) group we may
chose P1 to be the Casimir operator equal to the Laplacian on the Lobachevsky
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plane, and for the P2 we may chose the generator of a one parameter boost
subgroup. In this case the inverse Fourier transform and the Fourier transform
relating f ∈ H and its Fourier transform Ff may be written as
f(x) =
∫
Spec (P1,P2,...Pn)
Ff(s)Θ(x, s) dν(s); Ff(s) =
∫
M
f(x)Θ(x, s) dυ(x),
where Θ(·, s) is a complete set of common generalized proper functions of
the operators P1, P2, . . . Pn corresponding to the point s of their joint spec-
trum Spec (P1, P2, . . . Pn). In fact the Fourier transform of [58] does not have
this spectral form because the full (maximal set of commutative) generators
P1, P2, . . . (or their functions) have not been explicitly constructed (besides the
Laplacian), which are simultaneously diagonalized by the Fourier transform con-
structed there. However existence of Fourier transforms diagonalizing say the
Laplacian on the Lobachevsky plane L2 and the generator of a one parameter
boost subgroup of SL(2,R) follows from the general theory presented in [62],
[58] (as well as from the papers of Harish-Chandra on harmonic analysis). Thus
the Fourier transform diagonalizes the algebra of operators Â and the inverse
Fourier transform diagonalizes the algebra A = S(M). In this sense the al-
gebras A and Â are dual to each other. Note in passing that whenever the
commutative algebra Â is not maximal commutative in the algebra generated
by generators of one parametric subgroups, then the subrepresentations in the
direct integral decomposition of T need not be irreducible, as is the case for
example for the double covering of the Poincare´ group with P1, . . . P4 equal to
the translation generators, where we have two Casimir generators and one of
which is not a function of P1, . . . Pn.
Now suppose that T is the (Krein-)isometric representation T of the double
covering of the Poincare´ group G acting in the Krein-Fock space H+⊗H− of the
free theory underlying QED or more general gauge fields. In this case we may
repeat the above construction of (space-time) algebra A = S(M) of functions
now understood as operators in the appropriate subspace of the Fock space pro-
vided the algebra Â generated by Schwartz functions of generators P1, . . . P4
acts with uniform multiplicity in the subspace. It is the case for the subspace of
the Fock space orthogonal to the vacuum and to the one particle states. Indeed
one can prove that in this case the joint spectral measure on the joint spec-
trum Spec (P1, . . . P4) ∼= Spec Â is the Lebesgue measure in case of free fields
but moreover the theory of quantum fields, and especially the theory of free
quantum fields, is accompanied with a much stronger assumption (which is not
always explicitly stated), that the joint spectrum of the translation generators is
a subset of the smooth Minkowski space with the pseudo-Riemann (Lorentzian)
structure, and in case of the Fock space H+ ⊗ H− of both energy sighns it is
just the Minkowski manifold, of uniform multiplicity on the subspace orthogonal
to the vacuum and single particle states. In case of the free fields underlying
QED it is equal to the closed forward cone and the full Minkowski manifold in
case of the Fock space H+ ⊗H− of free fields of both energy signs, uniform in
the subspace orthogonal to the vacuum and the single particle states. In fact
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the ”positivity of energy” assumption of the Wightman axioms [195] would be
meaningless if one was not be able to introduce the Lorentzian manifold struc-
ture with the Spec (P1, . . . P4) embedded into the manifold. This assumption is
of much more profound character then may apparently seem at first sight. In
particular it enters non trivially into the definition of normal ordering of op-
erator valued distributions, compare e.g. the Bogoliubov analysis of the Wick
product theorem as well as the recurrent construction of the so called chrono-
logical products as operator valued distributions. Thus in order to construct
the algebra A we need to know the “Fourier transform VF” connecting it with
the algebra of functions of the generators P1, . . . P4 on the subspace orthogonal
to the vacuum and one particle states.
Now it is important that we have fairly explicitly given the “Fourier trans-
form VF” and it is suggested by the relation between the one particle states in
the momentum and position representations. We extract subspaces of the Fock
space where Â acts with uniform multiplicity and invariant for T . Then VF is
achieved in two steps: i) using the uniformity of the algebra Â we construct
the transformation12 F1 which after the second step ii) namely the construc-
tion of the von Neumann-Stone representation of the canonical pairs (Pi, Qi)
giving the construction of the ordinary Fourier transform F2 (with uniform
multiplicity), allows us to apply F2 ◦ F1, and gives a local transformation
rule TgaT
−1
g (x) = a(xg) for x ∈ Spec A. We thus construct A as VF ÂV −1F ,
where VF is the transform defined by the composition F2 ◦ F1. In case of
the irreducible representations UmL
s
(corresponding to the non zero mass m
orbits in momentum space and spin s) with appropriate multiplicity summed
up with an associated Krein-isometric representation Um[L
s]Ass concentrated
on the one sheet hyperboloid orbit outside the cone, the transform VF is un-
bounded and not unitary, which is connected to the pseudo-riemannian characer
of the space-time metric, compare Sect. 2. Nevertheless VF transforms the
direct integral unitary transformation U = ⊕s{
∫
UmL
s
dm ⊕ ∫ U [mLs]Ass dm}
into a Krein-unitary transformation VFUVF−1 acting in the invariant subspace
H⊕s{∫ UmLs dm⊕∫ U [mLs]Ass dm} of the corresponding spectral triple. Analogous
transform VF can be performed for the Krein-isometric13 representations acting
in the subspace orthogonal to the vacuum and to the one particle states of the
free photon field, but this case is more subtle analytically, in particular VF is
Krein-isomteric but unbounded, nonetheless it possesses the natural analytic
properties, e. g. it preserves the core domain of the original Krein-isometric
subrepresentations acting in the Krein space of the free photon field as well as
their Krein-isometric character, compare Sect. 2. In fact the first step F1 is
already done when dealing with single particle representations of local fields by
the locality assumtion of the field. The important point is that we can always
construct the assosiated representation
∫
U [mL
s]Ass dm} concetrated outside the
12Commonly known for the massive states of irreducible representations acting in one par-
ticle states which, after Fourier transorm, gives local trasformation low in the position repre-
sentation.
13Compare Sect. 12.2 for definition of Krein-isometric representation.
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cone , which allows us to complete the construction of VF as well as the Dirac
operators defininig the manifold and Minkowski metric structures of the space-
time spectral tuple. For details of the construction compare Subsect. 2.1-2.8.
Let us remind that the irreducible representations (and their direct sums)
acting in the subspaces of one particle states compose the so called Mackey’s sys-
tems of imprimitivity over the corresponding orbits in Spec (P1, . . . P4) and the
representations T are the respecive sums of their symmetrized/antisymmetrized
tensor products, which likewise compose systems of imprimitivity (but no longer
correponding to ergodic orbits). The vector states under the ordinary Fourier
transform do not transform locally but formerly need to be transformed ap-
propriately in order to transform locally after the application of the ordinary
Fourier transform. This additional transformation (explicitely known for all
irreducible positive mass and arbitrary spin representations) is constructed at
the beginning of Section 2. Perhaps we should remind that for zero-mass rep-
resentations which act in one particle states of the Fock-Krein space (Gupta-
Bleuler space in physics parlance) of the free photon field are not localized
in the sense that they do not allow position measurement operator such as
for one particle states in non relativistic quantum mechanics. But here we
are talking about the full four dimensional Fourier transformation involving
integration regions in Spec (P1, . . . P4) intersecting many independent ergodic
orbits corresponding to irreducible representations with the only requirement
of locality for the transformed VFw vector states w ∈ H, i.e. we require the
rule TgaT
−1
g (x) = a(xg) for x ∈ Spec A to be fulfilled, compare the discus-
sion in the introductory part of Section 2 or [184]. Therefore we construct
VF explicitely first by decomposing the (symmetrized/anti-symmetrized) ten-
sor product of induced representations acting in the one-particle states into
induced representations ⊕sUmLs concetrated on single ergodic orbits (p0)2 −
(p1)2 − (p1)2− (p3)2 = m2 in sp(P 0, . . . , P 3). Next we perform the transforma-
tion for each orbit separately which has the property that the ordinary Fourier
transform of its image gives a local transformation formula of the “wave func-
tion”. Finally we integrate over the orbits m (keeping the range of s fixed
joining appropriately the spins s with multiplicities depending on s) in order to
obtain VF in the invariant subspace H⊕s{∫ UmLs dm⊕∫ U [mLs]Ass dm} of the Fock-
Krein space in which the subrepresentation ⊕s{
∫
UmL
s
dm ⊕ ∫ U [mLs]Ass dm}
acts. During this process we explicitly construct the fundamental symmetry
J, the Dirac operator D and the operator DJ acting in the invariant subspace
H⊕s{∫ UmLs dm⊕∫ U [mLs]Ass dm} and fulfilling the axioms of the spectral triple,
i.e. with (A, DJ,H⊕s{∫ UmLs dm⊕∫ U [mLs]Ass dm}) fulfilling the axioms for ordi-
nary (non-compact) spectral triple, and with D and J interconnected with the
spectral triple in the way indicated to above. Moreover the Krein-unitary rep-
resentation VF
(⊕s {∫ UmLs dm⊕ ∫ U [mLs]Ass dm})VF−1 commutes with D on
H⊕s{∫ UmLs dm⊕∫ U [mLs]Ass dm}. Details of the construction of the transform VF
and the space-time spectral triple are presented in Section 2.
Thus we need to know the action of T in the Fock space as explicitly as pos-
sible. In particular we may look at the spectral reconstruction of the spacetime
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as if it was a transform of the Minkowski manifold structure expressed in the
algebra-operator format from the joint spectrum Spec (P 0, . . .P 3) over to the
spectrum Spec A = Spec VF ÂV −1F with the help of the transformation VF .
Thus we have constructed the spectral tuple (A, D,D
J
, J,H
inv
) of spacetime
on the invariant subspaces H
inv
of the Fock space H+ ⊗H− orthogonal to the
vacuum and to the single particle states (which is invariant likewise for the
translation generators P 0, . . .P 3), with the elemets of A equal to the Schwartz
functions of
(Q0, . . . ,Q3) = (VFP 0V −1F , . . . , VFP
3V −1F )
composing with P 0, . . .P 3 the von Neumann representation of canoniocal pairs
P i,Qi on H
inv
, and with the Dirac operator D
J
equal to Γ0P 0+ . . .+Γ3P 3 and
similarly D = Γ̂0P 0+ . . .+ Γ̂3P 3. The matrices Γµ and Γ̂µ are the representors
of the Cliffford algebras generators corresponding to the ordinary euclidean and
Minkowski metrics on the manifold R4 respectively, determined uniquelly by
the restriction of the (modified) representation of T4sSL(2,C) to the subspace
H
inv
.
In the next step we have to show that all elements of the spectral tuple
(A, D,D
J
, J,H
inv
) are naturally expressible in terms of free fields. But by the
very construction of the spectral tuple it essentially follows from the Bogoliubov-
Shirkov Postulate (2). We obtain the perturbation of the spectral tuple by
replacing the Wick product : T 0µ(x0,x) : in the formula (2) with the causal
perturbative series for the interacting field
(
: T 0µ :
)
int
(g = 1, x0,x). By the
translational covariance of the chronological product the perturbation respects
the required conditions (3) and (4), compare Subsection 2.9.
1.4 On the relation between the space-time geometry and
the interacting field. The gravitational constant
Since the time of Wightman, we know that there is a very deep relation be-
tween the free field construction on a (say highly symmetric, for symplicity, and
globally hyperbolic, for more profound reasons) space-time, and the geometry
of space-time. Roughly speaking the geometry of space-time, the transforma-
tion rule of the field and the existence of the invariant cyclic vacuum state
predetermine essentially the field, including its Hilbert space representation.
Nowadays we know plenty of concrete examples for the flat Minkowski space-
time and for the other symmetric globally hyperbolic space-times, namely the
static Einstein Univese space time or de Sitter space-time.
In fact we already know that construction of free field(s) on the space-time
manifold of the mentioned class and construction of harmonic analysis on the
space-time treated as a homogeneous manifold, are essentially equivalent (at
least mathematically).
But we mantain that this relation goes deeper and extends over to the in-
teracting fields as a consequence of the ordinary rules of perturbative causal
QED (as well as other theories with non abelian gauge): perturbative introduc-
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tion of interaction is necessary accompanied by a necessary space-time geometry
modification.
We come into this conclusion in the following way.
We have shown that if we have a system of free fields, containing a zero
mass free field, e.g. the free fields underlying QED, then space-time and its
geometric structure can be described by operators acting in the Fock space,
with the operators imemediately connected to the free field operators. The only
thing which may seem non standard is that we need to consider the composite
Fock space H+⊗H− of the free fields of purely positive (on the Fock space H+)
and purely negative energy (on the Fock space H−) sign respectively. We treat
the two systems – of purely positive and purely negative energy signs – of free
fields as non interacting and then introduce the interaction perturbatively on
each of the two components (with the two energy signs) separatalely, according
to the ordinary rules of causal QFT.
The choise of the energy sign is a matter of convetion and it is not related
to any profound physical law (so far as the gravitational field is ignored). Even
puttig the pure negative and pure positive energy sign fields together as a system
of independent fields brings nothing essentially new into the convetional causal
QFT, because we assume that the postive energy fields are not coupled to the
negarive energy fields, so that from the physical point of view this tensoring op-
ertion may seem only as an unncessay complication in description of essentially
the same theory, whenever we confine attention to simple tensor states and look
only at one of the factors. In this sense we are still within the convetional causal
QFT.
This technical step allows us to put the relation between the system of
fields on the one hand and the space-time geometry on the other hand, into
the simple form. Indeed the relation reflects the well known connection be-
tween the space-time and the space of four-momenta, connected by the ordinary
Fourier transform. The algebra A of smooth rapidly decreasing functions on the
space-time becomes identifilable with the Schwartz functions of the operators
(Q0, . . . ,Q3), which together with the (translation generators) momenta oper-
ators (P 0, . . .P 3) compose the von Neumann canonical pairs P i,Qi on some
invariant subspace H
inv
of the composite Fock space H+⊗H−. The Dirac oper-
ators D
J
= Γ0P 0+ . . .+Γ3P 3 and D = Γ̂0P 0+ . . .+Γ̂3P 3 and the fundamental
symmetry operator J compose the spectral tuple, which gives to the Gelfand
spectrum SpecA the structure of the space-time manifold as in [22]. But the
most important profit we gain thanks to this formulation of the connection be-
tween the system of free fields and the space-time geometry comes from the fact
that all the operators which decribe space-time spectrally, are uniquelly deter-
mined by the free field operators. Indeed the constant matrices Γµ, Γ̂µ and the
fundamental symmetry operator (likewise a constant matrix) J are uniquelly
determined by the invariant subspace H
inv
and the (modified) representation of
T4sSL(2,C) acting in H+ ⊗H− and pertinent to the system of free fields, re-
stricted to the invariant subspace H
inv
. The translation operators (P 0, . . .P 3)
are uniquelly determined by the (integral of Wick polynomilas of) free field
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operators due to the first Noether theorem14 (2):∫
: T 0µ : d3x = P µ = dΓ(Pµ), (6)
which we have proved in Subsection 5.9. Here under the integral sighn we
have the expression in which we raplace the classical fields by the quantum
fields in the Wick ordered form (with the classical point wise multiplication
replaced with the Wick product of quantum fields). We call it ‘Bogoliubov-
Shirkov Quantization Postulate’ or Hypothesis, because indeed it can serve as
a principle in quantization of free fields, as proposed in [15], Chap. 2, §9.4.
It should be stressed that this relation between space-time geometry and the
system of free fields (containing the zero mass electromagnetic potental field Aµ)
is a theorem, which leaves no room for arbitrary manipulations.
If a reader is not convinced to the negative energy free fields with negative
energy states on them, then he can treat them as purely techincal tool, which
allows to express relation between free fields and space-time geometry in a pure
operator format.
But now we can see that the relation between space-time geometry and the
free fields persists in passing to interacting fields, if only the ordinary rules
of the causal perturbative QFT are preserved. In particular if we switch on
the interaction separately in the subsystem of positive energy free fields and
separately into the system of negative energy free fields according to ordinary
rules of causal QFT, keeping the two systems as noniteracting, we see that
the geometry of space-time will necessary be changed, so that interaction (say
within QED) will change the space-time geometry.
In fact: after switching on the interaction, the general rule of the pertur-
bative causal QFT, which in particular allows us to compute the Lamb shift
or the anomalous magnetic moment of the electron, lies in the replacement
of the free fields, A1µ = Aµ(x), A2 = . . . , An(x) = ψ(x), . . . or their Wick
products A(x) =: A1 . . . An : (x), with the corresponding interacting fields
A1 int µ(g = 1, x), . . ., resp.
(
: A1 . . . An :
)
int
(g = 1, x) defined (after Bo-
goliubov) by a causal parturbative series:
A
int
(g = 1, x) = − δ
iδh(x)
S(L+ hA)−1S(L)∣∣
h=0
,
where L is the interaction Lagrangian, compare [15], [34], [38]. Indeed if we
apply just the ordinary rules of causal perturbative computation, the same which
we apply to compute the Lamb shift or the magnetic moment of the electron,
14Here of course the operator P µ = P µ+⊗1+1⊗P
µ
−, where P
µ
+ and P
µ
− are the respective
generators acting in the Fock space respectively of the pure positive energy fields and pure
negative energy fileds. The same we have for the left hand side, which is obvious. We have
proved the Bogliubov-Shirkov Postulate, or the first Noether theorem, for the free positive
energy electromagnetic potential field Aµ in Subsection 5.9. But from this proof it follows at
once its validity for the composite system of posite and negative energy free fields Aµ. The
proof for the (massive) Dirac field is given in Subsection 3.8.
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then we can see that the corresponding operators (P 0, . . .P 3) defining the space-
time geometry, and computed via the Bogolubov-Shirkov Postulate, (P 0, . . .P 3)
undergo the corresponding perturbation. Indeed the Wick polynomilas : T 0µ :
(x0,x) will have to be replaced by the interacting field
(
: T 0µ :
)
int
(g = 1, x0,x).
Thus if we keep the general rules of perturbative calculation, then the geometry
of space-time will have to be changed by the interaction on exactly the same
grouds on which we get the additional Lamb shift in the hydrogen atom and the
anomalous magnetic moment of the electron. In this process of perturbation of
the space-time tuple(
A = {f(Q0, . . . ,Q3)), f ∈ S(R4)} , Hinv , DJ = Γ0P 0+. . .+Γ3P 3 ,
D = Γ̂0P 0 + . . .+ Γ̂3P 3 , J
)
(7)
the invariant subspace H
inv
is preserved and the conditions put on the (non-
compact) spectral triple, compare Subsections 2.8 and 2.9.
Therefore if the ordinary rules of causal perturbative QFT are preserved,
than the relation between the space-time geometry and free quantum fields will
continue to be preserved.
We claim that not only this method of computation of “back-reaction” of
interacting quantum fields on space-time geometry is correct, but may serve as
giving a more rigorous sense to the interacting fields in QED (and possibly in
the Standard Model with the Higgs field).
Let us explain this very important point in more details. As we have already
remarked at the beginig of the Subsection 1.3, convergence of the interacting
hamiltonian of QED, as an operator acting in the Fock space of free fields is
rather suspicious, and this (informal) conclusion follows by comparison with
QED on the (static) Einstein Universe spacetime, compare [161]. Indeed by the
convergence of the interaction hamiltonian of QED on the Einstein Universe,
and by the canonical relatuion of the wave modes on the Minkowski spacetime
to the modes on the Einstein Universe (coming from a canonical conformal peri-
odic inclusion of the Minkowski spacetime into the Einstein Universe, compare
[161], [130]-[132]), we can expect convergence of the interaction Hamiltonian
in QED on Minkowski space time only (or at most) on a subspace of those
states in the Fock space of free fields which arise from modes (or their sym-
metrized/anisymmetrized tensor poducts), which have the (periodic) extension
over the whole Einstein Universe.
On the other hand, as pointed out by Haag [74], Chap. II.4 and Chap.
VI, we do not need the convergence for the interacting fields themselves. In
fact we need to know how to compute some (ordinary) operators (say in the
Fock space) composing algebras which are sufficient for the “coincidence ar-
rangements of detectors”, compare Chap. II.4, Chap. VI.1 of [74]. But as the
absolute minimum for this plan to work we need the algebra which “sepatates
the space-time points” and such that:
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1) Each element of the algebra is naturally expressible in terms of fundamen-
tal free field operators or their Wick products.
2) We know how to apply the perturbative series to the operators of the
algebra which comes through the replacement of the free field operators
(or their Wick products) by the corresponding interacting fields, given by
the causal perturbative series.
3) The perturbation preserves the general properties of the algebra, which
in particular allow to interprete its spectrum as acual space-time points,
allow to compute the Lorentzian metric interval between them and so on.
We see that the spectral tuple (7) of the space-time fits these requirements,
if the perturbation series for (7), coming from the causal perturbation series for∫ (
: T 0µ :
)
int
(g = 1, x0,x) d
3x = P µint (8)
is convergent in H
inv
, in a sense which shoud be sufficent to give a well defined
spectral space-time tuple(
A = {f(Q0int, . . . ,Q3int)), f ∈ S(R4)} , Hinv ,
D
J int
= Γ0P 0
int
+ . . .+ Γ3P 3
int
, Dint = Γ̂
0P 0
int
+ . . .+ Γ̂3P 3
int
, J
)
.
(9)
Now we do not enter into the nature of convergence which is necessary
for the operators P µ
int
defined perturbatively via (8), to obtain a well defined
spectral tuple (9). But is seems that the convergence which assures convergence
(compare the Definition in Chap. 11.3 in [158]) of the sequance V µ0 (t), V
µ
2 (t), . . .
of regular semigroups [0,∞) ∋ t 7→ V µn (t) = eitP
µ
int n inH
inv
corresponding to the
n-th order of approximation P µ
intn
, would be sufficient (compare Theorem 11.2
and Corollary 11.3.1 in [158]). In any case investigation of the convergence of the
self-adjoint generators P µ
intn
is easier than the investigation of the perturbative
series for interacting fields. In particular in the second case we have to enter
the theory of Fock expansions into integral krenel operators with vector-valued
distributional kernels, in the sense of [126]. In the first case the theory of
Fock expansions into integral kernel operators with scalar-valued distributional
kernels is sufficient.
Thus if we want to give a strict sense to the causal perturbative QFT (say
QED) in a minimal form, in which we have the perturbation series well defined at
least for algebras of detectors which are ordinary operators (constructed in some
canonical form from the interacting fields and their Wick polynomials) sufficient
for the scattering processes (which distingush space-time points) we need to have
the space-time spectral tuple (9) convergent, having all the conditions put on
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the non-compact spectral tuple fulfilled (for a necessary modification of [22] in
the non-compact case, compare Subsections 2.8 and 2.9 and the corresponding
Appendices).
But the conclusion (8) and (9) may seem really amaizing, although in ar-
riving at (8) and (9) we have used the relation between space-time geometry,
desribed in the operator format by (7) and (6), and the free fields (containing
zero mass gauge field Aµ), which is a theorem in the theory of free fields, and
a unversal princiciple of causal perturbative QFT (used e.g. for computation of
the anomalous magnetic moment of the electron or the radiative corrections to
the energy of bound states).
Indeed (8) and (9) as giving the relation between the space-time geometry
and the energy-momentum tensor operator may be thought of as a generaiza-
tion of the Einstein equations relating the space-time geometry to the ordinary
energy-momentum tensor. The first thing to note is that in this relation the
geometry of space-time is an ordinary classical geometry (although described
in a nonclassical operator-algebra format). But this is not the most amaizing
conclusion which we may infer from (8) and (9). Although we need to lern first
how to use (8) and (9) properly in making concusions of physical character, it
seems that at least some general conclusions can be inferred at once without
the risk of falling into absurd.
Namely it is rather immediate that the geometric structure of space-time as
described by (8) and (9) is deeply interconnected to the energy-momentum ten-
sor operator, which seems to be in agreement with classical Einstein equations.
Here instead of an equation, with the energy-momentum tensor operator on the
one side and the metric component on the other, we have the two-fold role of
one and the same quantity. The same energy-momentum tensor operator serves
to build the operators which spectrally give the space-time manifold together
with its metric structure, and on the other hand the energy-momentum tensor
operator is expected to measure the content of matter.
Altghough one caution seems to be necessary: Einstein equations and (8)
and (9) make sense in completely different regimes, and we have not yet lerned
if (8) and (9) indeed have a deeper relation to the classical Einstein equations.
Also the energy-momentum tesor operator in (6) as arising from the Noether
theorem is the extension to the realm of free quantum fields of the so-called
canonical enery-momentum tensor in classical theory of fields, which in general
(within the realm of classical fields) does not coincide with the Hilbert energy-
momentum tensor – the variation of the total action with respect to the metric.
Similarly it is far not obvious how exacty the interacting energy-momentum
tensor operator in (8) measures the “content of matter”.
But the following conclusion seems to be correct: we do not need any ad-
ditional fundamental constant (say the gravitational constant) which provides
a common scale units between the energy-momentum tensor operator and the
metric units of spacetime, in particular connecting the curvature components
with the average of the (suitably smeared out) enegy-momentum tensor oper-
ator (although the usefulness of thesese averages as measures of the conent of
matter is perhaps not very much effective, with the additional arbitrarines in
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the necessary smearing procedure). The necessary constants are contained in
(8) and (9) and are already provided by the constatns already present in the
construction of the free fields. Namely the the particle masses (toghether with
the remaining unversal constants c and ℏ) characterizing the orbits pertinent
to the irreducible representations are sufficient without any need of introducing
the gravitational constant or its substitute. We cannot yet infer the conclusion,
that having given (8) and (9) we can compute the gravitational constat for the
same reason for which we cannot claim (at least yet) that having given (8) and
(9) we can derive Einstein equations. This problem is involved into the subtle
(not yet understood) relation between the qunatum field theory states (say the
states of an invariant subspace H
inv
of the Fock space of free fields) and classical
fields. In case of the electromagnetic potential field situtation may seem more
easily accessible: good candidates would be the “coherent” states in which the
corresponding electric and magnetic fields can indeed be measured (with small
relative uncertainty, compare the Bohr-Rosenfeld analysis). One can say that
in this case we indeed have a good canidate for a state, such that the classi-
cal Hilbert’s energy-momentum tensor can be computed for the corresponding
classical field (say average of the suitably smeared interacting field in this state
lying in H
inv
) and compared to the correspodning energy-momentum tensor
components of the corresponding classical field. But already for the spinor (or
other unobservable) fields the difficulty in proper interpreting the correspond-
ing contribution of coherent states (living in the even part of the fermion Fock
space) of the corresponding observable fields to the classical Hilbert’s energy-
momentum tensor is much less evident. But even if we find the corresponding
coherent states and the corresponding classical fields, it is far not obvious if the
classical Einstein equations are applicable for such states. But let us put the
following
ASSUMPTION. The geometry of space-time computed from classical Ein-
stein equations for the classical fields15 corresponding to the “coherent”
states give the space-time geometry determined by (8) and (9) whenever
the “coherent” states belong to H
inv
in (9).
Only after this assumption (very non trivial) we can say that we can “derive”
from (8) and (9) the value of the gravitational constant. But in this derivation
a result (our Assumption) would have to be assumed (which have to be taken
either from experiment or from a still deeper analysis of (8) and (9) for “co-
herent” states in H
inv
) that Einstein equations remain valid also for “coherent”
quantum states in which the fields can be measured with relatively small un-
certainties. Of course such computation of the gravitational constant would be
difficult. In particular it is not obvius if there exists such an invariant subspace
H
inv
in (8) and (9) which contains interesting coherent states.
We should emphasize that we enter here a knew ground, not only concerning
(8) and (9) but most of all concerning the Assumption. This Assumtion has only
a tentative character and provides (lacking at the present stage of the theory)
15Say averages of the suitably smeared interaction fields in the “coherent’ states of Hinv .
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linkage between (8) and (9) and the classical Einstein equations of gravitational
field. Nonetheless we should expect that the Assumption (possibly in some other
form close to it) should be valid. Indeed recall the experiments which confirm
the vacous Einstein equations and which are performed within a lobaratory room
but with the help of highly precise atomic clocs. Note that Einsten equations
are purely classical and in principle could have been confirmed totally within
the classical theory with the classical test particles working as clocs probing
the space-time geometry (which would be of course experimentally difficult to
realize within laboratory room), and it is far not obvious that this theory is
likewise confirmed by atomic clocs involvig highly fine tune electron transitions
between the bound states of atoms in which the radiative corrections have to
be counted.
We end this Subsection with two comments. That there exists a natural
relation between the space-time geometry and the quantum fields, which persits
when the interaction is switched on, and that the interaction disturbs the geom-
etry may seem strange in comparison with e. g. the classical electrodynamics.
But that the Noether theorem cannot be used to prolong the relation beteen the
generators (of an impelementable representation of the T4sSL(2,C) group) on
interacting quantum fields has been already noticed by Bogoliubov and Shirkov:
we do not have at our disposal the interacting fields as exact solutions of the
equations of motion. In fact comparing with the convergence of QED on the
Einstein Universe [161], convergence of the interaction hamiltonian in the whole
Fock space of free fields on the Minkowski space-time is rather very suspicous.
Similary by the results of Buchholz, compare [74], Chap. VI.2 and references
therein, implementability of representation of T4sSL(2,C) within the physical
states in QED is very suspicious. In fact in computation of (8) and (9) we have
used the ordinary “perturbation philosophy” in which we replace the free fields
and their Wick products by the corresponding interacting fields replaceing the
Wick product field in (6) with the corresponding interacting field with the in-
tesity of interaction function g disturbing the ordinary Poicare´ invarince, and
only at the very end we pass to the adiabatic limit g → 1. It is far not obvious
that the Poincare´ invariance persists, at least it is very likely that it does not
persists on physically relevant states, where this operation makes sense. The
Poincare´ covariance and the Minkowski metric structure in construction of the
perturbative series play rather only auxiliary role in constructing the pertur-
bative series, where only the causal (conformal-type) structure of the auxiliary
Minkowski spacetime seems to play a profound physical role which seems to be
essential.
Our conclusion concerning the linkage between space-time geometry and
interacting fields finds a confirmation in the fact that indeed the construction
of convergent QED on curved globally hyperbolic spacetimes is possibile while
QED on the flat Minkowski spacetime is very singular. Indeed QED on the
Einstein Universe is convergent, compare [161] (the same can be shown using
the harmonic analysis on de Sitter space-time and the method of [161] for QED
on de Sitter space-time, although it seems that no full proof has ben provided
which would be on the same level of rigour as [161], [130] -[132]). In fact the
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method of [161] can be used in the proof of convergence of QED on the lower
dimensional flat Minkowski space-time (compare the Schwinger model or [69]
where a different method based partially on some intuitive physiscal ideas is
used in showing essentially the same result). But this again confirmns only our
conclusion because Einstein geometric theory of gravity in lower dimensional
case is highly degenerate (in particular in three dimensional case the Einstein
tensor becomes “proportional” to the curvature, so that curvature is zero if and
only if the Einstein tensor is zero). Still we can use the flat toral compactification
of the Minkowski four dimensional spacetime. But although the set of allowed
modes becomes discrete on such flat compactification, QED stays as singualr as
on the ordinary flat Minkowski space-time.
1.5 General remark on the notation
In our formulas the measures in the various Fourier transforms are in general
not normalized, so that in our formulas it frequenly happens that a constant
factor equal to some power of 2π is omitted in order to simplify notation.
2 Krein-isometric representations concentrated
on single orbits and the transform VF
We intend this and the subsequent Section to play explanatory function giving
the motivation for developing a generalization of Mackey’a theory, presented in
Section 12.
In this Section, composed of svereal Subsections, we assume the results of the
mentioned generalization (Section 12) and use them in the construction of the
transform VF (see Introduction) and the associated space-time spectral triple
acting in the space of the free fields underlying QED (and more generally of the
free fields underlying Standard Model). In fact the construction is motivated on
the well known computational practice connecting the momentum and position
pictures in QFT and is intimately connected to the construction of single particle
wave functions in the position picture which have local transformation rule. The
novelity lies in the application to Krein-isometric representations in Krein spaces
and revealing the spectral geometry lying behind the construction.
Representations of the double cover T4sSL(2,C) of the Poincare´ group16
considered here are in general not unitary but Krein-unitary and even only
Krein-isometric (for definitions compare Sect. 12.1 and 12.2) with the prop-
erties motivated by the properties of representations acting in the Krein-Fock
spaces of the free fields underlying QED (and the Standard Model). The first
property is that the Gupta-Bleuler operator J – plying the role of the fundamen-
tal symmetry of the Krein space (compare Sect. 12.1) in question, commutes
16We denote the representor of (a, α) ∈ T4sSL(2,C) by U(a,α), and the convetion in which
the Lorentz transformation Λ(α) corresponding to α ∈ SL(2,C) is an antihomomorphism, and
with the right action of Λ on a ∈ T̂4.
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with translations. Consider first a Krein-isometric repesentation acting in one
particle Krein subspace (H, J) (or in its subspace) of the Krein-Fock space in
question. Because traslations (we mean of course their representors) commute
with J, they are not anly Krein-isometric but unitary with respect to the Hilbert
space inner product of the Krein space (H, J) in question. Let P 0, . . . , P 3 be
the respective generators of the translations (they do exist by the strong con-
tinuity assumption posed on the Krein-isometric representation – physicist’s
everyday computations involve the generators and thus our assumption is jus-
tified, compare Sect. 12.2). Let C be the commutative C∗-algebra generated
by the functions f(P 0, . . . , P 3) of translation generators P 0, . . . , P 3, where f is
continuous on R4 and vanishes at infinity. Let
H =
∫
Spec (P 0,...,P 3)
Hp dµ(p) (10)
be the direct integral decomposition of H corresponding to the algebra C (in
the sense of [112] or [156]) with a spectral measure µ on the joint spectrum
Spec (P 0, . . . , P 3) of the translation generators. We may identify Spec (P 0, . . . , P 3)
with a subset of the group T̂4 dual to the translation group T4. Moreover we
may assume that the algebra C and the spectral measure corresponding to the
above decomposition (10) are of uniform multiplicity, compare Theorem 11 of
Sect. 12.4.
Let us denote the translation representor U(a,1) just by T (a) and the repre-
sentor U(0,α) of the SL(2,C) subgroup just by U(α). The second property of the
Krein-isometric representations of the semi-direct products T4sSL(2,C) which
are important in QFT is the following. The restriction U(α), α ∈ SL(2,C) to
the second factor SL(2,C) is locally bounded with respect to the above men-
tioned direct integral decomposition (10) of the Hilbert space H, determined
by the restriction T (a), a ∈ G1, of the representation of T4sSL(2,C) to the
abelian normal factor T4. More precisely: let ‖ · ‖ be the ordinary Hilbert space
H norm, then for every compact subset ∆ of the dual Ĝ1 and every α ∈ G2
there exists a positive constant c∆,α (possibly depending on ∆ and α) such that
‖U(α)f‖ < c∆,α‖f‖, (11)
for all f ∈ H whose spectral support (in the spectral decomposition (10)) is
contained within the compact set ∆.
It turns out that Mackey’s theory of induced representations may be ex-
tended on Krein-isometric representations withe the above mentioned proper-
ties. In particular the the primitive system theorem. subgroup theorem and
Kronecker-producct theorem holdes true. In particular the uniform multiplicity
property holds for the representation acting in the subspace orthogonal to the
vacuum and to the one-particle space as it is obtained by direct sum of tensor
products of the representation acting in the one-particle subspace (however this
is not obvious and requires proof, but compare Remark 12 of Sect. 12.10 and
Sect. 12.4).
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By the multiplication rule in T4sSL(2,C) it follows that
T (aΛ(α−1)) = U(α)−1T (a)U(α), (12)
such that
U(α)−1P νU(α) = Λ(α−1)νµP
µ (summation over µ)
so that U(α)−1E(S)U(α) = E(Λ(α−1)S) for S ⊂ sp(P 0, . . . , P 3), i. e. U(α)
acts on the joint spectrum of P 0, . . . , P 3 as the ordinary right action of the
Lorentz transformation Λ(α−1). Moreover we may identify sp(P 0, . . . , P 3) ⊂ T̂4
with the orbitOp¯ under the standard action of the Lorentz group of a single point
p¯ = p¯(m) in the vector space R4 endowed with the Minkowski pseudo-metric
form gM with the signature (1,−1,−1,−1), and with the invariant measure
µm on the orbit Op¯ = {p : gM (p, p) = m2} induced by the invariant Lebesgue
measure on R4 equal to the Haar measure on T̂4. Because the fundamental
symmetry J commutes with P 0, . . . , P 3 it is decomposable with respect to the
decomposition (10), and let p 7→ Jp be its decomposition with respect to (10),
i. e.
J =
∫
sp(P 0,...,P 3)∼=Op¯
Jp dµ|Op¯ (p)
with Jp being a fundamental symmetry in Hp. Because of the uniform multi-
plicity Hp ∼= Hp¯, p ∈ Op¯. Moreover every element ψ˜ ∈ H may be identified with
the function Op¯ ∋ p 7→ ψ˜(p) ∈ Hp¯ equal to the decomposition of ψ˜ with respect
to (10). Therefore in the notation of von Neumann
ψ˜ =
∫
sp(P 0,...,P 3)∼=Op¯
ψ˜(p)
√
dµ|
Op¯
(p).
We may assume that Jp does not depend on p – which is still sufficient for
the representations acting on one-particle states as well as for the decomposition
of their tensor products (the latter assertion will be proved in the further stages
of this paper). In this Section we identify every ψ˜ ∈ H with the corresponding
function p 7→ ψ˜(p) – its decomposition.
Now for each α ∈ SL(2,C) let us define the following operator D(α) (com-
pare [129, 197])
D(α)ψ˜(p) = ψ˜(Λ(α)p).
By the Lorentz invariance of the measure µ on the orbit Op¯ it follows that D(α)
is unitary for every α ∈ SL(2,C). Moreover, because the components Jp in
the decomposiition of J do not depend on p ∈ Op¯, it easily follows that D(α)
commutes with J, so that D(α) is Krein-unitary for each α ∈ SL(2,C). Thus
α 7→ D(α) gives a unitary and Krein-unitary representation of SL(2,C):
D(αβ) = D(α)D(β).
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Let F be any Baire function on sp(P 0, . . . , P 3) = Op¯, and let F (P ) =
F (P 0, . . . , P 3) be the operator function of P 0, . . . , P 3, i. e. operator
F (P )ψ˜(p) = F (p)ψ˜(p).
An easy computation shows that
D(α)F (P ) = F
(
Λ(α)P
)
D(α), (13)
where F (Λ(α)P ) = F (Λ(α)µνP
ν) (summation with respect to ν). Joining (12)
and (13) it follows that [
U(α)D(α)−1, T (a)
]
= 0. (14)
Thus Q(α) = U(α)D(α)−1 commutes with the elements of the C∗- algebra C
and it is decomposable with respect to (10) (in other words it is a function of
the operators P 0, . . . , P 3). Denote the components Q(α)p of Q(α) with respect
to this decomposition just by Q(α, p). Recall that they are operators acting in
Hp¯, so that
Q(α) =
∫
Op¯
Q(α, p) dµ|
Op¯
(p).
Thus in the notation of von Neumann [112]
U(α)ψ˜ = Q(α)D(α)ψ˜ =
∫
Op¯
Q(α, p)
(
D(α)ψ˜
)
(p)
√
dµ|
Op¯
(p),
where p 7→ (D(α)ψ˜)(p) is the decomposition of D(α)ψ˜, so that
p 7→
(
U(α)ψ˜
)
(p) = Q(α, p)
(
D(α)ψ˜
)
(p)
is the decomopsition of U(α)ψ˜.
Because α 7→ U(α) is a representation it follows that the components Q(α, p)
of Q(α) have the following multiplier property
Q(δα), p) = Q(δ, p)Q(α,Λ(δ)p), p ∈ Op¯, α, δ ∈ SL(2,C).
In particular
Q(e, p) = 1, Q(α, p)−1 = Q(α−1,Λ(α)p).
If we consider any Krein-isometric operator W which preserves the invariant
core domain of the Krein-isometric representation U (i.e. the domain D of Sect.
12.2) and which is decomposable with respect to (10) with the decomposition
p 7→W (p), then (with Ψ˜ =Wψ˜)
WU(α)W−1Ψ˜ =
∫
Op¯
W (p)Q(α, p)W (Λ(α)p)−1
(
D(α)Ψ˜
)
(p)
√
dµ|
Op¯
(p) (15)
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with WU(α)W−1 being another Krein-isometric representation, forces
Q′(α, p) =W (p)Q(α)W (Λ(α)p)−1 (16)
to be another multiplier:
Q′(δα), p) = Q′(δ, p)Q′(α,Λ(δ)p), p ∈ Op¯, α, β ∈ SL(2,C),
corresponding to the representation α 7→WU(α)W−1.
Moreover the core domain D have the following pervasive17 property that
there exist a sequence {fl}l∈N of elements ofD such that for all p ∈ sp(P 0 . . . , P 3) =
Op¯ (compare Subsect. 12.3, Lemma 18) {fl(p)}l∈N is dense in Hp¯ = Hp. This
property is preserved in the tensoring process in the sense that the tensor prod-
uct of the one-particle representations concentrated on the orbits may be de-
composed into direct integrals of Krein-isometric representations concentrated
on single orbits Om (which is proved in the latter part of this paper) in which the
representors of translation generators have uniform multiplicity. The invariant
core domains of these representations have the pervasive property and the ana-
logue operator D(α) connected with each of the representations, and defined
analogously as above, have the property that it preserves the core invariant
domain of the corresponding representation.
Now the operator Q(α, p) is Krein-unitary for almost all p ∈ Op¯. Indeed we
have
Q(α, p)Jp¯Q(α, p)
∗Jp¯fl(p) = fl(p) and
Jp¯Q(α, p)
∗Jp¯fl(p)Q(α, p) = fl(p) p ∈ Op¯, l ∈ N.
Because for each p ∈ Op¯, {fl(p)}l∈N is dense in Hp¯ and because the represen-
tation α 7→ U(α) is locally bounded with respect to the spectral measure E of
T determining the corresponding direct integral decomposition (10), i.e. fulfils
(11), then
Q(α, p)Jp¯Q(α, p)
∗Jp¯ = 1 and Jp¯Q(α, p)∗Jp¯Q(α, p) = 1,
and Q(α, p) is Krein-unitary for all p ∈ Op¯. In case of the single particle
representations the restriction T of the representation to translations has finite
uniform multiplicity so that Hp¯ has finite dimension and the unitarity of Q(α, p)
for almost all p immediately follows independently of the assumption of local
boundedness (11) of U(α) with respect to the decomnposition (10).
It is well known that each element p = (p0, . . . , p3) ∈ R4 of the dual group
T̂4 ⊃ sp(P 0, . . . , P 3) may be represented by the hermitean 2 × 2 matrix pˆ =
p01+ p1σ1 + p
2σ2 + p
3σ3, where σi are the Pauli matrices, and with the action
of the Lorentz transformation Λ(α)p on p given by αpˆα∗ = ̂Λ(α−1)p. Now
let p¯ be any fixed point of the orbit Op¯. Now we associate bi-uniquely an
element β(p) ∈ SL(2,C) with every p ∈ Op¯ such that β(p)−1̂¯pβ(p)∗−1 = pˆ, i. e.
17Term introduced by Mackey in [102].
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Λ(β(p))p¯ = p and Λ(β(p)−1)p = p¯. Of course the function p 7→ β(p) = βp¯(p)
depends on the orbit Op¯, but we discard the subspript p¯ at β(p) in order to
simplify notation, as in the most part of this Sect. we are concerned with a
fixed orbit. In the latter part of this Sect. we will integrate the representations
over the orbits, but we hope it will not cause any misunderstandings.
It follows that γ(α, p) = β(p)αβ(Λ(α)p)−1 is an element of the subgroup
Gp¯ stationary for p¯: Λ(γ(α, p))p¯ = p¯, or γ(α, p)̂¯pγ(α, p)∗ = ̂¯p. Threfore every
α ∈ SL(2,C) has the following factorization:
α = β(p)−1γ(α, p)β(Λ(α)p).
Thus because Q(α, p) is a multiplier we obtain
Q(α, p) = Q
(
β(p)−1γ(α, p)β(Λ(α)p, p
)
= Q(β(p)−1, p)Q(γ(α, p), p¯)Q(β(Λ(α)p), p¯). (17)
Now let us introduce the operator W decomposable with respect to (10)
whose decomposition function is given by
p 7→W (p) = Q(β(p), p¯). (18)
Because the components Q(α, p) of Q(α) compose a multiplier, then W (p)−1 =
Q(β(p)−1, p), so that the operator W−1 has the decomposition p 7→ W (p)−1 =
Q(β(p)−1, p). By construction W is a Krein-isometric operator which preserves
the core domain D of the initial representation U and moreover by (17) we have:
Q(α, p) =W (p)−1Q(γ(α, p), p¯)W (Λ(α)p).
Comparison with (15) and (16) shows that the original Krein-isometric represen-
tation U is equivalent to the Krein-isometric representation W−1UW , where18
p 7→W−1U(α)Wψ˜(p) = Q(γ(α, p), p¯)D(α)ψ˜(p) = Q(γ(α, p), p¯)ψ˜(Λ(α)p)
is the decomposition of W−1U(α)Wψ˜. Note that for γ, γ′ ranging over the
subgroup Gp¯ stationary for p¯ we have
Q(γγ′, p¯) = Q(γ, p¯)Q(γ′, p¯),
so that γ 7→ Q(γ, p¯) is a Krein-unitary representation of the subgroup Gp¯ of
SL(2,C) stationary for p¯. Thus the initial representation is equivalent to the
representation (we denote it by the same letters U, T as the initial one) whose
action on the decomosition functions is given by the following formula
U(α)ψ˜(p) = Q(γ(α, p), p¯)ψ˜(Λ(α)p),
T (a)ψ˜(p) = eia·pψ˜(p) = eigM (a,p)ψ˜(p), (19)
18We have denoted ψ˜ and Wψ˜ by the same letter ψ˜, we hope this will not cause any
misuderstanding.
54
where γ 7→ Q(γ, p¯) is a Krein-unitary representation of the subgroup Gp¯ sta-
tionary for a fixed point p¯ belonging to the orbit Op¯ = sp(P
0, . . . , P 3).
Our next step is to find an explicit formula for the unitary and Krein-unitary
transformation (we denote it likewise by W ) which applied to vector states ψ˜ of
the representation U(a,1) = T (a), U(0,α) = U(α) with T (a) and U(α) given by
(19) gives a transformation formula with a multiplier independent of p ∈ Op¯, i
. e. W is such that the Fourier transform
ϕ(x) = (2π)−3/2
∫
Op¯
ϕ˜(p)e−ip·x dµ|
Op¯
(p) (20)
of ϕ˜ =Wψ˜ has a local transformation law, where dµ(p) is the invariant measure
induced on the orbit Op¯ by the Lebesgue measure on R4, in particular for the
two-sheeted hyperboloid (or for the cone in which case m = 0) Op¯
dµ|
Op¯
(~p) =
d3~p
2p0|
Op¯
(~p)
=
d3~p
2
√
m2 + ~p · ~p .
To this end we need a representation α 7→ V (α) of SL(2,C) acting in
the Krein space (Hp¯, Jp¯) which extends the Krein-unitary representation γ 7→
Q(γ, p¯) of the subgroupGp¯ ⊂ SL(2,C) to a representation of the whole SL(2,C)
group. V need not be Krein-unitary (resp. unitary in case Jp¯ = 1). It turns
out that such extensions V do exist for the Krein-unitary (resp. unitary in
case Jp¯ = 1) representations γ 7→ Q(γ, p¯) associated with the representations
concentrated on single orbits which arise in the process of decomposition of the
tensor products of representations acting in single particle subspaces. For ex-
ample they are well known for the representations γ 7→ Q(γ, p¯) associated with
the representations concentraded on single orbits which arise in decompositions
of tensor products of spin one-half, non-zero-mass representations (in this case
Jp¯ = 1 and the representations γ 7→ Q(γ, p¯) are unitary.
Namely let us define the transformation W whose action on decomposition
functions is defined in the following manner
ϕ˜(p) =Wψ˜(p) = V (β(p)−1)ψ˜(p). (21)
Then we have
WU(α)W−1ϕ˜(p) = V
(
β(p)−1
)
V
(
γ(α, p)
)
V
(
β(Λ(α)p)
)
ϕ˜(Λ(α)p)
= V
(
β(p)−1 β(p)αβ(Λ(α)p)−1 β(Λ(α)p)
)
ϕ˜(Λ(α)p) = V (α)ϕ˜(Λ(α)p),
therefore
WU(α)W−1ϕ˜(p) = V (α)ϕ˜(Λ(α)p), (22)
such that the Fourier transform ϕ defined by (20) of ϕ˜ has a local transformation
formula
U(α)ϕ(x) = V (α)ϕ(xΛ(α−1)) = V (α)ϕ(xνΛ(α−1)µ
ν
) (23)
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(summation with respect to ν), where we have used again the symbol U for the
representation in the space of Fourier transforms ϕ hoping that it will not cause
any serious misunedrstandings.
Let(
H =
∫
sp(P 0,...,P 3)∼=Op¯
Hp¯ dµ|Op¯ (p), J =
∫
sp(P 0,...,P 3)∼=Op¯
Jp¯ dµ|Op¯ (p)
)
be the Krein space of the representation (19), which we may assume to be equal
to the Krein space of the initial representation, as the transformationW given by
(18) preserves te core set D of the initial representation and is Krein-isometric.
Let (
H′ =
∫
sp(P 0,...,P 3)∼=Op¯
H′p¯ dµ|Op¯ (p), J′ =
∫
sp(P 0,...,P 3)∼=Op¯
J′p dµ|Op¯ (p)
)
,
be the Krein space with the Hilbert space inner product in H′ defined by
(ϕ˜, ϕ˜′) =
∫
sp(P 0,...,P 3)∼=Op¯
(
ϕ˜(p), ϕ˜′(p)
)
p
dµ|
Op¯
(p),
where(
ϕ˜(p), ϕ˜′(p)
)
p
=
(
ϕ˜(p), V (β(p))∗V (β(p))ϕ˜′(p)
)
Hp¯
, ϕ˜(p), ϕ˜′(p) ∈ H′p,
with the inner product
(·, ·)Hp¯ of the Hilbert space Hp¯ (with the convetion,
assumed only in this Section, that it is conjugate linear in the first variable19);
and let the decomposition components of the fundamental symmetry J′ defined
by
J′p = V (β(p)−1) Jp¯ V (β(p)).
We then have the following
THEOREM. The transformation W defined by (21), which transforms ψ˜ be-
longing to the Krein space (H, J) of the initial representation, equal to the Krein
space of the representation defined by (19), onto the the Krein space (H′, J′) of
elements ϕ˜ of the representation (22), is unitary and Krein-unitary.
REMARK. The components J′p of the decomposition of the fundamental sym-
metry J′ depend in general on p ∈ Op¯, because V (β(p)) – although being Krein-
unitary and unitary in the respective Krein space H′p, J′p for all p – are not in
general unitary in the Hilbert space Hp¯:
J′p = V (β(p)−1) Jp¯V (β(p))
= Jp¯V (β(p))
∗ Jp¯Jp¯V (β(p)) = Jp¯V (β(p))∗ V (β(p)),
where Jp¯ does not depend on p and V (β(p))
∗V (β(p)) depends on p.
19This convetion is assumed in most of the physical literature to which we refer in this Sect.;
because Section 12 refers to mathematical literature, we assume there the convention mosly
assumed by mathematicians: that the inner product is conjugate linear in the second variable
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The rest od this Section is the application of the above construction of the
trasformation ψ˜ 7→ ϕ˜ with the properties indicated by the above theorem. The
crucial point being that the Fourier transform (20) of the transformed ϕ˜ has a
local transformation law.
2.1 Example 1: Representation 2U (m,0,0,0)L
1/2
(spin 1/2) and
the Dirac equation
Let us consider the special case of the ordinary irreducible unitary represen-
tation U (m,0,0,0)L
1/2
of T4sSL(2,C) induced20 by the irreducible unitary spin
1/2 representation L
1/2
of the small subgroup Gp¯ = SU(2,C) ⊂ SL(2,C) sta-
tionary for p¯ = (m, 0, 0, 0), and concentrated on the orbit Op¯ = O(m,0,0,0) =
{p : (p0)2 − ~p · ~p = m2}. In this case the representation γ 7→ Q(γ, p¯) con-
structed above is equal to the irreducible unitary spin 1/2 representation L
1/2
of Gp¯ = SU(2,C). In this case it is customary to choose (β(p) is not of course
unique)
β(p) = m−1/2
(
p01− ~p · ~σ)1/2, β(p)−1 = m−1/2(p01+ ~p · ~σ)1/2.
By definition of our representation we choose
SU(2,C) ∋ γ 7→ Q(γ, p¯) = L1/2(γ) = γ, SL(2,C) ∋ α 7→ V (α) = α.
In this case ϕ˜ is given by the formula: p 7→ ϕ˜(p) =Wψ˜(p) = V (β(p)−1)ψ˜(p) =
β(p)−1ψ˜(p). ϕ˜ has the following transformation law
U(α)ϕ˜(p) = αϕ˜(Λ(α)p), T (a)ϕ˜(p) = eia·pϕ˜(p).
The Fourier transorm (20) of ϕ˜ has the local transformation law
U(α)ϕ(x) = αϕ(xΛ(α−1))
T (a)ϕ(x) = ϕ(x− a).
The inner product of ϕ˜ =Wψ˜ and ϕ˜′ =Wψ˜′ is equal
(
ϕ˜, ϕ˜′
)
=
∫
Op¯
(
ψ˜(p), ψ˜′(p)
)
dµ|
Op¯
(p) =
∫
Op¯
(
β(p)ϕ˜(p), β(p)ϕ˜′(p)
)
dµ|
Op¯
(p)
=
∫
Op¯
(
ϕ˜(p),
1
m
(
p01− ~p · ~σ)ϕ˜′(p)) dµ|
Op¯
(p)
20In this case the representation U (m,0,0,0)L
1/2
restricted to to the subgroup T4 ·Gp¯ is given
by (m,0,0,0)L
1/2
(a · γ) = χp¯L
1/2
(a · γ) = χp¯(a)L
1/2
(γ), where χp¯ is the character on T4 equal
χp¯(a) = eia·p¯. The representation U (m,0,0,0)
L
1/2
is likewise induced by the representation
(m,0,0,0)L
1/2
of the subgroup T4 ·Gp¯ in the sense of Mackey.
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where the inner produduct under the integration sign is equal to the inner
product of the representation space of L
1/2
, equal in this case to the ordinary
C2 Hilbert space.
Let us connect the elements ψ˜ of the space of the irreducible representa-
tion concentrated on the orbit O(m,0,0,0), m > 0, and induced by the spin
1/2 representation of Gp¯ = SU2,C) with the positive energy solutions of the
Dirac equation. This connection depends on the fact that besides the rep-
resentation V : SL(2,C) ∋ α 7→ α which extends the rapresentation L1/2 :
SU(2,C) ∋ γ 7→ γ of the small subgroup SU(2,C), there exist another nat-
ural representation V¯ : SL2,C) ∋ α 7→ α∗−1 extending the representation
L
1/2
: SU(2,C) ∋ γ 7→ γ (indeed γ∗−1 = γ for unitary γ ∈ SL(2,C)). In
this sense V and V¯ are conjugate: V¯ (α) = V (α∗−1), α ∈ SL(2,C). Let us
note however that the conjugation of the representation V depends on the or-
bit O(m,0,0,0) in question: we call the pair of representations V, V¯ of SL(2,C)
to be conjugate with respect to the orbit Op¯ if they act in the same space
and are equal on the small subgroup Gp¯. Then we can introduce two spinors,
one ϕ˜, defined by ϕ˜(p) = V (β(p)−1)ψ˜(p) = β(p)−1ψ˜(p), and the contravari-
ant conjugate spinor χ˜, defined analogously by the conjugate representation V¯ :
χ˜(p) = V¯ (β(p)−1)ψ˜ = β(p)ψ˜ with the transformation rule for χ˜
U(α)χ˜(p) = α∗−1χ˜(Λ(α)p),
T (a)χ˜(p) = eia·pχ˜(p);
and correspondingly for its Fourier transform χ (defined as in (20))
U(α)χ(x) = α∗−1χ(xΛ(α−1)),
T (a)χ(x) = χ(x− a).
Consider now the mapping ψ˜ 7→ φ˜ =
(
ϕ˜
χ˜
)
of the elements ψ˜ of the rep-
resentation space of U (m,0,0,0)L
1/2
into the space of bispinors φ˜ =
(
ϕ˜
χ˜
)
given
by(
ϕ˜(p)
χ˜(p)
)
=
(
V (β(p)−1) 0
0 V¯ (β(p)−1)
)(
ψ˜(p)
ψ˜(p)
)
=
(
β(p)−1 ψ˜(p)
β(p) ψ˜(p)
)
,
with the transformation law
U(α)φ˜(p) =
(
V (α) 0
0 V¯ (α)
)
φ˜(Λ(α)p) =
(
α 0
0 α∗−1
)
φ˜(Λ(α)p), (24)
T (a)φ˜(p) = eia·pφ˜(p); (25)
and correspondingly for its Fourier transform φ (defined as in (20) with the
replacement of ϕ by φ in (20))
U(α)φ(x) =
(
α 0
0 α∗−1
)
φ(xΛ(α−1)), (26)
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T (a)φ(x) = φ(x − a); (27)
and with the inner product equal (and independent of the choice of the spacelike
surface: x0 = constant of integration):
(φ˜, φ˜′) = m
∫
x0=const.
(
φ(x), φ′(x)
)
C4
d3x = m
∫
Op¯
(
φ˜(p), φ˜′(p)
)
C4
d3~p
(2εm(~p))2
= m
∫
Op¯
[(
ϕ˜(p), ϕ˜′(p)
)
C2
+
(
χ˜(p), χ˜′(p)
)
C2
] d3~p
(2εm(~p))2
= m
∫
Op¯
(
ψ˜(p),
(
V (β(p)−1)∗ V (β(p)−1)+V¯ (β(p)−1)∗ V¯ (β(p)−1)
)
ψ˜′(p)
)
C2
d3~p
(2εm(~p))2
= m
∫
Op¯
(
ψ˜(p),
(
β(p)−2+β(p)2)
)
ψ˜′(p)
)
C2
d3~p
(2εm(~p))2
=
∫
Op¯
(
ψ˜(p), ψ˜′(p)
)
C2
d3~p
2εm(~p)
=
∫
Op¯
(
ψ˜(p), ψ˜′(p)
)
Hp¯
dµ|
Op¯
(p) = (ψ˜, ψ˜′), (28)
because
V (β(p)−1)∗ V (β(p)−1) + V¯ (β(p)−1)∗ V¯ (β(p)−1) = β(p)−2 + β(p)2 =
2εm(~p)
m
1;
and where dµ|
Op¯
(p) = dµ|
O(m,0,0,0)
(p) = dµm(p) = dµ|Om (p) = d
3~p
2εm(~p)
=
d3~p
2
√
m2+~p·~p , and where in this case Hp¯ = C
2. By construction the above rep-
resentation acting on bi-spinors is unitary with respect to the inner product
(28), and the inner product in the space of Fourier transforms φ of bispinors φ˜
is given by a standard local integral formula, i.e. as an integration over space-like
surface of a density function over the x-variables.
Now by the construction of the bispinor φ˜ =
(
ϕ˜
χ˜
)
:
ϕ˜(p) = V (β(p)−1)ψ˜(p)
χ˜(p) = V¯ (β(p)−1)ψ˜(p)
we have
χ˜(p) = V¯ (β(p)−1)V (β(p)−1)−1ϕ˜(p) = β(p)2ϕ˜(p)
ϕ˜(p) = V (β(p)−1)V¯ (β(p)−1)−1χ˜(p) = β(p)−2χ˜(p),
or equivalently
(εm(~p)1− ~p · ~σ)ϕ˜(p) = mχ˜(p)
(εm(~p)1+ ~p · ~σ)χ˜(p) = mϕ˜(p);
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or in a still more coincise notation (summation with respect to k = 1, 2, 3):[
p0γ0 − pkγk]φ˜(p) = mφ˜(p), (29)
which in the x-space of Fourier transformed spinors gives the fulfillment of the
Dirac equation
(iγµ∂µ)φ = mφ, (30)
with
γ0 =
(
0 12
12 0
)
, γk =
(
0 −σk
σk 0
)
,
being the generators of the representation of the Clifford algebra:
γµγν + γνγµ = 2gµν
M
associated to the Minkowski pseudo-metric gM . Thus the elements ψ˜ of the
representation space of the irreducible representation U (m,0,0,0)L
1/2
, m > 0 cor-
repond via the indicated unitary transformation ψ˜ 7→
(
ϕ
χ
)
= φ to the positive
energy solutions of the Dirac equation.
Now as the elements ψ˜, φ˜ associated in the indicated way to the represen-
tation U (m,0,0,0)L
1/2
are concentrated on the orbit Op¯ = O(m,0,0,0), and now we
consider the direct integrals over the orbits of the representations of the type
U (m,0,0,0)L
1/2
, or more generally direct integrasls over orbits of ⊕sU (m,0,0,0)L
s
,
it will be reasonable to reflect the orbit-dependence of the respective elements
ψ˜, φ˜ by placing the subscript (m, 0) (or Op¯) respectively at ψ˜, φ˜: i.e. ψ˜m,0 , φ˜m,0 ,
and at the Fourier transform φm,0
φm,0(x) = (2π)
−3/2
∫
Op¯
φ˜
Op¯
(p)e−ip·x dµ|
Op¯
(p) = (2π)−3/2
∫
Op¯
φ˜m,0(p)e
−ip·x dµm(p)
= (2π)−3/2
∫
Op¯
φ˜
m,0
(p)e−ip·x
d3~p
2ε
m,0
(~p)
of φ˜
0,m
.
Let us introduce the notation V ⊕ for the isometric operator mapping the
elements ψ˜
m,0
of the representation space of the representation U (m,0,0,0)L
1/2
into
the bispinors
(
ϕ˜
m,0
χ˜m,0
)
= V ⊕ψ˜
m,0
given by the formula
V ⊕ψ˜
m,0
(p) =
(
β(p)−1ψ˜
m,0
(p)
β(p)ψ˜
m,0
(p)
)
.
We have thus constructed the isometric image under V ⊕ of the elements ψ˜m,0
of the representation space of the representation U (m,0,0,0)L
1/2
onto the closed
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subspace of the Hilbert space of bispinors
(
ϕ˜
m,0
χ˜
m,0
)
with the inner product
(φ˜
m,0
, φ˜′
m,0
) = m
∫
O(m,0,0,0)
(
φ˜
m,0
(p), φ˜′
m,0
(p)
)
C4
dµ
m,0
2p0
. (31)
However V ⊕ is not onto the Hilbert space of bispinors concentrated on the
orbit O(m,0,0,0). The closed image of V
⊕ is characterised by the linear algebraic
relation (29) fulfilled at every point p of the orbit by every element of the image,
which means that the Fourier transform (20) of every element of its image fulfils
the standard Dirac equation. This is why we consider the direct sum
U (m,0,0,0)L
1/2
⊕ U (m,0,0,0)L
1/2
= 2U (m,0,0,0)L
1/2
(32)
of two identical copies of the representation U (m,0,0,0)L
1/2
, i.e. the representation
U (m,0,0,0)L
1/2
acting with uniform multiplicity 2. Then to the first component,
say ψ˜⊕
m,0
, of the direct sum Hilbert space of this direct sum representation (32)
we apply the isometric map V ⊕, but to the second component, say ψ˜⊖
m,0
we
apply another isometric map V ⊖, which we are going to define now. Namely
from what has been said it follows that the map V ⊖ on the representation space
of the representation U (m,0,0,0)L
1/2
, defined by
V ⊖ψ˜⊖
m,0
(p) = φ˜⊖
m,0
(p) =
(
β(p)−1ψ˜⊖
m,0
(p)
−β(p)ψ˜⊖
m,0
(p)
)
(differing from V ⊕ by the minus sign in the second component) is likewise
isometric, that every element of its image has the same transformation law,
with the only difference that every element in the closed image of V ⊖ fulfills the
following linear algebraic relation[
p0γ0 − pkγk]φ˜⊖
m,0
(p) = −mφ˜⊖
m,0
(p),
i.e. with the sighn of the mass term reversed, which means that the Fourier
transform φ⊖
m,0
of φ˜⊖
m,0
(given by (20)) fulfils the Dirac equation with the sign
at the mass term reversed:
(iγµ∂µ)φ
⊖
m,0
= −mφ⊖
m,0
.
Write φ˜⊕
m,0
for the image V ⊕ψ˜⊕
m,0
of ψ˜⊕
m,0
under V ⊕. The two images, namely
the image of the first direct summand under V ⊕ and the image of the second
direct summand under V ⊖ we do not treat as orthogonal direct summands but
literally as their images in one and the same Hilbert space of bispinors φ˜m,0
with the inner product (31). Therefore we define the map V ⊕⊖ which every
element (ψ˜⊕
m,0
, ψ˜⊖
m,0
) of the space of the diret sum representation (32) maps into
the bispinor φ˜⊕
m,0
+ φ˜⊖
m,0
(ordinary sum of bispinors). This is well defined, and
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as the respective images of V ⊕ and V ⊖ are closed and have zero as the only
common element, and are even orthogonal. We thus constructed orthogonal
direct sum of two copies of the representation U (m,0,0,0)L
1/2
, by the application
of the map V ⊕⊖ to the (ordinary orthogonal) direct sum representation (32).
Of course because the respective images (of the first summand under V ⊕ and
of the second under V ⊖) are orthogonal the map V ⊕⊖ is unitary (V ⊕ on the
first summand and V ⊖ on the second summand are separately unitary).
Easy verification shows that V ⊕⊖ is onto the Hilbert space of all bispinors
φ˜
m,0
concentrated on O(m,0,0,0) with finite norm
m
∫
O(m,0,0,0)
(
φ˜
m,0
(p), φ˜
m,0
(p)
)
C4
dµm,0
2p0
.
Indeed, let φ˜
m,0
=
(
ϕ˜
m,0
χ˜
m,0
)
be any such bispinor concentrated on O(m,0,0,0). Then
it is equal φ˜
m,0
= φ˜⊕
m,0
+ φ˜⊖
m,0
= V ⊕ψ˜⊕
m,0
+ V ⊖ψ˜⊖
m,0
= V ⊕⊖(ψ˜⊕
m,0
, ψ˜⊖
m,0
) where
ψ˜⊕
m,0
(p) = 12
{
β(p)ϕ˜
m,0
(p) + β(p)−1χ˜
m,0
(p)
}
and ψ˜⊖
m,0
(p) = 12
{
β(p)ϕ˜
m,0
(p) −
β(p)−1χ˜
m,0
(p)
}
.
From this easily folows the formula for the corresponding othogonal projec-
tions P⊕ and P⊖ on the respective images of V ⊕ and V ⊖. Namely they are
equal to the operators of multiplications by the respective orthoginal projections
P⊕(p) and P⊖(p), p ∈ Om,0,0,0, in M4(C):
P⊕(p) =
1
2
(
1 β(p)−2
β(p)2 1
)
, P⊖(p) =
1
2
(
1 −β(p)−2
−β(p)2 1
)
.
Because of the orthogonality
P⊕(p)P⊖(p) = P⊖(p)P⊕(p) = 0, P⊕(p) + P⊖(p) = 14
we have orthogonality
P⊕P⊖ = P⊖P⊕ = 0, P⊕ + P⊖ = 1.
Thus any bispinor φ˜⊕
m,0
in the image of V ⊕, concentrated on Om,0,0,0, is equal to
the image P⊕φ˜m,0 of a generic bispinor φ˜m,0 concentrated on the orbit Om,0,0,0.
Similarly any bispinor φ˜⊖
m,0
in the image of V ⊖ is equal to P⊖φ˜m,0 for a generic
bispinor φ˜m,0 concentrated on Om,0,0,0. In particular the orthogonality of any
two φ˜⊕
m,0
and φ˜⊖
m,0
immediately now follows from the orthogonality of P⊕(p)
and P⊖(p) and their self-adjointness in C4.
We have the analogous relation between the elements (ψ˜⊕−m,0 , ψ˜
⊖
−m,0) of the
representation space of the direct sum U (−m,0,0,0)L
1/2
⊕ U (−m,0,0,0)L
1/2
of two
irreducible representations U (−m,0,0,0)L
1/2
, m > 0, with the Hilbert space of
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bispinors concentrated on the orbit O−m,0,0,0, equipped with the analogous inner
product
(φ˜−m,0 , φ˜
′
−m,0) = m
∫
O(−m,0,0,0)
(
φ˜−m,0(p), φ˜
′
−m,0(p)
)
C4
dµ−m,0
2|p0| . (33)
(they correspond to the negative energy solutions of the Dirac equation being
concenrated on the lower branch of the two-sheeted hyperboloid). Note that in
this case we have
β(p)−2 =
1
−m
(
p01+ ~p · ~σ) = p̂−m, p ∈ O−m,0,0,0,m > 0,
or
β(p)−2 =
1
m
(− p01− ~p · ~σ), p0(~p) = −√~p · ~p+m2 = −εm(~p),
so that
β(p) = m−1/2
(− p01+ ~p · ~σ)1/2 = m−1/2(εm(~p)1+ ~p · ~σ)1/2,
β(p)−1 = m−1/2
(− p01− ~p · ~σ)1/2 = m−1/2(εm(~p)1− ~p · ~σ)1/2,
for p = (p0, ~p) = (−
√
~p · ~p+m2, ~p) ∈ O−m,0,0,0,
with the analogous orthogonal projections P⊕, P⊖ equal to the operators of
multiplication by the mutually orthogonal projections
P⊕(p) =
1
2
(
1 β(p)−2
β(p)2 1
)
, P⊖(p) =
1
2
(
1 −β(p)−2
−β(p)2 1
)
.
Note that by construction the orthogonal projection operators P⊕, P⊖ commute
with the (Fourier transformed Dirac) operator of point-wise multiplication by
the matrix
p0γ0 − pkγk.
The analysis being completely analogous may be ommitted, although we
mention that the role of φ˜⊕−m,0 = P
⊕φ˜−m,0 and φ˜
⊖
−m,0 = P
⊖φ˜−m,0 is in a sense
reversed. Namely the elements φ˜⊖−m,0 in the image of V
⊖ (with the minus sign
in the second component) are characterized by the following linear algebraic
relation ( with summation over k = 1, 2, 3, as usual)[
p0γ0 − pkγk]φ˜⊖−m,0(p) = mφ˜⊖−m,0(p),
i.e. they correspond to the Dirac equation with the ordinary sign at the mass
term, and vice versa for the image φ˜⊕−m,0 under V
⊕ which are characterized by
the algebraic relation[
p0γ0 − pkγk]φ˜⊕−m,0(p) = −mφ˜⊕−m,0(p),
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which correspond via the Fourier transform to the solutions of the ordinary
Dirac equation with reversed sign at the mass term.
Let us remark at the end of this Subsection that introducing the fundamental
symmetry operator J into the Hilbert space of bispinors φ˜
m,0
(or φ˜−m,0) by
the formula
(
Jφ˜
m,0
)
(p) = γ1γ2γ3 φ˜
m,0
(p), we recover that φ˜⊕
m,0
and φ˜⊖
m,0
are
not only orthogonal, but they are always Krein-orthogonal with respect to the
fundamental symmetry J:
(
φ˜⊕
m,0
, Jφ˜⊖
m,0
)
= 0. Therefore the image under V ⊕ of
the first direct summand and the image of the second direct summand under
V ⊖ are Krein J-orthogonal and orthogonal. We shall likewise denote V ⊕⊖ by
V ⊕ ⊕
J
V ⊖.
2.2 Example 2: Representation associated to 2U (m,0,0,0)L
1/2
(spin 1/2) and concentrated on the orbit O(0,0,m,0)
As is well known there are no nontrivial finite dimensional unitary represen-
tations of the group G(0,0,m,0) = SL(2,R) stationary for p¯ = (0, 0,m, 0). The
situation is different for Krein-unitary representations. We give an example
here. In this class of orbits we can put
1
2


[
± (sin θ
2
− cos θ
2
)( r
m
− 1)
1
2 + (sin θ
2
+ cos θ
2
)( r
m
+ 1)
1
2
]
e
−i ϑ
2 i
[
± (sin θ
2
+ cos θ
2
)( r
m
− 1)
1
2 − (sin θ
2
− cos θ
2
)( r
m
+ 1)
1
2
]
e
i ϑ
2
−i
[
(sin θ
2
− cos θ
2
)( r
m
+ 1)
1
2 ± (sin θ
2
+ cos θ
2
)( r
m
− 1)
1
2
]
e
−i ϑ
2
[
(sin θ
2
+ cos θ
2
)( r
m
+ 1)
1
2 ∓ (sin θ
2
− cos θ
2
)( r
m
− 1)
1
2
]
e
i ϑ
2


for β(p), where
p =

p0
p1
p2
p3
 =

±(r2 −m2)1/2
r sin θ sinϑ
r sin θ cosϑ
r cosϑ
 ∈ O(0,0,m,0), 0 ≤ θ < π, 0 ≤ ϑ < 2π,m2 ≤ r2, 0 < r.
Namely the representation
γ 7→ Q(γ, p¯) = L1/2(γ) =
(
γ 0
0 γ∗−1
)
= γ ⊕ γ∗−1
of the group SL(2,R) = G(0,0,m,0), we extend by the formula
α 7→ V (α) =
(
α 0
0 α∗−1
)
= α⊕ α∗−1
to a representation of SL(2,C). Both, the initial representation L1/2 of SL(2,R)
and its extension V to a representation of SL(2,C) are Krein unitary in the
Krein space (C4, Jp¯) with
Jp¯ =
(
0 i12
−i12 0
)
= γ1γ2γ3,
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and with the standard inner product in C4. We will later need to know the
operator V (β(p))∗V (β(p)) explicitely – it is equal
V (β(p))∗V (β(p)) =
1
mr

r2 − p0p3 ip0(p2 + ip1) 0 0
−ip0(p2 − ip1) r2 + p0p3 0 0
0 0 r2 + p0p3 −ip0(p2 + ip1)
0 0 ip0(p2 − ip1) r2 − p0p3
 ,
(r = (~p · ~p)1/2, p · p = (p0)2 − ~p · ~p) with the following set of proper values
(counted with multiplicities)
{ r
m
+
( r2
m2
−1
)1/2
,
r
m
−
( r2
m2
−1
)1/2
,
r
m
−
( r2
m2
−1
)1/2
,
r
m
+
( r2
m2
−1
)1/2}
=
{ (~p · ~p)1/2
(p · p)1/2 +
p0
(p · p)1/2 ,
(~p · ~p)1/2
(p · p)1/2 −
p0
(p · p)1/2 ,
(~p · ~p)1/2
(p · p)1/2 −
p0
(p · p)1/2 ,
(~p · ~p)1/2
(p · p)1/2 +
p0
(p · p)1/2
}
Now consider the Krein unitary representation U (0,0,m,0)L
1/2
of T4sSL(2,C)
concentrated on the orbit O(0,0,m,0) of p¯ = (0, 0,m, 0) in T̂4, induced by the above
representation L1/2 of G(0,0,m,0) = SL(2,R). Using the extension V of L1/2 we
may construst wave functions whose Fourier transform has local transformation
law, the same as bispinor φ of Example 1. As we soon will see, in the course
of the construction of VF detailed study of the relation to (generalized) Dirac
equation is unnecessary in this class of orbits, namely O(0,0,m,0). It is sufficient
to relate the induced representations U (0,0,m,0)L
1/2
concentrated on O(0,0,m,0)
to the appropriate representations of the class 2U (m,0,0,0)L
1/2
with the same
transformation as the bi-spinors21 related to the space of U (m,0,0,0)L
1/2
and the
(generalized) Dirac operator connected to 2U (m,0,0,0)L
1/2
.
The elements22 of the representation space of U (0,0,m,0)L
1/2
, we have agreed
to denote ψ˜
0,m
– analogous of the elements (ψ˜⊕
m,0
, ψ˜⊖
m,0
) of the representation
space of the representation 2U (m,0,0,0)L
1/2
. The elements ϕ˜
0,m
obtained by the
transform W , using the extension V of γ 7→ Q(γ, p¯) = L1/2(γ) are immediate
analogues of the bispinor φ˜
0,m
=
(
ϕ˜0,m
χ˜
0,m
)
in having exactly the same transfor-
mation law
U(α)ϕ˜
0,m
(p) = V (α)ϕ˜
0,m
(Λ(α)p) =
(
α 0
0 α∗−1
)
ϕ˜
0,m
(Λ(α)p),
T (a)ϕ˜
0,m
(p) = eia·pϕ˜
0,m
(p);
21Generalized multispinors for representations related to higher spins, compare the next
Example.
22Note that they have four components.
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as the bispinor φ˜
0,m
(with the only difference of course that this time we are on
the different orbit O(0,0,m,0)). Analogously we have the transformation law
U(α)ϕ
0,m
(x) =
(
α 0
0 α∗−1
)
ϕ
0,m
(xΛ(α−1)),
T (a)ϕ0,m(x) = ϕ0,m(x− a);
for the Fourier transform (20) (with Op¯ = O(0,0,m,0) in (20)) of ϕ˜ exactly the
same as the bi-spinor φ. We therefore denote ϕ˜
0,m
and its Fourier transform
in this case immediately by φ˜
0,m
and φ
0,m
. Because ψ˜ and ϕ˜ (viz. (φ˜)) are
concentrated in this case on O(0,0,m,0) we have accounted for this opportunity
by using the subscript (0,m): ψ˜
0,m
and φ˜
0,m
as well as for the Fourier transform
(20) φ
0,m
of φ˜
0,m
.
2.3 Spin 1/2 and the transform VF
Having the class of induced representations 2U (m,0,0,0)L
1/2
, m ∈ R, concen-
trated respectively on O(m,0,0,0) and their related counterpart representations
U (0,0,m,0)L
1/2
, m ∈ R+, concentrated respectively on O(0,0,m,0), we are ready to
construct the transform VF on the space of the representation
2
∞∫
0
U (m,0,0,0)L
1/2
dm
⊕
2
0∫
−∞
U (m,0,0,0)L
1/2
dm
⊕ ∞∫
0
U (0,0,m,0)L
1/2
dm
= 2
∞∫
−∞
U (m,0,0,0)L
1/2
dm
⊕ ∞∫
0
U (0,0,m,0)L
1/2
dm,
where dm is the Lebesgue measure on R.
Before passing to the computation of VF let us remind that we are inter-
ested in the representation of T4sSL(2,C) acting in the subspace orthogo-
nal to the vacuum and the one particle subspace of the (Krein-)Hilbert (Fock)
space of free fields. This representation is obtained by direct sum of (sym-
metrized/antisymmetrized) tensor products of representations acting in one par-
ticle subspace. Tensor products of such representations are equal to direct inte-
gral of induced representations concentrated on single orbits. For example tensor
product of the unitary representations concentrated on the orbit Op¯ = O(m,0,0,0)
induced by the spin s representation of the stability group Gp¯ ( = SU(2,C) in
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this case) is equal (compare e.g. [182])
U (m1,0,0,0)L
s1⊗U (m2,0,0,0)L
s2
=
⊕
s
[s1, s2, s]
∞∫
m1+m2
U (m,0,0,0)L
s
dm, m1,m2 > 0
=
⊕
s
[s1, s2, s]
m1+m2∫
−∞
U (m,0,0,0)L
s
dm, m1,m2 < 0
where [s1, s2, s] is the multiplicity of the representation standing immediately
after the sign [s1, s2, s] and depending on s1, s2 and on the spin s of the in-
tegrated representation U (m,0,0,0)L
s
, but independent of the orbit O(m,0,0,0) of
the integrated representation U (m,0,0,0)L
s
, and where dm is the Lebesgue mea-
sure on R+ resp. R−. It is therefore resonable to consider first the integrated
representations (with appropriate multiplicities)∫
U (m,0,0,0)L
s
dm.
We start our investigation with the representation
2
∞∫
−∞
U (m,0,0,0)L
1/2
dm
⊕ ∞∫
0
U (0,0,m,0)L
1/2
dm, (34)
i.e. a direct itegral of positive energy representation and negative energy rep-
resentation (of Example 2.1) concentrated resp. on the orbits O(m,0,0,0), p
0 > 0
and O(−m,0,0,0), p0 < 0, both induced by the spin 1/2 representation of the
stationary subgroup G(m,0,0,0) = G(−m,0,0,0) = SU(2,C) and both acting with
uniform multiplicty two and summed up with the direct integral of representa-
tions concentrated on O(0,0,m,0), and described in Example 2.2, induced by the
representation L1/2 of the group G(0,0,m,0) = SL(2,R); and with the Lebesgue
measure dm on R+ (resp. R−, R).
We construct now the transformation VF mentioned in the Introduction on
the space of the representation (34).
Let ψ˜ be any element of the representation space of the representation (34),
given by the corresponding direct sum of direct integrals. Both summands of the
direct itegral may be treated as direct integrals of ordinary Hilbert spaces, with
the second summand equipped additionally with the fundamental symmetry
operator equal ∫
R+
J
0,m
dm, J
0,m
= γ1γ2γ3.
Now into the the set theoretical sum of the positive cone C+, p
0 > 0 and
the negative cone C−, p0 < 0 we may introduce the coordinates m and ~p in
O(m,0,0,0), and thus we can use (m, ~p) instead of (p
0, ~p), treating the disjoint
67
sum C+ ∪ C− as a Cartesian product R × R3. Similarly for complementary
part C± of the joint spectrum of the momentum operators lying outside the
disjoint sum C+ ∪C−, we may use coordinate m together with the coordinates
(p0, r =
√
~p · ~p, θ, ϑ) on O(0,0,m,0) and treat C± as a Caresian product of R+ ×
R× S2 ∼= C±.
By the the relation of the direct integral Hilbert space with the generalized
Fubini theorem, and in view of the uniform and constant multiplicity separately
over the the classes of orbits Om,0,0,0,0, m ∈ R and O(0,0,m,0), m ∈ R+, it
follows that (idetifying every element ψ˜ with its decomposition function) ψ˜ may
be identified with the pair of measurable functions (compare e.g. eq. (476) or
(477) of Sect. 12.7)
C+ ∪ C− ∼= R× R3 ∋ (m, p) 7→ ψ˜m,0(p) p ∈ O(m,0,0,0) ∼= R3
C± ∼= R× S2 × R ∋ (m, p) 7→ ψ˜0,m(p), p ∈ O(0,0,m,0) ∼= S2 × R,
(35)
such that
||ψ˜||2 =
∫
R
||ψ˜
m,0
||2 dm+
∫
R+
||ψ˜
0,m
||2 dm < +∞,
where
||ψ˜
m,0
||2 =
∫
Om,0,0,0
(
ψ˜
m,0
(p), ψ˜
m,0
(p)
)
C4
dµ
m,0
(p),
||ψ˜
0,m
||2 =
∫
O0,0,m,0
(
ψ˜
m,0
(p), ψ˜
0,m
(p)
)
C4
dµ
0,m
(p),
and where
ψ˜m,0 = ψ˜
⊕
m,0
⊕ ψ˜⊖
m,0
we treat as one four-component fuction (compare Subsect. 2.1).
By the constructions of Subsect. 2.1 and 2.2 (Examples 1 and 2) we can
identify ψ˜ and its corresponding decomposition given by the pair of functions
(35) with the pair of measurable functions
C+ ∪ C− ∼= R× R3 ∋ (m, p) 7→ φ˜m,0(p) p ∈ O(m,0,0,0) ∼= R3
C± ∼= R× S2 × R ∋ (m, p) 7→ φ˜0,m(p), p ∈ O(0,0,m,0) ∼= S2 × R,
(36)
such that
||φ˜||2 = ||ψ˜||2 =
∫
R
||φ˜
m,0
||2 dm+
∫
R+
||φ˜
0,m
||2 dm < +∞,
where (note that the map ψ˜ 7→ φ˜ is not unitary because of nonunitary character
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of the map V ⊕⊖ of Subsect. 2.1)
||φ˜m,0 ||2 = m
∫
Om,0,0,0
(
φ˜m,0(p), φ˜m,0(p)
)
C4
1
2p0
dµm,0(p),
||φ˜
0,m
||2 = ||ψ˜
0,m
||2 =
∫
O0,0,m,0
(
φ˜
m,0
(p), V (β(p))∗V (β(p))φ˜
0,m
(p)
)
C4
dµ
0,m
(p),
and here V and (β(p)) are the representation V and β(p) of Example 2.2. Thus
any element of the representation space of the representation (34) may be iden-
tifed with a four-component complex measurable function φ˜ on R4 which fulfils
the following
SUMMABILITY CONDITIONS
φ˜ is square integrable over the disjoint sum C+ ∪ C− of cones with respect
to the measure
1
2|p0| d
4p
and such that23 (say) first and third components of φ˜ are square integrable over
C± with respest to the measure[ (~p · ~p)1/2
−p · p +
p0
−p · p
]
d4p
i.e. with the density equal to the first proper value of V (β(p))∗V (β(p)) of
Example 2.2, divided by m = (−p · p)1/2, and such that the second and fourth
component of φ˜ are square integrable over C± with respect to the measure[ (~p · ~p)1/2
−p · p −
p0
−p · p
]
d4p,
i.e. with density equal to the second eigenvalue of V (β(p))∗V (β(p)), divided by
m = (−p · p)1/2.
In other words φ˜ is square summable on the double cone C+ ∪ C− with
respect to the measure 12|p0| d
4p and such that
(
φ˜(p), V (β(p))∗V (β(p))φ˜(p)
)
C4
is summable with respect to the measure 1√−p·p d
4p outside the double cone,
where the matrix V (β(p))∗V (β(p)) is given in Subsect. 2.2, with m replaced
with
√−p · p in the formula for V (β(p))∗V (β(p)). 
On the other hand consider the Hilbert space of bispinors φ on R4 equipped
with the standard Minkowski metric, which are square integrable:∫ (
φ(x), φ(x)
)
C4
d4x < +∞, (37)
23After the unitary transformation diagonalizing the operator V (β)∗V (β) defined by:(
V (β∗V (β)φ˜
)
(p) = V (β(p))∗V (β(p))φ˜(p).
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together with the fundamental symmetry J defined by the formula
(Jφ)(x) = γ1γ2γ3φ(x), (38)
and the representation U of T4sSL(2,C) given by
U(α)φ(x) =
(
α 0
0 α∗−1
)
φ˜(xΛ(α−1)), (39)
T (a)φ(x) = φ(x − a).
This representation is Krein-unitary with respect to the fundamantal symmetry
(38) and Hilbert space structure (37) defined as above. Now the Dirac operator
D = iγµ∂µ (summation with respect toµ)
is Krein self adjoint , compare [5], and commutes with the representation (39).
Similarly
D2 = −γµγν∂µ∂ν (summation with respect toµ, ν)
= −14 (∂0∂0 − ∂1∂1 − ∂2∂2 − ∂3∂3)
commutes with the representation (39) and it is well known that D2 is (essen-
tially) self adjoint. We may therefore use the ordinary Fourier transform and
the rigged Hilbert space technique of Gelfand and his school ([62], Chap. I.4,
or [57]) to decompose the representation (39) using the generalized eigenvectors
(eigenspaces) of the selfadjoint operator D2, commuting with the representation
U defined by (39). Let us describe shortly the decomposition, basing the whole
construction on the Fourier transform and the generalized Fubini theorem (eq.
(476) or (477) of Sect. 12.7). Namely, let φ˜ be the ordinary Fourier transform
of the square integrable bispinor φ, so that
φ(x) = (2π)−1/2
∫
R4
φ˜(p)e−ip·x d4p
= (2π)−1/2
∫
R
∫
O(m,0,0,0,)
φ˜|
O(m,0,0,0)
(p)e−ip·x dm dµ
m,0
(p)
+(2π)−1/2
∫
R+
∫
O(0,0,m,0,)
φ˜|
O(0,0,m,0)
(p)e−ip·x dm dµ
0,m
(p)
where φ˜|
O(m,0,0,0)
(resp. φ˜|
O(0,0,m,0)
) is the restriction of the Fourier transform φ˜
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of φ to the orbit O(m,0,0,0) (resp. O(0,0,m,0)). We have the Plancherel formula
||φ||2 = ||φ˜||2 =
∫
R4
(
φ˜(p), φ˜(p)
)
C4
d4p
2π)−1/2
∫
R
∫
O(m,0,0,0,)
(
φ˜|
O(m,0,0,0)
(p), φ˜|
O(m,0,0,0)
(p)
)
C4
dm dµ
m,0
(p)
+(2π)−1/2
∫
R+
∫
O(m,0,0,0,)
(
φ˜|
O(0,0,m,0)
(p), φ˜|
O(0,0,m,0)
(p)
)
C4
dm dµ
0,m
(p).
Thus the Hilbert space of square integrable bispinors φ is equal to the direct
integral ∫
R
Hm,0 d(m2)⊕
∫
R+
H0,m d(m2)
of Hilbert spaces H
m,0
, H
0,m
of generalized eigenvectors resp.
φ
m,0
=
∫
O(m,0,0,0,)
φ˜|
O(m,0,0,0)
(p)e−ip·x dµm,0(p) ∈ Hm,0
and
φ
0,m
=
∫
O(0,0,m,0,)
φ˜|
O(0,0,m,0)
(p)e−ip·x dµ0,m(p) ∈ H0,m ,
of the operator D2, with the norms in H
m,0
, H
0,m
, which can be read of from
the Planchrel formula
||φ
m,0
||2 =
∫
O(m,0,0,0,)
(
φ˜|
O(m,0,0,0)
(p), φ˜|
O(m,0,0,0)
(p)
)
C4
dµ
m,0
(p),
||φ
0,m
||2 =
∫
O(0,0,m,0,)
(
φ˜|
O(0,0,m,0)
(p), φ˜|
O(0,0,m,0)
(p)
)
C4
dµ
0,m
(p).
Now using the Fubini theorem and the Fourier transform one can easily show
that the the representation (39) acting on square summable bispinors φ may be
decomposed into the direct integral of representations∫
R
T
m,0
dm⊕
∫
R+
T
m,0
dm
by considering the action of the representation (39) on the Fourier transforms
φm,0 , φ0,m of the restrictions φ˜|O(m,0,0,0) , φ˜|O(0,0,m,0) of φ˜ to the respective orbits,
viewed as decomoposition components of φ˜ of the direct integral decomposition
of the Hilbert space of square summable Fourier transforms of bispinors given
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by the Fubini theorem (eq. (476) or (477) of Sect. 12.7). The representation
Tm,0 (resp. T0,m) acts on φ0,m (resp. φ0,m) just by the formulas (39) and on
φ˜|
O(m,0,0,0)
(resp. φ˜|
O(0,0,m,0)
) by the formulas (24) and (25), but this time the
Hilbert space of allowed functions is slightly different then in Example 2.1.
Note that the Krein-unitary represetations T
m,0
(resp. T
0,m
) may be fur-
ther decomposed Tm,0 = T
⊕
m,0
⊕J T⊖m,0 (resp. T0,m = T⊕0,m ⊕J T⊖0,m) into direct
sum of Krein-unitary subrepresentations, and acting in subspaces which are not
only mutually orthogonal but closed subspaces which are moreover mutually
Krein-orthogonal. Indeed it is sufficient to confine the the Hilbert spaces of
Fourier transforms φ˜|
O(m,0,0,0)
(resp. φ˜|
O(0,0,m,0)
) to the linear and closed Krein-
orthogonal subspaces defining the first subspace H⊕
m,0
by the algebraic relation[
p0γ0 − pkγk]φ˜|
O(m,0,0,0)
(p) = mφ˜|
O(m,0,0,0)
(p),
and the second H⊖
m,0
by the relation[
p0γ0 − pkγk]φ˜|
O(m,0,0,0)
(p) = −mφ˜|
O(m,0,0,0)
(p)
(resp.
[
p0γ0 − pkγk]φ˜|
O(0,0,m,0)
(p) = imφ˜|
O(0,0,m,0)
(p) on the first H⊕
0,m
and the
relation
[
p0γ0 − pkγk]φ˜|
O(0,0,m,0)
(p) = −imφ˜|
O(0,0,m,0)
(p) (m > 0) on the second
subspace H⊖
0,m
). In this way we have obtained spectral decomposition of the
Krein-self-adjoint Dirac operator D and the corresponding Krein-orthogonal
decomposition ∫
R
H⊕
m,0
⊕J H⊖m,0 dm
⊕∫
R+
H⊕
0,m
⊕J H⊖0,m dm
of the Hilbert space acted on by D into the generalized eigenspaces, correspond-
ing resp. to the eigenvalues m,−m, im,−im (m > 0). The operator D acts as
the operator of multiplication by m on the subspace∫
R
H⊕
m,0
dm
and separately on the subspace ∫
R
H⊖
m,0
dm,
however both being orthogonal so do allow D to be representaed by multiplica-
tion operator on the subspace spanned by the last two subspaces. Similarly D
acts as the operator of multiplication by im (m > 0) on the subspace∫
R+
H⊕
0,m
dm
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and separately on the subspace ∫
R+
H⊖
0,m
dm,
it acts as the operator of multiplication by−im (m > 0); but both last subspaces
being not orthogonal (although Krein orthogonal) does no allow the operator
D to be represented as a multiplication operator on the subspace spanned by
the last two subspaces – of course this not a surprise as D is not normal (does
not commute with its adjoint).
Note that although the decomposition T
m,0
= T⊕
m,0
⊕J T⊖m,0 may be related
in the way indicated as above to the direct sum (32) of ordinary unitary repre-
sentations, no such relation with direct sum of ordinary unitary representations
seems to stand behind the decomposition T
0,m
= T⊕
0,m
⊕J T⊖0,m .
DEFINITION OF THE TRANSFORM VF ON THE SPACE OF THE
REPRESENATION (34)
Thus any square summable spinor φ may be identified with its ordinary
Fourier transform φ˜, which is likewise square summable. On the other hand
any element of the representation space of the representation (34) may, as we
have shown above in this Subsection, be identified with a function φ˜, but which
is not just square summable over R4 with respect to the invariant measure
d4p, but with respect to d4p multipled with the additional weight functions
stated in the SUMMABILITY CONDIITIONS. But both, the Hilbert space
of functions φ˜ fulfilling the SUMMABILITY CONDITIONS, and realizing the
space of the representation (34) on the one hand and the Hilbert space of square
summable Fourier transforms φ˜ of the bispinors φ have a dense core set in
common. For example all continuous functions φ˜ with compact support whose
closure does not contain the zero point, are in the common domain. For any
element φ˜ of the common domain, and thus realizing an element of the space
of the representation (34) we define VF φ˜ to be equal to the square integrable
bispinor φ. By definition VF likewise has dense image so that V −1F is likewise
densely defined. By construction VFUV −1F , with U equal to the representation
(34), is equal to the representation (39) restricted to the dense common domain,
so that every representor VFUα,aV −1F may be extended to a bounded Krein-
unitary operator acting on the square integrable bispinors φ. 
Unbounded character of the transform VF is associated to the fact that it
trasforms the representation (34) which is not unitary, nor Krein-unitary24, into
the representation (39) which is Krein-unitary. The nontrivial weight functions
of the SUMMABILITY CONDITIONS and causing the unboudedness of VF ,
24Recall that the first summand 2
∞∫
−∞
U (m,0,0,0)L
1/2
dm of (34) is unitary and Krein J-
unitary and the second summand
∞∫
0
U (0,0,m,0)L
1/2
dm is Krein J-unitary but not unitary.
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have their source in the nonunitary character of the extension V of the repre-
sentation of the small group, which in general produces V (β(p))∗V (β(p)) with
unbounded eigenvalues viewed as functions on the respective (non-compact)
orbits.
Before passing to higher spins, note that for the operator J defined by (38)
and for the Dirac operator D acting on the square summable bispinors φ we
have
1
2
{
(DJ)2 + (JD)2
}
= −14 (∂0∂0 + ∂1∂1 + ∂2∂2 + ∂3∂3),
so that 12
{
(DJ)2 + (JD)2
}
is elliptic and we can choose
DJ = iΥ
µ∂µ,
with Υµ, defined by
Υ0 = γ0, Υk = iγk
and being the generators of the Clifford algebra assosiated to the ordinary Eu-
clidean metric gµν = δµν :
ΥµΥν +ΥνΥµ = 2δµν 14.
The algebraA of Schwartz functions acting as multiplication operators on square
integrable bispinors φ forming a Hilbert space H of bispinors, and the operators
D, J, DJ fulfil the conditions of Introduction (of course here in the subspace
associated to the representation (34)), which follows from [51] and [180]. The
strong regularity of the spectral triple
(A,H, DJ) is checked exactly as in the
proof of Theorem 11.4 of [22].
REMARK 1. In the above construction of VF we could have use another
fundamental symmetry J. That is in the Example 1 and 2 and in this Subsection
we could repace γ1γ2γ3 with γ0 in the definition of J. Both give rise to the
spectral description of the same Minkowski space, and the representation (39)
remains Krein J-unitary.
2.4 Example 3: Representation 4U (m,0,0,0)L
0 ⊕ 4U (m,0,0,0)L1
(spin 0 and 1) and the generalized Dirac equation
Here we consider the unitary representation U (m,0,0,0)
(
L
1/2⊗L1/2
)
unitary equiva-
lent to U (m,0,0,0)
(
L
0⊕L1
)
∼=U U (m,0,0,0)L
0
⊕U (m,0,0,0)L
1
, concentrated on the orbit
O(m,0,0,0), and induced by the the unitary representation L
0⊕L1 ∼= L1/2⊗L1/2 :
γ 7→ Q(γ, p¯) = L1/2 ⊗ L1/2(γ) = γ ⊗ γ of the small group Gp¯ = G(m,0,0,0) =
SU(2,C) stationary for p¯ = (m, 0, 0, 0) (m > 0). Of course the Hilbert space
Hp¯ of the representation L1/2 ⊗ L1/2 is equal C2 ⊗ C2 = C4. In this case we
have four natural extensions V of the representation L
1/2 ⊗ L1/2 acting in C4,
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we denote them resp. by V1, . . . V4, namely for any α ∈ SL(2,C) we have
V1(α) = α⊗ α,
V2(α) = α
∗−1 ⊗ α,
V3(α) = α
∗−1 ⊗ α∗−1,
V4(α) = α⊗ α∗−1.
Let ψ˜
m,0
be any element of the representation space of the representationU (m,0,0,0)
(
L
1/2⊗L1/2
)
.
We associate with it a positive energy solution of a generalized Dirac equation.
Instead of the bispinor φ˜ =
(
ϕ˜
χ˜
)
of Example 2.1, we will introduce the
analogue of it, namely the following (16-component) “multispinor”
φ˜m,0(p) =

V1(β(p)
−1)ψ˜
m,0
(p)
V2(β(p)
−1)ψ˜
m,0
(p)
V3(β(p)
−1)ψ˜m,0(p)
V4(β(p)
−1)ψ˜
m,0
(p)
 =

ϕ˜1(p)
ϕ˜2(p)
ϕ˜3(p)
ϕ˜4(p)
 = (V ➀ ψ˜m,0)(p), (40)
we drop the supscript (m, 0) at ϕ˜i for simplicity. Here V
➀ and V ➀ ψ˜
m,0
is the
immediate analogue of the map V ⊕ and φ˜⊕
m,0
of Example 1. Later on we will
introduce the isometric maps V ➁, V ➂, V ➃ with the additional minus sign at the
respecive components in (40). This time we will have four (more then just two:
V ⊕ and V ⊖) isometric maps of the elements ψ˜
m,0
of the representation space of
the representation U (m,0,0,0)
(
L
1/2⊗L1/2
)
into the Hilbert space of ”multispinors”,
defined in this Subsection, and the respective multiplicity of that representation
will have to be greather and equal 4 (instead of the previous 2).
Thus by the general construction of this Section the multispinor φ˜
m,0
has
the following transformation law
U(α)φ˜m,0 (p) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
 φ˜m,0(Λ(α)p),
(41)
T (a)φ˜m,0(p) = e
ia·pφ˜m,0(p);
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with the inner product of two multispinors φ˜
m,0
, φ˜′
m,0
given by
(φ˜
m,0
, φ˜′
m,0
) =
∫
O(m,0,0,0)
m2(
2p0(p)
)2(φ˜m,0(p), φ˜′m,0 (p))
C16
dµ
m,0
(p)
=
∫
O(m,0,0,0)
m2(
2p0(p)
)2 [(ϕ˜1(p), ϕ˜′1(p))
C4
+ . . .+
(
ϕ˜4(p), ϕ˜
′
4(p)
)
C4
]
dµm,0(p)
=
∫
O(m,0,0,0)
m2(
2p0(p)
)2(ψ˜(p),((β(p)−2+β(p)2)⊗(β(p)−2+β(p)2))ψ˜′(p))
C4
dµ
m,0
(p)
=
∫
O(m,0,0,0)
(
ψ˜
m,0
(p), ψ˜′
m,0
(p)
)
C4
dµ
m,0
(p) = (ψ˜
m,0
, ψ˜′
m,0
), (42)
because
β(p)−2 ⊗ β(p)−2 + β(p)2 ⊗ β(p)−2 + β(p)2 ⊗ β(p)2 + β(p)−2 ⊗ β(p)2
=
(
β(p)−2 + β(p)2
)⊗ (β(p)−2 + β(p)2) = (2p0|O(m,0,0,0) )2
m2
14;
The Fourier transform φ
m,0
of φ˜
m,0
(defined by (20) with ϕ˜ replaced with φ˜
m,0
in (20)) has by construction the following local transformation law
U(α)φ
m,0
(x) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
φm,0(xΛ(α−1)),
(43)
T (a)φm,0(p) = φm,0(x − a).
Now let us denote by β2 ⊗ 12 (resp. β−2 ⊗ 12, 12 ⊗ β2, 12 ⊗ β−2 ) the
(invertible) operator of multiplication by β(p)2⊗12 (regarded as multiplication
by the 4× 4 matrix equal to the tensor product of the respective 2× 2 matrices
β(p)2 and 12): ((
β2 ⊗ 12
)
ϕ˜i
)
(p) =
(
β(p)2 ⊗ 12
)
ϕ˜i(p),
(and similarly for β−2 ⊗ 12, . . .). Then we have
ϕ˜2 =
(
β2 ⊗ 12
)
ϕ˜1, ϕ˜3 =
(
12 ⊗ β2
)
ϕ˜2,
ϕ˜4 =
(
β−2 ⊗ 12
)
ϕ˜3, ϕ˜1 =
(
12 ⊗ β−2
)
ϕ˜4, (44)
which may be pictured by the following connected and cyclic diagram
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ϕ˜2
ϕ˜1
ϕ˜4
ϕ˜3
β2 ⊗ 12
β−2 ⊗ 12 12 ⊗ β2
12 ⊗ β−2
(A)
No generalized Dirac equation is connected with the equations (44) picured by
the diagram (A). But the diagonally opposite maps of the diagram (A) we can
joint into pairs of equations which together give two possible generalizations
of the Dirac equation. They can be pictured by the following disconnected
diagrams (B) and (C):
ϕ˜1 ϕ˜2
β2 ⊗ 12
β−2 ⊗ 12
ϕ˜3 ϕ˜4
β−2 ⊗ 12
β2 ⊗ 12
(B)
ϕ˜4 ϕ˜1
12 ⊗ β−2
12 ⊗ β2
ϕ˜3 ϕ˜2
12 ⊗ β−2
12 ⊗ β2
(C)
In particular the diagram (C) corresponds to the following equation fulfilled by
the multispinor φ˜
m,0
: 
ϕ˜4 =
(
12 ⊗ β2
)
ϕ˜1
ϕ˜3 =
(
12 ⊗ β2
)
ϕ˜2
ϕ˜2 =
(
12 ⊗ β−2
)
ϕ˜3
ϕ˜1 =
(
12 ⊗ β−2
)
ϕ˜4,
which can be written in the following form (summation with respect to k =
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1, 2, 3)
mφ˜
m,0
(p) =
[
p0|
O(m,0,0,0)

04 04 04 14
04 04 14 04
04 14 04 04
14 04 04 04

− pk

04 04 04 12 ⊗ σk
04 04 12 ⊗ σk 04
04 −12 ⊗ σk 04 04
−12 ⊗ σk 04 04 04
]φ˜m,0(p)
or in the more coincise form[
γ˜0p0 − pkγ˜k]φ˜
m,0
(p) = mφ˜
m,0
(p),
where
γ˜0 =

04 04 04 14
04 04 14 04
04 14 04 04
14 04 04 04
 γ˜k =

04 04 04 −12 ⊗ σk
04 04 −12 ⊗ σk 04
04 12 ⊗ σk 04 04
12 ⊗ σk 04 04 04
 ,
are generators of a representation of the Clifford algebra associated to the
Minkowski metric gµν
M
:
γ˜µγ˜ν + γ˜ν γ˜µ = 2gµν
M
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Thus the Fourier transform φ
m,0
of φ˜
m,0
(defined by (20) with ϕ˜ replaced with
φ˜
m,0
in (20)) fulfills the following generalized Dirac equation[
iγ˜µ∂µ
]
φ
m,0
= mφ
m,0
.
Similarly as in the Example 1 the isometric map V ➀ from the representa-
tion space of the representation U (m,0,0,0)
(
L
1/2⊗L1/2
)
into the Hilbert space of
“multispinors” with the inner product (42) is not onto. Therefore we consider
the representation U (m,0,0,0)
(
L
1/2⊗L1/2
)
with uniform multiplicity four:
U (m,0,0,0)
(
L
1/2⊗L1/2
)⊕
U (m,0,0,0)
(
L
1/2⊗L1/2
)
⊕
U (m,0,0,0)
(
L
1/2⊗L1/2
)⊕
U (m,0,0,0)
(
L
1/2⊗L1/2
)
= 4U (m,0,0,0)
(
L
1/2⊗L1/2
)
(45)
and for any element (ψ˜➀
m,0
, ψ˜➁
m,0
, ψ˜➂
m,0
, ψ˜➃
m,0
) of the direct sum space of that
representation we define its image V ➀ ψ˜➀
m,0
+ V ➁ ψ˜➁
m,0
+ V ➂ ψ˜➂
m,0
+ V ➃ ψ˜➃
m,0
=
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φ˜➀
m,0
(p)+ φ˜➁
m,0
(p)+ φ˜➂
m,0
(p)+ φ˜➃
m,0
(p) = V ➀➁➂➃
(
ψ˜➀
m,0
⊕ψ˜➁
m,0
⊕ψ˜➂
m,0
⊕ψ˜➃
m,0
)
, where
(
V ➀ ψ˜➀
m,0
)
(p) = φ˜➀
m,0
(p) =

β(p)−1 ⊗ β(p)−1 ψ˜➀
m,0
(p)
β(p)⊗ β(p)−1 ψ˜➀
m,0
(p)
β(p)⊗ β(p) ψ˜➀
m,0
(p)
β(p)−1 ⊗ β(p) ψ˜➀
m,0
(p)
 ,
(
V ➁ ψ˜➁
m,0
)
(p) = φ˜➁
m,0
(p) =

β(p)−1 ⊗ β(p)−1 ψ˜➁
m,0
(p)
− β(p)⊗ β(p)−1 ψ˜➁
m,0
(p)
− β(p)⊗ β(p) ψ˜➁
m,0
(p)
β(p)−1 ⊗ β(p) ψ˜➁
m,0
(p)
 ,
(
V ➂ ψ˜➂
m,0
)
(p) = φ˜➂
m,0
(p) =

− β(p)−1 ⊗ β(p)−1 ψ˜➂
m,0
(p)
β(p)⊗ β(p)−1 ψ˜➂
m,0
(p)
− β(p)⊗ β(p) ψ˜➂
m,0
(p)
β(p)−1 ⊗ β(p) ψ˜➂
m,0
(p)
 ,
(
V ➃ ψ˜➃
m,0
)
(p) = φ˜➃
m,0
(p) =

β(p)−1 ⊗ β(p)−1 ψ˜➃
m,0
(p)
β(p)⊗ β(p)−1 ψ˜➃
m,0
(p)
− β(p)⊗ β(p) ψ˜➃
m,0
(p)
− β(p)−1 ⊗ β(p) ψ˜➃
m,0
(p)
 ,
and where, just like in Example 1, we treate the image under V ➀ of the first
direct summand, and similarly the image under V ➁ of the second direct sum-
mand, e. t. c., as immersed in one and the same Hilbert space of all multi-
spinors φ˜m,0 with finite Hilbert space norm defined by (42). The images under
V ➀, V ➁, V ➂, V ➃ respectively of the first, second, third and fourth direct sum-
mand are not orthogonal with respect to the inner product (42), but they are
closed with zero as the ony common element, i.e. zero is the only common ele-
ment for any two of these images. That V ➀➁➂➃ ((immediate analogue of V ⊕⊖
of Example 4) is onto is easily checked. Indeed, if
φ˜m,0 =

ϕ˜1
ϕ˜2
ϕ˜3
ϕ˜4

is any measurable multispinor with finite Hilbert space norm defined by the inner
product (42), then it is the image under V ➀➁➂➃ of the element (ψ˜➀
m,0
, ψ˜➁
m,0
, ψ˜➂
m,0
, ψ˜➃
m,0
)
of the direct sum representation space of the representation 4U (m,0,0,0)
(
L
1/2⊗L1/2
)
,
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equal to
ψ˜➀
m,0
= 14
{
β ⊗ β ϕ˜1 +β−1 ⊗ βϕ˜2 +β−1 ⊗ β−1ϕ˜3 +β ⊗ β−1ϕ˜4
}
ψ˜➁
m,0
= 14
{
β ⊗ β ϕ˜1 −β−1 ⊗ βϕ˜2 −β−1 ⊗ β−1ϕ˜3 +β ⊗ β−1ϕ˜4
}
ψ˜➂
m,0
= 14
{
− β ⊗ β ϕ˜1 +β−1 ⊗ βϕ˜2 −β−1 ⊗ β−1ϕ˜3 +β ⊗ β−1ϕ˜4
}
ψ˜➃
m,0
= 14
{
β ⊗ β ϕ˜1 +β−1 ⊗ βϕ˜2 −β−1 ⊗ β−1ϕ˜3 −β ⊗ β−1ϕ˜4
}
.
(46)
That is the map V ➀➁➂➃:
V ➀➁➂➃
(
ψ˜➀
m,0
⊕ ψ˜➁
m,0
⊕ ψ˜➂
m,0
⊕ ψ˜➃
m,0
)
=

β−1 ⊗ β−1 ψ˜➀
m,0
+β−1 ⊗ β−1 ψ˜➁
m,0
−β−1 ⊗ β−1 ψ˜➂
m,0
+β−1 ⊗ β−1 ψ˜➃
m,0
β ⊗ β−1 ψ˜➀
m,0
−β ⊗ β−1 ψ˜➁
m,0
+β ⊗ β−1 ψ˜➂
m,0
+β ⊗ β−1 ψ˜➃
m,0
+β ⊗ β ψ˜➀
m,0
−β ⊗ β ψ˜➁
m,0
−β ⊗ β ψ˜➂
m,0
−β ⊗ β ψ˜➃
m,0
β−1 ⊗ β ψ˜➀
m,0
+β−1 ⊗ β ψ˜➁
m,0
+β−1 ⊗ β ψ˜➂
m,0
−β−1 ⊗ β ψ˜➃
m,0
.
 ,
has the inverse25 given by (46).
Every element of the image under V ➀ of the the the first direct summand and
every element of the the image under V ➁ of the second direct summand fulfils
the algebraic relation at every point p of the orbit Om,0, m > 0 (summation
with respect to k = 1, 2, 3):[
p0γ˜0 − pkγ˜0
]
φ˜➀
m,0
(p) = mφ˜➀
m,0
(p) and
[
p0γ˜0 − pkγ˜0
]
φ˜➁
m,0
(p) = mφ˜➁
m,0
(p).
In turn every element of the image under V ➂ of the the the third direct sum-
mand and every element in the image under V ➃ of the fourth direct summand
fulfils the algebraic relation on Om,0, m > 0:[
p0γ˜0 − pkγ˜0
]
φ˜➂
m,0
(p) = −mφ˜➂
m,0
(p) and
[
p0γ˜0 − pkγ˜0
]
φ˜➃
m,0
(p) = −mφ˜➃
m,0
(p).
This means that the Fourier transforms (defined by (20)) fulfill the following
generalized Dirac equation with the reversed sign at the mass term on (Fourier
transform of) the image of V ➂ and V ➃:[
iγ˜µ∂µ
]
φ➀
m,0
= mφ➀
m,0
,
[
iγ˜µ∂µ
]
φ➁
m,0
= mφ➁
m,0
,[
iγ˜µ∂µ
]
φ➂
m,0
= −mφ➂
m,0
,
[
iγ˜µ∂µ
]
φ➂
m,0
= −mφ➂
m,0
.
We have the analogous relation between the elements (ψ˜➀−m,0 , ψ˜
➁
−m,0 , ψ˜
➂
−m,0 , ψ˜
➃
−m,0)
25By the Banach inverse mapping theorem the inverse of V ➀➁➂➃ is likewise bounded, but
this can be easily checked directly.
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of the representation space of the direct sum
U (−m,0,0,0)
(
L
1/2⊗L1/2
)⊕
U (−m,0,0,0)
(
L
1/2⊗L1/2
)
⊕
U (−m,0,0,0)
(
L
1/2⊗L1/2
)⊕
U (−m,0,0,0)
(
L
1/2⊗L1/2
)
= 4U (−m,0,0,0)
(
L
1/2⊗L1/2
)
(47)
of four copies of the irreducible representation U (−m,0,0,0)
(
L
1/2⊗L1/2
)
, m > 0
(concentrated on the orbit O(−m,0,0,0)) with the Hilbert space of multispinors
concentrated on the orbit O(−m,0,0,0), equipped with the
analogous inner product
(φ˜−m,0 , φ˜
′
−m,0) =
∫
O(−m,0,0,0)
m2(
2p0(p)
)2(φ˜−m,0(p), φ˜′−m,0 (p))
C16
dµ−m,0(p); (48)
they correspond to the negative energy solutions (of the generalized Dirac equa-
tion with the ordinary and with the changen sign at the mass term respectively)
being concenrated on the lower branch of the two-sheeted hyperboloid.
The bounded and invertible map V ➀➁➂➃ (with bounded inverse) which maps
the representation space of the representation (45) (resp. of the representation
(47)) onto the space of all multispinors φ˜
m,0
(resp. φ˜−m,0) concentrated on
the orbit O(m,0,0,0) (resp. O(−m,0,0,0), m > 0) with finite norm defined by the
inner product (42) (resp. (48)) is not unitary, although restricted to each direct
summand is separately isometric. This is because the images under V ➀, V ➁, . . .
of the respective direct summands are not orthogonal with respect to (42) (resp.
(48)). However if we introduce the fundamental symmetry J (J∗ = J, J2 = 1)
into the Hilbert space of multispinors φ˜
m,0
(resp. φ˜−m,0) by the formula
(
J φ˜
m,0
)
(p) =

04 04 14 04
04 04 04 14
14 04 04 04
04 14 04 04
(φ˜m,0(p)),
then all the images under V ➀, V ➁, . . . of the respective direct summands are
pairwise Krein-J-orthogonal. We shall denote V ➀➁➂➃ by V ➀⊕
J
V ➁⊕
J
V ➂⊕
J
V ➃.
We explain the choice of J in the latter part of this Section.
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2.5 Example 4: Representation associated to 4U (m,0,0,0)L
0 ⊕
4U (m,0,0,0)L
1
(spin 0 and 1) and concentrated on the or-
bit O(0,0,m,0)
Consider the representation
γ 7→ Q(γ, p¯) = L0,1(γ) =

γ ⊗ γ 04 04 04
04 γ
∗−1 ⊗ γ 04 04
04 04 γ
∗−1 ⊗ γ∗−1 04
04 04 04 γ ⊗ γ∗−1

of the group SL(2,R) = G(0,0,m,0), stationary for p¯ = (0, 0,m, 0). We extend it
by the formula
α 7→ V (α) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1

= (α ⊗ α)⊕ (α∗−1 ⊗ α)⊕ (α∗−1 ⊗ α∗−1)⊕ (α⊗ α∗−1)
to a representation of SL(2,C). Both, the initial representation L0,1 of SL(2,R)
and its extension V to a representation of SL(2,C) are Krein unitary in the
Krein space (C16, Jp¯) with
Jp¯ =

04 04 14 04
04 04 04 14
14 04 04 04
04 14 04 04
 ,
and with the standard inner product in C16.
As the orbit O(0,0,m,0) is exactly the same as in Example 2, we may choose
β(p) the same as in Example 2. For this β(p) we have (r =
√
~p · ~p ≥ m > 0):
β(p)∗β(p) =
1
mr
(
r2 − p0p3 p0(ip2 − p1)
p0(−ip2 − p1) r2 + p0p3
)
,
[
β(p)∗β(p)
]−1
=
1
mr
(
r2 + p0p3 p0(−ip2 + p1)
p0(ip2 + p1) r2 − p0p3
)
and
V (β(p))
∗
V (β(p))
=


β(p)∗β(p) ⊗ β(p)∗β(p) 04 04 04
04
[
β(p)∗β(p)]−1 ⊗ β(p)∗β(p) 04 04
04 04
[
β(p)∗β(p)]−1 ⊗ [β(p)∗β(p)]−1 04
04 04 04 β(p)
∗β(p) ⊗ [β(p)∗β(p)]−1


.
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Therefore the eigenvalues of V (β(p))∗V (β(p)) are the products λ1(p)λ1(p), λ2(p)λ2(p),
λ1(p)λ2(p), λ2(p)λ1(p) of the eigenvalues λ1(p) =
r
m +
((
r
m
)2 − 1)1/2, λ2(p) =
r
m −
((
r
m
)2 − 1)1/2 of β(p)∗β(p) (λ1(p), λ2(p) are also equal to the eigenvalues
of
[
β(p)∗β(p)
]−1
), each with multiplicity four.
Now consider the Krein unitary representation U (0,0,m,0)L
0,1
of T4sSL(2,C)
concentrated on the orbit O(0,0,m,0) of p¯ = (0, 0,m, 0) in T̂4, induced by the above
representation L0,1 of G(0,0,m,0) = SL(2,R). Using the extension V of L0,1 we
construst wave functions whose Fourier transform has local transformation law,
the same as multispinor φm,0 of Example 3.
The elements26 of the representation space of U (0,0,m,0)L
0,1
, we have agreed to
denote ψ˜
0,m
– they are immediate analogous of the elements (ψ˜➀
m,0
, ψ˜➁
m,0
, ψ˜➂
m,0
, ψ˜➃
m,0
)
(resp. (ψ˜➀−m,0 , ψ˜
➁
−m,0 , ψ˜
➂
−m,0 , ψ˜
➃
−m,0)) of the representation space of the represen-
tation 4U (m,0,0,0)
(
L
1/2⊗L1/2
)
(resp. 4U (−m,0,0,0)
(
L
1/2⊗L1/2
)
). The elements ϕ˜0,m
obtained by the transform W , using the extension V of γ 7→ Q(γ, p¯) = L0,1(γ),
are immediate analogues of the multispinor φ˜
0,m
of Example 3 in having exactly
the same transformation law
U(α)ϕ˜0,m(p) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
 ϕ˜0,m(Λ(α)p),
T (a)ϕ˜
0,m
(p) = eia·pϕ˜
0,m
(p);
as the multispinor φ˜m,0 of Example 3 (with the only difference of course that
this time they are concentrated on the different orbit O(0,0,m,0)). Analogously
we have the transformation law
U(α)ϕ0,m(x) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
ϕ0,m(xΛ(α−1)),
T (a)ϕ
0,m
(x) = ϕ
0,m
(x− a).
for the Fourier transform (20) ϕ
0,m
(with Op¯ = O(0,0,m,0) in (20)) of ϕ˜0,m exactly
the same as the multispinor φ
m,0
(resp. φ−m,0) of Example 3. We therefore
denote ϕ˜
0,m
and its Fourier transform in this case immediately by φ˜
0,m
and
φ
0,m
.
2.6 Spin 0 and 1 and the transform VF
Having the class of induced representations
4U (m,0,0,0)
(
L
0⊕L1
)
∼=U 4U (m,0,0,0)
(
L
1/2⊗L1/2
)
,
26Note that they have sixteen components.
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m ∈ R, concentrated respectively on O(m,0,0,0) and the associated represen-
tations U (0,0,m,0)L
0,1
, m ∈ R+, concentrated respectively on O(0,0,m,0), we are
ready to construct the transform VF on the space of the representation
4
∞∫
0
U (m,0,0,0)
(
L
0⊕L1
)
dm
⊕
4
0∫
−∞
U (m,0,0,0)
(
L
0⊕L1
)
dm
⊕ ∞∫
0
U (0,0,m,0)L
0,1
dm
= 4
∞∫
−∞
U (m,0,0,0)
(
L
0⊕L1
)
dm
⊕ ∞∫
0
U (0,0,m,0)L
0,1
dm
∼=U 4
∞∫
−∞
U (m,0,0,0)
(
L
1/2⊗L1/2
)
dm
⊕ ∞∫
0
U (0,0,m,0)L
0,1
dm.
(49)
The second summand is treated as direct inegral representation in the ordinary
direct integral Hilbert space equipped with the fundamental symmetry J wich
acts by multiplication by the constant matrix
04 04 14 04
04 04 04 14
14 04 04 04
04 14 04 04
 . (50)
Exactly as in the analysis of the representation (34) – just replacing in Subsect.
2.3
ψ˜
m,0
= ψ˜⊕
m,0
⊕ ψ˜⊖
m,0
,
concentrated on O(m,0,0,0) with
ψ˜
m,0
= ψ˜➀
m,0
⊕ ψ˜➁
m,0
⊕ ψ˜➂
m,0
⊕ ψ˜➃
m,0
,
(and treating it as 16-component function on O(m,0,0,0)) we show repeating
the proof of Sect. 2.3 that any element ψ˜ of the representation space of the
representation (49) can be idetified with measurable multispinor function φ˜
which is square summable over the double cone C+ ∪ C− with respect to the
measure √
(p0)2 − ~p · ~p
(2p0)2
d4p
and with p 7→
(
φ˜(p), V (β(p))∗V (β(p))φ˜(p)
)
C4
summable on C+− (i.e. outside
the double cone C+ ∪ C−) with respect to the measure 1√−p·p d4p, where the
matrix V (β(p))∗V (β(p)) is given in Subsect. 2.5 (Example 4), with m repaced
with
√−p · p in the formula for V (β(p))∗V (β(p)).
On the other hand we consider – exacltly as in Subsect. 2.3 – the Hilbert
space of multispinors φ square summable with respect to the invariant measure
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d4x on R4 equipped with the Minkowski pseudo-metric gµν
M
. Let L2(S, d4x) be
the Hilbert space of square summable multispinors φ with the standard Hilbert
space inner product given by (37). We equipp L2(S, d4x) with the fundamental
symmetry J defined by the multiplication by the matrix
J
0
=

04 04 14 04
04 04 04 14
14 04 04 04
04 14 04 04
 ,
giving the Krein space structure
(
L2(S, d4x), J
)
, together with the following
Krein unitary representation of T4sSL(2,C) in this space:
U(α)φ(x) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
φ(xΛ(α−1)),
(51)
T (a)φ(p) = φ(x − a).
Now using the ordinary Fourier transform φ˜ of φ ∈ L2(S, d4x), we may idetify
L2(S, d4x) with the linear space of (equivalece classes – with functions differing
on Lebesgue measure zero set being equivalent) of functions φ˜ which are square
summable with respect to the invariant measure d4p. In the Hilbert space of
Fourier transforms φ˜ of φ ∈ L2(S, d4x) the representation of T4sSL(2,C) acts
as follows
U(α)φ˜(p) =

α⊗ α 04 04 04
04 α
∗−1 ⊗ α 04 04
04 04 α
∗−1 ⊗ α∗−1 04
04 04 04 α⊗ α∗−1
 φ˜(Λ(α)p),
T (a)φ˜(p) = eia·pφ˜(p);
and is of course unitary equivalent to (51), and with the fundamental symmetry
likewise acting as multiplication by the constant matrix (50).
DEFINITION OF THE TRANSFORM VF ON THE SPACE OF THE
REPRESENATION (49)
Thus every continuous φ˜ multispinor with compact support not containing
zero and thus realizing an element of the Hilbert space of the representation
(49) may at the same time be regarded as an element φ˜ equal to the ordinary
Fourier transform of some φ ∈ L2(S, d4x). Denote the common linear domain
of such φ˜ just by D. The elements ψ˜ of the Hilbert space of the representation
(49) corresponding to the elements φ˜ of D compose a dense domain in the
Hilbert space of the representation (49). Similarly the elements φ ∈ L2(S, d4x)
corresponding to these φ˜ ∈ D compose a dense domain in L2(S, d4x). For any
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element ψ˜ corresponding to an element φ˜ ∈ D we define VF
(
ψ˜
)
as the square
summable multispinor φ ∈ L2(S, d4x) – equal to the ordinary (inverse) Fourier
transform of φ˜.
In this case we define the generalized Dirac operator
D = iγ˜µ∂µ
which is essentially Krein self adjoint in the Krein space
(
L2(S, d4x), J
)
(the
proof being essetially the same as that in [5]), and commutes with the represen-
tation (51). Similarly
D2 = −γ˜µγ˜ν∂µ∂ν
= −116 (∂0∂0 − ∂1∂1 − ∂2∂2 − ∂3∂3)
commutes with (51) and is moreover essentially self adjoint in L2(S, d4x).
Using the following commutation relations, and the following behaviour of
γ˜µ under the adjoint operation (k = 1, 2, 3)
J
0
γ˜0 = γ˜0J
0
, J
0
γ˜k = −γ˜kJ
0
,
(
γ˜0
)∗
= γ˜0,
(
γ˜k
)∗
= −γ˜k
one easily checks that
1
2
{
(DJ)2 + (JD)2
}
= −116 (∂0∂0 + ∂1∂1 + ∂2∂2 + ∂3∂3),
so that 12
{
(DJ)2 + (JD)2
}
is elliptic and we can choose
DJ = iΥ˜
µ∂µ,
with Υ˜µ, defined by
Υ˜0 = γ˜0, Υ˜k = iγ˜k
and being the generators of the Clifford algebra assosiated to the ordinary Eu-
clidean metric gµν = δµν :
Υ˜µΥ˜ν + Υ˜νΥ˜µ = 2δµν 116.
The operator DJ is the generalized Dirac operator associoated to a represen-
tation of the Clifford algebra corresponding to the riemmanian metric, in the
sense used in mathematical literature, compare e. g. [142] and the literature
cited therein. In particular by general properties of such operators (compare
the results referred in [142] and in the literature cited by [142]) it follows that
DJ is essentially self adjoint. The operator D belongs to the class of operators
generalized in the same sense but associated to representation of the Clifford
algebra corresponding to pseudo-riemann metric. By the results of [5] these
operators are essentially Krein self adjoint providing some general orientability
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conditions and completeness of the pseudo-riemmann manifold for the riemann
metric associated to DJ are fulfilled – conditions which are evidently preserved
in our case.
The algebra A of Schwartz functions acting as multiplication operators on
square integrable multispinors φ ∈ L2(S, d4x), and the operators D, J, DJ fulfil
the conditions of Introduction in the subspace associated to the representation
(49)), which again follows essentally from the results of [51] and [180]. The
strong regularity of the spectral triple
(A,H = L2(S, d4x), DJ) is checked ex-
actly as in the proof of Theorem 11.4 of [22]: indeed DJ is an elliptic differential
oerator of order one on the smooth manifold R4 with the square(
DJ
)2
= −116 (∂0∂0 + ∂1∂1 + ∂2∂2 + ∂3∂3),
so that the principal symbol of
(
DJ
)2
is a scalar multiple of the identity.
Now we explain the principle connecting the construction of VF coresponding
to the representation (34) with that coresponding to the representation (49).
Note that the extension V of the representation L0,1 of the small groupG(0,0,m,0)
of Example 4, which induces the representation associated to the representation
4U (m,0,0,0)
(
L
0⊕L1
)
∼=U 4U (m,0,0,0)
(
L
1/2⊗L1/2
)
,
is equal (where ⊗ on the right hand side is treated here formally as if it was
distributive over ⊕ wih ordinarily equality in the distributive law instead of the
unitary equivalence)
α 7→ V (α) = (α⊗ α)⊕ (α∗−1 ⊗ α)⊕ (α∗−1 ⊗ α∗−1)⊕ (α ⊗ α∗−1)
= U
(
α⊕ α∗−1
)
⊗
(
α⊕ α∗−1
)
U−1,
where α 7→ α⊕α∗−1 is the extension V of the representation L1/2 which induces
the representation associated to
2U (m,0,0,0)L
1/2
,
and where U is unitary in C16, which is equal to the compositions of unitary
transforms corresponding to respective inversions of the axies (base vectors in
C16 with the standard inner product). U is easily computable and equal
U =

12 02 02 02 02 02 02 02
02 02 12 02 02 02 02 02
02 02 02 02 12 02 02 02
02 02 02 02 02 02 12 02
02 02 02 02 02 12 02 02
02 02 02 02 02 02 02 12
02 12 02 02 02 02 02 02
02 02 02 12 02 02 02 02

. (52)
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Because the Krein space structure is functorial under tensoring and direct sum-
mation, we immediately obtain all possible fundamental symmetries for which
the representation (49) is Krein unitary and the corresponding Dirac opera-
tor is essentally Krein-selfadjoint. Indeed because the fundamental symme-
try for (34) is given by the multiplication by the matrix γ1γ2γ3 or by the
matrix γ0, then we have at least four possibilities for the fundamental sym-
metry for (49) given by the multiplication by the matrix U
(
γ0 ⊗ γ0)U−1 or
U
(
γ1γ2γ3 ⊗ γ1γ2γ3)U−1 or U(γ1γ2γ3 ⊗ γ0)U−1 or by multiplication by the
matrix U
(
γ0⊗γ1γ2γ3)U−1. In particular U(γ0⊗γ0)U−1 is equal to the matrix
(50), and U
(
γ1γ2γ3 ⊗ γ1γ2γ3)U−1 is equal to
J
0
=

04 04 −14 04
04 04 04 14
−14 04 04 04
04 14 04 04
 .
However one has to be careful because for some of the above fundamental
symmeries (e.g. for the last) the operator γ˜µ∂µ is Krein-self-adjoint without the
additional imaginary factor i and correspondingly the commutation relations
are changed:
J
0
γ˜0 = −γ˜0J
0
, J
0
γ˜k = γ˜kJ
0
.
Also the decomposition φ˜
m,0
(p) = φ˜➀
m,0
(p) + φ˜➁
m,0
(p) + φ˜➂
m,0
(p) + φ˜➃
m,0
(p) of
Subsect. 2.4 will have to be correspondingly changed because it is not Krein-
orthogonal with respect to the last fundamental symmetry.
The diagramB) of Subsect. 2.4 likewise leads to a generalized Dirac operator
with the generators
γ˜0 =

04 14 04 04
14 04 04 04
04 04 04 14
04 04 14 04
 γ˜k =

04 −σk ⊗ 12 04 04
σk ⊗ 12 04 04 04
04 04 04 σk ⊗ 12
04 04 −σk ⊗ 12 04
 ,
(53)
of a slightly diffrent representation of the Clifford algebra associated to the same
Minkowski pseudo-metric on R4; also the signs in the definition of the respective
V ➀, . . . will have to be changed. This gives rise to another spectral description of
one and the same Minkowski structure on R4 on the image of the representation
space of (49) under the transform VF .
Let us explain the general priciple standing behind the construction of VF
and the associated generalized Dirac operator D constructed in Subsect. 2.3
and in this Subsect.
Recall that for the construction of the (generalized) Dirac operator asso-
ciated to a representation induced by the representation γ 7→ Q(γ, p¯) = L(γ)
of the small group Gp¯ (for p¯ = (m, 0, 0, 0)) it is crucial to find two conjugate
Krein-unitary extensions V and V of L to the whole SL(2,C) group acting
in the same space as the initial representation L. Conjugation means here
that V and V are equal on the small group, and nothing more, thus depends
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on the class of the orbits Op¯ in question. In particular for the class corre-
sponding to p¯ = (m, 0, 0, 0) it can be realized by the group authomorphism
α 7→ α∗−1 = Aut(α) of SL(2,C): V (α) = V (Aut(α)). Similarly for the class of
orbits corresponding to p¯ = (0, 0,m, 0) it can be realized by the group autho-
morphism α 7→ α (ordinary complex conjugation) of the SL(2,C). For the orbit
of (1, 0, 1, 0) (light cone) it cannot be realized by group authomorphism, but
this is irrelevant, because the light cone orbit occupes measure zero set in the
space of all orbits (also the second class of orbits is irrelevant for the analysis
presented here by the very construction of VF as we will soon see). Next we
construct the generalized ”bispinor”
ϕ˜ = V (β−1)ψ˜
χ˜ = V (β−1)ψ˜,
where β : p 7→ β(p) is the function corresponding to the orbit of p¯ and defined
as above (β depends on the orbit and is not unique). From this we obtain the
generalized Dirac equation in the momentum space (algebraic relation which
after Fourier transforming passess into a generalized Dirac equation)
χ˜ = V (β−1)V (β−1)−1ϕ˜
ϕ˜ = V (β−1)V (β−1)−1χ˜,
which can be written as
χ˜ = V (Aut(β)−1β)ϕ˜
ϕ˜ = V
(
(Aut(β)−1β)−1
)
χ˜,
It so happens that the function p 7→ Aut(β(p))−1β(p) (and the function p 7→(
Aut(β(p))−1β(p)
)−1
) is a linear function of p. Now the function β – even
within one and the same orbit – is not unique. For example we have used the
standard linear firmula for β corresponding to the orbit of p¯ = (m, 0, 0, 0) using
the known expression for β(p) with the Pauli matrices, which is linear in p, and
which in addition is self adjoint and positive as a matrix operator in C2 with
the standard inner product. But we could use insted the following nonlinear in
p expression for β(p) in the class of orbits of p¯ = (m, 0, 0, 0), m > 0:
1
m1/2
(
[(r2 +m2)1/2 − r]1/2 cos θ/2 e−iϑ2 −i[(r2 +m2)1/2 − r]1/2 sin θ/2 eiϑ2
−i[(r2 +m2)1/2 + r]1/2 sin θ/2 e−iϑ2 [(r2 +m2)1/2 + r]1/2 cos θ/2 eiϑ2
)
,
where
p =

(r2 +m2)1/2
r sin θ sinϑ
r sin θ cosϑ
r cos θ
 , and r = (~p · ~p)1/2.
It is therefore important that the following simple Lemma holds true:
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LEMMA. The function
p 7→ Aut(β(p))−1β(p)
is independent of the choice of the function β : Op¯ ∋ p 7→ β(p) fulfilling
β(p)−1̂¯p(β(p)−1)∗ = p̂ on Op¯, if Aut is the authomorphism of SL(2,C) re-
alizing the conjugation V of the representation V . In the class of orbits of
p¯ = (m, 0, 0, 0)
mAut(β(p))−1β(p) = p012 − ~p · ~σ;
in the class of orbits of p¯ = (0, 0,m, 0)
mAut(β(p))−1β(p) = −p0σ2 − ip1σ3 + p212 + ip3σ1,
where σk are the Pauli matrices.
We can give a more general form of this Lemma which holds true even in
the case when the conjugation V cannot be realized by any automorphism of
SL(2,C). Namely we have the following simple
LEMMA. If V and V is a pair of representations of SL(2,C) acting in the
same space and such that
V (γ) = V (γ), γ ∈ Gp¯
then the function
p 7→ V (β(p)−1)V (β(p)−1)−1
on the orbit Op¯ is independent of the choice of the function p 7→ β(p) fulfilling
β(p)−1̂¯p(β(p)−1)∗ = p̂ on Op¯.
Thus the above construction of VF and the associated generalized Dirac
operator D is independent of the choice of the function β.
2.7 Direct integrals of higher spin representations and the
construction of VF
Because the Krein space structure is functorial under tensoring and direct sum-
mation, we have utilized the tensor product at the level of the representation of
the small group in passing from the construction of the Dirac operator D and
VF corresponding to the representation
2
∞∫
−∞
U (m,0,0,0)L
1/2
dm
⊕ ∞∫
0
U (0,0,m,0)L
1/2
dm,
to the construction of the generalized Dirac operator D and VF corresponding
to the representation
4
∞∫
−∞
U (m,0,0,0)
(
L
1/2⊗L1/2
)
dm
⊕ ∞∫
0
U (0,0,m,0)L
0,1
dm.
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Of course we may continue this process of tensoring of the representation
L1/2 of the small group G(m,0,0,0) in infinitum. We give here general formulas
for the generalized Dirac operator and the fundamental symmetry operator J
(and implicitly for VF ) corresponding to
2n
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗n
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗n]
Ass dm, (54)
where we have denoted by
(
L
1/2)⊗n
the n-fold tensor product L
1/2 ⊗ . . .⊗L1/2
of the representation L
1/2
, with the convention that 1-fold product of L
1/2
is
just equal to L
1/2
; and by
[(
L
1/2)⊗n]
Ass
we have denoted the representation
associated to
(
L
1/2)⊗n
in the way indicated by the two pairs of Examples: rep.
L
1/2
of G(m,0,0,0) and the associated rep. L
1/2
of G(0,0,m,0) (Examples 1 and 2)
and the pair: rep. L
1/2 ⊗ L1/2 of G(m,0,0,0) and the associated representation
L
0,1
of G(0,0,m,0) (Examples 3 and 4).
Because the number of possible representations of the related Clifford algebra
grows with n, we have to choose a fixing rule for the choice of the representation
giving a simple formula valid for all n ∈ N. We start with the recurrence rule
fixing the choice of the representation and fixing at the same time the formula
for the fundamental symmetry.
Let γ⊕γ∗−1 = [γ⊕γ∗−1]⊗1 be the the representation L1/2(γ) = [L1/2]
Ass
(γ) =[(
L
1/2)⊗1]
Ass
(γ) associated to L
1/2
(Example 2) or just 1-fold product of γ ⊕
γ∗−1. The extension V of
[(
L
1/2)⊗1]
Ass
, equal V (α) = α ⊕ α∗−1 we denote
here by V (1). Note that the representation L
0,1
=
[(
L
1/2
)⊗2
]
Ass
associated to
L
1/2 ⊗ L1/2 is equal to (where ⊗ on the right hand side is treated in this for-
mula formally as if it was distributive over ⊕ wih ordinarily equality in the
distributive law instead of the unitary equivalence)
L
0,1
(γ) = (γ ⊗ γ)⊕ (γ∗−1 ⊗ γ)⊕ (γ∗−1 ⊗ γ∗−1)⊕ (γ ⊗ γ∗−1)
=
[[(
L
1/2)⊗1]
Ass
(γ)⊗ γ
]
⊕
[(
L
1/2)⊗1]
Ass,rev
(γ)⊗ γ∗−1
]
in this order!
where
[(
L
1/2)⊗1]
Ass,rev
(γ) is equal to γ∗−1 ⊕ γ, i.e. equal to [(L1/2)⊗1]
Ass
(γ)
with the order of direct summands reversed. Correspondingly we have the
following formula for V – the extension of
[(
L
1/2)⊗2]
Ass
– which we denote here
by V (2):
V (2)(α) = (α ⊗ α)⊕ (α∗−1 ⊗ α)⊕ (α∗−1 ⊗ α∗−1)⊕ (α⊗ α∗−1)
=
[[(
L
1/2)⊗1]
Ass
(α) ⊗ α
]
⊕
[(
L
1/2)⊗1]
Ass,rev
(α) ⊗ α∗−1
]
in this order! (55)
where ⊗ on the right hand side is trated here formally as if it was distributive
over ⊕ wih ordinarily equality in the distributive law instead of the unitary
equivalence.
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We have the corresponding four extensions V1(α) = α⊗α, V2(α) = α∗−1⊗α,
V3(α) = α
∗−1⊗α∗−1, V4(α) = α⊗α∗−1, of the representation L1/2 ⊗L1/2(γ) =
γ ⊗ γ of G(m,0,0,0), which we use to form the multispinor:
φ˜
m,0
(p) =

V1(β(p)
−1)ψ˜
m,0
(p)
V2(β(p)
−1)ψ˜
m,0
(p)
V3(β(p)
−1)ψ˜
m,0
(p)
V4(β(p)
−1)ψ˜m,0(p)

preserving the order of (55), i. e. V1(β(p)
−1)ψ˜(p) forming the first component,
V2(β(p)
−1)ψ˜(p) the second, e.t.c..
The direct summands of (55) have the property that the neigbouring sum-
mand differ in just one factor, this holds also for the first and the last summand
– a cyclicity property – reflected also by the components of the multispinor. We
then joint the components of the multispinor into disjoint pairs: 1-st with the
2-nd and 3-rd with 4-th – which is reflected by the diadram B) of Subsect. 2.4.
Correspndingly to this diagram we obtain the generators (53) of the Clifford
algebra as explained in the previus Subsections. Let the unitary matrix U be
such that
V (2)(α) = U(α⊕ α∗−1)⊗2U−1 = UV (1)(α)⊗2U−1.
Then the fundamental symmetry J corresponding to the representation (with
respect to which
[(
L
1/2)⊗2]
Ass
is Krein unitary)
22
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗2
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗2]
Ass dm,
(after the operation of tensoring just once) is the operator of multiplication by
the matrix U(γ0 ⊗ γ0)U−1 or by U(γ1γ2γ3 ⊗ γ1γ1γ2γ3)U−1, . . ..
In passing to the representation
23
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗3
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗3]
Ass dm,
(after the operation of tensoring performed twice) let us note that the represen-
tation L
1/2 ⊗ L1/2 ⊗ L1/2 = (L1/2)⊗3 has 23 = 8 natural extensions (including
the representation
(
L
1/2)⊗3
itself): V1(γ) = γ ⊗ γ ⊗ γ, V2(γ) = γ∗−1 ⊗ γ ⊗ γ,
V3(γ) = γ
∗−1 ⊗ γ∗−1 ⊗ γ, V4(γ) = γ ⊗ γ∗−1 ⊗ γ, V5(γ) = γ ⊗ γ∗−1 ⊗ γ∗−1,
V6(γ) = γ
∗−1 ⊗ γ∗−1 ⊗ γ∗−1, V7(γ) = γ∗−1 ⊗ γ ⊗ γ∗−1, V8(γ) = γ ⊗ γ ⊗ γ∗−1.
We fix their order in the way indicated by the supscript, so that the extension
V of the representation associated to
(
L
1/2)⊗3
– we denote it here by V (3) – is
equal
V (3)(α) =
[
V (2) ⊗ α
]
⊕
[
V (2)rev ⊗ α∗−1
]
in this order!.
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where the operation ⊗ in this formula is treated as if it was distributive over
⊕ (not up to unitary equivalence but with ordinary equality in the distributive
law).
Then we joint the components of the multispinor into disjoint pairs: 1-st
with the 2-nd, 3-rd with the 4-th, and so on, as is reflected by the following
diagram27
ϕ˜1 ϕ˜2
β2 ⊗ 12 ⊗ 12
β−2 ⊗ 12 ⊗ 12
ϕ˜3 ϕ˜4
β−2 ⊗ 12 ⊗ 12
β2 ⊗ 12 ⊗ 12
β2 ⊗ 12 ⊗ 12
β−2 ⊗ 12 ⊗ 12
β−2 ⊗ 12 ⊗ 12
β2 ⊗ 12 ⊗ 12
ϕ˜5 ϕ˜6 ϕ˜7 ϕ˜8
Correspondingly to this we obtain the generalized Dirac equation and the
corresponding generators of the Clifford algebra:
γ˜
0
=


08 18 08 08 08 08 08 08
18 08 08 08 08 08 08 08
08 08 08 18 08 08 08 08
08 08 18 08 08 08 08 08
08 08 08 08 08 18 08 08
08 08 08 08 18 08 08 08
08 08 08 08 08 08 08 18
08 08 08 08 08 08 18 08


γ˜
k
=


08 −σk ⊗ 12 ⊗ 12 08 08 08 08 08 08
σk ⊗ 12 ⊗ 12 08 08 08 08 08 08 08
08 08 08 σk ⊗ 12 ⊗ 12 08 08 08 08
08 08 −σk ⊗ 12 ⊗ 12 08 08 08 08 08
08 08 08 08 08 −σk ⊗ 12 ⊗ 12 08 08
08 08 08 08 σk ⊗ 12 ⊗ 12 08 08 08
08 08 08 08 08 08 08 σk ⊗ 12 ⊗ 12
08 08 08 08 08 08 −σk ⊗ 12 ⊗ 12 08


If the unitary matrix U is such that
V (3)(α) = U(α⊕ α∗−1)⊗3U−1 = UV (1)(α)⊗3U−1
27Note that β is the function p 7→ β(p) in the class of orbits Op¯ of p¯ = (m, 0, 0, 0) such that
β(p)−1̂¯p(β(p)−1)∗ = p̂. Only accidentally there appears β2 and β−2 in the diagrams below
giving the generalized Dirac equatiojn and the generators of a representation of the Clifford
algebra of the Minkowski pseudo-metric, because of the special choice of the function β for
which β(p) is only accidentally self adjoint. For the more general choice of β there should
appear a more general expession insead of p 7→ β(p)2, namely p 7→ Aut(β(p))−1β(p), with Aut
realizing the conjugation with respect to the class of orbits of p¯ = (m, 0, 0, 0), which – as we
already know – is independent of the choice of the function β corresponding to the mentioned
class of orbits.
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then the fundamental symmetry corresponding to the representation
23
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗3
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗3]
Ass dm,
is the operator of multiplication by the matrix U(γ0 ⊗ γ0 ⊗ γ0)U−1 or by the
matrix U(γ0 ⊗ γ0 ⊗ γ1γ2γ3)U−1, . . . or by the matrix U(γ1γ2γ3 ⊗ γ1γ2γ3 ⊗
γ1γ2γ3)U−1.
And generally we fix the order of the direct summands in the possible exten-
sions such that the extension V of the representation
[(
L
1/2)⊗n]
Ass
associated
to
(
L
1/2)⊗n
, which we denote here by V (n) – is defined by induction in the
following manner
1) V (1)(α) = α⊕ α∗−1,
2) if V (n−1) is defined with a fixed order of direct summands then
V (n)(α) =
[
V (n−1)(α)⊗ α
]
⊕
[
V (n−1)rev (α) ⊗ α∗−1
]
, (in this order!)
where the operation ⊗ in the formula 2) is treated formally as if it was dis-
tributive over ⊕ (not up to unitary equivalences in the distributive law but with
ordinary equalities) and where V
(n−1)
rev (α) denotes V (n−1)(α) with the inverse
order of direct summands, e.g. V
(1)
rev (α) = α∗−1 ⊕ α. We then joint into disjont
pairs the components of the multispinor: the first with the second, the third
with the fourth, an so on, which may be pictured by the following diagram
ϕ˜
1
ϕ˜
2
β2 ⊗ (12)⊗(n−1)
β−2 ⊗ (12)⊗(n−1)
ϕ˜
3
ϕ˜
4
β−2 ⊗ (12)⊗(n−1)
β2 ⊗ (12)⊗(n−1)
. . .
β−2 ⊗ (12)⊗(n−1)
β2 ⊗ (12)⊗(n−1)
ϕ˜
2n−1 ϕ˜2n
and obtain the corresponding generalized Dirac equation and the following gen-
erators γ˜µ ∈ M
22n
(C) of a representation of the Clifford algebra associated to
the Minkowski pseudo-metric:
γ˜
0
=


0 1
2n
0
1
2n
0
0 1
2n
1
2n
0
. ..
0 1
2n
0 1
2n
0


(56)
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γ˜
k
=


0 −σk ⊗
(
1
2
)⊗(n−1)
0
σk ⊗
(
1
2
)⊗(n−1)
0
0 σk ⊗
(
1
2
)⊗(n−1)
−σk ⊗
(
12
)⊗(n−1)
. . .
0 σk ⊗
(
1
2
)⊗(n−1)
0 −σk ⊗
(
1
2
)⊗(n−1)
0


(57)
where the diagonal blocks in γ˜k(
0 −σk ⊗
(
1
2
)⊗(n−1)
σk ⊗
(
12
)⊗(n−1)
0
)
,
(
0 σk ⊗
(
1
2
)⊗(n−1)
−σk ⊗
(
12
)⊗(n−1)
0
)
, . . .
change the sign in passing from one to the next, and all the matrix entries which
are not explicitely written are equal zero.
If the unitary matrix U is such that
V (n)(α) = U(α⊕ α∗−1)⊗nU−1 = UV (1)(α)⊗nU−1
then the fundamental symmetry corresponding to the representation
2n
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗n
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗n]
Ass dm,
is the operator of multiplication by the matrix U(γ0 ⊗ γ0 ⊗ . . . ⊗ γ0)U−1 or
by the matrix (all tensor products here are n-fold and embrace all possibilities
with the factors equal γ0 or γ1γ2γ3) U(γ0 ⊗ . . . ⊗ γ0 ⊗ γ1γ2γ3)U−1, . . . or by
the matrix U(γ1γ2γ3 ⊗ γ1γ2γ3 ⊗ . . .⊗ γ1γ2γ3)U−1.
It remains to give the general formula for the unitary matrix U for each n,
which we denote here by U (n) indicating in this way its dependece on n. To this
end we introduce some auxiliary definitions. Let (q ⇆ l) denote the permutation
of the set of n numbers 1, . . . , n, which interchanges q-th number with the l-
th and vice versa, and which acts as identity on the remaing numbers i.e. an
inversion. It will be convenient to consider the elements of the ring M
22n
(C)
of 22n × 22n matrices over the field C as elements of the ring M
2p
(
M
2k
(C)
)
of
2p × 2p matrices over the ring of matrices M
2k
(C) over C, with p + k = 2n.
For any fixed pair of natural numbers p and k and any inversion (q ⇆ l) with
q, l ≤ 2p, we define the 2p×2p matrix UM2p
(
M
2k
(C)
)(
q ⇆ l
)
over the ringM
2k
(C)
which in the 1-st arrow have the unit matrix 1
2k
∈M
2k
(C) standing in the first
column and is equal to the zero matrix 0
2k
for the remaining elements of the first
row, if q 6= 1, l 6= 1; in the 2-nd column has the unit matrix 1
2k
at the second
column and is equal zero 0
2k
for the remaining elements of the second row, if
q 6= 1, l 6= 1; and so on; and the only nonzero element of the q-th row stands at
the l-th column ad is equal to unity 1
2k
, and the only nonzero element of the
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l-th row stands at the q-th column and is equal to unity 1
2k
. Similarly we can
define the matrix U
M
2p
(
M
2k
(C)
)(
(q1 ⇆ l1)(q2 ⇆ l2) . . . (qr ⇆ lr)
)
corresponding
to r commutative inversions, defined by disjoint r pairs (q1, l1), (q2, l2) . . . (qr, lr)
of numbers. For example
U
M
23
(
M
21
(C)
)
(
(2⇆ 3)(6 ⇆ 7)
)
=


12 02 02 02 02 02 02 02
02 02 12 02 02 02 02 02
02 12 02 02 02 02 02 02
02 02 02 12 02 02 02 02
02 02 02 02 12 02 02 02
02 02 02 02 02 02 12 02
02 02 02 02 02 12 02 02
02 02 02 02 02 02 02 12


Of course the matrix U
M
2p
(
M
2k
(C)
)(
(q1 ⇆ l1)(q2 ⇆ l2) . . . (qr ⇆ lr)
)
can likewise
be regarded as unitary 2p+k × 2p+k matrix over C and below multiplication of
such matrices with different pairs of numbers p, k and p′, k′ with p+k = p′+k′ is
understood as multiplication of the matrices regarded as 2p+k×2p+k = 2p′+k′×
2p
′+k′ matrices over the field C of complex numbers.
For n = 2 we have already given the formula for U (2), namely (52), and
it is equal to the the composition of unitary operators defined by inversions
of disjoint subsets of axies, i.e. as composition of specific involutive unitary
operators (matrices):
U (2) = U
M
22
(
M
22
(C)
)(
3⇆ 4
)
U
M
22
(
M
22
(C)
)(
2⇆ 3
)
U
M
23
(
M
21
(C)
)(
(2⇆ 3)(6⇆ 7)
)
.
Because every factor corresponding to the respective inversion (or to com-
position of commutative inversions) is unitary and selfadjoit, then the inverse
of every such factor (regarded as matrix over complex numbers) is equal to its
transposition, i.e to the factor itself, i.e it is involutive. Therefore the inverse of
U (2) is just equal to the same composition of factors in the reverse order:
U (2)
−1
= U
M
23
(
M
21
(C)
)(
(2⇆ 3)(6⇆ 7)
)
U
M
22
(
M
22
(C)
)(
2⇆ 3
)
U
M
22
(
M
22
(C)
)(
3⇆ 4
)
.
Now in order to simplify notation let us note the matrix
U
M
2p
(
M
2k
(C)
)(
(2⇆ 3)(2+4⇆ 2+4+1)(2+4+4⇆ 2+4+4+1) . . . ((2p−2)⇆ (2p−1)))
just by (p, k). In order to give a general formula for U (n) we write the matrix
U (n) as a composition U (n) = U ′(n)U ′′(n) of two matrices U ′(n) and U ′′(n), and
give separately the formulas for U ′(n) and U ′′(n). We start with U ′′(n). In oder
to define U ′′(n) we introduce the sequence of representations V(n) such that
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V(n)(α) differs from V
(n)(α) only by the order of direct summands. Namely
1) V(1)(α) = α⊕ α∗−1,
2) if V(n−1) is defined with a fixed order of direct summands then
V(n)(α) = α⊗ V(n−1)(α) ⊕ α∗−1 ⊗ V(n−1)(α), (in this order!)
where the operation ⊗ in the formula 2) is treated formally as if it was dis-
tributive over ⊕ (with ordinary equality in the distributive law and not merely
unitary equivalence). Then for U ′′(n) fulfilling
U ′′(n)
(
α⊕ α∗−1)⊗nU ′′(n)−1 = V(n)(α),
we have the following formula
U ′′(n) =
(n-1) factors (i.k)︷ ︸︸ ︷
(n+ 1, n− 1)(n+ 2, n− 2)(n+ 3, n− 3) . . . (2n− 1, 1)
(n-2) factors (i,k)︷ ︸︸ ︷
(n, n)(n+ 1, n− 1)(n+ 2, n− 2) . . . (2n− 3, 3)
(n-3) factors (i,k)︷ ︸︸ ︷
(n− 1, n+ 1)(n, n)(n+ 1, n− 1) . . . (2n− 5, 5)
. . .
(n-k) factors (i,k)︷ ︸︸ ︷
(n− k + 2, n+ k − 2)(n− k + 3, n+ k − 3)(n− k + 4, n+ k − 4) . . . (2n− 2(k + 1) + 3, 2(k + 1)− 3)
. . .
1 factor︷ ︸︸ ︷
(3, 2n− 3) .
For example
U ′′(2) = (3, 1),
U ′′(3) = (4, 2)(5, 1)(3, 3),
U ′′(4) = (5, 3)(6, 2)(7, 1)(4, 4)(5, 3)(3, 5),
U ′′(5) = (6, 4)(7, 3)(8, 2)(9, 1)(5, 5)(6, 4)(7, 3)(4, 6)(5, 5)(3, 7).
Now we define the matrix U ′(n) for each n ∈ N. We need an auxiliary
definition. Consider the permutation of the numbers 1, 2, 3, . . .2n which trans-
forms them into the sequence of numbers with the order reversed 2n, 2n−1, 2n−
2, . . . , 1. Let the permutation be equal to the following composition of inversions
inv1 ◦ inv2 ◦ . . . inv2n−1(2n−1) . We then define the following matrix
(n)
rev = U
M
2n
(
M
2n
(C)
)(
inv
1
)
U
M
2n
(
M
2n
(C)
)(
inv
2
)
. . . U
M
2n
(
M
2n
(C)
)(
inv
2n−1(2n−1)
)
.
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Then
U ′(2) = U
M
22
(
M
22
(C)
)(
3⇆ 4
)
U
M
22
(
M
22
(C)
)(
2⇆ 3
)
,
and
U ′(n) = (U ′(n−1) ⊕ (n−1)rev U ′(n−1))(2, 2n− 2)(3, 2n− 3) . . . (n, n).
Now in the explicit construction of VF on the space of the representation
(54) we proceed exactly as in Subsections (2.3) and (2.6), with the diffrence
that insted of two V ⊕, V ⊖ (Subsect. 2.1 and 2.3) or four V ➀, . . . V ➃ (Subsect.
2.4 and 2.6), we will have 2n possible imbeddings of the representation space
of the representation U (m,0,0,0)
(
L
1/2
)⊗n
into the corresponding Hilbert space of
multispinors. The argumentation being completely analogous may be omitted
without, as we hope, any lost of information necessary in understanding all
relevant things.
Instead of tensoring we may likewise apply the operation of direct sum at
the level of representations of small groups, as the Krein structure is functo-
rial under this operation, in order to obtain a new class of direct integrals of
representations for which we can explicitely construct the transform VF , the
fundamental symmetry J, and the operators D,DJ and the corresponding spec-
tral triple
(A,H, DJ). The construction is even much simpler in comparison
to the tensor operation and is just reduced to the replacement of the relevant
operators by their direct sums. We obtain in this way spectral triples fulfilling
the strong regularity condition, because in each case we construct the Clifford
module corresponding to the final spectral triple, and the Hilbert space elements
as sections of the module with operators D,DJ equal to the generalized Dirac
operators associated to this module, so that the strong regularity is preserved
by the same reason as in Subsect. 2.3 and 2.6. This is not entirely trivial as for
abstract spectral triples the strong regularity is not in general preserved under
the direct summation process, compare [22], §12.5.
Moreover the Krein structure is functorial not only with respect to ten-
soring and direct sum operations but likewise with respect to symmetrization
(antisymmetrization) of the tensor product. Because any irreducible unitary
representation of the group G(m,0,0,0) = SU(2,C) may be obtained as the sym-
metrized tensor product
(
L
1/2)⊗n
(compare e.g. [55]) we obtain in this way the
construction of VF and the corrresponding spacetime spectral triple for a wide
class of representations. In this process we can go beyond finite sums of ten-
sor products, but we may as well apply infinte direct sums of tensor products,
obtaining in paricular spectral triples with the algebra A acting with unifom
infinite multiplicity. In particular for any unitary representation, equal to the
direct integral
∞∫
−∞
U (m,0,0,0)L dm (58)
of unitary representations U (m,0,0,0)L concentrated on the orbits O(m,0,0,0) in-
duced by a fixed (not necessary finite) unitary representation L of the stationary
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group G(m,0,0,0) = SU(2,C), equal to the direct sum 2L1/2⊕22L2/223L3/2⊕ . . .
there exists the associated representation
∞∫
0
U (0,0,m,0)
[
L
]
Ass dm,
such that one can construct the transform VF and the associated spectral tuple
() on the space of the representation
∞∫
−∞
U (m,0,0,0)L dm
⊕ ∞∫
0
U (0,0,m,0)
[
L
]
Ass dm.
In particular the construction of the associated representation and VF together
with the spectral triple is likewise possible for the representation (58) in which
L decomposes into irreducible components Ln/2 each with infinite multiplicity.
For example (we discard the symmetrization process for simplicity) the op-
erators D,D
J
corresponding to the representation under the transform VF on
the space of the representation
⊕
n∈N
{
2n
∞∫
−∞
U (m,0,0,0)
(
L
1/2
)⊗n
dm
⊕ ∞∫
0
U (0,0,m,0)
[(
L
1/2
)⊗n]
Ass dm
}
=
∞∫
−∞
U⊕n∈N 2
n
(m,0,0,0)
(
L
1/2
)⊗n
dm
⊕ ∞∫
0
U
⊕n∈N (0,0,m,0)
[(
L
1/2
)⊗n]
Ass dm
are given by the following generators γ˜µ of an (infinite dimensional) represen-
tation of the Clifford algebra associated to the Minkowski metric:
γ˜µ =
⊕
n∈N
γ˜µ
(n)
,
where γ˜µ
(n)
are the matrices depending on n and defined respectively by the for-
mulas (56) and (57). The fundamental symmetry J is given by the multiplication
by one of the the following infinte set of matrices (of infinite order)
U
(
γ0 ⊕ (γ0 ⊗ γ0)⊕ (γ0 ⊗ γ0 ⊗ γ0)⊕ . . .
)
U−1,
where each factor γ0 in every direct summand γ0 ⊗ . . . ⊗ γ0 may be replaced
with γ1γ2γ3, and where
U =
⊕
n∈N
U (n),
with U (n) computed above for each n ≥ 2 and with U (1) = 14.
(Even more, not only the operation of direct sum we may apply in infinitum
but we may perform the infinte tensor product operation, compare [111].)
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Although one thing should be noted: the algebra A of Schwartz func-
tions acts with infinite uniform multiplicity, so that the corresponding “spectral
triple” (A,H, D
J
) we have just constructed by infinte direct sum operation (at
the level of small group representation), is not the ordinary spectral triple. The
finiteness axiom (5) of [22], §2 cannot of course be fulfilled in that case, so that
the reconstruction theorem, which tells that the five axioms 1) – 5) [22] are
sufficient for the commutative algebra A to be the algebra of smooth (Schwartz
in noncompact case) functions on a smooth manifold Spec A (in our case R4),
cannot be immediately applied to to our “spectral triple” (by application of the
method presented in [22]): a substitute for the finiteness axiom is needed in
order to preserve the reconstruction theorem of [22] (the uniform multiplicity
of A seems to be the correct substitute for the regularity axiom). However let
us remark that the reconstruction theorem may be proved even if A acts with
infinite uniform multiplicity whenever the Hilbert space H is a direct sum of
subspaces invariant for A, D
J
, D and the spectral triple (“quadruple”) preserves
the five axioms of [22] together with strong regularity condition on each of the
invariant subspaces, with identical riemmanian and pseduriemannian metrics
corresponding to the invariant subspaces. This is the case for our “spectral
triple”. Even more it would be sufficient if there existed just one such invariant
subspace, or more generally a direct sum of more such invariant subspaces not
necessary summing up to the whole Hilbert space. The last case works even
when passing to the problem of deformation of that spectral triple induced by
the perturbation because the causal perturbaitive series for interacting fields is
(likewise in the adiabatic limit), order-by-order, translationally covariant (we
explain this in more details in Remark 2 of the next Subsection).
The additional complication comming from non-compactness of R4 brings
no additional substantial difficulties in our case where the topology of R4 is
homologically trivial (acyclic) and the noncompactness will not open us to the
full complication of picking out proper unitizations, or with potentially non-
Fredholm character of the sign of the Dirac operator DJ interconnected to the
non finitely generated character of the cohomology groups, which we must nec-
essary face in general non compact manifold. In the general case the problem of
spectral characterization of non compact manifolds could perhaps be reduced to
the simply connected case, but this requires a nontrivial operator-algebraic ver-
sion of the univesal covering space construction which is (at least in the opinion
of the author) still non trivial even if we have the spectral characterization of
Connes for compact manifolds when the spectral characterization for the non
compact case is still lacking. The difficulty reflects the fact that uniformizaton
in dimension greather then 2 is still an open problem. Possibly the extension of
operator-algebraic axioms respected by non compact manifolds, as proposed in
[51], together with the condition of the uniform multiplicity of the representation
(A′′,H) of the algebraA′′ added in [22] would be sufficinent to characterize non-
compact manifold, but there are still open questions connected with the correct
choice of unitizations, i.e. the problem depends on the appropriate choice of the
“prefered unitization” (compare [51]). The axioms of [51] are not easy to handle
and still the way of proof that the axioms of [51] (together with the uniform
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multiplicty assumption of [22]) indeed characterize non compact manifolds in
commutative case is not so easy visible (at least for the author). Although the
“localization idea” standing behind the axioms seems plausible we propose to
replace it by the “end compactification” of Freudenthal or eventually a class of
compactifications closely related to the end compactification, in reducing the
non compact case to the compact case proved by Connes [22], compare the
Appendix.
In fact the whole analysis of the (Freudenthal) ends of non compact man-
ifolds is still not necessary in our special case. In our homologically trivial,
i.e. acyclic, case the minimal unitization is sufficient in reducing the proof of
reconstruction theorem to the unital case worked out in [22]. Indeed we require
(besides the additional requirement of uniform finite multiplicity of the repre-
sentation (A,H) of A in H introduced in [22]) that the operator DJ constructed
above, after multiplication by a self-adjoint “scaling” operator Q affiliated with
the double commutor (A,H)′′ of the representation (A,H) and addition of a
selfadjoint operator V = Υ˜µAµ (“potential”) affiliated with the double com-
mutor (A,H)′′ of the representation (A,H), i.e. the operator QDJ + V , fulfills
all the spectral requirements of the Dirac operator characterizing the compact
case, when restricted to the above mentioned invariant subspace Hinv of H; in
other words there exists a (unital) algebra A˜ of operators on Hinv containing
the algebra A|Hinv as an essential ideal such that(A˜|Hinv , Hinv, (QDJ + V )|Hinv )
respects all Connes conditions [22] necessary and sufficient for
(A˜|Hinv , Hinv , (QDJ+
V )|Hinv
)
to be identifiable with the spectral triple of a compact riemannian man-
ifold, compare the Appendix for justification. This is in fact the requirement
sying that the one point compactification of the manifold represented spectrally
by (A|Hinv ,Hinv, DJ|Hinv ) is conformally equivalent to the open riemannian
manifold which possesses smooth one point compactification being again a rie-
mannian manifold. Recall please the fact that the one point compactification
of a simply connected acyclic open manifold homeomorphic to R4 (in our case
just the standard manifold R4 with the standard differential structure) gives
another manifold which is closed (in our case the standard sphere S4)28. The
binding “potentials” V and ”scaling” operators Q are naturally determined by
the geometry (compare the Appendix) and similarly the construction of the cor-
responding nuclear algebra A is well known in distribution theory, e. g. [7], [62],
[124], [84], where one uses the so called Gelfand triple technique associating nu-
clear algebras (such as S(R4)) with the corresponding self adjoint operators. In
28Indeed we have the following theorem [47]: An acyclic and simply connected open n-
manifold is homeomorphic to Rn if and only if its one-point compactification is again a
manifold. This theorem is equivalent to the generalized Poincare´ conjecture, compare [47],
and as we know the generalized Ponicare conjecture holds true in every dimension (for dim =
2 it follows from the classification of 2-manifolds, for dim = 3 has been proved by Perelman,
for dim = 4 by Freedman and for dim > 4 it is a consequence of the h-cobordism theorem of
Smale).
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fact we will use these technics in construction of the free fields as operator-valued
distribution in the following Subsections (explicitly in Subsection 4).
We should emphasize that the perturbation should in principle preserve the
invariance property: at every order of perturbation the existence of the invariant
subspace on which the spectral triple preserves the (strong) version of the five
axioms of [22] should be preserved, because the causal perturbation series for
interacting fields is translationaly covariant, compare Subsection 2.9.
Finally let us turn to the more general case of spectral characterization
of non compact manifolds (although it is not necessary for us here). So let
M be a space- and time-oriented n-dimensional pseudo-Riemannian smooth
(paracompact) manifold. Given a maximal timelike subbundle of TM one can
define canonically a riemannian metric g
J
and a fundamental symmetry J in
the Hilbert space H = L2(S) of square integrable spinors assosiated to the
riemannian metric g
J
on M , [5] (the positive riemannian metric g
J
corresponds
to the Dirac operator DJ introduced earlier). We have to assume that M with
the riemannian metric g
J
induced in such a manner is geodesically complete (so
that DJ respects all the conditions of [51] put on the Dirac operator).
Note that if the riemannian manifold (M, g
J
) is conformally equivalent to
a dense open submanifold of a compact closed riemannian manifold W , then
the compactification described above may also be applied to M , compare the
Appendix. Of course the embedding M → W cannot preserve the riemannian
metric29 in the sense that the riemannian metric of the embedded manifold will
not coincide with the riemannian metric induced from W , and this is why we
have to introduce the “scaling” and “binding potential” operators Q and V in
order to recompensate the difference. AW = C∞(W ) and the Dirac operator
DW of the riemannian manifold respect the “strong version” of the five condi-
tions (1)-(5) of [22]. After the appropriate choice of the potential V and scaling
operator Q, A ⊂ AW is to be identified with an essential ideal of smooth func-
tions on W vanishing together with all their derivatives on the boundary ∂M of
M in W which preserve the regularity condition with respect to the Dirac op-
erator QDJ + V and the m-th characteristic value of the resolvent of QDJ + V
is O(m−1/n). Thus the triple (AW ⊃ A,H = L2(S), QDJ + V ) respects the
necessary and sufficient conditions of [22] for (AW ⊃ A,H = L2(S), QDJ + V )
to be identifiable with the spectral triple of a closed (compact) manifold. This
is the motivation, compare the Appendix.
The open conformal embedding (M, g
J
)→ W need not be dense. In particu-
lar if the the open noncompact manifoldM is regularly enough to be conformally
equivalent to just the interior of a compact manifold W1 with boundary ∂W1,
then taking another copy W ′1 of W1 an gluing along the common boundary we
obtain the compact manifold W into which M and its diffeomorphic copy em-
bedds as two open disjoint submanifolds M,M ′ with W − (M ⊔M ′) = ∂W1.
In this case a unital algebra of operators A˜ exists such that (A˜ ⊃ A ⊕A′,H⊕
H′ = L2(S) ⊕ L2(S), (QDJ + V ) ⊕ (Q′DJ + V ′)) is a spectral triple which
29Complete noncompact riemannian manifold cannot be isometrically embedded into a com-
pact riemannian manifold as an open submanifold, as isometry preserves completeness.
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respects the conditions of Connes [22], which only doubles the “multiplicity”
(QDJ+V )⊕(Q′DJ+V ′) of QDJ+V but with the whole motivation unchanged
(compare Appendix). We can still extend over this strategy on more general ori-
ented and time oriented pseudoriemannian manifolds with complete riemannian
metric g
J
by representing (M, g
J
) as a sequence of compact manifolds which are
glued together along the respective common boundaries, compare Appendix.
For a quite general class of manifolds we can realize the nuclear algebra of
smooth functions A as the nuclear space K{Mp} of Gelfand and Shilov [60]-
[62] (we use the notation of [60] and [62] here). Construction of K{Mp} goes
through definition of a countable family of norms
‖ϕ‖p = sup
x∈M,|m|≤p
Mp(x)|Dmϕ(x)| (m ∈ Nn)
and the elements of K{Mp} are smooth functions for which the norms are finite
and where M1,M2, . . . is a sequence of functions such that for each x ∈ W ,
1 ≤ M1(x) ≤ M2(x) ≤ . . ., which are smooth everywhere on W except the
boundary ∂M of M and tend to infinity when approaching ∂M in W , or when
regarded as functions on M they are smooth and tend to infinity when x tends
to infinity (for each number R > 0 and each natural p there is a compact set C
such that Mp > R outside C). Now if the the number of the (Freudenthal) ends
of the manifold M is finite then we have a practical method of constructing the
functions Mp on M (resp. on W ), so that the corresponding
space K{Mp} is nuclear and associated canonically with a selfadjoint op-
erator (and may serve as well to construct the core of QDJ + V – in fact we
have to compare DJ associated to the metric of M with that DW induced from
the metric of W in order to compute V and Q). Namely we consider the Nash
isometric embedding (M, g
J
) → RN with appropriate N . Because (M, g
J
) is
complete we may asume that this isometric embedding has closed image in RN
([109]) and in particular for every sequence of points inM which goes to infinity
its image in RN goes to infinity. We may choose N large enough to find a point
p0 ∈ RN whose euclidean distanse to M in RN is greather than 1. It is known
that the function on M which maps x ∈M to the euclidean distance of x from
p0 is smooth on M (and even nondegenerate if p0 is not focal). If the number
of ends of M is finite then the function just constructed (with eventual simple
rearrangements in some exceptional situations) may serve as the function M1
onM , and its p-th power may serve as the function Mp, p ∈ N. In quite general
situation of finitely many ends, for each p ∈ N there exists p′ ∈ N such that the
function
x 7→ Mp(x)
Mp′(x)
is square integrable with respect to the volume form assosiated to the riemannian
metric on M , so that K{Mp} is a nuclear algebra of smooth functions on M
vanishing at infinity together with all their derivatives with the rate of the
vanishig measured by the functions Mp.
But if the number of ends is big enough Nash embedding may behave at
infinity in a quite uncontrolled fashion; in particular one can imagine (in di-
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mension 2 case) a “surface of a tree trunk and of its brunches” as embedded in
R3 with the number of branches growing fast with the distance fom the fixed
point p0. There are cases where the above summability condition is difficult to
control.
2.8 Construction of VF and of the Dirac operator in the
(Krein-) Hilbert space of free fields
The representation of T4sSL(2,C) acting in the Hilbert (or Krein) space of free
fields (or in the tesor product of such spaces corresponding to free fields with
both energy sings as suggested in the Introduction) may be obtained by the di-
rect sum over natural n of (symmetrized or antisymmetrized) n-fold tensor prod-
ucts of a fixed (finite) set of induced unitary (or Krein isometric) represenations
of T4sSL(2,C), concentrated on fixed orbits O(m,0,0,0) = Op¯, p¯ = (m, 0, 0, 0)
or O(1,0,0,1) = Op¯, p¯ = (1, 0, 0, 1). In particular the induced representation,
(atisymmetrized) tensor products of which give after direct summation the uni-
tary representation of T4sSL(2,C) in the Hilbert space of the free positron-
electron field, is given in Subsect. 3. The induced Krein-isometric representation
– we call it  Lopuszan´ski representation – which after symmetrized tensoring and
direct summation give the Krein-isometric representation of T4sSL(2,C) in the
Krein-Fock space of the free photon field will be given in Subsection 4.
We provide first a general analysis of the construction of VF and the cor-
responding spacetime spectral tuple (A,H, D
J
, D) in the subspace orthogonal
to the vacuum and the one particle states in the tensor product H+ ⊗ H− of
state spaces H+,H− of free fields, with H+ being the Hilbert-Krein state space
acted on by positive energy free fields and with H− being the the Hilbert-Krein
space acted on by the negative energy fields. Next we slightly modify the unde-
formed sitiation by a (physically unrelevant) modification of the representation
U of T4sSL(2,C) acting in the space H+ ⊗ H− on an invariant subspace of
unpysical states in order to simplify the whole situation.
Note that in dealing with the decomposition of the representation T4sSL(2,C)
acting in H+ ⊗ H− we need to consider decompositions of tensor products of
representations concentrated respectively 1) both on positive energy orbits (pos-
itive energy sheet of the two-sheeted hyperboloid), 2) both on negative energy
orbits and finally 3) one concentrated on positive and the other on the negative
energy orbit. The first two cases 1) and 2) are from the point of view of their
decomposition technique the same. The case 3) is much more involved, which
is mainly connected to the fact that in the decomposition of the tensor product
there will be present representations concentrated on the one-sheet hyperboloid
O(0,0,m,0), and the stationary groupG(0,0,m,0) = SL(2,R) corresponding to these
orbits is not compact.
Consider first the cases 1) and 2). The tensor product of (ordinary) uni-
tary representations concentrated resp. on the orbits O(mi,0,0,0) = Op¯i , p¯i =
(mi, 0, 0, 0),i = 1, 2, and induced by (ordinary) unitary representations of the
small group Gp¯i = G(mi,0,0,0) = SU(2,C), may be decomposed into a direct
integral of representations concentrated on the orbits O(m,0,0,0) = Op¯, p¯ =
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(m, 0, 0, 0), m ≥ m1 + m2 (if both mi are positive and m ≤ m1 + m2, if
both m1 are negative) induced by unitary representations of the small group
G(m,0,0,0) ∼= SU(2,C). This decomposition may effectively be computed by
application of the Mackey’s Kronecker product theorem and Fubini theorem
together with the Peter-Weyl theory applied to SU(2,C).
Now the analogous formula holds true for the decomposition of the ten-
sor product of Krein-isometric representations (e.g  Lopuszan´ski representations)
both concetrated on the orbit O(1,0,0,1) induced by a Krein-unitary representa-
tions of the stationary group G(1,0,0,1) = E˜2 (double covering of the Euclidean
group of the Euclidean plane). The Kronecker product theorem holds true for
the induced Krein-isometric representations (proof of which is the main subject
of Sect. 12.1 - 12.9). Then by this theorem and by the initial part of this
Section 2, by Sect. 12.4 and Sect. 12.10), it follows that this tensor prod-
uct may be decomposed into direct integral of Krein-isometric representations
concentrated on the orbits O(m,0,0,0) , m > 0, induced by a fixed Krein-unitary
representation L of the stationary group G(m,0,0,0) ∼= SU(2,C) in a Krein space.
Because SU(2,C) is compact, then we can define invariant with respect to L,
nondegenerate, positive definite hermitian bilinear form (·, ·)1
(ψ1, ψ2)1 =
∫
SU(2,C)
(Lgψ1, Lgψ2) dg
in the same Krein space of the rep. L (where (·, ·) under the integral sign is
the ordinary Hilbert space product of the Krein space of the representation L),
such that L may be treated as unitary representation of SU(2,C).
Similarly we have the analogue decomposition of the tensor product of Krein-
isometric (say  Lopuszan´ski) representations U (−1,0,0,1)  L both concentrated on
O(−1,0,0,1).
In case 3) when the signs of mi are opposite (and the representations are
induced by ordinary unitary or Krein-unitary representations), decomposition
may be effected in the same way with the use of Mackey (or our Kronecker prod-
uct theorem of Sect 12.9) and the Fubini theorem for scalar (resp. vector valued)
functions (eq. (476) of Sect. 12.7) and will contain in addition direct integral
of representations concentrated on the orbits O(0,0,m,0) = Op¯, p¯ = (0, 0,m, 0),
induced by direct integrals or sums of Bargmann’s principial and discrete se-
ries of representations (resp. Krein-unitary representations) of the small group
G(0,0,m,0) ∼= SL(2,R). Computation is only slightly more laborious in the ordi-
nary unitary case where it it easily reducible to the decomposition of the regular
representation of SL(2,R) group restricted to the subspace of genralized spheri-
cal functions, and the Plancherel formula for SL(2,R). The Krein-isometric case
is more laborious and is not reducible to the ordinary unitary harmonic analysis
on SL(2,R). First of all the application of our generalization of Mackey theory
of the secod Part of our work (particularly the Kronecker product theorem 14)
gives the decomposition of the tensor product of Krein-isometric  Lopuszan´ski
representations into direct integral of Krein unitary induced representations over
the orbits of the translation subgroup under the action of the SL(2,C) subgroup.
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Now it follows from our results of Sect. 12.1 – 12.10 that the representationU
of T4sSL(2,C) acting in the Hilbert (or Krein) spaceH+⊗H− of free fields may
be decomposed into direct itegral of unitary (or more generally Krein-isometric)
induced representations concentrated on single orbits, and that after restriction
to the invariant subspace H⊥1 of H+⊗H− orthogonal to the vacuum and single
particle states, the representation restricted to the translation subgroup is of
uniform (infinite) multiplicity (compare Remark 12). Consider the restriction
U |
H⊥
1
of T to the subspace H⊥1 . It follows that the subrepresentation U+ ⊕U−
of U |
H⊥1
, concentrated on the set-theoretical sum C+ ∪ C− of the forward and
backward cones is (Krein-) unitary equivalent30 to the direct integral
U+ ⊕ U− ∼=
∞∫
−∞
U (m,0,0,0)L dm (59)
of Krein-isometric representationsU (m,0,0,0)L concentrated on the orbitsO(m,0,0,0)
induced by a fixed (Krein-) unitary representation L of the stationary group
G(m,0,0,0) = SU(2,C) such that every direct irreducible summand Ll in the de-
composition of L enters with infinte multiplicity. By the preceding paragraph
and the results of the last Subsection it follows that U+ ⊕ U− possesses the
associated representation
[U+ ⊕ U−]Ass =
∞∫
0
U (0,0,m,0)[L]Ass dm
such that the construction of VF and the associated spectral triple may be
constructed as in the above Subsect. on the space of the representation U+ ⊕
U− ⊕ [U+ ⊕ U−]Ass. The main open problem which remains to be solved is
to check if the representation [U+ ⊕ U−]Ass is Krein-unitary equivalent to the
subrepresentation U+− of U concentrated outside the set-theoretical sum of the
foreward and backward cones or if the subrepresentations U+ ⊕ U− and U+−
are associated.
Now we propose to simplify the whole situation by a modification (below we
show that the modification is necessary) of the representation U on the subspace
of unphysical states which does not affect the investigation of the standard
theory on physical states. Namely we propose to replace the subrepresentation
U+− acting on the invariant subspase H+− (equal to the image of the spectral
projection of the joint spectral decomposition of P0, . . . P3 concentrated outside
the sum C+ ∪C− of positive and negative cones) with the representation [U+⊕
U−]Ass. By the uniform multilicity of translation subgroup this modification
leaves the representation of the translation subgroup unchanged. Let us justify
that we can do it. Let H+ ⊂ H+ ⊗ H− and H− ⊂ H+ ⊗ H− be the invariant
subspaces of the subrepresentations U+ and U−. Let vac+ ∈ H+, vac− ∈ H− be
30With the equivalence defined by a non singular Krein-isometric map, i.e. with dense
domain and image equal to the dense core sets of the equivalent representations.
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respectively the vacuua in the Hilbert-Krein spaces of the positive and negative
energy fields. NowH+ andH− may be written in the form of subspaces invariant
for the representation of T4sSL(2,C) resp. in H+ and H−:
H+ = C vac
+
⊕Hnonvac+ , H− = C vac− ⊕H
nonvac
−
We define the the following subspaces H+⊗C vac− ⊂ H+⊗H−, C vac+⊗H− ⊂
H+ ⊗H− and the subspace Hunphys = Hnonvac+ ⊗Hnonvac− ⊂ H+ ⊗H− invariant
for the representation T . By the application of the Mackey and our Kronecker
product theorem (Sect 12.9) it follows that
H+ ⊗ C vac− ⊂ H
+, C vac
+
⊗H− ⊂ H−, H+− ⊂ Hunphys;
and moreover we have
H+ ⊗H−
=
(
C vac
+
⊗C vac
−
)⊕(C vac
+
⊗Hnonvac−
)⊕(Hnonvac+ ⊗C vac− )⊕(Hnonvac+ ⊗Hnonvac− )
=
(H+ ⊗ C vac− )⊕ (C vac+ ⊗Hnonvac− )⊕ (Hnonvac+ ⊗Hnonvac− )
=
(H+ ⊗ C vac− )⊕˙(C vac+ ⊗H−)⊕ (Hnonvac+ ⊗Hnonvac− ),
where the dot over ⊕ means that H+ ⊗C vac− and C vac+⊗H− have the com-
mon nonzero subspace C vac+⊗C vac−. Identifying H+ ⊗C vac− with H+ and
C vac+⊗H− with H− we may write the last equality in the following manner
(remembering that H+ and H− have the vacuum set in common):
H+ ⊗H− = H+⊕˙H− ⊕
(Hnonvac+ ⊗Hnonvac− ).
We can therefore consistently define the perturbation of the translation gener-
ators (when defining the perturbation of the spectral triple in the next Sect.)
on the subspace H+ by the ordinary perturbation in the positive energy fields,
separatly on the subspace H− acted on by negative energy fields, and leave
unperturbed on the unphysical subspace Hunphys = Hnonvac+ ⊗ Hnonvac− . In this
way the perturbed relevant operators (namely translation generators) will be
unchanged in their action in the invariant subspace H+− = H
U+− so that the
subrepresentation U+− may be replaced by the subrepresentation [U+⊕U−]Ass.
It should be stressed that the the proposed modification of the representa-
tion U by the indicated replacement of its subrepresentation U+− is motivated
by the simplification of computations, nonetheless it is in a sense forced by the
whole situation in which we use the representation U or its restriction to the
nuclear Hida’s test space (for its definition compare Sect. 4). It is temting to
think of the original representation U , equal to the tensor product of representa-
tions of T4sSL(2,C) acting respectively in H+ and H−, as being more natural.
We add some comments on the additional technical difficulties encountered in
the construction of VF and the associated space-time spectral triple in this non
modified case, and show that the construction of the Dirac operator out of the
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original non modified representation U along the lines of the previous Subsec-
tions would be impossible. It turns out that the space dual to the nuclear Hida’s
test space (much greather than the Hilbert space) with the transposition (linear
adjoint) representation U ′ of U becomes necessary for resolving the problem,
compare the remarks at the end of this Subsect.
By the application of our (resp. Mackey’s) Kronecker product theorem (Sect.
12.9) and a generalized Fubini theorem (eq. (476)) for vector valued functions
we likewise can show that U+− is equivalent to the following direct integral
U+− ∼=
∞∫
0
U (0,0,m,0)L dm (60)
of Krein-isometric representationsU (0,0,m,0)L concentrated on the orbitsO(0,0,m,0)
induced by a fixed (Krein-) unitary representation L of the stationary group
G(0,0,1,0) = SL(2,R). The equivalence is defined by Krein isometric map which
is not singular in having dense domain and image both being the core domains
of the equivalent representations.
The first important problem is to decompose the Krein-unitary representa-
tion L (present in the decomposition (60)) of SL(2,R) into direct integral/sum
of indecomposable components. Possibility of an effective decomposition of L
allows us to resolve at least the Problem (B) of the following two Problems (A)
and (B):
(A) To check if the Krein-unitary representation L of SU(2,C) in decompo-
sition (59) and the representation L of SL(2,R) in (60) are associated, i.
e. if there exists a Krein-unitary extension V of L to a representation of
SL(2,C) acting in the Krein space of L which at the same time is (Krein-
unitary equvalent to) an extension of L to a Krein-unitary representation
of SL(2,C).
(B) To find subrepresentations of L′ and L′ respectively of L and L, which
are associated: there exists a Krein-unitary extension V of L′ to a repre-
sentation of SL(2,C) acting in the Krein space of L′ which at the same
time is (Krein-unitary equvalent to) an extension of L′ to a Krein-unitary
representation of SL(2,C).
Indeed we have quite a huge class of not necessary unitary, but Krein uni-
tary, represntations of the SL(2,C) group, which are effectively decomposable
into indecomposable components. Namely the first class embraces all finite di-
mensional representations which are direct sums of irreducible representations
in which the conjugate irreducible representations (in the sense of [55]) appear
in pairs, [55] (recall the very nice property of finite representations of SL(2,C):
every finite representation is equal to a direct sum of irreducible representations;
for example this is false for the representations of the group E2 of the euclidean
motions of the euclidean plane). By the preceding Subsections it is clear that
in the space of the irreducible “undotted spinor 1/2” two-dimensional represen-
tation V1,0 (for the classification of the irreducible representations of SL(2,C)
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compare e.g. [55]) there does not exists fundamental symmetry which makes the
representation Krein-unitary. The same holds for the conjugate “dotted spinor
1/2” representation V0,1. But there exists fundamental symmetry which makes
the irreducible tensor product representation V0,1 ⊗ V1,0 Krein unitary. Any
irreducible representation is a symmetrized tensor n-fold product Vn,0 of the
spinor 1/2 representation V1,0, or symmetrized m-fold tensor product V0,m of
the conjugate spinor 1/2 representation V0,1, or the tensor product Vn,0⊗V0,m,
and Vn,0 ⊗ V0,m admits a fundamental symmetry making it Krein unitary iff
n = m, [55]. Another class of Krein-unitary representations may be obtained by
our generalization of Mackey construction of induced representations applied to
the construction of Krein-unitary representations Uχ induced by Krein-unitary
represntations χ of the upper triangular subgroup of the SL(2,C) group. There
is a natural nuclear space associated with the smooth structure of the upper tri-
angular subgroup coset submanifolds, giving to the induced representation the
form investigated by Gelfand and Graev [54], together with a nuclear space dense
in the Hilbert space of the representation with respect to which the representors
are contunuous. Application of our subgroup theorem together with the smooth
structure of the corresponding double cosets gives a decomposition of the restric-
tion to the subgroup SL(2,R) of the induced representation Uχ into indecom-
posable components corresponding to the respective double coset submanifolds
(because the induced representation has the form of the representation investi-
gated in [54] with representors transforming a nuclear space into itself with the
smooth structure of double coset invariant submanifolds the Fubini theorem for
distributions may be applied for the construction of decomposition, which has
alredy been noticed by Gelfand and Graev [54]). Because on the other hand
the representation L may be decomposed (by what we have mentioned earlier
in this Subsection) we can compare and eventually pick up the subrepresenta-
tions of L which are equal to the restrictions of the induced representations Uχ
to the SL(2,C) subgroup. Indeed L cannot be decomposed further within the
Hilbert space realm, but our Kronecker product theorem for Krein-isometric
induced representations allows to continue the decomposition geometrically us-
ing the smooth structure of the corresponding double coset submanifolds and
the distributional Fubini theorem, as we have alredy mentioned. In fact it is
sufficient to notice that the tensor product of the  Lopuszan´ski representation
with itself as well as the tensor product of the  Lopuszan´ski representation with
a unitary induced representation of the T4sSL(2,C) group can be decomposed
in this way. In particular in Sect. 4 we will show that the generators of the
 Lopuszan´ski representation are well defined operators continously mapping the
corresponding nuclear space into itself as well as the generators of the Krein-
isometric representation of T4sSL(2,C) on the Fock space of free fields are
well defined operators transorming continously the coresponding nuclear space
(Hida’s test space) into itself. Similarly we have the associated nuclear space
dense in the Hilbert space of the representation L with well defined generators
mapping continously the nuclear space into itself. In particular the infinitesimal
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representors of the Casimir operator
Q = (L12))
2 − (L01)2 − (L02)2
of the represntation L of SL(2,R) group is well defined.
In case of the unitary representations, which do not require the fine topology
of an invariant dense nuclear space for the construction of the decomposition, the
computation is very effective, because every unitary representation is decompos-
able into irreducible unitary representations and the irreducible representations
of SL(2,C) and SL(2,R) are well known. The only fact which makes a dif-
ference in practical computations for the Krein-unitary case in comparison to
the unitary case, is the reachness of the class of indecomposable (but in general
reducible) representations which enter the decomposition of the representation
L. In case of the SL(2,C) group we know all completely irreducible representa-
tions (finite and infinite dimensional, unitary and non unitary), where we use
complete irreducibility in the sense of Godement [70]: any bounded operator in
the Hilbert space of the representation is in the weak closure of the representors
of the group ring correponding to the representation; in practice: there are no
nontrivial invariant proper closed subspaces and there are no bounded operators
commuting with the representation other than the multiplies of the indentity op-
erator. This classification (due to Neumark for SL(2,C), [113], [55] and due to
Bargmann for SL(2,R)) is however insufficient for us, as we expect to encounter
indecomposable although reducible representation (the  Lopuszan´ski representa-
tion itself is indecoposable although reducible and moreover unbounded as a
representation in the Hilbert space); where the representation is indecompos-
able if there are no bounded idempotents (not necessary self adjoint) other than
zero and one, which commute with the representation. Thus indecomposability
is weaker then irreducibility, and all the more weaker than complete irreducibil-
ity.31 Thus in order to solve the Problem (A) we have to compute L explicitely
as well as its decomposition using our generalization of the Mackey theory along
the lines indicated earlier in this Subsection. To this “geometric decomposition”
there correspods the adjoined eigenfuction decomposition of the non-selfadjoint
Casimir operator Q of the representation L.
Suppose that L′ ⊂ L and L′ ⊂ L are associated and let V be the correspond-
ing common extension of the representation L′ of SU(2,C) and of the represen-
tation L′ of the SL(2,R) to a Krein-unitary representation of the SL(2,C). Now
we show that this does not allow us to perform the construction of the genera-
tors γ˜µ of a representation of the Clifford algebra and the associated generalized
Dirac operator as in the previous Subsections. Recall that for the construction
of the Dirac operator we need more than just one extension V but there are
needed several such extensions V (in fact an ifnitite number of them is needed
in case of infinite dimensional representation L′) which are conjugated to each
other. Let us denote them V1, V2, . . . just as in the previous Subsections. Recall
31In case of the additional structure (Krein structure given by an self adjoit and unitary
involution) we may consider Krein-orthogonal decompositions with the corresponding Krein-
self-adjoit idempotents commuting with the representation.
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also that conjugation means here that Vi and Vk are equal on the small group,
and nothing more, and thus conjugation depends on the class of the orbits in
question (depend on p). In general for neither of the classes of the corresponding
orbits (to which p belong) it can be realized by any group authomorphism of
SL(2,C). The extensions V1, V2, . . . define the generalized “multispinor”
ϕ˜1 = V1(β
−1)ψ˜,
. . .
ϕ˜k = Vk(β
−1)ψ˜,
ϕ˜k+1 = Vk+1(β
−1)ψ˜,
. . .
where ψ˜ is in fact concentrated on the orbit of some p¯ and should be written ψ˜
p¯
in order to make the notation compatible with the previous Subsection but we
omit the supscript for simplicity as in the previous Subsections. Note also that
β : p 7→ β(p) in the above formula is the function corresponding to the orbit
of p¯ and defined as in the preceding Subsections. Recall that β depends on the
orbit and is not unique. Let us order the components of the “multispinor” and
join into disjoint pairs as in the previous Subsections, so that the successive
componets belonging to one pair may be mapped into each other:
ϕ˜k+1 = Vk+1(β
−1)Vk(β−1)−1ϕ˜k
ϕ˜k = Vk(β
−1)Vk+1(β−1)−1ϕ˜k+1.
Now although the function β – even within one and the same orbit – is not
unique, the functions p 7→ Vk+1(β(p)−1)Vk(β(p)−1)−1 and p 7→ Vk(β(p)−1)Vk+1(β(p)−1)−1
does not depend on the choice of β by the last Lemma of the Subsection 2.6.
From this we would obtain a generalized Dirac equation in the momentum space
(algebraic relation which after Fourier transforming passess into a generalized
Dirac equation) iff the function p 7→ Vk+1(β(p)−1)Vk(β(p)−1)−1 and the func-
tion p 7→ Vk(β(p)−1)Vk+1(β(p)−1)−1 were linear functions of p as in the prevous
Subsections. Suppose for a while that this is the case and that we can construct
an involutive representation of the Clifford algebra generated by γ˜µ fulfilling
γ˜µγ˜ν + γ˜ν γ˜µ = gµν1 (61)
exacltly as in the preceding Subsections. The Clifford algebra corresponding
to the Minkowski metric is finite dimensional and is linearly generated by the
following 16 elements: 1, γµ, γµγν(µ < ν), γµγνγρ(µ < ν < ρ), γ0γ1γ2γ3. We
can introduce the involution and ordinary operator norm regarding its elements
as matrix operators by the ordinary hermitian adjoint operation, which makes it
a finite dimensional C∗-algebra. It follows that (61) defines its *-representation
(by assumption). Therefore the representation is a direct sum of cyclic repre-
sentations (transfinite induction principle). Because the algebra is finite dimen-
sional, any cyclic representation is a direct and finite sum of irreducible rep-
resentations, which are likewise finite (apply just the Gelfand-Neumark-Segal
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construction of cyclic representation). (Even more: any irreducible representa-
tion of this algebra must be equivalent to the identity represetation generated
by γµ 7→ γµ, which follows from the Pauli theorem.) Then because the repre-
sentation of the Clifford algebra corresponding to Minkowski metric generated
by (61) is a direct sum of finite dimensional representations, we would have
therefore obtained the Dirac operator D = iγ˜0∂0+ . . . iγ˜
3∂3 in full analogy with
the preceding Subsections, which meets all relevant conditions. But unfortu-
nately it is impossible. Indeed already the first application of our generalization
of the Mackey theory of induced representation to the decomposition of ten-
sor product of  Lopuszan´ski representations with opposite energy signs shows
that no finite dimensional representations can occur in the decomposition32 of
L of SL(2,R) which contradicts the decomposability of any involutive represen-
tation of the Clifford algebra of the Minkowski metric into finite dimensional
subrepresentations.
In case of the modified representation we saw that we can always contruct the
representation associated to (59), so that the construction of the Dirac operator
is possible.
Below we show another indication that the modification of the representation
is necessary when using the representation U acting in the corresponding nuclear
space (and not its adoint representation in the space adjoit to the nuclear space)
appealing to some results of Gelfand, Yaglom, Minlos and Shapiro [55].
Let us consider for a while the following two main possibilites:
α) All component representations in the decoposition of L are completely
irreducible.
β) Some of the component represetations in the decomposition of L although
being indecomposable33 are nonetheless reducible.
We know from the outset that the firts possibility α) has to unfortunately be
excluded but nonetheless we may consider a “maximal” subrepresention of L
which can be written as a direct integral/sum of completely irreducible compo-
nents.
In case α) we can relatively easily extend the method of Minlos [55], Part
II, Section 2.9 to resolve the problem if the Krein-unitary representation L of
SU(2,C) in decomposition (59) and the representation L of SL(2,R) in (60)
are associated, i. e. if there exists a Krein-unitary extension V of L to a repre-
sentation of SL(2,C) acting in the Krein space of L which at the same time is
(Krein-unitary equvalent to) an extension of L to a Krein-unitary representa-
tion of SL(2,C); or to find the subrepresentations L′ ⊂ L and L′ ⊂ L which are
associated. Recall that in [55], Part II, Section 2.9 there is presented a method
of construction of invariant hermitian bilinear nonsingular forms in the space of
not necessary unitary representation V of SL(2,C) whenever V is a direct sum
32Stricly speaking our analysis of the representation L is still on the way, but we have already
obtained strong indications that no finite representations can occur in its decomposition.
33For definition compare Sect. 12.10.
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of irreducible representations. We need to consider the extension problem for
such forms which is similar. The difference is that in case α) we have to deal
with direct integral insted of direct sum of irreducible representations. It makes
no essential change in the method of investigation where the discrete sums will
have to be changed by integrals.
In case β) the investigation of the problem cannot be based on the methods of
Gelfand, Yaglom and Minlos and we have to adhere to the argument presentated
above.
Observe that the construction of the transform VF and the associated Dirac
operator are essentially independent so that we can perform a different but less
general method. Namely having given the common extension V we can perform
the transform VF from a dense domain of the representation space of the rep-
resentation34 U |H⊥
1
onto a dense subspace of the Hilbert-Krein space of square
summable generalized vector valued multispinors φ (with values in the Hilbert-
Krein space of the representatuion V ) with the following local transformation
formula
U(α)φ(x) = V (α)φ(xΛ(α−1)), α ∈ SL(2,C)
T (a)φ(x) = φ(x − a), a ∈ T4.
(62)
Then we are seeking for the most general (infinite) equation
iΓ0∂0φ+ iΓ1∂1φ+ iΓ2∂2 + iΓ3∂3φ = mφ, m ∈ R (63)
invariant with respect to the representation (62), where Γ0, . . .Γ3 are linear
operators acting in the space of the representation V . This problem has been
exhaustively investigated by Gelfand and Yaglom [65]-[67], and also in [55], Part
II, Chapter II, for the case when V is a direct sum of completely irreducible
representations, which are not necessary finite dimensional and not necessary
unitary. Again in case α) when the representation V is a direct integral of
completely irreducible representations the method of Gelfand and Yaglom may
relatively easily be extended to this case.
Let us suppose first that V is a direct sum of irreducible representations. We
may therefore apply the results cited in [55], Part II, Chapter II. When we have
only finite direct summands in the decomposition of V and among them there
are infinite dimensional, then in general case of such V the operators Γ0, . . .Γ3
(matrices) are unbounded with unbounded sets of eigenvalues, containing in
general the zero eigenvalue with infinite multiplicity, this is the case e.g. for V
completely irreducible. If V is an infinite direct sum of completely irreducible
representations, only in very exceptional cases can the operator matrix Γ0 be
bounded with bounded set of eigenvalues, compare [55], Part II, Chapter II,
Section 10.8. When passing to the case of V consisting of direct integral of
irreducible summands the flexibility does not raises considerably. In particu-
lar it is possible to construct invariant equations with nonsingular and bounded
34Restriction of U to the subspace H⊥1 ⊂ H+ ⊗H− orhogonal to the vacuum and single
particle states.
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Γ0, . . .Γ3 , and such that Γ0, ıΓ1, iΓ2, iΓ3 are self adjoint (with finite sets of eigen-
values), compare [55], Part II, Chapter II, Sect. 10.8, but the construction is
very complicated and allows practically no flexibility. In particular when infinite
dimensional summands are present there is practily no room for the possiblil-
ity for including the joint spectrum of Γ0, iΓ1, iΓ2, iΓ3 into the two element set
{1,−1}. If this would be possible then Γ0Γ0 = −Γ1Γ1 = −Γ2Γ2 = −Γ3Γ3 = 1.
Now using the commutation relations of [55], Part II, Chapter II, Sect. 7.2
(page 273) we easily see that
ΓµΓν + ΓνΓµ = gµν1, (64)
where [gµν ] = diag(1,−1,−1,−1) are the components of the Minkowski metric.
Now by a general theorem (compare [65]-[67] or [55], Part II, Chapter II,
Sect. 7.2) the ordinary Fourier transform
φ˜(p) = (2π)−1/2
∫
R4
φ(x)eip·x d4x, p · x = p0x0 − p1x1 − p2x2 − p3x3, (65)
of any square integrable solution (in the distributional sense) φ of the equation
(63) is concentrated on the set theoretical sum of orbits O(mλ ,0,0,0), with λ rang-
ing over Spec Γ0. And similarly the ordinary Fourier transform φ˜ of the square
integrable solution φ of the equation
iΓ0∂0φ+ iΓ1∂1φ+ iΓ2∂2 + iΓ3∂3φ = imφ, m ∈ R
is concentrated on the set theoretical sum of orbits O(0,0,mλ ,0), with λ ranging
over Spec iΓk, with k having one of the three possible values; 1,2,3. As the
spectra of Γ0 and iΓk are all equal {1,−1} we obtain the generalized spec-
tral decomposition of the Dirac operator D in full analogy with the previous
Subsections. It follows that (64) defines its *-representation. Because any *-
representation of the Clifford algebra corresponding to Minkowski metric gen-
erated by (64) is a direct sum of finite dimensional representations, we arrive
at the contradiction because V contains infinite dimensional subrepresentation.
Only in case V can be decomposed into finite dimensional representations (or
at least V has a subrepresentation which can be so decomposed) the construc-
tion can be realized and we would have therefore obtained the Dirac operator
D = iΓ0∂0 + . . . iΓ3∂3 in full analogy with the preceding Subsections, which
meets all relevant conditions.
REMARK 1. Concerning our previous paper [184], we have outlined the
general strategy for the construction of VF motivativated by harmonic analysis
on homogeneous spaces which are manifolds with ordinary riemannian metrics
– we have repeated it in the Introduction to this work. In the case of ho-
mogeneous riemannian manifolds we considered the algebra Â of (Schwartz)
functions of generators P0, . . . Pk of commuting one parameter subgroups of the
Lie group acting on the riemannian manifold, represented on the Hilbert space
of square summable functions on the manifold, and the algebra A = VF ÂVF−1
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of “Fourier transforms” of the elemets of Â, where a general Fourier trans-
form on the homogeneous riemann manifolf is used (slightly reformulated in
the spirit of Conne-type spectral format). This situation, although preserves
the general similarity with our situation in free QFT, is considerably simpler,
regarding the analysis aspect, but concernig the algebraic aspect our situation
in QFT is simpler. Namely in the spectral construction of spacetime in the cor-
responding invariant subspace of the Fock space, the generators of the algebra
A are the operators Q0, . . . , Q3 which together with P 0, . . . , P 3 compose the
the standard von Neumann representation of the canonical system of pairs of
operators Qi, P i, acting with finite uniform multiplicity, and thus the constru-
cion of A as the Schwartz functions of the operators Q0, . . . , Q3, is essentially
reduced to the abelian harmonic analysis. The explicit construction of the cor-
responding generators on a curved riemanian manifolf is not so easy (in that
case Q0, . . . , Q3 are the commuting operators simultanously diagonalized by the
general Gelfand-Graev Fourier transform on the homogeneous riemannian man-
ifold acting in the Hilbert space of sections of the corresponding Clifford bundle,
which we need in order to write the Fourier transform and its inverse purely
spectrally in terms of spectra of the operators P i, Qi, compare [184]). Concernig
analysis our present situation is more complicated. Namely, we have to check
if the subrepresentation concentrated on the forward and backward cone (in
the spectrum of translation generators) is “associated” to the subrepresentation
concentrated outside the set-theoretical sum of back- and forward-cones in the
joint spectrum of translation generators. The second additional complication is
that we have homogeneous pseudo-riemannian manifold instead of riemannian,
which introduces analytic complications, namely unbounded and non unitary
character of the transform VF .
REMARK 2. The modification of the subrepresentation U+−, concen-
trated on the one-sheet hyperboloid orbits outside the lightcone in the momen-
tum space, of the tensor product representation U , ultimately has in our opinion
not merely a technical character. The modification leaves unchanged the physi-
cal states and is essentally uniquely determined by the subrepresentation acting
on “physical states” concentrated on the orbits lying inside the light cone. In
fact it means that L should be replaced with a representation which decom-
poses into finite dimensional representations (or that L should be extendible
to a representation V of SL(2,C), which decomposes into finite dimensional
representations). In fact it is the simplification of the decomposition problem
(avoiding explicit solution of the Problems (A) and (B)) as well as the spectral
characterization of Connes of the manifold, which stand behind our choice. In
his spectral characterization the module ∩mDomDmJ finite and projective over
the algebra A of coordinate functions, and the representation (A,H) of A in the
corresponding Hilbert space H is such that its double commutor (A,H)′′ has
finite uniform multiplicity. On the other hand there are spectral triples which
likewise characterise smooth manifolds with arbitrary high, and even infinite,
multiplicity with the module ∩mDomDmJ projective but infinite (e.g. those
constructed in the prevoius Section). Of course the infinite character of the
module ∩m DomDmJ and of the multiplicity of A′′ of these examples is some-
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what trivial, for there are invariant subspaces on which they are both finite, but
there is no a priori reason to exclude the possibility of characterizing smooth
manifolds spectrally but with the use of bundels with infinite dimensional fibers
naturally connected with the tangent bundle. It is rather tempting that Connes’
spectral characterization theorem for smooth manifolds is only a (fundamental)
example of an infinite family of possible spectral characterizations in which the
module ∩mDomDmJ is infinite (although projective) with H containing infinite
dimensional invariant subspacesHinv on which ∩mDom(DJ|Hinv )m is projective
but infinite and with (A,Hinv)′′ of uniform but infinite multiplicity. Of course
the conditions characterizig the manifold spectrally will have to be respectively
modified: the crucial part plays the presence of invariant subspaces on which
the Connes conditions are preserved with the finiteness conditions maintained.
For technical reasons we have choosen firstly a simplified situation (in order
to make more clear the construction of the spectral construction of the space-
time manifold out of the double covering T4sSL(2,C) of the Poincare´ group
representation, especially the translation generators) with the original Connes’
spectral characterization theorem. In this way we are forced to stay within
representations L associated with the representation L in (59) with the corre-
sponding extension V to a represenation of SL(2,C) decomposing into finite
dimensional subrepresentations.
On the other hand having the extension V associating L in (59) with L in
(60) we obtain the wave function φ with values in the space of the representa-
tion V with the local transformation formula (62). Now by assumption φ and
(62) decompose into wave functions with finite-dimensional-valued components
transforming under finite dimensional subrepresentations of the representation
V of SL(2,C). We obtain all possible states (orthogonal to the vacuum and
single particle states) of the free fields under consideration recognizable as free
particle states with the spin structure inscribed by the subrepresentations of V of
SL(2,C). It is tempting to assume that only the states with finite-dimensional-
valued wave functions φ are physically relevant, but it is not really the case.
REMARK 3. There are infinite dimensional manifolds connected with ab-
stract Bose-Fermi fields with the associated Ka¨hler-Dirac-type operators con-
nected with them [1], [2], [87]. However our elliptic-type Dirac operatorDJ (and
the associated Dirac operator D) has nothing to do with them. Our construc-
tion of the Dirac operator is based on the intimate relation of the free fields with
the space-time manifold, which is finite dimensional. This is crucial that our
Dirac operator is connected with finite dimensional (space-time) manifold as in
Connes’ spectral geometry, which allows us to apply the Fedosov-type criteria
for existence of the actual Hilbert space representation algebra of the formal
(perturbation) power series algebra. Especially we can do this for the elements
of the algebra A in the spectral tuple (A,Hinv, J, D,DJ) of spacetime, regarded
as operators acting on the respective invariant subspace Hinv of the Fock space.
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2.9 Perturbation of the spacetime spectral triple
The perturbation of the undeformed spectral tuple (A,Hinv , J, D,DJ) of space-
time, should in principle preserve the invariance property. This means that
there exits an invariant subspace Hinv such that at every order of perturbation
of the perturbed spectral triple(A˜|Hinv ⊃ A|Hinv , Hinv, (QDJ + V )|Hinv ) (66)
(corresponding to the perturbet spectral tuple (A,Hinv, J, D,DJ)) preserves the
(strong) version of the five axioms of [22]. This is expected because the causal
perturbation series for interacting fields presrves (in the adiabatic limit) trans-
lational covariance. Indeed, the Dirac operators D and DJ of the undeformed
spacetime “spectral tuple”, are build of the translation operators P µ = dΓ(Pµ)
and the fundamental symmetry operator J, restricted to the invariant subspace.
For example the Dirac operator D is the restriction to the invariant subspace
of the linear combination of the traslation operators P µ = dΓ(Pµ), with com-
ponents equal to the constant matrix elements of the generators of the Clifford
algebra of the Minkowski metric, as shown above. To the construction of DJ
there enters in addition the corresponding Krein fundamental symmetry J, com-
muting with P µ = dΓ(Pµ), and constructed as in the previous Subsection. The
algebra A is likewise immediately related to the translation generators, as it is
the algebra of Schwartz functions of the operators Q0, . . . Q3, which together
with the translation operators P 0, . . . P 3 compose the von Neumann represen-
tation of canonical pairs of operators acting with uniform infinite multiplicity,
and when restricted to the invariant subspace, the von Neumann representation
of canonical pairs Qµ, Pµ acts with finite multiplicity (one can think of the rela-
tion between Pµ-s and Q-s in their actions on the invariant subspace as arising
fom the ordinary Fourier transform of the elements of the invariant subspace,
which makes sense because the joint spectrum of the translation generators on
the invariant subspace is the smooth Minkowski space when we consider their
action in the subspace of the composite system of free fields of both signs of the
energy, orthogonal to the vacuum and single particle subspaces). Thus the ele-
ments ofA are Schwartz functions of the operators VFP µÂVF−1. The operators
Q, V in (66) are the “scaling” and the “potential” operators of the preceding
Subsection, affiliated to the operators Q0, . . . , Q3, and thus also are immedi-
ately related to the translation generators. On the other hand in constructing
deformation of (A,Hinv , J, D,DJ), we use the relation between the translation
generators P µ = dΓ(Pµ) expressed by the the Wick-polynomial : T 0µ(x0,x) :
of free fields through the Bogoliubov-Shirkov Quantization Postulate:∫
: T 0µ(x0,x) : d
3x = P µ = dΓ(Pµ).
We give a rigorous formulation of this Postulate and its proof in Section 4.
The second important observation is that we can, on the same footing as for
the expression for P µ = dΓ(Pµ) in the Bogoliubov-Shirkov Postulate, give a
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rigorous sense to each order term of the causal perturbative series for inter-
acting fields in the adiabatic limit g(x) = 1. Thus, in principle at least, we
can compute the perturbative series for the translation generators, expressed
through the Bogoliubov-Shirkov Postulate, in terms of Wick polynomials of free
fields, by replacing the Wick polynomial field : T 0µ(x0,x) : in the expression
for P µ = dΓ(Pµ) with the corresponding interacting field
(
: T 0µ(x0,x) :
)
int
expressed in terms of the causal perturbative series. In particular : T 0µ(x0,x) :,
when integrated over Cauchy surface x0 = const. gives an operator commut-
ing with translation generators. Because the causal perturbative series for the
chronological product is translationaly covariant, then we expect of∫ (
: T 0µ(x0,x) :
)
int
d3x (67)
to become, order-by-order, translationaly invariant in the adiabatic limit g(x) =
1, i.e. commuting with the translation generators. The most nontrivial part lies
in giving the meaning to each finite order term of approximation in this expres-
sion (for the value of the coupling g(x) equal 1) of a well defined self adjoint
operator, compare Subsection 5.9 for the zero order. The general analysis of the
higher order contributions to interacting fields and their spatial integrals as well
defined integral kernel operators is provided in Subsection 3.7. Indeed writting,
just for simplicity, the Wick polynomial field (with a fixed µ) : T 0µ(x0,x) : just
as A(x0,x) we have ([34], or [38] formula (2.8))(
A(g = 1;x)
)
int
= A(x)
+
∞∑
n=1
in
n!
∫
d4x1 . . . d
4xn R(L(g = 1;x1) · · · L(g = 1;xn);A(x)),
with totally retarded products R(. . .) [34] or [34]. By the translational covari-
ance of the integrand in this expression in all spacetime variabels x1, . . . , xn, x,
translational invariance of d4xi and translational invariance of A(x0,x) when
d3x-integrated over the surface x0 = const. (one should remember that the most
subtle point lies in giving a strict sense to these expressions for g = 1 integrated
over x0 = const. as well defined self adjoint operators, compare Subsect. 5.9
where the zero order approximation term is provided in details, i.e. Bogoliubov-
Shirkov-Hypothesis) we obtain the translational invariance (commutativity with
P µ) of d3x-integrated field operator
(
A(g = 1;x0,x)
)
int
=
(
: T 0µ(x0,x) :
)
int
.
We apply the perturbation to the elemets of the algebra, just by substitu-
tion of the perturbed expression for P µ in the formula VFP µVF−1, with the
“Fourier transform” VF keeping unchanged. In particular the higher order cor-
rection terms in the formula (67), i.e. higher order corrections to the operators
defining the spectral tuple, should, in priciple at least, preserve the invariant
subspaces Hinv of the initial undeformed spectral tuple (A,Hinv, J, D,DJ). In
particular the perurbation terms to the Dirac operators should be a functions
of the unperturbed Dirac operators, and similarly the perturbation terms to the
elements of the perturbed algebra A should be a functions of the elements of the
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unperturbed algebra A. This means that all five conditions for the commutative
spectral triple of Connes [22], together with the additional condition of antisym-
metricity of the Hochschild cycle and uniform multiplicity of the action of (the
weak closure of) of A˜ (containing A as an essential ideal, compare Appendix)
on Hinv, [22], p. 3, are preserved for the spectral triple (66) at each order. This
would also mean that the perturbation of (A,Hinv, J, D,DJ) is stable in the
sense of Bordeman-Waldmann, [16], [38] (with the coupling function g in their
formal power series equal to a constant, compare Introduction).
3 The representation of T4sSL(2,C) in the Hilbert
space of the free quantum Dirac field. White
noise construction. Bogoliubov Postulate
Here we present the construction of quantized free Dirac field, concentrating
mostly on the representation of T4sSL(2,C) acting in the Hilbert space of the
field, because this aspect is ignored in the literature. The second point, so far
not presented in the literature, which we undertake here is the construction
of the free quantized Dirac field within the white noise setup of Hida, Obata
and Saitoˆ [83], [128], and which is a rigorous realization of the field along the
lines suggested (partially heuristically) by Berezin [8]. White-noise construc-
tion due to Berezin-Hida, can be regarded as a far reaching extension of the
definition due to Wightman [195] of the (free) field, entering into the analysisis
of the distributional (generaized) states. We should emphasisze here that the
definition of Wightman is operationally and computaionally much weaker. In
general the two definitions are not equivalent. The main advantage we gain
when constructing free fields within the white noise formalism is that we can
give a rigorous meaning to the (free) quantum field of the so called integral ker-
nel operator with vector-valued distributional kernel (in the sense [126] or [128],
Chap. 6.3), which would be impossible within Wightman setup. This allows to
give the meaning of integral kernel operators (with vector-valued kernels) to the
(generalized) operators under the formula (17.1) in [15], p. 154, or equivalently
to the (generalized) operators (43) of [43], Sect. 4, p. 229. In particular when
constructing free fields according to Berezin-Hida we obtain Theorem 0 of [43]
as a corrolary to theorems 2.2 and 2.6 of [83] and Thm. 3.13 of [126] with the
domain D0 replaced with the so called Hida test space of white noise functionals.
Moreover using the Berezin-Hida construction of free fields we gain a rigorous
formulation and proof of the so called “Wick theorem”, as stated in [15], Chap.
III. It should be emphasized that Wightman’s definition of the (free) field [195],
does not provide sufficient computational basis for any rigorous formulation and
proof of the “Wick theorem” for free fields as stated in [15], Chap. III. Note also
that the (free) field constructed within the white noise calculus is well defined
at space-time point as a generalized operator transforming the so called Hida
space into its strong dual.
One should note that although the definition of the “Wick product” of
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Wightman and G˚arding [196] based on the Wightman’s definition [195] of the
field, is mathematically rigorous, it suffers at several crucial points from be-
ing computationally ineffective in compuations which are important from the
physical point of view:
1) The space-time averaging limits in Wightman and G˚arding’s [196] defi-
nition of the “Wick product” are by no means canonical and involve a
considerable amount of arbitrariness.
2) Although Wightman and G˚arding [196] are able to construct their own
“Wick products” which, after smearing out over spacetime domains be-
comes well defined densely defined unbounded operators, it would be dif-
ficult to investigate the closability questions for these operators, their
eventual self-adjointness, as well as averaging over space-like (equal-time)
surfaces, within the method of Wightman and G˚arding. But the equal-
time averagings are involved through conserved currents when we consider
Noether theorem for free fields – fundamental from the more conventional,
and used by physicists, approach to commutation rules and the more tra-
ditional proof of the Pauli theorem for free fields (compare [15]).
3) Wightman and G˚arding definition of the “Wick product” [196] is not a
suffcient basis for the strict formulation and proof of the “Wick theorem”
as stated in [15], Chap. III, so fundamental for the causal approach to QFT
which avoids ultraviolet divergences. Note in particular that Theorem 0 of
[43] is formulated and proved on the basis of partially heuristic (but solid)
arguments of the more traditional approach presened in [15], Chap. III,
which uses the free fields at specified spacetime points in the intermediate
stage, and which are not merely symbolic in their character (contrary to
what we encounter in the Wightman-G˚arding’s approach). White noise
construction of free fields on the other hand do provide a suffinient basis
for the rigorous formulation and proof of “Wick theorem” for free fields of
[15], Chap. III.
4) But most of all when constructing free fields using the white noise formal-
ism, as integral kernel oerators with vector-valued kernels, we are able to
give a rigorous meaninig to each order term contribution to interacting
fields in QED (within the causal perturbative approach), of an integral
kernel operator with vector-valued distribution kernel (in the sense [126]),
which defines a well defined operator valued distribution on the space-time
test space – a continuous map from the spacetime test space to the linear
space of continuous linear operators on the Hida space into its dual (with
the standard topology of uniform convergence on bounded sets). Each
such contribution can be averaged in the states of the Hida subspace and
defines a scalar distribution as a functional of space-time test function.
The crucial point is that these contributions do not loose this rigorous
sense even for the “coupling spacetime function g” put everywhere equal
to unity, which allows to avoid both: ultraviolet and infrared infinities in
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the perturbative (causal) aproach to QED. For a detailed proof of this
assertion and analysis of the all higher order contributions to the Dirac
and electromagnetic potential interacting fields, compare Subsection 3.7,
Sect. 6. In particular we can reach in this way a positive solution to the
existence problem for the adiabatic limit in QED using a method which is
applicable to interactions and fields of more general character, e.g. to the
Standard Model.
For these reasons we regard the white noise construction of (free) fields
of Berezin-Hida as integral kernel operators (with vector-valued distributional
kernels) as more adequate mathematical interpretation of the (free) quantum
field than the one proposed by Wightman [195].
In this Section we present white noise Berezin-Hida construction of the free
Dirac field as an integral kernel operator with vector-valued dstributional ker-
nel in the sense of Obata [126]. In the next Section we give the white noise
construction of the free electromagnetic potential field, which again may be in-
terpreted as integral kernel operator with vector-valued distributional kernel in
the sense of Obata [126]. We present the construction of the Dirac field ψ in
several steps, keeping the presentation as general as possible, in order to make
it to serve as an introduction to the construction of (free) local fields within the
white noise formalism.
Firstly, we give definition of the Hilbert space which is subject to second
quantization functor, and then in the remaining four steps quantize it. The
steps are realized in the following Subsections: 3.1, 3.2, 3.3, 3.4, 3.6. Subection
3.6 is the longest, but it contains an introduction to the papers [83], [126]
on integral kernel operators with scalar-valued and respectively vector-valued
distributional kernels in fermi and bose Fock spaces (note that [83], [126] give
detailed analysis for the bose case), which is of use in the remaining part of the
whole work, and which is not so much pertinent to the specific Dirac field ψ, but
which is important for general local fields constructed within the white noise
calculus. In particular we are using the cited theorems of [83], [126] on integral
kernel operators in the proof of Bogoliubov-Shirkov Hypothesis (equivalently
the classic Pauli theorem) for the Dirac field ψ (Subsection 3.8) and for the
electromagnetic potential field (Subsection 5.9); and finally in the analysis of
contributions to interacting fields in QED (Subsection 3.7).
Subsection 3.7 is devoted to the proof that the contributions to interacting
fields in causal perturbative spinor QED are well defined integral kernel opera-
tors with vector-valued kernels in the sese of Obata [126] whenever we are using
in the causal construction of inteacting fileds the free fields which themselves
are well defined integral kernel operators in the sense of Obata. Nonetheless the
Subsection 3.7 is of more general character not pertinent to the special case of
spinor QED. It is devoted to the fundamental operations performed upon the
free fields, understood as integral kernel operators with vector-valued kernels,
which serve as fundamental computational rules in construction of the theory, in
particular in construction of the perturbative series for interacting fields such as:
Wick product of free fields, derivation and integration operations. These opera-
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tions have general character and can be extended over other causal perturbative
QFT.
We add two additional Subsections 3.5 and 3.8. Subsection 3.5 gives a moti-
vation for using white noise calculus and for using the construction of fields due
to Berezin-Hida, as integral kernel operators with vector-valued kernels. The
Subsection 3.8 contains comparison with the standard realization of the free
Dirac field and is devoted to the Bogoliubov-Shirkov Postulate (first Noether
theorem for free fields and the classic Pauli theorem on spin-statistics relation).
In this Section m > 0 has the constant value equal to the electron mass.
3.1 Definition of the Hilbert space H which is then subject
to the second quantization functor Γ
This is the Hilbert space H of bispinor solutions φ (regular function-like ditri-
butions on the Schwartz space S(R4;C4) of testing bispinors transforming ac-
cording to the law (27)) of the Dirac equation
(iγµ∂µ)φ = mφ,
with the inner product
(φ˜, φ˜′) = m
∫
x0=const.
(
φ(x), φ′(x)
)
C4
d3x, (68)
and transormation law (27), compare e.g. [147] or [15]. This means that the
Fourier transform φ˜ of the bispinor φ ∈ H (regular distribution) is concentrated
on the disjoint sum of the positive and negative energy orbits Om,0,0,0⊔O−m,0,0,0
and φ˜ cannot be regarded as ordinary function on the full range of p ∈ R4 of the
momentum space. Nonetheless φ˜ is a well defined (singular, i.e. non-function-
like) distribution in the Schwartz space
S(R4;C4) = S(R4;C)⊕ S(R4;C)⊕ S(R4;C)⊕ S(R4;C)
of bispinors on R4 (transforming according to (24) and (25)). It defines an
ordinary bispinor-function p 7→ φ˜(p) on the disjoint sum Om,0,0,0 ⊔ O−m,0,0,0
of the positive and resp. negative energy orbits, which we denote likewise by
the symbol φ˜ (although it make sense as a function only on the disjoint sum
of the respective orbits and not on the whole R4 space), and which is square
integrable with respect to the inner product (compare (28)) induced by the
above inner product (68) in H. Namely for φ ∈ H, the action of the Fourier
transform φ˜ on f˜ ∈ S(R4;C4) is by definition equal to the integration of the
product of the mentioned function p 7→ φ˜(p) by the restriction of f˜ to the disjoint
sum Om,0,0,0⊔O−m,0,0,0 along Om,0,0,0⊔O−m,0,0,0 with respect to the invariant
measure on Om,0,0,0 ⊔ O−m,0,0,0 ⊂ R4 induced by the invariant measure d4p on
R4. Thus, by definition of the singular distribution δ(P = 0), where P is a
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smooth function on R4 such that gradP 6= 0 on the surface P = 0 (compare
[59], Chap. III), we have∫
φ(x) f(x) d4x = 〈φ˜, f˜〉 =
∫
φ˜(p)f˜(p) d4p
=
∫
δ(p · p−m2) φ˜(p)f˜(p) d4p
=
∫
δ(p · p−m2)Θ(p0) φ˜(p)f˜(p) d4p+
∫
δ(p · p−m2)Θ(−p0) φ˜(p)f˜(p) d4p
=
∫
Om,0,0,0
φ˜(p)f˜ |
Om,0,0,0
(p) dµ
m,0
(p) +
∫
O−m,0,0,0
φ˜(p)f˜ |
O−m,0,0,0 (p) dµ−m,0(p).
From now on we agree to denote the ordinary bispinor function φ˜ on the
disjoint sum Om,0,0,0 ⊔O−m,0,0,0 (equal to the distributional Fourier support of
the distribution φ˜) by the same symbol φ˜ as the distributional Fourier transform
φ˜ of φ ∈ H (although φ˜makes sense as the ordinary function only on the support
of the distribution φ˜, which as a “function” is intentionally equal zero outside
the support, which makes a precise sense when φ˜ is regarded as distribution
defined as above).
In short for φ ∈ H we can write
φ(x) =
∫
Om,0,0,0
φ˜(p) e−ip·x dµ
m,0
(p) +
∫
O−m,0,0,0
φ˜(p) e−ip·x dµ−m,0(p);
or
φ(x) =
∫
Om,0,0,0
φ˜(p) e−ip·x dµ
m,0
(p) +
∫
O−m,0,0,0
φ˜(p) e−ip·x dµ−m,0(p)
=
∫
R3
φ˜(~p, |p0(~p)|) e−(i|p0(~p)|t−i~p·~x) d
3~p
2|p0(~p)|−
∫
R3
φ˜(−~p,−|p0(~p)|) ei|p0(~p)|t−i~p·~x d
3~p
2|p0(~p)| ,
p0(~p) = ±
√
~p · ~p+m2. (69)
Here of course p = (p0(~p), ~p) = (
√
~p · ~p+m2, ~p) on Om,0,0,0 and p = (p0(~p), ~p) =
(−
√
~p · ~p+m2, ~p) on O−m,0,0,0
In particular for the solution φ ∈ H whose Fourier transform φ˜ is concen-
trated on the positive energy orbit Om,0,0,0 we have
φ(x) = φ(~x, t) =
∫
Om,0,0,0
φ˜(p) e−ip·x dµm,0(p)
=
∫
R3
φ˜(~p, p0(~p)) e
−(ip0(~p)t−i~p·~x) d
3~p
2p0(~p)
, p0(~p) =
√
~p · ~p+m2.
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Similarly we have for the solution φ ∈ H whose Fourier transform is concentrated
on the negative energy orbit O−m,0,0,0:
φ(x) = φ(~x, t) =
∫
O−m,0,0,0
φ˜(p) e−ip·x dµ−m,0(p)
=
∫
R3
φ˜(−~p,−|p0(~p)|) ei|p0(~p)|t−i~p·~x d
3~p
2p0(~p)
, p0(~p) = −
√
~p · ~p+m2.
We have the following equality for the solutions φ, φ′ ∈ H whose Fourier
transforms φ˜, φ˜′ are concetrated on the positive energy orbit Om,0,0,0:∫
x0=t=const.
(
φ(~x, t), φ′(~x, t)
)
C4
d3x =
∫
Om,0,0,0
(
φ˜(p), φ′(p)
)
C4
dµ
m,0
(p)
2p0
=
∫
R3
(
φ˜(~p, p0(~p)), φ
′(~p, p0(~p))
)
C4
d3
2p0(~p)
, p0(~p) =
√
~p · ~p+m2.
Similarly we have for the solutions φ, φ′ ∈ H whose Fourier transforms φ˜, φ˜′ are
concetrated on the negative energy orbit O−m,0,0,0:∫
x0=t=const.
(
φ(~x, t), φ′(~x, t)
)
C4
d3x
=
∫
R3
(
φ˜(−~p,−|p0(~p)|), φ˜′(−~p,−|p0(~p)|)
)
C4
d3~p
(2p0)2
= −
∫
R3
(
φ˜(~p, p0(~p)), φ˜
′(~p, p0(~p))
)
C4
d3~p
(2p0)2
= −
∫
O−m,0,0,0
(
φ˜(p), φ′(p)
)
C4
dµ
m,0
(p)
2|p0| , p0(~p) = −
√
~p · ~p+m2.
Note that the last expression is equal to minus the inner product (33) of the
(Fourier transforms of) bispinors φ, φ′ on the Hilbert space of Fourier transforms
of bispinors, concentrated on O−m,0,0,0 (up to the irrelevant constant factor
m > 0), introduced in Subsection 2.1.
Consider now the induced representation
U (m,0,0,0)L
1/2
(70)
of T4sSL(2,C), concentrated on the orbit O(m,0,0,0). Now we apply the isomet-
ric map V ⊕ to the space of this representation followed by the Fourier transform
(20) (with the orbit Op¯ = O(m,0,0,0)), where V
⊕ is the map defined in Example
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1 (Subsection 2.1). Let us denote the composed map just by V˜ ⊕. The image of
V˜ ⊕ lies in H. Indeed because of eq. (28) it is even isometric.
Similarly consider the representation
U (−m,0,0,0)L
1/2
(71)
of T4sSL(2,C), concentrated on the orbit O(−m,0,0,0). To the space of this
representation we apply the map V˜ ⊖ equal to V ⊖ followed by the Fourier trans-
form (20) (with the orbit Op¯ = O(−m,0,0,0)), where V ⊖ is the map defined in
Example 1, Subsection 2.1. Its image likewise lies in H and by the same (28)
– which is also valid for V˜ ⊖ – it is isometric too. Now the image H⊕m,0 of the
representation space of the representation (70) under the map V˜ ⊕ lies in the
positve eigenspace subspace E+H of the essetially self adjoint Dirac hamilto-
nian operator H = −iγ0γk∂k+mγ0 = −iαk∂k+mγ0 acting on H, where E+ is
the spectral projection correspoding to all positive spectral values of H . Sim-
ilarly the image H⊖−m,0 of the space of the representation (71) under the map
V ⊖ lies in the negative eigenspace subspace E−H of the operator H . We have
E++E− = 1H and E+E− = 0, i. e. E+H and E−H are orthogonal. Therefore
the operator V˜ ⊕ ⊕ V˜ ⊖ maps the representation space of the representation
U (m,0,0,0)L
1/2
⊕ U (−m,0,0,0)L
1/2
, (72)
concentrated on the sum theoretic set O(m,0,0,0) ∪ O(−m,0,0,0) of the orbits
O(m,0,0,0) and O(−m,0,0,0), isometrically into H.
On the the other hand the only eigenvalues of the matrix γ0 are 1 and -1, so
it follows from the theorem of Section 10.1, Part II, Chapter II of [55] (compare
also [65]-[67]), that the ordinary Fourier transform (65) of any element of H
is concentrated on the set theoretical sum O(m,0,0,0) ∪ O(−m,0,0,0) of the orbits
O(m,0,0,0) and O(−m,0,0,0). Thus the operator V˜ ⊕⊕ V˜ ⊖ regarded as operator on
the space of the representation (72) is onto H, and therefore it is unitary, so
that
E+H = H⊕m,0 and E−H = H⊖−m,0.
Therefore in the Hilbert space H = H⊕m,0 ⊕ H⊖−m,0 there acts the unitary35
representation
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1 ⊕ V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1 (73)
35Please, note also that the representation
V ⊕ U (m,0,0,0)L
1/2
(V ⊕)−1 ⊕ V ⊖U (−m,0,0,0)L
1/2
(V ⊖)−1,
concentrated on Om,0,0,0 ⊔ O−m,0,0,0 is unitary, similarily as the representation
V ⊕⊖
(
U (m,0,0,0)L
1/2
⊕ U (m,0,0,0)L
1/2 )
(V ⊕⊖)−1
(compare Example 1, Subsection 2.1) concentrated on O(m,0,0,0) .
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concentrated on O(m,0,0,0) ∪O(−m,0,0,0), with
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1 (74)
acting on H⊕m,0 and with
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1 (75)
acting on H⊖−m,0.
To the Hilbert space H treated as if it was the single particle space we
apply the fermionic functor of second quantization Γ, and obtain the standard
absorption and emission operators. Next we split them (i. e. we consider their
restrictions resp. to H⊕m,0 or H⊖−m,0) according to the splitting H = H⊕m,0 ⊕
H⊖−m,0 = E+H⊕E−H of the space H, compare e.g. [147]. We observe then that
the absorption and emission operators restricted to H⊕m,0 compose a fermionic
free field and similarly the restrictions of the absorption and emission operators
restricted to H⊖−m,0 and that the the two sets of operators commute and are
independent in consequence of the orthogonality of the subspaces H⊕m,0 and
H⊖−m,0 (e. g. [147]). That is we have two independent fermionic quantizations:
the functor Γ applied to H⊕m,0 and the functor Γ applied to H⊖−m,0 with the
tensor product of the two independent sets of annihilation and creation operators
acting in the tensor product of fermionic Fock spaces Γ
(H⊕m,0) ⊗ Γ(H⊖−m,0) =
Γ(
(H⊕m,0 ⊕H⊖−m,0). In order to repair the energy sign of the free Dirac field on
Γ
(H⊕m,0)⊗ Γ(H⊖−m,0) we interchange the absorption and emission operators in
Γ
(H⊖−m,0). In this manner we obtain the following construction which may be
described in the following four steps.
3.2 Application of the Segal second quantization functor
to the subspace H⊕m,0
To the subspace H⊕m,0 we apply the Segal’s functor Γ of fermionic quantization
and obtain the fermionic Fock space
H⊕F = Γ(H⊕m,0) = C⊕H⊕m,0 ⊕
(H⊕m,0)⊗̂2 ⊕ (H⊕m,0)⊗̂3 ⊕ . . . ;
with the unitary representation
Γ
(
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1
)
=
⊕
n=0,1,2...
(
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1
)⊗̂n
,
where in the formulas (·)⊗̂n stands for n-fold antisymmetrized tensor product,
and (·)⊗̂n with n = 0 applied to the reresentation gives the trivial representation
on C with each representor acting on C as multiplication by 1.
In this and in the following Sections, we will encouner essentially two types
of topological vector spaces and operators acting upon them: 1) Hilbert spaces
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and 2) nuclear spaces (the Schwartz S(Rn) space of test functions on Rn is an
example of a nuclear space). Correspondingly we will use respectively 1) the
Hilbert space tensor product ⊗ (if applied to Hilbert spaces, elements of Hilbert
spaces and operators upon them) and respectively projective tensor produnct ⊗
(if applied to nuclear spaces, their elements and operators acting upon them);
for definition, and properties of these standard constructions we refer e.g. to
[110], [183], [146].
The linear spaces we encounter (Hilbert spaces and nuclear spaces) will be
always over R or over C, but whenever they are over C they will be equal
to complexifications of real (Hilbert or nuclear) spaces with naturally defined
complex conguation (·) in them.
Note that by Riesz representation theorem for such Hilbert spacesH′ we have
natural identification of linear continuous fuctionals on H′ with the elements of
the adjoint Hilbert space H′, which in fact becomes an isomorphism of Hilbert
spaces if we appropriately introduce the multiplication by a number and the
inner product into the space of linear functionals on H′. Recall that the adjoint
space H′ have the same set of elements as H′, but with scalar multiplication by
a number α ∈ C and inner product defined by
αu in H′ = αu in H′,
(u, v) in H′ = (v, u) in H′.
With such a Hilbert space structure on H′ the map H′ ∋ u 7→ u ∈ H′ defines
a canonical linear isomorphism. In the sequel we will regard the dual space
H′∗ as the adjoint space H′ with elements the same as elements of H′ (Riesz
isomorphism).
For operators on Hilbert spaces we are using the standard notation for the
ordinary adjoint operation with the superscript ∗, with the exception of the
annihilation operators, denoting the operators which are adjoint to them with
the superscript + instead ∗ (which is customary in physical literature). If work-
ing with operators A transforming (continously) one nuclear space into another
E1 → E2, we use the superscript ∗ to denote the linear dual (transposed) oper-
ator A∗: E∗2 → E∗1 , transforming continously the strong dual space E∗2 into the
strong dual space E∗1 , for definition and general properties of transposition we
again refer to [183]. For operator A transforming (continously) nuclear space
into nuclear space we denote by A+ the operator (·) ◦ A∗ ◦ (·), i.e. the linear
dual of A composed with complex conjugation (say Hermitean adjoint = linear
transposition + complex conjugation).
In the standard way we obtain the map from H⊕m,0 ∋ φ˜ to the families
a⊕(φ˜), a+⊕(φ˜) = a⊕(φ˜)
+
of ordinary annihilation and creation operators in the
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fermionic Fock space Γ
(H⊕m,0) fulfilling the canonical anticommutation relations:{
a⊕(φ˜), a⊕(φ˜′)
+
}
=
(
φ˜, φ˜′
)
H⊕
m,0
=
(
φ˜, φ˜′
)
=
∫
x0=t=const.
(
φ(~x, t), φ′(~x, t)
)
C4
d3x
=
∫
Om,0,0,0
(
φ˜(p), φ˜′(p)
)
C4
dµ
m,0
(p)
2p0
=
∫
R3
(
φ˜(~p, p0(~p)), φ
′(~p, p0(~p))
)
C4
d3~p
(2p0(~p))2
,
p0(~p) =
√
~p · ~p+m2.
Here and in the rest part of this Section we identify the Hilbert space H⊕m,0 =
E+H of positive energy distributional solutions φ of the Dirac equation with
the ordinary functions φ˜ on the orbit Om,0,0,0 which they induce on the orbit
in the manner described above. Correspondingly we identify the Hilbert space
H of distributional solutions φ of Dirac equation with the ordinary functions
φ˜ on the disjoint sum of orbits Om,0,0,0 ⊔ O−m,0,0,0 (= supp φ˜ of φ˜ regarded as
distribution). Similarly we identify the Hilbert space H⊖−m,0 = E−H of nega-
tive energy distributional solutions φ of Dirac equation with the corresponding
ordinary functions on Om,0,0,0 ⊔ O−m,0,0,0 having the support on O−m,0,0,0.
In the later stage of the construction of the free Dirac field we will need
a unitary involutive (and thus self-adjoint) operator In, which we call parity
number operator, canonically related to the Fock space construction. In order
to indicate the relation of the parity number operator In to the corresponding
Fock space Γ
(H⊕m,0), we use the supscript ⊕: In⊕.
In order to define In⊕ recall that every element Φ ∈ Γ
(H⊕m,0) may be
uniquely represented as the sum
Φ =
∑
n≥0
Φn (76)
over all n = 0, 1, 2, . . . of the orthogonal components Φn ∈
(H′)⊗̂n – the so
called n-particle states, with
‖Φ‖2 =
∑
n≥0
‖Φn‖2 < +∞. (77)
We define on the Fock space a bounded self-adjoint operator In⊕ – parity number
operator – wich maps a general state Φ ∈ Γ(H⊕m,0) defined by (76) into the
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following state
In⊕Φ =
∑
n≥0
(−1)nΦn.
It is evident that In⊕ is unitary and involutive (thus self-adjoint)
In2⊕ = 1, In
∗
⊕ = In⊕
and that In⊕ anticommutes with the annihilation (and creation) operators:
a⊕(φ˜) In⊕ = −In⊕ a⊕(φ˜).
Note that the unitary involution In on general Fock space, and in partic-
ular In⊕, commutes with any (bounded or even unbouned) operator B which
transforms the closed subspaces of fixed particle number into themselves (in
case B is unbounded we assume Dom B to be a linear subspace or still more
generally with Dom B to be closed under operation of multiplication by −1).
In particular In (or In⊕) commutes with any operator of the form
B = Γ(A) =
∞∑
n=0
A⊗n,
namely: [
Γ(A), In⊕
]
= 0 on DomΓ(A),
irrespectively if A is bounded or not, but with linear DomA and DomΓ(A).
This in particular means that the operator In⊕ commutes:[
Γ
(
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1
)
, In⊕
]
= 0
with the representation of T4sSL(2,C) acting in the Fock space Γ
(H⊕m,0).
REMARK 2. Note that in literature, e.g. [21], there is frequently used the
following construction of annihilation and creation operators, in a general Fock
space (here we concentrate on the fermionic Fock space) Γ(H′). For each u ∈ H′
of the single particle space H′ we define the operators a(u), a+(u) = a(u)+ which
by definition act on general element
Φ =
∑
n≥0
Φn, Φn ∈ H′⊗̂n (78)
with
‖Φ‖2 =
∑
n≥0
‖Φn‖2 < +∞, (79)
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of the Fock space Γ(H′), in the following manner
1) a(u)
(
Φ = Φ0
)
= 0,
2) a(u)Φ =
∑
n≥0
n1/2 u ⊗̂1Φn,
3) a(u)+Φ =
∑
n≥0
(n+ 1)1/2 u ⊗̂Φn.
Here ⊗̂ and ⊗̂1 denote respectively the antisymmetrized n-fold tensor product
and the antisymmetrized 1-contraction, uniquely determined by the formulae
v
1
⊗̂ · · · ⊗̂ v
n
= (n!)−1
∑
π
sign (π) v
π(1)
⊗ · · · ⊗ v
π(n)
v
i
∈∈ H′,
u ⊗̂1v1 ⊗̂ · · · ⊗̂ vn = (n!)−1
∑
π
sign (π) 〈u, v
π(1)
〉 v
π(2)
⊗· · ·⊗v
π(n)
, u ∈ H′∗, vi ∈ H′,
with the sums ranging over all permutations π of the natural numbers 1, . . . , n,
and with the evaluation 〈u, v
π(1)
〉 of u, understood as a linear functional H′∗, on
v
π(1)
∈ H′ equal
〈u, v
π(1)
〉 = (u, v
π(n)
)
to the inner product of the elements u, v
π(n)
∈ H′. Note that in all the rele-
vant physical situations the single particle Hilbert spaces and the corresponding
Fock spaces have natural real structure and are equal to complexifications of real
Hilbert spaces with naturally defined complex conjugations (·) in them. Recall
also that the map H′ ∋ u 7→ u defines a linear isomorphism of the Hilbert space
H′ into the adjoint Hilbert space H′, which in turn can be identified with the
Hilbert space of linear functionals on H′, by the Riesz representation theorem.
However we will interchangibly be using another, unitarily equivalent, re-
alization of the annihilation and creation operators in the Fock space, which is
more frequently used by mathematicians (and fits well with that used e.g. in [83],
[126], [128], [84] for bosons, when adopting their results to the fermion case),
because we will refer to the works [83], [126], [128], in the following part of our
work. Let us call it the modified realization of annihilation-creation operators
in the Fock space. This realization used by mathematicians is more natural for
the interpretation of the creation and annihilation operators as derivations (or
graded derivations in case of fermi Fock space) on a nuclear (skew-commutative,
or say Grassmann, in case of fermi Fock space) algebra of Hida test functions
on an (infinite-dimensional) strong dual space to a nuclear space.
In order to define it we first slightly modify the norm (79) of a general
element (78) and put for its square instead
‖Φ‖20 =
∑
n≥0
n! ‖Φn‖2.
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Then we define the annihilation and creation operators through their action on
general such elemet Φ given by the following formulae
1) a(u)
(
Φ = Φ0
)
= 0,
2) a(u)Φ =
∑
n≥0
nu ⊗̂1Φn,
3) a(u)+Φ =
∑
n≥0
u ⊗̂Φn.
The unitary operator:
U
(∑
n≥0
Φn
)
=
∑
n≥0
(n!)−1/2Φn, U−1
(∑
n≥0
Φn
)
=
∑
n≥0
(n!)1/2Φn,
with the convention that 0! = 1, gives the unitary equivalence between the two
realizations of the annihilation and creation operators in the Fock spaces, as well
as of the representations of T4sSL(2,C) in the corresponding Fock spaces.
3.3 Application of the Segal second quantization functor
to the space H⊖c−m,0 of spinors conjugated to the spinors
of the subspace H⊖−m,0
In the next step we apply the functor Γ of fermionic second quantization to the
subspace H⊖−m,0 and obtain the fermionic Fock space
Γ(H⊖−m,0) = C⊕H⊖−m,0 ⊕
(H⊖−m,0)⊗̂2 ⊕ (H⊖−m,0)⊗̂3 ⊕ . . . ;
but the above mentioned interchange of the emission and absorption operators
in Γ
(H⊖−m,0) results in replacing the single particle Hilbert space H⊖−m,0 = E−H
with a conjugated one H⊖c−m,0 and in replacing of the representation (75) acting
in H⊖−m,0 with another conjugated representation acting in the Hilbert space
H⊖c−m,0.
This procedure is the well known basis for the solution of the “negative
energy states problem” in relativistic quantum field theory, therefore we only
sketch briefly the general lines, presenting only the final results in case of the free
quantum Dirac field respecting the Dirac equation. Namely the solution is based
on the observation that the negative energy solutions lying in H⊖−m,0 = E−H
(classicaly the negative energy solutions of the equation which is to be fulfiled
by the quantized field, here of the Dirac equation Dφ = mφ (30)), should
not be interpreted as negative energy solutions of the original equation (here
Dirac equation), but rather as a kind of conugation of positive energy solutions
of a conjugation of the original (here Dirac) equation, with the conjugation
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depending on the actual kind of field. In particular for the scalar (complex)
field fulfilling the Klein-Gordon equation the conjugation coincides with the
ordinary complex conjugation (but only accidentally).
For (free) Dirac field respecting Dirac equation the conjugation is slightly
more complicated and the conjugated equation does not coincide with the orig-
inal Dirac equation. In the more general higher spin local fields the conjugation
is similar as for the Dirac equation, and is easy to guess with its general defini-
tion beig naturaly determined by the general construction of the single particle
Hilbert space of the field (with local transformation law).
Namely in general case of globally hyperbolic space-time and a free field, say
φ, on it we can extract the essential points of the construction of the free field
on the flat Minkowski manifold, although the particular computations would be
much less easy to handle. In any case the space-time manifold with its globally
hyperbolic causal structure (given by a Lorenzian metric) is crucial, together
with the type of field φ with its local transformation rule fixing the associated
type of bundle with φ ranging over its sections, and respecting a hyperbolic dif-
ferential equation Dφ = mφ. If a preferable and natural assumptions of analytic
type are put on the pseudo-riemannian space-time manifold (compare e.g. [180],
[6]) then the Lorezian metric induces a Krein structure in the space of sections
φ (compare the formulas (37), (38) of Subsect. 2.3 in the special case of flat
Minkowski space-time and the Dirac bispinors φ on it with the transformation
law (39)). We expect the corresponding differental operator D to be not merely
Krein-self-adjoint, but moreover that it allows a Krein-orthogonal spectral de-
composition similar to that obtained in Subsect. 2.3 for the ordinary Dirac
operator D (in particular it is of spectral-type). This assumption is nontrivial,
as in the Krein space Krein-self-adjoint operator in general does not allow any
spectral decomposition of the type obtained in Subsect. 2.3 for D (compare
e.g. the classic Dunford-Schwartz analysis of the type of generalized spectral
decompositions of non-normal operators). In particular the method of exten-
sion of the construction of a free field on more general space-times proposed
here have a rather restricted domain of validity, and is confined to situations
with rather very special kind of corresponding hyperbolic differential operators
D allowing “regular” Krein-orthogonal spectral decompositions. Of course in
general the spectral Krein-orthogonl decomposition of D may contain a discrete
component, or even consist of purely discrete part, depending on topology of
the space-time manifold.
Next we consider the generalized eigenspace, which we agreed to denote by
H, of the Krein-self-adjoint operator D, corresponding to the eigenvalue m, and
which consists of all distributional solutions φ of the equation Dφ = mφ. The
closed subspaces of generalized eigenspaces corresponding to the generalized
eigenvalues of D inherit nondegenerate Krein-space structure from the initial
Krein space of sections φ in which D acts. The restriction of the Krein-self-
adjoint operator D to this subspace H is not only Krein-self-adjoint but likewise
self-adjoint with respect to the inherited Krein space and Hilbert space struc-
tures on H, with well defined direct sum stucure H = E+H ⊕ EH with closed
subspaces E±H which are orhogonal and Krein orthogonal and with nonde-
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generate Krein space structure. Moreover the operator D is of spectral-type
and admits generalized spactral Krein-orthogonal decomposition in the sense
of Gelfand-Mackey, explicitely computed in Subsections 2.1-2.3, with each gen-
eralized eigenspace which inherits nondegenrate Hilbert space and Krein space
structure. This is far not the case for general Krein-selfadjoint operator, com-
pare [14]. In particular the space H of generalized eigenvectors of D correspond-
ing to the generalized real eigenvalue m > 0 (say mass) inherits nondegenrate
and natural Krein space structure, in particular Hilbert space structure. We
expect that the space-time manifold, especially its causal structure, allows to
pick up the natural discrete operation of time-orientation-reversing in terms of
an involutive unitary operator (say the sign (H) = H |H |−1 of the Hamiltonian
operatorH inH) with the property that the change of time orientation transfor-
mation acts through sign (H) as an involutive unitary which exchanges positive
energy subspace E+H with the negative energy subspace E−H of H. In case
of globally hyperbolic and highly symmetric spacetimes with time symmetry
(e.g. Einstein Static Universe) this plan is within our grasp. In particular the
harmonic analysis of [130]- [132] is sufficiently effective on the Einstein Uni-
verse to allow e.g. construction of QED on it together with the proof of its
convergence, compare [161]. In general the conjugation corresponding to the
division of “positive” and “negative energy” solution subspaces E+H and E+H
of the space of distributional solutions of Dφ = mφ is easy to guess and is
strongly suggested by the geometric context. Construction of the involutive
unitary which corresponds to the division into “positive” and “negative energy”
solution subspaces is more tricky when time symmetry is lacking at the space-
time geometry level, and reflects the conformal (causal) structure of space-time
in the operator-spectral format. In fact construction of this division involves
spectral decomposition of non-normal, Krein-self-adjoint operator D, and as we
know there are no general therorems which would assure existence of such de-
compositions nor its sufficiently regular behaviour. This is the essential source
of difficulty in achieving the honest division into “positive” and “negative” fre-
quency modes. Once a generalized spectral Krein-orthogonal decomposition of
D, similar to that presented in Subsections 2.1-2.3 is successful, the involutive
unitary and the corresponding conjugation can be easily guessed. This is the
case e.g. for the Einstein Universe, compare [130]- [132]. It can be achieved by
explicit expansion of the general solution of the Dirac equation Dφ = mφ into
“Einstein spinor modes” (as called by Segal and Zhou) and explicit division of
the modes into positive and negative frequency parts. This is a good exam-
ple to study the relationship of the conformal structure and the corresponding
involutive unitary operator. Still more interesting case we obtain for de Sit-
ter spacetime lacking time symmetry, but with the sufficiently reach harmonic
analysis to study quantum fields on it. At least one example (of scalar quantum
field on the three dimensional de Sitter spacetime), which comes naturally, we
will encounter when studying infrared fields in later part of this work. The gen-
eralized regular Krein-isometric decomposition of D (with finite but arbitrary
high dimenion of the fibre of the fibre bundle of sections of the corresponding
Clifford module), providing the corresponding Krein-orthogonal decomposition
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of the initial Krein space acted on by D, serves as the generalization of the
Fourier transform VF of Subsections 2.1-2.8 in case of less symmetric globally
hyperbolic spacetimes.
After this general remark concerning construction of free fields on more
general space-time manifolds, let us back to the construction of the free Dirac
field on the flat Minkowski space-time, or more precisely, to the conjugation,
which accompany the division H = E+H ⊕ E+H into positive and negative
energy solutions of the ordinary Dirac equation Dφ = mφ constructed as above.
As remarked earlier, the negative energy solutions φ should be interpreted
as conjugations of positive energy solutions φc of the conjugated
− i∂µφc
(
γµ
)c
= mφc (80)
Dirac equation36. The representation space of the conjugated representation is
defined as the Hilbert space H⊖c−m,0 of conjugated bispinors
(φ˜)c(p) = φ˜(−p)+ = (φ˜(−p))T (81)
with φ˜ = V ⊖ψ˜−m,0 ranging over the Hilbert space H⊖−m,0 of bispinors concen-
trated on the orbit O−m,0,0,0 (i.e. with ψ˜−m,0 ranging over the Hilbert space of
the representation
U (−m,0,0,0)L
1/2
concentrated on O−m,0,0,0 , compare Example 1, Subsection 2.1). Here (·)T stands
for tansposition operation and(
γµ
)c
=
(
γµ
)T
= γµ+.
In the space-time coordinates, i.e. after inverse Fourier transformation, the
formula for conjugation is equivalent to
φc(x) = φ(x)+ =
(
φ(x)
)T
.
On the Hilbert space H⊖c−m,0 of conjugated bispinors there is defined the (con-
36In the standard notation used by physicist the conjugated spinor φc is written as φ+ = φ
T
,
which we have already reserved for the operator conjugation of operators in the Fock space.
The complex conjugation followed by transposition we agree to denote in this section by using
the + superscript interchangibly with the conjugation superscript c, which is customary in
physical literature concerning Dirac bispinors and Dirac equation.
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jugated) inner product(
φc, φ′c
)
c
=
(
(φ˜)c, (φ˜′)c)c = (φ′, φ)
=
∫
x0=t=const.
(
φ′(~x, t), φ(~x, t)
)
C4
d3x
=
∫
R3
(
φ˜′(−~p,−|p0(~p)|), φ˜(−~p,−|p0(~p)|)
)
C4
d3~p
(2p0)2
= −
∫
R3
(
φ˜′(~p, p0(~p)), φ˜(~p, p0(~p))
)
C4
d3~p
(2p0)2
= −
∫
O−m,0,0,0
(
φ˜′(p), φ(p)
)
C4
dµ
m,0
(p)
2|p0| =
(
φ˜′, φ˜
)
H⊖−m,0
, p0(~p) = −
√
~p · ~p+m2.
where (·, ·) is the inner product (68) in the Hilbert space H⊖−m,0 ⊂ H of dis-
tributional solutions (whose Fourier transforms are concentrated on O−m,0,0,0)
of Dirac equation defined above, which induces, through Fourier transform,
the inner product
(·, ·)
H⊖−m,0
on their Fourier transforms. In the Hilbert space
H⊖c−m,0 there are defined the operations of multiplication by a number α ∈ C
and addition by the respective ordinary operations in H⊖−m,0, in the following
manner
α · (φ˜)c = (αφ˜)c = α(φ˜)c, (φ˜)c + (φ˜′)c = (φ˜+ φ˜)c, φ˜, φ˜′ ∈ H⊖−m,0.
From the formula (81) one easily see that the Fourier transforms of the
conjugated bispinors are concentrated on the positive energy orbit Om,0,0,0 in the
momentum space, and thus they are positive energy solutions of the conjugated
Dirac equation (80).
Then on the conjugated Hilbert space H⊖c−m,0 (of conjugated bispinors con-
centrated on the positive energy orbit O
m,0,0,0
) there acts naturally the repre-
sentation {
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c
(82)
conjugated to
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
with the general definition of conjugation
U c(φ˜)c = (Uφ˜)c.
Because the spin corresponding to the conjugated representation (82) is like-
wise 1/2 and the orbit is equal Om,0,0,0, then one can guess that (82) is likewise
equivalent to (70), by Mackey’s classification. Indeed one can construct explicit
equivalence similarly as V ⊕ in Example 1 (Subsection 2.1) with additional trans-
positions and complex conjugations in this construction.
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Thus to the space H⊖c−m,0 we apply the Segal’s functor Γ of fermionic quan-
tization and obtain the fermionic Fock space
H⊖F = Γ
(H⊖c−m,0) = C⊕H⊖c−m,0 ⊕ (H⊖c−m,0)⊗̂2 ⊕ (H⊖c−m,0)⊗̂3 ⊕ . . . ;
with the unitary representation
Γ
({
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c)
=
⊕
n=0,1,2...
({
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c)⊗̂n
.
The conjugation
(
φ˜
)c
of the bispinor function concentrated on O−m,0,0,0 will
be sometimes denoted by φ˜c in order to simplify notation. We construct in the
standard manner the map
H⊖c−m,0 ∋ φ˜c −→ a⊖
(
φ˜c
)
, a+⊖
(
φ˜c
)
= a⊖
(
φ˜c
)+
from H⊖c−m,0 to the families of (ordinary operators, not distributions) of anni-
hilation and creation operators acting in the fermionic Fock space Γ
(H⊖c−m,0),
fulfilling the canonical anticommutation relations:{
a⊖
(
φ˜c
)
, a⊖
(
φ˜′c
)+}
=
(
φ˜c, φ˜′c
)
H⊖c−m,0
=
(
φ˜c, φ˜′c
)
c
=
(
φ˜′, φ˜
)
H⊖−m,0
= −
∫
O−m,0,0,0
(
φ˜′(p), φ˜(p)
)
C4
dµ−m,0(p)
2|p0|
=
∫
R3
(
φ˜′(−~p,−|p0(~p)|), φ˜(−~p,−|p0(~p)|)
)
C4
d3~p
(2|p0(~p)|)2 ,
p0(~p) = −
√
~p · ~p+m2.
In particular the representation of the group T4sSL(2,C) which acts in the
Fock space H⊖F is equal
Γ
({
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c)
.
Of course on the Fock space H⊖F = Γ
(H⊖c−m,0) we have the corresponding
parity number (untary and involutive) operator In⊖ fulfilling
In2⊖ = 1, In
∗
⊖ = In⊖,
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and such that In⊖ anticommutes with the annihilation (and creation) operators:{
a⊖
(
(φ˜|
O−m,0,0,0 )
c
)
, In⊖
}
= 0.
Of course the operator In⊖ commutes:[
Γ
({
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c)
, In⊖
]
= 0
with the representation of T4sSL(2,C) acting in the Fock space Γ
(H⊕c−m,0)
and with any operator of the form Γ(A) (bounded or unbouded with linear
Dom Γ(A) in Γ
(H⊕c−m,0)).
3.4 The Fock-Hilbert space HF of the free Dirac field ψ
The Hilbert space HF of the free Dirac field is defined as the application of
the fermion second quantization functor Γ to the “single particle” Hilbert space
H′ = H⊕m,0 ⊕ H⊖c−m,0–orthogonal sum of the Hilbert spaces H⊕m,0 and H⊖c−m,0.
Therefore, by the known propery of the functor Γ, it is equal to the tensor
product
HF = H⊕F ⊗H⊖F = Γ
(H⊕m,0)⊗ Γ(H⊖c−m,0) = Γ(H⊕m,0 ⊕H⊖c−m,0)
of the fermion Fock spaces H⊕F = Γ
(H⊕m,0) and H⊖F = Γ(H⊖c−m,0) with the
representation[ ⊕
n=0,1,2,...
(
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1
)⊗̂n]
⊗
[ ⊕
n=0,1,2,...
({
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c)⊗̂n]
of the group T4sSL(2,C) acting in the Hilbert space HF .
Now observe that{
V˜ ⊖ U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c
= (V˜ ⊖)+−1 {U (−m,0,0,0)L
1/2
}c (V˜ ⊖)+.
Because by Mackey’s construction of induced representation it follows that{
U (−m,0,0,0)L
1/2}c
= S−1 U (m,0,0,0)L
1/2
S
with some (involutive) unitary operator S, we have{
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
}c
= U0
−1 U (m,0,0,0)L
1/2
U0, U0 = S (V˜ ⊖)+.
Thus the joint spectrum of the translation generators of the representation act-
ing in the Hilbert space HF of the free Dirac field thus constructed is concen-
trated on the positive energy cone C+, i.e. it is a positive energy field.
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Into the Fock-Hilbert space HF of the free Dirac field we again introduce in
the standard manner the families
H⊕m,0 ⊕H⊖c−m,0 ∋ φ˜1 ⊕ φ˜2 −→ a′
(
φ˜1 ⊕ φ˜2
)
, a′+
(
φ˜1 ⊕ φ˜2
)
= a′
(
φ˜1 ⊕ φ˜2
)+
,
fulfilling canonical anticummutation relations{
a′
(
φ˜1 ⊕ φ˜2
)
, a′
(
φ˜′1 ⊕ φ˜′2
)+}
=(
φ˜1 ⊕ φ˜2, φ˜′1 ⊕ φ˜′2
)
H⊕m,0⊕H
⊖c
−m,0
=
(
φ˜1, φ˜
′
1
)
H⊕m,0
+
(
φ˜2, φ˜
′
2
)
H⊖c−m,0
, (83)
where (·, ·)H stands for the inner product on the Hilbert space H. Here φ˜1, φ˜′1 ∈
H⊕m,0 and φ˜2, φ˜′2 ∈ H⊖c−m,0.
It follows that37
a′
(
φ˜1 ⊕ 0
)
= a⊕
(
φ˜1
)⊗ In⊖, φ˜1 ∈ H⊕m,0, (84)
a′
(
0⊕ φ˜2
)
= 1⊗ a⊖
(
φ˜2
)
, φ˜2 ∈ H⊖c−m,0 (85)
and
a′
(
φ˜1 ⊕ φ˜2) = a⊕
(
φ˜1
)⊗ In⊖ + 1⊗ a⊖(φ˜2). (86)
37Note that the equality Γ(H1 ⊕ H2) = Γ(H1) ⊗ Γ(H2) expresses in fact existence of a
canonical unitary isomorhism respecting the relevant Fock structure with paricular importance
of the canoninal nature of the indentification (a mere existence of a unitary map, here in the
context of separable Hilbert spaces, is trival and would tell us nothing as there is plenty of
such maps devoid of any relevance). The point is that the identification makes the following
equality to hold
a(u⊕ v) = a1 (u) ⊗ In2 + 1⊗ a2 (v),
for the corresponding annihilation and creation operators: a(u ⊕ v), a(u ⊕ v)+ acting in
Γ(H1 ⊕ H2), a1 (u), a1 (u)
+ acting in Γ(H1) and a2 (v), a2 (v)
+ in Γ(H2). Recall that In2
is the involutive unitary (and self-adjoint) parity number operator in Fock space Γ(H2). In
fact in case of the fermionic Fock spaces we have two canonical choices for the identification
of the spaces Γ(H1 ⊕H2) and Γ(H1)⊗Γ(H2). The second identification makes the following
equality to hold
a(u⊕ v) = a1 (u)⊗ 1+ In1 ⊗ a2 (v)
with the parity number involution In1 of te Fock space Γ(H1). Thus in paricular we can use
the other canonical idetification, where instead of (84), (85), (86) we had
a′
(
φ˜1 ⊕ 0
)
= a⊕
(
φ˜1
)
⊗ 1, φ˜1 ∈ H
⊕
m,0,
a′
(
0⊕ φ˜2
)
= In⊕ ⊗ a⊖
(
φ˜2
)
, φ˜2 ∈ H
⊖c
−m,0,
a′
(
φ˜1 ⊕ φ˜2) = a⊕
(
φ˜1
)
⊗ 1+ In⊕ ⊗ a⊖
(
φ˜2
)
.
In case of the boson Fock spaces we have essentially one canonical identification of the Fock
spaces Γ(H1 ⊕H2) and Γ(H1)⊗ Γ(H2) which makes the following equality to hold
a(u ⊕ v) = a1 (u) ⊗ 1+ 1⊗ a2 (v).
Therefore during the construction of a field with integer spin, which is not essetially neutral
(with antiparicles), when the the fermionic functor Γ is replaced with bosinic and the anti-
commutatuion relations are replaced with commutation relations, the involutive unitary and
selfadjoint operators In⊕ and In⊖ are replaced here with the unital operator 1.
138
Here In⊖ is the parity numer (involutive and self-adjoint unitary) opertor in the
Fock space Γ
(H⊖c−m,0) anticommuting with a⊖(φ˜2). The operators a⊕(φ˜1) act
on Γ
(H⊕m,0) and a⊖(φ˜2), In⊖ act on Γ(H⊖c−m,0).
In order to simplify notation the operators (84) and (85) undersood as op-
erators in the total Fock space
HF = H⊕F ⊗H⊖F (182) = Γ
(H⊕m,0)⊗ Γ(H⊖c−m,0) = Γ(H⊕m,0 ⊕H⊖c−m,0)
of the free Dirac field will likewise be denoted by a⊕(φ˜1) and a⊖(φ˜2), where
φ˜1 and φ˜2 are understood as elements φ˜1 ⊕ 0 and 0 ⊕ φ˜2 of the Hilbert space
H⊕m,0⊕H⊖c−m,0 respectively, especially when the context suggest with what Fock
space we are working.
Note in paricular that for the operators (84) and (85), undersood as opera-
tors on HF and denoted simply by a⊕(φ˜1) and a⊖(φ˜2), we have the following
canonical aticommutation relations (which follow from (83)){
a⊕(φ˜1), a⊕(φ˜′1)
+
}
=
(
φ˜1, φ˜
′
1
)
H⊕m,0
,{
a⊖(φ˜2), a⊖(φ˜′2)
+
}
=
(
φ˜2, φ˜
′
2
)
H⊖c−m,0
,{
a⊕(φ˜1), a⊕(φ˜′1)
}
=
{
a⊖(φ˜2), a⊖(φ˜′2)
}
= 0,{
a⊕(φ˜1), a⊖(φ˜′2)
+
}
=
{
a⊕(φ˜1), a⊖(φ˜′2)
}
= 0,
(87)
where again φ˜1, φ˜1 and φ˜2, φ˜
′
2 are understood respectively as elements φ˜1 ⊕
0, φ˜′1 ⊕ 0 and 0⊕ φ˜2, 0⊕ φ˜′2 of the Hilbert space H⊕m,0 ⊕H⊖c−m,0.
Similarly we may construct the Fock Hilbert space of the negative energy
Dirac field exchanging the absorption and emission operators in the fermionic
Fock space Γ
(H⊕m,0). The resulting representation will differ by the interchanged
role of the representations V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1 and V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1,
i.e. with the following representation[ ⊕
n=0,1,2,...
({
V˜ ⊕ U (m,0,0,0)L
1/2
(V˜ ⊕)−1
}c)⊗̂n]⊗[ ⊕
n=0,1,2,...
(
V˜ ⊖U (−m,0,0,0)L
1/2
(V˜ ⊖)−1
)⊗̂n]
in the Hilbert space of the free negative energy Dirac field with the joint spec-
trum of of the translation generators concetrated on the negative energy cone
C−. Now the conjugation of the representation acts on the conjugations of pos-
itive energy bispinor solutions, i.e. concentrated on the negative energy orbit.
The functor Γ allows us to have a clear insight into the strucure of the
represntation of T4sSL(2,C) acting in HF , as by construction it behaves func-
torially under the application of Γ, applied separately to H⊕m,0 and H⊖c−m,0, and
preserves the structure HF = Γ
(H⊕m,0) ⊗ Γ(H⊖c−m,0) because both H⊕m,0 and
H⊖−m,0 are invariant for the representation of T4sSL(2,C) in the single particle
Hilbert space H′ = H⊕m,0 ⊕H⊖c−m,0. In particular by the general properties of Γ
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the representation of T4sSL(2,C) acting in HF is naturally equivalent to the
representation (in the positive energy case)
Γ
(
U (m,0,0,0)L
1/2)
⊗ Γ
(
U (m,0,0,0)L
1/2)
=
[ ⊕
n=0,1,2,...
(
U (m,0,0,0)L
1/2 )⊗̂n]
⊗
[ ⊕
n=0,1,2,...
(
U (m,0,0,0)L
1/2)⊗̂n]
and to the representation (in the negative energy case)
Γ
(
U (−m,0,0,0)L
1/2)
⊗ Γ
(
U (−m,0,0,0)L
1/2)
=
[ ⊕
n=0,1,2,...
(
U (−m,0,0,0)L
1/2 )⊗̂n]
⊗
[ ⊕
n=0,1,2,...
(
U (−m,0,0,0)L
1/2)⊗̂n]
,
with the equivalence given by the unitary operator Γ(V ⊕)⊗Γ(S (V˜ ⊖)+) in the
positive energy case or by Γ
(
S (V˜ ⊕)+
)⊗ Γ(V˜ ⊖) in the negative energy case.
Recall also the simple functorial property of Γ: for any group representations
U1 and U2, Γ(U1⊕U2) is naturally equivalent to Γ(U1)⊗Γ(U2). Thus the Hilbert
space HF is naturally equivalent to the ordinary (in the mathematical sense)
Fock space with the representation of T4sSL(2,C) in the single particle Hilbert
space H′ = H⊕m,0 ⊕H⊖c−m,0 equivalent to U (m,0,0,0)L
1/2
⊕ U (m,0,0,0)L
1/2
.
3.5 Quantum Dirac free field ψ as a Wightman operator-
valued distribution. Motivation for white noise con-
struction.
In order to construct quantum Dirac field, ψ, we need a more subtle structure
than just the Fock space, as the quantum field is something which could be
called suggestively “operator-valued distribution”, and which in turn is moti-
vated by the classic analysis of measurement of quantum fields due to Bohr and
Rosenfeld. In fact the precise mathematical interpretation is in fact still on the
way. Intentionally (direction initiated by Wightman) quantum field, say ψ, is
regarded as a map f 7→ ψ(f) with ψ(f), intentionally equal∫
ψ(x)f(x) d4x =
∑
a
∫
ψa(x)fa(x) d4x, (88)
which maps continously a specified test space (here the Schwartz’s space S(R4;C4)
of bispinors f on the space-time) into a specified class of (in general unbounded)
operators L(D) on a dense domain D of the Hilbert space, i.e. of the Fock space
H⊕F = Γ
(H⊕m,0)⊗ Γ(H⊖c−m,0) = Γ(H⊕m,0 ⊕H⊖c−m,0) in case of the field ψ in ques-
tion, with a specified sequentially complete topology on L(D) respecting the
nuclear theorem and a nuclear topology on the test space, compare [195] and
[199] for a more detailed treatment. This should be regarded as the first step
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toward the precise mathematical interpretation of the notion of quantum field
introduced by the founders of QED, and in fact this is one possible approach,
most popular among mathematical physicists working within the “axiomatic ap-
proach to QFT”. There is also another possible approach, initiated by Berezin
[8] and developed by mathematicians [83], [126], [128]. Although Wightman’s
definition of the quantum (free) field does not fit well with the causal approach
to QFT, we give a general remark on it before passing to the Berezin-Hida white
noise construction – more adequate here.
In the Wighman’s construction of (free) quantum field the integral expres-
sion (88), and especially the quantum field ψ(x) at a specified space-time point,
has only symbolic character, lacking any immediate meaninig even when con-
sidering free field(s), such as ψ. This is just like the symbol ψ(x) for a symbolic
evaluation at x of a “function” which symbolizes (when – again symbolically
– integrated with a test function f) the value at f of a proper distribution –
singular generalized function. In particular when considering a free field ψ, the
value ψ(f) for a space-time test (say bispinor function f ∈ S(R4;C4)) is ob-
tained through the creation and annihilation operators evaluated at the Fourier
transform f˜ restricted to the orbit O pertinent to the representation defining
the field(s) ψ (in case of presence of antiparticles the representation is not ir-
reducible and evaluation of the creation operator, acting over the Fock space
over the single particle Hilbert space of conjugated solutions is involved, and
even in general one has to consider many orbits in presence of more complicated
fields or several fields38). The experession (88) is given a meaning whenever ap-
plied to the vectors of the allowed domain D, only very indirectly, utilizing the
quantity ψ(f), f ∈ S(R4;C4), which must be defined as the primary datum, to-
gether with the appropriate domain D, compare [195], §3-3. For the free Dirac
field ψ, the expression ψ(f), f ∈ S(R4;C4), is defined through the creation
a⊖
(
(P⊖f˜ |
O
)c
)+
and annihilation a⊕
(
P⊕f˜ |
O
)
operators:
ψ(f) = a⊕
(
P⊕f˜ |
Om,0,0,0
)
+ a⊖
((
P⊖f˜ |
O−m,0,0,0
)c)+
, (89)
evaluated respectively at P⊕f˜ |
O
and
(
P⊖f˜ |
O−m,0,0,0
)c
. Here f˜ is the ordinary
Fourier transform of spacetime bispinor f , and f˜ |
Om,0,0,0
, f˜ |
O−m,0,0,0 the re-
spetive restrictions of f˜ to the orbits Om,0,0,0, O−m,0,0,0:
f˜ |
Om,0,0,0
(p0,p) = f˜(
√
|p|2 +m2,p), f˜ |
O−m,0,0,0 (p0,p) = f˜(−
√
|p|2 +m2,p).
Here P⊕ is the projection operator acting on bispinors f˜ |
Om,0,0,0
concentrated
on Om,0,0,0 and projecting on the Hilbert space H⊕m,0, defined in Subsection 2.1.
P⊖ is the projection operator which projects bispinors f˜ |
O−m,0,0,0 concentrated
38One can consider even spectral measure of traslation generators conentrated on the set
of orbits with a finite range of possible mass parameters and the corresponding field which is
called in this case a generalized free field. We describe the case of the quantum Dirac field in
details below.
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on O−m,0,0,0 on the Hilbert space H⊖−m,0, and defined in Subsection 2.1, so that
P⊕f˜ |
Om,0,0,0
(p)
df
= P⊕(p)f˜(p), p = (
√
|p|2 +m2,p) ∈ Om,0,0,0,
P⊖f˜ |
O−m,0,0,0 (p)
df
= P⊖(p)f˜(p), p = (−
√
|p|2 +m2,p) ∈ O−m,0,0,0.
Finally (·)c stands for the conjugation defined in Subsection 3.3. By con-
struction P⊕f˜ |
O
and
(
P⊖f˜ |
O−m,0,0,0
)c
belong respectively to H⊕m,0 and H⊖c−m,0
whenever f ∈ S(R4;C4), and thus belong to the single particle Hilbert space
H⊕m,0 ⊕ H⊖c−m,0, so that the expressions a⊖
(
(P⊖f˜ |
O−m,0,0,0 )
c
)+
and a⊕(P⊕f˜ |O )
make sense. Moreover both operators P⊕, P⊖ of multiplication by the projec-
tors P⊕(p), p ∈ Om,0,0,0 and respectively P⊖(p), p ∈ O−m,0,0,0, commute by
construction with the Fourier transformed Dirac operator of point-wise multi-
plication by the matrix p0γ
0 − pkγk (summation with respect to k = 1, 2, 3)
on the Hilbert spaces H⊕m,0 and H⊖−m,0 of bispinors f˜ |Om,0,0,0 and respectively
f˜ |
O−m,0,0,0 concentrated respectively on Om,0,0,0 and O−m,0,0,0, so that
ψ
(
(iγµ∂µ −m1)f
)
= 0, f ∈ S(R4;C4),
and the field ψ fulfills the free Dirac equation as expected, because the algebraic
relation[
p0γ
0 − pkγk −m1
]
P⊕f˜ |
Om,0,0,0
(p) = 0, p = (p0,p) ∈ Om,0,0,0[
p0γ
0 − pkγk −m1
]
P⊖f˜ |
O−m,0,0,0 (p) = 0, p = (p0,p) ∈ O−m,0,0,0,
(90)
holds on the Hilbert spaces H⊕m,0 and H⊖−m,0 of bispinors f˜ |Om,0,0,0 and respec-
tively f˜ |
O−m,0,0,0 , concentrated on Om,0,0,0 and respectively on O−m,0,0,0, com-
pare Subsection 2.1. Indeed that ψ fulfills the homogeneous Dirac equation,
can also be immediately seen by noting that the Fourier transformed operator
defining homogeneous Dirac equation is equal to point-wise multiplication by
the matrix [
p0γ
0 − pkγk −m14
]
=
[
/p−m
]
and that the projection operators P⊕, P⊖, commuting with it, are equal to
operators of mutliplication by the projection matrices
P⊕(p) =
1
2m
[
/p+m
]
, p ∈ Om,0,0,0,
P⊖(p) =
1
2m
[
/p+m
]
, p ∈ O−m,0,0,0,
compare Appendix 10, formula (448). From this and from the fact that[
/p+m
][
/p−m
]
=
[
/p−m
][
/p+m
]
= [p · p−m2]1
4
= 0, p ∈ Om,0,0,0,[
/p+m
][
/p−m
]
=
[
/p−m
][
/p+m
]
= [p · p−m2]1
4
= 0, p ∈ O−m,0,0,0,
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the commutativity of
[
p0γ
0 − pkγk − m14
]
with P⊕(p) on Om,0,0,0 and with
P⊖(p) on O−m,0,0,0, as well as the relations (90) are easily seen to hold, so that
our assertion follows.
Note that in the formula (89) we have used the simplified notation for the op-
erator (84) and for the operator adjoint to (85). For the operator a⊕
(
P⊕f˜ |
Om,0,0,0
)
in the formula (89) the reader should read
a′
(
P⊕f˜ |
Om,0,0,0
⊕ 0) = a⊕(P⊕f˜ |Om,0,0,0 )⊗ In⊖ (91)
and for the operator a⊖
((
P⊖f˜ |
O−m,0,0,0
)c)+
in (89) the reader should read
a′
(
0⊕ (P⊖f˜ |
O−m,0,0,0
)c)+
= 1⊗ a⊖
((
P⊖f˜ |
O−m,0,0,0
)c)+
. (92)
On the left hand sides of the last two formulas we have the standard annihilation
and creation operators a′(u ⊕ v), a′(u ⊕ v)+ acting on the Fock space
HF = Γ
(H⊕m,0 ⊕H⊖c−m,0) = Γ(H⊕m,0)⊗ Γ(H⊖c−m,0)
of the free Dirac field introduced in Subsection 3.4. On the right hand sides of the
last two formulas we have the annihilation and creation operators a⊕
(
P⊕f˜ |
Om,0,0,0
)
and a⊖
((
P⊖f˜ |
O−m,0,0,0
)c)+
acting respectively in the Fock spaces Γ
(H⊕m,0) and
Γ
(H⊖c−m,0), and defined respecively in Subsections 3.2 and 3.3. For definition of
the unitary involutive (and thus self-adjoint) operator39 In⊖ we refer to Subsec-
tions 3.2 and 3.3.
Thus the formula (89) should properly be written as
ψ(f) = a′
(
P⊕f˜ |
Om,0,0,0
⊕ 0)+ a′(0⊕ (P⊖f˜ |
O−m,0,0,0
)c)+
. (93)
In fact ψ(f) is antilinear in f , but the additional complex conjugation will
make it linear operator-valued distribution. We have not placed this conjugation
explicitly in order to simplify notation.
It should be stressed however that the structureHF = H⊕F⊗H⊖F = Γ
(H⊕m,0)⊗
Γ
(H⊖c−m,0) of the Hilbert space of the free quantum Dirac field ψ, as well as the
tensor product form of the operators (91) and (92) in (93) does not mean that
the quantum Dirac field may be treated as sum of two independent fields of
electrons and positrons. Indeed the quantized Dirac field, equal to the linear
combination (93) of operators 40, cannot be treated as sum of field operators
respectively in Γ
(H⊕m,0) and Γ(H⊖c−m,0) simply because the arguments
P⊕f˜ |
Om,0,0,0
and
(
P⊖f˜ |
O−m,0,0,0
)c
39The operator In⊖ is replaced with the unital operator in case of integer spin (non-neutral)
field.
40Both treated as tensor product operators on Γ
(
H⊕m,0
)
⊗ Γ
(
H⊖c−m,0
)
, the first having the
second factor trivial and equal to the fundamental unitary involution In⊖ and vice versa for
the second, with the first factor trivial and equal to the unit operator.
143
in the operators (91) and (92) entering the formula (93) for ψ(f) are not in-
dependent. Indeed by choosing a function f from the test space S(R4;C4) we
predeterminate the restrictions
f˜ |
Om,0,0,0
and f˜ |
O−m,0,0,0
of its Fourier transform to the orbits Om,0,0,0 and O−m,0,0,0, which cannot be
varied independetly one from another. This dependence, imposed on
f˜1 = f˜ |Om,0,0,0 and f˜2 = f˜ |O−m,0,0,0
by the fact that they come from restrictions to the orbits of the Fourier transform
of one and the same f , cannot be realized by any natural relation put on the
two a priori independent fields of electrons and positrons, and realized through
(91) and (92) with two independent arguments f , respectively, in (91) and (92).
The domain D of the field ψ, due to the interpretation initiated by Wight-
man, is not determined uniquely but in any case contains at least the domain
D0 which arises by the action of polynomilal expressions in
ψ(f1),ψ(f2), . . . , fi ∈ S(R4;C4)
on the vacuum |0〉 = Ψ0. However we know that the domain must be con-
siderably larger if L(D) is supposed to satisfy kernel theorem in accordance to
the result of [199]. In particular it must contain the domain called D1 in [195],
p. 107, but it is even not clear for the free field determined by an irreducible
representation corresponding to a single orbit that L(D1) satisfies the theorem
on kernel as stated in [199]. We only know, by the result of [199], that such
domain D exists on which L(D) satisfies the theorem on kernel (with the “strong
topology” on L(D)), and contains the domain called D1 in [195], p. 107.
More generally for any f ∈ S(R4k) = S(R4)⊗k and for any system of free
fields ψ1, . . . ,ψk one can give a meaning of a well defined vector in the dense
domain D of the Fock space of the total system to the expression of the form
Ψ =
∫
d4x1 . . . d
4xk f(x1, . . . , xk)ψ1(x1) . . .ψk(xk)Ψ0, (94)
and then for any field ψ of the considered system of free fields and for any Ψ of
the form (94) one can give a meaning by a limit process to the expression
ψ(f)Ψ (95)
thus giving a meaning to ψ1(x1) . . .ψk(xk) of an operator-valued distribution
over the test space S(R4)⊗k on the domain containing all vectors of the form
(94), compare [195], §3-3. This is achieved by noting first that
(Ψ0,ψ1(f1) . . .ψk(fk)Ψ0)
is a well defined and separately continuous multilinear functional of the argu-
ments fi in the nuclear topology on the Schwartz space S(R4). Thus by the
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ordinary Schwartz kernel theorem it follows that there exists a unique distribu-
tion W (x1, . . . , xk) such that∫
W (x1, . . . , xk)f1(x1)f2(x2) . . . fk(xk) d
4x1 . . . d
4xk = (Ψ0,ψ1(f1) . . .ψk(fk)Ψ0)
for any fi ∈ S(R4). Using this fact (as in [195], p. 107) we next show that the
states
ΨJ =
J∑
j=1
ψ1(f1j) . . .ψk(fkj)Ψ0
converge in norm of the Fock space whenever the functions
fJ(x1, . . . , xk) =
J∑
j=1
f1j(x1)f2(x2) . . . fkj(xk)
converge to f in S(R4)k = S(R4k). The limit of ΨJ is defined as the vector
Ψ giving the meaning to the expression (94). The value (95) is defined as the
limit of ψ(f)ΨJ , and gives a well defined “operator-valued” distribution by the
pre-closed character of the operators ψ(f) on the domains D0 ⊂ D1, compare
[199].
In Wightman approach it is the formula (89) which gives the meaning to the
symbolic expression (88) when applied to the elements of the domain D.
For a given free field (or a system of free fields ψ1,ψ2, . . . ,ψk) one can give,
within the mentioned Wightman approach, a meaning to the expression
: ∂α1ψ1 . . . ∂
αkψk : (f) =
∫
: ∂α1ψ1(x) . . . ∂
αkψk(x) : f(x) d
4x (96)
as a limit, giving an operator-valued distribution [196]. However here for defini-
tion of the “Wick product” due to [196] and using Wightman’s definition of the
field the limit process involved here is devoid of any natural choice, as the “Wick
product field” of Wightman and G˚arding is obtained from an operator-valued
distribution in several spacetime variables, and then as a limit we obtain opera-
tor valued distribution in just one space-time variable. Such definition involves
a considerable amount of unnatural and rather arbitrary choices in selecting a
(class of) limit(s) of passing from test function spaces in just one space-time
variable to the test space in several space-time variables, compare [196] for one
possible choice41 of the limit process.
Unfortunately the method of [196] is not efficient (for boson, and particu-
larily for mass less fields) in the investigation of the closability of the operator
41For the opposite direction, i.e. for passing from distribution of one variable to distribu-
tion of several variables, we would have the natural choice given by the map defined by the
restriction to the diagonal, which is continuous between the test spaces. Reverse direction is
is by no means natural nor unique. The reader should also note that the “definition” of the
Wick product in [195], §3-2, p. 104, which merely says:
: ∂α1ψ(x)∂αkψ(x) := lim
x1,x2→x
[
∂αψ(x1)∂
βψ(x2)−
(
Ψ0, ∂
αψ(x1)∂
βψ(x2)Ψ0
)]
,
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(96) or its eventual self-adjointness nor for the proof of the “Wick theorem”
[15], Chap. III, useful in the causal perturbative approach to QED. Similarly
the space-time averaging as presented in [196] is not applicable to the averaging
over space-like Cauchy hypersurfaces of their “Wick product fields”, necessary
in construction of the conserved currents appearing in the Noether theorem for
free fields. In particular the Quantization Postulate for free fields as formu-
lated in [15], Chap. 2, §9.4, cannot be simply treated with Wightman-G˚arding
method, and for zero mass fields this Postulate seems to be intractable with
Wightman-G˚arding method42.
This is somewhat unsatisfactory because the causal method, which is suc-
cessful in avoiding ultraviolet infinities (also avoidning infrared infinities for the
adiabatically switched off interaction at infinity), expresses the interacting fields
in terms of time ordered products of Wick polynomials of free fields, and is sub-
stantially based on the “Wick theorem” for free fields as stated in [15], Chap.
III. Essentially this “theorem” allows to treat the (generalized) operators of the
type (compare Theorem 0 in [43])∫
κ(x1, . . . , xk) : ∂
α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . . d
4xk, (97)
with numerical,“translationally invariant” (κ(x1+a, . . . , xk+a) = κ(x1, . . . , xk)),
distributions43 κ ∈ S(R4k)∗ = (S(R4)∗)⊗k which, when integrated with test
functions f ∈ S(R4k) = S(R4)⊗k, define an operator valued distribution
f →
∫
f(x1, . . . , xk)κ(x1, . . . , xk) : ∂
α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . . d
4xk.
(98)
It is therefore not satisfactory that already at the free field level the “Wick
and
: ∂αψ(x)∂βψ(x)∂γψ(x) := lim
x1,x2→x
[
∂αψ(x1)∂
βψ(x2)
−
(
Ψ0, ∂
αψ(x1)∂
βψ(x2)∂
γψ(x3)Ψ0
)
∂γψ(x3)
−
(
Ψ0, ∂
αψ(x1)∂
γψ(x3)∂
γψ(x3)Ψ0
)
∂βψ(x2)
−
(
Ψ0, ∂
βψ(x2)∂
γψ(x3)∂
γψ(x3)Ψ0
)
∂αψ(x1)
]
,
and so on . . .
is again only heuristic, and strictly speaking is meaningless as a definition of operator-valued
distribution, as it involves limit process of passing from test space of one space-time variable
to test space of several space-time variables, which is not specified there. The reader which
would like to know the concrete choice of the possible limit process involved there which is
meant by the authors will have to consult the paper [196].
42The mentioned weaknesses of Wightman-G˚arding definition of the “Wick product” have
also been noted by I. E. Segal, compare e.g. [153], [154].
43In fact we are interested here in distributions κ which arise as tensor products of the
pairings of the corresponding free fields ∂αiψi and when the interaction does not contain
derivatives we may confine attention in (97) to the case where derivatives are absent, i.e. with
all the multiidices αi = 0. In paricular all such distributions have the mentioned invariance
property.
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theorem” in the form needed for the causal perturbative approach is not clearly
related to the free field defined according to Wightman [195].
In spite of this inconvenience, “Wick theorem” of [15], Chap III, provides
partially heuristic (but honest) basis for construction of “operator-valued dis-
tributions” of the type (98), compare Theorem 0 of [43]. This turned up to
be effective in the realization of the causal approach program of Stu¨ckelberg-
Bogoliubov. As realized later by Epstein and Glaser [43] the causal approach of
Stu¨ckelberg-Bogoliubov provides a perturbative method which avoids ultravio-
let infinities (and also infrared but with the unphysical adiabatically switched
off interaction at infinity which, especially in case of QED, needs a further anal-
ysis of the behaviour of the theory when the physical interaction is restored,
say by adiabatical switching on the interaction at infinity). The essential im-
provement of the causal method of Stu¨ckelberg-Bogoliubov added by Epstein
and Glaser is the carefull splitting of the operator-valued distributions of the
type (98) with causally supported distribution kernels κ into the retarded and
advanced parts – a task which we encounter in the causal construction of the
perturbative series. Epstein and Glaser [43] reduce this task to the splitting of
the numerical causally supported distribution kernels κ into the retarded and
advanced part. In fact this reduction of the splitting of operator-valued distri-
bution to the splitting of the numerical distribution kernels κ does not proceed
by any rigorous proof, but again seems to be a reliable assumption, which can
automatically be proved at the same level of rigour as the “Wick theorem” for
free fields of [15], Chap III.
Now in case of the first and higher order contributions to the interacting field
(in the scalar : φ4 : massive theory) Epstein and Glaser [44] were able to prove
that on a dense domain D containing D0 the contributions (taken separately)
converge in norm of the Fock space when evaluated on the states of D, provided
the intensity-of-interaction-function g converges suitably to a constant function
(i.e. for the adiabatically switched on interaction). This suggests that the higher
order contributions (taken separately) to the interacting field may represent an
operator-valued distribution in Wightman sense, at least for massive scalar : φ4 :
theory, with the interaction restored at infinity.
But because for QED similar convergence has so far been not successful (for
the adiabatic limit of restoring the interaction at infinity), and because there
are even evident counterexamples for the existence of a domain containing D0
on which such a limit could exist, some physicists come to the conclusion that
the causal perturbative method cannot provide any sensible contributions to the
interacting fields in QED.
But we claim that such conclusion would be premature. This is because the
quantum field as defined by Wightman is not the one which is satisfactory from
the physical point of view, in particular it does not provide sufficient basis for
the “Wick theorem” for free fields needed for the causal perturbative method or
even for the Noether theorem for free fields. The fact that the contributions to
the interacting field in the massive scalar : φ4 :-theory compose a Wightman field
is from the physical point of view completely irrelevant and in fact accidental.
Similarly the fact that the contributions to the interacting fields in QED do
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not form Wightman fields (which can be rather safely assumed) is completely
irrelevant from the physical point of view.
A serious physical problem would arise if we had the following situation
summarized by the following two hypotheses:
1) Assume we are using a “new” mathematically rigorous construction of the
(free) field in the causal perturbative method, which would be satisfactory
in giving a solid basis for a rigorous formulation and proof of the “Wick
theorem” for free fields, in giving a strict mathemathical meaning to the
field at specified space-time point (of course it cannot be ordinary operator
in the Fock or generally Hilbert space of the field), which moreover allows
to treat rigorously expressions like (97).
2) Assume that the higher order contributions to interacting fields cannot
be interpreted as fields in this “new” satisfactory sense, when we put the
intesity-of-interaction-function g equal everywhere to one (i.e. with the
interaction restored at infinity).
If we had this situation we would be in a serious trouble, but fortunatley we
are not.
In this context we should recall the classic work of Berezin [8] who poined
out that there exists a natural constrution of quantum free field(s), which gives
a meaning to the field ψ(x) at each specified space-time point x. Although ψ(x)
is not an ordinary operator in the Fock space, nonetheless it has a meaning as a
generalized operator mapping continously a dense nuclear subspace (E) of the
Fock space HF = Γ
(H⊕m,0⊕H⊖c−m,0) into its strong dual (E)∗. The point is that
the nuclear space (E) is uniquely determined by the space-time geometry and
by the transformation rule of the field, leaving no “hand-made” manipulations.
Later on Hida, Obata and Saitoˆ [83], [128] converted Berezin’s ideas [8] into a
very elegant construction of free fields in terms of white noise formalism. But
perhaps the most important fact is that, when using the Berezin-Hida white
noise costruction of free fields, the expressions (88), (97) and the expression∫
f(x1, . . . , xk)κ(x1, . . . , xk) : ∂
α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . . d
4xk
in (98) all become particular examples of a wide class of integral kernel operators
(97), transforming continously the Hida nuclear test space (E) into its strong
dual (E)∗. We denote the linear space of all operators transforming continously
(E) into (E)∗ (resp. into (E)) by L
(
(E), (E)∗
)
(resp. by L
(
(E), (E)
)
) and en-
dow with the topology of uniform convergence on boundedd sets. Theory of such
operators is computationally very effective, compare [83], [128], [126]. In par-
ticular there exists a theory of Fock expansions of operators from L
(
(E), (E)∗
)
into series of integral kernel operators of the type (98), symbol calculus for such
operators, as well as effective criteria put on the numerical distribution kernels κ
under which the corresponding integral kernel operator (97) from L
(
(E), (E)∗
)
belongs to L
(
(E), (E)
)
, i.e. transforms continously the Hida test space (E)
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into itself, and thus represents a densely defined ordinary operator in the Fock
space. In particular as a corollary from the general theory of integral kernel
operators we obtain a theorem that the map (98) is continuos from the nuclear
test space to the space L
(
(E), (E)
)
endowed with the topology of uniform con-
vergence on bounded sets, for massive free fields ψk and the same theorem holds
for the map f 7→ ψ(f), with ψ(f) defined by (88), and now (88) becomes to
be a well defined operator-valued distribution. If among the fields ψk there are
mass less fields, then still (98) is a well defined integral kernel operator and can
be averaged in the states of the Hida subspace and each such average defines a
well defined scalar distribution (as a function of f), compare Subsetion 3.6.
It thus follows that the Berezin-Hida white noise construction of free fields
fulfills the requirement put on the “new” construction of the free field of the
above stated Assumption 1). When we use this construction for free fields and
put into the causal perturbative series for interating fields, then each order con-
tribution to interacting fields with the intensity-of-interaction-function g equal
1, becomes a well defined integral kernel operator∫
κ(x1, . . . , xk, x) : ∂
α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . .d
4xk,
(or a finite sum of such), which can be understood as integral kernel operator∫
κ′(x1, . . . , xk) : ∂α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . . d
4xk,
but with the vector-valued distributional kernel κ′ with values in the strong
dual to the space of space-time test function space (tempered distributions),
and moreover, the map
f 7→
∫
f(x)κ(x1, . . . , xk, x) : ∂
α1ψ1(x1) . . . ∂
αkψk(xk) : d
4x1 . . . d
4xkd
4x,
is continuous from the nuclear space-time test function space to the space
L
(
(E), (E)∗
)
, which can be averaged in the states of the Hida subspace, and
each such average defines a scalar distribution as a functional of the test function
f . A proof of this assertion for contributions of each order to the interacting
Dirac field and electromagnetic potential field in QED can be found in Subsec-
tion 3.7, compare also 6. Thus fortunately the above Assumtion 2) is false.
Thus improving the method of Stu¨ckelberg and Bogoliubov, corrected by the
careful splitting of Epstein and Glaser, still further by using the Berezin-Hida
construction of free fields, understood as integral kernel operators with vector-
valued kernels, we obtain well defined contributions to the interacting fields,
as integrl kernel operators with vector-valued kernels, which are well defined
operator-valued distributions continously mapping the test space into the space
L
(
(E), (E)∗
)
endowed with the topology of uniform convergence on bouned
sets, and defined as integral kernel operators with vector-valued kernels. They
can be averaged in the states of the Hida subspace and each such average defines
a scalar distribution as a functional of the test function. Moreover we open up
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in this way the perturbative series to the general mathematical theory of Fock
expansions for operators in L
(
(E), (E)∗
)
into integral kernel operators, [128],
[126], [124], here defined by the integral kernel operators corresponding to the
contributions of each individual order. Thus not only divergences at each order
separately are not encountered, but we also acquire a new mathematical tool
for the investigation of the convergence of the perturbative series for interacting
fields. Therefore we obtain in this manner a perturbation method which, from
the start to the end, uses well defined mathematical objects without encounter-
ing any ultraviolet nor infrared divergences; but moerover we can subject the
convergence of the perturbative series for interacting fields to computationally
effective criteria.
In fact the integral kernels κ in (97) which we are interested in are of spe-
cial form because their Fourier transforms κ˜ are concetrated on the Cartesian
product of the orbits corresponding to the respective free fields, and can be re-
garded as distributions on the tensor products of nuclear spaces of restrictions
of the Fourier transforms of test function spaces to the corresponding orbits.
Denoting the nuclear spaces of restrictions of the Fourier transforms of the test
functions to the coresponding orbits, respectively by E1, E2, . . . (depending on
the number of free fields in the system) we can restrict attention to the integral
kernel operators in the momentum picture which are of the form
Ξl,m(κ˜) =
∫
κ˜(k1, . . .kl,p1, . . .pm)×
× a1(k1)+ · · · al(kl)+a1(p1) · · ·am(pm) d3k1 · · ·d3kld3p1 . . . d3pm, (99)
with kernels κ˜ as numerical distributions, i.e. belonging to
E∗i ⊗ . . . E∗l ⊗ E∗1 ⊗ . . . E∗m = L
(
E1 ⊗ · · · ⊗ El ⊗ E1 ⊗ · · · ⊗ Em, C
)
(when considering the so called n-point distributions in the expansion of the
scattering matrix or when computing (67)) or with kernels κ˜ as vector-valued
distributions, i.e. belonging to
L
(
E1 ⊗ · · · ⊗ El ⊗ E1 ⊗ · · · ⊗ Em, E ∗
)
(100)
when considering contributions to interacting fields. For reasons we explain
below (and in details in the following two Sections) we have to consider two
different kinds of nuclear spaces E of space-time test C-valued functions, corre-
spondingly to the zero mass fields and to the massive fields (or correspondingly
to the orbit O1,0,0,1 which is given by one sheet of the light cone in momentum
space or to the orbit Om,0,0,0 which is given by one sheet of the two-sheeted
hyperboloid of fixed mass in the momentum space). In the first massive case
the nuclear space E of space-time test C-valued functions run over the ordinary
Schwartz space S(R4;C), in the second case E is equal to the closed subspace
S00(R4;C) of S(R4;C) of all those functions whose Fourier transforms vanish at
zero together with all their derivatives. Now in each case Ei is equal either to
the nuclear space of restrictions of the Fourier transforms of elements of E (equal
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either S(R4;C) or S00(R4;C)) to the corresponding orbit (Om,0,0,0 or O1,0,0,1).
Denoting the nuclear space of Fourier transforms of the elements of S00(Rn;C)
by S0(Rn;C), we see that Ei is equal respectively S(R3;C) or S0(R3;C), ac-
cordingly to the corresponding orbit O. The operators ai(ki)
+, ai(pi) in (99)
compose canonocal pairs of commuting or anticommuting generalized operators
at the specified points ki and pi of in the cartesian coordinates on the corre-
sponding orbit Oi in the momentum space, constructed within the white noise
setup.
3.6 Quantum Dirac free field ψ as an integral kernel op-
erator with vector-valued distributional kernel within
the white noise construction of Berezin-Hida-Obata
In constructing the quantum free Dirac field ψ according to Berezin-Hida, we
proceed in sense in a totally opposite direction in comparison to Wightman.
Namely Wightman restricts the arguments u ⊕ v ∈ H′ = H⊕m,0 ⊕H⊖c−m,0 of the
operators a′(u ⊕ v), a′(u ⊕ v)+ in (93) to the nuclear subspace E ∼= S(R3;C4)
of all those u⊕ v for which u are equal to
u = P⊕f˜ |
O−m,0,0,0 , f ∈ S(R4;C4)
and
v =
(
P⊖f˜ |
O−m,0,0,0
)c
, f ∈ S(R4;C4).
In the following steps he keeps the arguments u ⊕ v of the annihilation and
creation operators a′(u ⊕ v), a′(u ⊕ v)+ within the nuclear space E, and with
the domain D of the oparators a′(u ⊕ v), a′(u ⊕ v)+ which is not uniquely nor
naturally determined.
According to Berezin-Hida we choose quite an opposite direction: we extend
the domain of the arguments u ⊕ v of the creation and annihilation operators
a′(u ⊕ v), a′(u ⊕ v)+ to include also generalized states (elements of the strong
dual E∗ ∼= S(R3;C4)∗ – tempered distributions) u ⊕ v, like the plane wave
solutions. This is exactly what is needed (and used but at the formal level)
in the (formal) proof of the so called “Wick theorem” for free fields, presented
in [15], Chap. III. By utilizing the rigorous construction of the Hida operators
a′(u⊕ v), a′(u⊕ v)+ we convert this formal proof into a rigorous one.
This is achieved in the following manner. First we introduce the nuclear
space E as above, which composes with the single particle Hilbert space H′ =
H⊕m,0 ⊕H⊖c−m,0, a Gelfand triple
E ⊂ H′ ⊂ E∗
‖
H⊕m,0 ⊕H⊖c−m,0
.
We should do it in such a manner which allows lifting of this construction to
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the second quantized level with the corresponding Gelfand triple
(E) ⊂ Γ(H′) ⊂ (E)∗
‖
Γ
(H⊕m,0 ⊕H⊖c−m,0) ,
with a nuclear (Hida) dense subspace (E) in the Fock space Γ(H′) = Γ(H⊕m,0⊕
H⊖c−m,0
)
. For each u ⊕ v ∈ E∗ the annihilation operators a′(u ⊕ v) become
operators continously transforming the nuclear dense space (E) into itself. Be-
cause the inclusion of (E) into the strong dual (E)∗ is continuous, the opera-
tors a′(u ⊕ v) can be naturally regarded as continous operators (E) → (E)∗.
By construction the creation operators a′(u ⊕ v)+, u ⊕ v ∈ E∗, are equal
(·)◦a′(u⊕v)∗◦(·), i.e. to the linear duals a′(u⊕v)∗ of the annihilation operators
a′(u ⊕ v) composed with complex conjugation, and thus transform continously
the strong dual space (E)∗ into itself, and can be naturally regarded as continous
operators (E) = (E)∗∗ → (E)∗ (because (E) is reflexive). For u ⊕ v ∈ E the
operators a′(u ⊕ v), a′(u ⊕ v)+ become operators transforming continously the
nuclear dense space (E) into itself and thus belong to L
(
(E), (E)
)
. Moreover
the maps
E ∋ u⊕ v 7−→ a′(u⊕ v) ∈ L ((E), (E)),
E ∋ u⊕ v 7−→ a′(u⊕ v)+ ∈ L ((E), (E)),
are continuous when L
(
(E), (E)
)
– the linear space of linear continuous op-
erators from (E) into (E) – is given the natural nuclear topology of uniform
convergence on bounded sets.
Therefore it is important to have the Gelfand triple E ⊂ H′ ⊂ E∗ in the form
which allows its lifting to the Fock space and the construction of the Hida test
space (E) composing the Gelfand triple (E) ⊂ Γ(H′) ⊂ (E)∗. This is in particu-
lar the case when we have the nuclear space E ⊂ H′ in the standard form, [128].
Namely let (O, dµ
O
) be a topological space O with a Baire (or Borel) measure
dµ
O
. Then we assume that H′ is naturally unitarily U equivalent to the Hilbert
space of C-valued measurable (equivalence classes modulo equality almost ev-
ereywhere) and square summable functios L2(O, dµ
O
). Next we assume that
E ⊂ H′ is naturally unitarily equivalent, with the same unitary equivalence U
which also defines an isomorphisim of E with the standard countably Hilbert
nuclear space SA(O;C) ⊂ L2(O, dµO ;C), composing a Gelfand triple
SA(O;C) ⊂ L2(O, dµO ;C) ⊂ SA(O;C)∗ ,
and fulfilling the Kubo-Takenaka conditions. For standard construction of a
nuclear space SA(O;C) ⊂ L2(O, dµO ;C) as arising from a standard (self-adjoint
with nuclear or Hilbert Schmidt A−1) operator A on L2(O, dµ
O
;C), fulfilling
Kubo-Takenaka conditions, compare [128], or Subsection 5.1.
In this situation we have the natural lifting of the Gelfand triple over to the
Fock space: (SA(O;C)) ⊂ Γ(L2(O, dµO ;C)) ⊂ (SA(O;C))∗ ,
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constructed from the standard operator Γ(A) in Γ
(
L2(O, dµ
O
;C)
)
. That the
operator Γ(A) will be standard whenever A is, also for the fermionic functor Γ
and under the same assumptions for A as in the boson case, can be proved in
exactly the same way as in [128], Lemma 3.1.2, for the bosonic case (the proof
is even simpler in fermi case because the occupation numbers assume only the
values 0 or 1 in this case).
Eventually we have the initial standard Gelfand triple in the single particle
Hilbert space H′ given in the standard form only up to a unitary isomorphism:
SA(O;C) ⊂ L2(O;C) ⊂ SA(O;C)∗
↓↑ ↓↑ ↓↑
E ⊂ H′ ⊂ E∗
‖
H⊕m,0 ⊕H⊖c−m,0
,
with the vertical arrows indicating the unitary operator (and its inverse) U :
H′ → L2(O;C) whose restriction to E defines an isomorphism U : E →
SA(O;C) of nuclear spaces and whose linear transposition U∗ defines isomor-
phism SA(O;C)∗ → E∗. The nuclear space E ⊂ H′ then corresponds to the
standard operator U−1AU on H′, and can be be constructed from it (compare
[128], Subsection 5.1).
The last Gelfand triples can be lifted to the corresponding Fock spaces to-
gether with the corresponding isomorphisms determined by the unitary op-
erator Γ(U): its restriction to (E) ⊂ Γ(L2(O;C)) transforming continously
(E) → (SA(O;C)), or linear transposition of this restriction, defining the iso-
morphism (E)∗ → (SA(O;C))∗:(SA(O;C)) ⊂ Γ(L2(O;C)) ⊂ (SA(O;C))∗
↓↑ ↓↑ ↓↑
(E) ⊂ Γ(H′) ⊂ (E)∗
‖
Γ
(H⊕m,0 ⊕H⊖c−m,0)
.
In this case we have the following relations for the annihilation (and correspond-
ingly creation) operators
Γ(U)+ a
(
U+−1(u⊕ v))Γ(U) = a′(u ⊕ v),
Γ(U)+ a
(
U+−1(u⊕ v))+ Γ(U) = a′(u⊕ v)+,
u⊕ v ∈ E∗. (101)
Here the Hida operators a′(u ⊕ v), a′(u ⊕ v)+ coincide with the ordinary an-
nihilation and creation operators a′(u ⊕ v), a′(u ⊕ v)+ (defined in Subsection
3.4) on the Hida subspace (E) ⊂ Γ(H′) ⊂ (E)∗ of the Fock space Γ(H′) =
Γ
(H⊕m,0 ⊕ H⊖c−m,0), whenever u ⊕ v ∈ E ⊂ H′ = H⊕m,0 ⊕ H⊖c−m,0 ⊂ E∗. Simi-
larly a(w), a(w)+ coincide with the standard annihilation and creation opera-
tors on the Hida subspace
(SA(O;C)) of the Fock space Γ(L2(O;C)), whenever
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w ∈ SA(O;C) ⊂ L2(O;C) ⊂ SA(O;C)∗. In this case we can restrict the cre-
ation and annihilation operators a′(u⊕ v), a′(u⊕ v)+ to the Hida subspace (E)
and regard them as elements of L
(
(E), (E)
)
(and respectively a(w), a(w)+ ∈
L
(
(SA(O;C)), (SA(O;C))
)
) and similarily restrict the linear dual composed
with complex conjugation Γ(U)+ = (·) ◦ Γ(U)∗ ◦ (·) : (SA(O;C))∗ → (E)∗ to
the subspace (E), where it coincides with the ordinary inverse Γ(U)−1 of the
unitary operator Γ(U), and with the inverse U+−1 = (·)◦U∗−1 ◦ (·) of the linear
dual U∗ : SA(O;C)∗ → E∗ to U composed with conjugations degenerating to
U+−1 = U on the subspace E ⊂ E∗. In this particual case the general formula
(101) degenerates to
Γ(U)−1 a
(
U(u⊕ v))Γ(U) = a′(u ⊕ v),
Γ(U)−1 a
(
U(u⊕ v))+ Γ(U) = a′(u⊕ v)+,
u⊕ v ∈ E ⊂ E∗. (102)
But the formula (101) is valid generally for the operators a′(u⊕ v), a′(u⊕ v)+ ∈
L
(
(E), (E)∗
)
,
a(w), a(w)+ ∈ L
((SA(O;C)), (SA(O;C))∗),
uderstood in the sense of Hida with u⊕ v ∈ E∗, or respectively w ∈ SA(O;C)∗,
and with Γ(U) undestood as a continous isomorhism
(E) −→ (SA(O;C))
of nuclear spaces in the first formula of (101) and with Γ(U)+ = (·) ◦Γ(U)∗ ◦ (·)
as its continous dual isomorhism(SA(O;C))∗ −→ (E)∗
composed with complex conjugation in (101). Below we give generalized opera-
tors a′(u⊕v), a′(u⊕v)+ (and respectively a(w), a(w)+), due to Hida, which make
sense also for u ⊕ v (respectively w), lying in the space dual to E, respectively
dual to SA(O;C).
In order to simplify notation we agree to write the last isomorphisms (101)
(and their particular case (102)) induced by U simply idetifying the correspond-
ing operators, namely
a
(
U+−1(u ⊕ v)) = a′(u⊕ v), a(U+−1(u⊕ v))+ = a′(u⊕ v)+, u⊕ v ∈ E∗,
a
(
U(u⊕ v)) = a′(u ⊕ v), a(U(u⊕ v))+ = a′(u⊕ v)+, u⊕ v ∈ E ⊂ E∗,
(103)
as operators transforming continously Hida spaces into their strong duals (in
the first case) or as operators transforming continously Hida spaces into Hida
spaces (in the second case).
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Note that in our case the initial Gelfand triple E ⊂ H⊕m,0 ⊕ H⊖c−m,0 ⊂ E∗
over the single particle Hilbert space H′ = H⊕m,0 ⊕ H⊖c−m,0 does not have the
standard form, because the single particle Hilbert space H′ does not have the
form L2(O, dµ
O
;C). Indeed note that the Hilbert space
L2(R3, d3p/(2p0(p))2;C4) = ⊕41L2(R3, d3p/(2p0(p))2;C)
= L2(R3 ⊔ R3 ⊔R3 ⊔ R3, d3p/(2p0(p))2;C)
does have the required form L2(O, dµ
O
;C), with
O = R3 ⊔ R3 ⊔R3 ⊔ R3
equal to the disjoint sum of four copies of R3 and the direct sum measure dµ
O
coinciding with d
3p
(2p0(p))2
on each copy R3. But recall that although in our case
the values φ˜(p) of the bispinors φ˜ ∈ H⊕m,0 concentrated on the positive energy
orbit Om,0,0,0 range over C4, nonetheless H⊕m,0 does not have the standard form
L2(R3, d3p/(2p0(p))2;C4),
because for each fixed p the vectors φ˜(p, p0(p)), with φ˜ ranging over H⊕m,0,
do not span C4, but are equal to the image ImP⊕(p, p0(p)) 6= C4, for p =
(p, p0(p)) ∈ Om,0,0,0, because rankP⊕(p, p0(p)) = 2 6= 4 (compare Subsection
2.1, where the projection operator P⊕ of point-vise multiplication by P⊕(p),
p ∈ Om,0,0,0, acting on bispinors concentrated on the orbit Om,0,0,0 is defined).
Similarily H⊖c−m,0 does not have the standard form
L2(R3, d3p/(2p0(p))2;C4)
in spite of the fact that the conjugations φ˜c ∈ H⊖c−m,0 of the bispinors φ˜ ∈ H⊖−m,0
concetrated on the negative energy orbit O−m,0,0,0 take their values in C4, be-
cause {φ˜(p, p0(p)), φ˜ ∈ H⊖−m,0} = ImP⊖(p, p0(p)) 6= C4 with rankP⊖(p, p0(p)) =
2 6= 4, for p = (p, p0(p)) ∈ O−m,0,0,0.
But there exists a natural unitary isomorphism U (in fact a class of such
natural U)
U : H′ = H⊕m,0 ⊕H⊖c−m,0 −→ L2(R3, d3p;C4)
between the single particle Hilbert space H′ and the Hilbert space
L2(R3, d3p;C4) = ⊕L2(R3, d3p;C) = L2(R3 ⊔ R3 ⊔ R3 ⊔ R3, d3p;C),
which moreover restricts to an isomorphism between the nuclear spaces of
Schwartz bispinors in E ⊂ H′ and Schwartz functions in S(R3;C4) = SA(R3;C4) ⊂
L2(R3, d3p;C4).
Indeed for φ˜ ∈ H⊕m,0, φ˜′ ∈ H⊖−m,0 we put
U
(
φ˜⊕ (φ˜′)c
)
df
= (φ˜)1+ ⊕ (φ˜)2+ ⊕ (φ˜′)1− ⊕ (φ˜′)2−
= (φ˜)1 ⊕ (φ˜)2 ⊕ (φ˜′)3 ⊕ (φ˜′)4 ∈ ⊕41L2(R3;C) = L2(R3;C4), (104)
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where
(φ˜)1(p) = (φ˜)1+(p)
df
=
1
2p0(p)
u1(p)
+φ˜(p0(p),p), p0(p) =
√
|p|2 +m2,
(φ˜)2(p) = (φ˜)2+(p)
df
=
1
2p0(p)
u2(p)
+φ˜(p0(p),p), p0(p) =
√
|p|2 +m2,
and
(φ˜′)3(p) = (φ˜′)1−(p)
df
=
1
2|p0(p)|v1(p)
+φ˜′(−|p0(p)|,−p)
=
1
2|p0(p)|v1(p)
+
(
(φ˜′)c(|p0(p)|,p)
)T
,
p0(p) = −
√
|p|2 +m2,
(φ˜′)4(p) = (φ˜′)2−(p)
df
=
1
2|p0(p)|v2(p)
+φ˜′(−|p0(p)|,−p)
=
1
2|p0(p)|v2(p)
+
(
(φ˜′)c(|p0(p)|,p)
)T
,
p0(p) = −
√
|p|2 +m2
Here us(p), vs(−p), s = 1, 2, are the Fourier transforms of the complete system
of solutions of the Dirac equation, given by the formula (438) of Appendix 10
in the so-called chiral representation of Dirac gamma matrices (which we have
used in Subsection 2.1); or by the formula (450) of Appendix 10 in the so-called
standard representation of the Dirac gamma matrices. It follows that for any
(φ˜)1 = (φ˜)1+, (φ˜)2 = (φ˜)2+, (φ˜
′)3 = (φ˜′)1−, (φ˜′)4 = (φ˜′)2− ∈ L2(R3;C) we have
U−1
(
(φ˜)1+ ⊕ (φ˜)2+ ⊕ (φ˜′)1− ⊕ (φ˜′)2−
)
df
= φ˜⊕ (φ˜′)c ∈ H⊕m,0 ⊕H⊖c−m,0, (105)
where
φ˜(p0(p),p)
df
=
∑
s=1,2
2p0(p) (φ˜)s+(p)us(p), p0(p) =
√
|p|2 +m2
and(
(φ˜′)c(|p0(p)|,p)
)T
= φ˜′(−|p0(p)|,−p) df=
∑
s=1,2
2|p0(p)| (φ˜′)s−(p) vs(p),
p0(p) = −
√
|p|2 +m2.
That U−1 is indeed equal to the inverse of the operator U follows immedi-
ately from the relations (441) for φ˜ ∈ H⊕m,0 and from the relations (442) for
φ˜′ ∈ H⊖−m,0 of Appendix 10. That U−1 is isometric follows immediatelly from
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the orthonormality relations (439) for us(p), vs(p), s = 1, 2. That U is iso-
metric follows immediately from the relations (441) for φ˜ ∈ H⊕m,0 and from the
relations (442) for φ˜′ ∈ H⊖−m,0 of Appendix 10. That U transforms isomorphi-
cally the indicated nuclear spaces follows from the fact that the components of
us(p), vs(p), s = 1, 2, are all multilpliers of the Schwartz algebra S(R3;C).
Note here that there are more than just one canonical choice of the solutions
us(p), vs(−p), s = 1, 2, with smooth components belonging to the algebra of
multipliers or even convolutors of S(R3;C). Indeed having given one choice
us(p), vs(−p), s = 1, 2, we can apply the unitary operator to us(p), vs(− p),
s = 1, 2, of multiplication by a unitary matrix with components smoothly de-
pending on p and belonging to the algebra of multipliers of S(R3;C), and which
rotates the initial us(p), vs(− p), s = 1, 2, within the 2-dimentional images re-
spectively of P⊕(p0(p),p) or P⊖(−|p0(p)|,p). We obtain in this way various
isomorphisms U and the corresponding unitary equivalent realizations of the
Dirac field.
Recall, please, that the nuclear Schwartz space S(R3;C4) can be obtained
as a standard countably Hilbert nuclear space
S(R3;C4) = SA(R3;C4) ⊂ L2(R3, d3p;C4) = ⊕41L2(R3, d3p;C)
with the standard operator A on
L2(R3, d3p;C4) = ⊕41L2(R3, d3p;C)
equal to the direct sum
A = ⊕H(3) (106)
of four copies of the three dimensional oscillator hamiltonian operator
H(3) = −∆p + p · p+ 1
on
L2(R3, d3p;C),
compare e.g. Appendix A.3 of [80], or [166].
Summing up we will construct the Gelfand triples
L2(R3 ⊔ R3 ⊔ R3 ⊔ R3, d3p;C)
‖
SA(R3;C4) ⊂ ⊕L2(R3;C) ⊂ SA(R3;C4)∗
↓↑ ↓↑ ↓↑
E ⊂ H′ ⊂ E∗
‖
H⊕m,0 ⊕H⊖c−m,0
, (107)
related by vertical isomorhisms induced by the unitary operator (104)
U : H′ = H⊕m,0 ⊕H⊖c−m,0 −→ ⊕L2(R3;C)
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with restriction to the nuclear space E mapping isomorphically
E −→ SA(R3;C4) = S(R3;C4)
with A defined by (106). The first triple has the standard form, and can be
lifted with the help of Γ(A). Thus we may define in the standard form the Hida
operators a(w), a(w)+ in the Fock space Γ
( ⊕ L2(R3;C)). The corresponding
Hida operators a′(u ⊕ v), a′(u ⊕ v)+ in the Fock space Γ(H′) of the free Dirac
field need not be separately constructed, and can be expressed with the help of
the standard Hida operators a(w), a(w)+ in the Fock space Γ
(⊕L2(R3;C)), by
utilizing the isomorphism induced by U . Namely Hida operators a′(u⊕v), a′(u⊕
v)+ can be expressed by the Hida operators a(w), a(w)+ as in the formula (103),
namely:
a
(
U+−1(u ⊕ v)) = a′(u⊕ v), a(U+−1(u⊕ v))+ = a′(u⊕ v)+, u⊕ v ∈ E∗,
a
(
U(u⊕ v)) = a′(u ⊕ v), a(U(u⊕ v))+ = a′(u⊕ v)+, u⊕ v ∈ E ⊂ E∗.
The plan of the rest part of this Subsection is the following. First, we give the
white noise constrution of the Hida operators a(w), a(w)+ obtained by lifting to
the Fock space of the first (standard) Gelfand triple in (107). In the next step
we utilize the natural unitary isomorphism U given by (104), which induces
the isomorphism of the Gelfand triples in (107). Namely, using the unitary
isomorphism U and the Hida operators a(w), a(w)+ corresponding to the lifting
of the first triple in (107) we compute the Hida operators a′(u⊕v), a′(u⊕v)+ in
the Fock space Γ(H′) (which enter into the Dirac field (93)), using the formula
(103).
Let us concetrate now on the first (standard) of the Gelfand triples in (107)
and its lifting to the Fock space Γ
(⊕L2(R3;C)), together with the Hida defini-
tion of the Hida operators a(w), a(w)+, w ∈ SA(R3)∗ = S(R3)∗. We only recall
definition and some basic facts, reffering e.g. to [128], [84], [126], [159], for more
information.
We are using here the modified realization of annihilation-creation operators
in the Fock space, defined in the Remark 2 of Subsection 3.2. It fits well with
that used by Hida, Obata, Saitoˆ, [83], [128], [126], for boson case, when adopting
the results of [83], [128], [126], concerning integral kernel operators, to fermion
case.
REMARK 3. It should be emphasized here that the results of [83], [128], [126],
concerning the so called integral kernel operators and their Fock expansions, can
be proved without any essental changes also for the fermi case after [83], [128],
[126]. Note that these theorems (e.g. Lemma 2.2, Thm. 2.2, Thm. 2.6. of [83],
or Thm. 3.13 of [126]) could have been formulated and proved as well for the
so called general Fock space
Γgeneral(H) =
∞⊕
n=0
H⊗n
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without symmetrizing or antisymmetrizing the tensor products. In particular
symmertization (antisymmetrization) plays no fundamental role in the proof of
these theorems, which are based on the norm estimations of the m-contractions
⊗m,⊗m. Their eventual symmetrizations ⊗̂m, ⊗˜m (or antisymmetrizations),
which arise in the latter stage when restricting attention to the boson (or fermion)
case, has nothing to do with these estimations and allows to state the analogous
results for boson as well as for the fermion case.
Although differences between the fermi and bose case which arise have noth-
ing to do with the analysis of integral kernel operators (in which we are mostly
interested), we should mention here some of them. The fundamental difference
is that the algebra structure of the nuclear Hida test space, determined by the
tensor product, is not commutative but skew commutative, due to the atisym-
metricity of the tensors in the fermi Fock space, and cannot be naturally realized
as a nuclear function space on the strong dual E∗ with multiplication defined
by point wise multiplication (because such multiplication is always commuta-
tive). In connection with this we have no natural isomorphism of the Fermi
Fock space to the space of square integrable functions on E∗ with the Gaus-
sian measure on E∗ (no Wiener-Itoˆ-Segal decomposition based on commutative
infinite-dimensional measure space is possible). Of course a mere existence of a
unitary map between the fermi Fock space and an L2 space over a Gaussian mea-
sure space is trivial, but there are plenty of such maps devoid of any relevance.
Naturality of the Wiener-Itoˆ-Segal decomposition for the bose case is crucial.
In order to keep a natural nature, e.g. preserving the algebra structure of the
Hida test space (now skew commutative), in extending Wiener-Itoˆ-Segal decom-
position to the fermi case, a non-commutative extension of abstract integration
is needed, and has been provided by Segal (note however that Segal [157] is not
using a non-commutative extension of ordinary measure – but of a weak distri-
bution on a Hilbert space). Because these questions concerning non commutative
character of the multiplicative structure of the Hida test space in case of fermi
case are not immediately related to the calculus of Fock expansions of integral
kernel operators, developed in [83], [128], [126], we do not enter these questions
in our work. In particular we do not exploit in any susbstantial manner the
fact that Hida annihilation operators can be interpreted as graded derivations
on the Z2 graded skew commutative nuclear algebra of Hida test functionals.
The only practical consequence of this fact we feel in computations concerning
integral kernel operators is that we confine ourselves to skew-symmetric kernels
(in variables corresponding to fermi Hida creation-annihilation operators) in
order to keep one-to-one correspondence between the kernels and corresponding
operators.
But there is a relevant tool for computations which must be treated in slightly
different manner in the two cases – bose and fermi case. Namely the symbol
calculus, initiated by Berezin [8] and developed mainly by Obata [124], [126],
must be realized in a slightly different manner for fermi case in comparison with
the bose case. It order to adopt the symbol calculus of Obata to the fermi case it
is convenient first to divide the fermi fock space Γ(H′) into the subspaces Γ+(H′)
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of even elements
Φ =
∞∑
n=0
Φn,
(with even n in this decomposition), and Γ−(H′) of odd elements Φ (with n odd
in this decomposition). Similarily we do for the nuclear spaces (E) = (E)+ ⊕
(E)−, (E)∗ = (E)∗+ ⊕ (E)∗−. Next we note that for ξ ∈ E⊗̂ 2 (and generally
ξ ∈ E⊗̂m with even m) the exponetial map
ξ 7→ Φξ =
∞∑
n=0
1
(2n)!
ξ⊗̂n ∈ (E)+
is well defined and continuous. Using this exponential map we utilize the Obata
symbol for even operators, i.e. transforming (E)+ → (E)∗+ and (E)− → (E)∗−.
The odd operators, i.e. transforming (E)+ → (E)∗− and (E)− → (E)∗+ are
reduced to even by muliplication by one Hida (creation, respectively annihilation)
operator. Finally we note that any continuous operator (E)→ (E)∗ is naturally
a direct sum of an even and an odd operator; compare [159].
Let | · |0, (·, ·)0 denote the standard L2 norm and inner product on
L2(R3, d3p;C4) = ⊕41L2(R3, d3p;C)
and by the same symbol | · |0, after [83] and [128], we denote the Hilbert space
norm on the Hilbert space tensor product
L2(R3, d3p;C4)⊗n,
as well as its restriction to the antisymmetrized tensor product
L2(R3, d3p;C4)⊗̂n.
Recall that
|f |k = |(A⊗n)kf |0 f ∈ Dom(A⊗n)k ⊂ L2(R3, d3p;C4)⊗n
(in particular well defined for f ∈ SA(R3;C4)⊗̂n).
Let ‖ · ‖0, ((·, ·))0 denote the Hilbert space norm and the corresponding
inner product on Fock space defined by the formula (convetion used by [83],
[126], compare Remark 2 of Subsection 3.2)
‖Φ‖20 =
∞∑
n=0
n! |Φn|20
for Φ with decomposition
Φ =
∞∑
n=0
Φn, with Φn ∈ L2(R3, d3p;C4)⊗̂n.
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Recall that by definition
‖Φ‖k = ‖Γ(A)kΦ‖0 and |Φn|k = |(A⊗n)kΦn|0
for Φ ∈ Γ(L2(R3, d3p;C4)) and Φn ∈ L2(R3, d3p;C4)⊗̂n.
It follows in particular that the general element
Φ =
∞∑
n=0
Φn, with ‖Φ‖20 =
∞∑
n=0
n! |Φn|20 <∞, (108)
of the Fock space Γ
(
L2(R3, d3p;C4)
)
belongs to the Hida test space
(SA(R3;C4)) ⊂
Γ
(
L2(R3, d3p;C4)
)
iff Φn ∈ SA(R3;C4)⊗̂n for all n = 0, 1, 2, . . . and
∞∑
n=0
n! |Φn|k <∞ for all k ≥ 0.
In this case
‖Φ‖2k =
∞∑
n=0
n! |Φn|k <∞ for all k ≥ 0. (109)
Note that the norms
‖Φ‖k = ‖Γ(A)kΦ‖0 with Φ ∈
(SA(R3;C4))
are well defined on the Hida space
(SA(R3;C4)) ⊂ Γ(L2(R3, d3p;C4)) also for
k equal to any negative integer. Completion of
(SA(R3;C4)) with respect to
the Hilbertian norm
‖ · ‖−k = ‖Γ(A)−k · ‖0 with fixed k ∈ N
is equal to a Hilbert space, which we denote(
SA(R3;C4)
)
−k
, (110)
and which is also equal do the completion of Dom Γ(A)−k (equal to the whole
Fock space Dom Γ(A)−k = Γ
(
L2(R3, d3p;C4)
)
for k = 0, 1, 2, . . .) with respect
to the norm ‖ · ‖−k. The Hilbert space (110) is for each k ≥ 0 canonically
isomorphic, including the case k = 0, (Riesz isomorphism) to the Hilbert space
dual of the Hilbert space (
SA(R3;C4)
)
k
, (111)
compare [128]. Recall that the Hilbert space (111) is equal to the completion of
the domain Dom Γ(A)k with respect to the norm ‖ · ‖k. The Hilbert spaces(
SA(R3;C4)
)
−k
, k = 0, 1, 2, . . .
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compose an inductive system, [62], [128], with natural continuous inclusions
(
SA(R3; C4)
)
−0 ⊂
(
SA(R3; C4)
)
−1 ⊂
(
SA(R3; C4)
)
−2 ⊂ . . . ⊂
(
SA(R3; C4)
)∗
‖
Γ
(
L2(R3, d3p; C4)
)
‖
Γ
(
L2(R3, d3p; C4)
)∗
.
(112)
which is dual to the projective system
(SA(R3; C4)) ⊂ . . . . . . ⊂
(
SA(R3; C4)
)
2
⊂
(
SA(R3; C4)
)
1
⊂
(
SA(R3; C4)
)
0
‖
Γ
(
L2(R3, d3p; C4)
)
.
(113)
defining the Hida space
(SA(R3;C4)). The two systems (113) and (112) can
be joined into single system of Hilbert spaces with comparable and compatible
norms, by using the natural isomorphism of the dual to the adjoint space
Γ
(
L2(R3, d3p;C4)
)∗ ∼= Γ(L2(R3, d3p;C4)) = (SA(R3;C4))−0
to the Hilbert space
Γ
(
L2(R3, d3p;C4)
)
=
(
SA(R3;C4)
)
0
(Riesz isomorphism, compare [62], [128]), and noting that the elemets of the
Hilbert space H and its adjoint space H are the same:
(SA(R3; C4)) ⊂ . . . . . . ⊂
(
SA(R3; C4)
)
2
⊂
(
SA(R3; C4)
)
1
⊂
(
SA(R3; C4)
)
0
=
‖
Γ
(
L2(R3, d3p; C4)
)
=
(
SA(R3; C4)
)
−0 ⊂
(
SA(R3; C4)
)
−1 ⊂
(
SA(R3; C4)
)
−k ⊂ . . . ⊂
(
SA(R3; C4)
)∗
‖
Γ
(
L2(R3, d3p; C4)
)
The strong dual
(SA(R3;C4))∗ of the Hida space (SA(R3;C4)) is equal to
the inductive limit of the system (112). Recall that the Hida space
(SA(R3;C4))
itself is equal to the projective limit of the system (113), compare [128].
Similarily as for the elements of Hida (or Fock) space, likewise each ele-
ment Φ ∈ (SA(R3;C4))∗ of the strong dual to the Hida space has a unique
decomposition
Φ =
∞∑
n=0
Φn, with Φn ∈
(SA(R3;C4)⊗̂n)∗. (114)
In this case there exists a natural k such that
‖Φ‖2−k =
∞∑
n=0
n! |Φn|2−k <∞.
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Note that we have natural real and complex structure on the spaces we
encounter here with well defined complex conjugation (·). In partiular, if we
denote the dual pairings on SA(R3;C4)∗ × SA(R3;C4) and on
(SA(R3;C4))∗ ×(SA(R3;C4)) by 〈·, ·〉 and respectively by 〈〈·, ·〉〉 then we have
〈ξ, η〉 = (ξ, η)0, for ξ ∈ SA(R3;C4) ⊂ SA(R3;C4)∗, η ∈ SA(R3;C4),
〈〈Ψ,Φ〉〉 = ((Ψ ,Φ ))0, for Ψ ∈
(SA(R3;C4)) ⊂ (SA(R3;C4))∗,Φ ∈ (SA(R3;C4)).
Now we are ready to define the Hida operators a(w), a(w)+, w ∈ SA(R3;C4)∗
in the Fock space Γ
(
L2(R3, d3p;C4)
)
corresponding to the first (standard)
Gelfand triple in (107).
Namely for each w ∈ SA(R3;C4)∗, and each general element (108) of the
Hida space we define Hida annihilation operator a(w) which by definition acts
on the element Φ given by (108) according to the following formula
1) a(w)
(
Φ = Φ0
)
= 0,
2) a(w)Φ =
∑
n≥0
nw ⊗̂1Φn.
Now we define the Hida creation operator a(w)+, w ∈ SA(R3;C4)∗, trans-
forming the strong dual
(SA(R3;C4))∗ of the Hida space into itself. Namely
let w ∈ SA(R3;C4)∗ and let Φ be any general element (114) of the strong
dual
(SA(R3;C4))∗. The action of the Hida creation operator a(w)+, w ∈
SA(R3;C4)∗, on such Φ is by definition equal
a(w)+Φ =
∑
n≥0
w ⊗̂Φn.
Here as well as in the definition of the Hida annihilation operator the tensor
product ⊗ and its 1-contraction ⊗1 (antisymmetrized ⊗̂, ⊗̂1) is equal to the
projective tensor product over the respective nuclear spaces:
SA(R3;C4)∗,SA(R3;C4)⊗n,SA(R3;C4)⊗̂n,(SA(R3;C4)⊗n)∗, (SA(R3;C4)⊗̂n)∗,
In this case (of nuclear spaces) tensor product is essentially unique with the
projective tensor product coinciding with the equicontinuous tensor product.
Recall that
v1 ⊗̂ · · · ⊗̂ vn = (n!)−1
∑
π
sign (π) v
π(1)
⊗ · · · ⊗ v
π(n)
,
with v
i
in the respective space, and that the antisymmetrized 1-contraction ⊗̂1
is uniquely determined by the formula
u ⊗̂1v1 ⊗̂ · · · ⊗̂ vn = (n!)−1
∑
π
sign (π) 〈u, v
π(1)
〉 v
π(2)
⊗ · · · ⊗ v
π(n)
,
u ∈ SA(R3;C4)∗, vi ∈ SA(R3;C4),
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with the sums ranging over all permutations π of the natural numbers 1, . . . , n,
and with the evaluation 〈u, v
π(1)
〉 of u on v
π(1)
, which restricts to
〈u, v
π(1)
〉 = (u, v
π(n)
)0 whenever u ∈ SA(R3;C4) ⊂ SA(R3;C4)∗.
It follows that a(w), w ∈ SA(R3;C4)∗, transforms continously the Hida space
into the Hida space
a(w) :
(SA(R3;C4)) −→ (SA(R3;C4)),
for a proof compare e.g. [128], [159]. By composig it with the natural con-
tinous inclusion
(SA(R3;C4)) ⊂ (SA(R3;C4))∗, we can also regard the Hida
annihilation operator a(w), w ∈ SA(R3;C4)∗, as a continuous operator
a(w) :
(SA(R3;C4)) −→ (SA(R3;C4))∗.
It follows by general property of transposition, [183], that a(w)∗, w ∈
SA(R3;C4)∗, maps continously the strong dual of the Hida space into itself
a(w)∗ :
(SA(R3;C4))∗ −→ (SA(R3;C4))∗.
By composig it with the dual(SA(R3;C4)) ∼= (SA(R3;C4))∗∗ ⊂ (SA(R3;C4))∗
of the natural inclusion
(SA(R3;C4)) ⊂ (SA(R3;C4))∗, we can regard the Hida
creation operator a(w)∗, w ∈ SA(R3;C4)∗, as a continuous operator
a(w)∗ :
(SA(R3;C4)) −→ (SA(R3;C4))∗.
It turns out that
a(w)+ = (·) ◦ a(w)∗ ◦ (·), w ∈ SA(R3;C4)∗,
for a(w)∗, a(w)+ understood as maps of the strong dual of the Hida space into
itself (or resp. as maps transforming the Hida space into its strong dual);
compare [128], [159].
REMARK. Note that in fact the definition of the Hida operator used by math-
ematicians is slightly different in comaprison to ours with the additional complex
conjugation
mathematicians’s a(w) = ours a(w).
In particular ours a(w) is anti-linear in w, which is the convetion accepted in
physical literature. This is the conjugation A+ = (·) ◦A∗ ◦ (·) equal to the linear
transpose composed with complex conjugations, which connects the Hida gener-
alized annihilation a(w) and creation operators a(w)+, due to the convention
which we have accepted, and which is used by physicists. In the convention ac-
cepted by mathematicians it is the ordinary linear transpose which connects the
generalized Hida annihilation a(w) and creation operators a(w)∗.
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In the mathematical literature the fact that the Hida annihilation operator
a(w) is a (Z2-graded in fermi case) derivation on the Hida nuclear algebra (with
the multiplication defined by the antisymmetrized tensor product ⊗̂) is reflected
by the following notation introduced by Hida:
Dw
df
= a(w), w ∈ SA(R3;C4)∗ = S(R3;C4)∗.
(here the convention used by mathematicians is better because their
Dw
df
= a(w)
is linear in w, and in bose case when the Hida space is realized as commutative
algebra of functions on SA(R3;C4)∗, the Hida annihilation operator a(w) is
indeed equal to the G˚ateaux derivation in the direction of w and not in direction
w).
Recall that SA(R3;C4) = S(R3;C4) = ⊕41S(R3;C) we regard as the nuclear
space of complex valued functions f on four disjoint copies of R3 whose restric-
tions fs to each s-th copy coincide with the Schwartz functions in SH(3)(R3;C) =
S(R3;C). In particular for each value of the discrete index s ∈ {1, 2, 3, 4}, cor-
respoduing to each copy, and for each point p ∈ R3, we have well defined Dirac
delta-functional δs,p ∈ SA(R3;C4)∗ = S(R3;C4)∗ defined by
δs,p(f) = fs(p),
i.e. the evaluation of the restriction of f to the s-th copy of R3 at the point p
of that copy. Simply speaking δs,p is the evaluation functional at fixed point
(s,p) of the disjoint sum R3 ⊔ R3 ⊔ R3 ⊔ R3.
The generalized Hida annihilation and creation operators a(w), a(w)+ eval-
uated at w = δs,p equal to the Dirac delta functionals δs,p have special impor-
tance, and have special notation in mathematical literature
∂s,p
df
= D
δs,p
df
= a(δs,p), ∂
+
s,p = D
+
δs,p
= a(δs,p)
+
reflecting the derivation-like character of these generalized Hida operators, and
are called Hida’s differential operators. But we have also widely used notation
for operators in physical literature, with whom the Hida differential operators
should be identified. Namely generalized Hida operators should be identified
with the operators frequently written by physicists in the following manner
as(p)
df
= D
δs,p
df
= ∂s,p
df
= a(δs,p),
as(p)
+ df= D+
δs,p
df
= ∂+s,p
df
= a(δs,p)
+.
More precisely the operators as(p), as(p)
+ for s = 1, 2 should be identified with
the operators bs(p), bs(p)
+ for s = 1,−1 of the book [147], p. 82 (or with the
operators
∗
a
−
s (p), a
+
s (p), s = 1, 2, of the book [15], p. 123)). The operators
as(p), as(p)
+ for s = 3, 4 should respectively be identified with the operators
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ds(p), ds(p)
+ for s = 1,−1, of the book [147], p. 82 (or respectively with the
operators a−s (p),
∗
a
+
s (p), s = 1, 2, of the book [15], p. 123).
Note that because the Dirac delta fuctional δs,p is real δs,p = δs,p (i.e.
commutes with complex conjugation), then
a(δs,p)
+ = ∂+s,p = a(δs,p)
∗ = ∂∗s,p,
so that for Hida’s differential operators the linear adjunction ∂∗s,p coincides with
the Hermitean adjunction ∂+s,p.
We may thus summarize the notation used here with that used by other
authors in the following table
Hida-Obata [128] Scharf [147] Bogoliubov-Shirkov [15]
as=1(p)
df
= a(δs=1,p) ∂s=1,p bs=1(p)
∗
a
−
s=1(p)
as=2(p)
df
= a(δs=2,p) ∂s=2,p bs=−1(p)
∗
a
−
s=2(p)
as=3(p)
df
= a(δs=3,p) ∂s=3,p ds=1(p) a
−
s=1(p)
as=4(p)
df
= a(δs=4,p) ∂s=4,p ds=−1(p) a−s=2(p)
as=1(p)
+ df= a(δs=1,p)
+ ∂∗s=1,p bs=1(p)
+ a+s=1(p)
as=2(p)
+ df= a(δs=2,p)
+ ∂∗s=2,p bs=−1(p)
+ a+s=2(p)
as=3(p)
+ df= a(δs=3,p)
+ ∂∗s=3,p ds=1(p)
+ ∗a
+
s=1(p)
as=4(p)
+ df= a(δs=4,p)
+ ∂∗s=4,p ds=−1(p)
+ ∗a
+
s=2(p)
Now we remind some basic results of the calculus of integral kernel operators
constructed mainly by Hida, Obata, and Saitoˆ, which we will use here and in
the following Sections (especially in Section 6).
Before doing it we make a general remark concerning norm estimations of the
left ⊗̂l and right ⊗̂l antisymmetrized (or symmetrized) l-contractions (compare
[128])
|f̂⊗̂lĝ|k, |F̂ ⊗̂lĝ|−k, |F̂ ⊗̂lĝ|−k, F̂ ∈
(
SA(R3;C4)⊗̂ (l+m)
)∗
, f̂ , ĝ ∈ SA(R3;C4)⊗̂ (l+n).
Namely passing from estimations for the norms
|f⊗lg|k, |F⊗lg|−k, |F⊗lg|−k, for F ∈
(
SA(R3;C4)⊗(l+m)
)∗
, f, g ∈ SAR3;C4)⊗(l+n),
with non antisymmetrized (or non symmetrized F , f and g), summarized in
Prop. 3.4.3, Lemma 3.4.4, 3.4.5, to estimations with symmetrized or antisym-
metrized F̂ , f̂ and ĝ we note that we have
F ⊗̂lg = F ⊗l g = ±F ⊗l g = ±F ⊗̂lg,
for F ∈
(
SA(R3;C4)⊗̂(l+m)
)∗
, g ∈ SA(R3;C4)⊗̂(l+n),
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and
|f̂ |k ≤ |f |k, f ∈ SA(R3;C4)⊗n, k ∈ Z,
in each case: for symmetrization as well as for antisymmetrization (̂·). This al-
lows to restate the estimations for non symmetrized/antisymmetrized F , f and
g (summarized in Prop. 3.4.3, Lemma 3.4.4, 3.4.5) in the form of propositions
analogous to Prop. 3.4.7, 3.4.8, 3.4.9 in [128] for the contractions of antisym-
metrized F̂ , Ĝ, ĝ, f̂ on exactly the same footing as for symmetrized F̂ , Ĝ, ĝ, f̂
(as we have already mentioned in Remark 3). In particular theorems concernig
integral kernel operators and Fock expansions, in both cases 1) of scalar-valued
kernels [83], [124], and 2) of vector-valued kernels [126], can be stated and proved
exactly as in [83], [124], [126] also for the fermi case. The only difference which
arises in fermi case (compared to the bose case) comes from additional factor
(−1) depending on the degree of the involved tensors. In particular we should
note that for nonsymmetrized F ∈
(
SA(R3;C4)⊗k
)∗
, G ∈
(
SA(R3;C4)⊗l
)∗
,
and h ∈ SA(R3;C4)⊗(k+l+m), we have
F ⊗k
(
G⊗l h
)
=
(
G⊗ F )⊗k+l h in this order!
and thus by antisymmetrization (̂·) we get
F̂ ⊗̂k
(
Ĝ⊗̂lĥ
)
=
(
Ĝ⊗̂F̂ )⊗̂k+lĥ = (−1)(deg F̂ )(deg Ĝ) (F̂ ⊗̂Ĝ)⊗̂k+lĥ,
deg F̂
df
= k, deg Ĝ
df
= l;
(instead of Proposition 3.4.8 of [128] with symmetrization (̂·) in bose case, where
the factor (−1)(deg F̂ )(degG) degenerates to 1).
Similarily we have for F ∈
(
SA(R3;C4)⊗l
)∗
, G ∈
(
SA(R3;C4)⊗m
)∗
, and
f ∈ SA(R3;C4)⊗(l+n)
〈F ⊗l f,G⊗m g〉 = 〈F ⊗G, f ⊗n g〉.
Again passing to the subspaces of antisymmetrized tensors we obtain
〈F̂ ⊗̂lf̂ , Ĝ⊗̂mĝ〉 = 〈 F̂ ⊗̂ Ĝ, f̂⊗̂nĝ〉 = (−1)m(deg f̂) 〈 F̂ ⊗̂ Ĝ, f̂ ⊗̂n ĝ〉,
(instead of Prop. 3.4.9 in [128] with symmetrization (̂·) for bose case).
The replacements of symmetrization (̂·) with antisymmetrization (̂·) (with
the appropriate factors −1) in the analysis of integral kernel operators in [128],
are rather obvious, thus we leave the detailed inspection to the reader as an
exercise. We mention only some particular cases in explicit form.
In particular we have the following analogue of Thm 4.1.7 of [128].
THEOREM 1. Let Φ ∈ (SA(R3;C4)) be any element of the Hida space, and
let
Φ =
∞∑
n=0
Φn, Φn ∈ SA(R3;C4)⊗̂n
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be its decomposition (thus fulfiling (109)). Then for
y1, . . . ym ∈ SA(R3;C4)∗
we have
Dy1 · · ·DymΦ =
∞∑
n=0
(−1)m−1 (n+m)!
n!
(y1⊗̂ · · · ⊗̂ym)⊗̂mΦm+n.
Moreover, for any k ≥ 0, q > 0 and Φ ∈ (SA(R3;C4)) we have
‖Dy1 · · ·DymΦ‖k ≤ ρ−q/2mm/2
(
ρ−q
−2qelnρ
)m/2
|y1|−(k+q) · · · |ym|−(k+q) ‖Φ‖k+q.
Here
ρ
df
= ‖A−1‖op = λ−10 , λ0 = inf SpecA > 1,
which we achieve by eventually adding the unit operator to the ordinary 3-
dimensional oscillator hamiltonian operator and taking the sum as the direct
summand H(3) in A defined by (106).
Using this theorem (analogue of Thm. 4.1.7 of [128]) as well as the mentioned
above analogue of Prop. 3.4.9 of [128] as does Obata in [128]) we prove in
particular the following (analogue of Lemma 4.3.1 in [128] or Lemma 2.1 in
[83]):
LEMMA 1. For any elements Φ,Ψ ∈ (SA(R3;C4)) of the Hida space we put
(si, ti ∈ {1, . . . , 4}, ki,pi ∈ R3)
η
Φ,Ψ
(s1,k1, . . . , sl,kl, t1,p1, . . . , tm,pm) =
〈〈
∂∗s1,k1 · · · ∂∗sl,kl∂t1,p1 · · · ∂tm,pm Φ, Ψ
〉〉
,
then for any k > 0 we have
|η
Φ,Ψ
|
k
≤ ρ−k(llmm)1/2( ρ−k−2kelnρ
)(l+m)/2
‖Φ‖k‖Ψ‖k.
In particular, η
Φ,Ψ
∈ SA(R3;C4)⊗(l+m).
This allows analysis of an important class of integral kernel operators Ξl,m(κl,m) ∈
L
( (SA(R3;C4)) , (SA(R3;C4))∗ ), corresponding to κl,m ∈ (SA(R3;C4)⊗(l+m))∗ =(S(R3;C4)⊗(l+m))∗ = S(R3;C4)∗⊗(l+m), and written
Ξl,m(κl,m)
=
4∑
s1,...sl,t1,...tm=1
∫
(R3)l+m
κl,m(s1,k1, . . . , sl,kl, t1,p1, . . . , tm,pm)×
× ∂∗s1,k1 · · ·∂∗sl,kl∂t1,p1 · · · ∂tm,pm d3k1 . . . d3kld3p1 . . .d3pm. (115)
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THEOREM 2. Namely (compare Thm.4.3.2 in [128] or Thm. 2.2. of [83]) for
any κl,m ∈
(SA(R3;C4)⊗(l+m))∗ = (S(R3;C4)⊗(l+m))∗ there exists (uniquely
corresponding to κl,m if κl,m is antisymmetric: κl,m ∈
(S(R3;C4)⊗̂ l⊗S(R3;C4)⊗̂m)∗
in fermi case, or symmetric in bose case) continuous operator Ξl,m(κl,m) ∈
L
( (SA(R3;C4)) , (SA(R3;C4))∗ ), written as in (115), such that〈〈
Ξl,m(κl,m)Φ, Ψ
〉〉
= 〈κl,m, ηΦ,Ψ〉, Φ,Ψ ∈
(SA(R3;C4)),
where
η
Φ,Ψ
(s1,k1, . . . , sl,kl, t1,p1, . . . , tm,pm) =
〈〈
∂∗s1,k1 · · · ∂∗sl,kl∂t1,p1 · · · ∂tm,pm Φ, Ψ
〉〉
.
Moreover, for any k > 0 with |κl,m|−k <∞ it holds
‖Ξl,m(κl,m)Φ‖−k ≤ ρ−k
(
llmm
)1/2( ρ−k
−2kelnρ
)(l+m)/2
|κl,m|−k ‖Φ‖k.
We have the following important theorem (Thm. 4.3.9 of [128], Thm. 2.6 of
[83]) which provides neccessary and sufficient condition for the integral kernel
operator (115) to be continuous not merely as an operator on the Hida space
into its strong dual, but likewise as operator transforming continously the Hida
space into itself (thus becoming ordinary densely defined operator in the Fock
space):
THEOREM 3. Let κl,m ∈
(SA(R3;C4)⊗(l+m))∗. Then
Ξl,m(κl,m) ∈ L
( (SA(R3;C4)) , (SA(R3;C4)) )
if and only if κl,m ∈ SA(R3;C4)⊗l ⊗
(SA(R3;C4)⊗m)∗. In that case, for any
k ∈ Z, q > 0 with α+ β ≤ 2q, it holds
‖Ξl,m(κl,m)Φ‖k
≤ ρ−q/2(llmm)1/2( ρ−α/2−αelnρ
)l/2(
ρ−β/2
−βelnρ
)m/2
|κl,m|l,m;k,−(k+q)‖Φ‖k+q,
for all Φ ∈ (SA(R3;C4)).
Here for f ∈ (SA(R3;C4)⊗(l+m))∗ we have defined after [128], Chap. 3.4
|f |
l,m;k,q
df
=
(∑
i,j
|〈f, e(i)⊗ e(j)〉|2|e(i)|2
k
|e(j)|2
q
)1/2
, k, q ∈ R.
Recall that here we have used (after [128]) the multiindex notation
e(i) = e
i1
⊗ · · · ⊗ e
il
, i = (i1, . . . , il),
e(j) = ej1 ⊗ · · · ⊗ ejm , j = (j1, . . . , jm),
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with {e
j
}∞j=0 being the complete orthonormal system in
L2(R3;C4) = L2(R3 ⊔ R3 ⊔ R3 ⊔ R3;C)
of eigenvectors of the operator A defined by (106): Aej = λjej , which belong
to the nuclear Schwartz space
e
j
∈ SA(R3;C4) = SA(R3 ⊔ R3 ⊔R3 ⊔ R3;C).
In our case
R3 ⊔ R3 ⊔ R3 ⊔ R3 ∋ (s,p) 7−→ e
j
(s,p) = ε
j
(p), s ∈ {1, 2, 3, 4},
where {ε
j
}∞j=0 is the system of products εj = hnj hmj hlj , λj = µnj +µmj+µlj +1
of Hermite functions – composing the complete orthonormal system of eigen-
functions of the hamiltonian operatorH(3) in L
2(R3;C) of the three dimensional
oscillator (here µ
i
is the eigenvalue corresponding to the Hermite fuction h
i
of
the one dimensional oscillator hamiltonian H(1)). When considering the white
noise construction of zero mass fields we will likewise encounter another family
of nuclear spaces SA(R3,C4) = S0(R3,C4), or SA(R3,Cn) = S0(R3,Cn) with
another standard operator A = ⊕A(3) on L2(R3;C4), or on L2(R3;Cn), with
A(3) 6= H(3).
In particular we have the following Corollary (the fermi analogue of Prop.
4.3.10 of [128])
COROLLARY 1. For y ∈ SA(R3,C4)∗ it holds that
Dy = Ξ0,1(y) =
4∑
s=1
∫
R3
y(s,p)∂s,pd
3p, D+y = Ξ1,0(y) =
4∑
s=1
∫
R3
y(s,p)∂∗s,pd
3p.
In particular,
∂s,p = Ξ0,1(δs,p), ∂
∗
s,p = Ξ1,0(δs,p).
For y ∈ SA(R3,C4) ⊂ SA(R3,C4)∗
Ξ0,1(y),Ξ1,0(y) ∈ L
( (SA(R3,C4)) , (SA(R3,C4)) )
and the linear maps
SA(R3,C4) ∋ y 7−→ Ξ0,1(y) = Dy ∈ L
( (SA(R3,C4)), (SA(R3,C4)) )
SA(R3,C4) ∋ y 7−→ Ξ1,0(y) = D+y ∈ L
( (SA(R3,C4)), (SA(R3,C4)) )
are continuous.
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Moreover, for y1, . . . , ym ∈ SA(R3,C4)∗ it holds
Dy1 · · ·Dym = Ξ0,m(y1 ⊗ · · · ⊗ ym)
= Ξ0,m(y1 ⊗̂ · · · ⊗̂ ym)
=
4∑
s1,...,sm=1
∫
(R3)m
y1(s1,p1) · · · y1(sm,pm) ∂s1,p1 · · · ∂sm,pm d3p1 · · · d3pm
= (m!)−1
∑
π∈Sm
signπ
4∑
s1,...,sm=1
∫
(R3)m
y1(sπ(1) ,pπ(1)) · · · ym(sπ(m) ,pπ(m))×
× ∂s1,p1 · · · ∂sm,pm d3p1 · · ·d3pm,
where π runs over the set Sm of all permutations of the numbers 1, 2, . . . ,m.
Note that because for y, y′ ∈ SA(R3,C4)∗, ξ, ξ′ ∈ SA(R3,C4) all the opera-
tors
Dy = Ξ0,1(y) =
4∑
s=1
∫
R3
y(s,p)∂s,pd
3p, and D+ξ = Ξ1,0(ξ) =
4∑
s=1
∫
R3
ξ(s,p)∂∗s,pd
3p,
Dy′ = Ξ0,1(y
′) =
4∑
s=1
∫
R3
y′(s,p)∂s,pd3p, and D+ξ′ = Ξ1,0(ξ
′) =
4∑
s=1
∫
R3
ξ′(s,p)∂∗s,pd
3p,
belong to L
( (SA(R3,C4)) , (SA(R3,C4)) ) then their products as operators
transforming Hida space into Hida space are meaningfull. We have in this case
the canonical anticommutation rules{
Ξ0,1(y),Ξ1,0(ξ)
}
= 〈y, ξ〉1, {Ξ0,1(y),Ξ0,1(y′)} = {Ξ1,0(ξ),Ξ1,0(ξ′)} = 0,
(116)
or {
Dy, D
+
ξ
}
= 〈y, ξ〉1, {Dy, Dy′} = {D+ξ , D+ξ′} = 0.
They are frequently written in the form (which should be understood properly
in a rigorous sense explained below){
∂s,p, ∂
∗
s′,p′
}
= δs,p(s
′,p′),
{
∂s,p, ∂s′,p′
}
=
{
∂∗s,p, ∂
∗
s′,p′
}
= 0, (117)
or using the notation of physicists{
as(p), as′(p
′)+
}
= δss′δ(p−p′),
{
as(p), as′(p
′)
}
=
{
as(p)
+, as′(p
′)+
}
= 0,
s, s′ ∈ {1, 2, 3, 4}
or (like in [147], p. 82){
bs(p), bs′(p)
+
}
= δss′δ(p− p′),
{
bs(p), bs′(p)
}
=
{
bs(p)
+, bs′(p)
+
}
= 0,{
ds(p), ds′(p)
+
}
= δss′δ(p− p′),
{
ds(p), ds′(p)
}
=
{
ds(p)
+, ds′(p)
+
}
= 0,{
bs(p), ds′(p)
+
}
= 0, s, s′ = 1,−1,
(118)
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with the obvious identifications
Dy = a(y) = a(y|s=1 ⊕ y|s=2 ⊕ y|s=3 ⊕ y|s=4)
= b(y|s=1 ⊕ y|s=2 ⊕ 0⊕ 0) + d(0 ⊕ 0⊕ y|s=3 ⊕ y|s=4)
a(y) =
4∑
s=1
∫
R3
y(s,p)as(p)d
3p,
b(y|
s=1
⊕ y|
s=2
⊕ 0⊕ 0) =
2∑
s=1
∫
R3
y(s,p)as(p)d
3p =
2∑
s=1
∫
R3
y(s,p)b−2s+3(p)d3p,
d(0 ⊕ 0⊕ y|
s=3
⊕ y|
s=4
) =
4∑
s=3
∫
R3
y(s,p)as(p)d
3p =
4∑
s=3
∫
R3
y(s,p)d−2s+7(p)d3p
for
y ∈ SA(R3,C4)∗.
The relations (117) or equivalently (118) should be interpreted properly.
Namely the first set of relations (116) in the particular case y, ξ ∈ SA(R3,C4)
reduces to {
Ξ0,1(y),Ξ1,0(ξ)
}
= (y, ξ)0 1
with the inner product (·, ·)0 on L2(R3;C4). Using the continuity of the inner
product (·, ·)0 in the nuclear topology of SA(R3,C4) ⊂ L2(R3;C4) (compare
[62], Ch. I.4.2) and nuclearity of SA(R3,C4), it follows that the bilinear map
y × ξ 7→ (y, ξ)01 defines an operator-valued distribution:
SA(R3,C4)⊗ SA(R3,C4) ∋ ζ 7→ Ξ0,0(ζ)
=
∫
R3×R3
ζ(s,p, s′,p′)τ(s,p, s′,p′)1 d3pd3p′ = τ(ζ)1
where τ ∈ (SA(R3,C4)⊗ SA(R3,C4))∗ is defined by
〈τ, y ⊗ ξ〉 = (y, ξ)0 = 〈y, ξ〉, y, ξ ∈ SA(R3,C4),
therefore we have
Ξ0,0(y ⊗ ξ) =
{
Ξ0,1(y),Ξ1,0(ξ)
}
=
∑
s,s′
∫
R3×R3
y ⊗ ξ(s′,p′, s,p) δss′ δ(p− p′)1 d3pd3p′
=
∑
s,s′
∫
R3×R3
y(s′,p′) ξ(s,p) δss′ δ(p− p′)1 d3pd3p′,
and {
∂s,p, ∂
∗
s′,p′
}
= δss′ δ(p− p′)1.
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Note here that within the white noise construction of Hida the operators
∂s,p, ∂
∗
s,p are well defined at each point (s,p) ∈ ⊔R3 = R3 ⊔R3 ⊔R3 ⊔R3, and
there is no need for treating them as operator-valued distributions when using
the calculus for integral kernel operators.
The exceptional situations, which involve more factors ∂s,p, ∂
∗
s,p in non “nor-
mal” order, in which we are forced to treat them as distributions are however
easily and naturally grashped within the white noise calculus. The first such
situation where we need to use distributional interpretation we encounter when
trying to give proper meaning to (117) or equivalently (118) which formally
involve both
∂∗s′,p′∂s,p and ∂s,p∂
∗
s′,p′ , (119)
with more than just one factor of the type ∂s,p, ∂
∗
s,p containing both ∂s,p and
the adjoint operator ∂∗s,p. Note that the first of the expressions (that in the
“normal” order) in (119) is meaningfull as a continuous operator transforming
the Hida space into its dual. But the second expression in (119) is meaningless
as a generalized operator on the Hida space (or its dual). Nonetheless both
expressions in (119) are well defined as operator-valued distributions. Indeed
the coresponding maps
χ× ξ 7−→ Ξ1,0(ξ) ◦ Ξ0,1(χ), χ× ξ 7−→ Ξ0,1(χ) ◦ Ξ1,0(ξ)
are bilinear and separately continuous as maps
SA(R3,C4)× SA(R3,C4) −→ L
( (SA(R3,C4)), (SA(R3,C4)) ).
Therefore by nuclearity of SA(R3,C4) and L
( (SA(R3,C4)), (SA(R3,C4)) )
there exist the corresponding operator-valued distributions, written
χ⊗ ξ 7−→
4∑
s,s′=1
∫
R3
χ⊗ ξ(s′,p′, s,p) ∂∗s′,p′∂s,p d3p′d3p = Ξ1,1(χ⊗ ξ) = Ξ1,0(ξ) ◦Ξ0,1(χ),
(120)
and
χ⊗ξ 7−→
4∑
s,s′=1
∫
R3
χ⊗ξ(s′,p′, s,p) ∂s,p∂∗s′,p′ d3p′d3p = Ξ0,1(χ)◦Ξ1,0(ξ), (121)
continuous as maps
SA(R3,C4)⊗2 −→ L
( (SA(R3,C4)), (SA(R3,C4)) ).
Here in the formula (121) the “distributional integral kernel”, say operator-
valued distribution ∂s,p∂
∗
s′,p′ , has only formal meaning, and cannot be inter-
preted as any actual generalized operator on the Hida space. But the inte-
gral in the formula (120) represents an integral kernel operator so that the
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equalities in the formula (120) is actally a theorem which can immediatelly be
checked by application of definition of Hida operators. But likewise the oper-
ator Ξ0,1(χ) ◦ Ξ1,0(ξ) in the formula (121), transforming continously the Hida
space into itself, can be expressed as a (here finite) sum of integral kernel opera-
tors. This follows from the general theorem, [124] Thm. 6.1 or [128], Thm 4.5.1
(which can as well be proved for fermi case without any essential changes in
the proof of [124], [128]). However our case is so simple that the corresponding
decomposition of the operator Ξ0,1(χ) ◦ Ξ1,0(ξ) into the sum of integral kernel
operators can be proven to be equal
χ⊗ ξ 7−→ Ξ0,1(χ) ◦ Ξ1,0(ξ)
= −Ξ1,1(χ⊗ ξ) + Ξ0,0(χ⊗ ξ)
−
4∑
s,s′=1
∫
R3
χ⊗ ξ(s′,p′, s,p) ∂∗s′,p′∂s,p d3p′d3p + (χ, ξ)0 1
= −
4∑
s,s′=1
∫
R3
χ⊗ ξ(s′,p′, s,p) ∂∗s′,p′∂s,p d3p′d3p
+
4∑
s,s′=1
∫
χ⊗ ξ(s′,p′, s,p){∂s,p, ∂∗s′,p′} d3p′d3p, (122)
using the definition of Hida operators and the relations (116).
The operator-valued distribution (122) is called the normal order form dis-
tribution : ∂s,p∂
∗
s′,p′ : +pairing of the operator-valued distribution (121) sym-
bolized by ∂s,p∂
∗
s′,p′ , which is written symbolically
∂s,p∂
∗
s′,p′ = : ∂s,p∂
∗
s′,p′ : +pairing = −∂∗s′,p′∂s,p +
{
∂s,p, ∂
∗
s′,p′
}
Similarily we have for decomposition of the operator-valued distributions
involving more factors
· · · ∂si,pi · · · · · · ∂∗sj ,pj · · · (123)
of the type ∂s,p, ∂
∗
s,p, not necessary normally ordered, into sum of components
with “normally” ordered Hida’s differential operators, and similarily as in the
“Wick theorem” in [15], Chap. III. Note that although reduction of such distri-
butions into “normal form” follows from the general theorem for decompostions
of the corresponding operators
· · · ◦ Ξ0,1(χi) ◦ · · · · · · ◦ Ξ1,0(ξj) ◦ · · · (124)
transforming continously the Hida space into itself into sums of integral kernel
operators ([124] Thm. 6.1 or [128], Thm 4.5.1 ), the simple operator (124) can
be decomposed by induction, using the definition of Hida operators and the
relations (116). We may also compute decompositions of more involved distri-
butions then (123) which contain “normally orderred” factors ∂∗s,p∂s,p with both
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∂∗s,p and ∂s,p evaluated at the same point (s,p), as well defined distributions:
· · ·∂si,pi · · · · · · ∂∗sj ,pj∂sj ,pj · · · (125)
with the correspoding operators
· · · ◦ Ξ0,1(χi) ◦ · · · · · · ◦ Ξ1,1
(
(ξj ⊗ 1)τ
) ◦ · · · (126)
transforming continously the Hida space into itself. Here τ ∈ SA(R3,C4) ⊗
SA(R3,C4)∗ is uniquelly determined by the formula
〈τ, y ⊗ ξ〉 = 〈y, ξ〉 = (y, ξ)0, y, ξ ∈ SA(R3,C4).
By Theorem 3 the operator Ξ1,1
(
(ξj ⊗ 1)τ
)
, with ξj ∈ SA(R3,C4), belongs to
L
( (SA(R3,C4)), (SA(R3,C4)) ),
and the map
SA(R3,C4) ∋ ξj 7−→ Ξ1,1
(
(ξj ⊗ 1)τ
) ∈ L ( (SA(R3,C4)), (SA(R3,C4)) )
is continuous, similarly as for the remaining integral kernel operators Ξ0,1(χi), . . .
in (126), so that indeed (126) determines a well defined distribution transform-
ing continously
SA(R3,C4)⊗n −→ L
( (SA(R3,C4)), (SA(R3,C4)) ).
By the general theorem ([124] Thm. 6.1 or [128], Thm 4.5.1 ) the operator
(126) can be uniquely decomposed into (here finite) sum of integral kernel op-
erators, thus providing the decomposition of the distribution (125) into sum of
components, each in the “normal order”. We do not enter here into the investi-
gation of the “Wick theorem” for distributions expressed as simple monomials
in the Hida differential operators. In fact the “Wick theorem” of [15], Chap
III, involves the free field operators and not merely the (simpler) operators
a(δs,p) = ∂s,p = as(p), a(δs,p)
+ = ∂∗s′,p′ = as′(p
′)+. It is true that Wick theo-
rem for free field operators may be immediately reduced to the Wick theorem for
the corresponding ∂s,p = as(p), ∂
∗
s′,p′ = as′(p
′)+ by utilizing the corresponding
unitary isomorphisms U (relating the standard Gelfand triples over the corre-
sponding L2(R3;Cn) with that over the single particle Hilbert spaces), in our
case of Dirac field the isomorphism U relating the Gelfand triples (107), which
serves to construct the field out of the standard Hida operators through the
formula (103). However starting with “Wick theorem” for the standard Hida
differential operators woud not be the correct succession for doing things, be-
cause we are interested in very special kind of distributions to be decomposed,
which arise as polynomials of free fields containing concrete form of (Wick or-
dered) interacting term (or terms). Therefore we should first construct explicitly
the free fields in therms of Hida differential operators (as special kinds of integral
175
kernel operators, with vector-valued kernels), and then prove “Wick theorem”
for polynomilas of free fields containing the Wick ordered polynomials as inter-
action terms.
Here we have only taken the opportunity to emphasize the proper mathe-
matical basis for the “Wick theorem for free fields” as stated in [15], Chap. III,
which becomes a particular case of general theorem, [124] Thm. 6.1 or [128],
Thm 4.5.1 (extended on genealized operators in the tensor product of several
Fock – bose and fermi – spaces) on decomposition of operators transforming
continously the Hida space into itself into a series of integral kernel operators.
Summing up the discussion of the relations (117) or equivalently (118) and
of the “Wick theorem for Hida differential operators”, we should emphasize that
(117) or (118) should be understood as equalities of operator valued distribu-
tions, transforming continously
SA(R3,C4)⊗2 −→ L
( (SA(R3,C4)), (SA(R3,C4)) ).
Now having given the Hida operators a(δs,p) = ∂s,p = as(p), ∂
∗
s′,p′ =
as′(p
′)+, a(w), a(w)∗ , w ∈ SA(R3,C4)
)∗
corresponding to the Fock lifting Γ
of the first standard Gelfand triple in (107), we can now utilize the unitary
isomorphism U , given by (104), relating the triples in (107), and then con-
struct the free Dirac field as Hida generalized operator, using a(δs,p) = ∂s,p =
as(p), a(δs,p)
+ = ∂∗s′,p′ = as′(p
′)+, a(w), a(w)∗, w ∈ SA(R3,C4)
)∗
and the
formula (103):
ψ(φ) = a′
(
P⊕φ˜|
Om,0,0,0
⊕ 0)+ a′(0⊕ (P⊖φ˜|
O−m,0,0,0
)c)+
= a
(
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0))+ a(U(0⊕ (P⊖φ˜|
O−m,0,0,0
)c))+
,
for
0⊕ (P⊖φ˜|
O−m,0,0,0
)c
,
and P⊕φ˜|
Om,0,0,0
⊕ 0 ∈ E, φ ∈ E = S(R4;C4) = S⊕H(4)(R3,C4)
)
.
But the (free) Dirac field ψ (and in general quantum free field) is naturally
an integral kernel operator with well defined kernel equal to integral kernel
operator
ψa(x) =
4∑
s=1
∫
R3
κ0,1(s,p; a, x) ∂s,p d
3p+
4∑
s=1
∫
R3
κ1,0(s,p; a, x) ∂
∗
s,p d
3p
= Ξ0,1
(
κ0,1(a, x)
)
+ Ξ1,0
(
κ1,0(a, x)
)
,
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with vector-valued distributional kernels κlm(a, x) representing distributions
κlm ∈ L
(SA(R3,C4)⊗(l+m), L (E ,C)) ∼= L (SA(R3,C4)⊗(l+m), E ∗)
∼= (SA(R3,C4)⊗(l+m))∗ ⊗ E ∗ ∼= L (E , (SA(R3,C4)⊗(l+m))∗),
in the sense of Obata [126]. In fact we have used the standard nuclear space
SA(R3,C4) instead of the isomorphic nuclear spaceE, because we have discarded
the isomorphism Γ(U) in (101) or in (102)), and realize the Hida operators a′
in the Fock lifting of the standard Gelfand triple in (107). We will find such
L
(
E , C
) ∼= E ∗-valued distribution kernels κ0,1, κ1,0 ∈ L (E , SA(R3,C4)∗) ∼=
L
(SA(R3,C4), L (E ,C)) that
ψ(φ) = a′
(
P⊕φ˜|
Om,0,0,0
⊕ 0)+ a′(0⊕ (P⊖φ˜|
O−m,0,0,0
)c)+
= a
(
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0))+ a(U(0⊕ (P⊖φ˜|
O−m,0,0,0
)c))+
=
4∑
s=1
∫
R3
κ0,1(φ)(s,p) ∂s,p d
3p+
4∑
s=1
∫
R3
κ1,0(φ)(s,p) ∂
∗
s,p d
3p
= Ξ0,1
(
κ0,1(φ)
)
+ Ξ1,0
(
κ1,0(φ)
)
, φ ∈ E = S(R4;C4). (127)
Here κ0,1, κ1,0 ∈ L
(
E , SA(R3,C4)∗
) ∼= L (SA(R3,C4), L (E ,C)) are vector
valued distributions represented with the following distribution kernels
κ0,1(s,p; a, x) =
{ 1
2|p0(p)|u
a
s(p)e
−ip·x with p = (|p0(p)|,p) ∈ Om,0,0,0 if s = 1, 2
0 if s = 3, 4
,
(128)
κ1,0(s,p; a, x) =
{
0 if s = 1, 2
1
2|p0(p)|v
a
s−2(p)e
ip·x with p = (|p0(p)|,p) ∈ Om,0,0,0 if s = 3, 4
(129)
Here κ0,1(φ), κ1,0(φ) denote the kernels representing distributions in SA(R3, C4)∗
which are defined in the standard manner
κ0,1(φ)(s,p) =
4∑
a=1
∫
R3
κ0,1(s,p; a, x)φ
a(x) d4x
and analogously for κ1,0(φ), and such that
κ0,1 : E ∋ φ 7−→ κ0,1(φ) ∈ SA(R3, C4)∗,
κ1,0 : E ∋ φ 7−→ κ1,0(φ) ∈ SA(R3, C4)∗
belong to L
(
E ,
(SA(R3,C4)∗) ∼= L (SA(R3,C4), L (E ,C)). We should em-
phasize here that in case of free fields the the vector-valued distributions κ0,1, κ1,0
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are regular function like distributions with distribution kernels κ0,1(s,p; a, x), κ0,1(s,p; a, x)
equal to ordinary functions, determining functions(
(a, x) 7→ κ0,1;s,p(a, x) df= κ0,1(s,p; a, x)
)
∈ OM ⊂ E ∗, (s,p) ∈ ⊔R3,(
(a, x) 7→ κ1,0;s,p(a, x) df= κ1,0(s,p; a, x)
)
∈ OM ⊂ E ∗, (s,p) ∈ ⊔R3,(
(s,p) 7→ κ0,1;a,x(s,p) df= κ0,1(s,p; a, x)
)
∈ OM,A ⊂ SA(R3,C4)∗,(
(s,p) 7→ κ1,0;a,x(s,p) df= κ1,0(s,p; a, x)
)
∈ OM,A ⊂ SA(R3,C4)∗,
(130)
which belong respectively to the function algebra of multipliers OM of the nu-
clear algebra E = S(R4;C4) = S⊕H(4)(R3,C4) (in the first two cases), and re-
spectively to the algebra of multipliersOM,A of the nuclear algebra SA(R3,C4) =
S(R3,C4) (in the last two cases). These statements can be understood in the
sense that for each fixed value of the respective discrete index, a or s, the func-
tions x 7→ κl,m(s,p; a, x) or p 7→ κ0,1(s,p; a, x), belong respectively to the alge-
bra of multipliers of S(R4;C) = SH(4)(R3,C) or convolutors of SH(3)(R3,C) =
S(R3,C). But according to our general prescription, we should also note that
E = S(R4;C4) = S⊕H(4)(R3,C4) = S⊕H(4)(⊔R4;C) can be treated as nuclear
algebra of C-valued functions on the disjoint sum ⊔R4 of four disjoint copies
of R4, with the natural point-wise multiplication rule of any two such func-
tions. So that the algebra OM of multipliers is well defined and coincides
with all those functons whose restrictions to each copy R4 belongs to the al-
gebra of multipliers of S(R4;C) = SH(4)(R3,C). The algebra of convolutors
OC of E , is also well defined with the ordinary Fourier transform exchanging
the convolution and point-wise multiplication if we define action of transla-
tion Tb, b ∈ R4 on (a, x) ∈ ⊔R4 as equal Tb(a, x) = (a, x + b). Similarily
the algebras OM,A(R3;C4), OM,A(R3;C4), of multipliers and convolutors of
SA(R3,C4) = S(R3,C4) = S(⊔R3,C) are well defined, where the last is the
algebra of all such functions on ⊔R4 with restrictions to each copy R3 belonging
to S(R3;C) = SH(3)(R3;C).
Note in particular that the integrals in the pairings
〈κ0,1(φ), ξ〉 =
4∑
s=1
∫
R4×R3
κ0,1(φ)(s,p) ξ(s,p) d
3p
=
4∑
s=1
4∑
a=1
∫
R3
κ0,1(s,p; a, x)φ
a(x) ξ(s,p) d4xd3p, ξ ∈ SA(R3,C4), φ ∈ E ,
are not merely symbolic but actual well defined Lebesgue integrals.44
44Here for the case of the Dirac field. But we have analogous situation for other fields
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We have the following
LEMMA 2. Let φ ∈ E = S(R4;C4) and κ0,1, κ1,0 be the vector-valued ditribu-
tions (128) and respectively (129). Then
κ0,1(φ)(s,p) =
(
P⊕φ˜|
Om,0,0,0
)
s+
(p) =
(
P⊕φ˜|
Om,0,0,0
)
s
(p), s = 1, 2,
κ0,1(φ)(s,p) = 0, s = 3, 4,
κ1,0(φ)(s,p) = 0, s = 1, 2,
κ1,0(φ)(s,p) =
(
P⊖φ˜|
O−m,0,0,0
)
s
(p), s = 3, 4,
where
(
P⊕φ˜|
Om,0,0,0
)
s
stands for the s-th component of
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0
)
, for s = 1, 2
or respectively
(
P⊖φ˜|
O−m,0,0,0
)
s
stands for the s-th component of
U
(
0⊕ (P⊖φ˜|
O−m,0,0,0
)c)
, for s = 3, 4
in the image of the unitary isomorphism (104).
 We have by definition for s = 1, 2
κ0,1(φ)(s,p) =
4∑
a=1
uas(p)
2p0(p)
∫
R4
φa(x)eip·x d4x =
4∑
a=1
uas(p)
2p0(p)
φ˜a(p0(p),p)
=
4∑
a=1
uas(p)
2p0(p)
φ˜a(p0(p),p) =
1
p0(p)
us(p)+φ˜(p0(p),p)
=
1
2p0(p)
us(p)+
(
P⊕φ˜
)
(p0(p),p) =
(
P⊕φ˜|
Om,0,0,0
)
s
(p), for s = 1, 2.
Here the first four equalities follow by definition, the fifth equality follows from
the property (446) (compare Appendix 10) of us(p), and recall that the last term(
P⊕φ˜|
Om,0,0,0
)
s
is equal to the complex conjugation of the s-th direct summand
in
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0
)
, for s = 1, 2
by definition (104) of the unitary isomorphism U .
with the standard Hilbert space L2(R3;C4) and the standard operator A in (107) possibly
replaced with corresponding standard L2(R3;Cn) and A = ⊕H(3) or = ⊕A(3). In this case
SA=⊕H(3)(R
3;Cn) = S(R3;Cn) or SA=⊕A(3)(R
3;Cn) = S0(R3;Cn), E = S⊕H(4) (R
4;Cn) =
S(R4;Cn) or E = ˜S⊕A(4) (R
4;Cn) = ˜S0(R4;Cn) = S00(R4;Cn) (compare the next Section)
and with the corresponding unitary isomorphism U joining the corresponding spectral triples
analugous to (107). In this case the summation with respect to the indices s, a runs over
{1, 2, . . . , n}.
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Similarily we have by definition for s = 3, 4
κ1,0(φ)(s,p) =
4∑
a=1
vas−2(p)
2|p0(p)|
∫
R4
φa(x)e−ip·x d4x =
4∑
a=1
vas−2(p)
2|p0(p)| φ˜
a(−|p0(p)|,−p)
=
4∑
a=1
vas−2(p)
2|p0(p)| φ˜
a(−|p0(p)|,−p) = 1
2|p0(p)|vs−2(p)
+φ˜(−|p0(p)|,−p)
=
1
2|p0(p)|vs−2(p)
+
(
P⊖φ˜
)
(−|p0(p)|,−p) =
(
P⊖φ˜|
O−m,0,0,0
)
s
(p), for s = 3, 4.
Here the equalities follow by definition, except the fifth equality, which follows
from the property (447) (compare Appendix 10) of vs(p), and recall that the
last term
(
P⊖φ˜|
O−m,0,0,0
)
s
is equal to the s-th direct summand in
U
(
0⊕ (P⊖φ˜|
O−m,0,0,0
)c)
, for s = 3, 4,
by definition (104) of the unitary isomorphism U .
The rest part:
κ0,1(φ)(s,p) = 0, s = 3, 4,
κ1,0(φ)(s,p) = 0, s = 1, 2,
of our Lemma follows immediately from definition (128) and respectively (129)
of the distributions κ0,1, κ1,0. 
From Lemma 2 and from (103) it follows
LEMMA 3. Let κ0,1 and κ1,0 be the vector-valued distributions (128) and
respectively (129). Then the equality (127) holds true:
ψ(φ) = a′
(
P⊕φ˜|
Om,0,0,0
⊕ 0)+ a′(0⊕ (P⊖φ˜|
O−m,0,0,0
)c)+
= a
(
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0))+ a(U(0⊕ (P⊖φ˜|
O−m,0,0,0
)c))+
=
4∑
s=1
∫
R3
κ0,1(φ)(s,p) ∂s,p d
3p+
4∑
s=1
∫
R3
κ1,0(φ)(s,p) ∂
∗
s,p d
3p
= Ξ0,1
(
κ0,1(φ)
)
+ Ξ1,0
(
κ1,0(φ)
)
, φ ∈ E = S(R4;C4).
 Indeed, we have
4∑
s=1
∫
R4
κ0,1(φ)(s,p) ∂s,p d
3p =
2∑
s=1
∫
R3
(
P⊕φ˜|
Om,0,0,0
)
s
(p) ∂s,p d
3p
= a
( (
P⊕φ˜|
Om,0,0,0
)
1
⊕ (P⊕φ˜|
Om,0,0,0
)
2
⊕ 0⊕ 0
)
= a
(
U
(
P⊕φ˜|
Om,0,0,0
⊕ 0))
= a′
(
P⊕φ˜|
Om,0,0,0
⊕ 0
)
.
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Here the first three equalites follow from Lemma 2, and Corollary 1, the last
equality follows from (103).
Similarily we have
4∑
s=1
∫
R4
κ1,0(φ)(s,p) ∂
∗
s,p d
3p =
4∑
s=3
∫
R3
(
P⊖φ˜|
O−m,0,0,0
)
s
(p) ∂∗s,p d
3p
= a
(
0⊕0⊕ (P⊖φ˜|
Om,0,0,0
)
3
⊕ (P⊖φ˜|
Om,0,0,0
)
4
)
= a
(
U
(
0⊕ (P⊖φ˜|
O−m,0,0,0 )
c
))
= a′
(
0⊕ (P⊖φ˜|
O−m,0,0,0 )
c
)
.
Here the first three equalites follow from Lemma 2, and Corollary 1, the last
equality follows from (103). 
Let OC = OC(R4;C4) be the predual of of the Schwartz algebra of convolu-
tors O′C = O′C(R4;C4), which means that each component of each elemet of OC
belongs to the Horva´th predual OC(R4;C) of the ordinary Schwartz convolution
algebra O′C(R4;C). For detailed construction and definition of O′C(R4;C) and
OC(R4;C), compare [150], [85] or [90], or finally compare the summary of their
properties presented in Appendix 11.
The following Lemma holds true (and we have in general analogous Lemma
for a local field understood as a sum of integral kernel operators with vector-
valued kernels)
LEMMA 4. For the L (E ,C)-valued (or E ∗ -valued) distributions κ0,1, κ1,0,
given by (128) and (129), in the equality (127) defining the Dirac ψ field we
have(
(a, x) 7→
∑
s
∫
R3
κ0,1(s,p; a, x) ξ(s,p) d
3p
)
∈ OC ⊂ OM ⊂ E ∗, ξ ∈ SA(R3,C4),
(
(a, x) 7→
∑
s
∫
R3
κ1,0(s,p; a, x) ξ(s,p) d
3p
)
∈ OC ⊂ OM ⊂ E ∗, ξ ∈ SA(R3,C4),
(
(s,p) 7→
∑
a
∫
R4
κ0,1(s,p; a, x)φ
a(x) d4x
)
∈ SA(R3,C4), φ ∈ E ,
(
(s,p) 7→
∑
a
∫
R4
κ1,0(s,p; a, x)φ
a(x) d4x
)
∈ SA(R3,C4), φ ∈ E .
Moreover the maps
κ0,1 : E ∋ φ 7−→ κ0,1(φ) ∈ SA(R3, C4),
κ1,0 : E ∋ φ 7−→ κ1,0(φ) ∈ SA(R3, C4)
are continuous (for κ0,1, κ1,0 uderstood as maps in
L
(
E ,
(SA(R3,C4)∗) ∼= L (SA(R3,C4), L (E ,C)))
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and, equivalently, the maps ξ 7−→ κ0,1(ξ), ξ 7−→ κ1,0(ξ) can be extended to
continuous maps
κ0,1 : SA(R3,C4)∗ ∋ ξ 7−→ κ0,1(ξ) ∈ E ∗,
κ1,0 : SA(R3,C4)∗ ∋ ξ 7−→ κ1,0(ξ) ∈ E ∗,
(for κ0,1, κ1,0 uderstood as maps L
(SA(R3,C4), L (E ,C)) ∼= L (SA(R3,C4), E ∗)).
Therefore not only κ0,1, κ1,0 ∈ L
(SA(R3,C4), L (E ,C)), but both κ0,1, κ1,0 can
be (uniquely) extended to elements of
L
(SA(R3,C4)∗, L (E ,C)) ∼= L (SA(R3,C4)∗, E ∗) ∼= L (E , SA(R3,C4)).
 That for each ξ ∈ SA(R3,C4) the functions κ0,1(ξ), κ1,0(ξ) given by (here
x = (x0,x))
(a, x) 7→
4∑
s=1
∫
R3
κ0,1(s,p; a, x) ξ(s,p) d
3p =
2∑
s=1
∫
R3
uas(p)
2p0(p)
ξ(s,p)e−ip0(p)x0+ip·x d3p,
(a, x) 7→
4∑
s=1
∫
R3
κ1,0(s,p; a, x) ξ(s,p) d
3p =
4∑
s=3
∫
R3
vas−2(p)
2p0(p)
ξ(s,p)ei|p0(p)|x0−ip·x d3p,
belong to OC ⊂ OM ⊂ E ∗ is immediate. Indeed, that they are smooth is
bovious, similarily as it is obvious the existence of such a natural N (it is
sufficient to take here N = 0) that for each multiindex α ∈ N4 the functions
(a, x) 7→ (1+ |x|2)−N |Dαxακ0,1(ξ)(a, x)|, (a, x) 7→ (1+ |x|2)−N |Dαxακ1,0(ξ)(a, x)|
are bounded. Here Dαxακl,m(ξ) denotes the ordinary derivative of the function
κl,m(ξ) of |α| = α0 + α1 + α2 + α3 order with respect to space-time variables
x = (x0, x1, x2, x3); and here |x|2 = (x0)2 + (x1)2 + (x2)2 + (x3)2. The first
statement of the Lemma equivalently means that if we fix the value of the
discrete index a in the above functions
(a, x) 7→ κ0,1(ξ)(a, x), (a, x) 7→ κ1,0(ξ)(a, x),
then we obtain functions which belong to the algebra of convolutors of the
algebra
S(R4;C) = SH(4)(R4;C).
of C-valued functions.
Consider now the functions (in both formulas below the variable p = (|p0(p)|,p)
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is restricted to the positive energy orbit Om,0,0,0)
(s,p) 7→ κ0,1(φ)(s,p) =
4∑
a=1
uas(p)
2|p0(p)|
∫
R3
φa(x)e−ip·x d4x
=
4∑
a=1
uas(p)
2|p0(p)| φ˜
a|
O−m,0,0,0 (−p),
(s,p) 7→ κ1,0(φ)(s,p) =
4∑
a=1
vas (p)
2|p0(p)|
∫
R3
φa(x)eip·x d4x
=
4∑
a=1
vas (p)
2|p0(p)| φ˜
a|
Om,0,0,0
(p),
with φ ∈ S(R4;C4). That both functions κ0,1(φ), κ1,0(φ) depend continously on
φ as maps
E = S(R4;C4) −→ SA(R3, C4) = S(R3, C4)
follows from: 1) continuity of the Fourier transform as a map on the Schwartz
space, as well as 2) from the continuity of the restriction to the orbits Om,0,0,0
and O−m,0,0,0 (with m 6= 0) regarded as a map from S(R4;C) into S(R3;C),
and finally 3) from the fact that the functions p 7→ uas (p)2|p0(p)| and p 7→
vas (p)
2|p0(p)|
are multipliers of the Schwartz algebra S(R3;C), compare Appendix 10 and
Appendix 11. 
REMARK. Note here that the continuity of the maps
κ0,1 : E ∋ φ 7−→ κ0,1(φ) ∈ SA(R3, C4),
κ1,0 : E ∋ φ 7−→ κ1,0(φ) ∈ SA(R3, C4)
is based on the continuity of the restriction to the orbits Om,0,0,0 and O−m,0,0,0,
regarded as a map E˜ = S(R4;C) → S(R3;C) between the ordinary Schwartz
spaces. This continuity breaks down for the orbit equal to the light cone O1,0,0,1,
because of the singularity at the apex. Therefore the space-time test space
E = ˜S⊕A(4)(R4);Cn) = S00(R4;Cn) 6= S(R4;Cn)
cannot be equal S(R4;Cn) and the standard operator A 6= ⊕H(3) with
SA(R3, Cn) = S⊕A(3)(R3);Cn) = S0(R3, Cn) 6= S(R3;Cn),
for fields based on representations pertinent to the light cone orbit O1,0,0,1, if the
continuity of the said maps φ → κ0,1(φ), φ → κ1,0(φ) is to be preserved. But
the said continuity of the map φ → κ1,0(φ) is necessary and sufficient (as we
will soon see, compare Corollary 2) for the field ψ = Ξ0,1(κ1,0) + Ξ1,0(κ1,0) to
be continuous
φ 7−→ Ξ0,1(κ1,0(φ) + Ξ1,0(κ1,0(φ))
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as a map in
L
(
E , L
(
(E), (E)
))
,
i.e. necessary and syfficient condition for ψ = Ξ0,1(κ1,0) + Ξ1,0(κ1,0) to be a
well defined operator valued distribution. Therefore the space-time test function
space E for zero mass fields must be modified and cannot coincide with the or-
dinary Schwartz space. This is at least the case for zero mass fields constructed
as above as integral kernel operators with vector-valued kernels in the sense of
Obata [126], within the white noise formalism, compare Thm. 6 of Subsection
5.10. When using the Wightman definition of quantum field no such modifi-
cation of the test function space is necessary in passing to zero mass fields.
But Wightman’s defintion is not very much useful for the traditional perturba-
tive approach to QED and other realistic perturbative QFT. For definition of the
standard operators A(m) and the nuclear spaces S⊕n1A(m)(Rm;Cn) = S0(Rm;Cn)
and their Fourier transform images S00(Rm;Cn) we refer to Section 5.
Therefore, before giving the construction of the Dirac field ψ as an integral
kernel operator with vector-valued kernel we should give here general theorems
on integral kernel operators (115)
Ξl,m(κl,m(a, x))
=
4∑
s1,...sl,t1,...tm=1
∫
(R3)l+m
κl,m(s1,k1, . . . , sl,kl, t1,p1, . . . , tm,pm; a, x)×
× ∂∗s1,k1 · · ·∂∗sl,kl∂t1,p1 · · · ∂tm,pm d3k1 . . . d3kld3p1 . . .d3pm,
for which
Ξl,m(κl,m(φ))
=
4∑
s1,...sl,t1,...tm=1
∫
(R3)l+m
κl,m(φ)(s1,k1, . . . , sl,kl, t1,p1, . . . , tm,pm)×
× ∂∗s1,k1 · · ·∂∗sl,kl∂t1,p1 · · · ∂tm,pm d3k1 . . . d3kld3p1 . . .d3pm,
are equal to integral kernel operators (115) with scalar valued kernels κl,m(φ) ∈(SA(R3, C4)⊗(l+m))∗, and with
κl,m ∈ L
(
E ,
(SA(R3,C4)⊗(l+m))∗) ∼= L (SA(R3,C4)⊗(l+m), L (E ,C))
= L
(SA(R3,C4)⊗(l+m), E ∗),
worked out by Obata [126], [128], Chap. 6.3. Obata provided detailed analysis of
the bose case, but in a manner easily adopted to the fermi case, and moreover he
analyzed slightly more general case of integral kernel operators with L
(
E , E ∗
)
-
valued distributions
κl,m ∈ L
(SA(R3,C4)⊗(l+m), L (E , E ∗)).
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We only need to analyse the special case of L
(
E , C
) ∼= E ∗-valued distribution
kernels
κl,m ∈ L
(SA(R3,C4)⊗(l+m), L (E ,C)) ∼= L (SA(R3,C4)⊗(l+m), E ∗).
In fact in realistic QFT, such as QED, we have several free fields, coupled
with lagrangian equal to a Wick polynomial of free fields (we have in view the
causal perturbative approach). Therefore we need to consider a generalization
of [126] to the case of integral kernel operators in tensor product of, say N ,
(fermi and/or bose) Fock spaces Γ(H′i) over the corresponding single particle
Hilbert spaces H′i, the corresponding standard Gelfand triples
L2(⊔R3, d3p;C)
‖
SAi(R3;C
ri
) ⊂ ⊕ri
1
L2(R3;C) ⊂ SAi(R3;C
ri
)∗
↓↑ ↓↑ ↓↑
Ei ⊂ H′i ⊂ E∗i
, i = 1, 2, . . . , N,
(the analogues of (107)) with the correspoding unitary isomorphisms Ui (ana-
logues of the isomorphism U joining the Gelfand triples (107)). We only need
to analyse the special case of L
(
E , C
) ∼= E ∗-valued distribution kernels
κl,m ∈ L
(SAn1 (R3,Cr1 )⊗· · ·⊗SAni (R3,Cri )⊗· · ·⊗SAnl+m (R3,Crl+m ), L (E ,C)).
(131)
Here
E = SB
( ⊔ RW ;C) = SBp1 (R4;Cq1 )⊗ · · · ⊗ SBpM (R4;CqM )
⊂ L2( ⊔RW ;C) = L2(R4;Cq1 )⊗ · · · ⊗ L2(R4;CqM ), (132)
with
B = B
p1
⊗ · · · ⊗B
pM
, pk ∈ {1, 2},
on L2
( ⊔ RW ;C) = L2(R4;Cq1)⊗ · · · ⊗ L2(R4;CqM ),
W = 4M, qk,M = 1, 2, . . . ,
⊔ RW = q1q2 · · · qM disjoint copies of RW
Moreover we have only two possibilities for Ai, Bi, i = 1, 2, on each respective
L2(R3,Cri), L2(R4,Cqi):
SAn
i
(R3;Cri ) = S⊕H(3)(R3;Cri ) = S(R3;Cri ), or
SAn
i
(R3;Cri ) = S⊕A(3)(R3;Cri ) = S0(R3;Cri ),
SBp
i
(R4;Cqi ) = S⊕H(4)(R4;Cqi ) = S(R4;Cqi ), or
SBp
i
(R4;Cqi ) = ˜S⊕A(4)(R4;Cqi ) = S00(R4;Cqi ).
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Here we have the nuclear spaces S00(R4;Cn),S0(R3;Cn), and the standard op-
erators A(n) in L2(Rn,C), constructed in Subsections 5.2-5.5 and 5.8). H(4) is
the hamiltonian operator on L2(R4;C) of the 4-dimensional oscillator, compare
Appendix 9. Here (˜·) = F (·) stands for the Fourier transform image. Note that
S⊕A(4)(R4;Cq) = S0(R4;Cq)
is the nuclear subspace of all those functions in S(R4;Cq) which together with
all their derivatives vanish at zero, so that S00(R4;Cq) is the nuclear space of
Fourier transforms of all such functions, compare Subsections 5.2-5.5.
For QED it is sufficient to confine attention to just one case of all ri = 4
in (131) and the case of integral kernel operators in the tensor product of
two Fock liftings of the standard Gelfand triples SAi(R3;C4) ⊂ L2(R3;C4) ⊂
SAi(R3;C4)∗, i = 1, 2, both over L2(R3;C4). Namely: one fermi Fock lift-
ing of the standard triple in (107), correspoding to the Dirac field, with the
standard operators A1 = ⊕H(3), B1 = ⊕H(4) defined above, and one boson
Fock lifting of the standard triple in (272) (Subsect. 5.8) correponding to the
electromagnetic potential field with the standard operators A2 = ⊕A(3), B2 =
F−1 ⊕ A(4)F constructed in Subsection 5.8. Then we consider the stan-
dard Hida space (E) = (E1) ⊗ (E2) as arising from the standard (with nu-
clear inverse) operator ΓFermi(A1)⊗ΓBose(A2) in the tensor product Fock space
ΓFermi
(
L2(R3;C4)
)⊗ ΓBose(L2(R3;C4)) and equal to the tensor product of the
Hida spaces
(Ei) =
(SAi(R3;C4)).
The corresponding bose Hida differential operators acting on (E2) ⊂ ΓBose
(
L2(R3;C4)
)
(constructed in the next Section) we denote here by ∂µ,p, µ ∈ {0, 1, 2, 3},
p ∈ R3. We use the greek indices notation for the discrete parameter µ in
order to distinguish them from the fermi Hida differential operators ∂s,p act-
ing on (E1) ⊂ ΓFermi
(
L2(R3;C4)
)
. In fact the Hida differential operators as
acting on (E) = (E1)⊗ (E2) ⊂ ΓFermi
(
L2(R3;C4)
)⊗ ΓBose(L2(R3;C4)) should
be uderstood respectively as equal ∂s,p ⊗ 1 and 1⊗ ∂µ,p. However in order to
simplify notation we will likewise write for them simply ∂s,p and ∂µ,p. Of course
in this notation E1,H′1 is the standard nuclear space E1 = S⊕H(3)(R3;C4) and
the single particle Hilbert space H′ in (107); and E2,H′2 is the nuclear space
E2 = E = S⊕A(3)(R3;C4) and the single particle Hilbert space H′ in (272) of
Subsection 5.8.
Of course one can consider the generalization of [126] for vector-valued ker-
nels for integral kernel operators on tensor product of any finite number of
standard fermi and/or bose Fock spaces with the respective tensor product of
the corresponding standard Gelfand triples. Having in view only the QED case
we confine attention to the tensor product of just two mentioned above Fock
spaces and the tensor produnct of the correspoding standard Gelfand triples
(107)) and (272). We consider integral kernel operators Ξl,m(κl,m) for general
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L
(
E , C
) ∼= E ∗-valued kernel
κl,m ∈ L
(SAi
1
(R3,C4)⊗ · · · ⊗ SAi
l+m
(R3,C4)︸ ︷︷ ︸
(l+m)-fold tesor product
, L (E ,C)
)
,
with
Ai
k
= A1 = ⊕41H(3) or Aik = A2 = ⊕30A(3) on L2(R3;C4) = ⊕L2(R3;C).
In this case Ξl,m(κl,m), if expressed as integral kernel operator
Ξl,m(κl,m)
=
∑
si
k
,µi
k
∫
(R3)l+m
κl,m(
jointly l terms si
k
,pi
k
or µi
k
,pi
k︷ ︸︸ ︷
si
1
,pi
1
, . . . , µl,pl , sil+1 ,pil+1
, . . . , µi
l+m
,pi
l+m︸ ︷︷ ︸
jointly m terms si
k
,pi
k
or µi
k
,pi
1
)×
×
jointly l terms ∂∗si
k
,pi
k
or ∂∗µi
k
,pi
k︷ ︸︸ ︷
∂∗si
1
,pi
1
· · · ∂∗µi
l
,pi
l
∂si
l+1
,pi
l+1
· · · ∂µi
l+m
,pi
l+m︸ ︷︷ ︸
jointly m terms ∂si
k
,pi
k
or ∂µi
k
,pi
k
d3pi1 . . .d
3pi
l
d3pi
l+1
. . .d3pi
l+m
=
∑
si
k
,µi
k
,tj
k
,νj
k
∫
(R3)l+m
κl,m(si
1
,ki
1
, . . . , µi
l
,ki
l
, tj
1
,pj1 , . . . , νjm ,pjm )×
× ∂∗si
1
,ki
1
· · · ∂∗µi
l
,ki
l
∂ti
1
,pi1
· · · ∂νjm ,pjm d
3ki
1
. . . d3ki
l
d3pj
1
. . . d3pjm ,
transforming (E) ⊗ E into (E), is understood as follows (compare [126]): the
operators ∂∗s,p, ∂
∗
µ,p and ∂s,p, ∂µ,p as operators on (E) ⊗ E = (E1) ⊗ (E2) ⊗ E
are, respectively, shortened notation for
(
(∂s,p ⊗ 1) ⊗ 1E
)∗
,
(
(1⊗ ∂µ,p) ⊗ 1E
)∗
and (∂s,p ⊗ 1) ⊗ 1E , (1 ⊗ ∂µ,p) ⊗ 1E , and κl,m is an L
(
E , C
) ∼= E ∗-valued
distribution on (R3)(l+m), i.e. on the test space Ei1 ⊗ · · · ⊗ Eil+m ((l +m)-fold
tensor product) and this distribution κl,m in the above formula for the integral
kernel operator should be identified with 1
(E)
⊗ κl,m.
Now any element Φ ∈ (E) = (E1)⊗ (E2) has the unique absolutely conver-
gent decomposition (compare [126], Prop. A.7)
Φ =
∞∑
n=0
Φn, Φn ∈
⊕
n1+n2=n
E⊗̂n11 ⊗ E⊗̂n22 , (133)
(here the tensor product E⊗̂n11 is antisymmetrized ⊗̂ and symmetrized ⊗̂ in
E⊗̂n22 ). For any element
Φ⊗ φ ∈ (E)⊗ E = (E1)⊗ (E2)⊗ E
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and any L (E ,C)-valued distribution
κl,m ∈ L
( (l+m) terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil+m , L (E ,C)
) ∼= L (Ei1 ⊗ · · · ⊗ Ejl+m , E ∗).
we put after [126]
Ξl,m(κl,m)(Φ⊗ φ) =
∞∑
n=0
κl,m ⊗m (Φn+m ⊗ φ).
Note that here ⊗m denotes the m-contraction of Φn+m ⊗ φ with the L (E ,C)-
valued distribution uniquely determined (after [126]) by the formula
〈κl,m ⊗m (f0 ⊗ φ), g0〉 = 〈κl,m(g0 ⊗n f0), φ〉,
f0 ∈ Ej
1
⊗ · · · ⊗ E
jm
⊗ E
i
1
⊗ Ein ,
g0 ∈ Ej
1
⊗ · · · ⊗ Ejm ⊗ Ei1 ⊗ . . .⊗ Ein , φ ∈ E .
It follows that for any
κl,m ∈ L
( (l+m) terms Eik , ik ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil+m , L (E ,C)
)
∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗)
∼= L (E , (Ei1 ⊗ · · · ⊗ Eil+m)∗),
the operator Ξl,m(κl,m), defined by contraction ⊗m with κl,m, belongs to
L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
with a precise norm estimation (compare Thms. 3.6 and 3.9 of [126]). Moreover
Ξl,m(κl,m) is uniquely determined by the formula〈〈
Ξl,m(κl,m)(Φ⊗ φ),Ψ
〉〉
= 〈κl,m(ηΦ,Ψ), φ〉, Φ,Ψ ∈ (E), φ ∈ E , (134)
or equivalently〈〈
Ξl,m(κl,m)(Φ⊗φ),Ψ
〉〉
= 〈κl,m(φ), ηΦ,Ψ〉 = 〈κl,m(ηΦ,Ψ), φ〉, Φ,Ψ ∈ (E), φ ∈ E ,
(135)
for κl,m understood as an element of
L
(
Ei1⊗· · ·⊗Eil+m , E ∗
)
or L
(
E ,
(
Ei1⊗· · ·⊗Eil+m
)∗ ) ∼= L (Ei1⊗· · ·⊗Eil+m , E ∗)
respectively in the first case (134) and in the second case (135). Here
ηΦ,Ψ(wi1 , . . . wil , wil+1 , . . . wil+m) =
〈〈
∂∗wi1 · · · ∂
∗
wil
∂wil+1 · · · ∂wil+mΦ,Ψ
〉〉
,
and wik = (sik ,kik) if Eik = E1 or wik = (µik ,kik) if Eik = E2.
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Note that
ηΦ,Ψ ∈ Ei1 ⊗ · · · ⊗ Eil+m .
The formula (134), or equivalently (135), justifies the identification of Ξl,m(κl,m),
defined through them-contraction⊗m with vector valued distribution κl,m, with
the integral kernel operator
Ξl,m(κl,m) =
∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , wil+1 , . . . wil+m)
× ∂∗wi1 · · ·∂
∗
wil
∂wil+1 · · ·∂wil+mdwi1 · · · dwildwil+1 · · · dwil+m =∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , uj1 , . . . ujm) ∂
∗
wi1
· · · ∂∗wil∂uj1 · · · ∂ujmdwi1 · · ·dwilduj1 · · · dujm
(136)
defined by L (E ,C)-valued distribution kernel κl,m. Here of course∫
⊔R3
f(w)dw
df
=
4∑
s=1
∫
R3
f(s,p)d3p for w = (s,p),
∫
⊔R3
f(w)dw
df
=
3∑
µ=0
∫
R3
f(µ,p)d3p for w = (µ,p),
and we have put ujk = wil+k , k = 1, 2, . . . ,m.
In our work we are especially interested in (the generalization of) Thm.
3.13 of [126], which gives necessary and sufficient condition for the L
(
E , C
) ∼=
E ∗-valued distribution κl,m in order that the corresponding Ξl,m(κl,m) be a
continuous operator from (E)⊗ E into (E), thus belonging to
L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
and thus determining a well defined operator-valued distribution on the test
space E .
We formulate the generalization of Thm. 3.13 over to our tensor product of
Fock spaces and the correponding tensor product of Gelfand triples (107) and
(272) of Subsection 5.8. We will use the (generalization of) Theorem 3.13 and
Proposition 3.12 of [126] for the construction of free fields and in Subsection 3.7
and Section 6 when analysing the perturbative corrections (within the causal
method of Stu¨ckelberg-Bogoliubov) to interacting fields, as integral kernel op-
erators with E ∗-valued kernels, in QED.
Exactly as for the analysis of integral kernel operators with scalar valued
kernels, also the results and proofs of [126] for integral kernel operators with
vector-valued kernels can be easily adopted to the fermi case, as well as for the
more general case of several bose and fermi fields on the tensor product of the
corresponding Fock spaces.
We have the following generalization of Thm. 3.13 of [126]:
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THEOREM 4. Let
κl,m ∈ L
( (l +m) terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil+m , L (E ,C)
) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗).
Then
Ξl,m(κl,m) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
if and only if the bilinear map
ξ × η 7→ κl,m(ξ ⊗ η),
ξ ∈
first l terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil ,
η ∈
last m terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m ,
can be extended to a separately continuous bilinear map from
( first l terms Eij︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil
)∗
×
( last m terms Eij︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m
)
into L (E ,C) = E ∗.
This is the case if and only if for any k ≥ 0 there exist r ∈ R such that
|κl,m|l,m;k,r;k <∞; and moreover in this case for any k ∈ R and q0 < q1 < q we
have
‖Ξl,m(κl,m)(Φ⊗ φ)‖k ≤ ρ−q/2δ−1σ2
√
llmm∆(l+m)/2q1
× |κl,m|l,m;k+1,−(k+q+1);k+1‖Φ‖k+q+2 , Φ ∈ (E), φ ∈ E .
Here for any linear map
κl,m :
(l +m) terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil+m −→ L (E ,C) = E ∗
and k, q, r ∈ R we put (after [126]):
|κl,m|l,m;kq;r = sup
{∑
i,j
|〈κl,m(e(i)⊗ e(j)), φ〉|2|e(i)|2k |e(j)|2q ,
φ ∈ E , |φ|−r ≤ 1
}1/2
.
Note that we are using the multiindex notation
e(i) = ei
1
⊗ · · · ⊗ ei
l
∈ Ei
1
⊗ · · · ⊗ Ei
l
, i = (i1 , . . . , il)
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e(j) = e
j
1
⊗ · · · ⊗ e
jm
= e
i
l+1
⊗ · · · ⊗ e
i
l+m
∈ E
i
l+1
⊗ · · · ⊗ E
i
l+m
,
j = (j
1
, . . . , j
m
) = (i
l+1
, . . . , i
l+m
),
but now e
i
k
is the element of the complete orthonormal system of eigenvectors of
the standard operator A1 whenever ei
k
∈ Ei
k
= E1 or of the standard operator
A2 whenever ei
k
∈ E
i
k
= E2. Note also that with the system of eigenvalues
(counted with multiplicity)
λi0, λi1, λi2, . . . of Ai,
we have put here
δ = max
i=1,2
( ∞∑
j=0
λij
)1/2
= ‖A−1i ‖HS <∞
for the maximum of the Hilbert-Schmidt norms of the nuclear operators A−1i ,
i = 1, 2. Similarily here
ρ = max
i=1,2
‖A−1i ‖op
for the operator norm ‖ · ‖op. Here
∆q = max
i=1,2
∆q1,i, q > max
i=1,2
q0i = q0
where for i = 1, 2
∆q,i =
δi
−eρq/2i ln(δ2i ρqi )
, q > q0i = inf {q > 0, δ2i ρqi ≤ 1}
is a finite constant uniquely determined by the standard operator Ai, i = 1, 2,
if q > q0,i for the positive constant q0i again depending on Ai, compare [126],
p. 210. Recall that
δi =
( ∞∑
j=0
λij
)1/2
= ‖A−1i ‖HS ρi = ‖A−1i ‖op.
Finally
σ = (inf SpecB)−1 = ‖B−1‖op
for the standard operator B = B
p1
⊗· · ·⊗B
pM
, pk ∈ {1, 2} on ⊗Mk=1L2(R4;Cqk),
defining the nuclear test space
E = SB(⊔R4M ;C)
= SBp1 (R
4;Cq1)⊗ · · · ⊗ SBpM (R
4;CqM ) ⊂ L2(⊔R4M ;C) = ⊗Mk=1L2(R4;Cqk)
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(we need the general case with M > 1 for the analysis of Wick products of M
free fields or of their space-time derivatives or of their seperatate components).
Recall once more that here
Bpk = ⊕H(4) on ⊕qkk=1 L2(R4;C) = L2(R4;Cqk), for pk = 1
Bpk = F
−1 ⊕A(4)F on ⊕qkk=1 L2(R4;C) = L2(R4;Cqk), for pk = 2
with the hamiltonian operatorH(4) on L
2(R4;C) of the 4-dimensional oscillator,
compare Appendix 9. The standard operator A(4) on L2(R4;C) is defined in
Subsection 5.3.
Epk = SBpk (R4;Cqk) = S⊕H(4)(R4;Cqk) = S(R4;Cqk), pk = 1
Epk = SBpk (R4;Cqk) = SF⊕A(4)F−1(R4;Cqk) = S00(R4;Cqk), pk = 2.
(137)
Recall that
|φ|−r df=
∣∣B−rφ∣∣
0
=
∣∣(B
p1
⊗ · · · ⊗B
pM
)−rφ
∣∣
0
=
∣∣(B
p1
⊗ · · · ⊗B
pM
)−rφ
∣∣
⊗Mk=1L2(R4;Cqk )
, φ ∈ E , r ∈ R.
Recall that in computation of the operator or Hilbert-Schmidt norm the unitary
Fourier transform F in definition of B2 can be ignored and the respective norms
can be simply computed for ⊕A(4).
From Thm. 4 we obtain the following
COROLLARY 2. The Dirac free field
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
uderstood as integral kernel operator with vector-valued distributions
κ0,1, κ1,0 ∈ L
(SA(R3,C4), E ∗) ∼= SA(R3,C4)∗ ⊗ E ∗
belongs to L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E))), i.e.
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E))),
if and only if the map φ 7→ κ1,0(φ) belongs to
L
(
E , SA(R3,C4)
)
,
i.e. if and only if κ1,0 can be extended to a map belonging to
L
(SA(R3,C4)∗, E ∗) ∼= SA(R3,C4)⊗ E ∗
∼= E ∗ ⊗ SA(R3,C4) ∼= L
(
E , SA(R3,C4)
)
.
Here of course we have the special case of Thm 4 with the tensor product of
the two Fock spaces (corresponding to the Dirac field and the electromagnetic
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potential field) degenerated to just one Fock space – that corresponding to the
Dirac field, and with the Hida space (E) = (E1)⊗ (E2) degenerated to just the
Hida space (E1)
df
= (E)
df
=
(SA(R3;C4)) = (S⊕H(3)(R3;C4)) corresponding to
the Dirac field, with the standard operator A = A1 = ⊕H(3) given by (106);
and finally with M = 1 and B degenerated to B1 with the nuclear test space E
degenerated to
E = SB(⊔R4;C) = SB1(R4;C4) = S⊕H(4)(R4;C4) = S(R4;C4) = E1
of (137).
Equivalently we may consider here the integral kernel operatorψ = Ξ0,1(κ0,1)+
Ξ1,0(κ1,0) as acting in the said tensor product of two Fock spaces, having the
form of sum of tensor product opertors on (E) = (E1) ⊗ (E2) with the second
factor operators acting on the second factor (E2) trivially as the unit operator,
in accordance with the identification of the operator
∂w =
{
∂s,p ⊗ 1, if w = (s,p) refers to fermi variables,
1⊗ ∂µ,p, if w = (µ,p) refers to bose variables,
in the general formula (136). But now we have to replace the general formula
(136) defining the operators Ξ0,1(κ0,1),Ξ1,0(κ1,0) giving the Dirac field, with
another one in which the integration variables are restricted only to the fermi
variables. This is not the special case of (136) for l = 0,m = 1 (or l = 1,m = 0)
of an integral operator in the tensor product of Fock spaces, because this is not
true that the krnels κ0,1, κ1,0 inserted into the general formula (136) cancel out
the unwanted boson variables. Thus ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) considered as
acting in the said tensor product of two Fock spaces is a special integral kernel
operator with integration variables restricted to fermion variables. Similarily
we have for the electromagnetic potential field, if considered as integral kernel
operator in the said tensor product of Fock spaces: it is an exceptional inte-
gral kernel operator with the integration variables in the general formula (136)
restricted only to boson variables.
From the Corrollary 2 and Lemma 4 it follows
COROLLARY 3. Let
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
be the Dirac field uderstood as an integral kernel operator with vector-valued
kernels
κ0,1, κ1,0 ∈ L
(SA(R3,C4), E ∗) ∼= SA(R3,C4)∗ ⊗ E ∗,
defined by (128) and (129). Then the Dirac field operator
ψ = ψ(−) +ψ(+) = Ξ0,1(κ0,1) + Ξ1,0(κ1,0),
belongs to L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ), i.e.
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ),
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which means in particular that the Dirac field ψ, understood as a sum ψ =
Ξ0,1(κ0,1)+Ξ1,0(κ1,0) of two integral kernel operators with vector-valued kernels,
defines an operator valued distribution through the continuous map
E ∋ ϕ 7−→ Ξ0,1
(
κ0,1(ϕ)
)
+ Ξ1,0
(
κ1,0(ϕ)
) ∈ L ((E), (E)).
Note here that the last Corollary 3 follows immediately from the proved
equality (127), i.e. Lemma 3, Corollary 1, and continuity of the restriction to
the orbit Om,0,0,0 regarded as a map S(R4;C)→ S(R4;C).
We have introduced the decomposition of the Dirac field operator ψ into the
positive and negative frequency parts after the classic physical tradition
ψ(−)
df
= Ξ0,1(κ0,1), ψ
(+) df= Ξ1,0(κ1,0).
Thus as a Corollary to Thm. 4 we have obtained the Dirac field ψ as a
sum of two integral kernel operators with vector valued kernels κ0,1, κ1,0 (128)
and (129). But as we have seen the (free) Dirac field ψ (and in general a
quantum free field uderstood as sum of integral kernel operators with vector-
valued kernels) is naturally an integral kernel operator with well defined kernel
equal to (scalar) integral kernel operator
ψa(x) =
4∑
s=1
∫
R3
κ0,1(s,p; a, x) ∂s,p d
3p+
4∑
s=1
∫
R3
κ1,0(s,p; a, x) ∂
∗
s,p d
3p
ψ(−) a(x) +ψ(+) a(x) = Ξ0,1
(
κ0,1(a, x)
)
+ Ξ1,0
(
κ1,0(a, x)
)
=
2∑
s=1
∫
R3
1
2|p0(p)|u
a
s(p)e
−ip·x ∂s,p d3p+
2∑
s=1
∫
R3
1
2|p0(p)|v
a
s (p)e
ip·x ∂∗s+2,p d
3p
=
2∑
s=1
∫
R3
1
2|p0(p)|u
a
s(p)e
−ip·x as(p) d3p+
2∑
s=1
∫
R3
1
2|p0(p)|v
a
s (p)e
ip·x as+2(p)+ d3p
=
2∑
s=1
∫
R3
1
2|p0(p)|u
a
s(p)e
−ip·x bs(p) d3p+
2∑
s=1
∫
R3
1
2|p0(p)|v
a
s (p)e
ip·x ds(p)+ d3p.
(138)
with p = (|p0(p)|,p) ∈ Om,0,0,0,
and where we have put bs=1(p), bs=2(p), ds=1(p), ds=2(p), respectively, for the
operators bs=1(p), bs=−1(p), ds=1(p), ds=−1(p) used in [147], p. 82, just chang-
ing the names of the summation index from {1,−1} into {1, 2}. Here the ex-
pressions in (138), for each fixed space-time point x, are not merely symbolic,
but they are meaningfull integral kernel operators transforming continously the
Hida space (E) into its strong dual (E)∗, and moreover even the integral
signs in these experessions are not merely symbolic, but are meaningfull
(point-wise) Pettis integrals (compare [84], or Subsection 5.8).
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We see that there is an addditional weight |p0(p)|−1 factor under the inte-
gration sign in our formula for the local free Dirac field ψ(x) in our formula
(138) in comparison to the standard formula for the free quantum Dirac field
used in other books, compare [147] formula45 (2.2.33) or the formula (7.32) of
[15] (with the respecive amplitudes a±ν replaced with the creation-annihilation
operators). Our field ψ (138) and the standard Dirac field, given by the formula
(166) of Subsection 3.8, although not equal, are mutually unitary isomorphic
in a sense explained in Subsection 3.8. Nonetheless there are important differ-
eneces between these two realizations of the field ψ. We explain them in more
details in Subsection 3.8.
3.7 Fundamental rules for computations involving free fields
understood as integral kernel operators with vector-
valued kernels
In this Subsection we give several useful computational rules, performed upon
integral kernel operators Ξl,m(κl,m) determined by L (E ,C)-valued distribu-
tions, κl,m, respecting the extendibility condition of Thm. 4 of the preceding
Subsection 3.6 (or resp. of Thm. 3.13 of [126]). This property allows to treat
such Ξl,m(κl,m) as well defined operator-valued distributions on the standard
nuclear test space E , which in our case will always be equal to the tensor product
E = E
n1
⊗ · · · ⊗ E
nM
, nk ∈ {1, 2},
of M space-time test spaces E1, E2 given by (137), Subsection 3.6, with M = 1
and pk put equal nk. We encouner the cases with M = 1 and (operator-valued
distributions with one space-time variable) or with M > 1 space-time variables.
In fact the integral kernel operators which are of importance for us are of still
more special character, being obtainable from the integral kernel operators de-
fined by the free fields underlying the considered Quantum Field Theory, as a
result of special operations: composition of Wick product, differetiation, inte-
gration and convolution with pairing functions.
Having in view the causal perturbative QED we confine attention to integral
kernel operators Ξl,m(κl,m) in the tensor product of just two Fock spaces –
the first one fermionic and corresponding to the Dirac field and the second
one bosonic and corresponding to the electromagnetic potential field, compare
Subsection 3.6. Thus considered here integral kernel operators Ξl,m(κl,m) act
on the Hida space (E) = (E1)⊗(E2) ⊂ ΓFermi
(
L2(R3;C4)
)⊗ΓBose(L2(R3;C4)),
constructed as in the previous Subsection 3.6. We have also formulated the Thm.
4, Subsection 3.6, for the said tensor product of the two mentioned above Fock
spaces. Of course analogous Theorem and corresponding rules of calculation
with integral kernel operators Ξl,m(κl,m) are valid on tensor product of more
than just two indicated Fock spaces.
45In the formula (2.2.33) of [147] the summation sign over s has been lost (of course by a
trivial misprint), and the additional irrelevant constant factors equal to the respective powers
of 2π appear in the litarature which are lost in our formula because we have not normalized
the measures when using Fourier transformations.
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The space E1 = SA1(R3;C4) = S(R3;C4) with index 1 and the standard op-
erator A1 = A (106) refers to the standard nuclear space in (107)), correspond-
ing to the Dirac field, with the space-time test space E1 = S⊕H(4)(R4;C4) =
S(R4;C4). The space E2 = SA2(R3;C4) = S0(R3;C4) with index 2 is the
nuclear space E determined by the standard operator A2 = ⊕30A(3) = A,
which enters the triple in (272), and which serves to define the free quantum
electromagnetic potential field, Subsection 5.8, with the space-time test space
E2 = SF−1⊕A(4)F (R4;C4) = S00(R4;C4).
The vector-valued distributions κ0,1, κ1,0 ∈ L (E1, E ∗1 ) determined by the
plane wave kernels (128) and (129), defining the free Dirac field as the integral
kernel operator
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) = ψ
(−) +ψ(+),
and in general the vector-valued plane-wave distributions κ0,1, κ1,0, . . . defin-
ing all free quantum fields of the theory play a fundametal role in the theory.
In QED we encouter besides the plane waves (128) and (129) the plane waves
κ0,1, κ1,0 ∈ L (E2, E ∗2 ) (325), Subsection 5.12, defining the free quantum elec-
tromnagnetic potential field:
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) = A
(−) +A(+),
if we change slightly the convention (used by mathematicians) of Subsection
3.6 and use for ∂∗w in the general integral kernel operator (136), on the tensor
product of Fock spaces of the Dirac field ψ and the electromnagnetic potential
field A, the operators η∂∗µ,pη whenever w = (µ,p) corresponds to the photon
variables µ,p in (136), insted of the ordinary transposed operators ∂∗µ,p. Here
η is the Gupta-Bleuler operator. This convention fits well with notation used
by physicists, as they are using the Krein-adjoined annihilation operators of the
photon variables in Fock normal expansions.
Indeed in terms of these kernels κ0,1, κ0,1, . . . all important quantities of the
theory are expressed:
1) The Wick polynomials of free fields are expressed through (symmetrized in
bose variables or respectively antisymmetrized in fermi variables) tensor
product operation performed upon the plane wave kernels κ0,1, κ1,0, . . .
defining the free fields of the theory,
2) Wick polynomial of free fields at the same space-time point are expressed
through the symmetrized or antisymmetrized in ξ1, . . . , ξM operation of
pointwise product κl1,m1(ξ1) · κ′l1,m1(ξ1) · . . . · κ
(M)
lM ,mM
(ξM ) utilizing the
fact that κ0,1(ξ), κ1,0(ξ), κ
′
0,1(ξ), κ
′
1,0(ξ), . . ., with ξ ∈ SAi(R3,C4) be-
long to the algebra of multipliers of the respective nuclear algebra Ei =
SBi(R4;C4) (equal S(R4;C4) or respectively S00(R4;C4)) of spaces of
space-time test functions, and the fact that the maps
Ei × Ej ∋ ξ × ζ 7→ κ1,0(ξ) · κ′1,0(ζ) ∈ E ∗k ,
i, j, k ∈ {1, 2},
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are jointly continuous in the ordinary nuclear topology on Ei and strong
dual topology on E ∗k which secures the Wick product to be a well defined
integral kernel operator belonging to
L ((E)⊗ E , (E)∗)
for E equal to the test function space E1 = S(R4) as well as for E2 =
S00(R4). Moreover if among the integral kernel operators defined by the
plane waves defining free fields there are no factors corresponding to zero
mass free fields, then
E∗i × E∗j ⊂ Ei × Ej ∋ ξ × ζ 7→ κ1,0(ξ) · κ′1,0(ζ) ∈ E ∗k ,
i, j, k ∈ {1, 2},
defined through ordinary point-wise product ·, are hypocontinuous in the
topology inherited from the strong dual topology on E∗i , and strong dual
topology on E ∗j , which secures in this case the Wick product to be an
integrl kernel operator which belongs even to
L ((E)⊗ E , (E)) ∼= L (E , L ((E), (E))
for E equal to the test function space E1 = S(R4) as well as for E2 =
S00(R4).
3) The perturbative contributions to interacting fields are expressed through
convolutions of the kernels corresponding toWick polynomials of free fields
with the respective pairing “generalized functions”, and utilizing the fact
that κ0,1(ξn1), κ0,1(ξn2), κ
′
0,1(ξn3 ), . . ., and their pointwise products with
ξnk ∈ SAnk (R3,C4) belong to the algebra of convolutors of the respective
nuclear algebra Enk (nk ∈ {1, 2}).
In all these constructions we apply the Theorem 4, and check validity of the
condition stated in this Theorem, asserting that the constructed integral kernel
operator belongs to
L ((E)⊗ E , (E)) ∼= L (E , L ((E), (E))
and defines an operator-valued distribution on the corresponding test space E .
Alternatively we check that the constructed operator Ξ(κ) has the kernel which
respect weaker condition (131)
κ ∈ L (En1 , . . . , Enl+m , E ∗),
which means by the generalization to tensor product of Fock spaces of Thm.
3.9 (compare Subsection 3.6) that the integral kernel operator belongs to
L ((E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗).
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In general it cannot be asserted46 that the integral kernel operator Ξ repre-
sented by the Wick product Ξ of integral kernel operators defined by free fields
belonging to
L ((E)⊗ E , (E)),
belongs to
L ((E)⊗ E , (E)).
This would be true only for the Wick product (at the fixed space-time point)
Ξ of integral kernel operators correponding to massive free fields (such as Dirac
field) or their derivatives. But if among the factors in the Wick product there
are present integral kernel operators corresponding to zero mass fields (or their
derivatives), then their Wick product (at the fixed space-time point) Ξ repre-
sents a general integral kernel operator (with vector valued kernel) Ξ(κ) which
belongs to
L ((E)⊗ E , (E)∗).
Therefore for any test function φ ∈ E this Wick product operator Ξ(κ) can
be evaluated 〈〈Ξ(κ)(Φ ⊗ φ), Ψ〉〉 = 〈〈Ξ(κ(φ))Φ, Ψ〉〉 at Φ ⊗ φ and Φ,Ψ ∈ (E),
and for fixed Φ,Ψ ∈ (E) represents a scalar distribution (as a function of φ ∈
compare (134) or (134)). Otherwise: for any test function φ ∈ E the Wick
product operator Ξ(κ(φ)) can be evaluated at Φ,Ψ ∈ (E), and gives the value
〈〈Ξ(κ(φ))Φ, Ψ〉〉, which is equal to a distribution (as a functional of the space-
time test function φ). This is what might have been expected since the very
work of Wick himself or from the analysis of Bogoliuov and Shirkov [15], which
alredy suggested that the general Wick product of free fields determines, at each
fixed space-time point, is a well defined sesquilinear form for states ranging over
a suitable dense domain.
But what is most important each order contribution to interatig Dirac and
electromagnetic potential field, has the form of a finite sum of integral kernel
operators
Ξl,m(κl,m) ∈ L ((E)⊗ E , (E)∗),
respectively with E ∗i -valued kernels κl,m, i = 1, 2, exactly as for the Wick
polynomials of free fields (at fixed space-time point), ant thus represent objects
of the same class as the Wick polynomials of free fields, i.e. finite sums of well
defined integral kernel operators with vector-valued kernels. Moreover the full
interactig Dirac field and the interacting electromagnetic field (in all orders)
have the form of Fock expansions (in the sense of [126])
∞∑
l,m=0
Ξl,m(κl,m),
46At least the autor has been not able to prove that the Wick product of integral kernel
operators corresponding to zero mass fields or their derivatives belongs to
L ((E) ⊗ E , (E)).
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which can be subject to computationally effective convergence ctriteria of [126],
utilizing symbol calculus of Obata.
Thus all operators considered by the theory: free fields, Wick products of
their derivatives, and contributions to interacting fields are all finite sums of
integral kernel operators in te sense of Obata [126] introduced in Subsection 3.6.
Among them the free fields operators, their derivatives and Wick polynomials
of derivatives of massive fields behave most “smoothly” and belong to
L ((E)⊗ E , (E)) ∼= L (E , L ((E), (E)).
General Wick polynomials of derivatives of free fields (including zero mass fields)
and contributions to interacting fields, of which we can say that belong to the
general class of integral kernel oerators, belong to
L ((E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗),
and are in this sense slightly more singular integral kernel operators than the
free fields themselves. In particular we cannot say that they are operator-
valued distributions in the white noise sense but nontheless, when evaluated at
fixed elements of Hida subspace of the Fock space, they represent scalar-valued
distributions on the space-time test function space E2 and E2.
Thus we start with the fundamental integral kernel operators Ξ0,1(κ0,1),
Ξ1,0(κ1,0) defined by the free fields of the theory. But we should distinguish the
free field integral kernel operators
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0), A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0),
acting in their own (resp. fermionic or bosonic) Fock spaces from the corre-
sponding free field integral kernel operators
ψ = Ξ0,1(
1κ0,1) + Ξ1,0(
1κ1,0), A = Ξ0,1(
2κ0,1) + Ξ1,0(
2κ1,0),
both acting in the tensor product Fock space. In the last case the integral kernel
operators Ξ0,1(
1κ0,1),Ξ1,0(
1κ1,0) are defined by the integral formula (136) in
which the integration is restricted to fermi variables w only, and the operators
Ξ0,1(
1κ0,1),Ξ1,0(
1κ1,0) act trivially as unit operators on the second factor. Here
1κ0,1,
1κ0,1 are exactly the kernels (128) and (129) corresponding to the Dirac
field, and denoted with the additional left-handed-superstript 1, in order to
distiguish them from the kernels 2κ0,1,
2κ0,1 (325), Subsection 5.12, in A =
Ξ0,1(
2κ0,1)+Ξ1,0(
2κ1,0) acting trivially on the first factor in the tensor product
of Fock spaces, and defined by the formula (136) in which the integration is
restricted to bose variables w only.
And generally kernels κ0,1, κ1,0 respecting the condition of Lemma 4, Sub-
section 3.6, corresponding to integral kernel operators which act trivially as
unit operators on the second bosonic Fock space factor with integration in their
definition restricted to fermi variables, will be denoted by 1κ0,1,
1κ0,1 with the
additional superscript 1; and vice versa for kernels corresponding to integral
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kernel operators acting trivially on the first fermionic Fock space factor with in-
tegration in their definition restricted to boson variables, denoted by 2κ0,1,
2κ0,1
with the additional left-handed- superstript 2.
Thus we start with the following fundamental integral kernel operators
Ξ0,1(
1κ0,1),Ξ1,0(
1κ1,0),Ξ0,1(
2κ0,1),Ξ1,0(
2κ1,0),
determined by the free fields of the theory and their derivatives, coresponding
to vector-valued distributions
1κ0,1,
1κ1,0 ∈ L (E1, E ∗1 ) ∼= E∗1 ⊗ E ∗1 ,
2κ0,1,
2κ1,0 ∈ L (E2, E ∗2 ) ∼= E∗2 ⊗ E ∗2 ,
which have the property that they can be (uniquely) extended to elements (de-
noted by the same symbols)
1κ0,1,
1κ1,0 ∈ L (E∗1 , E ∗1 ) ∼= E1 ⊗ E ∗1 ,
2κ0,1,
2κ1,0 ∈ L (E∗2 , E ∗2 ) ∼= E2 ⊗ E ∗2 ,
1κ0,1(ξ),
1κ1,0(ξ) ∈ OC = OCB1 ⊂ O′CB1 if ξ ∈ E1,
2κ0,1(ξ),
2κ1,0(ξ) ∈ OC ⊂ O′CB2 if ξ ∈ E2,
compare Lemma 4, Subsection 3.6 (for the kernels defining Dirac field), and
respectively Lemma 10, Subsection 5.10 for the kernels defining the electromag-
netic potential field. Here O′C(R4),O′CB2(R4) denote the algebras of convolu-
tors, respectively, of SB1(R4) = S(R4),SB2 (R4) = S00(R4), andOC(R4),OCB2(R4)
are their preduals, compare Appendix 11. Because all the spaces Ei, E
∗
i , Ei, E
∗
i ,
i = 1, 2, are nuclear then we have natural topological inclusions
L (E∗i , E
∗
i )
∼= Ei ⊗ E ∗i ⊂ E∗i ⊗ E ∗i ∼= L (Ei, E ∗i ), i = 1, 2
induced by the natural topological inclusions Ei ⊂ E∗i in both cases: if we endow
Ei with the topologies on Ei inherited from E
∗
i and with their ordinary nuclear
topologies, compare Prop. 43.7 and its Corollary in [183]. In the first case
we obtain isomorphic inclusions by the cited Proposition, as in case of nuclear
spaces the projective tensor product coincides with the equicontinuous and thus
with the essentially unique tensor product in this category of linear topological
spacs, compare [183]. Therefore we simply have
1κ0,1,
1κ1,0 ∈ L (E∗1 , E ∗1 ) ∼= E1 ⊗ E ∗1 ,
2κ0,1,
2κ1,0 ∈ L (E∗2 , E ∗2 ) ∼= E2 ⊗ E ∗2 ,
1κ0,1(ξ),
1κ1,0(ξ) ∈ OC = OCB1 if ξ ∈ E1,
2κ0,1(ξ),
2κ1,0(ξ) ∈ OC ⊂ O′CB2 if ξ ∈ E2.
Recall that in case of kernels 1κ0,1,
1κ1,0, respectively,
2κ0,1,
2κ1,0, defining the
free fields ψ, A we have the spacetime test spaces E1, respectively, E2, given by
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the formula (137) with pk = nk = 1, and respectively, pk = nk = 2 and with
qk = 4 and M = 1 in (137).
In fact we have two possible realizations of the free Dirac field ψ, having
different commutation functions and pairings, which nonetheless are a priori
equally good form the point of view of causal perturbative approach. This
will be explained in Subsection 3.8. Thus besides the plane wave distributions
1κ0,1,
1κ0,1 defined by (128) and (129), Subsect. 3.6, we can use (171) and (172)
of Subsection 3.8. Similarily we have two possibilites for the realization of the
free electromagnetic potential field A, both having the same commutation and
pairing functions, but with slightly different behaviour in the infrared regime.
This will be explained in Subsection 5.12. Namely besides the formulas (325)
for 2κ0,1,
2κ0,1 we can use (318), Subsection 5.10. Correspondingly we have
a priori four versions of perturbative QED, and although it seems that they
all should be essentially equivalent, they all should be subject to a systematic
investigation. The formulas (318) and (171) and (172) are the standard (in the
Gupta-Bleuler gauge of QED) but the remaining three possibilites should also
be seriously considered.
Here we give definition and general rules in forming Wick product of integral
kernel operators
Ξl1,m1
(
n1
1
κl1,m1
)
, . . .ΞlM ,mM
(
nM
M
κlM ,mM
)
(139)
with general (not necessary equal to plane wave distributions defining the free
fields, as we have in view e.g. also their spatio-temporal-derivative fields)
nk
k
κlk,mk ∈ L (Enk , E ∗nk ) ∼= E
∗
nk
⊗ E ∗
nk
, k = 1, 2, . . .M
extendible to
nk
k
κlk,mk ∈ L (E∗nk , E
∗
nk
) ∼= Epk ⊗ E ∗nk
and with the property that
nk
k
κlk,mk(ξ) ∈ OC , ξ ∈ Enk .
Here
nk =
 1or
2
, and (lk,mk) =
 (0, 1)or
(1, 0)
and the integral kernel operator
Ξlk,mk
(
nk
k
κlk,mk
)
,
regarded as the operator on the said tensor product of Fock spaces, has the
exceptional form (similarily as for the operators defined by the free fields A and
ψ) that the integraton in the general formula (136) for this operator is restricted
to fermion variables, if nk = 1, or to bose variables, if nk = 2.
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We then define the Wick product
: Ξl1,m1
(
n1
1
κl1,m1
)
· · ·ΞlM ,mM
(
nM
M
κlM ,mM
)
:
of M such operators as the ordinary product of these operators, but rearranged
in such a manner that all operators
Ξlk,mk
(
nk
k
κlk,mk
)
with (lk,mk) = (1, 0) stand to the left of all operators
Ξlk,mk
(
nk
k
κlk,mk
)
with (lk,mk) = (0, 1), multiplied in addition by the factor (−1)p with p equal to
the parity of the permutation performed upon fermi operators, having nk = 1
and corresponding to the fermi variables, required to bring the operators into
the required “normal” order.
RULE I
We have the following computational rule
: Ξl1,m1
(
n1
1
κl1,m1
)
· · ·ΞlM ,mM
(
n1
M
κlM ,mM
)
:
= Ξl,m(κlm),
l = l1 + · · · lM , m = m1 + · · ·mM
where
κl,m =
(
n1
1
κl1,m1
)
⊗ · · · ⊗
(
n1
M
κlM ,mM
)
stands for the ordinary tensor product(
n1
1
κl1,m1
)
⊗ · · · ⊗
(
n1
M
κlM ,mM
)
∈ E
n1
⊗ E ∗
n1
⊗ · · · ⊗ E
nM
⊗ E ∗
nM
∼= En1 ⊗ · · · ⊗ EnM ⊗ E ∗n1 ⊗ · · · ⊗ E
∗
nM
∼= L (E∗
n1
⊗ · · · ⊗ E∗
nM
, E ∗
n1
⊗ · · · ⊗ E ∗
nM
)
1) separately symmetrized with respect to all bose variables, lying among the
first l variables, 2) separately symmetrized with respect to all bose variables, ly-
ing among the last m variables, 3) separately antisymmetrized with respect to
all fermi variables which lie among the first l variables, 4) separately antisym-
metrized with respect to all fermi variables lying among the last m variables,
finally 5) the result multiplied by the factor (−1)p, where p is the parity of
the prmutation performed upon the fermi operators necessay to rearrange them
into the order in which they stand in the general formula (136) for Ξl,m(κl,m).
Here by definition nk is counted among the first l variables iff the corresponding
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(lk,mk) = (1, 0), and nk is counted among last m variables iff the corresponding
(lk,mk) = (0, 1).
This is effective computational rule because in practical situations, e.g. for
the Wick product of integral kernel operators defined by free fields of the theory,
the tensor product of the corresponding kernels may be represented by ordinary
products of the functions representing kernels:(
n1
1
κl1,m1
)
⊗ · · · ⊗
(
n1
M
κlM ,mM
)
(w1, . . . , wM ;X1, . . . , XM )
=
(
n1
1
κl1,m1
)
(w1, X1) · · ·
(
n1
M
κlM ,mM
)
(wM , XM ),
Xk =
 (ak, xk), for Xk corresponding to fermi variables wk = (sk,pk)or
(µk, xk), for Xk corresponding to bose variables wk = (νk,pk)
,
wk =
 (sk,pk), for fermi variables wkor
(νk,pk), for bose variables wk
,
xk denotes for each k spacetime coordinates variable,
sk ∈ {1, 2, 3, 4}, µk, νk ∈ {0, 1, 2, 3}, ak ∈ {1, 2, 3, 4}.
In case of Wick product integral kernel operators corresponding to fixed com-
ponents of the fields, the respective values of µk and ak will be correspondingly
fixed, and the test spaces Enk will be equal (137) with qk = 1, i.e. scalar
test spaces. Thus the symmetrized/antisymmetrized tensor product ⊗ of the
kernels corresponding to free fields can be easily and explicitly computed, by
the indicated symmetrizations and antisymmetrizations applied to the kernel
functions:(
n1
1
κl1,m1
)
⊗ · · · ⊗
(
n1
M
κlM ,mM
)
(w1, . . . , wM ;X1, . . . , XM ),
remembering that the variable (wk, Xk) is counted among the first l variables
iff (lk,mk) = (1, 0), and the variable (wk, Xk) is counted among the last m
variables iff (lk,mk) = (0, 1).
The Rule I can be justified by utilizing the fact that
Ξlk,mk
(
nk
k
κlk,mk(Xk)
)
,
exist point-wisely as Pettis integral for each fixed point Xk, with the scalar
distribution
nk
k
κlk,mk(Xk)
(with fixed Xk) represented by the scalar function
wk 7−→ nkk κlk,mk(wk, Xk)
kernel, as in the proof of Bogoliubov-Shirkov Hypothesis in Subsection 5.9.
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From the Rule I it easily follows that the Wick product of the class of integral
kernel operators (139), subsuming free field operators, is a well defined (sum of)
integral kernel operator(s) Ξ(κl,m) with the kernel(s)
κl,m ∈ L (E∗n1 ⊗ · · · ⊗ E
∗
nM
, E ∗
n1
⊗ · · · ⊗ E ∗
nM
), M = l+m (140)
and thus with
Ξl,m(κl,m) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
by Thm. 4, Subsection 3.6, for
E = E ∗
n1
⊗ · · · ⊗ E ∗
nM
. (141)
In particular it defines an operator-valued distribution on the tensor product
(141) of space-time test function spaces E1, E2 with Enk = E1 iff nk = 1 and
E
nk
= E2 iff nk = 2 (respectively for the fermi operator or bose operator in the
Wick product).
It is easily seen that we get in this way a gradedWick algebra which subsumes
in particular all finite sums of integral kernel operators Ξl,m(κl,m) with kernels
κl,m having the property (142). Let
Ξ(κ′l′,m′) and Ξl′′,m′′(κ
′′
l′′,m′′)
be two such operators with
κ′l′,m′ ∈ L (E∗n′1 ⊗ · · · ⊗ E
∗
n′
M′
, E ∗
n′1
⊗ · · · ⊗ E ∗
n′
M′
),
κ′′l′′,m′′ ∈ L (E∗n′′1 ⊗ · · · ⊗ E
∗
n′′
M′′
, E ∗
n′′1
⊗ · · · ⊗ E ∗
n′′
M′′
)
It is easily seen that we have the following rule for Wick product of such oper-
ators
: Ξ(κ′l′,m′) Ξl′′,m′′(κ
′′
l′′,m′′) := Ξl,m(κl,m), l = l
′ + l′′, m = m′ +m′′,
where
κl,m = κ
′
l′,m′ ⊗ κ′′l′′,m′′
is equal to the ordinary tensor product
κ′l′,m′ ⊗ κ′′l′′,m′′
∈ E
n′
1
⊗ · · · ⊗E
n′
M′
⊗E
n′′
1
⊗ · · · ⊗E
n′′
M′′
⊗ E ∗
n′
1
⊗ · · · ⊗ E ∗
n′
M′
⊗ E ∗
n′′
1
⊗ · · · ⊗ E ∗
n′′
M′′
∼= L (E∗
n′
1
⊗· · ·⊗E∗
n′
M′
⊗E∗
n′′
1
⊗· · ·⊗E∗
n′′
M′′
, E ∗
n′
1
⊗· · ·⊗E ∗
n′
M′
⊗E ∗
n′′
1
⊗· · ·⊗E ∗
n′′
M′′
),
1) multiplied by (−1)p where p is the parity of the permutation which has to
be applied to the fermi operators lying among the Hida operators put in
the order
∂∗w′1 · · · ∂w′M′∂
∗
w′′1
· · · ∂w′′
M′′
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in which the Hida operators are put formally together in the order in which
they stand in the general formula (136) for Ξl′,m′(κ
′
l′,m′) (first) and in the
general formula (136) for Ξl′′,m′′(κ
′′
l′′,m′′) (second), in order to rearrange
them into the order in which they stand in the general formula (136) for
Ξl,m(κ
′′
l,m)
2) separately symmetrized with respect to all bose variables which lie within
the the first l variables,
3) separately symmetrized with respect to all bose variables which lie within
the last m variables,
4) separately antisymmetrized with respect to all fermi variables which lie
among the first l variables,
5) separately antisymmetrized with respect to all fermi variables which lie
among the last m variables,
6) the n′k-th or respectively n
′′
k-th variable is counted as lying among the first
l variables if it lies among the first l′ variables in κ′l′,m′ or among the first
l′′ variables of the kernel κ′′l′′,m′′ . The remaining variables are counted as
the last m variables.
In fact Wick product is well defined on a much larger class of integral kernel
operators Ξl,m(κl,m), because for its validity it is sufficient that the kernels κl,m
respect the condition of Theorem 4, considerably weaker than the condition
(142). In this wider class of operators the last rule for computation of the Wick
product remains true.
A much more interesting case we encounter when among the integral kernel
operators (139) there are present such, which are equal to Wick polynomials of
free fields at one and the same space-time point. Now we give general definition
of such a Wick product of (fixed components of) free fields at one and the
same space-time point, and show that the correponding integral kernel operator
lies among the class which can be placed into the above Wick product. The
resulting integral kernel operator Ξ will be a finite sum of well defined integral
kernel operators Ξ(κl,m) with the kernel(s)
κl,m ∈ L (En1 ⊗ · · · ⊗ EnM , E ∗n1 ⊗ · · · ⊗ E
∗
nM
), M = l+m (142)
and thus with
Ξl,m(κl,m) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
by the generalization of Thm. 3.9 of [126] to the tensor product of Fock spaces,
compare Subsection 3.6. Therefore Wick product of free fields (or their deriva-
tives) Ξ at the fixed space-time point belongs to the general class of finite sums
of integral kernel operators with vector-valued kernels, which in general does
not belong to
L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
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if among the factors in the Wick product (at fixed point) there are zero mass
fields or their derivatives. But if among the fators there are no factors corre-
sponding to zero mass fields (or their derivatives) then the resulting integral
kernel operator Ξ – Wick product at fixet point – will be a finite sum of well de-
fined integral kernel operators Ξ(κl,m) with the kernels respecting the condition
of Thm. 4, i. e. with
Ξl,m(κl,m) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
by the generalization of Thm. 3.13 of [126] to the tensor product of Fock
spaces, compare Thm. 4 of Subsection 3.6, and with E ∗1 -valued or respectively
E ∗2 -valued distribution kernels, for both nuclear space-time test function spaces:
E1 and for E2 given by the special case of (137) with M = 1 and qk = 1 in it,
i.e.
E1 = SH(4)(R4;C) = S(R4;C) or
E2 = SFA(4)F−1(R4;C) = S00(R4;C).
For the need of causal perturbative construction of interacting fields it is
sufficient to confine attention to integral kernel operators representing the re-
spective components of free fields, of their spatio-temporal dervatives, their
Wick products, their integrals with pairing functions (e.g. convolutions of Wick
products of spatio-temporal derivatives of fixed components of free fields with
pairing distributions, i. e.“ pairing functions”). Therefore we confine ourselves
to fixed components of the free fields and of their spatio-temporal derivatives
and thus to scalar-valued space-time test function spaces E1 = S(R4;C) or re-
spectively E2 = S00(R4;C). Correspondingly to this we consider integral kernel
operators with the vector-valued kernels corresponding to fixed components of
free fields which can be represented by the functions
1κ0,1(w;X) =
1κ0,1(s,p; a, x),
1κ1,0(w;X) =
1κ0,1(s,p; a, x) or
2κ0,1(w;X) =
2κ0,1(ν,p;µ, x),
2κ1,0(w;X) =
2κ0,1(ν,p;µ, x),
(143)
with fixed values of the discrete indices a, µ. To this class (143) of kernels we
add their spatio-temporal derivatives
∂α 1κ0,1(w;X) = ∂
α 1κ0,1(s,p; a, x), ∂
α 1κ1,0(w;X) = ∂
α 1κ0,1(s,p; a, x) or
∂α 2κ0,1(w;X) = ∂
α 2κ0,1(ν,p;µ, x), ∂
α 2κ1,0(w;X) = ∂
α 2κ0,1(ν,p;µ, x),
where
α = (α0, α1, α2, α3) ∈ N40 and ∂α =
∂α0
(∂x0)α0
∂α1
(∂x1)α1
∂α2
(∂x2)α2
∂α3
(∂x3)α3
(144)
DEFINITION 1. The class K0 of kernels we are considering in the sequel
consists of the plane wave kernels (143) defining the free fields of the theory and
of their spatio-temporal derivatives (144), with fixed values of the indices a, µ, α.
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Upon the integral kernel operators determined by the vector valued kernels
K0 we perform the operations of Wick product (Rule I), Wick products at the
same space-time point (Rule II), spatio-temporal derivations (Rule III), inte-
grations (IV and V) and finally convolutions with pairing functions (Rule VI).
Correspondingly to each of the said operations there exists the correponding
Rule performed upon the kernels, corresponding to the operators. Of course the
operations performed upon the kernels in K0 and determined by the Rules will
extend the initial class K0. We use a general notation
n
k
κl,m(s,p;x), n = 1
for a kernel
∂α 1κl,m(s,p; a, x), (l,m) = (0, 1) or = (1, 0)
with fixed indices a, α and with 1κ0,1(s,p; a, x) equal to the plane wave kernel
defining the free Dirac field. Similarily we will denote simply by
n
k
κl,m(ν,p;x), n = 2
the kernel
∂α 2κl,m(ν,p;µ, x), (l,m) = (0, 1) or = (1, 0)
with fixed indices µ, α and with 2κl,m(ν,p;µ, x) equal to the plane wave kernel
defining the free electromagnetic potential field.
Assuming
nk
k
κlk,mk ∈ K0, k = 1, . . . ,M,
we consider the following Wick monomials, i.e. Wick products at the same
space-time point, of the following operators
Ξl1,m1
(
n1
1
κl1,m1
)
, . . .ΞlM ,mM
(
nM
M
κlM ,mM
)
(145)
with general (not necessary equal to plane wave distributions defining the free
fields, as we have in view also their spatio-temporal-derivative fields) kernels
nk
k
κlk,mk ∈ L (Enk , E ∗nk ) ∼= E
∗
nk
⊗ E ∗
nk
, , k = 1, 2, . . .M
representable by ordinary functions, respecting the conditions expressed in Lemma
4, Subsection 3.6 or respectively Lemma 10, Subsection 5.10, i.e. extendible to
elements
nk
k
κlk,mk ∈ L (E∗nk , E
∗
nk
) ∼= Enk ⊗ E ∗nk (146)
with the property that
nk
k
κlk,mk(ξ) ∈ OC(R4;C), ξ ∈ Enk . (147)
Here
nk =
 1or
2
, and (lk,mk) =
 (0, 1)or
(1, 0)
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and the integral kernel operator
Ξlk,mk
(
nk
k
κlk,mk
)
,
regarded as the operator on the said tensor product of Fock spaces, has the
exceptional form (similarily as for the operators defined by the free fields A and
ψ) that the integraton in the general formula (136) for this operator is restricted
to fermion variables, if nk = 1, or to bose variables, if nk = 2.
Validity of (146) and (147) for spatio-temporal derivatives of the plane wave
kernels (143) can be proved exactly as for kernels (143) themselves by repeating
the argumet of the proof of Lemma 4, Subsection 3.6 or respectively Lemma 10,
Subsection 5.10.
In fact in construction of interacting fields in the standard spinor QED it
would be sufficient to consider only the kernels (143) and the kernels which
arise by performing upon them the respective operations determined by the
Rules I - VI, except the III-rd, given below. This is because no spatio-temporal
derivatives of free fields enter the interaction lagrangian in spinor QED, but
only free fields themselves. But in case of scalar QED the interaction lagrangian
contains derivatives of free fields, so in that case spatio-temporal derivatives of
the kernels determining the scalar free field has to be taken into consideration.
So let
nk
k
κlk,mk ∈ K0, k = 1, . . . ,M.
Then for each fixed space-time point x the scalar integral kernel operators
Ξl1,m1
(
n1
1
κl1,m1(x)
)
, . . .ΞlM ,mM
(
nM
M
κlM ,mM (x)
)
(148)
determined by scalar kernel functions
nk
k
κlk,mk(x) : wnk 7−→
nk
k
κlk,mk(wnk ;x),
are well defined generalized operators transforming continously the Hida space
(E) into its strong dual (E)∗, and exist point-wisey as Pettis integrals (136)
with integration in (136) restricted to fermi variables, iff nk = 1, or to bose
variables, iff nk = 2, compare Subsection 5.9. Moreover for each fixed x there
exist a well defined Wick product of the operators (148)
: Ξl1,m1
(
n1
1
κl1,m1(x)
)
, . . .ΞlM ,mM
(
n1
M
κlM ,mM (x)
)
: (149)
defined as the ordinary product of these operators, but rearranged in the so
called “normal” order, in which all operators
Ξlk,mk
(
nk
k
κlk,mk(x)
)
(150)
with (lk,mk) = (1, 0) stand to the left of all opertators
Ξlk,mk
(
nk
k
κlk,mk(x)
)
(151)
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with (lk,mk) = (0, 1), multiplied in addition by the factor (−1)p with p equal to
the parity of the permutation performed upon fermi operators, having nk = 1
and corresponding to the fermi variables, required to bring the operators into
the required “normal” order.
RULE II
We have the following computational rule
: Ξl1,m1
(
n1
1
κl1,m1(x)
)
· · ·ΞlM ,mM
(
n1
M
κlM ,mM (x)
)
:
= Ξl,m(κlm(x)),
l = l1 + · · · lM , m = m1 + · · ·mM
where the ordinary function representing the kernel κl,m
κl,m(w1, . . . , wM ;x) =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
(w1, . . . , wM ;x)
is equal to the ordinary product(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
(w1, . . . , wM ;x)
=
(
n1
1
κl1,m1
)
(w1;x) · · ·
(
nM
M
κlM ,mM
)
(wM ;x),
1) separately symmetrized with respect to all bose variables, lying among the
first l variables, 2) separately symmetrized with respect to all bose variables, ly-
ing among the last m variables, 3) separately antisymmetrized with respect to
all fermi variables which lie among the first l variables, 4) separately antisym-
metrized with respect to all fermi variables lying among the last m variables,
finally 5) the result multiplied by the factor (−1)p, where p is the parity of
the permutation performed upon the fermi operators necessay to rearrange them
into the order in which they stand in the general formula (136) for Ξl,m(κl,m).
Here by definition nk is counted among the first l variables iff the corresponding
(lk,mk) = (1, 0), and nk is counted among last m variables iff the corresponding
(lk,mk) = (0, 1).
Again the Rule II can be justified by using the fact that the operators (150)
exist point-wisely as Pettis integrals, and represent operators mapping conti-
nously the strong dual (E)∗ of the Hida space into its strong dual (E)∗ (contin-
uous as well as operators (E)→ (E)∗), and similarly we have for the operators
(151), representing continous operators (E) → (E) (as well continuous as op-
erators (E)→ (E)∗). The proof, using essentially the same arguments as that
used in the proof of Bogoliubov-Shirkov Hypothesis in Subsection 5.9, can be
omitted, compare Subsection 5.9.
From the Rule II it easily follows that the Wick product (149) determines
integral kernel operator
Ξl,m(κl,m) = Ξl,m
((
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
))
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with vector valued kernel
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
∈ E∗
n1
⊗ · · · ⊗ E∗
nM
⊗ E ∗
i
∼= L (En1 ⊗ · · · ⊗ EnM , E ∗i ), i = 1, 2, (152)
and, when all nk = 1 (i.e. all
nk
k
κlk,mk are the plane wave kernels correponding
to derivatives of the Dirac field), defines the bilinear map
ξ × η 7→ κl,m(ξ ⊗ η),
ξ ∈
first l terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil ,
η ∈
last m terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m , (153)
which can be extended to a separately continuous bilinear map from
( first l terms Eij︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil
)∗
×
( last m terms Eij︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m
)
into L (E ,C) = E ∗. (154)
Thus in each case
Ξl,m(κl,m) = Ξl,m
((
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
))
∈ L ((E)⊗ Ei, (E)∗) ∼= L (Ei, L ((E), (E)∗)), i = 1, 2,
by Theorem 3.9 of [126] (or its generaliztion to the case of tensor product of
Fock spaces, compare Subsection 3.6).
In case in which there are no factors
Ξlk,mk
(
nk
k
κl1,m1
)
with nk = 2
i.e. no factors corresponding to the (derivatives) of the zero mass free fields of
the theory, e.g. of the electromagnetic potential field in case of QED, we have
Ξl,m(κl,m) = Ξl,m
((
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
))
∈ L ((E)⊗ Ei, (E)) ∼= L (Ei, L ((E), (E))), i = 1, 2,
by Theorem 4, Subsection 3.6 (generalization of Thm. 3.13 in [126]).
Indeed we use several technical Lemmas which allow us to show (152) as well
as the extedibility (154) property of the bilinear map (153) in case in which the
zero mass terms are absent. We need the following technical definition
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DEFINITION 2. Let Si, i = 1, 2, denote the family of subsets of Ei ⊂ E∗i
which are bounded in the topology on Ei induced by the strong dual topology on
E∗i . Otherwise: Si is the family of intersections of all sets bounded in the strong
dual space E∗i with the subset Ei of E
∗
i .
LEMMA 5. Let
1
1
κ1,0,
1
2
κ1,0 ∈ K0,
i.e. let the above two kernels be equal to fixed components of plane wave kernels
defininig the massive free fields of the theory ( i. e. the Dirac field in case of
QED), or to their spatio-temporal derivatives ∂α with fixed value of the multi-
index α ∈ N40. Then the map
E∗1 × E∗1 ⊃ E1 × E1 ∋ ξ1 × ξ2 7−→
1
1
κ1,0(ξ1) · 12κ1,0(ξ2) ∈ E ∗k ,
is
(
S1,S1
)
-hypocontinuous as a map
E1 × E1 −→ E ∗k , k = 1, 2
with the topology on E1 ⊂ E∗1 , induced by the strong dual topology on E∗1 , and
with the strong dual topology on E ∗k , k = 1, 2.
 (An outline of the proof) E2 = S00(R4;C) is continously inserted into
S(R4;C), and thus the strong dual E ∗1 = S(R4;C)∗ is continously inserted into
the strong dual E ∗2 = S00(R4;C)∗, for the proof compare Subsection 5.5. It is
therefore sufficient to prove the Lemma for the case E ∗1 = S(R4;C)∗ with k = 1.
Consider for example the case of the plane wave kernel κ1,0 given by the
formula (129), Subsect. 3.6 or (172) of Subsection 3.8 which defines (one of the
two a priori possible) Dirac free fields (the analysis of their fixed satio-temporal
derivation components is identical).
Recall that for φ ∈ E1 = S(R4;C), ξ1, ξ2 ∈ E1 = S(R3;C4) (here we fix
once for all the spinor indices a1, a2 and in case of spatio-temporal derivatives
∂α1κ1,0 and ∂
α2κ1,0 the additional multiindices α1, α2 ∈ N40 would also be fixed)
we have
〈κ1,0(ξ1) · κ1,0(ξ2), φ〉 =∑
s1,s2
∫
R3×R3×R4
κ1,0(s1,p1; a1, x)·κ1,0(s2,p2; a2, x) ξ1(s1,p1)ξ2(s2,p1)φ(x) d3p1 d3p2 d4x.
κ1,0(ξ1)(a1, x) =
∑
s1
∫
R3
κ1,0(s1,p1; a1, x) ξ1(s1,p1) d
3p1,
κ1,0(ξ2)(a2, x) =
∑
s2
∫
R3
κ1,0(s2,p2; a2, x) ξ2(s2,p2) d
3p1.
Next we show that if ξ1 ∈ E1 = S(R3;C) ranges over a set S ∈ S1, i.e.
over S ⊂ E1 ⊂ E∗1 bounded in the strong dual topology on E∗1 , and if φ ∈
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E1 = S(R4;C) ranges over a set B ⊂ E1 = S(R4;C) bounded in E1 = S(R4;C)
(with respectto the ordinary nuclear Schwartz topolody on S(R4;C), then the
set B+(S,B) of functions (spinor indices a1, a2 are fixed)
(s2,p2) 7−→
∑
s1
∫
R3×R4
κ1,0(s1,p1; a1, x)·κ1,0(s2,p2; a2, x) ξ1(s1,p1)φ(x) d3p1 d4x
and the set B+(B,S) of functions
(s1,p1) 7−→
∑
s1
∫
R3×R4
κ1,0(s1,p1; a1, x)·κ1,0(s2,p2; a2, x) ξ2(s2,p2)φ(x) d3p2 d4x
with ξ2 ranging over S ∈ S1 and φ ∈ B are bounded in E1 = S(R3;C4). The
proof, being a simple verification of definition of boundedness, can be omitted,
but we encourage the reader to perform the computations explicitly.
Next we observe that for any S ∈ S1 and any strong zero-neighborhood
W (B, ǫ) in E ∗1 = S(R4;C)∗, determined by a bounded set B in E1 = S(R4;C)
and ǫ > 0, for the strong zero-neighborhoods V
(
B+(S,B), ǫ
)
and V
(
B+(B,S), ǫ
)
we have
|〈κ1,0(ξ1) · κ1,0(ξ2), φ〉| < ǫ
whenever
ξ1 ∈ S, ξ2 ∈ V
(
B+(S,B), ǫ
)
or whenever
ξ1 ∈ V
(
B+(B,S), ǫ
)
, ξ2 ∈ S.
Put otherwise
κ1,0(S) · κ1,0
(
V
(
B+(S,B), ǫ
)) ⊂W (B, ǫ),
κ1,0
(
V
(
B+(B,S), ǫ
)) · κ1,0(S) ⊂W (B, ǫ).

LEMMA 6. 1) Let φ ∈ E1 = S(R4;C) and let φ˜ be equal to its Fourier
transform
φ˜(p) =
∫
R4
φ(x) eip·x d4x.
Then if φ ∈ S(R4;C) ranges over a bounded set B in the Schwartz space
S, equivalently, if φ˜ ranges over a bounded set B˜ in S(R4;C), then there
exists a constant CB depending on B such that
|φ˜(p± p′, p0(p)± p′0(p′))| ≤ CB, p,p′ ∈ R3, φ ∈ B
in each case
p0(p) =
√
|p|2 +m, or p0(p) =
√
|p|2 = |p|
p′0(p
′) =
√
|p′|2 +m, or p′0(p′) =
√
|p′|2 = |p′|.
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2) Let
n1
1
κl1,m1 ,
n2
2
κl2,m2 ∈ K0, (lk,mk) ∈ {(0, 1), (1, 0)}, nk ∈ {1, 2}, k = 1, 2,
i.e. let the above two kernels be equal to fixed components of plane wave
kernels defininig free fields of the theory, or to their spatio-temporal deriva-
tives ∂α with fixed value of the multiindex α ∈ N40. Then the map
En1 × En2 ∋ ξ1 × ξ2 7−→
n1
1
κl1,m1(ξ1) ·
n2
2
κl2,m2(ξ2) ∈ E ∗k ,
is continuous as a map
En1 × En2 −→ E ∗k , k = 1, 2
with the ordinary nuclear topology on Enk , k = 1, 2, and with the strong
dual topology on E ∗k , k = 1, 2.
 The first part 1) is obvious.
Concerning 2) we will use the the following two facts.
I) The functions
p→ P (p)
p0(p)
=
P (p)√|p|2 +m, m 6= 0
with P (p) being equal to polynomials in four real variables (p, p0(p)) =
(p1, p2, p3,
√|p|2 +m) are multipliers of the Schwartz algebra S(R3;C),
compare [150] or Appendix 11.
II) The functions
p→ P (p)
p0(p)
=
P (p)
|p| ,
with P (p) being equal to polynomials in four real variables (p, p0(p)) =
(p1, p2, p3, |p|) are multipliers of the nuclear algebra S0(R3;C), for a proof
compare Subsections 5.2 - 5.5.
Recall that in case of QED we have
E1 = SA1(R3;C4) = S(R3;C4) = ⊕S(R3;C) and
E2 = SA2(R3;C4) = S0(R3;C4) = ⊕S0(R3;C).
with A2 = ⊕30A(3) and A(3) on L2(R3;C) constructed in Subsection 5.3, and with
A1 = ⊕41H(3) equal to the direct sum of four copies of the three dimensional
oscillator hamiltonian, i. e. A1 is equal to the operator A given by (106).
In particular let us consider the distribution defined by the kernel
κ1,0
·⊗κ1,0(ν1,p1, ν2,p2;x) = κ1,0(ν1,p1;µ, x) ·κ1,0(ν2,p2;λ, x), with fixed µ, λ
(155)
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and with κ1,0 equal to the plane wave kernel defininig the free electromagnetic
potential field, and given by the formula (325), Subsection 5.12. For each ξ1, ξ2 ∈
E2 = S0(R4;C) the value of the distribution
κ0,1
·⊗ κ1,0(ξ1 ⊗ ξ2)(x) = κ1,0(ξ1)(µ, x) · κ1,0(ξ2)(λ, x)
=
∫
R3×R3
d3p1 d
3p2
|p1||p2|
ξµ1 (p1)ξ
λ
2 (p2) e
i(p1+p2)·x,
ξ1 ⊗ ξ2(p1 × p2) = ξ1(p1)ξ2(p2)
on φ ∈ S(R4;C) is equal
〈κ1,0(ξ1) · κ1,0(ξ2), φ〉 =
∫
R3×R3
d3p1 d
3p2
|p1||p2|
ξµ1 (p1)ξ
λ
2 (p2) φ˜(p1 + p2, |p1|+ |p2|).
Now let ξ1, ξ2 range respectively over the bounded sets B1 and B2 in E2 =
S0(R3;C4). Let φ range over a bounded set B in S(R4;C), equivalently, φ˜
range over a bounded set B˜ in S(R4;C). Because the function
p 7→ 1|p|
is a multiplier of the nuclear algebra S0(R3;C) (Subsections 5.4 and 5.5) then
the sets of functions
B′1 =
{
ξ′1, ξ1 ∈ B1
}
where ξ′1(p1) =
ξ1(p1)
|p1|
,
B′2 =
{
ξ′2, ξ2 ∈ B2
}
where ξ′2(p2) =
ξ2(p2)
|p2|
,
are bounded in E2 = S(R3;C4), and the set B′1 ⊗ B′2 is bounded in E2 ⊗ E2.
This in particular means that each of the norms (values of the indeces µ, ν ∈
{0, 1, 2, 3} are fixed and ζ(q) denotes derivative of q-th order q ∈ N60 of a function
ζ on R6)
⌉⌉ξµ1 ⊗ ξλ2 ⌈⌈m df= sup
|q|≤m
(1 + |p1 × 2|2)m
∣∣∣(ξµ1 ⊗ ξλ2 )(q)∣∣∣
is separately bounded on B′1 ⊗ B′2, i. e. for each m = 0, 1, 2, . . . there exists a
finite constant C′
m
such that
⌉⌉ξµ1 ⊗ ξλ2 ⌈⌈m≤ C′m , ξ1 ∈ B′1, ξ2 ∈ B′2,
and moreover for each m = 0, 1, 2, . . . there exists m′(m) ∈ N0 and C(m) < ∞
such that ⌉⌉
(1 + |p1 × p2|2)4
|p1| |p2|
ξ1 ⊗ ξ2
⌈⌈
m
≤ C(m) ⌉ξ1⌈m′ ⌉ξ2⌈m′ (156)
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where {⌉ · ⌈
m
}m∈N0 is one of the equivalent systems of norms defining S0(R3;C)
and given in Subsection 5.5, compre Subsection 5.5.
Now using the part 1) of the Lemma and the inequality (156) we obtain the
following inequalities (with fixed values of the indeces µ and λ in each factor
κ1,0(ξ1) and κ1,0(ξ1))
|〈κ1,0(ξ1)·κ1,0(ξ2), φ〉| =
∣∣∣∣∣
∫
R3×R3
d3p1 d
3p2
|p1||p2|
ξµ1 (p1)ξ
λ
2 (p2) φ˜(p1+p2, |p1|+|p2|)
∣∣∣∣∣
≤
∫
R3×R3
d3p1 d
3p2
|p1||p2|
|ξµ1 (p1)ξλ2 (p2)| |φ˜(p1 + p2, |p1|+ |p2|)|
≤ CB
∫
R3×R3
d3p1 d
3p2
|p1||p2|
|ξµ1 (p1)ξλ2 (p2)|
≤ CB
∫
R3×R3
d3p1 d
3p2
1
(1 + |p1 × p2|2)4
(1 + |p1 × p2|2)4|ξµ1 (p1)ξλ2 (p2)|
|p1||p2|
≤ CB
∣∣∣∣∣ 1(1 + |p1 × p2|2)4
∣∣∣∣∣
L2(R6)
∣∣∣∣∣(1 + |p1 × p2|2)4|p1||p2| ξµ1 ⊗ ξλ2
∣∣∣∣∣
∞
≤ C′
⌉⌉
(1 + |p1 × p2|2)4
|p1||p2|
ξµ1 ⊗ ξλ2
⌈⌈
4
≤ C′C(4) ⌉ξµ1 ⌈m′ ⌉ξλ2 ⌈m′ (157)
for some finite m′ ∈ N0.
Therefore for any strong zero-neighborhood V (B, ǫ) in S(R4;C)∗ determined
by a bounded subset B in S(R4;C) and ǫ > 0 there exist zero-neighboorhods
V1 and V2 in E2 = S0(R3;C4) such that
|〈κ1,0(ξ1) · κ1,0(ξ2), φ〉| ≤ ǫ, ξ1 ∈ V1, ξ2 ∈ V2, φ ∈ B,
or equivalently
κ1,0(ξ1) · κ1,0(ξ2) ∈ V (B, ǫ), ξ1 ∈ V1, ξ2 ∈ V2,
if we define
V1 =
{
ξ, ⌉ξµ⌈
m′<
√
ǫ
C′C(4)
}
, V2 =
{
ξ, ⌉ξλ⌈
m′<
√
ǫ
C′C(4)
}
,
which follows from the inequalities (157).
The same proof holds if we replace one or both the kernels κ1,0 by the kernel
κ0,1 defined by (325), Subsection 5.12, or by their derivatives because for any
polynomial P (p1,p2) in eight real variables
(p1, p10(p1),p2, p20(p2)) = (p1, |p1|,p2, |p2|)
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and for each m = 0, 1, 2, . . . there exists m′(m) ∈ N0 and C(m) <∞ such that⌉⌉
(1 + |p1 × p2|2)4P (p1,p2)
|p1| |p2|
ξµ1 ⊗ ξλ2
⌈⌈
m
≤ C(m) ⌉ξ1⌈m′ ⌉ξ2⌈m′ . (158)
Analogous proof can be repeated for all κ1,0, κ0,1 defined by (318), Subsection
5.10 (for plane wave kernels defining the free electromagnetic potential field)
and their derivatives; or for plane wave kernels (128) and (129), Subsect. 3.6
or (171) and (172) of Subsection 3.8 (for kernels defining the Dirac field) and
their derivatives. We have to remember that if the kernel corresponds to the
electromagnetic potential field then the nuclear space on which it is defined is
equal E2 = S0(R3;C4) and if the kernel corresponds to the Dirac field then it
is defined on the nuclear space E1 = S(R3;C4). In the last case we can use
the standard system of norms defining the Schwartz topology on S(R3;C). In
particular if both factors47 κl1,m1(ξ1) and κl2,m2(ξ2) in the pointwise product
κl1,m1(ξ1) · κl2,m2(ξ2) corespond to kernels defining a fixed component of the
Dirac field (or its fixed component derivative) then we are using the inequality
(158) with the the same system of norms {⌉⌉ · ⌈⌈
m
}m∈N0 on the left hand side
but with the system of norms {⌉ · ⌈
m
}m∈N0 replaced by the standard system of
norms defining the Schwartz topology on S(R3;C) and with
(1 + |p1 × p2|2)4P (p1,p2)
|p1| |p2|
in (158) replaced by
(1 + |p1 × p2|2)4P (p1,p2)√|p1|2 +m√|p2|2 +m or (1 + |p1 × p2|2)4P (p1,p2)
with P (p1,p2) equal to any polynomial in eight real variables
(p1, p10(p1),p2, p20(p2)) = (p1,
√
|p1|2 +m,p2,
√
|p2|2 +m).
If the first factor κl1,m1(ξ1) corresponds to a fixed component of the free Dirac
field (or its fixed component derivative) and the second factor κl2,m2(ξ2) cor-
responds to a fixed component of the free electromagnetic potential field (or
its fixed component derivative) then we are using the inequality (158) with
the the same system of norms {⌉⌉ · ⌈⌈
m
}m∈N0 on the left hand side, the same
system of norms {⌉ξ2⌈m}m∈N0 defining the nuclear topology S0(R3;C) (inher-
ited from S(R3;C), compare Subsections 5.2-5.5) but with the system of norms
{⌉ξ1⌈m}m∈N0 replaced by any standard which defines the Schwartz topology on
S(R3;C), and with
(1 + |p1 × p2|2)4P (p1,p2)
|p1| |p2|
47(lk, mk) = (1, 0) or (lk ,mk) = (0, 1) for k = 1, 2.
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in (158) replaced by
(1 + |p1 × p2|2)4P (p1,p2)√|p1|2 +m |p2| or (1 + |p1 × p2|
2)4P (p1,p2)
|p2|
with P (p1,p2) equal to any polynomial in eight real variables
(p1, p10(p1),p2, p20(p2)) = (p1,
√
|p1|2 +m,p2, |p2|).

LEMMA 7. Let
nk
k
κlk,mk ∈ K0, k = 1, . . . ,M.
i.e. we have the kernels belonging to the class48 K0.
1) Then it follows in particular that
nk
k
κlk,mk ∈ L (Enk , E ∗nk ) ∼= E
∗
nk
⊗ E ∗
nk
, k = 1, . . . ,M,
are regular vector-valued distributions defined by ordinary functions, which
fulfil the condition (146), i.e. are extendible to elements
nk
k
κlk,mk ∈ L (E∗nk , E
∗
nk
) ∼= Enk ⊗ E ∗nk , k = 1, . . . ,M,
and have the property (147) that
nk
k
κlk,mk(ξ) ∈ OC(R4;C), ξ ∈ Enk .
2) The “point-wise” multiplicative tensor product ⊗˙ of these distributions,
defined as in Rule II, gives a vector valued kernel
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
∈ OC(R4;C).
3) The “point-wise” multiplicative tensor product ⊗˙ of these distributions,
defined as in Rule II, gives a vector valued kernel
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
∈ E∗
n1
⊗ · · · ⊗ E∗
nM
⊗ E ∗
i
∼= L (En1 ⊗ · · · ⊗ EnM , E ∗i ), i = 1, 2.
4) If all n1, . . . , nM are equal 1, i. e. if all factors
Ξlk,mk
(
nk
k
κl1,m1
)
with nk = 1
48Recall that each element of K0 is equal to a component of a plane wave kernel defining
free field of the theory or to its spatio-temporal derivative ∂α with fixed α, compare Definition
1.
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correspond to (derivatives) of the free massive fields of the theory ( i. e.
derivatives of the Dirac free field in case of spinor QED), then the bilinear
map
ξ × η 7→ κl,m(ξ ⊗ η),
ξ ∈
first l terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil ,
η ∈
last m terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m ,
can be extended to a separately continuous bilinear map from
( first l terms Eij︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil
)∗
×
( last m terms Eij︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m
)
into L (E ,C) = E ∗.
 The first two parts 1) and 2) can be proved exactly as Lemma 4, Subsec-
tion 3.6 or respectively Lemma 10, Subsection 5.10.
Concerning 3) it is sufficient to consider the caseM = 2. But the caseM = 2
follows immediately from the part 2) of Lemma 6.
Concerning 4) it is sufficient to consider the case M = 2. Let us consider
first the case in which the first factor has (l1,m1) = (1, 0) and the second
(l2,m2) = (0, 1). That the map
ξ1 × ξ2 7−→ 11κ1,0
·⊗ 1
2
κ0,1(ξ1 ⊗ ξ2) = 11κ1,0(ξ1) ·
1
2
κ0,1(ξ2)
can be extedned to a map which is separately continous as a map
E∗1 × E1 7→ E ∗k , k = 1, 2
follows immediately from the extendibility property (146) asserted in the first
part of our Lemma and from the property (147) which assures that
nk
k
κlk,mk(ξ) ∈ OC(R4;C), ξ ∈ Enk .
and in particular assures that
nk
k
κlk,mk(ξ), ξ ∈ Enk
is contained within the algebra of multipliers of Ek, k = 1, 2 and of E
∗
k . This
is because OC(R4;C) is contained in both the algebras of multipliers OMB1 =
OM ,OMB2 , respectively, of E1, E2, compare Subsections 5.4, 5.5 and Appendix
11. In particular the operator of pointwise multiplication by a fixed
nk
k
κlk,mk(ξ), ξ ∈ Enk
transforms continously Ek, k = 1, 2 and E
∗
k , k = 1, 2 into themselves.
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Let us consider now the case M = 2 in which both factors have (l1,m1) =
(l2,m2) = (1, 0):
ξ1 × ξ2 7−→ 11κ1,0
·⊗ 1
2
κ1,0(ξ1 ⊗ ξ2) = 11κ1,0(ξ1) ·
1
2
κ1,0(ξ2) (159)
and the plane wave kernels
1
1
κ1,0,
1
2
κ1,0
correspond to some fixed components of the Dirac field or its fixed component
derivative. In this case the above map (159) coincides with a particular case of
the map of Lemma 5. From Lemma 5 and the Proposition of Chap III §5.4, p.
90 of [146], it follows that the
(
Sn1 ,Sn2
)
-hypocontinuous map
En1 × En2 −→ E ∗k , k = 1, 2
of Lemma 5, can be uniquely extended to
(
S∗n1 ,S
∗
n2
)
-hypocontinuous map
E∗n1 × E∗n2 −→ E ∗k , k = 1, 2
with respect to the strong dual topology on each indicated space, where S∗nk ,
k = 1, 2, is the family of all bounded sets on strong dual space E∗nk , which simply
means that the map of Lemma 5 can be uniquely extended to a hypocontinuous
map
E∗n1 × E∗n2 −→ E ∗k , k = 1, 2
or in particular to separately continuous map
E∗n1 × E∗n2 −→ E ∗k , k = 1, 2
with respect to the strong dual topology. Because E∗nk , E
∗
k , k = 1, 2 are all
equal to strong dual spaces of reflexive Fre´chet spaces Enk , Ek, then by Thm.
41.1 the map of Lemma 5 can be uniquely extended to (jointly) continuous map
E∗n1 × E∗n2 −→ E ∗k , k = 1, 2
with respect to the strong dual topology. 
Before continuing we give a commetary concerning the proof of 4), case
M = 2 of the last Lemma. Namey in this proof we can proceed as in the proof
of the second part of Lemma 4, Subsection 3.6 or respectively of Lemma 10,
Subsection 5.10. Namely
1
1
κ1,0
·⊗ 1
2
κ0,1
we can treat as an element of
L (Ei , E
∗
n1
⊗ E∗
n2
) ∼= L (En1 ⊗ En2 , E ∗i ).
Assertion 4), case M = 2, will be proved if we show that
1
1
κ1,0
·⊗ 1
2
κ0,1 ∈ L (Ei , E∗n1 ⊗ E
∗
n2
)
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actually belongs to
L (Ei , En1 ⊗ En2 ).
Similarily
2
1
κ1,0
·⊗ 2
2
κ0,1 ∈ L (Ei , E∗n1 ⊗ E
∗
n2
) ∼= L (En1 ⊗ En2 , E ∗i ).
wlould be extedible to an element of
L (E∗
n1
⊗ E∗
n2
, E ∗
i
) ∼= L (Ei , En1 ⊗ En2 )
if
2
1
κ1,0
·⊗ 2
2
κ0,1 ∈ L (Ei , E∗n1 ⊗ E
∗
n2
)
actually belongs to
L (Ei , En1 ⊗ En2 ).
This however is imposible because if both kernels
2
1
κ1,0,
2
2
κ0,1 are acssociated to
a fixed component of the free zero mass electromagnetic potential field (or its
derivative ), then easy computation shows that
2
1
κ1,0
·⊗ 2
2
κ0,1(φ), φ ∈ E2, has the
following general form
2
1
κ1,0
·⊗ 2
2
κ0,1(φ)(p1,p2) =M
ν1
1 (p1)M
µ2
2 (p2)φ˜(p1 + p2, p10(p1) + p20(p2)),
where Mνii is a multiplier of Eni , i = 1, 2, and
p10(p1) = |p1| p20(p2) = |p2|.
We can now easily see that
2
1
κ1,0
·⊗ 2
2
κ0,1(φ)
cannot even belong to C∞(R3 × R3;C8), so all the more it cannot belong to
S(R3;C4) ⊗ S(R3;C4) = E1 ⊗ E1 or to S0(R3;C4) ⊗ S0(R3;C4) = E2 ⊗ E2 or
to E1 ⊗ E2 or finally to E2 ⊗ E1. In particular
φ 7−→ 2
1
κ1,0
·⊗ 2
2
κ0,1(φ) (160)
cannot be continuous as a map
Ei 7−→ En1 ⊗ En2 .
From this it follows that
2
1
κ1,0
·⊗ 2
2
κ0,1
cannot be extended to an element of
L (E∗
n1
⊗ E∗
n2
, E ∗
i
).
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Of course from the last Lemma, part 3), it follows that the Wick product at
the same point of any number of zero mass or massive fields is a well defined
integral kernel operator belonging to
L
(
E , L ((E), (E)∗)
) ∼= L ((E)⊗ E , (E)∗)
in the sense of Obata [126] with vector-valued kernel. We therefore have the
following
PROPOSITION. 1) For the Wick product at te same space-time point x
: Ξl1,m1
(
n1
1
κl1,m1(x)
)
· · ·ΞlM ,mM
(
nM
M
κlM ,mM (x)
)
:
= Ξl,m(κlm(x)),
nk
k
κlk,mk ∈ K0
of the integral kernel operators corresponding to the free fields of the theory
or their derivatives we have
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
∈ E∗
n1
⊗ · · · ⊗ E∗
nM
⊗ E ∗
i
∼= L (En1 ⊗ · · · ⊗ EnM , E ∗i ), i = 1, 2.
Thus by (the generalization to tensor product of Fock spaces of) Thm. 3.9
of [126]
: Ξl1,m1
(
n1
1
κl1,m1
)
· · ·ΞlM ,mM
(
nM
M
κlM ,mM
)
:
= Ξl,m(κlm) ∈ L
(
(E)⊗ E
i
, (E)∗
) ∼= L (Ei , L ((E), (E)∗))
2) If all nk = 1, i.e. among the factors
Ξl1,m1
(
nk
k
κlk,mk(x)
)
there are no integral kernel operators corresponding to mass less free fields
(electromagnetic potential field in case of QED) or their derivatives, then
(by 4) of the preceding Lemma) the bilinear map
ξ × η 7→ κl,m(ξ ⊗ η),
ξ ∈
first l terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil ,
η ∈
last m terms Eij , ij ∈ {1, 2}︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m ,
can be extended to a separately continuous bilinear map from
( first l terms Eij︷ ︸︸ ︷
Ei1 ⊗ · · · ⊗ Eil
)∗
×
( last m terms Eij︷ ︸︸ ︷
Eil+1 ⊗ · · · ⊗ Eil+m
)
into L (E ,C) = E ∗.
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Thus by Thm. 4, Subsection 3.6
: Ξl1,m1
(
n1
1
κl1,m1
)
· · ·ΞlM ,mM
(
nM
M
κlM ,mM
)
:
= Ξl,m(κlm) ∈ L
(
(E)⊗ Ei , (E)
) ∼= L (Ei , L ((E), (E)))
Now we pass to the operation of differentiation with respect to space-time co-
ordinates. Suppose we have an integral kernel operator Ξl,m(κl,m) with vector-
valued kernel
κl,m ∈ L
(
E ,
(
Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗)
with the operator
Ξl,m(κl,m) ∈ L
(
E , L ((E), (E)∗)
) ∼= L ((E)× E , (E)∗)
uniquely determined by〈〈
Ξl,m(κl,m)(Φ⊗ φ), Ψ
〉〉
=
〈〈
Ξl,m
(
κl,m(φ)
)
Φ, Ψ
〉〉
= 〈κl,m(φ), ηΦ,Ψ〉 = 〈κl,m(ηΦ,Ψ), φ〉, Φ,Ψ ∈ (E), φ ∈ E ,
compare (135) Subsection 3.6. Suppose moreover that
E = E1 = SH(4) (R4;C) = S(R4;C) or
E = E2 = SFA(4)F−1(R4;C) = S00(R4;C).
Let for κl,m understood as an element of
L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
) ∼= L (E , (Ei1 ⊗ · · · ⊗ Eil+m)∗ )
we have
κl,m(ξ1 ⊗ · · · ⊗ ξl+m) ∈ OC(R4;C), ξk ∈ Eik , ik ∈ {1, 2}.
We moreover include into consideration the special cases of integral kernel op-
erators
Ξ0,1(
1κ0,1),Ξ1,0(
1κ1,0),Ξ0,1(
2κ0,1),Ξ1,0(
2κ1,0), (161)
determined by the free fields of the theory with the integration in the general
formula (136) is restriced, respectively, only to fermi or only to bose variables,
and the Wick products of (161) at the same space-time point (representing ordi-
nary integral kernel operators (136) with vector-valued kernels and integration
with integration in general ranging over both, bose and fermi, variables if the
Wick product involves both, bose and fermi, field components).
Then we can define the space-time derivative( ∂
∂xµ
Ξl,m
)
(κl,m)
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as the integral kernel operator uniquely determined by the condition〈〈( ∂
∂xµ
Ξl,m
)
(κl,m)(Φ⊗ φ), Ψ
〉〉
=
〈〈
Ξl,m
(( ∂
∂xµ
κl,m
)
(φ)
)
Φ, Ψ
〉〉
= −
〈〈
Ξl,m
(
κl,m
(( ∂
∂xµ
φ
))
Φ, Ψ
〉〉
=
〈( ∂
∂xµ
κl,m
)
(φ), ηΦ,Ψ
〉
= −
〈
κl,m
( ∂
∂xµ
φ
)
, ηΦ,Ψ
〉
= −〈κl,m(ηΦ,Ψ), ∂
∂xµ
φ〉, Φ,Ψ ∈ (E), φ ∈ E ,
and thus by
RULE III’
We have the following computational rule( ∂
∂xµ
Ξl,m
)
(κl,m) = Ξl,m
( ∂
∂xµ
κl,m
)
for κl,m understood as an element of
L
(
E ,
(
Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗).
Thus the operation of space-time differentiation performed on Ξ(κl,m) core-
sponds, via the Rule III, to the operation of differentiation performed upon the
vector-valued distributional kernel κl,m, undersdood as an
(
Ei1 ⊗· · ·⊗Eil+m
)∗
-
valued distribution on the test function space E . Again the Rule III can be
justified by utilizing the fact that
Ξl,m
(
κl,m(x)
)
=
∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , wil+1 , . . . wil+m ;x)
× ∂∗wi1 · · ·∂
∗
wil
∂wil+1 · · ·∂wil+mdwi1 · · · dwildwil+1 · · · dwil+m =
=
∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , uj1 , . . . ujm ;x) ×
× ∂∗wi1 · · · ∂
∗
wil
∂uj1 · · · ∂ujmdwi1 · · · dwilduj1 · · ·dujm (162)
exists pointwisely as a Pettis integral, just repeating the arguments in constru-
tion of space-time derivatives of the free electromagnetic potential field during
the proof of Bogoliubov-Shirkov Quantization Postulate, compare Subsection
5.9. Moreover during this proof we have given justification of the following
Rules IV, V and VI.
For the integral kernel operator (162) we have
RULE IV’∫
R4
Ξl,m
(
κl,m(x)
)
d4x = Ξl,m
(∫
R4
κl,m(x)d
4x
)
.
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RULE V’∫
R4
Ξl,m
(
κl,m(x, x0)
)
d3x = Ξl,m
(∫
R4
κl,m(x, x0) d
3x
)
.
Let S ∈ S(R4;C)∗ then
RULE VI
S ∗ Ξl,m(κl,m)(x) =
∫
R4
S(x− y)Ξl,m
(
κl,m(y)
)
d4y
= Ξl,m
(∫
R4
S(x− y)κl,m(y) d4y
)
= Ξl,m
(
S ∗ κlm(x)
)
.
Here
S ∗ κlm(ξ1, . . . , ξl+m)(x)
=
∫
R4
S(x−y)κl,m(wi1 , . . . , wil+m ; y) ξi1(wi1 ), . . . , ξil+m(wil+m)d4y, ξik ∈ Eik
is well defined because
κl,m(ξ1 ⊗ · · · ⊗ ξl+m) ∈ OC(R4;C) ⊂ O′C(R4;C),
and by definition is equal to the (kernel of the) distribution S∗(κlm(ξ1, . . . , ξl+m)),
compare Appendix 11.
The Rules III’, IV’, V’, VI are also valid in case of more than just one
space-time variable x. In order to see it we can repeat the proof replacing E
(previously equal to E1 = S(R4;C) or E2 = S00(R4;C)) by E equal to tensor
product of several E1 or E2. In this case we would obtain more generally with
κl,m(ξ1 ⊗ · · · ⊗ ξl+m;x1, . . . , xn) ∈ OC(R4n;C)
the integral kernel operator
Ξl,m
(
κl,m(x1, . . . , xn)
)
=
∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , wil+1 , . . . wil+m ;x1, . . . , xn)×
× ∂∗wi1 · · ·∂
∗
wil
∂wil+1 · · · ∂wil+mdwi1 · · · dwildwil+1 · · · dwil+m =
=
∫
(⊔R3)(l+m)
κl,m(wi1 , . . . wil , uj1 , . . . ujm ;x1, . . . , xn) ×
× ∂∗wi1 · · · ∂
∗
wil
∂uj1 · · · ∂ujmdwi1 · · · dwilduj1 · · ·dujm (163)
existing pointwisely as a Pettis integral and with the following Rules:
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RULE III( ∂n
∂xµ11 · · · ∂xµnn
Ξl,m
)
(κl,m) = Ξl,m
( ∂n
∂xµ11 · · · ∂xµnn
κl,m
)
for κl,m understood as an element of
L
(
E ,
(
Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗).
with
E = En1 ⊗ · · · ⊗ Enn , nk ∈ {1, 2}.
RULE IV∫
R4n
Ξl,m
(
κl,m(x1, . . . , xn)
)
d4x1 . . . d
4xn = Ξl,m
( ∫
R4n
κl,m(x1, . . . , xn)d
4x1 . . .d
4xn
)
.
RULE V
∫
R3n
Ξl,m
(
κl,m(x1, x10, . . .xn, xn0)
)
d3x1 · · · d3xn
= Ξl,m
(∫
R4
κl,m(x1, x10, . . .xn, xn0) d
3x1 . . .d
3xn
)
.
Now concerning the Rule VI for more space-time variables we can repeatedly
combine the convolutions of several distributions S ∈ S(R4;C)∗ each in one
space-time varible, with the Wick product operation provided the correponding
kernels κl,m obtained in the intermediate steps are well defined elements of
L (Ei1 ⊗ · · · ⊗, E ∗n1 ⊗ · · · ) with
κl,m(ξi1 ⊗ · · · )(xn1 , . . .) ∈ OC .
Namely we have the following useful Lemma which allows us to operate
with convolutions of integral kernel operators with tempered distributions S ∈
S(R4;C)∗:
LEMMA 8. Let S ∈ S(R4;C)∗, and let
κl,m ∈ L
(
E ,
(
Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗)
with
κl,m(ξ1 ⊗ · · · ⊗ ξl+m) ∈ OC(R4;C), ξk ∈ Eik , ik ∈ {1, 2}.
In particular this is the case (compare 1), 2), and 3) of Lemma 7) for the kernel
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
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corresponding to the Wick product (at the same space-time point x)
Ξl,m(κlm(x)) = : Ξl1,m1
(
n1
1
κl1,m1(x)
)
· · ·ΞlM ,mM
(
n1
M
κlM ,mM (x)
)
:
of the integral kernel operators
Ξlk,mk
(
nk
k
κlk,mk(x)
)
,
nk
k
κlk,mk ∈ K0.
Let the integral kernel S ∗ κl,m be equal
〈S ∗ κl,m(ξi1 ⊗ · · · ⊗ ξil+m), φ〉 =
∫
R4
S ∗ κlm(ξ1, . . . , ξl+m)(x)φ(x) d4x
∫
R4×R4
S(x−y)κl,m(wi1 , . . . , wil+m ; y) ξi1(wi1 ), . . . , ξil+m(wil+m)dwi1 · · · dwil+md4yd4x,
ξik ∈ Eik , φ ∈ E = S(R4;C) or E = S00(R4;C).
Then
1) the kernel
S ∗ κl,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
)
;
2) and if
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
,
nk
k
κlk,mk ∈ K0
then
S ∗ κlm(ξ1, . . . , ξl+m) ∈ OC(R4;C) ⊂ O′C(R4;C).
 It is sufficient to consider the case E = E1 = S(R4;C), because E ∗1 is
continously embedded into E ∗2 = S00(R4;C)∗, compare Subsection 5.5.
Because the Schwartz’ algebra O′C(R4;C) of convolutors of S(R4;C)∗ (for
definition of O′C compare e.g. [150] or Appendix 11) is dense in S(R4;C)∗ in
the strong dual topology, then for ǫ > 0 we can find Sǫ ∈ O′C such that
lim
ǫ→0
Sǫ = S
in the strong topology of the dual space S(R4;C)∗ of tempered distributions.
Let ξ be any element of
Ei1 ⊗ · · · ⊗ Eil+m .
For ǫ > 0 we define the following linear operator Λǫ
Λǫ(ξ)
df
= Sǫ ∗ κl,m(ξ), ξ ∈ Ei1 ⊗ · · · ⊗ Eil+m ,
on
Ei1 ⊗ · · · ⊗ Eil+m .
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Because Sǫ ∈ O′C , ǫ > 0, and because
κl,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
)
,
then for each ǫ > 0 the operator
Λǫ : Ei1 ⊗ · · · ⊗ Eil+m −→ E ∗
is continuous, i.e.
Λǫ ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
)
.
For each ξ ∈ Ei1 ⊗ · · · ⊗ Eil+m
κl,m(ξ) ∈ OC ⊂ O′C
and
lim
ǫ→0
Sǫ = S in strong dual topology of S(R4)∗ = E ∗
so for each ξ ∈ Ei1 ⊗ · · · ⊗ Eil+m
lim
ǫ→0
Λǫ(ξ) = lim
ǫ→0
Sǫ ∗ κl,m(ξ)
in strong dual topology of E ∗ exists and is equal
lim
ǫ→0
Λǫ(ξ) = S ∗ κl,m(ξ)
(compare Appendix 11 and references cited there).
Because Ei1 ⊗ · · · ⊗ Eil+m is a complete Fre´chet space then by the Banach-
Steinhaus theorem (e.g. Thm. 2.8 of [144]) it follows that S∗κl,m is a continuous
linear operator Ei1 ⊗ · · · ⊗ Eil+m → E ∗, i.e.
S ∗ κl,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
)
.
If E = S00(R4;C) then S can be extended over to an element of S00(R4;C)∗
(Hahn-Banach theorem), and the above proof can be repeated, because the alge-
bra of convolutors of S00(R4;C)∗ is dense in S00(R4;C)∗ and containsOC(R4;C)
(compare Subsection 5.4, 5.5 and Appendix 11). This completes the proof of
part 1).
The assertion 2) follows by an explicit verification and essentially repeatition
of the proof of the analogue assertion of Lemma 4, Subsection 3.6 or respectively
Lemma 10, Subsection 5.10. 
REMARK. We should emphasize here that the mere assumption
κl,m(ξ1 ⊗ · · · ⊗ ξl+m) ∈ OC(R4;C), ξk ∈ Eik , ik ∈ {1, 2}
would be insufficient for
S ∗ κlm(ξ1, . . . , ξl+m) df= S ∗
(
κlm(ξ1, . . . , ξl+m)
)
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to be an element of OC ⊂ O′C . Indeed it is the special property of the plane
wave distribution kernels defininig the free fields which assures the validity of
the assertion 2). Moreover the fact that the space E2 is equal
S0(R3;C4) 6= S(R3;C4)
intervenes here nontrivially. For the wrong space S(R3;C4) used for E2 the
assertion 2) would be false. But both parts, 1) and 2), are important for the
construction of higher order contributions to interacting fields understood as well
defined integral kernel operators with vector-valued kernels. Analogue situation
we encounter for any other zero mass field for which the corresponding space E2
must be equal S0(R3;Cr).
From the Rule VI and Lemma 8 it folows the following
PROPOSITION. If
κl,m ∈ L
(
E ,
(
Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗)
with
κl,m(ξ1 ⊗ · · · ⊗ ξl+m;x) ∈ OC(R4;C), ξk ∈ Eik , ik ∈ {1, 2}.
and S ∈ S(R4;C)∗, then the operator
S ∗ Ξl,m(κl,m)(x) =
∫
R4
S(x− y)Ξl,m
(
κl,m(y)
)
d4y
= Ξl,m
(∫
R4
S(x− y)κl,m(y) d4y
)
= Ξl,m
(
S ∗ κlm(x)
)
defines integral kernel operator
Ξl,m
(
S ∗ κlm
) ∈ L ((E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
with the vector-valued kernel
S ∗ κlm ∈ L
(
E , Ei1 ⊗ · · · ⊗ Eil+m
)∗ ) ∼= L (Ei1 ⊗ · · · ⊗ Eil+m , E ∗).
If moreover
κl,m =
(
n1
1
κl1,m1
)
⊗˙ · · · ⊗˙
(
nM
M
κlM ,mM
)
,
nk
k
κlk,mk ∈ K0
then
S ∗ κlm(ξ1, . . . , ξl+m) ∈ OC(R4;C) ⊂ O′C(R4;C).
THEOREM 5. Let
ψ(x) = Ξ0,1
(
1κ0,1(x)
)
+ Ξ1,0
(
1κ1,0(x)
)
, A = Ξ0,1
(
2κ0,1(x)
)
+ Ξ1,0
(
2κ1,0(x)
)
,
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be the integral kernel operators defining the free fields of the spinor QED. Let
ψa
int
(g = 1, x) = ψa(x) +
∞∑
n=1
1
n!
∫
R4n
d4x1 · · · d4xnψa (n)(x1, . . . , xn;x),
with
ψa (1)(x1;x) = eS
aa1
ret
γν1 a1a2ψa2(x1)Aν1(x1),
ψa (2)(x1, x2;x) =
e2
{
Saa1
ret
(x− x1)γν1 a1a2Sa2a3ret (x1 − x2)γν2 a3a4 : ψa4(x2)Aν1(x1)Aν2 (x2) :
− Saa1
ret
(x − x1)γν1 a1a2 : ψa2(x1)ψa3(x2)γa3a4ν1 ψa4(x2) : D
ret
0 (x1 − x2)
+ Saa1
ret
(x− x1)Σa1a2ret (x1 − x2)ψa2(x2)
}
+
{
x1 ←→ x2
}
,
e. .t. c.
and let
A
intµ(g = 1, x) = Aµ(x) +
∞∑
n=1
1
n!
∫
R4n
d4x1 · · · d4xnA (n)µ (x1, . . . , xn;x),
with
A (1)µ (x1;x) = −eD
av
0 (x1 − x) : ψ
a1
(x1)γ
a1a2
µ ψ
a2(x1) :,
A (2)µ (x1, x2;x) = e
2
{
: ψ
a1
(x1)
(
γa1a2µ S
a2a3
ret
(x1−x2)γν1 a3a4Dav0 (x1−x)Aν1 (x2)
+ γν1 a1a2Sa2a3
av
(x1 − x2)γa3a4µ D
av
0 (x2 − x)Aν1 (x1)
)
ψa4(x2) :
+D
av
0 (x1 − x)Π
avν1
µ (x2 − x1)Aν1 (x2)
}
+
{
x1 ←→ x2
}
e. .t. c.
be equal to the formulas for (fixed components a and µ) of interacting Dirac and
electromagnetic fields ψ
int
and A
int
in the causal Stu´ckelberg-Bologoluibov spinor
QED, [38], [34] or [147], in which the intensity-of-interaction function g is put
equal to the constant 1.
If the free fields ψ(x), A(x) in these fromulas for ψ
int
and A
int
are understood
as integral kernel operators
ψ(x) = Ξ0,1
(
1κ0,1(x)
)
+ Ξ1,0
(
1κ1,0(x)
)
, A = Ξ0,1
(
2κ0,1(x)
)
+ Ξ1,0
(
2κ1,0(x)
)
,
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and correspondingly the operations of Wick product : · : and integrations d4x1, . . .d4xn
involved in the formulas for ψ
int
and Aint are understood as Wick products and
integrations of integral kernel operators with vector valued distributional kernels
(which as we know have the properties expressed by the Rules I-VI), then each
n-th order term contribution
ψa (n)
int
(g = 1, x) =
1
n!
∫
R4n
d4x1 · · · d4xnψa (n)(x1, . . . , xn;x),
A
int
(n)
µ (g = 1, x) =
1
n!
∫
R4n
d4x1 · · · d4xnA (n)µ (x1, . . . , xn;x),
respectively, to the interacting field ψa
int
(g = 1, x) and Aintµ(g = 1, x) is equal to
a finite sum ∑
l,m
Ξ(κl,m(x)) respectively
∑
l,m
Ξ(κ′l,m(x))
of integral kernel operators
Ξl,m(κlm(x)), respectively Ξ(κ
′
l,m(x))
which define integral kernel operators
Ξl,m(κlm) ∈ L
(
(E)⊗ E1, (E)∗
) ∼= L (E1, L ((E), (E)∗)),
respectively
Ξl,m(κ
′
lm) ∈ L
(
(E)⊗ E2, (E)∗
) ∼= L (E2, L ((E), (E)∗))
with vector-valued distributional kernels
κl,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗1
)
κ′l,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗2
)
.
Thus each n-th order term contribution ψa, (n)
int
(g = 1) and A
int
(n)
µ (g = 1), re-
spectively, to interacting fields ψa
int
(g = 1) and Aintµ(g = 1) is equal
ψa, (n)
int
(g = 1) =
∑
l,m
Ξ(κl,m),
A
int
(n)
µ (g = 1) =
∑
l,m
Ξ(κ′l,m),
to a finite sum of well defined integral kernel operators Ξ(κl,m),Ξ(κ
′
l,m) with
vector-valued distributional kernels κl,m, κ
′
l,m in the sense of Obata [126] (com-
pare Subsection 3.6).
 The proof follows by induction and the repeated application of the Rules
I-VI and the fundamental Lemma 8. 
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REMARK. Note that each n-th order contribution ψa, (n)
int
(g = 1) and A
int
(n)
µ (g =
1) to interacting fields ψa
int
(g = 1) and Aintµ(g = 1) belongs to the same general
class of (finite sums of) integral kernel operators (with vector-valued kernels) as
the Wick products (at fixed space-time point) of mass less fields. In fact some of
the conributions to interacting fields are finite sums of integral kernel operators
which even belong to a much better behaved class of integral kernel operators,
which belong to
L
(
(E)⊗ E1, (E)
) ∼= L (E1, L ((E), (E))),
respectively
L
(
(E)⊗ E2, (E)
) ∼= L (E2, L ((E), (E))).
In particular one can show that the first order contribution A
int
(1)
µ (g = 1) to the
interacting electromagnetic potential field Aintµ(g = 1) belogs to
L
(
(E)⊗ E2, (E)
) ∼= L (E2, L ((E), (E))).
Let us emphasize here that the Wick product (at the the same space-time point)
of mass less free fields (or containig such among the factors) does not belong to
L
(
(E)⊗ E1, (E)
) ∼= L (E1, L ((E), (E))),
respectively
L
(
(E)⊗ E2, (E)
) ∼= L (E2, L ((E), (E))).
But we know that such product, as an integral kernel operator with vector-valued
kernel, belongs to
L
(
(E)⊗ E1, (E)∗
) ∼= L (E1, L ((E), (E)∗)),
respectively
L
(
(E)⊗ E2, (E)∗
) ∼= L (E2, L ((E), (E)∗)).
Similarly we know that each order term contribution to interacting fields is a
finite sum of integral kernel operators, which belongs to
L
(
(E)⊗ E1, (E)∗
) ∼= L (E1, L ((E), (E)∗)),
respectively
L
(
(E)⊗ E2, (E)∗
) ∼= L (E2, L ((E), (E)∗)).
But at least some of them, e.g. the first order contribution ψa, (1)
int
(g = 1) to the
interacting Dirac field ψa
int
(g = 1), do not belong to
L
(
(E)⊗ E1, (E)
) ∼= L (E1, L ((E), (E))).
Nonetheless the contributions to interacting fields are finite sums of integral
kernel operators which belong to the same general class as the integral kernel
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operators which are equal to Wick products (at the same space-time point) of
mass less free fields.
One can even show that if the Wick products (at the same space-time point)
of free fields (including mass less fields) were equal to finite sums of integral
kernel operators belonging to
L
(
(E)⊗ E1, (E)
) ∼= L (E1, L ((E), (E))),
respectively
L
(
(E)⊗ E2, (E)
) ∼= L (E2, L ((E), (E))),
then the same would be true of the contributions to interacting fields. But the
assumption about the Wick product necessary to infer this conclusion is however
false (compare the corresponding Proposition of this Subsection).
3.8 Comparizon with the standard realization of the free
Dirac field ψ. Bogoliubov-Shirkov quantization pos-
tulate
In our formula (138) for the free Dirac field ψ(x):
ψ(x) =
2∑
s=1
∫
R3
1
2|p0(p)|us(p)e
−ip·x bs(p) d3p
+
2∑
s=1
∫
R3
1
2|p0(p)|vs(p)e
ip·x ds(p)+ d3p. (164)
we have an additional weight |2p0(p)|−1 in comparizon to the standard formula
which can be found e.g. in [147] or [15], as well as in the classic works of
Dirac. Of course this weight may be absorbed to the corresponding solutions
us(p), vs(−p), s = 1, 2, constructed as in Appendix 10. But this redefinition of
us(p), vs(−p) would have changed the orthonormality conditions (439) into the
following conditions
us(p)
+us′(p) =
1
(2|p0(p)|)2 δss
′ , vs(p)
+vs′(p) =
1
(2|p0(p)|)2 δss
′ ,
us(p)
+vs′(−p) = 0.
(165)
But because the same standard orthonormalization conditions (439) are also
assumed in [147], pp. 38-41 (even exatly the same us(p), vs(−p) are used there
as we do for the standard representation of Dirac gamma matrices, compare
Appendix 10), and the same we have in [15], formula (7.16) p. 67, (and the
same is assumed in the classic works of the very founders of QED) we see that
the difference between our formula (164) and the standard formula:
ψ(x) =
2∑
s=1
∫
R3
us(p)e
−ip·x bs(p) d3p+
2∑
s=1
∫
R3
vs(p)e
ip·x ds(p)+ d3p. (166)
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of [15] or [147], cannot be explained by any redefinition of us(p), vs(−p).
Nonetheless the standard qunatum Dirac field ψ given by (166), is unitarily
isomorphic to the Dirac field ψ given by (164). Indeed the unitary equivalence
between our ψ and (166) is realized by the lifting to the Fock space of the unitary
operator U, and its inverse U−1, of point-wise multiplication by the function
p 7→ |2p0(p)|−1 and respectively p 7→ |2p0(p)| regarded as unitary operators
on the respecive single particle Hilbert spaces of the realizations of the field ψ:
first is the space H′ = H⊕m,0 ⊕ H⊖c−m,0 used by us and the secod UH′ is almost
identical with ours, the only change is that we are using the ordinary measure
d3p on the orbits Om,0,0,0, O−m,0,0,0 instead of d
3p
|2p0(p)|2 , in constructing Hilbert
spaces of bispinors whose Fourier transforms are concentrated respectively on
Om,0,0,0, O−m,0,0,0 and are component-wise square summable with respect to
d3p. Therefore the corresponding function |2p0(p)|−1 is just equal to the square
root of the Radon-Nikodym derivation of the measure d
3p
|2p0(p)|2 on the orbits
Om,0,0,0, O−m,0,0,0 used by us (compare Subsection 2.1) with respect to the
new one d3p. Under this redefinition of measure on the orbits the formulas for
us(p), vs(−p) remain unchanged, similarily as the formulas for the
projectors P⊕, P⊕(p), P⊖, P⊖(p), E±, E±(p) (compare Appendix 10) remain
unchanged. The nuclear space E in the corresponding Gelfand triples (107)
will remain unchanged with the single particle Hilber space H′ replaced of
course by UH′. The formula (104) for the unitary isomorphism U jouning the
Gelfand triple E ⊂ UH′ ⊂ E∗ with the standard Gelfand triple SA(R3;C4) ⊂
L2(R3;C4) ⊂ SA(R3;C4)∗ will remain almost the same with the only difference
that the additional factor 1/|2p0(p)| will be absent in it, and accordingly the
factor 2|p0(p)| will be absent in the formula for U−1. It is readily seen now
that the construction of Subsection 3.6, with the mentionaed modification of
the measure, will indeed produce the standard formula (166) for the Dirac field.
Note that the unitary operators U, and Γ(U), are well defined as unitary
isomorphisms for fields understood as integral kernel operators with vector-
nalued kernels, because the operator U of multiplication by the function p 7→
|2p0(p)|−1 transforms S(R3;C) continously, and even isomorphically, into itself
and induces the isomorphism of the Gelfand triples
H⊕m,0 ⊕H⊖c−m,0
‖
E ⊂ H′ ⊂ E∗
↓↑ U ↓↑ U−1 ↓↑
E ⊂ H′′ = UH′ ⊂ E∗
.
Let us denote the standard annihilation and creation operators over the Fock
space Γ(UH′) by a′′(u ⊕ v), a′′(u ⊕ v)+. They are constructed exactly as the
operators a′(u⊕ v), a′(u⊕ v)+ in Subsections 3.2-3.4 with the only change that
the weight 1/|2p0(p)|2 in the inner products will be absent, and analogousuly
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we extend them over to u⊕ v ∈ E∗ using the corresponding isomorphism
L2(⊔R3;C)
‖
SA(R3;C4) ⊂ L2(R3;C4) ⊂ SA(R3;C4)∗
↓↑ U ↓↑ U−1 ↓↑
E ⊂ H′′ = UH′ ⊂ E∗
,
of the triple E ⊂ UH′ ⊂ E∗ with the standard Gelfand triple, and with U,U−1
given by the formula (104) with the factors 1/|2p0(p)| (resp. 2|p0(p)) removed.
Then if ψ is the standard Dirac field (166) we have
ψ(f) = a′′
(
P⊕f˜ |
Om,0,0,0
⊕0)+a′′(0⊕(P⊖f˜ |
O−m,0,0,0
)c)+
, f ∈ S(R4;C4) (167)
correspondingly to the formula
ψ(f) = a′
(
P⊕f˜ |
Om,0,0,0
⊕0)+a′(0⊕(P⊖f˜ |
O−m,0,0,0
)c)+
, f ∈ S(R4;C4) (168)
for the free Dirac field (164) constructed in Subsection 3.6, and with the follow-
ing isomorphism
a′
(
U+(u⊕ v)) = a′′(u⊕ v),
a′
(
U+(u⊕ v))+ = a′′(u⊕ v)+,
u⊕ v ∈ E∗, (169)
a′
(
U−1(u⊕ v)) = a′′(u⊕ v),
a′
(
U−1(u⊕ v))+ = a′′(u⊕ v)+,
u⊕ v ∈ E ⊂ E∗. (170)
joining the Hida operators a′(u⊕ v) and a′′(u⊕ v).
Of course the plane waves defining the vector-valued distributional kernels
κ0,1, κ1,0 defining the standard Dirac field (166) as integral kernel operator
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
are equal
κ0,1(s,p; a, x) =
{
uas(p)e
−ip·x with p = (|p0(p)|,p) ∈ Om,0,0,0 if s = 1, 2
0 if s = 3, 4
,
(171)
κ1,0(s,p; a, x) =
{
0 if s = 1, 2
vas−2(p)e
ip·x with p = (|p0(p)|,p) ∈ Om,0,0,0 if s = 3, 4
(172)
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We claim that if the orthonormality conditions (439) for us(p), vs(−p),
s = 1, 2 (compare Appendix 10) are to be preserved, then it is the formula
(164) for the free Dirac field ψ(x) which defines the Dirac field with the local
and unitary transformation formula, as an immediate consequence of the local-
ity of the transformation law (26) and (27). The locality of (26) and (27) is in
turn an immediate consequence of the fact that there are no momentum depen-
dent multipliers in the transformation law (24) and (25) acting on the Fourier
transforms of bispinors concetrated respectively on Om,0,0,0 (elemets of H⊕m,0)
or on O−m,0,0,0 (elements of H⊖−m,0).
Namely recall that that the representation U(a, α) of (a, α) ∈ T4sSL(2,C)
acts on the Fourier tramsform φ˜ ∈ H⊕m,0 (concentrated on Om,0,0,0) of bispinor
φ through the formulas (24) and (25) and on φ through (26) and (27). Similarily
U ′(a, α)c act on (φ˜′)c ∈ H⊖c−m,0 by the conjugation of the representation U ′(a, α)
acting on the bispinor φ˜′ ∈ H⊖−m,0 by the same formula (24) and (25) and on φ′
through the formula (26) and (27). On writting U(a, α) = U(a, α)⊕U ′(a, α)c for
the representation of (a, α) ∈ T4sSL(2,C) acting in the single particle Hilbert
space H⊕m,0 ⊕H⊖c−m,0 of the field (164), we have
Γ(U(a, α))ψ(f)Γ(U(a, α))−1 = ψ
(
U(a, α)f
)
(173)
where U(a, α) acts on f ∈ S(R4;C4) and gives U(a, α)f in the same fashion as
in (26) and (27). In particular49
U(α)f(x) =
(
α 0
0 α∗−1
)
f(xΛ(α−1)) =
(
α 0
0 α∗−1
)
f(Λ(α)x), (174)
T (a)f(x) = f(x− a). (175)
In particular the field (164) transforms locally, and in particular translations
act on (164) in the standard fashion
Γ(U(a, 0))ψ(f)Γ(U (a, 0))−1 = ψ
(
U(a, 0)f
)
= ψ
(
T (a)f
)
(176)
It is easily seen that the operator of multiplication by the function p 7→
|p0(p)|−1 in action on H⊕m,0 and on H⊖−m,0 (compare Subsct. 2.1) commutes
with the translation operator (25) and with the operators (24) reperesenting
spatial rotations (because |p0(p)| =
√|p|2 +m2 is invariant under rotations).
Therefore both free Dirac fields: ours (138) and the standard one (166), trans-
form locally and identically under translations and spatial rotations. Namely
for (a, α) = (a, 0) ∈ T4sSL(2,C) or for (a, α) = (0, α) ∈ T4sSU(2,C) ⊂
T4sSL(2,C) i.e. for translations or spatial rotations, we have
Γ
(
UU(a, α)U−1
)
ψ(f)Γ
(
UU(a, 0)U−1
)−1
= ψ
(
U(a, α)f
)
with the standard local formula for the transformation formula (174), (175) for
space-time transformed bispinor U(a, α)f , and for the standard Dirac quantum
49Recall that here Λ : α→ Λ(α) is an antihomomorphism.
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field (166) with the representation
Γ
(
UU(a, α)U−1
)
acting in its Fock space
Γ
(
U
)(H⊕m,0 ⊕H⊖c−m,0) = Γ(U(H⊕m,0 ⊕H⊖c−m,0)),
and with the representation
UU(a, α)U−1
acting in its single particle Hilbert space
H′′ = U(H⊕m,0 ⊕H⊖c−m,0) = UH′.
Note that for the bispinor φ˜
◦
= Uφ˜, φ˜ ∈ H⊕m,0, such that φ˜◦ ⊕ 0 ∈ H
′′,
concetrated on Om,,0,0,0, or 0⊕ φ˜
◦
c ∈ H′′, φ˜
◦
= Uφ˜, φ˜ ∈ H⊖−m,0, concentrated on
O−m,0,0,0, we have
UU(α)U−1φ˜
◦
(p) =
∣∣∣∣∣p0(Λ(α)p)p0(p)
∣∣∣∣∣
(
α 0
0 α∗−1
)
φ˜
◦
(Λ(α)p),
UT (a)U−1φ˜
◦
(p) = eia·pφ˜
◦
(p).
Therefore for the Lorentz transformations (24) situation is different for the
two mentioned realizations of the Dirac free field. Namely our field (164) by
construction transforms locally as a bispinor field also under Lorentz trans-
formations. But the operator U of point-wise multiplication by the function
p 7→ |p0(p)|−1 does not commute with the operator U(α) for α /∈ SU(2,C)
given by (24), and moreover it is immediately seen that transformation formula
UU(α)U−1 gains non-trivial momentum dependend multiplier
|p0(Λ(α)p)/p0(p)| 6= 1
for α /∈ SU(2,C). This additional multiplier means that UU(a, α)U−1 in action
on the elements of H′′, viewed as distributional Fourier transforms of positive
(respectively conjugations of negative) energy solutionsF−1φ˜
◦
of Dirac equation,
concentrated respectively on Om,0,0,0,0 or O−m,0,0,0, induce nonlocal transfor-
mation law on F−1φ˜
◦
. Aternatively this additional multiplier, however, can be
viewed as coming from the non-invariance of the ordinary euclidean measure d3p
under Lorentz transformation on the respective orbits Om,0,0,0 and O−m,0,0,0,
which assures locality of Lorentz transformations not for the ordinary inverse
Fourier transformed elements of H′′ but for the inverse Fourier transform of the
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elements U−1φ˜
◦
, φ˜
◦
∈ H′′. Namely consider the following formula
φ(x) =
∫
Om,0,0,0
φ˜(p)e−ip·x dµ
Om,0,0,0
(p) =
∫
R3
φ˜(p, p0(p))
p0(p)
e−ip·x d3p
=
∫
R3
Uφ˜(p)e−ip·x d3p =
∫
R3
φ˜
◦
(p)e−ip·x d3p,
for the positive energy solutions. We have analogue formula for negative energy
solutions. Consider now the local transformation formula for U(α)φ with φ
expressed by the above formula. We will get
U(α)φ(x) =
(
α 0
0 α∗−1
)
φ(Λ(α)x)
=
(
α 0
0 α∗−1
)∫
R3
φ˜
◦
(p)e−ip·Λx d3p
=
(
α 0
0 α∗−1
)∫
R3
φ˜
◦
(Λp)e−ip·x d3Λp
=
(
α 0
0 α∗−1
)∫
R3
φ˜
◦
(Λp)e−ip·x
∣∣∣∣∣d3Λpd3p
∣∣∣∣∣ d3p.
Taking into account the invariance property
d3Λp
|p0(Λp)| =
d3p
|p0(p)| ⇐⇒
∣∣∣∣∣d3Λpd3p
∣∣∣∣∣ = |p0(Λp)||p0(p)| ,
we obtain
U(α)φ(x) =
(
α 0
0 α∗−1
)∫
R3
φ˜
◦
(Λp)e−ip·x
|p0(Λp)|
|p0(p)| d
3p, p ∈ Om,0,0,0,
i.e. again the assertion that the transformation UU(α)U−1φ˜
◦
of φ˜
◦
= Uφ˜ is
accompanied by the ordinary local bispinor transformation U(α)φ of φ, but not
of F−1φ˜
◦
. Similar relation we obtain for the conjugations of the negative energy
solutions whose Fourier transforms are concentrated on O−m,0,0,0. Therefore if
f ∈ S(R4;C4) is a space-time test bispinor, then the transformation UU(α)U−1
(or its conjugation) in action on
P⊕Uf˜ |Om,0,0,0 or resp.
(
P⊖Uf˜ |O−m,0,0,0
)c
induces local bispinor transformation on f . This would be false for the action
of UU(α)U−1 (or its conjugation) on
P⊕f˜ |Om,0,0,0 or resp.
(
P⊖f˜ |O−m,0,0,0
)c
.
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Thus we see again that it is the field (164), or equivalently the field (168),
which transforms locally as ordinary bispinor under the Fock lifting of U(α)
(summed up with its conjugation). The field (166), or equivalently the field
(167), transforms non-locally under the Fock lifting of the unitary representation
UU(α)U−1 (summed up with its conjugation). Correspondingly the standard
Dirac quantum field (166) transforms non-locally under Lorentz transformations
if the unitarity of the transformation is to be preserved. Locality under proper
Lorentz transformations of the standard field (166) can be restored, but then
the unitarity of the Lorentz transformations will have to be abandoned. Below
in this Subsection we explain this fact together with its connection to the so
called Noether theorem for free fields.
Although the Dirac free fields (164) and (166) are unitarily isomorphic, in
the sense of the isomorphism (169) or (170), joining the corresponding Hida
operators a′, a′′, there are some important differences between them.
The first concerns locality under the proper Lorentz transformations, already
explained. The field (164) is constructed from the direct sum of two (equivalent)
irreducible represenations, giving the local transformation law for the elements
of the single particle Hilbert space regarded as the space of (regular distribu-
tional) solutions of the Dirac equation, whose Fourier transforms compose H′
and are concetrated on the orbit Om,0,0,0 or eventually are equal to conjuga-
tions of bispinors concetrated on the orbit O−m,0,0,0. The standard field (166)
is constructed from the slightly different representation, but unitary equivalent
with it, which assures the local transformation law of the elements of the single
particle space, uderstood as solutions of the Dirac equation, but only under
the translation subgroup or spatial rotations. It is a general paradigm that the
locality of the transformation under the full T4sSL(2,C) is the fundamental
assumption, and whenever we are able to construct a free field out of a repre-
sentation of T4sSL(2,C) it is customary to put the additional requirement of
locality of the transformation law induced by the representation. But it turns
out that, at least in the realm of causal perturbatve approach to QFT, that
it is the covariance under translations (with the standard local transformation
formula) which plays the important role in the construction of the causal per-
turbative series, e.g. for interacting fields. The local Lorentz covariance and its
unitarity turns out to be optional (which is of course a nontrivial fact). More-
over it is known that also for determination of the commutation rules for free
fields according to the classic procedure due to Pauli-Bogoliubov-Shirkov, it is
the the so-called Noether theorem for translations which is sufficient in deriva-
tion of these rules (compare [15], where it is understood as an example of the
Bohr’s correspondence principle). Therefore at least from the causal perturba-
tive approach, both (164) and (166) are equally well.
Although (138) and (166) are unitarily isomorphic, they have different “com-
mutation generalized functions” as well as different “pairing functions”, which
enter the causal perturbative series accordingly to different anti-commutation
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rules {
a′(u⊕ v), a′(u′ ⊕ v′)+} = (u⊕ v, u′ ⊕ v′)
H′
, u⊕ v ∈ E,{
a′′(u ⊕ v), a′′(u′ ⊕ v′)+} = (u⊕ v, u′ ⊕ v′)
UH′
, u⊕ v ∈ E
with different inner products: with the additional weight |2p0(p)|−2 in the for-
mula for
(·, ·)
H′
in comparison to
(·, ·)
UH′
, where the weight |2p0(p)|−2 is absent.
Because of the isomorphism between the Hida operators a′, a′′ defining respec-
tively the fields (164) and (166) we expect that both these fields should be
physically equivalent, in giving the same physical quantities, although it is still
non trivial (nontriviality follows e.g. by the difference in commutation and pair-
ing functions contributing to the perturbative series). At the present stage of
the theory we should be carefull and keep in mind both possibilities (164) and
(166) for the free Dirac field.
That locality and unitarity under Lorentz transformations cannot be recon-
ciled for the standard Dirac field (166) has so far been unnoticed, because of the
rather heuristic approach in its construction, which either does not enter the
theory of representations of T4sSL(2,C) at all or recalls to it, but in a rather
disrespectful manner. The lack of the adequate group theoretical construction
of the Dirac field has been noted e.g. by Haag [74], p. 48.
But there is also another difference between (164) and (166), which can be
invariantly expressed by recalling to the first Noether theorem applied to the
free quantum fields. We devote the rest part of this Subsection to the Noether
theorem restricted to translations and Lorentz transformations and its relation
to the fields (164) and (166).
Let us recall the Noether theorem for free fields after [15], Chap. 2, §9.4 (in
1980 Ed.), where it is called the Quantization Postulate:
The operators for the energy-momentum four-vector P , and the angular mo-
mentum tensor M , the charge Q, and so on, which are the generators of the
corresponding symmetry transformations of state vectors, can be expressed in
terms of the operator functions of the fields by the same relations as in classical
field theory with the operators arranged in the normal order.
Let us start our analysis with translations.
Here we confine our attention to the Dirac field ψ given by (166) (and
respectively (164)). Let T 0µ be the 0−µ-components of the energy-momentum
tensor for the free “classic” Dirac field ψ corresponding to translations via Emmy
Noether theorem (compare [15]) expressed in terms of ψ(x) and of its derivatives
∂νψ(x). According to this theorem the spatial integral∫
T 0µ d3x =
i
2
∫ (
ψ(x)γ0
∂ψ
∂xµ
(x) − ∂ψ
∂xµ
(x)γ0ψ(x)
)
d3x,
is equal to the conserved integral corresponding to the translational symmetry,
i.e. energy-momentum components of the field ψ. Here ψ(x) stands for the
Dirac adjoint ψ(x)+γ0, and not for the complex conjugation, as usual. We
replace the classical field ψ in the above integral formally by the quantum field
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ψ with the counterpart of Dirac adjoint appropriately defined (see below) and
with the product under the integral sign defined as the Wick product of the
fields at the same space-time point (compare preceding Subsection 3.7).
Recall that in both cases, (164) and (166), we realize the field operators as
the integral kernel operators with the corresponding vector-valued distributions
κ0,1, κ1,0, over the standard Gelfand triple E1 = SA(R3;C4) ⊂ L2(R3;C4) ⊂ E∗1
in both cases (164) and (166).
Thus we are going to check if∫
: T 0µ : d3x = P µ = dΓ(Pµ),
where Pµ, µ = 0, 1, 2, 3, are the translation generators of the represenation
UU(a, α)U−1, acting in UH′ = L2(R3;C4) (in the first case (164)) or UUU(a, α)U−1U−1
in the same UUH′ = L2(R3;C4) standard Hilbert space (in the second case
(166)), and with P µ = dΓ(Pµ), µ = 0, 1, 2, 3, equal to the generators of trans-
lations of the representation
Γ
(
UU(a, α)U−1
)
or resp., Γ
(
UUU(a, α)U−1U−1
)
of T4sSL(2,C), both acting in the Fock space Γ(UH′) = Γ(L2(R3;C4)) (in
the second case corresponding to (166) we also have Γ(UUH′) = Γ(L2(R3;C4))
with the isomorphism U given by the modification of (104) in which we remove
the factor 1/p0(p), with the removal being compensated by the presence of U).
Note that in the first case (164) the unitary operator is given by the formula
(104), and in the second case U is given by the similar formula with the weight
factor 1/p0(p) omitted.
Equivalently Bogoliubov-Shirkov Quantization Postulate for ψ demands the
equality
i
2
∫
:
(
ψ(x)γ0
∂ψ
∂xµ
(x)− ∂ψ
∂xµ
(x)γ0ψ(x)
)
: d3x = dΓ(Pµ), in this order!
(177)
to hold.
The whole point about the Quantization Postulate (or Emmy Noether the-
orem for free fields) is that the operators P µ = dΓ(Pµ) may be computed
in therms of Wick polynomials in free fields – integral kernel operators – to
which we know how to apply the perturbative series in the sense of Bogoliubov-
Epstein-Glaser. In checking its validity for the Dirac field we proceed in two
steps. In the first step we show that for each µ = 0, 1, 2, 3, there exist a dis-
tribution κµ ∈ E1 ⊗ E∗1 such that the corresponding integral kernel operator
Ξ1,1(κ
µ) is equal to P µ = dΓ(Pµ). Then according to the rule giving the Wick
product of free fields at the same point as integral kernel operator with vector
valued kernel as well as the rule giving its spatial integral as an integral kernel
operator with scalar kernel, given in the preceding Subsection, we show that the
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left hand side integral kernel operator is equal to the right hand side integral
kernel operator Ξ1,1(κ
µ) in (177) for the standard field (166). It turns out that
(177) does not hold for the local field (164).
It is easily seen that the representors UU(a, α)U−1 and respectively
UUU(a, α)U−1U−1
are continuous as operators E1 → E1, in case of both the representations of
T4sSL(2, S):
1) for the representation UU(a, α)U−1 acting in UH′ = L2(R3;C4), with U
given by (104), corresponding to the field (164),
2) for the representation UUU(a, α)U−1U−1, acting in UUH′ = L2(R3;C4),
with U given by (104) without the factor 1/p0(p), which is compensated
here by the operator U, and corresponding to the field (166).
In particular this holds for the translation subgroup representors. And the
translation representors in both of the representations are unitary and act iden-
tically on the common nuclear space E1 = SA(R3;C4). Therefore the trans-
lation subgroup in both cases of representations compose the subgroup of the
Yoshizawa group U
(
E1;L
2(R3;C4)
)
. The Yoshizawa group U
(
E1;L
2(R3;C4)
)
is the group of unitary operators on L2(R3;C4) which induce homeomorphisms
of the test function space E1 = SA(R3;C4) with respect to the nuclear topol-
ogy of E1. In other words the translation representors in both representa-
tions compose automorphisms of the Gelfand triple E1 ⊂ L2(R3;C4) ⊂ E∗1 .
Moreover any one parameter subgroup {Tθ}θ∈R of translations in both con-
sidered representations is differentiable, i.e. limθ→0(Tθξ − ξ)/θ = Xξ con-
verges in E1. Let us consider the one parameter subgroup of translations
along the µ-th axis and write in this case Xµ for X , where in our case Xµ is
the operator Mipµ of multiplication by the function p → ipµ(p), and where
(p0(p), . . . p3(p)) = (
√
p · p+m2,p) ∈ O(1,0,0,1). Existence of the limit is
equivalent to
lim
θ→0
∣∣∣∣Tθξ − ξθ −Xµξ
∣∣∣∣2
k
= lim
θ→0
∫ (Ak(eiθpµ − 1− iθpµ)ξ(p)
θ
,
Ak
(
eiθp
µ − 1− iθpµ
)
ξ(p)
θ
)
C4
d3p = 0,
k = 0, 1, 2, . . . , ξ ∈ E1, (178)
where pµ, µ = 0, 1, 2, 3, in the exponent are the functions p 7→ (pµ(p)) =
(
√
p · p+m2,p) and where A is the standard operator (106) used in the con-
struction of the standard Gelfand triple E1 = SA(R3;C4) ⊂ L2(R3;C4) ⊂ E∗1 .
Explicit calculation shows that (178) is fulfilled. Therefore {Tθ}θ∈R is differen-
tiable subgroup and by the Banach-Steinhaus theorem the linear operators Xµ,
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µ = 0, 1, 2, 3, are continuous as operators E1 → E1 and finally by Proposition
3.1 of [83] every such subgroup is regular in the sense of [83], §3.
For every operator X which is continuous as the operator E1 → E1 we
define Γ(X) and dΓ(X) on (E1). Let Φ ∈ (E1) be be any element of the
Hida space with decomposition (108) corresponding to the Gelfand triple E1 =
SA(R3;C4) ⊂ L2(R3;C4) ⊂ E∗1 , i.e. with the pairing 〈·, ·〉 induced by the inner
product (·, ·)
L2(R3;C4)
in L2(R3;C4). Then we define
Γ(X)Φ =
∞∑
n=0
X⊗nΦn;
dΓ(X)Φ =
∞∑
n=0
n (X ⊗ I⊗(n−1))Φn.
In this case it is easily seen that the Theorem 4.1 of [83] is easily adopted to
our fermi case and that {Γ(Tθ)}θ∈R, with the generator Xµ, is a regular one
parameter subgroup with the generator dΓ(Xµ) which continuously maps (E)
into itself.
In this situation it is not difficult to see that for each µ = 0, 1, 2, 3, the proof
of Proposition 4.2 and Theorem 4.3 of [83] is applicable in the fermi case to any
of the one parameter translation subgroups of the mentioned representations,
in particular for any of the traslation subgroup along the direction of the µ-th
axis, µ = 0, 1, 2, 3, there exists a symmetric distribution κµ ∈ E1⊗E∗1 such that
dΓ(Xµ) = Ξ1,1(κ
µ) =
∑
s,s′
∫
R3×R3
κµ(p′, s′,p, s) ∂∗p′,s′∂p,s d
3p′d3p, (179)
and κµ ∈ E1 ⊗ E∗1 fulfills
〈κµ, ζ ⊗ ξ〉 = 〈ζ,Xµξ〉, ζ, ξ ∈ E1. (180)
Because the pairings 〈·, ·〉 in the formula are induced by the inner product
(·, ·)
L2(R3;C4)
in L2(R3;C4), and because Xµ is the operator of multiplication
by ipµ(p), we have
(ζ, Xµξ)⊕L2(R3) = 〈ζ,Xµξ〉 = 〈Xµξ, ζ〉 = 〈ξ,Xµζ〉, ζ, ξ ∈ E,
so that
〈κµ, ζ ⊗ ξ〉 = 〈κµ, ξ ⊗ ζ〉, ζ, ξ ∈ E,
and κµ is indeed symmetric.
On the other hand the pairing 〈·, ·〉 on left hand side of (180) expressed in
terms of the kernel κµ(p′,p) is likewise induced by the inner product (·, ·)⊕L2(R3)
in L2(R3;C4). Therefore we have
〈κµ, ζ ⊗ ξ〉 =
∑
s,s′
∫
R3×R3
κµ(p′, s′,p, s) ζ(p′, s′)ξ(p, s) d3p′d3p.
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Joining this with (180) we obtain
κµ(p′, s′p, s) = ipµ(p)δs s′δ(p′ − p).
Therefore we get
P µ = dΓ(Pµ) =
∑
s,s′
∫
R3×R3
pµ(p) δs s′δ(p
′ − p) ∂∗p′,s′∂p,s d3p′d3p, (181)
which is customary to be written as
P 0 = dΓ(P 0) =
∑
s
∫
R3
|p0(p)| ∂∗p,s∂p,s d3p
=
∑
s=1,2
∫
R3
|p0(p)| bs(p)+bs(p) d3p+
∑
s=1,2
∫
R3
|p0(p)| ds(p)+ds(p) d3p, (182)
P i = dΓ(P i) =
∑
s
∫
R3
pi(p) ∂∗p,s∂p,s d
3p
=
∑
s=1,2
∫
R3
pi(p) bs(p)
+bs(p) d
3p+
∑
s=1,2
∫
R3
pi(p) ds(p)
+ds(p) d
3p. (183)
Both operators dΓ(Pµ) and Ξ1,1(−iκµ) transform (continuously) the nuclear,
and thus perfect, space (E1) into itself and both being equal and symmetric
on (E1) have self-adjoint extension to self-adjoint operator in the Fock space
Γ(L2(R3;C4)), again by the classical criterion of [141] (p. 120 in Russian Ed.
1954). In general the criterion of Riesz-Szo¨kefalvy-Nagy does not exclude exis-
tence of more than just one self-adjoint extension, but in our case it is unique.
Indeed because for each µ = 0, 1, 2, 3, the one-parameter unitary group gener-
ated by dΓ(Pµ) leaves invariant the dense nuclear space (E1), then by general
theory, e.g. Chap. 10.3., it follows that dΓ(Pµ) with domain (E1) is essentially
self adjoint (admits unique self adjoint extension).
Now applying the Rules II and V’ of Subsection 3.7 to the left hand side
of (177) with ψ equal to the standard Dirac free field (166), understood as an
integral kernel operator
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
with the kernels κ0,1, κ1,0, (171) and (172), we immediately get the result equal
to (181) or equivalently (182), (183). Thus we arrive at the following
PROPOSITION. The standard free Dirac field ψ, equal (166), satisfies the
Bogoliubov-Shirkov Quantization Postulate (177) for translations:
i
2
∫
:
(
ψ(x)γ0
∂ψ
∂xµ
(x) − ∂ψ
∂xµ
(x)γ0ψ(x)
)
: d3x = dΓ(Pµ).
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On the other hand if we apply the Rules II and V’ of Subsection 3.7 to the left
hand side of (177) with ψ equal to the local Dirac free field (164), understood
as an integral kernel operator
ψ = Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
with the kernels κ0,1, κ1,0, (128) and (129), Subsection 3.6, we obtain an integral
kernel operator not equal to (181) or, equivalently, not equal to (182), (183).
Thus we arrive at the following
PROPOSITION. The Bogoliubov-Shirkov Quantization Postulate (177) for
translations is not satisfied by the local Dirac field (164).
Now let us consider Lorentz transformations. The Noether integral generator
corresponding to Lorentz transformations is equal
i
2
∫
:
(
ψ(x)+xµ
∂ψ
∂xν
(x)−ψ(x)+xν ∂ψ
∂xµ
(x)+
1
2
ψ(x)+γµγνψ(x)
)
: d3x =Mµν
(184)
Again applying the Rules II and V’ of Subsection 3.7 we arrive at the follwing
(infinitisemal form of) local transformation formula
i[Mµν ,ψa] = Σaµνb ψ
b + (xµ∂ν − xν∂µ)ψa
for the standard Dirac free field (166) ψ. It generates the ordinary local bispinor
transformation formula U(a, α) in the single particle Hilbert space H′′ of the
standard Dirac field (166), which does not coincide with the unitary represen-
tation UU(a, α)U−1, and which is not unitary if regarded as representation in
the single particle Hilbert space H′′ = UH′. In particular Mµν = dΓ(Mµν),
regarded as operator in the Fock space Γ(H′′) of the standard Dirac free field
(166), generates a nonunitary transformation. Therefore the generatorMµν =
dΓ(Mµν) given by te Noether integral (184) coresponding to the Lorentz trans-
formations, and computed for the standard Dirac field (166) is not self-adjoint.
We therfore have the following alternative: we can save locality of the trans-
formation of the standard Dirac field (166), with the generators of the local
representation given by te Noether integrals (with Wick ordered products), but
unitarity of te Lorentz transformations have to be abandoned. Alternatively we
have the unitary representation Γ(UU(a, α)U−1) in the Fock space Γ(H′′) of the
standard Dirac field (166), but locality of the Lorentz transformations is lost.
This alternative has not been discovered before. One reason lies in the fact
that there are the white noise technics which allow us to construct equal time
integrals of Wick products of free fields, and to investigate their self-adjointness.
As far as we know nobody has applied them before to the realistic fields, and in
particular to the analysis of Wick product fields and their Cauchy integrals. On
the other hand the aproach more popular among mathematical physiscists, i. e.
due to Wightman-G˚arding, is not effective here, which was recognized by Segal
[153], p. 455. In particular non-self-adjointnes of the Lorentz transformations
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generatorMµν for the standard Dirac field (166) given by the Noether integral
formula (184), could have not been discovered by such founders of Quantum
Field Theory like Pauli or Schwinger. This alternative explains, among other
things, also the fact why we do not encounter the standard Dirac field (166)
among the free fields whose construction is based on the unitary and local
representations. In particular it escaped the classification of free fields based on
local unitary representations of the double covering of the Poincare´ group given
in [99] or [100]. This fact was also recognized by Haag [74], p. 48. The local
bispinor field (164) has the standard local and unitary bispinor transformation
formula, but it does not coincide with the standard Dirac field (166). Note
that the standard Dirac field (166) is a field which is obtainded through the
canonical quantization, i.e. it is uniquely determined by the condition that it
satisfies the Bogoliubov-Shirkov Quantization Postulate (177) for translations.
It seems that also the local bispinor field (164) has not been constructed before
and apears here for the first time.
Note that the Wick product of the Dirac field components is skew-commutative,
therefore the order is important in (177).
We end this Subsection with a remark on the Pauli theorem on spin-statistics
relation. It is based on the properties of the “classical”, i.e. before “quanti-
zation”, fields. Essentially it says that the energy component of the Noether
energy-momentum tensor is not positive definite for half-odd-integer free “clas-
sical” fields, compare e.g. [55] and Pauli’s book cited there. Technically speak-
ing, generic half-odd-integer spin field (solution of equations of motion), when
Fourier decomposed and inserded into te Noether energy integral, gives formally
the expression (182), but with operators bs(p), ds(p) replaced with the Fourier
coefficients and with the opposite sign at the second term in (182). Pauli then
joined this result with the canonical quantization procedure, equivalent to the
Pauli-Bogoliubov-Shirkov Quantization Postulate (177) for translations. Be-
cause the Wick product of fermi fields in (181) repears the sign of the second
term in the ‘classical” counterpart of (182), Pauli arrived at the spin-statistics
relation: half-odd-integer spin “classical” (free) fields should be quantized with
the canonical anticommutation relations.
The so called “spin-statistis theorem” due to Wightman is different and
in fact gives the relation between the commutation relation of smeared out
fields, within his axiomatic definition of a quantum field, and the representation
defining a local transformation rule of the field. In Wightman’s proof no relation
with “classical” fields and with positivity of the energy-momentum of “classical”
fields intervenes. In this sense Pauli’s spin-statistics theorem is different pointing
out that such relation exists, and in this sense reveals what is untouched in the
Wightman’s version of spin-statistics theorem.
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4 The representation of T4sSL(2,C) in the Krein-
Hilbert space of the free electromagnetic po-
tential field. Bogoliubov Postulate
We give here a mathematically rigorous quantization of the vector potential
of free electromagnetic field based on the Krein-isometric, but non unitary,
 Lopuszan´ski representation in a Krein space, i.e. in the ordinary Hilbert space
equipped with involutove unitary operator J, called fundamental symmetry. We
construct the field using the white noise setup of Berezin-Hida, with the field
which makes rigorous sense of the white-noise generalized operator of Hida,
when evaluated at specified space-time point. This setup allows us to treat rig-
orously the Wick theorem in the form needed for causal perturbative approach,
heuristically (but honestly) formulated by Bogoliubov and Shirkov [15], Chap.
III. The plan of this Section is the following. First we define the  Lopuszan´ski
representation. Next we define the Hilbert space with a fundamental symmetry
J′ to which we then apply the Segal’s functor Γ of second bosonic quantiza-
tion. Next using the creation and annihilation densely defined and pre-closed
operators (not distributions) in the Fock space we make a short excurse toward
the Wightman operator valued distribitions fulfilling the ordinary commutation
rules (with standard Wigtman functions and Green functions) and the Gupta-
Bleuler operator. Next using the white noise calculus of Hida, Obata and Saitoˆ,
[83] in the Fock space of the field Aµ we give the white noise construction of the
field Aµ(x) at specified space-time point as generalized Hida operator, and com-
pare this construction with the field Aµ in Wightman sense. Finally we give
a rigorous mathematical formulation of the Bogoliubov-Shirkov Quantization
Postulate for Free Fields together with the proof using the white noise technics
of [83].
In the standard treatments (including the mathematically oriented papers
devoted to quantized free electromagnetic potential field and generally gauge
field) not only 1) the white noise construction of mass less fields is not presented
but likewise 2) the group theoretical aspect is almost totally ignored.
These circumstances, 1) amd 2), have at least one unpleasant consequence
that our manipulations with Wick polynomial of free fields (among them Aµ)
which we encounter in the casual perturbative series, are not under full control
and are partially based on heuristic arguments (compare the “Wick theorem”
for free fields in [15] and Theorem 0 in [43]).
The first ommision, namely 1), comes from the fact that adaptation of the
white noise construction of Hida to mass less field (such as Aµ) requires a test
space which differs from the ordinary Schwartz space being equal to its closed
subspace, which is connected to the singularity of the cone in momentum space–
the orbit connected to the representation pertinent to zero mass field. This is
accompanied by a necessary additional analysis, which to the new test space (in
momentum space) must give the so called standard form SA(R3) ⊂ L2(R3) of
Gelfand [62], [128], as arising from a standard nuclear operator A on L2(R3).
It is well known that in case of the Schwartz space S(R3) the operator A can
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be taken to be the ordinary quantum mechanical Hamiltonian in L2(R3) of the
three-dimensional oscillator. Becasue the adaptation of the white noise calculus
to zero mass field requires a considerable long additional analysis (in particular
for choosing the operartor A in sufficiently clever and easily managable form),
then the white noise formulation of zero mass field is ignored by mathematicians
(so far as the author is aware), and only the massive case is taken into acount
as an example of application of white noise technics to quantum fields, compare
e.g. [84]. Therefore we present in details the white noise construction of the
field Aµ(x).
Construction of the field Aµ within Wightman approach does not require
abandoning of the ordinary Schwartz space of vector-valued functions on the
space-time as the test space, but we are not interested here with Wightman
fields, because they are not satisfactory for the needs of the causal perturbative
approach.
Concerning the second ommision, 2), it is interrelated to the fact that the
general construction of the transform from the momentum to the position wave
function of photon with local transformation law cannot be consequently pur-
sued within a rigorous group-representation theoretical fashion without the gen-
eralization of the Mackey’s theory of induced represenations to the case of Krein-
isometric representations. Such mathematical theory has so far been lacking.
Therefore the standard mathematical presentations for massive fields (or mass
less but non gauge fields, which do not require the Krein space or Gupta-Bleuler
or BRST formalism) cover firmly the group theoretical aspect, but for zero mass
gauge fields no presentation has so far appeared which covers these important
grup theoretical aspects. The group theoretical aspect is well presented for ar-
bitrary spin and massive free fields, but not for the field Aµ and the other free
gauge fields underlying the standard model. In order to cover this ommision
we have constructed the required generalization of Mackey’s theory of induced
representations some time ago, and insert into this work as Section 12.
Even the non gauge (no redundand degrees of freedom) but zero mass or
massive fields are not treated with sufficient care if concernig the operator dis-
tributional aspect, which allows to treat clearly the “Wick theorem” of [15],
Chap. III or Theorem 0 of [43] (Wightman approach is not satisfactory here).
In the zero mass case, when the field is constructed as generalized white
noise operator of Hida (which provides satisfactory base for the Wick theorem),
the Schwartz space of rapidly decreasing functions as test function space is not
the correct space. The situation for the photon field is still more delicate as the
representation of the double covering of the Poincare´ group cannot be unitary
and even it is not bounded. There are various realizations of the Fock space
for the photon field in the Fock-Hilbert space equipped with the Gupta-Bleuler
operator η, however in all cases (at least all known to the author) the proposed
realization of the Fock space obscures the concrete shape of the (nonunitary)
representation of the group T4sSL(2,C) in the Krein-Fock space of the photon
field.
We hope this Section to cover these omissions. Additional weight functions
in passing from operators to generalized white noise operators (operator val-
ued distributions), will have to appear in order to preserve clear insight into
the action of T4sSL(2,C). The additional weight functions are related to the
unitary and Krein-unitary operator W of the introductory part of Section 2,
wich relates the representation space of the initially defined Krein-isometric in-
duced representation to the space of the equivalent representation, having the
properties that Fourier transform of every element of the representation space
of the equivalent representation has a local transformation formula. The ex-
tension of the Mackey theory, presentaed in Section 12, allows us to compute
them explicitely as well as to analyse the representation of T4sSL(2,C) in the
resulting Krein-Fock space of the photon field.
We give here a Gupta-Bleuler realization of the free quantum electromagnetic
potential field Aµ(x) as a generalized white noise generalized operator of Hida
and its Fock space with a clear structure of the representation of T4sSL(2,C)
and the correct test function nuclear space.
4.1 Definition of the  Lopuszan´ski representation
The construction o of this representation may be treated as one more exampe
of application of the construction and the theorem placed at the introductory
part of Section 2.
Consider the orbit O(1,0,0,1) of p¯ = (1, 0, 0, 1), i.e. positive energy surface of
the cone (without the appex (0, 0, 0, 0)). The subgroup G(1,0,0,1) ⊂ SL(2,C) of
matrices50
γ = (z, φ) =
(
eiφ/2 eiφ/2z
0 e−iφ/2
)
, 0 ≤ φ < 4π, z ∈ C
is stationary for (1, 0, 0, 1) and is isomorphic to the double covering group51 E˜2
of the Euclidean group E2 of the Euclidean plane.
As is well known there are no irreducible unitary representations of G(1,0,0,1)
besides the infinite dimensional, induced by the characters of the abelian nor-
mal subgroup T2 of G(1,0,0,1) (numbered by a positive real number), and the
one dimensional induced by the characters of the abelian subgroup S˜1 and ob-
tained by lifting to G(1,0,0,1) te one dimensional character representations of
G(1,0,0,1)/T2 ∼= S˜1. And no standard combinations performed on them (direct
summation, tensoring, conjugation) can produce after a natural extension V
of the resulting representation to the whole SL(2,C) the representation giv-
ing the ordinary transformation of a real fourvector in Minkowski space (after
the natural homomorphic map connecting SL(2,C) to the homogeneous Lorenz
group).52. The situation is different when passing to Krein-unitary representa-
tions of G(1,0,0,1).
50We hope this notation will not cause them mixed with Dirac’s γ’s.
51Equal to the semidirect product T2sS˜1 of the two dimensional translation group T2 and
the double covering of the circle group S1.
52This in particular means that no local zero mass fourvector free quantum field can exist
with unitary representation T4sSL(2,C) in the Hilbert space of this field. For scalar field this
of course would be possible. Systematic work with concusions going into this direction was
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Namely consider the following representation  L of G(1,0,0,1)
 Lγ = S(γ ⊗ γ)S−1, γ ∈ G(1,0,0,1),
in C4, where
S =

√
2 0 0
√
2
0
√
2
√
2 0
0 i
√
2 −i√2 0√
2 0 0 −√2

is unitary in C4, and where γ means the ordinary complex conjugation: if
γ =
(
a b
c d
)
, then γ =
(
a b
c d
)
.
If we introduce to C4 the ordinary inner product and the following funda-
mental symmetry operator
Jp¯ = J(1,0,0,1) =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (185)
then the representation  L of G(1,0,0,1) = Gp¯ becomes Krein-unitary in the Krein
space (C4, Jp¯):
 L Jp¯  L
∗ Jp¯ = 14, and Jp¯  L∗ Jp¯  L = 14,
where  Lγ
∗ denotes the ordinary adjoint operator of  Lγ with respect to the
ordinary inner product in C4.
The function p 7→ β(p), fulfilling β(p)−1 ̂¯p (β(p)−1)∗ = p̂ on the orbitO(1,0,0,1),
may be chosen to be equal
β(p) =
(
r
−1/2
cos θ2e
−iϑ2 −ir−1/2 sin θ2ei
ϑ
2
−ir1/2 sin θ2e−i
ϑ
2 r
1/2
cos θ2e
iϑ2
)
,
where
p =

p0
p1
p2
p3
 =

r
r sin θ sinϑ
r sin θ cosϑ
r cos θ
 ∈ O(1,0,0,1), 0 ≤ θ < π, 0 ≤ ϑ < 2π, r > 0.
(186)
initiated by  Lopuszan´ski, [99], [100]. This is quite unexpected at first sight, when compared to
the construction of other local fields. Note that finite dimensional and unitary representation
of the Lorentz group must be equal to (finite) direct sum of the trivial representation. In
particular the fourvetor transformation (at fixed point) must necessary be nonunitary. But it
also holds for the transformation of Dirac bispinor at fixed point under Lorentz group, which
is likewise non unitary, while unitarity of representation of T4sSL(2,C) in the Hilbert space
of the Dirac field is preserved. This is of course due to the fact that the corresponding “small”
subgroup G(m,0,0,0) = SU(2,C) ⊂ SL(2,C) is compact. Similar situation we have for other
higher spin local fields corresponding to G(m,0,0,0) – unitarity of the transformation of the
field is preserved.
249
Now we construct, like in the introductory part of Section 2, the Krein-isometric
representation of T4sSL(2,C) induced by the the Krein-unitary representation
 L, putting there  Lγ for Q(γ, p¯) with p¯ = (1, 0, 0, 1). Let us denote the represen-
tation by U (1,0,0,1)  L and call the  Lopuszan´ski representation. By Section 12.4, it
is Krein-unitary equivalent to the Krein-isometric represenation of T 4sSL(2,C)
induced53 by the representation (1,0,0,1)  L = χp¯  L:
a · γ 7→ χp¯(a)  Lγ ,
of the subgroup T4 ·Gp¯ ⊂ T4sSL(2,C).
Now we define the following extension
V (α) = S(α⊗ α)S−1, α ∈ SL(2,C),
of the represntation  L, to the whole SL(2,C) group, which is likewise Krein-
unitary in (C4, Jp¯):
V (α) Jp¯ V (α)
∗
Jp¯ = 14, and Jp¯ V (α)
∗
Jp¯ V (α) = 14, α ∈ SL(2,C).
Moreover α 7→ V (α) gives a natural homorphism of the SL(2,C) onto the proper
ortochronus Lorentz group in the Minkowski vector space, i.e. each V (α), α ∈
SL(2,C), is a real Lorentz transformation. It is customary to write V (α) as the
corresponding Lorentz transformation Λ(α). Because we have already occuped
the notation Λ(α) for a natural antihomomorphism Λ, we have V (α) = Λ(α−1)
in our notation.
With the extension V at our disposal, we apply to the elements ψ˜ of the
space of the  Lopuszan´ski representation U (1,0,0,1)  L the Krein unitary and unitary
transformation W : ψ˜ 7→ ϕ˜, as in the introductory part of Section 2, having the
property that the Fourier transform (20) ϕ have the local transformation law.
Namely the representation WU (1,0,0,1)  LW−1 acts as follows
WU (1,0,0,1)
 L
0,α W
−1ϕ˜(p) = U(α)ϕ˜(p) = V (α)ϕ˜(Λ(α)p),
WU (1,0,0,1)
 L
a,1 W
−1ϕ˜(p) = T (a)ϕ˜(p) = eia·pϕ˜(p).
(187)
Therefore the Fourier transorm (20) ϕ of ϕ˜ = Wψ˜ has the the following local
transformation law
U(α)ϕ(x) = V (α)ϕ(xΛ(α−1)) = Λ(α−1)ϕ(xΛ(α−1)), T (a)ϕ(x) = ϕ(x − a).
of a fourvector field on the Minkowski manifold. Because by construction ϕ˜ are
concentrated on the orbit O(1,0,0,1), it follows that the elements ϕ ∈ H′′ are the
positive energy (distributional) solutions of the ordinary wave equation with
zero mass
∂µ∂µϕ = 0.
53In the sense of definition placed in Section 12.2, which is a generalization of the Mackey’s
induced represenation.
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Because the light cone (in the momentum space) is not an ordinary submanifold
in R4 (for the standard manifold structure on R4) the last sentences need an
explanation. Namely consider a manifold O of dimension less that 4 (or less
that n) in R4 (or in Rn) with the measure dµ|
O
(p) on O induced from the
ordinary invariant measure on R4 (or from Rn). Let f be a function on O
which is locally integrable w.r.t. dµ|
O
(p), or is a multiplier of D(O) or of S(O).
For the mostly used nuclear topological test function spaces, e.g. the space of
smooth functions of compact support D(R4) (or D(Rn)) or the Schwartz test
function space S(R4) (or S(Rn)) the simplest distribution f concentrated on
the manifold O of dimension less that 4 (or less that n) in R4 (or in Rn) defined
by
(f, φ) =
∫
O
f(p)φ|
O
(p) dµ|
O
(p), φ ∈ D(R4) or ∈ S(R4) (188)
is a well defined continulos functional on D(R4) or S(R4) (or D(Rn) or S(Rn)),
as in this case the map φ 7→ φ|
O
is a continuous map from D(R4) (or S(R4)) into
D(O) (or S(O)), where φ|
O
is the restriction of the function φ to the submanifold
O, compare e.g. [59], Chapter III (although continuity of the map φ 7→ φ|
O
is
not absolutely necessary for the continuity of the said functional).
In our case O = Op¯ is the “positive” (or “negative energy”) light cone
without the appex in the momentum space, for which the manifold structure
fails at the tip of the light cone. In particular φ 7→ φ|
O
is not continulus as the
map of D(R4) (or S(R4)) into D(R3) (or S(R3)) with the spatial momentum
components as the natural coordinate map on the cone, which is easily checked.
Althogh continuity of φ 7→ φ|
O
is not necessary for the said functional (188)
to stay continuous (and in fact it will be likewise continuous for the ordinary
Schwartz space although φ 7→ φ|
O
is not continuous as a map S(R4)→ S(R3))
we a proiri allow two possibilities: 1) one which uses test space different from
that of Schwartz, but which saves continuiuty of φ 7→ φ|
O
and the other one 2)
which uses the ordinary Schwartz space but the continuity of φ 7→ φ|
O
is lost.
In case 1) we are using the test space (correct for the white noise construction
of the field Aµ, as we will see in the later part of our presentation) in the
momentum space as equal to the closed subspace S0(R4) of S(R4) consisting
of all those elements of S(R4) for which their values and all their derivatives
vanish at the zero point, and its inverse Fourier transform F−1 image S00(R4)
as the test function space over space-time. In this case φ 7→ φ|
O
, as a map
S0(R4)→ S0(R3), will be continuous, as well as the functional (188). Namely,
for f locally integrable on O or for f being a multiplier of the nuclear algebra
S0(R3) ∼= S0(O) the functional defined by
(f,Fφ) =
∫
O
f(p)(Fφ)|
O
(p) dµ|
O
(p), Fφ ∈ S0(R4) andφ ∈ S00(R4) (189)
is a continuous functional on S00(R4), if undestood as a map φ 7→ (f,Fφ) =
(Ff, φ), and Fφ 7→ (f,Fφ) is a continuous functional on S0(R4), because
in this case φ 7→ φ|
O
maps continously S0(R4) into S0(R3). For the proof,
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compare Subsect 5.6. In particular for ϕ˜ ∈ H′ the function f = ϕ˜ on the light
cone O = Op¯ in the momentum representation belonging to the representation
space of the  Lopuszan´ski represenation defines a distribution on S00(R4) whose
Fourier transform F is concentrated on the positive energy light cone and is
given by the distribution (189) with f = ϕ˜.
Therefore distributional four-vector solutions ϕ ∈ H′′ of d’Alembert equa-
tion whose Fourier transforms f defined by (189) which correspond to ordinary
functions ϕ˜ ∈ H′, are rather of special character. In case of more general distri-
butions (or distributions on smooth functions of compact supports) which are
solutions of the wave equation we may only say that their Fourier transforms
are concentrated on the light cone in the momentum picture, but nothing more.
In particular in general such distributional solution defines after Fourier trans-
formation a distribution which is not regular–function like– distribution on the
orbit O, i.e. on the test space S(O) ∼= S(R3) of functions on the ”positive” or
”negative” energy light cone in the momentum space.
But when using the test function spaces (correct for the white noise con-
struction of Aµ(x)) S0(R4), S0(R3), S00(R4), we gain a natural relationship
between distributions S ∈ S(O)∗ ∼= S(R3)∗ (i.e. generalized states in H′) and
distributional solutions F ∈ S00(R4) of wave equation, given by the formula:
F (φ) = S(φ˜|
O
), φ ∈ S00(R4),
well defined because the restriction to the cone orbit O = Op¯
φ 7−→ φ|
O
maps continously S0(R4) into S0(R3).
Similarly we have a well defined restriction map
FF 7→ FF |
O
(190)
for F , FF uderstood as elements of S00(R4)∗, S0(R4)∗ respectively, defined by
FF |
O
(φ) = F
(
(Fφ)|
O
)
.
There is no such correspondence between the generalized states S on the
light cone orbit (of the representation concentrated on the light cone) in the
momentum space and the distributional solutions of the wave equation when
using the Schwartz test function space. It seems that this important fact has
escaped due attention of mathematical physiscists, and was one of the stambling
blocks in the correct understanding of representation theory aspect of the zero
mass fields, and in particular of the electromagnetic four-potential field Aµ and
the infrared states. We will show in the latter part of this work connections of
this fact to the infrared problems within the causal perturbative approach of
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Bogoliubov.
NOTATION. In what follows we will use the sign F (·) for the ordinary Fourier
transform in Rn (with the sign at ip0x0 opposite with respect to the sign at ip·x
in the exponent in case of R4 understood as the Minkowski space) interchangibly
with the sign ·˜ in order to shorten expressions which othervise would contain
too many F -signs to be of reasonable size, which arise in our proofs. We shall
trust to the context or explanatory remarks which will make clear what is meant
in each instance. In particular it is clear that under the integral sign for the
integration over Op¯, as in the formula (20), undersdood as four dimensional
inverse Fourier formula of a distributional solution ϕ ∈ H, the function ϕ˜ is
understood as the function p 7→ f(p) = ϕ˜(p) on the orbit Op¯ which determines
the four dimensional ditributional Fourier transform f = ϕ˜ of ϕ, given by the
formula (189). For ϕ which is an ordinary square integrable function on R4
the function ϕ˜ in the formula (20) is uderstood as the restriction ϕ˜|
Op¯
of the
ordinary 4-dimensional Fourier transform ϕ˜ of ϕ to the orbit Op¯, and the formula
(20) itself is not understood as the full inverse Fourier integral but merely as
the restriction of the full inverse integral to the orbit Op¯. Otherwise when the
context does not fix the meaning of ·˜ the restriction sign has to be written
explicitly.
However we shoud ephasize that we have the second possibility here, 2).
Namely even when Fφ, φ in (189) belong to S(R4) and the function p 7→ f(p)
in (189) defined on the cone O = Op¯ is a multiplier of S(R3) ∼= S(O) or if
p 7→ f(p) is measurable and fulfills (for some natural M > 1 and N)∫
O
∣∣(1 + p0(p)2)−Nf(p)∣∣M dµ|O (p) <∞
(which is the case for example for (p 7→ f(p)) ∈ H′), then the formula (189) still
represents a continous functional of Fφ and of φ, when regarded as a functional
on S(R4). This is in particular the case for the zero mass Pauli-Jordan function
D0 and its Fourier transform D˜0, compare Subsection 5.7. Although continuity
of the map φ 7→ φ|
O
is lost now, when regarded on the Schwartz spaces, the
functional (189) stays continuous on the Schwartz space. However if we are using
the ordinary Schwartz space for the distributions concetrated on the light cone
O = Op¯ or O = Op¯ ⊔O−p¯ of the form (189), say f |p·p=0(p)δ(p · p), δ(p · p), there
will arise additional complications when trying to incorporate the formal rules
of differentiation, with the need of regularization, compare [59] and Subsections
5.7, 5.6. Treatment of these distributions becomes much more transparent and
simpler when using the test spaces S0(R4), S00(R4).
To any wave function ϕ˜ on the light cone from the Hilbert space of the
 Lopuszan´ski representation there correspond a well defined regular (function-
like) distributional solution ϕ of the wave equation which can be regarded either
as element of S00(R4)∗ or S(R4)∗.
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At the group theoretical level the the two possible choices of space-time test
spaces: S(R4) or S00(R4), are equally well. Even in the construction of the
free field Aµ within Wightman approach we can equally use S(R4) as well as
S00(R4). But when using the white noise construction of the field Aµ(x) we
have only one possible choice of the space-time test space and, as we will see, it
must be equal S00(R4).
Afer giving the two a priori possible distributional interpretations of the ele-
ments ϕ˜ of the Hilbert space H′ (or ϕ ∈ H′′) of the  Lopuszan´ski representation,
we go back to H′ itself and give further details of its structure.
The explicit form of the Krein space structure (H′, J′) of the representation
space of the representationWU (1,0,0,1)  LW−1 can be obtained by substitution of
the explicit formulas for the function p 7→ β(p) and the extension V into the
formulas written at the introductory part of Section 2.
In particular the inner product of ϕ˜ =Wψ˜ and ϕ˜′ =Wψ˜′ is equal
(ϕ˜, ϕ˜′) =
∫
sp(P 0,...,P 3)∼=Op¯
(
ϕ˜(p), ϕ˜′(p)
)
p
dµ|
Op¯
(p)
=
∫
sp(P 0,...,P 3)∼=Op¯
(
ϕ˜(p), V (β(p))∗V (β(p))ϕ˜′(p)
)
Hp¯
dµ|
Op¯
(p)
=
∫
Op¯
(
ϕ˜(p), B(p)ϕ˜′(p)
)
C4
dµ|
Op¯
(p),
=
∫
R3
(
ϕ˜(~p, p0(~p)), (Bϕ˜′)(~p, p0(~p))
)
C4
d3p = (ϕ˜, Bϕ˜′)⊕L2(R3) ,
dµ|
Op¯
(~p) =
d3p
2p0(~p)
, p0(~p) = (~p · ~p)1/2 , (191)
where we have introduced the matrix
B(p) = V (β(p))∗V (β(p))
depending on p ∈ Op¯, strictly positive (invertible) on Op¯ and the operator B of
pointwise multiplication by the matrix
1
2p0(~p)
B
(
~p, p0(~p)
)
, (192)
on the Hilbert space ⊕L2(R3) with respect to the ordinary invariant Lebesque
measue d3p on R3 (the direct sum ⊕ is over the four components of the function
ϕ˜), in order to simplify notation of the formulas which are to follow in the
remaining part of this Subsection.
The fundamental symmetry operator J′ is given by the pointwise multipli-
cation by the following operator
J′p = V (β(p))−1Jp¯V (β(p)). (193)
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Because for each p ∈ Op¯ the matrix operator V (β(p)) (and the same of course
holds for V (β(p))∗) is by construction Krein-unitary in the Krein space (C4, Jp¯) =
(Hp¯, Jp¯) of the representation  L, then the Krein product in (H′, J′) is given by
the following formula
(ϕ˜, J′ϕ˜′) =
∫
sp(P 0,...,P 3)∼=Op¯
(
ϕ˜(p), V (β(p))∗V (β(p))J′pϕ˜′(p)
)
Hp¯
dµ|
Op¯
(p)
=
∫
Op¯
(
ϕ˜(p), V (β(p))∗V (β(p))V (β(p))−1Jp¯V (β(p))ϕ˜′(p)
)
C4
dµ|
Op¯
(p)
=
∫
Op¯
(
ϕ˜(p), Jp¯ϕ˜
′(p)
)
C4
dµ|
Op¯
(p),
(194)
because V (β(p))∗Jp¯V (β(p)) = Jp¯.
Introducing the coordinates ~p on Op¯ and regarding any function p 7→ ϕ˜(p)
on Op¯ as a function ~p 7→ ϕ˜(~p) = ϕ˜
(
~p, p0(~p)
)
with p0(~p) as in (191), the last
formula (194) may be written as
(ϕ˜, J′ϕ˜′) = (ϕ˜, BJ′ϕ˜′)⊕L2(R3) = (
√
Bϕ˜,
√
BJ′ϕ˜′)⊕L2(R3) = (ϕ˜, Jp¯ϕ˜
′)⊕L2(R3,dµ|
Op¯
)
,
(195)
where the last inner product
(·, ·)⊕L2(R3,dµ)
is with respect to the measure
dµ =
d3p
2p0(~p)
, p0(~p) = (~p · ~p)1/2 ,
on R3, and where B is the positive self-adjoint operator on ⊕L2(R3) introduced
above and
√
B is its square root equal to the operator of pointwise multiplication
by the matrix
1√
2p0(~p)
√
B
(
~p, p0(~p)
)
,
with
√
B
(
~p, p0(~p)
)
being the square root of the positive matrix B
(
~p, p0(~p)
)
.
Krein-isometric and Krein-unitary representations in a Krein space (H, J)
allows the specific kind of conjugation, which is trivial for ordinary unitary rep-
resentations when J = 1H. Namely for every representation U of this kind
in the Krein space (H, J), the ordinary Hilbert space adjoint operation ∗ and
passing to the inverse, i.e. U∗−1 = JUJ, is well defined, which is nontrivial
for Krein-isometric representation, compare Sect. 12.2. Moreover U∗−1 = JUJ
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defines another Krein-isometric (resp. Krein unitary) representation with re-
spect to the same Krein structure, compare Sect. 12.2, which is unitary and
Krein-unitary equivalent to the initial representation U , with the equivalence
given by the fundamental symmetry J itself, and J is by construction unitary
and Krein-unitary.
In particular together with the Krein-isometric representationWU (1,0,0,1)  LW−1
in the Krein space (H′, J′) just constructed, there acts in the same Krein space
(H′, J′) the naturally conjugate Krein isometric representation[
WU (1,0,0,1)  LW−1
]∗−1
= J′WU (1,0,0,1)  LW−1J′ (196)
unitary and Krein-unitary equivalent to WU (1,0,0,1)  LW−1, with the equivalence
given by the fundamental symmetry J′ itself. Because we have explicitly com-
puted J′ and WU (1,0,0,1)  LW−1 we also know the explicit formula for the action
of
[
WU (1,0,0,1)  LW−1
]∗−1
. Namely we have[
WU (1,0,0,1)  LW−1
]∗−1
ϕ˜(p) =
(
J′WU (1,0,0,1)  LW−1J′
)
ϕ˜(p)
= V (β(p))−1V (β(p))∗−1V (α)∗−1V (β(Λ(α)p))∗V (β(Λ(α)p))ϕ˜(Λ(α)p).
Before passing to quantization, we give here several formulas which will be
useful in further computations.
First let us note the simple formula for the Krein inner product in the Krein
space (H′′, J′′) of all Fourier transforms ϕ, given by (20), of the elements ϕ˜ of
the Krein space (H′, J′) of the representation WU (1,0,0,1)  LW−1. Namely easily
computation gives
(ϕ, J′′ϕ) = i
∫
t=const.
{
ϕ(x)∂t
(
Jp¯ϕ
′)(x)− ∂tϕ(x)Jp¯ϕ′(x)} d3x
= −igµν
∫
t=const.
{
ϕµ(x)∂tϕ
′
ν
(
x)− ∂tϕµ(x)ϕν(x)
}
d3x (197)
Next we give explicit formulas for V (β(p))−1, B(p) = V (β(p))∗V (β(p)) and√
B(p), p ∈ O(1,0,0,1), and give their useful properties.
V (β(p))−1
=

r−1+r
2 0 0 − r
−1−r
2
− r−1−r2 p
1
r
p2√
(p1)2+(p2)2
p1√
(p1)2+(p2)2
p3
r
r−1+r
2
p1
r
− r−1−r2 p
2
r − p
1√
(p1)2+(p2)2
p2√
(p1)2+(p2)2
p3
r
r−1+r
2
p2
r
− r−1−r2 p
3
r 0 −
√
(p1)2+(p2)2
r
r−1+r
2
p3
r

=

r−1+r
2 0 0 − r
−1−r
2
− r−1−r2 sin θ sinϑ cosϑ cos θ sinϑ r
−1+r
2 sin θ sinϕ
− r−1−r2 sin θ cosϕ − sinϑ cos θ cosϑ r
−1+r
2 sin θ cosϑ
− r−1−r2 cos θ 0 − sin θ r
−1+r
2 cos θ
 .
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B(p) = V (β(p))∗V (β(p)) =
r−2+r2
2
r−2−r2
2r p
1 r−2−r2
2r p
2 r−2−r2
2r p
3
r−2−r2
2r p
1 r−2+r2−2
2r2 p
1p1 + 1 r
−2+r2−2
2r2 p
1p2 r
−2+r2−2
2r2 p
1p3
r−2−r2
2r p
2 r−2+r2−2
2r2 p
2p1 r
−2+r2−2
2r2 p
2p2 + 1 r
−2+r2−2
2r2 p
2p3
r−2−r2
2r p
3 r−2+r2−2
2r2 p
3p1 r
−2+r2−2
2r2 p
3p2 r
−2+r2−2
2r2 p
3p3 + 1

(198)
=


r−2+r2
2
r−2−r2
2
sin θ sinϑ
r−2−r2
2
sin θ sinϑ r
−2+r2
2
sin2 θ sin2 ϑ + cos2 θ sin2 ϑ + cos2 ϑ . . .
r−2−r2
2
sin θ cos ϑ
r−2+r2
2
sin2 θ cosϑ sinϑ + cos2 θ sinϑ cos ϑ − sinϑ cos ϑ
r−2−r2
2
cos θ r
−2+r2
2
sin θ cos θ sinϑ − sin θ cos θ sinϑ
r−2−r2
2
sin θ cosϑ r
−2−r2
2
cos θ
. . . r
−2+r2
2
sin2 θ cosϑ sinϑ + cos2 θ sinϑ cos ϑ − sinϑ cos ϑ r
−2+r2
2
sin θ cos θ sinϑ − sin θ cos θ sinϑ
r−2+r2
2
sin2 θ cos2 ϑ + cos2 θ cos2 ϑ + sin2 ϑ
r−2+r2
2
sin θ cos θ cos ϑ − sin θ cos θ cos ϑ
r−2+r2
2
sin θ cos θ cos ϑ − sin θ cos θ cos ϑ r
−2+r2
2
cos2 θ + sin2 θ


.
The orthonormal (with respect to the ordinary inner product in C4) system
{wλ(p)} of eigenvectors of the operator matrix B(p) = V (β(p))∗V (β(p)) in C4,
corresponding to the eigenvalues λ(p) ∈ {1, 1, r−2, r2} has the form
w1
+(p) =

0
p2√
(p1)2+(p2)2
−p1√
(p1)2+(p2)2
0
 , w1−(p) =

0
p1p3√
(p1)2+(p2)2r
p2p3√
(p1)2+(p2)2r
−
√
(p1)2+(p2)2
r
 ,
w
r−2 (p) =

1√
2
1√
2
p1
r
1√
2
p2
r
1√
2
p3
r
 , wr2 (p) =

1√
2
− 1√
2
p1
r
− 1√
2
p2
r
− 1√
2
p3
r
 (199)
There are two transversal eigenvectors w
1
+(p), w
1
−(p) to the constant eigen-
value 1, both of pure space direction and both orthogonal to the space part
(0, ~p) of the momentum direction of the corresponding momentum p = (p0, ~p) ∈
O(1,0,0,1). The eigenvector wr−2 (p) corresponding to the eigenvalue r
−2 =
(p0)−2 = (~p · ~p)−1, has the same direction as the corresponding momentum
p = (p0, ~p) ∈ O(1,0,0,1), and wr2 (p) has the same direction as (p0,−~p), where
p = (p0, ~p) ∈ O(1,0,0,1) is the corresponding momentum. Note that the linear
combinations w
r−2 (p)+wr2 (p) and wr−2 (p)−wr2 (p) give respectively the purely
timelike vector of direction the same as (p0, 0) and a purely longitudinal vector
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of direction the same as (0, ~p), where p = (p0, ~p) ∈ O(1,0,0,1) is the corresponding
momentum vector.
The saquare root of B(p) = V (β(p))∗V (β(p)) is equal√
V (β(p))∗V (β(p)) =
√
B(p)
=

r−1+r
2
r−1−r
2
p1
r
r−1−r
2
p2
r
r−1−r
2
p3
r
r−1−r
2
p1
r
r−1+r−2
2
p1
r
p1
r + 1
r−1+r−2
2
p1
r
p2
r
r−1+r−2
2
p1
r
p3
r
r−1−r
2
p2
r
r−1+r−2
2
p2
r
p1
r
r−1+r−2
2
p2
r
p2
r + 1
r−1+r−2
2
p2
r
p3
r
r−1−r
2
p3
r
r−1+r−2
2
p3
r
p1
r
r−1+r−2
2
p3
r
p2
r
r−1+r−2
2
p3
r
p3
r + 1

(200)
=


r−1+r
2
r−1−r
2
sin θ sinϑ r
−1−r
2
sin θ cos ϑ r
−1−r
2
cos θ
r−1−r
2
sin θ sinϑ r
−1+r−2
2
sin2 θ sin2 ϑ + 1 r
−1+r−2
2
sin2 θ sinϑ cos ϑ r
−1+r−2
2
sin θ cos θ sinϑ
r−1−r
2
sin θ cos ϑ
r−1+r−2
2
sin2 θ cos ϑ sinϑ
r−1+r−2
2
sin2 θ cos2 ϑ + 1
r−1+r−2
2
sin θ cos θ cos ϑ
r−1−r
2
cos θ r
−1+r−2
2
sin θ cos θ sinϑ r
−1+r−2
2
sin θ cosϑ cosϑ r
−1+r−2
2
cos2 θ + 1


.
By construction V (β(p)), V (β(p))∗ = V (β(p))T and their inverses are at
every p ∈ O(1,0,0,1) Krein unitary, as matrix operators in (Hp¯, Jp¯) = (C4, Jp¯),
i.e they are real Lorentz transformations. It is less trivall, but may be checked
directly that for every p ∈ O(1,0,0,1) the operator
√
B(p) is also Krein unitary
in (C4, Jp¯). Thus we have the formulas
V (β(p)) Jp¯ V (β(p))
∗
Jp¯ = 14, and Jp¯ V (β(p))
∗
Jp¯ V (β(p)) = 14, and√
B(p) Jp¯
√
B(p) Jp¯ = 14, p ∈ O(1,0,0,1). (201)
Although the properties are simple consequences of definitions (possibly with
the exception of the last one) they will be of use in further computations.
4.2 Definition of the Krein-Hilbert space (H′, J′) which is
then subject to the second quantization functor Γ
Now to the Hilbert space H′, or more precisely to the Krein space (H′, J′) of
the representation WU (1,0,0,1)  LW−1 and eo ipso of the representation[
WU (1,0,0,1)  LW−1
]∗−1
,
we apply the Segal’s bosonic second quantization functor Γ. The Krein space
(H′, J′) = (WH,WJW−1) of the elements ϕ˜ =Wψ˜ of the representation
WU (1,0,0,1)  LW−1
may be identified, via the Fourier transform (20) with the Hilbert space H′′, or
more precisely with the Krein space (H′′, J′′) of positive energy solutions φ of
the wave equation
gµν∂µ∂νφ = 0, (202)
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as a consequence of the fact that ϕ˜ ∈ H′ are concentrated on the cone O(1,0,0,1) =
O(1,0,0,1). Although it is well known that the equation (202) only apparently
gives a local law for dynamics in terms of a local equation. Indeed because only
the positive energy solutions54 are admitted the quantities ϕ and ∂tϕ are not
independent on a fixed time surface. The differentiation ∂t in momentum space
is equal to the operator of multiplication by −i√~p · ~p, which in position picture
at fixed time corresponds to a convolution with the nonlocal integral kernel55
K(~x− ~x′) = −i(2π)−3/2
∫
R3
√
~p · ~p ei~p·(~x−~x′)d3p,
exactly as for the spin-less massive particles (compare e. g. [74], I. 3.3.).
Unfortunately the inner product (ϕ, ϕ′) = (ϕ˜, ϕ˜′), when expressed in terms
of ϕ and ϕ′, inolves unpleasent kernel. This is however not so important as the
inner product plays the (important but) only techinal role of controlling all the
analytical subtleties. It is the Krein inner product (ϕ, J′′ϕ′) = (ϕ˜, J′ϕ˜′) which
serves to compute probabilities on the subspace of physical states on which it it
positive definite, and it is nice to have the relatively simple and explicit formula
(197) for the Krein-inner product in the Krein space (H′′, J′′) expressed in terms
of position wave functions ϕ, ϕ′.
It should be stressed that already the elements ϕ˜ of the single particle space
of the  Lopuszan´ski representation (and its conjugation) in the momentum pic-
ture do not in general fulfil the condition pµϕ˜µ = 0, so that in general their
Fourier transforms ϕ do not preserve the Lorentz condition ∂µϕµ = 0. This
corresponds to the well known
fact that the Lorentz condition cannot be preserved as an operator equation.
It can be preserved in the sense of the Krein-product average on a subspace of
Lorentz states which arise from the closed subspaceHtr of the so called transver-
sal states together with all their images under the action of the  Lopuszan´ski rep-
resentation and its conjugation. We are now going to define the closed subspace
Htr.
Note that the operator B of multiplication by the positive selfadjoint matrix
(192) is selfadjoint in the Hilbert space ⊕L2(R3) = L2(R3,C4) with respect
to the ordinary invariant Lebesque measure d3p on R3 (the direct sum ⊕ is
over the four components of the function ϕ˜), and that the Hilbert space inner
product in the single-photon state space H′ is equal (·, ·) = (·, B·)
L2(R3,C4)
. The
unitary operator which has the direct integral decomposition∫
Op¯
Up d
3p (203)
54In the construction of the positive energy field via the second quanticzation functor applied
to to the space (H′, J′). In the construction of the negative energy field the roles of positive
and negative energy is interchanged.
55Already the definition of the kernel necessiates a special care, and may be defined in the
distributional sense
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(in the integral we use the spatial momentum coordinates p on the cone Op¯,
and the integral may be treated as an integral on R3) with each component Up
being a unitary matrix operator in C4 transforming the standard basis in C4
into the basis56 w
1
+(p), w
1
−(p), w
r−2 (p), wr2 (p) of eigenvectors of the hermitian
matrix B(p). It is easily seen that (203) transforms the operator B, regarded as
an operator in L2(R3,C4), into the orthogonal direct sum of four multiplication
operators on the measure space. Two first components of this direct sum are the
multiplication operators by the constant function equal to unity everywhere, the
next direct summand is the operator of multiplication by 12r
−3 and the third
orthogonal direct summand is the multiplication operator by 12r (recall that
r is the following function: r(p) = |p| = √p · p). Therefore the operator B
treated as an operator in H′ is likewise unitarily equivalent to a direct sum of
multiplication operators and thus self-adjoint. And similarly B as the operator
in H′ has a pure point spectrum {1} consisting of just one element 1, and a
continuous spectrum equal R+. Indeed any element ϕ˜ ∈ H′ may be uniquely
written as the following linear combination
ϕ˜(p) = w
1
+(p) f+(p) + w1
−(p) f−(p) + w
r−2 (p) f0+(p) + wr2 (p) f0−(p) (204)
where f+, f−, f0+, f0− are scalar functions on the light cone Op¯. The first two
functions f+, f− run over the set of all square integrable functions on the light
cone Op¯ with respect to the invariant measure dµ|Op¯ = d
3
p
|p| . The functions f0+
range over all functions on Op¯ square integrable with respect to the measure
d3p
|p|3 , and finally f0− range over all square integrable functions with respect to
the measure57 |p|d3p.
Note that the four elements
w1
+ f+, w1
− f−, wr−2 f0+, wr2 f0−
of H′ on the right hand side of (204) define orthogonal decomposition H′ into
closed invariant subspaces of the self=adjoint operator B, treated as an operator
in H′. Moreover by the formula for the Krein inner-product in H′, J′ (compare
(194) and (195)) the closed subspace spanned by the elements
w
r−2 f0+, wr2 f0−,
the closed subspace spanned by w1
+ f+, and te closed subspace spanned by
w
1
− f− are also mutually Krein-orthogonal.
Let Htr be the closed subspace of the Hilbert space H′ corresponding to the
pure point spectrum {1} of the operator B in H′. Then Htr is spanned by the
elements
w1
+ f+ + w1
− f−
56Here p ∈ Op¯ is regarded as the standard function of spatial momentum coordinates p.
57The measures d
3p
|p|3
and |p|d3p are of course not invariant on the cone, but note that
the ordinary Hilbert space inner product which they define on H′ is not the inner product
preserved by the  Lopuszn´ski representation. The representation preserves the Krein-inner
product.
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and the inner product of any two members of Htr is equal to the Krein-inner
product which easily follows from the construction. Thus by construction for
every element of H′ existence and uniqueness of the projection on Htr with
respect to the Krein-inner product (·, J′·) follows58.
It is important to understand that the properties of Htr are of fundamental
importance for the construction of the physical space of transversal states and
contrary to ordinary Hilbert space the stated above properties of the subspace
Htr are by far not shared by a general (even closed) subspaces of a Krein space.
Because the inner product (·, ·) of H′ is just equal to the positive inner
product which corresponds through the fundamental symmetry J′ to the Krein-
inner product (·, J′·) (in the notation of [14] (·, ·)J′ = (·, J′J′·) = (·, ·)) it follows
that the subspace Htr is uniformly positive in the sense of [14], V.5. Being a
closed subspace Htr is regular in the sense of [14], therefore by [14], Ch. V. the
subspace Htr is orthocomplemented with respect to the Krein-inner-product
(·, J′·) and admits unique projection on Htr with respect to the Krein-inner-
product, which is bounded (boundedness, closedness, continuity always refer to
the ordinary Hilbert space inner product ofH′ or in general to the corresponding
Hilbert space). Thus by [14] there exist bounded Krein-selfadjoint idempotent
P (i.e. P 2 = P , P † = P , where P † = J′P ∗J′ with the ordinary adjoint P ∗ in
the Hilbert space H′) with range PH′ = Htr.
Now we define the elements of Htr as the physical transversal states. But
it turns out that in order to account for the Lorentz covariance and the gauge
freedom we cannot stay within Htr. The  Lopuszan´ski representation and the
representation conjugate to it, whenever applied to a vector ϕ˜ of Htr, in general
transform it into a vector ϕ˜′′ which does not lie inHtr. But the amazing property
of these representations is that always
ϕ˜′′ = ϕ˜′ + ϕ˜0 (205)
for a unique vector ϕ˜′ ∈ Htr and a unique ϕ˜0 whose Krein-inner-product norm
vanishes:
(ϕ˜0, J
′ϕ˜0) = 0,
where (·, ·) is the inner product in H′, and which is Krein-orthogonal to Htr:
(ϕ˜0, J
′ϕ˜′′′) = 0, ϕ˜′′′ ∈ Htr
(both ϕ˜′ and ϕ˜0 in general depend on ϕ˜ and on the applied transformation).
Because the Krein-norm of ϕ˜′′ = ϕ˜′ + ϕ˜0 is equal to the Krein norm of ϕ˜′,
and the Krein inner product on Htr coincides with the ordinary inner product
on H′, and the representations are Krein-isometric, then it follows that the
transformation ϕ˜ 7→ ϕ˜′ which they generate on Htr is isometric with respect
to the ordinary Hilbert space-inner product induced on Htr by the Krein inner
product.
58Recall that for a general subspace in a Krein space neither the existence, nor the unique-
ness of the projection of a vector on the subspace with respect to the Krein-inner-product is
guaranteed. Thus its existence and uniqueness as well as the existence of the corresponding
Krein-selfadjoint idempotent need to be proved.
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Moreover by construction of the dense core domain D of the induced rep-
resentation (compare [187], Sect. 2) to which the  Lopuszan´ski representation
is equivalent shows that D is likewise dense in the subspace Htr. It is easily
seen because in our case D consists of all those ϕ˜ ∈ H′ which are continuous
functions on the cone with compact support, and all of them when projected on
Htr include all the functions of the form
w
1
+ f+ + w1
− f−
with f+, f− continuous of compact support, which are obviously dense in Htr.
Therefore the representations generated by the action modulo unphysical states
by the Krein representation (and its conjugation) on the transversal subspace
Htr is not only Hilbert-space isometric but can be uniquely extended to an
ordinary unitary representation on Htr. This is really amazing in view of the
quite singular character of the  Lopuszan´ski representation (and its conjugation)
for which representor of any boost is unbounded (with respect to the Hilbert
space norm of H′). We have shown in [188] that the  Lopuszan´ski representation
WU (1,0,0,1)  LW−1 and its conjugation J′WU (1,0,0,1)  LW−1J′ does have the prop-
erty (205). In fact during the proof in [188] we have given explicit construction
of the unitary representation
U(α)
(
f+
f−
)
(p) =
(
cosΘ(α, p) sinΘ(α, p)
− sinΘ(α, p) cosΘ(α, p)
)(
f+(Λ(α)p)
f−(Λ(α)p)
)
,
T(a)
(
f+
f−
)
(p) = eia·p
(
f+(p)
f−(p)
)
.
generated on the physical subspace Htr. Recall that (f+, f−) compose the
Hilbert space Htr of all pairs of functions on the cone which are square in-
tegrable with respect to the invariant measure on the cone. Applying to this
Hilbert space and to the unitary representation U,T in Htr the unitary trans-
formation U : Htr → Htr defined by
U
(
f1
f−1
)
(p) =
( −i√
2
−i√
2
1√
2
−1√
2
)(
f+(p)
f−(p)
)
,
we obtain
U−1U(α)U
(
f1
f−1
)
(p) =
(
eiΘ(α,p) 0
0 e−iΘ(α,p)
)(
f1(Λ(α)p)
f−1(Λ(α)p)
)
, (206)
U−1T(a)U
(
f1
f−1
)
(p) = eia·p
(
f1(p)
f−1(p)
)
. (207)
For the explicit formula for the phase Θ(α, p), see [188]. In the papers [188],
[189] we have compared the physical single particle space Htr with the above
unitary representation acting upon it with the single particle photon space used
by other authors, for example with the single particle photon space used in the
works of Bialynicki-Birula [10], [9] and have shown there that they are identical.
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4.3 Application of the second quantization functor Γ to
the Krein-Hilbert space (H′, J′)
Now we apply the second quantization functor Γ of Segal to the one particle
Krein space (H′, J′), and eo ipso to the Krein space (H′′, J′′), or which amouts to
the same thing, to the ordinary Hilbert spaceH′ equipped with the fundamental
symmetry J′. We adopt here the convention (which is customary in the physical
literature) that the ordinary Hilbert space adjoint of the operator a in the
resulting Fock space is written as a+.
Thus we obtain the the Fock space
Γ(H′) = C⊕H′ ⊕ [H′]⊗2
S
⊕ [H′]⊗3
S
⊕ . . .
as the direct sum of symmetrized n-fold tensor products
[H′]⊗n
S
of H′ and the Hilbert space C generated by the vacuum Ω. We will use
interchangibly the notation
[H′]⊗̂n for the symmetrized n-fold tensor product[H′]⊗n
S
of H′.
In particular introducing the projection operator P+ onto the symmetric
tensors in the n-fold tensor product
[H′]⊗3 we have
ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
=
(
ϕ˜
1
⊗ ϕ˜
2
⊗ . . .⊗ ϕ˜
n
)
S
= P+
(
ϕ˜
1
⊗ ϕ˜
2
⊗ . . .⊗ ϕ˜
n
)
= (n!)−1
∑
π
ϕ˜
π(1)
⊗ ϕ˜
π(2)
⊗ . . .⊗ ϕ˜
π(n)
,
where the sum is over all permutations π of the numbers 1, 2, . . . n. Every
element Φ ∈ Γ(H′) may be represented as the sum
Φ =
∑
n≥0
Φn (208)
over all n = 0, 1, 2, . . . of the orthogonal components Φn ∈
[H′]⊗n
S
– n-particle
states, with
‖Φ‖2 =
∑
n≥0
‖Φn‖2 < +∞. (209)
The domain DomN of the number operator N is defined as the linear set of all
those Φ =
∑
Φn for which
∑
n≥0 n
2‖Φn‖2 < +∞, and on the domain DomN ,
N is defined as
NΦ =
∑
n≥0
nΦn.
Thus we see that N is an operator of multiplication by a measurable function
on a direct sum measure space, i.e. it is selfadjoint operator.
For each ϕ˜ ∈ H′ we define operators a′(ϕ˜) and a′+(ϕ˜) by setting
1) a′(ϕ˜)Φ0 = 0, a′+(ϕ˜)Φ0 = ϕ˜,
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2) a′(ϕ˜)
(
ϕ˜
1
⊗ ϕ˜
2
⊗ . . .⊗ ϕ˜
n
)
S
= n1/2 (n!)−1
∑
π
(ϕ˜, ϕ˜
π(1)
) ϕ˜
π(2)
⊗ ϕ˜
π(3)
⊗ . . .⊗ ϕ˜
π(n)
,
3) a′+(ϕ˜)
(
ϕ˜
1
⊗ ϕ˜
2
⊗ . . .⊗ ϕ˜
n
)
S
= (n+ 1)1/2
(
ϕ˜⊗ ϕ˜
1
⊗ ϕ˜
2
⊗ . . .⊗ ϕ˜
n
)
S
.
Or put otherwise, using the symmetrized 1-conctraction ⊗̂1 (one can just put
the right hand side of the formula 2) as the definition of 1-conctraction ⊗̂1) we
have
1) a′(ϕ˜)Φ(0) = 0, a′+(ϕ˜)Φ(0) = ϕ˜,
2) a′(ϕ˜) ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
= n1/2 ϕ˜ ⊗̂1 ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
,
3) a′+(ϕ˜) ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
= (n+ 1)1/2ϕ˜ ⊗̂ ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
.
It follows that
‖a′(ϕ˜)Φ(n)‖ ≤ n1/2‖ϕ˜‖‖Φ(n)‖, ‖a′+(ϕ˜)Φ(n)‖ ≤ (n+ 1)1/2(‖ϕ˜‖‖Φ(n)‖,
so that a(ϕ˜) and a′+(ϕ˜) have extensions to the common domain Dom (N)1/2 of
the selfadjoint operator N1/2 and for all Φ,Ψ ∈ Dom(N)1/2
(a′+(ϕ˜)Φ,Ψ) = (Φ, a′(ϕ˜)Ψ),
so that a′(ϕ˜) possesses a densely defined adjoint operator a′(ϕ˜)+ which is equal
to an exension of a′+(ϕ˜), and the operators a′(ϕ˜) and a′+(ϕ˜) on Dom (N)1/2
are preclosed. We thus obtain the two canonical linear maps H′ ∋ ϕ˜ 7→ a(ϕ˜)
and H′ ∋ ϕ˜ 7→ a+(ϕ˜) – the annihilation and creation operator valued maps,
such that for each ϕ˜ ∈ H′, a′(ϕ˜) is densely defined closable operator, i.e with
denely defined adjoint a′(ϕ˜)+ and with the closure of the operator
a′(ϕ˜) + a′(ϕ˜)+
being self-adjoint. Denoting the commutator by [·, ·] we have for any Φ in the
dense domain of the selfadjoint59 operator N1/2, common for the domain of all
a′(ϕ˜), a′+(ϕ˜), and all ϕ˜, ϕ˜′ ∈ H′:
[a′(ϕ˜), a′(ϕ˜′)+]Φ = (ϕ˜, ϕ˜′)Φ
=
[ ∫
Op¯
(
ϕ˜(p), B(p)ϕ˜′(p)
)
C4
dµ|
Op¯
(p)
]
Φ
=
[ ∫
R3
(
ϕ˜(p), B(p)ϕ˜′(p)
)
C4
d3p
2(~p · ~p)1/2
]
Φ,
59The square root of the particle number operator N .
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which we write simply as60
[a′(ϕ˜), a′(ϕ˜′)+] = (ϕ˜, ϕ˜′) =
∫
R3
(
ϕ˜(p), B(p)ϕ˜′(p)
)
C4
d3p
2(~p · ~p)1/2 .
Into the Fock space Γ(H′) we introduce the fundamental symmetry operator
η = Γ(J′) = 1C ⊕ J′ ⊕
[
J′ ⊗ J′]
S
⊕ [J′ ⊗ J′ ⊗ J′]
S
⊕ . . .
and the representation
Γ
([
WU (1,0,0,1)  LW−1
]∗−1)
= 1C⊕
[
WU (1,0,0,1)  LW−1
]∗−1⊕[[WU (1,0,0,1)  LW−1]∗−1]⊗2
S
⊕
[[
WU (1,0,0,1)  LW−1
]∗−1]⊗3
S
⊕ . . .
= Γ(J′) Γ
(
WU (1,0,0,1)  LW−1
)
Γ(J′),
of T4sSL(2,C), which is Krein-isometric in the Krein-Fock space
(
Γ(H′), Γ(J′)).
REMARK 4. In the sequel we will likewise be using a unitary equivalent
construction of annhilation and creation operators in the Fock space, which is
frequently used in mathematical literature (in particular by Hida, Obata and
Saitoˆ in their works, [83], [128]), and which is better whenever we are using the
Wiener-Itoˆ-Segal chaos decomposition, where the annihilation operators at fixed
points gain the geometric interpretation of derivations on a nuclear algebra of
test functions on a strong dual of a nuclear space.
For this purpose we redefine slightly the norm of (208) by puting its square
equal
‖Φ‖20 =
∑
n≥0
n!‖Φn‖2
instead of of (209), and replace the norm of the n-paricle component Φn ∈ H′⊗̂n
by
(n!)1/2‖Φn‖⊗n = (n!)1/2‖Φn‖.
Next we define the annihilation and creation operators by the formulas
1) a′(ϕ˜)Φ0 = 0, a′+(ϕ˜)Φ0 = ϕ˜,
2) a′(ϕ˜) ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
= n ϕ˜ ⊗̂1 ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
,
60In the remaining part of this section everywhere in the integral
∫
Op¯
. . . dp
2p0(p)
=∫
R3
. . . d
3p
2(~p·~p)
1/2 we will write the last integral simply as
∫
R3
. . . d
3p
2p0
and undertand p0 as
the function p0(~p) = (~p · ~p)
1/2
; similarly for any function of p0 under the integral sign over
the orbit Op¯.
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3) a′+(ϕ˜) ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
= ϕ˜ ⊗̂ ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ϕ˜
n
.
Here ⊗̂1 is the symmetrized 1-contraction defined uniquely by
ϕ˜ ⊗̂1 ϕ˜
1
⊗̂ ϕ˜
2
⊗̂ . . . ⊗̂ ϕ˜
n
= (n!)−1
∑
π
〈ϕ˜, ϕ˜
π(1)
〉 ϕ˜
π(2)
⊗ ϕ˜
π(3)
⊗. . .⊗ ϕ˜
π(n)
, ϕ˜, ϕ˜
i
∈ H′,⊂ H′
with the elements ϕ˜ of the adjoint space H′ identified with the elements of the
dual space H′∗ through the Riesz isomorphism ϕ˜ 7→ ϕ˜ as before, and with the
pairing 〈·, ·〉
〈ϕ˜, ϕ˜
π(1)
〉 = (ϕ˜, ϕ˜
π(1)
)
with (·, ·) equal to the Hilbert space inner product of ϕ˜ ∈ H′ and ϕ˜
π(1)
∈ H′ in
the single particle Hilbert space H′.
Note that the unitary operator:
U
(∑
n≥0
Φn
)
=
∑
n≥0
(n!)−1/2Φn, U−1
(∑
n≥0
Φn
)
=
∑
n≥0
(n!)1/2Φn,
with the convention that 0! = 1, gives the unitary equivalence between the two
realizations of the annihilation and creation operators in the Fock spaces, as well
as of the representations of T4sSL(2,C) in the corresponding Fock spaces.
4.4 Wightman operator valued distributions compared to
the white noise generalized operators in case of the
electromagnetic potential field
Following Streater’s and Wightman’s suggestion [195], 2.2 page 104, adopted
to our situation of the Krein-isometric, non unitary representation with the
fundamental symmetry operator η′ = Γ(J′), we define the operator valued dis-
tribution
ϕ 7→ A(ϕ) = a′(ˇ˜ϕ|
O
) + ηa′(ϕ˜|
O
)+η, (210)
where a(ϕ˜|
O
) and a(ϕ˜|
O
)+ are the annihilation and creation operators of the
Fock space constructed as above, and where ϕ˜ is the ordinary complex conju-
gation of the function ϕ˜, ϕ˜(−p) = ˇ˜ϕ(p) (so that ˇ˜ϕ(p) = ϕ˜(p) whenever ϕ is
real valued) and where ϕ˜|
O
are ranging over the appropriate nuclear topological
space E ⊂ H′ of functions on the cone and ϕ ranging over the appropriate test
space of functions over spacetime, which are to be defined below. ϕ˜ denotes
ordinary Fourier transform
ϕ˜(p) =
∫
R4
ϕ(x) eip·x d4x
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of a test function ϕ on the spacetime, and ϕ˜|
O
denotes restriction of the ordi-
nary (four dimensional) Fourier transform to the cone O. In the sequel we will
sometimes write shortly ϕ˜ instead ϕ˜|
O
for the argument of the annihilation or
creation operator in order to simplify notation, but we should remember that
the restriction to the cone of the ordinary four dimensional Fourier transform
in necessary for the argumen of creation/annihilation operator in the momen-
tum picture. Also the appropriate domain D of the involutive algebra of the
(unbounded) operators A(ϕ), ϕ˜|
O
∈ E, and the appropriate topology in the
linear space L(D) of the operators A(ϕ), ϕ˜|
O
∈ E (and with ϕ ranging over the
spacetime test space) should be properly defined (which we do below).
Two points should be noted before passing to the details of the construction.
First, let us remind that the original Streater’s and Wightmans’ suggestion was
concerned with non-gauge field with ordinary unitary (J = J′ = 1, η = 1)
representation U (m,0,0,0)L
s
instead of U (1,0,0,1)  L, and that already in [195] it was
noticed that it is neccesary to pass to the Hilbert space H′ =WH of the repre-
sentation WU (m,0,0,0)L
s
W−1 with the property that the Fourier transforms (20)
ϕ of the elements ϕ˜ =Wψ˜ ∈ H′ have local transformation law in order to obtain
the quantum operator valued distributional field with the local transformastion
formula. The second point worth to be noted here is that Streater and Wight-
man leaved as an exercise all details of the proof that such a field (210) is indeed
an operator valued distribution and preserves the axioms of [195], 3.261 with ϕ
ranging over the space of all functions for which ϕ˜ belong to S(R4). Thus ϕ in
their definition compose the ordinary Schwartz space S(R4) (of scalar, spinor,
vector, e.t.c. depending on the field) irrespectively if the field in question is
mass-less (with the orbit O equal to the positive energy cone) or massive (with
the orbit O equal to te positive energy sheet of the two-sheeted hyperboloid).
That this choice of the test space in the Wightmann approach works well in both
cases, is related to the fact that (in the momentum picture) the map which a
test function ϕ˜ sends into the integral along the orbit O (with the invariant
measure on O induced from the ordinary invariant mesure in the ambient space
R4) of its restriction ϕ˜|
O
to the orbit O, is a well defined continuous functional
on the ordinary Schwartz space S(R4) in both cases: for the positive sheet O
of the cone and for the positive energy sheet O of the hyperboloid (compare
the positive energy part of the Furier transforms of the zero mass and for the
massive Pauli-Jordan function, or Subsections 5.6 and 5.7). Although the stan-
dard kernel theorem of Laurent Schwartz for S(Rn) is sufficient for the proof
that the so called Wightman functions do exist, Wightman realization [195] of
the (free) field is nonetheless insufficient for of the standard Wick theorem for
free fields [15], Chap III and for the construction Wick polynomials of operator
valued distributions in the form which is of fundamental use for example in the
Stu¨ckelberg-Bogoliubov causal method of constructing the perturbation series.
This was noticed by Irving E. Segal [154]. A substantially more elaborate the-
ory of nuclear spaces embracing a whole set of properties which run under the
61Of course in case of the problem originally stated by Streater and Wightman for non
gauge field with J = 1 and η = 1.
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name of “kernel-type theorems” is needed here together with their functorial
behaviour under the second quantization functor for the construction of free
fields which is more adequate here – namely the white noise construction due
to Berezin-Hida.
Intersting contribution toward the appropriate generalization of the Schwartz’s
kernel theorem had been found and proved by Woronowicz in [199] seven years
after the publication of [195]. However we proceed along two different ways,
one initiaded by Berezin, and formalized by Hida and his school and construct
s nuclear space E ⊂ H′ and construct Wick products of fields undestood as
generalized operators within the white noise setup – which is much more then
just operator valued distribution in Wightman sense. Wite noise method is
based on the construction of the nuclear space E ⊂ H′ with the help of an
essentially selfadjoint differential operator62 A in H′ such that A−1 is compact
of Hilbert-Schmidt class and A−2 being a trace class, i.e. nuclear, and with E
being countably Hilbert and nuclear – a general receipe worked out by Gelfand
and his school [62]), compare also [84]. The whole point is that the construc-
tion of E may be lifted to the Fock space with the help of the second quanizer
functor Γ and the white noise calculus may be applied.
In fact the classical fourpotential field is real and we confine ourself in the
formula (210) to real functions: ϕ = ϕ, so that ϕ˜(−p) = ˇ˜ϕ(p) = ϕ˜(p), with the
operator valued distribution
ϕ 7→ A(ϕ) = a′(ϕ˜) + ηa′(ϕ˜)+η, if ϕ = ϕ, (211)
where the restriction to the cone sign was omitted in the arguments ϕ˜ of creation
and annihilation operators a′, a′+.
Now define the selfadjoint operator
√
B of pointwise multiplication by the
matrix 1√
2p0(p)
√
B(p), where
√
B(p) is the square root (200) of the positive
matrix B(p) = V (β(p))∗V (β(p)), compare eq. (198), in the Hilbert space H′ of
the representations WU (1,0,0,1)  LW−1 and
[
WU (1,0,0,1)  LW−1
]∗−1
. Similarly we
define the operator
√
B
−1
on H′ as the operator of pointwise multilpication by
the matrix
√
2p0(p)
√
B(p)
−1
.
By reasons explained above (and in Subsections 3.5, 3.6) we therefore use
the appropriate Gelfand triple E ⊂ H′ ⊂ E∗ and its lifting to the second
quantized level (E) ⊂ Γ(H′) ⊂ (E)∗ and the white noise construction of the Hida
annihilation and creation generalized operators and the operators ϕ˜ 7→ a′(ϕ˜) and
ϕ˜ 7→ a′+(ϕ˜) in the formula (211) through the integral-kernel operators. Namely
we construct the Hida operators (details are given in the following Subsections)
– the creation-annihilation generalized operators a′(~p), a′(~p)+ at points ~p, which
transform continuously the Hida space (E) into its dual (E)∗ and respect the
canonical commutation relations
[a′µ(~p), a′ν(~p′)+] =
1
2p0(~p)
B(~p)µν δ(~p− ~p′).
62Of course this operator A sholud not be mixed with the quantum fourpotential field (211),
and we hope that the objects are so much different that it will be clear from the context what
me mean in each case by using the symbol A.
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Next we define ϕ˜ 7→ a′(ϕ˜) and ϕ˜ 7→ a′+(ϕ˜) through the (special type of) the so
called integral kernel operators
ϕ˜ 7→ a′(ϕ˜) =
∫
R3
ϕ˜µ(~p)a′µ(~p) d3p, (summation with respect to µ)
ϕ˜ 7→ a′(ϕ˜)+ =
∫
R3
ϕ˜µ(~p)a′+µ(~p) d3p, (summation with respect to µ),
(212)
which define continuous maps from the nuclear space E to the nuclear space
L ((E), (E)) of continuous linear operators (E) → (E), endowed with the nu-
clear topology of uniform convergence on bouned sets ((E) is a nuclear space),
compare [83], [128], [101] or [86]. The nuclear space E ⊂ H′ and the whole
Gelfand triple E ⊂ H′ ⊂ E∗ does not have the standard form (compare [83],
[128]), but we will use the fact that it is canonically isomorphic (in the sense
defined in Subsection 3.6) to the standard Gelfand triple
S0(R3) ⊂ L2(R3;C4) ⊂ E∗
‖ ‖
S⊕A(3)(R3) L2(R3 ⊔ R3 ⊔R3 ⊔ R3;C)
. (213)
with the standard operator
⊕A(3) on L2(R3;C4) = ⊕L2(R3;C)
equal to the direct sum of four copies of a standard operator A(3) on
L2(R3;C),
constructed in the following Subsections (compare Subsection 5.3). Then we
construct the Hida generalized annihilation and creation operators aµ(~p), aµ(~p)+
for the Fock space Γ
(
L2(R3;C4)
)
using the the lifting to the Fock space of the
standard triple (213). Next we construct the Hida generalized annihilation
and creation operators a′µ(~p), a′µ(~p) in the Fock space lifting of the Gelfand
triple E ⊂ H′ ⊂ E∗, using the Hida operators a′µ(~p), a′µ(~p) and the unitary
isomorhism beween the triple E ⊂ H′ ⊂ E∗ and the standard triple (213) in
the way already explained in Subsection 3.6.
But if we define the operator valued distributions ϕ˜ 7→ a′(ϕ˜) and ϕ˜ 7→ a′+(ϕ˜)
through the above maps, with ϕ˜ being the Fourier transform of space-time test
function ϕ we should recall that in fact we have to insert into the formula
(211) the restriction to the orbit O1,0,0,1 – here the the positive energy sheet of
the light cone in the momentum space, which is more explicitly written in the
formula (210). But this makes sense if the restriction to the orbit
ϕ˜ −→ ϕ˜|
O
defines a continuous map from the nuclear space of Fourier transformed test
functions, to the nuclear space E in the single paricle Hilbert space. Here we
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see in particular that E cannot be equal to the Schwartz space of functions
in S(R4) restrictricted to the cone O1,0,0,1 (say with the spatial momentum
coordinates as the coordinates on the cone). This is because the map defined by
the restriction to the cone O1,0,0,1 is not continuous as a map S(R4) → S(R3)
for the odinary nuclear topology of Schwartz.
We observe also that the ordinary creation and annihilation generalized op-
erators (in the sense of white noise calculis, compare [83], [128] or [101]) aµ(~p),
aµ(~p)+ at specified points ~p (much more than just operator valued distributions
in Wightman sense) fulfilling (as generalized operators, [83], [128], [101])
[aµ(~p), aν(~p′)+] = δµνδ(~p− ~p′), (214)
may only be defined as the following operator valued distributions (generalized
operators)
ϕ˜ 7→ a′(
√
B
−1
ϕ˜) = a(ϕ˜) and ϕ˜ 7→ a′(
√
B
−1
ϕ˜)+ = a(ϕ˜)+. (215)
(We have used the prime sign at the operator valued distributions a′, a′+ in
order to distinguish them from the ordinary operator valued distributions a, a+
fulfilling (214), as they are indeed different.) The operators a′(
√
B
−1
ϕ˜) and
ϕ˜ 7→ a′(√B−1ϕ˜)+ may be strictly defined with the help of white noise calculus
as the special type of integral kernel operators [101], [83] or [86] (motivated
by the construction of the Fock expansion into normal operators initiated by
Berezin [8])
ϕ˜ 7→ a′(
√
B
−1
ϕ˜) = a(ϕ˜) =
∫
R3
ϕ˜µ(~p)aµ(~p) d3p, (summation with respect to µ)
ϕ˜ 7→ a′(
√
B
−1
ϕ˜)+ = a(ϕ˜)+ =
∫
R3
ϕ˜µ(~p)a+µ(~p) d3p, (summation with respect to µ)
(216)
This is of course possible only if the operators
√
B and
√
B
−1
transform the
nuclear space in question E ⊂ H′ into the nuclear space E and do this in a
countinuous manner with respect to the nuclear topology on E.
Therefore we see again that the Schwartz space S(R3) of rapidly decreasing
smooth functions on R3 which is sufficient for massive nongauge free fields is
inapropriate in the case of the free photon field and cannot serve as the test func-
tion nuclear space E ⊂ H′ in the white noise construction of the field, because
the operators
√
B and
√
B
−1
are the pointwise multiplication by matrices which
have the singularities of the type r−1/2 = 1
(~p·~p)1/4 . As is easily seen in general a
function of S(R3) nonvanishing at zero, after multiplication by r−1/2 = 1
(~p·~p)1/4
will not stay in S(R3) and all the more the multiplication by r−1/2 = 1
(~p·~p)1/4
cannot be continuous from S(R3) into S(R3). The same of course holds for the
operators
√
B and
√
B
−1
which cannot be continuous S(R3)→ S(R3).
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We should emphasize a substantial point in the wite noise construction of the
filed (especially the potential field A) which distinguishes it from the Wighman
approach. Namely in the Wightman approach it is the quantity (210) which
is fundamental, with the expressions like (212) or (216) having only symbolic
character, in fact defnable only through (212) and the appropriate choice of the
domain D in the Fock space, consisting at least of the images of polynomial
expressions in operators (210) (with ϕ ∈ S(R4)) acting on the vacuum. In the
white noise construction adopted here we proceed in a sense in the opposite
direction: this are the expressions (212) or (216) which are more fundamental,
and we utilize the fact that (212) or (216) define well defined continuous maps
E → L ((E), (E)) – in particular defining operator valued distributions (and
much more than just distributions). But in this approach it is of fundamental
importance that the map of Fourier transforms ϕ˜ into their restrictions to the
respective orbit O is continuous as a map ϕ˜ 7→ ϕ˜|
O
∈ E from the coorect test
space of functions ϕ over space-time to the nuclear space E, in order to have
well defined destribution (212). Thus in white noise aproach (adopted here) this
has a drammatic consequense for the choise of the correct space-time test space:
for massive fileds it can be choosen to be equal to the ordinary Schwartz space
S(R4), but for zero mass fileds it has to be changed, (because of the singularity
of the cone at the apex). In the Wightman approach this singularity plays no
essential role (at least at the level of construction of a free zero mass field) and
in fact the space-time test space for massive as well as for zero mass fields can be
chosen to be equal to the ordinary Schwartz space S(R4). This insensitivity of
the Wightmann approach has considerably high prise: his approach is practically
useless for the rigorous formulation and proof of the “Wick theorem” of [15],
Chap. III, in the form needed in the perturbative causal approach to QFT (e.g.
QED). Therefore we have chosen to construct free fields (including Aµ) within
the white noise approach of Berezin-Hida, which provides a sufficient basis for
the said “Wick theorem”.
Our task is to construct the correct nuclear test functuion space E ⊂ H′
such that the operators
√
B and
√
B
−1
will preserve E invariant and will be
continuous as operators E → E with respect to the nuclear topology of E.
Namely we define E to be equal to the subspace S0(R3) ⊂ S(R3) ⊂ H′ of
all smooth rapidly dectreasing functions ϕ˜ such that all their partial derivatives
of any order vanish at the zero point: Dαϕ˜(0) = 0. S0(R3) as the inersection
of kernels of continuous maps S(R3)→ S(R3) is a closed linear subspace of the
nuclear space S(R3). By [62], I.3.4, S0(R3) as a closed subspace of a nuclear
space is nuclear. It is easily seen that S0(R3) is dense in L2(R3, d3x) and in
H′, as it contains all smooth functions of compact support with the support not
containing the zero point.
The linear operator
√
B (the same holds for the operator
√
B
−1
) is sym-
metric on the subspace S0(R3) ⊂ H′ and transforms S0(R3) into S0(R3). Such
an operator is automatically continuous as an operator S0(R3)→ S0(R3), com-
pare [61], page 190. On the same footing
√
B
−1
is continuous S0(R3)→ S0(R3).
Exactly on the same footing the operators of pointwise multiplication by the
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following functions r−1/2(~p) = 1
(~p·~p)1/4 , r
1/2(~p) = (~p · ~p)1/4, r−1(~p) = 1
(~p·~p)1/2 ,
r(~p) = (~p ·~p)1/2 on H′ preserve S0(R3) ⊂ H′ and are all continuous as operators
S0(R3)→ S0(R3).
Now consider another subspace S00(R3) ⊂ S(R3) ⊂ H′ of all those functions
ϕ whose oridinary Fourier transforms F :
Fϕ(~p) =
∫
ϕ(~x)ei~p·~x d3x
are in S0(R3). It is of course linear and again as the inverse image under a
continuous map S(R3) 7→ S(R3) of a closed set S0(R3) is likewise closed and
again, by [62], I.3.4, nuclear. Joinning the continuity of F−1 : S(R3)→ S(R3)
with the continuity of the operator of multiplication by the function r−1 =
1
(~p·~p)1/2 : S0(R3)→ S0(R3) we easily see the continuity of the Fourier transform
ϕ˜ 7→ ϕ defined by (20) and regarded as operator S0(R3) → S00(R3) (with the
coordinates on the orbit O(1,0,0,1) equal to to the three spatial compononents
~p of momentum), as well as its onto character. By the Banach iverse mapping
theorem the inverse map ϕ 7→ ϕ˜ is likewise continuous when regarded as the
map S00(R3) → S0(R3) of nuclear spaces. It is easily seen that S00(R3) is
likewise equal to the inverse image under the inverse map ϕ 7→ ϕ˜ of Fourier
transform defined by (20) of the closed subspace S0(R3).
It likewise easily seen that the operators J′,WU (1,0,0,1)  L
a,α
W−1 and
[
WU (1,0,0,1)  L
a,α
W−1
]∗−1
,
(a, α) ∈ T4sSL(2,C) preserve S0(R3) (with the coordinates on the orbitO(1,0,0,1)
equal to to the three spatial compononents ~p of momentum) and are continuous
as operators S0(R3)→ S0(R3), although they are discontinuous with respect to
the Hilbert space norm of H′.
The definition of the nuclear space S0(R3) has natural extension to higher
dimensions S0(Rn). Namely we consider the linear subspace of functions ϕ˜ ∈
S(Rn) whose all derivatives vanish at zero Dαϕ˜(0) = 0 and the nuclear subspace
S00(Rn) ⊂ S(Rn) equal to the inverse image of S0(Rn) under the ordinary
Fourier transform in Rn.
In particular for any two elements ϕ˜
1
and ϕ˜
2
of S0(R4) define
ϕ
1
⊗ ϕ
2
(
x
1
, x
2
)
= ϕ
1
(x
1
)ϕ
2
(x
2
);
and similarly
ϕ˜
1
⊗ ϕ˜
2
(
p
1
, p
2
)
= ϕ˜
1
(p
1
) ϕ˜
2
(p
2
).
Because
ϕ
1
⊗ ϕ
2
(
x
1
, x
2
)
=
∫
R4×R4
ϕ˜
1
⊗ ϕ˜
2
(
p
1
, p
2
)
e
ip
1
·x
1e
ip
2
·x
2 d4p
1
× d4p
2
=
∫
R4×R4
ϕ˜
1
(p
1
) ϕ˜
2
(p
2
) e
ip
1
·x
1e
ip
2
·x
2 d4p
1
× d4p
2
,
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then from
ϕ˜
1
, ϕ˜
2
∈ S0(R4),
it follows that
ϕ
1
⊗ ϕ
2
∈ S00(R4)⊗ S00(R4) ⊂ S00(R4 × R4),
ϕ˜
1
⊗ ϕ˜
2
∈ S0(R4)⊗ S0(R4) ⊂ S0(R4 × R4).
Because the topology of the closed nuclear subspaces S00(Rn) ⊂ S(Rn) and
S0(Rn) ⊂ S(Rn) is that inherited from the nuclear space S(Rn), then it follows
that the bilinear maps
⊗ : S0(Rn)× S0(Rm)→ S0(Rn)⊗ S0(Rn) ⊂ S0(R(n+m) and
⊗ : S00(Rn)× S00(Rm)→ S00(Rn)⊗ S00(Rn) ⊂ S00(R(n+m) (217)
are (jointly) continuous (compare also the Grothendieck’s characterization of
nuclear
topological linear spaces [71]). Indeed the topology of S0(Rn) ⊗ S0(Rn) ⊂
S0(R(n+m) is stronger than the topology of S0(R(n+m), so the inclusion S0(Rn)⊗
S0(Rn) ⊂ S0(R(n+m) is continuous. From the (joint) continuity of the mapping
⊗ : S0(Rn)×S0(Rm)→ S0(Rn)⊗S0(Rn) it follows the (joint) continuity of the
composite mapping (217). Similarly for the continouity of the second mapping
in (217).
We define the domain D , of all a′(ϕ˜|
O
), a′(ϕ˜|
O
)+, ϕ˜|
O
∈ S0(R3) to consist of
all those Φ =
∞∑
n=0
Φ(n) which belong to the Hida test functional space (E) (for
definition and construction of the nuclear space (E) and its strong dual (E)∗,
compare Subsections 5 and 5.8 and [128] for a more detailed study) .
On the linear spaces L
(
(E), (E)
)
L
(
(E), (E)∗
)
of all linear and continuous
operators (E)→ (E) and resp. (E)→ (E)∗, we define the topology of uniform
convergence on bounded sets. This topology on L
(
(E), (E)
)
and L
(
(E), (E)∗
)
is nuclear (recal that (E) and (E)∗ are nuclear spaces).
In this situation the genalized kernel theorem (compare [128], [126], [146, ]
is applicable to the bilinear separately continuous maps
S00(R4)× S00(R4) ∋ ϕ
1
× ϕ
2
7→ A(ϕ
1
)
A
(
ϕ
2
) ∈ L ((E), (E))
and
S00(R4)×S00(R4) ∋ ϕ
1
×ϕ
2
7→ a′(√B−1ϕ˜
1
|
O
)
a′
(√
B
−1
ϕ˜
2
|
O
) ∈ L ((E), (E)), e.t.c..
Here the operators A
(
ϕ
i
)
, a′
(√
B
−1
ϕ˜
i
|
O
)
, e.t.c. with ϕ
i
∈ S00(R4), are defined
through the integral kernel operators of the type (212) or (216) and belong to
L
(
(E), (E)
)
(compare [83], [128])
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We can apply here the results of [83] and obtain bilinear maps between
nuclear spaces in the indicated manner because the restriction
S0(R4) ∋ ϕ˜→ ϕ˜|
O
∈ S0(R3)
is continuous as a map of the nuclear space S0(R4) onto S0(R3).
With this definitions the maps ϕ 7→ A(ϕ), S00(R4) ∋ ϕ 7→ a′(ϕ˜|
O
), S00(R4) ∋
ϕ 7→ a′(ϕ˜|
O
)+, S00(R4) ∋ ϕ 7→ a(ϕ˜|
O
), S00(R4) ∋ ϕ 7→ a(ϕ˜|
O
)+, are continuous
maps on the nuclear space S00(R4) into the nuclear space L ((E), (E)).
From nuclearity of S00(R4) and L ((E), (E)) it follows by generalized kernel
theorem (compare [128], [183], [62]), that the bilinear separately continuous
functional
S00(R4)× S00(R4) ∋ ϕ
1
× ϕ
2
7→ (Ψ0, [A(ϕ
1
)
, A
(
ϕ
2
)]
Ψ0
)
defines a numerical distribution on S00(R4) ⊗ S00(R4) and that the bilinear
continuous map
S00(R4)× S00(R4) ∋ ϕ
1
× ϕ
2
7→ [A(ϕ
1
)
, A
(
ϕ
2
)] ∈ L ((E), (E)) (218)
defines in the canonical manner a continuous linear map
S00(R4)⊗ S00(R4) ∋ ϕ
1
⊗ ϕ
2
−→ [A,A](ϕ
1
⊗ ϕ
2
) ∈ L ((E), (E)),
(thus operator valued distribution), such that[
A
(
ϕ
1
)
, A
(
ϕ
2
)]
= [A,A](ϕ
1
⊗ ϕ
2
), ϕ
i
∈ S00(R4).
It follows that the said numerical distribution
ϕ
1
⊗ ϕ
2
7−→ (Ψ0, [A,A](ϕ
1
⊗ ϕ
2
)Ψ0)
on S00(R4) ⊗ S00(R4) ⊂ S(R4) ⊗ S(R4) = S(R8) is equal (on S00(R4) ⊗
S00(R4)) to the standard distribution which can be represented by the integral
with the kernel equal to igµνD0(x − y), with D0 equal to the Pauli-Jordan
distribution function. Moreover if we introduce the Gupta-Bleuler operator η as
above then for the standard annihilation-creation operator valued distributions
aµ(~p), aµ(~p)+ we obtain the correct commutation rules:
a0(ϕ)η = −ηa0(ϕ), ak(ϕ)η = ηak(ϕ), (219)
the field (211) have the local transformation law and trasforms as a fourpo-
tential field under the representation Γ
([
WU (1,0,0,1)  LW−1
]∗−1)
and fulfills the
ordinary mass-less wave equation.
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5 Proof of the statements of the last Section.
Hida’s white noise approach
Now we give the proof of these statements. But in the proof we proceed in
the “reverse direction”: we start with the standard realization of the Fock
space based on the ordinary application of the second quantization functor Γ to
the four component functions ϕ˜ square integrable with repsect to the ordinary
Lebesgue measure on R3, i.e. we apply Γ to the Hilbert space
⊕L2(R3;C) = L2(R3;C4)
regarded as one particle Hilbert space (summation is over four copies of L2(R3;C)
corresponding to the four components of the functions ϕ˜). Thus we start with
the generalized Hida operators, the creaction-annihilation operators aµ(~p), aµ(~p)+
in the momentum picture, respecting the ordinary canonocal commutation re-
altions (214), with the given Gupta-Bleuler operator η = Γ(Jp¯), where Jp¯ is the
operator acting in L2(R3;C4) as the operator of multiplication by the constant
matrix (185) having the ordinary commutation rules (214). The reason for doing
so is the standard form of the Gelfand triple E = SA(R3;R) ⊂ L2(R3;R4) ⊂ E∗,
and was already justified in Subsection 3.6. We construct them in a mathemat-
ically rigorous manner [128], [80], [84], [101] as generalized operators with the
help of white noise calculus. In particular we need to contruct the appropriate
Gelfand triple
E ⊂ ⊕L2(R3) ⊂ E∗
with the countably Hilbert nuclear space E using an essentially selfadjoint differ-
ential operator (should not be mixed with (211)) A in ⊕L2(R3;C) = L2(R3;C4)
with A−1 compact of Hilbert-Schmidt class (as in [62] or [83], compare also
[84]) such that the operators
√
B and
√
B
−1
, the operators of multiplication
by the following functions r−1/2(~p) = 1
(~p·~p)1/4 , r
1/2(~p) = (~p · ~p)1/4, the operator
of differentiation, and the representors of the  Lopuszan´ski representation and
its conjugation are all continuoaus as operators E → E and with E containing
S0(R3) as a subset. In fact we will show that S0(R3) = E. Then in a canonical
manner using the ordinary Fourier transform F we construct the correspond-
ing Gelfand triple E ⊂ ⊕L2(R3) ⊂ E∗ by replacing A with F AF−1 in the
position picture (with E plying the role of S00(R3), in fact we will show that
S00(R3) = E) so that the ordinary Fourier transform F is continuous and onto
as an operator E → E and so that the triples are connected in the following
manner
E ⊂ ⊕L2(R3) ⊂ E∗
↓↑ ↓↑ ↓↑
E ⊂ ⊕L2(R3) ⊂ E∗
, (220)
with the vertical arrows representing the ordinary Fourier transform F and its
inverse which are continuous and invertible between the indicated spaces; and
with the transform ϕ˜ 7→ ϕ defined by (20) continuous and onto when regarded
as a map E → E. We then apply the second quantization functor Γ to the
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diagram (220) and the white noise calculus to the construction of generalized
field operators exactly as in [83], compare also [86] or [101] (for a friendly hand-
book presentation the reader may consult [84], where the construction with the
operator A equal to the one dimensional oscillator Hamiltonian is presented in
detail).
Having obtained this we then prove that63 (compare Subsection 3.6)
[a(
√
Bϕ˜), a(
√
Bϕ˜′)+] = (ϕ˜, ϕ˜′) (221)
where (·, ·) in the last expression is the inner product in H′. Then we prove that
ηa(
√
Bϕ˜
1
)+ a(
√
Bϕ˜
2
)+ . . . a(
√
Bϕ˜
n
)+Ω
= a(
√
BJ′ϕ˜
1
)+ a(
√
BJ′ϕ˜
2
)+ . . . a(
√
BJ′ϕ˜
n
)+Ω; (222)
i.e. that Gupta-Bleuler operator η is indeed implemented by Γ(J′) in the Fock
space Γ(H′) constructed above, as by the relation between a and a′ the last
equality (222) may be written as
ηa′(ϕ˜
1
)+ a′(ϕ˜
2
))+ . . . a′(ϕ˜
n
))+Ω = a′(J′ϕ˜
1
)+ a′(J′ϕ˜
2
)+ . . . a′(J′ϕ˜
n
)+Ω.
Then we define the representation U of the group T4sSL(2,C) in the fol-
lowing manner
Ua,αa(
√
Bϕ˜
1
)+ a(
√
Bϕ˜
2
))+ . . . a(
√
Bϕ˜
n
))+Ω
= a(
√
BU ′a,αϕ˜
1
)+ a(
√
BU ′a,αϕ˜
2
)+ . . . a(
√
BU ′a,αϕ˜
n
)+Ω;
U ′a,α =
[
WU (1,0,0,1)
 L
a,α W
−1]∗−1, ϕ˜
i
∈ E; (223)
that is we defineU so that by the correspondence between a and a′ the represen-
tation may indeed be idetified with the representation Γ
([
WU (1,0,0,1)  LW−1
]∗−1)
in the Fock space Γ(H′) defined as above, on the indicated domain. Indeed, by
the relation between the fields a and a′ the last formula (223) is equivalent to
Ua,αa
′(ϕ˜
1
)+ a′(ϕ˜
2
)+ . . . a′(ϕ˜
n
)+Ω
= a′(U ′a,αϕ˜
1
)+ a′(U ′a,αϕ˜
2
)+ . . . a′(U ′a,αϕ˜
n
)+Ω;
U ′a,α =
[
WU (1,0,0,1)  LW−1
]∗−1
, ϕ˜
i
∈ E.
In the next step we prove that the field (ϕ = ϕ)
S00(R4) ∋ ϕ 7→ A(ϕ) = a(
√
B ϕ˜) + ηa(
√
B ϕ˜)+η
63The sign indicating restriction of ϕ˜ ϕ˜′, ϕ˜
n
, e.t.c. to the cone O is omitted for simplicity.
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(which by construction may be idetified with the field (211), as by construction
a′(ϕ˜) = a(
√
B ϕ˜), a′(ϕ˜)+ = a(
√
B ϕ˜)+) has the local transformation law
Ua,αA(ϕ)U
−1
a,α = A(ϕ
′), ϕ′(x) = Λ(α)T ϕ(xΛ(α−1)− a), (224)
and fulfills the mass-less wave equation. Finally we prove that (218) defines the
distribution igµνD0(x− y), with D0 equal to the Pauli-Jordan function.
This approach has several advantages. First we are dealing with the ordinary
annihilitaion and creation operator valued distributions (generalized operators)
aµ(~p), aµ(~p)+ in the momentum picture together with the Gupta-Bleuler op-
erator η = Γ(Jp¯), where Jp¯ equal to the operator acting in L
2(R3;C4) as the
operator of multiplication by the constant matrix (185), which is customary
in the physical literature. It is therefore better to construct the quantum lo-
cal electromagnetic fourpotential field A using these more standard tools, then
construct the field from the outset without indicating any iterrelation with the
existing formalism. The second advantage is that using the white noise calculus
we will be able to formulate and prove the Bogoliubov Quantization Postulate
for Free Quantum Fields ([15], §9.4, page 89 of the second ed.), as a mathe-
matical theorem. Bogolubov and Shirkov used the Postulate as a guiding rule
in constructing free quantum fields (including gauge fields). We then made a
havily use of this Postulate in the latter part when constructing the perturbar-
tion (deformation) of the undeformed spectral spacetime tuple (A,H, DJ, J, D)
constructed in the previus Subsections 2.1 - 2.8. Third advantage is that the
Wick product of generalized operators and the Berezin-type integrals of gen-
eralized operators may be precisely constructed with the quantum white noise
calculus (compare [83], [124], [101]), giving the mathematical justification to
the formal manipulations with such integrals as are presentated e.g. in the
cited Bogoliubov and Shirkov book. Thus the existent white noise techinsc re-
duce the whole problem to the appropriate construction of the Gelfand triple
E ⊂ ⊕L2(R3) ⊂ E∗.
5.1 Standard setup of white noise calculus
For a real vector space E we write EC for its complexification. If E is a topologi-
cal vector space, we always assume its dual E∗ to carry the strong dual topology,
and the linear space L (E,F ) of linear continuous maps E → F to carry the
topology of uniform convergence on bounded sets. For topolopogical vector
spaces E and F which are nuclear we always write E⊗F for the projective ten-
sor product E⊗πF , i.e. the completion of the algebraic tensor product E⊗algF
with respect to the π-topology – the strongest locally convex linear topology on
E ⊗alg F such that the canonical bilinear map E × F → E ⊗alg F is continu-
ous; recall that for nuclear spaces the projetive tensor product is an essentially
unique construction and in particular the projective tensor product coincides
with the equicontinuous tensor product, which is false for linear spaces which
are not nuclear. Whenever H, H′ are Hilbert spaces we always write H⊗H′ for
their Hilbert space tensor product. Recall that for Hilbert spaces H, H′ their
277
Hilbert space tensor product H ⊗H′, their projective tensor product H ⊗π H′
and their equicontinuous tensor product H⊗εH′ are all different whenever both
factors H, H′ have infinite dimension (in which case H and H′ are not nuclear
vector spaces).
In what follows extensive use is made of the Gaussian measures on real
HR Hilbert spaces and the Minlos theorem for such measures. Reality in this
construction is important.
On the other hand the complex Hilbert spaces encountered in our proof have
always naturally inscribed complex structures being equal to the complexifica-
tion of real Hilbert spaces of real valued (or direct sums of real valued) square
integrable functions on measure speces of locally compact topological (or even
differentiable)
manifolds. Therefore when dealing with such complex Hilbert spaces H we
always assume that
H = (HR)C = HR ⊕ iHR,
where HR is a real Hilbert space L2(O;R) (of R-valued square integrable func-
tions on a topological measure space O), with the real canonical R-bilinear form
〈·, ·〉 on H∗
R
×HR, which by the Riesz’ representation theorem can be identified
with the inner product (·, ·)0 on HR × HR ∼= H∗R × HR. We thus assume that
H×H is equipped with the natural C-bilinear form 〈·, ·〉 – equal to the unique
extension of the natural R-bilinear form 〈·, ·〉 on
H∗
R
×HR to the complexification H×H = (HR)C× (HR)C. Thus if ξ denotes
the complex conjugation of ξ ∈ H = (HR)C induced by the natural complex
structure of H as a complexification of HR, then for the inner product norm | · |
associated with the stricly positive hermitian sesquilinear inner product (·, ·) on
H, we have
|ξ|2 = (ξ, ξ) = 〈ξ, ξ〉.
Let L2(O;R) be a real separable Hilbert space od square integrable (classes)
of functions on a locally compact topological space O with a countably additive
Radon regular measure dµ
O
, with the standard Hilbert space L2-norm | · |0 and
the canonical associated R-bilinear form 〈·, ·〉 on L2(O;R)∗×L2(O;R). We shall
be mostly concerned with a Gelfand triple E ⊂ L2(O;R) ⊂ E∗ constructed from
a standard operator A on L2(O;R), in short (A,L2(O;R)). Here we call after
[124] an operatorA on L2(O;R) to be standard if the domain DomA ⊂ L2(O;R)
of A contains a complete othonormal basis {ej}j=0,1,... for L2(O;R) such that
(A1) Aej = λjej for λj ∈ R;
(A2) 1 < λ0 ≤ λ1 ≤ λ2 ≤ . . .→ +∞;
(A3)
‖A−1‖H.S. =
( +∞∑
j=0
λj
−2
)1/2
< +∞,
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where ‖ · ‖H.S. stands for the Hilbert-Schmidt operator norm. In particular
0 < ρ
df
= λ0
−1 = ‖A−1‖ < 1.
For any m ∈ Z we define Em to be completion of DomAm with respect to the
norm
|ξ|m = |Amξ|0, ξ ∈ DomAm,
where for m < 0, DomAm = H = L2(O;R). In this way we obtain a chain
of Hilbert spaces {Em}m∈Z with inner products (·, ·)m df= (Am·, Am·)0 and cor-
responding Hilbertian norms | · |m =
√
(·, ·)m, joined by natural topological
inclusions
. . . Em ⊂ . . . ⊂ Eq ⊂ . . . ⊂ H = E0 = L2(O;R) ⊂ . . . ⊂ E−q ⊂⊂ E−m ⊂ . . .
for 0 ≤ q ≤ m. We have the following theorem
THEOREM. If A is a standard operator on a Hilbert space H = L2(O;R),
then the Hilbertian norms are compatible in the sense Gelfand-Shilov, E =
∩m≥0Em with the countable Hilbert space topology defined by the countable sys-
tem of norms {| · |m}m∈N, equal to the projective limit topology of the system of
Hilbert spaces Em, is a countably Hilbert nuclear Fre´chet space. The dual E
∗
equal as a linear set E∗ = ∪m∈NE−m = E∗ = ∪m∈NEm∗ and equipped with the
strong dual topology is equal to the inductive limit topology ind lim
m→+∞
Em
∗ =
ind lim
m→+∞E−m, and with the strong topology b(E
∗, E) on E∗ coinciding with
the Mackey topology τ(E∗, E) on E∗.
For the proof compare e.g. [62], [7], [126]. For the construction of the count-
ably Hilbert space, conditions much weaker then (A1)-(A3) would be sufficient,
even for mantaining nuclearity the condition (A2) may be weakened, namely
instead of (A2) it would be sufficient that inf Spec A > 0, which among other
things assures existence of such domain for A that A will have dense range and
bounded inverse. We have strenghtened the condition after Hida and Obata in
order to make possible the lifting (E) ⊂ Γ(H) ⊂ (E)∗ to the boson Fock space
Γ(H) of the initial Gelfand triple E ⊂ H ⊂ E∗ after Hida, with the standard
(A,H) replaced by the likewise standard (Γ(A),Γ(H)), compare e.g. [126]. Sim-
ilarly the condition (A3) may be weakened while keeping the whole assertion of
the last theorem, namely it would be sufficient to assume that for some natural
numer k
‖A−k‖H.S. =
( +∞∑
j=0
λj
−2k
)1/2
< +∞,
i.e that A−k is of Hilbert-Schmidt class. We accept after Obata [124] the fol-
lowing notation SA(O;R) for the nuclear space E of the Gelfand triple E ⊂
H = L2(O;R) ⊂ E∗, constructed as above from the standard operator (A,H)
on a separable Hilbert space H = L2(O;R), and SA(O;R)∗ for its strong dual.
Indeed SA(O;R) plays in analysis the role of the nuclear Schwartz space S of
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rapidly decreasing funtions and the dual SA(O;R)∗ plays the role of tempered
distributions. Note in particular that each ξ ∈ SA(O;R) determines a function
on O up to µ
O
-null set.
For the construction of the generalized operators, which realize the creation
and the annihilation operator valued distributions, the Dirac evalutaion func-
tional plays a crucial role. We therefore restrict ourselves to situations in which
the following Kubo and Takenaka conditions (H1)-(H3) are preserved.
(H1) For each ξ ∈ SA(O;R) ⊂ L2(O;µO ;R) there exists a unique continuous
function ξ˜ on O such that ξ(p) = ξ˜(p), for µ
O
-a.e. p ∈ O. In this case
we identify each ξ ∈ SA(O,R) with its unique continuous representative
without using the tilde ∼ sign.
(H2) For each p ∈ O the evaluation map δp: SA(O;R) ∋ ξ 7→ ξ(p) is a continu-
ous functional on SA(O;R), i.e. δp ∈ SA(O;R)∗.
(H3) The map O ∋ p 7→ δp ∈ SA(O;R)∗ is continuous.
Let A be any essentially selfadjoint operator on a Hilbert space H , with the
domain DomA. We introduce the operator
dΓn(A) = A⊗ 1⊗ . . .⊗ 1+ 1⊗A⊗ 1⊗ . . .1 . . .+ 1⊗ . . .⊗ 1⊗A
=
n−1∑
k=0
1⊗k ⊗A⊗ 1⊗(n−k−1),
on the domain
Dom dΓn(A) = DomA⊗alg . . .⊗alg DomA = (DomA)⊗algn,
in the n-fold Hilbert space tensor product H ⊗ . . .⊗H = H⊗n which is likewise
essentially self adjoint in H⊗n, which remains ess. selfadjoint if we replace
the n-fold tensor products by symmetrized or anti-symmetrized n-fold tensor
products, compare e.g. Thm. VIII.3 and its Corollary in [138]. In particular
dΓ2(A) = A⊗ 1+ 1⊗A, Dom(Γ2(A)) = DomA⊗alg DomA
is ess. self adjoint on H ⊗H .
Recall that we have the following propositions
PROPOSITION. Let for i = 1, 2, Oi be locally compact topological spaces
with Borel measures µ
Oi
. Let Ai be standard operators on Hi = L
2(Oi;µOi ;R)
with domains DomAi respectively. Then A1 ⊗A2 is a standard operator on the
Hilbert space tensor product H1 ⊗H2 with domain DomA1 ⊗alg DomA2 and
SA1⊗A2(O1 × O2;R) = SA1(O1;R)⊗ SA2(O2;R),
under the identification L2(O1, µO1 ;R) ⊗ L2(O2, µO2 ;R) = L2(O1 × O2, µO1 ×
µ
O1
;R); and where the tensor prosuct of the nuclear spaces on the right is the
280
projective tensor product (equal to the equicontinuous tensor product). If more-
over the nuclear spaces SAi(Oi;R) preserve the Kubo-Takenaka conditions (H1)-
(H3) then the projective tensor product SA1(O1;R)⊗SA2(O2;R) = SA1⊗A2(O1×
O2;R) also preserves the conditions (H1)-(H3) of Kubo-Takenaka.
PROPOSITION. Let (A,H = L2(O, µ
O
;R) be standard, so that the con-
struction of the corresponding countably Hilbert nuclear space SA(O;R) and the
Gelfand triple SA1(O1,R) ⊂ H ⊂ SA1(O1;R)∗ is possible. Then (dΓ2(A), H⊗H)
is standard and fulfills (A1)-(A3), so that the countably Hilbert nuclear Fre´chet
space SdΓ2(A)(O×O;R) and the corresponding Gelfand triple can be constructed,
and moreover
SdΓ2(A)(O × O;R) = SA⊗A(O × O;R) = SA(O,R)⊗ SA(O;R),
where SA(O;R) ⊗ SA(O;R) on the right hand side stands for the projective
tensor product, equal to the equicontinous tensor product, as the space SA(O;R)
is nuclear. If moreover the nuclear space SA(O;R) preserves the conditions
(H1)-(H2) of Kubo-Takenaka, then SdΓ2(A)(O × O;R) preserves the conditions
(H1)-(H3) of Kubo-Takenaka.
Similarly we have
SA1⊗1+1⊗A2(O1 × O2;R) = SA1(O1;R2)⊗ SA2(O;R),
for standard A1, A2, with the projective (and thus also equicontinuous) tensor
product of the nuclear spaces on the right. Of course the same holds not only for
R-valued nuclear function spaces SA(O;R) constructed from standard (A,H =
L2(O, µ
O
;R)) but likewise for Rn-valued nuclear function spaces SA(O;Rn) con-
structed from standard, i.e. fulfilling (A1)-(A2), (A,H = L2(O, µ
O
;Rn)) =( ⊕ni=1 Ai, ⊕ni=1L2(O, µO ;R) ), as they can be regarded as direct sums of nu-
clear R-valued function spaces
S⊕ni=1Ai(O;Rn) =
n⊕
i=1
SAi(O;R), (225)
constructed from the standard
( ⊕ni=1 Ai,⊕ni=1L2(O, µO ;R) ). For the proof
compare e.g. [126], [125].
Now let E = SA(O,R) be the nuclear space and E ⊂ H ⊂ E∗ be the corre-
sponding Gelfand triple constructed from a standard (A,H = L2(O, µ
O
;R)) on
a real Hilbert space H = L2(O, µ
O
;R). By Minlos theorem, [62], there exists a
unique Gaussian measure µ on the space E∗ = SA(O,R)∗ dual to
E = SA(O,R) such that∫
E∗
ei〈F,ξ〉dµ(F ) = e−
1
2 |ξ|20 , ξ ∈ E, F ∈ E∗,
where 〈·, ·〉 is the dual pairing between E∗ = SA(O,R)∗ and E = SA(O,R).
Let (L2) = L2(E∗, µ;R) be the space of square integrable functions (white
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noise functionals in general nonlinear) on the Radon measure space (E∗ =
SA(O,R)∗, µ) with the L2-norm ‖·‖0, L2-inner product ((·, ·))0, and the canoni-
cal R-bilibear form 〈〈·, ·〉〉 on (L2)∗×(L2) naturally induced by the inner product
((·, ·))0 via the Riesz representation theorem. Let Γ(H) be the real boson Fock
space over the real Hilbert space H ; and let Γ(A) be the second quantized
operator
Γ(A) =
∞⊕
n=0
A⊗n
on Γ(H). Then by the Wiener-Itoˆ-Segal chaos decomposition theorem the
Hilbert space (L2) = L2(E∗, µ;R) is naturally isomorphic (unitary equivalent)
to the bosonic Fock space Γ(H) with the natural action of the second quantized
operator Γ(A) on (L2) = L2(E∗, µ;R) given by the natural isomorphism. In
particular we have the following
PROPOSITION. If the operator A is standard on H = L2(O, µ
O
;R) then the
operator Γ(A) is standard on (L2) = L2(E∗, µ;R), so that the Gelfand triple
SΓ(A)
(
E∗
) ⊂ L2(E∗, µ;R) ⊂ SΓ(A)(E∗)∗
can be constructed. Let us denote the last (“second quantized”) Gelfand triple
by
(E) ⊂ (L2) ⊂ (E)∗.
If moreover the nuclear space E = SA(O,R) corresponding to the standard
(A,H = L2(O, µ
O
;R)) preserves the Kubo-Takenaka conditions (H1)-(H3), then
SΓ(A)
(
E∗
)
= (E) also preserves the conditions (H1)-(H3) of Kubo-Takenaka.
For the proof compare e.g. [126], [125], [124].
Note that the complexification HC = L
2(O, µ
O
;R)C of H = L2(O, µO ;R)
is equal H = L2(O, µ
O
;C) and the complexification of the real Gelfand triple
E ⊂ H ⊂ E∗ gives a Gelfand triple EC ⊂ HC ⊂ EC∗ for the complex Hilbert
space HC. Similarly the complexification (L
2)C = L
2(E∗, µ;R)C of (L2) =
L2(E∗, µ;R) is equal (L2)C = L2(E∗, µ;C) and because for the Fock spaces
Γ(H) and Γ(H)C we have Γ(HC) = Γ(H)C, then the Wiener-Itoˆ-Segal decompo-
sition can be lifted over to the complex Fock space and by the complexification
of the Gelfand triple (E) ⊂ (L2) ⊂ (E)∗ we obtain a Gelfand triple (E)C ⊂
(L2)C ⊂ (E)∗ for the complex Fock space isomorphic to L2)C = L2(E∗, µ;C);
compare e.g. [128], [83], [84].
In what follows the natural bilinear form on E∗ × E as well as its natural
amplification to (E⊗n)∗ × (E⊗n), and its natural extension to the C-bilinear
form on (E⊗n
C
)∗ × (E⊗n
C
), will be denoted by one and the same symbol 〈·, ·〉.
Similarly for the natural bilinear form on ((E)⊗n)∗ × ((E)⊗n) and its unique
extension to the C-bilinear pairing on ((E)⊗n
C
)∗ × ((E)⊗n
C
) we will always write
〈〈·, ·〉〉, so that
|φ|20 = (φ, φ)0 = 〈φ, φ〉, φ ∈ EC,
‖Φ‖20 = ((φ, φ))0 = 〈〈Φ,Φ〉〉, Φ ∈ (E)C ⊂ (L2)C,
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where φ and Φ is the complex conjugation given by the natural complex struc-
ture respectively in HC and (L
2)C.
Now the key point is the use of generalized continuous operators (E)C →
(E)C
∗
instead of stying within the Hilbert Fock space, and use the symbol theory
for such operators, in particular Fock expansions, worked out by Hida, Obata
Saito and others. In particular (E)C is a nuclear Fre´chet algebra under pointwise
multiplication (note that the elements of (E) and (E)C are in a canonical way
realized as functions) and if we define after Hida the following operators ∂p
∂pΦ
df
= lim
θ→0
Φ(ϑ+ θδp)− Φ(ϑ)
θ
, ϑ ∈ E∗, Φ ∈ (E)C,
then it turn out that ∂p for each p ∈ O is a continuous derivation (E)C → (E)C,
and all the more a continuous operator ((E)C → (E)C). By the canonical con-
tinuous inclusion (E)C → (E)C∗, ∂p can be naturally regarded as a continuous
operator (E)C → (E)C∗. Its linear adjoint ∂p∗ is likewise a continuous operator
(E)C → (E)C∗, by the reflexivity of (E)C. It turns out that the operators ∂p
and ∂p
∗ realize the annihilation and creation operators at a point p ∈ O and
satisfy the canonical commutation relations, [80], [84], [83], [128].
Below we use this framework to construct the free quantum electromag-
netic four-potential field. As we have already indicated the correct one particle
test space necessary for the construction of the field is not the Schwartz space
S(R3;C4), but the closed subspace S0(R3;C4). We construct the appropriate
standard operator A in L2(R3, d3 p;C4) in L2(R3, d3p;C4) so that
SA(R3;C4) = S0(R3;C4).
Because
S0(R3;C4) =
4⊕
n=1
S0(R3;R)C
and on the other hand we have the property (225) it is sufficient that we con-
struct just a standard scalar operator A′′′ = A(3) on H = L2(R3, d3 p;R) such
that
SA(3)(R3;R) = S0(R3;R)
and put
A = ⊕A(3) on L2(R3, d3 p;R4) = ⊕L2(R3, d3 p;R)
so that
S0(R3;C4) = SA(R3;R4)C
(summation is over the four components of the functions in SA(R3;R4)
or respectively in L2(R3, d3 p;R4)). It is important to construct S0(R3;C4)
as a standard countably Hilbert nuclear space from a standard
(
A = ⊕A(3),⊕H)
because in this situation construction of the “second quantized Gelfand triple”
in Fock space is possible as well as the application of the white noise technics.
Moreover it is important that S0(R3) = SA′′′ (R3) ⊂ H′ is invariant under the
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action of the  Lopuszan´ski representation and its conjugation, so that each repre-
sentor of these representationsis a continuous map of E = S0(R3) = SA′′′ (R3) ⊂
H′ into itself in the nuclear topology. Joining this fact with the results of Hida,
Obata and Saito [83] we give a proof of the existence of the generators for
these representations as well as a proof of the Bogoliubov-Shirkov quantization
postulate.
In fact we will have to construct the whole family of standard operators A(n)
in L2(R3, d3 p,R) such that
SA(n)(Rn;R) = S0(Rn;R).
It should be noted however that
S0(Rn;R)⊗ S0(Rm;R) ⊂ S0(Rn+m;R)
but
S0(Rn;R)⊗ S0(Rm;R) 6= S0(Rn+m;R).
In particular
S0(R;R)⊗ S0(R;R)⊗ S0(R;R) 6= S0(R3;R)
so that the single particle test space EC = S0(R3;R4)C needed for the con-
struction of the electromagnetic four-potential field cannot be constructed by
simple direct summation, tensoring and complexification of the real scalar nu-
clear space S0(R;R) on R. In particular S0(R;C4) ⊗ S0(R;C4) ⊗ S0(R;C4) is
much too small and is not invariant for the  Lopuszan´ski representation and its
conjugation; in particular the represenations are only densely defined and un-
bounded on S0(R;C4)⊗S0(R;C4)⊗S0(R;C4). This means that the appropriate
standard operator A(n) on L2(Rn, dn p;R) need to be constructed seperately for
each dimension n, in particular construction of A(3) is not reducible to simple
tensoring of the operator A(1) in dimension 1.
However there is a common way of construction and investigation of the
whole family of nuclear spaces SA(n)(Rn;R) = S0(Rn;R). Namely we reduce
the investigation and construction of the multipliers, convolutors, continuous
functionals and differetial operators on SA(n)(Rn;R) to the properties of the
multipliers, convolutors, functionals and diffreretiation operation on the nuclear
space
S(R;R)⊗ S∆Sn−1 (Sn−1;R) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1;R).
We do it for SA(n)(Rn;R) before the proof of the equality SA(n)(Rn;R) =
S0(Rn;R) and in the reduction process just mentioned we use the following
facts 1) first:
SH(1)(R) = S(R)
and 2) second:
A(n) = U
(
H(1) ⊗ 1+ 1⊗∆Sn−1
)
U−1
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for a unitary operator U : L2(Rn)→ L2(R× Sn−1), n > 1, so that
SA(n)(Rn) = SU(H(1)⊗1+1⊗∆Sn−1)U−1(Rn) = U(SH(1)⊗1+1⊗∆Sn−1 (R×Sn−1))U−1
is isomorphic to
SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1;R)
where H(n) is the self adjoint extension of
H(n) = Γn(H(1)) = −∆Rn + rn + n, H(1) = − d
2
dp2
+ p2 + 1,
i.e. (the double) of the n-dimensional quantum harmonic oscillator hamiltonian.
In particular the spectra (counting with multiplicity) of the operators A(n) and
H(1) ⊗ 1+ 1⊗∆Sn−1 are identical for each dimension n > 1 (definition of A(1)
is different and is not unitarily equivalent to H(1), but the asymptotics of the
spectra of the operators A(1) and H(1) are sufficiently similar). In fact the whole
point is to construct A(n) through a construction of the corresponding complete
orthonormal systems using the Szego¨-von Neumann method in such a manner
that the asymptotics of the spectrum of A(n) is close enough to the asymptotics
of the spectrum of the operator H(1) ⊗ 1+ 1⊗∆Sn−1 (and close enough to the
asymptotics of the quantum harmonic oscillator hamiltoninan operator H(1) for
n = 1) for each dimension n > 1. In case n = 1 the nuclear space SA(1)(R)
is isomorphic to the direct sum of two copies of S(R) (corresponding to the
fact that the 0-sphere S0 ⊂ R consists of just two points), but in this case
when A(1) is not unitary equivalent to H(1) each eigenvalue of H(1) is at the
same time an eigenvalue of A(1) but appears with multiplicity two in Spec A(1).
The asymptotics of the spectra of A(1) and H(1) are still close enough to each
other for allowing the reduction of the problem of investigation of multipliers,
convolutors, or more general continuous operators and continulus functionals
on SA(1)(R) to the problem of determination multipliers, convolutors, . . . of the
ordinary Schwartz space SH(1)(R) = S(R).
Then we show that for ξ ∈ SA(n)(Rn;R) = S0(Rn;R) the restriction to the
cone (p1)
2 − (p1)2 − . . . (pn)2 = 0, p1 > 0 (or p1 < 0) in Rn gives a map
S0(Rn;R)→ S0(Rn−1;R) which is a continuous map for the nuclear topologies.
Note in particular that for the ordinary Schwartz test spaces S(Rn) and S(Rn−1)
this is false.
Thus in our presentation we give the full analysis of the one dimensional case
S0(R) = SA(1)(R), then we give the full construction of the respective standard
A(n). Finally the identity of the spectra of A(n) and H(1) ⊕ 1 + 1 ⊕ ∆Sn−1
(resp. sufficient similarity of the asymtotic behaviour of the spectra of A(1) and
H(1)) allows us to reduce the investigation of SA(n)(Rn) to the case S(R) and
S∆Sn−1 (Sn−1) = C∞(Sn−1).
All the nuclear spaces SA(n)(Rn,R) = S0(Rn,R) have the additional symme-
try, resembling that of inversion in the complex plane, interchanging the point
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at infinity with the distinguished zero point at which all derivatives af all ele-
ments of these spaces vanish. This additional symmetry is absent in the ordinary
Schwartz test space. The paradox is that the one dimensional case A(1) = A′ is
the most subtle case as the distingushed zero point in R at which all derivatives
of all elements of S0(R) vanish dissect the whole space R into disjoint peaces,
which is not the case in higher dimensions, where Rn{0}, n > 1, is connected.
5.2 The space SA(1)(R). Construction of A(1) = A′
We construct now the essentially selfadjoint differential operator A′ on L2(R;R)
with the indicated properties which serves to construct the Gelfand triple. We
construct in fact a scalar operator A′ on L2(R), with A′−1 being compact of
Hilbert-Schmidt class and the Gelfand triple E ⊂ L2(R) ⊂ E∗ corresponding to
it with E = SA′(R) being countably Hilbert nuclear as in [62] or [80], [84], [128],
with the properties such that the operators of multiplication by the following
functions p 7→ f(p): f(p) = p − p−1, f(p) = |p|, f(p) = |p|−1/2, f(p) =
|p|1/2, and the operator of differentiation are all continuous as operators E → E
with the nuclear topology on E. In this Subsection we prove Lemmas used in
all higher dimensions in the Subsection which are to follow. The proof that
S0(R) = SA(1)(R) we postpone to the following Subsections where a general
proof of the equality S0(Rn) = SA(n)(Rn) for all dimensions n will be given.
In constructing A′ we start with the construction of an orthonormal system
{un, u′n}n∈N of functions un, u′n ∈ S0(R) which is complete in L2(R). In order
to construct them consider the following smooth double covering map p 7→ t(p) :
R\{0} → R, given by the formula t(p) = p− p−1.
p
t(p)
Because the map p 7→ t(p) does not preserve the Lebesgue measure on R then
the transfomation f 7→ g, which the function t 7→ f(t) belonging to L2(R)
transforms into the function p 7→ g(p) = f(t(p)) is not isometric from L2(R)
into L2(R). But the noninvariance of the Lebesgue measure under p 7→ t(p)
may be compensated for by the additional factor equal to the square root of the
286
Radon-Nikodym derivative of the transformed Lebesgue measure with respect
to the original Lebesgue measure and the 2-valuedness may be compensated by
the the factor 2−1/2, such that the transform
f 7→ Uf, with Uf(p) =
√
2
−1
(1 + p−2)1/2f(t(p)), (226)
becomes an isometric operator L2(R)→ L2(R):
+∞∫
−∞
Uf(p)Uf(p) dp =
1
2
+∞∫
−∞
f(t(p))f(t(p)) (1 + p−2) dp
=
1
2
0∫
−∞
f(t(p))f(t(p))
dt︷ ︸︸ ︷
(1 + p−2) dp +
1
2
+∞∫
0
f(t(p))f(t(p))
dt︷ ︸︸ ︷
(1 + p−2) dp
=
1
2
+∞∫
−∞
f(t)f(t) dt +
1
2
+∞∫
−∞
f(t)f(t) dt
=
+∞∫
−∞
f(t)f(t) dt.
Of course in consequence of the double-covering character of the map R\{0} ∋
p 7→ t(p) ∈ R, the operator U cannot be unitary (onto) operator.
In particular applying the isometric operator (226) to the system of Hermite
functions
hn(t) =
1√
π1/2n!2n
et
2/2
(
d
dt
)n
e−t
2
=
1√
π1/2n!2n
Hn(t)e
−t2/2,
Hn–Hermite polynomials, n = 0, 1, 2, . . .
we obtain an othonormal (incomplete) system in L2(R):
un(p) = Uhn(p) =
√
2
−1
(1 + p−2)1/2hn(t(p))
=
√
2
−1
(1 + p−2)1/2Un(p)e−(p
2+p−2)+1, n = 0, 1, 2, . . . , (227)
with the system of rational functions Un which can be obtained by application of
the Gram-Schmidt orthonormalization process to the set of linearily independent
functions 1, p− p−1, (p− p−1)2, (p− p−1)3, . . . with respect to measure w(p)dp
on R with the weight function
w(p) =
1
2
(1 + p−2)e−p
2−p−2+1.
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It is easily checked that un ∈ S0(R). Because we know the simple essentially self-
adjoint differential operator for which the Hermite functions provide a complete
system of eigenvectors – the one dimensional quantum oscillator Hamiltonian
operator (in fact we add the unit operator in order to reach inf Spec H(1) > 1
and inf Spec A′ > 1 but this trivial modification is unimortant here in the con-
struction of the complete system corresponding to A′)
H(1) = −
(
d
dt
)2
+ t2, (228)
we can easily construct the corresponding operatorA′ for which the system (227)
is the system of eigenvectors, as the the Radon-Nikodym derivative (1+ p−2) is
relatively simple and smooth function on R\{0}. Namely the operator is equal
A′ = −(1 + p−2)−2
(
d
dp
)2
− 4p−3(1 + p−2)−3 d
dp
+
(
p2 − 2 + p−2 − 2(1 + p−2)−4p−6 − 3(1 + p−2)−3p−4). (229)
A′ is constructed in such a manner that we have
A′un = λnun, λn = 2n+ 1
with the eigenvalues λn exactly the same as for the one dimensional quantum
oscillator for the corresponding Hermite functions hn.
Now we find the missing eigenfunctions u′n of A
′, not contained in the system
{un} computed above. To this end consider the map p 7→ t(p) = p − p−1 now
treated as an one-to-one map of the disjoint sum R+⊔R− onto the disjoint sum
R ⊔ R. Again compensating for the measure nonivariance by the square root
of the Radon-Nikodym derivative (now the factor 2−1/2 is absent as the map is
one-to-one and onto) we obtain a unitary map
U : L2(R)⊕ L2(R) ∋ f1 ⊕ f2 7→ g+ ⊕ g− ∈ L2(R+)⊕ L2(R+),
which the pair of functions (f1, f2) ∈ L2(R) sends into the following pair
of functions (g+, g−) = U(f1, f2) respectively in L2(R+), L2(R−):
U
(
f1, f2
)
(p) =
(
1R+ (p) (1 + p
−2)1/2f1(t(p)), 1R− (p) (1 + p
−2)1/2f2(t(p))
)
,
where 1R+ , 1R− are the characterictic functions on R
of the subsets R+ ⊂ R and R− ⊂ R respectively. In particular if f1 ∈ L2(R)
runs over a complete orthonormal system in L2(R) then the first component of
U
(
f1, f2
)
runs over a complete orthonormal system in L2(R+), and similarly if
f2 ∈ L2(R) runs over a complete orthonormal system in L2(R) then the second
component of U
(
f1, f2
)
runs over a complete orthonormal system in L2(R−).
In particulr if {t 7→ hn(t)}n=0,1,... are Hermite functions, then
p 7→ 1R+ (p) (1 + p−2)1/2hn(t(p)) = u+n (p) (230)
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is a complete orthonormal system of functions in L2(R+), and
p 7→ 1R− (p) (1 + p−2)1/2hn(t(p)) = u−n (p) (231)
is a complete orthonormal system in L2(R−). It is easily seen that the following
extensions u0+n , u
−0
n of the functions u
+
n (p), u
−
n (p) to the whole real axis
u0+n =
{
0, p ≤ 0,
u+n (p), p > 0
and u−0n =
{
u−n (p), p < 0,
0, p ≥ 0
belong to S0(R), and that {u0+n , u−0n }n=0,1,2,... is a complete orthonormal system
in L2(R). It follows by construction that
A′u0+n = λnu
0+
n , A
′u−0n = λnu
−0
n , un = 2
−1/2u−0n + 2
−1/2u0+n .
Therefore each eigenvalue λn is of multiplicity two, with both u
0+
n , u
−0
n being
independend orthogonal eigenfunctions of A′ to the same eigenvalue λn = 2n+1.
In the sequel we will be using the following orhonormal system {un, u′n} of
eigenfunctions of A′:
un = 2
−1/2u−0n + 2
−1/2u0+n , u
′
n = −2−1/2u−0n + 2−1/2u0+n ,
of course complete in L2(R).
It is indeed easily seen that the operator A′ maps the nuclear (perfect) space
S0(R) into itself and remains symmetric when restricted to S0(R). Because
S0(R) is densely included into the Hilbert space L2(R), then by the known
theorem of Riesz and Szo¨kefalvy-Nagy, [141] (p. 120 in Russian Ed. 1954),
or [61], p. 192, the operator A′ can be extended to a selfadjoint operator on
L2(R) – as expected by its very construction. Indeed A′ by construction has
the complete orthonormal system of eigenvectors all belonging to the nuclear
space S0(R). Therefore it is unitarily equivalent to an operator which acts as
multiplication by a locally measurable function a′ operator Ma′ on L2(M, dµ)
with the discrete measure space M, dµ (corresponding to the discrete spectrum
of A′) on a dense domain DomA′ corresponding to the elemets of S0(R). As
such it is essentially selfadjoint on DomA′ = S0(R), i.e. possess only one self
adjoint extension. Let us note the extension by the same symbol A′.
Presented method of constructing the complete orthonormal system {un, u′n}
in L2(R) is well known and is attributed by Szego¨ to von Neumann, [181],
p. 108. Our slight modification of the von Neumann method by introducing
the intermediate double covering map and the corresponding isometrc operator
(226) in constructing the correspodnig Sturm-Liouville operator with singular
point at zero, may easily be extended to obtain solutions of the Sturm-Liouville
problem with any number n of singular points lying between −∞ and ∞, with
the use of the intermediate (n + 1)-fold-covering maps and the corresponding
isometry operators in obtaing eigenfunctions and spectra with generally uniform
n+ 1 multiplicity.
Because ∞∑
n=0
λ−2n < +∞
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and each eigenvalue λn of A
′ has the same finite multiplicity (equal 2), then
the operator A′−1 is of Hilbert-Schmidt class, as desired.
Now using the positive self-adjoint operator A′ on L2(R;R) we construct the
Gelfand triple E ⊂ L2(R) ⊂ E∗. Namely for k ∈ N we put Ek for the completion
of the domain DomA′k of A′k with respect to the norm | · |k = |A′k · |0, where
| · |0 is the ordinary Hilbert space L2-norm in L2(R) (it is convenient to put (·, ·)0
for the inner product in L2(R)). It follows that Ek is a Hilbert space with the
norm | · |k = |A′k · |0, equal to the completion of the space S0(R) with respect to
the norm | · |k. Let the dual space E∗k with the dual norm | · |−k be denoted by
E−k. The norms | · |k are compatible in the sense of Gelfand-Shilov [60], which
easily follows e.g. from the closedness of the graph of the self adjoint operator
A′. Then the projective limit E = ∩kEk of Ek is countably Hilbert nuclear
Fre´chet space and its dual E∗ with the strong topology is the inductive limit
E∗ = ∪kE−k of E−k, compare [62], [80] or [126], [128], [84], with the natural
inclusion maps
E ⊂ . . . . . . ⊂ Ek ⊂ . . . ⊂ E0 = L2(R) ⊂ . . . ⊂ E−k ⊂ . . . . . . ⊂ E∗.
In particular the completeness of E follows from the equality E = ∩kEk and
the simple necessary and sufficient condition for completeness of a countably
normed space given in [60]. ChI §3.2.
Now let ϕ˜ ∈ E ⊂ L2(R). From the completeness of the orthonormal system
{un, u′n} it follows that the series
ϕ˜ =
∑
n
Cn(ϕ˜)un +
∑
n
C′n(ϕ˜)u
′
n, (232)
where
Cn(ϕ˜) = (un, ϕ˜) =
∫
R
un(p)ϕ˜(p) dp,
C′n(ϕ˜) = (u
′
n, ϕ˜) =
∫
R
u′n(p)ϕ˜(p) dp, (233)
converges in L2(R).
LEMMA 9. In this case, i.e. when ϕ˜ ∈ E = SA′(R), it follows that the series
(232) is convergent in the nuclear topology of E.

Compare [138], Appendix to Ch. V.3, where the proof in the particular case
of the nuclear space E = S(R) = SH(1)(R) is outlined, however the the same
holds for the general construction with oscilllator hamiltonian operator H(1)
replaced with any standard operator A′, in particular it holds true for SA′(R)
with our operator A′.
Indeed, having given the complete orthonormal system {un, u′n}), we may
define a selfadjoint operator A′N , N ∈ N (in fact for N ∈ Z with DomA′N =
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L2(R) for N < 0). By construction (compare also the spectral theorem) the
operator A′N is unitarily equivalent to the operatorM
a′N of multiplication by a
function a′N on the L2(M) space of square measurable fuctions on the discrete
measure spaceM = {1, 1′, 2, 2′, . . ., with a′(n) = a′(n′) = λn, with the L2 norm
|b|2 =
∑
n∈N
|b(n)|2 +
∑
n′∈N
|b(n′)|2, b ∈ L2(M).
Because the domain DomM
a′N ⊂ L2(M) consists of all those sequences {b(n), b(n′)}n,n′∈N⊔N
on N ⊔ N for which∑
n∈N
|a′N (n) b(n)|2 +
∑
n′∈N
|a′N (n′) b(n′)|2 < +∞,
and because A′N : E → E ⊂ L2(R), then A′N ϕ˜ ∈ L2(R) and ϕ˜ ∈ DomA′N .
Therefore ∑
n
λ2Nn Cn(ϕ˜) +
∑
n
λ2Nn′ C
′
n(ϕ˜) < +∞ and
A′N ϕ˜ =
∑
n
λNn Cn(ϕ˜)un +
∑
n
λNn′C
′
n(ϕ˜)u
′
n.
(234)
In particular
sup
n,n′∈N
{λNn |Cn(ϕ˜)|, λNn′ |C′n(ϕ˜)|} < +∞, for all N ∈ N.
Let now
ϕ˜M =
M∑
n=1
Cn(ϕ˜)un +
M∑
n=1
C′n(ϕ˜)u
′
n.
Then from (234) we get
|A′m(ϕ˜M − ϕ˜L)|2
L2(R)
=
L∑
n=M+1
λ2mn |Cn(ϕ˜)|2 +
L∑
n=M+1
λ2mn′ |C′n(ϕ˜)|2 −→ 0
when M,L → 0. Thus {ϕ˜M}M∈N ⊂ E is a Cauchy sequence with respect to
each of the norms | · |m = |A′m · |0 = |A′m · |2
L2(R)
, m ∈ N. Therefore {ϕ˜M}M∈N
is a Cauchy sequence in E, [60]. Because E = ∩kEm as a countably Hilbert
space with compatible norms | · |m is complete, then there exists the limit point
ϕ˜0 ∈ E for the sequence {ϕ˜M}M∈N , and all the more {ϕ˜M}M∈N converges to
ϕ˜0 in E0 = L
2(R) with respect to the L2-norm | · |0, [60]. Because {ϕ˜M}M∈N
converges in the L2-norm | · |0 in E0 = L2(R) to ϕ˜, then ϕ˜0 = ϕ˜ and (232)
converges to ϕ˜ in the nuclear topology of E.

COROLLARY 1. The space S0(R) is dense in SA(1)(R) = SA′(R) in the
nuclear topology of SA′(R).
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 Indeed, the elements un and u
′
n of the complete system of eigenfuctions of
the operator A(1) = A′ belong to S0(R) by the very construction. Our corollary
now follows from Lemma 9. 
Because for ϕ˜ ∈ E the series (232) is convergent in the nuclear topology of
E, and by construction the operator A′ is continuous as an operator E → E in
the nuclear topology of E, compare [62], p. 109, it follows that for any N ∈ N
A′N ϕ˜ =
∑
n
λNn Cn(ϕ˜)un +
∑
n
λNn C
′
n(ϕ˜)u
′
n.
Therefore the norm |ϕ˜|N squarred is equal
|ϕ˜|2N =
∑
n
λ2Nn |Cn(ϕ˜)|2 +
∑
n
λ2Nn |C′n(ϕ˜)|2.
Now before we prove the continuity of the formerly indicated maps as oper-
ators E → E in the nuclear topology, let us reacall a property of the Gelfand’s
construction of E ⊂ L2(R) ⊂ E∗ connected with a unitary change of the positive
symmetric differential operator A′ and with its invariant subspaces.
Namely if we replace the operator A′ with an operator U0A′U−10 on H =
U0(L
2(R)), unitrarily equivalent to A′, and will similarly construct the Gelfand
triple E′ ⊂ H ⊂ E′∗ corresponding to U0A′U−10 then by the very construction,
the operators U0 and U
−1
0 are continuous as operators respectively E → E′ and
E′ → E with the nuclear topology. We will use the property in this and in the
following Subsections in passing from momentum to position picture with the
unitary operator U0 equal to the ordinary Fourier transform F . But having
this fact in mind we illustrate this property using another operator U0, which
allows us to make a slightly closer insight into the structure of the nuclear space
E. Namely the Gelfand triple
S(R) ⊂ L2(R) ⊂ S(R)∗
with the nuclear Schwartz space S(R) and its dual S(R)∗, equal to the space of
tempered distributions may be constructed in exacltly the same manner if we
use the operator H(1) = −d2/dt2+ t2+1 equal to the one dimensional oscillator
Hamiltonian operator (228) instead of the operator64 A′ given by (229), and
with the Hermite functions {hn} instead of {un, u′n}, compare [62], [84], p. 484,
[138], [166], [80], [81], [82]. Now although the spectra of the operators H(1) and
A′ are identical they are nevertheless not unitarily equivalent, because each λn
in the spectrum of H(1) has multiplicity one and the same eigenvalue λn has
multiplicity two in the spectrum of A′. However by construction the operator
A′ has two orthogonal invariant subspaces E0I and E0II , the first spanned by
{un} and the second by {u′n}, which together span the whole Hilbert space
L2(R) = E0I ⊕ E0II and such that both restrictions A′I and A′II separately of
the operator A′ to the invariant subspaces E0I , E0II are unitarily equivalent to
64Recall that we add the unit operator to the operator (229) in order to achieve inf Spec A′ >
1.
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the operator H(1) = −d2/dt2+t2+1 given by65 (228) – which is evident because
each A′I , A
′
II has the same discrete spectrum as the operator H(1) with the
multiplicity of each eigenvalue equal one. Therefore if we consider the Hilbert
space L2(R)⊕L2(R) with the self-adjoint operator H(1)⊕H(1) with H(1) equal
to (the self-adjoint extension of) (228), then the operator
U0 = U ⊕ U ′ (235)
gives the unitary equivalence U0A
′U−10 = H(1)⊕H(1), where U is given by (226)
and is unitary if treated as operator L2(R)→ U(L2(R)) = E0I ; and the unitary
operator U ′ : L2(R)→ E0II is defined as follows
U ′f(p) = (1R+ (p)− 1R− (p))
√
2
−1
(1 + p−2)1/2f(t(p)). (236)
In particular
u′n = U
′hn.
Therefore the nuclear space E is isomorphic to the direct sum EI ⊕ EII of
nuclear closed subspaces EI , EII each isomorphic to the Schwartz space S(R) of
rapidly decreasing functions with the isomorphism given by U ⊕U ′. This fact is
frequently usefull in checking if a concrete linear functional on E is continuous
in the nuclear topology of E, i.e. if it actually belongs to the dual space E∗,
because it reduces the problem to checkig if a given functional is in S(R)∗. In
particular we use the fact for in a simple proof that the Dirac delta function is
an element of E∗.
Now after this digression, let us back to the proof of the continuity of the
operators of multiplication by the following functions p 7→ f(p): f(p) = p−p−1,
f(p) = |p|, f(p) = |p|−1/2, f(p) = |p|1/2, and of the differentiation operator,
regarded as operators E → E with the nuclear topology on E.
In doing so we reduce the problem to the properties of Hermite functios, their
connection to the Schwartz space S(R), and several properties of the multipliers
and convolutors of the algebra S(R). For this purpose we need a technical
lemma.
In order to simplify notation let us define for any function f , such that for
any function un, u
′
n ∈ L2(R) of the orthonormal system of eigenfunctions of
A′, the function fun and the function fu′n is in L
2(R), the following matrix
elements of the operator Mf of multiplication by the function f in the basis
65After addition of the unit operator.
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{un, u′n}:
〈n|f(p)|m〉 =
+∞∫
−∞
un(p)f(p)um(p) dp,
〈n′|f(p)|m′〉 =
+∞∫
−∞
u′n(p)f(p)u
′
m(p) dp,
〈n|f(p)|m′〉 =
+∞∫
−∞
un(p)f(p)u
′
m(p) dp
〈n′|f(p)|m〉 =
+∞∫
−∞
u′n(p)f(p)um(p) dp.
And similarly the matrix elements of the operator of multiplication by the func-
tion f , but in the orthonormal basis {hn} of Hermite functions (provided the
Hermite functions are in the domain of the operator) we denote by
(n|f(t)|m) =
+∞∫
−∞
hn(t)f(t)hn(t) dt.
Note in passing that
C′n(fϕ˜) =
∑
m
〈n′|f(p)|m〉Cm(ϕ˜) +
∑
m
〈n′|f(p)|m′〉C′m(ϕ˜),
Cn(fϕ˜) =
∑
m
〈n|f(p)|m〉Cm(ϕ˜) +
∑
m
〈n|f(p)|m′〉C′m(ϕ˜).
And similarly for Hermite functions
C0n(fϕ˜) =
∑
m
〈n|f(t)|m〉C0m(ϕ˜),
where
C0n(ϕ˜) = (hn, ϕ˜) =
∫
R
hn(t)ϕ˜(t) dt.
And generally for two operators Op1, Op2 in L
2(R), the matrix representing
their composition Op1◦Op2 is equal to the matrix multiplication of the matrices
corresponding respectively to Op1 andOp2, providing the basis lements {un, u′n}
(resp. {hn}) are in the domain of the operators Op1, Op2 and Op1 ◦Op2.
LEMMA.
〈n|p− p−1|m〉 = 〈n′|p− p−1|m′〉 =
(
n+ 1
2
)1/2
δm n+1 +
(
n
2
)1/2
δm n−1,
294
〈n|p− p−1|m′〉 = 〈n′|f(p)|m〉 = 0.
For each N ∈ N there exist N0 and cN > 0 independent of ϕ˜ ∈ E, and depending
on the operator in question, i.e. on the the function f(p) equal respectively p,
|p|, |p|−1/2, |p|1/2, such that
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n|f(p)|m1〉〈n|f(p)|m2〉Cm1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |Cn(ϕ˜)|2,
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n|f(p)|m′1〉〈n|f(p)|m′2〉C′m1 (ϕ˜)C′m2(ϕ˜)
∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C′n(ϕ˜)|2,
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n′|f(p)|m1〉〈n′|f(p)|m2〉Cm1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |Cn(ϕ˜)|2,
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n′|f(p)|m′1〉〈n′|f(p)|m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C′n(ϕ˜)|2;
similarly for the differentiation operator
∑
n
λ2Nn
∣∣∣∣∣ ∑
m1,m2
〈
n
∣∣∣∣ ddp
∣∣∣∣m1〉〈n∣∣∣∣ ddp
∣∣∣∣m2〉Cm1(ϕ˜)Cm2 (ϕ˜)
∣∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |Cn(ϕ˜)|2,
∑
n
λ2Nn
∣∣∣∣∣ ∑
m1,m2
〈
n
∣∣∣∣ ddp
∣∣∣∣m′1〉〈n∣∣∣∣ ddp
∣∣∣∣m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
∣∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C′n(ϕ˜)|2,
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∑
n
λ2Nn
∣∣∣∣∣ ∑
m1,m2
〈
n′
∣∣∣∣ ddp
∣∣∣∣m1〉〈n′∣∣∣∣ ddp
∣∣∣∣m2〉Cm1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |Cn(ϕ˜)|2,
∑
n
λ2Nn
∣∣∣∣∣ ∑
m1,m2
〈
n′
∣∣∣∣ ddp
∣∣∣∣m′1〉〈n′∣∣∣∣ ddp
∣∣∣∣m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
∣∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C′n(ϕ˜)|2,
and similarly for the ordinary Fourier transform operator F : Ff(p) =
∫
f(x)eixpdx
and ϕ ∈ S00(R):
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈
n
∣∣F |m1〉〈n∣∣F ∣∣m2〉Cm1(ϕ)Cm2(ϕ)∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C0n(ϕ)|2.
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈
n
∣∣F ∣∣m′1〉〈n∣∣F ∣∣m′2〉C′m1(ϕ)C′m2 (ϕ)∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C0n(ϕ)|2.
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈
n′
∣∣F |m1〉〈n′∣∣F ∣∣m2〉Cm1(ϕ)Cm2 (ϕ)∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C0n(ϕ)|2.
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈
n′
∣∣F ∣∣m′1〉〈n′∣∣F ∣∣m′2〉C′m1(ϕ)C′m2(ϕ)∣∣∣∣
< cN
∑
n
λ2(N+N
0)
n |C0n(ϕ)|2.
 The idea of the proof is simple. Namely we use the isometric maps U
and U ′ defined respectively by (226) and (236) to express the matrix elements
of the lemma66 of the indicated multilication (and evenually differentiation or
Fourier transform) operators in terms of matrix elements in the basis {hn}
66Which are computed in the basis {un, u′n}.
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of Hermite functions of another multiplication operators (eventually composed
with the differentiation or Fourier transform operator) by another functions
which turns out to be multipliers of the nuclear algebra S(R) and thus are
continuous as operators S(R)→ S(R). The inequality of the lemma then follows
from the mentioned continuity of the operators expressed in therms of the norms
| · |N = |HN(1) · |L2(R) , where H(1) is given by the one dimensional oscillator
Hamiltonian (228) (recall that the nuclear topology of S(R) is equivalent to
a countably Hilbert nuclear Frechet space such that S(R) and the dual space
S(R)∗ of tempered distributions can be constructed as a Gelfand triple S(R) ⊂
L2(R) ⊂ S(R)∗ with the help of the Hamiltonian operator H(1) of the one
dimensional oscillator, compare [62], [84], p. 484, [138], [166], [80], [81], [82].
For the first part of the Lemma note, please, that (t(p) = p− p−1)
〈n|p− p−1|m〉 =
+∞∫
−∞
un(p) (p− p−1)un(p) dp
=
0∫
−∞
un(p) (p− p−1)un(p) dp+
+∞∫
0
un(p) (p− p−1)un(p) dp
=
1
2
0∫
−∞
hn(t(p)) t(p)hn(t(p)) (1+p
−2) dp+
1
2
+∞∫
0
hn(t(p)) t(p)hn(t(p)) (1+p
−2) dp
=
1
2
−∞∫
−∞
hn(t) t hn(t) dt+
1
2
+∞∫
−∞
hn(t) t hn(t) dt
=
+∞∫
−∞
hn(t) t hn(t) dt = (n|t|m) =
(
n+ 1
2
)1/2
δm n+1 +
(
n
2
)1/2
δm n−1,
where the last equality follows from the well known property of Hermite func-
tions. Now because u′n can be constructed from un by changing the sign of the
value of un for all p < 0, then the rest of the first part of the lemma easily
follows from the above equality.
Now we express the the remaing matrix elements 〈n|f(p)|m〉 in terms of
matrix elements (n|g(t)|m) in the basis {hn} of the corresponding multiplication
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operators by another functions t 7→ g(t).
〈n|p|m〉 = 〈n′|p|m′〉 =
+∞∫
−∞
un(p) p un(p) dp =
0∫
−∞
un(p) p un(p) dp+
+∞∫
0
un(p) p un(p) dp
=
1
2
0∫
−∞
hn(t(p))
t(p)−√t(p)2 + 4
2
hn(t(p)) (1 + p
−2) dp
+
1
2
+∞∫
0
hn(t(p))
t(p) +
√
t(p)2 + 4
2
hn(t(p)) (1 + p
−2) dp
=
1
2
−∞∫
−∞
hn(t)
t−√t2 + 4
2
hn(t) dt+
1
2
+∞∫
−∞
hn(t)
t+
√
t2 + 4
2
hn(t) dt
=
1
2
+∞∫
−∞
hn(t) t hn(t) dt =
1
2
(n|t|m) = 1
2
(
n+ 1
2
)1/2
δm n+1+
1
2
(
n
2
)1/2
δm n−1.
Similarly we get
〈n|p|m′〉 = 〈n′|p|m〉 = 1
2
(n|
√
t2 + 4|m),
〈n|p−1|m〉 = 〈n′|p−1|m′〉 = 1
2
(n| − t|m)
= −1
2
(
n+ 1
2
)1/2
δm n+1 − 1
2
(
n
2
)1/2
δm n−1,
〈n|p−1|m′〉 = 〈n′|p−1|m〉 = 1
2
(
n
∣∣√t2 + 4∣∣m),
〈n∣∣ |p| ∣∣m〉 = 〈n′∣∣ |p| ∣∣m′〉 = 1
2
(
n
∣∣√t2 + 4∣∣m),
〈n∣∣ |p| ∣∣m′〉 = 〈n′| |p| |m〉 = 1
2
(n|t|m),
〈
n
∣∣ |p|−1/2 ∣∣m〉 = 〈n′∣∣ |p|−1/2 ∣∣m′〉 = 1
2
(
n
∣∣∣∣√√t2 + 4 + t+√√t2 + 4− t∣∣∣∣m),
〈
n
∣∣ |p|−1/2 ∣∣m′〉 = 〈n′∣∣ |p|−1/2 ∣∣m〉 = 1
2
(
n
∣∣∣∣√√t2 + 4 + t−√√t2 + 4− t∣∣∣∣m),〈
n
∣∣∣∣ ddp
∣∣∣∣m〉 = 〈n′∣∣∣∣ ddp
∣∣∣∣m′〉 = 12
(
n
∣∣∣∣ t√t2 + 4 + (t2 + 4) ddt
∣∣∣∣m),〈
n
∣∣∣∣ ddp
∣∣∣∣m′〉 = 〈n′∣∣∣∣ ddp
∣∣∣∣m〉 = 12
(
n
∣∣∣∣− t2 + 1t2 + 4 − t√t2 + 4 ddt
∣∣∣∣m),
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〈
n
∣∣F ∣∣m〉 = 〈n′∣∣F ∣∣m′〉 = (n∣∣Op1 +Op2 ∣∣m),〈
n
∣∣F ∣∣m′〉 = 〈n′∣∣F ∣∣m〉 = (n∣∣Op1 −Op2 ∣∣m),
where Op1 and Op2 are the following operators S(R)→ S(R):
Op1 h(p) =
+∞∫
∞
h(t)
1√
t2 + 4− t√t2 + 4
e−ip
t+
√
t2+4
2 dt,
Op2 h(p) =
+∞∫
∞
h(t)
1√
t2 + 4 + t
√
t2 + 4
e−ip
t−
√
t2+4
2 dt.
It is easily seen that all the functions t 7→ g(t) in (m|g(t)|n) obtained above
are multipliers of the algebra S(R), i.e. they are smooth and all their derivatives
grows not faster then polynomially at infinity, so that all of them are members
of the algebra OM of all smooth functions g such that for each n ∈ N there
exists k ∈ N such that (1 + |t|2)−k dngdtn ∈ C0(R), where C0(R) is the algebra of
continuous functions on R tending to 0 at infinity. It is widely known that OM
is the space of multipliers of S(R) (it is even algebra under piontwise product).
Therefore the operators Mg of multiplication by those functions are continuous
as operators S(R)→ S(R).
Similarly it is not difficult to check that the operators Op1, Op2,
t√
t2 + 4
+ (t2 + 4)
d
dt
and − t
2 + 1
t2 + 4
− t
√
t2 + 4
d
dt
are continuous as operators S(R)→ S(R).
The Gelfand triple S(R) ⊂ L2(R) ⊂ S(R)∗ is constructed with the help of
the Hamiltonian operator of the one dimensional oscillator with the the nuclear
toplology S(R) given by the norms
|h|2N = |H(1)Nh|20 =
∑
n
λ2Nn |C0n(h)|2, h =
∑
n
C0n(h)hn
where hn are the Hermite functions. Because S(R) = ∩NSN (R), where SN (R)
is the completion of SN (R) with respect to the norm | · |N , thus the necessary
and sufficient condition for the function h to be an element of S(R) is that∑
n
λNn |C0n(h)|2 < +∞ for all N ∈ N.
Because each of the indicated operators Op : S(R) → S(R) (multilplication
operator Mg by the functions g obtained above and diffrentiation operator) is
continuous, then for each of them and for any N ∈ N there exist (independent
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of h ∈ S(R)) N0 ∈ N and cN > 0 such that
|Oph|2N =
∑
n
λn|C0n(Oph)|2 =
∑
n
λ2Nn |C0n(Oph)2|
=
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
(n|Op|m1)(n|Op|m2)C0m1(h)C0m2(h)
∣∣∣∣
≤ cN
∑
n
λ2(N+N
0)
n |C0n(h)|2 = cN |h|2N+N0 .
Note that the last inequality holds for any sequance {C0n}n=0,1,... for which∑
n
λNn |C0n|2 < +∞ for all N ∈ N.
Now becauseE = ∩NEN , it follows that for any ϕ˜ ∈ E the sequence {Cn(ϕ˜)}n=0,1,...
as well as the sequence {C′n(ϕ˜)}n=0,1,... fulfils the last condition. But this is
equivalent to the assertion of the Lemma, as the matrix elements (n|Op|m) are
equal to the matrix elements 〈n|Op|m〉 (resp. 〈n|Op|m′〉, 〈n′|Op|m〉) for the
operators Op in the assertion of the Lemma.

From the Lemma it immediately follows that the operators Mf of multilpli-
cation by the functions p 7→ f(p) of the Lemma are continuous as operators
E → E. Indeed, for any N ∈ N, there exist (independent of ϕ˜ ∈ E)
N0 ∈ N and cN > 0 such that
|fϕ˜|2N =
∑
n
λ2Nn |Cn(fϕ˜)|2 +
∑
n
λ2Nn |C′n(fϕ˜)|2
=
∑
n
λ2Nn |Cn(fϕ˜)2|+
∑
n
λ2Nn |C′n(fϕ˜)2|
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=
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n|f(p)|m1〉〈n|f(p)|m2〉Cm1(ϕ˜)Cm2(ϕ˜)
+
∑
m1,m2
〈n|f(p)|m′1〉〈n|f(p)|m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
+
∑
m1,m2
〈n|f(p)|m1〉〈n|f(p)|m′2〉Cm1(ϕ˜)C′m2(ϕ˜)
+
∑
m1,m2
〈n|f(p)|m′1〉〈n|f(p)|m2〉C′m1 (ϕ˜)Cm2(ϕ˜)
∣∣∣∣
+
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n′|f(p)|m1〉〈n′|f(p)|m2〉Cm1 (ϕ˜)Cm2(ϕ˜)
+
∑
m1,m2
〈n′|f(p)|m′1〉〈n′|f(p)|m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
+
∑
m1,m2
〈n′|f(p)|m1〉〈n′|f(p)|m′2〉Cm1(ϕ˜)C′m2(ϕ˜)
+
∑
m1,m2
〈n′|f(p)|m′1〉〈n′|f(p)|m2〉C′m1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣
≤ 2
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n|f(p)|m1〉〈n|f(p)|m2〉Cm1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣
+ 2
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n|f(p)|m′1〉〈n|f(p)|m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
∣∣∣∣
+ 2
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n′|f(p)|m1〉〈n′|f(p)|m2〉Cm1(ϕ˜)Cm2(ϕ˜)
∣∣∣∣
+ 2
∑
n
λ2Nn
∣∣∣∣ ∑
m1,m2
〈n′|f(p)|m′1〉〈n′|f(p)|m′2〉C′m1(ϕ˜)C′m2(ϕ˜)
∣∣∣∣
< cN
[∑
n
λ2(N+N
0)
n |Cn(ϕ˜)|2 +
∑
n
λ2(N+N
0)
n |C′n(ϕ˜)|2
]
= cN |ϕ˜|2N+N0 ,
where the first inequality follows from the inequality67 |ab + ba| ≤ |a2| + |b2|,
a, b ∈ C for
a =
∑
m
〈n|f(p)|m〉Cm(ϕ˜) b =
∑
m
〈n|f(p)|m′〉C′m(ϕ˜)
or respectively
a =
∑
m
〈n′|f(p)|m〉Cm(ϕ˜) b =
∑
m
〈n′|f(p)|m′〉C′m(ϕ˜);
67Special case of the Cauchy-Schwartz inequality in the Hilbert space C2.
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and the second inequality follows from the Lemma. Continuity of the differen-
tiation operator E → E follows from the Lemma in exactly the same manner.
Note that in the proof of the last Lemma a close similarity of the spectra of
the operatorsH(1) and A
(1) = A′ play a crucial role. In this one dimesnional case
their spectra are equal but each eigenvalue (common for H(1) and A
′) appears
twice in Spec A′. From this it follows the following fact used in the proof of
the last Lemma: If {λ0n}n∈N = Spec H(1) and {λn}n∈N = Spec A(1) = Spec A′,
then a sequense {Cn}n∈N of numbers fulfills∑
m∈N
(λ0m)
N |Cm|2 < +∞, N ∈ N
if and only if ∑
m∈N
(λm)
N |Cm|2 < +∞, N ∈ N.
We will construct the standard operators A(n) = U
(
H(1)⊗1+1⊗∆Sn−1
)
U−1 in
L2(Rn) for higher dimensions n which have spectra identical with the spectra of
the coresponding operators H(1)⊗1+1⊗∆Sn−1 on L2(R×Sn−1). We therefore
reduce the problem of investigation of continuous operators on SA(n)(Rn) to the
investigation of the continuous operators on SH(1)⊗1+1⊗∆Sn−1 (R×Sn−1) exactly
as as we have reduced the investigation of continuous operators on SA(1)(R) to
the investigation of the continuous operators on SH(1)(R) = S(R) using the
similarity of the spectra of A(1) and H(1). Moreover because
SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1) = SH(1)(R)⊗ S∆Sn−1 (Sn−1) = S(R) ⊗ C∞(Sn−1),
we reduce the whole problem to the determination of continuous operators,
functionals (and convolutors) on S(R) and S∆
(Sn−1)(S
n−1) = C∞(Sn−1).
By construction of the nuclear space E in the position picture it follows that
the ordinary Fourier transform F and its inverse F−1 are continuous when
regarded as operators E→ E and E → E.
We have shown that the spaces E and S(R)⊕S(R) are isomorphic as nuclear
spaces with the isomorphism given by the transform U⊕U ′ with U and U ′ given
respectively by (226) and (236). Exactly the same proof with the additional use
of the ordinary Fourier transform F gives the isomorphism of E and S(R) ⊕
S(R). This isomorphisms are useful in checking if a concrete functional on E or
E is continuous in reducing the problem to checking if a concrete functional is
continuous on S(R). In particular we give a proof that the Dirac delta functional
δp
0
: E ∋ g 7→ g(p
0
) ∈ C is continuous on E. Indeed, assume first that p
0
6= 0.
Using the explicit formulas for the unitary operators68 U : L2(R) → E0I =
U(L2(R)) (eq. (226)) and U ′ : L2(R) → E0II = U ′(L2(R)) (eq. (236)), we
easily see that
S(R) ⊕ S(R) U⊕U
′
−−−−→ E = EI ⊕ EII
δp
0−−→ C
68Of course U and U ′ are unitary as operators L2(R)→ E0I and L2(R)→ E0II ; treated as
operators L2(R)→ L2(R) they are only isometric.
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is continuous. Because U ⊕U ′ is an isomorphism of the nuclear spaces it follows
that δp0 is continuous on E, i.e. δp0 ∈ E∗, p0 6= 0. That δp0 is continuous also
for p
0
= 0 is trivial as it is easily seen that in this case δp
0
is equal to the zero
functional.
Using the same isomorphism one can likewise easily show that the maps
p 7→ δp ∈ E∗, p ∈ R and x 7→ δx ∈ E∗, x ∈ R, are continuous. Because the
Lebesgue measure on R is perfect then for every ϕ˜ ∈ E there exists a unique
continuous function on R which coincides with ϕ˜ up to a Lebesgue null function,
and the same holds for any element ϕ of E. Therefore the spaces E and E fulfill
the conditions (H1)-(H3) of §1 of [83] and [124]. In particular any element of
the topological projective n-fold tensor product E⊗n is a continuous function
on Rn and the same holds for elements of the projective tensor product E⊗n.
However that the Kubo-Takenaka conditions (H1)-(H3) of Subect. 5.1 (or §1 of
[83] and [124]) are fulfilled for E = SA′(R) = SA(1)(R) immediately follows from
the simple criterion given in the Poposition of the Appendix in [125]. We will
apply this criterion in higher dimensions.
It is known that the pointwise multiplication defines a (jointly) continuous
bilinear map E × E → E (compare e.g. [124]).
That δp
0
∈ S0(R)∗ is obvious as δp
0
∈ S(R)∗ and S0(R) is a closed subspace
of S(R) with the topology inherited from S(R). And similarly it is obvious that
δx
0
∈ S00(R)∗.
Later on we will show a stronger result than just the preservation of (H1)-
(H3). Namely we will show in the subsequent Subsections that S0(R) = E =
SA(1)(R) (resp. S00(R) = E), and still more more generally, that S0(Rn) =
SA(n)(Rn), in store of elements and in topology. Note the the case S0(R3) =
SA(3)(R3) is crucial for the applicability of the white noise calculus in the con-
struction of mass les fields.
At the end of this Subsection let us note that the operator A′ and corre-
spondingly E = SA′(R) has an extra unitary involutive symmetry Inv : L2(R)→
L2(R):
Inv g(p) = |p|−1g(p−1), g ∈ L2(R),
which is closely related with the geometric inversion with respect to the unit
sphere. An alaogous Inv exists in higher dimensions. It is easily checked that
Inv is unitary and
Inv = Inv−1, or Inv ◦ Inv = 1, and InvA′ Inv = A′.
By the last Lemma or by the last equality it easily follows that InvE ⊂ E.
Let {un, u′m}n,m∈N be the complete orthonormal system in L2(R) corre-
sponding to the operator A′, constructed in this Subsection. If un or u′n corre-
sponds to even Hermite function then we write u⊕n or u
′⊕
n ; if they correspond to
odd Hermite function then we write u⊖n or u
′⊖
n , respectively.
One immediately checks that
Inv u⊕n = u
⊕
n , Inv u
⊖
n = −u⊖n ,
Inv u′⊕n = u
′⊕
n , Inv u
′⊖
n = −u′⊖n .
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5.3 Construction of A(n), n > 1
In order to construct the self adjoint operator A(n) in L2(Rn, dnp;R), we give a
construction of the complete orthonormal system in L2(Rn, dnp;R) definining
A(n). Note that we are using the ordinary invariant Lebesgue measure dnp in the
euclidean space Rn. We use the original von Neumann’s method, [181], p. 108
for construction of the complete system, withount any additional modification
using double (or multiple) covering maps, nedded in the one dimensional case.
Thus the construction is even simpler than for dimiension 1, with the only
irrelevant difference in comparison to [181] that the corresponding unitary map
is constructed in two steps as a composition of two unitary maps.WhiteNoiseA
Namely we consider the euclidean space Rn as naturally embedded hyper-
plane in the n+1 dimensional euclidead space Rn+1 = R×Rn, with the ordinary
(standard) submanifold, metric and measure structures inherited from the or-
dinary (standard) manifold, metric and measure structures of the euclidean
space Rn+1 and the coordinates (t; p) = (t; p1, . . . , pn) = (t; r, φ1, . . . , φn−1) in
Rn+1 = R×Rn, where (p1, . . . , pn) are the ordinary cartesian coordinates in Rn
and where (r, φ1, . . . , φn−1) are the standard generalized spherical coordinates
in Rn, with r > 0, 0 ≤ φ1 < π, . . . , 0 ≤ φn−2 < π, 0 ≤ φn−1 < 2π.
In the euclidean space we consider another submanifold, namely the “cylin-
der” R × Sn−1, where Sn−1 is the unit n− 1-sphere in the euclidean space Rn
regarded as a submanifold naturally embedded in Rn+1 = R × Rn. On the
cylinder manifold R × Sn−1 we are using the natural ”spherical” coordinates
(t, φ1, . . . φn−1) with the spherical coordinates (φ1, . . . φn−1) on the unit sphere
Sn−1. The manifold, metric, and measure structures on R× Sn−1 are the ordi-
nary ones, which we regard as inherited from Rn+1 by the embedding of R×Sn−1
into Rn+1 = R× Rn. Besides the two submanifolds R× Sn−1 and Rn with the
indicated structures inherited from Rn+1 = R×Rn, we consider a third funnel-
shape submanifold F in Rn+1 = R × Rn, defined by the equation t = r − r−1,
where r is the radial coordinate in Rn regarded as embedded in Rn+1 = R×Rn
as hyperplane.
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Rn
t
R× Sn−1
F
Consider the natural projections g : Rn ∋ (r, φ1, . . . φn−1) 7→ (t(r), φ1, . . . φn−1) ∈
F and F ∋ (t, φ1, . . . φn−1) 7→ (t, φ1, . . . φn−1) ∈ R× Sn−1, where
t(r) = r − r−1,
which are in fact diffeomorphisms respectively g : Rn → F and F → R × Sn−1
between the indicated manifolds. But although we have already fixed the metrics
and measures
dnp = rn−1drdµSn−1 = r
n−1 sinn−2 φ1 sinn−3 φ2 . . . sinφn−2drdφ1 . . .dφn−1
and
dtdµSn−1
respectively on Rn and R × Sn−1 as inherited from The same holds for all
other possible choices, (128), (129), Subsect. 3.6 and (318), Subsection 5.10,
of the plane wave distribution kernels κ0,1, κ1,0 defining the free fields ψ, A
of the theory. Rn+1, we do not define the metric and measure on the funnel
F ⊂ Rn+1 as inherited from Rn+1. Instead we define the metric and measure on
F as the one pulled back from the euclidean hyperplane Rn by the projection
(diffeomorphism) g : Rn → F. In particular the measure so defined on F has
the form dµF = νn(t)dtdµSn−1 . Below we give the formula for the density
function νn for each dimension n > 1 explicitly. Using the mentioned projections
(diffeomorphisms) Rn → F and F → R × Sn−1 we define the corresponding
two unitary maps U2 : L
2(F, dµF) → L2(Rn, dnp) and U1 : L2(R × Sn−1, dt ×
dµSn−1)→ L2(F, dµF), given by the following formulas
U1f(t, φ1, . . . φn−1) =
1√
νn(t)
f(t, φ1, . . . φn−1), f ∈ L2(R× Sn−1, dt× dµSn−1),
U2f(r, φ1, . . . φn−1) = f(t(r), φ1, . . . φn−1), f ∈ L2(F, dµF);
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where in the first formula there is present the additional factor
1√
νn(t)
equal to the square of the Radon-Nikodym derivative of the original mea-
sure with respect to that transformed under the diffeomorphic projection F →
R × Sn−1, absent in the second formula because by the very construction the
projection g : Rn → F preserves the metric and the measure, so that the corre-
sponding Radon-Nikodym derivative is equal 1.
In the the Hilbert space
L2(R× Sn−1, dt× dµSn−1) = L2(R, dt)⊗ L2(Sn−1, dµSn−1)
we consider the self adjoint operator A = H(1) ⊗ 1+ 1 ⊗∆Sn−1 , where H(1) is
the hamiltonian of the one dimensional harmonic oscillator
H(1) = −
(
d
dt
)2
+ t2 + 1,
and ∆Sn−1 is the Laplace operator on the unit (n−1)-sphere Sn−1 (after addition
of the unit operator). It is not difficult to see that an appropriate negative ineger
power −k of ∆Sn−1 (after addition of a constant) is Hilbert-Smidt operator, or
that k-th power of ∆Sn−1 (after addition of constant c1 with c lying in the
resolvent set of ∆Sn−1) is a standard operator on L
2(Sn−1, dµSn−1) . Indeed
it follows from the general properties of the resolvents of Laplace operators on
compact manifolds, but one can check it by an explicit calculation using the
following
Fact
{λ = l(l+ n
0
− 2), l = 0, 1, 2, . . .} = Spec ∆
S
n0−1
with the multiplicity of each λ = l(l+ n
0
− 2) equal to(
l + n
0
− 2
n
0
− 1
)
−
(
l + n
0
− 3
n
0
− 1
)
,
compare e.g. [162], Ch. III. §22.
It is likewise easy to verify that S∆Sn−1 (Sn−1) = C∞(Sn−1), where the system of
norms given by |∆Sn−1k · |L2(Sn−1) is equivalent to the system of norms given by
the suprema sup
s∈Sn−1
of the absolute value |∂k1 . . . ∂kmf(s)| of derivatives ∂k with
respect to one parameter groups of diffeomorphisms generated by one parameter
subgroups of SO(n) naturally acting on Sn−1. It is not difficult to see that an
equivalent system of norms on the nuclear space C∞(Sn−1) is given by the
suprema of the absolute values of derivatives of any order with respect to the
coordinates of the two maps of compact domains obtained by the steregraphic
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projections form the “north” and “south” poles69. Moreover because H(1) and
∆Sn−1 are standard then by the Propositions of Subsect. 5.1 it follows that
A = H(1) ⊗ 1+ 1⊗∆Sn−1 is standard and
SA=H(1)⊗1+1⊗∆Sn−1 (R×Sn−1) = SH(1)(R)⊗S∆Sn−1 (Sn−1) = S(R)⊗C∞(Sn−1),
with the projetive tensor product of the nuclear spaces on the right.
In the next step we apply the unitary operator U = U2◦U1 : L2(R×Sn−1, dt×
dµSn−1)→ L2(Rn, dnp) to the standard operator A = H(1) ⊗ 1+ 1⊗∆Sn−1 on
L2(R× Sn−1, dt× dµSn−1) in order to construct the desired standard operator
A(n) = U
(
H(1) ⊗ 1+ 1⊗∆Sn−1
)
U−1
on L2(Rn, dnp). Let
en,m(t, φ1, . . . φn−1) = hn ⊗ Ym(t, φ1, . . . φn−1) = hn(t)Ym(φ1, . . . φn−1)
be the complete orthonormal system of eigenfunctions of the operaor A = H(1)⊗
1+ 1⊗∆Sn−1 in
L2(R× Sn−1, dt× dµSn−1) = L2(R, dt)⊗ L2(Sn−1, dµSn−1);
note that hn are the Hermite functions – the eigenfunctions of H(1) and Ym
are the eigenfunctions of the Laplace operator ∆Sn−1 on L
2(Sn−1, dµSn−1). The
unitary operator U = U2U1 applied to the complete orthonormal system {en,m}
of eigenfunctions of the self adjoint operator A = H(1) ⊗ 1 + 1 ⊗ ∆Sn−1 gives
the complete othonormal system
Uen,m = un,m
in L2(Rn, dnp) of the self adjoint standard operator A(n), as the unitary equiv-
alence UAU−1 preserves the requirements (A1)-(A3) fulfilled by A.
It is obvious by the very construction that the rotation transformations nat-
urally acting in L2(Rn, dnp) as unitary operators compose unitary symmetries of
the operator A(n), i.e. A(n) is rotationally symmetric. Thus the corresponding
nuclear space SA(n)(Rn) is invariant under rotations which,
as unitary operators on L2(Rn, dnp), transform continuously E = SA(n)(Rn)
into itself. Note that this is not the case for example for the nuclear space
SA(1)(R)⊗ SA(1)(R)⊗ SA(1)(R) ⊂ L2(R3, d3 p)
which is not invariant under rotations.
In the later part of this work we show that E = SA(3)(R3) ⊂ H′ is not only
invariant under rotations but under the full  Lopuszan´ski representation and its
conjugation.
69Another proof that C∞(S1) with the system of norms indicated here is a nuclear countably
Hilbert space may be found e.g. in [62], Ch. 3.6. The proof presented there may likewise be
easily adopted to the more general case C∞(Sn−1).
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Easy computation shows that
ν2(t) =
t+
√
t2 + 4
t2 + 4− t√t2 + 4 ,
ν3(t) =
1
2
(t+
√
t2 + 4)2
t2 + 4− t√t2 + 4 ,
νn(t) =
1
2n−2
(t+
√
t2 + 4)n−1
t2 + 4− t√t2 + 4 ,
For each dimension n there exists the unitary involutive symmetry Inv(n) of A
(n)
in L2(Rn, dnp) and of the corresponding nuclear space SA(n)(Rn) transforming
continously SA(n)(Rn) into itself. Namely we have
Inv(n)f(r, φ1, . . . φn−1) = r
−nf(r−1, φ1, . . . φn−1), f ∈ L2(Rn, dnp).
The general formula for the differential operator A(n) in the speherical coor-
dinates can be explicitly written at once without any computation for arbitrary
n, so writing the explicit formula in the spherical coordinates would be aimless.
The formula for A(n) in the cartesian coordinates can likewise be explicitely
written, but it is more complicated. In particular we have
A(3) = A′′′ =
{
− r
2
r2 + 1
+ r2
}( 3∑
i,j=1
xi
r
xj
r
∂
∂xi
∂
∂xj
)
− r2∆R3 +
{
− r
3(r2 + 4)
(r2 + 1)3
+ 2r
}( 3∑
i=1
xi
r
∂
∂xi
)
+
{r2(r2 + 4)(r2 − 2)
4(r2 + 1)4
+ r2 + r−2
}
.
Note that the operator A(n) is well defined and symmetric on the nuclear
(and thus perfect) space S0(Rn) and transforms S0(Rn) into itself. By the
already cited criterion of Riesz and Szo¨kefalvy-Nagy A(n) possesses an extension
to a self adjoint operator in L2(Rn, dnp), as expected by the very construction
of the operator A(n). Morover because A(n) with domain S0(Rn) possess by
construction the complete orthonormal system belonging to S0(Rn), ten it is
diagonalizable, and thus essentially self adjoint. This means that A(n) with
domain S0(Rn) has exactly one self adjoint extension, let us denote it by the
same sign A(n). Because A(n)
(S0(Rn)) ⊂ S0(Rn), then it follows that
S0(Rn) ⊂ SA(n)(Rn).
The opposite inclusion will be shown latter.
Note that the unitary operator U = U2U1 constructed above defines in a
canonical manner a natural isomorphism of the corresponding nuclear spaces
SA(Rn) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1) = SH(1)(R)⊗ S∆Sn−1 (Sn−1)
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and
SUAU−1 (Rn) = SA(n)(Rn).
Note further that the restriction to the cone (p1)
2 − (p2)2 − . . . − (pn)2 = 0
and p1 > 0 (or p1 < 0) defines a map on SA(n)(Rn), which through the
above canonical isomorphism correspond to the map on SH(1)⊗1+1⊗∆Sn−1 (R ×
Sn−1), which a function in SH(1)⊗1+1⊗∆Sn−1 (R × Sn−1) sends into its restric-
tion to the submanifold of R × Sn−1 given by φ1 = π/4 (or φ1 = 3/4π re-
spectively). In particular the map on SA(n)(Rn), given by the restriction to
the cone (p1)
2 − (p2)2 − . . . − (pn)2 = 0 and p1 > 0 (or p1 < 0), sends an
element of SA(n)(Rn) into an element of SA(n−1)(Rn−1), if and only if the corre-
sponding map on SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1) defined by the restriction to the
latitude φ1 = π/4 (or φ1 = 3/4π respectively) sends the corresponding element
of SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1) into an element of SH(1)⊗1+1⊗∆Sn−2 (R× Sn−2).
Because on the other hand
SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1) = SH(1)(R)⊗ S∆Sn−1 (Sn−1)
has the natural tensor product structure it is easily seen that the map defined
by the restrition to the latitude φ1 = π/4 is a (continuous) map
SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1)→ SH(1)⊗1+1⊗∆Sn−2 (R× Sn−2)
if and and only if the map of S∆Sn−1 (Sn−1), given by the restriction to the
latitude φ1 = π/4, is a map transforming (continulusly) S∆Sn−1 (Sn−1) into
S∆Sn−2 (Sn−2). That the last map is indeed a continuous map easily follows
from the fact that any one parameter group of diffeomorphisms corresponding
to a one parameter subgroup of SO(n− 1) acting naturally on the submanifold
of Sn−1 given by the equation φ1 = π/4 (or φ1 = 3π/4), i. e. on the (n − 2)-
sphere, is a restriction of a one parameter subgroup of SO(n) ⊃ SO(n−1) to the
submanifold φ1 = π/4 (resp. φ1 = 3π/4). The statement likevise easily follows
from the fact that the system of norms on S∆Sn−1 (Sn−1) = C∞(Sn−1), defined
by the suprema of the absolute values of the derivatives with respect to the
coordinates of the two maps given by the steregraphic projections, gives a system
of norms equivalent to the original system given by | · |k = |(∆Sn−1)k · |L2(Sn−1) .
Therefore the map defined by the restriction to the cone defines a continuous
map SA(n)(Rn)→ SA(n−1)(Rn−1) in the nuclear topology. Thus we have proven
the following
LEMMA. The map defined by the restriction of a function on Rn to the cone
(p1)
2−(p2)2− . . .−(pn)2 = 0 and p1 > 0 (or p1 < 0) is a map which continously
transforms SA(n)(Rn) into SA(n−1)(Rn−1).
Note that the restriction to the cone is not continuous as a map S(Rn) →
S(Rn−1). Indeed the restriction to the cone leads to the elimitation of one
coordinate, p1, which has to be expressed as non trivial square root of the sum
of squares of the remaning cartesian coordinates. Such a function leads us out
309
of S(Rn−1), and in particular the diffrentiation operation with respect to the
remaning coordinates leads to a singularity at the zero point, which is of course
impossible for any element of S(Rn−1). This is connected to the fact that
the ordinary Schwartz space S(Rn) does not have any natural tensor product
structure of the form SC(R) ⊗ S∆Sn−1 (Sn−1) and is not naturally isomorphic
to such a tensor product of nuclear spaces SC(R) and S∆Sn−1 (Sn−1) for any
standard operator C on L2(R).
5.4 Multipliers, convolutors and differetiation operaton
on SA(n)(Rn)
In this Subsection we reduce the problem of investigation of multipliers, convo-
lutors, differentiation operation, continuous functionals, . . . on SA(n)(Rn) to the
investigation of of multipliers, convolutors, differentiation operation, continuous
functionals, . . . on
S(R) ⊗ C∞(Sn−1) = SH(1)(R)⊗ S∆Sn−1 (Sn−1) = SH(n)⊗1+1⊗∆Sn−1 (R× Sn−1).
We do it exactly as we did in Subsect. 5.2 by application of the Lemma com-
pletely analogous to the Lemma of Subsect. 5.2, using the identity of the spectra
of the operators A(n) = U
(
H(n)⊗1+1⊗∆Sn−1
)
U−1 and H(n)⊗1+1⊗∆Sn−1 .
This metod uses the natural tensor product structure of SA(n)(Rn) inherited
form the product structure of the manifold R × Sn−1 by the unitary operator
U = U2U1 of Subsection 5.3 transforming SH(n)⊗1+1⊗∆Sn−1 (R × Sn−1) ontoSA(n)(Rn). This metod preferes the generalized spherical coordinates, althogh
theorems reffering to the cartesian coordinates can likewise be reached in this
way. We thus reduce the problem to the investigation of the simpler nuclear
spaces S(R) and C∞(Sn−1).
Before we proceed to the details let us make a general remark that the
presented method admits generalizations. For example we can consider the
two complete orthonormal systems corresponding respectively to the operators
H(n) and A
(n) in L2(Rn). Then we can define a unitary operator (the analogue
of the operator U = U2U1 of Subsection 5.3 by associating each element of
the first complete orhonormal system to a corresponding element in the second
orhonormal system. Although UH(n)U
−1 6= A(n) (exactly as in Subsection
5.2, where H(1) and A
(1) are not unitarily equivalent) the asymptotics of the
spectra of the operators A(n) and H(n) are close enough for the applicability of
the reduction method of Subsection 5.2, as we have shown in the Appendix 9.
In this manner we reduce the problem of determination continuous operators on
SA(n)(Rn) to the determination of continuous operators on the Schwartz space
S(Rn) = SH(n)(Rn) = SΓn(H(1))(Rn) =
(
SH(1) (R)
)⊗n
=
(
S(R)
)⊗n
.
This is likewise quite effective method for investigation of the family of nuclear
spaces SA(n)(Rn).
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For our purposes the first method prefering the spherical coordinates is suf-
ficient and seems to be simpler, as the transformation between the complete
systems Uen,m and en,m is simpler than the transformation expressing Uen,m
in terms of the complete system of eigenfunctions of H(n). For example we have
LEMMA. The functions
r−1 : (r, φ1, . . . φn−1) 7→ r−1 or (p1, . . . pn) 7→
(
(p1)
2 + . . .+ (pn)
2
)−1/2
,
r : (r, φ1, . . . φn−1) 7→ r or (p1, . . . pn) 7→
(
(p1)
2 + . . .+ (pn)
2
)1/2
,
pi : (p1, . . . pn) 7→ pi,
and more generally, the functions r−
1
k , k ∈ N, are all multipliers of the nuclear
algebra SA(n)(Rn).
 Let en,m(t, φ1, . . . φn−1) = hn⊗Ym(t, φ1, . . . φn−1) = hn(t)Ym(φ1, . . . φn−1)
be the complete orthonormal system of the eigenfunctions of the operatorH(1)⊗
1+ 1⊗∆Sn−1 on L2(R× Sn−1, dt× dµSn−1), note also that we are using spher-
ical coordinates. Let Uen,m be the complete system of the operator A
(n) in
L2(Rn, dnp), where U = U2U1 is the unitary transformation of Subsect. 5.3.
Recall that t(r) = r− r−1, compare Subsection 5.3. To simplify notation let us
note the density function on the (n− 1)-spere Sn−1 by ω, so that
ω(φ1, . . . φn−2) = sinn−2 φ1 sinn−3 φ2 . . . sinφn−2,
dµSn−1 = ω(φ1, . . . φn−2)dφ1 . . .dφn−1,
dnp = rn−1drdµSn−1 = r
n−1ω drdφ1 . . . dφn−1,
and
dt× dµSn−1 = ω dtdφ1 . . . dφn−1.
Then for the matrix elements of the operator of multiplication by the function
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r−1 we obtain〈
nm
∣∣∣r−1∣∣∣ n′m′ 〉
=
∫
R3
U(hn ⊗ Ym)(r, φ1, . . . φn−1) r−1 U(hn′⊗Ym′)(r, φ1, . . . φn−1)
dnp︷ ︸︸ ︷
rn−1ω drdφ1 . . .dφn−1
=
∫
R3
1√
ν
n
(t(r))
hn′(t(r))Ym′ (φ1, . . . φn−1) r−1︸︷︷︸
−t(r)+
√
t(r)2+4
2
×
× 1√
ν
n
(t(r))
hn′(t(r))Ym′ (φ1, . . . , φn−1) rn−1ω︸ ︷︷ ︸
νn (t(r))ω
∣∣∣ det ∂(t,φ1,...,φn−1)∂(r,φ1,...,φn−1) ∣∣∣
drdφ1 . . . dφn−1
=
∫
R3
1√
ν
n
(t(r))
hn(t(r))Ym(φ1, . . . φn−1)
−t(r) +√t(r)2 + 4
2
×
× 1√
ν
n
(t(r))
hn′(t(r))Ym′ (φ1, . . . , φn−1)νn(t(r))ω
∣∣∣ det ∂(t, φ1, . . . φn−1)
∂(r, φ1, . . . φn−1)
∣∣∣drdφ1 . . . dφn−1
=
∫
R×S2
hn(t)Ym(φ1, . . . , φn−1)
−t+√t2 + 4
2
hn′(t)Ym′(φ1, . . . , φn−1)ω dtdφ1 . . . dφn−1
=
(
nm
∣∣∣−t+√t2 + 4
2
∣∣∣ n′m′ )
=
∫
R
hn(t)
−t+√t2 + 4
2
hn′(t)dt ·
∫
S2
Ym(φ1, . . . , φn−1)Ym′(φ1, . . . , φn−1)ω dφ1 . . . dφn−1
= δmm′
∫
R
hn(t)
−t+√t2 + 4
2
hn′(t)dt = δmm′
(
n
∣∣∣−t+√t2 + 4
2
∣∣∣n′).
Because the function
g1 : t 7→ −t+
√
t2 + 4
2
is a multiplier of the algebra S(R) = SH(1)(R), then the function
g2 : (t, θ, φ1, . . . φn−1) 7→ −t+
√
t2 + 4
2
is a multiplier of the algebra
SH(1) (R)⊗ S∆Sn−1 (Sn−1) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1).
Indeed: note that the operator Mg2 of multiplication by the function g2, acting
on SH(1)(R)⊗ S∆Sn−1 (Sn−1), is equal to the tensor product
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M
g2
=M
g1
⊗1 of the operatorM
g1
of multiplication by the function g1 and
of the operator 1, acting respectively on SH(1)(R) and S∆Sn−1 (Sn−1), which by
Proposition 43.6 of [183] is a continulos operator
SH(1)(R)⊗ S∆Sn−1 (Sn−1)→ SH(1)(R)⊗ S∆Sn−1 (Sn−1).
Because the spectra of the operators H(1)⊗1+1⊗∆Sn−1 and A(n) = U
(
H(1)⊗
1+ 1⊗∆Sn−1
)
U−1 are identical, as the operators are unitarily equivalent, then
we may proceed as in the proof of the second Lemma of Subsection 5.2 and
show that the function
r−1 : (r, φ1, . . . φn−1) 7→ r−1
is a multiplier of the algebra
SA(n)(Rn) = SU(H(1)⊗1+1⊗∆Sn−1)U−1(Rn).
And similarly because for each k ∈ N the function
t 7→
(−t+√t2 + 4
2
) 1
k
is a multiplier of the algebra S(R) = SH(1)(R), then the function
r−
1
k : (r, φ1, . . . φn−1) 7→ r− 1k
is a multiplier of the algebra SA(n)(Rn).
Similarly because
r =
t(r) +
√
t(r)2 + 4
2
and the function
t 7→ t+
√
t2 + 4
2
is a multiplier of the algebra S(R) = SH(1)(R), then the function r is a multiplier
of the algebra SA(n)(Rn).
Further, the functions
s1 : (φ1, . . . φn−1) 7→ cosφ1,
s2 : (φ1, . . . φn−1) 7→ sinφ1 cosφ2,
s3 : (φ1, . . . φn−1) 7→ sinφ1 sinφ2 cosφ3,
. . . ,
sn−1(φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 cosφn−1,
sn : (φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 sinφn−1,
are easily checked to be multipliers of the nuclear algebra S∆Sn−1 (Sn−1) =
C∞(Sn−1) when using the stereographic projection maps and supremum norms
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metioned in Subsection 5.3. Because of the tensor product structure of the
algebra
SH(1) (R)⊗ S∆Sn−1 (Sn−1) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1).
it follows, again by Proposition 43.6 of [183], that the functions
g1 : (t, φ1, . . . φn−1) 7→ cosφ1,
g2 : (t, φ1, . . . φn−1) 7→ sinφ1 cosφ2,
g3 : (t, φ1, . . . φn−1) 7→ sinφ1 sinφ2 cosφ3,
. . . ,
gn−1 : (t, φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 cosφn−1,
gn : (t, φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 sinφn−1,
are all multipliers of the algebra
SH(1) (R)⊗ S∆Sn−1 (Sn−1) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1).
Thus the functions
f1 : (r, φ1, . . . φn−1) 7→ cosφ1,
f2 : (r, φ1, . . . φn−1) 7→ sinφ1 cosφ2,
f3 : (r, φ1, . . . φn−1) 7→ sinφ1 sinφ2 cosφ3,
. . . ,
fn−1 : (r, φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 cosφn−1,
fn : (r, φ1, . . . φn−1) 7→ sinφ1 . . . sinφn−2 sinφn−1,
are mulitpliers of the algebra SA(n)(Rn), which again may be easily checked by
the computation of the matrix elements 〈nm|fi|n′m′〉 = (nm|gi|n′m′) of the op-
erators of multiplication by the functions (r, φ1, . . . , φn−1) 7→ fi(r, φ1, . . . , φn−1)
and (t, φ1, . . . , φn−1) 7→ gi(t, φ1, . . . , φn−1) and using the identity of the spectra
of the operators A(n) and H(1) ⊗ 1+ 1⊗∆Sn−1 .
On the other hand in the spherical coordinates we have
p1 = r cosφ1,
p2 = r sinφ1 cosφ2,
p3 = r sinφ1 sinφ2 cosφ3,
. . . ,
pn−1 = r sinφ1 . . . sinφn−2 cosφn−1,
pn = r sinφ1 . . . sinφn−2 sinφn−1,
and because composition of continuous operators is continuous, then the oper-
ators of multiplication by the cartesian coordinates are all continuous maps of
SA(n)(Rn) into itself.

Note that using the atlas on Sn−1 consiting of the two steregrapic maps (+)
and (−), corresponding respectively to the projection from the “north pole” and
from the “south pole”, we can easily prove that the functions si, i = 1, . . . n in
the proof of the last Lemma are smooth, i.e. that they are smooth functions in
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the stereographic maps (+) and (−). Of course the domains of the maps (+) and
(−) are compact (in fact they can be choosen to be compact (n−1)-balls around
the origin in the euclidean space Rn−1. Using the norms in S∆Sn−1 (Sn−1) =
C∞(Sn−1) given by the suprema of the absolute values of derivatives of any
order in the coorinates of the two maps (+) and (−) of compact domains, we can
easily show not only that the metioned functions are multipliers (or that they
belong to S∆Sn−1 (Sn−1)), but likewise that the differential operator sinφ1∂φ1
of differentiation with respect to the first “latitude” spherical coordinate φ1,
followed by the operator of multiplication by sinφ1, is an operator mapping
continously S∆Sn−1 (Sn−1) into itself.
For the simplicity of notation, consider the case of the 2-sphere S2 with
φ1 = θ and φ2 = φ. The higher dimensional case is completely analogous.
Formulae connecting the coordinates z = x + iy and ζ = u + iv of the two
steregraphic maps (+) and (−) with the spherical and cartesian coordinates are
very simple. In particular for the map (+){
x = sinφ11−cosφ1 cosφ2,
y = sinφ11−cosφ1 sinφ2,
and
2 x
2+y2
x2+y2+1 − 1 = cosφ1 = s1(φ1, φ2) = p1,
2x
x2+y2+1 = sinφ1 cosφ2 = s2(φ1, φ2) = p2,
2y
x2+y2+1 = sinφ1 sinφ2 = s3(φ1, φ2) = p3.
(p1)
2+(p2)
2+(p3)
2 = 1.
Therefore in the map (+) all the functions si, and in particular the function
cosφ1, are smooth. The same holds in the map (−), and the representations
of the functions si, and in particular of the function cosφ1, in the maps (+)
and (−) glue together and compose smooth functions on the manifold S2. In
particular cosφ1 is a multiplier of the algebra S∆S2 (S2). Easy computation
shows that
sinφ1 ∂φ1 = −x∂x − y∂y in the map (+)
and similarly we get in the second stereographic map (−), so that the repre-
sentations of the operator sinφ1 ∂φ1 in the maps (+) and (−) glue smoothly
to an operator on S2 which maps continously the nuclear space S∆S2 (S2) into
itself. Exactly the same reasoning repeated for the n-dimensional stereogrpahic
projections shows the validity of the following
LEMMA. 1) The function cosφ1, and in general si,i = 1, . . . n, represent
a smooth function on the standard manifold Sn−1, and in particular it is a
multiplier of the algebra S∆Sn−1 (Sn−1). 2) The differential operator sinφ1∂φ1
maps continuously the nuclear space S∆Sn−1 (Sn−1) into itself.
Note that because the spherical coordinates fail at φ1 = 0 or π, and at
φi = 0 or 2π, for i > 1 as a manifold map on the standard differetial manifold
Sn−1, functions that are smooth in terms of these coordinates need not be
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smooth as functions on the manifold Sn−1 for n > 2. In particular cosφ1 is
smooth on the manifold Sn−1, but for example sinφ1, sinφi, cosφi, i > 1 are
not smooth on the manifold Sn−1, n > 2 (with the standard (n − 1)-sphere
manifold structure for each n). Similarly we have for differential operators, for
example the operator ∂φ1 is not continuous as an operator on the nuclear space
S∆Sn−1 (Sn−1) = C∞(Sn−1), n > 2. The spherical functions Y ml on S2 (and the
generalized spherical functions Ym on Sn−1 – the eigenfunctions of the Laplace
operator ∆Sn−1 on Sn−1) are smooth as functions on the manifold S2(resp. on
the standard Sn−1), but this is a very nontrivial fact, and cannot be inferred
from the smoothness of trigonometric functions, but follows for example by the
general properties of Laplace operators on smooth compact manifolds, or more
generally, by the regularity property of elliptic operators on smooth manifolds. It
is rather amaizing that the singularities of trigonometric functions as functions
on the maifold S2 expressed in spherical coordinates cancel out in Y ml (and
generally in Ym as functions on the standard manifold Sn−1).
LEMMA. The operator ∂r continously maps the nuclear space SA(n)(Rn) into
itself.

Again we proceed like in the proof of the first Lemma of this Subsection and
as in the proof of the second Lemma of Subsection 5.2, by computing the matrix
elements
〈
nm
∣∣∂r∣∣n′m′〉 of the operator ∂r in the basis Uen,m of eigenfuctions
of the operator A(n)
in L2(Rn, dnp), and express them in terms of the matrix elemets
(
nm
∣∣∂r∣∣n′m′)
of another operator Op in the basis en,m = hn ⊗ Ym of eigenfunctions of the
operator H(1) ⊗ 1 + 1 ⊗ ∆Sn−1 . The clue is that Op turns out to be an op-
erator mapping SH(1)⊗1+1⊗∆Sn−1 (R × Sn−1) continuously into itself. Namely
computing
〈
nm
∣∣∂r∣∣n′m′〉 as in the proof of the first Lemma of this Subsection
we get〈
nm
∣∣∣ ∂
∂r
∣∣∣ n′m′ 〉 = (nm∣∣Op∣∣n′m′)
=
(
nm
∣∣∣− 1
2
1
νn(t)
dνn(t)
dt
t2 + 4− t√t2 + 4
2
+
t2 + 4− t√t2 + 4
2
∂
∂t
∣∣∣ n′m′ )
= δmm′
∫
R
hn(t)−1
2
1
νn(t)
dνn(t)
dt
t2 + 4− t√t2 + 4
2
+
t2 + 4− t√t2 + 4
2
d
dt
hn′(t)dt
= δmm′
(
n
∣∣∣− 1
2
1
νn(t)
dνn(t)
dt
t2 + 4− t√t2 + 4
2
+
t2 + 4− t√t2 + 4
2
d
dt
∣∣∣n′)
= δmm′
(
n
∣∣Opt ∣∣n′).
Opt is the following operator
−1
2
1
νn(t)
dνn(t)
dt
t2 + 4− t√t2 + 4
2
+
t2 + 4− t√t2 + 4
2
d
dt
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acting on the functions of one real variable. Because the functions
t 7→ t
2 + 4− t√t2 + 4
2
and
t 7→ 1
νn(t)
dνn(t)
dt
are multipliers of the algebra of Schwartz functions S(R) = SH(1)(R) for each
natural n > 2, and because the operator of differentiation d/dt continously maps
S(R) into itself, then the operator Op
t
maps continously S(R) = SH(1)(R) into
itself. Because the operator Op in the above formula, defined on the tensor
product algebra
SH(1)(R)⊗ S∆Sn−1 (Sn−1) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1)
is equal to
Op = Opt ⊗ 1,
then again by Proposition 43.6 of [183]Opmaps continously SH(1) (R)⊗S∆Sn−1 (Sn−1)
into itself. Because spectra of the operators A(n) and H(1) ⊗ 1+ 1⊗∆Sn−1 are
identical, then we may proceed like in Subsection 5.2 and show that the operator
∂r maps continously SA(n)(Rn) = SU(H(1)⊗1+1⊗∆Sn−1)U−1(R× Sn−1) into itself.

LEMMA. The differential operator sinφ1∂φ1 as an operator on SA(n)(Rn)
maps continously the nuclear space SA(n)(Rn) into itself.
 The operator sinφ1∂φ1 as an operator on the nuclear space
SH(1) (R)⊗ S∆Sn−1 (Sn−1) = SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1).
is equal to
1⊗ sinφ1∂φ1
where the operator in the second factor is understood as the operator sinφ1∂φ1
on S∆Sn−1 (Sn−1), which is continuous, as we have already shown in one of
the preceding Lemmas of this Subsection. Thus again by Proposition 43.6 of
[183] the operator sinφ1∂φ1 as an operator on the nuclear space SH(1)(R) ⊗
S∆Sn−1 (Sn−1) is continuous. Again by the identity of the spectra of the op-
erators A(n) and H(1) ⊗ 1 + 1 ⊗ ∆Sn−1 , we infer the continuity of the op-
erator sinφ1∂φ1 as an operator on SA(n)(Rn), because the matrix elements
〈nm| sinφ1∂φ1 |n′m′〉,in the basis Uen,m, of the operator sinφ1∂φ1 understood
as a mapping on SA(n)(Rn) = SU(H(1)⊗1+1⊗∆Sn−1)U−1(R × Sn−1) are equal to
the matrix elements (nm| sinφ1∂φ1 |n′m′), in the basis en,m, of the operator
sinφ1∂φ1 understood as an operator on SH(1)⊗1+1⊗∆Sn−1 (R× Sn−1).

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LEMMA. The operators ∂i =
∂
∂pi
, i = 1, . . . , n, of differetiation with respect
to cartesian coordinates map continously the nuclear space SA(n)(Rn) into itself.
 As we have already noted, the rotations R act naturally as unitary op-
erators U
R
in L2(Rn, dnp), and by the very construction the operator A(n) is
symmetric with respect to rotations A(n) = U
R
(
A(n)
)
U
R
−1. Thus each U
R
transforms continously SA(n)(Rn) into itself, i.e. continously with respect to
the nuclear topology. Therefore it is sufficient to prove our Lemma for the
differential operator
∂
∂p1
= cosφ1
∂
∂r
− sinφ1
r
∂
∂φ1
.
Now by the preceding Lemmas the operators of multiplication by the functions
r−1 and cosφ1 and the differential operators ∂r and sinφ1∂φ1 all map conti-
nously the nucler space SA(n)(Rn) into itself. Because composition of continuous
maps is continuous, our Lemma is proved.

LEMMA. The nuclear spaces SA(n)(Rn) respect Kubo-Takenaka conditions
(H1)-(H3) of Subsect 5.1.
 By construction the eigenfunctions Uen,m = un,m of the operator A
(n),
corresponding to the eigenvalues λnm, are continuous (even smooth). Likewise
by construction there exists an open covering Rn = ∪γΩγ with the property
that for each γ there exists α(γ) > 0 such that for each γ
sup{(λnm)−α(γ) |un,m(p1, . . . pn)|, (p1, . . . pn) ∈ Ωγ , n,m = 1, 2, . . .} <∞.
By the Proposition of the Appendix of [125] the conditions (H1)-(H3) are ful-
filled.

In particular by (H1) each element of SA(n)(Rn) ⊂ L2(Rn) as a class of
functions differing on null sets may be represented by a unique continuous
function on Rn. However by the very construction it follows that every el-
ement of SA(n)(Rn) ⊂ L2(Rn), which is a class of equivalent functions, has a
unique representative being a smooth function. Indeed: note that this is true for
SH(1)(R) = S(Rn) and for SA(1)(Sn−1) = C∞(Sn−1), and on the other hand the
unitary operator U = U2U1 of Subsection 5.3 is constructed from measure space
transformations – the maps from the cylinder R× Sn−1 onto the funnel F and
from the funnel onto the hyperplane Rn – which are at the same time diffeomor-
phisms for the standard manifold structure of the said manifolds: R× Sn−1, F,
Rn. Analogously we have for dim = n = 1 and the operator U0 = U ⊕U ′. Thus
the part of the last Lemma concerning the condition (H1) tells us nothing new.
But the remaning conditions (H2) and (H2) are less trivial. In particular from
the last Lemma it follows that for each p0 ∈ Rn the Dirac delta function δp0 is an
element of the space SA(n)(Rn)∗ dual to the nuclear space SA(n)(Rn). In fact we
will show much more in the next Subsection, namely that SA(n)(Rn) = S0(Rn)
in store of elements and in their nuclear topologies.
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From now on we identify the elements of the nuclear space SA(n)(Rn), i.e.
classes of equivalent functions, with the smooth functions representig them
uniquelly, and thus regard SA(n)(Rn) as ordinary smooth function spaces. In
fact we have already done it implicitly in the proof of the preceding Lemmas of
this Subsection concerned with differential operators.
5.5 The equality SA(n)(Rn) = S0(Rn)
In this Subsection we will use the multiindex notation of Schwartz. Namely q
will stand for q = (q1, q2, . . . , qn) ∈ Nn and in this case |q| = q1 + . . .+ qn, and
the symbol Dq will stand for the differetiation operation Dq = ∂
|q|
∂pq1 ...∂pq1
with
respect to cartesian coordinates, as well as the symbol ϕ(q) for ϕ(q) = Dqϕ. In
general the symbol (q) or (n) with parenthesis in the superscript will always be
understood in this manner, the exception being the the symbol for the operator
A(n).
BecauseA(n) transforms S0(Rn) into itself, then it easily follows that S0(Rn) ⊂
SA(n)(Rn) regarding the store of elements (topology is for a while ignored in this
inclusion relation).
Now let ϕ ∈ SA(n)(Rn) ⊂ L2(Rn, dn p). From the completeness of the or-
thonormal system {un,m = Uen,m} of eigenfunctions of the operator A(n) it
follows that the series
ϕ =
∑
n,m
Cn,m(ϕ)un,m, (237)
where
Cn,m(ϕ) =
〈
un,m
∣∣ϕ〉 = ∫
Rn
un,m(p)ϕ(p) d
n p,
converges in L2(Rn, dn p).
LEMMA. In this case, i.e. when ϕ ∈ SA(n)(Rn), it follows that the series
(237) converges in the nuclear topology of SA(n)(Rn).

Proof is exactly the same as the proof of the first Lemma of Subsection
5.2. 
Because by construction the eigenfuctions un,m = Uen,m of A
(n) belong to
S0(Rn) then from the last Lemma it follows
LEMMA. The space S0(Rn) is dense in SA(n)(Rn) with respect to the nuclear
topology of SA(n)(Rn).
In what follows we show that S0(Rn) with the topology inherited from
SA(n)(Rn) is complete, which by the last Lemma gives the equality SA(n)(Rn) =
S0(Rn) in store of elements. For the proof of the completeness we compare the
system of norms | · |m =
∣∣ (A(n))m · ∣∣
L2(Rn)
on S0(Rn) inherited from SA(n)(Rn),
with the system of norms of a class of countably normed spaces K{M
m
} of
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smooth functions described by Gelfand and Shilov in their classic book [60]. We
choose the system {Mm} such that K{Mm} = S0(Rn) in store of elements and
show that the system of norms onK{M
m
} = S0(Rn) is equivalent to the system
of norms | · |m =
∣∣ (A(n))m · ∣∣
L2(Rn)
inherited from SA(n)(Rn). In particular by
the completeness of the space K{M
m
} (proven in [60]) the completeness of the
topology on S0(Rn) inherited from SA(n)(Rn) will thus follow.
For the proof of the equality of the topology on S0(Rn) inherited from
SA(n)(Rn)
and the topology inherited from S(Rn) we have to compare the system of
norms | · |m =
∣∣ (A(n))m · ∣∣
L2(Rn)
on S0(Rn) inherited from SA(n)(Rn), with the
system of norms inherited from S(Rn) and use the closed graph theorem for
maps of Freche´t spaces.
Let us start by introducing the following two systems of norms on S0(Rn)
|||ϕ|||2m =
∑
k∈Z,0≤|k|,|q|≤m
∫
Rn
∣∣rkϕ(q)∣∣2 dn p (238)
and
||ϕ||m = sup
k∈Z,0≤|k|,|q|≤m,p∈Rn
∣∣rkϕ(q)(p)∣∣. (239)
Note that in the formulas (238), (239) for the norms the index k is an integer,
which may be positive as well as negative. They are well defined on S0(Rn), in
particular for ϕ ∈ S0(Rn) the function rkϕ(q) is not only finite and smooth but
even rkϕ(q) ∈ S0(Rn), and in particular rkϕ(q) ∈ L2(Rn, dn p).
In our first step we show that the two systems of norms (238) and (239) are
equivalent on S0(Rn).
LEMMA. If ϕ ∈ S(R3) and p0 ∈ R3 then
|ϕ(p0)|2 ≤
∫
R3
|ϕ|2 d3 p
+
∫
R3
|∂1ϕ|2 d3 p+
∫
R3
|∂2ϕ|2 d3 p+
∫
R3
|∂3ϕ|2 d3 p
+
∫
R3
|∂1∂2ϕ|2 d3 p+
∫
R3
|∂1∂3ϕ|2 d3 p+
∫
R3
|∂2∂3ϕ|2 d3 p
+
∫
R3
|∂1∂2∂3ϕ|2 d3 p .
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And more generally if ϕ ∈ S(Rn) and p0 ∈ Rn then
|ϕ(p0)|2 ≤
∫
R3
|ϕ|2 dn p
+
∫
R3
|∂1ϕ|2 dn p+ . . .+
∫
R3
|∂nϕ|2 dn p
+
∫
R3
|∂1∂2ϕ|2 dn p+
∫
R3
|∂1∂3ϕ|2 dn p+ . . .
. . .
+
∫
R3
|∂1∂2 . . . ∂nϕ|2 dn p .
 For ϕ ∈ S(R)
ϕ(p0) =
p0∫
−∞
d
dp
ϕ(p) dp.
Thus
|ϕ(p0)| =
∣∣∣∣∣
p0∫
−∞
d
dp
ϕ(p) dp
∣∣∣∣∣ ≤
+∞∫
−∞
∣∣∣ d
dp
ϕ(p)
∣∣∣ dp.
Similarly for ϕ ∈ S(R3)
ϕ(p10, p20, p30) =
p10∫
−∞
∂
∂p1
ϕ(p1, p20, p30) dp1 =
p10∫
−∞
p20∫
−∞
∂
∂p2
∂
∂p1
ϕ(p1, p2, p30) dp1dp2
=
p10∫
−∞
p20∫
−∞
p30∫
−∞
∂
∂p3
∂
∂p2
∂
∂p1
ϕ(p1, p2, p3) dp1dp2dp3,
from which it follows
|ϕ(p0)| ≤
∫
R3
∣∣∣∂1∂2∂3ϕ(p)∣∣∣ d3 p .
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Because for ϕ ∈ S(R3) also ϕ2 = ϕ · ϕ ∈ S(R3), then
|ϕ(p0)|2 = |ϕ2((p0)| ≤
∫
R3
∣∣∣∂1∂2∂3ϕ2∣∣∣d3 p
=
∫
R3
∣∣∣∂1∂2{2ϕ∂3ϕ}∣∣∣d3 p
=
∫
R3
∣∣∣∂1{2∂2ϕ∂3ϕ+ 2ϕ∂2∂3ϕ}∣∣∣d3 p
=
∫
R3
∣∣∣2∂1∂2ϕ∂3ϕ+ 2∂2ϕ∂1∂3ϕ+ 2∂1ϕ∂2∂3ϕ+ 2ϕ∂1∂2∂3ϕ∣∣∣ d3 p
≤
∫
R3
2|∂1∂2ϕ| |∂3ϕ| d3 p+
∫
R3
2|∂2ϕ| |∂1∂3ϕ| d3 p
+
∫
R3
2|∂1ϕ| |∂2∂3ϕ| d3 p+
∫
R3
2|ϕ| |∂1∂2∂3ϕ| d3 p,
so that by the application of the elementary inequality 2|a| |b| ≤ |a|2+ |b|2 valid
for any pair of real or complex numbers a, b to each integrand separately we
obtain the three dimensional assertion of our Lemma.
The proof of the general n-dimensional case is completely analogous.

LEMMA. The systems {||| · |||m}m∈N and {|| · ||m}m∈N of norms on S0(Rn),
given by the formulas (238) and (239) respectively, are equivalent in the sense
of [60].
 That for any m ∈ N there exists such a positive and finite constant cm
that
|||ϕ|||m ≤ cm||ϕ||m, ϕ ∈ S0(Rn)
is obvious, so that the system of norms || · ||m is stronger that the system of
norms ||| · |||m.
The proof of the converse statement is less trival. But applying the last
Lemma to the function rkϕ(m), which for ϕ ∈ S0(Rn) and k ∈ Z likewise
belongs to S0(Rn) ⊂ S(Rn), we easily show existence of a positive and finite
constant ck,q such that for each ϕ ∈ S0(Rn)∣∣rkϕ(q)(p)∣∣2 ≤ ck,q ∑
ν∈Z,|ν|,|(α)|≤|q|+|k|+n
∫
Rn
∣∣rνϕα∣∣2 dn p = ck,q|||ϕ|||2|q|+|k|+n.
Thus it follows that for each m ∈ N there exists natural
m′(m) = 2m+ n > m, and a positive and finite number c′m such that
||ϕ||m ≤ c′m|||ϕ|||2m+n for all ϕ ∈ S0(Rn),
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so that the the two systems of norms || · ||m and ||| · |||m on S0(Rn) are equivalent
in the sense of [60], Ch. I.3.6, pp. 28-30: each norm of the first system is weaker
than some norm of the second system and vice versa.

LEMMA. The system of norms:
| · |m =
∣∣ (A(n))m · ∣∣
L2(Rn)
on S0(Rn) induced from SA(n)(Rn) is equivalent in the sense of [60] with the
system of norms (238):
|||ϕ|||2m =
∑
k∈Z,0≤|k|,|q|≤m
∫
Rn
∣∣rkϕ(q)∣∣2 dn p
on S0(Rn).
 Existence for each m ∈ N of a positive number cm such that for all
ϕ ∈ S0(Rn) the inequalities
|ϕ|2m ≤ cm |||ϕ|||2m+2
are fulfilled follows from the explicit form of the operatorA(n). It likewise follows
from the the continuity of A(n) as an operator transforming S0(Rn) ⊂ SA(n)(Rn)
into S0(Rn) ⊂ SA(n)(Rn). Thus the system of norms | · |m is weaker than the
system of norms ||| · |||m.
The proof of the converese statement is less trivial and uses the results of the
previus Subsection. Namely by the results of the Subsection 5.4 the operators
ϕ 7→ rkϕ(q), k ∈ Z, q ∈ Nn,
map continously the nuclear space SA(n)(Rn) into itself and transform the sub-
space S0(Rn) into itself. Thus for each k ∈ Z and q ∈ Nn there exists such an
m′ = m′(k, q) ∈ N that∫
Rn
∣∣rkϕ(q)(p)∣∣2 dn p = ∣∣rkϕ(q)∣∣2
L2(Rn)
=
∣∣rkϕ(q)∣∣2
0
≤ ck,q
∣∣ϕ∣∣2
m′(p,q),
for all ϕ ∈ S0(Rn). In particular
|||ϕ|||m ≤ max|k|,|q|≤m{ck,q}
∣∣ϕ∣∣
max{m′(k,q)}
where max in in the supscript max{m′(k, q)} is taken over all k, q such that
|k|, |q| ≤ m; so that our Lemma is proved. 
Therefore joining the last two Lemmas we see that system of norms | · |m
inherited from SA(n)(Rn) and the norms || · ||m defined by (239) on S0(Rn)
are equivalent and can be used on S0(Rn) interchangibly. At this point we
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turn to the class of countably normed spaces K{M
m
} of smooth functions of
Gelfand-Shilov [60].
Recall that for the construction of the space K{M
m
} one first assings a se-
quence of functions {M
m
}m=0,1,... on the fundamental space which is a manifold,
in our case Rn, which for each p ∈ Rn
satisfy the inequalities 1 ≤ M
0
(p) ≤ M
1
(p) ≤ . . ., taking on finite or simul-
taneusly infinite values, and continuous everywhere where they are finite. By
definition, the space K{M
m
} consists of all infinitely differentiable functions ϕ
on the fundamental space, in our case on Rn, for which the product functions
p 7→M
m
(p)ϕ(q)(p), |q| ≤ m,m = 0, 1, . . .
are everywhere continuous and bounded in the whole fundamental space, in our
case in the whole Rn. The norms in K{M
m
} are defined by the formulas
⌉ϕ⌈m= sup
|q|≤m,p∈Rn
Mm(p)
∣∣ϕ(q)(p)∣∣, m = 0, 1, 2, . . . . (240)
In particular we have simple
LEMMA. For
M
m
(p) = (r + r−1)m, (241)
(recall that p = (p1, . . . , pn) and r =
(
(p1)
2 + . . .+ (p1)
2
) 1
2 ) we have
K{M
m
} = S0(Rn) in store of elements
(topology is ignored here).
 Indeed, for
M ′′
m
(p) = sup
k∈N,0≤k≤m
rk and M ′
m
(p) = (1 + r)m (242)
we have
K{M ′′
m
} = K{M ′
m
} = S(Rn)
in store of elements and in topology (for spaces of type K{Mm} equality in store
of elements implies equality of topologies), for the proof compare the method
of [60], Ch. II §2.4, easily adopted to our case. From this it easily follows
that for any ϕ ∈ S0(Rn) the function M
m
ϕ(q) ∈ C (Rn) and each norm ⌉ϕ⌈
m
,
m = 0, 1, . . . is finite; which means that ϕ ∈ K{M
m
}.
Conversly: every ϕ ∈ K{Mm} is by construction smooth and for each ϕ ∈
K{M
m
}
ϕ(q)(0) = 0, q ∈ Nn,
sup
k∈N,0≤k,|q|≤m,p∈Rn
rk|ϕ(q)(p)| < +∞, m = 0, 1, . . .
as well as the functions M ′′
m
ϕ(q) are continuous, so that ϕ ∈ S(Rn). Therefore
ϕ ∈ S0(Rn). 
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LEMMA. The topology of the countably normed space K{M
m
} = S0(Rn) de-
fined by the sequence of functions (241) and the system of norms (240) coincides
with the topology on S0(Rn) defined by the system of norms (239), and thus with
the topology on S0(Rn) inherited from SA(n)(Rn).
 For the proof it will be sufficient to show that the system of norms (239)
is equivalent to the system of norms (240) with M
m
defined by (241). But this
equivalence easily follows from the formulas (239), (241) and (240). Indeed:
⌉ϕ⌈
m
= sup
|q|≤m,p∈Rn
(r + r−1)m
∣∣ϕ(q)(p)∣∣
≤ sup
|q|≤m,p∈Rn
(
rm +
(
m
1
)
rm−1r−1 + . . .+
(
m
m
)
r−m
)∣∣ϕ(q)(p)∣∣
≤ sup
|q|≤m,p∈Rn
rm
∣∣ϕ(q)(p)∣∣+ sup
|q|≤m,p∈Rn
(
m
1
)
rm−1r−1
∣∣ϕ(q)(p)∣∣
. . .+ sup
|q|≤m,p∈Rn
(
m
m
)
r−m
∣∣ϕ(q)(p)∣∣
≤ (m+ 1) max
0≤j≤m
{(
m
j
)}
sup
|k|,|q|≤m,p∈Rn
rk
∣∣ϕ(q)(p)∣∣
= (m+ 1) max
0≤j≤m
{(
m
j
)}
||ϕ||m
Conversly:
||ϕ||m = sup
|k|,|q|≤m,p∈Rn
rk
∣∣ϕ(q)(p)∣∣
≤ sup
|q|≤m,p∈Rn
(r + r−1)m
∣∣ϕ(q)(p)∣∣ =⌉ϕ⌈m ,
because
0 < rk < (r + r−1)|k| ≤ (r + r−1)m
for |k| ≤ m, k ∈ Z. 
From the last Lemma we get the following
LEMMA. The linear set S0(Rn) with the topology inherited from SA(n)(Rn) is
a complete linear topological space. In particular it follows that S0(Rn) with the
topology inherited from SA(n)(Rn) is a Fre´chet space, and S0(Rn) = SA(n)(Rn)
in store of elements.
 By the results of [60], Chap. II, the countably normed space K{Mm} =
S0(Rn) defined by the sequence of functions (241) and topology defined by the
corresponding system of norms (240) is complete. By the last Lemma this topol-
ogy onK{Mm} = S0(Rn) coincides with the topology inherited from SA(n)(Rn).
Thus the last topology is complete. From the second Lemma of this Subsection
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and completenes of the topology on S0(Rn) inheritd from SA(n)(Rn) it follows
the equality S0(Rn) = SA(n)(Rn) in store of elements. Because the topology
on S0(Rn) inheritd from SA(n)(Rn) is by construction countably normed and
locally convex, then it is a linear Fre´chet topology. 
The operation of differentiation ∂i with respect to cartesian coordinates
transforms S(Rn) = SH(n)(Rn) continously into itself, and the Dirac delta func-
tional maps S(Rn) continously into C. Thus the subspace S0(Rn) ⊂ S(Rn) as
the intersection of the kernels of continuous maps δ0 ◦ Dq of S(Rn) into com-
plex numbers is a closed subspace of S(Rn). The subspace S0(Rn) with the
topology inherited from S(Rn) is a nuclear space, [62], [183]. Let S00(Rn) be
the Fourier image of S0(Rn) in S(Rn). Because the Fourier transform and its
inverse are continuous maps of S(Rn) onto S(Rn), then S00(Rn) is likweise a
closed subspace of S(Rn).
Therefore the space S0(Rn) is a nuclear space with the topology inherited
form S(Rn) = SH(n)(Rn) = SH⊗n
(1)
(R) and S00(Rn) as well is a nuclear space
with the topology inherited from S(Rn) and moreover we have the following
simple
LEMMA. The space S0(Rn) with the topology inherited from S(Rn) is a Fre´chet
space. The space S00(Rn) with the topology inherited from S(Rn) is a Fre´chet
space.
 The nuclear space S(Rn) = SH(n)(Rn) as a countably Hilbert and com-
plete space is a Fre´chet space. Because any closed subspace of a Fre´chet space
F with the topology induced from F is a Fre´chet space, compare e.g. [183], Part
I, §10, our Lemma is proved. 
LEMMA. The system of norms (239):
||ϕ||m = sup
k∈Z,0≤|k|,|q|≤m,p∈Rn
rk
∣∣ϕ(q)(p)∣∣, m = 0, 1, . . .
on S0(Rn) is stronger70 that than the system of norms
⌉ϕ⌈′
m
= sup
|q|≤m,p∈Rn
(1 + r)m
∣∣ϕ(q)(p)∣∣, m = 0, 1, 2, . . . (243)
on S0(Rn) inherited from K{M ′
m
} = S(Rn).
 The system of norms (243), i.e. ⌉ · ⌈′
m
, on S0(Rn) ⊂ S(Rn) = K{M ′
m
} is
determined by the corresponding system of functions (242)
M ′
m
(p) = (1 + r(p))m.
On the other hand we have already shown that the system of norms (239), i.e.
||ϕ||m = sup
k∈Z,0≤|k|,|q|≤m,p∈Rn
rk
∣∣ϕ(q)(p)∣∣, m = 0, 1, . . .
70The term “stronger” used by us does not exclude the possibility of equivalence.
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on S0(Rn) = K{M
m
}, is equivalent to the system of norms (240), i.e. ⌉ · ⌈
m
,
associated with the system {Mm} of functions (241):
M
m
(p) = (r(p) + r(p)−1)m.
But for each m ∈ N there exists cm > 0 such that
0 < cm <
M
m
(p)
M ′
m
(p)
=
(r + r−1)m
(1 + r)m
, p ∈ Rn;
for example one can put
cm =
(
2 + 2
√
2
3 + 2
√
2
)m
.
Therefore
⌉ϕ⌈′
m
= sup
|q|≤m,p∈Rn
M ′
m
(p)
∣∣ϕ(q)(p)∣∣ ≤ 1
cm
sup
|q|≤m,p∈Rn
M
m
(p)
∣∣ϕ(q)(p)∣∣
=
1
cm
⌉ϕ⌈
m
=
1
cm
(m+ 1) max
0≤j≤m
{(
m
j
)}
||ϕ||m.

Joining the last three Lemmas with the continuity of the Fourier transform
F and its inverse F−1 as maps S(Rn) → S(Rn) and with the closed graph
theorem we obtain
LEMMA. The Fourier transform F : S00(Rn) → S0(Rn) is continuous, if
S00(Rn) is equipped with the topology inherited from S(Rn) and the linear space
S0(Rn) is equipped with the topology inherited from SA(n)(Rn).
 Let φj
j→+∞−−−−→ φ in the topology on S00(Rn) inherited from S(Rn) and let
Fφj
j→+∞−−−−→ ϕ in the topology on S0(Rn) inherited from SA(n)(Rn). Because
the norms | · |m on S0(Rn) inherited from SA(n)(Rn) are equivalent to the norms
|| · ||m given by (239), then by the last Lemma it follows that Fφj j→+∞−−−−→ ϕ in
the topology on S0(Rn) inherited from S(Rn). Because F : S00(Rn)→ S0(Rn)
is continuous in the topologies on S00(Rn) and S0(Rn) inherited from S(Rn)
then the graph of the map F is closed in S00(Rn)×S0(Rn) in the product topol-
ogy of the topologies on S00(Rn) and S0(Rn) inherited from S(Rn). Therefore
ϕ = Fφ.
If follows from this that the graph of F , on the product
S00(Rn) × S0(Rn) of the topology on S00(Rn) inherited from S(Rn) and
the topology on S0(Rn) inherited from SA(n)(Rn), is closed. Because by the
preceding Lemmas the said topologies, i.e. the topology on S00(Rn) inherited
from S(Rn) and the topology on S0(Rn) inherited from SA(n)(Rn) are Fre´chet
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topologies, then we can apply the closed graph theorem, [144], Thm. 2.15, which
says in this case that F is continuous in these topologies. 
We obtain from the last Lemma and from the inverse mapping theorem (or
the open mapping theorem, [144], Thm. 2.11, Corollary 2.12) the following
PROPOSITION. The topology on S0(Rn) inherited from SA(n)(Rn) coincides
with the topology on S0(Rn) inherited from S(Rn); thus
SA(n)(Rn) = S0(Rn) in store of elements and in topology.
We thus can apply the theory of Gelfand and Shilov for the class of spaces
which they denote by K{M
m
} in [60]. In particular the functions of compact
support are dense in S0(Rn) = S
A(n)
(Rn). In particular using the system (241)
of functions Mm(p) for S0(Rn) = K{Mk}, compare [60], Theorem of Chap.
II.4.2, we obtain the following corollary
PROPOSITION. Each continuous functional F˜ in S0(Rn)∗ is a finite sum of
(distributional) derivatives all of a fixed order k of contnuous functions F˜q with
the speed of growth not faster than the power rnk when r → ∞ and not faster
than r−nk when r → 0 with k depending on F˜ :(
F˜ , ϕ˜
)
=
∑
|q|=k
∫
Rn
F˜q(p)D
qϕ˜(p) dnp. (244)
Here q is the miltiindex rangig over all values for which |q| = k. Alternatively
the functional F˜ may also be represented as single (ditributional derivative) af
a single continuous function p 7→ F˜ (p) of growth not faster than positive integer
power at infinity and not faster than a negative integer power at zero:(
F˜ , ϕ˜
)
=
∫
Rn
F˜ (p)Dqϕ˜(p) dnp (245)
for sufficiently large |q|. The same statement holds for F ∈ S00(Rn)∗. Any
continuous functional F ∈ S00(Rn)∗ can be represented by the formula
(
F, ϕ
)
=
∑
|q|=k
∫
Rn
Fq(x)D
qϕ(x) dnx. (246)
or (
F, ϕ
)
=
∫
Rn
F (x)Dqϕ˜(p) dnp (247)
with the corresponding functions x 7→ Fq(x), and respectively x 7→ F (x) contin-
uous of growth not faster than positive integer power at infinity and not faster
than a negative integer power at zero.
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 We apply the Theorem of [60], Chap. II.4.2 to the nuclear space S0(Rn) =
K{Mm} with the system of functions Mm(p) defined by (241), exactly as
Gelfand and Shilov did for the functional on the space S(Rn) = K{Mm} defined
by Mm(x) =
∏m
j=1(1 + |xj |)m in Chap. II.4.3 of their book [61].
The second part of the statement concerning continuous functionals F on
S00(Rn) = S˜0(Rn) follows by application of the inverse Fourier transform71.

5.6  Lopuszan´ski representation acting on the space E =
SA(3)(R3;R4) and the Pauli-Jordan zero mass function
on SA(4)(R4;R)
In the previous Subsections we have used the symbol E for general real standard
countably Hilbert nuclear spaces, constructed from standard operators A on real
Hilbert spaces H , associated with the corresponding Gelfand triples E ⊂ H ⊂
E∗. But from now on we fix the meaning of E as a concrete real nuclear space:
DEFINITION. We put
A = ⊕41A(3) on L2(R3, d3p;R4) = ⊕41L2(R3, d3p;R).
Let
E = SA(R3;R4) = S⊕A(3)(R3;R4) = ⊕41SA(3)(R3;R),
which may be understood as a subspace of the Hilbert space H′ of the space of
the  Lopuszan´ski representation and its conjugation, where the functions ϕ˜ ∈ H′
on the orbit O(1,0,0,1) are treated as functions on R3 with the three momentum
components ~p as the three real coordinates.
By the equality SA(n)(Rn) = S0(Rn) in store of elements and topology
(Proposition of the last Subsetction 5.5) and the results of Subsect. 5.5 we
can use various equivalent systems of norms on SA(n)(Rn) = S0(Rn). Namely
we have for example the following equivalent systems of norms:
{| · |m = |(A(n))m · |L2(Rn)}, {|| · ||m}, {||| · |||m}, {⌉ · ⌈m}, {⌉ · ⌈′m}
on SA(n)(Rn) = S0(Rn) defined in Subsect. 5.5. Various systems of norms are
convenient for various continuity questions. In particular using
71In fact it is not that simple and requires some further analysis. But similar result (244)
(or (247)) in this case may be obtained by using the fact that S0(Rn), and thus S00(Rn),
is a closed subspace of S(Rn). By Hahn-Banach theorem there exists an extension f ∈
S(Rn)∗ of F . We apply the Theorem of Chap. II.4.3 classyfing continuous functionals on
S(Rn), to the extension f and obtain the above representation (246) (or (247)) of F with
x 7→ Fq(x), F (x) with at most power growth at infinity. That the space S00(Rn)∗ contains
also elements F with x 7→ Fq(x), F (x) with the inverse power growth at zero follows from
application of the Fourier transform (understood as a map between S0(Rn) and S00(Rn)) to
homogeneous F˜ (244) (or (245)) with homogeneous p 7→ F˜q(p), F˜ (p). So obtained inverese
Fourier transform F of F˜ will be likewise homogeneous in S00(Rn)∗. The corresponding
x 7→ Fq(x), F (x) need not be homogeneous, but there are multitude of concrete examples in
which they indeed do are, compare e.g. [59] or Section 7.
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the system {⌉ · ⌈
m
} of sup-norms (240) with Mm given by (241), inherited
from K{Mm} = S0(Rn) or the system of sup-norms || · ||m given by (239), the
fact that the representors of the  Lopuszan´ski representation and its conjugation
map the space E continously into itself becomes almost obvious. Joining this
observation with the results of Subsections 5.2-5.5 we obtain in particular the
following corrolary
PROPOSITION. If we construct Gelfand triples E ⊂ ⊕L2(R3) ⊂ E∗ and
E ⊂ ⊕L2(R3) ⊂ E∗, with the help of positive self-adjoint operators resp. A and
F−1AF , then the operators
√
B,
√
B
−1
, the operators of multiplication by the
functions r−1/2(~p) = (~p·~p)−1/4, r1/2(~p) = (~p·~p)1/4, and the differentiation oper-
ator are continuous as operators E → E, and the ordinary Fourier transform F
and its inverse F−1, are continuous resp. as operators E→ E and E → E. It
follows that the operator F defined by (20) treated as operator E ∋ ϕ˜ 7→ ϕ ∈ E
is continuous and onto with the continuous inverse E ∋ ϕ 7→ ϕ˜ ∈ E, where
the functions ϕ˜ on the orbit O(1,0,0,1) are treated as functions on R3 with the
three momentum components ~p as the three real coordinates. The operators J′,
WU (1,0,0,1)  L
a,α
W−1 and
[
WU (1,0,0,1)  L
a,α
W−1
]∗−1
, (a, α) ∈ T4sSL(2,C) preserve E
and are continuous as operators E → E (resp. E → E) with respect to the
nuclear topology. The operators A and F−1AF preserve conditions A1-A3 of
[83], §1 and the spaces E and E preserve the Kubo-Takenaka conditions H1-H3
of [83], §1.
NOTATION. For the simplicity of notation we will frequently use for the
operator
A = ⊕41A(3) on L2(R3, d3p;R4) = ⊕41L2(R3, d3p;R)
the same symbol A(3) and in general for the operator
B′ = ⊕k1B on L2(R3, d3p;Rk) = ⊕k1L2(R3, d3p;R)
the same symbol as for B whenever it is clear that it is equal to the k-fold direct
sum of the operator B. In particular we will use the same symbol F for the
Fourier operator
⊕41F on L2(R3, d3p;R4) = ⊕41L2(R3, d3p;R)
acting on four-component functions as for the Fourier operator acting on one-
component scalar functions.
In particular we will write SA(n)(Rn) for SA(n)(Rn;R4) or even for SA(n)(Rn;C4)
whenever it it is clear that the functions in SA(n)(Rn) are R4- or C4-valued, in
order to simplify notation. Sometimes we omit the complexification sign (·)C
in such expressions like EC = SA(3)
(
R3;R4
)
C
= SA(3)
(
R3;C4
)
, whenever it it
obious if we are talking of real or complex valued functions, or whenever a
statement holds for both cases.
We write sometimes A′, A′′, A′′′, . . . for A(1), A(2), A(3), . . .. 
From the results of Subsect. 5.2 – 5.5 it follows
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PROPOSITION. The following maps
S00(Rn) F−→ S0(Rn)
= SA(n)(Rn) restriction to the cone−−−−−−−−−−−−−−→ SA(n−1)(Rn−1) = S0(Rn−1),
are continuous. In particular
S00(R4;C4) F−→ S0(R4;C4)
= SA(4)(R4;C4) restriction to the cone−−−−−−−−−−−−−−→ SA(3)(R3;C4) = EC
are continuous.
 This is a consequence of the Lemma of Subsection 5.3 and the equality
SA(n)(Rn) = S0(Rn) proved in Subsection 5.5.
Let us give another proof. Let (p0, p1, p2, . . . , pn−1) be the cartesian coor-
dinates of p in Rn and let O = {p : p20 − p21 − . . . − p2n−1 = 0, p0 > 0} or
O = {p : p20 − p21 − . . . − p2n−1 = 0, p0 < 0} be the (positive or negative) sheet
of the cone in Rn. Let us denote (p1, p2, . . . , pn−1) by p and for the radius
function r(p) =
√
p21 + p
2
2 + . . . p
2
n−1 in R
n−1 we put |p|. Then for the radius
function r(p) =
√
p20 + p
2
1 + . . .+ p
2
n−1 in R
n we have the following relation on
the (positive or negative) sheet O of the cone
r(p) =
√
2|p|, p = (±|p|,p) ∈ O.
In the proof we will use the system {||·||m}m∈N of norms (239) in S0(Rn−1) =
SA(n−1)(Rn−1) and in S0(Rn) = SA(n)(Rn).
Note that for ϕ˜ ∈ S0(Rn) the restriction to the sheet O of the cone is defined
by
ϕ˜|
O
(p) = ϕ˜(±|p|,p),
so that
|p|k ∂
∂pi
ϕ˜|
O
(p) = |p|k ∂
∂pi
ϕ˜(±|p|,p)
=
( 1√
2
)k
r(p)k
( ∂
∂pi
ϕ˜(±|p|,p)± ∂
∂p0
ϕ˜(±|p|,p) p1|p|
)
i = 1, 2, . . . n− 1.
From this the inequality
||ϕ˜|
O
||
m
≤
√
2
m
3m||ϕ˜||
m
(248)
follows. Because the system of norms || · ||
m
is equivalent to the system of norms
(240), i.e. ⌉ ·⌈
m
, associated with the system {M
m
} of functions (241), definining
the space K{M
m
} = S0(Rn−1) (compare Subsect. 5.5), then it follows from
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(248) and Subsection 5.5 (compare also [60], Chap. II) that ϕ˜|
O
∈ S0(Rn−1)
and that the restriction
S0(Rn) ∋ ϕ˜ 7→ ϕ˜|
O
∈ S0(Rn−1)
to the (positive or negative sheet O of the) cone is continuous as a map from
S0(Rn) into S0(Rn−1).

The nuclear test spaces S0(R4),S0(R3) and S00(R4),S00(R3) are fundamen-
tal for the correct understanding of the zero mass Pauli-Jordan distribution as
the commutation function of mass-less free fields understood as integral kernel
operators with vector-valued kernels in the sense of [126] in the white noise setup
(when multiplied by the respective smooth invariant factor correspondingly to
the particular zero mass field, e.g. gµν in case of the field Aµ). These test spaces
(of resp. scalar–, four vector– e.t.c. valued functions) compose the indispesible
ingrediend as the proper domain(s) for commutator function(s). Although the
Pauli-Jordan function extends over to an element of S(R4)∗, and moreover this
extension is unique if we require preservation of homogeneity and support. This
fact has very important consequence for the splitting problem, compare discus-
sion in Subsection 5.7. Nonetheless we describe here the zero mas Pauli-Jordan
commutator function totally within its proper domain S0(R4),S0(R3). The
reason is that within its proper domain the Pauli-Jordan zero mas commuta-
tor function is more easily managable and we avoid indispesible regularizations,
necessary when using the improper domain S(R4) with mathematical rigour.
Namely the “singular function”
gµν D˜0(p) =
δ(p0 − |p|)− δ(p0 + |p|)
|p| = gµν sign p0 δ(p · p), (249)
with gµνsign p0 δ(p · p) as a (Fourier transformed) commutator function of the
field Aµ(x), cannot be interpreted as a distribution on S(R4), whenever the
electromagntic potential field Aµ(x) is constructed as an integral kernel operator
with vector-valued kernel in the sense of [126], within the white noise setup.
This has been already explained in Section 3.6, 4.4, and will be summarized as
Theorm 6, Subsection 5.10. Nonetheless the meaning of the pairing (D˜0, ϕ˜) is
clear: the symbol
(D˜0, ϕ˜) =
∫
R4
D˜0(p)ϕ˜(p) d
4p
stands for the value of of functional on ϕ˜, defined by the integration of ϕ˜ along
the light cone with respect to the induced invariant measure of the restriction
of the test function ϕ˜ to the cone O1,0,0,1 ⊔O−1,0,0,1 = {p : p · p = 0} taken with
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opposite signs on the two sheets of the cone. Namely
(D˜0, ϕ˜) =
∫
p·p=0,p0>0
ϕ˜|
p·p=0,p0>0(p) dµ|p·p=0,p0>0(p)
−
∫
p·p=0,p0<0
ϕ˜|
p·p=0,p0<0(p) dµ|p·p=0,p0<0(p), ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4),
which is a well defined continulus functional on S0(R4) as a function of ϕ˜ ∈
S0(R4) and a continuous functional on S00)(R4) as a function of ϕ ∈ S00(R4).
The functional (D˜0, ϕ˜) as a function of ϕ ∈ S00)(R4) is by definition equal to
(D0, ϕ), so that D˜0 is the Fourier transform of the fuctional D0, and
(D˜0, ϕ˜) = i
∫
x·x=0,x0>0
ϕ|
x·x=0,x0>0(x) dµ|x·x=0,x0>0(x)
− i
∫
x·x=0,x0<0
ϕ˜|
x·x=0,x0<0(x) dµ|x·x=0,x0<0(x) = (D0, ϕ),
ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4),
is a well defined continuous functional on S00(R4) as a function of ϕ ∈ S00(R4)
so that the value (D0, ϕ) of the functional D0 is equal to the integration along
the light cone of the restriction of the test function ϕ to the cone with respest to
the induced invariant measure on the cone, taken with opposite signs on the two
sheets of the cone. Thus the functionals D0 and D˜0 operate identically on the
test functions in their domains, which reflects the intuition that the “singular
functions” D˜0(p) and D0(x) are equal (replacing the variable p in the first with
the variable x we obtain the other and vice versa, compare [29], pp. 276-277):
D0(x) = i
δ(x0 − |x|)− δ(x0 + |x|)
|x| == signx0 δ(x · x). (250)
Namely we have the following
PROPOSITION.
(D˜0, ϕ˜) =
∫
p·p=0,p0>0
ϕ˜|
p·p=0,p0>0(p) dµ|p·p=0,p0>0(p)
−
∫
p·p=0,p0<0
ϕ˜|p·p=0,p0<0(p) dµ|p·p=0,p0<0(p)
= 2πi
∫
x·x=0,x0>0
ϕ|
x·x=0,x0>0(x) dµ|x·x=0,x0>0(x)
− 2πi
∫
x·x=0,x0<0
ϕ|
x·x=0,x0<0(x) dµ|x·x=0,x0<0(x) = (D0, ϕ), (251)
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is a well defined continuous functional on S0(R4) as a function of ϕ˜ ∈ S0(R4)
and a continuous functional on S00)(R4) as a function of ϕ ∈ S00(R4)
 Consider the following four maps. 1) The map ϕ˜ 7→ ϕ˜|
O1,0,0,1
of S0(R4)
into S0(R3), 2) the map ϕ˜ 7→ ϕ˜|
O−1,0,0,1 of S0(R4) into S0(R3), 3) the multipli-
cation by the function p 7→ 1|p| mapping S0(R3) into itself, and 4) the map
ϕ˜|
O
7→
∫
ϕ˜|
O
(p)d3p, O = O1,0,0,1,O−1,0,0,1
of S0(R3) into complex numbers. The functional ϕ˜ 7→ (D˜0, ϕ˜) is equal to the
composition of the maps 1), 3) and 4) minus the composition of the maps 2),
3) and 4). Now the maps 1) and 2) are continuous by the preceding Proposi-
tion, the map 3) is continuous by the results of Subsections 5.4 and 5.5, and
finally continuity of the map 4) easily follows when using the system of norms
(239). Continuity of the functional ϕ˜ 7→ (D˜0, ϕ˜) thus follows. Contunuity of the
functional ϕ 7→ (D˜0, ϕ˜)
follows from the continuity of the functional ϕ˜ 7→ (D˜0, ϕ˜) and from the
continuity of the Fourier transform S00(R3)→ S0(R3).
Thus in order to prove the equality (251) of the assertion it will be sufficient
to prove it for ϕ ranging over a subspace dense in S00(R4), or what amounts to
the same thing for ϕ˜ ranging over the subspace dense in S0(R4). By the results
of Subsection 5.5 the space of smooth functions with compact support is dense
in S0(R4), so it will be sufficient to prove (251) for all ϕ ∈ S00(R4) for which ϕ˜
has compact support.
Note that S0(R3)⊗S0(R) ⊂ S0(R4), but S0(R3)⊗S0(R) 6= S0(R4), so that
S0(R3) ⊗ S0(R) is not dense in the nuclear topology in S0(R4). Nonetheless
the restriction to the cone of the elements S0(R3) ⊗ S0(R) ⊂ S0(R4) may ap-
proximate the restriction of any element of S0(R4) to the cone in the nuclear
topology of S0(R3)⊕S0(R3) on the cone, which follows easily from the general
form of eigenfunctions of the standard operators A(n) as well as the first Lemma
of Subsection 5.5. Because the left hand side (D˜0, ϕ˜) of (251) is concentrated on
the light cone its value depends only on the restriction ϕ˜|
O1,0,0,1⊔O−1,0,0,1 (p) =
ϕ˜(p, p0 = ±|p|) of the Fourier transform ϕ˜ to the cone. Thus it will be suffi-
cient to prove (251) for such ϕ that ϕ˜ has compact support and the restriction
ϕ˜(p,±|p|) has the following form ξ˜⊗η˜(p,±|p|) = ξ˜(p)η˜(±|p|), with ξ˜ ∈ S0(R3),
η˜ ∈ S0(R) of compact support.
Thus let ϕ be any such function belonging to S00(R4) that ϕ˜ ∈ S0(R4) has
compact support and such that
ϕ˜(p,±|p|) = ξ˜(p)η˜(±|p|) =
∫
R3
d3 xξ(x)e−ip·x
∫
R
dx0 η(x0)e
i±|p|x0
=
∫
R4
d3xdx0 ξ(x)η(x0)e
−ip·x±i|p|x0 =
∫
R4
d4x ξ ⊗ η(x)e−ip·x±i|p|x0
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with ξ˜ ∈ S0(R3), η˜ ∈ S0(R) of compact support and with ξ ∈ S00(R3), η ∈
S00(R). We prove (251) for such ϕ. By construction
(D0, ϕ) = (D0, ξ ⊗ η), (252)
because
(D0, ϕ1) = (D˜0, ϕ˜1) = (D˜0, ϕ˜2) = (D0, ϕ2)
whenever the restrictions of ϕ˜1 and ϕ˜2 coincide on the light cone in the momen-
tum space.
In this case where ϕ˜ is of compact support we may apply the Fubini theorem
to the integral on the left hand side of (251):
(D˜0, ϕ˜) =
∫
O1,0,0,1
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)
−
∫
O−1,0,0,1
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p)
=
∫
R3
1
|p| ϕ˜(p, |p|) d
3p−
∫
R3
1
|p| ϕ˜(p,−|p|) d
3p
=
∫
R3
d3p
1
|p|
∫
R3
d3x
∫
R
dx0ξ(x)η(x0) e
−ip·x+i|p|x0
−
∫
R3
d3p
1
|p|
∫
R3
d3x
∫
R
dx0ξ(x)η(x0) e
−ip·x−i|p|x0 , (253)
where the integrals ∫
R3
d3p . . .
can be taken over a compact domain, e.g. a ball B of raduis sufficienly large to
contain the compact support of the function ϕ˜ restricted to the cone.
Now consider the integrant functions
h+ : p× (x× x0) 7→ 1|p|e
−ip·x+i|p|x0ξ(x)η(x0),
h− : p× (x× x0) 7→ 1|p|e
−ip·x−i|p|x0ξ(x)η(x0)
in the above expression. Then
h+ = (g ⊗ (ξ ⊗ η)) · e+ and h− = (g ⊗ (ξ ⊗ η)) · e−
where (g ⊗ (ξ ⊗ η))(p, x) = g(p)ξ ⊗ η(x) and where
g(p) =
1
|p| and e±(p) = e
−ip·x±i|p|x0 .
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Because (by an easy application of the Scholium 3.9 of [158]) the functions e+, e−
are measurable functions of absolute value equal one on the product measure
space B × R4, and g, ξ ⊗ η are measurable over the measure spaces B and R4
respectively, then again by Scholium 3.9 of [158], h+ and h− are measurable on
the product measure space B × R4 and moreover because g is integrable, i.e.
belongs to L1(B, d3p)
and ξ⊗η ∈ L1(R4, d4x), then h+, h− are integrable over the product measure
space B× R4 and Fubini theorem (Corollary 3.6.2 of [158]) is applicable to the
integrals (253). Therefore for the sum of the integrals (253) we obtain∫
R3
d3x
∫
R3
d3p
1
|p|e
−ip·x
∫
R
dx0ξ(x)η(x0) e
i|p|x0
−
∫
R3
d3x
∫
R3
d3p
1
|p|e
−ip·x
∫
R
dx0ξ(x)η(x0) e
−i|p|x0
=
∫
R3
d3x
∞∫
0
|p| d|p|
π∫
0
2π∫
0
sin θdθdφe−i|p||x| cos θ
∫
R
dx0ξ(x)η(x0) e
i|p|x0
−
∫
R3
d3x
∞∫
0
|p| d|p|
π∫
0
2π∫
0
sin θdθdφe−i|p||x| cos θ
∫
R
dx0ξ(x)η(x0) e
−i|p|x0
=
2π
i
∫
R3
d3x
1
|x|ξ(x)
∞∫
0
d|p|{ei|p||x| − e−i|p||x|} ∫
R
dx0η(x0) e
i|p|x0
− 2π
i
∫
R3
d3x
1
|x|ξ(x)
∞∫
0
d|p|{ei|p||x| − e−i|p||x|} ∫
R
dx0η(x0) e
−i|p|x0 , (254)
where, inspired by the hint of Dirac [29], pages 276-277, we have used the polar
coordinates |p|, θ, φ, with x as pointing to the “north pole”, in the integration∫
R3
d3p . . .
and where the range of the integration
∞∫
0
d|p| . . .
in the integrals (254) can be taken to be finite and the upper bound ∞ can be
replaced with the radius of the ball B.
Because η˜ belongs to S0(R), then the integrals
+∞∫
−∞
daeia|x|η˜(a)
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and
+∞∫
−∞
dae−ia|x|η˜(a)
converge absolutly, and as functions of |x| belong to S00(R), so that the hint of
Dirac [29], pages 276-277, becomes legitimate and the sum (254) of integrals is
equal to
2π
i
∫
R3
d3x
1
|x|ξ(x)
+∞∫
−∞
da eia|x|
∫
R
dx0η(x0) e
iax0
− 2π
i
∫
R3
d3x
1
|x|ξ(x)
+∞∫
−∞
da e−ia|x|
∫
R
dx0η(x0) e
iax0
= 2πi
∫
R3
d3x
1
|x|ξ(x)
∫
R
da
∫
R
dx0 η(x0)
{
ei(x0−|x|)a − ei(x0+|x|)a}. (255)
Because η˜ belongs to S0(R) ⊂ S(R), then inversion formula for the Fourier
transform, [144], Thm. 7.7, is applicable to the integral (255), which by the
said formula is equal to
2πi
∫
R3
d3x
1
|x|ξ(x)η(|x|)− 2πi
∫
R3
d3x
1
|x|ξ(x)η(−|x|)
= 2πi
∫
x·x=0,x0>0
(ξ ⊗ η)|
x·x=0,x0>0(x) dµ|x·x=0,x0>0(x)
− 2πi
∫
x·x=0,x0<0
(ξ ⊗ η)|
x·x=0,x0<0(x) dµ|x·x=0,x0<0(x) = (D0, ξ ⊗ η),
and by (252) the last expression is equal to (D0, ϕ) for all ϕ ∈ S00(R4) with ϕ˜ ∈
S0(R4) of compact support such that ϕ˜(p,±|p|) = ξ˜⊗η˜(p,±|p|) = ξ˜(p)η˜(±|p|),
with ξ˜ ∈ S0(R3), η˜ ∈ S0(R) of compact support. Therefore (251) is proved. 
Note that because D˜0 is concentrated on the light cone in the momentum
space then
(D0,ϕ) = 0, ϕ ∈ S00(R4).
REMARK 1. Note that (249) understood as a distribution has the inter-
pretation of the operation of integration along the cone of the restriction to the
cone taken with the opposite signs on the two sheets of the cone, and as such is a
well defined functional over S0(R4) . The symbol 1|p|δ(p0−|p|) cannot be inter-
preted simply as the ordinary multliplication of the Dirac delta distribution by
the function p 7→ 1|p| , even within S0(R4)∗ because the function is not any mul-
tiplier of the algebra S0(R4). Indeed recall that (p, p0) 7→ 1r(p,p0) = 1√p20+|p|2 is
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a multilplier of S0(R4) but not the function (p, p0) 7→ 1|p| . It is the continuity of
the restriction to the (positive or negative sheet of the) cone as a map S0(R4)→
S0(R3) which allows to multiply the delta function δ(p0 − |p|) by the function
p 7→ 1|p| , because the last function indeed is a multiplier of the algebra S0(R3).
Nonetheless the ordinary formal rules for differentiation operations are applica-
ble to the symbol (249). Namely the functional (249), as element of S0(R4)∗
defined by the singular cone submanifold {p, P (p) = p20−p21−p22−p23 = 0} in R4
can be identified with distribution sign p0 δ(P ), where δ(P ) is the distribution
determined by the quadratic form P , compare [59], Chap.II.2.1, and denoted
there by δ(P ). In case the quadtratic form P , or generally function P , is smooth
around the submanofold P = 0 and nonsingular around P = 0, there is nat-
ural and essentially unique construction for δ(1)(P ), δ(2)(P ), . . ., compare [59],
Chap.II.1. If the submanifold {p, P (p) = 0} contains singular ponits (as is the
case for the cone) the construction of δ(1)(P ), δ(2)(P ), . . . is less naturall and in
general singularities appear in the value
(
δ(k)(P ), ϕ˜
)
, ϕ˜ ∈ S(R4), constructed as
for the nonsingular manifold P = 0, if the value or the derivatives of ϕ˜ do not
vanish at singular points, at least up to some order depening on k and the order
of singularity of the manifold P = 0. But if the singular points of the manifold
P = 0 compose a disctrete saparated set, or a finite set, the value
(
δ(k)(P ), ϕ˜
)
,
computed as for the smooth case, can be regularized. Thus definition of the
counterparts for δ(1)(P ), δ(2)(P ), . . . is still posible, but the regularization is in
general non unique. For the subspace S0(R4) these difficulties disappear for
the quadratic form P (p) = p20 − p21 − p22 − p23 = p · p, and the definition of
δ(1)(P ), δ(2)(P ), . . . becomes unique with the preservation of all formal rules for
differentianion of distributions applicable to the symbolic function
δ(p0 − |p|)− δ(p0 + |p|)
|p| = sign p0 δ(p · p).
Unfortunately the values, and the values of derivatives, at zero are in general not
equal to zero for elements ϕ of S00(R4). In particular for the proof of D0 = 0
the formal rules for differentiation of distribution functions would be insufficient,
and explicit computation of the Fourier transform D˜0 was necessary.

5.7 Splitting of homogeneous distributions in S00(Rn)∗ and
in
(S00(R4)∗)n⊗
In the proof of the next Proposition we need a connection between the functions
f on R which are Fourier transforms of square integrable functions F supported
on the positive half R+ of R, and the Hardy space H2(H) of functions holomor-
phic on the upper half H ⊂ C of the complex plane, H = {(p+ iq) ∈ C, q > 0}.
This connection is summarized in the Paley-Wiener theorem for the functions
whose Fourier transforms are boundary values of holomorphic functions on the
upper half complex plane. In the proof of the next Proposition we use a con-
struction of a unitary oparator U transforming the Hardy space H2(D) on the
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unit disk in C onto the Hardy space H2(H), which preserves the holomorphic
structure (resp. of D and H) and the smooth structure of the boundaries (resp.
S1 and R), and which is naturally generated by conformal equivalence between
D and H. Regularity at the point at “infinity”∞ on the boundary unit circle S1
is restored by using the standard operator A = UH(1)U
−1 on L2(S1), defining
the nuclear space SA(S1),
and which is the image of the nuclear Schwartz space SH(1)(R) = S(R) on the
boundary R of H under the he unitary operator U . Here H(1) is the Hamiltonian
operator of the one dimensional oscillator and SA(S1) turns out to be equal to
the nuclear space of all smooth functions on the boundary S1 vanishing together
with all derivatives at the pole of the conformal mapping defining the conformal
equivalence of D and H.
Let us recall the Paley-Wiener theorem72 characterizing Fourier transforms
of functions supported on the positive real line, as elements of the Hardy space
H2(H), as well as the most important properties of H2(D), which we will use
below (for a proof compare [145], Chap. 17 and 19)
THEOREM (of PAEY-WIENER for H2(H)). Let H(H) be the linear space of
holomorphic functions on the upper half H of the complex plane C.
1) Suppose that f ∈ H(H) and
sup
0<q
1
2π
+∞∫
−∞
|f(p+ iq)|2 dp = C < +∞. (256)
Let for each q > 0, fq(p) = f(p + iq). (256) means that fq, q > 0 forms
a bounded set in L2(R). Then there exists f∗ ∈ L2(R) such that fq → f∗
in L2(R), as q → 0+, and fq → f∗ pointwise almost everywhere on the
boundary R of H, i.e.
lim
q→0+
+∞∫
−∞
|f(p+ iq)− f∗(p+ iq)|2 dp = 0, (257)
the Fourier transform of f∗ and of fq for each q > 0, is supported on R+,
i.e.
f∗(p) =
+∞∫
0
F (x)eixpdx, (258)
and
f(z) =
+∞∫
0
F (x)eizpdx (z ∈ H),
72Recall that this is a particular case of the whole family known as “Paley-Wiener theo-
rem(s)”, all characterizing Fourier transforms of functions with a specified support, as e.g.
compact, or compact and convex, e.t.c..
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and finally
||f∗||2 =
+∞∫
0
|F (x)|2 dx = C. (259)
2) Let f∗ ∈ L2(R) be such that (258) holds, i.e. its Fourier transform F is
supported on R+. Let us define f on H by the formula
f(z) =
∫
R
F (x)eizp dx.
Then f ∈ H(H) and satisfies (256).
Note that H2(H) consists of all those f ∈ H(H) for which (256) holds and
the norm
∣∣∣∣f ∣∣∣∣
H2
of f in H2(H) is precisely equal to the number C in (256), so
that the above version of Paley-Wiener theorem gives us natural identification
of the Hilbert space of Fourier transforms f∗ of functions F in L2(R) with
suppF ⊂ R+ with the Hardy space of f in H2(H).
Let us remind now definition and fundamental properties of the Hardy space
H2(D) of Holomorphic functions g on the open unit disc D = {z ∈ C, |z| < 1}
in C. For any g ∈ H(D) we define
V (g; r) =
(
1
2π
π∫
−π
|f(reiα)|2 dα
)1/2
, and
∣∣∣∣g∣∣∣∣
D2
= lim
r→1
V (g; r).
Then the Hardy space H2(D) is the space of all those f ∈ H(D) for which∣∣∣∣g∣∣∣∣
D2
<∞, and the Hilbert space norm of g ∈ H2(D) is given by ∣∣∣∣g∣∣∣∣
D2
.
Analogously as the space of f in H2(H) has a natural identification with the
closed subspace of f∗ in L2(R) (here with R regarded as the boundary of H)
consisting of Fourier transforms f∗ of functions F in L2(R) with suppF ⊂ R+,
we have analogous property for H2(D). Namely the space of g in H2(D) can
be naturally identified with the closed subspace of these g∗ in L2(S1) whose
Fourier coefficients ĝ∗(n) vanish for negative integers n. Here S1 is regarded
as the boundary of D. Compare the Theorem below. Recall that the norm of
g∗ ∈ L2(S1) is defined by
||g||2 =
(
1
2π
π∫
−π
|g∗(eiα)|2 dα
)1/2
,
and that each g∗ ∈ L2(S1) has the Fourier coefficients equal
ĝ∗(n) =
1
2π
π∫
−π
g∗(eiα)e−inα dα, n ∈ Z.
The most importatnt properties of H2(D) are collected in the following the-
orem (for a proof, compare [145], Chap. 17)
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THEOREM. 1) A function g ∈ H(D) of the form
g(z) =
+∞∑
n=0
anz
n, z ∈ D,
belongs to H2(D) if and only if
∑ |an|2 <∞; in this case
∣∣∣∣g∣∣∣∣
D2
=
( +∞∑
n=0
|an|2
)1/2
.
2) If g ∈ H2(D), then g has the radial limit g(reiα) → g∗(eiα), as r → 1,
at almost each point α of the boundary circle S1 of D to a function g∗ ∈
L2(S1). The n-th Fourier coefficient of the fuction g∗ is equal an, if n ≥ 0,
and is equal zero, if n < 0. The following L2(S1)-approximation is valid
lim
r→1
1
2π
π∫
−π
|g(reiα)− g∗(eiα)|2 dα = 0.
The function g is given by the Poisson as well as the Cauchy integral for-
mula over the boundary S1 and the boundary function g∗ as the integrand:
if z = reiα ∈ D, then
g(z) =
1
2π
π∫
−π
Pr(α− t)g∗(eiα) dt
and
g(z) =
1
2πi
∫
S1
g∗(ζ)
ζ − z dζ.
3) The map g → g∗ is an isometry of the Hardy space H2(D) onto the closed
subspace of L2(S1) consisting of all those g∗ ∈ L2(S1) for which ĝ∗(n) = 0
for all n < 0.
Now we are ready to give a proof of the following
PROPOSITION. 1) The nuclear space S00(Rn) = S˜0(Rn) = ˜SA(n)(Rn)
contains no function with compact support.
2) Let Sn−1 ⊂ Rn be the unit (n − 1)-sphere centered at zero. For any open
set Ω ⊂ Sn−1 there exists a nonzero function ϕ ∈ S00(Rn) whose support
lies within the cone CΩ determined by the open set of directions Ω. The
same holds for any translation of this cone. For such ϕ, and any open ball
U ⊂ Rn of finite radius, the Fourier transform ϕ˜ ∈ S0(Rn) cannot vanish
identically on U .
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 Let ϕ ∈ S00(Rn) be a function of compact support. Then by one of the
classic versions of the Paley-Wiener theorem for Fourier transforms of compactly
supported L2 functions ([144], Thm. 7.22), ϕ˜ ∈ S0(Rn) is the restriction to the
boundary Rn of the ”upper half” of the Cn complex space of an entire function
of exponential type of n complex variables. Because all derivatives of ϕ˜ vanish
at zero along the boundary R, then ϕ˜ = 0, and thus ϕ = 0. The first assertion
thereby follows.
Concerning the second assertion, we start at dimension n = 1. In this case
we show that there exists ϕ ∈ S00(R) with suppϕ ⊂ R+. We have to show
that there exists a function f∗ ∈ S0(R) ⊂ S(R), whose Fourier transform F has
support in R+.
Let us consider first the whole Hilbert space of functions f∗ ∈ L2(R) whose
Fourier transforms F are supported in R+. This is the Paley-Wiener Hilbert
space of boundary values f∗ of analytic functions f ∈ H2(H) of the above
version of Paley-Wiener theorem. It is equal to the closed subspace of L2(R),
with R understood as the boundary of H, naturally isomorphic to the Hardy
space H2(H).
Now we consider a unitary operator U mapping H2(D) onto H2(H), which
is generated by the conformal equivalence
c : D ∋ z → z′(z) = −iz − 1
z + i
∈ H, c−1 : H ∋ z′ → z(z′) = z
′ − i
iz′ − 1 ∈ D.
Namely for any f ∈ H(H) and g ∈ H(D), we define the following operators
Uf(z) =
√
2(z − i)−1 f(z′(z)), U−1 = 1√
2
(z(z′) + i) g(z(z′)).
Of course U maps holomorphic functions on H into holomorphic functions on
D, and vice versa for U−1. Both, U and U−1, are isometric between the Hardy
spaces, because the absolute values of the multipliers in their definitions are
precisely the square roots of the inverses of the Radon-Nikodym derivatives
of c– (or resp. c−1–) transformed measures with respect to non-transformed
measures (as computed for induced measures on one dimensional curves in C):
dz′
dz
=
2
(z + i)2
.
The operators are by construction mutually inverse, and possess natural exten-
sions on the boundary value functions, g∗ amd f∗, corresponding to the elements
g and f of H2(D) and H2(H) respectively.
Consider now elements f∗ ∈ S(R) with R understood as the boundary of H,
but in general we do not assume that there exist the corresponding f ∈ H2(H),
for which f∗ is the boundary value function, equal almost everywhere to the
pointwise limit of f on the boundary R of H. The operators U and U−1 still
make sense for such functions, and are unitary between the whole Hilbert spaces
L2(R) and L2(S1). We now find the images Uf∗ = g∗ of such elements under
U . Of course in general Uf∗ = g∗ will not be equal to any boundary value
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function corresponding to any element g of H2(D). The space S(R) can be
regarded as the Gelfand-Shilov nuclear space K{M ′′
m
} of smooth functions, with
the family of functions M ′′
m
defined by (242), compare Subsection 5.5 or [60],
Chap. II. Now it is easily checked that whenever f∗ ∈ K{M ′′
m
} = S(R) on R,
then Uf∗ ∈ K{Mn} of functions on S1 with
M
n
(α) = |eα − i| M ′′
m
(
c(eiα)
)
.
Here c is the conformal mapping definig conformnal equivalence between D and
H, which streams to infinity at the pole −i = ei3π/2, i.e. at the point α = 3π/2
of the unit circle S1. By the general theory K{M
n
} is a nuclear space of smooth
functions on the circle S1, which vanish together with all derivatives at the pole
α = 3π/2 of the conformal map c. One can prove this exactly as we did for
the S0(Rn) in Subsection 5.5, or compare the general theory in [60], Chap. II.
Therefore the boundary value functions g∗ = Uf∗ ∈ L2(R) corresponding to
the elements f∗, with f∗ ∈ S(R) (with the corresponding f ∈ H2(H) existing
or not) are smooth functions on S1 vanishing together with derivatives of all
orders at the pole −i = e−3π/2 of the map c, i.e. at the pont of the circle S1
which corresponds via the map c to the point at infinity on the boundary R of
H.
Consider now an element f∗ ∈ S(R) of the Paley-Wiener space for which
the corresponding f ∈ H2(H) exists, or what amounts to the same thing, an
element f of H2(H) corresponding to the function F which not only belongs
to L2(R) and has support in R+, but moreover F ∈ S(R). This means that
the corresponding boundary value function f∗ ∈ L2(R) on R, regarded as the
boundary of H, is equal to the Fourier transform of a function F ∈ S(R).
Because Fourier transform maps S(R) onto S(R), then f∗ ∈ S(R).
Thus among the elements of the Hardy space H2(D) there are elements
g = Uf (with f∗ ∈ S(R) such that f ∈ H2(H)) whose boundary value functions
g∗ are smooth and whose drivatives of all orders vanish at the pole −i of c.
Now we repeat the whole construction of the operator U but with the con-
formal map c replaced with another, which differs from c by the factor eiπ , i.e.
by additional π-rotation of the unit disk D and the boundary circle, moving
the pole of c from −i to i. The same construction of smooth element g∗ with
all derivations vaishing at the pole of c gives a function g∗ in the Hardy space
H2(D), smooth on S1 vanishing together with all derivatives at the new pole
i = eiπ/2 of the new conformal map c.
Note that the rotation of the disk D induces a map transforming the Hardy
space H2(D) onto H2(D). This is not the case for reflection or complex con-
jugation. Recall that according to the above stated Theorem on the H2(D),
Fourier coefficients ĝ∗(n) of the boundary valued elements g∗ corresponging to
the elements g of H2(D) are zero for all negative integers n. Therefore complex
conjugation and reflection73 lead us out of the Hardy space H2(D). Nonethe-
les pointwise multiplication is allowed. Moreover, the continuous elements g∗,
73This is of importance which in conjuction with Stone-Weirestrass theorem explains the
considerable loss of flexibility in uniform approximation within the space of continuous g∗, with
g ∈ H2(D), corrsponding via U to the Paley-Wiener space of Fourier transforms of functions
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with g ∈ H2(D), compose a Banach algebra with pointwise multiplication and
supremum norm, which is a closed subalgebra of the Banach algebra C (S1) of
all continuous functions on S1, endowed with the supremum norm, compare
[145]. In particular the function constructed above by pointwise multiplication
of the two g∗-s with g ∈ H2(D), is therefore justified and gives again a boundary
valued element of a function in H2(D).
Now mutliplying two such constructed g∗ (with g in the Hardy space H(D)),
both smooth, first vanishing together with all derivatives at −i, the second one
vanishing together with all derivatives at i, we obtain a third smooth function
g∗ on S1 (with g ∈ H2(D)) which vanishes together with all derivatives at
the two points −i, i of the unit boundary circle S1. By construction this g∗ is
in K{M
n
}, and U−1g∗ is in K{M ′′
m
} = S(R). The function U−1g∗ vanishes
together with derivatives of all orders at the zero point of the boundary R of H.
Hence U−1g∗ ∈ S0(R). Because by construction U−1g∗ belongs to H2(H), then
the Fourier transform F of U−1g∗ is supported on the positive half of the real
line. Thus we can take ϕ = F . This gives a proof of the first part of assertion 2)
for dimension n = 1 and for the cone which degenerates in this case to the half
space x > 0. In order to obtain the assertion for the cone (half space) x > a, for
some real a 6= 0, it is sufficient to take an ordinaty translation of F constructed
above with the corresponding U−1g∗ ∈ S0(R) multiplied by the phase eipa.
Let us prove the second part of the assertion 2) for n = 1. Suppose that for
some non empty open ball U ′ ⊂ R of finite radius there exists a nonzero element
f∗ ∈ S(R) with f ∈ H2(H), such that f∗ vanishes identically on U ′. This
would imply existence of a nonzero g∗ = Uf∗ with g ∈ H2(D) which vanishes
identically on a nonempty open 74 ball U = c(U ′) in S1. By applying a rotation
to this g∗ (and resp. g ∈ H2(D)) with the rotated U covering the pole −i, we
obtain a nonzero function f∗ = U−1g∗ which necessary has compact support
and lies in the Paley-Wiener space, i.e. for which the corresponding f ∈ H2(H)
exists. In this case we obtain non zero compactly supported function f∗ equal
to the Fourier transform of function F supported on the positive half of the real
line. But again by the Paley-Wiener theorem, characterizing Fourier transforms
of compactly suppoerted L2 functions ([144], Thm. 7.22), this F would be equal
to the restriction to R (understood as the boundary of H) of an entire function,
and as supported on R+ would be zero. This condradicts our assumtion that
f∗ 6= 0, because F = 0 forces f∗ = 0. The second part of assertion 2) for n = 1
supported on the positive half of the real line. Indeed racall that by the Stone-Weierstrass
theorem, a linear algebra A of continuous complex valued functions on a compact space S
is uniformly dense in the algebra C (S) of all continuous functions on S if the following two
conditions hold. I) The algebra A is closed under complex conjugation. II) A separates points
of S: for any two points s1, s2 there exists a function g ∈ A such that g(s1) 6= g(s2). Now
it is easily checked that continuous g∗ with g ∈ H2(D) are sufficient to separate the points of
S1 (take e.g. the functions g∗(α) = einα, n = 1, 2, . . .). Nonetheless the algebra of continuous
g∗ with g ∈ H2(D) is not closed under the complex conjugation, and the Stone-Weierstrass
theorem is not applicable. In fact we will show that for any open subset U ⊂ S1 no element
g∗ 6= 0, with g ∈ H2(D), exists vanishing identically on U .
74Note that c transforms finite open intervals of R into “finite” open intervals of S1, i.e. not
containig the pole −iS1.
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is thereby proved.
Concernig the assertion 2) for n = 2 and the special cone CΩ with the apex
at zero and consisting of the first quarter {(x, y) ∈ R2, x > 0, y > 0} , i.e.
Ω = (0, π/2), we can use
ϕ(x, y) = φ⊗ ψ(x, y) = φ(x)ψ(y) (260)
with φ, ψ ∈ S00(R) fulfilling the assertion 2) for dimension n = 1, and the cones
(half lines) x > 0 and y > 0. We can do this because by the results of the
preceding Subsections S00(R)⊗S00(R) ⊂ S00(R×R) = S00(R2). Note however
that S00(R) ⊗ S00 6= S00(R2), contrary to the case of the ordinary Schwartz
space.
Consider now a more general cone CΩ ⊂ R2 determined by Ω ⊂ S1 equal to
(π/4− ǫ, π/4 + ǫ),
still lying in the first quarter of the plane R2, symmetrically with respect
to the line x = y and with arbitraty small angle diameter |Ω| = 2ǫ. We can
apply appropriate linear transformation L in R2, for example appropriate two
dimensional Lorentz transformation L in R2, which changes the support of (260)
equal to the first quarter into the cone CΩ, Ω = (π/4− ǫ, π/4 + ǫ). In this way
we obtain the required function ϕ′ ∈ S00(R2) with suppϕ ⊂ CΩ by applying
this linear transformation L to the function (260):
ϕ′(x, y) = ϕ
(
L(x, y)
)
. (261)
In order to obtain the required ϕ′′ ∈ S00(R2) with suppϕ′′′ ⊂ CΩ with arbitraty
small angle diameter |Ω| and arbitraty direction we can apply euclidean rotation
R in R2 to the function (261):
ϕ′′(x, y) = ϕ′
(
R(x, y)
)
.
Generalization of this proof of 2) to higher dimensions is now obvious, con-
cerning at least the existence of ϕ ∈ S00(Rn) with suppϕ ⊂ CΩ for arbitrary
open subset Ω ⊂ Sn−1.
The proof of the second part of 2) for n > 1, cannot be similarly reduced to
the case n = 1, because the n-fold projective tensor produnct S00(R) ⊗ . . . ⊗
S00(R) is a proper subset of S00(Rn). Nonetheless the second part of 2) is
likwesie true for higher dimensions.
In order to see it, note please, that there exist natural extensionsH2(Dn), H2(Hn),
of the Hardy space constructions H2(D), H2(H), to higher dimensions in Cn.
Similarly there exist an analogous Paley-Wiener theorem for H2(Hn) charc-
terizing Fourier transforms of functions F ∈ L2(Rn) with the support of F
concentrated in the half space of Rn. Thus the proof of the whole assertion
2) could have been given for all dimensions with the appropriate construction
of the unitary operator U : H2(Dn) → H2(Hn). However we dispense with
detailed presentation, as the idea of the proof of 2) (including the second part
of the assertion) should be clear now.

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Let for any fixed λ > 0, Sλ be the scale transformation Sλϕ(x) = ϕ(λx)
acting in the respective space of test functions ϕ on Rn. Let us remind that
a functional F ∈ S00(Rn)∗ (or in any other test space of functions on Rn) is
called homogeneous of degree degF if for all λ > 0, and all test functions ϕ(
SλF, ϕ
)
=
(
F, Sλ−1ϕ
)
= λdegFλn(F, ϕ). (262)
Similarily for any a ∈ Rn and the translation Ta : x 7→ x − a we define the
translation Taϕ(x) = ϕ(x− a) of ϕ, and dually the translation(
TaF, ϕ
)
=
(
F, T−aϕ
)
of the functional F on the test function space.
Note that even if the functional F˜ ∈ S0(Rn)∗ (or resp. F ∈ S00(Rn)∗) is
homogeneous, the corresponding functions p 7→ F˜q(p), p 7→ F˜ (x) (resp. Fq, F )
representing this
functional as in the last Proposition of Subsection 5.5, formulas (244) or (245)
(resp. (246) or (247)), need not be homogeneous. This is because homogeneity
is preserved on the subspaces S0(Rn) (resp. S0(Rn)):
(
SλF˜ , ϕ˜
)
=
(
f˜ , Sλ−1 ϕ˜
)
= λdeg fλn(f, ϕ) ϕ˜ ∈ S0(Rn) ⊂ S(Rn),
resp.
(
Sλf, ϕ
)
=
(
F, Sλ−1ϕ
)
= λdegFλn(f, ϕ) ϕ ∈ S00(Rn) ⊂ S(Rn).
A simple inspection will show that there are in general many inhomogeneous
functions x 7→ Fq(x), x 7→ F (x) (or functions x 7→ Fq(x), x 7→ F (x) of var-
ious homogeneities not equal degF ) for which the corresponding functionals,
defined as in (244) or (245) (resp. (246) or (247))) are identically zero on the
subspace S00(Rn)∗. In general such admixture of nonhomogeneous (or with
various homogeneities) degenerating to zero on S0(Rn) (resp. S0(Rn)) cannot
in general be clearly separated off. In particular existence of a homogeneous
extension f ∈ S(Rn)∗ of a general homogeneous F ∈ S00(Rn)∗ is far not ob-
vious. Situation is still less trivial if in addition we will require preservation
of the support, say of conic-type-shape, during this extension. Nonetheless sit-
uation becomes much better if we have the functional F ∈ S00(Rn)∗ (resp.
F˜ ∈ S0(Rn)∗) in more explicit form. For example suppose that we know from
the outset the corresponding continuous functions x 7→ Fq(x), x 7→ F (x) giving
the representation (244) or (245) (resp. (246) or (247)) of the functional. More-
over suppose that that all functions x 7→ Fq(x), x 7→ F (x) are homogeneous of
degree degF − |q|. Finally suppose that degF is an integer (for simplicity).
In this case the functional F can be extended with preservation of homogene-
ity degree and the support, provided it is of conic-type shape. The additional
complications comes when the integer degF < −n + 1, so that the functions
x 7→ Fq(x), F (x) (in the last Proposition of Subsection 5.5) cease to be locally
integrable around zero. In this case the integrals in the formula (244) or (245)
(resp. (246) or (247)) for the functional should be understood in the regularized
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sense preserving homogeneity (compare [59]). In this situation we may extend
F with preservation of homogeneity and even the support (provided it has a
natural conic shape). If the homogeneity degree is noninteger and less than
−n+1 situation becomes slightly more complicated due mainly to the fact that
the regularization of the integrals (244) or (245) (resp. (246) or (247)) is slightly
less easily managable in computations, compare [59]. If degF ≥ −n+ 1 − |q|,
where n is the dimension of the space Rn on which the test functions live, local
integrability of the functions x 7→ Fq(x), F (x), p 7→ F˜q(p), F F˜ (p) in (244) or
(245) (resp. (246) or (247)) is assured degFq > −n+1 and no regularization is
needed there, although in further computations is unavoidable.
PROPOSITION. 1) To each functional F ∈ S00(Rn)∗ there exists (in gen-
eral non unique), extension f ∈ S(Rn)∗. For any two possible extensions
f, f ′ the difference f
∆
= f − f ′ runs over the following set of functionals
f∆ equal (
f∆ , ϕ
)
=
∑
|q|<N
∫
Rn
cqx
qϕ(x) dnx,
where N ranges over all natural numbers. Here multiindex notation of
Schawartz is unsed with q equal to the multiindex q = (q0q1q2q3) with
|q| = q0 + . . .+ q3 and xq =
(
x0
)q0(
x1
)q1(
x2
)q2(
x3
)q3
.
2) Let S be any family of open subsets Ω ⊂ Sn−1 of Sn−1 centered at zero.
Let C ⊂ Rn be the complementary Rn\ ∪Ω∈S CΩ in Rn, i.e. C is the
complementary set (in the set theoretical sense) of any set theoretic sum of
open cones CΩ all ceneterd at zero. Let F ∈ S00(Rn)∗ be any homogeneous
of degree degF functional. Let degF ∈ Z and suppF ⊂ C. Let for
F there exists the representation (246) or (247) of the last Proposition of
Subsection 5.5, with homogeneous of degree degF−|q| functions x 7→ Fq(x)
(or resp. homogeneous of degree degF − |q| continuous function x 7→
F (x)). In this case there exists unique homogeneous extension f ∈ S(Rn)∗
of F with deg f = degF and
supp f ⊂ C.
3) Let F ∈ S00(Rn)∗ be homogeneous. Let F˜ ∈ S0(Rn)∗ be the Fourier
transform of F . Then F˜ is likewise homogeneous. Suppose there exist
extensions f ∈ S(Rn)∗ and fˆ ∈ S(Rn)∗ respectively of F and F˜ , preserving
homogeneities and supports. Then there exist numbers cα for multiidices
α with |α| = degF , such that
f˜ − fˆ =
∑
|α|=degF
cαD
αδ(p), f − ˜ˆf = ∑
|α|=degF
cαx
α,
in the notation of Schwartz.
, Ad 1). Because S00(Rn) is a closed subspace of S(Rn),
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then by the Hahn-Banach theorem there exists an extension f ∈ S(Rn)∗ of
F ∈ S00(Rn)∗. Applying Fourier transform we have an extension f˜ ∈ S(Rn)∗
(equal to the Fourier transform of f) of the functional F˜ ∈ S0(Rn)∗ (equal to
the Fourier transform of F ). Therefore for any two such extensions f, f ′ we
have (
f˜ , ϕ˜
)
=
(
f˜ ′, ϕ˜
)
, for all ϕ˜ ∈ S0(Rn) ⊂ S(Rn).
Because S0(Rn) contains all smooth functions with compact support K ⊂
Rn\{0}, then the support of f˜ − f˜ ′ ∈ S(Rn)∗ is equal to the single zero point
set {0}. The general functional in S(Rn)∗ supported on {0} has the following
form ([60], Chap. II.4.5)
f˜ − f˜ ′ =
∑
|q|≤N
cqD
qδ(x).
Applying the inverse Fourier transform to f˜ − f˜ ′ we obtain the assertion 1).
Ad 2) For simplicity we assume degF ∈ Z. Because by assumption the
continuous functions x 7→ Fq(x) (resp. the function x 7→ F (x)) representing the
functional as in (246) or (247) are homogeneous of degree degF + |q|, then, by
comparizon to Thm. [60], Chap. II.4.3 we see that the same formula (246) or
(247) defines a continuous functional f in S(Rn)∗. In case degF + |q| < −n+1
the integrals (246) or (247) are understood in regularized sense, [59]. Because
x 7→ Fq(x) (resp. the function x 7→ F (x)), are homogeneous of degree degF+|q|,
the functional f is homogeneous of degree degF .
Let CΩ be any open cone (say for Ω ∈ S). Suppose that for any function
ϕ ∈ S00(Rn) with suppϕ ⊂ CΩ (there exists such nontrivial ϕ by the preceding
Proposition)
(
F, ϕ
)
= 0. We will show that for the constructed extension f ∈
S(Rn)∗ we have(
f, ϕ
)
= 0, for all ϕ ∈ S(Rn) with suppϕ ⊂ CΩ.
We will proceed as in the proof of the last Proposition starting at dimension
n = 1. We will use notation from this proof. Racall that in the case n = 1 the
cone Cω degenerates to x > 0 half line.
Let us assume for simplicity that degF = deg f ∈ Z. Thus for continuous
and homogeneous function x 7→ f(x) with deg(x 7→ f(x)) = deg f + q ∈ Z we
need to show that from(
f, ϕ
)
=
∫
R
f(x)
dqϕ
dxq
(x) dx = 0, for all ϕ ∈ S00(R) with suppϕ ⊂ R+,
(263)
it follows that(
f, ϕ
)
=
∫
R
f(x)
dqϕ
dxq
(x) dx = 0, for all ϕ ∈ S(R) with suppϕ ⊂ R+. (264)
The integral in (263) is identically zero if q ≥ deg(x 7→ f(x)) irrespectively if
ϕ ∈ S00(R) or ϕ ∈ S(R) with suppϕ ⊂ R+. Therefore we may assume that
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q < deg
(
x 7→ f(x)). The integral in (263) and (264) is understood in the sense of
regularization, [59], Chap. I.1.7, eq. (3), when ϕ ∈ S(R). Note however that in
our case ϕ(0) = dϕdx (0) =
d2ϕ
dx2 (0) = . . . = 0 by the assumption that suppϕ ⊂ R+.
So in our case the integral (264) coincides with ordinary nonregularized integral
in both cases ϕ ∈ S00(R) or ϕ ∈ S(R).
Thus we need to show that for any fixed integer m and b ∈ R, from(
f, ϕ
)
=
∫
R
b xmϕ(x) dx = 0, for all ϕ ∈ S00(R) with suppϕ ⊂ R+, (265)
it follows(
f, ϕ
)
=
∫
R
b xmϕ(x) dx = 0, for all ϕ ∈ S(R) with suppϕ ⊂ R+. (266)
But from (265) it follows(
f, ϕ
)
=
∫
R
bxmϕ(x− a) dx = 0,
for all ϕ ∈ S00(R) with suppϕ ⊂ R+, and all a > 0. (267)
By applying Fourier transform to (267) we obtain
(
f, ϕ
)
=
∫
R
b
dmδ
dxm
(p− a) ϕ˜(p) dp = b d
mϕ˜
dpn
(a) = 0,
for all ϕ ∈ S00(R) with suppϕ ⊂ R+, and all a > 0, (268)
if the integer m ≥ 0, or (up to irrelevant constant)(
f, ϕ
)
= b
∫
R
sign (p− a) pm−1ϕ˜(p) dp = b
∫
R
sign p ˜ϕ(|m|−1)(p) dp = 0,
for all ϕ ∈ S00(R) with suppϕ ⊂ R+, and all a > 0, (269)
for the integer m < 0. Here ϕ(|m|−1) = d
|m|−1ϕ
dx|m|−1
On the other hand if ϕ ∈ S00(R) and suppϕ ⊂ R+, then for any positive
integer m, xmϕ, d
m−1ϕ
dm−1x ∈ S00(R) and supp
(
xmϕ
) ⊂ R+, supp (dm−1ϕdm−1x ) ⊂ R+.
Therefore by the preceding Proposition, assertion 2), for each fixed ϕ ∈ S00(R)
with suppϕ ⊂ R+ the value x˜mϕ(a) = d
nϕ˜
dpn (a) 6= 0 for some a > 0. In particular
for each fixed ϕ in (268) the value d
nϕ˜
dpn (a) 6= 0 for at lest some (in fact almost
all) a > 0. Thus from (268) it follows that b = 0 and supp
(
x 7→ f(x)) ⊂ R−.
Similarly for each fixed ϕ in (269) d˜
|m|−1ϕ
d|m|−1x (a) = a
|m|−1ϕ˜(a) 6= 0 for almost all
a > 0. Therefore the integral∫
R
sign (p− a) pm−1ϕ˜(p) dp
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in (269) cannot be zero for all a > 0. Therefore it follows from (269) that
b = 0, or that supp
(
x 7→ f(x)) ⊂ R−. Thus from (265) it follows (266).
Therefore for dimension n = 1 for any open cone CΩ (half line), from F
∣∣
CΩ
= 0
it follows for the homogeneous extension f that f
∣∣
CΩ
= 0.
When the homogeneity degree of F is noninteger the integer m will have
to be replaced with the corresponding non integer number λ. The additional
complication comming in is that the Fourier transform of the homogeneous
distribution function xm (which we use during the proof), is now replaced with
the Fourier transform of the homogeneous distribution function (x + i0)λ. For
detailed analysis of this distribution compare [59]. Its Fourier transform need
slightly more sophisticated regularization, [59].
Similar proof based on the same principle, i.e. assertion 2) of the preceding
Proposition, can be extended to higher dimensions without essential modifica-
tions.
Ad 3). f˜ and fˆ coincide on S0(Rn) by assumption. Therefore supp (f˜ −
f˜ ′
)
= {0} follows as the proof of the assertion 1). Restriction tothe subset α
with |α| = degF follows from homogeneity.

In particular for any homogeneous distribution F in S00(R4)∗ which is suf-
ficiently regular, i.e. F may be represented by the formula (247) with the
corresponding function x 7→ F (x) in (247) which is homogeneous of degree
degF −|q|, and with the support equal to the set theoretical sum Γ+(0)∪Γ−(0)
of the closed forward cone Γ+(0) and the closed backward cone Γ−(0) of zero
(i.e. Γ+(0) ∪ Γ−(0) = {0}), there exists unique homogeneous of degree degF
extension f ∈ S00(R4)∗ of F , such that supp f = suppF = Γ+(0)∪ Γ−(0). The
same holds true if we replace Γ+(0),Γ−(0) with the forward and backward light
cones (boundaries of the convex closed forward and backward cones centered
at zero). Of course the same will hold for cones centered at any other point,
provided we replace f, F with the corresponding translations.
This is of considerable importance and allows to extend the splitting method
of Epstein-Glaser, [43], §5, for causal dictributions over to the realm of ho-
mogeneous causal distributions (and their translations) on S00(R4) and more
generally on S00(R4)n⊗. In order to split a homogeneous distribution, with
the support say Γ+(0)∪Γ−(0) into the difference of homogeneous distributions
each supported respectively on Γ+(0), Γ−(0), we extend the initial distribu-
tion with the preserevation of homogeneity and the support Γ+(0) ∪ Γ−(0)
over to S(R4) and apply the splitting of Epstein-Glaser, [43], §5, to the ex-
tended distribution. This method can, in an obvious way, be extended over the
spaces of tensor product distributions F ⊗ G ⊗ . . . ⊗ L in En⊗, for homoge-
neous F,G, . . . , L ∈ E∗ = S00(R4)∗, by extending each factor F,G, . . . , L over
to a distribution over S(R4), with preservation of the support and homogeneity
degree. This makes sense if the supports in
(
R4
)n×
= R4n are the cartesian
products of cones Γ±(0) with fixed vertex 0. The same holds of course for any
other fixed vertex with the distributions accordingly translated. Still one can
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extend this metod over to tensor products of distributions in which the distri-
butions F,G, . . . L are either over E1 or E2, where E1 = S00(R4) or E2 = S(R4),
provided that each factor distribution in F ⊗G ⊗ . . . ⊗ L is homogeneous and
regular in the sense defined above whenever it is a factor in E∗1 acting on E1.
This is in fact sufficient for the splitting of causal distributions in the causal
perturbative series, in case the theory contains (at the free level) massive as
well as zero mass fields, such as the electromagnetic potential field A.
The most important example which can be extended and split in this way
is the zero mass Pauli-Jordan function D0. It is nonetheless crucial to under-
stand that as a comutator function of the zero mass field, D0 or respectivey
gµνD0, is a distribution over S00(R4) and not over S(R4). Similarly its Fourier
transform D˜0 (resp. gµνD˜0) is a distribution over S0(R4), and not over S(R4).
This follows from the principles of QFT relating construction of free fields to
the representation theory of the double covering of the Poincare´ group, and
the white noise construction of free fields75. We have explained this in details
for the free electromagneic field Aµ in previous Subsections and in the next
Subsection. This fact is also transparently expressed by the continuity of the
restriction map ϕ˜→ ϕ˜∣∣
O
, where O is the positive energy sheet of the light cone
– the orbit defining the representation pertinent to zero mass field, i.e. electro-
magnetic potential field, as explained in previous Subsections. The restriction
is naturally a map S0(R4) → S0(R3), as explained in the prevous Subsection.
This continuity gives the natural and immediate linkage between the elements
of single particle Hilbert space H′ of the field and the distributional solutions
F ∈ S00(R4)∗ of d’Alembert equation, as it should be for correctly defined free
zero mass quantum field. Indeed for any S ∈ S0(R3)∗ = E∗ ⊃ H′, which for
regular S is identifiable with ordinary function on the orbit O, there corresponds
naturally and uniquelly the functional F˜ ∈ S0(R4) given by the formula
F˜ (ϕ˜) = S(ϕ˜
∣∣
O
). (270)
F˜ is well defined because of the continuity of the restriction map ϕ˜→ ϕ˜∣∣
O
. The
closure of the smooth regular elements S ∈ E∗ with respect to the one particle
Hilbert space76 inner product does not leads us out of the space E∗, and in this
case each element of the single particle Hilbert space is in a natural manner a
solution F ∈ S00(R4)∗ of d’Alembert equation. Namely F is precisely the inverse
Fourier transform of the functional F˜ defined by the state S ∈ S0(R3)∗ = E∗
as in the formula (270). F is a solution of d’Alembert equation because by
constructon F˜ is supported on the light cone in momentum space. The fact that
the completion with respect to the inner product of the single particle subspace
does not leads us out of the space E∗ = SA(3)(R3)∗ follows easily by the the
75As we have already empasized several times before, costruction of free fields accoring
to Wightman allows the Schwartz space S(R4) of scalar-, vector-, e.t.c. -valued functios
– depending on the field – as the test space on the space-time irrespectively if the field is
massive or mass less. But Wightman’s field is not usefull in the perturbative causal approach
for physical theories like QED.
76Here of functions on the orbit O pertinent to the field.
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very construction of SA(3)(R3) = S0(R3), or alternatively by comparision of the
inner product with one (of the various equivalent computed above) systems of
norms definig the nuclear space SA(3)(R3) = S0(R3). It is remarkable that the
same continuity ϕ˜ → ϕ˜∣∣
O
requirement forces the fundamental nuclear space E
in the one particle Hilbert space of the field A to be E = S0(R3), as only in
this case the white noise construction of the field A possible. As explained in
previus Subsections this would be impossible with E = S(R3). Moreover any
linkage between the single particle Hilbert space and distributional solutions of
d’Alemebert equation would be impossible if E would be replaced by S(R3) –
the restrictions to the orbit O of Fourier transforms of space-time test functions
in the space equal S(R4) is not continuous as a map S(R4)→ S(R3) (singularity
at the vertex of th cone O intervenes here).
This means that space-time test function space for zero mass free fields is
not equal S(R4) but instead S00(R4). Their inverse Fourier transforms form the
space S0(R4), and their restrictions to the orbit O, the space E = S0(R3) ⊂
H′. In particular thecomutator function of the electromagnetic field is equal
to the Pauli-Jordan zero mass distribution multiplied by the Minkowski metric
components gµνD0 on the nuclear test space S00(R4;C4). Similarly the Fourier
transform of this distribution, underdstood as a commutator function, is equal
to the distribution gµνD˜0 ∈ S0(R4;C4).
It is very remarkable, that despite the less flexibility in localization (compare
the assertion 1) of the last but one Proposition), the test space S00(R4) of
zero mass free fields is nonetheless sufficient to subsume all relevant causality-
type relations, as they are based on conic shape supports, (compare assertion
2) of the said Proposition). Moreover, and from the point of view of causal
perturbative method this perhaps most important, the propagators of zero mass
fields are homogeneous distributions, which can be uniquelly extended over the
Schwartz test space (in space-time picture) S(R4), with the preservation of both:
homogemneity and cone-shaped causal support. In particular the splitting of
Epstein-Glaser is still possible for all scalar-type distributions occuring in the
causal construction of the perturbative series.
Let us look more carefully at the most important case – the Pauli-Jordan
function D0 ∈ S00(R4)∗. It has natural extension D0 ∈ S(R4)∗. Its meaning as
a distribution, which makes it a well defined element of S(R4)∗, is exactly the
same as stated above when considering D0 ∈ S00(R4)∗: D0 ∈ S(R4)∗ in action
on a test function ϕ ∈ S(R4) is equal to the integration along the whole cone
with the measure equal to the natural induced measure, of the restriction of ϕ
to the whole light cone, and taken with the positive sign on the forward and
negative sign on the backward sheet of the cone:(
D0, ϕ
)
= 2πi
∫
R3
d3x
1
|x|ϕ(x, |x|)− 2πi
∫
R3
d3x
1
|x|ϕ(x,−|x|), ϕ ∈ S(R
4).
That this functional is continuous for ϕ ∈ S(R) easily follows by dividing do-
mains the two integrals into two pieces: one consisting of the ball |x| ≤ 1 and the
second piece |x| > 1. Let us denote this extensionD0 ∈ S(R4)∗ ofD0 ∈ S0(R4)∗
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by D0. This distinction is not merely a matter of pedantism as the functionals
D0 and D0 are simply different, with D0 being an extension of D0. It is easy
to to see that D0 ∈ S(R4)∗ is a homogeneous of degree degD0 = degD0 = −2
functional, and by construction suppD0 = suppD0 = {x ∈ R4, x · x = 0}.
Exactly as for D0 ∈ S00(R4)∗, we can construct the extension Dˆ0 ∈ S(R4)∗
of the functional D˜0 ∈ S0(R4)∗, by putting it equal to integration along the
whole light cone in the momentum space of the restriction to this cone, taken
with the negative sign on the negative energy sheet of the cone:(
Dˆ0, ϕ˜
)
=
∫
R3
1
|p| ϕ˜(p, |p|) d
3p−
∫
R3
1
|p| ϕ˜(p,−|p|) d
3p, ϕ˜ ∈ S(R4).
Its continuity follows exactly as for D0 ∈ S(R4)∗. Similarly it is readily seen
that D˜0 ∈ S0(R4)∗ extends D˜0 ∈ S0(R4)∗ with preservation of homogeneity, its
degree and support:
deg Dˆ0 = deg D˜0 = −2,
supp Dˆ0 = supp D˜0 = {p ∈ R4, p · p = 0}.
Nonetheless the Fourier transform D˜0 ∈ S(R4)∗ need not be equal Dˆ0. By
our previus result, stating that D˜0 ∈ S0(R4) is indeed equal to the Fourier
transform of D0 ∈ S00(R4)∗, we only know, that D˜0 ∈ S(R4)∗ is equal to some
extension of D˜0 ∈ S0(R4)∗, to a homogeneous of degree−2 distribution, but this
distribution does not have to be a priori equal Dˆ0. Similarly we know that the
the inverse Fourier transform F−1Dˆ0 ∈ S(R4)∗ is equal to a homogeneous of
degree −2 extension ˆˆD0 of D0 ∈ S00(R4)∗, but is far not obvius if ˆˆD0 is equal to
D0 ∈ S(R4)∗. The proof that indeed D0, D˜0 are mutual inverese images under
Fourier transform, we have given in the previous Subsection, used strongly the
fact that these distributions are elements resp. of S00(R4)∗ and S0(R4)∗, and
haevily rests on the properties pertinent to these nuclear spaces, not shared by
the Schwartz space S(R4).
However from the last propositon it follows that D0 ∈ S(R4)∗ indeed fulfills
d’Alembert equation as a continuous functional on S(R4). Indeed from the
last Proposition we can only infer the following corollary (but sufficint to infer
D0 = 0):
COROLLARY 2. There exists multiindex sequance cq with |q| = 2, such that
D˜0 = Dˆ0 +
∑
|q|=2
cqD
qδ(p)
D0 =
˜ˆ
D0 +
∑
|q|=2
cqx
q on S(R4).
In fact the equality D˜0 = Dˆ0 in S(R4) is not needed for the theory, in
particular for the splitting. It is nonetheless remarkable that it indeed holds
true, and in particular it follows that D0 = 0. Namely we have the following
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PROPOSITION.
D˜0 = Dˆ0 on S(R4). (271)
 Consider the Fourier transform D˜m ∈ S(R4)∗ of the massive Pauli-Jordan
commutator distribution Dm ∈ S(R4)∗. As we know, correspondingly to the
massive two-sheet orbit Om,0,0,0 pertinent to massive fields, it is equal to the
integral along the the whole disjouint sum Om,0,0,0 ⊔ Om,0,0,0 of the two-sheet
mass m hyperboloid of the restriction of the test function to Om,0,0,0 ⊔Om,0,0,0,
with respect to the induced invariant measure, taken with the negative sign on
the negative energy sheet of the hyperboloid:
(
Dm, ϕ˜
)
=
∫
R3
1√
p2 +m2
ϕ˜(p,
√
p2 +m2) d3p
−
∫
R3
1√
p2 +m2
ϕ˜(p,−
√
p2 +m2) d3p, ϕ˜ ∈ S(R4).
Now it easily to estimate the value
∣∣(Dˆ0 − D˜m, ϕ˜)| for any fixed element ϕ˜ ∈
S(R4), by dividing the domain of integration into two pieces: the unit ball
|p| ≤ 1 and its complementary. By using the system of norms ([138], Appendix
to V.3, here the Schwartz notation is used with multiindeces α, β)∣∣ϕ˜∣∣
n
= sup
|α|,|β|≤n
∣∣∣∣pαDβϕ˜∣∣∣∣
L2(R4)
on S(R4) we can in this way easily obtain the estimation∣∣(Dˆ0 − D˜m, ϕ˜)| ≤ mC ∣∣ϕ˜∣∣2.
This means that there esists a limit D˜m → ˆˆD in S(R4)∗, when m → 0, and
moreover that this limit distribution ˆˆD must be equal Dˆ0, compare e.g. [60],
Chap. II.3.
On the other hand the inverse Fourier transform Dm of D˜m can be explicitly
computed. This point is the most tricky point of the proof. Here one can proceed
in at least two different ways. First way consists in giving the proof that (we
have omitted the factors 2π )
Dm(x) =D0(x)−Θ(x · x) m
2
√
x · x J1
(
m
√
x · x),
or explicitly
(
Dm, ϕ
)
=
∫
R3
d3x
1
|x|ϕ(x, |x|)−
∫
R3
d3x
1
|x|ϕ(x,−|x|)
−m
∫
R4
Θ(x · x)
2
√
x · x J1
(
m
√
x · x)ϕ(x) d4x, ϕ ∈ S(R4).
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Here J1 is the Bessel function of first order. One can prove that for such Dm,
the distributions D˜m, Dm are indeed mutual images under Fourier transform,
carrying out the integration with respect to p0 and then in p as Bogolibov and
Shirkov in [15], Chap. 3.15.3. This proof is in fact fully analogous to that given
in the previous Subsection for the equality D˜0 = D0, only the integration trick
of Dirac, [29], Chap XII, pp. 276-277, is replaced with the integration trick of
Bogoliubov-Shirkov. Therefore we dispense with presentation of further details
as now they should be clear.
Alternative way consists in explicit computatation of the Fourier inverse
transform of D˜m in the same way as Gelfand and Shilov computed the Fourier
transform of δ(m2− p · p) in [59], Chap. III.2.10. In their computation we have
to change δ(c2 − p · p) = δ(c2 + P ) into sign p0 δ(m2 − p · p) (note that this is
well defined distribution to which the Gelfand-Shilov method works pretty well
because the two sheets of the massive hyperboloid are regularly separated).
Havig the Pauli-Jordan distribution Dm computed explicitly we note that,
similarly as for D˜m → Dˆ0, we can easily show that Dm →D0 wheneverm→ 0.
Indeed J1 stays bounded over all real line, so that the needed norm estimation
easily follows.
Now because Dm → D0 and D˜m → Dˆ0 whenever m → 0, then by iso-
morphism property of the Fourier transform, assertion of our Proposition is
proved. 
Now we are ready to resolve the splitting problem for the most important dis-
tributions: D˜0 and D0. Note that the corresponding unique extensions Dˆ0 and
D0 in S(Rn), as homogeneous of degree −2 coincide with their quasi-asymptotic
distributions, and have singularity degree equal −2, necessary coinciding in the
case of homogeneous distributions with their homogeneity degree. For definition
of the quasi-asymptotic distribution and the singularity degree, compare [43],
§5, or [147], §3.2. Thereofore by the general splitting construction both, Dˆ0
and D0, can be uniquelly splitted, thus generating unique splitting of D˜0 ,D0.
Namely D˜0 can be uniquelly splitted into positive and negative frequency parts,
i.e. D˜0 can be uniquelly written as a sum of two homogeneous distributions first
supported on the positive, the sceond on the negative energy sheet of the cone.
The Pauli-Jordan distribution D0 can be uniquelly written as a difference of the
so called advanved and retarded parts, supported respectively on the forward
and respectively backward sheet of the light cone. In fact these are given ex-
plicitely in the very definition of the two distributions, as respectively the two
integrals along the positive (or forward) and negative (or backward) sheet of
the light cone.
REMARK 1. In particular S00(R4) contains no functions of compact sup-
port, so that the localization within this space is much weaker than within
the ordinary Schwartz space S(R4). But although we do not have functions
of compact support in S00(R4), we have sufficiently many elements in S00(R4)
to distingish any (arbitrary small) conical shapes. In particular to any open
angular Ω set of directions on S3 ⊂ R4 centered at any point in R4, we can find
an element in S00(R4) with the support lying totally within the the cone CΩ
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determined by this angular open set Ω of directions dermined by the points of
S3. In particular the space S00(R4) is sufficient to distinguish causally indepen-
dend regions in space time from those which are causally related. Similarly this
space is sufficient to check if
a homogeneous distribution in S00(R4)∗ fulfills d’Alembert equation, say
outside the light cone, or to check if two (homogeneous) elements of S00(R4)∗
coincide on the conic-shape domain.
5.8 White noise construction of the free electromagnetic
potential field
Having given the Gelfand triples E ⊂ ⊕L2(R3) ⊂ E∗ and E ⊂ ⊕L2(R3) ⊂ E∗
constructed by means of the corresponding positive definite self-adjoint oper-
ators A and F−1AF interconnected as in the diagram (220) we obtain the
Gelfand triple E ⊂ ⊕L2(R3) ⊂ E∗ of function spaces on R3, the Gelfand triple of
function spaces on the orbit O(1,0,0,1) (where the functions on the orbit O(1,0,0,1)
are naturally regarded as functions of the spacelike-momentum components ~p):
E ⊂ H′ ⊂ E∗ and the Gelfand triple E ⊂ H′′ ⊂ E∗ in the position picture
interconnected in the following way
E ⊂ ⊕L2(R3) ⊂ E∗
↓↑ ↓↑ ↓↑
E ⊂ H′ ⊂ E∗
↓↑ ↓↑ ↓↑
E ⊂ H′′ ⊂ E∗
, (272)
where the vertical arrows represent unitary maps which are continuous between
the indicated spaces and equal to the operator
√
B
−1
and its inverse (in the
first row of maps) and by the Fourier transform F−1 defined by (20) and its
inverse (in the second row of maps), compare Subsection 3.6.
We apply to the diagram (272) the functor of second quantization Γ exactly
as in [83] (compare also [84] or [101]) putting for the the operator A in [83] our
operatorA, (compare also [84], where the oscillator Hamiltonian operator is used
instead of our A, or resp. instead of our
√
B
−1
A
√
B or F−1AF). Because
our operator A (and similarly the operators:
√
B
−1
A
√
B, F−1AF and in
consequence the operator77 F−1AF) fulfils the conditions (A1)-(A3) of §1 of [83]
(after eventually the trivial modification by adding the unit operator) as well as
our space E (and similarly the spaces E and E) preserves the conditions (H1)-
(H3) of Kubo and Takenaka of §1 of [83] and [124], we can apply the results of
the white noise calculus of Hida, Obata and Saitoˆ [83], [124], in constructing our
quantum electromagnetic fourpotential field as a generalized operator (operator
77Recall that the transform F−1 : ϕ˜ 7→ F−1ϕ˜ = ϕ is defined by (20). Note that the operator
F may be defined as the ordinary four dimensional Fourier transform F : ϕ 7→ Fϕ = ϕ˜, with
the sign at ip0x0 in the exponent changed, followed by the restriction to the orbit O(1,0,0,1). In
fact the ordinary four dimensional Fourier transform of the elements ϕ of H′′ are concentrated
on the orbit O(1,0,0,1), and thus are distributions fulfilling d’Alembert equation.
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valued distribution) and their theory of operators which can be represented
as integrals of generalized creation and annihilation operators a+(~p) and a(~p),
compare Subsection 3.6.
Because the operator A = ⊕A(3) leaves invariant each Hilbert subspace
L2(R3) ⊂ ⊕L2(R3) spanned by each of the four components of the functions
ϕ˜ ∈ ⊕L2(R3) then by the mentioned property of Gelfand triples it follows that
E ⊂ ⊕L2(R3) ⊂ E∗ is isomorphic to the direct sum ⊕3ν=0
(
Eν ⊂ L2(R3) ⊂
Eν ∗
)
of Gelfand triples Eν ⊂ L2(R3) ⊂ Eν ∗ (and similarly for E ⊂ H′ ⊂
E∗, E ⊂ ⊕L2(R3) ⊂ E∗ and E ⊂ H′′ ⊂ E∗) so that we can basically apply
the construction of [83] for scalar opertator A(3) instead of the operator A,
separately to each component.
Let us recapitulate shortly the white noise method after [83] and [124]. Let
Γ(A) =
∞⊕
n=0
A⊗n
be the second quantized operator acting in Γ
(
⊕L2(R3)
)
with the inner product
space norm denoted by ‖ · ‖0. It follows that the operator Γ(A) is standard in
the sense of [124], i.e. it fulfills the conditions (A1)-(A3) of of §2 of [124] or of
[83], §1, for the proof compare e.g. [124] and references cited there.
For k ∈ N let (Ek) be the closure of the domain Dom
(
Γ(Ak)
)
of the operator
Γ(Ak) with respect to the norm ‖Γ(Ak) · ‖0, and let (E−k) be the dual space
of (Ek) with the dual norm ‖ · ‖−k. The projective limit (E) = ∩k(Ek) is a
nuclear Frechet reflexive space and its toplogical dual is equal to the inductive
limit (E)∗ = ∪k(E−k). In this way we obtain another Gelfand triple (lifting of
the Gelfand triple E ⊂ ⊕L2(R3) ⊂ E∗ to the Fock space)
(E) ⊂ Γ
(
⊕ L2(R3;C)
)
⊂ (E∗)
with the canonical bilinear form 〈〈·, ·〉〉 : (E)∗ × (E) → C, i.e. dual pairing
between (E)∗ and (E). Similarly we obtain the lifting of the Gelfand triple
E ⊂ ⊕L2(R) ⊂ E∗ (compare [124], §2).
It turns out that the Fock space
Γ
(
⊕ L2(R3;C)
)
= Γ
(
L2(R3;C4)
)
=
∞⊕
n=0
L2(R3;C4)⊗̂n
(we have used ⊗̂ for the symmetrized tesor product) may be naturally realized
as the function space of square integrable (equivalence classes of) functions on
a measure space, and moreover the measure space has natural linear structure
being a dual space to a nuclear space allowing to build an effective calculus on
it (including integration, Fre´chet differentiantion, Taylor formula, e. t. c. for
elements of (E)).
In the construction of the realization the real Gelfand tripleER ⊂ ⊕L2(R3;R) ⊂
ER
∗ (or equivalently ER ⊂ ⊕L2(R;R) ⊂ ER∗) and Gaussian measures are used.
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By Minlos theorem, [62], Ch. IV.2.3, Theorem 3 and Prokhorov-Sazanov theo-
rem, [62], Ch. IV.4.2, Theorem 1 (i.e. Bochner’s theorem for nuclear spaces),
there exists a unique Gaussian measure µ on E∗
R
associated to the Gelfand triple
ER ⊂ ⊕L2(R3;R) ⊂ E∗R (and similarly for ER ⊂ ⊕L2(R3;R) ⊂ E∗R) such that∫
E∗R
ei〈ζ,ϕ˜〉 dµ(ζ) = e−
1
2 |ϕ˜|20 , ϕ˜ ∈ ER,
where 〈·, ·〉 is the dual pairing between E∗
R
and ER, and where | · |0 is the Hilbert
space norm in ⊕L2(R3;R) = L2(R3;R4).
Aftrer [83], [128] we likewise denote by | · |0 the Hilbert space norm on the
Hilbert space tensor product
L2(R3;R4)⊗n
and its restriction to the symmetrized tensor product subspace
L2(R3;R4)⊗̂n.
The measure space (E∗
R
, µ) is the fundamental probability space in the white
noise calculus and is called
white noise space.
Let us define after [83] and [124] the Hilbert space L2(E∗
R
, µ;R) = ⊕3ν=0L2(Eν ∗R , µ,R)
of square summable functions on E∗
R
, and denote the Hilbert space L2 norm of
L2(E∗
R
, µ;R) by ‖ · ‖0, and consider the real Bose-Fock space
Γ
(
⊕ L2(R3;R)
)
=
∞⊕
n=0
[
L2(R3;R4)
]⊗n
S
=
∞⊕
n=0
L2(R3;R4)⊗̂n
over ⊕L2(R3;R). By the well known Wiener-Itoˆ-Segal chaos decomposition of
L2(E∗
R
, µ;R) ([124], Proposition 2.1) the Hilbert space L2(E∗
R
, µ;R) is naturally
unitary equivalent (isometrically isomorphic) to
the real Fock space Γ
(
⊕L2(R3;R)
)
, compare e.g. [83] or [84]. Let us remind
shortly the construction of chaos decomposition after [124]. For this purpose
for each ζ ∈ E∗
R
and n ∈ N we define : ζ⊗n :∈ (E⊗n
R
)∗ inductively as follows:
: ζ⊗0 := 1
: ζ⊗1 := ζ
: ζ⊗n := ζ⊗̂ : ζ⊗(n−1) : −(n− 1)τ⊗̂ : ζ⊗(n−2) : n ≥ 2,
where τ ∈ (ER ⊗ ER)∗ is defined by the formula
〈τ, ξ ⊗ ϑ〉 = 〈ξ, ϑ〉, ξ, ϑ ∈ ER.
A variant of Wiener-Itoˆ-Segal chaos decomposition of L2(E∗
R
, µ;R) may be for-
mulated in the following manner.
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WIENER-ITOˆ-SEGAL DECOMPOSITION. For each Φ ∈ L2(E∗
R
, µ;R)
there exists a sequence fn ∈ L2(R3;R4)⊗̂n, n = 0, 1, 2, . . . such that
Φ(ζ) =
∞∑
n=0
〈 : ζ⊗n : , fn 〉, ζ ∈ E∗R,
and on the right hand side there is an orthogonal direct sum of functions in
L2(E∗
R
, µ;R). Moreover
‖Φ‖20 =
∞∑
n=0
n!|fn|20.
The second quantized operator
Γ(A) =
∞⊕
n=0
A⊗n
acting in Γ
(
⊕ L2(R3;R)
)
can be naturally lifted to an operator acting on
L2(E∗
R
, µ;R) ∼= Γ
(
L2(R3;R4)
)
. Application of the operator Γ(A) (which as we
already know respects the conditions (A1)-(3A) of [83], §1 or [124], §1, allowing
the construction) gives the standard construction of the real Gelfand triple
SΓ(A)(E∗R;R) = (ER) ⊂ L2(E∗R, µ;R) ⊂ SΓ(A)(E∗R;R) = (ER)∗.
Its complexification is equal
(E) ⊂ (L2) ⊂ (E)∗
with
(L2) = L2(E∗R, µ;C)
naturally isomorphic (via the chaos decomposition) to the Fock space Γ
(
L2(R3;C4)
)
.
In particular for each Φ ∈ (L2) there exists a sequence of fn ∈ L2(R3;C4)⊗̂n
such that
Φ(ζ) =
∞∑
n=0
〈 : ζ⊗n : , fn 〉, ζ ∈ E∗R; (273)
and Φ ∈ (E) if and only if fn ∈ E⊗̂n for all n = 0, 1, 2, . . ., and
∞∑
n=0
n!|fn|2k <∞, for all k ≥ 0.
In that case
‖Φ‖2k =
∞∑
n=0
n!|fn|2k <∞, for all k ≥ 0.
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Concerning the last two formulas recall that by definition ([83], [128])
‖Φ‖k = ‖Γ(A)kΦ‖0, and |fn|k = |(A⊗n)kfn|0.
Moreover for each ζ ∈ E∗
R
the right hand side of (273) converges absolutely
and defines a continuous function which coincides with Φ µ-a.e.. In particular
SΓ(A)(ER;C) = (E) respects the Kubo-Takenaka conditions (H1)-(H3) of [83],§1
or of [124], §1.
As proven in [83] and [124] the exponential vectors are useful in compu-
tations. Namely for each ξ ∈ E we define Φξ ∈ (E) after Hida, Obata and
Saitoˆ
Φξ(ζ) =
∞∑
n=0
1
n!
〈 : ζ⊗n : , ξ⊗n 〉.
Among other reasons the usefulness of the set {Φξ, ξ ∈ E} of exponential vectors
comes from the fact that they span a dense subspace of (E). In particular for
ξ, ζ ∈ E, y ∈ E∗ we have (for the Hida derivation operator Dy – extension of
the annihilation operator – defined in (274))
〈〈Φξ,Φζ〉〉 = e〈ξ,ζ〉, DyΦξ = 〈y, ξ〉Φξ.
Similarly using the operator F−1AF instead of A we construct the Gelfand
triple E ⊂ L2(R3,C4) ⊂ (E)∗ and its liting (this time with the respective Gaus-
sian measure µ on E∗
R
)
(E) ⊂ L2(E∗R, µ;C) ⊂ (E)∗,
with the Hilbert space L2(E∗
R
, µ;C) naturally isomorphic (via the chaos de-
composition) with the Fock space Γ
(
L2(R3;C4)
)
, but this time in the posi-
tion picture. The same construction with the operator
√
B
−1
A
√
B used in-
sted of A gives the triple E ⊂ H′′ ⊂ E∗ and its liftinf to the Fock space
(E) ⊂ Γ(H′) ⊂ (E)∗. As we have already remarked the construction is even
possible with the operator A replaced with F−1AF acting in the one parti-
cle Hilbert space H′′, and leads to the triple E ⊂ H′′ ⊂ (E)∗ and its liting
(E) ⊂ Γ(H′′) ⊂ (E)∗, but the respective pairings 〈·, ·〉, 〈〈·, ·〉〉 are substantially
more complicated in this case.
REMARK. Note that by the Wiener-Itoˆ-Segal decomposition (273) each ele-
ment Φ of (E) or of L2(E∗
R
, µ;R), regarded as a function on E∗
R
, defines in a
unique natural manner a function on the complexification E∗ of E∗
R
. Indeed E
(and the same holds for (E)) is a nuclear involutive algebra with the involution
given by complex conjugation, and the algebra E is equal to the complexification
of the real nuclear algebra ER of all real elements of E. Every regular functional
(function distribution) ζ ∈ E∗ is canonically given by the integral and the same
holds for regular ζ′ ∈ E∗
R
. Every such functional ζ′ ∈ E∗
R
defines naturally a
real functional ζ ∈ E∗ in the sense that ζ takes on real values on real elements
of E (this is actually the meaning of the coupling on the right hand side of the
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formula (273)). On the other hand every functional ζ ∈ E∗ is canonically a
sum ζ = ζ′ + iζ′′, where ζ′, ζ′′ ∈ E∗ are real. Because every element of E∗
and E∗
R
is a limit of regular functionals, then our assertion follows. From now
on we will regard the elements Φ of (E) or of L2(E∗
R
, µ;C), as functions on E∗
(resp. on E∗), although the inner product in L2(E∗
R
, µ;C) (or in L2(E∗
R
, µ;C))
is defined by the integral of their restrictions to the real subspace E∗
R
(resp. E∗
R
)
with respect to the Gaussian measure. This is important regarding the action
of the double cover of the Poincare´ group in the momentum picture, which does
not transforms the real part ER, E
∗
R
, (ER) and (ER)
∗ into itself. Althogh in the
postion picture the representation transforms the real functions of E into real
functions this is not the case in passing to the dual space as the inner product
in E is in general complex valued for real elements; for the same reason the ar-
gument based on complexification does not work for E and (E), and application
of Gaussian measures on duals to real nuclear spaces must proceed differently
and must be based on the construction for E and (E) and the functoriality of
Γ applied to the diagram (272). For example we may use the construction of
the measure induced by the Gaussian measure on the subspace E∗
R
⊂ E∗ and
by the respective map in the diagram (272). In this respect it is convenient to
regard the elements of (E) as functions on the whole space E∗. Although E is
not an algebra we construct in this way appropriate involution ∗ on E, given by
the total reflection operation followed by complex conjugation: ϕ∗(x) = ϕ(−x)
with the hermitean elements: ϕ∗ = ϕ plying the role of real elements.
Pointwise multiplication defines a (jointly) continuous map (E)×(E)→ (E),
compare [92], which makes (E) a nuclear algebra (the same holds of course for
(E) and (E), and everythig which will be said of (E) also holds for (E) and
(E) as the constructions of the spaces are based on the same principles, the
only difference in the explicit formulas will come from different pairings 〈·, ·〉,
〈〈·, ·〉〉 induced by different inner products of one particle Hilbert spaces which
are different in the constructions of (E), (E) and (E)).
Now let us back to the concrete triple E ⊂ ⊕L2(R3) ⊂ E∗ and its lifting
(E) ⊂ Γ(⊕L2(R3)) ∼= L2(E∗R, µ;C) ⊂ (E)∗.
The space (E) is the Hida’s testing functional space and the space (E)∗ is
known under the name of Hida’s generalized functional space.
Let δν~p = (0, . . . , δ~p, 0, . . . , 0) be equal to the Dirac delta functional δ
ν
~p , equal
to the zero functional on each of the four components E0, E1, E2, E3 of E exept
the ν-th component Eν where it is equal to the ordinary scalar Dirac delta
functional.
Let us introduce after [83] and [124] the symmetrized contraction ⊗̂m of
symmetrized tensor products determined (through the polarization formula for
symmetric tensors, [128], Appendix A) as a unique extension of
ζ⊗(l+m) ⊗̂m ξ⊗m = 〈ζ, ξ〉mζ⊗l, ξ, ζ ∈ E.
In particular for p ∈ R3 (we use ~p and p interchangibly) and f ∈ E⊗̂(n+1) we
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have
δνp⊗̂1f
(
p
1
, . . . ,p
n
)
= fν
(
p,p
1
, . . . ,p
n
)
, p
1
, . . . ,p
n
∈ R3.
Let Φ be any element of (E). Acoording to the Wiener-Itoˆ-Segal decompo-
sition, Φ is given by the corresponding function (273). For ξ ∈ E∗ we put
DξΦ(ζ) =
∞∑
n=0
n〈 : ζ⊗(n−1) : , ξ⊗̂1fn 〉, ζ ∈ E∗. (274)
It follows that DξΦ ∈ (E) and Dξ is a continuous operator (E)→ (E).
Note that if ξ ∈ L2(R3;C4) then Dξ defined by the formula (274) can
be identified with the ordinary annihilation operator a(ξ) of the Fock space
Γ(L2(R3;C4)), but in the representation which we described shortly in Subsec-
tion 4.3), Remark 4, and called there the representation of Hida, Obata, Saitoˆ
(although it is quite popular in mathematical literature). When using the rep-
resentation and norm of the Fock space more popular in physical literature the
formula (274) would have to be appropriately modified. Because the modifica-
tions of the formulas are trivial, we prefer here to use the same representation
as Hida, Obata and Saitoˆ [83], [128].
Therefore the operatorD∗ξ dual to toDξ transforms (E)
∗ → (E)∗ continously
for the strong dual topology on (E)∗, and if
Φ(ζ) =
∞∑
n=0
〈
: ζ⊗n :, Fn
〉
, Fn ∈ (E⊗̂n)∗ = (E∗)⊗̂n
represents the Wiener-Itoˆ expansion of Φ ∈ (E)∗, then for ξ ∈ E∗
Φ(ζ) =
∞∑
n=0
〈
: ζ⊗(n+1) :, ξ⊗̂Fn
〉
,
for a proof compare [128].
On the other hand every element of (E) regarded as a function naturally
extended all over the space E∗ is Fre´chet differentiable up to all orders, compare
[83] of [84]. In particular for any ξ ∈ E∗ and any Φ ∈ (E) there exists Gaˆtoux
derivative of Φ at ζ ∈ E∗ in the direction of ξ and is equal to DξΦ(ζ):
DξΦ(ζ) =
d
dt
Φ(ϑ+ tξ)|t=0 = lim
t→0
1
t
[
Φ(ζ + tξ)− Φ(ϕ)
]
.
It follows that for ξ ∈ E∗, Dξ is a continuous derivation on (E), and {Dξ, ξ ∈
E∗} is a commuting family of operators. Moreover for ξ ∈ E, Dξ can be
extended to a continuous linear operator (E)∗ → (E)∗. And dually: for any
ξ ∈ E∗, the adjoint operator D∗ξ is continuous from (E)∗ to (E)∗ and {D∗ξ , ξ ∈
E∗} is a commuting family. The operator D∗ξ restricts to a continuous linear
operator from (E) to (E), whenever ξ ∈ E.
It is customary to write ∂ν~p , ∂
ν∗
~p for Dδν
~p
, D∗
δν
~p
respectively, when ζ = δν~p =
(0, . . . , δ~p, 0, . . . , 0) is equal to the Dirac delta functional δ
ν
~p .
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It follows that ∂νp and ∂
µ∗
p are well defined and continuous if regarded as
operators (E) → (E) and (E)∗ 7→ (E)∗ respectively and in particular both are
continuous as operators (E) 7→ (E)∗, but ∂ν∗p treated as operator on (L2) has
just the zero vector as the only element of its domain, which motivates intro-
ducing the generalized operators. Similarly ∂µ∗p ∂
ν
p′ is a well defined continuous
operator (E)→ (E)∗ but ∂νp′∂µ∗p is not well defined as an operator (E)→ (E)∗
(or as an operator (E)∗ 7→ (E)∗), which is the mathematical counterpart for the
necessity of normal Wick’s ordering.
REMARK. Note that in order to reduce the construction of the Hida test space
(E) in the Fock space
Γ
(
⊕30L2(R3;C)
)
= Γ
(
L2(R3;C4)
)
= Γ
(
L2(R3;R4)C
)
= Γ
(
L2(R3;R4)
)
C
,
together with the corresponding Hida oerators ∂νp, ∂
ν∗
p (i.e. Dδν
p
, D∗
δν
p
) to the
standard general setup, as summarised e.g. in [83] or [128], we regard the Hilbet
space of (equivalence classess) of R4- or C4-valued square summable functions
⊕L2(R3;R) = L2(R3;R4) or ⊕ L2(R3;C) = L2(R3;C4)
as the Hilbert space of (equivalence classess) of real or complex valued functions
on the disjoint sum
O = R3 ⊔ R3 ⊔R3 ⊔ R3
of four copies of the space R3, with the direct sum measure on O coinciding
with the ordinary invariant (for the ordinary euclidean metric on R3) Lebesgue
measure d3p on each copy.
Note however that we have the canonical identifications (which behave nat-
urally under complexification)
Γ
(
⊕30 L2(R3;C)
)
= Γ
(
L2(R3;C)
)
⊗ Γ
(
L2(R3;C)
)
⊗ Γ
(
L2(R3;C)
)
⊗ Γ
(
L2(R3;C)
)
,
Γ
(
⊕30 L2(R3;R)
)
= Γ
(
L2(R3;R)
)
⊗ Γ
(
L2(R3;R)
)
⊗ Γ
(
L2(R3;R)
)
⊗ Γ
(
L2(R3;R)
)
,
under which the following equalities hold
a(ξ0 ⊕ ξ1 ⊕ ξ2 ⊕ ξ3) = a0(ξ0)⊗ 1⊗ 1⊗ 1+ 1⊗ a1(ξ1)⊗ 1⊗ 1
+ 1⊗ 1⊗ a
2
(ξ2)⊗ 1+ 1⊗ 1⊗ 1⊗ a3(ξ3),
where a(ξ0 ⊕ ξ1 ⊕ ξ2 ⊕ ξ3) stands for the ordinary annihilation operators on
Γ
(
⊕30L2(R3;C)
)
(or respectively on Γ
(
⊕30L2(R3;R)
)
) and where a
ν
(ξν) stand
for the ordinary annihilation operators acting in the Fock space Γ
(
L2(R3;C)
)
)
over the ν-th copy of L2(R3;C) (resp. on the Fock space Γ
(
L2(R3;R)
)
over the
ν-th copy of L2(R3;R)). In this manner we obtain the Gelfand triple
(E) ⊂ Γ(⊕30L2(R3)) ∼= L2(E∗R, µ;C) ⊂ (E)∗,
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which has the tesor product structure
(E) = (E0)⊗ (E1)⊗ (E2)⊗ (E3) and (E)∗ = (E0)∗ ⊗ (E1)∗ ⊗ (E2)∗ ⊗ (E3)∗
with the scalar continuous Hida operators (we denote them as the vector-valued
Hida operators ∂νp, ∂
ν∗
p constructed above and acting on (E) or on (E)
∗)
∂νp : (E
ν)→ (Eν) and ∂ν∗p : (Eν)∗ → (Eν)∗
acting on the “scalar” Hida spaces (Eν), which compose Gelfand triples
(Eν) ⊂ Γ(L2(R3;C)) ∼= L2(EνR∗, µ;C) ⊂ (Eν)∗
with the Fock spaces
Γ(L2(R3;C))
over the ν-th copy of L2(R3;C).
Note that in our case we have
Eν = S0(R3;C) = SA(3)(R3;C) = SA(3)(R3;R)C,
for each ν ∈ {0, 1, 2, 3}, composing the Gelfand triple
SA(3)(R3;R)C ⊂ L2(R3;C) ⊂ SA(3)(R3;C)∗.
Thus we could have been working exclusively with scalar valued functions in
the single particle spaces and construct four copies of Hida operators using as
the single particle space L2(R3;R). We should note however that having given
the scalar Hida operators ∂νp acting respectively on (E
ν), we construct the vector
valued ∂νp, acting on (E) (which we need), in the following manner
∂ν=0p = ∂
ν=0
p ⊗ 1⊗ 1⊗ 1,
∂ν=1p = 1⊗ ∂ν=1p ⊗ 1⊗ 1,
∂ν=2p = 1⊗ 1⊗ ∂ν=2p ⊗ 1,
∂ν=3p = 1⊗ 1⊗ 1⊗ ∂ν=3p ,
where on the right hand side we have the scalar Hida operators ∂νp, acting on
(Eν) and on the left hand side we have the vector-valued Hida operators acting
on (E) = (E0)⊗ (E1)⊗ (E2)⊗ (E3).
Now in [83], there has been developed an effective calculus of continuous
operators (E)→ (E)∗ which can be expressed as the integrals of the operators
∂ν~p , ∂
ν∗
~p . Indeed it follows that for any Φ,Ψ ∈ (E) and l,m ∈ N the function
(where we write p for ~p)
η
Φ,Ψ
:
(
ν1,p
′
1
, . . . , νl,p
′
l
, µ1,p
1
, . . . , µm, p
m
) 7→ 〈〈 ∂ν1∗p′
1
. . . ∂νl∗p′
l
∂µ1p
1
. . . ∂µmp
m
Φ,Ψ〉〉
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on
(
R3⊔R3⊔R3⊔R3)⊗(l+m) belongs to E⊗(l+m), compare [83], Lemma 2.1. Thus
for any κl,m ∈ (E⊗(l+m))∗ there exists a unique continuous operator (Theorem
2.2 of [83])
Ξl,m(κl,m) : (E)→ (E)∗
such that
〈〈Ξl,m(κl,m)Φ, Ψ〉〉 = 〈κl,m, ηΦ,Ψ〉, Φ,Ψ ∈ (E)
Because it is customary to write the dual pairing 〈·, ·〉 between E∗ and E us-
ing formal integrall expressions and the formal integral distributional kernels
κν1...νlµ1...µm
(
p′
1
, . . . ,p′
l
,p
1
, . . . , p
m
)
corresponding to κl,m ∈ (E⊗(l+m))∗, then
the operator Ξl,m(κl,m) can be formally written as the following Berezin-type
integral
Ξl,m(κl,m) =
3∑
µ1,...νl,µ1,...µm=0
∫
(R3)(l+m)
κµ1...νlµ1...µm
(
p′
1
, . . . ,p′
l
,p
1
, . . . , p
m
)×
× ∂ν1∗p′
1
. . . ∂νl∗p′
l
∂µ1p
1
. . . ∂µmp
m
d3p′
1
. . . d3p′
l
d3p
1
. . . d3p
m
. (275)
In particular the integral (275) represents a continuous operator (E)→ (E)∗ iff
κl,m ∈ (E⊗(l+m))∗, and similarly
Ξl,m(κl,m) =
3∑
µ1,...νl,µ1,...µm=0
∫
(R3)(l+m)
κµ1...νlµ1...µm
(
x′
1
, . . . ,x′
l
,x
1
, . . . , x
m
)×
× ∂ν1∗x′
1
. . . ∂νl∗x′
l
∂µ1x
1
. . . ∂µmx
m
d3x′
1
. . . d3x′
l
d3x
1
. . . d3x
m
, (276)
represents a continuous operator78 (E) → (E)∗ if κl,m ∈ (E⊗(l+m))∗. Since the
most important and usually unbouned operators on (L2) which we encounter in
QFT are expressible in this form, theory presented in [83] is very useful for us.
Obata and Huang, [124] and [86], have then extended this result proving
that any continuous linear operator Ξ : (E) → (E)∗ can be represented as a
series
Ξ =
∑
l,m
Ξl,m(κl,m)
of operators in the normal form Ξl,m(κl,m) as in (276) or (275), in the weak
sense that for each Φ and Ψ which are exponential (“coherent”) over E we have
〈〈ΞΦ,Ψ〉〉 =
∞∑
l,m=0
〈〈Ξl,m(κl,m)Φ,Ψ〉〉;
78In particular the results of [83] extend substantially the idea of Berezin, who proved that
every bounded operator in the Fock space have the normal integral representation of the form
of sum of the operators (275) or equivalently (276).
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i.e. every continuous operator Ξ : (E) → (E)∗ admits unique Fock expansion
into the series of continuous integral kernel operators Ξl,m(κl,m) : (E) → (E)∗
([124], Theorem 6.1 or [86], Theorem 3.3).
Although we would like to be mathematically rigorous, we should not be too
much pedestrian in killing useful physical ideas concerning the integral kernel
operators of Bogoliubov-Berezin type, such as (275) or (276). The integral
expressions (275) or (276) are much more then merely formal symbols for the
continuous operators Ξl,m(κl,m) : (E) → (E)∗ of Hida, Obata and Saito´ [83].
E (or the larger function spaces Ek) may be naturally regarded as subspaces
of the dual space E∗, the so called function (or regular) distributions, with
the pairing of this special distributions with the elements of E given by the
ordinary (not merely symbolic) integral, and every element of E∗ is a limit in
E∗ of function distributions. In consequence a wide subclass of the integral
kernel operators are pointwisely actual Pettis integrals79 (and sometimes even
Bochner integrals), and every formal integral kernel operator is a limit of kernel
operators given pointwisely by Pettis integral kernel operators. In fact every
important operator valued distribution in QFT is introduced by this limiting
process of integral kernel operators. The calculus of integral kernel operators
of this type is therefore of much importance and cannot be obscured by formal
pedantism.
For ϕ˜′, ϕ˜ ∈ E we have (with abbreviation ⊔R3 for R3 ⊔ R3 ⊔ R3 ⊔ R3)
Dϕ˜′ = Ξ0,1(ϕ˜
′) =
∫
⊔R3
ϕ˜′(p)∂p d3p =
∑
ν
∫
R3
ϕ˜′ν(p)∂νp d
3p
and
D∗ϕ˜ = Ξ1,0(ϕ˜) =
∫
⊔R3
ϕ˜(p)∂∗p d
3p =
∑
ν
∫
R3
ϕ˜ν(p)∂ν∗p d
3p,
where for each element Φ of the Hida’s testing functional space (E) the integral∫
⊔R3
ϕ˜′(p)∂p Φd3p =
∑
ν
∫
R3
ϕ˜′ν(p)∂νpΦd
3p
and ∫
⊔R3
ϕ˜(p)∂∗p Φd
3p =
∑
ν
∫
R3
ϕ˜ν(p)∂ν∗p Φd
3p,
exist as Pettis integrals (and the first integral exists even in the Bochner sense
for any ϕ˜′ ∈ L2(R3), as an element of one of the Hilbert spaces (Ek) for some k
depending on ϕ˜′ and Φ and is independend of the choice of all posible greater
values of k, compare [84], Chap. V.B). In this case it turns out that the integral
belongs to (E) ⊂ (Ek) ⊂ (E)∗. By Theorem 2.2 of [83] we can interpret ∂∗p and
∂p′ as operator valued distributions, with the test function space equal E and
the domain D equal to the Hida’s testing functional space (E) and with the
79For definition compare [84], Chap. 8.A.
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nuclear topology of uniform convergence on bounded sets on the linear space
L
(
E), (E)
)
of continuous linear operators (E)→ (E).
The oparatorsDϕ˜′ andD
∗
ϕ˜ are continuous when regarded as operators (E)→
(E) in this case when ϕ˜′, ϕ˜ ∈ E, with the compositions Dϕ˜′D∗ϕ˜ and D∗ϕ˜Dϕ˜′
continuous as operators (E)→ (E), and with the composition D∗ϕ˜Dϕ˜′ equal
D∗ϕ˜Dϕ˜′ = Ξ1,1(ϕ˜⊗ ϕ˜′) =
∫
(⊔R3)×(⊔R3)
ϕ˜(p)ϕ˜′(p′) ∂∗p∂p′ d
3pd3p′
=
∑
νµ
∫
R3×R3
ϕ˜ν(p)ϕ˜′µ(p′)∂ν∗p ∂
µ
p′
d3pd3p′,
and where again the integral operator exist pointwise on (E) as Pettis integral,
i.e. for each Φ,Ψ ∈ (E) the function(
p,p′
) 7→ 〈〈ϕ˜ν(p)ϕ˜′µ(p′) ∂ν∗p ∂µp′ Φ,Ψ〉〉 = ϕ˜ν(p)ϕ˜′µ(p′)〈〈 ∂ν∗p ∂µp′ Φ,Ψ〉〉
on R3 × R3 is measurable and belongs80 to L1(R3 × R3), so that there exists81
an element of (E)∗, denoted by∑
νµ
∫
R3×R3
ϕ˜ν(p)ϕ˜′µ(p′)∂ν∗p ∂
µ
p′
Φ d3pd3p′,
such that〈〈∑
νµ
∫
R3×R3
ϕ˜ν(p)ϕ˜′µ(p′)∂ν∗p ∂
µ
p′
Φ d3pd3p′ , Ψ
〉〉
=
∑
νµ
∫
R3×R3
〈〈
ϕ˜ν(p)ϕ˜′µ(p′)∂ν∗p ∂
µ
p′
Φ , Ψ
〉〉
d3pd3p′,
for all Φ,Ψ ∈ (E). And thus by Theorem 2.2 of [83] we can interpret ∂∗p∂p′ as
operator valued distribution, with the test function space equal E ⊗E and the
domain D equal to the Hida’s testing functional space (E) and with the nuclear
topology on L
(
E), (E)
)
defined as above.. Similarly the continuous operator
(E) 7→ (E)∗
∂ν1∗p′
1
. . . ∂νl∗p′
l
∂µ1p
1
. . . ∂µmp
m
,
may be regarded as operator valued distribution with the test function space
equal E⊗(l+m) and the domain D equal to the Hida’s testing functional space
(E) and with the nuclear topology on L
(
E), (E)
)
defined as above.
80In fact the function belongs to E ⊗E in this case, because ϕ˜′, ϕ˜ ∈ E.
81Compare the proof of Thm. 2.2 of [83] and recall that the pairing 〈·, ·〉 of ϕ˜ ∈ E ⊂ E∗
regarded as an element of E∗ with an element ϕ˜′ ∈ E is given by the inner product: 〈ϕ˜, ϕ˜′〉 =(
ϕ˜, ϕ˜′
)
⊕L2(R3)
.
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Because for ϕ˜′, ϕ˜ ∈ E the operator Dϕ˜′D∗ϕ˜ also is a continuous operator
(E) → (E), then by the general theory of [83] it follows that this operator
likewise has (finite) expansion into normal integral Berezin-type kernel operators
(275) or (276), but in order to compute them explicitely we use the well known
fact that
[Dϕ˜′ , D
∗
ϕ˜] = 〈ϕ˜′, ϕ˜〉1 = (ϕ˜′, ϕ˜)⊕L2(R3)1 (277)
for all ϕ˜′, ϕ˜ ∈ ⊕L2(R3) and in paricular for all ϕ˜′, ϕ˜ ∈ E, which after simple
computations follows from the formula (274). Using the continuity of the scalar
product (·, ·)⊕L2(R3) in the nuclear topology of E (compare [62], Ch. I.4.2) and
nuclearity of E, it follows that the bilinear map ϕ˜′× ϕ˜ 7→ (ϕ˜′, ϕ˜)⊕L2(R3)1 defines
an operator valued distribution:
E ⊗ E ∋ ζ 7→ Ξ0,0(ζ) =
∫
(⊔R3)×(⊔R3)
ζ(p′,p)τ(p′,p)1 d3p′d3p = τ(ζ)1
where τ ∈ (E ⊗ E)∗ is defined by
〈τ, ϕ˜′ ⊗ ϕ˜〉 = 〈ϕ˜′, ϕ˜〉, ϕ˜′, ϕ˜ ∈ E,
therefore we write symbolically
Ξ0,0(ϕ˜⊗ ϕ˜′) = [Dϕ˜′ , D∗ϕ˜] =
∫
(⊔R3)×(⊔R3)
ϕ˜⊗ ϕ˜′(p,p′) δ(p′ − p)1 d3pd3p′
=
∑
µ,ν
∫
R3×R3
ϕ˜µ ⊗ ϕ˜′ν(p,p′) δµν δ(p′ − p)1 d3pd3p′
∑
µ,ν
∫
R3×R3
ϕ˜µ(p) ϕ˜′ν(p′) δµν δ(p′ − p)1 d3pd3p′,
and
[∂µ
p′
, ∂ν∗p ] = δ
µνδ(p′ − p)1. (278)
Recall that we treat ϕ˜ ∈ E as a function
⊔R3 ∋ (µ,p) 7→ ϕ˜(p) = ϕ˜µ(p)
and respectively τ ∈ (E ⊗ E)∗ as a “generalized function”
(⊔R3)× (⊔R3) ∋ (µ,p)× (ν,p′) 7→ τ(p,p′) = τµν(p,p′).
Thus the bilinear operator valued map ϕ˜′ × ϕ˜ 7→ D∗ϕ˜Dϕ˜′ + [Dϕ˜′ , D∗ϕ˜] =
D∗ϕ˜Dϕ˜′ + τ(ϕ˜
′ ⊗ ϕ˜)1 defines the operator valued distribution with the following
distributional integral kernel
∂νp′∂
µ∗
p = ∂
µ∗
p ∂
ν
p′ + δ
µνδ(p′ − p)1,
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so that
Dϕ˜′D
∗
ϕ˜ = Ξ1,1(ϕ˜⊗ ϕ˜′) + Ξ0,0(ϕ˜⊗ ϕ˜′)
=
∑
µ,ν
∫
R3×R3
ϕ˜ν ⊗ ϕ˜′µ(p,p′) ∂ν∗p ∂µp′ d3pd3p′
+
∑
µ,ν
∫
R3×R3
ϕ˜µ ⊗ ϕ˜′ν(p,p′) δµν δ(p′ − p)1 d3pd3p′, (279)
where the second symbolic integral may also be defined pointwisely on (E) as
a limit of actual Pettis, or even Bochner, integral operators (which is termed
regularization process in physicists parlance).
And although ∂νp∂
µ∗
p is not well defined as operator (E) → (E)∗ it is well
defined as operator valued distribution. And similarly
∂ν1∗p′
1
. . . ∂νl∗p′
l
∂µ1p
1
. . . ∂µmp
m
,
is not only well defined continuous operator (E)→ (E)∗, but a well defined op-
erator valued distribution, and reordering the operators ∂νk∗p′
k
and ∂
µq
p
q
in this ex-
pression we similarly obtain well defined operator valued distribution (although
not well defined operator (E)→ (E)∗).
Because of (277) and (278), the operators82 a(ϕ˜) and a(ϕ˜)+ may be identified
respectively with Dϕ˜ and D
∗
ϕ˜, and operator valued distributions a
ν(p′) and
aµ(p)+ with ∂µ
p′
, ∂ν∗p ; where the identification is defined by the naural unitary
equivalence between the Fock space Γ
(⊕ L2(R3)) and (L2).
Using the operator
√
B of pointwise multiplication by the matrix83
1√
2p0(p)
√
B(p, p0(p)),
we obtain from (277)
[D√B ϕ˜′ , D
∗√
Bϕ˜
] = (
√
Bϕ˜′,
√
Bϕ˜)⊕L2(R3) = (ϕ˜
′, Bϕ˜)⊕L2(R3) ,
for all ϕ˜′, ϕ˜ such that
√
Bϕ˜′,
√
Bϕ˜ ∈ ⊕L2(R3), and because D√B ϕ˜′ , D∗√Bϕ˜ are
to be identified with a(
√
B ϕ˜) and a(
√
B ϕ˜)+ and by the definition of the inner
product in H′, compare (191), the equality (221) follows.
Into the Fock space Γ
(⊕L2(R3)) we introduce the Gupta-Bleuler operator η,
in the following manner. In order to give the definition we need to distingish sep-
arate orthogonal components L2(R3) in the one particle Hilbert space ⊕L2(R3)
82Note that the additional complex conjugation ϕ˜ in a(ϕ˜) is due to the physicist’s convetion,
which we adopt here, that the inner product is conjugate linear in the first argument.
83Where
√
B(p, p0(p)) is the square root (200) of the positive matrix (198) B(p, p0(p)) =
V (β(p, p0(p)))∗V (β(p, p0(p))), (in the coordinates p on the orbit O1,0,0,1).
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respectively L2(R3)µ by the corresponding index µ = 0, 1, 2, 3, with the zero
index 0 corresponding to the so called scalar photons. Every element
Φ ∈ Γ(⊕ L2(R3)) ∼=U Γ(L2(R3)0)⊗ Γ(L2(R3)1)⊗ Γ(L2(R3)2)⊗ Γ(L2(R3)3)
may be represented by the following decomposition
Φ =
∞∑
n
Φ(n) ∼=U
∞∑
n0+n1+n2+n3=0
Φ(n0) ⊗ Φ(n1) ⊗ Φ(n2) ⊗ Φ(n3),
into orthogonal components Φ(n) ∈ [⊕ L2(R3)]⊗n
S
, but this time every compo-
nent Φ(n) may be naturally regarded as an element of⊕
n0+n1+n2+n3=n
[
L2(R3)0
]⊗n0
S
⊗ [L2(R3)1]⊗n1S ⊗ [L2(R3)2]⊗n2S ⊗ [L2(R3)3]⊗n3S ,
with n = n0 + n1 + n2 + n3. We define
ηΦ =
∞∑
n0+n1+n2+n3=0
(−1)n0Φ(n0) ⊗ Φ(n1) ⊗ Φ(n2) ⊗ Φ(n3),
i.e. η is a multiplication operator by a bounded measurable function on a direct
sum measure space and thus it is self-adjoint and bounded operator fulfilling
ηη = 1, with the commutation rules (219). Note that η being defined on the
dense subspace (E) of Γ(H′) has unique extension to a unitary and selfadjoint
operator on Γ(H′), which we likewise denote by η.
In order to show (222) note that for any ϕ˜ such that
√
Bϕ˜ ∈ ⊕L2(R3) =
L2(R3)0⊕L2(R3)1⊕L2(R3)2⊕L2(R3)3, the operator a+(
√
Bϕ˜) is equal to the
sum
a+(
√
Bϕ˜) = a+
(
(
√
Bϕ˜)0
)
+ a+
(
(
√
Bϕ˜)1
)
+ a+
(
(
√
Bϕ˜)2
)
+ a+
(
(
√
Bϕ˜)3
)
,
of four commuting operators, where (
√
Bϕ˜)µ is the function having all compo-
nents zero with the exception of the µ-th component equal to the µ-th compo-
nent of
√
Bϕ˜. By the commutation rules (219) it follows that
ηa+
(
(
√
Bϕ˜)0
)
= −a+((√Bϕ˜)0)η = a+(− (√Bϕ˜)0)η,
and
ηa+
(
(
√
Bϕ˜)k
)
= a+
(
(
√
Bϕ˜)k
)
η, k = 1, 2, 3;
and thus
ηa+(
√
Bϕ˜) = a+(Jp¯
√
Bϕ˜)η, (280)
where Jp¯ is the operator of multiplication by the constant matrix (185). On the
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other hand for any ϕ˜
1
, . . . ϕ˜
n
such that
√
Bϕ˜
1
, . . .
√
Bϕ˜
n
∈ ⊕L2(R3) we have
1
n!
(
a+(
√
Bϕ˜′
1
) a+(
√
Bϕ˜′
2
) . . . a+(
√
Bϕ˜′
n
)Ω, a+(
√
Bϕ˜
1
) a+(
√
Bϕ˜
2
) . . . a+(
√
Bϕ˜
n
)Ω
)
=
([√
Bϕ˜′
1
⊗ . . .⊗
√
Bϕ˜′
n
]
S
,
[√
Bϕ˜
1
⊗ . . .⊗
√
Bϕ˜
n
]
S
)
=
1
n!
∑
π
(√
Bϕ˜′
1
,
√
B ϕ˜
π(1)
)
⊕L2(R3)
· . . . · (√Bϕ˜′
n
,
√
B ϕ˜
π(n)
)
⊕L2(R3)
, (281)
where the sum is over all permutations π of the first n natural numbers. Joining
this with (280) we obtain for any ϕ˜
1
, . . . ϕ˜
n
such that
√
Bϕ˜
1
, . . .
√
Bϕ˜
n
∈ ⊕L2(R3)
the following equality
1
n!
(
a+(
√
Bϕ˜′
1
) a+(
√
Bϕ˜′
2
) . . . a+(
√
Bϕ˜′
n
)Ω, η a+(
√
Bϕ˜
1
) a+(
√
Bϕ˜
2
) . . . a+(
√
Bϕ˜
n
)Ω
)
=
1
n!
(
a+(
√
Bϕ˜′
1
) a+(
√
Bϕ˜′
2
) . . . a+(
√
Bϕ˜′
n
)Ω, a+(Jp¯
√
Bϕ˜
1
) a+(Jp¯
√
Bϕ˜
2
) . . . a+(
√
BJp¯ϕ˜
n
)Ω
)
=
([√
Bϕ˜′
1
⊗ . . .⊗
√
Bϕ˜′
n
]
S
,
[
Jp¯
√
Bϕ˜
1
⊗ . . .⊗ Jp¯
√
Bϕ˜
n
]
S
)
=
1
n!
∑
π
(√
Bϕ˜′
1
, Jp¯
√
B ϕ˜
π(1)
)
⊕L2(R3)
· . . . · (√Bϕ˜′
n
, Jp¯
√
B ϕ˜
π(n)
)
⊕L2(R3)
=
([√
Bϕ˜′
1
⊗ . . .⊗
√
Bϕ˜′
n
]
S
,
[
Jp¯
√
Bϕ˜
1
⊗ . . .⊗ Jp¯
√
Bϕ˜
n
]
S
)
=
1
n!
∑
π
(√
Bϕ˜′
1
, Jp¯
√
B ϕ˜
π(1)
)
⊕L2(R3)
· . . . · (√Bϕ˜′
n
, Jp¯
√
B ϕ˜
π(n)
)
⊕L2(R3)
=
1
n!
∑
π
(
ϕ˜′
1
,
√
BJp¯
√
B ϕ˜
π(1)
)
⊕L2(R3)
· . . . · (ϕ˜′
n
,
√
BJp¯
√
B ϕ˜
π(n)
)
⊕L2(R3)
=
1
n!
∑
π
(
ϕ˜′
1
, Jp¯ ϕ˜
π(1)
)
⊕L2(R3,dµ|
Op¯
)
· . . . · (ϕ˜′
n
, Jp¯ ϕ˜
π(n)
)
⊕L2(R3,dµ|
Op¯
)
,
where the last euality follows from (201) (where dµ|
Op¯
stands for the measure
(191) on the orbit Op¯ = O(1,0,0,1) in the coordinates p). By definition and
properties (194) and (195) of the Krein product in H′ the last expression (after
the last equality sighn) is equal to
1
n!
∑
π
(√
Bϕ˜′
1
,
√
BJ′ ϕ˜
π(1)
)
⊕L2(R3)
· . . . · (√Bϕ˜′
n
,
√
BJ′ ϕ˜
π(n)
)
⊕L2(R3)
.
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Comparing this with (281) we see that
1
n!
(
a+(
√
Bϕ˜′
1
) a+(
√
Bϕ˜′
2
) . . . a+(
√
Bϕ˜′
n
)Ω, η a+(
√
Bϕ˜
1
) a+(
√
Bϕ˜
2
) . . . a+(
√
Bϕ˜
n
)Ω
)
=
1
n!
(
a+(
√
Bϕ˜′
1
) a+(
√
Bϕ˜′
2
) . . . a+(
√
Bϕ˜′
n
)Ω, a+(
√
BJ′ϕ˜
1
) a+(
√
BJ′ϕ˜
2
) . . . a+(
√
BJ′ϕ˜
n
)Ω
)
,
for all ϕ˜
1
, ϕ˜
1
′, . . . ϕ˜
n
, ϕ˜′
n
such that
√
Bϕ˜
1
,
√
Bϕ˜
1
′ . . .
√
Bϕ˜
n
,
√
Bϕ˜
n
′ ∈ ⊕L2(R3). Be-
cause the linear span of vectors of the form
a+(ϕ˜′
1
) a+(ϕ˜′
2
) . . . a+(ϕ˜′
n
)Ω, ϕ˜
k
′ ∈ H′
is dense in Γ(H′), then the equality (222) is thereby proved.
Having obtained this we proceed further in computing the integral kernel
operator representation of the operator valued distribution (218) exaclty as in
the process of computing
(279) and we show that (218) defines an operator valued distribution which
can be represented as an integral84 with the distributional kernel igµνD0(x −
y). In fact we show a slightly stronger result that this inegral representation
holds for ϕ
1
, ϕ
2
∈ ˜S
A(4)
(R4) = S00(R4) in (218) and the distribution defined by
(218) undestood over the test function space ˜S
A(4)
(R4)⊗ ˜S
A(4)
(R4) = S00(R4)⊗
S00(R4) with the domain D = (E) and nuclear topology of uniform convergence
on L
(
(E), (E)
)
. To this end note that for any elements ϕ
1
, ϕ
2
∈ S00(R4) the
ordinary Fourier transform is defined as follows
ϕ˜
k
(p) =
∫
R4
ϕ
k
(x)eip·x d4x, k = 1, 2,
(for distributional solutions ϕ
k
∈ E of d’Alembert equation the Fourier transform
ϕ˜
k
is concentrated on the orbit O1,0,0,1 and induce in a canonical way ordinary
functions on the orbit which belong to E = S0(R3) = SA(3)(R3)).
Using (280) the commutation relations (277) (equivalently the commutation
relations for a(ϕ˜′) and a(ϕ˜)+), the properties (194) and (195) of the Krein
product in H′ and the formula (201) we easily compute (where on the right
hand side the sign of restrition to the cone O1,0,0,1 at the arguments ϕ˜
i
has been
84Understood formally as a pointwise limit of actual Pettis (or even Bochner in this case)
integral operators.
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omitted for simplicity)85[
A
(
ϕ
1
)
, A
(
ϕ
2
)]
=
[
a(
√
Bϕ˜
1
) + ηa(
√
Bϕ˜
1
)+η , a(
√
Bϕ˜
2
) + ηa(
√
Bϕ˜
2
)+η
)]
=
[
a(
√
Bϕ˜
1
) , ηa(
√
Bϕ˜
2
)+η
)]
+
[
ηa(
√
Bϕ˜
1
)+η , a(
√
Bϕ˜
2
)
]
=
[
a(
√
B ϕ˜
1
) , a(Jp¯
√
B ϕ˜
2
)+
)]
+
[
a(Jp¯
√
B ϕ˜
1
)+ , a(
√
B ϕ˜
2
)
]
=
{(
ϕ˜
1
, Jp¯ϕ˜
2
)
⊕L2(R3,dµ|
Op¯
)
− (ϕ˜
2
, Jp¯ϕ˜
1
)
⊕L2(R3,dµ|
Op¯
)
}
1
=
{(
ϕ˜
1
, J′ϕ˜
2
)− (ϕ˜
2
, J′ϕ˜
1
)}
1,
where (·, ·) in the last expression is the inner product in H′ and thus with (·, J′·)
in this expression equal to the Krein-product in H′.
On the other hand we have∫
R4×R4
ϕµ
1
⊗ ϕν
2
(
x, y
)
igµνD0(x− y) d4xd4y
= −
∫
R4
d4x
∫
R4
d4y ϕµ
1
(
x
)
ϕν
2
(
y
)
igµν
∫
R3
d3p
2p0(p)
e−ip·(x−y)
+
∫
R4
d4x
∫
R4
d4y ϕµ
1
(
x
)
ϕν
2
(
y
)
igµν
∫
R3
d3p
2p0(p)
eip·(x−y)
=
(
ϕ˜
1
, J′ϕ˜
2
)− (ϕ˜
2
, J′ϕ˜
1
)
where (·, ·) is the inner product in H′ and (·, J′·) is the Krein-product in H′,
and where in the last expression the sign of restriction to the cone O at ϕ˜
i
has
been omitted for simplicity. Therefore[
A
(
ϕ
1
)
, A
(
ϕ
2
)]
=
{ ∫
R4×R4
ϕµ
1
⊗ ϕν
2
(
x, y
)
igµνD0(x− y) d4xd4y
}
1, (282)
which was to be shown. The continuity assertions follow from general theory of
integral kernel operators [83], [128], and from the continuity of the restriction
map
S0(R4) ∋ ϕ˜ −→ ϕ˜|
O1,0,0,1
∈ S0(R3)
proved in Subsection 5.6.
85Note also that we have used real ϕ
i
, but this restrition is irrelevant and is introduced only
for the simplicity of notation, which otherwise will have to use the additional superscript (ˇ·)
in the argumet of the annihilation operators.
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The derivation ∂A∂xν of the operator valued distribution (in the white noise
sense) S00(R4) ∋ ϕ 7→ A(ϕ) ∈ L ((E), (E)) is defined in the ordinary distribu-
tional manner
S00(R4) ∋ ϕ 7→ ∂A
∂xν
(
ϕ
)
= A
(
− ∂ϕ
∂xν
)
.
Because
ϕ(x) =
∫
R4
ϕ˜(p)e−ip·x d4p,
then the Fourier transform of
gνµ
∂2ϕ
∂xν∂xµ
is equal
pµpµϕ˜ = p · pϕ˜.
Therefore
gµν
∂2A
∂xµ∂xν
(
ϕ
)
= A
(
gµν
∂2ϕ
∂xµ∂xν
)
= 0, ϕ ∈ S00(R4),
because for ϕ ∈ S00(R4)
gµν
∂2A
∂ν∂xν
(
ϕ
)
= a(
√
B (p · p ˇ˜ϕ′)|
O
) + ηa(
√
B (p · p ϕ˜′)|
O
)+η
and (p·p ˇ˜ϕ′)|
O
, (p·p ϕ˜′)|
O
are identically equal to zero; or equivalently because the
Fourier transform ˜gµν∂µ∂νϕ is identically equal to zero on the orbit O(1,0,0,1) =
{p, pνpν = p · p = 0}.
All the above statements could have been formulated in the position picture,
with the test spaces E and (E) instead of E and (E), using the property∫
R3
ϕ˜µ(p) ∂
µ
p d
3p =
∫
R3
(
F
−1ϕ˜µ
)
(x) ∂µx d
3x, ϕ˜ ∈ E.
It follows from the above Theorem of this Subsection that the multiplication
operator M2p0 by the function 2p
0 : p 7→ 2(p · p)1/2 and the ordinary three
dimensional Fourier transform F and their inverses are continuous as operators
E → E and E → E respectively and that in particular the space of functions
x 7→ ϕ(t,x) with ϕ ∈ E and fixed t ∈ R is naturally isomorphic to the space E
with every ϕ ∈ E which may be treated as one parameter family of elements of
E and having the property that the drivation with respect to the parameter is
another family of elements E. The operator valued distributions over the test
function space E may be treated as distributions over the space E of functions
of three variables. In particular for each fixed t ∈ R
D√Bϕ˜ =
∫
R3
ϕ˜µ(p) ∂
µ
p d
3p =
∫
R3
F
−1(√BM2p0Meitp0 )F ϕµ(t,x) ∂µx d3x,
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with the operator
F
−1(√BM2p0Meitp0 )F
acting on the function x 7→ ϕ(t,x) ∈ E. The just mentioned one-parameter
families of elements of E (with the time as the parameter) would be sufficient
e.g. for the treatment of the translation subgroup, Let E be realized as the space
of functions x 7→ ϕ(t = 0,x) for ϕ ∈ E , i.e. by the restrictions to t = 0 of ϕ ∈ E .
In particular let ϕ|t=0 ∈ E, then writing Ta, a ∈ R, for the representors of time
translations in the  Lopuszan´ski representation and in the conjugate  Lopuszan´ski
representation, we have
Taϕ|t=0 ∈ E, a ∈ R,
which follows because x 7→ Taϕ(0,x) = ϕ(t = a,x) ∈ E. It is easily seen
that Ta induces unitary transform in ⊕L2(R3,C) = L2(R3,C4) therefore the
investigation of the traslation subgroup may be performed within the Gelfand
triple E ⊂ ⊕L2(R3,C) ⊂ E∗ and its lifting to the Fock space. But in the
investigation of the full double cover of the Poincare´ group a paramentric families
of elements in E with the values of the parameter in the group would be necessary
and over the Hilbert spaces with more complicated inner products, therefore we
prefere using the momentum picture.
Note however that the operator valued distribution
ϕ 7→ A(ϕ) = a(
√
B ˇ˜ϕ) + ηa(
√
B ϕ˜)+η,
in the white noise sense, with ϕ rangig over the space E ⊂ H′′ (equvalently
with the ditributional Fourier transforms of ϕ ∈ E concentrated on the orbit
O1,0,0,1 and determining uniquely ordinary functions ϕ˜ on the orbit O1,0,0,1,
which belong to E) is not yet equal to the local field in Wightman sense. Indeed
the elements of H′′ compose a space of specific distributional solutions of the
mass-less wave equation which forms an indecomposable representation Krein
space of the double covering of the Poincare´ group and are far not flexible
enough to contain e.g. smooth functions of compact support in R4 (regarded as
Minkowski spacetime). We may nonetheless consider a space of space-time test
functions ϕ on R4 whose ordinary Fourier transform
ϕ˜(p) =
∫
R4
ϕ(x)eip·x d4x
after restriction to the orbit O(1,0,0,1) belongs to E. From what we have shown
above it follows that we can choose the elements ϕ from the nuclear space
S00(R4). From what we have already proved it follows that the map ϕ 7→
ϕ˜|
O1,0,0,1
with ϕ˜|
O1,0,0,1
equal to the restriction to the orbit O1,0,0,1 of the Fourier
transform ϕ˜, is continuous as the operator S00(R4) → E. In this case we may
define
ϕ 7→ A(ϕ) = a(
√
B ˇ˜ϕ|
O1,0,0,1
) + ηa(
√
B ϕ˜|
O1,0,0,1
)+η,
as the four-potential field – operator valued distribution in the white noise sense
of Berezin-Hida.
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Moreover from what we have already shown it easily folows that the local
field fulfils the Wightman axioms of [195], Chap. 3, with the obvious modifica-
tions that our representation of the double covering of the Poincare´ group is re-
placed with a Krein-isometric representation (althogh unitarity of the represta-
tion of the translation subgroup is preserved) and with the test function space
equal S00(R4) in this mass-less gauge field case instead of the ordinary Schwartz
space S(R4) (correct only for massive nongauge fields if the fields are required to
be build within the Berezin-Hida white noise formalism) and domain D = (E).
But in fact the field A we have constructed using white noise is a much more
subtle object than (so modified) Wightman zero mass field A, and in particular
is useful in the perturbative causal approach – contrary to Wightman fields.
Although the space S00(R4) is not flexible enough to contain any smooth
function onR4 with compact support (except the trival zero function), it nonethe-
less is sufficient for the splitting of causal homogeneous distributions, which is
sufficient for the causal perturbative method, compare Subsection 5.7. Indeed
note that pairing and commutation singular functions corresponding to zero
mass fields (which require the test space to be the space S00(R4) of scalar, vec-
tor, e.t.c. valued functions depending on the filed) are always homogeneous,
and for splitting of homogeneous distribitions (and their tensor products) the
space S00(R4) (and its tensor products) is prety sufficient.
Although usefulness of the white noise constrruction of free fields for the
causal perturbative approach is the main motivation for us, we also metion that
it also allows rigorous formulation and proof of the generalization of the first
Noether theorem in the realm of free quantum fields. Wightman approach is
not effective for this task. The main trouble comes from the unclear averaging
of Wightman-Garding “Wick product fields” over Cauchy surfaces in construc-
tion of the conserved currents. Some (not entirely mathematically controllable)
constructions for the massive fields have been undertaken with a restricted suc-
cess, compare e.g. [107], [108], [140], but the zero mass gauge fields seem to be
untractable within the Wightman-G˚arding approach. In the next Subsetion we
show how the white noise approach allows to solve this problem even for gauge
zero mass field such as the electromagnetic potential field.
5.9 Bogoliubov-Shirkov quantization postulate for free fields.
The case of the electromagnetic quantum four-vector
potetnial field.
Let us give the heuristic formulation of the Postulate in the original form as
stated in [15], Chap. 2, §9.4 (in 1980 Ed.): The operators for the energy-
momentum four-vector P , and the angular momentum tensor M , the charge
Q, and so on, which are the generators of the corresponding symmetry trans-
formations of state vectors, can be expressed in terms of the operator functions
of the fields by the same relations as in classical field theory with the operators
arranged in the normal order.
Here we confine ourselves to the case of the free electromagnetic field and
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to the case of translation subgroup with the generators expressed (via Emmy
Noether theorem) by the spatial integrals of the energy momentum tensor com-
ponents T 0µ. The case of massive fields has been proved even in a slightly more
general context of general Wightman fields fulfilling the Wightmann axioms of
[195] Chap. 3.3.1, compare eg. [140].
Let T 0µ be the components of energy-momentum tensor for the free classi-
cal electromagnetic field Aµ corresponding to translations via Emmy Noether
theorem (compare [15]) expressed in terms of derivatives ∂νA
µ. According to
this theorem the spatial (or more general inegral over any space-like surface)∫
T 00 d3x = −1
2
∫
gµν
∑
ρ
∂ρA
µ∂ρA
ν d3x,
∫
T 0k d3x =
∫
gµν∂0A
µ∂kA
ν d3x,
is equal to the conserved integral corresponding to the translational symmetry,
i.e. energy-momentum components of the field. We replace the classical field
in the above integral formally by the quantum fields and arrange them in the
normal order. Thus we are going to show that∫
: T 0µ : d3x = P µ = dΓ(Pµ),
where Pµ, µ = 0, 1, 2, 3, are the translation generators of the conjugate  Lopuszan´ski
represenation
[
WU (1,0,0,1)  LW−1
]∗−1
= J′
[
WU (1,0,0,1)  LW−1
]
J′ and thus with
P µ = dΓ(Pµ), µ = 0, 1, 2, 3, equal to the generators of translations of the
representation
Γ
([
WU (1,0,0,1)  LW−1
]∗−1)
= Γ(J′) Γ
(
WU (1,0,0,1)  LW−1
)
Γ(J′),
of T4sSL(2,C) in the Fock space Γ(H′). Because Pµ commute with J′ and thus
dΓ(Pµ) commute with Γ(J′) = η, then Pµ are at the same time the translation
generators of the  Lopuszan´ski representation WU (1,0,0,1)  LW−1 and dΓ(Pµ) are
also the translation generators of the representation
Γ
(
WU (1,0,0,1)  LW−1
)
.
Equivalently we will show that
−1
2
∫
: gµν
∑
ρ
∂ρA
µ∂ρA
ν : d3x = dΓ(P 0) , (283)
∫
gµν : ∂0A
µ∂kA
ν : d3x = dΓ(Pk) , (284)
where
dΓ(Pk) = gkνdΓ(P
ν) = −dΓ(P k).
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We have to give a rigorous meaning to the integral on the left hand side of
(283) and (284) as well defined continuous operator (E) → (E) equal to the
translation generator dΓ(Pµ) on (E), i.e. on the core domain of a self-adjoint
operator dΓ(Pµ). Thus the operator on the left will have a selfadjoint extension
equal to dΓ(Pµ). The whole point about the Postulate is that the operators
P µ = dΓ(Pµ) may be computed in therms of Wick polynomilas in free fields –
operator valued distributioons to which we know how to apply the perturbative
series in the sense of Bogoliubov-Epstein-Glaser. In the course of the proof of
the Postulate the white noise calculus is havily used. We proceed in two steps.
In the first step we show that for each µ = 0, 1, 2, 3, there exist a distribution
κµ ∈ E ⊗E∗ such that the corresponding integral kernel operator Ξ1,1(κµ) (eq.
(275)) is equal to P µ = dΓ(Pµ). Then we give the definition of the integral on
the left hand side of (283) and (284) and show that it is equal to Ξ1,1(κ
µ).
In the investigation of the representation of the double covering of the
Poincare´ group we could restrict ourselves to the following Gelfand triples:
E ⊂ ⊕L2(R3) ⊂ E∗
↓↑ ↓↑ ↓↑
E ⊂ ⊕L2(R3) ⊂ E∗
, (285)
and their liftings
(E) ⊂ L2(E∗
R
, µ;C) ∼= Γ
(
⊕ L2(R3)
)
⊂ (E)∗
↓↑ ↓↑ ↓↑
(E) ⊂ L2(E∗
R
, µ;C) ∼= Γ
(
⊕ L2(R3)
)
⊂ (E)∗.
(286)
But the triple E ⊂ ⊕L2(R3) ⊂ E∗ works smoothly only for the translation
subgroups, the analysis of the other subgroups with the use of this triple is not
very elegant. The triple E ⊂ ⊕L2(R3) ⊂ E∗ works well and moreover produces
simple formulas due to simple expressions for the pairings induced by the simple
inner product formula in ⊕L2(R3,C) = L2(R3,C4) – this is why we are using it.
Athough the inner product (191) in H′ have the additional “weight” operator
B and thus the pairings 〈·, ·〉 and 〈〈·, ·〉〉 which it induces are given by slightly
more complicated formulas, the Gelfand triple (constructed in the standard way
with the help of the operator
√
B
−1
A
√
B in H′)
E ⊂ H′ ⊂ E∗ (287)
and its lifting
(E) ⊂ L2(E∗R, µ;C) ∼= Γ(H′) ⊂ (E)∗ (288)
seems conceptually better suited for the investigation of the action of the double
covering of the Poincare´ group in the Fock space Γ(H′) (of course the Gaussian
measures µ in (286) and (288) depend on the inner product in the respective one
particle Hilbert spaces). We use it in the proof of the Bogoliubov Postulate to
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illustrate the interconnection between the formalisms based on differend Gelfand
triples.
Note that although the nuclear space E and (E) are common for the Gelfand
triples E ⊂ ⊕L2(R3) ⊂ (E)∗ and E ⊂ H′ ⊂ (E)∗ (and their liftings to differ-
ent Fock spaces) the element Φ ∈ (E) common for the two Fock spaces Γ(H′)
and Γ
(
⊕L2(R3)
)
has different representations as two different functions given
by the Wiener-Itoˆ-Segal decomposition (273), because the represntation as a
function on E∗ depends on the pairing 〈·, ·〉 induced by the inner product in
the one particle Hilbert space. And in the two cases of the Gelfand triples and
their liftings the respective one particle Hilbert spaces are different, so that the
operators Dϕ˜, D
∗
ϕ˜ (whenever well defined as operators (E)→ (E)) regarded as
operators in the Fock spaces are different. Likewise the generalized operators
Dδνp , D
∗
δνp
, induce different operator valued distributions in the two indicated
cases of Gelfand triples. (Although we express the final formulas in terms of
the canonical set of generalized operators with the canonical commutation re-
lations.) Because the only difference in the application of the two mentioned
Gelfand triples is of technical character and reduces to the replacement of the
pairings in the formulas of [83] or in the above formulas by the pairings 〈·, ·〉,
〈〈·, ·〉〉 induced by the inner product (191) in H′, we only list here the final for-
mulas leaving all details as an exercise. In order to simplify notation we write
∂p = Dδp for the tuple (∂
0
p, . . . , ∂
3
p) = (Dδ0p , . . . , Dδ3p) of operators, and the
dependence of these operators on the inner product (191) or on the “weight”
operator B in (191) will be reflected by the overset character B:
B
∂p. The no-
tation B
B
∂p,
√
B
B
∂p, e.t.c. is self-evident. If the overset character is absent then
the symbol refers to the respective generalized operator obtained with the help
of the triple E ⊂ ⊕L2(R3) ⊂ E∗ and its lifting.
We have the following formulas when the pairing 〈·, ·〉 induced by the inner
product (191): (·, B·)⊕L2(R3) and when the Gelfand triple (287) and its lifting
(288) are used :
B
Dζ =
∫
R3
ζ(p)
B
∂p d
3p,
B
D∗ζ =
∫
R3
ζ(p)
B
∂∗p d
3p, ζ ∈ E∗
[ B
D∗ζ ,
B
Dξ
]
= 〈ζ, ξ〉 = (ζ, Bξ)⊕L2(R3) , ζ, ξ ∈ H′,[ B
∂∗p ,
B
∂p′
]
= B δ(p− p′),
B
∂p =
√
B ∂p,
B
∂∗p =
√
B ∂∗p.
In particular
B
Dζ =
∫
R3
ζ(p)
√
B ∂p d
3p,
B
D∗ζ =
∫
R3
ζ(p)
√
B ∂∗p d
3p, ζ ∈ E∗,
B
Dϕ˜ = D√B ϕ˜ = a
′(ϕ˜)
B
D∗ϕ˜ = D
∗√
B ϕ˜
= a′(ϕ˜)+, ϕ˜ ∈ E.
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By the above theorem of this Subsection the representors of the  Lopuszan´ski
representation WU (1,0,0,1)  LW−1 are continuous as operators E → E. In partic-
ular this holds for the translation subgroup representors of this represntation
equal to the translation subgroup representors of the conjugate  Lopuszan´ski
representation
[
WU (1,0,0,1)  LW−1
]∗−1
. And because the translation represen-
tors in both of the representations commute with the fundamental symmetry
J′, then in both representations the translation subgroup is unitary and not
only Krein-isometric. Therefore the translation subgroup in the  Lopuszan´ski
representation and in the conjugate  Lopuszan´ski representation compose the
subgroup of the Yoshizawa group U(E;H′). The Yoshizawa group U(E;H′) is
the group of unitary operators on H′ which induce homeomorphisms of the test
function space E with respect to the nuclear topology of E. In other wards the
translation representors in the  Lopuszan´ski and conjugate  Lopuszan´ski represen-
tation compose automorphisms of the Gelfand triple E ⊂ H′ ⊂ E∗. Moreover
any one parameter subgroup {Tθ}θ∈R of translations in the  Lopuszan´ski repre-
sentation and in the conjugate  Lopuszan´ski representation is differentiable, i.e.
limθ→0(Tθξ − ξ)/θ = Xξ converges in E. Let us consider the one parameter
subgroup of translations along the µ-th axis and write in this case Xµ for X ,
where Xµ is the operator Mipµ of multiplication by the function p → ipµ(p),
and where (p0(p), . . . p3(p)) = (
√
p · p,p) ∈ O(1,0,0,1). Existence of the limit is
equivalent to
lim
θ→0
∣∣∣∣Tθξ − ξθ −Xµξ
∣∣∣∣2
k
= lim
θ→0
∫ (Ak(eiθpµ − 1− iθpµ)ξ(p)
θ
,
BAk
(
eiθp
µ − 1− iθpµ
)
ξ(p)
θ
)
C4
d3p = 0,
k = 0, 1, 2, . . . , ξ ∈ E, (289)
where pµ, µ = 0, 1, 2, 3, in the exponent are the functions p 7→ (pµ(p)) =
(
√
p · p,p) and where A is the operator √B−1A√B and A is the operator A
used in the construction of the Gelfand triple E ⊂ ⊕L2(R3) ⊂ E∗ and has been
constructed above. Explicit calculation shows that (289) is fulfilled. Therefore
{Tθ}θ∈R is differentiable subgroup and by the Banach-Steinhaus theorem the
linear operators Xµ, µ = 0, 1, 2, 3, are continuous as operators E → E and
finally by Proposition 3.1 of [83] every such subgroup is regular in the sense of
[83], §3.
For every operator X which is continuous as the operator E → E we define
Γ(X) and dΓ(X) on (E). Let Φ ∈ (E) be represented as a function by the
Wiener-Itoˆ-Segal decomposition (273) corresponding to the Gelfand triples (287)
and (288), i.e. with the pairing 〈·, ·〉 in (273) induced by the inner product
(·, B·)⊕L2(R3) in H′. Then we define
(Γ(X)Φ)(ζ) =
∞∑
n=0
〈 : ζ⊗n : , X⊗nfn 〉, ζ ∈ E∗;
380
(dΓ(X)Φ)(ζ) =
∞∑
n=0
n〈 : ζ⊗n : , (X ⊗ I⊗(n−1)) fn 〉, ζ ∈ E∗.
In this case it is easily seen that the Theorem 4.1 of [83] is applicable and that
{Γ(Tθ)}θ∈R, with the generator Xµ, is a regular one parameter subgroup with
the generator dΓ(Xµ) which continuously maps (E) into itself.
In this situation it is not difficult to see that for each µ = 0, 1, 2, 3, the proof of
Proposition 4.2 and Theorem 4.3 of [83] is applicable to any of the one parameter
translation subgroups in the  Lopuszan´ski representation and in the conjugate
 Lopuszan´ski representation, in particular for any of the traslation subgroup
along the direction of the µ-th axis, µ = 0, 1, 2, 3, there exists a symmetric
distribution κµ ∈ E ⊗ E∗ such that
dΓ(Xµ) = Ξ1,1(κ
µ) =
∫
R3×R3
κµ(p′,p)
B
∂∗
p′
B
∂p d
3p′d3p, (290)
and κµ ∈ E ⊗ E∗ fulfills
〈κµ, ζ ⊗ ξ〉 = 〈ζ,Xµξ〉, ζ, ξ ∈ E. (291)
Because the pairings 〈·, ·〉 in the formula are induced by the inner product
(·, B·)⊕L2(R3) in H′
and the operator B is equal to pointwise multiplication by real symmetric
matrix, and because Xµ is the operator of multiplication by ipµ, we have
(ζ, B Xµξ)⊕L2(R3) = 〈ζ,Xµξ〉 = 〈Xµξ, ζ〉 = 〈ξ,Xµζ〉, ζ, ξ ∈ E,
so that
〈κµ, ζ ⊗ ξ〉 = 〈κµ, ξ ⊗ ζ〉, ζ, ξ ∈ E,
and κµ is indeed symmetric. Therefore the right hand side of (290) is equal∫
R3×R3
κµ(p′,p)
B
∂∗
p
′
B
∂p d
3p′d3p =
∫
R3×R3
κµ(p′,p)B ∂∗
p
′∂p d
3p′d3p.
On the other hand the pairing 〈·, ·〉 on left hand side of (291) expressed in terms
of the kernel κµ(p′,p) is likewise induced by the inner product (·, B·)⊕L2(R3) in
H′. Therefore we have
〈κµ, ζ ⊗ ξ〉 =
∫
R3×R3
κµ(p′,p) Bζ(p′)Bξ(p) d3p′d3p.
Joining this with (291) we obtain(
κµ(p′,p)B
)
ν λ
= ipµ(p)δµλδ(p
′ − p).
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Because the operator Pµ = −iXµ, µ = 0, 1, 2, 3, acts in the Hilbert space H′
as operator M
pµ
of multiplication by pµ (with p = (p0, p1, p2, p3) ∈ O(1,0,0,1)),
then
P µ = dΓ(Pµ) =
∫
R3×R3
pµ(p) δνλδ(p
′ − p) ∂ν ∗p′ ∂λp d3p′d3p, (292)
which is customary to be written as
P µ = dΓ(Pµ) =
∑
ν
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p.
Both operators dΓ(Pµ) and Ξ1,1(−iκµ) transform (continuously) the nuclear,
and thus perfect, space (E) into itself and both being equal and symmetric on
(E) have self-adjoint extension to self-adjoint operator in the Fock space Γ(H′),
again by the classical criterion of [141] (p. 120 in Russian Ed. 1954). In general
the criterion of Riesz-Szo¨kefalvy-Nagy does not exclude existence of more than
just one self-adjoint extension, but in our case it is unique. Indeed because for
each µ = 0, 1, 2, 3, the one-parameter unitary group generated by dΓ(Pµ) leaves
invariant the dense nuclear space (E), then by general theory, e.g. Chap. 10.3.,
it follows that dΓ(Pµ) with domain (E) is essentially self adjoint (admits unique
self adjoint extension).
It is not difficult to see that the method of Hida, Obata and Saitoˆ with the
Gelfand triples (288) and (288) is applicapble to the representors of any one
parametr subgroup of T4sSL(2,C), and the result analogous to (290) may be
obtained with dΓ(X) = Ξ1,1(κ), κ ∈ E ⊗ E∗, transforming (E) continuously
into itself. The additional work is required in proving existence of Krein-self-
adjoint extension of dΓ(−iX) = Ξ1,1(−iκ), which requires a generalization of
the Riesz-Szo¨kefalvy-Nagy criterion for existence of the ordinary self-adjoint
extension.
Now let us back to the Gelfand triple E ⊂ ⊕L2(R3) ⊂ E∗ in the momentum
picture and its lifting, as the pairings 〈·, ·〉 and 〈〈·, ·〉〉 and the corresponding
formulas are simpler in this case.
Now we give a rigorous definition of the spatial integral of the local conserved
current equal to the energy momentum tensor components regarded as Wick
ordered polynomilas of free fields on the left hand side of the formulas (283) and
(284). This at the same time gives the connecton of the quantum electromagntic
fourpotential free field A constructed here with the one used in the standard
physical literature. To this end let ϕ be any real valued element of S00(R4) and
let Φ be any element of (E). We consider the Fourier transform ϕ˜ in R4
ϕ˜(p) =
∫
R4
ϕ(x)eip·x d4x
of ϕ ∈ S00(R4;C4) = ˜S0(R4;C4) and note that η : (E) 7→ (E) is continuous
as the second quantization of a continuous operator: E → E, compare [83]. It
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easily follows that the function86 (summation with respect to µ, ν)
R3 × R4 ∋ (p, x) 7→
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x∂λpΦ
+
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·xη∂∗ λp ηΦ
}
∈ (E)∗, (293)
where p in the exponent is equal
(
p0(p),p
)
=
(
(p·p)1/2,p), is Pettis-inegrable87.
The following iterated integral∫
R3
d3p
∫
R4
d4x
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x∂λpΦ
}
+ η
∫
R3
d3p
∫
R4
d4x
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·x∂λ ∗p ηΦ
}
=
∫
R3
d3p
∫
R4
d4x
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x∂λpΦ
+
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·xη∂λ ∗p ηΦ
}
=
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λ
ˇ˜ϕµ|O (p)∂λpΦ
+
1√
2p0(p)
√
B(p, p0(p))
µ
λ ϕ˜µ|O (p)η∂λ ∗p ηΦ
}
= D√
B ˇ˜ϕ|
O
Φ+ ηD∗√
B ϕ˜|
O
ηΦ = a(
√
B ˇ˜ϕ|
O
)Φ + ηa+(
√
B ϕ˜|
O
)ηΦ = A(ϕ)Φ
exists as Pettis integral (the first summand exists even in the Bochner sense
as an element of (E) ⊂ (Ek) in the Hilbert space (Ek) for some k). In the
above formula ϕ˜µ|O denotes the restriction of the Fourier transform ϕ˜µ in R4
of an element ϕµ ∈ S00(R4;C) to the light cone O(1,0,0,1). We have inserted η
under the integral sign because it is continuous as an operator (E) → (E). By
86The map p 7→ ∂λpΦ is even Bochner strongly measurable (for definition compare [200],
Chap. V.5) being continuous with respect to some ‖ · ‖k in (Ek) and separably valued as (Ek)
is separable.
87The integrand in the first summand is even Bochner strongly measurable on the product
measure space R3 × R4 as a function R3 × R4 → (Ek), with k depending on Φ and ϕ.
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Corollary 3.9 of [158] it follows that for each Ψ ∈ (E) the function
R3 × R4 ∋ (p, x) 7→
〈〈
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x∂λpΦ
+
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·xη∂λ ∗p ηΦ, Ψ
〉〉
=
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x 〈〈∂λpΦ,Ψ〉〉
+
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·x 〈〈η∂λ ∗p ηΦ, Ψ〉〉 ∈ R
is measurable and absolutely integrable on the product measure space space
R3 × R4 (note that by Lemma 2.1 of [83] and the continuity of η = Γ(J′) :
(E)→ (E), the functions
p 7→ 〈〈∂λpΦ,Ψ〉〉 and p 7→ 〈〈η∂λ ∗p ηΦ, Ψ〉〉
belong to E = SA′′′(R3) = S0(R3), and thus because the operator of multilica-
tion by any integer power of r(p) = p0(p) is, by the first Lemma of Subsection
5.4, continuous as operator S0(R3) = SA′′′(R3) → SA′′′ (R3) = S0(R3), the
functions belong to S0(R3) = SA′′′(R3)) By the classiclal Fubini theorem ([158],
Chap. 3.6, Corollary 3.6.2)∫
R4
Aµ(x)ϕµ(x)Φ d
4x
=
∫
R4
d4x
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
−ip·x∂λpΦ
}
+
∫
R4
d4x
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λϕµ(x)e
ip·xη ∂λ ∗p ηΦ
}
= a(
√
B ˇ˜ϕ|
O
)Φ + ηa+(
√
Bϕ˜|
O
)ηΦ = A(ϕ)Φ,
where p =
(
(p · p)1/2,p) ∈ O(1,0,0,1) and
Aµ(x)Φ =
∫
R3
d3p
{
e−ip·x√
2p0(p)
√
B(p, p0(p))
µ
λ∂
λ
pΦ
}
+
∫
R3
d3p
{
eip·x√
2p0(p)
√
B(p, p0(p))
µ
λη ∂
λ ∗
p ηΦ
}
and where the integrals exist as Pettis
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inegrals88 on the basis of Pettis theorem, compare Proposition 8.1 of [84].
Note however that although the first integral is an element of (E) ⊂ Γ(H′) ⊂
(E)∗ it is not the case for the last integral which in general is an element of
(E−k) ⊂ (E)∗ but not of the Fock space Γ(H′). Therefore we can write
Aµ(x) =
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)e−ip·x
+
1√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ η eip·x
}
(294)
where p =
(
(p · p)1/2,p) ∈ O(1,0,0,1) and where the integral is understood as
pointwisely defined on (E) as Pettis integral (and the first summand even in
Bochner sense) and thus defines a well defined operator (E) → (E)∗. But
note that Aµ(x)Φ is not an element of the Fock space (except for Φ = 0) and
Aµ(x) is not well defined as operator in the Fock space. Similarly using the
Lemma 2.1 of [83] and our first Lemma of Subsection 5.4 on the continuity
of multiplication operators by the (integer or fractional) power of r =
√
p · p:
S0(R3) = SA′′′(R3)→ SA′′′(R3) = S0(R3)), and our 5-th Lemma of Subsection
5.5 on the equivalence of norms, we easily show that the following operators
(E)→ (E)∗ are well defined pointwisely on (E) as Pettis integrals:
∂0A
µ(x) =
∫
R3
d3p
{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)e−ip·x
+
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ η eip·x
}
and
∂kA
µ(x) =
∫
R3
d3p
{
ipk√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)e−ip·x
+
−ipk√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ η eip·x
}
;
88The first summand in the above integrals exists even in the Bochner sense. Indeed by the
classical Bochner measurability criterion (Theorem 1 of Chap. V.5 of [200]) it follows that
R3 × R4 ∋ (p, x) 7→
∥∥∥∥ 1√
2p0(p)
√
B(p, p0(p))
µ
λ
ϕµ(x)e
−ip·x∂λpΦ
∥∥∥∥
k
∈ R
is measurable on the product measure space R3 × R4. By the classical Fubini theorem
for scalar functions ([158], Chap. 3.6, Corollary 3.6.2) it follows again by [200], Chap. V.5
Theorem 1, that the first summand of the function (293) is Bochner integrable on the product
measure space R3 × R4. We can therefore apply the Fubini theorem for Bochner integrable
functions to the first summand of the function (293), compare [32] or [13], to obtain the above
equality for the first summand in the sense of Bochner integrals.
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or more precisely, for each Φ ∈ (E) the inegrals
∂0A
µ(x)Φ =
∫
R3
d3p
{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)Φ e−ip·x
+
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ ηΦ eip·x
}
and
∂kA
µ(x)Φ =
∫
R3
d3p
{
ipk√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)Φ e−ip·x
+
−ipk√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ ηΦ eip·x
}
.
exist as Pettis integrals and belong to (E)∗; which means that for any fixed
Φ ∈ (E) and any Ψ ∈ (E) the functionals
Ψ 7→ 〈〈∂0Aµ(x)Φ,Ψ〉〉 =
∫
R3
d3p
{〈〈 −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ e
−ip·x aλ(p)Φ, Ψ
〉〉
+
〈〈
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ e
ip·x η aλ(p)+ ηΦ,Ψ
〉〉}
and
∂kA
µ(x)Φ =
∫
R3
d3p
{〈〈
ipk√
2p0(p)
√
B(p, p0(p))
µ
λ e
−ip·x aλ(p)Φ, Ψ
〉〉
+
〈〈 −ipk√
2p0(p)
√
B(p, p0(p))
µ
λ e
ip·x η aλ(p)+ ηΦ, Ψ
〉〉}
.
are continuous functionals on (E), i.e. belong to (E)∗.
Now using the inequality (2-2) of Lemma 2.1 of [83] we will prove more, i.e.
LEMMA. For any x ∈ R4 the operators Aµ(x), ∂0Aµ(x), ∂kAµ(x) : (E) →
(E)∗ are continuous, where (E)∗ is equipped with the strong topology (athough
in this case the linear spaces L ((E), (E)∗σ) and L ((E), (E)
∗
b ) of continuous
operators (E) → (E)∗ for the weak and strong topology on (E)∗ are identical
and denoted simply by L ((E), (E)∗)).

Let Φ,Ψ be any elements of (E) and x = (x, t) be any point in R4. Then we
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have
〈〈Aµ(x, t)Φ,Ψ〉〉 =
∫
R3
d3p eip·x
{
e−ip
0(p)t 1√
2p0(p)
√
B(p, p0(p))
µ
λ
〈〈
∂λpΦ,Ψ
〉〉}
+
∫
R3
d3p eip·(−x)
{
eip
0(p)t 1√
2p0(p)
√
B(p, p0(p))
µ
λ
〈〈
η∂λ ∗p ηΦ, Ψ
〉〉}
;
〈〈∂0Aµ(x, t)Φ,Ψ〉〉 =
∫
R3
d3p eip·x
{
e−ip
0(p)t−i
√
p0(p)√
2
√
B(p, p0(p))
µ
λ
〈〈
∂λpΦ,Ψ
〉〉}
+
∫
R3
d3p eip·(−x)
{
eip
0(p)t i
√
p0(p)√
2
√
B(p, p0(p))
µ
λ
〈〈
η∂λ ∗p ηΦ, Ψ
〉〉}
;
〈〈∂kAµ(x, t)Φ,Ψ〉〉 =
∫
R3
d3p eip·x
{
e−ip
0(p)t ip
k√
2p0(p)
√
B(p, p0(p))
µ
λ
〈〈
∂λpΦ,Ψ
〉〉}
+
∫
R3
d3p eip·(−x)
{
eip
0(p)t −ipk√
2p0(p)
√
B(p, p0(p))
µ
λ
〈〈
η∂λ ∗p ηΦ, Ψ
〉〉}
.
From Lemma 2.1 of [83] and continuity of η = Γ(J′) : (E)→ (E) it follows that
the functions
p 7→ 〈〈∂λpΦ,Ψ〉〉 = ηλΦ,Ψ(p),
p 7→ 〈〈η∂λ ∗p ηΦ, Ψ〉〉 = η∗ληΦ,ηΨ(p)
belong to the nuclear space E = SA′′′(R3) = S0(R3).
Now for any fixed t ∈ R and µ, λ ∈ {0, 1, 2, 3}, consider the operators
Opt
µ
λ : E = SA′′′(R3) → E = SA′′′ (R3), where for ξλ ∈ E = SA′′′(R3)(
Optξ
)µ
(p) = Opt
µ
λξ
λ(p) (summation over λ = 0, 1, 2, 3) is given by one of
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the following formulas
e−ip
0(p)t 1√
2p0(p)
√
B(p, p0(p))
µ
λ ξ
λ(p) or
eip
0(p)t 1√
2p0(p)
√
B(p, p0(p))
µ
λ ξ
λ(p) or
e−ip
0(p)t−i
√
p0(p)√
2
√
B(p, p0(p))
µ
λ ξ
λ(p) or
eip
0(p)t i
√
p0(p)√
2
√
B(p, p0(p))
µ
λ ξ
λ(p) or
e−ip
0(p)t ip
k√
2p0(p)
√
B(p, p0(p))
µ
λ ξ
λ(p) or
eip
0(p)t −ipk√
2p0(p)
√
B(p, p0(p))
µ
λ ξ
λ(p).
By the lemmas of Subsection 5.5 all the operators Opt
µ
λ and thus the operators
Opt defined above are continuous linear operators from E = SA′′′(R3) = S0(R3)
into E = SA′′′(R3) = S0(R3). It follows that all functions
x 7→ 〈〈Aµ(x, t)Φ,Ψ〉〉,
x 7→ 〈〈∂0Aµ(x, t)Φ,Ψ〉〉,
x 7→ 〈〈∂kAµ(x, t)Φ,Ψ〉〉,
belong to S˜0(R3) = ˜SA′′′(R3) = S00(R3). i.e. they are equal to the Fourier
transforms ξ˜ of some elements ξ of E = SA′′′(R3) = S0(R3). In particular
〈〈Aµ(x, t)Φ,Ψ〉〉 = (OptµληλΦ,Ψ)∼(x) + (Op−tµλη∗ληΦ,ηΨ)∼(− x)
and similarly for the operators ∂0A
µ(x, t) and ∂kA
µ(x, t) with the corresponding
operators Opt
µ
λ inserted. Therefore∣∣〈〈Aµ(x, t)Φ,Ψ〉〉∣∣2 ≤ ∣∣∣(OptµληλΦ,Ψ)∼(x)∣∣∣2
+ 2
∣∣∣(OptµληλΦ,Ψ)∼(x)∣∣∣∣∣∣(Op−tµλη∗ληΦ,ηΨ)∼(− x)∣∣∣
+
∣∣∣(Op−tµλη∗ληΦ,ηΨ)∼(− x)∣∣∣2
≤ 2
∣∣∣(OptµληλΦ,Ψ)∼(x)∣∣∣2 + 2∣∣∣(Op−tµλη∗ληΦ,ηΨ)∼(− x)∣∣∣2 (295)
and similarly for 〈〈∂0Aµ(x, t)Φ,Ψ〉〉 and 〈〈∂kAµ(x, t)Φ,Ψ〉〉. On the basis of
the 5-th Lemma of Subsecton 5.5, for each p ∈ N there exists a finite constant
Cp < +∞ and a natural number (depending on p) q(p) ∈ N such that
sup
0≤|k|,|m|≤p
∫
R3
∣∣rkϕ(m)(p)∣∣2 d3p ≤ Cp ||(A′′′)qϕ||2
L2(R3)
, ϕ ∈ SA′′′(R3) = S0(R3),
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wherem ∈ N3 denotes a multiidex and |m| its standard modulus and ϕ(m) is the
derivative of ϕ of degree |m| corresponding to the multiindex m. In particular∫
R3
∣∣ϕ(p)∣∣2 d3p ≤ C ||(A′′′)qϕ||2
L2(R3)
,
∫
R3
∣∣piϕ(p)∣∣2 d3p ≤ C ||(A′′′)qϕ||2
L2(R3)
,
∫
R3
∣∣pipjϕ(p)∣∣2 d3p ≤ C ||(A′′′)qϕ||2
L2(R3)
,
∫
R3
∣∣p1p2p3ϕ(p)∣∣2 d3p ≤ C ||(A′′′)qϕ||2
L2(R3)
, ϕ ∈ SA′′′(R3) = S0(R3),
(296)
for some q ∈ N and C < +∞ independent of ϕ ∈ SA′′′ (R3) = S0(R3). After
performing the Fourier tranformation (˜·) : S0(R3) → S˜0(R3) we obtain from
(296) the following inequalities ∫
R3
∣∣ϕ˜(x)∣∣2 d3x ≤ C ||(A˜′′′)qϕ˜||2
L2(R3)
,
∫
R3
∣∣∂iϕ˜(x)∣∣2 d3x ≤ C ||(A˜′′′)qϕ||2
L2(R3)
,
∫
R3
∣∣∂i∂jϕ˜(x)∣∣2 d3x ≤ C ||(A˜′′′)qϕ˜||2
L2(R3)
,
∫
R3
∣∣∂1∂2∂3ϕ˜(x)∣∣2 d3x ≤ C ||(A˜′′′)qϕ˜||2
L2(R3)
, ϕ ∈ S0(R3).
(297)
On the other hand (3-rd Lemma of Subsect. 5.5)
|ϕ˜(x)|2 ≤
∫
R3
∣∣ϕ˜(x)∣∣2 d3x+∫
R3
∣∣∂1ϕ˜(x)∣∣2 d3x+∫
R3
∣∣∂2ϕ˜(x)∣∣2 d3x+∫
R3
∣∣∂3ϕ˜(x)∣∣2 d3x
+
∫
R3
∣∣∂1∂2ϕ˜(x)∣∣2 d3x+ ∫
R3
∣∣∂1∂3ϕ˜(x)∣∣2 d3x+ ∫
R3
∣∣∂2∂3ϕ˜(x)∣∣2 d3x
+
∫
R3
∣∣∂1∂2∂3ϕ˜(x)∣∣2 d3x. (298)
From (297) and (298) we obtain
|ϕ˜(x)|2 ≤ C ||(A˜′′′)qϕ˜||2
L2(R3)
, (299)
with C < +∞ independent of ϕ ∈ S0(R3) = SA′′′(R3). Because (299) is valid
for all ϕ˜, with ϕ ∈ S0(R3) = SA′′′ (R3), where ϕ˜ is the Fourier transform of ϕ,
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then from (295) and (299) we obtain
∣∣〈〈Aµ(x, t)Φ,Ψ〉〉∣∣2 ≤ C{∥∥∥(A˜′′′)q(OptµληλΦ,Ψ)∼∥∥∥2
L2(R3)
+
∥∥∥(A˜′′′)q(Op−tµλη∗ληΦ,ηΨ)∼∥∥∥2
L2(R3)
}
= C
{∥∥∥(A′′′)qOptµληλΦ,Ψ∥∥∥2
L2(R3)
+
∥∥∥(A′′′)qOp−tµλη∗ληΦ,ηΨ∥∥∥2
L2(R3)
}
= C
{∣∣∣OptµληλΦ,Ψ ∣∣∣
q
2
+
∣∣∣Op−tµλη∗ληΦ,ηΨ ∣∣∣
q
2}
. (300)
But from the inequality (2-2) of Lemma 2.1 of [83] and from the continuity
of η = Γ(J′) : (E)→ (E) for each p ∈ N there exist a positive constant Cp and
q ∈ N (depending on p) such that
∣∣∣ηλ
Φ,Ψ
∣∣∣
p
≤ ρ−p
( ρ−p
−2pe lnρ
)1/2
‖Φ‖p‖Ψ‖p,∣∣∣η∗λ
ηΦ,ηΨ
∣∣∣
p
≤ ρ−p
( ρ−p
−2pe lnρ
)1/2
‖ηΦ‖p‖ηΨ‖p
≤ ρ−p
( ρ−p
−2pe ln ρ
)1/2
Cp ‖Φ‖q‖Ψ‖q, Φ,Ψ ∈ (E) (301)
where
ρ = ‖(A′′′)−1‖OP = λ1−1 < 1
is the operator norm of (A′′′)−1, and λ1 = inf Spec A′′′. Joining (300) and (301)
we obtain from the continuity of the operators Opt
µ
λ : E → E = SA′′′(R3) =
S0(R3) the following inequalities
∣∣〈〈Aµ(x, t)Φ,Ψ〉〉∣∣2 ≤ ρ−p( ρ−p−2pe lnρ)1/2 C(t) ‖Φ‖p‖Ψ‖p, Φ,Ψ ∈ (E), (302)
for all p ∈ N greather then some fixed q0 ∈ N; and where t 7→ C(t) is a positive
finite function which can be choosen continuous, as is easily checked.
Analogous inequality (302) holds true for the operators ∂0A
µ(x, t) and ∂kA
µ(x, t).
Now let V (B, ǫ) be a strong neighbourhood of zero in (E)∗ determined by a
bounded subset B of (E) and a positive number ǫ, i.e. V (B, ǫ) is the set of all
those functionals F ∈ (E)∗ for which
|〈〈F,Ψ〉〉| < ǫ,Ψ ∈ B.
Because B is bounded in (E) there exists for each p ∈ N a positive finite number
Cp such that
‖Ψ‖p < Cp,Ψ ∈ B.
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Let U be the zero neighbourhood in (E) equal to the open ball determined
by the p-th norm ‖ · ‖p in (E) of radius
ǫ
ρ−p
(
ρ−p
−2pe ln ρ
)1/2
C(t)
,
i.e.
Φ ∈ U ⇐⇒ ‖Φ‖p < ǫ
ρ−p
(
ρ−p
−2pe ln ρ
)1/2
C(t)
.
Then from (302) it follows that for Φ ∈ U the value
Aµ(x, t)Φ ∈ V (B, ǫ), and thus continuity of the operator Aµ(x, t) : (E) →
(E)∗ follows for the strong topology (E)∗b on (E)
∗.
Similarly we obtain the continuity of the operators ∂0A
µ(x, t) and ∂kA
µ(x, t).

DEFINITION. Let for any continuous linear operator Ξ : (E) → (E)∗ and
ξ, ζ ∈ E = SA′′′ (R3) = S0(R3), Ξ̂(ξ, ζ) denotes its symbol, i.e.
Ξ̂(ξ, ζ) = 〈〈ΞΦξ ,Φζ〉〉,
where Φξ is the exponential (coherent) vector in (E) corresponding to ξ ∈ E.
Note that we are using the convention of Obata, and our symbol differs from
the Wick symbol introduced by Berezin by the additional factor e〈ξ,ζ〉 so that our
symbol is not multiplicative under the Wick product of generalized operators but
gets additional factor:
̂: Ξ1Ξ2 :(ξ, ζ) = e−〈ξ,ζ〉Ξ̂1(ξ, ζ)Ξ̂2(ξ, ζ).
Because for each x = (x, t) ∈ R4 the operators Aµ(x, t), ∂0Aµ(x, t) and
∂kA
µ(x, t), belong to L ((E), (E)∗), i.e. are continuous, then their Wick product
: ∂0A
µ(x, t)∂kA
ν(x, t) :
is a well defined and continuous operator (E)→ (E)∗, i.e. belongs to L ((E), (E)∗),
for the proof compare e.g. Lemma 2.1 of [127] or [128]. Concernig the symbols
of the mentioned operators we have the following and simple
LEMMA. Let ξ, ζ ∈ E = SA′′′ (R3) = S0(R3). Then
Âµ(x, t)(ξ, ζ) = e〈ξ,ζ〉
∫
R3
d3p eip·x
{
1√
2p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)e−ip
0(p)t
}
+ e〈ξ,ζ〉
∫
R3
d3p e−ip·x
{
1√
2p0(p)
√
B(p, p0(p))
µ
λ (Jp¯ζ)
λ(p) eip
0(p)t
}
;
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(
∂0A
µ(x, t)
)∧
(ξ, ζ) = e〈ξ,ζ〉
∫
R3
d3p eip·x
{−i√p0(p)√
2
√
B(p, p0(p))
µ
λξ
λ(p)e−ip
0(p)·t
}
+ e〈ξ,ζ〉
∫
R3
d3p e−ip·x
{
i
√
p0(p)√
2
√
B(p, p0(p))
µ
λ (Jp¯ζ)
λ(p) eip
0(p)t
}
;
(
∂kA
µ(x, t)
)∧
(ξ, ζ) = e〈ξ,ζ〉
∫
R3
d3p eip·x
{
ipk√
2p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)e−ip
0(p)·t
}
+ e〈ξ,ζ〉
∫
R3
d3p e−ip·x
{ −ipk√
2p0(p)
√
B(p, p0(p))
µ
λ (Jp¯ζ)
λ(p) eip
0(p)t
}
.
 This Lemma is a simple consequence of the following formulas
ηΦξ = ΦJp¯ξ, ∂
µ
pΦξ = ξ
µ(p)Φξ, 〈〈Φξ,Φζ〉〉 = e〈ξ,ζ〉, (303)
for the Hida derivation operator ∂µp which through the Wiener-Itoˆ-Segal decom-
position corresponds to the annihilation (generalized) operator aµ(p) and from
the the fact that the indicated operators are well defined pointwisely as Pettis
integrals.
The first formula in (303) has been shown above, for the proof of the second
and the third formula in (303) compare e.g. [83] or [128] or [84]. 
LEMMA. For each x = (x, t), y = (y, t) ∈ R4 and each Φ ∈ (E) the integral
Ξ(x,y, t)Φ =
∫
R3
d3p
∫
R3
d3p′
{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ×
× ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
−i(p·x+p·y)
}
∂λp ∂
γ
p′ Φ
+
∫
R3
d3p
∫
R3
d3p′
{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ×
× −ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
−i(p·x−p′·y)
}
η ∂γ∗p′ η ∂
λ
p Φ
+
∫
R3
d3p
∫
R3
d3p′
{
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ×
× ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
i(p·x−p′·y)
}
η ∂λ∗p η ∂
γ
p′ Φ
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+∫
R3
d3p
∫
R3
d3p′
{
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ×
× −ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
i(p·x+p′·y)
}
η ∂λ∗p ∂
γ∗
p′ ηΦ,
exists as Pettis integral, i.e. belongs to (E)∗, which means that for Ψ ∈ (E)
Ψ 7→ 〈〈Ξ(x,y, t)Φ,Ψ〉〉 =
∫
R3
d3p
∫
R3
d3p′
〈〈{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ×
× ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
−i(p·x+p·y)
}
∂λp ∂
γ
p′ Φ,Ψ
〉〉
+
∫
R3
d3p
∫
R3
d3p′
〈〈{ −ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ ×
× −ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
−i(p·x−p′·y)
}
η ∂γ∗p′ η ∂
λ
p Φ,Ψ
〉〉
+
∫
R3
d3p
∫
R3
d3p′
〈〈{
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ ×
× ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
i(p·x−p′·y)
}
η ∂λ∗p η ∂
γ
p′ Φ,Ψ
〉〉
+
∫
R3
d3p
∫
R3
d3p′
〈〈{
ip0(p)√
2p0(p)
√
B(p, p0(p))
µ
λ ×
× −ip
′k√
2p0(p′)
√
B(p′, p0(p′))
ν
γe
i(p·x+p′·y)
}
η ∂λ∗p ∂
γ∗
p′ ηΦ,Ψ
〉〉
is a continuous functional on (E), i.e. belongs to (E)∗; and thus the Pettis
integral defines a linear operator Ξ(x,y, t) : (E) → (E)∗ which turns out to be
continuous, i.e. belongs to L ((E), (E)∗).

Again by Lemma 2.1 of [83] and continuity of the operator η (consider also
the commutation rules for η and ∂λp) the functions
p× p′ 7→ 〈〈∂λp ∂γp′ Φ, Ψ〉〉 = ηΦ,Ψλγ(p× p′),
p× p′ 7→ 〈〈η ∂γ∗p′ η ∂λp Φ, Ψ〉〉 = η∗Φ,Ψλγ(p× p′),
p× p′ 7→ 〈〈η ∂λ∗p η ∂γp′ Φ, Ψ〉〉 = ∗η∗Φ,Ψλγ(p× p′),
p× p′ 7→ 〈〈η ∂λ∗p ∂γ∗p′ ηΦ, Ψ〉〉 = η∗∗Φ,Ψλγ(p× p′),
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belong to the nuclear space E ⊗ E = SA′′′(R3) ⊗ SA′′′ (R3) = SA′′′⊗A′′′(R3 ×
R3) = S0(R3) ⊗ S0(R3) ⊂ S(R6). Moreover because the operators Opt : E →
E = SA′′′(R3) = S0(R3) defined obove are continuous, the same holds for the
extensions Opt
µ
λ⊗Optνγ : E⊗E → E⊗E of their algebraic tensor products. Thus
for each fixed x = (x, t) ∈ R4 and each Φ ∈ (E) the functions under the double
integration sign belong to L1(R3 × R3) ∩ L2(R3 × R3), and thus the integral
Ξ(x, t)Φ in the assertion of the Lemma does exist as the Pettis integral (Prop.
8.1 in [84], thus defining a linear operator Ξ(x,y, t) : (E)→ (E)∗. Moreover we
see that for any fixed Φ,Ψ ∈ (E) and any fixed x = (x, t), y = (y, t) ∈ R4 ∈ R4,
〈〈Ξ(x,y, t)Φ,Ψ〉〉 is equal
ξ˜1t
(
x × y) + ξ˜2t((−x) × y) + ξ˜3t(x × (−y)) + ξ˜4t((−x) × (−y))
where ξ˜1t, . . . ξ˜4t are Fourier transforms of some elements ξ1t, . . . ξ4t of the nu-
clear space E ⊗ E = SA′′′(R3) ⊗ SA′′′(R3) = SA′′′⊗A′′′(R3 × R3) = S0(R3) ⊗
S0(R3) ⊂ S(R6). Thus proceeding similarly as in the proof of the continuity of
the operator Aµ(x, t) we show using the inequalities (2-2) of Lemma 2.1 of [83]
that the operator Ξ(x,y, t) : (E)→ (E)∗ is continuous for the strong topology
on (E)∗. Indeed: note that our 5-th Lemma of Subsection 5.5 for R3 with the
corresponding nuclear spce SA′′′(R3) is likewise valid for R3×R3 = R6 with the
corresponding nuclear space SA′′′′′′ (R6) = SA(6)(R6). And on the other hand it
is easily checked that SA′′′⊗A′′′ (R3×R3) ⊂ SA(6)(R6) with the system of norms{
‖(A′′′ ⊗A′′′)p · ‖
L2(R3×R3)
}
p∈N
on S0(R3)⊗S0(R3) = SA′′′ (R3)⊗SA′′′ (R3) = SA′′′⊗A′′′(R3×R3) stronger than
the system {
‖(A(6))p · ‖
L2(R3×R3)
}
p∈N
of norms on S0(R3)⊗ S0(R3).

LEMMA. For the operator Ξ(x,y, t) of the preceding Lemma we have
Ξ(x,y, t) = : ∂0A
µ(x, t)∂kA
ν(y, t) : .
Moreover the functions
R3 ∋ x 7→ 〈〈: ∂0Aµ(x, t)∂kAν(x, t) : Φ,Ψ〉〉, (304)
for Φ,Ψ ∈ (E), t ∈ R, µ, ν ∈ {0, 1, 2, 3}, k ∈ {1, 2, 3}, are continuous, belong
to L1(R3) ∩ L2(R3) and even to S00(R3) = ˜SA′′′ (R3) = S˜0(R3) – the Fourier
image of the nuclear space S0(R3) = SA′′′ (R3) ⊂ S(R3).
 In the course of the proof of the preceding Lemma we have shown that
the function
R3 × R3 ∋ x× y 7→ 〈〈: ∂0Aµ(x, t)∂kAν(y, t) : Φ,Ψ〉〉
394
is a Fourier transform of an element of E ⊗ E = SA′′′(R3) ⊗ SA′′′(R3) =
SA′′′⊗A′′′(R3 × R3) = S0(R3) ⊗ S0(R3) ⊂ S(R6). Because SA′′′(R3) = S0(R3)
is an algebra under poitwise multiplication, then the function indicated in the
assertion of the Lemma belongs to S˜0(R3) ⊂ S(R3); in particular it belongs to
L1(R3) ∩ L2(R3).
From (303) we obtain
〈〈∂λp ∂γp′ Φξ, Φζ〉〉 = ξλ(p)ξγ(p′)e〈ξ,ζ〉,
〈〈η ∂γ∗p′ η ∂λp Φξ, Φζ〉〉 = ξλ(p)(Jp¯ζ)γ(p′)e〈ξ,ζ〉,
〈〈η ∂λ∗p η ∂γp′ Φξ, Φζ〉〉 = ξγ(p′)(Jp¯ζ)λ(p)e〈ξ,ζ〉,
〈〈η ∂λ∗p ∂γ∗p′ ηΦξ, Φζ〉〉 = (Jp¯ζ)λ(p)(Jp¯ζ)γ(p′)e〈ξ,ζ〉.
(305)
From (305) almost immediately follows that
̂Ξ(x,y, t) = e−〈ξ,ζ〉
(
∂0A
µ(x, t)
)∧
(ξ, ζ)
(
∂kA
ν(y, t)
)∧
(ξ, ζ),
for all ξ, ζ ∈ E = SA′′′(R3). Because the symbol of the operator in L ((E), (E)∗)
uniquelly characterizes the operator itself, compare e.g. Lemma 4.2 of [124],
then
: ∂0A
µ(x, t)∂kA
ν(y, t) := Ξ(x,y, t).

LEMMA. For t ∈ R and Φ ∈ (E) the integral∫
R3
: ∂0A
µ(x, t)∂kA
ν(y, t) : Φ d3x
is well defined as the Pettis integral and represents an element of (E)∗, thus
giving a well defined linear operator, denoted by∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x,
from (E) into (E)∗.
 This Lemma is a simple corrollary of the preceding Lemma and Prop. 8.1
of [84]. 
LEMMA. The operator∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x
(E) → (E)∗ is continuous for the strong topology on (E)∗, i.e. it belongs to
L ((E), (E)∗).
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 For any Φ,Ψ ∈ (E) the quantity∣∣∣∣∣
〈〈∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3xΦ, Ψ
〉〉∣∣∣∣∣
2
=
∣∣∣∣∣
〈〈∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : Φ d3x , Ψ
〉〉∣∣∣∣∣
2
is easily seen to be majorized by four times the sum of four summands of the
form ∣∣∣∣ ∫
R3
∣∣(Opt ⊗ Opt ηΦ,Ψ)∼(x× x)∣∣∣∣2 d3x
one for each of the functions η
Φ,Ψ
, η∗
Φ,Ψ
, ∗η∗
Φ,Ψ
, η∗∗
Φ,Ψ
∈ E ⊗ E defined above
with the continuous operators Opt : E → E, Opt⊗Opt : E⊗E → E⊗E defined
as above. Because the Fourier transform is unitary for the L2-norm ‖ · ‖
L2(Rm)
,
then we obtain89 from the continuity of Opt ⊗Opt : E ⊗ E → E ⊗ E and from
the inequality (2-2) of the Lemma 2.1 of [83] the inequality∣∣∣∣∣
〈〈∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3xΦ, Ψ
〉〉∣∣∣∣∣
2
≤ C(t)‖Φ‖p ‖Ψ‖p,
for all p ∈ N greather then some fixed q0 ∈ N; from which the continuity of
the operator of the assertion of the Lemma follows as the continuity of Aµ(x, t)
from (302).

LEMMA. Symbols of the operators
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x (306)
(summation with respect to µ and ν) and∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p = dΓ(Pk) (307)
are equal, and thus
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x =
∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p = dΓ(Pk)
as elements of L ((E), (E)∗).
89Exactly as in the proof of the continuity of the operator Aµ(x, t).
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Because the operator (306) is pointwisely well defined as Pettis integral, then
for any ξ, ζ ∈ E we obtain the following formula for its symbol(
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x
)∧
(ξ, ζ)
= gµν
∫
R3
(
: ∂0A
µ(x, t)∂kA
ν(x, t) :
)∧
(ξ, ζ) d3x
= e−〈ξ,ζ〉 gµν
∫
R3
(
∂0A
µ(x, t)
)∧
(ξ, ζ)
(
∂kA
ν(x, t)
)∧
(ξ, ζ) d3x. (308)
Now each of the factors under the integral sign, i.e. each of the sym-
bols
(
∂0A
µ(x, t)
)∧
(ξ, ζ) and
(
∂kA
ν(x, t)
)∧
(ξ, ζ), is the sum of two integrals
– the components corresponding to positive and negative sign of the energy
frequences. Now we show that the contributions to the above expression (308)
comming from the product of the components corresponding to the same energy
sign is equal to zero.
Namely consider the contrubution comming from the product of the compo-
nents both containing the factor e−ip·x:
gµν
∫
R3
d3x
(∫
R3
d3p√
2p0(p)
(−ip0(p))
√
B(p, p0(p))
µ
λξ
λ(p)e−ip·x
)
×
×
(∫
R3
d3p′√
2p0(p′)
(ip′k))
√
B(p′, p0(p′))
ν
γξ
γ(p′)e−ip
′·x
)
= gµν
∫
R3
d3p√
2p0(p)
e−ip
0(p)p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)×
×
∫
R3
d3xeip·x
∫
R3
d3p′√
2p0(p′)
e−ip
0(p′)tp′k
√
B(p′, p0(p′))
ν
γξ
γ(p′)eip
′·x
= gµν
∫
R3
d3p√
2p0(p)
e−ip
0(p)p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)×
× 1√
2p0(−p)e
−ip0(−p)t(−pk)
√
B(−p, p0(−p))νγξγ(−p), (309)
where the first equality follows from the Fubini theorem and the second follows
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on the basis of the Fourier inversion formula [64], Ch. IV.25.2, Thm. 190, which
is justified because ξλ ∈ S0(R3) = SA′′′ (R3) ⊂ S(R3) ⊂ L1(R3) ∩ L2(R3), and
(the first Lemma of Subsection 5.4) the functions(
p 7→ p
k√
2p0(p)
e−ip
0(p)t
√
B(p, p0(p))
ν
γξ
γ(p)
)
and(
p 7→ e−ip0(p)
√
p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)
)
,
ξλ ∈ SA′′′(R3) = S0(R3),
belong to S0(R3) = SA′′′(R3) ⊂ S(R3) ⊂ L1(R3) ∩ L2(R3). Therefore the
expression (309) is equal to
− 1
2
∫
R3
d3p ξλ(p)ξγ(−p)
√
B(p, p0(p))
µ
λ
√
B(−p, p0(p))νγ gµν e−2ip
0(p)t pk
= −1
2
∫
R3
d3p ξλ(p)ξγ(−p)C(p)λγ e−2ip
0(p)t pk (310)
where we have introduced (summation with respect to µ, ν)
C(p)λγ =
√
B(p, p0(p))
µ
λ
√
B(−p, p0(p))νγ gµν
in order to simplify the notation. Using the explicit formula (200) for the matrix√
B(p, p0(p)) we can show that91
C(p)λγ = C(−p)γλ. (311)
It is easily seen that from (311) it follows that the function
p 7→ f(p) = ξλ(p)ξγ(−p)C(p)λγ e−2ip0(p)t pk
under the integral sign in the expression (310) is an odd function: f(−p) =
−f(p), and thus the expression (310), equal to (309), is equal to zero, i.e. for
90Note that the Fourier transform maps continously S(Rn) onto itself, and the Fourier
inversion formula holds on S(Rn), [144] Thm 7.7. In the physical literature the argument is
expressed by using a formal formula for the Dirac delta function δ(p), namely: the action of
the Dirac delta functional δ(p) on S0(R3) or on S(R3) may be expressed by the integration
over p′ with the ”function”
∫
R3
d3x ei(p−p
′)·x.
91Note in passing that checking of the formulae (311) is almost immediate when using (201)
and the formulae
√
B(−p, p0(p)) =
√
B(p, p0(p)) + (r−2 − 1)


0 p1 p2 p3
p1 0 0 0
p2 0 0 0
p3 0 0 0

 .
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all ξ ∈ E
gµν
∫
R3
d3x
(∫
R3
d3p√
2p0(p)
(−ip0(p))
√
B(p, p0(p))
µ
λξ
λ(p)e−ip·x
)
×
×
(∫
R3
d3p′√
2p0(p′)
(ip′k))
√
B(p′, p0(p′))
ν
γξ
γ(p′)e−ip
′·x
)
= 0; (312)
and similarly for all ζ ∈ E we have92
gµν
∫
R3
d3x
(∫
R3
d3p√
2p0(p)
(ip0(p))
√
B(p, p0(p))
µ
λ(Jp¯ζ)
λ(p)eip·x
)
×
×
(∫
R3
d3p′√
2p0(p′)
(−ip′k))
√
B(p′, p0(p′))
ν
γ(Jp¯ζ)
γ(p′)eip
′·x
)
= 0; (313)
Therefore for each ξ, ζ ∈ E we have the following formula for the symbol(
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x
)∧
(ξ, ζ)
= e−〈ξ,ζ〉 gµν
∫
R3
(
∂0A
µ(x, t)
)∧
(ξ, ζ)
(
∂kA
ν(x, t)
)∧
(ξ, ζ) d3x
= e〈ξ,ζ〉 gµν
∫
R3
d3x
(∫
R3
d3p√
2p0(p)
(−ip0(p))
√
B(p, p0(p))
µ
λξ
λ(p)e−ip·x
)
×
×
(∫
R3
d3p′√
2p0(p′)
(−ip′k))
√
B(p′, p0(p′))
ν
γ(Jp¯ζ)
γ(p′)eip
′·x
)
+ e〈ξ,ζ〉 gµν
∫
R3
d3x
(∫
R3
d3p√
2p0(p)
(ip0(p))
√
B(p, p0(p))
µ
λ(Jp¯ζ)
λ(p)eip·x
)
×
×
(∫
R3
d3p′√
2p0(p′)
(ip′k))
√
B(p′, p0(p′))
ν
γξ
γ(p′)e−ip
′·x
)
92Note that the identities (312) and (313) correspond to the fact that the contributions to
the conserved invariant
∫
: T 0k : dx, with the energy-momentum tensor Tµν , coming from
the product of the creaton part with the creation part as well as from the product of the
annihilation part with the annihilation part is zero, compare e. g. pages 28-30 of the 1980
Ed. of [15].
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= e〈ξ,ζ〉 gµν
∫
R3
d3p√
2p0(p)
eip
0(p)(−p0(p))
√
B(p, p0(p))
µ
λξ
λ(p)×
×
∫
R3
d3xeip·x
∫
R3
d3p′√
2p0(p′)
e−ip
0(p′)tp′k
√
B(p′, p0(p′))
ν
γ [Jp¯]
γσζσ(p′)e−ip
′·x
+ e〈ξ,ζ〉 gµν
∫
R3
d3p√
2p0(p)
e−ip
0(p)(−p0(p))
√
B(p, p0(p))
µ
λ[Jp¯]
λσζσ(p)×
×
∫
R3
d3xe−ip·x
∫
R3
d3p′√
2p0(p′)
eip
0(p′)tp′k
√
B(p′, p0(p′))
ν
γξ
γ(p′)eip
′·x
= e〈ξ,ζ〉
∫
R3
d3p
2p0(p)
(−p0(p)pk)×
×
√
B(p, p0(p))
µ
λ
√
B(p, p0(p))
ν
γ gµν ξ
λ(p) gγσζσ(p)
+ e〈ξ,ζ〉
∫
R3×R3
d3p
2p0(p)
(−p0(p)pk)×
×
√
B(p, p0(p))
µ
λ
√
B(p, p0(p))
ν
γ gµν g
λσζσ(p) ξγ(p)
where the third equality follows from the Fubini theorem and the last equality
follows from the application of the inversion formula for the Fourier transform,
[64], Ch. IV.25.2, Theorem 1, justified because the functions ξλ, ζγ and (the
first Lemma of Subsection 5.4) the functions(
p 7→ p
k√
2p0(p)
e−ip
0(p)t
√
B(p, p0(p))
ν
γξ
γ(p)
)
and(
p 7→ e−ip0(p)
√
p0(p)
√
B(p, p0(p))
µ
λξ
λ(p)
)
, ξλ ∈ SA′′′ (R3),
belong to S0(R3) = SA′′′ (R3) ⊂ S(R3) ⊂ L1(R3) ∩ L2(R3); and where we have
used also the fact that
[Jp¯]
λσ = gλσ.
Because from (201) it follows that√
B(p, p0(p))
µ
λ
√
B(p, p0(p))
ν
γ gµν = gλγ
and because
gλγg
λσ = δσγ ,
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then we obtain the following formula for the symbol(
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x
)∧
(ξ, ζ)
= −e〈ξ,ζ〉
∫
R3
d3p
2
pkgλγg
γσ ζσ(p)ξλ(p)
− e〈ξ,ζ〉
∫
R3
d3p
2
pkgλγg
λσ ζσ(p)ξγ(p)
= −e〈ξ,ζ〉
∑
ν
∫
R3
d3p pk ζν(p)ξν(p) ξ, ζ ∈ E. (314)
On the other hand from Lemma 2.1 of [83] it follows that the functions
p 7→ 〈〈∂ν ∗p ∂νpΦ,Ψ〉〉, Φ,Ψ ∈ (E), ν = 0, . . . 3
belong to SA′′′ (R3) = S0(R3) ⊂ S(R3) ⊂ L1(R3), so that for each Φ ∈ (E)∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
pΦ d
3p = −
∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p Φ d
3p
exists as the Pettis integral and belongs to (E)∗, and thus defines an operator
Ξ : (E)→ (E)∗. In fact
Ξ = −
∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p d
3p
because for all Φ,Ψ ∈ (E)
〈〈ΞΦ,Ψ〉〉 = −
∑
ν
∫
R3
pk 〈〈∂ν ∗p ∂νp Φ, Ψ〉〉d3p = 〈〈dΓ(Pk)Φ,Ψ〉〉
by the very definition of the two operators, and in view of Thm. 2.2 of [83].
Now because
dΓ(Pk) = −
∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p d
3p
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is well defined pointwisely as the Pettis integral, then using (303) we obtain(∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p
)∧
(ξ, ζ) = −
(∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p d
3p
)∧
(ξ, ζ)
= −
〈〈∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p d
3pΦξ , Φζ
〉〉
= −
〈〈∑
ν
∫
R3
pk ∂ν ∗p ∂
ν
p Φξ d
3p, Φζ
〉〉
= −
∑
ν
∫
R3
pk
〈〈
∂ν ∗p ∂
ν
pΦξ,Φζ
〉〉
d3p = −
∑
ν
∫
R3
pk ξν(p)ζν(p) d3p · 〈〈Φξ,Φζ〉〉
= −e〈ξ,ζ〉
∑
ν
∫
R3
pk ξν(p)ζν(p) d3p,
for all ξ, ζ ∈ E (the last formula may also be inferred immediately from the
formula for the symbol of the integral kernel operator, [124] or [86]). Comparing
this result with (314) we obtain(∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p
)∧
(ξ, ζ)
=
(
gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x
)∧
(ξ, ζ), ξ, ζ ∈ E.
Because each operator in L ((E), (E)∗) is uniquelly determined by its symbol,
Lemma 4.2 of [124], then we obtain∑
µ,ν
gµk
∫
R3
pµ(p) ∂ν ∗p ∂
ν
p d
3p = gµν
∫
R3
: ∂0A
µ(x, t)∂kA
ν(x, t) : d3x.

LEMMA. Symbols of the operators
− 1
2
∫
R3
: gµν
∑
ρ
∂ρA
µ(x, t)∂ρA
ν(x, t) : d3x (315)
(summation with respect to µ and ν) and
dΓ(P 0) =
∑
ν
∫
R3
p0(p) ∂ν ∗p ∂
ν
p d
3p, (316)
are equal, and thus
−1
2
∫
R3
: gµν
∑
ρ
∂ρA
µ(x, t)∂ρA
ν(x, t) : d3x =
∑
ν
∫
R3
p0(p) ∂ν ∗p ∂
ν
p d
3p = dΓ(P 0),
as elements of L ((E), (E)∗).
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 The proof is similar to that of the preceding Lemma.

The last two Lemmas finish the proof of the Bogoliubov-Shirkov quantization
postulate: ∫
: T 0µ : d3x = P µ = dΓ(Pµ),
for the free quantum electromagnetic potential Aµ-field.
REMARK. Note that we can construct in the same way the negative en-
ergy local electromagnetic potential quantum field, together with the proof of
the Bogoliubov-Shirkov Postulate valid for it. Indeed it is sufficient to replace
the orbit O1,0,0,1 with the fixed point p¯ = (1, 0, 0, 1) ∈ O1,0,0,1 with the orbit
O−1,0,0,1 and the fixed point p¯ = (−1, 0, 0, 1) ∈ O−1,0,0,1. This replacement
is accompanied by the corresponding replacement of the stability subgroup
G
(1,0,0,1)
by the corresponding stability subgroup G
(−1,0,0,1) of the fixed point
p¯ = O−1,0,0,1, and the replacement of the function β(p) with the one corre-
sponding to the orbit O−1,0,0,1 and to the fixed point p¯ = O−1,0,0,1 in it. In
this way we obtain the matrix B(p) (compare (198)) and the operators B, J′
of multiplication by (192) and (193) respectively, corresponding to the orbit
O−1,0,0,1. All the results of Sections 4 and 5 stay valid and all the proofs of 5
remain unchanged.
5.10 The quantum electromagnetic potential field A as an
integral kernel operator with vector-valued distribu-
tional kernel
Recall that the formula (294):
Aµ(x) =
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)e−ip·x
+
1√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ η eip·x
}
(317)
gives a well defined generalized operator transforming continously the Hida
space (E) into its strong dual (E)∗, where (E) is the Hida space of the Gelfand
triple (E) ⊂ Γ(H′) ⊂ (E)∗ defining the electromagnetic potential field A within
the white noise setup. Recall that E = SA(R3;C4) = S⊕A(3)(R3;C4) is de-
fined by the standard operator A = ⊕30A(3) on the standard Hilbert space
L2(R3;C4), with the operator A(3) defined as in Subsection 5.3. Recall that the
integral (317) exists pointwisely as the Pettis integral, compare (294), Subsec-
tion 5.9. Nonetheless the potential field A is naturally a sum of two integral
kernel operators
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E) ⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
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with vector valued kernels κ0,1, κ1,0 ∈ L
(
E, E ∗
)
for
E = SF⊕A(4)F−1(R4;C4) = F
[
S⊕A(4)(R4;C4)
]
= S00(R4;C4),
in the sense of Obata [126] explained in Subsection 3.6. The vector valued
distributions κ0,1, κ1,0 are defined by the following plane waves
κ0,1(ν,p;µ, x) =
√
B(p, p0(p))
µ
ν√
2p0(p)
e−ip·x, p = (|p0(p)|,p) ∈ O1,0,0,1,
κ1,0(ν,p;µ, x) = (−1)(µ)
√
B(p, p0(p))
µ
ν√
2p0(p)
eip·x, p = (|p0(p)|,p) ∈ O1,0,0,1,
with
(−1)(µ) df=
{ −1 if µ = 0,
1 if µ = 1, 2, 3.
, p0(p) = |p|.
The above stated formulas for κ0,1, κ1,0 can be immediately read off from the
formula (294) and the commutation rules (219) of the Gupta-Bleuler operator
η and the Hida operators ∂µ,p = aµ(p):
a0(p)η = −ηa0(p), ai(p)η = ηai(p), i = 1, 2, 3, η2 = 1.
Here we are using the standard convention of Subsection 3.6 that in the general
integral kernel operator (136) in the tensor product of the Fock space of the Dirac
field p and of the electromagnetic potential field A we have the ordinary Hida
operators in the normal order with the ordinary adjoint (linear transpose) ∂∗µ,p =
aµ(p)
+ corresponding to photon variables µ,p. This is the convention assumed
in mathematical literature concerning integral kernel oprators. But physicict
never use the ordinary adjoint ∂∗µ,p = aµ(p)
+ whenever usng expansions into
normally ordered creation-annihilation operators for the variables corresponding
to the electromagnetic field, but instead they are using the “Krein-adjoined”
operators η∂∗µ,pη = ηaµ(p)
+η insted, as in the formula (317). Therefore it
is more convenient, when adopting the integral kernel operators to QED (in
Gupta-Bleuler gauge), to change slightly the convention of Subsection 3.6 and
use for ∂∗w in the general integral kernel operator (136), on the tensor product of
Fock spaces of the Dirac field ψ and the electromnagnetic potential field A, the
operators η∂∗µ,pη whenever w = (µ,p) corresponds to the photon variables µ,p
in (136), insted of the ordinary transposed operators ∂∗µ,p. With this covention
of physicists we will have the following formulas
κ0,1(ν,p;µ, x) =
√
B(p, p0(p))
µ
ν√
2p0(p)
e−ip·x, p ∈ O1,0,0,1,
κ1,0(ν,p;µ, x) =
√
B(p, p0(p))
µ
ν√
2p0(p)
eip·x, p ∈ O1,0,0,1,
(318)
404
without the additional factor (−1)(µ). In fact presence of the factors
(−1)(µ1) · · · (−1)(µl)
for the kernels of the corresponding integral kernel operators is the only dif-
ference between the two conventions, and which are absorbed coincisely by the
Gupta-Bleuler operator η.
In other words: we will show that for the plane wave kernels (318) we have
A(ϕ) = a′(ˇ˜ϕ|
O1,0,0,1
) + ηa′(ϕ˜|
O1,0,0,1
)+η
= a
(
U
(
ˇ˜ϕ|
O1,0,0,1
))
+ ηa
(
U
(
ϕ˜|
O1,0,0,1
))+
η
= a(
√
B ˇ˜ϕ|
O1,0,0,1
) + ηa(
√
B ϕ˜|
O1,0,0,1
)+η
=
3∑
ν=0
∫
κ0,1(ϕ)(ν,p)∂ν,p d
3p+
3∑
ν=0
∫
κ1,0(ϕ)(ν,p)η∂
∗
ν,pη d
3p
= Ξ0,1
(
κ0,1(ϕ)
)
+ Ξ1,0
(
κ1,0(ϕ)
)
, ϕ ∈ E = S00(R4;C4). (319)
Moreover we will show that the kernels κ0,1, κ1,0 defined by (318) can be (uniquely)
extended to the elements (and denoted by the same κ0,1, κ1,0)
κ0,1, κ1,0 ∈ L (E∗, E ∗),
so that by Thm 3.13 of [126] (or Thm. 4 of Subsection) 3.6
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
and A, understood as an integral kernel operator with vector-valued distribu-
tional kernels (318), determines a well defined operator-valued distribution on
the space-time nuclear test space
E = F
[
S⊕A(4)(R4;C4)
]
= S00(R4;C4).
In the formula (319) κ0,1(φ), κ1,0(φ) denote the kernels representing distribu-
tions in E∗ = SA(R3, C4)∗ which are defined in the standard manner
κ0,1(ϕ)(ν,p) =
3∑
µ=0
∫
R3
κ0,1(ν,p;µ, x)ϕ
µ(x) d4x
and analogously for κ1,0(φ), where κ0,1, κ1,0 are understood as elements of
L (E , E∗) ∼= L
(
E, L (E ,C)
) ∼= L (E, E ∗).
Similarily we have
κ0,1(ξ)(µ, x) =
4∑
ν=0
∫
R3
κ0,1(ν,p; a, x) ξ(ν,p) d
3p, ξ ∈ E,
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and analogously for κ1,0(ξ)(µ, x), with κ0,1, κ1,0 understood as elements of
L
(
E, L (E ,C)
) ∼= L (E, E ∗) ∼= L (E , E∗);
with pairings
〈κ0,1(φ), ξ〉 =
3∑
µ=0
∫
R4×R3
κ0,1(φ)(µ,p) ξ(s,p) d
3p
=
4∑
s=1
4∑
a=1
∫
R3
κ0,1(s,p; a, x)φ
a(x) ξ(s,p) d4xd3p = 〈κ0,1(ξ), φ〉, ξ ∈ E, φ ∈ E ,
defined through the ordinary Lebesgue integrals.
U is the unitary isomorphism (and its inverse U−1)
U : H′ ∋ ξ 7→
√
Bξ ∈ L2(R3;C4),
U−1 : L2(R3;C4) ∋ ζ 7→
√
B
−1
ζ ∈ H′,
joining the Gelfand triples (272) defining the field A through its Fock lifting,
and is defined as point-wise multiplication
√
Bξ(p)
df
=
1√
2p0(p)
√
B(p, p0(p))ξ(p),
√
B
−1
ζ(p)
df
=
√
2p0(p)
√
B(p, p0(p))
−1
ζ(p)
by the matrix (and respectively its inverse)
1√
2p0(p)
√
B(p, p0(p)), (320)
the same which is present in the fomula (317), with the matrix
√
B(p), p ∈
O1,0,0,1 defined by (200) in Subsection 4.1.
Note here that the Gelfand triples (272) with the joining unitary isomor-
phism U plays the same role in the construction of the field A in Subsection
5.8 as does the triples (107) joined by the unitary isomorphism (104) in the
construction of the Dirac field ψ, Subsection 3.6.
Concerning the equality (319) note that the first equality in (319) follows
by definition, second by the fact that U is the unitary isomorphism joninig the
standard Gelfand triple
E = SA(R3;C4) ⊂ L2(R3;C4) ⊂ SA(R3;C4)∗
with the triple
E ⊂ H′ ⊂ E∗
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over the single particle Hilbert space of the field A (the analogue of the unitary
isomorphism (104) of Subsection 3.6) . The Fock lifting of the standard triple
serves to construct the standard Hida operators a(ζ), and the Fock lifting of
the second triple serves to construct the Hida operators a′(ξ). Therefore we
obtain the second equality (the analogue of the isomorphism (103)), compare
also Subsection 5.8. Third equality in (319) follows by definition of the isomor-
phism U . Finally note that it follows almost immediately from definition (318)
of κ0,1, κ1,0 that
κ0,1(ϕ) =
√
B ˇ˜ϕ|
O1,0,0,1
, κ1,0(ϕ) =
√
Bϕ˜|
O1,0,0,1
. (321)
Thus the fourth equality in (319) follows by Prop. 4.3.10 of [128] (compare also
the fermi analogue of Prop. 4.3. 10 of [128] – the Corollary 1 of Subsection 3.6).
Let O′C ,OM be the algebras of convolutors and multipliers of the ordinary
Schwartz algebra S(R4;C4), defined by Schwartz [150], compare also Appendix
11. If the elements of O′C (resp. of OM ) are understood as continous linear
operators S → S of convolution with distributions in O′C (or respectively as
continuous operators of multiplication by an element of OM ) then we can endow
O′C ,OM with the operator topolology of uniform convergence on bounded sets
(after Schwartz). The Fourier exchange theorem of Schwartz then says that the
Fourier transorm becomes a topological isomorphism of OM onto O′C , which
exchanges pointwise multiplication product defined by pointwise multiplication
of functions in OM (represeting the correponding tempered distributions) with
the convolution product, defined through the composition of the corresponding
convolution operators in L (S,S), compare [150], or Appendix 11.
Let OC be the predual (a smooth function space determined explicitly by
Horva´th) of the Schwartz convolution algebra O′C endowed with the above
Schwartz operator topology of uniform convergence on bounded sets on O′C
(strictly stronger than the topology inherited from the strong dual space S∗ of
tempered distributions), compare Appendix 11.
Let O′CB2 be the algebra of convolutors of the algebra
E = S00(R4;C4) = F
[
S0(R4;C4)
]
= F
[
S⊕A(4)(R4;C4)
]
= SB2(R4;C4),
where we have used the standard operator
B2 = F ⊕30 A(4)F−1 on ⊕30 L2(R4;C) = L2(R4;C4),
introduced in Subsection 3.6, and further used in Subsection 3.7. Recall that
the standard operators A(n) on L2(Rn;C) have been constructed in Subsection
5.3.
Let O′MB2 be the algebra of multipliers of the nuclear algebra
S0(R4;C4) = S⊕A(4)(R4;C4) = SB2(R4;C4).
All the spaces OC ,OM ,OMB2 equipped with the Horva´th inductive limit or
respectively Schwartz operator toplology of uniform convergence on bounded
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sets, and their strong duals O′C ,O′M ,O′MB2 , equipped with the Schwartz oper-
ator toplology of uniform convergence on bounded sets, are nuclear.
We have:
OM ⊂ OMB2 ,
O′C ⊂ O′CB2 ,
OC ⊂ O′C ⊂ O′CB2 ,
(322)
by the results of Subsections 5.2-5.5.
Recall that here OM (Rm;Cn) is understood as the pointwise multiplication
algebra of Cn-valued functions on R3 in OM (Rm;Cn), with the elements of
OM (Rm;Cn), S(Rm;Cn) understood as C-valued functions on the disjoint sum
⊔Rm of n copies of Rm, compare Subsection 3.6. The translation Tb, b ∈ Rm is
understood as acting on (a, x) ∈ ⊔Rm, a ∈ {1, 2, . . . n}, in the following manner
Tb(a, x) = (a, x+b). Equivalently f ∈ OM (Rm;Cn) (or f ∈ OC(Rm;Cn)) means
that each component of f belongs to OM (Rm;C) (or resp. to OC(Rm;C)).
We need the following Lemma (analogously as in Subsection 3.6 for the Dirac
field).
LEMMA 10. For the L (E ,C)-valued (or E ∗ -valued) distributions κ0,1, κ1,0,
given by (318), in the equality (319) defining the electromagnetic potential field
A we have(
(µ, x) 7→
∑
ν
∫
R3
κ0,1(ν,p;µ, x) ξ(ν,p) d
3p
)
∈ OC ⊂ OM ⊂ E ∗, ξ ∈ SA(R3,C4),
(
(µ, x) 7→
∑
ν
∫
R3
κ1,0(ν,p;µ, x) ξ(s,p) d
3p
)
∈ OC ⊂ OM ⊂ E ∗, ξ ∈ SA(R3,C4),
(
(ν,p) 7→
∑
µ
∫
R4
κ0,1(ν,p;µ, x)ϕ
µ(x) d4x
)
∈ SA(R3,C4), ϕ ∈ E ,
(
(ν,p) 7→
∑
µ
∫
R4
κ1,0(ν,p;µ, x)ϕ
µ(x) d4x
)
∈ SA(R3,C4), ϕ ∈ E .
Moreover the maps
κ0,1 : E ∋ ϕ 7−→ κ0,1(ϕ) ∈ SA(R3, C4),
κ1,0 : E ∋ ϕ 7−→ κ1,0(ϕ) ∈ SA(R3, C4)
are continuous, with κ0,1, κ1,0 uderstood as maps in
L
(
E ,
(SA(R3,C4)∗) ∼= L (SA(R3,C4), L (E ,C))
and, equivalently, the maps ξ 7−→ κ0,1(ξ), ξ 7−→ κ1,0(ξ) can be extended to
continuous maps
κ0,1 : SA(R3,C4)∗ ∋ ξ 7−→ κ0,1(ξ) ∈ E ∗,
κ1,0 : SA(R3,C4)∗ ∋ ξ 7−→ κ1,0(ξ) ∈ E ∗,
408
(for κ0,1, κ1,0 uderstood as maps L
(SA(R3,C4), L (E ,C)) ∼= L (SA(R3,C4), E ∗)).
Therefore not only κ0,1, κ1,0 ∈ L
(SA(R3,C4), L (E ,C)), but both κ0,1, κ1,0 can
be (uniquely) extended to elements of
L
(SA(R3,C4)∗, L (E ,C)) ∼= L (SA(R3,C4)∗, E ∗) ∼= L (E , SA(R3,C4)).
 That for each ξ ∈ SA(R3,C4) the functions κ0,1(ξ), κ1,0(ξ) given by (here
x = (x0,x))
(µ, x) 7→
3∑
ν=0
∫
R3
κ0,1(ν,p;µ, x) ξ(ν,p) d
3p
=
3∑
ν=0
∫
R3
√
B(p, p0(p))
µ
ν√
2p0(p)
ξ(ν,p)e−ip0(p)x0+ip·x d3x,
(µ, x) 7→
3∑
ν=0
∫
R3
κ1,0(ν,p;µ, x) ξ(ν,p) d
3p
=
3∑
ν=0
∫
R3
√
B(p, p0(p))
µ
ν√
2p0(p)
ξ(ν,p)ei|p0(p)|x0−ip·x d3x,
belong to OC ⊂ OM ⊂ E ∗ is immediate. Indeed, that they are smooth is
bovious, similarily as it is obvious the existence of such a natural N (it is
sufficient to take here N = 0) that for each multiindex α ∈ N4 the functions
(a, x) 7→ (1+ |x|2)−N |Dαxακ0,1(ξ)(a, x)|, (a, x) 7→ (1+ |x|2)−N |Dαxακ1,0(ξ)(a, x)|
are bounded (of course for fixed ξ). Here Dαxακl,m(ξ) denotes the ordinary
derivative of the function κl,m(ξ) of |α| = α0 + α1 + α2 + α3 order with re-
spect to space-time coordinates x = (x0, x1, x2, x3); and here |x|2 = (x0)2 +
(x1)
2 + (x2)
2 + (x3)
2. Recall that by the results of Subsections 5.4 and 5.5,
the operation of point-wise multiplication by the matrix (320) is a multiplier of
the algebra SA(R3,C4) = S0(R3;C4), similarily multiplication by the function
|p0(p|k = |p|k, k ∈ Z, is a multiplier of this algebra, by the same Subsections.
Thus the said integrals defining κ0,1(ξ), κ1,0(ξ) are convergent, similarily as the
integrals defining their space-time drivatives with the obviously preserved men-
tioned above boundedness.
Consider now the functions
ϕ 7→ κ0,1(ϕ) =
√
B ˇ˜ϕ|
O1,0,0,1
,
ϕ 7→ κ1,0(ϕ) =
√
Bϕ˜|
O1,0,0,1
,
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with ϕ ∈ S00(R4;C4). It is obvious that both functions κ0,1(ϕ), κ1,0(ϕ) belong
to SA(R3,C4) = S0(R3;C4) whenever ϕ ∈ S00(R4;C4), by the results of Sub-
sections 5.4 and 5.5. That both functions κ0,1(ϕ), κ1,0(ϕ) depend continously
on ϕ as maps
E = S00(R4;C4) −→ SA(R3, C4) = S0(R3, C4)
follows from: 1) the results of Subsection 5.5 and continuity of the Fourier trans-
form as a map on the Schwartz space, 2) from the continuity of the restriction
to the orbits O1,0,0,1 and O−1,0,0,1 regarded as a map from
S0(R4;C) = S⊕A(4)(R4, C4)
into
S0(R3;C) = S⊕A(3)(R3, C4),
compare the second Proposition of Subsection 5.6, and finally 3) from the fact
that the operators of point-wise multiplication by the matrix (320) are multi-
pliers of the nuclear algebra
SA(R3, C4) = S⊕A(3)(R3, C4) = S0(R3;C),
compare Subsections 5.4 and 5.5. 
From the last Lemma 10 and from Thm. 3.13 of [126] (or equivalently from
Theorem 4 of Subsection 3.6) we obtain the following
COROLLARY 4. Let E = SA(R3;C4) = S⊕A(3)(R3;C4). Let
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E) ⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
be the free quantum electromagnetic potential field uderstood as an integral kernel
operator with vector-valued kernels
κ0,1, κ1,0 ∈ L
(SA(R3,C4), E ∗) ∼= SA(R3,C4)∗ ⊗ E ∗ = E∗ ⊗ E ∗,
defined by (318). Then the electromagnetic potential field operator
A = A(−) +A(+) = Ξ0,1(κ0,1) + Ξ1,0(κ1,0),
belongs to L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ), i.e.
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ),
which means in particular that the electromagnetic potential field A, understood
as a sum A = Ξ0,1(κ0,1)+Ξ1,0(κ1,0) of two integral kernel operators with vector-
valued kernels, defines an operator valued distribution through the continuous
map
E ∋ ϕ 7−→ Ξ0,1
(
κ0,1(ϕ)
)
+ Ξ1,0
(
κ1,0(ϕ)
) ∈ L ((E), (E)).
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Note that the last Corollary likewise follows from:
1) the equality (319),
2) from Thm. 2.2 and 2.6 of [83],
3) continuity of the Fourier transform as a map on the Schwartz space,
4) continuity of the restriction to the orbitO1,0,0,1 regarded as a map S0(R4) −→
S0(R3) and finally
5) from continuity of the multiplication by the matrix (320), regarded as a
map S0(R3;C4) −→ S0(R3;C4).
It is important to emphasize here that by the Thm. 3.13 of [126] (or Thm.
4 of Subsection 3.6) the continuity of the map ϕ 7−→ κ1,0(ϕ), regarded as a
map E −→ E = SA(R3;C4), equivalent to the continuous unique extendibility
of κ1,0 to an element of L (E
∗, E ∗), is a necessary and sufficient condition for
the operator A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) to be an element of
L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ),
i.e. for A being a sum of integral kernel operators with vector-valued kernels
which defines an operator-valued distribution on E . On the other hand the
continuity of the map
E ∋ ϕ 7−→ κ1,0(ϕ) ∈ E = SA(R3;C4)
is equivalent, as we have seen, to the continuity of the restriction to the cone
O1,0,0,1, regarded as a map
E˜ −→ E = SA(R3;C4),
followed by the multiplication by the matrix (320), and regarded as a map
E → E. From this it follows that
E˜ 6= S(R4), E 6= S(R3)
for the space-time test space of the zero mass field A determined by a repre-
sentation pertinent to the cone orbit O1,0,0,1, because restriction to the cone
O1,0,0,1 is not continuous as a map S(R4) → S(R3), nor the multiplication by
the matrix (320) regarded as a map S(R3)→ S(R3). This is in general the case
for any zero mass (free) field. Namely we have the following
THEOREM 6. For any zero mass field, pertinent to the cone orbit O1,0,0,1,
such as the electromagnetic potential field, which can be regarded as an integral
kernel operator
Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
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with vector-valued kernels
κ0,1, κ1,0 ∈ L
(SA(R3,C4), E ∗) ∼= SA(R3,C4)∗ ⊗ E ∗ = E∗ ⊗ E ∗,
extendible to
κ0,1, κ1,0 ∈ L
(SA(R3,C4)∗, E ∗) ∼= SA(R3,C4)⊗ E ∗ = E ⊗ E ∗,
and defined by plane waves
κ0,1(s,p; a, x) = u
a(s,p) e−ip·x, p = (p0(p),p) ∈ O1,0,0,1,
κ0,1(s,p; a, x) = v
a(s,p) eip·x, p = (p0(p),p) ∈ O1,0,0,1,
s, a = 1, 2, . . .N
the space-time test space E cannot be equal to the ordinary Schwartz space
S(R4;CN ) but instead it has to be equal
E = S00(R4;CN ) = F
[
S0(R4;CN )
]
= F
[
S⊕A(4)(R4;CN)
]
,
where A(4) is the standard operator on L2(R4;C) constructed in Subsection 5.3,
and ⊕A(4) denotes direct sum of N copies of the operator A(4) acting on
L2(R4;CN) = ⊕N1 L2(R4;C).
In particular this Theorem holds for all zero mass free gauge fields A of the
Standard Model.
Let us stress once more that the conclusion of the last Theorem is inappli-
cable to zero-mass fields in the sense of Wightman, which allows the ordinary
Schwartz space as the space-time test space. This follows immediately from
the fact that the integration of the restriction of the test function to the cone
orbit O1,0,0,1 along O1,0,0,1 with respect to the measure induced by the ordinary
measure of the ambient space R4, is a well defined continuous functional on the
ordinary Schwartz space S(R4;C). We have also used this fact in extending the
zero mass Pauli-Jordan function from S00(R4) over to a functional on S(R4),
with preservation of the homogeneity and its degree, compare Subsection 5.6.
5.11 Justification of the rules of Subsection 3.6
During the proof of the Bogoliubov-Shirkov Postulate for the free electromag-
netic potential field A, Subsection 5.9, we have not used the fact that the field
A is a well defined integral kernel operator
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
with vector valued distributional kernels κ0,1, κ0,1 defined by the plane waves
(318), having the extendibility properties of Lemma 10. During this proof we
have used the fact that for each fixed spacetime point x the integral (294),
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Subsect. 5.9, exists pointwisely as the Pettis integral and defines continous
operator (E) → (E)∗. Similarily using the Pettis integration we have defined
pointwisely the operators
∂νA
µ(x), : ∂0A
µ(x)∂kA
ν(x) :,
∫
: ∂0A
µ(x0,x)∂kA
ν(x0,x) : d
3x.
During this proof we have obtained a justification for the rules of differentiation,
Wick product, and integration, understood as the operations performed upon
integral kernel operators
Ξ0,1(κ0,1) = A
(−), Ξ1,0(κ1,0) = A(+)
defined by the free field A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) = A
(−) + A(+). Accoring
to these rules the said operations are determined by the corresponding opera-
tions performed upon the kernel distributions κl,m corresponding to the involved
integral kernel operators.
The presented proof of the rules performed opon Ξ0,1(κ0,1) = A
(−),Ξ1,0(κ1,0) =
A(+), is easily applicable to the proof of general rules as stated in Subsection
3.6, and involving Wick product of any Ξ0,1(κ0,1),Ξ1,0(κ1,0), coming from any
(finite) number of free fields, provided they can be constructed as integral kernel
operators Ξ0,1(κ0,1) + Ξ1,0(κ1,0) with vector-valued kenels κ0,1, κ1,0 having the
properties expressed in Lemma 10, Subsection 5.10 or Lemma 4, Subsection 3.6.
In fact the integration of the Wick polynomials of free fields along full space-
time (or over its cartresian product of the respectove integral kernel operators
with kernels having values over the respective tensor product of the space-time
test spaces) has not been analysed in Subsection 5.9, but it can be analysed in
the same manner.
5.12 Equivalent realizations of the free local electromag-
netic potential quantum field. Comparision with the
realization used by other authors
Let U∗−1 =WU (1,0,0,1)  LW−1 and U =
[
WU (1,0,0,1)  LW−1
]∗−1
be the  Lopuszan´ski
representation and its conjugation U acting in the single particle space of the
quantum field A realization of Sections 4 and 5. Both U∗−1, and U transform
continously the nuclear space EC into itself (let us write simply E instead EC
for simplicity). Similarly the lifting Γ(U) of U acting in the Krein-Fock space
(Γ(H′),Γ(J′)) transforms continously the nuclear Hida’s test space (E) onto
itself, and is Krein isometric in the Krein-Fock space of the field A.
We can consider different such realizations of A, with the representations
U and Γ(U) restricted to the translation subgroup commuting with the Krein
fundamental symmetry J′, and resp. Γ(U) communting with the Gupta-Bleuler
operator Γ(J′), and thus with translations being represented by unitary and
Krein-unitary operators. The natural equivalence for such realizations is the ex-
istence of Krein isometric mapping transforming bi-uniquelly and bi-continously
E, resp. (E), onto itself, and which intertwines the representations. It is easily
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seen that in case of ordinary non gauge fields with unitary representations, this
equivalence reduces to the ordinary unitary equivalece of the realizations of the
fields. In case of gauge mass-less fields, such as electromagnetic potental field
A, where U and Γ(U) are unbounded (and Krein-isometric) the equivalence is
weaker, although preserves the pairing functions of the field, the linear equa-
tion it fulfills and its local transformation formula. Nonetheless the analytic
properties of the representation may be substantially different for equivalent
realizations of the field A, especially the behaviur of the restriction of the rep-
resentation U or Γ(U) of T4sSL(2,C) to the subgroup SL(2,C), as is no very
surprising as the representors of the Loretz hyperbolic rotations are unbouded,
contrary to the representors of translations, which are bounded (even unitary
and Krein-unitary).
We illustrate this phenomena on a conctrete example of different equivalent
realizations of the free field A. Although the example is concrete it can be
shown that the construction encountered is generic, and that the general class
of equivelnt realizations may be constructed without any substantial modifica-
tion. The general construction of a realization of the free field A is equivalent
to the construction of the most general intertwining operator bi-uniquelly and
bi-continously mapping the nuclear spaces, where the initial spaces and rep-
resentations are these given in Sections 4 and 5 for the realization of A given
there. We give a concrete example of such an intertwining operator, in case
where the nuclear spaces corresponding to different realizations are identical.
Because this assumption is not relevant, and because the construction of the
general intretwining operator is general for the case where the nuclear spaces
are identical, we prefer to give the concrete example instead of going immedi-
ately into a general situation, which would be less transparent.
On the single particle space (H′, J′) of the realization of A of Sect. 4 and 5
there exists, besides U,U∗−1, the Krein-isometric representation
ass
U(0, α)ϕ˜(p) =
√
B(p)
−1
V (α)
√
B(p)ϕ˜(Λ(α)p) =
√
B(p)
−1
Λ(α−1)
√
B(p)ϕ˜(Λ(α)p),
ass
U(a, 1)ϕ˜(p) =
√
B(p)
−1
T (a)
√
B(p)ϕ˜(p) = eia·pϕ˜(p).
(323)
associated to the  Lopuszan´ski representation U∗−1 = WU (1,0,0,1)  LW−1, where√
B(p) is the (positive) square root of the (positive) matrix B(p), p ∈ O1,0,0,1
(198), equal (200). Recall that for each fixed point p ∈ O1,0,0,1, the matrices√
B(p), B(p), J′
p¯
= V (β(p))−1Jp¯V (β(p)) = Jp¯B(p), are all Krein-unitary in the
Krein space (C4, Jp¯), where Jp¯ is the constant matrix (185). In other words all
the matrices
√
B(p), B(p), J′
p¯
are Lorentz matrices preserving the the Lorentz
metric gµν = diag(−1, 1, 1, 1).
This representation is Krein-isometrically equivalent to the  Lopuszan´ski rep-
resentation U∗−1 = WU (1,0,0,1)  LW−1 (187). (Analogously its conjugation is
equivaelnt to the conjugation U of the  Lopuszan´ski representation U∗−1). In-
deed the intertwining operator C, understood as an operator (H′, J′)→ (H′, J′),
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acting in the single particle space is equal
Cϕ˜(p) =
√
B(p)
−1
ϕ˜(p), C−1ϕ˜(p) =
√
B(p)ϕ˜(p),
and C transforms bi-uniquelly and bi-continously the nuclear space E onto itself
(compare the first Proposition of Subsect. 5.6) and the intertwining operator
Γ(C) transforms bi-uniquelly and bi-continously (E) onto itself (E), [83], [128].
One easily checks that that C indeed intertwines U∗−1 and
ass
U :
C U∗−1C−1 =
ass
U
and thus that Γ(C) intertwines Γ(U∗−1) and Γ(
ass
U).
Let us introduce another operator K:
Kϕ˜(p) =
√
B(p)ϕ˜(p), K−1ϕ˜(p) =
√
B(p)
−1
ϕ˜(p),
understood as a Krein-unitary operator mapping the Krein space (H′, J′) onto
the Krein space (KH′,KJ′K−1) = (KH′, J
p¯
), where the Krein fundamental
symmetry in the Krein space (KH′, J
p¯
) is equal to the operator of multiplication
by the constant matrix J
p¯
equal (185). Recall that the Krein fundamental
symmetry operator J′ in the single paricle Krein space (H′, J′) is equal to the
operator of multiplication by the matrix (193)
J′p = V (β(p))−1Jp¯V (β(p)) = Jp¯B(p),
where B(p) is equal to the matrix (198). The operator K gives a Krein-unitary
equivalence between the representation
ass
U acting on the Krein space (H′, J′)
and defined by the formula (323) with the dense nuclear domain (E), and
the Krein-isometric representation given by formula (187) identical as for the
 Lopuszan´ski representation U∗−1 on (E), but on the Krein space (KH′, J
p¯
) and
with the nuclear domain (E), which differs from the Krein space of Sections 4
and 5 by the replacement of the Lorentz matrices
√
B(p) and B(p) everywhere
with the constant unit matrix 1. Because on the other hand the  Lopuszan´ski
representation U∗−1, defined by (187), and the representation
ass
U , both acting
on the Krein space (H′, J′) are Krein isometric equivalent (with C defining the
equivalence), then it follows that the  Lopuszan´ski representation, defined by
(187), with the nuclear domain E, on the Krein space (H′, J′) (with the matrix
B(p) 6= 1 and equal (198)) is equivalent to the Krein isometric represntation
defined by the same formula (187) and the same nuclear domain E, but on the
Krein space in which the operators B(p) and
√
B(p) are everywhere replaced
by the constant unital matrices 1.
In this way we have obtained two equivalent realizations of the free quantum
field A. The one is obtained as in Sections 4 and 5. The other is obtained
exactly as in Sections 4 and 5 by the replacement everywhere in the formulas
of the positive Lorentz matrices B(p) and
√
B(p) by the unit 4 × 4-matrix. A
simple inspection shows that all proofs remain valid if we replace B(p),
√
B(p)
by 1 in Sections 4 and 5. In particular we obtain in this way a local mass-
less quantum four-vector field A, fulfilling d’Alembert equation with the pairing
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equal to the zero mass Pauli-Jordan distribution function multilplied by the
Minkowski metric components. In particular this realization should be identified
with the one used e.g. in [147], [34]-[37]. In particular replacement of the matrix√
B(p, p0(p))
µ
λ
by the unit 4× 4 matrix in the formula (294):
Aµ(x) =
∫
R3
d3p
{
1√
2p0(p)
√
B(p, p0(p))
µ
λa
λ(p)e−ip·x
+
1√
2p0(p)
√
B(p, p0(p))
µ
λ η a
λ(p)+ η eip·x
}
gives exactly the formula (2.11.45):
Aµ(x) =
∫
R3
d3p
{
1√
2p0(p)
aµ(p)e−ip·x +
1√
2p0(p)
η aµ(p)+ η eip·x
}
(324)
of [147] (the lack of the additional constatnt factor (2π)−3/2 in our formula
comes from the fact that we have discarded the normalization factor for the
measures in the Fourier transforms, in order to simplify notation). Similarly for
other operator-valued distributions, or ordinary operators, which we obtain by
inserting the unit matrix for
√
B(p).
However the explicit formula for the Krein-isometric representation of T4sSL(2,C)
is lacking in the cited works as well as in other works (as to the knowledge of
the author) using the Gupta-Bleuler or BRST method. Moreover any analysis
of the electromagnetic potential field in the Gupta-Bleuler approach, giving the
linkage to the (generalized) induced representation theory of Mackey necessary
uses the operator
√
B(p) 6= 1. In particular no explicit construction of the
representation of T4sSL(2,C) would be possible and its immediate linkage to
the induced  Lopuszan´ski representation, without the analysis using explicitly
the realization of the field A with the matrix B(p) equal (198). We can pass to
the (apparently) simpler formulas only after using the intertwining operators,
C,K, defined again with the hepl of
√
B(p), and starting with the realization
of A presented in Sections 4 and 5.
Perhaps we should emphasise that the two realizations of the free electromag-
netic potential quantum field A: 1) the one with with
√
B(p) 6= 1 equal (200)
and presented in Sect. 4, 5 and 2) the one with
√
B(p) = 1, differ substantially.
In particular we have the following
PROPOSITION. Consider the restriction of the Krein-isometric represen-
tations of T4sSL(2,C) to the subgroup SL(2,C), acting in the single particle
Krein-Hilbert spaces in the two realizations, 1) and 2). Then for the second re-
alization 2) (with
√
B(p) = 1) the restriction can be decomposed into ordinary
Hilbert space direct integral of subrepresentations U
χ
each acting in the Hilbert
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space of generalized homogeneous of degree χ eigenstates ∈ E∗ (distributions)
of the scaling operator Sλ:
Sλϕ˜(p) = ϕ˜(λp), ϕ˜ ∈ E,
where λ is a fixed positive real number.
No such decomposition is possible for the 1) realization of A (with
√
B(p) 6=
1 and equal (200)).
REMARK. The statement of the last Proposition can be easily lifted to
the Fock-Krein spaces of the realizations 1) and 2) of the field A, therefore we
consider the statement and the proof only for the single particle Krein-Hilbert
spaces. 
 (Proof of the Proposition. An outline.) We consider the two versions of
the  Lopuszan´ski representation U∗−1 with
√
B(p) equal respectively (200) or 1
in case 1) or 2). The results for its conjugation U actually acting in the single
particle space will follow as a conseqence from the result for the  Lopuszan´ski
representation U∗−1 itself.
Note that in both realizations the operator Sλ (checking of which we leave
as an easy exercise) has (unique) bounded extension to a normal operator, i.e.
commuting with its adjoint S∗λ (with respect to the ordinary Hilbert space inner
product (·, ·), and not with respect to the Krein-inner product (·, J′·)).
The point is that the operators Sλ, S
∗
λ, both commute with the  Lopuszan´ski
representation U∗−1 in the second realization 2) (with
√
B(p) = 1) and with the
operator J′ (which in the realization 2) with
√
B(p) = 1 reduces to the constant
matrix operator Jp¯ equal to (185)). But in the first realization 1) (with
√
B(p)
equal (200)), although Sλ commutes with the  Lopuszan´ski represntation U
∗−1,
the adjoint operator S∗λ does not commute with the  Lopuszan´ski representation
U∗−1, nor with the operator J′. Checking the commutation rules we again leave
as an easy exercise to the reader.
The proof of the statement of the Proposition can now be essentially re-
duced to the application of Theorems 1 and 2, [156], with the commutative
decomposition ∗-algebra C of Thm. 2 in [156] equal to the one generated by
the commuting operators Sλ, S
∗
λ.
In both realizations, 1) and 2), the operators Sλ, S
∗
λ transform continously
the nuclear space E into itself, which follows easily by the results of Section 5
(compare the proof of the first Proposition of Subsection 5.6). On the other
hand E, the single particle Krein-Hilbert space H′ and E∗, compose the Gefand
triple E ⊂ H′ ⊂ E∗ (or a rigged Hilbert space). Thus the decomposition of
U (restricted to SL(2,C)) in the realization 2), is precisely the decomposition
corresponding to the decomposition corresponding of the normal operator Sλ,
into the direct integral of subspaces of generalized eigen-subspaces of generalized
eigenvectors in E∗ of Sλ, constructed as in Chap. I.4. of [62]. 
Using the formula (324) for the electromagnetic potential field operator,
regarded as the sum of integral kernel operators
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0)
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with vector-valued distributional plane wave kernels
κ0,1, κ1,0 ∈ L
(SA(R3,C4), E ∗) ∼= SA(R3,C4)∗ ⊗ E ∗ = E∗ ⊗ E ∗,
we will have the following formula for the plane wave kernels:
κ0,1(ν,p;µ, x) =
δνµ√
2p0(p)
e−ip·x, p ∈ O1,0,0,1,
κ1,0(ν,p;µ, x) =
δνµ√
2p0(p)
eip·x, p ∈ O1,0,0,1,
(325)
defining the distributions κ0,1, κ1,0 instead of (318). Proof that they can be
(uniquely) extended to elements
κ0,1, κ1,0 ∈ L
(SA(R3,C4)∗, E ∗) ∼= SA(R3,C4)⊗ E ∗,
remains the same as for the kernels (318) in Lemma 10, Subsection 5.10. Thus
by Thm. 3.13 of [126] (or Thm. 4 of Subsection 3.6) we obtain the corollary
that
A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)) ),
with κ0,1, κ1,0 defined by (325). Thus the field A = Ξ0,1(κ0,1) + Ξ1,0(κ1,0),
understood as integral kernel operator defines an operator-valued distribution
through the continuous map
E ∋ ϕ 7−→ Ξ0,1
(
κ0,1(ϕ)
)
+ Ξ1,0
(
κ1,0(ϕ)
) ∈ L ((E), (E)).
6 Higher order contributions A
µ (n)
int (g = 1, x) and
ψ
(n)
int(g = 1, x) to the interacting fields A
µ
int(g =
1, x) and ψint(g = 1, x)
The only modification which we introduce into the causal perturbative approach
to spinor QED, which goes back to Stu¨ckelberg and Bogoliubov is that we are
using the white noise construction of free fields of the theory.
This allows us to treat each free field at specified space-time point as a well
defined generalized Hida operator, but moreover each free field gains the math-
ematical interpretation of an integral kernel operator with vector-valued kernel
in the sense of Obata [126]. We have constructed the free Dirac and electro-
magnetic potential fields as integral kernel operators with vector-valued kernels
in the sense of Obata, respectively, in Subsections 3.6 and 5.10. The operations
of Wick product, differentiation, integration, convolution with tempered distri-
butions, which can be performed upon field operators understood as integral
kernel operators in the sense of Obata, have been described in Subsection 3.7.
418
Construction of the free fields as integral kernel operators opens us to the gen-
eral and effective theory of integral kernel operators due to Hida-Obata-Saitoˆ.
In particular we can treat the Wick product (compare the so called “Wick the-
orem” in the book [15]) in the rigorous mathematically controllable fashion,
neccessary for the needs of the causal method (note here that in particular
Wightman’s definition is not effective here). The whole causal method is left
completely untouched. We just put the free fields, understood as integral kernel
operators, into the formulas for the causal perturbative series using the compu-
tational Rules for the Wick product, integration and convolution with tempered
distributions, which are given in Subsection 3.7. The only nontrivial point is the
splitting of the causal distributions. Namely (if the free fields are understood
as integral kernel operators) each contribution to the causal scattering matrix
is a finite sum ∑
l,m
Ξl,m(κl,m)
of well defined integral kernel operators (which almost immediately follows from
the our results summarized in Subsection 3.7)
Ξl,m(κl,m) ∈ L
(
(E)⊗ E , (E∗)) ∼= L (E , L ((E), (E)))
with vector-valued kernels
κl,m ∈ L
(
Ei1 ⊗ · · · ⊗ Eil+m , E ∗
) ∼= E∗i1 ⊗ · · · ⊗ E∗il+m ⊗ E ∗
in the sense of Obata, compare Subsections 3.6 and 3.7, where the the Hida
subspace (E) in the tensor product of the Fock spaces of the Dirac fied and the
electromagnetc potential field is constructed.
Here
E = En1 ⊗ · · · ⊗ EnM , nk ∈ {1, 2}
is equal to the tensor product of several space-time test function saces
E1 = S(R4;C) or E2 = S00(R4;C)
correspondingly to the massive or mass less component field (compare Subsec-
tions 3.6 and 3.7). The nontrivial task in construction is the splitting of vector
valued causal distribution kernels κl,m into retarded and advanced parts, which
in practical computation reduces to the slitting of causal distributions in
E = E ∗n1 ⊗ · · · ⊗ E ∗nM , nk ∈ {1, 2}
causally supported into retarded and advanced parts. This problem has been
solved by Epstein and Glaser [43] but for the case where all factors Enk are equal
to the ordinary Schwartz space S(R4;C). But, as we have already explained in
Subsections 5.8 and 5.10, 3.7, the modification of the space-time test space into
the space E2 = S00(R4;C) is necessary for the white noise construction of free
mass less field to be possible. Moreover the white noise construction allows
us to construct and controll the Wick product and allows rigorous formulation
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and proof of the “Wick theorem” of Bogoliubov-Shirkov [15], necessary for the
causal method, compare Subsection 3.7. Therefore we need the splitting to be
extended over to causal elements of
E = E ∗n1 ⊗ · · · ⊗ E ∗nM , nk ∈ {1, 2}
in which some of the factorsE∗nk are equal S00(R4;C)∗. The test space S00(R4;C)
in turn is much less flexible concerning localization, in particular it contains no
non trivial elements with compact support. Fortunately the Pauli-Jordan func-
tions of mass less fields (e.g. of the free electromagnetic potential field) are by
definition homogeneous. This means that the causal distributions in
E = E ∗n1 ⊗ · · · ⊗ E ∗nM , nk ∈ {1, 2}
which are to be split into retarded and advanced parts have the factors in E∗nk =S00(R4;C)∗ which are homogeneous and for homogeneous distributions we have
enough elements in S00(R4;C) to realize the spliting of homogeneous and causal
distributions, compare Subsection 5.7. Moreover all of the homogeneous factors
in E∗nk = S00(R4;C)∗ which we encounter in practice can be extended overS(R4;C)∗ with the preservation of homogeneity. Thus the splitting problem for
causal distributions (homogeneous over the factors E∗nk = S00(R4;C)∗) in
E = E ∗n1 ⊗ · · · ⊗ E ∗nM , nk ∈ {1, 2}
can in fact be reduced to the splitting of Epstein-Glaser, compare Subsection
5.7.
Summing up we can insert the free fields, undestood as integral kernel oper-
ators in the sense of Obata, into the formulas for the causal perturbative series
for interacting fields. The necessary operations of Wick product, splitting, inte-
grations, have a rigorous meaning as operations perfomed upon integral kernel
operations explained in Subsection 3.7. The formulas for the contributions are
exactly the same as in the standrd perturbative causal spinor QED, compare e.g.
[34] or [147], but with the Wick product and integration in these formulas rig-
orously understood as performed upon integral kernel operators and expressed
by the Rules of Subsection 3.7. The computation being essetially simple can
therefore be omitted. We give only the final formulas for the interacting fields
(compare [34], [147], [38])
ψa
int
(g, x) = ψa(x) +
∞∑
n=1
1
n!
∫
R4n
d4x1 · · · d4xnψa (n)(x1, . . . , xn;x)g(x1) · · · g(xn),
with
ψa (1)(x1;x) = eS
aa1
ret
γν1 a1a2ψa2(x1)Aν1(x1),
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ψa (2)(x1, x2;x) =
e2
{
Saa1
ret
(x− x1)γν1 a1a2Sa2a3ret (x1 − x2)γν2 a3a4 : ψa4(x2)Aν1(x1)Aν2 (x2) :
− Saa1
ret
(x− x1)γν1 a1a2 : ψa2(x1)ψa3(x2)γa3a4ν1 ψa4(x2) : D
ret
0 (x1 − x2)
+ Saa1
ret
(x− x1)Σa1a2ret (x1 − x2)ψa2(x2)
}
+
{
x1 ←→ x2
}
,
e. .t. c.
and
A
intµ(g, x) = Aµ(x) +
∞∑
n=1
1
n!
∫
R4n
d4x1 · · ·d4xnA (n)µ (x1, . . . , xn;x)g(x1) · · · g(xn),
with
A (1)µ (x1;x) = −eD
av
0 (x1 − x) : ψ
a1
(x1)γ
a1a2
µ ψ
a2(x1) :,
A (2)µ (x1, x2;x) = e
2
{
: ψ
a1
(x1)
(
γa1a2µ S
a2a3
ret
(x1−x2)γν1 a3a4Dav0 (x1−x)Aν1(x2)
+ γν1 a1a2Sa2a3
av
(x1 − x2)γa3a4µ D
av
0 (x2 − x)Aν1(x1)
)
ψa4(x2) :
+D
av
0 (x1 − x)Π
avν1
µ (x2 − x1)Aν1 (x2)
}
+
{
x1 ←→ x2
}
e. .t. c.
where g is the intensity-of-interaction function over space-time which is assumed
to be an element of the ordinary Schwartz space S(R4;C), and which plays a
technical role in realizing the causality condition in the form we have learned
from Bogoliubov and Shirkov [15], compare [34], [147], [38]. This intensity
function g modifies the interaction into unphysical in the regions which lie utside
the domain on which g is constant and equal to 1. It is therefore important
problem to pass to a “limit” case of physical interaction with g = 1 everywhere
over the space-time.
ψa (n)
int
(g, x) =
1
n!
∫
R4n
d4x1 · · · d4xnψa (n)(x1, . . . , xn;x),
A
int
(n)
µ (g, x) =
1
n!
∫
R4n
d4x1 · · · d4xnA (n)µ (x1, . . . , xn;x),
are the repecitive n-th order contributions to the interacting Dirac and electro-
magnetic potential fields.
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Here in the above formulas for the n-th order contributions to interacting
fields the free Dirac and electromagnetic fields ψ and A we understood as in-
tegral kernel operators with vector-valued kernels as explained in 3.6 and 5.10.
Correspondingly the Wick product and the integrations in these formulas are
understood in a rigorous sense as operations performed upon integral kernel
operators, and summarized in the Rules of Subsection 3.7. It turns out that
each order contribution is equal
ψa, (n)
int
(g) =
∑
l,m
Ξ(κl,m),
A
int
(n)
µ (g) =
∑
l,m
Ξ(κ′l,m),
to a finite sum of well defined integral kernel operators Ξ(κl,m),Ξ(κ
′
l,m) with
vector-valued distributional kernels κl,m, κ
′
l,m in the sense of Obata [126] (com-
pare Subsection 3.7).
But the main and the whole point is that if the free fields are understood as
integral kernel operators in the sense of Obata, then the above formulas for each
n-th order contribution to interacting fields, preserve their rigorous mathemati-
cal meaning even if we put g = 1 everywhere: namely for g put everywhere equal
to 1 the formulas for each order contributions to interacting fields represent well
defined integral kernel operators in the sense of Obata. This we have proved
as Theorem 5, Subsection 3.7. Free fields are of course understood as integral
kernel operators in the formulas for contributions to interacting fields, and the
respective operations of Wick product and integrations with pairing functions
are understood as performed upon integral kernel operators according to the
Rules of Subsection 3.7.
Thus each order contribution to interacting fields in the adiabatic limit g = 1
of physical interaction is well defined inegral kernel operator and belongs to
the same general class of integral kernel operators as the Wick product at the
same space-time point of free mass less fields (such as the free electromagnetic
potential field). Thus the construction of the free fields within the white noise
setup as integral kernel operators allows us to solve the adiabatic limit problem
in the causal perturbative and spinor QED.
Presented method of solution of this problem is general enough to be appli-
cable to other more general and realistic QFT, provided they can be formulated
within the causal perturbative approach, which is for example the case for the
Standard Model with the Higgs field [35], [36].
Moreover the interacting fields are given through Fock expansions∑
l,m
Ξ(κl,m)
into integral kernel operators in the sense of [126] which can be subject to a
precise and computable convergence criteria, which utilize the symbol calculus
of Obata, compare [126], [124], [128]. This allows us to verify the convergence
of the perturbative series with the tools which were beyong our reach before.
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6.1 Example 1: kernels κl,m corresponding to A
µ (1)
int
(g = 1, x)
Here we give explicit formula for the (finite set of) kernels κ′l,m for which
Aint
(1)
µ (g = 1) =
∑
l,m
Ξ(κ′l,m),
i. e. which define (finite set of) integral kernel operators, (finite) sum of which
gives the first order contribution to the interacting electromagnetic potential
field in the adiabatic limit g = 1. More explicitly (using the notation of Sub-
sections 3.6 and 5.10)
A
int
(1)
µ (g = 1, x) =
=
4∑
s,s′=1
∫
R3×R3
κ′2,0(p
′, s′,p, s;µ, x) ∂∗s′,p′∂
∗
s,p d
3p′d3p
+
4∑
s,s′=1
∫
R3×R3
κ′1,1(p
′, s′,p, s;µ, x) ∂∗s′,p′∂s,p d
3p′d3p
+
4∑
s,s′=1
∫
R3×R3
κ′0,2(p
′, s′,p, s;µ, x) ∂s′,p′∂s,p d3p′d3p
or otherwise (according to the notation for the Hida operators ∂s,p, ∂ν,p i. e.
the annihilation operators as(p), aµ(p) introduced in Subsection 3.6)
A
int
(1)
µ (g = 1, x) =
=
4∑
s,s′=1
∫
R3×R3
κ′2,0(p
′, s′,p, s;µ, x) as′(p′)+as(p)+ d3p′d3p
+
4∑
s,s′=1
∫
R3×R3
κ′1,1(p
′, s′,p, s;µ, x) as′(p′)+as(p) d3p′d3p
+
4∑
s,s′=1
∫
R3×R3
κ′0,2(p
′, s′,p, s;µ, x) as′(p′)as(p) d3p′d3p
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or using still another notation for the annihilation and creation operators (used
e.g. in [147], compare Subsection 3.6)
A
int
(1)
µ (g = 1, x) =
=
2∑
s,s′=1
∫
R3×R3
κ′++2,0 (p
′, s′,p, s;µ, x) bs′(p′)+ds(p)+ d3p′d3p
+
2∑
s,s′=1
∫
R3×R3
κ′+−1,1 (p
′, s′,p, s;µ, x) bs′(p′)+bs(p) d3p′d3p
+
2∑
s,s′=1
∫
R3×R3
κ′−+1,1 (p
′, s′,p, s;µ, x) ds′(p′)+ds(p) d3p′d3p
2∑
s,s′=1
∫
R3×R3
κ′−−0,2 (p
′, s′,p, s;µ, x) ds′(p′)bs(p) d3p′d3p
where we have put
κ′2,0(p
′, s′,p, s;µ, x) =
{
κ′++2,0 (p
′, s′,p, s− 2;µ, x) s′ = 1, 2, s = 3, 4
0 otherwise
,
κ′1,1(p
′, s′,p, s;µ, x) =

κ′+−1,1 (p
′, s′,p, s;µ, x) s′ = 1, 2, s = 1, 2
κ′−+1,1 (p
′, s′ − 2,p, s− 2;µ, x) s′ = 3, 4, s = 3, 4
0 otherwise
,
κ′0,2(p
′, s′,p, s;µ, x) =
{
κ′−−0,2 (p
′, s′ − 2,p, s;µ, x) s′ = 3, 4, s = 1, 2
0 otherwise
.
Let us assume the standard plane wave distribution kernels, κ0,1 and κ1,0,
namely (171), (172), Subsect. 3.8 and (325), Subsection 5.12, which define, re-
spectively, the free standard Dirac (166) and standard electromagnetic potential
(324) fields as sums of two integral kernel operators with vector valued kernels
κ0,1 and κ1,0.
Application of the Rules II, IV and VI immediately gives the following result
〈κ′++2,0 (ζ, χ), ϕ〉 df=
df
=
2∑
s,s′=1
∫
R3×R3×R4
κ′++2,0 (p
′, s′,p, s;µ, x) ζ(s′,p′)χ(s,p)ϕ(x)d3p′d3pd4x
= −e
2∑
s,s′=1
∫
R3×R3
d3p′d3pus′(p′)+vs(p)
ϕ˜(p+ p′, E(p) + E′(p′)) ζ(s′,p′)χ(s′,p′)
|p+ p′|2 − (E(p) + E′(p′))2
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〈κ′+−1,1 (ζ, χ), ϕ〉 =
= −e
2∑
s,s′=1
∫
R3×R3
d3p′d3pus′(p′)+us(p)
ϕ˜(p′ − p, E′(p′)− E(p)) ζ(s′,p′)χ(s′,p′)
|p′ − p|2 − (E′(p′)− E(p))2
〈κ′−+1,1 (ζ, χ), ϕ〉 =
= −e
2∑
s,s′=1
∫
R3×R3
d3p′d3pvs′(p′)+vs(p)
ϕ˜(p− p′, E(p)− E′(p′)) ζ(s′,p′)χ(s′,p′)
|p− p′|2 − (E(p)− E′(p′))2
〈κ′−−0,2 (ζ, χ), ϕ〉 =
= −e
2∑
s,s′=1
∫
R3×R3
d3p′d3pvs′(p′)+us(p)
ϕ˜
(− (p+ p′),−(E(p) + E′(p′))) ζ(s′,p′)χ(s′,p′)
|p+ p′|2 − (E(p)− E′(p′))2
with
ζ, χ ∈ S(R3;C2), ϕ ∈ E2 = S00(R4;C), ϕ˜ ∈ FE2 = S0(R4;C),
and with the convention that S(R3;C2) ⊂ S(R3;C4) = E1 with the convention
that only two components of ζ or χ are non zero when ξ, χ are regarded as
elements of E1. Here
E(p) = |p|, E(p′) = |p′|.
It follows from the general Theorem 5 of Subsection 3.7 that
κ′2,0, κ
′
1,1, κ
′
0,2 ∈ L
(
E1 ⊗ E2, E ∗2
)
, (326)
so that (compare generalization of Thm 3.9 of [126], and Subsection 3.6)
Ξl,m(κ
′
l,m) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗)).
But (326) can also be shown with the hepl of the explicit formulas for the
kernels κ′l,m by repeating the proof of Lemma 6, Subsection 3.7.
Moreover we have the following
PROPOSITION. 1) The bilinear map
ξ × η 7→ κ′1,1(ξ ⊗ η), ξ, η ∈ E1,
can be extended to a separately continuous bilinear map from
E∗1 × E1 into L (E ,C) = E ∗.
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2) The bilinear map
ξ × η 7→ κ′2,0(ξ ⊗ η), ξ, η ∈ E1,
can be extended to a continuous bilinear map from
E∗1 × E∗1 into L (E ,C) = E ∗.
Therefore
Ξl,m(κ
′
l,m) ∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
and
Aint
(1)
µ (g = 1) =
∑
l,m
Ξ(κ′l,m) ∈ L
(
(E)⊗E , (E)) ∼= L (E , L ((E), (E))),
by Thm. 4, Subsection 3.6.
The same holds for all other possible choices, (128), (129), Subsect. 3.6 and
(318), Subsection 5.10, of the plane wave distribution kernels κ0,1, κ1,0 defining
the free fields ψ, A of the theory.
6.2 Example 2: kernels κl,m corresponding to ψ
(1)
int
(g = 1, x)
Here we give explicit formula for the (finite set of) kernels κ′l,m for which
ψa (1)
int
(g = 1) =
∑
l,m
Ξ(κl,m).
i. e. which define (finite set of) integral kernel operators, (finite) sum of which
gives the first order contribution to the interacting Dirac field in the adiabatic
limit g = 1. More explicitly (using the notation of Subsections 3.6 and 5.10)
ψa (1)
int
(g = 1) =
=
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ2,0(p
′, ν′,p, s; a, x) η∂∗ν′,p′η∂
∗
s,p d
3p′d3p
+
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ1,1(p
′, ν′,p, s; a, x) η∂∗ν′,p′η∂s,p d
3p′d3p
+
3∑
ν=0
4∑
s′=1
∫
R3×R3
κ1,1(p
′, s′,p, ν; a, x) ∂∗s′,p′∂ν,p d
3p′d3p
+
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ0,2(p
′, ν′,p, s; a, x) ∂ν′,p′∂s,p d3p′d3p
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or otherwise (according to the notation for the Hida operators ∂s,p, ∂ν,p i. e.
the annihilation operators as(p), aµ(p) introduced in Subsection 3.6)
ψa (1)
int
(g = 1) =
=
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ2,0(p
′, ν′,p, s; a, x) ηaν′(p′)+ηas(p)+ d3p′d3p
+
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ1,1(p
′, ν′,p, s; a, x) ηaν′(p′)∗ηas(p) d3p′d3p
+
3∑
ν=0
4∑
s′=1
∫
R3×R3
κ1,1(p
′, s′,p, ν; a, x) as′ (p′)+aν(p) d3p′d3p
+
3∑
ν′=0
4∑
s=1
∫
R3×R3
κ0,2(p
′, ν′,p, s; a, x) aν′(p′)as(p) d3p′d3p
or using still another notation for the annihilation and creation operators (used
e.g. in [147], compare Subsection 3.6)
ψa (1)
int
(g = 1) =
=
3∑
ν′=0
2∑
s=1
∫
R3×R3
κ++2,0 (p
′, ν′,p, s; a, x) ηaν′(p′)+ηds(p)+ d3p′d3p
+
3∑
ν′=0
2∑
s=1
∫
R3×R3
κ+−1,1 (p
′, ν′,p, s; a, x) ηaν′(p′)∗ηbs(p) d3p′d3p
+
3∑
ν=0
2∑
s′=1
∫
R3×R3
κ−+1,1 (p
′, s′,p, ν; a, x) ds′ (p′)+aν(p) d3p′d3p
+
3∑
ν′=0
2∑
s=1
∫
R3×R3
κ−−0,2 (p
′, ν′,p, s; a, x) aν′(p′)bs(p) d3p′d3p
where we have put
κ2,0(p
′, ν′,p, s; a, x) =
{
κ++2,0 (p
′, ν′,p, s− 2; a, x) s = 3, 4
0 otherwise
,
κ1,1(p
′, ν′,p, s; a, x) =
{
κ+−1,1 (p
′, ν′,p, s; a, x) s = 1, 2
0 otherwise
,
κ1,1(p
′, s′,p, ν; a, x) =
{
κ−+1,1 (p
′, s′ − 2,p, ν; a, x) s′ = 3, 4
0 otherwise
,
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κ0,2(p
′, ν′,p, s; a, x) =
{
κ−−0,2 (p
′, ν′,p, s; a, x) s = 1, 2
0 otherwise
.
Let us assume the standard plane wave distribution kernels, κ0,1 and κ1,0,
namely (171), (172), Subsect. 3.8 and (325), Subsection 5.12, which define, re-
spectively, the free standard Dirac (166) and standard electromagnetic potential
(324) fields as sums of two integral kernel operators with vector valued kernels
κ0,1 and κ1,0.
Application of the Rules II, IV and VI immediately gives the following result
〈κ++2,0 (ζ, χ), φ〉 df=
df
=
3∑
ν′=0
2∑
s=1
∫
R3×R3×R4
κ++2,0 (p
′, ν′,p, s; a, x) ζ(s′,p′)χ(s,p)φ(x)d3p′d3pd4x
= e
3∑
ν′=0
2∑
s=1
∫
R3×R3
d3p′d3pvcs(p)
(−(p′+p)·~γab+(E′(p′)+E(p)γ0+1abm)γν′bc ×
× φ˜(p+ p
′, E(p) + E′(p′)) ζ(ν′,p′)χ(s,p)
2|p′|(|p′|E(p)− 〈p′|p〉)
〈κ+−1,1 (ζ, χ), φ〉 =
= e
3∑
ν′=0
2∑
s=1
∫
R3×R3
d3p′d3pucs(p)
(−(p′−p)·~γab+(E′(p′)−E(p)γ0+1abm)γν′bc ×
× φ˜(p
′ − p, E′(p′)− E(p)) ζ(ν′,p′)χ(s,p)
2|p′|(〈p′|p〉 − |p′|E(p))
〈κ−+1,1 (ζ, χ), φ〉 =
= e
3∑
ν′=0
2∑
s=1
∫
R3×R3
d3p′d3pvcs(p)
(
(p′−p) ·~γab+(E′(p′)−E(p)γ0+1abm
)
γν
′
bc ×
× φ˜(p− p
′, E(p)− E′(p′)) ζ(ν′,p′)χ(s,p)
2|p′|(〈p′|p〉 − |p′|E(p))
〈κ−−0,2 (ζ, χ), φ〉 =
= e
3∑
ν′=0
2∑
s=1
∫
R3×R3
d3p′d3pucs(p)
(
(p′+p) ·~γab− (E′(p′)+E(p)γ0+1abm
)
γν
′
bc ×
× φ˜
(− (p+ p′),−(E(p) + E′(p′))) ζ(ν′,p′)χ(s,p)
2|p′|(|p′|E(p)− 〈p′|p〉)
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with summation over repeated spinor indices b, c{1, 2, 3, 4} and with
ζ ∈ S0(R3;C4) = E2, χ ∈ S(R3;C2), φ ∈ E1 = S(R4;C),
and with the convention that S(R3;C2) ⊂ S(R3;C4) = E1 with the convention
that only two components of χ are non-zero when χ is regarded as an element
of E1.
It follows from the general Theorem 5 of Subsection 3.7 that
κ2,0, κ1,1, κ0,2 ∈ L
(
E1 ⊗ E2, E ∗1
)
, (327)
so that (compare generalization of Thm 3.9 of [126], and Subsection 3.6)
Ξl,m(κ
′
l,m) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗)).
But (327) can also be shown with the hepl of the explicit formulas for the
kernels κl,m by repeating the proof of Lemma 6, Subsection 3.7.
Thus the first order contribution to the interacting Dirac field is equal to a
finite sum
ψa (1)
int
(g = 1) =
∑
l,m
Ξ(κl,m) ∈ L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗))
of well defined integral kernel operators Ξ(κl,m) with vector-vaued distributional
kernels in the sense of Obata, compare [126] or Subsections 3.6 and 3.7.
However
ψa (1)
int
(g = 1) =
∑
l,m
Ξ(κl,m) /∈ L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E)))
similarily as for Wick products of free mass less fields (such as Aµ(x)) at the
same space-time point x which do belong to
L
(
(E)⊗ E , (E)∗) ∼= L (E , L ((E), (E)∗)),
but do not belong to
L
(
(E)⊗ E , (E)) ∼= L (E , L ((E), (E))).
The same holds for all other possible choices, (128), (129), Subsect. 3.6 and
(318), Subsection 5.10, of the plane wave distribution kernels κ0,1, κ1,0 defining
the free fields ψ, A of the theory.
7 Infrared fields and the Theory of Staruszkiewicz
As we have already shown it is very important for the construction of the quan-
tum electromagnetic four-potential field what kind of the test function space is
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used. This is at lest the case for the white noise construction of this field, uder-
stood as integral kernel operator with vector-valued kernels, usefull in the causal
perturbative approach to QED (and more generally QFT), compare e.g. Thm 6,
Subsect. 5.10. Construcion of the (free) field due to Wightman is not so much
sensitive to the choice of the test space, allowing both S(R4) and S00(R4), but
at the same time Wightman’s definition of quantum field is not useful in causal
perturbative approach to physical quantum field theories like QED. The field
A is an integral kernel operator with vector-valued kernel (defining operator-
valued distribution within the wite noise formalism) and its construction within
the pure Hilbert space structure is impossible. We have also shown that the
Schwartz space is not the correct space for the construction of the field A as in-
tegral kernel operator with vector-valued kernel (and generally white noise con-
struction of a mass less field), but insted we have to use in this case S00(R4;C4)
as the test space over the spacetime and S0(R4;C4) for the test function space
in the momentum picture, compare e.g. Thm. 6, Subsection 5.10. Moreover
construction of the (free) fields as integral kernel operators allows us to to give
a rigorous meaning to all higher order contributions to interacting fields in the
adiabatic limit g = 1, as well defined integral kernel operators (Subsection 3.7
and Section 6). This construction requires the test function space for the elec-
tromagnetic field to be equal S00(R4;C4). Otherwise the construction of the
higher order contributions within the white noise set up for fields understood
as integralkernel operators would be impossible.
It is remarkable that using the correct test spaces allowing the white noise
construction of the quantum four-potential Aµ, greatly simplifies the treatment
of the zero mas Pauli-Jordan fucntion (in avoiding regularizations of its deriva-
tives), allows at the same time to include (as generalized states) of the single
particle state space of the quantum electromegnetic potential field the homo-
geneous electromagnetic potential fields. Among them there are homogeneous
of degree −1 “electric type” fields, i.e. the space of homogeneous of degree −1
solutions of d’Alembert equation:
fµ = 0, fµ(λx) = λ−1fµ(x), λ > 0, (328)
which are spanned by Lorentz transformations of the Dirac homogeneous of
degree −1 solution, defined by the formula (396), Subsect. 7.4. These are
well defined distributions on S00(R4;C4) and S0(R4;C4) in the position (over
spacetime) and in the momentum pictures respectively. Moreover the Fourier
transforms F˜ of infrared “electric type” solutions F are not only concentrated
on the light cone in the momentum picture but determine in a unique and
natural fashion a regular, i.e. function-like, distributioins S˜ over the disjoint
sum O1,0,0,1⊔O−1,0,0,1 of the positive O1,0,0,1 and the negative energy light cone
O−1,0,0,1 in the momentum picture, i.e. they determine a unique continuous and
regular functional S˜ on
S0(O1,0,0,1 ⊔ O−1,0,0,1;C4) = S0(O1,0,0,1;C4)⊕ S0(O−1,0,0,1;C4)
= S0(R3;C4)⊕ S0(R3;C4).
430
The unique relation between F and S˜ is the following
F˜ (ϕ˜) = S˜
(
ϕ˜
∣∣∣
O1,0,0,1⊔O−1,0,0,1
)
. (329)
This makes sense because of continuity of the map induced by the restriction
to the cone, compare second Proposition of Subsection 5.6. In particular to the
homogeneous of degree −1 Dirac solution F ∈ S00(R4)∗ defined by the function
(396), there corresponds the restrition S˜ defined by the four-vector function
(395) on the cone.
The infrared electric type fields (328) are in general not transversal and
not fulfill vacous Maxwell equations (in the distributional sense, understood as
electromagnetic potentials) as they include the Coulomb potential field. Indeed
the very solution (396) (resp. (395)) of Dirac is not transversal and defines,
outside the light cone, just the Coulomb potential field. The transversal electric
type solutions (328) are those which can be obtained by subtraction of the initial
untransformed Dirac solution (396) (resp. (395)) from the Lorentz trasformed
Dirac solution. They generate the transveral electric type, and homogeneous
of degree −1 solutions of vacous Maxwell equations. In any case the solutions
(328) represent solutions of vacous Maxwell equations but only outside the light
cone part of space-time. Inside the light cone (328) are equal to zero.
The infrared solutions (328) generated by (396) (resp. (395)) have a remark-
able property that they are spatial-like supported, i.e. in that part of space-time
which lies outside the light cone. This makes rigourous sense for (328) or for
(395) treated as distrubutions on S00(R4) although this test space is much less
flexible for testing locality. This is because this test space contains enough el-
ements to find for any open cone an element supported on this cone. This is
enough for example to distinguish homogeneous distributions and to check if
they vanish, say outside the light cone. For te proof compare Subsection 5.7.
This fact that infrared solutions are supported outside the lightcone has im-
portant physical ramifications, which will be explained below. Therefore the
statement that the solutions (328) generated by (396) are supported outside the
light cone becomes a theorem for (328) and (396) if they are treated as elements
of S00(R4)∗. Here importance of S00(R4) for infrared fields shows up for the
first time. It is important that we have a deeper justification for the choice of
S00(R4) as the correct space-time test function space, as we have explained in
previous Sections in details. In accordance to the second Proposition of Sub-
section 5.7, we can extend the homogeneous solutions (328) generated by (396)
over the ordinary Schwatrz test space, with the preservation of the homogene-
ity and the property that they fulfill d’Alembert equation. But accoridingly to
this Proposition, such extension is far not unique and during the extension the
space-time support will not in general be preserved and in general will be pro-
longed into the inside part of the light cone. We have to add additional ad hoc
requirement, that during the the extension the space time support must be pre-
served. Thus when using the Schwartz test space as the basis for (328) we have
no natural basis for excluding distributional solutions which are not supported
outside the light cone. Therefore it is remarkable that consistent construction of
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the quantum field Aµ, within white noise approach useful in causal perturaba-
tive approach to QED, requires the space-time test space to be equal S00(R4).
Therefore the solutions (328) generated by (396) also should be understood as
distributions on S00(R4). In consequence we get the theorem that all of them
are supported outside the light cone as distributions in S00(R4)∗. This has
important physical consequence, recognized first by Staruszkiewicz [168], [169],
and which we explain below.
The representation of the Lorentz group spanned by the homogeneous of
degree −1 solutions (328) is closely related to the ”pathological” representation
of Dirac, which he constructed in his last resarch paper [28].
The representation of Dirac can be characterized as the representation spanned
by Lorentz transformations of the scale-invariant Dirac homogeneous of degree
zero solution f of d’Alembert equation
f = 0, f(λx) = f(x), λ > 0 (330)
in the (ordinary four dimensional) Minkowski spacetime defined by (331). Namely
let x = (x1, x2, x3) and |x| =
√
(x1)2 + (x2)2 + (x3)2. Then the regular (function-
like) distribution in S00(R4)∗ determined by the function
f(x0,x) =

1 for x0 > |x|
x0
|x| for −|x| < x0 < |x|
−1 for x0 < −|x|
(331)
x
x0
f = 1
f = −1
f = x0|x|
is an example of such a solution. We call it Dirac homogeneous of degree zero
solution because it was Dirac ([29], pages 303-304) who discovered it. It seems
that Staruszkiewicz was the first who recognized its role for infrared fields in
QED, [28]. The intimate relation between the homogenous of degree −1 electric
type fields fµ spanned by the Dirac homogeneous of degree −1 solution (328),
and the homogeneous of degree zero scalar solutions f of d’Alembert equation,
spanned by the Dirac homogeneous of degree zero solution is the following. To
each homogeneous of degree −1 solution fµ there correspond bi-uniquelly the
homogeneous of degree zero solution f uniquelly determined by the condition
that f = xµfµ outside the light cone. In case of transversal f
µ (i.e. such that
∂µf
µ = 0) solution the equality f = xµfµ holds in the whole space-time, but in
case of the non transversal fµ (e.g. Dirac homogeneous of degree −1 solution is
not transversal) the equality f = xµfµ holds only outside the light cone. This
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relation, between the two representations was discovered by Staruszkiewicz. We
explain below the physical motivation which lead Staruszkiewicz to this relation.
Fourier transform F˜ of the Dirac homogeneous of degree zero solution is not
only concentrated on the disjoint sum O1,0,0,1 ⊔ O−1,0,0,1 of the positive and
negative energy light cones in the momentum space, but determines a regular
distribution S˜ on O1,0,0,1 ⊔ O−1,0,0,1, by the formula (329), i.e. determines a
regular functional S˜ on
S0(O1,0,0,1 ⊔ O−1,0,0,1;C4) = S0(O1,0,0,1;C4)⊕ S0(O−1,0,0,1;C4)
= S0(R3;C4)⊕ S0(R3;C4).
Staruszkiewicz recognized that the infrared fields, including the Dirac homo-
geneous of degree −1 solution (395) fµ(x) (here we will write more suggestively
Aµ(x) for this solution fµ(x)) coinciding with the Coulomb potential otuside the
cone, are exceptional if subjected to the criterion, pertinent to the old quantum
mechanics, for the electromagnetic field Fµν(x) to be approximately classical. It
is coincicely formulated by Berestecky, Lishitz, and Pitaevsky, in the following
form: the field Fµν(x) is approximately classical if (ℏ = 1 = c)(
∆x0
)2√
F 201 + F
2
02 + F
2
03 ≫ 1.
Here ∆x0 is the observation time over which the field can be averaged without
being significantly changed. Now in case of the ordinary Coulomb electric field
(F01, F02, F03) corrsponding to the ordinary Coulomb potential we have at our
disposal arbitrary long time ∆x0, in fact the whole eternity in this case. This is
in particular the case of the ordinary Coulomb field of atomic nuclei when con-
sidering the bound state problem of electron in the atom. Therefore by the said
Berestecky-Lifshitz-Pitaevsky inequality the Coulomb field (in particular the
Coulomb field of atomic nuclei) are “exactly” classical. But this is not the case
for the homogeneous of degree−2 fields Fµν(x) corresponding to the electromag-
netic potential fields of the form (328). Indeed for these fields, which are zero in-
side the light cone ∆x0 no longer extends to the whole eternity but is confined to
the outside part of the light cone: |∆x0| < 2r, r =
√(
x1
)2
+
(
x2
)2
+
(
x3
)2
. In
particular for the Dirac homogeneous of degree −1 solution (395) we obtain the
ordinary Coulomb electric field (F01 = x
1Q/r3, F02 = x
2Q/r3, F03 = x
3Q/r3)
confined to the outside part of the light cone for which the Berestecky-Lifshitz-
Pitaevsky inequality takes the following form
(
2r
)2 |Q|
r2
≫ 1 or |Q| ≫ 1
4
.
This inequality cannot hold for the charge Q of a single electron. So that the
infrared field at spatial infinity, i.e. of the form (328) which accompany particles
with the charge of the order of magnitude of the electron charge, cannot be,
even approximately, classical. It is importartant to note that scattered charged
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particles produce infrared fields (Bremsstrahlung) (328), compare [167], so the
fields (328) are real.
Next Staruszkiewicz has shown in [167] that if a test charged particle moves
through an infrared field (328) then the the phase of each plane wave component
of the whole packet receives a finite phase shift, which changes nontrivially the
whole packet, in particular changes the norm of the whole packet. In [167]
the quasiclassical approximation was used for the quantum particle treated non
relativistically, which is legitimate. This supports existence of a nontrivial back-
reaction of the infrared field on the quantum charged particle, which can be
measured, and confirms real character of infrared fields of the form (328).
A theory of quantum homogenous of degree −1 electric type field was pro-
posed in [168] and [169] where it was based on the fact that every system
containg charged particles, possess a field S(x), say a phase, intimately related
to the electromegnetic potential field Aµ by the condition that eAµ + ∂µS is a
gauge invariant quantity. As shown in [168] and [169] this condition determines
bi-uiquely the phase S corresponding to homogeneous of degree −1 electric type
field fµ (328) (here written more suggestively by Aµ) from the space of solutions
generated by the Dirac homogeneous of degree −1 solution (395). This relation
is precisley that indicated above between the solutions (328) (now written Aµ)
and the scalar homogeneous of degree zero solutions f (330) (now written as
S).
As pointed in the said papers [168] and [169], the zero component 1e j0 of the
current density is the momentum canonically conjugated to the phase S, thus
the commutation relation naturally follows[1
e
j0(x), S(y)
]
x0=y0
= iδ(x− y),
between the phase field S(x) and the zero component j0(x) of the electric current
density. After integration over the hyperplane x0 = y0
[Q,S(x)] = ie, Q =
∫
d3 x j0.
On this basis Staruszkiewicz’s theory of quantum homogeneous of degree −1
electric type field has been based, as a theory of a quantum homogeneous of
degree zero phase field S(x), i.e. a quantum field on de Sitter 3-hyperboloid
space-time, compare [168] and [169]. It subsumes the total charge operator Q
and the quantum Coulomb field (at spatial infinity) – quantum counterpart of
the Dirac homogeneous of degree −1 solution (396).
In this Section we provide a mathematical analysis of the theory of Staruszkiewicz
[169]. Namely we give a proof that the Dirac homogeneous of degree −1 solu-
tion as well as the homogeneous of degree zero, and all remainig solutions (330)
and (328) belong to the space of continuous functionals on the space S00(R4)
(of C-valued or C4-valued functions). We prove that their Fourier transforms
belong to S0(R4)∗ and have support concentrated on the light cone (disjoint
sum of the positive and the negative energy sheet of the cone), and correpoding
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to the two sheets can be uniquelly split into sums with the supports respectively
equal to the positive and the negative energy sheets. Each such component is
a regular fuctional on each sheet separately and is an elament of S0(R3)∗ as an
functional on the sheet of the cone. These results are contained in Subsection
7.1. Next we give a more detailed description of the standard representation
of the commutation relations proposed in [169] and a consistency proof of the
axioms of the theory proposed in [169] in the standard representation. The
consistency proof is essentially based on the three pillars 1) positivie definitenes
of an invariant kernel on the Lobachevsky space proved by using Schoenberg
theorem on conditionally negative definite functions, 2) the genralized Bochner
theorem for spherical-type representations of the SL(2,C) group and finally
3) explicit construction of the representation of the SL(2,C) group acting in
the Hilbert space of the quantum phase field S(x), together with the explicit
construction of the operators S0, Q, c
+
lm, clm in this Hilbert space (in the no-
tation of [169]). Proof of the first part 1) (positive definitenes of an invariant
kernel) is presented at the end of Subsection 7.3. The third part 3), i.e. ex-
plicit construction of U, S0, Q, c
+
lm, clm and the Hilbert space in which they act,
is given in Subsection 7.6. The proof of consistency using 1) and 2) and the
genralized Bochner theorem is given at the end of Subsection 7.4. We give full
classification of all, say nonstandard, representations of the commutation rela-
tions of Staruszkiewicz theory in Subsection 7.5 and characterize the standard
representation in terms of its relation to the spectral construction of the global
U(1) group by the operators eiS(u), (1/e)Q in this representation. Finally in
Subsection 7.4 we show that the subspace of transveral infrared states and the
operators clm, c
+
lm of Staruszkiewicz theory can be identified respectively with
the states of the homogeneous of degree zero part of the field xµA
µ
int(g = 1, x)
(defined as in the Subsection 1.2 of Introduction and more rigorously in Subsect.
7.3) and the annihilation and creation operators of this homogeneous of degree
zero part of the field xµA
µ
int(g = 1, x).
But this is not the whole story. Because we have learn how to compute the
perturbative corrections to the interacting field in the adiabatic limit g = 1
(in the causal formulation as given in [147], [34]), compare Subsection 3.7,
Subsection 5.9, Section 6, and Introduction, then we can compute the ho-
mogeneous of degree zero part
(
xµA
µ
int(g = 1, x))χ=0 of the interacting field
xµA
µ
int(g = 1, x) in the adiabatic limit g(x)→ 1, and compute also the the op-
erator Q of Staruszkiewicz theory by comparing
(
xµA
µ
int(g = 1, x))χ=0 to S(x)
of Staruszkiewicz theory, compare Introduction, Subsection 1.2. Unfortunately
we have not lead the computation to an end, and have not proved completely
that
(
xµA
µ
int(g = 1, x))χ=0 is equal to that part of S(x) which does not con-
tain S0. Moreover the operator S0 cannot be computed in this way. Thus the
operator S0 as naturally arising from the homogeneous part of the interacting
field is lacking. Of course it is natural to expect that the operator S0 is closely
related to the “phase” of the homogeneous part(s) of the charge carrying field(s)
(coupled to A) entering the construction of Q (compare Introduction), but we
have not found so far any clever method of computing it using the homogeneous
part of the field operator(s).
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Nonetheless we hope that have given a step forword on the way in giving
a rigorous form to the proof of universality of the electric charge, outlined by
Staruszkiewicz in [175], compare Introduction, Subsection 1.2. Speaking more
precisely: the universality of the scale of electric charge arises by the equality of
the part of the quantum phase filed S(x) of Staruszkiewicz theory not containing
S0 (resp. S(u)) with the homogeneous of degree zero part of the interacting
field
(
xµAµ
)
int
. This equality guarranties existence of S0 (resp. S(u)) such
that
(
eiS0 , (1/e)Q
)
provide a spectral description of the global gauge group
U(1), because this is the case for Staruszkiewicz theory, compare Subsection
7.5. On the other hand this is possible only if the particular contributions
to the total charge operator comming from different fields coupled to A have
common spectrum eZ.
Thus the universality for electric charge can be understood as arising from
the existence of the spectral realization of the global gauge U(1) group in the
Hilbert space of the homogeneous of degree zero part of the interacting field(
xµAµ
)
int
(constructed as in Introduction, Subsection 1.2) of the whole system
of charged fields coupled to the electromagnetic potential A.
7.1 Dirac’s homogeneous of degree −1 solution
In the proof that the Dirac homogeneous of degree zero spherically symmetric
function (331) is a distributional solution of the d’Alembert equation we pro-
ceed along the general lines given by Dirac himself in the third edition of his
“Principles” [29], pages 276-277 and 303-304: namely we will show that the
Fourier transformed distribution has the support concentrated on the light cone
in the momentum space. In his “heuristic proof” Dirac treats not only the
scalar homogeneous solution (331) but he simultaneously gives the proof that
the following associated four-vector function
f0(x0,x) =

0 for x0 > |x|
1
|x| for −|x| < x0 < |x|
0 for x0 < −|x|,
fi(x0,x) =

0 for x0 > |x|
x0xi
|x|3 for −|x| < x0 < |x|
0 for x0 < −|x|,
(332)
x
x0
f0 = 0
f0 = 0
f0 =
1
|x|
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xx0
fi = 0
fi = 0
fi =
x0xi
|x|3
is a transversal homogeneous of degree −1 solution of d’Alemebert equation. In
fact the µ-component of the last distrubtional solution can be obtained as the
distributional derivative ∂∂xµ applied to the distribution determined by (331).
In fact the functions (331) as well as all the component functions (332) fµ are
locally integrable in L2(R4, d4x) so that they determine well defined regular
(function like) distributions over S(R4). But in fact the hint of Dirac suggests
much more than just merely the fact that (331) and (332) understood as distri-
butions have supports, after Fourier transformation, concentrated on the light
cone in the momentum space. In fact the hint of Dirac suggests that their
Fourier transforms should determine regular, i.e. functuion like, distributions
over the light cone in the momentum space. However this is impossible if we
understand the functions (331) and (332) as distributions over the ordinary
Schwartz test space S(R4).
But if we understand (331) and (332) as functions defining regular distribu-
tions over the test space S00(R4) then the intuitive argument of Dirac, as placed
in [29], pages 276-277 and 303-304, regains its full mathematical justification:
the Fourier transforms of the distributions on S00(R4) defined by (331) and
(332) are well defined distributions on S0(R4) in the momentum space, and be-
cause the restriction to the cone is a continuous map S0(R4)→ S0(R3) = S0(O)
(for the positive O = O1,0,0,1 as well as negative energy ligh cone O = O−1,0,0,1)
then indeed the Fourier transforms of the said distributions determine unique
regular, i.e. function like, distribution on the light cone i.e. continulus, function
like, functionals on
S0(R3)⊕ S0(R3) = S0(O1,0,0,1)⊕ S0(O−1,0,0,1),
with the functions on the light cone determining them precisely the same as
that in the hint of Dirac. This is exactly what we are going to show in this
Subsection.
We need the folowing technical Lemmas.
LEMMA 11. Let η be a function of one real variable x0 belonging to S(R) and
let η be such that for some other function u ∈ S(R) (or a differentiable function
u ∈ L2(R)) we have
η = u′ =
du
dx0
.
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Then the following identity holds∫
R
da
∫
R
dx0 η(x0)
i
a
{
ei(x0−|x|)a − ei(x0+|x|)a} = |x|∫
−|x|
η(x0) dx0.
∫
R
da
∫
R
dx0 η(x0)
i
a
{
ei(x0−|x|)a − ei(x0+|x|)a}
=
∫
R
da
i
a
{
e−i|x|a − ei|x|a} ∫
R
dx0 η(x0)e
ix0a
︸ ︷︷ ︸
η˜(a)
=
∫
R
da
i
a
η˜(a)e−i|x|a −
∫
R
da
i
a
η˜(a)ei|x|a.
Let u be the function from the assumption of the Lemma, then the last expres-
sion equals to∫
R
da
i
a
d˜u
dx0
(a)e−i|x|a −
∫
R
da
i
a
d˜u
dx0
(a)ei|x|a
=
∫
R
da
i
a
(−ia)u˜(a)e−i|x|a −
∫
R
da
i
a
(−ia)u˜(a)ei|x|a
=
∫
R
da u˜(a)e−i|x|a −
∫
R
da u˜(a)ei|x|a = u(|x|)− u(−|x|).
Because
|x|∫
−∞
η(x0) dx0 =
|x|∫
−∞
du
dx0
(x0) dx0 = u(|x|),
then
u(|x|)− u(−|x|) =
|x|∫
−|x|
η(x0) dx0,
and our Lemma is proved. 
LEMMA 12. The functions (331) and (332) regarded as distributions
S(R4) ∋ ϕ 7→ (fµ, ϕ) =
∫
R4
fµ(x)ϕ(x)d
4x ∈ C,
S(R4) ∋ ϕ 7→ (f, ϕ) =
∫
R4
f(x)ϕ(x)d4x ∈ C,
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over the Schwartz test function space S(R4) = SH(4)(R4) are distributional so-
lutions of the d’Alembert (i.e. wave) equation:
(f,ϕ) = 0, (fµ,ϕ) = 0, ϕ ∈ S(R4);
which means that their Fourier transforms regarded as distributions are concen-
trated on the light cone in the momentum space:
(f, ϕ˜1) = (f, ϕ˜2) and
(fµ, ϕ˜1) = (fµ, ϕ˜2), µ = 0, 1, 2, 3;
whenever ϕ˜1 = ϕ˜2 on the light cone in the momentum space.
 It is easily seen that the functions (331) and (332) are locally inte-
grable, and thus can be regarded as regular functionals on the test function
space S(R4) of Schwartz. Because S(R4) = SH(4)(R4) = SΓ4(H(1))(R4) =
SH(3)(R3)⊗ SH(1)(R) = S(R3)⊗ S(R), then it is sufficient to prove the Lemma
for ϕ = ξ⊗η, ξ ∈ S(R3), η ∈ S(R), where ϕ(x, x0) = (ξ⊗η)(x, x0) = ξ(x)η(x0).
Moreover because f defined by (331) is odd: f(−x,−x0) = −f(x, x0) and all
fµ defined by (332) are even, for example if we put Θ for the Heaviside function
then we have:
f(x) =
∣∣x0 + |x|∣∣− ∣∣x0 − |x|∣∣
2|x| ,
f0(x) =
Θ(x0 + |x|)−Θ(x0 − |x|)
|x| ,
fi(x) =
Θ(x0 + |x|)−Θ(x0 − |x|)
|x|3 x0xi, i = 1, 2, 3,
then we can assume respectively that ξ, η are odd (in analysing f) and even
(whenever we consider fµ). Moreover because S(R3) = SH(3) (R3), where H(3)
is the 3-dimensional quantum oscillator Hamiltonian operator, which splits in
the spherical coordinates, so that in these coordinates the eigenfunctions of
H(3) have the general form ξ(r, θ, φ) = ρ(r)ω(θ, φ), and because by the first
Lemma of Subection 5.2 or the first Lemma of Subsection 5.5 valid for any
standard operator A, in particular for A = H(3) (compare also [138], Appendix
to Ch V.3, pp. 141-145) the eigenfunctions of H(3) are dense in the nuclear
topology of S(R3) = SH(3)(R3), then we can restrict ourself to the case when
ξ(r, θ, φ) = ρ(r)ω(θ, φ) in the spherical coordinates.
Consider for example the distribution f0 (the treatment of the remaninig
distributions f1, f2, f3 and f is analogous). Thus we can assume ξ, η to be even:
ξ(−x) = ξ(x), η(−x0) = η(x0). In the proof of the equality (f0,ϕ) = 0, for
all ϕ = ξ ⊗ η, for even ξ ∈ S(R3), and even η ∈ S(R), we need the following
equality ∫
R3
d3 x
1
|x|∆R3u(x) = −4πu(0) = 0 (333)
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for
u(x) = ξ(x)
|x|∫
−|x|
η(x0)dx0 = ξ(x)2
|x|∫
0
η(x0)dx0, η ∈ S(R), ξ ∈ S(R3).
Indeed, note that u(0) = 0, and u is continuous everywhere, locally integrable,
and smooth everywhere except the zero point, and derivative of any order of u
multiplied by any polynomial in |x| tends to zero at infinity and is integrable;
and in particular x 7→ ∆R3u(x)|x| is integrable. For such function∫
R3
∆R3u(x)
|x| d
3x = lim
ǫ→0
∫
|x|≥ǫ
∆R3u(x)
|x| d
3x.
Integration by parts yields (where r = |x| and S2r stands for the 2-sphere of
radius r with the invariant measure dµS2r inherited from the euclidean 3-space)
lim
ǫ→0
∫
r≥ǫ
∆R3u(x)
r
d3x = lim
ǫ→0
∫
r≥ǫ
∆R3
(
1
r
)
u(x) d3x
−
∫
r=ǫ
∂u
∂r
1
r
dµS2r +
∫
r=ǫ
u
∂
∂r
(
1
r
)
dµS2r ,
where the first term vanishes, the second is of order ǫ, and the third is equal to
−ǫ−2
∫
r=ǫ
u dµS2r
i.e. ǫ−2 times the average of u on the sphere of radius ǫ. Thus letting ǫ→ 0 we
get (333).
Thus for any ϕ = ξ ⊗ η with even ξ ∈ S(R3) of the form ξ(r, θ, φ) =
ρ(r)ω(θ, φ) in the spherical coordinates and even η ∈ S(R), the equality (333)
yields on introducing g(r) =
∫ r
0 η(x0)dx0:
∫
R4
d3xdx0 f0(x, x0)∆xϕ(x, x0) =
∫
R3
d3x
1
|x|∆xξ(x)2
|x|∫
0
η(x0)dx0
= 2
∫
r2dr sin θdθdφ
1
r
(
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
∆
S2
)(
ρ(r)ω(θ, φ)g(r)
)
︸ ︷︷ ︸
∫
R3
d3x 1|x|∆x
(
ξ(x)2
|x|∫
0
η(x0)dx0
)
=0 by (333)
− 2
∫
r2dr sin θdθdφω(θ, φ)
1
r
(
2
∂ρ(r)
∂r
∂g(r)
∂r︸ ︷︷ ︸
η(r)
+2
ρ(r)
r
∂g(r)
∂r︸ ︷︷ ︸
η(r)
+ρ(r)
∂2g(r)
∂r2︸ ︷︷ ︸
dη
dx0
(r)
)
.
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Integration by parts yields further
− 2
∫
sin θdrθdφω(θ, φ)rρ(r)
dη
dr
(r)− 2
∫
sin θdrθdφω(θ, φ)2ρ(r)η(r)
− 2
∫
sin θdrθdφω(θ, φ)2r
dρ
dr
(r)η(r)
= −2
∫
sin θdrθdφω(θ, φ)rρ(r)
dη
dr
(r) − 2
∫
sin θdrθdφω(θ, φ)2
d
dr
(
rρ(r)
)
η(r)
= 2
∫
sin θdrθdφω(θ, φ)rρ(r)
dη
dr
(r). (334)
On the other hand for any ϕ = ξ ⊗ η with even ξ ∈ S(R3) of the form
ξ(r, θ, φ) = ρ(r)ω(θ, φ) in the spherical coordinates and even η ∈ S(R) we have
(note that dηdx0 is odd)
∫
R4
d3xdx0 f0(x, x0)
∂2
∂x20
ϕ(x, x0) =
∫
R3
d3x
1
|x|ξ(x)
|x|∫
−|x|
d2η
dx20
(x0)dx0
=
∫
R3
d3x
1
|x|ξ(x)
{
dη
dx0
(|x|)− dη
dx0
(−|x|)
}
= 2
∫
R3
d3x
1
|x|ξ(x)
dη
dx0
(|x|)
= 2
∫
sin θdrθdφω(θ, φ)rρ(r)
dη
dr
(r). (335)
Comparing (334) with (335) we get∫
R4
d3xdx0 f0(x, x0)
(
−∆
x
+
∂2
∂x20
)
ϕ(x, x0) = 0
for any ϕ = ξ ⊗ η with even ξ ∈ S(R3) of the form ξ(r, θ, φ) = ρ(r)ω(θ, φ) in
the spherical coordinates and even η ∈ S(R). Therefore
(f0,ϕ) = 0, ϕ ∈ S(R4).
The same assertion follows similarly for f1, f2, f3 and f .

The Fourier trasforms of the regular distributions, as functionals on S(R4),
defined by the locally integrable functions f and fµ given resp. by (331) and
(332), are of course not regular – i.e. not function like – distributions. The
mentioned Anzatz of Dirac suggests much more: the Fourier transform of the
distributions (331) and (332) should define again regular, i.e. function like, dis-
tributions on the light cone in the momentum space. This is however impossible
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within the ordinary Schwartz test function space. The test function space in the
momentum space should be S0(R4) and in the position (space time) coordinates
it should be S00(R4) in order to save the initial intuition of Dirac.
Namely we now prove that the Fourier transform
pµ
p20
D˜0(p) = f˜µ is not only
well defined distribution on S0(R4) concentrated on the light cone, but deter-
mines a regular (i.e. function like) distribution on the light cone, i.e. regular
functional on
S0(R3)⊕ S0(R3) = S0(O1,0,0,1)⊕ S0(O−1,0,0,1),
which in turn is associated to the function p 7→ pµp0(p)2 =
pµ
|p|2 on the cone in the
momentum space. Or more precisely
PROPOSITION. 1) S0(R4) ∋ ϕ˜ 7→ ϕ˜|
O
∈ S0(R3) is contunuous for O =
O1,0,0,1 or O = O−1,0,0,1.
2) The functional
ϕ˜ 7→ (f˜µ, ϕ˜)
=
∫
O1,0,0,1
pµ
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)−
∫
O−1,0,0,1
pµ
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p),
ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4) (336)
belongs to S0(R4)∗.
3) The functional
ϕ 7→ (f˜µ, ϕ˜) ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4) (337)
belongs to S00(R4)∗.
4) The functional
S0(R3)⊕S0(R3) ∋ ϕ˜|
O1,0,0,1⊔O−1,0,0,1 7→ (f˜µ|O1,0,0,1⊔O−1,0,0,1 , ϕ˜|O1,0,0,1⊔O−1,0,0,1 )
=
∫
O1,0,0,1
pµ
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)
−
∫
O−1,0,0,1
pµ
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p), (338)
belongs to S0(R3)∗⊕S0(R3)∗ and by construction its composition with the
restriction to the cone gives the functional from 2)
(f˜µ|O1,0,0,1⊔O−1,0,0,1 , ϕ˜|O1,0,0,1⊔O−1,0,0,1 ) = (f˜µ, ϕ˜).
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5) And
(f˜µ, ϕ˜) =
∫
O1,0,0,1
pµ
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)−
∫
O−1,0,0,1
pµ
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p)
=

2π2
∫
x·x<0
1
|x| ϕ(x) d
4x µ = 0
2π2
∫
x·x<0
x0xi
|x|3 ϕ(x) d
4x µ = 1, 2, 3
= 2π2
∫
x·x<0
fµ(x)ϕ(x) d
4x = (fµ, ϕ), ϕ ∈ S00(R4).
where the functions fµ are given by (332).
 Ad. 1). The assertion 3) follows from the Lemma of Subsection 5.3 and
from the Proposition of Subsection 5.5, compare also one of the Propositions of
Subsection 5.6.
Ad. 2). Continuity of the functional ϕ˜ 7→ (f˜µ, ϕ˜) follows from 1) similarly
as the continuity of the Pauli-Jordan functional ϕ˜ 7→ (D˜0, ϕ˜) in Subsection 5.6.
But we prefer to give here another more explicit proof, which could have been
applied also in showing the continuity of the Fourier transform of the Pauli-
Jordan distribution D˜0 ∈ S0(R4)∗.
By the results of Subsection 5.5 we may use the system {|| · ||m}m∈N of norms
defined by (239) on the nuclear space S0(R4) = SA(4)(R4). Note that for the
radius r(p) =
√
(p0)2 + (p1)2 + (p2)2 + (p3)2 we have the following relation on
the cone
r(p) =
√
2|p|, p = (±|p|,p) ∈ O1,0,0,1 ⊔ O−1,0,0,1.
We have
|(f˜µ, ϕ˜)| ≤
=
∫
O1,0,0,1
∣∣∣∣pµp20 ϕ˜|O1,0,0,1 (p)
∣∣∣∣dµ|O1,0,0,1 (p)+ ∫
O−1,0,0,1
∣∣∣∣pµp20 ϕ˜|O−1,0,0,1 (p)
∣∣∣∣ dµ|O−1,0,0,1 (p).
On the other hand the function
p 7→ (1 + |p|2)−2
belongs to L1(R3, d3p) ∩ L2(R3, d3p) and let C be the L2 squared norm of it.
By the assertion 1) the functions
p 7→ ϕ˜(p,±|p|),p 7→ |p|−kϕ˜(p,±|p|), k = 1, 2, 3, . . . ,
p 7→ (1 + |p|2)2 1|p|2 ϕ˜(p,±|p|),
belong to S0(R3) ⊂ L1(R3, d3p) ∩ L2(R3, d3p), because the functions
p 7→ |p|−k, k = 1, 2, 3, . . . ,
p 7→ (1 + |p|2)2 1|p|2
443
are multipliers of the algebra S0(R3) (compare Subsect. 5.4 and 5.5). Therefore
for the case of µ = 0 we have
|(f˜0, ϕ˜)| ≤
=
∫
R3
∣∣∣∣ 1|p|2 ϕ˜(p, |p|)
∣∣∣∣ d3p+ ∫
R3
∣∣∣∣ 1|p|2 ϕ˜(p,−|p|)
∣∣∣∣ d3p
=
∫
R3
(1 + |p|2)−2(1 + |p|2)2 1|p|2 |ϕ˜(p, |p|)| d
3p
+
∫
R3
(1 + |p|2)−2(1 + |p|2)2 1|p|2 |ϕ˜(p,−|p|)| d
3p
≤ C sup
p∈R3
(1 + |p|2)2
|p|2 |ϕ˜(p, |p|)|+ C supp∈R3
(1 + |p|2)2
|p|2 |ϕ˜(p,−|p|)|
≤ C sup
p∈O1,0,0,1⊔O−1,0,0,1
1
2
(
1
r(p)2
+ 2+ r(p)2
)
|ϕ˜(p)|
≤ C sup
p∈R4
1
2
(
1
r(p)2
+ 2 + r(p)2
)
|ϕ˜(p)| ≤ 6C||ϕ˜||2;
and thus the continuity of the functional
S0(R4) ∋ ϕ˜ 7→ (f˜0, ϕ˜)
follows. Similarly for µ = i = 1, 2, 3 we have
|(f˜i, ϕ˜)| ≤
=
∫
R3
∣∣∣∣ pi|p|3 ϕ˜(p, |p|)
∣∣∣∣ d3p+ ∫
R3
∣∣∣∣ pi|p|3 ϕ˜(p,−|p|)
∣∣∣∣ d3p
=
∫
R3
(1 + |p|2)−2(1 + |p|2)2 1|p|2 |ϕ˜(p, |p|)| d
3p
+
∫
R3
(1 + |p|2)−2(1 + |p|2)2 1|p|2 |ϕ˜(p,−|p|)| d
3p
≤ C sup
p∈R3
(1 + |p|2)2
|p|2 |ϕ˜(p, |p|)|+ C supp∈R3
(1 + |p|2)2
|p|2 |ϕ˜(p,−|p|)|
≤ C sup
p∈O1,0,0,1⊔O−1,0,0,1
1
2
(
1
r(p)2
+ 2+ r(p)2
)
|ϕ˜(p)|
≤ C sup
p∈R4
1
2
(
1
r(p)2
+ 2 + r(p)2
)
|ϕ˜(p)| ≤ 6C||ϕ˜||2;
and the continuity of the functionals
S0(R4) ∋ ϕ˜ 7→ (f˜i, ϕ˜) i = 1, 2, 3,
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follows.
Ad. 3). By the continuity of the Fourier transform and its inverse of the
Schwartz space onto itself and by the Proposition of Subsection 5.5 the assertion
3) follows from the assertion 2).
Ad. 4). Because for dim = 3 we have r(p) =
√
(p1)2 + (p2)2 + (p3)2 =
|p| and by the results of Subsection 5.4 multiplication by the functions r−k,
k ∈ N, in particular multiplication by the functions r−2 or r−3, as well as as
multliplication by the cartesian coordinates pi, i = 1, 2, 3, are continuous maps
of S0(R3) = SA(3)(R3) into itself, then 3) follows immediately when using the
norms || · ||m defined by (239) on S0(R3) = SA(3)(R3).
Ad. 5). Because the functions fµ are locally integrable in L
2(R4, d4p) then
the right hand side of 5) is a continuous functional on S00(R4) as a function of
ϕ. By 2) the left hand side of 5) is likewise a contionulus functional on S00(R4)
as a function of ϕ. Thus in order to prove 5) it will be sufficient to prove it
for ϕ ranging over a subspace dense in S00(R4), or what amounts to the same
thing for ϕ˜ ranging over the subspace dense in S0(R4). Because by the results
of Subsection 5.5 the space of smooth functions with compact support (not
containing the zero point) is dense in S0(R4), it will be sufficient to prove 5) for
all ϕ ∈ S00(R4) for which ϕ˜ has compact support.
Note that S0(R3)⊗S0(R) ⊂ S0(R4), but S0(R3)⊗S0(R) 6= S0(R4), so that
S0(R3)⊗S0(R) is not dense in the nuclear topology in S0(R4). Nonetheless the
restriction to the cone of the elements S0(R3)⊗ S0(R) ⊂ S0(R4) may approxi-
mate the restriction of any element of S0(R4) to the cone in the nuclear topology
of S0(R3) ⊕ S0(R3) on the cone, which follows easily from the general form of
eigenfunctions of the standard operators A(n) as well as the first Lemma of Sub-
section 5.5. By Lemma 12 of this Subsection the value of the right hand side of
5) is fully determined by the restriction ϕ˜|
O1,0,0,1⊔O−1,0,0,1 (p) = ϕ˜(p, p0 = ±|p|)
of the Fourier transform ϕ˜ to the cone, and the same is obvious for the left
hand side of 5). Thus it will be sufficient to prove 5) for such ϕ that ϕ˜
has compact support and the restriction ϕ˜(p,±|p|) has the following form
ξ˜ ⊗ η˜(p,±|p|) = ξ˜(p)η˜(±|p|), with ξ˜ ∈ S0(R3), η˜ ∈ S0(R) of compact sup-
port.
Thus let ϕ be any such function belonging to S00(R4) that ϕ˜ ∈ S0(R4) has
compact support and such that
ϕ˜(p,±|p|) = ξ˜(p)η˜(±|p|) =
∫
R3
d3 xξ(x)e−ip·x
∫
R
dx0 η(x0)e
i±|p|x0
=
∫
R4
d3xdx0 ξ(x)η(x0)e
−ip·x±i|p|x0 =
∫
R4
d4x ξ ⊗ η(x)e−ip·x±i|p|x0
with ξ˜ ∈ S0(R3), η˜ ∈ S0(R) of compact support and with ξ ∈ S00(R3), η ∈
S00(R). We prove 5) for such ϕ. By Lemma 12 of this Subsection
(fµ, ϕ) = (fµ, ξ ⊗ η). (339)
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In this case where ϕ˜ is of compact support we may apply the Fubini theorem
to the integral on the left hand side of 5).
Consider for example the case µ = 0. Then
(f˜0, ϕ˜) =
∫
O1,0,0,1
p0
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)
−
∫
O−1,0,0,1
p0
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p)
=
∫
R3
1
|p|2 ϕ˜(p, |p|) d
3p+
∫
R3
1
|p|2 ϕ˜(p,−|p|) d
3p
=
∫
R3
d3p
1
|p|2
∫
R3
d3x
∫
R
dx0ξ(x)η(x0) e
−ip·x+i|p|x0
+
∫
R3
d3p
1
|p|2
∫
R3
d3x
∫
R
dx0ξ(x)η(x0) e
−ip·x−i|p|x0 , (340)
where the integrals ∫
R3
d3p . . .
can be taken over a compact domain, e.g. a ball B of raduis sufficienly large to
contain the compact support of the function ϕ˜ restricted to the cone.
Now consider the integrand functions
h+ : p× (x× x0) 7→ 1|p|2 e
−ip·x+i|p|x0ξ(x)η(x0),
h− : p× (x× x0) 7→ 1|p|2 e
−ip·x−i|p|x0ξ(x)η(x0)
in the above expression (340). Then
h+ = (g ⊗ (ξ ⊗ η)) · e+ and h− = (g ⊗ (ξ ⊗ η)) · e−
where (g ⊗ (ξ ⊗ η))(p, x) = g(p)ξ ⊗ η(x) and where
g(p) =
1
|p|2 and e±(p) = e
−ip·x±i|p|x0 .
Because (by an easy application of the Scholium 3.9 of [158]) the functions e+, e−
are measurable of modulus one functions on the product measure space B×R4,
and g, ξ ⊗ η are measurable over the measure spaces B and R4 respectively,
then again by Scholium 3.9 of [158], h+ and h− are measurable on the product
measure space B × R4 and moreover because g is integrable, i.e. belongs to
L1(B, d3p) and ξ⊗η ∈ L1(R4, d4x), then h+, h− are integrable over the product
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measure space B×R4 and Fubini theorem (Corollary 3.6.2 of [158]) is applicable
to the integrals (340). Therefore for the sum of the integrals (340) we obtain∫
R3
d3x
∫
R3
d3p
1
|p|2 e
−ip·x
∫
R
dx0ξ(x)η(x0) e
i|p|x0
+
∫
R3
d3x
∫
R3
d3p
1
|p|2 e
−ip·x
∫
R
dx0ξ(x)η(x0) e
−i|p|x0
=
∫
R3
d3x
∞∫
0
d|p|
π∫
0
2π∫
0
sin θdθdφe−i|p||x| cos θ
∫
R
dx0ξ(x)η(x0) e
i|p|x0
+
∫
R3
d3x
∞∫
0
d|p|
π∫
0
2π∫
0
sin θdθdφe−i|p||x| cos θ
∫
R
dx0ξ(x)η(x0) e
−i|p|x0
=
2π
i
∫
R3
d3x
1
|x|ξ(x)
∞∫
0
d|p| 1|p|
{
ei|p||x| − e−i|p||x|} ∫
R
dx0η(x0) e
i|p|x0
+
2π
i
∫
R3
d3x
1
|x|ξ(x)
∞∫
0
d|p| 1|p|
{
ei|p||x| − e−i|p||x|} ∫
R
dx0η(x0) e
−i|p|x0 ,
(341)
where, inspired by the hint of Dirac [29], pages 276-277, we have used the polar
coordinates |p|, θ, φ, with x as pointing to the “north pole”, in the integration∫
R3
d3p . . .
and where the range of the integration
∞∫
0
d|p| . . .
in the last integrals (341) can be taken to be finite and the upper bound ∞ can
be replaced with the radius of the ball B.
Because η˜ belongs to S0(R), then the functions defined on R by
|p| 7→ 1|p| η˜(|p|), −|p| 7→ −
1
|p| η˜(−|p|)
and
|p| 7→ 1|p| η˜(|p|), −|p| 7→
1
|p| η˜(−|p|)
belong to S0(R) ⊂ S(R) by the results of Subsection 5.2 and 5.5. In particular
the integrals
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+∞∫
−∞
da
1
ia
eia|x|η˜(a)
and
+∞∫
−∞
da
1
ia
e−ia|x|η˜(a)
converge absolutly, and the hint of Dirac [29], pages 276-277, becomes legitimate
so that the sum (341) of integrals is equal to
2π
∫
R3
d3x
1
|x|ξ(x)
+∞∫
−∞
da
1
ia
eia|x|
∫
R
dx0η(x0) e
iax0
− 2π
∫
R3
d3x
1
|x|ξ(x)
+∞∫
−∞
da
1
ia
e−ia|x|
∫
R
dx0η(x0) e
iax0
= 2π
∫
R3
d3x
1
|x|ξ(x)
∫
R
da
∫
R
dx0 η(x0)
i
a
{
ei(x0−|x|)a − ei(x0+|x|)a}. (342)
Because η˜ belongs to S0(R), then the function defined on R by
a 7→ 1
ia
η˜(a)
df
= u˜(a)
again belongs to S0(R) ⊂ S(R) by the results of Subsection 5.2 and 5.5. There-
fore there exists such a function u ∈ S00(R) ⊂ S(R) that
η = u′ =
du
dx0
,
and the Lemma 11 of this Subsection is applicable to the integral (342), which
by the said Lemma is equal to
2π
∫
R3
d3x
1
|x|ξ(x)
|x|∫
−|x|
η(x0) dx0 = 2π
∫
x·x<0
1
|x|ξ ⊗ η(x) d
4x = (f0, ξ ⊗ η),
and by (339) the last expression is equal to (f0, ϕ) for all ϕ ∈ S00(R4) with ϕ˜ ∈
S0(R4) of compact support such that ϕ˜(p,±|p|) = ξ˜⊗η˜(p,±|p|) = ξ˜(p)η˜(±|p|),
with ξ˜ ∈ S0(R3), η˜ ∈ S0(R) of compact support. Therefore 5) is proved for f0.
The proof of 5) for f1, f2, f3 is similar.

Let f˜µ, µ = 0, 1, 2, 3, be homogeneous of degree −1 measurable functions
on the light cone in the momentum space whose restrictions to the unit two-
sphere S2 belong to L1(S2; dµ
S2
). For any such f˜µ there correspond a regular
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distribution on the light cone, i.e. a continuous functional on S0(O1,0,0,1) ⊕
S0(O−1,0,0,1) = S0(R3)⊕S0(R3), and the corresponding distribution on S0(R4)
given by
(f˜µ, ϕ˜) =
∫
O1,0,0,1
f˜µ(p) ϕ˜|O1,0,0,1 (p) dµ|O1,0,0,1 (p)
−
∫
O−1,0,0,1
f˜µ(p) ϕ˜|O−1,0,0,1 (p) dµ|O−1,0,0,1 (p). (343)
Namely we have
PROPOSITION. Let f˜µ, µ = 0, 1, 2, 3, be homogeneous of degree −1 measur-
able functions on the light cone in the momentum space whose restrictions to
the unit two-sphere S2 belong to L1(S2; dµ
S2
). The functionals ϕ˜ 7→ (f˜µ, ϕ˜) =
(fµ, ϕ), defined by (343), are continuous on S0(R4) as the functions of ϕ˜ ∈
S0(R4) as well as ϕ 7→ (f˜µ, ϕ˜) = (fµ, ϕ) is continuous on S00(R4) as the func-
tion of ϕ ∈ S00(R4). The functionals
S0(R3)⊕ S0(R3) ∋ ϕ˜|
O1,0,0,1⊔O−1,0,0,1 7→ (f˜µ, ϕ˜), µ = 0, 1, 2, 3,
are continuous. Because the support of the distribution ϕ˜ 7→ (f˜µ, ϕ˜) is conce-
trated on the light cone, then
(fµ,ϕ) = 0, ϕ ∈ S00(R4).
 There exists a c0 > 0 such that
ess sup|f˜µ(p)| ≤ c0 1|p| ,
with ess sup taken over all those
p = (±|p|,p) ∈ O1,0,0,1 ⊔ O−1,0,0,1
which have fixed |p|, i.e. over the disjont sum of the spheres of radius |p|,
one in the positive, and the other one in the negative energy sheet of the cone.
Therefore the continuity follows like in the proof of 2), 3) and 4) of the preceding
Proposition. 
In particular, let f˜µ be defined on the light cone by the following formula
f˜µ(p) =
∑
s
es
usµ
us · p , (344)
and let
fµ(x) = Θ(−x · x)
∑
s
es
usµ
r(us)
, (345)
where
r(u)2 = (u · x)2 − (u · u)(x · x), u · x = gµνuµxν .
Then, similarly as the last two Propositions, we show validity of the following
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PROPOSITION. The functions f˜µ on the cone, given by (344), define via
the formula (343) a continuous functional ϕ˜ 7→ (f˜µ, ϕ˜) on S0(R4) which as a
function of ϕ ∈ S00(R4) is continuous on S00(R4) and equal to
(f˜µ, ϕ˜) =
∫
R4
fµ(x)ϕ(x) d
4x = (fµ, ϕ),
where the functions fµ in the last formula are equal (345). Because f˜µ as a
distribution ϕ˜ 7→ (f˜µ, ϕ˜)
is concentrated on the light cone, then
(fµ,ϕ) = 0, ϕ ∈ S00(R4),
and is transversal
(fµ, ∂
µϕ) = 0, ϕ ∈ S00(R4),
if and only if
Q =
∑
s
es = 0.
Proceeding similarly as in the proof of the first Proposition of this Subsection
we can show the following
PROPOSITION. 1) The functional
ϕ˜ 7→ (f˜ , ϕ˜)
=
∫
O1,0,0,1
1
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)−
∫
O−1,0,0,1
1
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p),
ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4) (346)
belongs to S0(R4)∗.
2) The functional
ϕ 7→ (f˜ , ϕ˜) ϕ˜ ∈ S0(R4) andϕ ∈ S00(R4) (347)
belongs to S00(R4)∗.
3) The functional
S0(R3)⊕S0(R3) ∋ ϕ˜|
O1,0,0,1⊔O−1,0,0,1 7→ (f˜ |O1,0,0,1⊔O−1,0,0,1 , ϕ˜|O1,0,0,1⊔O−1,0,0,1 )
=
∫
O1,0,0,1
1
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)
−
∫
O−1,0,0,1
1
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p), (348)
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belongs to S0(R3)∗⊕S0(R3)∗ and by construction its composition with the
restriction to the cone gives the functional from 1)
(f˜ |
O1,0,0,1⊔O−1,0,0,1 , ϕ˜|O1,0,0,1⊔O−1,0,0,1 ) = (f˜ , ϕ˜).
4) And
(f˜ , ϕ˜) =
∫
O1,0,0,1
1
p20
ϕ˜|
O1,0,0,1
(p) dµ|
O1,0,0,1
(p)−
∫
O−1,0,0,1
1
p20
ϕ˜|
O−1,0,0,1 (p) dµ|O−1,0,0,1 (p)
= 2π2
∫
x·x<0
x0
|x| ϕ(x) d
4x + 2π2
∫
x·x>0,x0>0
ϕ(x) d4x
− 2π2
∫
x·x>0,x0<0
ϕ(x) d4x
= 2π2
∫
R4
f(x)ϕ(x) d4x = (f, ϕ), ϕ ∈ S00(R4).
where the function f is the Dirac’s homogeneous of degree zero function
given by (331).
7.2 Hilbert space of the supplementary series representa-
tion of SL(2,C) as a space of homogeneous solutions
of d’Alembert equation belonging to S00(R4;C)∗
In this Subsection we give a proof of the following
PROPOSITION. Consider the Hilbert space Hz−2 generated by functions f˜
on the (positive sheet of the) cone homogeneous of degree z− 2, where z ∈ (0, 1)
with the invariant inner product [171]
(f˜ , g˜) =
∫
S2×S2
d2kd2l
(k · l)z f˜(k) g˜(l), (349)
where d2k (resp. d2l) is the invariant measure ([63]) on the space of rays (which
can be identified with the unit 2-sphere S2) on the cone k · k = 0, k0 > 0 (resp.
l · l = 0, l0 > 0). The Lorentz group acts naturally in this space, and it has been
recognized in [169] that Hz−2 with the inner product (349) gives the irreducible
unitary representation of the SL(2,C) group of the supplementary series with
parameter of the series equal 1 − z). The homogeneous of degree z − 2 func-
tions f˜ on the cone, whose restrictions to the unit two-sphere S2 on the cone
belong to L2(S2, dµ
S2
) can be naturally regarded as continous functionals on
S0(R3;C) = SA(3)(R3;C) (with the spatial momentum components as coordi-
nates on the cone), by the second Proposition of Subsection 7.1. Any element
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S of S0(R3;C)∗ = SA(3)(R3;C)∗, as a distribution on the cone O, determines
uniquelly and canonically an element F˜ of S0(R4;C)∗ = SA(4)(R3;C)∗ by the
condition that for each ϕ˜ ∈ S0(R4;C) = SA(4)(R3;C)
F˜ (ϕ˜) = S(ϕ˜|
O
).
This is correct definition, because by the second Proposition of Subsection 5.6
the restrition ϕ˜ → ϕ˜|
O
maps continously S0(R4;C) into S0(R3;C). Inverse
Fourier transform F of such F˜ is, by construction, a continous fuctional on
S00(R4;C) fulfilling d’Alembert equation, as F˜ is concetrated on the cone O.
It follows that the Hilbert space closure Hz−2 of the space of homogeneous of
degree z− 2 functions with respect to the inner product (349) leads us out of the
space of (equivalence classes of) ordinary homogeneous fuctions on the cone (up
to almost everywhere equality).
But we claim that the closure of the space of homogeneous of degree z − 2
functions with respect to (349) does not leads us out of the space S0(R3;C)∗ =
SA(3)(R3;C)∗, i.e.
Hz−2 ⊂ S0(R3;C)∗ = SA(3)(R3;C)∗.
This means that the elements of the supplementary series Hilbert space Hz−2
can be regarded as homogeneous of degree 2 − z distributions S ∈ S0(R3;C)∗ =
SA(3)(R3;C)∗, and determine canonically homogeneous of degree z − 2 distri-
bution F˜ ∈ S0(R4;C)∗ = SA(4)(R3;C)∗, whose inverse Fourier transforms
F ∈ S00(R4;C) are homogeneous of degree −z solutions of d’Alembert equation.
Thus the Hilbert space Hz−2 can be regarded as a linear space of homogeneous
of degree −z solutions F ∈ S00(R4;C) of d’Alembert equation.
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Note that the nuclear space SA(3)(R3;C) = S0(R3;C) is the complexification
of a standard countably Hilbert nuclear space SA(3)(R3;R) constructed on the
standard pair (A,H) = (A(3), H = L2(R3;R)), compare Subsection 5.1, where
A(3) is the standard self adjoint operator on H = L2(R3;R)) constructed in
Subsection 5.3. Recall that SA(3)(R3;R) = ∩kEk is the inductive limit of Hilbert
spaces Ek, k ∈ Z – the completions of DomAk with respect to the Hilbertian
norms |Ak · |
L2(R3;R)
joined by the topological inclusions (k2 > k1 implies Ek2 ⊂
Ek1):
SA(R3;R) ⊂ . . . ⊂ Ek . . . ⊂ E0 = H ⊂ . . . ⊂ E−k ⊂ . . . ⊂ SA(R3;R)∗.
SA(R3;R)∗ with its strong dual topology (coinciding with its weak dual topol-
ogy) is the inductive limit ∪kEk of the Hilbert spaces Ek. Recall that A(3) is
unitarily equivalent to
H
(1)
⊗ 1+ 1⊗∆
S2
where H
(1)
is the hamiltonian operator of one dimensional oscillator, and ∆
S2
is
the Laplace operator on the two-sphere. It is well known (compare the second
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Proposition of Subsection 5.1) that in the standard construction of SA(3)(R3;R)
and its dual SA(3)(R3;R)∗ we can replace the standard operator
H
(1)
⊗ 1+ 1⊗∆
S2
by
H
(1)
⊗∆
S2
so that instead of the operator
A(3) = U
(
H
(1)
⊗ 1+ 1⊗∆
S2
)
U−1
where U is the unitary operator of Subsect. 5.3, we will use the operator
A = U
(
H
(1)
⊗∆
S2
)
U−1. (350)
Despite this changing we have
SA(3)(R3;R) = SA(R3;R)
in store of elements and in topology. We make this modification of the standard
operator for computational convenience, because the eigenvalues of the operator
A are equal
λ
n,l,m
= (2n+ 2)l(l+ 1), n, l = 0, 1, 2, . . . ,−l ≤ m ≤ l,
each with multiplicity one and thus each eigenvalue
(2n+ 2)l(l+ 1), n, l = 0, 1, 2, . . .
enters with multiplicity 2l+1. This formula for eigenvalues will simplify slightly
the computations which are to follow.
We have to show that the inequalities 0 < z < 1 assure that the convergence
in the norm defined by (349) of a sequence of functionals in SA(3)(R3;C)∗ re-
garded as functionals on SA(3)(R3;R) = SA(R3;R) will have as a consequence
convergence of that sequence in the weak topology of SA(R3;R)∗. Now for the
validity of this implication it will be sufficient that for some positive integer
k the norm |A−k · |
L2(R)
will be weaker than the norm defined by (349) for all
homogeneous of degree z−2 functions f˜ on the cone, smooth when restricted to
the unit 2-sphere S2, compare [60], Chap. I §5.6, p. 50, or [62]. In other words
we are going to show now that this is indeed the case, i.e. we are going to show
that if 0 < z < 1, then there exists a constant c <∞ such that
|A−kf˜ |2
L2(R3)
≤ c (f˜ , f˜) (351)
for any (expressed in spheraical coordinates r, θ, φ, on the cone)
f˜(r, θ, φ) = rz−2 s(θ, φ), s ∈ C∞(S2;R) (352)
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and where k is a natural number greather than some fixed natural k0.
In order to achieve this we have to compute the operatorA−k more explicitly.
Note that the eigenfunctions u
n,l,m
corresponding to the eigenvalues λ
n,l,m
of
the operator A have the following form (in spherical coordinates)
u
n,l,m
(r, θ, φ) =
√
1 + r2
r2
h
n
(t(r))Y
l,m
(θ, φ)
where t(r) = r − r−1, hn are the Hermite functions and Yl,m are the spherical
functions, and thus we can write
u
n,l,m
(r, θ, φ) = qn ⊗ Yl,m(r, θ, φ)
where
q
n
(r) =
√
1 + r2
r2
h
n
(t(r)) =
√
2
r2 + 1
r3
un(r)
where un ∈ S0(R;R) are the eigenfunctions of the selfadjoint standard opera-
tor A(1) on L2(R;R) constructed in Subsection 5.2. Because by the results of
Subsection 5.2 the function
R ∋ p 7→ |p|
2 + 1
|p|3
is a multiplier of S0(R;R) = SA(1)(R;R) then it follows that the functions qn
belong to the nuclear space S0(R;R) = SA(1)(R;R) and similarly Yl,m belongs
to the nuclear space C∞(S2;R) = S
∆S2
(S2;R).
Now it follows that for any positive integer k and any f˜ ∈ SA(3)(R3;R) =
SA(R3;C) and in fact for any f˜ ∈ H = L2(R3;R) the series
A−kf˜(r, θ, φ)
=
∑
n,l,m
λ−k
n,l,m
u
n,l,m
(r, θ, φ)
∫
u
n,l,m
(r′, θ′, φ′)f˜(r′, θ′, φ′)r′2 sin θ′dr′dθ′dφ′
(353)
converges in the L2- norm of the Hilbert space H = L2(R3;R). In fact for the
integer k greather than a fixed positive integer k0 this series converges in the
L2 norm of H = L2(R3;R) for any f˜µ of the form (352), expressed in spherical
coordinates on the cone. Indeed for any f˜ of the form f˜(r, θ, φ) = g˜(r)s(θ, φ)
the series (353) takes on the following form
A−kf˜(r, θ, φ) =
∑
n,l,m
λ−k
n,l,m
u
n,l,m
(r, θ, φ)×
×
[ ∫
R+
dr′r′2 q
n
(r′)g˜(r′)
∫
S2
Y
l,m
(r′, θ′, φ′)s(θ′, φ′) sin θ′dθ′dφ′
]
.
454
But for the homogeneous f˜ of degree −2 + z of the form
f˜(r, θ, φ) = r−2+zs(θ, φ)
with s ∈ C∞(S2;R) the modulus of the integral∣∣∣∣∣
∫
S2
Y
l,m
(r′, θ′, φ′)s(θ′, φ′) sin θ′dθ′dφ′
∣∣∣∣∣ ≤ const. for all l and −l ≤ m ≤ l (354)
remains bounded uniformly with respect to l,m. Note please that the function
g˜(r) = r−2+z remains the same for all f˜ of the form (352). On the other hand
for 0 < z < 1 the function
R ∋ p 7→ |p|
z
1 + |p|2
belongs to L2(R;R) and the function
R ∋ p 7→ (1 + |p|
2)2
|p|3
again by Subsection 5.2 is a multiplier of the algebra S0(R;R) = SA(1)(R;R),
therefore there exists a constant c00 and a positive integer k0 such that
|cn| =
∣∣∣∣∣
∫
R+
q
n
(r)r−2+z r2dr
∣∣∣∣∣ =
∣∣∣∣∣
∫
R+
rz
1 + r2
(1 + r2)q
n
(r)dr
∣∣∣∣∣
≤
∣∣∣∣∣ rz1 + r2
∣∣∣∣∣
L2(R;R)
∣∣∣∣∣(1 + r2)qn
∣∣∣∣∣
L2(R;R)
=
∣∣∣∣∣ rz1 + r2
∣∣∣∣∣
L2(R;R)
∣∣∣∣∣(1 + r2)2r3 un
∣∣∣∣∣
L2(R;R)
≤
∣∣∣∣∣ rz1 + r2
∣∣∣∣∣
L2(R;R)
c00
∣∣∣(A(1))k0un∣∣∣
L2(R;R)
= c0(2n+ 1)
k0
. (355)
Athough the integration in the estimated quantity we start with is extended only
over the positive half of the reals the inequalities remain legitimate, because the
function defined as the zero function for negative real numbers and for positive
r ∈ R defined to be equal u
n
(r) still belongs to the nuclear space S0(R;R) =
SA(1)(R;R); and the last equality is legitimate because such a function acted on
by the differential operator
(
A(1)
)k0
is equal to the zero function for negative real
numbers and is equal (2n+ 1)
k0
u
n
(r) for r ≥ 0, compare Subsection 5.2. From
the estimations (355) and (354) our assertion that the series (353) converges in
the norm of L2(R3;C) for each element f˜ of the form (352) now easily follows
if k > k0, where k0 is the positive integer independent of the choice of f˜ .
Having obtained this we can easily compute (A−kf˜ , A−kf˜ ′)
L2(R)
for k > k0
and for f˜ of the form (352). If we put f˜(r, θ, φ) = r−2+zs(θ, φ) and f˜ ′(r, θ, φ) =
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r−2+zs′(θ, φ) for these homogeneous functions f˜ , f˜ ′, then we will get
(
A−kf˜ , A−kf˜ ′
)
L2(R)
=
∑
n,l,m
λ−2k
n,l,m
c2
n
slms
′
lm
=
∑
n,l,m
1
22k(n+ 1)2k l2k(l + 1)2k
c2
n
slms
′
lm
=
∑
l,m
b
2 1
l2k(l + 1)2k
slms
′
lm (356)
where
slm =
∫
S2
Y
lm
(θ, φ)s(θ, φ) sin θdθdφ and s′lm =
∫
S2
Y
lm
(θ, φ)s′(θ, φ) sin θdθdφ
and where
c
n
=
∫
R+
q
n
(r)r−2+z r2dr, b
2
=
∑
n
1
22k(n+ 1)2k
c2
n
<∞
because the system u
n,l,m
is othonormal and complete in L2(R3;C).
The series defining the positive constant b
2
is convergent for all positive
integers k > k0, which easily follows from the estimation (355).
Now we are going to estimate the inner product (349) norm (f˜ , f˜) on the
right hand side of the inequality (351) comparable with the expression (356)
obtained for the left hand side of the inequality (351). In doing this we use a
reproducing property (358) of the kernel k × l → 1/(k · l)z. This reproducing
property has been noticed in [174], and is quite useful in the investigation of the
supplementary series representation, e.g. for the proof of positive definiteness
of the supplementary series inner product (349) for 0 < z < 1 independent of
the proof given by Gelfand and Neumark [53], compare [174].
Now consider the homogeneous of degree z − 2 functions f˜ , f˜ ′ the same
as in the formula (356). For this pair homogeneous functions f˜(r, θ, φ) =
r−2+zs(θ, φ), f˜ ′(r, θ, φ) = r−2+zs′(θ, φ) we give the estimation of their inner
product (f˜ , f˜ ′) defined by (349).
In order to achieve this we use the fact that the function
S2 × S2 ∋ p× q 7→ 1
(p · q)z , (357)
regarded as a function on S2 × S2 reproduces the spherical functions, or more
precisely ∫
S2
d2q
(p · q)z Ylm(q) = 2
√
2π3/2
2
1−4πt
Γ(1− z)Γ(l + z)
Γ(z)Γ(l+ 2− z) Ylm(p), (358)
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where Γ is the Euler gamma function. Using this fact we rewritte (f˜ , f˜ ′) defined
by (349) as follows
(f˜ , f˜ ′) =
∑
l,m
2
√
2π3/2
2
1−z
Γ(1− z)Γ(l + z)
Γ(z)Γ(l + 2− z) slm s
′
lm. (359)
Observe now that
2
√
2π3/2
2
1−z
Γ(1− z)Γ(l+ z)
Γ(z)Γ(l + 2− z)
decreases monotonically as a function of l, and on using Stirling’s formula we
see that asymptotically it behaves like
2
√
2π3/2
2
1−z
Γ(1− z)Γ(l + z)
Γ(z)Γ(l + 2− z) ∼ 2
√
2π3/2
2
1−z
Γ(1− z)
Γ(z)
1
l2(1−z)
for large l. Using this fact as well as the fact that
0 <
Γ(1− z)
Γ(z)
<∞,
and comparing (359) with (356) we see that there exists a positive finite number
c such that (351) is preserved for all f˜ of the form (352).
Thus the the assertion of our Proposition is thereby proved. 
REMARK 1. Note that the integer number k in the inequality (351) valid
for all f˜ ∈ Hz−2 is greather than zero. Therefore the elements of Hz−2 belong
to the Hilbert space E−k ⊂ S0(R3;C)∗ = SA(3)(R3;C)∗ and are distributions
of of order k > 0. In general they are not equal to distributions canonically
identifiable with the elements of L2(R3) ⊂ E−k ⊂ S0(R3;C)∗.
That the Hilbert space completion Hz−2 of the linear space of smooth ho-
mogeneous functions of degree z − 2 on the cone with respect to (349) contains
elemets which are not identifiable with (equivalence classes modulo equality al-
most everywhere of) ordinary homogeneous of degree z − 2 functions on the
cone has been already noted by Gelfand and Neumark, compare [53], §6, [119],
§12.2-12.3, [121], §2. In particular restrictions to the unit sphere S2 of sequences
of homogeneous of degree z − 2 functions converging with respect to (349), do
not in general converge in L2(S2).
REMARK 2. The elements F˜ ∈ S0(R4;C)∗ naturaly and bi-uniquelly
corresponding to f˜ ∈ Hz−2 ⊂ S0(R3;C)∗ are all the more not identifiable with
function like distributions in S0(R4;C)∗. This does not yet mean that the inverse
Fourier transforms F ∈ S00(R4) of these F˜ are not identifiable with ordinary
functions, or as ordinary functions only outside the cone. Thus the problem
if the elements F corresponding to f˜ ∈ Hz−2 are indeed regular or indetifi-
able with ordinary functions outside the ligh cone (i.e. with ordinary scalar
solutions of the inhomogeneous– say massive – wave equation on de Sitter 3-
hyperboloid) is still open. But note that by (356) any sequence of homogemeous
(with fixed homogeneity) regular function like elements f˜ of E−k ⊂ S0(R3;C)∗
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with bounded norm ‖ · ‖−k = |A−k · |L2(R) has also, when restricted to S2, finite
harmonic Fourier coefficients slm with∑
l,m
1
l2k(l + 1)2k
slms
′
lm =
∫
S2
s(θ, φ) ∆−2k
S2
s(θ, φ) dµ
S2
< ∞, s = f˜ ∣∣
S2
. (360)
Thus in general their restrictions s to S2 need not belong to L2(S2). In other
words all restrictions to S2, of a sequence of regular homogeneous (with fixed
homogeneity degree) elements of E∗
C
= S0(R3;C)∗ converging in E∗
C
, converge
also in S∆
S2
(S2)∗ = C∞(S2)∗, which is what one should expect by the already
proved isomorphism E∗
C
= S0(R3;C)∗ ∼= C∞(S2)∗ ⊗ S0(R+)∗.
Thus the problem is essentially reduced to the characterization of the space
of distributions on the 2-sphere, and its relation to the space of restrictions
to the cone of Fourier transforms F˜ of homogeneous of degree −z ∈ (−1, 0)
solutions F ∈ S00(R4)∗ of d’Alembert equation.
We should start with the homogeneos of degree λ = −z solution Pλ− of
Gelfand-Shilov [59], Chap. III, which indeed coincides with ordinary function
outside the light cone and vanishes inside the light cone. Then we should con-
sider the space generated by all Lorentz transforms of Pλ−. The distributional
solution Pλ− of Gelfand-Shilov is defined as follows. The following integral
(
Pλ−, ϕ
)
=
∫
P<0
Pλ(x)ϕ(x) d4x,
P (x) =
(
x0
)2 − (x1)2 − (x2)2 − (x3)2, ϕ ∈ S(R4),
converges and represents an analytic function of λ ∈ C when Reλ ≥ 0. Its
analytic continuation defines a well defined functional Pλ− on S(R4) (and a
fortiori on S00(R4)) also for λ with Reλ < 0, except for the integer points
λ = −1,−2, . . ., where it has poles of order 2 at λ = −2,−3,−4, . . . and a
simple pole at λ = −1, compare [59], Chap. III.2.2. A corresponding functional
can still be defined at the pole λ = −1 through the residue
resλ=−1Pλ−
and at the poles λ = −2,−3, . . . of order two, by the Laurent expansion around
the corresponding pole. The functional at the singular points becomes more
singular. In particular the functional defined by the residue of Pλ− at λ = −1
is concentrated on the light cone P = 0, and does not fulfill d’Alembert equa-
tion. Fortunately the domain covered by real λ ∈ (−1, 0) and relevant for us is
regular. We expect that the Lorentz transforms of the Gelfand-Shilov homoge-
neous of degree λ solution Pλ− of d’Alembert equation, with λ = −z, generate
an irreducible representation of SL(2,C) equivalent to the supplementary series
representation acting on the homogeneous of degree z−2 functions on the cone,
described in the Proposition of this Section. Unfortunately we have not enough
time to check it through by indepenent inspection of explicit formulas for the
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wave functions on de Sitter hyperboloid induced by the distribution Pλ− and
its Lorentz transforms. This method would for sure be more comfortable for a
physicist, who in particular will be interested in the locality of the transforma-
tion rule. But locality of the tranformation on de Sitter hyperboloid will follow
from the transformation rule of the Fourier transforms which are homogeneous
of degree z − 2 functions, i.e. from the absence of any multiplier depending on
the momentum in the transformation law in momentum space. This is the case
even for non zero homogeneity order λ = −z of Pλ−. Indeed in passing from
homogenous functions in full Minkowski space-time with non zero homogene-
ity, to their restrictions to de Sitter hyperboloid eventual additional space-time
depending mutlipler will cease to come in during transformation. If any such
would be present it had to come from the eventual change of the “radius” of
the hyperboloid. But it is impossible because de Sitter hyperboloid is invariant
for the Lorentz transformation. Of course translation will produce non-local,
space-time–depending multipliers, but this does not bother us, because here we
are not interesting in traslations.
REMARK 3. Note that F ∈ S00(R)∗, regular outside the cone, i.e. identifi-
able there with ordinary functions, and homogeneous with nonzero homogeneity
degree, and which are solutions of d’Alembert equation in the full Minkowski
space-time define, by restriction to de Sitter hyperboloid, wave functions fulfill-
ing inhomogeneous d‘Alembert equation on de Sitter hyperboloid, say massive
waves, with the constant mass term coming from nonzero homogeneity degree.
Thus the Hilbert space Hz−2 is identifiable with the single particle Hilbert space
of a homogeneous of dgree −z field in Minkowski spacetime, which induces on
de Sitter 3-hyprboloid spacetime a free massive field. This is very non trivial
fact and still does not follow yet from the above Proposition, and even not yet
from the previous Remark asserting that the states F˜ ∈ Hz−2, have the prop-
erty that their inverse Fourier transforms F are indetifiable with ordinary (say
wave) functions on de Sitter 3-hyperboloid. It is important that the supple-
mentary inner product (s, s′)z−2, defined by (349) (on states f˜ = F˜
∣∣
O
regarded
as ordinary functions s = f˜
∣∣
S2
, s′ = f˜ ′
∣∣
S2
on the unit sphere S2), is continuous
on C∞(S2) with respect to the nuclear topology of C∞(S2) = S∆
S2
(S2), and
moreover that Hz−2 composes with S∆
S2
(S2) and S∆
S2
(S2)∗ a Gelfand triple:
S∆
S2
(S2) ⊂ Hz−2 ⊂ S∆
S2
(S2)∗.
It follows from the existence of a nonzero finite constant M and a positive
integer k for which (here s = f˜
∣∣
S2
, s′ = f˜ ′
∣∣
S2
and slm, s
′
lm are the spherical
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harmonic coefficients resp. of s, s′)
M−1
(
∆−k
S2
s, ∆−k
S2
s′
)
L2(S2)
= M−1
∑
l,m
1
l2k(l + 1)2k
slms
′
lm
≤ (s, s′)
z−2 =
∑
l,m
2
√
2π3/2
2
1−z
Γ(1− z)Γ(l + z)
Γ(z)Γ(l+ 2− z) slm s
′
lm
≤ M
∑
l,m
l
2k
(l + 1)
2k
slms
′
lm = M
(
∆k
S2
s, ∆k
S2
s′
)
L2(S2)
,
for all s, s′ ∈ S∆
S2
(S2) = C∞(S2)
or in short
M−1
(
∆−k
S2
·, ∆−k
S2
· )
L2(S2)
≤ (·, ·)
z−2 ≤ M
(
∆k
S2
·, ∆k
S2
· )
L2(S2)
on S∆
S2
(S2). (361)
Indeed only in this case we can construct the free homogeneous field, exactly as
we did for the free field Aµ.
Note that the first inequality in (361) is essentially equivalent to the inequal-
ity proved in the proof of the last Proposition, and it assures the (topological)
inclusion Hz−2 ⊂ E∗ = SA(3)(R3)∗ = S0(R3)∗. 
REMARK 4. By the above Proposition and the preceding Remark, the
Hilbert space Hz−2 can be used as a single particle Hilbert space of a homoge-
neous of degree −z ∈ (−1, 0) part of the scalar massive as well as scalar zero
mass field. Therefore for these fields real homogeneities lying in the open in-
terval (−1, 0) are allowed (for a more precise definition of allowed homogeneity
compare the next Subsection). Moreover by the Gelfand-Graev-Vilenkin [63], it
follows that homogeneities −1 + iν, ν ∈ R are likewise allowed. Indeed also for
them one can construct homogeneous of degree −1 + ıν parts of the (massive
or zero mass) scalar fields. Indeed in this case we construct the corresponding
Hilbert space H−1−iν as the Hilbert space completion of homogeneous of degree
−1 − iν functions f˜ on the positive energy sheet of the cone with the inner
product (with the ordinary identifications s = f˜
∣∣
S2
, s′ = f˜ ′
∣∣
S2
):
(f˜ , g˜)−1−iν =
∫
S2
d2pf˜(p) g˜(p) =
∫
S2
dµ
S2
ss′.
Verification of the continuity of (·, ·)−1−iν on C∞(S2) with respect to the nuclear
topology or the inequalities analogous to (361) is immediate, in fact they follow
immediately from the construction of C∞(S2) as equal to S∆
S2
(S2). Thereore
we likewise have the required Gelfand triple over H−1−iν :
S∆
S2
(S2) ⊂ H−1−iν ⊂ S∆
S2
(S2)∗.
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Invariant positive definite inner products on spaces of functions f˜ homogeneus
of degre χ /∈ (−1, 0) and χ 6= −1− iν, ν ∈ R, which are continuous on C∞(S2)
do not exist. This follows from the classification of such invariant inner prod-
ucts, i.e. positive definite invariant hermitian bilinear forms, on C∞(S2) due to
Gelfand, Graev and Vilenkin [63], Chap.III.4 (note that the authors are using
stereographic coordinates on S2 much better for analysis of invariant bilinear
forms). Thus the computation of all allowed homogeneities for the scalar field
(massive or zero mass) is now complete. Thus passing to the invere Fourier
transforms, we arrive at the conculsion that the only possible homogeneities χ
of the homogeneous parts of the free massive, or zero mass, scalar field are equal
−1 < χ < 0 or χ = −1 + iν, ν ∈ R. 
7.3 Several spaces of homogeneous states in E∗ = S0(R3)∗
As explained in Subsection 1.2 of Introduction, we need to classify all invariant
Hilbert space inner products on the subspace E∗χ of homogeneous of degree χ
states in E∗ = S0(R3;C4)∗ in order to construct the single particle Hilbert
space of the homogeneous of degree −2− χ part of the free field Aµ. Here E =
S0(R3;C4) is the nuclear space which together with the single particle Hilbert-
Krein space H′ of the free field Aµ composes the Gelfand triple E ⊂ H′ ⊂ E∗
used in the white noise construction of the field Aµ.
This Section plays a preparatory material for the construction of the ho-
mogeneous of degree −1 part of the free field Aµ and serves to determine an
invariant inner product subspace (E∗
C
)etr in E
∗
χ=−1. The positive definite inner
product which serves to define single particle space of a homogeneous part of the
field Aµ, should have the property that the completion of (E
∗
C
)etr ⊂ E∗χ=−1 with
respect to it cannot lead us out of the space E∗. For justification see Subsection
1.2 of Introduction, and this Subsection. But in addition we put the natural
requirement, that we should confine the space of homogeneous states E∗χ=−1 to
the physical transversal subspace of states, justified in this Subsection.
To get insight into the situation we investigate spaces of ordinary homoge-
neous of degree −1 transversal four-vector functions on the cone, not interpret-
ing them as elements of E∗, at least at the initial stage of investigation. There
remain two invariant subspaces of such functions, “electric” and respecively
“magnetic type”, transversal functions. This provides a useful hint for the
investigation of the space E∗χ=−1. Namely the linear space of “electic-type”
homgenous of degeree −1 functions gives rise to the construction of a well de-
fined subspace (E∗
C
)etr of E
∗
χ=−1 ⊂ E∗ of “electric-type” transversal states (E∗C)etr
in E∗χ=−1.
There exists essentially only one invariant Hilbert space inner product on the
space (E∗
C
)etr of electric type transversal states with the property that the op-
eration of completion of this space of states with respect to this invariant inner
product is contained in E∗. This is a consequence of the classification of invari-
ant positive definite Hermitian bilinear forms on the nuclear space of smooth
homogeneous of degree zero functions on the cone due to [62], because the elec-
tric type homogeneous of degree zero smooth transversal states are identifiable
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as homogeneous of degree zero smooth functions on the cone. Completion of this
space with respect to the corresponding invariant inner product will serve as the
single particle Hilbert space of the homogeneous of degree −1 part (Aµ)
χ=−1
of
the free field Aµ in Subsection (7.4), where the construction of
(
Aµ
)
χ=−1
will
be finished.
The additional condition that the states in E∗χ, which serve as single particle
states of a homogeneos part of the field should be transversal means that the
corresponding distributional solutions of d’Alembert equation, and belonging
to S00(R4;C4)∗, are transversal. Here the relation between S˜ ∈ E∗ = S0(R3)∗
and the solutions F ∈ S00(R4;C4)∗ of d’Alembert equation is given by the
general rule (329), restricted to the positive energy sheet O1,0,0,1 of the cone
p · p = 0, equal to the orbit pertinent to the zero mas field Aµ. This condition,
together with invariance and closure not leading us outside E∗ reduces the
allowed homogeneities to χ = −1.
In fact there will remain the transversal homogeneous of degree −1 “ma-
gentic type” four-vector functions – say a prototype for Fourier transforms of
“something” which we would like to interpret as a magnetic type homogeneous
of degree −1 transversal solution of d’Alembert equation. We can distinguish
one magnetic type non-transversal function, which would play the role of the ho-
mogeneous of degree −1 solution (395) (resp. (396)) of Dirac, say the “magnetic
monopole” infrared solution. Any set of transversal “magnetic-type” functions
generated by Lorentz transforms of the “magnetic monopole” function (say the
difference of the transformed and untransformed “magnetic monopole” func-
tion) behaves in a very singular manner. The “mangnetic monopole” function
itself behaves in a singular manner too. Namely we show that the magnetic type
functions (trasversal as well as the “magnetic monopole” function) do not even
belong to the space of distributions in E∗. In connection to this, there is no
clear way of regarding the “magnetic type transversal ” functions as generalized
states of the free field Aµ. In fact there is no clear way in what sense they are so-
lutions of d’Alembert equation, nor the sense in which they are transveral when
“Fourier transformed”. This is because the distributional Fourier transform
loses any clear mathematically rigorous sense for “magnetic type” functions. In
particular there is no clear way of connecting them to the Maxwell equations.
We explain this difficulty in some details at the end of this Subsection.
Finally we give in this Subsection an example of a linear subspace L[Fχ=1]
of E∗χ=−1 consisting of states which in general are not necessary transversal. We
then construct invariant Hilbert space inner product on this subspace L[Fχ=1]
by the kernel method. A property of the indefinite inner product, induced by
the Krein-inner product of the single particle Hilbert space of the field Aµ on
the space of homogeneous of degree −1 states of L[Fχ=1], will allow application
of a theorem of Schoenberg in proving positivity of this kernel. By construc-
tion the kernel is an invariant kernel on the Lobachevsky space. The closure
of L[Fχ=1] with respect to the inner product defined by the kernel is not con-
tainded within E∗. Therefore the constructed Hilbert space cannot serve as
a single particle Hilbert space of any homogeneous of degree χ = −1 part of
462
the free field Aµ. But the constructed kernel coincides with a kernel which is
funcdamental in Staruszkiewicz theory, and havig proven its positivity indepen-
detly of Staruszkiweicz theory, will allow us to prove (relative) consistency of
his theory.
In general there is no natural way of extension of the inner product (or the
Krein-product) from the Hilbert spaceH′ of a Gelfand triple EC ⊂ H′ ⊂ E∗C over
to the dual space E∗
C
of generalized states. However we are in a previliged situ-
ation that we are interested only in a closed subspace consisting of generalized
states of the very specific character in E∗
C
(and generally their tensor products in[
(EC)
⊗n
Sym
]∗
= (EC)
∗⊗n
Sym by the kernel theorem), namely the distributions which
are homogeneous with the very specific geometry of the light cone which allows
to pull back the Lorentz invariant bilinear forms on E ⊂ H′ over to the spaces of
homogeneous distributions in E∗. And on the other hand our orbit O1,0,0,1 (in
case of the positive energy field and the negative energy cone O−1,0,0,1 in case of
negative energy field) defining the  Lopuszan´ski representation is the light cone
which possess an extra internal Lorentz invariant structure in comparison to
the remaining one-sheet hyperboloid orbits defining the representations which
serve to compose massive fields. Namely the metric induced on the light cone
by the Minkowski metric of the sourrounding Minkowski momentum space is
degenerate and selects the zero direction on the cone. The lines along the zero
direction are called rays or linear generators of the cone. There is a Lorenz
invariant metric and measure on the manifold of rays, and separately along the
rays. In particular the metric along the rays, which thus may be coordinated by
the one 0-coordinate p0 of the momentum, and thus gives a Lorentz invariant
measure along the rays, is equal
dp0
p0
.
The invariant measure on the space of rays, which may be coordinated by the
spatial p1, p2, p3 coordinates (the coordinates p1, p2, p3 correspond to one and
the same ray whenever p1 : p2 : p3 = const) is equal
d2p =
p1dp2 ∧ dp3 + p2dp3 ∧ dp1 + p3dp1 ∧ dp2
p0
.
In particular the invariant measure dµ
O1,0,0,1
on the cone is equal to the product
measure
dµ
O1,0,0,1
=
d3p
p0
=
dp1 ∧ dp2 ∧ dp3
p0
=
dp0
p0
∧ d2p.
The invariant measure induces in a natural way a measure with respect to which
the functions which “lives” effectively on the space of rays (e.g. on the space of
functions f˜µ homogeneous of degree −1, which may be treated as distributions
i.e. continuous functionals on S0(O1,0,0,1;C4) = S0(R3;C4) = EC) may be
integrated, and in the case when the integrand is homogeneous of degree −2,
the integral is Lorentz invariant. In particular in the case when g˜ is a scalar
homogeneous of degree −2, e.g. for g˜ = f˜µf˜µ, it can be integrated with respect
to d2p and the integral is Lorentz invariant, which allows to introduce natural
463
inner products in the space of homogeneous of degree −1 four-vector solutions
of the wave equation, or Maxwell equations. It is important to understand it
correctly. Namely in the spherical coordinates (r, θ, φ) on the light cone O1,0,0,1
defined as in the formula (186) (and respectively on the negative energy sheet
O−1,0,0,1 of the cone with the opposite sign of the zero coordinate p0 = −r) we
have
d2p = r2 sin θdθ ∧ dφ.
Consider now a sufficiently regular (say measurable) set of rays, namely a pencil
of rays cutting an angular set Ω on the unit r = 1 sphere S2 in the cone whose
area is equal µ
S2
(Ω) if measured with respect to the ordinary spherical volume
form dµ
S2
. Then consider the image of the pencil of rays under a hyperbolic
transformation (a Lorentz transformation with hyperbolic angle λ) Λ(λ) or more
precisely its intersection Λ(λ)Ω with the unit sphere S2 of rays on the positive
or negative energy sheet of the cone. The Lorentz invariance of the one-form
dp0
p0
, the Lorentz invariance of the two-form d2p and the Lorenz invariance of
the three-form dµ
O1,0,0,1
imply among other things that the Radon-Nikodym
derivative of the transformed measure on S2 with respect to the initial one is
equal
dµ
S2
(Λ(λ)(θ, φ))
dµ
S2
(θ, φ)
=
( p0
(Λ(λ)p)0
)2
=
( p0
p′0
)2
(362)
where p′0 is the zero component of the transformed four-momentum p′ = Λ(λ)p.
Thus if the integrand function g˜ is homogeneous of degree −2 then the non
invariance of the ordinary angular measure dµ
S2
on the unit sphere S2 of rays
is just compensated for by the homogeneity factor of the integrand function g˜
so that the integral ∫
S2
g˜(p) d2p
is Lorentz invariant. Indeed the Lorentz transformed function p 7→ g˜(Λp) when
expressed in terms of g˜ restricted to the sphere S2 gives a multiplier represen-
tation (in the sense of [3], Definition 1, p. 579) of the Lorentz group:
g˜(Λp) =
( p0
(Λp)0
)2
g˜(Λ(θ, φ)) =
dµ
S2
(Λ(θ, φ))
dµ
S2
(θ, φ)
g˜(Λ(θ, φ))
with the multiplier which just compensates for the non-invariance of the measure
dµ
S2
under the Lorentz transform so that∫
S2
g˜(Λp) d2p =
∫
S2
( p0
(Λp)0
)2
g˜(Λ(θ, φ)) dµ
S2
(θ, φ)
=
∫
S2
dµ
S2
(Λ(θ, φ))
dµ
S2
(θ, φ)
g˜(Λ(θ, φ)) dµ
S2
(θ, φ)
=
∫
S2
g˜(Λ(θ, φ)) dµ
S2
(Λ(θ, φ)) =
∫
S2
g˜(θ, φ) dµ
S2
(θ, φ) =
∫
S2
g˜(p) d2p
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This fact will be useful here and in Subsections 7.4 and 7.6.
In fact this was already noticed in [167], where it was shown that the indef-
inite Krein-inner product (194) (or (195) or in the position picture the Krein-
inner product (197)) induces naturally (degenerate, indefinite) hermitian bilin-
ear form
(f˜ , f˜ ′)tr
J
= − 1
8π
∫
S2×S2
f˜ν(q)
(
gµν + pµ
∂
∂pν
− pν ∂
∂pµ
)
f˜ ′µ(p)
d2p d2q
p · q
− 1
8π
∫
S2×S2
f˜ ′ν(q)
(
gµν + pµ
∂
∂pν
− pν ∂
∂pµ
)
f˜µ(p)
d2p d2q
p · q , (363)
on the space of transversal, i.e. fulfilling pµf˜
µ = 0, four-vector functions f˜µ on
the cone, homogeneous of degree −1. Here p · q = gµνpµqν , and gµν are the
Minkowski metric components.
The bilinear form (363) has three important properties: 1) it is gauge in-
variant, which means that after addition of a gauge term δf˜µ(p) to f˜µ(p) (pre-
serving homogeneity), which in the momentum picture has the general form
δf˜µ(p) = pµg˜(p), with the function g˜ homogeneous of degree −2 on the light
cone, the value of (f˜ , f˜)tr
J
will stay unchanged; 2) the inner product (363) does
exist for transversal f˜µ, f˜ ′µ, i.e. fulfilling pµf˜µ = 0, homogeneous of degree −1
electric type states defined in (364); 3) (363) vanishes for a homogeneous of
degree −1 gradient field f˜µ(p) = f˜ ′µ(p) = pµg˜(p) with g˜ homogeneous of degree
−2 (which in fact follows from the property 1)).
We define the linear space (E∗
C
)etr of electric type transversal states as the
space of states spanned by the following states
f˜µ(p) =
N∑
i
αi
uiµ
ui · p,
N∑
i
αi = 0, (364)
where ui runs over a finite set of time like unit (ui · ui = 1) four-vectors, and p
runs over the positive energy sheet of the light cone in momentum space. Note
that if we allow in this definition only real f˜ and αi and both energy sheets
of the light cone in the momentum space, and finally discard the condition∑
αi = 0 , then we obtain the space of solutions F ∈ S00(R4)∗ (328) generated
by the Dirac solution (395) (resp. (396)), defined in Subsection 7.4. In this
identification we regard the states (364) of course as the restrictions S˜ ∈ S0(O)
of the Fourier transforms F˜ ∈ S0(R4)∗ to the cone O, according to the general
rule (329). Note that the condition∑
i
αi = 0
is equivalent to the transversality condition
pµf˜µ = 0,
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which, together with the assumption that supp f˜µ ⊂ {p; p · p = 0}) assures the
Fourier transform of f˜µ regarded as distribution on S0(R4) concentrated on the
light cone, to be a solution of the vacous Maxwell equations, compare Subsection
7.1.
For the infrared fields having the form (364) the inner product (363) is equal
(f˜ , f˜)tr
J
=
∫
S2
(
f˜(p), Jp¯f˜(p)
)
C4
d2p = −
∫
S2
f˜µ(p)f˜
µ(p) d2p. (365)
In case when both sheets of the light cone in momentum space are allowed,
and f˜ as well as αi are real then the sum (364) can be realized physically
as the electromagnetic potential of the infrared radiation field produced in the
scattering process of point charges αi, with some of the four-velocities pi coming
in (which have, say, the corresponding αi positive) and with the four-velocities
pi coming out which have the corresponding αi with the opposite sign, compare
[167].
In particular for the potential
f˜µ(p) =
e
2π
(
uµ
u · p −
vµ
v · p
)
corresponding to the infrared field produced by a point charge e scattered at
the origin such that uµ, vµ are the time like four-velocities of the point charge
before and after the scattering respectively, the inner product (363) is equal
(f˜ , f˜)tr
J
= 2
e2
π
(
λcothλ− 1
)
,
where λ is the hyperbolic angle between u and v, i.e. coshλ = u · v, compare
[167].
In the investigation of the hermitian form (365) the operator B standing in
the formula (191) or in the formula (195) will be useful. There is a canonical
decomposition of the one particle Krein-Hilbert space H′ of the field Aµ associ-
ated to the operator B, which allows the construction of the subspace H′tr ⊂ H′
of physical transversal states. The decomposition of H′ associated to B can in
principle be extended over the space of homogeneous functions on the cone. If
in addition restrictions of these functions to the unit sphere S2 belong to L2(S2),
then this decomposition will allow us to make some statements concerning pos-
itivity of the form (365) as defined on homogeneous of degree −1 four-vector
functions summable on S2.
Namely recall that the ordinary one particle state, i.e. a four-component
function ϕ˜µ on the cone – an element of the Hilbert space H′, has the unique
decomposition
ϕ˜ = w1
+f˜+ + w1
−f˜− + wr−2 f˜0+ + wr2 f˜0−,
where the four-component functions w are at each point p of the cone O1,0,0,1
equal to the eigenvectors of the 4 × 4 matrix B(p) given by (198), correspond-
ing respectively to the eigenvalues 1, 1, r−1, r2; and where the complex valued
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functions f˜+, f˜− are square integrable on the cone with respect to the invari-
ant measure on the cone, and the scalar function f˜0+ is square integrable with
respect to the measure d
3p
|p|3 ; and finally with the complex valued function f˜0−
square integrable on the cone with respect to the measure |p| d3p. The subspace
H′tr of physical (one particle) states consists precisely of all those functions ϕ˜
which have the decomposition
ϕ˜ = w1
+f˜+ + w1
−f˜−.
Note in particular that the elements of H′tr are transversal in the stronger sense,
i.e. not only pµϕ˜µ = 0 but p1ϕ˜1 + p1ϕ˜2 + p3ϕ˜3 = 0. Let now the (four-
component) function ϕ˜ be replaced with a function f˜ on the cone, homogeneous
of degree −1. In this case f˜ likewise has the unique decomposition
f˜ = w1
+f˜+ + w1
−f˜− + wr−2 f˜0+ + wr2 f˜0−,
where in this decomposition the functions f˜+, f˜−, f˜0+, f˜0−, are homogeneous
of degree −1, as the functions w1+, w1−, wr−2 , wr2 are homogeneous of degree
zero functions on the light cone. Recall that the elements of E∗
C
can always be
represented by ordinary functions f˜ whose restrictions to S2 fulfils the condition
(360). Suppose tha the function f˜ is regular enough in having the restriction
to the unit sphere S2 which belongs to L2(S2), compare Subsecton 7.1. In this
case the decomposition of f˜ can be used to the analysis of the positivity of (365)
on the linear space of homogeneous of degree −1 states of the form (364) which
can be transversal, i.e.
N∑
i
αi = 0
or not necessary transversal, i.e.
N∑
i
αi 6= 0.
Note that the point wise multiplication by the components of w1
+, w1
−, wr−2 , wr2
is a well defined operation within the distributions in E∗
C
, as the components
of w1
+, w1
−, wr−2 , wr2 are all multipliers of the nuclear algebra EC (they even
belong to C∞(S2;R)), by the results of Subsect. 5.4 and 5.5, and the functions
homogeneous of degree −1, summable on S2, by the results of the said Sub-
sections and the Subsection 7.1, are well defined continuous functionals on EC
(compare also the Subsect. 7.1). In particular we can consistently define the
physical subspace (E∗
C
)tr of generalized infrared states as the space of all those
functions on the cone which can be represented as the linear combination
w1
+f˜+ + w1
−f˜− + wr−2 f˜0+
with f˜+, f˜−, f˜0+ homogeneous of degree −1, with restrictions to S2 belonging to
L2(S2). Note in particular that the elements of (E∗
C
)tr are transversal: p
µf˜µ = 0.
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Observe that for any f˜µ ∈ (E∗C)etr of the general form (364) with
N∑
i
αi = 0,
the bilinear form (365) is nonnegatively defined. Indeed any such element can
be decomposed into the three components
f˜µ = w1
+
µf˜+ + w1
−
µf˜− + wr−2µf˜0+,
(the fourth component of the general decomposition is lacking because of the
transversality). On the other hand the components w1
+
µf˜+, w1
−
µf˜−, wr−2µf˜0+
are orthogonal with respect to (365), the bilinear form (365) is positive (for the
first two components w1
+
µf˜+, w1
−
µf˜−) or zero (for the last wr−2µf˜0+). Thus
nonnegativity on (364) follows whenever
N∑
i
αi = 0.
Thus we may summarize the results in the following
PROPOSITION. The invariant hermitian bilinear form (365)
(f˜ , f˜)tr
J
=
∫
S2
(
f˜(p), Jp¯f˜(p)
)
C4
d2p = −
∫
S2
f˜µ(p)f˜
µ(p) d2p
is non-negatively definite on the linear space (E∗
C
)etr of transversal electric-type
states
f˜µ(p) =
N∑
i
αi
uiµ
ui · p,
N∑
i
αi = 0.
Each element (364) of (E∗
C
)etr is a gradient of a homogeneous of degree zero
function f˜ :
f˜µ(p) =
∂f˜
∂pµ
, f˜ = ln
((
u1 · p
)Reα1
. . .
(
uN · p
)ReαN)
+ i ln
((
u1 · p
)Imα1
. . .
(
uN · p
)ImαN)
.
Note that u · p > 0 for all u ranging over the Lobachevsky space L3 =
{u, u ·u = 1} and p ranging over the positive energy sheet of the cone. Note also
that in the above Proposition Reα1 + . . .+ReαN = Imα1 + . . .+ ImαN = 0.
In the Subsection 7.4 we will show that the state f˜µ = ∂f˜/∂p
µ of the space
(E∗
C
)etr belongs to the zero subspace N ⊂ (E∗C)etr of (365) if and only if the scalar
function f˜ is constant, and that the completion of the quotient (E∗
C
)etr/N with
respect to the inner product induced natutally on (E∗
C
)etr/N by (365) is equal to
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the space of (equivalence classes modulo equality everywhere) functions of the
form f˜µ = ∂f˜/∂p
µ with f˜ equal almost everywhere to a homogeneous of degree
zero function, with summable restriction to the unit sphere S2. By the second
Proposition of Subsection 7.1, it then follows that the elements of the closure of
(E∗
C
)etr/N with respect to the inner product (365) belong to E
∗, and can serve
as states of the single particle space of a homogeneous of degree −1 part of the
free field Aµ.
Note that we can extend the construction of the inner product space, over
to the general space of states of the form
f˜µ(p) =
∂f˜
∂pµ
,
with a smooth homogeneous function f˜ , but with the homogeneity degree χ 6= 0.
Of course each such function f˜ has summable restriction to S2 so that f˜µ =
∂f˜/∂pµ belongs to E∗ by the second Proposition of Subsection 7.1 (the concrete
value of homogeneity degree plays no role in the proof of that Proposition).
Moreover we can identify, just by definition, the sate f˜µ = ∂f˜/∂p
µ with the
scalar function f˜ . Choosing for example the homogenetity χ = z − 2, with
z ∈ (0, 1), we can introduce the inner product in the linear space of such smooth
states by the formula (349) exactly as in the Proposition of Subsection 7.2. By
this Proposition the completion Hz−2 of this inner product space is contained
in E∗. Nonetheless it cannot serve as a singe particle space of any homogeneous
part of the free field Aµ because the states ofHz−2 are in general non transversal,
by the classic Euler theorem:
pµf˜µ(p) = p
µ ∂f˜
∂pµ
= χf˜ 6= 0
by the assumption that χ = z − 2, which cannot be zero for z ∈ (0, 1). On the
other hand by changing the paramater z to achieve χ = 2− z = 0, and restore
transversality, we have to put z = 2. In this case the inner product (349) loses
the positive-definiteness property (compare [53], [119], or [174]). Moreover in
the space of smooth scalar homgeneous of degree zero functions f˜ (we keep
homoheneity χ = 0 in order to preserve transverality of the corresponding f˜µ =
∂f˜/∂pµ) on the cone, there is only one (up to a trivial constant factor) invariant
positive definite inner product, compare [63].
In order to put foreward investigation of allowed homogeneities we will need
the following
LEMMA. For each fixed χ ∈ C with Reχ > 0 and each fixed component µ the
linear space spanned by restrictions to the unit sphere S2 of the µ-th component
od the homogeneous functions
p 7→ f˜ |χ,u〉µ (p) =
uµ
(u · p)χ , u ∈ L3 = {u : u · u = 1} (366)
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is uniformly dense in C (S2;C). Let us denote the set of homogeneous functions
(366) by Fχ and its linear span by L[Fχ]. There exists a natural number kχ
(depending on χ) such that93 L[Fχ] ⊂ E−kχ ⊂ E∗ = SA(3)(R3;C4)∗ = ∪kE−k.
For each fixed component µ restrictions to the unit sphere S2 of µ-th compo-
nents the elements of L[Fχ] are dense in C
∞(S2;C) in the nuclear topology of
C∞(S2;C) = S∆
S2
(R3;C).
Let
(
E∗−1
)
tr
be the closed subspace of all states f˜ homogeneous of degree −1
and transversal :
pµf˜µ = 0.
In case of χ = 1, the linear subspace of (E∗
C
)etr ⊂ L[Fχ=1] of the last Proposition
is dense in the closed subspace
(
E∗−1
)
tr
of transversal homogeneous of degree
−1 states. Put otherwise: the linear subspace L[Fχ=1]tr ⊂ L[Fχ=1] consisting of
linear combinations
N∑
i
αif˜
|χ=1,ui〉 with
N∑
i
αi = 0,
of functions (366) in Fχ=1 with the coefficients αi summing up to zero, is dense
in the closed subspace
(
E∗−1
)
tr
.
 Let us assume for a while that χ is real. Note that
u
(u · p)χ =
u
|p|χ|u|χ
1(√
1 + 1|u|2 − p|p| · u|u|
)χ
=
(2)χ u
|p|χ|u|χ
1(
c2 +
∣∣∣ p|p| − u|u| ∣∣∣2)χ =
(2)χ u
|p|χ|u|χ K
( u
|u| ,
p
|p|
)
.
Here ∣∣∣ p|p| − u|u| ∣∣∣
is the euclidean distance between the two points
p
|p| and
u
|u|
of the unit sphere S2 and
c2 =
√
1 +
1
|u|2 − 1.
93Recall that E−k is the Hilbert space closure of E = SA(3) (R
3;C4) with respect to the
norm ∣∣∣(A(3))−k · ∣∣∣
L2(R3)
,
and that E∗ = SA(3) (R
3;C4)∗ is equal to the inductive limit E∗ = ∪kE−k (or sum with
comparable and compatible norms) of Hilbert spaces E−k.
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We need only to consider the subset Sχ ⊂ Fχ of functions
p 7→ f˜ |χ,u〉(p) = u
(u · p)χ (367)
for which |u| has a fixed value, i.e. for which u range over a sphere in the
Lobachevsky space L3 with a fixed radius R. By homogeneity we need only to
consider them as functions restricted to the unit sphere S2 = {p : |p| = 1} in
the cone.
We claim that this set Sχ of functions, when restricted to the unit sphere S2,
and with (arbitrary) fixed Lorentz component µ, span a linear space L[Sχ] ⊂
L[Fχ] uniformly dense in C (S2;C). Indeed, note that for any function (367) of
Sχ we have
f˜ |χ,u〉(p) =
u
u · p =
(2)χ u
Rχ
K
( u
|u| ,
p
|p|
)
, c2 =
√
1 +R−2 − 1.
On the other hand
S2 × S2 ∋ u|u| ×
p
|p| 7→ K
( u
|u| ,
p
|p|
)
=
1(
c2 +
∣∣∣ p|p| − u|u| ∣∣∣2)χ
defines a rotationally invariant Mercer’s kernel on the unit sphere S2 with the
invariant measure on S2, compare [26], Chap. III. 4. Corollary 5. The corre-
sponding Mercer’s operator LK in L
2(S2):
LK(f)(m) =
∫
S2
K(m,n) f(n) dµ
S2
(n),
is therefore rotationally invariant, and in particular commutes with the Laplace
operator ∆
S2
on L2(S2). In particular both, ∆
S2
and LK , have common set
of eigenfunctions, namely the spherical harmonics Ylm. Moreover, using the
Gradstein-Ryzhik tabels one can compute
LKYlm = µlm Ylm with µlm 6= 0 for all l,m.
and the corresponding eigenvalues µlm
94. In fact by general theory of Mercer’s
94A caution is in order. Perhaps it would be tempting to see it by looking at LKYlm in its
dependence on the parameter c and then try passing to the limit c → 0 (compare also with
the limit R→∞) hoping LKYlm to converge to the value (up to irrelevant constant facor)∫
d2k
Ylm(k)
(p · k)χ
=
∫
S2
dµ
S2
(m)
Ylm(n)(
|n − m|2
)χ = constlm Ylm(m),
with constlm 6= 0 for each l, m, and with
p
|p|
= m,
compare (358). Thus in particular one hopefully would like to infer in this way the conclusion
(accidentally correct) that µlm 6= 0 for each eigenfunction Ylm in case χ > 0. But moreover
one wolud come in this way at the wrong conclusion that µlm are strictly positive only if
0 < χ < 1 and not all µlm are positive if 1 < χ. This way would be wrong because the kernel
(357) is singular for all positive z in the sense that the corresponding integral kernel operator
is unbounded.
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kernels it follows that ∑
lm
µlm <∞,
and moreover that LK is positive. Therefore all µlm are strictly positive. From
this we conclude that LK is in fact a nuclear operator (or operator of trace
class) whose square L2K is of Hilbert-Schmidt class. Therefore L
−2
K is a standard
operator on L2(S2) in terms of [83] or [124] and can be used in construction of
a nuclear space SL−2K (S
2). A proof that SL−2K (S
2) = S∆
S2
(S2) = C∞(S2) is now
almost immediate (a fact we are using below).
Because all µlm 6= 0 then, again by general theory of RKHS’ corresponding
to Mercer’s kernels, the reproducing kernel Hilbert space (RKHS) HK ⊂ L2(S2)
defined by the Mercer’s kernel K contains all spherical harmonics Ylm. Note
that by definition the functions Km:
n 7→ Km(n) = K(m,n), m ∈ S2
are in Sχ. Again by the general theory of RKHS the linear span of functions
Km, m ∈ S2 is dense in HK , [26], Chap. III. 4, Thms. 2-3, or [134]. Moreover
the convergence in the RKHS HK implies uniform convergence, compare [26],
Chap. III. 4 or [134]). By Mercer’s theorem
K(m,n) =
∑
lm
µlmYlm(m)Ylm(n), (368)
where the convergence is absolute (for each n,m ∈ S2) and uniform (on S2×S2).
Convergene of this series in L2(S2) follows by construction. In particular the fact
that Ylm ∈ HK for all l = 0, 1, . . . ,−l ≤ m ≤ l means that the linear subspace
L[Sχ] ⊂ L[Fχ] spanned by the functions of Sχ is uniformly dense in C (S2;C)
(with the Lorentz component µ of the functions fixed arbitrary). Indeed by
the Peter-Weyl theorem the linear span of spherical harmonics composes, under
pointwise multiplication, a linear algebra (compare also the Clebsch-Gordan
decomposition). This linear span is closed under complex conjugation: Ylm =
Yl,−m and the spherical harmonics separate points of S2. Thus by the Stone-
Weierstrass theorem this linear span is uniformly dense in C (S2). Therefore
fixing arbitrary the Lorentz component µ of f˜µ with f˜ ranging over L[Fχ] ⊂
L[Sχ] we obtain a linear space of functions with restrictions s = f˜µ
∣∣
S2
to S2
uniformly dense in C (S2). Therefore they are dense in L2(S2) with respect to
the L2-norm by construction of L2(S2), as in this case C (S2) is the integration
lattice for the Baire measure space used in the construction of L2(S2), [158],
Corrolary 4.4.2.
Estimating the inner product (356) of f˜ , f˜ ′ ∈ Fχ as in the proof of the Propo-
sition of Subsection 7.2, we easily show the existence of the fixed k (depending
on χ) of the assertion of our Lemma (of course with the operator A in (356)
replaced with the direct sum of four copies of A, as now we we are working with
C4-valued functions f˜ and not C-valued). Let us denote this natural k by k
χ
.
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In going from real χ > 0 to complex χ with Reχ > 0 we note that in
separating the angular part of the factor
u
(u · p)iImχ of
u
(u · p)iIm χ
u
(u · p)Reχ =
u
(u · p)χ
we obtain a function which lies in the RKHS HK and even in C∞(S2), for HK
constructed as above with Reχ placed for the, previously positive real, χ.
Now let si ∈ C∞(S2;C) be a sequence converging in the L2(S2)-norm to
an element s which again lies in the nuclear space C∞(S2;C). By the known
property of nuclear spaces, it follows that si → s also in the nuclear topology
of C∞(S2;C).
From this the last assertion easily follows by writting pµf˜µ in spherical co-
ordinates and using (360). 
Before going into investigation of the allowed homogeneities, let us recall the
basic ingredients of the construction of a free quantum field, and particlularily
a homogeneous field. We search for a linear space E∗−χ ⊂ E∗ = C∞(S2)∗ ⊗
S0(R+)∗ of homogeneous states, say of homogeneity −χ, and an invariant inner
product (·, ·)
χ
on it, such that the Hilbert space closure H−χ of E∗−χ would be a
good candidate for the single particle subspace of the homogeneous part of the
field Aµ. We know that the first condition is H−χ ⊂ E∗. Only in this case we
can give a distributional sense to the elements of H−χ as homogeneous solutions
of d’Alembert equation (comapare Introduction, Subsect. 1.2 and the Remark
below, or the preceding Subsection).
But in fact this condition is still insufficient for H−χ ⊂ E∗ to be a good
candidate for the single particle state space of a homogeneous field. We need
a nuclear subspace SA(S2) of H−χ which composes a Gelfand triple SA(S2) ⊂
H−χ ⊂ SA(S2)∗ and the inner product (·, ·)χ continuous on SA(S2) in each
variable separately (and thus in this case jointly on SA(S2) × SA(S2)). This
data, i.e. SA(S2) ⊂ H−χ ⊂ SA(S2)∗ with (·, ·)χ serves to define the homogeneous
field, similarily as shown in details for the field Aµ itself in the previous Sections.
Note that this implies (among other things) the inequalities∣∣A−k · ∣∣
L2(S2)
≤ c1 ‖ · ‖χ ≤ c2
∣∣Ak · ∣∣
L2(S2)
(369)
for some natural k and the standard operator A on L2(S2) defining the nuclear
space SA(S2). Here the relation between the states S ∈ SA(S2)∗ and the homo-
geneous states F ∈ S00(R4) (solutions of d’Alembert equation) is inherited from
the relation between F and S ∈ E∗ = S0(R3) = C∞(S2)∗ ⊗ S0(R+)∗ defined
by the general relation (329). Here the corresponding S ∈ E∗ = S0(R3) =
C∞(S2)∗⊗S0(R+)∗ in (329) uniquelly determines the assosiated state (denoted
with the same sighn S) S ∈ C∞(S2)∗, as we are working exclusively with homo-
geneous states S, F . In particular we have not much room in choosing SA(S2)
as it should be included (topologically) into C∞(S2).
We put the natural condition that SA(S2) = C∞(S2) = S∆
S2
(S2).
We therefore come to the conclusion, that among the homogeneous states
F ∈ S00(R4)∗ (homogeneous solutions of d’Alembert equation) which are good
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candidates for a single particle Hilbert space states of a homogeneous part of
the field Aµ, there should arise all states whose Fourier transforms induce by
the general relation (329) all states S = S′ ⊗ S′′ ∈ E∗ = S0(R3)∗ = C∞(S2)∗ ⊗
S0(R+)∗ with S′ indentifiable with all smooth functions in C∞(S2). Moreover
the fundamental inequalities (369) for the invariant Hilbert space inner product
(·, ·)
χ
take on the following form∣∣∆−k
S2
· ∣∣
L2(S2)
≤ c1 ‖ · ‖χ ≤ c2
∣∣∆k
S2
· ∣∣
L2(S2)
(370)
for a positive integer k95.
This is the case for examples of homogeneous fields which we have so far
managed to construct as well defined quantum free fields. A particular exam-
ple of a homogeneous of degree zero field will be given in Subsection 7.4. The
nuclear space C∞(S2) = S∆
S2
(S2) is used there with an equivalent description
of S∆
S2
(S2) as equal to the nuclear space SA(O) of sequences {slm} of Fourier
harmonic coefficients slm of the elements s ∈ S∆
S2
(S2), which are rapidly de-
creasing, and is denoted there by SA(O) with A = ∆S2 .
Construction of a homogeneous part of the electromagnetic field needs a sep-
arate discussion, before we continue investigation of the allowed homogeneities
in this case.
In conctruction of homogenous part of the free electromagnetic field Aµ we
have four-vector complex valued function spaces SA(S2;C4) = C∞(S2;C4) =
S∆
S2
(S2;C4). In fact we have here, for each fixed homogeneity, natural require-
ment for restricting the state space exclusively to transversal states f˜µ. For the
full free field Aµ this was impossible without loosing locality in the transforma-
tion fromula. In constructig homogeneous parts of the free field Aµ restriction
to transversal states becomes possible without loosing the locality. We should
explain this important phenomenon.
Indeed any homogeneous state is defined by a homogeneous function f˜µ on
the cone in momntum space. Each spherical harmonic coefficient sµ lm of the
restriction sµ of each component f˜µ of this function to the unit sphere S2 is
finite, compare (360). Each such function f˜µ can be uniquely decomposed
f˜ = w1
+
µf˜+ + w1
−f˜− + wr−2 f˜0+ + wr2 f˜0−, (371)
where w1
+(p), . . . for each point p of the positive sheet of the cone are the eigen
vectors (199) of the matrix (198). In this case we have the projection operator
Ptr whose action on the general state function (371) is equal
Ptrf˜ = w1
+
µf˜+ + w1
−f˜− + wr−2 f˜0+.
In fact we have used Ptr in the proof of the preceding Proposition.
95We have omitted the direct sum sighn ⊕ in front of ∆
S2
for the four copies of the operator
∆
S2
, as now the functions are C4-valued, in order to simplify notation and according to our
general notational conventions. We hope this simplifaction to be not misleading.
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Each state (371) as a homogeneous element of E∗ = C∞(S2;C4)∗⊗S0(R+)∗
defines a unique element of C∞(S2;C4)∗ which is identifiable with ordinary
four-vector function s on S2, equal to the restriction to S2 of (371). It is easily
seen that Ptr = PS2tr ⊗ 1 and that PS2tr is not only continuous as an operator
on C∞(S2;C4) with respect to the nuclear topology, but also as operator on
L2(S2;C4).
Note that the correpoding projection Ptr in the single particle Krein-Hilbert
space H′ of the field Aµ is unbounded as an operator on the Hilbert space.
We need to use projection onto the smaller subspace H′tr ⊂ H′ of strongly
transversal states in order to obtain continuous projection on H′, compare [188].
This makes serious difference, as H′tr is not Lorentz invariant. In order to
restore Lorentz invariance we need to project the transformed state onto H′tr
which introduces nonlocality in the transformation law, compare [188].
The situation for the projection PS2tr induced by Ptr acting on homogeneous
states of fixed homogeneity χ is substantially different, becasue of the continu-
ity of the induced projection PS2tr, both as an operator on L
2(S2;C4) and on
C∞(S2;C4).
For this reason we can restrict our nuclear space C∞(S2;C4) = S∆
S2
(S2;C4)
to the closed transversal subspace
P
S2tr
S∆
S2
(S2;C4) = S∆
S2
(S2;C4)
tr
= SA′(S2),
keeping the white noise construction preserved. The only change is that now
the standard operator A = ⊕41∆S2 on L2(S2;C4) is replaced with the standard
operator
A′ = P
S2tr
(⊕41 ∆S2 )PS2tr on PS2trL2(S2) = L2(S2)tr :
SA′(S2) ⊂ H−χ,tr ⊂ SA′(S2)∗ (372)
with∣∣∣(PS2tr (⊕41∆S2 )PS2tr)−k·∣∣L2(S2) ≤ c1 ‖·‖χ,tr ≤ c2∣∣∣(PS2tr (⊕41∆S2 )PS2tr)k·∣∣∣L2(S2)
(373)
for some positive integer k, or shortly∣∣A′−k · ∣∣
L2S2)
≤ ‖ · ‖
χ,tr
≤ ∣∣A′k · ∣∣
L2S2)
for some integer k.
For the case of the full free field Aµ we cannot construct the field Aµ work-
ing exclusively with trasveral states and preserving locality. This is related to
the unbounded character of the analogue projection Ptr as an operator on the
Hilbert space H′. Let us explain it. The corresponding restriction to the closed
nuclear subspace SA3(R3;C4)tr ⊂ SA3(R3;C4) = S0(R3;C4) is beyond the reach
of any white noise setup on R3. This time the operator PtrA(3)Ptr would be
ill defined as this time Ptr is unbounded on H′, so that Ptr A(3)Ptr cannot be
equal to any standard operator onH′. Correspondingly no well defined free field
based on the Fock space constructed of exclusively transversal states exists. At
the same time we can see now that the corresponding quantum electromagnetic
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field in the Coulomb gauge does indeed exits, because the pojection operator
on the smaller subspace H′tr of strongly transversal states is continuous on H′,
compare [188].
After this explanation we can back to the construction of the single particle
homogemneous states of a homogeneous part of the free field Aµ.
We can now summarise the requirements put on the single particle subspace
of homogeneous states F ∈ S00(R4), resp. S = F˜ ∣∣
O
=∈ S0(R3)∗ = E∗, which
can serve as the single particle space of a homogeneous part of the field Aµ.
For other fields we have of course similar requirement without any need for the
intermediate construction of the transversal subspace, if the field is non-gauge.
DEFINITION. A given homogeneity96 −χ is allowed iff an invariant positive
definite and continuous inner product
(·, ·)
χ,tr
exists on the closed transversal
nuclear subspace S∆
S2
(S2)tr = PS2trS∆S2 (S
2) of S∆
S2
(S2) such that the Hilbert
space closureH−χ,tr of S∆
S2
(S2)
tr
with respect to
(·, ·)
χ,tr
, together with S∆
S2
(S2)
tr
and S∆
S2
(S2)∗
tr
, compose a Gelfand triple (372) and (373), and is such that
H−χ,tr consists exclusively of transversal states.
Moreover for each χ ∈ C the space S∆
S2
(S2)
tr
is nontrivial. Indeed there
are plenty of transversl states in L[Fχ=1] ⊃ L[Sχ=1], namely each with
∑
αi =
0 is by definition transversal and belongs to S∆
S2
(S2)
tr
. Transveral elements
of L[Fχ=1], regarded as functions on S2 we extend by homogeneity with any
required homogeneity χ. By construction S∆
S2
(S2)
tr
= P
S2tr
S∆
S2
(S2) does not
depend on homogeneity.
The nuclear space S∆
S2
(S2)
tr
= P
S2tr
S∆
S2
(S2) can also be viewed as the
space of smooth sections of the smooth complex four-vector bundle over the
unit sphere S2, defined by the smooth idempotent P
S2tr
∈M4(A) acting on the
trivial smooth bundle
S∆
S2
(S2;C4) = ⊕S∆
S2
(S2;C) = ⊕A.
Here M4(A) is the nuclear matrix algebra of 4 × 4 matrices over the nuclear
algebra A = S∆
S2
(S2;C) = C∞(S2;C).
The Lorentz group acts on this bundle through a multiplier smooth rep-
resentation uniquelly induced by the  Lopuszan´ski represntation (note that the
transversality condition is Lorentz invariant). The nontrivial multiplier in the
action of the representation on
s = f˜
∣∣
S2
∈ S∆
S2
(S2)
tr
= P
S2tr
S∆
S2
(S2)
has two sources: 1) the nonzero homogeneity of the state function f˜ on the cone,
and 2) in the nontrivial angle dependence of the idempotent P
S2tr
. Similarly we
96We are using homoheneity of the Fourier transformed states, inverese Fourier transformed
states in spacetime have the corresponding homogeneity −2 + χ.
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have uniquelly determined Lorentz represenation on the trivial smooth bundle
S∆
S2
(S2;C4), although its action on
s = f˜
∣∣
S2
∈ S∆
S2
(S2)
likewise gains very nontrivial multiplier depending on the angles in S2, coming
from the nonzero homogeneity degree of f˜ .
Of course the the Lorentz representation acts on s = f˜
∣∣
S2
through the for-
mula
Us =
(
Uf˜
)∣∣
S2
,
where we have put U for the dual (or transpose) of the  Lopuszan´ski repre-
sentation, acting on the dual space E∗ = S0(R3;C4)∗. Here the  Lopuszan´ski
representation is regarded as continously acting on the nuclear E, as the sub-
space of the single particle Hilbert space H′ of the field Aµ, which together with
E∗ compose the Gelfand triple defining the field Aµ.
A caution is in order: the action of the Lorentz group on the nuclear spaces
S∆
S2
(S2)
tr
and S∆
S2
(S2) strongly depends on the homogeneity degree. Only
in case of homogeneity degree equal −1 the elements (sµ) ∈ S∆
S2
(S2)
tr
can
be identified by the rule that the corresponding (f˜µ) are gradients of smooth
homogeneous of degree zero f˜ scalar functions on the cone:
sµ = f˜µ
∣∣
S2
=
∂f˜
∂pµ
∣∣∣
S2
,
with action of the Lorentz group induced by the ordinary Lorentz transformation
on the scalar function f˜ , induced in turn by the ordinary action of the Lorentz
group on the light cone in the momentum space.
Thus the problem of determining all allowed homogeneities of all possible ho-
mogeneous parts of the free electromegnetic potential field Aµ we have reduced
to determination of all continuous and invariant Hilbert space inner products(·, ·)
χ,tr
on the nuclear space (space of smooth sections of a complex bundle over
S2) S∆
S2
(S2)tr = PS2trS∆S2 (S
2), which moreover respect the first inequality in
(373) (second inequality in (373) follows by the assumed continuity).
This problem, in turn, is essentially equivalent to the problem of detemi-
nantion all continuous invariant hermitian bilinear and positive definite forms
B(·, ·) on S∆
S2
(S2)
tr
.
This is a task into which we unfortunalely cannot engage now. Nonetheless
we outline one possible method. Namely we propose to apply essentially the
method of Gelfand, Graev and Vilenkin, [63], Chap. III.4, where the authors
have classified the said bilinear forms B(·, ·) for a very similar situation: every-
thing remains the same with the replacement of the nontrivial smooth bundle
S∆
S2
(S2;C4)
tr
= P
S2tr
S∆
S2
(S2;C4) with the trivial bundle S∆
S2
(S2;C).
Before embarking into computations similar to that performed in [58], it
would be desirable to write down the smooth idempotent P
S2tr
and the corre-
sponding transformation rule in the stereoghaphic coordinates on S2, after [63]
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(in spherical coordinates the explicit formula is already at hand, but we need
more natural coordinates). The crucial point lies in finiding the one parameter
subgroups of the SL(2,C) group, sufficient for the determinantion of B(·, ·) as
the invariant bilinear form under these one parameter subgroups. But at the
same time the invariance condition should have as simple the explicit analytic
form as possible. We propose to try exactly the same subgroups as Gelfand,
Graev and Vilenkin: 1. Parallel translations (here understood as a subgroup of
SL(2,C), compare [63], Chap. III.4.2), 2. Dilations. 3. Inversion.
Perhaps it would be tempting to look at the ambient nuclear space S∆
S2
(S2;C4)
(trivial smooth bundle) with the induced representation on it which is indeed
simpler. One could try first to classify all continuous invariant positive definite
bilinear forms B(·, ·) on the ambient trivial bundle S∆
S2
(S2;C4). Unfortunately
this would be of very limited value, because it is rather exceptional (if possible
at all) situation in which the invariant positive definite bilinear form Btr(·, ·)
on the smooth bundle P
S2tr
S∆
S2
(S2;C4) arises as a restriction of such a form
B(·, ·) on the ambient smooth trivial bundle S∆
S2
(S2;C4). In particular the most
important invariant (nonegative definite) inner product of the above Proposition
cannot arise in this manner. Put otherwise: a continuous invariant positive
definte hermitian formB
tr
(·, ·) on S∆
S2
(S2;C4) in general does not extend over to
a continuous invariant positive definite hermitian form B(·, ·) on S∆
S2
(S2;C4)
tr
.
Nonetheless we make a further remark for someone who would like to try this
way in order to solve partially the problem.
In fact in case of homogeneities with neagive real parts we can easily con-
strut a large class of invariant positive definite Hilbert space inner products on
S∆
S2
(S2;C4). Initially we do not bother about nuclear continuity of the inner
product at all and come back to it at the very end of the classification process.
Namely for each χ with Reχ > 0 consider the linear subspace L[Fχ] ⊂
S∆
S2
(S2;C4), spanned by the (restrictions to S2 of the) functions f˜ |χ,u〉 ∈ Fχ of
the form (366) whose projections under P
S2tr
are dense in P
S2tr
S∆
S2
(S2;C4) =
S∆
S2
(S2;C4)
tr
. Each invariant Hilbert space inner product (·, ·)
χ
on L[Fχ] de-
fines the corresponding invariant kernel k
χ
(·, ·) on the Lobachevsky space L3
k
χ
(u, v) = (f˜ |χ,u〉, f˜ |χ,u〉)
χ
,
which is continuous if the invariant inner product is uniformly continuous. Be-
cause we have assumed the inner product to be continuous with respect to the
nuclear topology, from which the uniform continuity readily follows, we can re-
strict ourselves to continuous kernels k
χ
(·, ·). Such kernels are fully classified,
together with the correspoding inner products (·, ·)
χ
and the corresponding uni-
tary representations of SL(2,C), compare [50].
However the inner products (·, ·)
χ
corresponding to them are useless for our
task. In particular the first of the two inequalities in (370) is generally violated
by the invariant inner products (·, ·)χ corresponding to the invariant kernels
k
χ
(·, ·). Thus in particular the closure of the linear subspace of states L[Fχ]
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with respect to (·, ·)
χ
leads us out of the whole space E∗. In fact we have
shown it (compare the Remark below) in details for a particular example of
an invariant kernel and with χ = 1. But the mechanism which breaks the first
inequality is of more general nature pertinent to the general construction of (·, ·)
χ
as arising from an invariant kernel kχ(·, ·) on the Lobachevsky space. Essentially
the general form of the inner product together with the general property of
the kernel k
χ
(u, v) is used. Namely k
χ
(u, v) as an invariant continuous kernel
must be a continuous function ψ of the invariant distance λu v between u and
v on the Lobachevsky space (i.e. the hyperbolic angle λu v between u and v)
and moreover the function ψ must converge to zero at infinity, as the function
v 7→ ψ(λu v) must be continuous and integrable with respect to the invariant
measure on the Lobachevsky space (compare the Remark below).
Thus the problem of classification of all allowed homogeneities for the free
field Aµ cannot be reduced to the investigation of the invariant inner products
on the ambient nuclear space S∆
S2
(S2;C4) containing the nontransversal states.
Put otherwise: we have shown that if χ > 0 then no invariant inner product
(·, ·)
χ,tr
which respects the conditions of the last definition, can be obtained
as the restriction of an invariant positive definite inner product (·, ·)
χ
on the
ambient nuclear space S∆
S2
(S2;C4).
Of course another possibility wolud be to extend the classification of invari-
ant hermitian bilinear forms B(·, ·) on the ambient nuclear space S∆
S2
(S2;C4)
over to include non-poisitive or degenrate forms. Then we look for among
them such B(·, ·) for which B(P
S2tr
·, P
S2tr
·) is non-negatively definite on the
subspace S∆
S2
(S2;C4)tr . This way still would be not conslusive, because we do
not know yet if indeed each continuous positive (possibly degenerate) hermitian
form B
tr
(·, ·) on S∆
S2
(S2;C4)
tr
extends over to a (possibly degenerate and non-
positive) invariant hermitian form B(·, ·) on S∆
S2
(S2;C4). We only know that
this is indeed the case for the special bilinear form of the above Proposition.
Our conjecture is that only the negative integer values at most are allowed as
the possible homogeneities of the homogeneous parts of the quantum free field
Aµ. This seems to be confirmed by experimental data (compare measurements
of the multipole moments). Unfortunately we have not yet finished the requred
computations for the confiramtion of this conjecture.
For the need of the calculation outlined in the Introduction we only need to
now that no homogeneity greater than zero is allowed for the possibe homoge-
neous parts of Aµ. From the physiscal point of view this seems to be obviously
true.
Note that the interval −3 < χ < −4 cannot be excluded merely by the lack
of existence of invariant Hilbert space inner products on any subspace of states
homogeneous of degree −3 < χ < −4. Indeed one can use the invariant inner
products arising from the invariant kernels on the Lobachevsky space. Even
if we add the requirement (370) we cannot exclude these values. As a partic-
ular example (of course not arising from invariant kernel on the Lobachevsky
space giving the invariat inner product on the ambient space) we can use gradi-
ents of the scalar homogeneous of degree z − 2 functions of the supplementary
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representation as the required states, compare Remark 3, Subsection 7.2.
Of course that this representation cannot be used in this way can be seen
by the lack of transversality.
Now we construct a continous and invariant kernel 〈·|·〉 on the Lobachevsky
space L3, which is of considerable importance for Staruszkiwicz theory. We
give a proof of its positivity. In order to achieve this result we use the linear
subspace L[Fχ=1] of states homogeneous of degree −1. This subspace L[Fχ=1]
is useless in construction of single particle space of any homogeneous part of
the field Aµ, but useful for giving very simple proof of the positivity of the said
kernel.
For this reason consider now the specific homogeneous of degree −1 state
(Fourier transform of the Dirac homogeneous of degree −1 solution restricted
to the positive energy sheet of the cone) of the form
f˜ |u〉µ (p) =
uµ
u · p (374)
with a fixed unit time like vector u in the Lobachevsky space. Then construct
the linear span L[Fχ=1] of all such (374) with u ranging over the Lobachevsky
space L3 of unit time like vectors u. In other words we consider the space
L[Fχ=1] spanned by all Lorentz transforms
Λ(λ)−1f˜ |u〉(Λ(λ)p) = f˜ |u
′〉(p) =
u′
u′ · p , u
′ = Λ(λ)−1u
of one single state of the form f˜ |u〉.
Note that this Lorentz transformation is induced by the linear dual of the
(conjugated)  Lopuszan´ski transformation acting in the Fock space of the quan-
tum field Aµ. Indeed it easily follows by the formula for the pairing between
the test space EC = S0(O±1,,0,0,1;C4) = SA(3)(R3;C4) and its dual E∗C. Namely
we put the natural formula (194)
(f˜ , ϕ˜)pairing = (f˜ , J
′ϕ˜) = −
∫
O±−1,0,0,1
f˜µ(p)ϕ˜µ(p) dµO±−1,0,0,1 (p)
=
∫
O±−1,0,0,1
(
f˜(p), Jp¯ ϕ˜(p)
)
C4
dµ
O±−1,0,0,1 (p). (375)
The space L[Fχ=1] contains the transversal electric type homogeneous states
(respectively homogeneous of degree−1 solutions of d’Alembert equation) of the
form (364) with
N∑
i
αi = 0
along with the longitudinal solutions of the form (364) with∑
i
αj 6= 0.
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The space of invariant kernels 〈·|·〉 on L3 is rather reach. However in this
particular case of positive definite kernels on the Lobachevsky space L3 ∼=
SL(2,C)/SU(2,C) acted on by SL(2,C) the invariant kernels are fully clas-
sified, compare e.g. [50]. Choosing various invariant positive definite kernels
〈·|·〉 on L3 we achieve in this way various cyclic spherical unitary representa-
tions U of the SL(2,C) group on the completion of L[Fχ=1] with respect to the
inner product defined by the invariant kernel. Let K = SU(2,C) be the maxi-
mal compact subgroup of SL(2,C). Let a unitary representation U of SL(2,C)
be called K-spherical (or merely spherical) if the decomposition of the restric-
tion of U to K contains the trivial representation k → 1 of K. Equivalently U
is spherical whenever there is a unit vector v ∈ HU such that Ukv = v for all
k ∈ K. Then in particular it follows by the classification results (or Gelfand’s
theory of spherical functions and his generalization of Bochner’s theorem for
semisimple Lie groups, in particular for SL(2,C) group), [50], that each unitary
cyclic and spherical representation of SL(2,C) can be reached by the respec-
tive choice of the invariant kernel on the Lobachevksy space, or to each such
representation there exists the correspodning invariant kernel.
It follows that the most general representation U which can be achieved in
this way has the general form ([50])
U =
∫
R
S(m = 0, ρ) dρ⊕
∫
[0,1]⊂R
D(ν) dν (376)
where S(m, ρ) is the irreducible representation of the pricipal series denoted by
the pair (l0 =
m
2 , l1 =
iρ
2 ), with m ∈ Z and ρ ∈ R in the notation of the book
[55], and correspond to the characters χ = (n1, n2) =
(
m
2 +
iρ
2 ,−m2 + iρ2
)
in the
notation of the book [63]. Here D(ν) are the irreducible unitary representations
of the supplementary series denoted by the pair (l0 = 0, l1 = ν) in the notation
of the book [55], and correspond to the character χ = (n1, n2) =
(
ν, ν) in the
notation of the book [63] with 97 the real parameter ν ∈ (0, 1). Finally dρ
and dν are arbitrary σ-measures on the reals R and on the interval [0, 1] ⊂ R
respectively.
However the classification of positive definite invariant kernels on the Lobachevsky
space, as presented e.g. in [50] requires a considerable work in each partic-
ulr case, needed to give a more concrete form to the possible kernels, com-
pare e.g. the example of positive definite kernels on the Lobachevsky plane
L2 = SL(2,R)/SO(2) invariant under SL(2,R). Unfortunately the case L3 =
SL(2,C)/SU(2) has not been worked out in [50] in explicit form. Therefore we
prefer to construct the required kernel, which is of particular importance, with
the help of the hermitian form (365).
Recall that for two points u, v of the Lobachevsky space we have
(f˜ |u〉, f˜ |v〉)
J
= −4πλcothλ,
97In the notation of [120]-[122] the parameter ν numbering the supplementary sries D(ν) is
twice as ours ν and ranges over the interval (0, 2).
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where λ is the hyperbolic angle between u and v: coshλ = u · v, compare
[167]. The hermitian bilinear invariant form (365) is not positive definite on
the linear space L[Fχ=1] of states spanned by the states f˜
|u′〉 of the form (374)
with u′ ranging over the Lobachevsky space L3. Nonetheless it defines (after
addition of the constant term 4π and changing the sign) the “polarization”
of a Le´vy-Schoenberg kernel on the Lobachevsky space L3 = SL(2,C)/K =
SL(2,C)/SU(2,C) (we are using the terminology of [50]). Namely the kernel
u× v 7→ −((f˜ |u〉, f˜ |v〉)
J
+ 4π)
on L3 = SL(2,C)/SU(2,C) preserves the conditions (2.16)-(2.19) of [50]. In
particular (2.19) of [50] means in our case that for each positive real number t
u× v 7→ 〈u|v〉t = et((f˜
|u〉,f˜ |v〉)
J
+4π) = e−t4π(λcothλ−1) (377)
is an invariant positive definite kernel on the Lobachevsky space and thus defines
positive definite and invariant inner product on the linear space S spanned by
f˜ |u〉 and all its Lorentz transforms f˜ |u
′〉 defined by (374) with u′ ranging over
the Lobachevsky space. Here λ is the hyperbolic angle between u and v.
Indeed that the conditions (2.16)-(2.18) of [50] are preserved is immediate.
We need only show that (2.19) of [50] is preserved, i.e. that the kernel (377) is
positive definite. But in order to see this note that(∑
i
αif˜
|ui〉,
∑
j
αj f˜
|uj〉
)
J
≥ 0
whenever ∑
i
αi = 0
for f˜ |u〉 defined by (374), as we have already shown that the bilinear form (·, ·)
J
is positive definite on the linear space of electric type transversal states (364),
compare the preceding Proposition. This means that the function
u× v 7→ −((f˜ |u〉, f˜ |v〉)
J
+ 4π)
is a conditionally negative definite kernel on the Lobachevsky space in the sense
of Schoenberg [148], compare also [134] §9.1. Thus by the classical result of
Schoenberg [148] (compare e. g. also [134] §9.1, Theorem 9.7)
u× v 7→ 〈u|v〉t = et((f˜
|u〉,f˜ |v〉)
J
+4π) = e−t4π(λcothλ−1)
is a positive definite kernel on the Lobachevsky space for all positive t. Its
invariance follows from the invariance of the bilinear form (·, ·)
J
and the trans-
formation rule for f˜ |u〉 defined by (374).
This positivity result is of particular importance in the theory of Staruszkiewicz,
so we state it as a separate
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PROPOSITION. For each positive real number t the function
u× v 7→ 〈u|v〉t = et((f˜
|u〉,f˜ |v〉)
J
+4π) = e−t4π(λcothλ−1)
defines a positive definite invariant kernel on the Lobachevsky space L3 of unit
time like vectors u. Here λ is the hyperbolic angle between u and v in L3.
We choose u× v 7→ 〈u|v〉t as the invariant kernel defining the inner product
〈·|·〉
J,t
on the linear space L[Fχ=1] of states spanned by f˜
|u′〉 defined by (374),
with u′ ranging over the Lobachevsky space, by the formula〈 m∑
i=1
αif˜
|ui〉
∣∣∣ m∑
i=1
βj f˜
|vj〉
〉
J,t
=
m∑
i,j=1
αiβj〈ui|vj〉t, (378)
and let us define the Hilbert space completion Ht * E∗C of it. Then we recover
the unitary representation Ut of the SL(2,C) group which the action of the dual
of the (conjugate) of the  Lopuszan´ski representation induces on the linear space
L[Fχ=1] of states and its Hilbert space completion Ht.
Indeed by comparing this construction with the result of [171] we obtain the
following formula
Ut =

D(ν0)
⊕ ∫
ρ>0
S(m = 0, ρ)dρ, ρ0 = 1− 4πt, if 0 < 4πt < 1∫
ρ>0
S(m = 0, ρ) dρ, if 1 < 4πt,
(379)
where dρ is the ordinary Lebesgue measure on R+, compare (406) and (411).
REMARK. The Hilbert space completion Ht of the linear space L[Fχ=1] gen-
erated by states of the form (374) with u ∈ L3, with respect to the inner product
(378) 〈·|·〉
J,t
, generated by the kernel (377), is not contained in E∗
C
nor in any
of its natural quotient spaces. Therefore Ht cannot serve as a single particle
Hilbert space of any homogeneous part of the free electromagnetic potential field
Aµ.
 We find a sequence in L[Fχ=1] the elements of which regarded as linear
functionals in E∗
C
do not converge weakly in E∗
C
although they converge in the
norm of the inner product (378).
Namely consider the sequence of partial sums of the series∑
k∈N
1
k
f˜ |uk〉 (380)
with f˜ |u〉 of the form (374). We choose the unit timelike vectors ui ∈ L3 as
images of a fixed u1 under the Lorentz transforms in a fixed plane (say 0 − 3
plane) with the hyperbolic angles λ
k+1 k
, where uk+1 ·uk = coshλk+1 k between
neighbourhing uk and uk+1 growing sufficiently fast as k ∈ N tends to infinity.
Note that for the inner product
〈
f˜ |u〉, f˜ |v〉
〉
J,t
we have the following formula〈
f˜ |u〉, f˜ |v〉
〉
J,t
= e−4πt(λu v cothλu v−1)
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so that asymtotically, i.e. for large λ
u v
hyperbolic angle between u and v in
L3 it decreases exponetially together with λu v going to infinity〈
f˜ |u〉, f˜ |v〉
〉
J,t
∼ e−4πt λu v .
Therfore it is easily seen that the sequence ui = (
√
1 + |ui|2,ui) ∈ L3 with
all ui having the same direction may be so choosen that the series (380) is
convergent with respect to the norm ‖ · ‖
J,t
defined by (378).
On the other hand consider f˜ |u〉 defined by (374) as a functional on EC =
SA(3)(R3;C4) evaluated on the test function ϕ˜ ∈ EC of the form ϕ˜(r, θ, φ) =
v q(r), with some fixed v ∈ L3 and q ∈ S0(R). It is easy to see that in this case
for the values
(
f˜ |uk〉, ∂µϕ˜
)
pairing
of the functional f˜ |uk〉 for the unit four vectors
u = uk which are present in the series (380) the absolute value of(
f˜ |uk〉, ∂µϕ˜
)
pairing
∼ 4πd
n
1
−1 + 4πt |uk|
−2+4πt.
is bounded from below (even streams to infinity). Therefore the series∑
k∈N
1
k
(
f˜ |uk〉, ∂µϕ˜
)
pairing
is divergent.
For the justification of the rule that the closure with respect to the invariant
Hilbert space inner product of a homogeneous part of the free field Aµ must be
contained in E∗
C
, compare Subsection 1.2 of Introduction. It follows from the
rule that Fourier transforms of all elements of that space should be homogeneous
(of fixed degree) solutions of d’Alembert equation. In going outside E∗
C
we lose
any natural way in forming the Fourier transform and all the more in giving
any strict sense in which the elements of the Hilbert space Ht are solutions of
d’Alembert equation. 
Finally let us consider the following homogeneous “magnetic-type” functions
on the cone
f˜µ(p) =
N∑
i
αi
uiµ
ui · p ,
N∑
i
αi = 0, ui · ui = −1. (381)
This time ui run over the one-sheet spatial hyperboloid: {u : u · u = −1} in the
momentum space. The change from the time-like to space-like hyperboloid is
the “only” change in passing from electric-type transversal states (364) to the
“magnetic-type” transversal homogeneous of degree −1 functions (381). Note
that allowing both sheets of the cone as the domain for the functions (381)
and discarding the requirement
∑
αi = 0 and restricting to real αi, we can –
formally at least – construct a “magnetic-type” analogue of the electric-type
fields. Here the role of the Dirac homogeneois of degree −1 solution would be
played by formally the same expression (resp. (395)) in momentum space, but
with the unit time like vector replaced by the unit spacelike vecor u · u = −1.
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One perhaps would like to interprete it as Fourier transform, concentrated on
the light cone in the momentum space, of a homogeneous of degree −1 solution
of d’Alembert equation – the potential Amagnetic of a megnetic-type field, as
only spatial components of Amagnetic would be nonzero in the referecne frame
in which Amagnetic is computed. Its relation to the famous magnetic monopole
potental(
A0(x0,x) = 0,A(x0,x) =
g
|x|
x× n
|x| − x · n
)
, |n| = 1,n = const,
of Dirac [30] would be expected to be analogous to the relation of the electric-
type homogeneous of degree −1 solution (395) (resp. (396)), to the ordinary
Coulomb potential.
However there is a serious problem with the “magnetic type” functions (381)
as now ui ·ui = −1 and their restrictions to the unit sphere S2 in the cone are not
summable on S2. This is only a begining of a more serious trouble with (381).
Namely for each component f˜µ of each fourvector function of the form (381) not
all harmonic coefficients slm of the restriction s = f˜µ
∣∣
S2
to the unit sphere S2
are finite. This causes serious troubles. Recall that E∗ = S0(R3)∗ = SA(3)(R3)∗
is equal to the inductive limit98
E−1 ⊂ E−2 ⊂ . . . ⊂ E−k ⊂ . . . ⊂ E∗
of Hilbert spaces E−k – the Hilbert space closures of E with respect to the
norms99 ‖ · ‖−k =
∣∣(A(3))−k · ∣∣
L2(R3)
. Now because not all harmonic coeficients
slm are finite for restriction s of each nonzero component of each function (381)
to S2, then using the formula (356) for the norm ‖ · ‖−k, we see that for each
function of the form (381) (with ui · ui = −1) the ‖ · ‖−k-norm is infinite for
each natural k. This means that the “magnetic type” functions (381) are not
well defined elements of the space of distributions E∗. This means that there
is no obvious way of regarding them as restrictions of Fourier transforms of
distributional solutions in100 S00(R4)∗ of d’Alembert equantion. Similarly there
is no obvius way which allows us to make any use of the property pµf˜µ = 0 of the
functions (381) which would convert it into transverality of the (non-existent)
inverse Fourier transform.
Thus we have the following
PROPOSITION. Let E = S0(R3) = SA(3)(R3) be nuclear space, which to-
gether with the single particle Hilbert-Krein space H′ of the quantum free elec-
tromagnetic potential field Aµ compose the Gelfand triple E ⊂ H′ ⊂ E∗ with the
 Lopuszan´ski representation acting upon it, which defines the field Aµ as in Sect.
4. Then the “magnetic type” transversal functions (381) on the cone do not
98A sum of Hilbert spaces with compatible norms, compare [60] or [62].
99The standard operator A(3) has been constructed in Subsection 5.3, and can be replaced
with the unitarily equivalent operator A equal (350), compare Subsection 7.2.
100For the test space S(R4) situation is even worse.
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belong to the space of distributions E∗ = S0(R3)∗ = SA(3)(R3)∗. In particular
the “magnetic type” transversal functions (381) cannot serve as single particle
states of any homogeneous part of the free field Aµ.
REMARK. Ordinary four-vector function f˜µ on the cone defines, if it is
sufficiently regular, a functional in E∗ in a standard way (375). This Proposition
asserts that for (381), the formula (375) does not define any well defined element
of E∗. 
We therefore ignore the whole invariant space of “magnetic-type” functions
(381) as giving no sensible base for composing single particle Hilbert spaces of
any well defined homogeneous parts of the free electromagnetic potential field
Aµ.
This may seem strange for a reader aware of the immense literature concern-
ing Dirac’s magnetic monopole, and particularly endevours going to consruct
the quantum version of the “infrared magnetic type fields”. Infrared counter-
part of the Dirac’s magnetic monopole, at least in the sense defined as above, by
the replacement of the time like unit vector u, u ·u = 1, in the Fourier transform
(395) of the “electric type” Dirac solution (396), by a space like unit vector, u,
u · u = −1, is not a well defined distribution, or a generalized state of the field
Aµ, nor are the transversal “magnetic type” functions defined by it.
Unfortunately, in the literateure (at least that part which the author was able
to comprehend) the question of consistent definition of “infrared counterpart of
the Dirac monopole” within distributioin theory, is not undertaken seriously.
Since Bohr and Rosenfeld we know that the distribution theory structure of the
test space is indispensible in construction of a quantum field, and cannot be
ingnored, similarly we cannot disseparate consisiently the concrete fields fom
the differential equatins which they should fulfil and the single particle states
should be well defined (distributional) solutions of the corresponding equations.
We hope that the reader now understands our scrutiny in checkig that the
“electric type” functions are indeed well defined continuous states in E∗ and
canonically define well defined distributions in S00(R4)∗, and will not classify
the computations of Subsection 7.1 as a vacous pedantism.
Conclusion going in a similar direction as that expressed in our last Propo-
sition the reader will find in [77]. Still another argument against existence of
the magnetic monopole can be found in [175] or [176].
7.4 Comparizon with the theory of Staruszkiewicz. The
case of infrared electric-type and transversal general-
ized states
By the first Proposition of Subsection 5.6 representors of the  Lopuszan´ski repre-
sentation (eq. (187) ) of T4sSL(2,C) and its conjugation (eq. (196)) transform
the nuclear space EC ⊂ H′ into itself continously with respect to the nuclear
topology of EC = SA(3)(R3;C4). Note that T4sSL(2,C) acts in the Fock-Krein
space of the quantum four vector potetial field through the second quantization
functor Γ of conjugated  Lopuszan´ski representation (196) and not through the
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second quantized functor of the  Lopuszan´ski represetation itself (187). By the
standard duality theorem (compare e.g. [183], Proposition 19.5 and its Corol-
lary) the linear dual (conjugation) of the conjugated  Lopuszan´ski representation
(196) gives a representation on the dual space E∗
C
, whose representors act con-
tinuously on E∗
C
. Because the generalized infrared (homogeneous of degree −1)
electric-type and transversal states concenrated on the positive energy sheet of
the cone compose a closed subspace (E∗
C
)etr,+ of E
∗
C
, then the dual (conjuga-
tion) of the conjugated  Lopuszan´ski representation restricted to the SL(2,C)
subgroup101 acts naturally and continously on the invariant subspace (E∗
C
)etr,+.
Let us denote it by U tr. By the results of the Subections 7.1 and 7.3, the ele-
ments of (E∗
C
)etr,+ are regular, and can be identified with ordinary functions f˜µ
on (the positive energy sheet of) the light cone, and the representation U tr acts
on the corresponding four component functions f˜ exactly as the  Lopuszan´ski
representation (187) on the ordinary states ϕ˜ ∈ H′ with ϕ˜ in the formula (187)
replaced with f˜ . Moreover the analogous continuity statements of the second
quantized version of the representation Γ(U tr) on Γ(EC) hold as well, compare
[83], [128]. In particular (EC⊗EC)∗ = E∗C⊗E∗C by the celebrated kernel theorem
for nuclear spaces.
Consider the one particle space (E∗
C
)etr,+ of generalized transversal electric-
type positive energy states, and the representation U tr acting on it. If f˜ , f˜ ′ are
measurable homogeneous of degree −1 functions on the cone, representing the
corresponding distributions in (E∗
C
)etr,+, then we have the inner product (f˜ , f˜)
tr
J
on (E∗
C
)etr,+ defined by the formula (363) or (365), compare the first Proposition
of Subsection 7.3. The inner product (·, ·)tr
J
is positive definite on (E∗
C
)+tr but de-
generate. By the Cauchy-Schwarz inequality for non-negatively definite bilinear
hermitian forms the subspace N of generalized states with zero (·, ·)tr
J
-norm is
a linear subspace of (E∗
C
)etr,+ and the quotient linear space (E
∗
C
)etr,+/N is natu-
rally a pre-Hilbert space with the well defined inner product on the equivalence
classes given by the inner product (·, ·)tr
J
of the correponding representative el-
ements. Let us denote its closure – the corresponding Hilbert space – by the
symbol Hinfra, etr .
Because the bilinear hermitian form (·, ·)tr
J
on (E∗
C
)etr,+ is invariant for the
 Lopuszan´ski representation U tr then it follows that the  Lopuszan´ski represen-
tation induces a unitary representation Utr on the Hilbert space Hinfra, etr of
transversal infrared electric-type states. An analysis similar to that presented
in [185], and using the transformation rules for the four-component functions
w1
+, w1
−, wr−2 , wr2 ,
on the cone which are at each point p of the coneO1,0,0,1 equal to the eigenvectors
of the 4 × 4 matrix B(p) given by (198), allows to recover explicit formula for
Utr.
However in order to establish the irreducibility of the representation Utr and
and its type within the classification scheme of Gelfand-Neumark the compu-
tation of the explicit formula for Utr we use the first Proposition of Subsection
101Regarded as a representation on EC.
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7.3. Then we refer to the general theory of Gelfand-Neumark and to the general
properties of infrared transversal and positive energy solutions of the wave equa-
tion (i.e. positive energy infrared solutions of the vacous Maxwell equations),
summarised in the said Proposition.
Namely we use the general property of states in (E∗
C
)etr,+). In particular
(compare the first Proposition of Subsect. 7.3) the electric type generalized
states are determined by the homogeneous of degree −1 functions f˜µ, µ =
0, 1, 2, 3 on the positive energy sheet of the cone, which are of the form
f˜µ =
∂f˜
∂pµ
(382)
where f˜ is a restriction to the cone of a smooth (except zero) homogeneous
of degree zero scalar function. Equivalence classes of such states compose a
dense subspace in Hinfra,etr , compare Lemma of Subsect 7.3. The  Lopuszan´ski
representation U tr acts on f˜µ as on the ordinary state according to the formula
(187) with ϕ˜ replaced by f˜ , which is equivalent to the ordinary action on the
scalar f˜
U trα f˜(p) = f˜(Λ(α)p), α ∈ SL(2,C), p ∈ O1,0,0,1, (383)
and Utr acts on the equivalence class of f˜µ = ∂f˜∂pµ modulo elements of the form
(382) on the cone which are of divergence type pµg(p) of zero (·, ·)tr
J
-norm with
g homogeneous of degree −2. Easy computation shows that the general element
which has the form (382) and is of divergence type f˜µ(p) = pµg(p) with g
homogeneous of degree −2 is of the general form (382) with f˜ being a constant
funcion and g = 0. In particular any such f˜µ =
∂f˜
∂pµ has f˜ constant along the
unit 2-sphere of rays on the cone {p : p · p = 0, p > 0} in the momentum space.
Indeed from the condition
f˜µ =
∂f˜
∂pµ
= pµg, f˜(λp) = f˜(p), g(λp) = λ
−2g(p), (384)
it follows
∂
∂pν
(
pµg
)− ∂
∂pµ
(
pνg
)
= pµ
∂g
∂pν
− pν ∂g
∂pµ
= 0
and
0 = pµ
(
pµ
∂g
∂pν
− pν ∂g
∂pµ
)
= −pνpµ ∂g
∂pµ
= 2pνg,
because pµpµ = gµνp
µpν = 0 on the cone, so that g = 0 and f˜ is a constant
function whenever f˜ preserves the condition (384).
Because the smooth f˜ in the formula (382) for the electric type generalized
state is homogeneous of degree zero, then it “lives effectively” on the unit 2-
sphere S2 of rays of the cone in the momentum space and the representation
Utr may be considered as acting on the Hilbert space of functions on the unit
2-sphere modulo the constant functions on the unit 2-sphere, and is induced by
(383). In particular the restriction of the representation Utr to the subgroup
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SU(2,C) (double covering of the rotation group SO(3)) induced by (383) on
the functions on the 2-sphere modulo the constant functions coincides with
the ordinary representation of the rotation group on the subspace of scalar
functions on the 2-sphere S2 orthogonal to the one dimensional subspace of
constant functions on S2. Indeed let f˜µ and f˜ ′µ be two electric type transversal
homogeneous of degree zero solutions of the form (382) with the corresponding
homogeneous of degree zero functions f˜ and f˜ ′ on the cone. Then their inner
product (363), equal to (365) expressed in terms of the scalar homogeneous of
degree zero functions f˜ and f˜ ′ has the following form
(f˜ , f˜ ′)tr
J
= −
∫
S2
f˜µ(p)f˜
′µ(p) dµ
S2
= −
∫
S2
∂f˜
∂pµ
∂f˜ ′
∂pµ
dµ
S2
=
∫
S2
f˜(−∆
S2
f˜ ′) dµ
S2
, (385)
where ∆
S2
is the standard Laplace operator on the unit 2-sphere S2 and where
in the last equality we have used the homogeneity and the Stokes theorem. Thus
our Hilbert space Hinfra, etr consist of all functions on the unit sphere for which
(f˜ , f˜)tr
J
=
∫
S2
f˜(−∆
S2
f˜) dµ
S2
(386)
is finite, where ∆
S2
is understood as the self-adjoint operator on the Hilbert
space of all square integrable functions on S2 with respect to the invariant mea-
sure dµ
S2
. More precisely Hinfra, etr is the closure of the domain of the selfadjoint
operator
√
∆
S2
in L2(S2; dµ
S2
) with respect to the inner product (386). In par-
ticular the constant functions compose just the whole linear subspace of zero
(·, ·)tr
J
-norm in agreement with our assertion formulated above. Moreover our
representation is spanned by the system of functions
1√
l(l+ 1)
Ylm, −l ≤ m ≤ l, l = 1, 2, 3, . . .
orthonormal with respect to the norm (·, ·)tr
J
, computed as in (385). This sys-
tem is complete in Hinfra, etr which easily folows from the completeness of the
system {Ylm}, l = 0, 1, 2, . . ., −l ≤ m ≤ l, of spherical functions in the Hilbert
space L2(S2, dµ
S2
) of square integrable functions on S2. Note also that the in-
ner product (386) is indeed not only rotationaly but likewise Lorentz invariant,
although it is not immediately visible, so that Utr is a unitary representation
of SL(2,C) on Hinfra, etr with the inner product defined by (386). Let us explain
this assertion. Any element of the form (382) is identified with the correspond-
ing homogeneous of degree zero function f˜ in (382). Any such function f˜ is
uniquely determined by its restriction to the unit 2-sphere S2. The action of the
Lorentz (or rotation) transformation on f˜ can be uderstood as the action on f˜
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understood as a function on S2. Namely we act on f˜ regarded as a homogeneous
of degree zero function on the cone according to the formula (383), and then
restrict the result of the action to the sphere S2. The action (θ, φ) 7→ Λ(θ, φ)
of the Lorentz group on S2 is defined through the natural action of the Lorentz
group on the rays (i.e. linear generators) of the cone. This furnish a “standard
representation” UtrΛ f˜(θ, φ) = f˜(Λ(θ, φ)) of the Lorentz group in the terminology
of [3], p. 577, induced by the action (θ, φ) 7→ Λ(θ, φ) on the manifold S2 with
the trivial multiplier equal 1 because the functions f˜ are assumed to be homo-
geneous of degree zero. The measure dµ
S2
on S2 is rotationaly invariant but it is
not Lorentz invariant. Nonetheless the inner product (386) is Lorentz invariant
because the non-invariance of the measure µ
S2
under the hyperbolic rotation
Λ(λ), i.e. Lorentz transformation, is compensated for by the non-invariance of
the Laplace operator ∆
S2
under the Lorentz transformation. In other words the
nontrivial Radon-Nikodym derivative (362) of the measure µ
S2
transformed by
Λ(λ) with respect to the non transformed measure µ
S2
is just compensated for
by the nonivariance of the Laplace operator ∆
S2
on S2 under the action of the
Lorentz transformation Λ(λ):
Utr
Λ(λ)
∆
S2
Utr
Λ(λ)
−1
=
dµ
S2
(θ, φ)
dµ
S2
(Λ(λ)(θ, φ))
∆
S2
=
((Λ(λ)p)0
p0
)2
∆
S2
=
(p′0
p0
)2
∆
S2
,
or equivalently
dµ
S2
(Λ(λ)(θ, φ))
dµ
S2
(θ, φ)
Utr
Λ(λ)
∆
S2
= ∆
S2
Utr
Λ(λ)
where Utr
Λ(λ)
, and resp. Λ(λ), is understood as acting on functions on S2, resp.
points of S2, as explained above. Unitarity of the Lorentz transformation im-
mediately thus follows:∫
S2
Utr
Λ(λ)
f˜(θ, φ)∆
S2
Utr
Λ(λ)
g˜(θ, φ) dµ
S2
(θ, φ)
=
∫
S2
Utr
Λ(λ)
f˜(θ, φ)Utr
Λ(λ)
(
∆
S2
g˜
)
(θ, φ)
dµ
S2
(Λ(λ)(θ, φ))
dµ
S2
(θ, φ)
dµ
S2
(θ, φ)
=
∫
S2
f˜(Λ(λ)(θ, φ))
(
∆
S2
g˜
)
(Λ(λ)(θ, φ))
dµ
S2
(Λ(λ)(θ, φ))
dµ
S2
(θ, φ)
dµ
S2
(θ, φ)
=
∫
S2
f˜(Λ(λ)(θ, φ))
(
∆
S2
g˜
)
(Λ(λ)(θ, φ)) dµ
S2
(Λ(λ)(θ, φ))
=
∫
S2
f˜(θ, φ)∆
S2
g˜(θ, φ) dµ
S2
(θ, φ).
Therefore we have just shown (compare e.g. [55] or [119] where the represen-
tation of the rotation group on L2(S2, dµ
S2
) is analysed systematically) that the
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restriction of the representation Utr to the subgroup SU(2,C) (doubly covering
the group of rotations) is unitary equivalent with
L1 ⊕ L2 ⊕ L3 ⊕ . . . ,
where Ll is the standard irreducible unitary representation of SU(2,C) cor-
responding to the weight l (with the “angular momentum quantum number”
equal l = 1, 2, 3, . . .) so that the representation with l = 0 does not enter into
the decomposition.
Therefore the results of [119] Chap III (or the results of [55], Part II, Chap. I)
are applicable to the representationUtr. In particular the unitary representation
Utr is irreducible.
Moreover easy computation shows that the second Casimir operator, which
Neumark denotes ∆′, eq. (2), page 167 of his book [119], corresponding to
the representation Utr of the SL(2,C) group is identically zero: ∆′ = 0. In
particular by Theorem 2 of §8.3 and Theorem 3 of §8.4 of [119] (or by Part
II, Section 2, §4 and §8 of [55]) we see that the unitary representation Utr of
SL(2,C) is unitary equivalent to the representation of the principal series, which
is denoted by the pair of numbers (k0 = 1, c = 0) in the notation of [119] (or
(l0 = 1, l1 = 0) in the notation of [55]). Thus we have proved the following
PROPOSITION. The representation Utr of SL(2,C) acting on the Hilbert
space of electric-type infrared transversal generalized states Hinfra,etr is unitary
equivalent with the irreducible unitary representation of SL(2,C), which in the
classification scheme of Gelfand-Neumark is the representation of the principal
series denoted by the pair of numbers (k0 = 1, c = 0) = S(m = 2, ρ = 0) (in the
book [119]) and by the pair of numbers (l0 = 1, l1 = 0) (in the book [55]).
By the kernel theorem we have the natural Fock-space structure on the space
of infrared transversal electric-type states:
Γ(Hinfra, etr )
with the unitary representation
Γ(Utr) ∼=U Γ(S(m = 2, ρ = 0)) (387)
acting upon it. By the results of Neumark, [120]-[122], who computed explicitly
the decomposition of tensor products of irreducible unitary representations of
SL(2,C) into irreducible components, as well as the Plancherel formula corre-
sponding to these decompositions, we can give explicit formula for the decom-
position of the representation (387). By [120], [121] and using some further
elementary properties of direct integral decompositions one can show that the
representation (387) is a unique direct sum of irreducible unitary representa-
tions of the principal series and is unitary equivalent (∼=U stands for unitary
equivalence) to:
Γ(Utr) ∼=U Γ(S(m = 2, ρ = 0)) ∼=U [∞]⊕m∈2Z
∫
R
S(m, ρ) dρ
⊕
1
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where [∞] means that for each m the representation∫
R
S(m, ρ) dρ
enters into the decomposition with uniform infinite multiplicity, dρ is the Lebesgue
measure on R and finally 1 denotes the trivial representation on C.
Now let us back to the construction the homogeneous part Aχ of degree
χ = −1 of the free electromagnetic potential field
A(ϕ) = a′(ϕ˜|
O
1,0,0,1
) + ηa′(ϕ˜|
O
1,0,0,1
)+η,
constructed in Sections 4 and 5 (the concrete realization of A is irrelevant here,
e.g. it is irrelevant if the the matrix
√
B(p) everywhere in the construction of A,
e.g. in the formula for the single particle inner product or in (294) is put equal
1 or (200)). According to our definition of the homogeneous part of the free
field A, fulfilling d’Alembert equation, given in Subsection 1.2 of Introduction
(a more precise definition is given in Subsection 7.3), we have to consider the
sungle particle subspace E∗
χ=−1 of homogeneous of degree χ = −1 functions
on the (positive sheet O
1,0,0,1
) of the cone, which can be viewed as elements
of E∗ = S0(R3;C4)∗. Its construction for the homoheneous of degree −1 part
of Aµ is given in Subsection 7.3. Recall that S0(R3;C4) = SA(3)(R3;C4) is
regarded as the space of (complex, fourvector valued) functions on the positive
sheet O
1,0,0,1
of the cone, with the spatial momentum components as the natural
coordinates on O
1,0,0,1
. A particular homogeneous of degree χ = −1 elements
of E∗ are given by the elemets (382) of the subspace Hinfra,etr . Indeed by the
second Proposition of Subsection 7.1
Hinfra,etr ⊂ E∗χ=−1 ⊂ E∗ = S0(R3). Now each element S ∈ E∗ = S0(R3),
can be naturally identified with an element F of S0(R4) concentrated on the
cone O
1,0,0,1
, defined by the formula F (ϕ˜) = S(ϕ˜|
O1,0,0,1
). F ∈ S0(R4) is well
defined, because by the second Proposition of Subsection 5.6, the restriction
map ϕ˜ → ϕ˜|
O
1,0,0,1
, regarded as mapping S0(R4) → S0(R3) = E between the
nuclear spaces is continuous. Moreover, it follows that the Fourier transform F˜
of F ∈ S0(R4), equal F˜ (ϕ) = F (ϕ˜) belongs to S00(R4)∗ and, as a distribution
concentrated on the cone O
1,0,0,1
, fulfills d’Alembert equation.
In this way any element S of E∗ = S0(R3)∗ is naturally a distribution F˜ in
S00(R4)∗ fulfilling d’Alembert equation.
In particular, according to Introduction, Subsection 1.2 and Subsection 7.3,
we should consider the space (or its subspace) E∗
χ=−1 ⊂ E∗ with an invariant
inner product, having the property that the closure H
χ=−1 of E
∗
χ=−1 (or its
chosen subspace) with respect to the invariant inner product does not leads us
out of the space E∗, which is in particular the case for (E∗
C
)etr,+/N with the
invariant inner product (386), because Hinfra,etr ⊂ E∗χ=−1 ⊂ E∗.
Over the single particle space Hχ=−1 ⊂ E∗ of homogeneous of degree χ = −1
solutions of d’Alembert equation (with the corresponding invariant Hilbert space
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inner product) we construct the Fock space Γ(H
χ=−1), and the annihilation and
creation operators c(f˜), c(f˜)+, analogously as in Subsection 4.3. Here f˜ are in
fact homogeneous of degree −1 four-vectors on the positive sheet of the cone,
but we discarded the Lorentz indices at f˜ for simplicity of notation. Simi-
larly we should consider f as four-vector homogeneous solutions of d’Alembert
equation (in space-time), i.e. consider f ∈ S00(R4)∗ and should unsestand the
homogeneous f˜ in the arguments of c(f˜), c(f˜)+ as restrictions f˜ |
O
1,0,0,1
of full
four dimensional Fourier transforms f˜ of f ∈ S00(R4)∗. Thus the corresponding
homogeneous of degree −1 part Aχ=−1 of the free field A is equal
Aχ=−1(f) = c(f˜ |O
1,0,0,1
) + c(f˜ |
O
1,0,0,1
)+, (388)
for homogeneous of degree χ = −1
f ∈ S00(R4)∗,
sufficiently regular. Namely by the results of Subsection 5.3, the nuclear spaces
S0(Rn) = S0(R) ⊗ C (Sn−1), and by the Kernel theorem S0(Rn)∗ = S0(R)∗ ⊗
C (Sn−1)∗. Now in each space of homogeneous distributions (of any fixed degree)
there are the regular distributions, which can be identified with homogeneous
functions on the cone in Rn, and thus with ordinary functions on the unit n−1-
sphere. We can consider the nuclear subspace of such regular distributions which
are just the smooth functions on the unit n−1-sphere of rays on the cone in Rn.
In particular when considering Aχ=−1 as dictribution over a nuclear space, then
as the argument in (388) we should consider those and only those homogeneous
elements f ∈ S00(R4)∗, whose Fourier transforms are regular, i.e. are ordinary
functions on the cone O
1,0,0,1
, which moreover are smooth when restricted to
the unit 2-sphere of rays in O
1,0,0,1
.
In particular for a fixed value of the Lorentz index µ, and a fixed (complex
valued102) f ∈ S00(R4;C), whose Fourier transform is concetrated on the cone
O
1,0,0,1
, as an element of S0(R4,C), and is regular on the cone O
1,0,0,1
, i.e.
idetifialble with a homogeneous function on the cone, which is smooth when
restricted to S2 ⊂ O
1,0,0,1
,
Aµ
χ=−1(f)
is by definition equal to A
χ=−1(f
0, . . . , f3), with the test fourvector function
(f0, . . . , f3) inserted with all components equal zero exept the µ-th component
equal f . Thus in particular (summation with respect to µ = 0, 1, 2, 3)
xµA
µ
χ=−1(f) = A
µ
χ=−1(xµf)
= c
(
x˜0f |O
1,0,0,1
, . . . , x˜3f |O
1,0,0,1
)
+ h.c.
= c
( ∂f˜
∂p0
|
O1,0,0,1
, . . . ,
∂f˜
∂p3
|
O1,0,0,1
)
+ h.c..
102Not a fourvector C4-valued function but a C-valued function.
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Therefore the single particle space of the field xµ
(
Aµ(x)
)
χ=−1, where
(
Aµ(x)
)
χ=−1
is the homogeneous of degree χ = −1 part of the free field Aµ(x), consists of
homogeneous of degree χ = −1 four-vector functions (f˜0|O1,0,0,1 , . . . f˜3|O1,0,0,1 )
on the cone, which have precisely the form (382). In particular the homo-
geneity condition put on the elements of the single particle space of the field
xµ
(
Aµ(x)
)
χ=−1, together with their gradient form
(f˜0|O1,0,0,1 , . . . f˜3|O1,0,0,1 ) =
( ∂f˜
∂p0
|
O1,0,0,1
, . . .
∂f˜
∂p3
|
O1,0,0,1
)
forces the homogeneity of degree zero of the scalar f˜ in (382), which in turn
forces the transversality of each single particle state (382), understood as the
single particle state of the field xµ
(
Aµ(x)
)
χ=−1.
As shown above each state (382) can be naturally understood as a homo-
geneous of degree χ = −1 element of S0(R4;C4)∗ with the support equal to
the positive sheet O
1,0,0,1
of the cone, and at the same time it can be identi-
fied with a Fourier transform of a homogeneous of degree χ = −1 four-vector
solution (f0, . . . , f3) belonging to S00(R4;C4)∗ of d’Alembert equation. In fact
each such solution can be uniquelly idetified with a scalar distributional homo-
geneous of degree zero solution, x0f0 + . . . + x
3f3, belonging to S00(R4;C)∗,
of d’Alembert equantion. In fact this solution, x0f0 + . . . + x
3f3, is uniquelly
determined by the scalar f˜ in (382) homogeneous of degree zero. Indeed, if f
is the homogeneous of degree −2 csalar solution, whose Fourier transform is
thus homogeneous of degree zero and equal to the scalar f˜ in (382), then the
homogeneous of degree zero solution x0f0 + . . . x
3f3 corresponding to (382) is
equal to
x · x f(x),
compare also [169], §3. In particular we can consider the complete orhonormal
(with respect to the inner product (385)) system of such solutions in the single
particle space of the field xµ
(
Aµ(x)
)
χ=−1 which correspond to the states (382)
with the scalars f˜ in (382) equal
f˜lm(p) =
1√
l(l+ 1)
Ylm(p), −l ≤ m ≤ l, l = 1, 2, 3, . . .
when restricted to S2 ⊂ O1,0,0,1 . Let the corresponding scalar homogeneous of
degree zero solutions ∈ S00(R4;C)∗ of d’Alembert equation be denoted
f
(+)
lm (x). (389)
Now we can introduce the inner product ito the space of scalar homogeneous
of degree solutions f of degree −2 of d’alembert equation, coresponding to f˜ in
(385)) by the formula (386). By the bove discussion the corresponding Hilbert
space completion can be identified with Hinfra,etr , and the Fock space over it, with
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the Fock space Γ(Hinfra,etr ). We can thus introduce the correponding family of
annihilation and creation operators
c′
(
f˜ |
O1,0,0,1
)
, c′
(
f˜ |
O1,0,0,1
)+
,
(this time over the elements ofHinfra,etr understood as scalar valued homogeneous
of degree zero f˜ , equal to Fourier transforms of homogeneous of degree −2
solutions f ∈ S00(R4;C)∗).
When we put
c′lm = c′(f˜lm), c′
+
lm = c
′(f˜lm)+
then by construction
xµ
(
Aµ(x)
)
χ=−1 =
∞∑
l=1
m=+l∑
m=−l
{
c′lmf
(+)
lm (x) + c
′+
lmf
(+)
lm (x)
}
, (390)
in order to achieve∫
x·x=−1
xµ
(
Aµ(x)
)
χ=−1 f(x) dµx·x=−1(x)
= V xµA
µ
χ=−1(f)V
−1 = V c
( ∂f˜
∂p0
|
O
1,0,0,1
, . . . ,
∂f˜
∂p3
|
O
1,0,0,1
)
V −1 + h.c., (391)
for any homogeneous of degree −2 function f whose Fourier transform f˜ (homo-
geneous of degree zero) has smooth restriction to S2 ⊂ O1,0,0,1 . Here dµx·x=−1(x)
is the induced invariant measure on the unit de Sitter hyperboloid x · x = −1,
and V is the unitary operator equal to the lifting to the Fock spaces of the single
particle unitary operator which transforms the four-vector state (382) (defining
a transversal homogeneous of degree −1 solution of d’Alembert equation) into
the corresponding (scalar) state defined by the scalar f˜ in (382) (defining a
scalar homogeneous of degree −2 solution of d’Alembert equation).
Now let us recapitulate shortly the quantum theory of infrared fields of
Staruszkiewicz. For the original account the reader is encouraged to consult the
works, [168], [169] , [171] and [170].
We start at the classical level. Here we consider only the electric type homo-
geneous of degree −1 solutions of d’Alembert equation generated by the Lorentz
transformations of the Dirac homogeneous of degree −1 solution (395) the same
as those in (328). Note that by subtraction of the untransformed Dirac so-
lution (395) from the transformed Dirac solution we get a transversal electric
type solution entering the set of solution generated by Dirac solution (395).
Here we add to them also the odd solutions fµ(x) = −fµ(x) although in the
real Bremsstrahlung infrared radiation there are present only the even solutions
fµ(−x) = fµ(x) (328). We do this after [168], [169] because we need among
their Fourier transforms such which are complex valued on the cone, in order to
construct a positive and negative energy solutions which then serve as a basis
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of quantization of the phase field in the Hilbert space which is over C and not
over R. But compare the second Remark ending this Subsection. Their Fourier
transforms are concentrated on both sheets of the cone. Among them there
are transversal solutions. Each such solution has unique decomposition into the
sum of two solutions – Fourier transform of the first one is concetrated on the
positive energy sheet of the cone and Fourier transform of the second one is
concentrated on the negative energy sheet of the cone. All of them are regular
in the position picture, i.e. zero order or function type in S00(R4)∗ and their
Fourier transform (concentrated on the cone) determine regular (of order zero)
distributions on the cone, whenever treated as elements in E∗ = S0(R3;C4)∗
(no longer regular as elements of S0(R4;C4)∗). Note that the spliting of the said
distributions in S00(R4)∗ into positive and negative energy solutions is unique
(compare Subsect. 5.6).
Essentially each global, positive frequency electric-type and homogeneous of
degree −1 solution of Maxwell equations (i.e. transversal electric-type solution
of the wave equation) can be written in the form
Aµ(x) =
∫
p·p=0,p0>0
dµ
p·p=0,p0>0
∂a(p)
∂pµ
e−ip·x (392)
and where a is a differetiable (except zero) and homogeneous of degree zero
function on the cone, and can be interpreted as a distribution (in S00(R4)∗ as a
functiion of ϕ) defined by the formula (343) (with the second term – the integral
over O−1,0,0,1 – equal zero) and with
f˜µ =
∂a(p)
∂pµ
,
which fulfills the d’Alembert and transversality equations, and thus is a distri-
butional solution of the Maxwell exuations, compare Subsections 7.1 and 7.3.
It also defines via the formula (343) a regular distribution on the light cone
O1,0,0,1 = {p : p · p = 0, p0 > 0}, as a function of ϕ˜|O1,0,0,1 and a distribution in
S0(R4) as function of ϕ˜, compare Subsection 7.1. To each such solution there
corresponds the classical scalar field S(x) = xµAµ(x) which is homogeneous of
degree zero, and thus “lives effectively” on the 3-dim de Sitter hyperboloid, and
fulfils d’Alembert equation (correspondingly the wave equation on the de Sitter
hyperboloid).
On the other hand the wave equation on the de Sitter 3-hyperboloid has the
general real soluton as a function on the de Sitter hyperboloid (we are using the
spherical coordinates with the hyperbolic angle ψ ranging over R)
S(ψ, θ, φ) = S0−eQthψ+
∞∑
l=1
m=+l∑
m=−l
{
clmf
(+)
lm (ψ, θ, φ)+ clmf
(+)
lm (ψ, θ, φ)
}
(393)
where
f
(+)
lm (ψ, θ, φ)
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corresponds to the classical transversal solution (343) of the wave equation with
f˜µ =
∂a(p)
∂pµ
, a(p) = Ylm(p), p ∈ S2 (394)
and concetrated on the positive energy sheet
O1,0,0,1 = {p : p · p = 0, p0 > 0}
L((E), (E)∗) of the cone. Here correspondence means that the corresponding
of degree zero solution is equal to x · x f , where f is the scalar homogeneous
of degree −2 solution whose Fourier transform is equal to the homogeneous of
degree zero a(p) in (394). Compare [169], §4 and [172], §3, for more details on
f
(+)
lm (ψ, θ, φ), their normalization, as well as explicit formulas in terms of the
hypergeometric function 2F1. Note that the function a being homogeneous of
degree zero is uniquelly determined by its restriction to the unit 2-sphere and
is a function of the angles only when expressed in the spherical coordinates.
The constant solution
S(ψ, θ, φ) = S0
and the solution
S(ψ, θ, φ) = thψ
have no counterpart among the transversal solutions (343) of the wave equation.
But there is the solution (343) (regarded as a distribution S00(R4) ∋ ϕ 7→
(f˜µ, ϕ˜)) which defines the corresponding regular distribution on the coneO1,0,0,1⊔
O−1,0,0,1 = {p : p · p = 0} defined by the functions f˜µ homogeneous of deegree
−1 on the cone which are not transversal and correspond to the the solution
S(ψ, θ, φ) = thψ on the de Sitter hyperboloid. Namely by the results of Sub-
section 7.1 it follows that the solution (343) (as a distribution in S00(R4)∗) of
the wave equation defined by
(f˜0 =
1
p0
, f˜1 = 0, f˜2 = 0, f˜3 = 0) =
u
u · p, where (u0 = 1, u1 = u2 = u3 = 0),
(395)
on the cone {p : p · p = 0} with
f0(x) = Θ(−x · x) 1|x| , f1 = f2 = f3 = 0, (396)
corresponds to the solution S(ψ, θ, φ) = thψ of the wave equation on the de
Sitter 3-hyperboloid. We call this solution the Dirac homogeneous of degree −1
solution.
Indeed the general rule giving the correspondence between the classical elec-
tromagnetic field fµ and the scalar field solution S of the wave equation on de
Sitter 3-hyperbolid, called “phase” in [169], goes through the construction of a
homogeneous of degree zero function S in the Minkowski spacetime which thus
“lives” on the 3-hyperboloid, and has the property that the quantity
efµ + ∂µS
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is gauge invariant. One can assosciate to each such fµ the corresponding phase
S in the Poincare´ invariant way, as in [169], §3. The method of [169], §3, has the
justification within distribution theory, as follows from the results of Subsection
7.1. In particular the correspondence between fµ and S can be prolonget on fµ
which are not transversal, e.g. on the homogeneous of degree −1 solutions of
the wave equations defined by (344) with∑
i
αi 6= 0,
which is the case e.g. for (395). In this case, i.e. for (395) the homogeneous of
degree zero function S has the following form
S(x) = xµfµ(x) = Θ(−x · x) x0|x| . (397)
This scale invariant S does not fulfill d’Alembert equation in the whole Minkowski
space, but fulfills d’Alembert equation in spacelike region x · x < 0 outside
the light cone, and defines the function S(ψ, θ, φ) = thψ on de Sitter hyper-
boloid. In fact any non-transversal homogeneous of degree zero solution fµ of
d’Alembert equation determines a unique homogeneous of degree zero solution
S of d’Alembert equation in the whole Minkowski space by the rule that the
solution S coincides with xµfµ outside the light cone. In case of (395) the homo-
geneous of degree zero solution S of d’Alembert equation coinciding with xµfµ
outside the light cone is given by the Dirac homogeneous of degree zero solution
(331), by the results of Subsection 7.1.
Note that this makes sense although (by the Paley-Wiener theorem) the
nuclear space S00(R4) contains no functions of compact support, so that the
localization within this space is much weaker than within the ordinary Schwartz
space S(R4). The above statement that S and xµfµ coincide outside the cone,
and that xµfµ fulfills d’Alemebert equation outside the cone (as elements of
S00(R4)∗) makes sense not because the distributions S and resp. xµfµ are
regular and are defined by ordinary functions (331) and respectively (397) and
coincide outside the cone. This would be insufficient. Indeed that this assertion
makes sense follows from the said regularity and equality, together with the
two Propositions of Subsection 5.7 (compare also Remark 1 of Subsect. 5.7),
which assert, among other things, that for any cone determined by any open set
Ω ⊂ S3 ⊂ R4 there exists an elemnt ϕ ∈ S00(R4) with the support contained in
the cone of directions Ω.
Summing up the space of classical homogeneous of degree zero scalar-type
solutions S of the wave equation, i.e. scalar-type solutions of the wave equations
on the de Sitter 3-hyperboloid subsumes all classical electric type homogeneous
of degree −1 solutions of the Maxwell equations (i.e. electric-type transver-
sal solutions of the wave equation) as well as the Coulomb field (at least the
Coulomb field solution in spatial region outside the light cone, sufficient for the
determinantion of the charge by the Gauss law).
As shown in [168] and [169], the constant Q in the classical phase S solution
(393) is equal to the total charge computetd for the the solution fµ(x) = Aµ(x)
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of Maxwell equations, for which xµf
µ coincides with S outside the light cone or
on de Sitter hyperboloid.
The quantum theory of the real scalar field S fulfilling the wave equation
on de Sitter 3-hyperboloid is summarized in axioms supported by the canonical
commutation relaltion (derived in [168] and [169])[1
e
j0(x), S(y)
]
x0=y0
= iδ(x− y),
between the phase field S(x) and the zero component j0(x) of the electric current
density, or after integration over the hyperplane x0 = y0
[Q,S(x)] = ie, Q =
∫
d3 x j0.
The axioms are (compare [168] and [169]):
(I) In the Hilbert space H of the quantum field S there acts a unitary repre-
sentation U of the SL(2,C) group.
(II)
S(ψ, θ, φ) = S0 − eQthψ +
∞∑
l=1
m=+l∑
m=−l
{
clmf
(+)
lm (ψ, θ, φ) + h.c.
}
,
is a quantum field, transforming as a scalar field under the action of U .
(III) If Mµν stand for the corresponding generators of the unitary representa-
tion then there exists a unique normalized Lorentz invariant vacuum state
|0〉 in H:
Mµν |0〉 = 0, 〈0|Mµν = 0,
such that
clm|0〉 = 0, 〈0|c+lm = 0, Q|0〉 = 0, 〈0|Q = 0.
(IV)
[Q,S0] = ie, [Q, clm] = 0, [S0, clm] = 0,
[clm, c
+
l′m′ ] = 4πe
2 δll′δmm′ , [clm, cl′m′ ] = 0.
(V) The state |0〉 is such that the vectors
(c+l1m1)
α1 . . . (c+lkmk)
αkeimS0 |0〉,
k = 1, 2, . . . li = 1, 2, . . . ,−li ≤ mi ≤ li, αi = 0, 1, . . . , m ∈ Z
span a dense subspace of the Hilbert space of the quantum field S.
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Note that the equality
[Q,S0] = ie (398)
really means that S0 and Q are supposed to be self adjoint operators such that
for each smooth function on the spectrum of S0
[Q, f(S0)] = ief
′(S0), where f ′(t) =
df(t)
dt
and |0〉 is such that
e−inS0 |0〉, n ∈ Z
span a complete set of states in the subspace orthogonal to all vectors of the
form
(c+l1m1)
α1 . . . (c+lnmn)
αne−imS0 |0〉, n = 1, 2, 3, . . . , αi = 1, 2, 3, . . . , m ∈ Z,
(note that αi have to be non zero here, so that the states span the subspace
with l > 0).
As already noted in [169] the consistency of the axioms (I)-(V) can be shown
by noting that there exist a model which realizes the corresponding operators
S0, Q, clm, c
+
lm respecting the axioms. Namely we can use the ordinary discrete
set of oscillators acing in the ordinary Fock space HFock together with the corre-
sponding annihilation-creation operators (not distributions) c′lm, c′
+
lm, the self
adjoint and bounded operator S′0 of multiplication by the periodic function
S′0(α) = α− n2π, n2π ≤ α < (n+ 1)2π, n ∈ Z,
−4π −2π 2π 4π
2π
α
S′0(α)
on the space of periodic functions square integrable on S1 (with respect to the
invariant Lebesgue measure dα on S1), i.e. on L2(S1, dα); and Q′ defined by
the extension of the operator ie ddα on the domain equal to the perfect space
C∞(S1) to a selfadjoint operator on L2(S1, dα). It is well known that the
operator ie ddα on the domain Dom
(
ie ddα
)
= C∞(S1) is essentially self adjoint
(indeed it is unitarily equivalent to multiplication operator on a standard, here
discrete, measure space – just apply the Fourier transform on S1). Thus the self
adjoint opertor Q′ with DomQ′ is uniquelly determined. On application of the
Fourier transform on S1, which defines unitary operator converting ie ddα into a
multiplication operator on the discrete measure space, one can easily see that
DomQ′ consists of all absolutely continous functions f on S1 (i.e. absolutely
continuous on (0, 2π) and such that f(0) = f(2π)) and such that the derivative
f ′ (which exits almost everywhere for absolutely continous function f) is square
integrable on S1 with respect to dα. Moreover the operator ie ddα is essentally
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self adjoint on many dense subdomains of DomQ′ other than C∞(S1). For
example ie ddα is essentially self adjoint on the domain C
∞
0 (S
1) defined in the
Remark below.
We can then put
HFock ⊗ L2(S1, dα) (399)
for the Hilbert space of the quantum field S and
clm = c
′
lm ⊗ 1, , c+lm = c′+lm ⊗ 1 S0 = 1⊗ S′0, Q = 1⊗Q′. (400)
In particular we can apply the white-noise method of Hida-Obata-Saitoˆ
[83] to construct c′lm, c′
+
lm and prove the statement that the average of the
quantum field S over any smooth Cauchy surface (which is compact) is a self
adjoint operator in HFock ⊗ L2(S1, dα). Indeed in this case we may put for
O in the standard white noise setup of Subsection 5.1 the discrete measure
space {(l,m)}
l∈N,−m≤m≤l with the discrete topology in which every point point
(l,m) ∈ O is open, closed and compact as a one element set. We consider a
discrete measure on O = {(l,m)}
l∈N,−m≤m≤l with the measure of the one point
set {(l,m)} equal 4πe2. Let χ
lm
be the characteristic function of the one poit set
{(l,m)}. We may define the standard operator A by choosing the set of func-
tions 1
2
√
πe
χ
lm
as the complete set of its eigenfunctions corresponding to the
eigenvalues l + 1. Because O is discrete topological, then the Kubo-Takenaka
conditions are trivially preserved by the corresponding nuclear space SA(O).
Then we consider the Gelfand triple
SA(O) ⊂ L2(O) ⊂ SA(O)∗
with the nuclear space SA(O) equal to the space of rapidly decreasing sequences
and with the correspoding amplification of the Gelfand triple to the Fock space(SA(O)) ⊂ Γ(L2(O)) = HFock ⊂ (SA(O))∗.
In this case (compare [83]) not only c′lm, l ∈ N, −l ≤ m ≤ l, transform conti-
nously the nuclear space
(SA(O)) into itself but also c′+lm transform continuously
the nuclear space
(SA(O)) into itself (as O is a discrete topological space), and
in particular by [83] the integral
S′ =
1
4π
∫
C.S.
S1dµC.S. (401)
over a Cauchy surface C.S. of the operator
S1 =
∞∑
l=1
m=+l∑
m=−l
{c′lmf (+)lm (ψ, θ, φ) + c′+lmf (+)lm (ψ, θ, φ)}
is a well defined operator transforming continously the nuclear space
(SA(O))
into itself. This follows from Thm. 2.6 of [83]. Indeed, for rapidly decreasing
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sequances {slm} ∈ SA(O), and for
F
(+)
lm =
1
4π
∫
C.S.
f
(+)
lm (ψ(θ, φ), θ, φ) dµC.S.(θ, φ),
F
(+)
lm =
1
4π
∫
C.S.
f
(+)
lm (ψ(θ, φ), θ, φ) dµC.S.(θ, φ),
the functionals
{slm} → F (+)lm ({slm}) =
∞∑
l=1
m=+l∑
m=−l
F
(+)
lm slm,
{slm} → F (+)lm ({slm}) =
∞∑
l=1
m=+l∑
m=−l
F
(+)
lm slm
belong to SA(O)∗. Because the operator S′ is symmetric and because ev-
ery nuclear space is perfect, then by the Riesz and Szo¨kefalvy-Nagy criterion
[141] (p. 120 in Russian 1954 Ed.) the said operator (401) on the domain(SA(O)) ⊂ Γ(L2(O)) has a self adjoint extension to (an unbounded) self ad-
joint operator in Γ
(
L2(O)
)
= HFock. In general the Riesz and Szo¨kefalvy-Nagy
criterion does not exclude existence of more than just one self-adjoint extension.
But because the one-parameter unitary group generated by S′ leaves invariant
the dense nuclear Hida’s test space
(SA(O)), then by general theory, e.g. [158],
p. 289, S′ is essentially self-adjoint on
(SA(O)), i.e. admits just one self adjoint
extension. Thus it follows in particular the following lemma (on application
of the general theorem on tensor products of essentially self adjoint operators
[138], Ch. VIII.10, and self adjointness of the operator S′0− eQ′, regarded as an
operator on the domain DomQ′, and essential self-adjointness of S′).
LEMMA. For any Cauchy surface on the de Sitter 3-hyperboloid determined
by the intersection of the space like hyperplain u · x = gµνuµxν = 0 with the
hyperboloid x · x = −1, where u is any unit (i.e. u · u = 1) time like vector, the
integral
S(u) =
1
4π
∫
{u·x=0}∩{x·x=−1}
S(x) dµ{u·x=0}∩{x·x=−1}(x) = S0 − eQ+ S′ ⊗ 1
= 1⊗ S′0 − 1⊗ eQ′ + S′ ⊗ 1
is essentially self adjoint operator in the Hilbert space of the quantum scalar
field S on the 3-hyperboloid {x, x · x = −1}, on the domain (SA(O))⊗DomQ′.
It is essentially self adjoint also on the invariant domain
(SA(O)) ⊗ C∞0 (S1),
defined in the Remark below. In the above formula dµ{u·x=0}∩{x·x=−1}(x) is the
induced measure on the Cauchy surface {x, u · x = 0} ∩ {x, x · x = −1}. In
particular for any measurable and periodic function f the operator f(S(u)) is a
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well defined normal (self adjoint if f is real valued) operator. In particular S(u)
can be exponentiated and
eiS(u)
is a unitary operator103.
In particular if the partial waves f
(+)
lm on de Sitter hyperboloid are computed
in the reference frame in wchich u is the unit time like vector along the time
like axis, then
S(u) = S0 − eQ, (402)
on the dense, invariant for S0 and Q, essentially self adjoint on the nuclear
subspace
(SA(O)) ⊗ C∞0 (S1) of the Hilbert space of the field S, defined in the
Remark closing this Subsection, or on
(SA(O)) ⊗ DomQ′. By the the axioms
(I)-(V) (in particular by (398) and the Baker-Hausdorff-Campbell formula) it
follows that in this reference frame
|u〉 = e−iS(u)|0〉 = e−iS0 |0〉, (403)
up to an irrelevant constant phase factor104 eie/2.
One can check by explicit computations, compare [169], [170], [172], that
the quantum field S on the de Sitter 3-hyperboloid respecting (I)-(V) in the
concrete representation (399) and (399) is indeed a quantum scalar field with
the transformation rule of scalar field under the representation U , and moreover
one can compute the representation U explicitly. It likewise follows from (I)-(V)
the following relation
[Q,S(x)] = ie1
103It belongs to the “folklor knowledge” that the free real quantum field on a globally hy-
perbolic spacetime, integrated over a compact subset of a Cauchy surface (in the case of de
Sitter 3-hyperboloid the whole of Cauchy surface is compact), is a densely defined self adjoint
operator. We have to be careful however because Cauchy surface has one dimension less then
the space-time itself. Intagral with a test function of compact support (of full space-time
dimension) would be a well defined operator by construction of the field, but this is not this
simple situation. The mass less fields on the flat Minkowski space time still behave much
worse than on space-times of constant curvature with compact Cauchy surfaces. Compare
our proof of Bogoliubov-Shirkov Hypothesis, where the proof of a similar “folklor knowledge”
statement requires a much work. Lacking of a precise mathematical status in constuction of
such operators for fields on Minkowski space-time, e.g. in the works of A. Jaffe and J. Glimm
(e.g. “Wick polynomials at fixed times”, J. Math. Phys. 7 (1966) 1250-1255), was noticed by
Segal [153]. It is the compactness of the Cauchy surface on the 3-hyperboloid and its non zero
curvature which saved the quantum theory of the scalar field on the 3-hyperboloid from the
distribution-type- subtleties. One should note that the proper treatment of the propagator
distributions of mass less fields on the flat Minkowski spacetime require much more care and
the correct manipuations with them is much more difficult to control in comparison with the
propagators of the mass less fields on globally hyperbolic symmetric spacetimes of constant
non zero (negative or positive) curvature with compact Cauchy surfaces. It was already no-
ticed by many authors. For example Segal, Zhou and Paneitz, [160], [161], [130]-[132], have
worked out in details the case of the : ϕ4 : scalar theory as well as the QED on the (static)
Einstein Universe space-time
104Here e in the exponent index of eie/2 is the constant present in the commutation rules
(IV), and not the basis of the natural logarithms.
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on the dense nuclear subspace(SA(O))⊗ C∞0 (S1) ⊂ HFock ⊗ L2(S1)
of the Hilbert space of the field S defined in the Remark closing this Subsection.
Note that the above Lemma easily follows from the consistency of the re-
lations (I)-(IV) in the specified above concrete representation (399) and (399).
In particular for the indicated specific representation of (I)-(IV), existence of
the unitary representation U for which S(x) is a scalar field respecting (I)-(IV),
implies easily the above Lemma. Indeed S(u) of the Lemma, when computed
in the reference frame in which the partial waves f
(+)
lm on de Sitter hyperboloid
are computed (i.e. u = (1, 0, 0, 0)), becomes equal (402) on the invariant dense
domain
(SA(O)) ⊗ C∞0 (S1), on which (402) is essentially self adjoint (compare
Remark below). But in order to compute S(u) for u 6= (1, 0, 0, 0), it is sufficient
to apply the unitary transformation UΛ for the Lorentz transformation Λ which
transforms (1, 0, 0, 0) into u, and the hyperplane x0 = 0 into the hyperplane
u · x = 0. Thus we prove in this way that S(u) for each u in the Lobachevsky
hyperboloid, is unitarily equivalent to an essentially self adjoint operator (402)
on the invariant domain
(SA(O))⊗ C∞0 (S1) (likewise invariant for the unitary
representation U). Nonetheless we have indicated the relation of the Lemma
to the white noise calculus, because the proof indicated above and using white
noise calculus is more general, and can be applied for other fields on the de
Sitter 3-hyperboloid space-time.
In particular by the results of [172] the unitary representation of SL(2,C)
acting on the invariant subspace spanned by the vectors c+lm|0〉 is exactly equal
to the irreducible unitary representation which Gelfand, Minlos and Shapiro
denoted by (l0 = 1, l1 = 0) = S(m = 2, ρ = 0) in their book [55] with the
vectors c+lm|0〉 corresponding to the vectors ξlm of Gelfand-Minlos-Shapiro book,
pages 188-189.
Therefore the subspace of states spanned by the vectors c+lm|0〉 should be
identified with the Hilbert space of electric-type infrared transversal states
Hinfra,etr understood as the Fourier transforms of scalar homogeneous of degree
zero (or resp. −2) solutions of d’Alembert equation belonging to S00(R4;C),
described above. The idetification can be realized in such a manner that the ac-
tion of SL(2,C) through Utr will coincide with the action of the representation
(l0 = 1, l1 = 0) = S(m = 2, ρ = 0) on the subspace spanned by c
+
lm|0〉. In this
way the invariant subspace of transversal states spanned by
(c+l1m1)
α1 . . . (c+lnmn)
αn |0〉, n = 1, 2, 3, . . . , αi = 0, 1, 2, 3, . . . . (404)
(note that (404) include |0〉), acted on by Γ(l0 = 1, l1 = 0) = Γ(S(m = 2, ρ = 0))
will be identical with the subspace
Γ(Hinfra,etr )
acted on by (387). The wave functions f
(+)
lm of Staruszkiewicz theory become
identical with the restrictions of homogeneous of degree zero solutions f
(+)
lm
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(389) of d’Alembert equation to the de Sitter hyperboloid. Finally the opera-
tors clm, c
+
lm of Staruszkiewicz theory in (II) become identical with the operators
c′lm, c′
+
lm (390). More precisely the operators c
′
lm, c
′+
lm in (400) should be iden-
tified with the operators c′lm, c′
+
lm in (390).
In particular in the degenerate case of the Staruszkiewicz theory with the
fine structure constant put equal zero in (I)-(IV) , i.e. e = 0, we can use the
representation (399)), (400) with L2(S1) replaced by C, and with the operator
S′0 acting on the first factor C as the trivial unital operator 1, and with Q
′
acting on the first factor C (replacing L2(S1) in (399)) as the zero operator. We
thus obtain the operator S0 as equal 1 and Q as the trivial zero operator in this
degenerate case (with e = 0). In this case we obtain the equality
1+ V xµ
(
Aµ(x)
)
χ=−1 V
−1 = S(x),
on de Sitter hyperboloid x · x = −1, where S(x) on the right hand side is the
quantum phase field of Straruszkiewicz theory in the degenerate case with the
fine structure constant equal zero (e = 0 in (I)-(V)), and with the unit operator
1 on the left plying the role of S0 (equal 1 in the degenerate case e = 0).
Finally
(
Aµ(x)
)
χ=−1 stands for the homogeneous of degree χ = −1 part of the
free electromagnetic potential field, constructed above in this Subsection, with
the unitary operator V defined as in (391).
But it turns out that also in case of the full nondegenerate case (with e 6= 0 in
(I)-(V)) of Staruszkiewicz theory, the Hilbert space of the quantum phase S(x)
has the tensor product structure (399)) (compare also Subsection 7.6) on which
the operators clm, c
+
lm have the form (400), and that the operators c
′
lm, c
′+
lm
in (400) coincide with the operators c′lm, c′
+
lm in (390) defining the field (390)
with
(
Aµ(x)
)
χ=−1 equal to the homogeneous of degree χ = −1 part of the free
electromagnetic potential field Aµ, for the proof compare Subsection 7.6.
Now let us go back to the consistency of the axioms (I)-(V) in the concrete
representation (399) and (400). This consistency is equivalent to the construc-
tion of the untary representation U of the SL(2,C) which makes the field S(x) a
scalar field. This representation has been constructed almost explicitly in [172]
and [171], and in fact it has been proved constructively in [172] that the repre-
sentation acting on the subspace of states generated by (404) is indeed unitary
and equal to the representation Γ
(
(l0 = 1, l1 = 0)
)
. In the Subsection 7.6 us-
ing the results of Staruszkiewicz obtained in [171], [170] and [172] we construct
explictly the representation U . Its consistency (compare also [171]) is based on
the fact that the mapping
u× v 7→ 〈0|eiS(u)e−iS(v)|0〉 = 〈u|v〉 = exp
{
− e
2
π
(λcothλ− 1)
}
, (405)
for u, v ranging over the Lobachevsky space u · u = 1, v · v = 1, is equal to
an invariant positive definite kernel on the Lobachevsky space. Here λ is the
hyperbolic angle between u and v: coshλ = u ·v. This assertion of course would
immediately follow from the consistency of (I)-(V) in the representation (399)
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and (400), but of course to show the consistency we should prove that (405) is
an invariant positive definite kernel independently of the consistency assump-
tion for (I)-(V). But, as we have shown in the second Proposition of Subsection
7.3, the function (405) defines indeed an invariant positive definite kernel on
the Lobachevsky space, using the Schoenberg’s theorem on conditionally neg-
ative functions. Thus the consistency of the axioms (I)-(V) in the concrete
representation (399) and (400) (compare also the Remark), is thereby proved.
Note also that in the work [171] assumption that (405) is positive defi-
nite is explicitly used. In [171] it was obtained a decomposition of (405) into
Fourier integral (with the Fourier transform of Gelfand-Graev-Vilenkin on the
Lobachevsky space). In particular in [171] one finds the following decomposi-
tion105 (here z = e2/π and the second term below is absent for z > 1)106
〈f |f〉 = 1
(2π)3
∞∫
0
dν ν2K(ν; z)
∫
S2
d2p |fˇ(p; ν)|2
+
(1− z)2(2e)z
16π2
∫
S2×S2
d2p d2k
(p · k)z fˇ(p; i(1− z)) fˇ(k; i(1− z)) (406)
for |f〉 = ∫ duf(u)|u〉 with smooth f of compact support on the Lobachevsky
space u ·u = 1, with the invariant measure du on the Lobachevsky space. Here fˇ
is the Gelfand-Graev-Vilenkin Fourier transform of f on the Lobachevsky space,
equal
fˇ(p; ν) =
∫
du f(u) (p · u)iν−1,
which is a homogeneous of degree iν − 1 function of p on the positive sheet
of the cone (and thus with fˇ(k; i(1 − z)) homogeneous of degree z − 2 in p),
and which can be understood as a distribution in S0(R3)∗ (and canonically
as a distribution in S0(R4)∗ with the support equal to the positive sheet of
the cone, whose Fourier transform belongs to S0(R4)∗ and fulfils d’Alembert
equation, by the results of Subsection 7.1). But the decomposition (406) can be
computed as in [171] without the assumption of positive definitenes of (405) (as
the invariance of (405) is evident). Positive definiteness of (405) is equivalent
(in terms of [171]) to the positivity of the weight function K(ν; e2/π) in (406)
for each positve real ν. However the positivity of the weight function K(ν; e2/π)
is not evident, compare [171].
105In the abstract of the paper [169] it was placed a statement which might mislead the
reader into thinking that 0 < e2/π < 1 is a necessarily condition for the positive definitenes
of the kernel (405), i.e. for the positive definitenes of the inner product of the theory. It was
clearly stated in the followig paper [171], that the value e2/π = 1 is critical in the sense that
it separates two domains in which the kernel (405) is positive definite but behaves differently
in them. For e2/π < 1 there is present the discrete supplementary series represenation (corre-
sponding to the second term in (406)) in the decomposition of the representation of SL(2,C)
in the reproducing kernel Hilbert space defined by the kernel (405). For e2/π > 1 it is absent.
106In the formula (406) the constant e stands for the basis of natural logarithms.
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Nonetheless positivity of K(ν; e2/π) follows from the positive definiteness of
the invariant kernel (405) by the generalization of the Bochner’s theorem (due
to Gelfand) extended on the relation between positive measures on the set of
elementary spherical-type representations of semisimple Lie groups G and the
correspoding positive definite kernels (positive definite functions on G), compare
[50], with G = SL(2,C), K = SU(2,C) and with the Lobachevsky space G/K
as the homogeneous riemannian manifold. Indeed the decomposition (376) of
the representation corresponding to the kernel (377) (with 4πt put equal e2/π)
as arising from the Gelfand-Bochner theorem applied to the decomposition of
the positive definite function or spherical function (Theorem 3.23 of [50] applied
to the commutative ∗-algebra of spherical functions on G) canonically associated
to the invariant kernel (377) is equal to the decomposition determined by the
formula (406). Thus positivity of the weight functionK(ν; e2/π) in (406) follows
for almost all ν. By the analyticity of K(ν; e2/π) in both arguments (compare
[171]) positivity of K(ν; e2/π) in ordinary sense follows.
It was prof. A. Staruszkiewicz who turned my attention to the decisive role
of the (generalized) Bochner’s theorem in the consistency proof of the axioms
(I)-(V).
DEFINITION. Let us call the specific representation (399) and (400) of (I)-
(V), the standard representation of (I)-(V).
The theory was further developed in [168]-[179] in an elegant fashion, free of
any concrete particularities pertinent to any concrete representation of (I)-(V),
and based solely on the abstract assumptions (I)-(V). Noneteheles an implicit
assumption is made:
ASSUMPTION – VERSION I. The representation of (I)-(V) is unitar-
ily equivalent to the standard representation.
In fact we should have in view also the possibility of discarding the unique-
ness and cyclicity assumtption (V) of the vacuum |0〉. In this case representa-
tions may appear which are unitary equivalent to the standard representation,
but only up to possible uniform multiplicity, which may be infinite. In fact
the uniquenes and cyclicity (V) of the vacuum |0〉 seems to have a profound
meaning.
Nonetheless in passing from ordinary states to the generalized infrared states
the physical reason for keeping the uniquenes and cyclicity (V) of the vacuum
in the space of generalized infrared states is not yet fully understood. Although
we prefer the Version I of our Assumption we should be careful at the present
stage of the theory and we should have in view the following
ASSUMPTION – VERSION II We keep only the axioms (I)-(IV) and
discrd uniquenes of |0〉, and assume that the representation of (I)-(IV) is, up
to uniform multiplicity, unitarily equivalent to the standard representation of
(I)-(V).
In Section 7.5 a justification for Assumption in Version I, or evetually As-
sumtion – Version II, will be given.
In the Version II case the Hilbert space L2(S1) is replaced with direct sum
⊕L2(S1) and the respective operators S′0, Q′ on L2(S1), are replaced with di-
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rect sums ⊕S′0,⊕Q′ of the copies of S′0, Q′ on ⊕L2(S1). The corresponding
canonocal vacuum states |0〉k generating any state fulfilling the conditions put
on the vacuum are equal(⊕ 0⊕ . . .⊕ 1
S1
⊕ 0⊕ . . . )⊗ 1.
Here 1
S1
is the constant function on S1, everywhere equal to 1 put as the
k-th term of the direct sum. Remainig summads are all equal zero. The second
factor 1 ∈ C represents the vacuum in HFock. In other words, the representation
is unitary equivalent to a (denumerable at most) set of copies of the standard
representation.
This Assumption, in both possible versions, I and II, we would like to make
explicit.
Note that Assumption-Version II, introduces only trivial modification from
the computational point of view – just we apply the results develobed by
Staruszkiewicz to each cyclic subspace of the k-th canonical vacuum |0〉k state,
and simly replacing |0〉 with |0〉k in his theorems in order to obtain correspond-
ing theorems valid in this cyclic subspace of H.
REMARK 1. The domain of Q′ is not invariant under S′0. For example
the constant function 1
S1
on S1 belongs to DomQ′, but the image S′0 1S1 does
not belong to DomQ′. This is of course an elementary observation, because
α→ S′0 1S1 (α) = α is not absolutely continous on S1. But in this simple case it
also easily follows from the very definition of the adjoint operator. Indeed, note
that there is no finite constant C, such that for all finite sequences107 {am}m∈Z
2πe
∣∣∣ ∑
m∈Z
am
∣∣∣ = ∣∣∣∣∣ ∑
m∈Z
am
2π∫
0
ie
deimα
dα
α dα
∣∣∣∣∣
≤ C
( ∑
m,n∈Z
aman
2π∫
0
eimα einα dα
)1/2
= (2π)1/2C
( ∑
m∈Z
|am|2
)1/2
.
It is sufficient to consider only a special sequence of finite sequences {am}.
Namely consider the following infinite sequence of finite sequences {am}:
. . . , 0, 1, 0, . . . ,
. . . , 0, 1,
1
2
, 0, . . . ,
. . . , 0, 1,
1
2
,
1
3
, 0, . . . ,
e.t.c.
Putting this finite sequences into the above inequality, we easily see that the left
hand side will be growing to infinity (because the harmonic series is divergent),
107Recall in particular that l2(Z) * l1(Z).
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but the right hand side will stay bounded, because
1 +
1
4
+
1
9
+
1
16
+ . . . <∞.
This means that
(
Q′f, S′0 1S1
)
is not bounded as a linear functional of
f(α) =
∑
m∈Z
ame
imα ∈ DomQ′.
By the Riesz representation theorem, no element g ∈ L2(S1, dα) exists such that(
Q′f, S′0 1S1
)
=
(
f, g
)
for all f ∈ DomQ′, so that S′0 1S1 /∈ DomQ′.
The fact that the domain of the selfadjoint (unbounded) operator Q′ is
not invariant under the action of the (self adjoint and bounded) operator S′0
complicates slightly the computations. Respective care has to be paid in order
to controll the domains of the respective expressions containg several factors S
and Q. But note that there exists a nuclear (and thus perfect) space C∞0 (S
1) ⊂
L2(S1) dense in L2(S1) lying in the domain of Q′ (and of course in the domain
of S′0, as S
′
0 is bounded) which is invariant under both operators S
′
0 and Q
′.
Namely C∞0 (S
1) consists of the periodic smooth functions f such that
dkf(α)
dαk
(m2π) = 0, k = 0, 1, 2 . . . ,m ∈ Z,
i.e. of all functions f whose derivatives of all orders vanish at 0,±2π, ±2(2π),
±3(2π), . . ..
−4π −2π 2π 4π α
f(α)
In particular
[Q′, S′0] = ie1 on C
∞
0 (S
1) ⊂ L2(S1, dα)
and
[Q,S0] = ie1 on HFock ⊗ C∞0 (S1) ⊂ HFock ⊗ L2(S1).
Nonetheless the constant functions do not belong to C∞0 (S
1), and moreover
for any constant function c1
S1
on S1, the image S′0 c1S1 does not belong to
the domain of the operator Q′ on L2(S1, dα). In particular it follows that
S0|0〉 does not belong to the domain of the opertor Q on the Hilbert space
L2(S1, dα) ⊗ HFock of the quantum field S. Thus special care has to be paid
in computation of correlation functions which involve the vacuum state |0〉.
However the transformation rule of the quantum field S is such that the total
charge operator Q and the operator S0 cancel out in differences S(u) − S(v)
(mainly because of the Lorentz invariance of the charge operator Q, compare
[170]) so that (S(u)− S(v))|0〉 again lies in the domain of Q and in the domain
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of the quantum field S (which may be understood as an operator transforming
continously the nuclear space
(SA(O)) ⊗ C∞0 (S1) ⊂ HFock ⊗ L2(S1, dα) into
itself). One practical rule is however usefull: the operator S should be think
of as a “phase”, a quantity determined up to a multiple of 2π. Thus such
expressions as correlation functions of differences of phase operators S and their
powers, as well as of the exponentiation ei(·) of the phase or more generaly of
any smooth periodic function of the phase should be well defined and should
behave much better than the phases themselves, compare also [177] or [170]. 
REMARK 2. Note that among the solutions fµ(x) = Aµ(x) of Maxwell
equations coresponding to the general classical field S(x) solution (393) there
are on equal footing the solutions of even: Aµ(−x) = Aµ(x) as well as of odd
Aµ(−x) = −Aµ(x) parity. Correspondingly the Fourier transforms of these solu-
tions (concetrated on the positive energy cone, except the solution corresponding
to the Coulomb field which is concentrated on both sheets of the cone in mo-
mentum space) are respectively real or pure imaginary valued. The transversal
solutions, when treated as generalized homogenous of degree −1 states of the
electromagnetic potential field, as in the first part of this Subsection, explain
occurence of both parities. Indeed if the Hilbert space of states is over C and not
over R, both parities naturally occur as multiplication by imaginary unit i is un-
avoidable in the Hilbert space of states. Nonetheless one should emphasize that
the parity (reality) is preserved by the representation of the Lorentz group act-
ing naturally in the space of states. Thus we can in principle restrict the Hilbert
space of the quantized scalar field S to the subspace of fixed, say even, parity.
Moreover the homogeneous of degree −1 solutions Aµ(x) which are present in
Bremsstrahlung radiation are always of even parity. Of course the solutions
fµ = Aµ are, regarded either as generalized homogeneous of degree −1 states
of the single particle quantum potential field (as above in this Subsection), or
regarded as unquantized classcial fields, need not have any physical interpreta-
tion as classical fields. It is difficult (if possible at all) to find a physical process
in which the odd solutions are produced. Posssibly the odd (in potential) so-
lutions are unphysical and do not have any interpreation as physical fields at
the classical non quantized level (treated as states obviously need not have any
such interpretation). This however is what we expect by the very nature of the
“phase field S(x)” as it is unphysical field also at the classical unquantized level.
We do not bother about it as the most important fields encountared in QFT are
unphysical as unquantized fields, e.g. the electromagnetic potential field itself
or the Dirac spinor field. Moreover the constant even part (even as classical
phase, odd in potential) S0, thus corresponding to the odd f
µ = Aµ(x) (at the
classical level gauge equivalent to the trival zero solution) together with the
reamaining odd (in potential, even in phase) solutions, are fundamental, at the
quantum level, for the reconstruction of the global gauge group and explanation
of the universality of the scale of electric charges. Therefore we do not go into
details of the possibility of the restriction to the subspace of even parity. The
reader interested in the formulation which restricts the space of states to even
parity (in the potential) we recommend the works by A. Herdegen [78]. 
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7.5 A characterization of the standard representation of
the relations (I)-(V) of Staruszkiewicz theory and its
connection to the global gauge U(1) group
In this Subsection we will characterize the standard representation (399) and
(400) of the relations (III)-(V) of Staruszkiewicz theory (given in Subsect. 7.4)
in terms of the global gauge U(1)-group structure involved spectrally into this
representation.
Namely this representation is uniquely determined by the condition, that in
each (fixed) reference frame with unit timelike axis u, the operators eiS(u) and Q
define spectrally the group U(1) in the Hilbert space H of the field S(x), i.e. the
group of the circle S1 (in the Connes sense, up to infinite uniform multiplicity).
The manifold structure, the natural invariant metric, volume form and group
structure of S1 are defined canonically by the operators eiS(u) and Q in H.
Before we formulate this assertion in details, let us recapitulate some rudi-
ments on (here we mean compact) finite dimensional unimodular Lie groups G.
The manifold structure of G is characterized by the pre-C∗-algebra A of smooth
complex valued (Krein-representative) functions on G with the corresponding
involution defined by complex conjugation. The manifold and the invariant met-
ric structure on the Gelfand spectrum108 SpecA as well as the Haar measure dg
can be defined spectrally by the algebraA, understood as algebra of operators of
point wise multiplication on the Hilbert space H of sections of some (naturally
defined) Clifford module over C∞(G) on G, and by the appropriate (invariant)
Dirac operator D acting on the Hilbert space H (compare [22]). The group
structure is described by the convolution-product ∗ and the corresponding in-
volution (·)⊛ defined by f⊛(g) = f(g−1) for f ∈ A. Note that to each unitary
irreducible representation of the group G there corresponds uniquely the involu-
tive representation of the algebra (A, ∗, (·)⊛), undestood as the involutive algera
with the product defined by the convolution ∗ and with the correponding to the
product ∗ involution (·)⊛. Similarly to each irreducible involutive representation
(Gelfand character hg) of (A, ·, (·)∗) understood as the algera of point wise mul-
tiplication operators with commutative point-wise multiplication · of functions
with the corresponding involution (·)∗ defined by complex conjugation, there
corresponds a unique point g ∈ G. The two structures of involutive algebras
on A are thus not accidental, and are uniquely interrelated. This interrelation
is determined by the harmonic analysis on the group, which can be reduced
to the properties of the decomposition of the regular representation. In case of
(compact) Lie group G the commutative involutive Krein-representative algebra
(with the first pair of multiplication and involution connected to the manifold
G) A has the additional square-block-algebra structure of Krein corresponding
to the (finite dimensional) irreducible components U(g, γ) of the regular repre-
sentation, compare [118], Chap. VI.32 (γ is the parameter counting irreducible
components of the regular representation, the totality of which will be denoted
108Here the space of involutive characters for the first (i.e. commutative point vise) multi-
plication of functions and the the corresponding involution defined by complex conjugation.
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by Ĝ). Thus using the the Gelfand-Neumark generalized Fourier transform f˜
of f ∈ A, corresponding to the decomposition of the regular representaion, we
have
f˜(γ) =
∫
G
f(g)U(g, γ) dg
f(g) =
∫
Ĝ
Tr
[
f˜(γ)U∗(g, γ)
]
dγ,
where dγ is the Plancherel measure on Ĝ. From this the interrelation between
the two involutive algebra structures on A, in principle at least, can be deduced.
The case of the abelian compact G = S1 is very simple, so we give its final spec-
tral description without going into the details of its extraction. Let us define
the commutative specrtal triple (A,H , D) corresponding to the manifold S1
with the commutative involutive algebra A of operators on a separable Hilbert
space H with the commutative multiplication · represented by operator prod-
uct and with the involution (·)∗ represented by operator-adjoint, together with
self-adjoint operator D on H respecting the conditions (1)-(5) of [22] (with
assumption of uniform multiplicity of A′′ equal one), and together with the
additional convolution multiplication ∗ and the corresponding involution (·)⊛
determined by the block-algebra structure of A. Then conditions (1)-(5) of [22]
together with the concrete ∗ and (·)⊛ determined by the Krein-block-algebra
structure will imply:
1) The set of characters SpecA = S1 for A understood as the involutive
commutative algebra of operators with operator-adjoint as the involution.
2) A can be identified with the algebra of point-wise multiplications by
smooth functions on H = L2(S1, dα) with the invariant Lebesgue measure
dα on SpecA = S1.
3) Involutive characters for the algera
(A, ∗, (·)⊛) with the convolution mul-
tiplication ∗ and the coresponding involution (·)⊛, bi-uniquelly correspond
to the character of the group S1 = SpecA.
The block-algebra structure of A in the case of G = S1 reduces to the fact
that there is a specified unitary operator V ∈ A. Namely the spectral triple is
defined by the commutative algebra A of operators∑
m∈Z
f˜mV
m
where {f˜m} ∈ S(Z), i.e. {f˜m} ranges over the set of rapidly decreasing sequences
over Z, i.e. fulfilling
sup
m∈Z
(1 +m2)k|f˜m|2 <∞ for all k ∈ N.
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D is self adjoint on H fulfilling [D,V ] = −1, and with (A,H , D) respecting
all remaining conditions of [22]. The commutative multiplication · and the
corresponding involution (·)∗ on A is given by the composition of operators and
the operator-adjoint operation. The convolution multiplication ∗ is defined as
follows ( ∑
m∈Z
f˜mV
m
) ∗ ( ∑
m∈Z
g˜mV
m
)
=
∑
m∈Z
f˜mg˜mV
m.
The corresponding involution (·)⊛ has the following definition∑
m∈Z
f˜mV
m →
∑
m∈Z
f˜mV
m.
One easily checks that ⊛-involutive characters χm,m ∈ Z of the algebra (A, ∗, (·)⊛)
are given by
χm
(∑
n∈Z
f˜nV
n
)
= f˜m
and that the characters hα ∈ SpecA of
(A, ·, (·)∗) correspond to the spectral
points α ∈ S1 of the operator V . The characters χm of (A, ∗, (·)⊛) correspond
bi-uniquelly to the irreducuble unitary representations (characters) S1 ∋ α →
U(α,m) of the group S1, with the correspondence determined by the formula
χm(f) =
∫
hα(V
m)hα(f) dα
for
f =
∑
n∈Z
f˜nV
n ∈ A
and
hα(V
m) = U(α,m), hα ∈ SpecA.
Note that the conditions of [22], put on the triple (A,H , D), imply (among
other thigs) that V is cyclic, has the spectrum equal to S1 of uniform multiplicity
equal one, and that moreover the spectral measure of V on S1 is absolutely
continous (Lebesgue) and in fact equal to the ordinary invariant measure dα on
S1 = SpecV = SpecA.
Now let us go back to the characterization of the standard representation
(399) and (400), and fix (for simplicity) the reference frame in which S(u) = S0.
Note that if we put for H the closure of the linear span of all elements
eimS0 |0〉, m ∈ Z,
then the operators eiS0 and (1/e)Q, in their action on H , can be identified
with the operators eiS
′
0 and (1/e)Q′ of (399) and (400), in their action on
L2(S1, dα). One easily checks that V = eiS
′
0 and D = (1/e)Q′ in their action
on H = L2(S1, dα), respect all the conditions of the Connes spectral triple of
the group S1, described above.
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Moreover, by specific form of the representation (399) and (400), it follows
that the the algebra of operators∑
m∈Z
f˜me
imS0 , {f˜m} ∈ S(Z) (407)
and the operator
1
e
Q
act with infinite uniformmultiplicity onH, so thatH is a direct sum⊕j=0,1,2,...Hj
of orthogonal subspaces Hj on each of which the algebra (407) acts with uni-
form multiplicity one, and (1/e)Q has simple discrete spectrum equal Z on each
Hj , and( (∑
m∈Z
f˜me
imS0 , {f˜m} ∈ S(Z)
)∣∣∣
Hj
, Hj ,
1
e
Q
∣∣∣Hj
)
(408)
is a Connes spectral triple of the group S1. In particular for H0 we can take
the Hilbert space spanned by eimS0 |0〉. Then in the subspace orthogonal to H0
we choose a next H1 on which (408) (with j = 1) is a spectral triple of the
group S1, which is possible by the form (399) and (400) of the operators S0, Q
in the standard representation. Indeed by choosing an orthonormal basis bj in
the second factor HFock of H = L2(S1, dα) ⊗HFock we obtain Hj by replacing
the state109 |0〉 = 1
S1
⊗1 = 1
S1
in the construction of H0 with the state 1S1 ⊗bj .
Of course
H = ⊕j=0,1,2,...Hj
for the whole Hilbert space H of the quantum phase field S(x).
Thus we can consider the triple( (∑
m∈Z
f˜me
imS0 , {f˜m} ∈ S(Z)
)
, H , 1
e
Q
)
as a spectral triple of the group S1 = U(1), but acting with infinite uniform
multiplicity, and respecting all conditioins of the ordinary spectral triple, when
restricted to each direct sum subspace Hj . In each subspace Hj ⊂ H there
exists (for each possible value em, m ∈ Z) exactly one eigenstate |m, j〉 of the
charge operator Q, with the eigenvalue em. For instance in
H0 = Linear span
(
eimS0 |0〉,m ∈ Z),
|m, 0〉 = eimS0 |0〉. Each such eigenvector |m, j〉 ∈ Hj of the charge operator
Q determines in a natural manner the corresponding irreducible unitary repre-
sentation S1 ∋ α → U(α,m) (character) of the group S1, or equivalently the
109Recall that here 1
S1
is the constant function on S1 equal everwhere to one, and that 1 in
the second factor is the ordinary unit in C representing the vacuum in HFock.
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(·)⊛-involutive character χm of the algebra((∑
m∈Z
f˜me
imS0 , {f˜m} ∈ S(Z)
)
, ∗ , (·)⊛
)
by the following formula:
χm
(∑
n∈Z
f˜ne
inS0
)
=
〈
0, j
∣∣∣∣∣∑
n∈Z
f˜ne
inS0
∣∣∣∣∣m, j
〉
.
Therefore the irreducible unitary representations or unitary characters of the
gauge group S1 = U(1) correpond to eigenstates of charge operator Q and bi-
uniquelly to spectral values of Q. Moreover if we fix reference frame, then the
specific eigenstates of Q corresponding bi-uniquelly to the unitary characters
of U(1) are naturally determined by the fact that in each Hj to each spectral
value of Q there exists exactly one eigenstate of Q.
It is easily seen that the conjugation of a character (the conjugated irre-
ducible representation of the group S1) corresponds to the opposite charge.
To the tensor product U(m1) ⊗ U(m2) of irreducible unitary representations
α→ U(α,mi) (unitary characters) of S1, equal in this case to the ordinary mul-
tiplication U(m1)U(m2) = U(m1 +m2) (resp. χm1+m2) of unitary characters,
corresponds to the composition em1 + em2 of the corresponding charges.
This can be compared to the Doplicher-Haag-Roberts theory of global gauge
groups and the corresponding generalized charges, [74], Ch. IV.
Of course changing of the referece frame leaves unchanged the whole struc-
ture, as it is reduced to the application of the unitary operator UΛ, and the
spectral triple description of U(1) is unitary invariant, and Lorentz invariant.
Indeed the operators eiS0 and Q, in passing to another referece frame, are re-
placed with the corresponding ones UΛe
iS0U−1Λ , UΛQU
−1
Λ = Q (by Lorentz
invariance of Q) and the decomposition H = ⊕j=0,1,2,...Hj is replaced with
H = ⊕j=0,1,2,...UΛHjU−1Λ .
The whole point lies of course in the fact that in the standard representation
(399) and (400) the unitary operator eiS0 , restricted to the subspace
H0 = Linear span
(
eimS0 |0〉,m ∈ Z),
has simple absolutely continuous Lebesgue spectrum equal to the whole circle S1,
or what amounts to the same think, the operator eiS
′
0 has by construction this
property on the Hilbert space L2(S1; dα) (of course with the invariant Lebesgue
measure dα on S1).
There are (infinitely) many different representations of the relations (IV)-
(V), Subsect. 7.4, not equivalent with the standard representation (399) and
(400). Even if we add the axiom (III) concernig existence and uniqueness of
the vacuum, there will remain infinitely many inquivalent representations. But
for them the spectral construction, as presented above, of the gauge group S1
is impossible, at least with V = eiS(u), D = (1/e)Q. For example in order to
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construct other representations, we replace the invariant Lebesgue measure dα
in the Hilbert space L2(S1, dα), with the Lebesgue measure d|
[−α0,α0]α on S
1,
but concentrated on some interval −α0/2 < α < α0/2 (where 0 < α0/2 < π)
of the circle S1 = Rmod 2π. The operator S′0 is defined as before as mut-
liplication by α. Then we consider the differetial operator L0 = id/dα on
L2(S1, d|
[−α0/2,α0/2]
α), with DomL0 equal to all functions y on the said interval
(−α0/2, α0/2) of the circle, which are absolutely continous on (−α0/2, α0/2),
and fulfill the conditions
α0/2∫
−α0/2
∣∣∣ dy
dα
∣∣∣2dα <∞, y|−α0/2 = y|α0/2 = 0.
We define as the operator (1/e)Q′, as one of the (infinitely many) possible self
adjoint extensions of the operator L0. Because this operator
110 is one of the
simplest, for which the self adjoint extensions have been completely classified
(compare e.g. the general Krein’s method of directional functionals, as presented
in [123]), then we will not go into details here and present only the final result.
Namely the self adjoint extensions (1/e)Q′ of L0 are parametrized by β ∈ [0, 2π].
Each such extension (1/e)Q′ corresponding to β has the following domain
Dom (1/e)Q′ =
{
y + a(exp−1 + eiβexp), y ∈ DomL0, a ∈ C
}
and the action of (1/e)Q′ on the elements y + a(exp−1 + eiβexp) of DomQ′ is
equal
(1/e)Q′
(
y + a(exp−1 + eiβexp)
)
(α)
= L0y(α)− iaexp−1(α) + iaexp(α) = i dy
dα
(α) − iae−α + iaeiβeα.
In particular111
f(α0/2) =
e−α0/2+e
iβeα0/2
eα0/2+eiβe
−α0/2 f(−α0/2), f ∈ DomQ′.
All self adjoint extensions (1/e)Q′ of L0 have purely point spectrum (discrete)
of uniform multiplicity one (i.e. simple), which is equal to Z multiplied by
a nonzero real constant (plus evetually some shift, in which case zero does
not enter the spectrum of Q′). But among the possible self adjoint extensions
(1/e)Q′ of L0 there are (infinitely many) such which have simple spectrum equal
110This was one of the first operators investigated by von Neumann when he was dicovering
his theory of self adjoint operators.
111Note that for any β ∈ [0, 2π] ∣∣∣∣∣ e
−α0/2+e
iβeα0/2
eα0/2+eiβe
−α0/2
∣∣∣∣∣ = 1.
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Z mutliplied by a constant, and thus including zero, for which moreover the
relation [Q′, S′0] = iemakes sense on DomL0 (although in general S
′
0(DomQ
′) *
DomQ′ and even eiS
′
0(DomQ′) * DomQ′). With these selfadjoint extensionsQ′
and the operator S′0 of multiplication by α on L
2(S1, d|
[−α0/2,α0/2]
α), substituted
for the operators Q′ and S′0 on L
2(S1, dα) in the Subsection 7.4, we obtain
another non standard representations of (III)-(V) not equivalent to the standard
representation. In particular for such non-standard representations the phase
operator eiS0 and the charge operator Q behave differently in comparison to the
standard representation. In particular the operator
eikS0
transforms eigenstate of the operator Q onto another eigenstate of the opera-
tor Q only if k assumes some particular integer values. In some cases it may
even happen that for no integer k the operator eikS0 transforms eigenstates into
eigenstates of Q. In general, even in the non standard representation, the oper-
ator S(u) is essentially self adjoint on112 DomQ′⊗ (SA(O)), so that the unitary
operator e−iS(u) and the state |u〉 = e−iS(u)|0〉 are well defined. But this time
|u〉 is in general not equal to any eigenstate of Q. In this non standard case
the representation U of SL(2,C) in the Hilbert space H of the quantum field
S(x) in (II) is different from that representation U correspnding to the stan-
dard representation of (IV)-(V). In particular only some non integer powers of
the operator eiS(u) transform eigenstate of Q into another eigenstate. In con-
sequence the explicit construction of the unitary represenation U of SL(2,C),
which meets the requirements (I)-(II) is different from the standard case. It
is not evident if for non standard representation of (IV)-(V) not only (III)-(V)
are consistent, but moreover that the representation U do actually exists and
makes all axioms (I)-(V) consistent. Nonetheless one cannot exclude, that the
representation U do exist, together with the spectral realization of the gauge
group, but with the operator V = eiS0 in this realization replaced with some
(in general non integer) c power eicS0 of eiS0 . In any way, we have the following
three possibilities:
1) In the non standard representation of (IV)-(V) the axioms (I)-(V) are
consistent and admits the spectral realization of the gauge group, with
V = eicS0 , D = (1/e)Q but with SpecQ = ceZ with a constant ce not
equal to the constant e in (I)-(V).
2) In the non standard representation of (IV)-(V) the axioms
(I)-(V) are consistent but the spectral realization of the gauge group is
impossible, and SpecQ = ceZ with a constant ce not equal to the constant
e in (I)-(V).
3) In the non standard representation of (IV)-(V) the axioms (I)-(V) are
inconsistent, so that |0〉 and U which meet (I)-(V) do not exist.
112For definition of
(SA(O)) compare Subsect. 7.4.
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The first possibility 1) takes place for the self adjoint extension (1/e)Q′
corresponding to the parameter β = 0. In this case
f(α0/2) = f(−α0/2), f ∈ Dom(1/e)Q′,
and Dom (1/e)Q′ can be identified with the linear space of all absolutely con-
tinous functions on the circle Rmodα0, with square integrable derivative on
this circle, with the eigen-functions of (1/e)Q′, which are smooth on the cir-
cle Rmodα0. In this case c = 2π/α0. The pair V = eicS
′
0 , D = (1/e)Q′
can serve as the spectral realization of the group Rmodα0. In this case the
state e−imcS(u)|0〉 is the eigenstate of Q corresponding to the eigenvalue ecm,
m ∈ Z. The state e−icS(u)|0〉 plays the same role in the theory, as |u〉 does in
the standard representation.
We obtain the second possibility 2) when using the self adjoint extension
(1/e)Q′ correponding to nonzero parameter β ∈ [0, 2π], which has to be par-
ticularily chosen in order to achieve SpecQ′ = ceZ. We have countably many
possibilities for achieving this for each fixed α0. In this case likewise c = 2π/α0,
but this time the eigenfunctions of (1/e)Q′ (contained in Dom (1/e)Q′) are not
smooth on the circle Rmodα0. Indeed this time
f(α0/2) = e
iθ0f(−α0/2), f ∈ DomQ′,
with some θ0 6= 0mod 2π, so that these f do not glue to any smooth functions
on the circle Rmodα0. In particulr the pair V = eicS
′
0 , D = (1/e)Q′ cannot
serve as the operators defining the group Rmodα0 spectrally. In this case the
state e−imcS(u)|0〉 is the eigenstate of Q corresponding to the eigenvalue ecm,
m ∈ Z. The state e−icS(u)|0〉 plays the same role in the theory, as |u〉 does in
the standard representation.
The third possibility 3) takes place when the self adjoint extension (1/e)Q′
corresponds to nonzero parameter β, but chosen in such a manner that we get
additonal shift λ in the spectrum SpecQ′ = ceZ+λ of Q′. We have uncountably
many possibilities to achieve this situation for each fixed α0. In this case zero
does not enter the spectrum of Q′, so that no vacuum state |0〉 respecting (III)
can exist.
All self adjoint extensions (1/e)Q′ of L0 are in this way exhausted. In this
way essentially113 all possible pairs of operators Q,S0 on the cyclic subspace
H0 spanned by e
imS0 |0〉, m ∈ Z, are exhausted, in which eiS0∣∣
H0
has purely
absolutely continuous spectrum, i.e. with the spectral measure absolutely con-
tinuous on Spec eiS0
∣∣
H0
⊂ S1. The standard represntation corresponds to the
case Spec eiS0
∣∣
H0
= S1 with absolutely continuous spectral measure of eiS0
∣∣
H0
.
The case in which the spectral measure of the operator eiS0
∣∣
H0
contains pure
point component (existing in addition to the absolutely continuous component
of the spectral measure of eiS0
∣∣
H0
) is excluded by the uniqueness of the vac-
uum |0〉. The case in which eiS0 ∣∣
H0
has pure point (i.e. discrete) spectrum is a
113As the case of the spectrum of S′0 equal to a (countable) disjoint sum of intervals of the
circle S1 is excluded by the uniqueness of the vacuum |0〉.
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priori possible. The simplest case comes from Spec eiS0
∣∣
H0
consisting of single
point. But in this case the charge operator degenerates to a zero operator–
again by the uniqueness of the vacuum |0〉. Thus we obtain the degenerate case
of Staruszkiewicz theory with the constant e in (I)-(V) equal zero. We do not
continue the analysis the discrete case any further because in this case (even if
it admits at all any other nontrival cases) the spectral construction of the gauge
group S1 is impossible. Indeed in this case Spec eiS0
∣∣
H0
by construction does
not contain any open interval of S1. There remains only the case in which the
spectrum Spec eiS0
∣∣
H0
is purely singular, i.e. the case in which the Lebesgue
measure dα on S1 in (399) and (400) is replaced by a purely singular measure on
Spec eiS0
∣∣
H0
⊂ S1, i.e. continuous but not absolutely continuous. An example
comes from the singular measure concentrated on the Cantor set (regarded as a
subset of S1) and determined by the Cantor singular function. We should not a
priori exclude existence of the corresponding selfadjoint operator (1/e)Q
∣∣
H0
on
H0 in this case (compare the spectral differential calculus of Connes on fractal
sets [24], Chap. IV.3), which would provide a representation of (III)-(V). But
in this case the spectral realization of the gauge group is impossible because
Spec eiS0
∣∣
H0
covers no open interval of the circle S1.
Note that any representation of (I)-(V) is equivalent to the one which have
the general tensor product form (399) and (400) with S1 and the measure dα re-
placed with Spec eiS0
∣∣
H0
and the spectral measure of the operator eiS0
∣∣
H0
, com-
pare the two lemmata of the Subsection 7.6 and the spectral theorem for cyclic
unitary operator in [62], Chap.I. 4.5, Thm 2 or [158], Chap. IX.2, Scholium 9.2.
Thus in any case we have the following
THEOREM. The standard representation of (I)-(V) is uniquelly (up to uni-
tary equivalence) characterized by the two conditions
1) The gauge group has spectral realization (408) in this representation.
2) SpecQ = eZ with the constant e the same as in (I)-(V);
or by the following single condition
3) In each reference frame (with the unit vector along the time like axis equal
u) the gauge group has the spectral realization (408)
with V = eiS(u), D = (1/e)Q.
For each real number c > 1 there exists one (up to unitary equivalence) non
standard representation of (I)-(V) such that
1) In each referece frame with the unit vector along the time like axis equal u,
the gauge group has spectral realization (408) in this representation with
the operators V = eiS(u), D = (1/e)Q replaced with V = eicS(u), D =
(1/e)Q.
2) SpecQ = ecZ with the constant e equal to that in (I)-(V).
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Note in particular that for the standard representation of (I)-(V)( (∑
m∈Z
f˜me
imS0 , {f˜m} ∈ S(Z)
)∣∣∣
H0
, H0 ,
1
e
Q
∣∣∣H0
)
composes a one dimensional spectral triple in the sense of Connes. This in
particluar means that the operator e−iS0 has simple spectrum (of multiplicity
one) equal to S1 on the subspace H0 generated by e−imS0 |0〉, m ∈ Z. Let us
look more closely at this condition.
Consider the closed subspace H0 ∈ H spanned by the vectors (404) of the
form (
c+α1
)β1
. . .
(
c+αn
)βn |0〉, n = 0, 1, . . . , βi = 0, 1, . . . .
Here we have put αi for (li,mi). It is easy to see that the bilinear map ⊗((
c+α1
)β1
. . .
(
c+αn
)βn |0〉)⊗ (e−imS0 |0〉) = (c+α1)β1 . . . (c+αn)βne−imS0 |0〉
defines a bilinear map H0 × H0 → H, whose image is dense in H, and under
which H0 and H0 are ⊗-disjoint ([183], Part III, Definition 39.1). Thus ⊗ can
serve to define the algebraic tensor product H0⊗alg H0 densely included into H.
Moreover the Hilbert space inner product of H, coincides on simple tensors with
the Hilbert space tensor product. Thus H is canonically equal to the following
Hilbert space tensor product H0 ⊗H0 of its own subspaces:
H = H0 ⊗H0.
Now we can back to the condition that eiS0 has simple spectrum on H0.
This means that eimS0 |0〉 is dense in H0, or that |0〉 is cyclic on the space H0,
which tensored with H0 gives the whole Hilbert space H = H0 ⊗H0.
The same holds true if we replace the subspace H0 with any other Hj in
(408).
In the sequel we consider only representations of (I)-(IV), which fulfil one of
the following two assumptions
ASSUMPTION – VERSION I. The representation of (I)-(V) is unitar-
ily equivalent to the standard representation.
ASSUMPTION – VERSION II. We keep only the axioms (I)-(IV) and
discard uniquenes of |0〉, and assume that the representation of (I)-(IV) is, up
to uniform multiplicity, unitarily equivalent to the standard representation of
(I)-(V).
Of course for the standard representation acting with uniform multilicity
the spectral construction of the global gauge group U(1) will be preserved in an
obvius manner. In this case
H = H0 ⊗
(
⊕k H0k
)
where H0k is defined as H0 by replacing the unique vacuum |0〉 with one of
the canonical vacuum states |0〉k in the direct sum of the standard representa-
tion, compare the end of Subsection 7.4. Similarly the Hilbert subspaces Hj of
spectral realization (408) of U(1) will have to be replaced by the corresponding
Hjk.
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7.6 Structure of the representation U of SL(2,C) and the
operators S0, Q, clm, c
+
lm acting in the Hilbert space H
of the quantum phase field S(x). Comparizon with
Staruszkiewicz’s theory continued
In this Subsection we present two results. First, we recover the structure of
the Hilbert space H of the quantum phase filed S(x) of Staruszkiewicz theory
and the representation U of SL(2,C) acting in it, using the results obtained in
[169], [171] , [170]. As the second result we give a comparizon of the quantum
phase field S(x) of Staruszkiewicz theory with the homogeneous of degre zero
part of the field with the zero order contribution to the homogeneous of degree
zero part of the interacting field xµA
µ
int(x). Although our comparizon presents
all details only for the zero order contribution, it nonetheless provides the basis
for comparison with the full homogeneous of degree zero part of the interacting
field xµA
µ
int(x), outlined in the Subsection 1.2 of Introduction.
We do not use the concrete form of the standard representation of the axioms
(I)-(V), Subsection 7.4, but nonetheless we made the following
ASSUMPTION – VERSION I. The representation of (I)-(V) is unitar-
ily equivalent to the standard representation. 
DEFINITION. Let the represantation of (I)-(V) we are using be called
abstract representation. 
All these distinctions may seem pedantic at first sight, but in fact are essen-
tial to understand the theory. In particular without making these distinctions
the relation of the phase field S(x) of Staruszkiewicz theory to the homoge-
neous of degree zero part of the interacting field xµA
µ
int(x), as outlined in the
Subsection 1.2 of Introduction, would be difficult to understand. In Subsection
7.4 we have made the first step in this direction, by explaining this relation
at the free theory level, and the degenrate form of Staruszkiewicz theory with
the constatnt e in (I)-(V) put equal zero. Doing this we have been using the
standatd representation. In this degenerate case the standard representation
likewise degenerates, by raplacing of the circle S1 in its construction, with just
a single point set. The mentioned relation is most easily seen in the standard
representation, or a finite or denumerable numer of copies of the standard repre-
sentation. In order to make the results obtained in 7.4 applicable to the problem
of comparizon of the phase field S(x) of Staruszkiewicz theory with the homo-
geneous part of the interacting field xµA
µ
int(x), we have to make explicit the
relation of the operators of Staruszkiewicz theory in the abstract representation
to the corresponding operators in the standard representation (or direct sum of
copies of the standard representation).
Having this point in mind, we choose the following plan of this Subsection.
First we reconstruct the operators S0, Q, clm, clm+ and the representation U
of SL(2,C) in the abstract Hilbert space H, using the abstract representation
of (I)-(V). In fact we compute them in explicit form. Let the corresponding
operators in the standard representation be denoted with the bold fonts S0,
Q, clm, clm, c
+
lm and U acting in H, respectively. Then we construct (ex-
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plicitly) unitary operator V : H → H, having the property that the opera-
tors V S0V
−1 = S0, VQV −1 = Q, V clmV −1 = clm, V c
+
lmV
−1 = c+lm and
VUV −1 = U are equal to the opertors operators S0, Q, clm, c+lm, U of the ab-
stract representation acting in the abstract Hilbert space H. Then we make
explicit the relation between the quantum phase operator V S(x)V −1 = S(x)
acting in the abstract Hilbert space H, and the zero order contribution to the
homogeneous of degree zero part of the interacting field xµA
µ
int(x).
Finally we introduce the assumption that our abstract representation fulfills
the following
ASSUMPTION – VERSION II We keep only the axioms (I)-(IV) and
discard uniquenes of |0〉, and assume that the representation of (I)-(IV) is, up
to uniform multiplicity, unitarily equivalent to the standard representation of
(I)-(V).
In order to avoind unnecesary repeatitions, we construct in fact the operator
V at once in this more general case under the Version II of our Assumption,
as it simply degenerates to the particular case in which the multiplicity of the
standard representation is equal one.
Under this assumption we construct the unitary operator V as before, V :
H → H, having the property that the operators V S0V −1 = S0, VQV −1 = Q,
V clmV
−1 = clm, V c
+
lmV
−1 = c+lm and VUV
−1 = U are equal to the opertors
operators S0, Q, clm, c
+
lm, U of the abstract representation acting in the abstract
Hilbert spaceH. But here S0, Q, clm, clm, c+lm andU acting inH, respectively
denote the operators in the direct sum of copies of the standard representation.
This means that each bolded operator here is equal to the direct sum of copies
of the corresponding operator of the standard representation. We clarify this in
the latter stage of computation.
Let us start our investigation by computing the opertors S0, Q, clm, clm+ , U
in the abstract representation of (I)-(V), acting in th abstract Hilbert space H.
The Hilbert space H of the quantum field S determined by the axioms (I)-
(V) of the Subsection 7.4, is a direct sum ⊕
m∈ZHm of orthogonal subspaces
H
m
invariant under the unitary representation U of SL(2,C), each of which
correspond respectively to the eigenvalue me of the total charge operator Q. In
particular the subspaceH
m=0
corresponding to the zero eigenspace of the charge
operator Q and is spanned by the vectors (404).
The eigenspace Hm coresponding to the eigenvalue me, m ∈ Z, is spanned
by the following vectors
(c+l1m1)
α1 . . . (c+lnmn)
αnemiS0 |0〉, n = 1, 2, 3, . . . , αi = 0, 1, 2, 3, . . . . (409)
The representation U and the inner product in the Hilbert space of the quan-
tum “phase” field S are fixed by the axioms (I)-(V) and have been established
“implicitly” in [170], i.e. with the help of the operators Q,S0, clm, c
+
lm. It turns
out that they strongly depend on the value of the fine structure constant e2,
compare [170], [171], but this dependence shows up for U restricted to the in-
variant subspace Hm spanned by (409) corresponding to the proper value me of
Q on which Q = me1, m 6= 0, and which is orthogonal to the subspace spanned
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by the vectors (404) and |0〉. However the computation of the explicit formula
for U restricted to the eigenspace on which Q = me1, m 6= 0 is more difficult in
comparison to the formula for U on the subspace H
m=0
on which Q = 0 spanned
by (404) and |0〉.
Therefore we recover it gradually and in the first step restrict our attention
to the simplest subspace of charged states contained in the eigenspace H
m=1
of
Q corresponding to the eigenvalue e, spanned by (409) with m = 1. Namely we
consider the simplest spherically symmetric state |u〉 ∈ H
m=1
(in the reference
frame in which the unit time like vector u coincides with the unit time-axis
versor), and define the subspace H|u〉 ⊂ Hm=1 as spanned by the vectors of the
form U
α
|u〉, α ∈ SL(2,C). Actually, as we will see soon, the spaces H
m=1
and
H|u〉 are not equal.
Namely let us concentrate our attention on the specific state |u〉 in the
eigenspace H
m=1
corresponding to the eigenvalue e of the charge operator Q.
For any time like unit vector u we can form the following unit vector
|u〉 = e−iS(u)|0〉 (410)
in the Hilbert space H of the quantum field S.
In showing that |u〉 is well defined we can proceed in at least two different
ways. First way is the following: we use our asumption that our abstract
representation of (I)-(V) is unitarily eaquivalent to the standard representation
of (I)-(V). Then we can use the Lemma of Subsection 7.4.
The second possibility is to use the special reference frame in which |u〉
has the form (403), and then use the consistency of the axioms (I)-(V). Recall
that this consisency follows from the positive definitenes, proved independetly
of the axioms (I)-(V) ( i.e. using the Schoenberg theorem, compare Subsection
7.4), of the kernel (405), which guranatees existence of the representation U
respecting (I)-(V). This means that we can, without any obstacles, proceed
after Staruszkiewicz along the way presented below.
|u〉 has the following properties
1) |u〉 is an eigenstate of the total charge Q: Q|u〉 = e|u〉.
2) |u〉 is spherically symmetric in the rest frame of u: ǫαβµνuβMµν |u〉 = 0,
where Mµν are the generators of the SL(2,C) group.
3) |u〉 does not contain the (infrared) transversal photons: N(u)|u〉 = 0,
where N(u) is the operator of the number of transversal photons in the
rest frame of u. If u is the four-velocity of the reference frame in which
the partial waves f
(+)
lm are computed, then in this reference frame
N(u) = (4πe2)−1
∞∑
l=1
l∑
m=−l
c+lmclm,
and (up to an irrelevant phase factor)
|u〉 = e−iS0 |0〉.
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These three conditions determine the state vector |u〉 up to a phase factor.
Now let us consider the subspace H|u〉 ⊂ Hm=1 as spanned by the vectors of
the form U
α
|u〉, α ∈ SL(2,C).
Note that the above conditions 1) and 2) determine |u〉 as the “maximal”
vector in H|u〉 which preserves the conditions 1), 2), i.e. any state vector in the
Hilbert subspace H|u〉 of the quantum phase field S which preserves 1) and 2)
and which is orthogonal to |u〉 is equal zero.
First: in the paper [169] it was computed that the inner product
〈u|v〉 = exp
{
− e
2
π
(λcothλ− 1)
}
,
where u · v = gµνuµvµ = coshλ, so that λ is the hyperbolic angle between u and
v; compare also [177].
Second: it was proved in [171] (compare also [178], [179]) that the state
|u〉, lying in the subspace Q = e1 of the Hilbert space of the field S, when
decomposed into components corresponding to the decomposition of U into
irreducible sub-representations contains
- only the principal series if e
2
π > 1,
- the principal series and a discrete component from the supplementary
series with114
−1
2
MµνM
µν = z(2− z)1, z = e
2
π
,
if 0 < e
2
π < 1,
in the units in which ℏ = c = 1. In other units one should read e
2
πℏc for
e2
π .
In particular from the result of [171], compare (406), it follows that for
the restriction U |H|u〉 of the representation U of SL(2,C) acting in the Hilbert
space of the quantum “phase” field S to the invariant subspace H|u〉 we have
the decomposition
U |H|u〉 =

D(ν0)
⊕ ∫
ν>0
S(n = 0, ν) dν, ν0 = 1− z0, z0 = e2π , if 0 < e
2
π < 1∫
ν>0
S(n = 0, ν) dν, if 1 < e
2
π ,
(411)
into the direct integral of the unitary irreducible representations of the principal
series representations S(n = 0, ν), with real ν > 0 and n = 0, and a discrete
direct summand of the supplementary series D(ν0) corresponding to the value
of the parameter
ν0 = 1− z0, z0 = e
2
π
;
114Neumark [119] (and Gelfand) uses −MµνMµν as the first Casimir operator and denotes
it by ∆, although in case of representations naturally connected to homogeneous riemannian
manifolds, where the generators get natural interpretation of differential operators, it is the
operator −1/2MµνMµν which is equal to the geometric Laplace-Beltrami operator. This
notation might seem slightly unnatural for a physicist.
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and where dν is the ordinary Lebesgue measure on R+.
Note that the irreducible unitary representations S(n, ν) of the principal
series correspond to the representations (l0 =
n
2 , l1 =
iν
2 ), with n ∈ Z and ν ∈ R
in the notation of the book [55], and correspond to the character χ = (n1, n2) =(
n
2 +
iν
2 ,−n2 + iν2
)
in the notation of the book [63], and finally to the irreducible
unitary representations
U
χn,ν
= S(n, ν)
induced by the unitary representations of the diagonal subgroup corresponding
to the unitary character χ
n,ρ
of the diagonal subgroup of SL(2,C) within the
Mackey theory of induced representations.
And recall that the irreducible unitary representations D(ν) of SL(2,C) of
the supplementary series are numbered by the real parameter 0 < ν < 1, and
correspond to the representations (l0 = 0, l1 = ν) in the notation of the book
[55]. They also correspond to the character χ = (n1, n2) =
(
ν, ν) in the notation
of the book [63], and finally to the irreducible unitary representations
U
χν
= D(ν)
induced by the (non-unitary) representations of the diagonal subgroup of SL(2,C)
corresponding to the non-unitary character χν of the diagonal subgroup of
SL(2,C) within the Mackey theory of induced representations.
Next for each integer m ∈ Z and a point u in the Lobachevsky space we
consider spherically symmetric unit state vector |m,u〉 ∈ H
m
|m,u〉 = e−imS(u)|0〉
in the Hilbert space of the quantum field S. If u is the four-velocity of the
reference frame in which the partial waves f
(+)
lm are computed, then in this
reference frame
|m,u〉 = e−imS0 |0〉
up to an irrelevant phase factor. The unit vector |m,u〉 has the following prop-
erties
1m) |m,u〉 is an eigenstate of the total charge Q: Q|u〉 = em|m,u〉.
2m) |m,u〉 is spherically symmetric in the rest frame of u: ǫαβµνuβMµν |m,u〉 =
0, where Mµν are the generators of the SL(2,C) group.
3m) |m,u〉 does not contain the (infrared) transversal photons: N(u)|m,u〉 =
0.
Proceeding exactly as Staruszkiewicz in [169] (compare also [177]) we show that
for any two points u, v in the Lobachevsky space of unit time like four vectors
〈u,m|m, v〉 = exp
{
− e
2m2
π
(λcothλ− 1)
}
,
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where λ is the hyperbolic angle between u and v. Next, we construct the Hilbert
subspace H|m,u〉 ⊂ Hm spanned by
Uα|m,u〉, α ∈ SL(2,C).
Note that H|m,u〉 6= Hm . Using the Gelfand-Neumark Fourier analysis on the
Lobachevsky space as Staruszkiewicz in [171] we show that
U |H|m,u〉 =

D(ν0)
⊕ ∫
ν>0
S(n = 0, ν) dν, ν0 = 1− z0, z0 = e2m2π , if 0 < e
2m2
π < 1∫
ν>0
S(n = 0, ν) dν, if 1 < e
2m2
π ,
(412)
where dν is the Lebesgue measure on R+.
We need two Lemmas concerning the structure of the representation U of
SL(2,C) in the Hilbert space of the quantum phase field S.
LEMMA.
U |Hm=1 = U |Hm=0 ⊗ U |H|u〉 .
 First we show that (all tensor products in this Lemma are the Hilbert-
space tensor products)
Hm=1 = Hm=0 ⊗H|u〉 = Γ(H1m=0)⊗H|u〉 (413)
whereH1
m=0
is the single particle subspace of infrared transversal photons spanned
by
c+lm|0〉,
and Γ(H1
m=0
) stands for the boson Fock space over H1
m=0
, i.e. direct sum of
symmetrized tensor products of H1
m=0
. The Hilbert subspace H|u〉 is spanned
by |u〉, and all its transforms U
Λ(α)
|u〉 = |u′〉 with u′ = Λ(α)−1u ranging over
the Lobachevsky space L3 ∼= SL(2, C)/SU(2,C) of time like unit four-vectors
u′ – the Lorentz images of the fixed u. The Hilbert space structure of H|u〉 can
be regarded as the one induced by the invariant kernel
u× v 7→ 〈u|v〉 = exp
{
− e
2
π
(λcothλ− 1)
}
,
on the Lobachevsky space L3 as the reproducing kernel Hilbert space (RKHS)
corresponding to the kernel, compare e.g. [134]. Because this kernel is contin-
uous as a map L3 × L3 7→ R, and the Lobachevsky space is separable, then
it is easily seen that there exists a denumerable subset {u1, u2, . . .} ⊂ L3 such
that |u1〉, u2〉, . . . are linearly independent and such that the denumerable set of
finite rational (with bi ∈ Q) linear combinations
k∑
i=1
bi|ui〉
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of the elements |u1〉, |u2〉, . . . is dense in H|u〉 , compare e.g. [163] Chap. XIII,
§3. One can choose (Schmidt orthonormalization, [163], Chap XIII, §3) out of
them a denumerable and orthonormal system
ek(b1ku1, . . . , bkkuk) =
k∑
i=1
bik|ui〉 =
k∑
i=1
bike
−iS(ui)|0〉, k = 1, 2, . . . ,
wich is complete in H|u〉 . Note that
U
Λ(α)
|u〉 = U
Λ(α)
e−iS(u)|0〉 = U
Λ(α)
e−iS(u)U−1
Λ(α)
|0〉 = e−iS(u′)|0〉
where u′ = Λ(α)−1u is the Lorentz image u′ in the Lobachevsky space of u under
the Lorentz transformation Λ(α), because |0〉 is Lorentz invariant: U |0〉 = |0〉.
In particular
U
Λ(α)
ek(b1ku1, . . . , bkkuk) = ek(b1ku
′
1, . . . , bkku
′
k),
= U
Λ(α)
( k∑
i=1
bike
−iS(ui)|0〉) = k∑
i=1
bike
−iS(u′i)|0〉, u′i = Λ(α)−1ui, k = 1, 2, 3, . . . ,
forms another orthonormal and complete system in H|u〉 . In particular if y ∈
H|u〉 then for some sequence of numbers bk ∈ C such that
||y||2 =
∑
k
|bk|2 < +∞
we have
y =
∑
k=1,2,...
bkek(b1ku1, . . . , bkkuk) =
∑
k=1,2,...,i=1,...,k
bkbike
−iS(ui)|0〉 (414)
and
U
Λ(α)
y =
∑
k=1,2,...
bkek(b1ku
′
1, . . . , bkku
′
k) =
∑
k=1,2,...,i=1,...,k
bkbike
−iS(u′i)|0〉.
Similarly let us write shortly
c+lm = c
+
α and UΛ(α)c
+
lmU
−1
Λ(α)
= c′+lm.
Then if x ∈ Γ(H1
m=0
) = H
m=0
, then there exists a multi-sequence of numbers
aα1...αn ∈ C such that
||x||2 =
∑
n=1,2,...,α1,...,αn
(4πe2)n
∣∣aα1...αn ∣∣2 < +∞
and
x =
∑
n=1,2,...,α1,...,αn
aα1...αnc+α1 . . . c
+
αn |0〉 (415)
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U
Λ(α)
x =
∑
n=1,2,...,α1,...,αn
aα1...αnc′+α1 . . . c
′+
αn |0〉
where we have shortly written αi for the pair li,mi with −li ≤ mi ≤ li.
Before giving the definition of x⊗y for any general elements x, y of the form
(415) and respectively (414) giving the algebraic tensor product H
m=0
⊗
alg
H|u〉
densely included inH
m=1
, we need some further preliminaries. Namely note that
the operators clm = cα depend on the reference frame. For the construction of
⊗ we need the operators in several reference frames. If the time-like axis of
the referece frame has the unit versor v ∈ L3, then for the operator cα = clm
computed in this reference frame we will write
vcα or
vclm
and
vc+α or
vc+lm
for their adjoints. Only for the fixed vector u ∈ L3 we simply write
ucα = c
+
α or
uclm = clm
and
uc+α = c
+
α or
uc+lm = c
+
lm
in order to simplify notation.
Now let
u7→v
A αβ
be the unitary matrix transforming the orthonormal basis vectors c+α |0〉 = uc+α |0〉
in H
m=0
vc+α |0〉 =
∑
β
u7→v
A αβ
uc+β |0〉 =
∑
β
u7→v
A αβc
+
β |0〉, (416)
under the Lorentz transformation Λuv(λuv) transforming the reference frame
time-like versor u ∈ L3 into the reference frame unit time-like versor v ∈ L3.
In particular it gives the irreducible representation of the SL(2,C) group in the
single particle Hilbert subspace
H1
m=0
of infrared transversal photons spanned by
c+α |0〉 = uc+α |0〉,
and equal to the Gelfand-Minlos-Shapiro irreducible unitary representation (l0 =
1, l1 = 0) = S(n = 2, ρ = 0), computed explicitly in [172]. Then, as shown in
[170], it follows that
U
Λuv(λuv)
ucαU
−1
Λuv(λuv)
= U
Λuv(λuv )
cαU
−1
Λuv(λuv)
= vcα =∑
β
u7→v
A αβ
ucβ +
u7→v
B αQ
=
∑
β
u7→v
A αβcβ +
u7→v
B αQ, (417)
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and115
U
Λuv(λuv)
S(u)U−1
Λuv(λuv)
= S(v) =
S(u) +
1
4πie
∑
αβ
(u7→v
B α
u7→v
A αβ
ucβ −
u7→v
B α
u7→v
A αβ
uc+β
)
(418)
and thus
U
Λuv(λuv)
uc+αU
−1
Λuv(λuv )
= U
Λuv(λuv)
c+αU
−1
Λuv(λuv )
= vc+α =∑
β
u7→v
A αβ
uc+β +
u7→v
B αQ
=
∑
β
u7→v
A αβc
+
β +
u7→v
B αQ, (419)
where Q is the charge operator and where
u7→v
B α are complex numbers depending
on the transformation Λuv(λuv) mapping u 7→ v = Λuv(λuv)−1u such that∑
α
|
u7→v
B α|2 = 8e2(λuvcothλuv − 1)
with λuv equal to the hyperbolic angle between u and v. Note that the charge
operator is invariant (commutes with U
Λuv(λuv)
) and is identical in each reference
frame so that no superscript u nor v is needed for Q.
The limit on the right hand side of the equality (416) should be understood
in the sense of the ordinary Hilbert space norm in the Hilbert space of the
quantum phase field S. In general all limits in the expressions containing linear
combinations of operators acting on |0〉 should be understood in this manner.
Now let us explain why for each fixed α we need essentially all vcα, v ∈ L3
for the construction of the bilinear map x×y 7→ x⊗y which serves to define the
algebraic tensor product Hm=0 ⊗alg H|u〉 of the Hilbert spaces Hm=0 and H|u〉 .
In particular consider two vectors c+α |0〉 and e−iS(v)|0〉 with v not equal to the
fixed time like versor u of the reference frame in which the partial waves f
(+)
lm
and the operators clm = cα =
ucα are computed. Perhaps it would be tempting
to put
c+α e
−iS(v)|0〉
for the tensor product of c+α |0〉 and e−iS(v)|0〉, but this would be a wrong defi-
nition. In particular
〈0|eiS(v) ucβ uc+α e−iS(v)|0〉 = 〈0|eiS(v)cβc+α e−iS(v)|0〉 6=
6= 〈0| ucβ uc+α |0〉〈0|eiS(v)e−iS(v)|0〉 = 〈0|cβc+α |0〉〈0|eiS(v)e−iS(v)|0〉
115We are using slightly different convention than [170], with ours
u 7→v
A αβ corresponding to
the complex conjugation Aαβ of the matrix elements Aαβ used in [170] and similarly our
numbers
u 7→v
B α correspond to the complex conjugation Bα of the numbers Bα used in [170].
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contrary to what is expected of the inner product for simple tensors. This is
mainly because cα =
ucα do not commute with e
−iS(v) for u 6= v. However for
any two u,w ∈ L3,
〈0|eiS(v) vcβ wc+α e−iS(w)|0〉 = 〈0| vcβ wc+α |0〉〈0|eiS(v)e−iS(w)|0〉 (420)
which easily follows from (417) - (419) and from the canonical commutation
relations. Similarly for the case when two (or more) creation operators are
involved
〈0|eiS(v) vcβ1 vcβ2 wc+α1 wc+α1e−iS(w)|0〉 = 〈0| vcβ1 vcβ2 wc+α1 wc+α2 |0〉〈0|eiS(v)e−iS(w)|0〉,
〈0|eiS(v) vcβ1 . . . vcβn wc+α1 . . . wc+αne−iS(w)|0〉
= 〈0| vcβ1 . . . vcβn wc+α1 . . . wc+αn |0〉〈0|eiS(v)e−iS(w)|0〉 (421)
as expected of the inner product on simple tensors. This explains the need for
using vclm =
vcα in various reference frames v, as in composing any complete
orthomnormal system in H|u〉 we need linear combinations of vectors
e−iS(v)|0〉
with various v ∈ L3.
Therefore for any v ∈ L3 we put(
vc+α1
vc+α2 |0〉)⊗
(
e−iS(v)|0〉) = vc+α1 vc+α2e−iS(v)|0〉,(
vc+α1 . . .
vc+αn |0〉)⊗
(
e−iS(v)|0〉) = vc+α1 . . . vc+αne−iS(v)|0〉. (422)
Let in particular U be the unitary representor of a Lorentz transformation
which transforms v into v′. Then
vc+α =
∑
β
w 7→v
A αβ
wc+α +
w 7→v
B αQ
and
(U vc+α |0〉)⊗ (Ue−iS(w)|0〉) = ( v
′
c+α |0〉)⊗ (e−iS(w
′)|0〉)
=
(∑
β
w′ 7→v′
A αβ
w′c+α |0〉
)⊗ (e−iS(w′)|0〉)
=
∑
β
w′ 7→v′
A αβ
w′c+α e
−iS(w′)|0〉
=
∑
β
w 7→v
A αβ
w′c+α e
−iS(w′)|0〉
= U
(∑
β
w 7→v
A αβ
wc+α e
−iS(w)|0〉),
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so that
(U vc+α |0〉)⊗ (Ue−iS(w)|0〉) = U
(
( vc+α |0〉)⊗ (e−iS(w)|0〉)
)
and similarly we show that this is the case for more general simple tensors(
U vc+α1 . . .
vc+αn |0〉)⊗
(
U e−iS(v)|0〉) = U(( vc+α1 . . . vc+αn |0〉)⊗ (e−iS(v)|0〉)).
(423)
Now in order to define x⊗y for general x, y of the form (415) and respectively
(414) we need to extend the formula (422). In fact x⊗y is uniquelly determined
by (422). Now we prepare the explicit formula for x⊗ y out of (422).
Let u1, u2, . . . ∈ L3 be the unit fourvectors which are used in the definition
of the complete orthonormal system
ek(b1ku1, . . . , bkkuk) =
k∑
i=1
bik|ui〉 =
k∑
i=1
bike
−iS(ui)|0〉, k = 1, 2, . . . ,
in H|u〉 . Corresponding to them we define
uicα =
∑
β
u7→ui
A αβ
ucα +
u7→v
B αQ =
∑
β
u7→ui
A αβ cα +
u7→ui
B αQ,
and
uic+α =
∑
β
u7→ui
A αβ
uc+α +
u7→v
B αQ =
∑
β
u7→ui
A αβc
+
α +
u7→ui
B αQ.
Having defined this we introduce for each i = 1, 2, . . . and the corresponding
operator uicα the operator
icα =
∑
β
ui 7→u
A αβ
uicα (424)
by discarding the part proportional to the total charge Q in the operator
cα =
ucα =
∑
β
ui 7→u
A αβ
uicβ +
ui 7→u
B αQ
as obtained by the transformation ui 7→ u transforming the system of operators
uicβ into the system of operators
ucα. Of course we have
c+α =
uc+α =
∑
β
ui 7→u
A αβ
uic+β +
ui 7→u
B αQ.
The crucial facts for the computations which are to follow are the following.
For each four-vector v ∈ L3
[ vcα, e
−iS(v)] = 0.
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The commutation rules are preserved and
[ vcα,
vcβ ] = 0, [
vcα,
vc+β ] = 4πe
2 δ
αβ
, [Q, vcα] = 0,
vcα|0〉 = 〈0| vc+α = 0.
But moreover, if we fix arbitrarily α = (l,m) then because the operators icα,
i = 1, 2, . . . all differ from the fixed operator cα =
ucα with fixed u ∈ L3 by
the operator (depending on i) which is always proportional to the total charge
operator Q, as a consequence of the transformation rule (417) and (419), then
not only
[ icα,
icβ ] = 0, [
icα,
ic+β ] = 4πe
2 δ
αβ
, [Q, icα] = 0,
icα|0〉 = 〈0| ic+α = 0, i = 1, 2, . . .
for all i = 1, 2, . . . but likewise
[ icα,
jcβ] = 0, [
icα,
jc+β ] = 4πe
2 δ
αβ
, [Q, icα] = 0,
icα|0〉 = 〈0| ic+α = 0, i, j = 1, 2, . . . .
Note also that
c+α |0〉 = ic+α |0〉, i = 1, 2, 3, . . . .
Furthermore we have the following orthogonality relations
〈
0
∣∣∣( s∑
j=1
bjse
iS(uj) jcβ1 . . .
jcβm
)( k∑
i=1
bik
ic+α1 . . .
ic+αne
−iS(ui)
)∣∣∣0〉
= (4πe2)n δsk δmn δ{α1...αn} {β1...βm} . (425)
Let x, y be general elements respectively x ∈ H
m=0
and y ∈ H|u〉 of the
general form (415) and respectively (414). We define the following bilinear map
⊗ of H
m=0
×H|u〉 into Hm=1 by the formula
x× y 7→ x⊗ y
=
∑
n=1,2,...,k=1,2,...,i=1,...,k,α1,...,αn
aα1...αnbkbik
ic+α1 . . .
ic+αne
−iS(ui)|0〉.
We show now that Hm=0 and H|u〉 are ⊗-linearly disjoint [183], compare Part
III, Chap. 39, Definition 39.1. Namely let y1, . . . , yr be a finite subset of generic
elements
yj =
∑
k=1,2,...
bkj ek(b1ku1, . . . , bkkuk) =
∑
k=1,2,...,i=1,...,k
bkj bike
−iS(ui)|0〉
in H|u〉 for j = 1, . . . , r; and similarly let x1, . . . , xr be a finite subset of generic
elements
xj =
∑
n=1,2,...,α1,...αn
aα1...αnj c
+
α1 . . . c
+
αn |0〉
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in H
m=0
for j = 1, . . . , r. Let us suppose that
r∑
j=1
xj ⊗ yj
=
∑
j=1,...,r,n=1,2,...,k=1,2,...,i=1,...,k,α1,...,αn
aα1...αnj b
k
j bik
ic+α1 . . .
ic+αne
−iS(ui)|0〉 = 0,
(426)
and that x1, . . . , xr are linearly independent. We have to show that y1 = . . . =
yr = 0. The linear inependence of xj means that if for numbers b
j it follows
that
r∑
j=1
bjaα1...αnj = 0
for all n = 1, 2, . . ., αi = (1,−1), (1, 0), (1, 1), (2,−2), . . . then b1 = . . . = br = 0.
Now consider the inner product of the left hand side of (426) with
k∑
q=1
bqk
qc+β1 . . .
qc+βne
−iS(uq)|0〉.
Then from (426) and the orthogonality relations (425) we get
r∑
j=1
aβ1...βnj b
k
j = 0
for each k = 1, 2, . . .. Therefore by the linear independence of xj we obtain
bk1 = . . . = b
k
r = 0
for each k = 1, 2, . . ., so that
y1 = . . . = yr = 0.
Similarly from (426) and linear independence of y1, . . . , yr it follows that
x1 = . . . = xr = 0,
so that H
m=0
and H|u〉 are ⊗-linearly disjoint.
By construction the image of ⊗ : H
m=0
× H|u〉 → Hm=1 span the Hilbert
spaceH
m=1
and is dense inH
m=1
. Therefore the image of ⊗ defines the algebraic
tensor product Hm=0 ⊗alg H|u〉 of Hm=0 and H|u〉 densely included in Hm=1 .
Now we show that the inner product 〈·|·〉 on H
m=1
, if restricted to the alge-
braic tensor product subspace H
m=0
⊗
alg
H|u〉 , coincides with the inner product
of the algebraic Hilbert space tensor product:
〈x⊗ y|x′ ⊗ y′〉 = 〈x|x′〉〈y|y′〉
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for any generic elements x, x′ ∈ H
m=0
and any generic elements y, y′ ∈ H|u〉 .
Indeed let x, y be generic elements of the form (415) and (414) respectively and
similarly for the generic elements x′, y′ we put
x′ =
∑
q=1,2,...,β1,...,βq
a′β1...βnc+β1 . . . c
+
βq
|0〉
and
y′ =
∑
s=1,2,...
b′ses(b1su1, . . . , bssus) =
∑
s=1,2,...,j=1,...,s
b′sbjse−iS(uj)|0〉.
Then
〈x′ ⊗ y′|x⊗ y〉 =
∑
n,k,q,s,α1,...,αn,β1,...,βq
a′β1...βqaα1...αnb′sbk ×
×
〈
0
∣∣∣( s∑
j=1
bjse
iS(uj) jcβq . . .
jcβ1
)( k∑
i=1
ic+α1 . . .
ic+αne
−iS(ui)
)∣∣∣0〉
which, on using (421) and the orthogonality relations (425), is equal to( ∑
n,α1,...αn
(4πe2)n a′α1...αnaα1...αn
)(∑
k
b′kbk
)
= 〈x|x′〉〈y|y′〉.
Thus the proof of the equality (413) is now complete.
Now let x, y be any generic elements of the form (415) and (414) respectively.
Then by repeated application of (423) and the continuity of each representor116
U we obtain
U(x⊗ y) = Ux⊗ Uy.
This ends the proof of our Lemma. 
We observe now that the same proof can be repeated in showing validity of
the following
LEMMA.
U |Hm = U |Hm=0 ⊗ U |H|m,u〉 .

Now let Intx for any positive real number x be the least natural number
among all natural numbers n for which x ≤ n, say the “integer part of x”117
Joining the last Lemma with the result (412) of Staruszkiewicz [171] we obtain
as a corollary the following
116Each representor U
Λ(α)
being unitary is bounded and thus continuous in the topology of
the Hilbert space.
117Note that the standard definition of the integer part is slightly different.
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THEOREM. Let U |Hm be the restriction of the unitary representation U of
SL(2,C) in the Hilbert space of the quantum phase field S to the invariant
eigenspace Hm of the total charge operator Q corresponding to the eigenvalue
me for some integer m. Then for all m such that
|m| ≥ Int
(√ π
e2
)
the representations U |Hm are unitarily equivalent:
U |Hm ∼=U U |Hm′
whenever
|m| ≥ Int
(√ π
e2
)
, |m′| ≥ Int
(√ π
e2
)
.
On the other hand if the two integers m,m′ have diffrent absolute values
|m| 6= |m′| and are such that
|m| ≤
√
π
e2
, |m′| ≤
√
π
e2
,
then the representations U |Hm and U |Hm′ are inequivalent.
We can state the results in still another form. Namely the Hilbert space H
of the quantum phase S(x) has the following structure
H0 ⊗H∞ = H0 ⊗
(∑
m∈Z
H|m,u〉
)
= H0 ⊗
(
C⊕H11 ⊕H1−1 ⊕ . . .⊕H1m0 ⊕H1−m0 ⊕ [∞]
∫
ν>0
⊕ H
χ=−1−iν dν
)
(427)
Here we have put C for H|m=0,u〉 with the representation of SL(2,C) acting triv-
ially upon it. Moreover, here |m0| < Integer part
√
π/e2 and with [∞] standing
for the infinite direct sum ⊕ and the uniform infinite multiplicity of the action
of the representation SL(2,C) on∫
ν>0
⊕ Hχ=−1−iν dν.
Note that the direct summad(
H1m ⊕
∫
ν>0
⊕ H
χ=−1−iν dν
)
⊗H0
in (427) is the eigenspace of the total charge operator Q corresponding to the
eigenvaluem, which moreover does not contain the direct summandHm if |m| >
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m0, [190]. The direct summand C ⊗H0 = H0 is the eigenspace corresponding
to the eigenvalue zero of Q. The Hilbert space H0 is equal to the Fock space
H0 = Γ(H10) over the single particle space H10 of “infrared transversal photons”
spanned by
c+lm|0〉.
The representation of SL(2,C) acts onH10 through the irreducible representation
(l0 = 1, l1 = 0) of the principal series and through its amplification Γ(l0 = 1, l1 =
0) on H0 = Γ(H10), and trivially on the factor C in (427). The representation of
SL(2,C) acts on each invariant direct sum/integral component H1±m generated
by functions f on the cone homogeneous of degree −2+m2e2/π as an irreducible
representation D(1 −m2e2/π) of the supplementary series with the parameter
of the series equal 1−m2e2/π and with the invariant inner product [171]
(f, g) =
∫
k·k=0,k0>0
∫
l·l=0,l0>0
d2kd2l
(k · l)m2e2/π f(k)g(l), (428)
where d2k (resp. d2l) is the invariant measure on the space of rays (which can
be identified with the unit 2-sphere) on the cone k · k = 0, k0 > 0, [63]. On
the invariant direct sum/integral component H
χ=−1−iν the group SL(2,C) acts
irreducibly through the representation S(n = 0, ν) which can be ralized on
scalar homogeneous of degree −1− iν functions on the cone, with invarint inner
produnct
(f, g) =
∫
p·p=0,p0>0
d2p f(p)g(p),
compare [63], Chap. VI.2.2.
So much for the action U of SL(2,C) in H in the abstract representation of
(I)-(V).
We pass now to the remaining operators S0 = S(u), Q, cα =
ucα, c
+
α =
uc+α
and their behaviour with respect to the factorization (427) of the abstract
Hilbert space H. Now keeping the notation of the proof of our first Lemma,
and computing cα =
ucα on any generic elements x ∈ H and y ∈ H∞, we can
easily see that
cα = c
′
α ⊗ 1+ 1⊗ c′′α,
where
c′α = cα
∣∣
H0 , c
′′
α = cα
∣∣
H∞ .
Note that these restrictions are well defined, because in our case both H0 =
Hm=0 and H∞ are equal to subspaces of their tensor product H = H0 ⊗ H∞
(this is of course not the case for general tensor products).
Similarly we have for c+α =
uc+α :
c+α = c
′+
α ⊗ 1+ 1⊗ c′′+α ,
where
c′+α = c
+
α
∣∣
H0 , c
′′+
α = c
+
α
∣∣
H∞ .
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And similarily for S0 = S(u):
S(u) = S0 = S
′
0 ⊗ 1+ 1⊗ S′′0,
where
S′0 = S0
∣∣
H0 , S
′′
0 = S0
∣∣
H∞ .
Finally for the total charge operator Q in the abstract representation we have
Q = 1⊗Q′ where Q′ = Q|H∞ .
The explicit formulas for c′lm, c′′lm, . . . easily follows from the transformation
rules for S0, clm, . . .. Thus we have constructed U explicitly, together with
the ramaning operators in the abstract representation.
All that holds under the Assumption-Vesion I. In case of Assumption–Version
II the correspnding replacements are trivial: the second factors of tensor prod-
ucts in our Lemmas need to be replaced with direct sums of their copies corre-
sponding to the canonical vacua |0〉k of the standard representation acting with
uniform multilicity, i.e. as direct sum of copies of the operators of the standard
representation. Similarly in the last formulas for the operators computed as
sums of tensor product operators the second factors need to be replaced with
direct sums of their copies. Acoordingly the above Theorem remains valid also
under Assumption-Version II.
Nonetheless the factorization H0⊗H∞ of our Lemmas, although convenient
for the analysis of the representation U , because it facorizes with respect to it, is
not convenient for the analysis of the remaining operators, S0 = S(u), clm, c
+
lm,
because they do not factorize with respect to (427). Indeed they are not equal
to tensor products of operators, when using factorization (427).
Therefore we construct another factorization ofH, not very much convenient
for the analysis of U , but it is intimately related to the standard representation,
and factorizes S0, Q, clm, clm, c
+
lm, compare the end of Subsection 7.5.
We do it at once under the more general Assumption-Version II, as going
to the simpler case of Assumtion – Version I, with the standard representation
acting with multilicity one (correspondingly with cyclic vacuum |0〉) is trivial.
Namely instead of the subspace H∞ = ⊕mH|m,u〉 we consider, for each
canonical vacuum |0〉k in the direct sum of standard representations, exactly
as at the end of Subsection 7.5, the subspace H0k spanned by the vectors
e−imS0 |0〉 = e−imS(u)|0〉k, m ∈ Z.
As noted there (this also easily follows by comparison with the proof of our
Lemmas) that the formula((
c+α1
)β1
. . .
(
c+αn
)βn |0〉)⊗ (e−imS0 |0〉) = (c+α1)β1 . . . (c+αn)βne−imS0 |0〉
induces a well defined Hilbert space tensor product, because this time cα =
ucα1
and S0 = S(u) are computed in one and the same reference frame. With this
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bilinear map the Hilbert cycclic subspace H|0〉k , with the cycclic |0〉k is equal to
the Hilbetr space tensor product
H|0〉k = H0 ⊗H0k (429)
of its subspaces H0k and H0k.
By Assumption–Version II the operators cα, c
+
α , S0 and Q act on the direct
sum Hilbert space
H = ⊕kH|0〉k = H0 ⊗
(
⊕k H0k
)
through the direct sum of copies of the corresponding opoerators in the standard
representation. It is easily seen that now the operators cα, c
+
α , S0 and Q (let us
denote them with the same symbols) do factorize with respect to (429) in the
following manner
cα = c
′
α ⊗ 1, c′+α = c+α
∣∣
H0 ,
c+α = c
′+
α ⊗ 1, c′+α = c+α
∣∣
H0 ,
S(u) = S0 = 1⊗ S′0, S′0 = S0
∣∣
⊕kH0k , Q = 1⊗Q
′ Q′ = Q
∣∣
⊕kH0k .
(430)
By our Assumption, placed at the beginning of this Subsection, ⊕kH0k and
the operators S′0 and Q′ on it, present in the formulas (430), are identifiable
by a unitary operator U2 respectively with
U2H0 = ⊕L2(S1),
U2S
′
0U
−1
2 = ⊕S′0 = S′0 on ⊕ L2(S1),
U2Q
′U−12 = ⊕Q′ = Q′ on ⊕ L2(S1),
where on the left hand sides the operators Q′, S′0 refers to the operators defined
in (430) in the abstract representation, and the same symbolsQ′, S′0 on the right
denote the operators in the standard representation (399) and (400) (acting
with multiplicity one) and the bolded Q′, S′0 the corresponding operators in
the standard representation acting with multiplicity.
Now it is easily seen that putting for U1 the Fock lifting of the unitary
operator which the single particle space basis vector c′+α |0〉 of the Fock space
HFock (in (400)) puts into correspondence with c′+α |0〉 = c+α |0〉 of H0 we obtain
the equalities
U1H0 = HFock,
U1c
′
αU
−1
1 = c
′
α on HFock,
U1c
′+
αU
−1
1 = c
′+
α on HFock,
where on the left hand side there are operators c′α, c′
+
α of the standard repre-
sentation (399) and (400) and on the right hand side there are the operators
c′α, c′
+
α standing in (430) in the abstract representation.
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Denoting the operators S0,Q, clm, c
+
lm, U in the standard representation
acting with uniform multiplicity with the bold fonts, S0,Q, clm, c
+
lm, U ,
and putting V = U−11 ⊗ U−12 we thus obtain V S0V −1 = S0, VQV −1 = Q,
V clmV
−1 = clm, V c
+
lmV
−1 = c+lm and VUV
−1 = U .
Now let
S(x) = S0 − eQthx+
∞∑
l=1
m=+l∑
m=−l
{clmf (+)lm (x) + h.c.}
be the expansion (II) of the quantum phase operator S(x). Then joining this
results with the results obtained in Subsection 7.4 we have shown that
xµ
(
Aµ
free
(x)
)
χ=−1
=
∞∑
l=1
m=+l∑
m=−l
{clmf (+)lm (x) + h.c.}
where
(
Aµ
free
(x)
)
χ=−1
is the homogeneous of degree χ = −1 part of the free
electromagnetic potential Aµ
free
(x) field, constructed in Subsection 7.4. Here
f
(+)
lm , th are extended from de Sitter 3-hyperboloid over the whole spacetime by
keeping homogenity zero, and putting f
(+)
lm and th equal zero inside the light
cone, which should be clear now. In particular thx = th(x0/r) outside the light
cone, where on the right hand side there is the ordinary hyperbolic tangent
function.
8 APPENDIX: On the spectral characterization
of non compact manifolds
In this Appenix consisting of three Subsections we give a spectral characteri-
zation of paracompact open non compact oriented complete riemannian mani-
folds (M, g). We gradually – in three steps – reduce the task to the problem
of spectral characterization of compact manifolds, as resolved in [22]. As is
well known on every orientable open non compact (paracompact) complete rie-
mannian manifold there exists the natural self-adjoint Dirac operator D, in the
Hilbert space of square integrable spinors H (or resp. sections of bundles of de
Rham forms) [142] and the point-wise multiplication representation in H of an
ideal of smooth functions – a nonunital nuclear algebra of operators A in H –
such that (A,H, D) is a (nonunital) spectral triple [51].
We start with the simplest possible situation (Subection 8.1) of the standard
euclidean manifold Rn whose canonical (stereographic projection) leads to the
close interplay of the standard manifold and metric structure of Rn with the
standard manifold and metric structure of the n-sphere Sn. We observe that
this interplay has general properties which are common for any pairs of rieman-
nian manifolds (M,M˜) of the following type: an open complete noncompact
riemannian manifold (M, g) is embedded conformally as open dense subman-
ifold into a compact riemannian manifold (M˜, g˜). In this case we can always
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construct a “scaling operator”Q and a ”binding potential operator” V affiliated
with the algebra of operators A′′, where A′′ is the double commutant (or weak
closure) of A, such that QD + V = U−1D˜U is unitary equivalent to the Dirac
operator D˜ of the compact manifold (M˜, g˜), and such A = U−1A˜0U is unitary
equivalent to an essential ideal A˜0 of the representation of the algebra A˜ of the
spectral triple (A˜, H˜, D˜) characterizing spectrally the compact manifold (M˜, g˜).
The “scaling” operator Q being canoniocally determined by the conformal fac-
tor and the “binding potential” operator V control the behaviour of the regular
functions of A˜0 at infinity and are both uniquelly determined by the conformal
embedding M → M˜. We can thus reduce the spectral characterization of the
standard riemannian manifold Rn to the compact case by the canonical dense
open conformal embedding Rn → Sn (steregraphic projention in this particular
case).
Next we observe (Subsect. 8.1) that the method of reduction of spectral
characterization of the standard Rn to the compact case Sn can be applied to
any open non compact geodesically complete manifold (M, g) provided M is
diffeomorphic to the interior of a compact manifold W with boundary ∂W , and
provided there exists a smooth riemannian metric h on the whole W (including
boundary ∂W) which is conformally equivalent to g on intW . In this case we
can construct a diffeomorphic copy W ′ of W with a complete metric g′ on W ′
and glue along the diffeomorphic common boundary ∂W ofW andW ′ obtaining
a compact manifold W ⋃∂WW ′ with a metric g˜ plying the role of the standard
n-sphere Sn with the metric g˜ such that
(W⋃∂WW ′ − ∂W , g˜|W ⋃∂W W ′−∂W ) is
conformally equivalent to (intW ⋃ intW ′, g⊔g′) (plying the role of Rn). We can
therefore construct the “scaling” operator corresponding to the conformal factor
and the “binding potential” operator exactly as in the preceding Subsection 8.1
for Rn embedded conformally in Sn.
Finally (Subsection 8.3) we reduce the general case of (paracompact) open
non compact complete riemannian manifold (M, g) to the case decribed in Sub-
sect. 8.1 by decomposing M into closed compact submanifolds Wi, i ∈ Z
with compact boundaries ∂Wi with intWi ∩ intWj = ∅, i 6= j and with
∂Wi = ∂iWi
⊔
∂i+1Wi+1, where ∂iWi = Wi−1
⋂Wi. We achieve this decom-
position using a nondegerate Morse function f on (M, g). We construct the
nondegenerate function f exactly as Morse replacing the Whitney embedding
by the closed version of isometric Nash embedding of a complete riemannian
manifold (M, g) into the euclidead manifold RL with sufficiently large L. For
each i ∈ Z we define a diffeomorphic copyW ′i ofWi and the same Morse function
f will serve to construct complete riemannian manifold (intWi
⊔
intW ′i, gi ⊔ g′i
conformally equivalent to the open submanifold (Wi
⋃
∂WiW ′i − ∂Wi, g˜i) of a
compact manifold (Wi
⋃
∂WiW ′i, g˜i) with g˜i|Wi = g|Wi , thus obtaining for each
triple of submanifolds Wi,W ′i,Wi
⋃
∂WiW ′i situation exactly the same as that
for W ,W ′,W⋃∂WW ′ in the Subsection 8.2.
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8.1 APPENDIX: standard Rn with its natural compacti-
fication – the standard Sn
For the sake of simplicity we restrict attention to the case of dim = n = 2 in all
computations of this Subsection, although all the formulas and operators have
their immediate counterparts in higher dimensions.
We consider the unit 2-sphere as isometricaly embedded submanifold in R3
of all those points (X,Y, Z) for which X2 + Y 2 + (Z − 1)2 = 1, i.e unit sphere
with the center (0, 0, 1), and denote it by S2((0, 0, 1), 1), and let (0, 0, 2) be “the
point at infinity ∞”. Then we consider the sphere S2((0, 0, 1/2), 1/2) of radius
1/2 centered at (0, 0, 1/2), and the embedding s+ : R2 s−→ S2((0, 0, 1), 1)− {∞}
being given by the composition
R2
stereographic projection−−−−−−−−−−−−−−−→ S2((0, 0, 1/2), 1/2) isotropic scaling−−−−−−−−−−→ S2((0, 0, 1), 1) :
(x, y)
s+−−→ (X(x, y), Y (x, y), Z(x, y)) = (2xq−1, 2yq−1, 2− 2q−1),
(where q(x, y) = 1 + x2 + y2) with the first map being the inverse of the stere-
ograpic projection S2((0, 0, 1/2), 1/2)−{(0, 0, 1/2)}→ R2 from the “north pole”
(0, 0, 1) of the sphere S2((0, 0, 1/2), 1/2) on the plane tangent to the sphere
S2((0, 0, 1/2), 1/2) at the “south pole” (0, 0, 0), and the second map is the
isotropic scaling with factor 2: (X,Y, Z) 7→ (2X, 2Y, 2Z). The conformal em-
bedding (“projection from the north pole”) R2 s
+
−−→ S2 − {∞} generates two
metrics on R2 (regarded as the manifold with the standard manifold structure
in case R4 when dim = 4). Namely the standard euclidean metric
g
R2
= dz ⊗ dz = dx⊗ dx+ dy ⊗ dy,
coming from the euclidean structure and giving the standard open noncompact
complete riemannian manifold (R2, g
R2
); and the one induced from (the standard
in case Sn for n ≥ 4) S2 by the open dense conformal embedding R2 s
+
−−→ S2:
g
S2
= dθ2 + sin2 θ dφ2 = 4q(z)−2dz ⊗ dz = 4q(x, y)−2g
R2
,
where q(z) = 1 + zz = 1 + x2 + y2 = q(x, y). The two metrics give rise to the
two versions of each structure induced naturally by the metric: the two volume
forms
d vol
R2
=
i
2
dz ∧ dz = dx ∧ dy, d vol
S2
= 2iq−2 dz ∧ dz = 4q−2 dx ∧ dy;
and the two Hilbert spaces of square integrable spinors
L2(R2, S; d vol
R2
) and L2(S2, S; d vol
S2
),
on R2 with the inner products equal
(ψ, ψ)R2 =
∫
R2
(|ψ1|2 + |ψ2|2) dx ∧ dy,
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(φ, φ)S2 =
∫
R2
(|φ1|2 + |φ2|2) 4q−2dx ∧ dy,
respecively for ψ ∈ L2(R2, S; d vol
R2
) and φ ∈ L2(S2, S; d vol
S2
) and the two
corresponding Dirac operators
DR2 = γ
1(−i∂x)+γ2(−i∂y) and DS2 = −iγ(dxj)∇S
2
∂j = γ
1(−iq∂x+ix)+γ2(−iq∂y+iy)
acting respectively in L2(R2, S; d vol
R2
) and L2(S2, S; d vol
S2
), where γ1 = σ1,
γ2 = σ2, with σi, i = 1, 2 being the Pauli matrices. In fact DS2 is nothig but
the ordinary Dirac operator /DS2 on S2 in the coordinate chart given by the
“projection s+ from the north pole”.
The conformal embedding R2 s
+
−−→ S2 induces a unitary map
L2(R2, S; d vol
R2
)
U−→ L2(S2, S; d vol
S2
),
given by the formula
Uψ(x, y) =
1
2
q(x, y)ψ(x, y)
with the unitary inverse
U−1φ(x, y) = 2q−1(x, y)φ(x, y),
where
1
2
q
may be though of as a square root of the Radon-Nikodym derivative
d vol
R2
d vol
S2
.
DEFINITION. Let us define the “scaling” operator Q of point-wise multipli-
cation by the number
q(x, y)
at the point (x, y), and the operator V of point-wise multiplication by the matrix
γ1V1(x, y) + γ
2V2(x, y) (Vi ∈ C∞(R2))
at the point (x, y) in the Hilbert space L2(R2, S; d volR2). The operators Q and
V are by construction selfadjoint and are affiliated with the double commutant
(weak closure) of the point-wise multiplication representation πR2 of the nuclear
algebra of Schwarz functions S(R2) in L2(R2, S; d volR2). Moreover the core
S(R2)⊕S(R2) ⊂ L2(R2, S; d vol
R2
) of Q is contained in the core
⋂
kDom(DR2)
k
of DR2 . If in addition the core of V is contained in
⋂
k Dom(DR2)
k then we call
V the “binding potential” operator.
We have the following simple
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LEMMA. There exists the binding potential operator V = (−ix)γ1 + (−iy)γ2
on L2(R2, S; d vol
R2
) such that
U(QDR2 + V )U
−1 = DS2 .

Now consider the ordinary spectral triple (C∞(S2),HS2 , /DS2) of S2, where
HS2 is the Hilbert space of square integrable sections of the spinor bundle over
S2, with the representation π of the algebra C∞(S2) inHS2 given by the ordinary
point-wise multiplication. Because the image of the conformal embedding s+
is equal to the whole S2 exept a set of measure zero – the one point “∞”
– then the uninary map U can be regarded as a unitary map between the
Hilbert spaces of square integrable spinors on R2 and S2 respectively. Every
element ϕ ∈ C∞(S2) can be represented as the restriction of a smooth function
f ∈ C∞(R3) to S2 regarded as isometrically embedded in R3. Moreover every
such ϕ ∈ C∞(S2) can be uniquelly represented by a smooth function ϕS2 =
f ◦ s+ on R2 (with all its derivatives of all orders greater than zero vanishing
at infinity). Let us denote the algebra of all smooth functions ϕS2 , ϕ ∈ C∞(S2)
on R2 by A˜. Similarly every (square integrable) section of HS2 can be naturally
identified with a unique element of L2(S2, S; d vol
S2
), and the representation
π of piont-wise multiplication by ϕ ∈ C∞(S2) in HS2 can be identified with
the representation πS2 of point-wise multiplication by ϕS2 in L
2(S2, S; d vol
S2
),
and similarly the action ( /DS2 ,HS2) of the Dirac operator /DS2 in HS2 can be
identified with the action (DS2 , L
2(S2, S; d vol
S2
)) of DS2 in L
2(S2, S; d vol
S2
)
with all interrelations between π and ( /DS2 ,HS2) being preserved by πS2 and
(DS2 , L
2(S2, S; d vol
S2
)). In short the triple (C∞(S2),HS2 , /DS2) with the action
π of C∞(S2) in HS2 can be naturally identified with (A˜, L2(S2, S; d volS2), DS2)
with the action of A˜ given by πS2 .
Using the Lemma and the spectral triple of the 2-sphere (A˜, L2(S2, S; d volS2), DS2)
with the action of A˜ in L2(S2, S; d vol
S2
) given by πS2 , which respects all condi-
tions of Connes necessary and sufficient for A˜ to be isomorphic to the algebra
of all smooth functions on a compact manifold we obtain the following
THEOREM. For the spectral triple (A = S(R2), L2(R2, S; d vol
R2
), DR2) with
the action πR2 of A in L2(R2, S; d volR2 ) given by point-wise multiplication, there
exist a self-adjoint “binding potential” operator V and the “scalling” self-adjoint
operator Q in L2(R2, S; d vol
R2
) both affiliated with πR2(A)′′ and an algebra A˜
of operators in L2(R2, S; d vol
R2
) containing πR2(A) as an essential ideal such
that
(A˜, L2(R2, S; d vol
R2
), QDR2 + V )
is a spectral triple fulfilling all conditions of Connes sufficient and neccesary
for A˜ to be identifiable with the algebra of all smooth functions on a compact
manifold.
 Indeed if (A˜,H2, D2, c2, γ2), with a faithful representation π2 of A˜ in H2,
is a spectral triple respecting the afore mentioned Connes conditions [22] (we use
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the notation A˜,Hi, Di, ci, γi, i = 1, 2, for A,H, D, c, γ of [22]) necessery and suf-
ficent for A˜ to be identifiable with the algebra of all smooth functions on a com-
pact manifold, then for any unitary operator U : H1 → H2 the spectral triple
(A˜,H1, U−1D2U,U−1c2U,U−1γ2U) with the representation π1 = U−1π2U , is a
spectral triple respecting all afore mentioned Connes conditions. It is sufficient
to apply this observation to the spectral triple (A˜, L2(S2, S; d vol
S2
), DS2) of the
standard 2-sphere constructedd above, with the action πS2 of A˜ in L2(S2, S; d volS2 )
and with the unitary and “scalling” operators U,Q defined by the conformal fac-
tor and the “binding potential” operator V of the Lemma of the first Subsection
of this Appendix. 
REMARK.
[QDR2 + V, a] = Q[DR2 , a] for all a ∈ πR2(A) = πR2(S(R2))
because Q and V are affiliated with πR2(A)′′ and in particular
[V, a] = [Q, a] = 0, a ∈ πR2(A).
Therefore the Connes spectral formula
dist(p, p′) = sup{|f(p)− f(p′)|; f ∈ A, ‖[DR2 , f ]‖ ≤ 1}
for the geodesic distance between any two points p, p′ ∈ R2 determined by the
Dirac operator DR2 (and coinciding with the background euclidean distance on
R2) coincides with the Connes spectral distance formula determined by the Dirac
operator QDR2 + V except for the conformal factor q. The conformal factor q
in turn may be regarded to be equal twice the square root
1
2
q =
√
d volR2
d volS2
of the Radon-Nikodym derivative
d volR2
d volS2
,
and comes from the operator Q, and vice versa the operator Q is uniquely de-
termined by the conformal factor equal to the square root of the Radon-Nikodym
derivative mentioned to above. This is why we have called Q the “scaling oper-
ator”.
8.2 APPENDIX: orientable open complete non compact
manifolds with compactly conformally fittable bound-
ary
Here we extend the method of the preceding Subsection of the Appendix and we
construct the corresponding “scaling” and “binding potential” operators Q and
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V for orientable manifolds behaving sufficiently “regularly” at infinity, leaving
over the most general case of an open complete riemannian manifold to the last
Subsection of the Appendix.
DEFINITION. We say that (paracompact) open (non compact) riemannian
manifold (M, g) has compactly conformally fittable boundary iff there exists a
smooth function σ on M and a compact manifold W with boundary ∂W such
that
1) M is diffeomorphic to intW, thus there exists an embedding i :
M i−→ intW ⊂ W
such that the image of i equals intW.
2) The (metric induced by the) metric
h = e−σg
(through the embedding i : M → W) extends to a smooth riemannian
metric on W.
We assume that the open (without boundary) complete orientable rieman-
nian manifold (M, g) considered in this Subsection of the Appendix has com-
pactly conformally fittable boundary. The point is that in this case we can use
a diffeomorphic copy W ′ of W (with M diffeomorphic to intW and to intW ′)
and using any diffeomorphism between ∂W and ∂W ′ we can glue W and W ′
along the common boundary ∂W in order to obtain a compact closed manifold
W⋃∂WW ′. Moreover we can construct a riemannian metric g′′ on W ⋃∂WW ′
in such a way that (W ⋃∂WW ′−∂W , g′′|W ⋃∂W W′−∂W ) is conformally equivalent
to the disjoint sum complete riemannian manifold (intW
⊔
intW ′, g ⊔ g′) with
the metric on intW ∼=diff M equal to the original metric g (under the diffeo-
morphic identification ofM with intW). In this case we can apply the method
of the preceding Subsection of the Appendix with the conformal embedding
(intW ⊔ intW ′, g ⊔ g′) → (W ⋃∂WW ′, g′′) instead of the conformal embed-
ding R2 s−→ S2 of the preceding Subsection. Using canonical spectral triples
(A1,H1, D1) and (A2,H2, D2) corresponding to the open complete riemannian
manifolds (intW ∼=diff M, g) and (intW ′, g′) we can prove the following
THEOREM. For a spectral triple (A1,H1, D1) with a faithful representation
π1 of A1 in H1 the algebra A1 can be idetifiable with an essential ideal of the
algebra of all smooth functions on an open (boundary-less) complete orientable
manifold (M, g) with compactly conformally fittable boundary iff there exist an-
other spectral triple (A2,H2, D2) with the action π2 of A2 in H2, and selfadjoint
“scaling” and “binding potential” operators Qi, Vi, i = 1, 2 resp. in Hi affiliated
resp. with πi(Ai)′′, and a unital algebra A˜ of operators in H1 ⊕H2 containing
π1(A1)⊕ π2(A2) as an essential ideal, such that(A˜,H1 ⊕H2, (Q1D1 + V1)⊕ (Q2D2 + V2))
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respects all Connes conditions sufficient and necessary for A˜ being identifiable
with the algebra of all smooth functions on a compact manifold, and thus nec-
essary and sufficient for(A˜,H1 ⊕H2, (Q1D1 + V1)⊕ (Q2D2 + V2))
being identifiable with the spectral triple of a compact manifold.
8.3 APPENDIX: open noncompact complete orientable
riemannian manifold
In this Subsection of the Appendix,concerned with spectral characterization of
orientable riemannian geodesically complete manifolds (M, g) we use the Morse
function construction and a “closed version” of Nash embedding theorem for
complete riemannian manifold in reducing the situation to the one described
in the preceding Subsection of the Appendix. Thus we construct the “scaling”
and “bining potential” operators for general geodesically complete riemannian
manifold (M, g).
In the first step we construct a decomposition of M into a a countable
family of compact submanifoldsWi ⊂M with boundaries ∂Wi, i ∈ Z such that
M⊂ ⋃Wi, intWi⋂ intWj = ∅, i 6= j, and ∂Wi = ∂iWi⊔ ∂i+1(−Wi+1), where
∂iMi =Mi−1
⋂Mi, and such that
M = . . .
⋃
∂iWi
Wi
⋃
∂i+1Mi+1
Wi+1
⋃
∂i+2Wi+2
. . . i ∈ Z.
We achieve this decomposition by constructing a nondegenerate Morse function
f on M. Construction of the Morse function f is exactly the same as the
one performed by Morse with the only difference that instead of the Whitney
embedding we use a closed isometric Nash embedding of a complete manifold
into the Euclidean space of appropriately high dimension.
In the second step we show that for each riemannian manifold (Wi, g|Wi )
there exists W ′i ∼=diff Wi and a metric g′i on W ′i such that
(Wi
⋃
∂Wi
W ′i, gi ∪∂Wi g′i = g′′i )
is a smooth riemannian closed (compact) manifold with g|Wi = g′′i |Wi .
In the third step we show that there exist complete metrics hi, h
′
i on intWi
and intW ′i such that(Wi ⋃
∂Wi
W ′i − ∂iW, g′′i |Wi ⋃∂Wi W′i−∂iW
)
is conformally equivalent to(
intWi
⊔
intW ′i , hi ⊔ h′i = h′′i
)
.
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Thus the metric h′′i on the open dense subset Wi
⋃
∂WiW ′i − ∂iW = intWi ⊔
intW ′i of the closed manifold Wi
⋃
∂WiW ′i is conformally equivalent to a met-
ric g′′i |Wi∪∂WW′i−∂Wi which has a smooth extension g
′′
i to the whole compact
manifold (Wi ⋃
∂Wi
W ′i, g′′i
)
.
We arrive thus at the situation forWi,W ′i,Wi
⋃
∂WiW ′i the same as forW ,W ′,W
⋃
∂WW ′
in the preceding Subsection.
THE FIRST STEP
We in order to achieve the decomposition
M = . . .
⋃
∂iWi
Wi
⋃
∂i+1Mi+1
Wi+1
⋃
∂i+2Wi+2
. . . i ∈ Z.
we construct a nondegenerate Morse function f on (M, g). LetM→ RL be the
isometric Nash embedding of (M, g) into the euclidean manifold RL. Because
(M, g) is geodesically complete we can improve the embedding in such a way
that it will be not only isometric but also closed [109], i.e. with the the closed
image in RL. Enlarging evetually the dimension L of the euclidean space RL
we can construct a closed isometric embedding M→ RN+ into the half space
RN+ = {(x1, . . . xN );xN ≥ 0} of the euclidean space RN . Now we choose a
point p0 ∈ RN− = RN − RN+ = {(x1, . . . xN );xN < 0}, which is not a focal
point for the embedded M. Note that the euclidean distance of p0 from the
hyperplane xN = 0 is strictly positive, and thus its distance from the embedded
M is stricly positive. We define the function f on M⊂ RN
f :M ∋ p 7−→ euclidean distance of p from p0.
It is well known that all critical points of f are nondegenerate because p0 is not
focal and that f > ǫ for some fixed ǫ > 0. Let
Ma =def f−1((−∞, a]) = f−1([0, a]).
Because f is nondegenerate then for all values a, except for at most the denu-
merable subset of critical values of f , the subset f−1({a}) is a submanifold of
M andMa is a submanifold ofM with boundary ∂Ma = f−1({a}). Moreover
Ma ⊂ M ⊂ RN is compact as the intersection of the closed ball DN (a, p0) of
radius a centered at p0 (which is compact in RN ) with the closed subset M
of RN (as the embedding M → RN is closed). Suppose 0 < a1 < a2 < . . .
is an unbounded increasing sequence of non critical values of f (there exists
such a sequence because the set of critical values of f is at most denumerable)
Therefore
Wi =Mai+1 − intMai =
(
DN (ai+1, p0)− intDN (ai, p0)
) ∩M
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is a compact submanifold of M for all i ∈ N with boundaries
∂Wi = ∂iWi ⊔ ∂i+1Wi+1,
where
∂iWi = f−1({ai}).
In this way we obtain the desired decomposition
M = . . .
⋃
∂iWi
Wi
⋃
∂i+1Mi+1
Wi+1
⋃
∂i+2Wi+2
. . . i ∈ Z.
THE SECOND STEP
For each submanifold Wi ⊂M we consider a difeomorphic copy
W ′i and glue Wi with W ′i using a diffeomorphism ∂Wi → ∂W ′i, obtaining a
closed (compact) manifold Wi
⋃
∂WiW ′i.
By the collar neighborhood theorem there exists an open set inWi
⋃
∂WiW ′i
containing Wi on which a smooth metric is defined coinciding on Wi with
the metric g on M. Using the partition–of–unity–construction we may ex-
tend smoothly this metric obtaining a smooth metric g′′i on the closed manifold
Wi
⋃
∂Wi W ′i,
THE THIRD STEP
The nondegenerate Morse function f on M defines smooth and nondegen-
erate functions fi on Wi ⊂M and resp. smooth nondegenerate functions f ′i on
W ′i. We define the metrics
hi =
( 1
fi − ai +
1
ai+1 − fi
)
g′′i , h
′
i =
( 1
f ′i − ai
+
1
ai+1 − f ′i
)
g′′i
which are smooth on intWi and intW ′i respectively and the metric hi ⊔ h′i is
smooth on Wi
⋃
∂WiW ′i − ∂Wi = intWi ⊔ intW ′i and any smooth curve joining
any point outside ∂Wi with any point of ∂Wi has infinite hi⊔h′i-lenght so that hi
and h′i are complete on intWi and resp. intW ′i. We thus arrive at the situation
for Wi,W ′i,Wi
⋃
∂WiW ′i the same as for W ,W ′,W
⋃
∂WW ′ in the preceding
Subsection of the Appendix.
Therefore using the spectral triples Ai,Hi, Di and A′i,H′i, D′i for the oriented
complete riemannian manifolds (intWi, hi) and (intW ′i, h′i) we can prove the
following
THEOREM. Let (A,H, D) be a spectral triple with an ivolutive faithful rep-
resentation π = (A,H) of an ivolutive (nonunital) algebra A in a separable
Hilbert space H. Then A is identifiable with an essential ideal of the algebra of
all smooth functions on a complete riemannian manifold iff
1) There exists a Hilbert space H′ = ⊕iHi and self adjoint operator D′ =
⊕iD′i, D′i = D′|H′
i
and an involutive representation π′ = (A′,H) =
⊕i(Ai,Hi) of an involutive (nonunital) algebra A′ = ⊕iA′i such that each
(A′i,H′i, D′i) with the representation πi of A′i is a spectral triple;
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2) π = ⊕iπi = ⊕i(Ai,Hi), D = ⊕iDi, Di = D|Hi , each (Ai,Hi, Di) with the
representation πi of Ai is a spectral triple;
3) For every i, k ∈ N there exists a unital algebra A˜ik of operators in
Hi ⊕Hi+1 ⊕ . . .⊕Hi+k ⊕H′i ⊕H′i+1 ⊕ . . .⊕H′i+k
containing (Ai,Hi)⊕. . .⊕(Ai+k,Hi+k)⊕(A′i,H′i)⊕. . .⊕(A′i+k,H′i+k) as an
essential ideal and selfadjoint “scaling” and “binding potential” operators
Qi, Vi and Q
′
i, V
′
i affiliated respectively with (Ai,Hi)′′ and (A′i,H′i)′′ such
that(
A˜ik, Hi ⊕ . . .⊕Hi+k ⊕H′i ⊕ . . .⊕H′i+k,
(QiDi+Vi)⊕. . .⊕(Qi+kDi+k+Vi+k)⊕(Q′iD′i+V ′i )⊕. . .⊕(Q′i+kD′i+k+V ′i+k)
)
is a spectral triple which respects all conditions of Connes sufficient and
necessary for A˜ik to be identifiable with the algebra of all smooth functions
on a compact manifold and thus being a spectral triple of a closed compact
manifold.
9 APPENDIX: Comparison of the asymptotics
of the spectra of A(n) and H(n)
In this Subsection we investigate the spectra of the operators which are equal
to A(n0 ) and H(n
0
) respectively modulo irrelevant additive constant (in order to
simplyfy notation and keep closer to the existing conventions). Namely in this
Subsection we define
H(1) = − d
dp
+ p2,
H(n
0
) = −∆Rn0 + r2 = −
∂2
∂p1
2 . . .−
∂2
∂pn
0
2 + (p1)
2 + . . . (pn
0
)2 = dΓn
0
(H(1)),
We have the following known facts
Fact.1
{λ = l(l+ n
0
− 2), l = 0, 1, 2, . . .} = Spec ∆
S
n
0
−1
with the multiplicity of each λ = l(l+ n0 − 2) equal to(
l + n
0
− 2
n
0
− 1
)
−
(
l + n
0
− 3
n
0
− 1
)
,
compare e.g. [162], Ch. III. §22.
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Fact.2
{λ = 2(n1 + . . .+ nn
0
) + n
0
, n1, . . . nn
0
∈ N ∪ {0}} = Spec H(n
0
)
with the multiplicity of each λ = 2(n1+. . .+nn
0
)+n
0
equal to the number
of ordered partitions of
λ− n
0
2
= n1 + . . .+ nn
0
into a sum of n
0
non-negative integers n1, . . . nn
0
.
Fact.3 The number of ordered partitions of k = n1 + . . .+ nn
0
into a sum of n
0
non-negative integers n1, . . . nn
0
is equal to(
n
0
+ k − 1
n
0
− 1
)
.
Joining these Facts together we obtain after not very complicated analysis
the following
LEMMA.(Sp.1) For odd dimension n0 : Spec H
2
(n
0
) ⊂ Spec (A(n0 ) + n0 − 1)
with the multiplicity of each λ ∈ Spec H2(n0 ) less then the multiplicity of
that λ ∈ Spec (A(n0 )+n
0
−1); and Spec (A(n0 )+n
0
−1) ⊂ Spec H(n
0
) with
the multiplicity of each λ ∈ Spec (A(n0 )+n
0
− 1) less than the multiplicity
of that λ ∈ Spec H(n
0
).
(Sp.2) For even dimension n
0
: Spec H2(n
0
) ⊂ Spec (A(n0 ) + n0 − 1) with the
multiplicity of each λ ∈ Spec H2(n
0
) less then the multiplicity of that λ ∈
Spec (A(n0 ) + n
0
− 1); and Spec 2(A(n0 ) + n
0
− 1) ⊂ Spec H(n
0
) with the
multiplicity of each λ ∈ Spec 2(A(n0 ) + n0 − 1) less than the multiplicity
of that λ ∈ Spec H(n
0
);
where the inequalities for multiplicites hold true asymptotically, i.e. for all
eigenvalues λ greather than a fixed constant depending only on the dimension
n
0
.
From this Lemma we obtain the following
COROLLARY 3. If {λ0m}m∈N = Spec H(n0 ) and {λn}n∈N = Spec A(n0 ) =
Spec A(n0 ), counted with multiplicities, then a sequense {Cn}n∈N of numbers
fulfills ∑
m∈N
(λ0m)
N |Cm|2 < +∞, N = 2, 3, . . .
if and only if ∑
m∈N
(λm)
N |Cm|2 < +∞, N = 2, 3, . . . .
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EXAMPLE: ASYMPTOTICS OF Spec A(3) AND Spec H(3)
Let us make a closer look at the three dimensional case. It is easily seen that
Spec H2(3) ⊂ Spec (A(3) + 2) if the multiplicity is ignored.
Spec (A(3) + 2) = Spec H(3) if the multiplicity is ignored.
(431)
Moreover we have in this case (k is any natural number greather than a fixed
constant)
multiplicity
[
(2k + 3)2 ∈ Spec H2(3)
]
=
1
2
(k + 1)(k + 2)
< (2k + 1)2 ≤ multiplicity
[
(2k + 3)2 ∈ Spec (A(3) + 2)
]
; (432)
and
multiplicity
[
(2k + 3) ∈ Spec (A(3) + 2)
]
<
1
2
(7k + 5)
<
1
2
(k + 1)(k + 2) = multiplicity
[
(2k + 3) ∈ Spec H(3)
]
. (433)
Further we may use the spherical coordinates in which the radial and angular
variables may be separated. Then the complete system of eigenfunctions of the
operator H(3) is equal to
emn,l(t, θ, φ) = hn ⊗ Y ml (t, θ, φ) = hn(t)Y ml (θ, φ), −l ≤ m ≤ l, n, l = 1, 2, . . .
with the Hermite functions hn and the spherical functions Y
m
l ; and with the
corresponding eigenvalues
λ0
m
n,l = 4n+ 2l+ 3
composing the Spec H(3). Then if U = U2U1 is the unitary operator constructed
in the preceding Subsection then
Uemn,l
gives the complete orthonormal system of A(3) = U
(
H(3) ⊗ 1 + 1 ⊗ A(3)
)
U−1
corresponding to the eigenvalues
λmn,l = 2n+ l(l + 1) + 3, n, l = 0, 1, 2, . . . − l ≤ m ≤ l.
In this situation, i.e. using (431) - (433), one can prove the following special
case of the last Corollary
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COROLLARY 4. A sequence {Cmn,l}n,l=0,1,...,−l≤m≤l of numbers fulfills∑
n,l∈N,−l≤m≤l
(λ0
m
n,l)
N |Cmn,l|2 < +∞, N = 2, 3, . . .
if and only if ∑
n,l∈N,−l≤m≤l
(λmn,l)
N |Cmn,l|2 < +∞, N = 2, 3, . . . .
10 APPENDIX: Fourier transforms us(p) and
vs(−p) of a complete system of distributional
solutions of the homogeneous Dirac equation
As we have seen the Hilbert spaces H⊕m,0 and H⊖−m,0 of Fourier transforms of
bispinor solutions of the Dirac equation, concentrated respectively on the orbit
Om,0,0,0 and O−m,0,0,0, are equal to the images of the corresponding projection
operators P⊕ and P⊖ – the multiplication operators by the corresponding or-
thogonal projections P⊕(p), p ∈ Om,0,0,0 and P⊖(p), p ∈ O−m,0,0,0 – compare
Subsection 2.1. Recall that
rankP⊕(p) = 2, p ∈ Om,0,0,0, rankP⊖(p) = 2, p ∈ O−m,0,0,0.
It is therefore possible to choose at each pont p = (p, p0(p)) = (p, E(p) =√|p|2 +m2) of the orbit Om,0,0,0 (specified uniquely by p ∈ R3) a pair of vec-
tors us(p), s = 1, 2, which span the image ImP
⊕(p, p0(p)) = ImP⊕(p, E(p)) of
P⊕(p) = P⊕(p, p0(p)). Similarily for each point p = (p, p0(p)) = (p,−E(p) =
−√|p|2 +m2) of the orbit O−m,0,0,0 (specified by p ∈ R3) we can find a
pair of two vectors vs(p), s = 1, 2, which span the image ImP
⊖(p, p0(p)) =
ImP⊖(p,−E(p)), E(p) =√|p|2 +m2 for p = (p,−E(p)) = (p,−√|p|2 +m2) ∈
O−m,0,0,0. We choose these vectors in such a manner that their components de-
pend smoothly on p and are multipliers and even convolutors of the Schwartz
nuclear algebra S(R3;C). Moreover we choose them in such a manner that
p 7→ us(p) and p 7→ vs(−p) represent Fourier transforms of certain solutions
of the free Dirac equation concentrated respectively on the orbits Om,0,0,0 and
O−m,0,0,0. That p 7→ vs(−p), s = 1, 2, represent the Fourier transforms of so-
lutions of the Dirac equation and not simply p 7→ vs(p), s = 1, 2, is a matter
of tradition and does not have any dipper justification. Of course there is a
whole infinity of different choices for us(p) and vs(p), giving unitary equivalent
constructions of the Dirac field.
In this Appendix we construct one useful example of us(p) and vs(p), s = 1, 2
for the chiral representation of the Clifford algebra generators (Dirac matrices)
γ0 =
(
0 12
12 0
)
, γk =
(
0 −σk
σk 0
)
, (434)
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which we have used in Subsection 2.1 as well as for the so called standard
representation
γ0 = C
(
0 12
12 0
)
C−1 =
(
12 0
0 −12
)
,
γk = C
(
0 −σk
σk 0
)
C−1 =
(
0 σk
−σk 0
)
, (435)
of the Dirac matrices, where
C =
1√
2
(
12 12
12 −12
)
= C+ = C−1
is unitary involutive 4× 4 matrix.
THE SOLUTIONS us(p) AND vs(p) IN THE CHIRAL REPRESENTATION (434)
Let us start with the chiral representation (used in Subsection 2.1). Recall
that
P⊕(p) =
1
2
(
1 β(p)−2
β(p)2 1
)
, p ∈ Om,0,0,0
with β(p) (chosen correspondingly to the chiral representation, as there is in-
finitum of other possible choices of β(p), compare Subsect. 2.1) corresponding
to the orbit Om,0,0,0, i.e.
β(p)−2 =
1
m
(
p01+ ~p · ~σ), p0(~p) =√~p · ~p+m2 = E(~p),
β(p)2 =
1
m
(
p01− ~p · ~σ), p0(~p) =√~p · ~p+m2 = E(~p). (436)
Similarily recall that here
P⊖(p) =
1
2
(
1 −β(p)−2
−β(p)2 1
)
, p ∈ O−m,0,0,0
with β(p) corresponding to the orbit O−m,0,0,0, i.e.
β(p)−2 =
1
m
(− p01− ~p · ~σ), p0(~p) = −√~p · ~p+m2 = −E(~p),
β(p)2 =
1
m
(− p01+ ~p · ~σ), p0(~p) = −√~p · ~p+m2 = −E(~p), (437)
compare Subsection 2.1. In this case (of chiral representation (434)) one can
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put
us(p) =
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+m
χs − p·σE(p)+mχs
)
=
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+m
β
(
p0(p),p
)2 (
χs +
p·σ
E(p)+mχs
) ) ,
vs(p) =
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+mχs
−(χs − p·σE(p)+mχs)
)
=
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+mχs
−β(p0
(
p),−p)2 (χs + p·σE(p)+mχs)
)
(438)
where
χ1 =
(
1
0
)
, χ2 =
(
0
1
)
.
Here β(p) in the formula for us(p) is that (436) corresponding to the orbit
Om,0,0,0 and in the formula for vs(p) the matrix function β(p) equals (437)
correspondingly to the orbit O−m,0,0,0, so that by construction the solutions
us(p), vs(−p) have the general form (with the respective β(p) corresponding to
the respective orbit O±m,0,0,0)
us(p)
df
= us(p0(p),p) =
(
ϕ˜s+(p)
β(p)2ϕ˜s+(p)
)
, p = (p0(p),p) ∈ Om,0,0,0,
vs(−p)
df
= vs(p0(p),−p) =
(
ϕ˜s−(p)
−β(p)2ϕ˜s−(p)
)
, p = (p0(p),p) ∈ O−m,0,0,0,
with
ϕ˜s+
(
p = (p0(p),p)
)
= χs +
p · σ
E(p) +m
χs, p = (p0(p),p) ∈ Om,0,0,0,
ϕ˜s−
(
p = (p0(p),p)
)
= χs − p · σ
E(p) +m
χs, p = (p0(p),p) ∈ O−m,0,0,0.
as expected by construction of H⊕m,0 and H⊖−m,0 in Subsection 2.1.
The vectors us(p) and vs(p), s = 1, 2, respect the following orthogonality
relations:
us(p)
+us′(p) = δss′ , vs(p)
+vs′ (p) = δss′ , us(p)
+vs′(−p) = 0. (439)
By construction we have
E+(p) =
∑
s=1,2
us(p)us(p)
+ =
1
2E(p)
(
E(p)1+ p ·α+ βm), E(p) =√|p|2 +m2
E−(p) =
∑
s=1,2
vs(p)vs(p)
+ =
1
2E(p)
(
E(p)1+ p · α− βm), E(p) =√|p|2 +m2.
(440)
554
Here
σ = (σ1, σ2, σ3), α = (α
1, α2, α3),
p · σ =
3∑
i=1
piσi, p · α =
3∑
i=1
piα
i,
αi = γ0γi, β = γ0.
Note that E+(p) and E−(−p) are mutually orthogonal projectors on C4 such
that E+(p) + E−(−p) = 1 and such that the operators E+ and E− of Subsec-
tion 3.1 are equal to the operators of point-wise mutiplications by the matrices
E±(±p) on the Hilbert spaces H⊕m,0 and H⊖−m,0 of bispinors concetrated respec-
tively on Om,0,0,0 and O−m,0,0,0 (with the point p = (p0(p),p) of the respective
orbit identified with its cartesian coordinates p).
Moreover, recall that for any element φ˜ ∈ H⊕m,0 the following algebraic rela-
tion holds (summation with respect to i = 1, 2, 3)
p0γ
0φ˜(p) =
[
piγ
i +m1
]
φ˜(p), p ∈ Om,0,0,0,
compare Subsection 2.1, so that
E(p)φ˜(p) =
[
p ·α+mβ]φ˜(p), p = (p0(p),p) ∈ Om,0,0,0,
for all φ˜ ∈ H⊕m,0 and thus
E+(p)φ˜(p) =
( ∑
s=1,2
us(p)us(p)
+
)
φ˜(p)
=
1
2E(p)
(
E(p)1+ p · α+ βm)φ˜(p) = φ˜(p),
p = (p0(p),p) ∈ Om,0,0,0, (441)
for each φ˜ ∈ H⊕m,0.
Similarily for any element φ˜ ∈ H⊖−m,0 the following algebraic relation holds
(summation with respect to i = 1, 2, 3)
p0γ
0φ˜(p) =
[
piγ
i +m1
]
φ˜(p),
p = (p0(p,p)) = (−E(p),p) ∈ O−m,0,0,0,
compare Subsection 2.1, so that
− E(p)φ˜(−E(p),p) = [p ·α+mβ]φ˜(−E(p),p),
p = (p0(p),p) = (−E(p),p) ∈ O−m,0,0,0,
for all φ˜ ∈ H⊖−m,0 and thus
E(p)φ˜(−E(p),−p) = (p · α− βm)φ˜(−E(p),−p), φ˜ ∈ H⊖−m,0.
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Therefore we have
E−(p)φ˜(−E(p),−p) =
( ∑
s=1,2
vs(p)vs(p)
+
)
φ˜(−E(p),−p)
=
1
2E(p)
(
E(p)1+ p · α− βm)φ˜(−E(p),−p) = φ˜(−E(p),−p),
p = (p0(p),p) ∈ O−m,0,0,0, (442)
for each φ˜ ∈ H⊖−m,0.
By construction we have
P⊕
(
E(p),p
)
us(p) = us(p), P
⊖(− E(p),p) vs(−p) = vs(−p) (443)
or
P⊖
(− E(p),−p) vs(p) = vs(p), (444)
and
P⊕
(
E(p),p
)
φ˜((E(p),p) = φ˜((E(p),p), φ˜ ∈ H⊕m,0,
P⊖
(− E(p),p) φ˜(−E(p),p) = φ˜(−E(p),p), φ˜ ∈ H⊖−m,0. (445)
From the formulas (443) or (444) it follows in particular that
us(p)
+φ˜(E(p),p) =
4∑
a=1
uas(p)φ˜
a(E(p),p) =
(
us(p), φ˜(E(p),p)
)
C4
=
(
P⊕(E(p), p)us(p), φ˜(E(p),p)
)
C4
=
(
us(p), P
⊕(E(p),p)φ˜(E(p),p)
)
C4
= us(p)
+
(
P⊕(E(p),p)φ˜(E(p),p)
)
= us(p)
+
(
P⊕φ˜
)
(E(p),p),
for any smooth φ˜ (446)
and
vs(p)
+φ˜(−E(p),−p) =
4∑
a=1
vas (p)φ˜
a(−E(p),−p)(
vs(p), φ˜(−E(p),−p)
)
C4
=
(
P⊖(−E(p), −p)vs(p), φ˜(−E(p),−p)
)
C4
=(
vs(p), P
⊖(−E(p),−p)φ˜(−E(p),−p)
)
C4
= vs(p)
+
(
P⊖(−E(p),−p)φ˜(−E(p),−p)) = vs(p)+(P⊖φ˜)(−E(p),−p),
for any smooth φ˜. (447)
It should be stressed that the formulas (446) and (447) are valid for any φ˜ not
necessary belonging to H⊕m,0 or H⊖−m,0.
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It is obvious that the projectors P⊕(p), p ∈ Om,0,0,0 and P⊖(p), p ∈
O−m,0,0,0, an be expressed in the following manifestly covariant form
P⊕(p) =
1
2m
[
gνµp
νγµ +m1
4
]
=
1
2m
[
/p+m
]
, p ∈ O−m,0,0,0,
P⊖(p) =
1
2m
[
gνµp
νγµ +m1
4
]
=
1
2m
[
/p+m
]
, p ∈ O−m,0,0,0.
(448)
Finally let us give the formulas useful in computation of the commutation
functions and pairing functions for the Dirac field and its Dirac adjoined field.
To this end let us recall that for a bispinor u(p) the Dirac adjoint u(p) is de-
fined to be equal u(p)+γ0. This (common) notation is somewhat unfortunate,
because the Dirac adjoint may be mislead with the ordinary complex conjuga-
ton, which we have already agreed to be denoted by overset bar (which also is a
traditional notation for complex conjugation). It must be explicitly stated what
is meant in each case in working with bispinors. When working with quantum
Dirac field ψ(x) the overset bar ψ(x) will always mean the Dirac adjoint. De-
noting here us(p), vs(−p) the Dirac adjoints of the complete system of solutions
us(p), vs(−p), we get (summation with respect to i = 1, 2, 3)∑
s=1,2
us(p)us(p) =
1
2E(p)
(
E(p)1− piγi + 1m
)
, E(p) =
√
|p|2 +m2
∑
s=1,2
vs(p)vs(p) =
1
2E(p)
(
E(p)γ0 − piγi − 1m
)
, E(p) =
√
|p|2 +m2,
on multiplying the formulas (440) for E±(p) by γ0 on the right, and which is
frequently written as∑
s=1,2
us(p)us(p) =
/p+m
2E(p)
=
pµγ
µ +m
2E(p)
, E(p) =
√
|p|2 +m2
∑
s=1,2
vs(p)vs(p) =
/p−m
2E(p)
=
pµγ
µ −m
2E(p)
, E(p) =
√
|p|2 +m2.
(449)
THE SOLUTIONS us(p) AND vs(p) IN THE STANDARD REPRESENTATION
(435)
Now let us give the formulas for the fundamental solutions us(p), vs(−p),
s = 1, 2, and projections P⊕, P⊖ E+, E−, in the so called standard represen-
tation (435) of the Dirac gamma matrices. It is not necessary to start the
whole analysis with unitary Mackey’s induced representations using the other
choice of the functions β(p) corresponding to the orbits Om,0,0,0 and O−m,0,0,0,
which determines the Hilbert spaces of solutions of the Dirac equation with the
standard Dirac matrices (435). Indeed in order to determine the corresponding
projectors it is sufficient to apply the adjoint homomorphism C−1(·)C, and in
order to determine the corresponding solutions us(p), vs(−p) it is sufficient to
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apply the unitary operator of multiplication by C
us(p) = C
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+mχs
χs − p·σE(p)+mχs
)
=
√
E(p) +m
2E(p)
(
χs
p·σ
E(p)+mχs
)
,
vs(p) = C
1√
2
√
E(p) +m
2E(p)
(
χs +
p·σ
E(p)+mχs
−(χs − p·σE(p)+mχs)
)
=
√
E(p) +m
2E(p)
( p·σ
E(p)+mχs
χs
)
(450)
to the complete system of solutions in the chiral representation. For the corre-
sponding projectors in the standard representation (435) we thus have
P⊕(p) = C−1
1
2
(
12 β(p)
−2
β(p)2 12
)
C
=
1
2
(
m+E(p)
m 12 −p·σm
p·σ
m
m−E(p)
m 12
)
, p = (E(p),p) ∈ Om,0,0,0,
(here with β(p) equal (436)) and similarily for P⊖(−E(p),p) (with β(p) equal
(437) in the formula below)
P⊖(p) = C−1
1
2
(
12 −β(p)−2
−β(p)2 12
)
C
=
1
2
(
m−E(p)
m 12 −p·σm
p·σ
m
m+E(p)
m 12
)
, p = (−E(p),p) ∈ O−m,0,0,0.
Of course we have the analogous formulas for E±(p) but we have to remember
that with the corresponding matrices αi = γ0γi in the standard representation
(435). By construction the (Fourier transforms) us(p), vs(−p) of solutions in
the standard representation (435) respect the analogous relations (439)-(449).
ON THE UNITARY ISOMORPHISM U OF SUBSECTION 3.6 FOR THE DIRAC
FIELD
Note that the unitary isomorphism operator U , defined by (104) in Sub-
section 3.6, can be regarded as the operator of pointwise multiplication by the
matrix
U(p) =
1
2|p0(p)|


u11(p) u
2
1(p) u
3
1(p) u
4
1(p) 0
u12(p) u
2
2(p) u
3
2(p) u
4
2(p)
v11(p) v
2
1(p) v
3
1(p) v
4
1(p)
0 v12(p) v
2
2(p) v
3
2(p) v
4
2(p)


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acting on the element φ˜⊕(φ˜′)c ∈ H⊕m,0⊕H⊖c−m,0; where the value
(
φ˜⊕(φ˜′)c)(|p0(p)|,p)
at p = ((|p0(p)|,p)) ∈ Om,0,0,0 of φ˜⊕ (φ˜′)c is written as a column vector(
φ˜(|p0(p)|,p)[
(φ˜′)c(|p0(p)|,p)
]T
)
.
Similarily the inverse U−1 of the isomorphism (104), Subsection 3.6, can be
regarded as the operator of point wise multiplication by the matrix
U
−1
(p) = 2|p0(p)|


u11(p) u
1
2(p) 0 0
u21(p) u
2
2(p) 0 0
u31(p) u
3
2(p) 0 0
u41(p) u
4
2(p) 0 0
0 0 v11(p) v
1
2(p)
0 0 v2
1
(p) v2
2
(p)
0 0 v31(p) v
3
2(p)
0 0 v4
1
(p) v4
2
(p)


with the value
(
(φ˜)1 ⊕ (φ˜)2 ⊕ (φ˜)3 ⊕ (φ˜)4
)
(p) of the elemet
(φ˜)1 ⊕ (φ˜)2 ⊕ (φ˜)3 ⊕ (φ˜)4 ∈ ⊕L2(R3;C) = L2(R3;C4)
regarded as a column 
(φ˜)1(p)
(φ˜)2(p)
(φ˜)3(p)
(φ˜)4(p)
 .
Note that
U(p)U−1(p) = 14, U−1(p)U(p) =
(
E+(p) 04
04 E−(p)T
)
.
Note also that(
E+(p) 0
0 E−(p)T
)(
φ˜(|p0(p)|,p)[
(φ˜′)c(|p0(p)|,p)
]T
)
=
(
φ˜(|p0(p)|,p)[
(φ˜′)c(|p0(p)|,p)
]T
)
for φ˜⊕ (φ˜′)c ∈ H′ = H⊕m,0 ⊕H⊖c−m,0, which follows from (441) and (442).
11 APPENDIX: Schwartz’ spaces of convolutors
O′C and multipliers OM of S
Schwartz [150] introduced the following linear function spaces (in this Appendix
we use notation of Schwartz including his notation E for C∞(Rn, ;C) and its
strong dual space E ′ of distributions with compact support, which should not be
mislead with our notation E for a class of countably-Hilbert nuclear space-time
test spaces S(R4;Cm) or S00(R4;Cm))
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D = {ϕ ∈ C∞(Rn;C), suppϕ compact},
S = SH(n)(Rn;C) = S(Rn;C) = {ϕ ∈ C∞(Rn;C), ∀α, β ∈ Nn0 : xα∂βϕ ∈
C0},
DLp = {ϕ ∈ C∞(Rn;C), ∀α ∈ Nn0 : ∂αϕ ∈ Lp} (Sobolev space W∞,p)
1 ≤ p <∞,
B = DL∞ = {ϕ ∈ C∞(Rn;C), ∀α ∈ Nn0 : ∂αϕ ∈ L∞},
·
B = {ϕ ∈ C∞(Rn;C), ∀α ∈ Nn0 : ∂αϕ ∈ C0},
OC = {ϕ ∈ C∞(Rn;C), ∃k ∈ N0∀α ∈ Nn0 : (1 + |x|2)−k∂αϕ ∈ C0} (very
slowly increasing functions),
OM = {ϕ ∈ C∞(Rn;C), ∀α ∈ Nn0∃k ∈ N0 : (1+ |x|2)−k∂αϕ ∈ C0} (slowly
increasing functions),
E = C∞(Rn;C);
and their strong duals, which we will denote in this Appendix (after Schwartz
[150]) with the prime sign (·)′
D′ (distributions),
S ′ (tempered distributions, denoted by us S(Rn;C)∗),
D′Lp = {T ∈ D′, ∃m ∈ N0 : T =
∑
|α|≤m ∂
αfαwith fα ∈ Lp},
O′C = {T ∈ D′, ∀k ∈ N0∃m ∈ Nn0 : (1 + |x|2)kT =
∑
|α|≤m ∂
αfαwith fα ∈
L∞} (rapidly decreasing distributions),
O′M = {T ∈ D′, ∃m ∈ Nn0∀k ∈ N0 : (1+ |x|2)kT =
∑
|α|≤m ∂
αfαwith fα ∈
L∞} (very rapidly decreasing distributions),
E ′ (distributions with compact support).
Here C0 is the space of continous C-valued functions on Rn, tending to zero at
infinity.
All these linear topological spaces together with the topology were con-
structed in [150], except the space OC – the predual of the Schwartz convo-
lutor algebra O′C of rapidly decreasing distributions. The function space OC
together with its inductive limit topoloy such that O′C with the Schwartz op-
erator topology of uniform convergence on bounded sets, becomes the strong
dual of OC , has been determined by Horva´th. Namely O′C = {T ∈ S ′ :
T extends uniquely to a continuous linear functional T˜ on OC}, with the oper-
ator Schwartz topology of uniform convergence on bounded sets on O′C coincid-
ing with the strong dual topology on the space dual to OC .
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We have the following topological inclusions (with E ⊂ F meaning that the
topology of E is finer than that of F ):
1 ≤ p ≤ q
D ⊂ S ⊂ DLp ⊂ DLq ⊂
·
B ⊂ B ⊂ OM ⊂ E
∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩
E ′ ⊂ O′C ⊂ D′Lp ⊂ D′Lq ⊂
·
B
′
⊂ B′ ⊂ S ′ ⊂ D′
,
D ⊂ S ⊂ DLp ⊂
·
B ⊂ OC ⊂ OM ⊂ E
∩ ∩
E ′ ⊂ O′M ⊂ O′C ⊂ D′Lp ⊂ D′Lq ⊂ S ′ ⊂ D′
1 ≤ p ≤ q
,
OC ⊂ O′C ,
compare [150], p. 420, or [85], [97], [90].
Therefore elements of all indicated spaces (except the whole of E = C∞ and
D′)
D,S,DLp , E ′,D′Lp ,O′M ,O′C ,
can be naturally regarded as tempered distributions, i.e. as elements of S ′.
But we should empasize that the topology of each individual space is strictly
stronger than the topology induced from the topology of the strong dual space
S ′ of tempered distributions.
Let us recall that the Fourier transform F maps isomporphically S onto
S. The Fourer transform is defined on the space of tempered distributions S ′
through the linear transpose (dual) of the Fourier transform on S, which by
the general properties of the linear transpose [183] defines a continuous linear
isomorphism S ′ → S ′ for the strong dual topology on S ′, and denoted by the
same symbol F .
Because the elements of the linear spaces
D,S,DLp , E ′,D′Lp ,O′M ,O′C ,
are naturally idetified with elements of S ′ then in particular the Fourier trans-
form is a well defined liner map on these spaces (although in general it leads us
out of the particular space in question).
Recall further that the operator MS of multiplication by any element S
of OM maps isomorphically S → S. Thus elements S of OM are naturally
idetified with contionous multiplication operators MS mapping continously S
into S, i.e. with elements of L (S,S). Therefore we can introduce on OM after
Schwartz [150] the topology of uniform convergence on bounded sets induced
from L (S,S).
Further recall that translation
Tb : ϕ→ Tbϕ, Tbϕ(x) df= ϕ(x− b)
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maps isomorphically S → S. Again by duality we define
S ∗ ϕ(x) df= 〈S, Txϕ〉 = S(Txϕ),
where 〈·, ·〉 stands for the canonical bilinear form on S ′ × S = S∗ × S, i.e. the
pairing defined by taking the value of the functional. It turns out that if S ∈ S ′
then the operator
CS : ϕ 7→ S ∗ ϕ = CS(ϕ)
of convolution with S ∈ S ′ corresponding to S maps continously S → OC , i.e.
CS ∈ L (S,OC). Moreover S ∈ O′C if and only if the corresponding covloution
operator CS ∈ L (S,S), i.e. if and and only if CS maps (continously) the
Schwartz space S into itself. Moreover if S ∈ O′C then CS˜ ∈ L (OC ,OC), where
S˜ is the unique extension of the fuctional S on S over OC .
Therefore we can, again after Schwartz [150], introduce the topology on O′C
induced from the topology of uniform convergence on bounded sets on L (S,S).
These are the Schwartz operator topologies on OM and O′C . These spaces
become nuclear with these topologies, (quasi-) complete and barreled. For their
definitions as induced by systems of semi-norms we refer the reader to the classic
work [150] or [85], [97], [90]. In fact all indicated spaces are barreled, although all
of them are endowed with topology strictly stronger than the topology induced
by the strong dual topology of S ′ (for all of them except the whole of the space
E and D′ which cannot be naturally included into S ′).
THEOREM. Let S ′ be ednowed with the strong dual topology, and OM , O′C
with the Schwartz’ operator topologies defined as above. On the space S ′ we can
define the operation of multiplication by S ∈ OM through the linear transpose of
the map MS, which maps continously S ′ → S ′ and defines a bilinear hypocon-
tinuous multiplication map S ′ × OM → S ′. Similarily on the space S ′ we can
define the operation of convolution by S ∈ O′C through the linear transpose of the
map CS , which maps continously S ′ → S ′ and defines a bilinear hypocontinuous
convolution map S ′ ×O′C → S ′.
Compare [150], Thm. X and Thm. XI, Chap. VII, §5, pp. 245-248.
On the space OM we can define the commutative multiplication operation
S1 · S2:
OM ×OM ∋ S1 × S2 7→ S1 · S2 ∈ OM
through the composition of the corresponding multiplication operators MS1 ◦
MS2 =MS2 ◦MS1 =MS1·S2 , which corresponds to the ordinary pointwise mul-
tiplication of functions f1, f2 ∈ OM representing the corresponding tempered
distributions S1, S2 ∈ OM ⊂ S ′. Similarily we can define commutative convolu-
tion operation S1 ∗ S2:
O′C ×O′C ∋ S1 × S2 7→ S1 ∗ S2 ∈ O′C
through the composition of the corresponding convolution operators CS1 ◦CS2 =
CS2 ◦ CS1 = CS1∗S2 , which coincides with the ordinary convolution f1 ∗ f2 of
functions f1, f2 if the tempered distributions S1, S2, S1 ∗ S2 ∈ OM ⊂ S ′ can be
represented by ordinary functions f1, f2, f1 ∗ f2.
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THEOREM. 1) The muliplication S1 ·S2 operation is not only hypocontin-
uous as a map OM ×OM → OM , but likewise (jointly) continuous.
2) The convolution S1 ∗ S2 operation is not only hypocontinuous as a map
O′C ×O′C → O′C , but likewise (jointly) continuous.
Compare [150], Remark on page 248, or [97], Proposition 5.
Similarily we define a function to be a multiplier (convolutor) of the indicated
function space if the corresponding multiplication (convolution) operator maps
the space continously into itself. Similarily we define by duality the multipliers
(convolutors) of the strong dual of the indicated function space.
Recall the Schwartz’ Fourier exchange Theorem ([150], Chap. VII.8, Thm.
XV)
THEOREM. If linear topological spaces OM and O′C are endowed with the
Schwartz’ operator topologies, defined as above, then the Fourier transform F ,
regared as a map on S ′ restricted to O′C , transforms isomorphically O′C onto
OM , and the following formula
F (S ∗ T ) = FS ·FT,
is valid for any S ∈ O′C and T ∈ S ′.
All cited results in this Appendix are essentially contained in the classic work
[150] of L. Schwartz. Some of the results are only remarked there or sometimes
formulated without (detailed) proofs, but the reader will find all details in the
subsequent literateure on distribution theory. In paticular a topological supple-
ment to the proof of the Fourier exchange Theorem XV (Chap. VII.8 [150])
can be found e.g. in [89], but a full and systematic treatement of this theorem
can be found in [90], where a detailed construction of the predual OC of O′C is
also given. For further details on the indicated spaces and their multipliers and
convolutors compare [150], [200], [97], [98], [85].
REMARK. Note that the multiplication · map OM ×OM → OM (as well as
the convolution ∗ map: O′C ×O′C → O′C) is not hypocontinuous with respect to
the topology on OM (resp. on O′C) induced from the strong dual topology on
S ′. Indeed if it was hypocontinuous then by the well known extension theorem,
compare the Proposition of Chap. III, §5.4, p.90 in [146], a hypocontinuous
extension of the multiplication to a product S ′ × S ′ → S ′ (resp. extension of
the convolution) could have been constructed, which coincides with the ordinary
function point-wise multiplication (resp. convolution) product if the distribu-
tions can be represented by functions. Because S ′ is the strong dual of a reflex-
ive Fre´chet space S, then by Thm. 41.1 of [183], we could have obtained in this
way a continuous extension of the product of distributions respecting the natu-
ral algebraic laws under multiplication and differentiation and coinciding with
the ordinary point-wise multiplication (resp. convolution) product of functions
whenever the distributions coincide with ordinary functions. But this would be in
contradiction to the classic result of Schwartz, which says that such extension is
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impossible, compare [151] or [150], Chap. V.1. Similarily we can show that the
extension of the convolution product on the convolution algebra of S0(Rn;C)
is not hypocontinuous with respect to the topology inherited from the strong
dual S0(Rn;C)∗, because of the topological inclusions S0(Rn;C) ⊂ S(Rn;C)
and S(Rn;C)∗ ⊂ S0(Rn;C)∗, with the topology on S0(Rn;C) coinciding with
that inherited fram S(Rn;C), compare Subsection 5.5. Equivalently: the point-
wise multiplication product defined on the multiplier algebra of S00(Rn;C) is
not hypocontinuous with respect to the topology inherited from the strong dual
S00(Rn;C)∗.
12 Part II. A Generalization of Mackey’s theory
12.1 Preliminaries
It should be stressed that the analysis we give here is inapplicable for gen-
eral linear spaces with indefinite inner product. We are concerned with non-
degenerate, decomposable and complete inner product spaces in the terminology
of [14], which have been called Krein spaces in [38], [180], [14] and [184] for the
reasons we explain below. They emerged naturally in solving physical prob-
lems concerned with quantum mechanics ([27], [133]) and quantum field theory
([73], [12]) in quantization of electromagnetic field and turned up generally to be
very important (and even seem indispensable) in construction of quantum fields
with non-trivial gauge freedom. Similarly we have to emphasize that we are
not dealing with general unitary (i. e. preserving the indefinite inner product
in Krein space) representations of the double cover G = T4sSL(2,C) of the
Poincare´ group, but only with the exceptional representations of  Lopuszan´ski-
type, which naturally emerge in construction of the free photon field, which
have a rather exceptional structure of induced representations, and allow non-
trivial analytic constructions of tensoring and decomposing, which is truly ex-
ceptional among Krein-unitary (preserving the indefinite product) representa-
tions in Krein spaces.
The non-degenerate, decomposable and complete indefinite inner product
space H, hereafter called Krein space, may equivalently be described as an
ordinary Hilbert space H with an ordinary strictly positive inner product (·, ·),
together with a distinguished self-adjoint (in the ordinary Hilbert space sense)
fundamental symmetry (Gupta-Bleuler operator) J = P+ − P−, where P+ and
P− are ordinary self-adjoint (with respect to the Hilbert space inner product
(·, ·))) projections such that their sum is the identity operator: P+ + P− = I.
The indefinite inner product is given by (·, ·)J = (J·, ·) = (·, J·). Recall that in
our previous paper [184] the indefinite product was designated by (·, ·) and the
ordinary Hilbert space inner product associated with the fundamental symmetry
J was designated by (·, ·)J. The indefinite and the associated definite inner
product play symmetric roles in the sense that one may start with a fixed
indefinite inner product in the Krein space and construct the Hilbert space
associated with an admissible fundamental symmetry, or vice versa: one can
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start with a fixed Hilbert space and for every fundamental symmetry construct
the indefinite inner product in it, both approaches are completely equivalent
provided the fundamental symmetry being admissible (in the sense of [180])
and fixed. We hope the slight change of notation will not cause any serious
misunderstandings and is introduced because our analytical arguments will be
based on the ordinary Hilbert space properties, so will frequently refer to the
standard literature on the subject, so we designated the ordinary strictly definite
inner product by (·, ·) which is customary.
Let an operator A in H be given. The operator A† in H is called Krein-
adjoint of the operator A in H in case it is adjoint in the sense of the indefinite
inner product: (Ax, y)J = (JAx, y) = (Jx,A
†y) = (x,A†y)J for all x, y ∈ H,
or equivalently A† = JA∗J, where A∗ is the ordinary adjoint operator with
respect to the definite inner product (·, ·). The operator U and its inverse U−1
isometric with respect to the indefinite product (·, ·)J, e. g. (Ux,Uy)J = (x, y)J
for all x, y ∈ H (same for U−1), equivalently UU † = U †U = I, will also be
called unitary (sometimes J-unitary or Krein-unitary) trusting to the context
or explanatory remarks to make clear what is meant in each instance: unitarity
for the indefinite inner product or the ordinary unitarity for the strictly definite
Hilbert space inner product.
In particular we may consider J-symmetric representations x 7→ Ax of in-
volutive algebras, i. e. such that x∗ 7→ Ax†, where (·) 7→ (·)∗ is the involu-
tion in the algebra in question. A fundamental role for the spectral analysis
in Krein spaces is likewise played by commutative (Krein) self-adjoint, or J-
symmetric weakly closed subalgebras. However their structure is far from being
completely described, with the exception of the special case when the rank of
P+ or P− is finite dimensional (here the analysis is complete and was done by
Neumark). Even in this particular case a unitary representation of a separa-
ble locally compact group in the Krein space, although reducible, may not in
general be decomposable, compare [114, 115, 116, 117].
In case the dimension of the rank H+ = P+H or H− = P−H of P+ or P− is
finite we get the spaces analysed by Pontrjagin, Krein and Neumark, compare
e. g. [136], [91] and the literature in [14].
The circumstance that the Krein space may be defined as an ordinary Hilbert
H space with a distinguished non-degenerate fundamental symmetry (or Gupta-
Bleuler operator) J = J∗, J2 = I in it , say a pair (H, J), allows us to extend the
fundamental analytical constructions on a wide class of induced Krein-isometric
representations of G = T4sSL(2,C) in Krein spaces. In particular we may de-
fine a Krein-isometric representation of T4sSL(2,C) induced by a Krein-unitary
representation of a subgrup H corresponding to a particular class of SL2,C)-
orbits on the dual group T̂4 of T4 (in our case we consider the class corresponding
to the representation with the spectrum of the four-momenta concentrated on
the “light cone”) word for word as in the ordinary Hilbert space by replacing
the representation of the subgroup H by a Krein-unitary representation L in a
Krein space (HL, JL). This leads to a Krein-isometric representation UL in a
Krein space (HL, JL) (see Sect. 12.2). Application of Lemma 19, Section 12.4,
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leads to the ordinary direct integral H = ∫
G/H
Hq dµG/H(q) of Hilbert spaces
Hq = HL over the coset measure space G/H with the measure induced by the
Haar measure on G. One obtains in this manner the Krein space (H, U−1JLU)
given by the ordinary Hilbert space H equal to the above mentioned direct in-
tegral of the ordinary Hilbert spaces Hq all of them equal to HL together with
the fundamental symmetry J = U−1JLU equal to the ordinary direct integral∫
G/H Jq dµG/H(q) of fundamental symmetries Jq = JL as operators inHq = HL
and with the representation U−1ULU of G in the Krein space (H, J) (and U
given by a completely analogous formula as that in Lemma 19 of Section 12.4)
of Wigner’s form [197] (imprimitivity system).
This is the case for the indecomposable (although reducible) representation
of G = T4sSL(2,C) constructed by  Lopuszan´ski with H = T4 · Gχ, with the
”small” subgroup Gχ ∼= E˜2 of SL(2,C) corresponding to the “light-cone” or-
bit in the spectrum of four-momenta operators. One may give to it the form
of representation U−1ULU equivalent to an induced representation UL, be-
cause the representors of the normal factor (that is of the translation subgroup
T4) of the semidirect product T4sSL(2,C) as well as their generators, i. e.
four-momentum operators P0, . . . , P3, commute with the fundamental symme-
try J =
∫
G/H Jq dµG/H(q), so that all of them are not only J-unitary but
unitary with respect to the ordinary Hilbert space inner product (and their
generators P0, . . . , P3 are not only Krein-self-adjoint but also self-adjoint in the
ordinary sense with respect to the ordinary definite inner product of the Hilbert
space H), so the algebra generated by P0, . . . , P3 leads to the ordinary direct
integral decomposition with the decomposition corresponding to the ordinary
spectral measure, contrary to what happens for general Krein-selfadjoint com-
muting operators in Krein space (H, J) (for details see Sect. 12.4). This in case
of G = T4sSL(2,C), gives to the representation U−1ULU of G the form of
Wigner [197] (viz. a system of imprimitivity in mathematicians’ parlance) with
the only difference that L is not unitary but Krein-unitary in (HL, JL).
Another gain we have thanks to the above mentioned circumstance is that
we can construct tensor product (H1, J1)⊗(H2, J2) of Krein spaces (H1, J1) and
(H2, J2) as (H1⊗H2, J1⊗J2) where in the last expression we have the ordinary
tensor products of Hilbert spaces and operators in Hilbert spaces (compare Sect.
12.5).
Similarly having any two such (J1- and J2-)isometric representations U
L and
UM induced by (JL and JM -unitary) representations L and M of subgroups G1
and G2 in Krein spaces (HL, JL) and (HM , JM ) respectively we may construct
the tensor product UL ⊗ UM of Krein-isometric representations in the tensor
product Krein space (H1, J1)⊗(H2, J2), which is likewise (J1⊗J2-)isometric. It
turns out that the Kronecker product UL×UM and UL×M are (Krein-)unitary
equivalent (see Sect. 12.5) as representations of G × G. Because the tensor
product UL ⊗ UM as a representation of G is the restriction of the Kronecker
product UL × UM to the diagonal subgroup of G×G we may analyse the rep-
resentation UL⊗UM by analysing the restriction of the induced representation
UL×M to the diagonal subgroup exactly as in the Mackey theory of induced
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representations in Hilbert spaces. Although in general for J1 ⊗ J2-unitary rep-
resentations in Krein space (H1, J1)⊗ (H2, J2) ordinary decomposability breaks
down, we can nonetheless still decompose the representation UL×M restricted
to the diagonal into induced representations which, by the above mentioned
Krein-unitary equivalence, gives us a decomposition of the tensor product rep-
resentation UL ⊗ UM of G. Indeed, in turns out that the whole argument of
Mackey [102] preserves its validity and effectiveness in the construction of de-
composition of tensor product of induced representations for the case in which
the representations L andM of the subgrups G1 and G2 are replaced with (spe-
cific) unitary (or JL- and JM -unitary) representations in Krein spaces (HL, JL)
and (HM , JM ) respectively. We give details on the subject below in Section
12.8. Because the  Lopuszan´ski representation is (Krein-unitary equivalent to)
an induced representation in a Krein space (Sect. 12.4), we can decompose
the tensor product of  Lopuszan´ski representations. The specific property of the
group T4sSL(2,C) is that this decomposition may be performed explicitly into
indecomposable sub-representations.
The Krein-isometric induced representations of T4sSL(2,C) which we de-
scribe here cover all representations important for QFT. All the representations
which act on single particle states of local fields (including zero mass gauge
fields) have three important properties: 1) They are strongly continuous on a
common dense invariant subdomain. 2) Translations commute with the funda-
mental symmetry J, so that translations are unitary with respect to the Hilbert
space inner product as well as are Krein-unitary, and thus compose ordinary
(strongly continuous) unitary representation of the translation subgroup. 3)
The representations are “locally” bounded with respect to the joint spectrum
of translation generators in the sense (11) (see the beginning of Section 2).
Nonetheless the relevant representations, or the associated imprimitivity sys-
tems (e.g.  Lopuszan´ski representation) are unbounded, and require a special
care in the correct definition of the Kronecker product and moreover contain
analytic subtleties which could have been omitted in the original Mackey the-
ory. The other difference in comparison to the original Mackey theory is that we
exploit (and prove) a decomposition/disintegration theorem for measures which
are not finite, which makes the proof much longer in comparison to Mackey’s
proof. In principle we could have confine ourselves after Mackey to decomposi-
tion of finite measures (much easier). However the representations encountered
in QFT are naturally related to Poincare´ invariant measures which are not fi-
nite. Avoiding them by utilizing finite measures would not be very economical
for a physicist, because in further computations he had to recover then the
“Clebsch-Gordan” coefficients relating obtained decompositions to the original
representations naturally connected with infinite invariant measures.
REMARK 5. Let us emphasize that here “continuity”, “density”, “bounded-
ness”, and other standard analytic notions, as the “closure of a densely defined
operator” or “weak”or “strong” topologies in the algebra of bounded operators,
refer to the ordinary Hilbert space norm and definite Hilbert space inner product
in H of the Krein space (H, J) in question. We are mainly concerned with the
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Lie group G = T4sSL(2,C) but the general theory of induced representations in
Krein spaces presented here is valid for general separable locally compact topo-
logical groups G. Thus separability and local compactness of G is assumed to be
valid throughout the whole paper whenever the identification G = T4sSL(2,C)
is not explicitly stated.
12.2 Definition of the induced representation UL in Krein
space (HL, JL)
Here by a Krein-unitary and strongly continuous representation L : G ∋ x 7→ Lx
of a separable locally compact group G we shall mean a homomorphism of G
into the group of all (Krein-)unitary transformations of some separable Krein
space (HL, JL) (i. e. with separable Hilbert space HL) onto itself which is:
(a) Strongly continuous: for each υ ∈ HL the function x 7→ Lxυ is continuous
with respect to the ordinary strictly definite Hilbert space norm ‖υ‖ =√
(υ, υ) in HL.
(b) Almost uniformly bounded: there exist a compact neighbourhood V of
unity e ∈ G such that the set ‖Lx‖, x ∈ V ⊂ G is bounded or, what is
the same thing, that the set ‖Lx‖ with x ranging over a compact set K is
bounded for every compact subset K of G.
Because the strong operator topology in B(HL) is stronger than the weak oper-
ator topology then for each υ, ϕ ∈ HL the function x 7→ (Lxυ, ϕ) is continuous
on G. One point has to be noted: because the range and domain of each Lx
equals HL, which as a Krein space (HU , JU ) is closed and non-degenerate, then
by Theorem 3.10 of [14] each Lx is continuous i. e. bounded with respect to
the Hilbert space norm ‖ · ‖ in HL, and each Lx indeed belongs to the alge-
bra B(HL) of bounded operators in the Hilbert space HL (which is non-trivial
as an JL-isometric densely defined operator in the Krein space (HL, JL) may
be discontinuous, as we will see in this Section, compare also [14]). We also
could immediately refer to a theorem which says that Krein-unitary operator is
continuous, i. e. Hilbert-space-norm bounded (compare Theorem 4.1 in [14]).
Besides in this paper will be considered a very specific class of Krein-isometric
representations U of G in Krein spaces, to which the induced representations of
G in Krein spaces, hereby defined, belong. Namely here by a Krein-isometric
and strongly continuous representation of a separable locally compact group G
we shall mean a homomorphism U : G ∋ x 7→ Ux of G into a group of Krein-
isometric and closable operators of some separable Krein space (H, J) with dense
common domain D equal to their common range in H and such that
U is strongly continuous on the common domain D: for each f ∈ D ⊂ H
the function x 7→ Uxf is continuous with respect to the ordinary strictly
definite Hilbert space norm ‖f‖ =√(f, f) in H.
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Let H be a closed subgroup of a separable locally compact group G. In
the applications we have in view118 the right H-cosets, i. e. elements of G/H ,
are exceptionally regular, and have a “measure product property”. Namely
every element (with a possible exception of a subset of G of Haar measure
zero) g ∈ G can be uniquely represented as a product g = h · q, where h ∈
H and q ∈ Q ∼= G/H with a subset Q of G which is not only measurable
but, outside a null set, is a sub-manifold of G, such that G is the product
H × G/H measure space, with the regular Baire measure space structure on
G/H associated to the canonical locally compact topology on G/H induced by
the natural projection π : G 7→ G/H and with the ordinary right Haar measure
space structure (H,RH , µH) on H , which is known to be regular with the ring
RH of Baire sets
119. In short (G,RG, µ) = (H ×G/H,RH×Q, µH × µG/H). In
our applications we are dealing with pairs H ⊂ G of Lie subgroups of the double
cover T4sSL(2,C) of the Poincare´ group P including the group T4sSL(2,C)
itself, with a sub-manifold structure of H and Q ∼= G/H . This opportunities
allow us to reduce the analysis of the induced representation UL in the Krein
space defined in this Section to an application of the Fubini theorem and to the
von Neumann analysis of the direct integral of ordinary Hilbert spaces. (The
same assumption together with its analogue for the double cosets in G simplifies
also the problem of decomposition of tensor products of induced representations
of G and reduces it mostly to an application of the Fubini theorem and harmonic
analysis on the ”small” subgroups: namely at the initial stage we reduce the
problem to the geometry of right cosets and double cosets with the observation
that Mackey’s theorem on Kronecker product and subgroup theorem of induced
representations likewise work for the induced representations in Krein spaces
defined here, and then apply the Fubini theorem and harmonic analysis on the
”small” subgroups.). Driving by the physical examples we assume for a while
that the “measure product property” is fulfilled by the right H-cosets in G. (We
abandon soon this assumption so that our results, namely the subgroup theorem
and the Kronecker product theorem, hold true for induced representations in
Krein spaces, without this assumption.)
Let L be any (JL-)unitary strongly continuous and almost uniformly bounded
representation of H in a Krein space (HL, JL). Let µH and µG/H be (quasi)
invariant measures on H and on the homogeneous space G/H of right H-cosets
in G induced by the (right) Haar measure µ on G by the “unique factorization”.
Let us denote120 by HL the set of all functions f : G ∋ x 7→ fx from G to HL
such that
(i) (fx, υ) is measurable function of x ∈ G for all υ ∈ HL.
118E. g. in decomposing tensor products of the representations of the double cover G of the
Poincare´ group in Krein spaces encountered in QFT
119We will need the complete measure spaces on G,G/H but the Baire measures are sufficient
to generate them by the Carathe´odory method, because we have assumed the topology on G
to fulfil the second axiom of countability.
120L in superscript! The HL with the lower case of the index L is reserved for the space of
the representation L of the subgroup H ⊂ G.
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(ii) fhx = Lh(fx) for all h ∈ H and x ∈ G.
(iii) Into the linear space of functions f fulfilling (i) and (ii) let us introduce
the operator JL by the formula (JLf)x = LhJLLh−1(fx), where x = h · q
is the unique decomposition of x ∈ G. Besides (i) and (ii) we require∫
( JL((J
Lf)x), fx ) dµG/H <∞,
where the meaning of the integral is to be found in the fact that the
integrand is constant on the right H-cosets and hence defines a function
on the coset space G/H .
Because every x ∈ G has a unique factorization x = h · q with h ∈ H and
q ∈ Q ∼= G/H , then by “unique factorization” the functions f ∈ HL as well as
the functions x 7→ (fx, υ) with υ ∈ HL, on G, may be treated as functions on
the Cartesian product H ×Q ∼= H ×G/H ∼= G. The axiom (i) means that the
functions (h, q) 7→ (fh·q, υ) for υ ∈ HL are measurable on the product measure
space (H × G/H,RH×G/H , µH × µG/H) ∼= (H × Q,RH×Q, µH × µG/H). In
particular let W : q 7→ Wq ∈ HL be a function on Q such that q 7→ (Wq, υ)
is measurable with respect to the standard measure space (Q,RQ, dq) for all
υ ∈ HL, and such that
∫
(Wq,Wq) dµG/H(q) < ∞. Then by the analysis of
[112] (compare also [118], §26.5) which is by now standard, the set of such
functions W (when functions equal almost everywhere are identified) com-
pose the direct integral
∫ HL dµG/H(q) Hilbert space with the inner product
(W,F ) =
∫
(Wq , Fq) dµG/H(q). For every such W ∈
∫ HL dµG/H(q) the func-
tion (h, q) 7→ fh·q = LhWq fulfils (i) and (ii). (ii) is trivial. For each υ ∈ HL the
function (h, q) 7→ (fh·q, υ) = (LhWq, υ) is measurable on the product measure
space (H × Q,RH×Q, µH × µG/H) ∼= (G,RG, µ) because for any orthonormal
basis {en}n∈N of the Hilbert space HL we have:
(fh·q, υ) = (fh·q, JLJLυ) = (LhWq, JLJLυ) = (JLLhWq, JLυ)
= (JLWq, Lh−1JLυ) =
∑
n∈N
(JLWq, en)(en, Lh−1JLυ)
where each summand gives a measurable function (h, q) 7→ (JLWq, en)(en, LhJLυ)
on the product measure space (H ×Q,RH×Q, µH × µG/H) by Scholium 3.9 of
[158]. On the other hand for every function (h, q) 7→ (fh·q, υ) measurable on the
product measure space the restricted functions q 7→ (fh·q, υ) and h 7→ (fh·q, υ), i.
e. with one of the arguments h and q fixed, are measurable, which follows from
the Fubini theorem (compare e. g. [158], Theorem 3.4) and thus q 7→ (fq, υ) is
measurable (i.e. with the argument h fixed and equal e in (h, q) 7→ (fh·q, υ)).
Because a simple computation shows that∫
( JL((J
Lf)x), fx ) dµG/H =
∫
( JL((J
Lf)h·q), fh·q ) dµG/H(q)
=
∫
(fq, fq ) dµG/H(q),
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one can see that when functions equal almost everywhere are identified HL
becomes a Hilbert space with the inner product
(f, g) =
∫
( JL((J
Lf)x), gx ) dµG/H . (451)
(In fact because the values of f ∈ HL are in the fixed Hilbert space HL we do
not have to tangle into the the whole machinery of direct integral Hilbert spaces
of von Neumann. It suffices to make obvious modifications in the corresponding
proof that L2(G/H) is a Hilbert space, compare [118], , §26.5.).
A simple verification shows that JL is a bounded self-adjoint operator in
the Hilbert space HL with respect to the definite inner product (451) and that
(JL)2 = I. Therefore (HL, JL) is a Krein space with the indefinite product(
f, g
)
JL
= (JLf, g) =
∫
( JL(fx), gx ) dµG/H (452)
which is meaningful because the integrand is constant on the right H-cosets, i.
e. it is a function of q ∈ Q ∼= G/H .
Let the function [x] 7→ λ([x], g) on G/H be the Radon-Nikodym derivative
λ(·, g) = d(Rgµ)dµ (·), where [x] stands for the right H-coset Hx of x ∈ G (µ
stands for the (quasi) invariant measure µG/H on G/H induced by the assumed
“factorization” property from the Haar measure µ on G and Rgµ stands for the
right translation of the measure µ: Rgµ(E) = µ(Eg)).
For every g0 ∈ G let us consider a densely defined operator ULg0 . Its domain
D(ULg0) is equal to the set of all those f ∈ HL for which the function
x 7→ f ′x =
√
λ([x], g0) fxg0
has finite Hilbert space norm (i. e. ordinary norm with respect to the ordinary
definite inner product (451)) in HL: (
f ′, f ′
)
=
∫
( JL((J
Lf ′)x), f ′x ) dµG/H
=
∫
( JLLh(x)JLLh(x)−1
√
λ([x], g0) fxg0 ,
√
λ([x], g0) fxg0 ) dµG/H(x) <∞,
where h(x) ∈ H is the unique element corresponding to x such that h(x)−1x ∈
Q; and whenever f ∈ D(ULg0) we put
(ULg0f)x =
√
λ([x], g0) fxg0 .
UL, after restriction to a suitable sub-domain, becomes a group homomorphism
of G into a group of densely defined JL-isometries of the Krein space (HL, JL).
Let us formulate this statement more precisely in a form of a Theorem:
THEOREM 7. The operators ULg0 , g0 ∈ G, are closed and JL-isometric with
dense domains D(ULg0), dense ranges R(U
L
g0) and dense intersection
⋂
g0∈G D(U
L
g0) =
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⋂
g0∈GR(U
L
g0). U
L
g0k0
is equal to the closure of the composition U˜Lg0 U˜
L
k0
= U˜Lg0k0
of the restrictions U˜Lg0 and U˜
L
k0
of ULg0 and U
L
k0
to the domain
⋂
g0∈G D(U
L
g0), i.
e. the map g0 7→ U˜Lg0 is a Krein-isometric representation of G. There exists a
dense sub-domain D ⊂ ⋂g0∈G D(ULg0) such that ULg0D = D, ULg0 is the closure
of the restriction U˜Lg0 of U
L
g0 to the sub-domain D, and g0 7→ U˜Lg0 is strongly
continuous Krein-isometric representation of G on its domain D.
 Let us introduce the class CL00 ⊂ HL of functions h·q 7→ fh·q = LhWq with
q 7→ Wq ∈ HL continuous and compact support on Q ∼= G/H . Of course each
such function W is an element of the direct integral Hilbert space
∫ HL dµG/H .
One easily verifies that all the conditions of Lemma 16 of (the next) Sect. 12.3
are true for the class CL00. Therefore C
L
00 is dense inHL. Let h·q 7→ fh·q = LhWq
be an element of CL00 and letK be the compact support of the functionW . Using
the “unique factorization” let us introduce the functions (q, h0, q0) 7→ h′q,h0 ,q0 ∈
H and (q, h0, q0) 7→ q′q,h0 ,q0 ∈ Q ∼= G/H in the following way. Let g0 = q0 · h0.
We define h′
q,h0 ,q0
∈ H and q′
q,h0 ,q0
∈ Q ⊂ G to be the elements, uniquely
corresponding to (q, h0, q0), such that
q · h0 · q0 = h′q,h0 ,q0 · q
′
q,h0,q0
. (453)
Finally let cK,g0 = supq∈K
∥∥Lh′
q,h0,q0
∥∥, which is finite outside a null set, on
account of the almost uniform boundedness of the representation L, and be-
cause q 7→ h′
q,h0,q0
is continuous outside a µG/H -null set (“measure product
property”)121.
‖ULh0·q0f‖2 =
(
ULh0·q0f, U
L
h0·q0f
)
=
∫
( JL((J
LULh0·q0f)h·q), (U
L
h0·q0f)h·q ) dµG/H(q)
=
∫
(Lh′q,h0,q0
fq′q,h0,q0
, Lh′q,h0,q0
fq′q,h0 ,q0
) dµG/H(q
′
q,h0,q0)
≤ c2K,g0
∫
( fq′
q,h0,q0
, fq′
q,h0 ,q0
) dµG/H(q
′
q,h0,q0)
= c2K,g0 ‖f‖2, g0 = h0 · q0 ∈ G.
(454)
Thus it follows that CL00 ⊂ D(ULg0) for every g0 ∈ G. Similarly it is easily
verifiable that CL00 ⊂ R(ULg0) whenever the Radon-Nikodym derivative λ([x], g0)
is continuous in [x]. It follows from definition that for f ∈ HL being a member
of
⋂
g0∈G D(U
L
g0) is equivalent to being a member of
⋂
g0∈GR(U
L
g0).
We shall show that
(
ULg0
)†
= ULg0−1 , where T
† stands for the adjoint of the
operator T in the sense of Krein [14], page 121: for any linear operator T with
121It holds true even if the “measure product property is not assumed” – compare the
comments below in this Section.
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dense domain D(T ) the vector g ∈ HL belongs to D(T †) if and only if there
exists a k ∈ HL such that
(JLTf, g) = (JLf, k), for all f ∈ D(T ),
and in this case we put T †g = k, with the unique k as D(T ) is dense (i. e.
same definition as for the ordinary adjoint with the definite Hilbert space inner
product (·, ·) given by (451) replaced with the indefinite one (JL·, ·), given by
(452)).
Now let g be arbitrary in D
( (
ULg0
)† )
, and let
(
ULg0
)†
g = k.
The inclusion
(
ULg0
)† ⊂ ULg0−1 is equivalent to the equation ULg0−1g = k. By
the definition of the Krein adjoint of an operator, for any f ∈ D(ULg0) we have(
JL ULg0f, g
)
= (JL f, k),
i. e.
∫ (
JL
(
ULg0 f
)
x
, gx
)
dµG/H(x) =
∫
(JL fx, kx) dµG/H(x);
which by the definition of ULg0 and quasi invariance of the measure µG/H means
that ∫ (
JL fx,
√
dµG/H(xg0−1)
dµG/H(x)
gxg0−1
)
dµG/H(x)
=
∫
(JL fx, kx) dµG/H(x) for all f ∈ D
(
ULg0
)
;
i. e. the function u
x 7→ ux =
√
dµG/H(xg0−1)
dµG/H(x)
gxg0−1 − kx
is JL-orthogonal to all elements of D
((
ULg0
)
: (JLf, u) = 0 for all f ∈ D(ULg0).
Because D
(
ULg0
)
is dense in HL, and JL is unitary with respect to the ordinary
Hilbert space inner product (451) in HL it follows that JLD(ULg0) is dense in
HL. Therefore u must be zero as a vector orthogonal to JLD(ULg0) in the sense
of the Hilbert space inner product (451). Thus√
dµG/H(xg0−1)
dµG/H(x)
gxg0−1 = kx
almost everywhere, and because by definition (k, k) < ∞, we have shown that
ULg0−1g = k.
Next we show that
(
ULg0
)† ⊃ ULg0−1 . Let g be arbitrary in D(ULg0−1) and let
ULg0−1g = k. It must be shown that for any f ∈ D
(
ULg0
)
,Section 12 (JL ULg0f, g) =
(JL f, k). This is the same as showing that∫ (
JL
(
ULg0 f
)
x
, gx
)
dµG/H(x) =
∫
(JL fx, kx) dµG/H(x),
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which again easily follows from definition of ULg0 and quasi invariance of the
measure dµG/H(x):∫ (
JL
(
ULg0 f
)
x
, gx
)
dµG/H(x) =
∫ √
dµG/H(xg0)
dµG/H(x)
(
JL fxg0 , gx
)
dµG/H(x)
=
∫ √
dµG/H(xg0−1g0)
dµG/H(xg0−1)
(
JL fxg0−1g0 , gxg0−1
) dµG/H(xg0−1)
dµG/H(x)
dµG/H(x)
=
∫ (
JL fx,
√
dµG/H(xg0−1
dµG/H(x)
gxg0−1
)
dµG/H(x)
=
∫ (
JL fx,
(
ULg0−1g
)
x
)
dµG/H(x) =
∫
(JL fx, kx) dµG/H(x).
Thus we have shown that
(
ULg0
)†
= ULg0−1 .
Because CL00 ⊂ D(ULg0−1) thenD(ULg0−1) is dense, thus ULg0−1 , equal to
(
ULg0
)†
,
is closed by Theorem 2.2 of [14] (Krein adjoint T † is always closed, as it is equal
JLT ∗JL with the ordinary adjoint T ∗ operator, and because the fundamental
symmetry JL is unitary in the associated Hilbert space HL, compare Lemma
2.1 in [14]).
In order to prove the second statement it will be sufficient to show that(
U˜Lg0
)†
= ULg0−1 because the homomorphism property of the map g0 7→ ULg0
restricted to
⋂
g∈G D(U
L
g ) is a simple consequence of the definition of U
L
g0 . But
the proof of the equality
(
U˜Lg0
)†
= ULg0−1 runs exactly the same way as the
proof of the equality
(
ULg0
)†
= ULg0−1 , with the trivial replacement of D
(
ULg0
)
by D, as it is valid for any dense sub-domain D contained in D
(
ULg0
)
instead
of D
(
ULg0
)
. Then by Theorem 2.5 of [14] it follows that
(
U˜Lg0
)††
=
(
ULg0−1
)†
is
equal to the closure U˜Lg0 of the operator U˜
L
g0 . Because
(
ULg0−1
)†
= ULg0 , we get
ULg0 = U˜
L
g0 .
By the above remark we also have ULg0 = U˜
L
g0 for any restriction U˜
L
g0 of U
L
g0
to a dense sub-domain D ⊂ D(ULg0)
In order to prove the third statement, let us introduce a dense sub-domain
CL0 ⊂ CL00 of continuous functions with compact support on G/H . Its full
definition and properties are given in the next Section. In particular ULg0C
L
0 =
CL0 whenever the Radon-Nikodym derivative λ([x], g0) is continuous in [x]. For
each element f0 of CL0 we have the inequality shown to be valid in the course
of proof of Lemma 13, Sect. 12.3:
‖f0x1 − f0x2‖2 ≤ sup
h∈H
∥∥fL,V(h,e)·(e,x1) − fL,V(h,e)·(e,x2)∥∥2 2 sup
x∈G
µH(Kx
−1 ∩H)
where fL,V is a function depending on f0, continuous on the direct product
group H × G and with compact support KH × V with V being a compact
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neighbourhood of the two points x1 and x2. Because any such function f
L,V
must be uniformly continuous, the strong continuity of UL on the sub-domain
CL0 follows. Because U
L
g0C
L
0 = C
L
0 , the third statement is proved with D =
CL0 (In case the Radon-Nikodym derivative was not continuous and “measure
product property” not satisfied it would be sufficient to use all finite sums
ULg1f
1 + . . . ULgnf
n, fk ∈ CL0 as the common sub-domain D instead of CL0 ). 
REMARK 6. By definition of the Krein-adjoint operator and the properties:
1) ULg D = D, g ∈ G, 2)
(
ULg
)†
= ULg−1 , g ∈ G, it easily follows that for each
g ∈ G (
ULg
)†
ULg = I and U
L
g
(
ULg
)†
= I (455)
on the domain D. We may easily modify the common domain D so as to
achieve the additional property: 3) JLD = D together with 1) and 2) and thus
with (455). Indeed, to achieve this one may define D to be the linear span of
the set
{(
(JL)m1ULg1 . . . U
L
gn(J
L)mn+1
)
f
}
: with gk ranging over G, f ∈ CL0 ,
n ∈ N and k 7→ mk over the sequences with mk equal 0 or 1. In case the
Radon-Nikodym derivative λ is continuous and the “measure product property”
fulfilled, D = CL0 meets all the requirements.
COROLLARY 5. For every ULg0 there exists a unique unitary (with respect
to the definite inner product (451)) operator Ug0 in HL and unique selfadjoint
(with respect to (451)) positive operator Hg0 , with dense domain D(U
L
g0) and
dense range such that ULg0 = Ug0Hg0 .
 Immediate consequence of the von Neumann polar decomposition theorem
and closedness of ULg0 . 
Of course the ordinary unitary operators Ug0 of the Corollary do not com-
pose any representation in general as the operators Ug0 and Hg0 of the polar
decomposition do not commute if Ug0 is non normal.
THEOREM 8. L and JL commute if and only if U
L and JL commute. If
UL and JL commute, then L is not only JL-unitary but also unitary in the
ordinary sense for the definite inner product in the Hilbert space HL. If UL and
JL commute then UL is not only JL-isometric but unitary with respect to the
ordinary Hilbert space inner product (451) in HL, i . e. the operators ULg0 are
bounded and unitary with respect to (451). The representation L is uniformly
bounded if and only if the induced representation UL is Krein-unitary (with each
ULg0 bounded) and uniformly bounded.
 Using the functions (q, h0, q0) 7→ h′q,h0,q0 ∈ H and (q, h0, q0) 7→ q
′
q,h0,q0
∈
Q ∼= G/H defined by (453), one easily verifies that L and JL commute (and thus
L is not only JL-unitary but also unitary in the ordinary sense for the definite
inner product in the Hilbert space HL) if and only if UL and JL commute (i.
e. when UL is not only JL-isometric but unitary with respect to the ordinary
Hilbert space norm (451) in HL). To this end we utilize the fact that for each
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fixed x, fx with f ranging over C
L
00 has HL as their closed linear span. We leave
details to the reader.

COROLLARY 6. If N ⊂ H ⊂ G is a normal subgroup of G such that the
restriction of L to N is uniformly bounded (or commutes with JL) then the
restriction of UL to the subgroup N is a Krein-unitary representation of the
subgroup with each ULn , n ∈ N bounded uniformly in n (or UL restricted to N
commutes with JL and is an ordinary unitary representation of N in the Hilbert
space HL).

In the proof of the strong continuity of UL on the dense domain D we have
used a specific dense subspace CL0 of HL. In the next Subsection we give its
precise definition and provide the remaining relevant analytic underpinnings
which we introduce after Mackey. In the proof of strong continuity we did as in
the classical proof of strong continuity of the right regular representation of G in
L2(G) or in L2(G/H) (of course with the obvious Radon-Nikodym factor in the
latter case), with the necessary modifications required for the Krein space. In
our proof of strong continuity on D the strong continuity of the representation L
plays a much more profound role in comparison to the original Mackey’s theory.
The additional assumption posed on right H-cosets, i. e. “measure product
property” is unnecessary. In order to give to this paper a more independent
character we point out that the above construction of the induced representa-
tion in Krein space is possible without this assumption which may be of use
for spectral analysis for (unnecessary elliptic) operators on manifolds uniform
for more general semi-direct product Lie groups preserving indefinite pseudo-
riemann structures. Namely for any closed subgroupH ⊂ G (with the “measure
product property” unnecessary fulfilled) the right action of H on G is proper
and both G and G/H are metrizable so that a theorem of Federer and Morse [45]
can be applied (with the regular Baire (or Borel) Haar measure space structure
(G,RG, µ) on G) in proving that there exists a Borel subset B ⊂ G such that:
(a) B intersects each right H-coset in exactly one point and (b) for each com-
pact subset K of G, π−1(π(K))∩B has a compact closure (compare Lemma 1.1
of [102]). In short B is a “regular Borel section of G with respect to H”. In par-
ticular it follows that any g ∈ G has unique factorization g = h ·b, h ∈ H, b ∈ B.
Using the Lemma and extending a technique of A. Weil used in studying rela-
tively invariant measures Mackey gave in [102] a general construction of quasi
invariant measures in G/H (all being equivalent).
The general construction of quasi invariant (standard) Baire (or Borel) measures on the locally
compact homogeneous space G/H was proposed in a somewhat shortened form in §1 of [102], where
the technique of A. Weil was adopted and developed into a ρ- and λ-functions construction. Today
it is known as a standard construction of the quotient of a measure space by a group, detailed
exposition can be found e.g. in [19]. Only for sake of completeness let us remind the main Lemmas
and Theorem of §1 of [102] (details omitted in the exposition of [102] are to be found e. g. in [19]
with the trivial interchanging of left and right). Let Lgµ and Rgµ be the left and right translations
of a measure µ on G/H: Lgµ(E) = µ(gE) and Rgµ(E) = µ(Eg). Let µ be the right Haar measure
on G. Denoting the the constant Radon-Nikodym derivative of the right Haar measure Lgµ with
respect to µ by ∆G(g), and similarly defined constant Radon-Nikodym derivative for the closed
subgroup H by ∆H(g) we have the the following Lemmas and Theorems.
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LEMMA. Let µ be a non-zero measure on G/H and µ0 = µG be the right Haar measure
on G. The following conditions are equivalent:
a) µ is quasi invariant with respect to G;
b) a set E ⊂ G/H is of µ-measure zero if and only if π−1(E) is of µ0-measure zero;
c) the “pseudo-counter-image” measure µ♯ is equivalent to µ0.
Assume one (and thus all) of the conditions to be fulfilled and thus let µ♯ = ρ · µ0,
where ρ is a Baire (or Borel) µ-measurable function non zero everywhere on G. Then for
every s ∈ G the Radon-Nikodym derivative λ(·, s) of the measure Rsµ with respect to the
measure µ is equal to
λ(π(x), s) =
d(Rsµ)
dµ
(π(x)) = ρ(xs)/ρ(x)
almost µ-everywhere on G.
THEOREM. a) Any two non zero quasi invariant measures on G/H are equivalent.
b) If µ and µ′ are two non zero quasi invariant measures on G/H and d(Rsµ)/dµ = d(Rsµ′)/dµ′
almost µ-everywhere (and thus almost µ′-everywhere), then µ′ = c·µ, where c is a positive
number.
LEMMA. Measure ρ · µ0 has the form µ♯ if and only if for each h ∈ H the equality
ρ(hx) =
∆H(h)
∆G(h)
ρ(x)
is fulfilled almost µ0-everywhere on G.
THEOREM. a) There exist functions ρ fulfilling the conditions of the preceding Lemma,
for example
ρ(x) =
∆H(h(x))
∆G(h(x))
,
where h(x) ∈ H is the only element of H corresponding to x ∈ G such that h(x)−1x ∈ B.
b) ρ can be chosen to be continuous.
c) One may chose the regular section B to be continuous outside a discrete countable set
in G/H whenever G is a topological manifold with H as closed topological sub-manifold;
thus x 7→ h(x) becomes continuous outside a set of measure zero in G.
d) Given such a function ρ one can construct a quasi invariant measure µ on G/H such that
µ♯ = ρ · µ0.
e) ρ(xs)/ρ(x) with s, x ∈ G does not depend on x within the class π(x) and determinates
a function (π(x), s) 7→ λ(π(x), s) on G/H × G equal to the Radon-Nikodym derivative
d(Rsµ)/dµ(π(x)).
f) Given any Baire (or Borel) function λ(·, ·) on G/H × G fulfilling the general properties
of Radon-Nikodym derivative: (i) for all x, s, z ∈ G, λ(π(z), xs) = λ(π(zx), s)λ(π(z), x),
(ii) for all h ∈ H, λ(π(e), h) = ∆H(h)/∆G(h), (iii) λ(π(e), s) is bounded on compact
sets as a function of s, one can construct a quasi invariant measure µ on G/H such that
d(Rsµ)/dµ(π(x)) = λ(π(x), s), almost µ-everywhere with respect to s, x on G.
Thus every non zero quasi invariant measure µ on G/H gives rise to a ρ-function and λ-function
and vice versa every “abstract Radon-Nikodym derivative” i.e. λ-function (or equivalently every
ρ-function) gives rise to a quasi invariant measure µ on G/H determined up to a non zero constant
factor. Every quasi invariant measure µ on G/H is thus a pseudo-image of the right Haar measure
µ on G under the canonical projection π in the terminology of [19]. In particular if the groups G
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and H are unimodular (i. e. ∆G = 1G and ∆H = 1H ) then among quasi invariant measures on
G/H there exists a strictly invariant measure.
The measure space structure of G/H uniform for the group G may be trans-
ferred toB together with the uniform structure, such that (G/H,RG/H , µG/H) ∼=
(B,RB, µB). The set B plays the role of the sub-manifold Q in the “measure
product property”. This however would be insufficient, and we have to prove
a kind of regularity of right H-cosets instead of “measure product property”.
Namely let us define h(x) ∈ H , which corresponds uniquely to x ∈ G, such that
h(x)−1x ∈ B. We have to prove that the functions x 7→ h(x) and x 7→ h(x)−1x
are Borel (thus in particular measurable), which however was carried through
in the proof of Lemma 1.4 of [102]. Now the only point which has to be changed
is the definition of the fundamental symmetry operator JL in HL. We put
(JLf)x = Lh(x)JLLh(x)−1 fx.
We define HL as the set of functions G 7→ HL fulfilling the conditions (i), (ii)
and such that ∫
B
( JL((J
Lf)x), fx ) dµ <∞.
The proof that HL is a Hilbert space with the inner product
(f, g) =
∫
( JL((J
Lf)x), gx ) dµ =
∫
B
(fb, gb ) dµB(b), where b ∈ B,
is the same in this case with the only difference that the regularity of H-cosets
is used instead of the Fubini theorem in reducing the problem to the von Neu-
mann’s direct integral Hilbert space construction. Namely we define a unitary
map V : f 7→W f = f |B from the space HL to the direct integral Hilbert space∫ HL dµB of functions b 7→ Wb ∈ HL by a simple restriction to B which is
“onto” in consequence of the regularity of H-cosets. Its isometric character is
trivial. V has the inverseW 7→ fW with (fW )
x
= Lh(x)Wh(x)−1x. In particular
fW is measurable on G as for an orthonormal basis {en}n∈N of the Hilbert space
HL and any υ ∈ HL we have:
(fWx , υ) = (f
W
x , JLJLυ) = (Lh(x)Wh(x)−1x, JLJLυ) = (JLLh(x)Wh(x)−1x, JLυ)
= (JLWh(x)−1x, Lh(x)−1JLυ) =
∑
n∈N
(JLWh(x)−1x, en)(en, Lh(x)−1JLυ)
which, as a point-wise convergent series of measurable (again by Scholium 3.9 of
[158]) functions in x is measurable in x. We have to prove in addition that the
induced representations UL in Krein spaces (HL, JL) corresponding to different
choices of regular Borel sections B are (Krein-)unitary equivalent. Namely let
B1 and B2 be the two Borel sections in question. The Krein-unitary operator
U12 : (U12f)x = Lh12(x)fx, where h12(x) ∈ H transforms the intersection point
of the right H-coset Hx with the section B1 into the intersection point of the
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same coset Hx with the Borel section B2, gives the Krein-unitary equivalence.
The proof is similar to the proof of Lemma 19 of Sect. 12.4.
Therefore from now on everything which concerns induced representations in
Krein spaces, with the group G not explicitly assumed to be equal T4sSL(2,C),
does not assume “measure product property”. Also Theorems 7 and 8 and
Corollaries 5 and 6 remain true without the “measure product property” for
any locally compact and separable G and its closed subgroup H . Indeed using
the regular Borel section B of G the functions (453): (q, h0, q0) 7→ h′q,h0,q0 and
(q, h0, q0) 7→ q′q,h0 ,q0 may likewise be defined in this more general situation.
Moreover, by Lemma 1.1 and the proof of Lemma 1.4 of [102], h′
q,h0,q0
ranges
within a compact subset of H , whenever q ranges within in a compact subset of
G, so that the proofs remain unchanged.
The construction of the induced representation in Krein space has also an-
other invariance property: it does not depend on the choice of a quasi invariant
measure µ on G/H in the unique equivalence class. Let dµ
′
dµ be the Radon-
Nikodym derivative corresponding to measures µ′ and µ. Introducing the left-
handed-superscript µ in µHL and µUL for indicating the measure used in the
construction of HL and UL, we may formulate a Theorem:
THEOREM 9. Let µ′ and µ be quasi invariant measures in G/H with Radon-
Nikodym derivative ψ = dµ
′
dµ . Then there exists a unitary and Krein-unitary
transformation V from µHL onto µ′HL such that V (µULy )V −1 = µ′ULy for all
y ∈ G; that is the representations µUL and µ′UL are Krein-unitary equivalent.
 Let f be any element of µHL and let π be the canonical map G 7→
G/H . This ensures (
√
ψ ◦ π f,√ψ ◦ π f) to be finite in µ′HL and equal (f, f)
in µHL, i. e. ensures √ψ ◦ π f to be a member of µ′HL as √ψ ◦ π is measur-
able with the same norm as f ; and moreover the Krein-square-inner product
(
√
ψ ◦ π f,√ψ ◦ π f)JL in µ′HL is equal to that (f, f)JL in µHL. Moreover ev-
ery g in µ
′HL is evidently of the form √ψ ◦ π f for some f ∈ µHL. Let V be
the operator of multiplication by
√
ψ ◦ π. Then V defines a unitary and Krein-
unitary map of µHL onto µ′HL. The verification that V (µUL)V −1 = µ′UL is
immediate. 
Finally we mention the following easy but useful
THEOREM 10. Let L and L′ be Krein-unitary representations in (HL, JL),
which are Krein-unitary and unitary equivalent, then the induced representations
UL and UL
′
are Krein-unitary equivalent.
12.3 Certain dense subspaces of HL
We present here some lemmas of analytic character which we shall need later
and which we have used in the proof of Thm. 7 of Sect. 12.2. Let µH be
the right invariant Haar measure on H . Let CL denote the set of all functions
f : G ∋ x 7→ fx ∈ HL, which are continuous with respect to the Hilbert space
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norm ‖ · ‖ =√(·, ·) in the Hilbert space HL, and with compact support. Let us
denote the support of f by Kf .
LEMMA 13. For each f ∈ CL there is a unique function f0 from G to HL
such that
∫
(JLLh−1fhx, υ) dµH(h) = (JLf
0
x , υ) for all x ∈ G and all υ ∈ HL.
This function is continuous and it is a member of HL. The function G/H ∋
[x] 7→ (JL(JLf0)x, f0x) as well as the function G/H ∋ [x] 7→ f0x has a compact
support. Finally supx∈G
(
JL(J
Lf0)x, f
0
x
)
= supb∈B(f
0
b , f
0
b ) < ∞, where B is a
regular Borel section of G with respect to H of Sect. 12.2.
 Let f ∈ CL. For each fixed x ∈ G consider the anti-linear functional
υ 7→ Fx(υ) =
∫
(JLLh−1fhx, υ) dµH(h)
onHL. From the Cauchy-Schwarz inequality for the Hilbert space inner product
(·, ·) in the Hilbert space HL and unitarity of JL with respect to the inner
product (·, ·) in HL, one gets
|Fx(υ)| ≤
∫
|(JLLh−1fhx, υ)| dµH(h) ≤
∫
‖JLLh−1fhx‖‖υ‖ dµH(h)
=
(∫
‖JLLh−1fhx‖ dµH(h)
)
‖υ‖ =
(∫
‖Lh−1fhx‖ dµH(h)
)
‖υ‖;
where the integrand in the last expression is a compactly supported continuous
function of h as a consequence of the strong continuity of the representation L
and because f is compactly supported norm continuous. Therefore the integral
in the last expression is finite, so that the functional Fx is continuous. Thus
by Riesz’s theorem (in the conjugate version) there exists a unique element gx
of HL (depending of course on x) such that for all υ ∈ HL : Fx(υ) = (gx, υ).
We put f0x = JLgx, so that Fx(υ) = (JLf
0
x , υ), υ ∈ HL. We have to show that
f0 : x 7→ f0x has the desired properties.
That f0h′x = Lh′f
0
x for all h
′ ∈ H and x ∈ G follows from right invariance of
the Haar measure µH on H :
(JLLh′f
0
x , υ) = (JLf
0
x , Lh′−1υ) =
∫
(JLLh−1fhx, Lh′−1υ) dµH(h)
=
∫
(JLLh′Lh−1fhx, υ) dµH(h) =
∫
(JLL(hh′−1)−1fhx, υ) dµH(h)
=
∫
(JLL(hh′h′−1)−1fhh′x, υ) dµH(hh
′) =
∫
(JLL(hh′h′−1)−1fhh′x, υ) dµH(h)
=
∫
(JLL(h)−1fhh′x, υ) dµH(h) = (JLf
0
h′x, υ),
for all υ ∈ HL, h′ ∈ H , x ∈ G.
Denote the compact support of f by K. From the strong continuity of the
representation L it follows immediately that the function
(h, x) 7→ fL(h,x) = Lh−1fhx
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is a norm continuous function on the direct product group H×G and compactly
supported with respect to the first variable, i. e. for every x ∈ G the function
h 7→ fL(h,x) has compact support equalKx−1∩H . It is therefore uniformly norm
continuous on the direct product group H×G with respect to the first variable.
For any compact subset V of G let φV be a real continuous function on G with
compact support equal 1 everywhere on V (there exists such a function because
G as a topological space is normal). For f ∈ CL and any compact V ⊂ G we
introduce a norm continuous function on the direct product group H ×G as a
product fL φV :
(h, x) 7→ fL,V(h,x) = fL(h,x)φV (x),
which in addition is compactly supported and has the property that
fL,V(h,x) = Lh−1fhx
for (h, x) ∈ H × V ⊂ H × G. In particular fL,V as compactly supported
is not only norm continuous but uniformly continuous on the direct product
group H × G (i. e. uniformly in both variables jointly). Let {en}n∈N be an
orthonormal basis in the Hilbert space HL and let O ⊂ G be any open set
containing x1, x2 ∈ G with compact closure V . From the definition of f0 it
follows that
‖f0x1 − f0x2‖2 = ‖JL(f0x1 − f0x2)‖2 =
∑
n∈N
∣∣(JL(f0x1 − f0x2), en)∣∣2
=
∑
n∈N
∣∣∣ ∫ (JLLh−1(fhx1 − fhx2), en) dµH(h)∣∣∣2
≤
∑
n∈N
∫ ∣∣(JLLh−1(fhx1 − fhx2), en)∣∣2 dµH(h)
=
∫ ∑
n∈N
∣∣(JLLh−1(fhx1 − fhx2), en)∣∣2 dµH(h)
=
∫ ∥∥JLLh−1(fhx1 − fhx2)∥∥2 dµH(h) = ∫ ∥∥Lh−1(fhx1 − fhx2)∥∥2 dµH(h)
≤ sup
h∈H
∥∥Lh−1fhx1 − Lh−1fhx2∥∥2 µH((Kx−11 ∩H) ∪ (Kx−12 ∩H))
G2 ∩ (x0−1G1x0) ≤ sup
h∈H
∥∥fL,V(h,e)·(e,x1) − fL,V(h,e)·(e,x2)∥∥2 2 sup
x∈G
µH(Kx
−1 ∩H).
Because the function fL,V is norm continuous on H ×G and the continuity is
uniform and supx∈G µH(Kx
−1 ∩H) <∞ ([102], proof of Lemma 3.1) the norm
continuity of f0 is proved.
Similarly we get
‖f0x‖2 ≤ sup
h∈H
∥∥Lh−1fhx∥∥2 µH(Kx−1 ∩H)
= sup
h∈H
∥∥fL,V x(h,e)·(e,x)∥∥2 µH(Kx−1 ∩H) <∞,
581
because K is compact and fL,V
x
is norm continuous on H ×G and compactly
supported, where V x is a compact neighbourhood of x ∈ G. Therefore ‖f0x‖ = 0
for all x /∈ HK. Thus as a function on G/H : [x] 7→ ((JLf0)x, f0x) and a fortiori
the function [x] 7→ (JL(JLf0)x, f0x) vanishes outside the compact canonical
image of HK in G/H .
Finally let us note that if h(x) is the element of H defined in Sect. 12.2
corresponding to x ∈ G, then(
JL(J
Lf0)x, f
0
x
)
= (f0b , f
0
b )
with b = h(x)−1x – the unique intersection point of the coset Hx with the
Borel section B. Because f is continuous with compact support, then the last
assertion of the Lemma follows from Lemma 1.1 of [102]. 
We shall denote the class of functions f0 for f ∈ CL of Lemma 13 by CL0 .
LEMMA 14. For each fixed x ∈ G the vectors f0x for f0 ∈ CL0 form a dense
linear subspace of HL.
 Note that if f0 ∈ CL0 and Rsf is defined by the equation (Rsf)x = fxs
for all x and s in G then Rsf
0 = (Rsf)
0 so that for all f ∈ CL and s ∈ G,
Rsf
0 ∈ CL0 . Therefore the set H′′L of vectors f0x for f0 ∈ CL0 and x fixed is
independent of x. Let H′L be the JL-orthogonal complement of H′′L, i. e. the
set of all υ ∈ HL such that (JLg, υ) = 0 for all g ∈ H′′L. Then if υ ∈ H′L
we have (f0x , υ) = 0 for all f
0 ∈ CL0 and all x ∈ G. Therefore (JLf0hx, υ) =
(JLf
0
x , Lh−1υ) = 0 for all f
0 in CL0 , all x in G and all h ∈ H . Hence H′L is
invariant under the representation, as L is JL-unitary. Let L
′ be the restriction
of L to H′L. Suppose that there exists a non zero member f0 of CL
′
0 . Thus a
fortiori f0 ∈ CL0 and we have a contradiction since the values of f0 are all in
H′L, so that we would have in (JL,HL):
(f0, g)JL = (J
Lf0, g)
=
∫
(JLf
0
x , gx dµG/H = 0
for all g ∈ HL, which would give us f0 = 0, because the Krein space (JL,HL)
of the induced representation UL is non degenerate (or JL invertible). Thus in
order to show that H′L = 0 we need only show that when H′L 6= 0 there exists
a non zero member f0 of CL
′
0 . But if none existed then∫
(JLL
′
h−1fhx, υ) dµH(h)
would be zero for all x, all υ in HL and all f in CL′ . In particular the integral
would be zero for f = uυ′, for all continuous complex functions u on G of
compact support and all υ′ ∈ H′L, i .e∫
u(hx)(JLL
′
h−1υ
′, υ) dµH(h)
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would be zero for all x, all υ in HL, all υ′ in H′L and all complex continuous u of
compact support on G, which, because L (and thus L′) is strongly continuous,
would imply that
(JLL
′
h−1υ
′, υ) = 0
for all υ in HL, all υ′ in H′L and all h ∈ H . This is impossible because the Krein
space (JL,HL) of the representation L is non degenerate and L′h−1 non-singular
as a Krein-unitary operator. Thus we have proved that H′L = 0. This means
that JLH′′L is dense in the Hilbert space HL, and because JL is unitary in HL
with respect to the ordinary definite inner product (·, ·), this means that H′′L is
dense in the Hilbert space HL. 
LEMMA 15. Let C be any family of functions from G to HL such that:
(a) C ⊂ HL.
(b) For each s ∈ G there exists a positive Borel function ρs such that for all
f ∈ C, ρsRsf ∈ C where (Rsf)x = fxs.
(c) If f ∈ C then gf ∈ C for all bounded continuous complex valued functions
g on G which are constant on the right H-cosets.
(d) There exists a sequence f1, f2, . . . of members of C and a subset P of G
of positive Haar measure such that for each x ∈ P the members f1x , f2x , . . .
of HL have HL as their closed linear span.
Then the members of C have HL as their closed linear span.
 Choose f1, f2, . . . as in the condition (d). Let u be any member of HL
which is JL-orthogonal to all members of C:(
f, u
)
JL
= (JLf, u) =
∫
( JL(fx), ux ) dµG/H = 0
for all f ∈ C. Then
(JL(ρsg)(Rsf
j), u) =
∫
( JL((ρsg)(x)(Rsf
j)x), ux ) dµG/H = 0
for every j ∈ N, all s and every bounded continuous g on G which is constant on
the right H-cosets. It follows at once that for all s and all j ∈ N (JLf jxs, ux) = 0
for almost all x ∈ G. Since x 7→ (JLf jx, ux) is a Borel function on G the function
(x, s) 7→ (JLf jxs, ux) =
∑
n∈N
(JLf
j
xs, en)(en, ux)
is Borel on the product measure space G×G on repeating the argument of Sect.
12.2 (Scholium 3.9 of [158]) and joining it with the fact that composition of a
measurable (Borel) function on G with the continuous function G×G ∋ (x, s) 7→
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xs ∈ G is measurable (Borel) on the product measure space G × G (compare
e. g. [158]). Thus we may apply the Fubini theorem (Thm. 3.4 in [158]) and
conclude that for almost all x, (JLf
j
xs, ux) is zero for almost all s. Since j runs
over a countable class we may select a single null set N ⊂ G such that for each
x /∈ N , (JLf jxs, ux) is, for almost all s, zero for all j ∈ N. It follows that for each
x /∈ N there exists s ∈ x−1P such that (JLf jxs, ux) = 0 for j ∈ N and hence that
ux = 0 because JL is unitary with respect to the ordinary definite Hilbert space
inner product in the Hilbert space HL. Thus u is almost everywhere zero and
JLC must be dense in HL. Because JL is unitary in the ordinary sense with
respect to the definite inner product (eq. (451) of Sect. 12.2) in HL, C must
be dense in HL. 
LEMMA 16. Let C1 be any family of functions from G to HL such that:
(a) For each f ∈ C1 there exists a positive Borel function ρ on G such that(
JL
1
ρ(x)
fx, υ
)
=
( 1
ρ(x)
JLfx, υ
)
=
1
ρ(x)
(
JLfx, υ
)
is continuous as a function of x for all υ ∈ HL.
(b) C1 ⊂ HL.
(c) For each s ∈ G there exists a positive Borel function ρs such that for all
f ∈ C1, ρsRsf ∈ C1 where (Rsf)x = fxs.
(d) If f ∈ C1 then gf ∈ C1 for all bounded continuous complex valued func-
tions g on G which are constant on the right H-cosets and vanish outside
of π−1(K) for some compact subset K of G/H.
(e) For some (and hence all) x ∈ G the members fx of HL for f ∈ C1 have
HL as their closed linear span.
Then the members of C1 have HL as their closed linear span.
 Choose f1, f2, . . . in C1 so that f1e , f
2
e , . . . have HL as their closed linear
span; e being the identity of G. Let u be any member of HL which is JL-
orthogonal to all members of C1. Then
(JL(ρsg)(Rsf
j), u) =
∫
( JL((ρsg)(x)(Rsf
j)x), ux ) dµG/H = 0
for every j ∈ N, all s and every bounded continuous g on G which is constant on
the right H-cosets. It follows at once that for all s and all j ∈ N (JLf jxs, ux) = 0
for almost all x ∈ G. Since (x, s) 7→ (JLf jxs, ux) is a Borel function on the
product measure space G×G (compare the proof of Lemma 15) we may apply
the Fubini theorem as in the preceding Lemma and conclude that for almost
all x, (JLf
j
xs, ux) is zero for almost all s. Since j runs over a countable class
we may select a single null set N in G such that for each x /∈ N , (JLf jxs, ux) is
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for almost all s zero for all j. Suppose that ux1 6= 0 for some x1 /∈ N . Then
(JLf
j
e , ux1) 6= 0 for some j as JL is unitary with respect to the ordinary Hilbert
space inner product (·, ·) in HL (as in the proof of the preceding Lemma).
But for some positive Borel function ρ, (JLf
j
x, ux1)
/
ρ(x) is continuous in x.
Hence (JLf
j
x1s, ux1)
/
ρ(x1s) 6= 0 for s in some neighbourhood of x−11 . Thus
(JLf
j
x1s, ux1) 6= 0 for s in some neighbourhood of x−11 . But this contradicts
the fact that (JLf
j
x1s, ux1) is zero for almost all s ∈ G. Therefore ux is zero
almost everywhere. Thus only the zero element is orthogonal (in the ordinary
positive inner product space in HL) to all members of JLC1 and it follows that
JLC1 must be dense in HL. Because JL is unitary with respect to the ordinary
definite inner product (·, ·) in HL, it follows that C1 is dense in HL. 
LEMMA 17. CL0 is dense in HL.
 The Lemma is an immediate consequence of Lemmas 14 and 16. 
LEMMA 18. There exists a sequence f1, f2, . . . of elements CL0 ⊂ HL such
that for each fixed x ∈ G the vectors fkx , k = 1, 2, . . . form a dense linear
subspace of HL.
 We have seen in the previous Sect. that as a Hilbert space HL is unitary
equivalent to the direct integral Hilbert space
∫ HL dµG/H over the σ-finite and
regular Baire (or Borel) measure space (G/H,RG/H , µG/H) with separable HL.
Because G/H = X is locally compact metrizable and fulfils the second axiom
of countability its minimal (one point or Alexandroff) compactification X+ is
likewise metrizable (compare e. g. [42], Corollary 7.5.43). Thus the Banach
algebra C(X+) is separable,
compare e. g. [91], Thm. 2 or [56]). Because C(X+) is equal to the minimal
unitization C0(X)
+ of the Banach algebra C0(X) of continuous functions on
X vanishing at infinity (compare [118]), thus by the construction of minimal
unitization it follows that C0(X) is separable (of course with respect to the
supremum norm in C0(X)) as a closed ideal
in C0(X)
+ of codimension one. Because the measure space (G/H,RG/H , µG/H)
is the regular Baire measure space, induced by the integration lattice CK(X) ⊂
C0(X) of continuous functions with compact support (compare [158]), it follows
from Corollary 4.4.2 of [158] that the Hilbert space L2(G/H, µG/H) of square
summable functions over X = G/H is separable122. Let {en}n∈N be an or-
thonormal basis in HL. Using standard – by now – Hilbert space ([118]) and
122For the reasons explained in Sect. 12.7 we are interesting in complete measure spaces
on G/H and on all other quotient spaces encountered later in this paper. But the Baire
or Borel measure is pretty sufficient in the investigation of the associated Hilbert spaces
L2(G/H, µG/H ) or H
L as all measurable sets differ from the Borel sets just by null sets, and
the space of equivalence classes of Borel square summable functions in L2(G/H, µG/H ) is the
same as the space of equivalence classes of square summable measurable functions. Recall that
the Baire measure space may be completed to a Lebesgue-type measure space, e. g. using
the Carathe´odory method. In other words the Baire or Borel (the same in this case) measure
space may be completed such that any subset of measurable null set will be measurable.
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measure space (e. g. Fubini theorem123) techniques and the results of [112] one
can prove that ∫
HL dµG/H =
⊕
n∈N
∫
Cen dµG/H
=
⊕
n∈N
L2(G/H, µG/H).
Thus
∫ HL dµG/H itself must be separable and therefore HL is separable. Thus
we may choose a sequence f1, f2, . . . of elements CL0 ⊂ HL such that for each
f ∈ CL0 there exists a subsequence fn1 , fn2 , . . . which converges in norm ‖ · ‖
of HL to f . Then a slight and obvious modification of the standard proof of
the Riesz-Fischer theorem (e. g. [158], Thm. 4.2) gives a sub-subsequence
fnm1 , fnm2 , . . . which, after restriction to the regular Borel section B ∼= G/H
converges almost uniformly to the restriction of f to B (where B ∼= G/H is
locally compact with the natural topology induced by the canonical projection
π, with the Baire measure space structure (G/H,RG/H , µG/H) ∼= (B,RB, µB))
obtained by Mackey’s technique of quotiening the measure space G by the group
H recapitulated shortly in Sect. 12.2. As fk, f are continuous and compactly
supported as functions on B ∼= G/H , the convergence is uniform on B. The
Lemma now, for x ∈ B, is an immediate consequence of Lemma 14. Because for
each x ∈ G we have fkx = Lh(x)fkh(x)−1x, fx = Lh(x)fh(x)−1x with h(x)−1x ∈ B
and because Lh is invertible (and bounded) for every h ∈ H , the Lemma is
proved. 
12.4  Lopuszan´ski representation as an induced represen-
tation
Let G be a separable locally compact group and H its closed subgroup. In this
section we shall need Lemma 19 (below), which we prove assuming
the “measure product property”, because it is sufficient for the analysis of
the  Lopuszan´ski representation of the double covering of the Poincare´ group.
However it can be proved without this assumption, as the reader will easily see
by recalling the respective remarks of Sect. 12.2.
Thus we assume (for simplicity) that the right Haar measure space
(
G , R
G
, µ
G
)
be equal to the product measure space
(
H × G/H, R
H×G/H , µH × µG/H
)
with
(
H, R
H
, µ
H
)
equal to the right Haar measure space on H and with
the Mackey quotient measure space
(
G/H , R
G/H
, µ
G/H
)
on G/H (described
briefly in Sect 12.2). In most cases of physical applications both G and H are
unimodular. Let g = h · q be the corresponding unique factorization of g ∈ G
with h ∈ H and q ∈ Q ⊂ G representing the class [g] ∈ G/H . Uniqueness of the
123Compare eq. (477) of Sect.12.7.
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factorization allows us to introduce the following functions ((already mentioned
in Sect. 12.2) (q, h0, q0) 7→ h′q,h0,q0 ∈ H and (q, h0, q0) 7→ q′q,h0,q0 ∈ Q ∼= G/H ,
where for any g0 = q0 · h0 ∈ G we define h′q,h0 ,q0 ∈ H and q
′
q,h0,q0
∈ Q ⊂ G to
be the elements, uniquely corresponding to (q, h0, q0), such that
q · h0 · q0 = h′q,h0 ,q0 · q
′
q,h0,q0
.
In particular if g = hq, then q represents [g] ∈ G/H , and q′
q,h0 ,q0
represents [gg0],
i.e. the right action of G on G/H . It is easily verifiable that (q, h0, q0) 7→ h′q,h0 ,q0
behaves like a multiplier, i.e. denoting h′
q,h0,q0
and q′
q,h0 ,q0
just by h′
q,g
0
and q′
q,g
0
we have
h′
q, g
0
· h′
q′
q,g
0
, g
1
= h′
q, g
0
g
1
.
Let UL be the Krein isometric representation of G induced by an almost uni-
formly bounded Krein-unitary representation of H in the Krein space (HL, JL),
defined as in Sect. 12.2. Let us introduce the Hilbert space
H =
∫
G/H
HL dµG/H (456)
and the fundamental symmetry J
J =
∫
G/H
JL dµG/H (457)
in H, i.e. operator decomposable with respect to the decomposition (456) whose
all components in its decomposition are equal JL. Because J
∗
L = JL and J
∗
LJL =
JLJ
∗
L = I, then by [112] the same holds true of the operator J, i.e. it is unitary
and selfadjoint, i.e. J∗ = J and J∗J = JJ∗ = I, so that J2 = I and J is a
fundamental symmetry. We may therefore introduce the Krein space (H, J).
LEMMA 19. Let G be a separable locally compact group and H its closed sub-
group. Assume (for simplicity) that the ”measure product property” is fulfilled
by G and H. Then the operators
U : H 7→ HL, and S : HL 7→ H,
defined as follows(
UW
)
h·q
= LhWq , and
(
Sf
)
q
= L
h−1 fh·q ,
for all W ∈ H and f ∈ HL, are well defined operators, both are isometric and
Krein-isometric between (H, J) and (HL, JL) and moreover US = I and SU = I
and moreover
U−1JLU = J,
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so that U and S are unitary and Krein-uinitary. We have(
Vg
0
W
)
q
=
(
U−1ULg
0
UW
)
q
=
√
λ(q, g
0
)L
h′
q,g
0
W
q′
q,g
0
;
or equivalently(
Vg
0
W
)
[g]
=
(
U−1ULg
0
UW
)
[g]
=
√
λ([g], g0)Lh′
[g],g
0
W
[g·g
0
]
.
In short: UL is unitary and Krein unitary equivalent to the Krein-isometric
representation V of G in (H, J).
 That the functions UW , W ∈ H, and U−1f , f ∈ HL fulfil the required
measurability conditions has been already shown in Sect. 12.2). Verification of
the isometric and Krein-isometric character of both U and S is easy, and we
leave it to the reader. Checking US = I and SU = I as well as the last equality
is likewise simple. 
Now let us turn our attention to the construction of semi-direct product
groups and their specific class of Krein-isometric representations to which the
 Lopuszan´ski representation belong together with the related systems of imprim-
itivity in the Krein space (H, J), say of Lemma 19. Let G1 and G2 be separable
locally compact groups and let G1 be abelian (G1 plays the role of four transla-
tions subgroup T4 and G2 plays the role of the SL(2,C) subgroup of the double
covering G = T4sSL(2,C) of the Poincare´ group). Let there be given a homo-
morphism of G2 into the group of automorphisms of G1 and let y[x] ∈ G1 be
the action of the automorphism corresponding to y on x ∈ G1. We assume that
(x, y) 7→ y[x] is jointly continuous in both variables. We define the semi-direct
product G = G1sG2 as the topological product G1 ×G2 with the multiplica-
tion rule (x1, y1)(x2, y2) = (x1y1 [x2], y1y2). G = G1sG2 under this operation
is a separable locally compact group. Recall that the subset of elements (x, e)
with x ∈ G1 and e being the identity is a closed subgroup of the semi direct
product G naturally isomorphic to G1 and similarly the set of elements (e, y),
y ∈ G2 is a closed subgroup of G = G1sG2 naturally isomorphic to G2. Let us
identify those subgroups with G1 and G2 respectively. Since (x, e)(e, y) = (x, y)
it follows at once that any Krein-isometric representation (x, y) 7→ V(x,y) of
G = G1sG2 in the Krein space (H, J) is determined by its restrictions N and
U to the subgroups G1 and G2 respectively: V(x,y) = NxUy. Conversely if N
and U are Krein-isometric representations of G1 and G2 which act in the same
Krein space (H, J) and with the same core invariant domain D, and moreover
if the representation N commutes with the fundamental symmetry J and is
therefore unitary, then one easily checks that (x, y) 7→ NxUy defines a Krein-
isometric representation if and only if UyNxUy−1 = Ny[x]. Indeed the “if” part
is easy. Assume then that V(x,y) = NxUy is a representation. Then for any
(x, y), (x′, y′) ∈ G1sG2 one has NxUyNx′Uy−1Uyy′ = NxNy[x′]Uyy′ on the core
dense set D. Because Nx is unitary it follows that UyNx′Uy−1Uyy′ = Ny[x′]Uyy′
on D. Because UyD = D for all y ∈ y ∈ G2 and UyUy−1 = I on D, then
it follows that UyNx′Uy−1 = Ny[x′] on D for all x, x
′ ∈ G1 and all y ∈ G2.
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Because the right hand side is unitary, then UyNx′Uy−1 can be extended to a
unitary operator, although U is in general unbounded. Now assume (which is
the case for representations of translations acting in one particle states in QFT,
for example this is the case for the restriction of the  Lopuszan´ski representation
to the translation subgroup) that the representation N of the abelian subgroup
G1 commutes with the fundamental symmetry J in H, and thus it is not only
Krein-isometric but unitary in H in the usual sense. Moreover the restrictions
N of representations acting in one particle states are in fact of uniform (even
finite) multiplicity. Because N is a unitary representation of a separable lo-
cally compact abelian group G1 in the Hilbert space the Neumak’s theorem is
applicable, which says that N is determined by a projection valued (spectral)
measure S 7→ ES (which as we will see may be associated with the direct in-
tegral decomposition (456) with the appropriate subgroup H), defined on the
Borel (or Baire) sets S of the character group Ĝ1 of G1:
Nx =
∫
Ĝ1
χ(x) dE(χ).
It is readily verified that N and U satisfy the above identity if and only if
the spectral measure E and the representation U satisfy UyESUy−1 = E[S]y, for
all y ∈ G2 and all Borel sets S ⊂ Ĝ1; where the action [χ]y of y ∈ G2 on χ ∈ Ĝ1
is defined by the equation 〈[χ]y, x〉 = 〈χ, y−1[x]〉 (with 〈χ, x〉 denoting the value
of the character χ ∈ Ĝ1 on the element x ∈ G1). Indeed:
UyNxUy−1 =
∫
Ĝ1
χ(x) d(UyE(χ)Uy−1) = Ny[x] =
∫
Ĝ1
χ(y[x]) dE(χ)
=
∫
Ĝ1
(
[χ]y−1
)
(x) dE(χ) =
∫
Ĝ1
χ(x) dE([χ]y). (458)
We call such E, N , and U a system of imprimitivity in the Krein space (H, J),
after Mackey [103] who defined the structure for representations N and U in
Hilbert space H which are both unitary in the ordinary sense.
Consider now the action of G2 on Ĝ1. If the spectral measure E is concen-
trated in one of the orbits of Ĝ1 under G2 let χ0 be any member of this orbit
Oχ0 and let Gχ0 be the subgroup of all y ∈ G2 for which [χ0]y = χ0. Then
y 7→ [χ0]y defines a one-to-one Borel set preserving map between the points of
this orbit Oχ0 and the points of the homogeneous space G2/Gχ0 = G/H , where
H = G1 · Gχ0 . In this way E, N , U , becomes a system of imprimitivity based
on the homogeneous space G/H . Now when E is concentrated on a single orbit
the assumption of uniform multiplicity of N would be unnecessary, but instead
we may require U to be “locally bounded”: ||Uyf || < c∆||f || for all f ∈ H whose
spectral support (in their decomposition with respect to E) is contained within
compact subset ∆ ⊂ G2/Gχ0 = G/H , with a positive constant c∆ depending on
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∆. (In fact we have implicitly used the “local boundedness” in the first equal-
ity of (458).) Then using ergodicity of the action of G2 (resp. G) on G2/Gχ0
(resp. G/H) one can prove uniform multiplicity of the spectral measure E. A
computation similar to that performed by Mackey in [103] (compare also [104],
§6 or [105], §3.7) shows that the representation V(x,y) = NxUy defined by the
system is just equal to the Krein-isometric representation V of G = G1sG2
in the Krein space (H, J) of the Lemma (19) with a representation L of the
subgroup H , which is easily checked to be Krein-unitary in case the multiplicity
of N is assumed to be finite. Thus it follows the following theorem
THEOREM 11. Let E, N , U be a system of imprimitivity giving a Krein-
isometric representation V(x,y) = NxUy of a semi direct product G = G1sG2 of
separable locally compact groups G1 and G2 with G1 abelian in a Krein space
(H, J) and with the representation N commuting with J and thus being unitary
in H, for which the following assumptions are satisfied:
1) The spectral measure is concentrated on a single orbit Oχ0 in Ĝ1 under
G2.
2) The representation U (equivalently the representation V ) is “locally bounded”
with respect to E.
Then the representation N (and equivalently the spectral measure E) is of
uniform multiplicity. The fundamental symmetry J is decomposable with re-
spect to the decomposition of H associated (in the sense of [112]) to the spectral
measure E of the system, and has a decomposition of the form (457).
Assume moreover that:
3) The representation N has finite multiplicity.
Then V is unitary and Krein-unitary equivalent to a Krein-isometric rep-
resentation UL induced by a Krein unitary representation L of the subgroup
H = G1 ·Gχ0 associated to the orbit.

This theorem may be given a more general form by discarding 3), but the
given version is sufficient for the representations acting in one particle states
of free fields with non trivial gauge freedom, and thus acting in Krein spaces
(with the fundamental symmetry operator J called Gupta-Bleuler operator in
physicists parlance), where the representations L act in Krein spaces (HL, JL)
of finite dimension.
Consider for example the double covering G = T4sSL(2,C) of the Poincare´
group with the semi direct product structure defined by the following homomor-
phism: α[tx] = αxα
∗, where the translation tx : (a0, a1, a2, a3) 7→ (a0, a1, a2, a3)+
(x0, x1, x2, x3) is written as a hermitian matrix
x =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
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in the formula αxα∗ giving α[tx] and α∗ is the hermitian adjoint of α ∈ SL(2,C).
Characters χp ∈ T̂4 of the group T4 have the following form
χp(tx) = e
i(−p0a0+p1x1+p2x2+p3x3),
for p = (p0, p1, p2, p3) ranging overR4. For each character χp ∈ T̂4 let us consider
the orbit Oχp passing through χp, under the action χp 7→ [χp]α, α ∈ SL(2,C),
where [χp]α is the character given by the formula
T4 ∋ tx [χp]α−−−→
(
[χp]α
)
(tx) = χp(α
−1[tx]) = χp(α−1xα∗
−1) = χαpα∗(x) = χαpα∗(tx),
where in the formulas αpα∗ and α−1xα∗−1, x and p are regarded as hermitian
2× 2 matrices:
x =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
and p =
(
p0 + p3 p1 − ip2
p1 + ip2 p0 − p3
)
.
Let Gχp be the stationary subgroup of the point χp ∈ T̂4. Let H = Hχp =
T4 · Gχp , and let L′ be a Krein-unitary representation of the stationary group
Gχp . Then L given by
Ltx·g = χp(tx)L
′
g, tx ∈ T4, g ∈ Gχp
is a well defined Krein-unitary representation of Hχp = T4 ·Gχp because Gχp is
the stationary subgroup for the point χp. The functions (q, h0, q0) 7→ h′q,h0,q0 ∈
H and (q, h0, q0) 7→ q′q,h0,q0 ∈ Q ∼= G/Hχp corresponding to the respective
H = Hχp or the respective orbits Oχp are known for all orbits in T̂4 under
SL(2,C) and may be explicitly computed.
For example for p = (1, 0, 0, 1) lying on the light cone in the joint spec-
trum sp(P0, . . . P3) of the canonical generators of one parameter subgroups of
translations, the stationary subgroup Gχp = Gχ(1,0,0,1) is equal to the group of
matrices (
eiφ/2 eiφ/2z
0 e−iφ/2
)
, 0 ≤ φ < 4π, z ∈ C
isomorphic to (the double covering of) the symmetry group E2 of the Euclidean
plane and with the orbit Oχ
(1,0,0,1)
equal to the forward cone with the apex
removed.
Consider then the Hilbert space HL to be equal C4 with the standard inner
product and with the fundamental symmetry equal
JL =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
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Finally let L′ be the following Krein-unitary representation
(
eiφ/2 eiφ/2z
0 e−iφ/2
)
L′(z,φ)−−−−→

1 + 12 |z|2 1√2z 1√2z − 12 |z|2
1√
2
e−iφz e−iφ 0 1√
2
e−iφz
1√
2
eiφz 0 eiφ − 1√
2
eiφz
1
2 |z|2 1√2z 1√2z 1− 12 |z|2
 (459)
of Gχ
(1,0,0,1)
∼= E˜2 in the Krein space (HL, JL) and define the Krein-unitary
representation L: H = T4 · Gχ
(1,0,0,1)
∋ tx · (z, φ)
Ltx·(z,φ)−−−−−→ χ
(1,0,0,1)
(tx)L
′
(z,φ)
corresponding to the Krein-unitary representation L′ of Gχ
(1,0,0,1)
. Then one
obtains in this way the system of imprimitivity with the representation V of the
Lemma 19 equal to the  Lopuszan´ski representation acting in the one particle
states of the free photon field in the momentum representation, having exactly
Wigner’s form [197] with the only difference that L is not unitary but Krein-
unitary.
Several remarks are in order.
1) In case of G = T4sSL(2,C), T̂4 = R4 with the natural smooth action of
SL(2,C) giving it the Lorentz structure. The possible orbits Oχp ⊂ T̂4 = R4 are:
the single point (0, 0, 0, 0, ) – the apex of “the light-cone”, the upper/lower half
of the light cone (without the apex), the upper/lower sheet of the two-sheeted
hyperboloid, and the one-sheet hyperboloid. Thus all of them are smooth man-
ifolds (with the exclusion of the apex, of course). Joining this with the Mackey
analysis of quasi invariant measures on homogeneous G/H spaces one can see
that the spectral measures of the translation generators (for representations with
the joint spectrum sp(P0, . . . P3) concentrated on single orbits) are equivalent to
measures induced by the Lebesgue measure on R4 = T̂4 (of course with the ex-
clusion of the representations corresponding to the apex – the single point orbit,
with the zero (0, 0, 0, 0) as the only value of the joint spectrum sp(P0, . . . P3).
2) Note that for the system of imprimitivity E, N , U in the Krein space the
condition:
V(x,y)ESV(x,y)−1 = NxUyESUy−1Nx−1
= NxE[S]yNx−1 = E[S]y for all (x, y) ∈ G1sG2 and all Borel sets S ⊂ Ĝ1
holds, and is essentially equivalent to the condition:
UyESUy−1 = E[S]y, for all y ∈ G2, and all Borel sets S ⊂ Ĝ1.
Wemay write it as V(x,y)ESV(x,y)−1 = E[S](x,y), with the trivial action [χ](x, e) =
χ, x ∈ G1 and [χ](e, y) = [χ]y. It is more convenient to relate the system of
imprimitivity immediately to V and inspired by Mackey put the following more
general definition.
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Let V be a Krein-isometric representation of a separable locally compact
group G in a Krein space (H, J). By a system of imprimitivity for V , we mean
the system E, B, ϕ consisting of
a) an analytic Borel set B;
b) an anti-homomorphism ϕ of G into the group of all Borel automorphisms
of B such that (y, b) 7→ (y, [b]y) is a Borel automorphism of G×B;
here we have written [b]y for the action of the automorphism ϕ(y) on
b ∈ B.
c) The spectral measure E consists of selfadjont and Krein selfadjoint projec-
tions commuting with J in (H, J), and is such that VyESVy−1 = E[S]y−1 .
d) The representation V is “locally bounded” with respect to E.
Any induced Krein-isometric representation µUL possesses a canonical sys-
tem of imprimitivity in (HL, JL) related to it. Namely let S be a Borel set on
G/H , and let S′ be its inverse under the quotient map G → G/H . Let 1S′ be
the characteristic function of S′. Then f ES−−→ 1S′f , f ∈ HL is a self adjoint
and Krein self adjoint projection, which commutes with JL. Thus S 7→ ES is
a spectral measure based on the analytic Borel space G/H . By the inequality
(454) in the proof of Theorem 7 the representation µUL is “locally bounded”,
i.e. fulfils condition 3) of Theorem 11 or condition d).
The representation V of Lemma 19 in the Krein space (H, J) together with
the spectral measure E′ on B = G/H associated with the decomposition (456)
is a system of imprimitivity in Krein space which by Lemma 19 is Krein-unitary
and unitary equivalent to the canonical system of imprimitivity UL, E, ϕ de-
fined above. That V,E′ of Lemma 19 with ϕg
0
(q) = q′
q,g
0
composes a system
of imprimitivity can be checked directly using the multiplier property of the
function (q, g0) 7→ h′q,g
0
.
3) The plan for further computations is the following. First we start with
the systems of imprimitivity fulfilling the conditions 1)-3) of Theorem 11 suffi-
cient for accounting for the representations acting in one particle states of free
fields. Then we prove the “subgroup” and “Kronecker product theorems” for
the induced representations in order to achieve decompositions of tensor prod-
ucts of these representations into direct integrals of representations connected
with imprimitivity systems concentrated on single orbits (using Mackey double-
coset-type technics). The component representations of the decomposition will
not in general have the standard form of induced representations (contrary to
what happens for tensor products of induced representations of Mackey which
are unitary in ordinary sense). But then we back to Theorem 11 applied again
to each of the component representations in order to restore the standard form
of induced representation in Krein space to each of them separately. In this way
we may repeat the procedure of decomposing tensor product of the component
representations (now in the standard form) and continue it potentially in in-
finitum. It turns out that the condition 3) of finite multiplicity will have to be
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abandoned and replaced with infinite uniform multiplicity in further stages of
this process, but we have all the grounds for the condition 2) of “local bound-
edness” to be preserved in all cases at all levels of the decomposition. Indeed
recall that the spectral values (p0, . . . p3) of the translation generators (four-
momentum operators) in the tensor product of representations corresponding
to imprimitivity systems concentrated on single orbits O ′,O ′′ ⊂ T̂4, are the
sums (p′0, . . . p
′
3)+(p
′′
0 , . . . p
′′
3), with the spectral values (p
′
0, . . . p
′
3) and (p
′′
0 , . . . p
′′
3)
ranging over O ′ and O ′′ respectively. Now the geometry of the orbits in case of
G = T4sSL(2,C) is such that the sets of all values (p′0, . . . p
′
3) and (p
′′
0 , . . . p
′′
3)
for which (p0, . . . p3) ranges over a compact set, are compact (discarding irrele-
vant null sets of (p0, . . . p3) not belonging to the joint spectrum of momentum
operators of the tensor product representation – the light cones – in the only
case of tensoring representation corresponding to the positive energy light cone
orbit with the representation corresponding to the negative energy light cone).
4) In fact the representation of one particle states in the Fock space (with
the Gupta-Bleuler or fundamental symmetry operator) is induced by the follow-
ing representation L′′ in the above defined Krein space (HL, JL) of the double
covering of the symmetry group of the Euclidean plane:
L′′(z,φ) =

1 + 12 |z|2 12 (z + z) i2 (z − z) − 12 |z|2
1
2 (e
−iφz + eiφz) cosφ sinφ − 12 (e−iφz + eiφz
i
2 (e
iφz − e−iφz) − sinφ cosφ − 12 (eiφz − e−φz)
1
2 |z|2 12 (z + z) i2 (z − z) 1− 12 |z|2
 ,
(460)
compare e.g. [192, 193], or [99, 100]. But the operator
1 0 0 0
0 1/
√
2 i/
√
2 0
0 1/
√
2 −i/√2 0
0 0 0 1
 .
which is Krein-unitary and unitary in (HL, JL) sets up Krein-unitary and uni-
tary equivalence between the representation L′ of (459) and the representation
L′′ of (460) as well as between the associated representations L. By Theorem
10 it makes no difference which one we use, but for some technical reasons we
prefer the representation L associated with (459).
5) The representation which we have called by the name of  Lopuszan´ski has
appeared in physics rather very early, compare [198], and then in relation to the
Gupta-Bleuler quantization of the free photon field: [192, 193], [75], [94]. But
it was  Lopuszan´ski [99, 100] who initiated a systematic study of the relation of
the representation with the Gupta-Bleuler formalism. That’s why we call the
representation after him.
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12.5 Kronecker product of induced representations in Krein
spaces
In this Section we define the outer Kronecker product and inner Kronecker prod-
uct of Krein isometric (and Krein unitary) representations and give an impor-
tant theorem concerning Krein isometric representation induced by a Kronecker
product of Krein-unitary representations.
The whole construction is based on the ordinary tensor product of the as-
sociated Hilbert spaces and operators in the Hilbert spaces. We recapitulate
shortly a specific realization of the tensor product of Hilbert spaces as trace
class conjugate-linear operators, in short we realize it by the Hilbert-Schmidt
class of conjugate-linear operators124 with the standard operator L2-norm, for
details we refer the reader to the original paper by Murray and von Neumann
[110].
Let H1 and H2 be two separable Hilbert spaces over C (recall that by the
proof of Lemma 18 the Hilbert space HL of the Krein-isometric representation
UL of a separable locally compact group G induced by a Krein-unitary repre-
sentation L of a closed subgroup G1 ⊂ G is separable). A mapping T of H2 to
H1 is conjugate-linear iff T (αf + βg) = αT (f) + β T (g) for all f, g ∈ H2 and
all complex numbers α and β, with the “over-line” sign standing for complex
conjugation. For any such conjugate-linear operator T we define the conjugate
version of its adjoint T
⊛
, namely this is the operator fulfilling (Tg, f) = (T
⊛
f, g)
for all f ∈ H1 and all g ∈ H2. In particular if T is bounded, conjugate-linear,
finite-rank operator so is its conjugate adjoint T
⊛
. If U1 and U2 are bounded
operators in H1 and H2 respectively then U1TU2 is a finite rank operator from
H2 into H1. One easily verifies that (ATB)⊛ = B∗T⊛A∗, where A and B are
linear operators in H1 and H2 with A∗ and B∗ equal to their ordinary adjoint
operators. If U1 and U2 are densely defined operators in H1 and H2 respectively
on linear domains D1 ⊂ H1 and D2 ⊂ H2 and T is finite rank operator with
the rank contained in D1 and supported in D2, then U1TU2 is a well defined
finite rank operator. Let H′ = H1 ⊗′ H2 be the linear space of finite rank
conjugate-linear operators T of H2 into H1. For any two such operators T and
S the operator TS
⊛
is linear from H1 into H1 and of finite rank (similarly T⊛S
is linear and finite rank from H2 into H2). We may therefore introduce the
following inner product in H′:
〈T, S〉 = Tr [TS⊛ ] =
∑
n
(T S
⊛
en, en)
=
∑
n
(T
⊛
en, S
⊛
en) =
∑
m
(Tεm, Sεm)∑
m
(T
⊛
Sεm, εm) = Tr [T
⊛
S ],
where {en}n∈N and {εm}m∈N are orthonormal bases in H1 and H2 respectively.
124Alternatively one may consider linear Hilbert-Schmidt class operators, but replace one of
the Hilbert spaces in question by its conjugate space, compare [102], §5.
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The completion of H′ with respect to this inner product composes the tensor
product H = H1 ⊗H2.
Let A and B be bounded operators inH1 andH2. Their tensor product A⊗B
acting in H1 ⊗H2 is defined as the operator T 7→ ATB∗, for T ∈ H1 ⊗H2. In
particular if for any f ∈ H1 and g ∈ H2 we define the finite rank conjugate-
linear operator T
f,g
: w 7→ f · (g, w) supported on the linear subspace generated
by g with the range generated by f , then T
f,g
∈ H1 ⊗ H2 is written as f ⊗ g
and we have (f1 ⊗ g1, f2 ⊗ g2) = Tr
[
T
f1,g1
(
T
f2,g2
)⊛]
= Tr
[
T
f1,g1
T
g2,f2
]
=
(f1, f2) · (g1, g2) because
(
T
f2,g2
)⊛
= T
g2,f2
.
If (H1, J1) and (H2, J2) are two Krein spaces, then we define their tensor
product as the Krein space (H1⊗H2, J1⊗J2); verification of the self-adjointness
of J1 ⊗ J2 and the property
(
J1 ⊗ J2
)2
= I is immediate.
We say an operator T from H2 into H1 is supported by finite dimensional
(or more generally: closed) linear subspace M ⊂ H2 or by the projection PM , in
case T = TP
M
, where P
M
is the self adjoint projection with range M. Similarly
we say an operator T from H2 into H1 has range in a finite dimensional (or
more generally: closed) linear subspace N ⊂ H1, in case T = PNT , where PN
is the self adjoint projection with range N. One easily verifies the following
tracial property. Let B be any finite rank and linear operator from H1 into H1
supported on a finite dimensional linear subspace of the domain D1 and with
the range also finite dimensional and lying in D1. Then for any linear operator
defined on the dense domain D1 ⊂ H1 and preserving it, i. e. with D1 contained
in the common domain of A and its adjoint A∗, we have the tracial property
Tr [BA] = Tr [AB].
Indeed any such linear B is a finite linear combination of the operators T
f,f′
defined as follows: T
f,f′ (w) = (w, f) · f ′. By linearity it will be sufficient to
establish the tracial property for the linear operator B of the form B = T
f1 ,f2
+
T
f3 ,f4
with fi ∈ D1, i = 1, 2, 3, 4. Using the Gram-Schmidt orthogonalization
we construct an orthonormal basis {en}n∈N of H1 with en ∈ D1. We have in
this case
Tr [BA] = Tr
[(
T
f
1
,f
2
+ T
f
3
,f
4
)
A
]
= Tr
[
T
f
1
,f
2
A
]
+Tr
[
T
f
3
,f
4
A
]
=
∑
n
(
T
f1 ,f2
Aen, en
)
+
∑
n
(
T
f3 ,f4
Aen, en
)
=
∑
n
(Aen, f1) · (f2, en) +
∑
n
(Aen, f3) · (f4, en)
=
∑
n
(en, A
∗f1) · (f2, en) +
∑
n
(en, A
∗f3) · (f4, en) = (f2, A∗f1) + (f4, A∗f3)
= (Af2, f1) + (Af4, f3) <∞, (461)
because by the assumed properties of the operator A the vectors f1, f3 ∈ D1
are contained in the domain of A∗ and likewise the vectors f2, f4 ∈ D1 lie in the
domain of A. Similarly we have:
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Tr [AB] = Tr
[(
AT
f
1
,f
2
+ T
f
3
,f
4
)]
= Tr
[
AT
f
1
,f
2
]
+Tr
[
AT
f
3
,f
4
]
=
∑
n
(
AT
f
1
,f
2
en, en
)
+
∑
n
(
AT
f
3
,f
4
en, en
)
=
∑
n
(en, f1) · (Af2, en)+
∑
n
(en, f3) · (Af4, en) = (Af2, f1)+ (Af4, f3) <∞.
(462)
Comparing (461) and (462) we obtain the tracial property.
Now let U1 = U
L
x and U2 = U
M
y be densely defined and closable Krein
isometric operators of the respective Krein isometric induced representations
of the groups G1 and G2 in H1 = HL and H2 = HM respectively with linear
domains Di ⊂ Hi, i = 1, 2, equal to the corresponding domains D of Theorem
7 and Remark 6 and with the respective fundamental symmetries J1 = J
L,
J2 = J
M . Therefore by Theorem 7 and Remark 6 U i(Di) = Di and Ji(Di) =
Di, i = 1, 2, so that Di is contained in the domain of Ui
∗ and Ui∗(D1) =
Di. Finally let T, S be any finite rank operators in the linear subspace D12 =
linear span{T
f,g
, f ∈ D1, g ∈ D2} of finite rank operators supported in D2 and
with ranges inD1. In particular for each S ∈ D12, S⊛ is supported inD1 and has
rank in D2. By the known property of Hilbert Schmidt operatorsD1⊗D2 = D12
is dense in H1 ⊗H2. We claim that U1 ⊗U2 is well defined on D1 ⊗D2 = D12.
Indeed, by the Gram-Schmidt orthonormalization we may construct an or-
thonormal base {en}n∈N of H1 with each en being an element of the linear dense
domain D1. For any f1, f2 ∈ D1 and g1, g2 ∈ D2 we have∥∥∥(U1 ⊗ U2)(f1 ⊗ g1 + f2 ⊗ g2)∥∥∥2
=
〈
U1
(
T
f
1
,g
1
+ T
f
2
,g
2
)
U2
∗ , U1
(
T
f
1
,g
1
+ T
f
2
,g
2
)
U2
∗
〉
= Tr
[
U1
(
T
f
1
,g
1
)
U2
∗(U1(Tf
1
,g
1
)
U2
∗)⊛ ]+Tr [U1(Tf
1
,g
1
)
U2
∗(U1(Tf
2
,g
2
)
U2
∗)⊛ ]
+Tr
[
U1
(
T
f
2
,g
2
)
U2
∗(U1(Tf
1
,g
1
)
U2
∗)⊛ ]+Tr [U1(Tf
2
,g
2
)
U2
∗(U1(Tf
2
,g
2
)
U2
∗)⊛ ]
=
∑
n
(
U1f1, en
) · (g1, U2∗U2g1) · (U1∗en, f1)
+
∑
n
(
U1f1, en
) · (g1, U2∗U2g2) · (U1∗en, f2)
+
∑
n
(
U1f2, en
) · (g2, U2∗U2g1) · (U1∗en, f1)
+
∑
n
(
U1f2, en
) · (g2, U2∗U2g2) · (U1∗en, f2).
Because D1 is in the domain of U1
∗ and U1∗(D1) = U1(D1) = D1 and similarly
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for U2, the last expression is equal to∑
n
(
U1f1, en
) · (U2g1, U2g1) · (en, U1f1)
+
∑
n
(
U1f1, en
) · (U2g1, U2g2) · (en, U1f2)
+
∑
n
(
U1f2, en
) · (U2g2, U2g1) · (en, U1f1)
+
∑
n
(
U1f2, en
) · (U2g2, U2g2) · (en, U1f2)
=
(
U1f1, U1f1
) · (U2g1, U2g1)+ (U1f1, U1f2) · (U2g1, U2g2)
+
(
U1f2, U1f1
) · (U2g2, U2g1)+ (U1f2, U1f2) · (U2g2, U2g2) <∞,
so that∥∥∥(U1 ⊗ U2)(f1 ⊗ g1 + f2 ⊗ g2)∥∥∥2
=
〈
U1
(
T
f
1
,g
1
+ T
f
2
,g
2
)
U2
∗ , U1
(
T
f
1
,g
1
+ T
f
2
,g
2
)
U2
∗
〉
<∞
and
(
U1⊗U2
)(
f1⊗g1+f2⊗g2
)
is well defined. By induction for each T ∈ D12,(
U1 ⊗ U2
)(
T
)
= U1TU2
∗ is well defined conjugate-linear operator of
Hilbert-Schimdt class, so that U1 ⊗ U2 is well defined on the linear domain
D12 dense in H1 ⊗H2. By the Proposition of Chap. VIII.10, page 298 of [138]
it follows that U1⊗U2 is closable. Next, let T, S ∈ D12, then by Theorem 7 and
Remark 6
Ji(Di) = Di and Ui(Di) = Di and and Ui
∗(Di) = Di(
Ui
)†
Ui = JiUi
∗JiUi = I and Ui JiUi∗Ji = I on Di.
Thus for each T, S ∈ D12 the following expressions are well defined and (e. g.
for T = T
f1,g1
and S = T
f2,g2
)(
(J1 ⊗ J2) (U1 ⊗ U2) (f1 ⊗ g1) , (U1 ⊗ U2) (f2 ⊗ g2)
)
=
〈
J1U1TU2
∗J2 , U1SU2∗
〉
= Tr
[
J1U1TU2
∗J2
(
U1SU2
∗)⊛ ]
= Tr
[
J1U1TU2
∗J2U2S
⊛
U1
∗
]
= Tr
[
J1U1TJ2J2U2
∗J2U2S
⊛
U1
∗
]
= Tr
[
J1U1TJ2{J2U2∗J2U2}S⊛U1∗
]
= Tr
[
{J1U1}TJ2S⊛U1∗
]
= Tr
[
TJ2S
⊛
U1
∗{J1U1}
]
= Tr
[
TJ2S
⊛
J1{J1U1∗J1U1}
]
= Tr
[
TJ2S
⊛
J1
]
= Tr
[
J1TJ2S
⊛
]
=
(
(J1 ⊗ J2) (f1 ⊗ g1) , f2 ⊗ g2
)
,
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because the tracial property is applicable to the pair of operators
B = TJ2S
⊛
U1
∗ and A = J1U1
as well as to the pair of operators
B = TJ2S
⊛
and A = J1,
as both the operators B are linear finite rank operators supported on finite
dimensional subspaces contained in D1 and with finite dimensional ranges con-
tained in D1 and for the operators A indicated to above the linear domain D1
is contained in the common domain of A and A∗; and moreover J1(U1)∗J1U1
and J2U2
∗J2U2 are well defined unit operators on the domains D1 and D2 re-
spectively. Therefore U1⊗U2 = UL⊗UM is Krein-isometric on its domain D12
which holds by continuity for its closure.
We may therefore define the outer Kronecker product Krein-isometric repre-
sentation UL×UM : G1×G2 ∋ (x, y) 7→ ULx ⊗UMy of the product group G1×G2,
which is Krein isometric in the Krein space
(HL⊗HM , JL⊗JM). All the more,
if U1 and U2 are Krein-unitary representations of G1 and G2, respectively in
(H1, J1) and (H2, J2), so is U1 × U2 in the Krein space
(H1 ⊗ H2, J1 ⊗ J2).
Similarly one easily verifies that U1×U2 is almost uniformly bounded whenever
U1 and U2 are. In particular if G1 and G2 are two closed subgroups of the
separable locally compact groups G1 and G2 respectively and L and M their
Krein unitary and uniformly bounded representations, then we may define the
outer Kronecker product representation L×M of the product group G1×G2 by
the ordinary formula G1 ×G2 ∋ (ξ, η) 7→ Lξ ⊗Mη, which is Krein unitary and
almost uniformly bounded in the Krein space
(HL ⊗HM , JL ⊗ JM) whenever
L and M are in the respective Krein spaces (HL, JL) and (HM , JM ). We may
therefore define the Krein-isometric representation µ1×µ2UL×M of the group
G1 ×G2 in the Krein space HL×M induced by the representation L×M of the
closed subgroup G1 ×G2, where µi are the respective quasi invariant measures
in Gi/Gi.
Let us make an observation used in the proof of the Theorem of this Section.
Let B1 be a Borel section of G1 with respect to G1 and respectively B2 a
Borel section of G2 with respect to G2 defined as in Section 12.2 with the
associated Borel functions h1 : G1 ∋ x 7→ h1(x) ∈ G1 such that h1(x)−1x ∈ B1
and h2 : G2 ∋ y 7→ h2(y) ∈ G2 such that h2(y)−1y ∈ B2. Then B1 × B2
is a Borel section of G1 × G2 with respect to the closed subgroup G1 × G2
with the associated Borel function h : (x, y) 7→ h(x, y) ∈ G1 × G2 such that
h(x, y)
−1
(x, y) ∈ B1 ×B2, equal to h(x, y) =
(
h1(x) , h2(y)
)
= h1(x)× h2(y).
Let w ∈ HL×M . Thus the corresponding operator JL×M acts as follows(
JL×Mw
)
(x,y)
= (L×M)
h1(x)×h2(y) ◦
(
JL×M
) ◦ (L×M)
h
1
(x)−1×h
2
(y)−1w(x,y)
=
(
L
h
1
(x)
⊗M
h
2
(y)
) ◦ (JL ⊗ JM) ◦ (L
h1 (x)
−1 ⊗Mh2 (y)−1
)
w
(x,y)
=
(
L
h1 (x)
JLLh
1
(x)−1
)⊗ (M
h2 (y)
JMMh
2
(y)−1
)
w
(x,y)
.
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Thus the vector JL×M
(
JL×Mw
)
(x,y)
in the integrand in the formula for the inner
product in HL×M
(w, u) =
∫
G1×G2
(
JL×M
(
JL×Mw
)
(x,y)
,
(
u
)
(x,y)
)
d(µ1 × µ2)([(x, y)])
may be written as follows
JL×M
(
JL×Mw
)
(x,y)
=
(
JL ⊗ JM
) ◦ (JL×Mw)
(x,y)
=
(
JLLh1 (x)
JLLh
1
(x)−1
)⊗(JMMh2 (y)JMMh2 (y)−1 )w(x,y) = (xJL⊗yJM)w(x,y) ,
where we have introduced the following self-adjoint operators
xJ
L = JLLh
1
(x)
JLLh
1
(x)−1 and yJ
M = JMMh
2
(y)
JMMh
2
(y)−1
acting in HL and HM , respectively, with the ordinary tensor product operator
x
JL ⊗
y
JM acting in the tensor product HL ⊗HM Hilbert space.
Checking their self-adjointness is immediate. Indeed, because L is Krein
unitary in (HL, JL) we have (and similarly for the rep. M):
L
h
1
(x)−1 =
(
L
h1 (x)
)†
= JL
(
L
h1 (x)
)∗
JL.
Therefore
x
JL = JLLh
1
(x)
(
L
h
1
(x)
)∗
JL,
because
(
JL
)2
= I. Because JL is self-adjoint, self-adjointness of xJ
L is now
immediate (self-adjointness of
y
JM follows similarly).
We are ready now to formulate the main goal of this Section:
THEOREM 12. Let L and M be Krein-unitary strongly continuous and al-
most uniformly bounded representations of the closed subgroups G1 and G2 of
the separable locally compact groups G1 and G2, respectively, in the Krein spaces
(HL, JL) and (HM , JM ). Then the Krein isometric representation µ1×µ2UL×M
of the group G1 × G2 with the representation space equal to the Krein space
(HL×M , JL×M ) is unitary and Krein-unitary equivalent to the Krein-isometric
representation µ1UL × µ2UM of the group G1×G2 with the representation space
equal to the Krein space (HL ⊗ HM , JL ⊗ JM ). More precisely: there exists a
map V : HL ⊗ HM 7→ HL×M which is unitary between the indicated Hilbert
spaces and Krein-unitary between the Krein spaces (HL ⊗ HM , JL ⊗ JM ) and
(HL×M , JL×M ) and such that
V −1
(
µ1×µ2UL×M
)
V = µ1UL × µ2UM . (463)
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 Let T be any member ofHL⊗HM , regarded as a conjugate-linear operator
from µ2HM into µ1HL, with the corresponding linear operator T T⊛ on µ1HL
having finite trace. Let moreover T be a finite rank operator. Then there exist
f
1
, f
2
, . . . , f
n
∈ µ1HL and g
1
, g
2
, . . . , g
n
∈ µ2HM such that T (g) = T
f
1
,g
1
(g) +
. . .+T
fn,gn
(g) = f
1
·(g
1
, w
)
+ . . .+f
n
·(g
n
, g
)
. For each (x, y) ∈ G1×G2 we may
define a conjugate-linear finite rank operator
(
V (T )
)
(x,y)
from HM into HL as
follows. Let υ ∈ HM , then we put
(
V (T )
)
(x,y)
(υ) = f
1
·(g
1
, υ
)
+ . . .+f
n
·(g
n
, υ
)
.
Note, please, that
(
V (T )
)
(ξx,ηy)
= Lξ
(
V (T )
)
(x,y)
(Mη)
∗ for all (x, y) ∈ G1 ×G2
and all (ξ, η) ∈ G1 × G2, so that the function V (T ) : G1 × G2 ∋ (x, y) 7→(
V (T )
)
(x,y)
∈ HL ⊗ HM fulfils
(
V (T )
)
(ξx,ηy)
=
(
Lξ ⊗ Mη
)(
V (T )
)
(x,y)
for all
(x, y) ∈ G1 ×G2 and all (ξ, η) ∈ G1 ×G2.
We shall show that the function V (T ) is a member of HL×M and moreover,
that V is unitary. To this end we observe first, that V is isometric (for the
ordinary definite inner products), i. e. ‖V (T )‖ = ‖T ‖. Indeed, let {ek}k∈N be
an orthonormal basis in HL. Using the observation we have made just before
the formulation of the Theorem, self-adjointness of the operators
x
JL and
y
JM
and Scholium 3.9 and 5.3 of [158], we obtain:
‖T ‖2 = ( f
1
⊗ g
1
+ . . .+ f
n
⊗ g
n
, f
1
⊗ g
1
+ . . .+ f
n
⊗ g
n
)
= Tr
[(
T
f
1
,g
1
+ . . .+ T
fn ,gn
)(
T
g
1
,f
1
+ . . .+ T
gn ,fn
)]
=
n∑
i,j=1
(fi, fj) · (gi, gj)
=
n∑
i,j=1
(∫
G1
(
JL
(
JLfi
)
x
,
(
fj
)
x
)
dµ1([x])
)
·
(∫
G2
(
JM
(
JMgi
)
y
,
(
gj
)
y
)
dµ2([y])
)
=
∫
G1×G2
( n∑
i,j=1
(
JL
(
JLfi
)
x
,
(
fj
)
x
)
·
(
JM
(
JMgi
)
y
,
(
gj
)
y
))
d(µ1×µ2)([(x, y)])
=
∫
G1×G2
( n∑
i,j=1
(
x
JL
(
fi
)
x
,
(
fj
)
x
)
·
(
y
JM
(
gi
)
y
,
(
gj
)
y
))
d(µ1 × µ2)([(x, y)])
=
∫ ( n∑
i,j=1
∑
k∈N
(
x
JL
(
fi
)
x
, ek
)
·
(
ek,
(
fj
)
x
)
·
(
y
JM
(
gi
)
y
,
(
gj
)
y
))
d(µ1×µ2)([(x, y)])
=
∫ ( n∑
i,j=1
∑
k∈N
(
ek,
(
fj
)
x
)
·
((
gi
)
y
,
y
JM
(
gj
)
y
)
·
(
x
JL
(
fi
)
x
, ek
))
d(µ1×µ2)([(x, y)])
=
∫ ( n∑
i,j=1
∑
k∈N
(
ek,
(
fj
)
x
)
·
(
x
JL
((
fi
)
x
·
((
gi
)
y
,
y
JM
(
gj
)
y
))
, ek
))
d(µ1×µ2)([(x, y)])
=
∫ ( n∑
i,j=1
∑
k∈N
(
ek,
(
fj
)
x
)
·
(
x
JL ◦T
(f
i
)x ,(gi
)y
◦
y
JM
((
gj
)
y
)
, ek
))
d(µ1×µ2)([(x, y)])
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=∫ ( n∑
i,j=1
∑
k∈N
(
x
JL ◦T
(f
i
)x ,(gi
)y
◦
y
JM ◦T
(g
j
)x ,(fj
)y
(
ek
)
, ek
))
d(µ1×µ2)([(x, y)])
=
∫ ( n∑
i,j=1
Tr
[
x
JL ◦ T
(f
i
)x ,(gi
)y
◦
y
JM ◦ T
(g
j
)x ,(fj
)y
])
d(µ1 × µ2)([(x, y)])
=
∫ ( n∑
i,j=1
Tr
[
x
JL ◦ T
(f
i
)x ,(gi
)y
◦
y
JM ◦ (T
(f
j
)x ,(gj
)y
)⊛ ])
d(µ1×µ2)([(x, y)])
=
∫
G1×G2
((
x
JL ⊗
y
JM
)(
V (T )
)
(x,y)
,
(
V (T )
)
(x,y)
)
d(µ1 × µ2)([(x, y)])
=
∫
G1×G2
(
JL×M
(
JL×MV (T )
)
(x,y)
,
(
V (T )
)
(x,y)
)
d(µ1×µ2)([(x, y)]) = ‖V (T )‖2.
(The unspecified domain of integration in the above formulas is of course equal
G1 ×G2.)
Therefore V is isometric and V (T ) ∈ HL×M for the indicated T , as the
required measurability conditions again easily follow from Scholium 3.9 of [158].
Now by the properties of Hilbert-Schmidt operators, the finite rank conjugate-
linear operators T : µ2HM 7→ µ1HL are dense in µ1HL ⊗ µ2HM (compare e. g.
[110], Chap. II or [158], Chap. 14.2 or [155]). Thus the domain of the operator
V is dense.
In order to show that the range of V is likewise dense, consider the closure
C1 under the norm in HL×M of the linear set of all functions V (T ), where T =
T
f
1
,g
1
+. . .+T
fn,gn
with fi ranging over C
L
0 ⊂ HL and gj over the corresponding
set CM0 ⊂ HM . Because V is isometric it can be uniquely extended so that C1
lies in the range of this unique extension. Let us denote the extension likewise
by V . (For a densely defined Krein-isometric map this would in general be
impossible because V could be discontinuous, this is the reason why we need to
know if V is continuous, i. e. bounded for the ordinary positive definite inner
products.)
Now by the property of Hilbert-Schmidt operators (mentioned above) the
linear span of operators Tυ,v : HM 7→ HL with υ and v ranging over dense
subsets of HL and HM , respectively, is dense in HL ⊗ HM . This property of
Hilbert-Schmidt operators together with a repeated application of Lemma 14
and 17 of Sect. 12.3 and Scholium 3.9 and 5.3 of [158] will show that all the
conditions, (a)-(e), of Lemma 16 are satisfied for C1 ⊂ HL×M .
In particular if ψ is a complex valued continuous function on G1×G2 which
is constant on the right G1 × G2 cosets and vanish outside of125 π−1(K) for
some compact subset K of (G1 × G2)/(G1 × G2), then it is measurable and
ψ ∈ L2((G1 × G2)/(G1 × G2), µ1 × µ2) and by Scholim 3.9 and 5.3 of [158] it
is an L2-limit of continuous such functions of “product form” φ · ϕ : G1 ×G2 ∋
(x, y) 7→ φ(x) · ϕ(y). Thus the condition (d) of Lemma 16 follows. The above
125π denotes here the canonical quotient map G1 × G2 7→ (G1 × G2)/(G1 ×G2).
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mentioned property of Hilbert-Schmidt operators and Lemma 14 applied to
CL0 ⊂ HL and to CM0 ⊂ HM , proves condition (e) of Lemma 16. Condition (b)
follows from the the fact that V (T ) ∈ HL×M for finite rank operators T , proved
in the first part of the proof. An application of the Lusin Theorem (Corollary
5.2.2 of [158], together with an obvious adaptation of the the standard proof
of the Riesz-Fischer theorem already used in the proof of Lemma 17) proves
condition (a) of Lemma 16. By the remark opening the proof of Lemma 14
the linear sets CL0 and C
M
0 of functions are closed with respect to right G1
and G2-translations, respectively. Thus it easily follows that the linear set of
functions V
(
T
f
1
,g
1
+ . . . + T
fn,gn
)
with fi ∈ CL0 , gj ∈ CM0 is closed under the
right G1 ×G2-translations. Then, a simple continuity argument shows that C1
is closed under right G1 ×G2-translations. Thus condition
(c) of Lemma 16 is satisfied with trivial functions ρs all equal identically to
the constant unit function.
Thus Lemma 16 may be applied to C1 lying in the range of V , so that the
range is dense in HL×M . Therefore C1 = HL×M and V is unitary.
We shall show that V is Krein-unitary. By the unitarity of V , it will be
sufficient by continuity to show that V is Krein-isometric on finite rank operators
T ∈ HL⊗HM . By self-adjointness of JL and JM we have the following equalities
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for T of the form indicated to above:( ‖T ‖
JL⊗JM
)2
=
((
JL⊗JM) (f1⊗g1+ . . .+fn⊗gn) , f1⊗g1+ . . .+fn⊗gn )
= Tr
[
JL
(
T
f
1
,g
1
+ . . .+ T
fn ,gn
)
JM
(
T
f
1
,g
1
+ . . .+ T
fn ,gn
)⊛]
=
n∑
i,j=1
(JLfi, fj) · (JMgi, gj)
=
n∑
i,j=1
(∫
G1
(
JL
(
fi
)
x
,
(
fj
)
x
)
dµ1([x])
)
·
(∫
G2
(
JM
(
gi
)
y
,
(
gj
)
y
)
dµ2([y])
)
=
∫
G1×G2
( n∑
i,j=1
(
JL
(
fi
)
x
,
(
fj
)
x
)
·
(
JM
(
gi
)
y
,
(
gj
)
y
))
d(µ1 × µ2)([(x, y)])
=
∫
G1×G2
Tr
[
JL
(
T
(f1 )x ,(g1 )y
+ . . .+ T
(fn )x ,(gn )y
)
JM
(
T
(f1 )x ,(g1 )y
+ . . .
. . .+ T
(fn )x ,(gn )y
)⊛]
d(µ1 × µ2)([(x, y)])
=
∫
G1×G2
((
JL ⊗ JM
)(
V (T )
)
(x,y)
,
(
V (T )
)
(x,y)
)
d(µ1 × µ2)([(x, y)])
=
∫
G1×G2
(
JL×M
(
V (T )
)
(x,y)
,
(
V (T )
)
(x,y)
)
d(µ1 × µ2)([(x, y)])
=
( ‖V (T )‖
JL×M
)2
.
Recall that the domain D12 (common for all (x, y) ∈ G1 × G2) of the
operators U1 ⊗ U2 = µ1ULx ⊗ µ2UMy =
(
µ1UL × µ2UM)
(x,y)
representing
(x, y) ∈ G1 × G2, is invariant for the operators U1 ⊗ U2 = µ1ULx ⊗ µ2UMy =(
µ1UL× µ2UM)
(x,y)
. For each (x, y) let us denote the closure of µ1UL× µ2UM =
µ1ULx ⊗ µ2UMy likewise by µ1UL × µ2UM . Note that V (T ), T ∈ D12 compose
an invariant domain of the representation µ1×µ2UL×M . Denote the closures of
the operators µ1×µ2UL×M(x,y) with the common invariant domain V (D12) likewise
by µ1×µ2UL×M(x,y) .
The equality (463) is regarded as equality for the closures of the operators
µ1×µ2UL×M and µ1UL × µ2UM .
By Theorem 7 and its proof the closures of µ1×µ2UL×M do not depend on
the choice of the dense common invariant domain. Therefore in order to show
the equality (463) it is sufficient that the respective closed operators in (463)
coincide on the domain of all finite rank operators T ∈ D12. This however is
immediate. Indeed, let T = T
f
1
,g
1
+ . . . + T
fn ,gn
with fi ∈ D1 and gj ∈ D2.
604
Then(
µ1UL × µ2UM)
(x0,y0)
(T ) =
(
µ1ULx0 ⊗ µ2UMy0
)
(T ) = µ1ULx0 T
(
µ2UMy0
)∗
=
√
λ1(·, x0)
√
λ2(·, y0)
(
T
Rx0f1
,Ry0 g1
+ . . .+ T
Rx0fn ,Ry0 gn
)
. (464)
On the other hand we have:(
µ1×µ2UL×M(x0,y0)V (T )
)
(x,y)
=
√
λ1([x], x0)
√
λ2([y], y0)
(
V (T )
)
(x·x0,y·y0)
=
√
λ1([x], x0)
√
λ2([y], y0)
(
T
(Rx0f1 )x ,(Ry0 g1 )y
+ . . . . . .+ T
(Rx0fn )x ,(Ry0 gn )y
)
,
so that(
V −1
(
µ1×µ2UL×M
)
V
)(
T
)
=
√
λ1(·, x0)
√
λ2(·, y0)
(
T
Rx0f1
,Ry0g1
+ . . .+ T
Rx0fn ,Ry0 gn
)
.
Comparing it with (464) one can see that (463) holds on D12. Thus the proof
of (463) is complete now. The Theorem is hereby proved completely. 
Presented proof of Theorem 12 is an extended and modified version of the
Mackey’s proof of Theorem 5.2 in [102].
Note, please, that the equality (463) for the closures of the operators µ1×µ2UL×M
and µ1UL × µ2UM is non trivial. Indeed, recall that in general almost all kinds
of pathology not excluded by general theorems can be shown to exist for un-
bounded operators. In particular two distinct and closed operators may still
coincide on a dense domain. This is why we need to be careful in proving (463).
This in particular shows that the fundamental theorems of the original Mackey
theory by no means are automatic for the induced Krein-isometric represen-
tations, where the representors are in general densely defined and unbounded.
Here we saw it for the Theorem 12. But differences in the proofs arise likewise in
the latter part of the theory. In particular if we want to prove the subgroup theo-
rem and the so calledKronecker product theorem for the induced Krein-isometric
representations with precisely the same assumptions posed on the group as in
Mackey’s theory, then some additional analysis will have to be made in treating
decompositions of non finite quasi invariant measures. Compare Sect. 12.7.
12.6 Subgroup theorem in Krein spaces. Preliminaries
This Section is a word for word repetition of the argument of §6 of [102]. That
the general Mackey’s argument may be applied to induced representations in
Krein spaces is the whole point. Although it is rather clear that his general
argumentation is applicable in the Krein space, we restate it here because it lies
at the very heart of the presented method of decomposition of tensor product
of induced representations, and will make the paper self contained. It should
be noted however that it requires some additional analysis in decomposing non
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finite quasi invariant measures, which makes a difference in proving the existence
of the corresponding direct integral decompositions.
The circumstance that the  Lopuszan´ski representation of G is equivalent
to an induced representation in a Krein space greatly simplifies the problem
of decomposing tensor product of  Lopuszan´ski representations and reduces it
largely to the geometry of right cosets and double cosets in the group G and
to a “Fubini-like” theorem, just like for the ordinary induced representations
of Mackey. Similar decomposition method of quotiening by a subgroup in con-
struction of complete sets of unitary representations of semi simple Lie groups
was applied by Gelfand and Neumark, and by several authors in constructing
harmonic analysis on classical Lie groups. The main gain is that the subtle an-
alytic properties of the  Lopuszan´ski representation (unboundedness) does not
intervene dramatically after this reduction to geometry of cosets and double
cosets.
Our main theorem asserts the existence of a certain useful direct integral
decomposition of the tensor product UL⊗UM of two induced representations of
a group G in a Krein space, whose construction is completely analogous to that
of Mackey for ordinary unitary representations, compare [102]. By definition
UL⊗UM is obtained from the outer Kronecker product representation UL×UM
of G×G by restricting UL×UM to the diagonal subgroup G ∼= G of all (x, y) ∈
G × G with x = y. By the Theorem of Sect. 12.5, UL × UM is Krein-unitary
equivalent to UL×M . Thus UL⊗UM can be analysed by analysing the restriction
of UL×M to the diagonal subgroup G ∼= G. Our theorem on tensor product
decomposition follows (just as in [102]) from these remarks and a theorem on
restriction to a subgroup of an induced representation in a Krein space, say a
subgroup theorem. Subgroup theorem gives a decomposition of the restriction
of an induced representation (in a Krein space) to a closed subgroup, with
the component representations in the decomposition themselves Krein-unitary
equivalent to induced representations. Namely, let L be strongly continuous
almost uniformly bounded Krein-unitary representation of the closed subgroup
G1 of G and consider the restriction G2U
L of UL to a second closed subgroup
G2. While G acts transitively on the homogeneous space G/G1 of right G1-
cosets this will not be true in general of G2. Moreover, and this is the main
advantage of induced representations, any division of G/G1 into two parts S1
and S2, each a Baire (or Borel) set which is not a null set (with respect to any,
and hence every quasi invariant measure on G/G1), and each invariant under
G2 leads to a corresponding direct sum decomposition of G2U
L. Indeed the
closed subspaces HLS1 and HLS2 of all f ∈ HL which vanish respectively outside
of π−1(S1) and π−1(S2) are invariant and are orthogonal complements of each
other with respect to the ordinary (as well as the Krein) inner product on HL.
Assume for a while, just for illustrative purposes, that there is a null set
N in G/G1 whose complement is the union of countably many non null orbits
C1, C2, . . . of G/G1 under G2. Then by the above remarks we obtain a direct
sum decomposition of G2U
L into as many parts as there are non null orbits.
Our analysis reaches its goal after analysing the nature of these parts. Analysis
of these parts is our goal of the rest of this Section.
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In our paper we shall consider a more general case in which all of the orbits
can be null sets and the sum becomes an integral and we have to use the von
Neumann theory of direct integral Hilbert spaces [112]. Of course according
to the definition given above (with S1 or S2 equal to a G2 orbit C in G/G1),
HLC will be zero dimensional whenever the orbit C is a null set. However it
is possible to reword the definition so that it always gives a non zero Hilbert
space (with the respective Krein structure) and so that when C is not a null set
this definition is essentially the same as that already given, compare [102], §6.
Indeed note that when C is a non null set then HLC may be equivalently defined
as follows. Let xc be any member of G such that π(xc) ∈ C and consider the
set HLC
′
of all functions f from the double coset G1xcG2 to HL such that: (i)
x 7→ (fx, υ) is a Borel function for all υ ∈ HL, (ii) fξx = Lξ(fx) for all ξ ∈ G1
and all x ∈ G1xcG2 and (iii):
‖f‖C =
∫
C
( JL((J
Lf)x), fx ) dµG/G1 =
∫
(G1xcG2)∩B
(fb, fb ) dµB(b) <∞,
where B is the regular Borel section of G with respect to G1 of Sect. 12.2 (we
could use as well the sub-manifold Q of Sect. 12.2 but we prefer to proceed
generally and independently of the “factorization” assumption). The operator
JL in HLC is given by simple restriction, and its definition on HLC
′
is obvious:
(JL,Cf)x = Lh(x)JLLh(x)−1 fx;
with the obvious definition of the Krein inner product in HLC
′
(
f, g
)
JL,C
= (JL,Cf, g) =
∫
C
( JL(fx), gx ) dµG/G1 , f, g ∈ HLC
′
.
Similarly we define the operator UL,Cξ in HLC for ξ ∈ G2 as the restriction of ULξ
to HLC , i. e. to the functions supported by the orbit C, and its definition giving
an equivalent representation on HLC
′
is likewise obvious:
(UL,Cξ f)x =
√
λ([x], ξ) fxξ,
with the λ-function of the quasi invariant measure µ restricted to C ×G2.
Moreover, and this is the whole point, the measure in C need not be defined
by restricting µ = µG/G1 to C. There exists a non zero measure µC on C
quasi invariant with respect to G2 determined up to a constant factor, whose
Radon-Nikodym function d(RηµC)/dµC , η ∈ G2 (i. e. the associated λC -
function) is equal to the restriction to the subspace C × G2 of the λ-function,
i. e. Radon-Nikodym derivative d(Rηµ)/dµ , associated with µ = µG/G1 .
Indeed, although C does not have the form of a quotient of a group by its
closed subgroup, it follows from Theorem 3, page 253 of [95] that the map
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x 7→ π(xcx) induces a Borel isomorphism126 ψ of the quotient space G2/Gxc
onto C, where Gxc = G2 ∩ (xc−1G1xc) is the closed subgroup of all x ∈ G2
such that π(xcx) = π(xc). Thus C ×G2 ∼= G2/Gxc ×G2 as Borel spaces under
the indicated isomorphism and moreover if [x] ∈ G2/Gxc and [z] = π(xcx)
correspond under this isomorphism and η ∈ G2 then [x]η and [z]η do also,
where [x]η = [xη] and [z]η = [zη] denote the action of η ∈ G2 on [x] ∈ G2/Gxc
and [z] ∈ C respectively. Thus the existence of the quasi invariant measure µC
on C follows from the general Mackey classification of quasi invariant measures
on the quotient of a locally compact group by a closed subgroup, compare the
respective Theorem of Sect. 12.2. Using the quasi invariant measure µC on C
gives a non trivial space HLC
′
for every orbit C, which in case of a non null orbit
C is trivially equivalent to HLC .
We are now in a position to formulate the main goal of this Section:
LEMMA 20. Let C be any orbit in G/G1 under G2 and let xc be such that
π(xc) ∈ C. Let HLC
′
be defined as above. Let µ
xc
UL
xc
be the representation of G2
induced by the strongly continuous almost uniformly bounded Krein-unitary rep-
resentation Lxc : η 7→ Lxcηxc−1 of G2∩(xc−1G1xc) with the representation space
of Lxc equal to HLxc = HL and the fundamental symmetry JLxc = JL; and with
the quasi invariant measure µxc in the homogeneous space G2/(G2∩ (xc−1G1xc))
equal to the transfer of the measure µC in C over to the homogeneous space
by the map ψ. Let µ
xcHLxc be the Krein space of the induced representation
µxcUL
xc
. We assume the fundamental symmetry Jxc in
µxcHLxc to be defined
by the equation (Jxcg)t = Lh(xct)JLLh(xct)−1gt and the Krein inner product
given by the ordinary formula∫
G2
/(
G2∩ (xc−1G1xc)
) (JLf˜t, f˜t) dµxc([t]), t ∈ G2.
Then there is a Krein-unitary map Vxc of HLC
′
onto µ
xcHLxc such that if g ∈
µxcHLxc corresponds to f ∈ HLC
′
then µ
xc
UL
xc
s g corresponds to U
L,C
s f where
(UL,Cs f)x = fxs
√
λC([x], s) for all x ∈ C and all s ∈ G2.
 For each function f on G1xcG2 satisfying the conditions (i) and (ii) of
the definition of HLC
′
let f˜ be defined by f˜t = fxct for all t ∈ G2. Then (f˜t, υ) is
a Borel function of t on G2 for all υ ∈ HL. If η ∈ Gxc = G2 ∩ (xc−1G1xc) then
if ξ = xcηxc
−1 we have f˜ηt = f˜xc−1ξxct = fξxct = Lξf˜t = Lxcηxc−1(f˜t); that is
f˜ηt = Lxcηxc−1(f˜t) (465)
for all t ∈ G2 and all η ∈ G2∩ (xc−1G1xc). Conversely let g be any function from
G2 to HL which is Borel in the sense that x 7→ (gx, υ) is a Borel function on G2
126With the Borel structure on C induced from the surrounding space G/G1: we define
E ⊂ C to be Borel iff E = E′ ∩ C for a Borel set E′ in G/G1. However our assumptions
concerning the group G and the subgroups G1 and G2 are exactly the same as those of Mackey,
and they do not even guarantee the local compactness of the orbits C, compare Sect. 12.7.
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for all υ ∈ HL and which satisfies (465). We define the corresponding function
f by the equation fξxct = Lξ(gt) for all ξ ∈ G1 and t ∈ G2. If ξ1xct1 = ξ2xct2
then ξ2
−1ξ1 = xct2t1−1xc−1 so that gt2t1−1t = Lξ2−1ξ1(gt). Therefore Lξ2(gt2) =
Lξ1(gt1) and f is well defined. Next we show that (fx, υ) is Borel function of x on
G1xcG2 for all υ ∈ HL. Let f ′ be the function on G1×G2 defined by f ′(ξ, η) =
Lξ(gη) for all (ξ, η) ∈ G1 × G2. Choose now an orthonormal basis {ϕi}i∈N
in HL. Then we have (f ′(ξ, η), υ) = (f ′(ξ, η), JLJLυ) = (JLf ′(ξ, η), JLυ) =
(JLLξ(gη), JLυ) = (JLgη, Lξ−1JLυ) =
∑∞
i=1 = (JLgη, ϕi)(ϕi, Lξ−1JLυ). By
Scholium 3.9 of [158] (f ′(ξ, η), υ) is a Borel function of (ξ, η) on G1×G2 regarded
as the product measure space, for all υ ∈ HL. Let us introduce after Mackey a
new group operation in G1 ×G2 putting (ξ1, η1)(ξ2, η2) = (ξ1ξ2, η2η1) and call
the resulting group G3. Then ξ1xcη1 = ξ2xcη2 if and only if (ξ2, η2)
−1(ξ1, η1) =
(ξ2
−1ξ1, η1η2−1) has the form (ξ, xc−1ξ−1xc). The set of all (ξ, xc−1ξ−1xc),
ξ ∈ G1 is a subgroup G4 of G3. Thus the map (ξ, η) 7→ ξxcη sets up a one-to-
one correspondence between the points of the homogeneous space G3/G4 of left
G4-cosets and the points of the double cosetG1xcG2. The map is continuous and
on account of the assumed separability it follows again from Theorem 3, page
253 of [95] that the map sets up a Borel isomorphism. Moreover the function
(ξ, η) 7→ (f ′(ξ, η), υ) is constant on left G4-cosets in G3, as an easy computation
shows that (f ′((ξ, η)ω0), υ) = (f ′(ξ, η), υ) for all ω0 = (ξ0, xc−1ξ0−1xc) ∈ G4.
Therefore (ξ, η) 7→ (f ′(ξ, η), υ) defines a function on G3/G4 which by Lemma 1.2
of [102] must be Borel because (ξ, η) 7→ (f ′(ξ, η), υ) itself is Borel on G3. That
(fx, υ) is a Borel function of x ∈ G1xcG2 now follows from the fact that the
mapping of G3/G4 onto G1xcG2 is a Borel isomorphism and preserves Borel
sets. Finally observe that f˜ = g. Therefore f 7→ f˜ is a one-to-one map of
functions satisfying (i) and (ii) of the definition of HLC
′
onto Borel functions
satisfying (465). Consider the mapping t 7→ π(xct) of G2 onto C. It defines
one-to-one and Borel set preserving map ψ from G2/(G2 ∩ (xc−1G1xc)) onto
C and such that if [t] = π′(t) and [z] = π(z) correspond under the map ψ
and η ∈ G2 then [x]η and [z]η do also (π′ stands for the canonical projection
G2/(G2 ∩ (xc−1G1xc)) 7→ G2). Finally z 7→ (JLfz, fz) and t 7→ (JLf˜t, f˜t)
define functions π(z) 7→ (JLfπ(z), fπ(z)) and π′(t) 7→ (JLf˜π′(t), f˜π′(t)) on C and
G2/(G2 ∩ (xc−1G1xc)) respectively which correspond under the same map ψ:
(JLfψ(π′(t)), fψ(π′(t))) = (JLfπ(xct), fπ(xct)) = (JLfxct, fxct) = (JLf˜π′(t), f˜π′(t)).
If we use this same map ψ to transfer the measure µC on C over to the
homogeneous space G2/(G2∩ (xc−1G1xc)) we will get a quasi invariant measure
µxc there such that ∫
C
(JLfz, fz) dµC([z]) =
∫
C
(JLf[z], f[z]) dµC([z])∫
C
(JLfψ([t]), fψ([t])) dµC(ψ([t])) =
∫
G2/(G2∩ (xc−1G1xc))
(JLf˜[t], f˜[t]) dµ
xc([t])
=
∫
G2/(G2∩ (xc−1G1xc))
(JLf˜t, f˜t) dµ
xc([t]).
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Thus by the polarization identity (compare e. g. [158], §8.3, page 222 or [14],
page 4) the map f 7→ f˜ sets up the Krein-unitary transformation Vxc demanded
by the Lemma as the verification of VxcU
L,C
s V
−1
xc =
µxcUL
xc
s , s ∈ G2, and
VxcJ
L,CV −1xc = Jxc is almost immediate as Vxc is bounded, which we show
below in Lemma 21. Similarly verification that JxcJxc = I and that Jxc is self
adjoint with respect to the definite inner product
(f˜ , g˜)x0 =
∫
G2/(G2∩ (xc−1G1xc))
(
JL(Jx0 f˜t), g˜t
)
dµxc([t]) (466)
in the Hilbert space µ
xcHLxc , is likewise immediate. 
Note that in general the norm and topology induced by the inner product
(466) defined by Jxc is not equivalent to the norm
‖f˜‖2 = (f˜ , f˜) =
∫
G2
/(
G2∩ (xc−1G1xc)
)
(
JL(J
Lxc f˜t), f˜t
)
dµxc([t])
and topology defined by the ordinary fundamental symmetry JL
xc
of Sect. 12.2
(of course with G and H replaced with G2 and G2 ∩ (xc−1G1xc)):
JL
xc
f˜t = L
xc
hxc(t)
JLL
xc
hxc(t)
−1 f˜t,
where hxc(t) ∈ G2 ∩ (xc−1G1xc) is defined as in Remark 6 by a regular Borel
section Bxc of G2 with respect to the subgroup G2 ∩ (xc−1G1xc). However
if for each t ∈ G2, h(xct) ∈ Gxc , then the two topologies coincide. Similarly
whenever the homogeneous space G2
/(
G2 ∩ (xc−1G1xc)
)
is compact then the
two topologies coincide (but this case is not interesting).
LEMMA 21. The operators Vxc of the preceding Lemma are also isometric
with respect to the norms ‖ ·‖C in HLC
′
and ‖ ·‖xc =
√
(·, ·)xc in µ
xcHLxc , where
(·, ·)xc is defined as by (466), giving the norm in µxcHL
xc
induced by Jxc. In
particular we have ‖Vxc‖ = 1 for all xc.
 Denote the subgroup G2 ∩ (xc−1G1xc) by Gxc . The Lemma is an imme-
diate consequence of definitions of ‖ · ‖C , Vxc and (466) giving the norm ‖ · ‖ in
µxcHLxc :
‖Vxcf‖xc2 = (f˜ , f˜)xc =
∫
G2/Gxc
(
JL(Jxc f˜)t, f˜t
)
dµxc([t])
=
∫
G2/Gxc
(
JL(V
−1
xc J
L,CVxcV
−1
xc f)t, (V
−1
xc f)t
)
dµxc([t])
=
∫
G2/Gxc
(
JL(V
−1
xc J
L,Cf)t, (V
−1
xc f)t
)
dµxc([t])
(467)
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and because Vxc is Krein-unitary, i. e. isometric for the Krein inner products∫
C
(
JL(·)z , (·)z
)
dµC([z]) and
∫
G2/Gxc
(
JL(·)t, (·)t
)
dµxc([t]),
the last integral in (467) is equal to∫
C
(
JL(J
L,Cf)z, fz
)
dµC([z]) = ‖f‖2C.

Note, please, that the Lemmas of Sect. 12.3, i. e. Lemmas 13 – 18, are
equally applicable to the Krein space (HLxc , Jxc), with JL
xc
replaced by Jxc ,
and with the section Bxc replaced with the image of G2
/(
G2 ∩ (xc−1G1xc)
)
under the inverse of the map t 7→ xct. We formulate this remark as a separate
LEMMA 22. The Lemmas 13 – 18 are true for the Hilbert space HLxc of the
Krein space (HLxc , Jxc), i. e. with L replaced by Lxc, JL replaced by JLxc = JL,
HLreplaced with HLxc = HL, JL = JLxc replaced by Jxc and finally with the
section Bxc replaced with the image of G2
/(
G2∩ (xc−1G1xc)
)
under the inverse
of the map t 7→ xct.
 The proofs remain unchanged. 
In Subsection 12.8 we explain why we are using Jxc in
µxcHLxc instead of
JL
xc
.
12.7 Decomposition (disintegration) of measures
In this section we present a decomposition theorem for non finite measures. Al-
though by Thm. 9 we could, after Mackey, restrict ourselves to finite measures
in the analysis of tensor products of induced representations, we insist to stay
with induced representations connected with natural infinite measures encoun-
tered in physics, in order to avoid computation of the Clebsh-Gordan coefficients
in latter stages of computations.
Let G, G1 and G2 be such as in Sect. 12.6. Because the base of the system
of neighbourhoods of unity in G is countable, the uniform space X = G/G1 is
metrizable (compare e. g. [191], §2) for any closed subgroup G1 ⊂ G. The
right action of G1 on G is proper and the quotient map π : G 7→ G/G1 is
open, so that the space X = G/G1 of right G1 orbits (G1 cosets) automatically
has the required regularity: measurability of the equivalence relation defined
by the G1 orbits. In particular the quotient space X is Hausdorff, separable
and locally compact and the measure ρ · µ0 (with the ρ-function of Sect. 12.2
and right Haar measure µ0 on G) is decomposable into a direct integral of
measures ρ · µ0 =
∫
G/G1
β[x] dµ([x]) with the component measures β[x] of the
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decomposition concentrated in the G1 orbit (right coset) [x] and with Radon-
Nikodym derivative associated with the action of the subgroup G1 (i. e. λ[x]-
function) corresponding to β[x] equal to the restriction to the orbit [x] and to
the subgroup G1 of the Radon-Nikodym (i. e. λ-function) corresponding to the
measure ρ · µ0. This in particular gives us the quasi invariant regular Baire (or
Borel) measure µ = µG/G1 on the uniform space X corresponding to ρ, i. e. the
factor measure of ρ · µ0 (Mackey’s method of constructing general regular quasi
invariant measure on the quotient space X = G/G1).
This is not the case if we replace G with X = G/G1 acted on by a second
closed subgroupG2 ⊂ G. The quotient space X/G2 is in general a badly behaved
non Hausdorff space with non measurable equivalence relation defined in X
with the G2 orbits as equivalence classes. We require a regularity condition in
order to achieve an effective tool for constructing effectively a dual of the group
G in question with the help of decomposition of tensor product of induced
representations.
Let X, for example X = G/G1, be any separable locally compact metrizable
space with an equivalence relation R in X, for example with the equivalence
classes given by right G2-orbits in X = G/G1 under the right action of a second
closed subgroup G2 ⊂ G. Let the equivalence classes form a set C and for each
x ∈ X let πX(x) ∈ C denote the equivalence class of x. Let X be endowed
with a regular measure µ (quasi invariant in case X = G/G1). We define follow-
ing [143] the relation R to be measurable127 if there exists a countable family
E0, E1, E2, . . . of subsets of C such that π
−1
X (Ei) is a Baire (or Borel) set for
each i and such that µ(π−1X (E0)) = 0, and such that each point C of C not
belonging to E0 is the intersection of the Ei which contain it. Under this as-
sumption of measurability µ may be decomposed (disintegrated) as an integral
µ =
∫
C
µC dν(C) over C of measures µC , with each µC concentrated on the cor-
responding equivalence class C, i .e G2 orbit in case X = G/G1, with a regular
measure ν = µX/G2 on C = X/G2 i. e. the factor measure of µ, which we may
call the “double factor measure” µ(G/G1)/G2 of µ0 = µG in case X = G/G1;
and moreover in this case when X = G/G1 the Radon-Nikodym derivative (i. e.
λC -function) corresponding to µC and associated with action of the subgroup
G2 is equal to the restriction to the orbit C and to the subgroup G2 of the
Radon Nikodym derivative (λ-function) corresponding to µ. In this case we say
after Mackey that the subgroups G1 and G2 are regularly related. In short: the
orbits in G/G1 under the right action of G2 form the equivalence classes of a
measurable equivalence relation128.
Let us explain the meaning of the regularity condition. Even if G1 and G2
were not regularly related we could of course find a countable set E1, E2, . . .
of Borel unions of orbits which generate the σ-ring of all measurable unions of
127Strictly speaking in Rohlin’s definition of measurability of R, accepted by Mackey in [102],
the set E0 is empty and π
−1
X
(Ek), k ≥ 1, are just µ-measurable and not necessary Borel. But
the difference is unessential as we explain below in this Sect..
128Using literally Rohlin’s definition of measurability: almost all of the orbits in G/G1 under
the right action of G2 form the equivalence classes of a Rohlin-measurable equivalence relation.
612
orbits. The unique equivalence relation R such that x ∈ G/G1 and y ∈ G/G1 are
in the relation whenever x and y are in the same sets Ej will be measurable. This
equivalence relation gives us a decomposition of the quasi invariant measure µ
into quasi invariant component measures µP concentrated on subsets P ⊂ C,
but in this general non regular situation the subsets P are unions of many orbits
C ∈ C. This would give us decomposition of UL restricted to G2, but in this
decomposition the component representations will not be associated with single
orbits, i. e. with single double cosets G1x0G2 and will not be identifiable as
“induced representations”129 UL
cc
of G2 of Lemma 20 of Sect. 12.6. Little or
nothing is known of such component representations related to non transitive
systems of imprimitivity. In fact the regularity of the G2-orbits in G/G1 is
essentially equivalent130 for the group G to be of type I. Because of the bi-
unique correspondence between G2 orbits in G/G1 and double cosets G1xG2 in
G, and because of the relation between Borel structures on X = G/G1 and on
X/G2, we may reformulate the regularity condition as follows. We assume that
there exists a sequence E0, E1, E2, . . . of measurable subsets of G each of which
is a union of double cosets such that E0 has Haar measure zero and each double
coset not in E0 is the intersection of the Ej which contain it (compare Lemma
32).
EXAMPLE 1. The equivalence relation on the two-torus X = R2/Z2 given by
the leaves of the Kronecker foliation associated to an irrational number θ, i. e.
given by the differential equation
dy = θdx,
is not measurable. The leaves, i. e. equivalence classes, can be viewed as orbits
of the additive group R on the two-torus X = R2/Z2.
In the original Mackey’s theory the induced representations µUL and µ
′
UL
are unitary equivalent (in our case unitary and Krein-unitary equivalent) when-
ever the quasi invariant measures µ and µ′ on G/G1 are equivalent, which is
always the case, as all such measures are equivalent. We could assume all
measures µ in the induced representations µUL to be finite without any lost
of generality. In particular (and this simplifies matter if we are interested in
computing decompositions of tensor products up to unitary and Krein-unitary
equivalence) we may restrict ourself to finite measures µ on G/G1, as Mackey
129In fact the representations UL
xc
of Lemma 20 of Sect. 12.6 do not have the standard
form of induced representations defined in Sect. 12.2 as Jxc 6= J
Lxc , but in relevant cases
of representations encountered in QFT they may be shown to be Krein-unitary equivalent to
standard induced representations (in the sense of Sect. 12.2). Anyway they are concentrated
in single orbits.
130One may characterise the space of orbits by considering the respective group algebra or
the associated universal enveloping C∗algebra. Connes developed a general theory of cross-
product C∗-algebras and von Neumann algebras associated with foliations, strongly motivated
by the Mackey theory of induced representations, compare [24] and references there in.
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did in [102], in constructing decomposition (disintegration) µ =
∫
C
µC dν(C)
with each of the measures µC concentrated on the corresponding orbit C and
the corresponding Radon-Nikodym derivative associated with µC under the ac-
tion of G2 equal to the restriction to the orbit C and to the subgroup G2 of the
Radon Nikodym derivative associated with µ (this is proved in §11 of [102]).
because our aim is to reduce computations and because we are interesting in
tensor product decompositions themselves (not only up to unitary and Krein
unitary equivalence) we insist in stayng with the original infinite measures µ in
construction of the decomposition µ =
∫
C
µC dν(C) with the above mentioned
properties. Because Mackey’s construction of decomposition of finite measure
µ is sufficient for the theory of unitary group representations (as well as for the
extension of the construction of induced representation to representations of C∗-
algebras along the lines proposed by Rieffel) decomposition having the above
mentioned properties of a quasi invariant measure µ which is not finite has not
been constructed explicitly in the classical mathematical literature, at least the
author was not able to find it (in the Bourbaki’s course on integration [19],
Chap. 7.2.1-7.2.3 decomposition of this type is constructed but under stronger
assumption than measurability of the equivalence relation given by right G2
action on X = G/G1 where it is assumed instead that the action is proper and
moreover where it is assumed that the measure µ is relatively invariant and not
merely quasi invariant – assumptions too strong for us). Because the required
decomposition of not necessary finite quasi invariant measure µ on G/G1 is im-
portant for the decomposition of the restriction of the induced representation
µUL in a Krein space to a closed subgroup (and a fortiori to a decomposition
of tensor product of induced representations µUL and µUM in Krein spaces)
we present here its construction explicitly only for the sake of completeness.
The construction presented here uses a localization procedure in reducing the
problem of decomposition to the Mackey-Godement decomposition ([102], §11)
of a finite quasi invariant measure.
Whenever the action of G2 on X = G/G1 is proper one can just replace the continuous homo-
morphism χ : G2 7→ R+ in [19], Chap. 7.2.1-7.2.3, by the Radon-Nikodym derivative associated
with the measure µ on X = G/G1 in this case. Using the Federer and Morse theorem [45] one
constructs a regular Borel section of X with respect to G2 which enables the construction of the
factor measure ν on the quotient C = X/G2 of the space X by the group G2 with the method of
[19] changed in minor points only.
Let X be the separable locally compact metrizable (in fact complete metric)
space G/G1 equipped with a regular quasi invariant measure µ. Let R be the
equivalence relation in X given by the right action of a second closed subgroup
G2 with the associated quotient map πX : X 7→ X/R = X/G2, and let K be a
compact subset of X. There is canonically defined equivalence relation RK on
K induced by R on K with the associated quotient map πK : K 7→ K/RK equal
to the restriction of πX to the subset K.
Note please that for an equivalence relation R in the separable locally com-
pact and metrizable space X = G/G1 the above mentioned (Rohlin’s [143])
condition of measurability of R is equivalent to the following condition: the
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family K of those compact sets K ⊂ X for which the quotient space K/RK is
Hausdorff is µ-dense, i. e. one of the following and equivalent conditions is
fulfilled:
(I) For a subset A ⊂ X to be locally µ-negligible it is necessary and
sufficient that µ(A ∩K) = 0 for all K ∈ K.
(II) For any compact subset K0 of X and for any ǫ > 0 there exists a subset
K ∈ K contained in K0 and such that µ(K0 −K) ≤ ǫ.
(III) For each compact subset A of X there exists a partition of A into a µ-
negligible subset N and a sequence {Kn}n∈N of compact subsets belonging
to K.
(IV) For each compact subset K of X there exists an increasing H1 ⊆ H2 ⊆ . . .
sequence {Hn}n∈N of compact sets belonging to K contained in K and
such that the set Z = K − ⋃
n∈N
Hn is µ-negligible.
Indeed, because the the system of neighbourhoods of unity in G is count-
able, the uniform space X = G/G1 is completely metrizable and locally compact
(compare e. g. [191], §2) for any closed subgroup G1 ⊂ G. Therefore Propo-
sition 3 of [18], Chap. VI, §3.4, is applicable. By this Proposition we need
only show that using the family K one can construct the sets E0, E1, . . . of the
Rohlin’s measurability condition of R, for which π−1X (Ek), k ≥ 1, are not only
µ-measurable but moreover Borel. This however follows from the fact that X is
countable at infinity: there exists a sequence of compact subsets K1 ⊂ K2 ⊂ . . .
of X such that X = ∪iKi and moreover we may assume that they are regular
closed sets: cl intKm = Km.
Indeed, let {Ok}k∈N be a countable base of the topology in X, such that the
closure Ok of each Ok is compact (there exists such a base because X is second
countable and locally compact). For each Ok choose a sequence {Kkl}l∈N of
compact sets belonging to K and a µ-negligible subset Mk giving the partition
Ok = Mk∪˙Kk1∪˙Kk2∪˙ . . . of Ok, existence of which is assured by the condition
(III). Define the µ-negligible set M = ∪kMk and a maximal subset M0 of M
invariant under the action of G2 on X.
By the condition (IV) we can construct for each Km a sequence Hm1 ⊂
Hm2 ⊂ Hm3 ⊂ . . . of compact subsets of Km belonging to K and a µ-negligible
subset Zm such that Km = Zm∪˙
( ∪n Kmn). Define the µ-negligible set Z =⋃
n∈N
Zm and the maximal subset Z0 of Z invariant under the action of G2.
Let us define a countable family of setsE0 = πX(Z0∪M0), Emn = πX(Kmn) =
πKmn(Kmn) = Kmn/RKmn , m,n ∈ N in X/G2 = X/R, where Kmn/RKmn is
Hausdorff by assumption.
Now let x1 and x2 be two elements of X not in N0 = Z0 ∪ M0 such that
πX(x1) 6= πX(x2). Then by construction there exists Hmn ∈ K containing x′1
and x′2 with πX(x
′
1) = πX(x1) and πX(x
′
2) = πX(x2).
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Hmn/RHmn containing πX(x1) = πX(x
′
1) and πX(x2) = πX(x
′
2) is Hausdorff
by construction. Thus there exist two compact non intersecting neighbourhoods
Ox′1 and Ox′2 of x′1 and x′2 respectively such that for Kx′1 = Ox′1 ∩ Hmn and
Kx′2 = Ox′2 ∩ Hmn we have π−1X (Kx′1) ∩ π−1X (Kx′2) = ∅. By construction we
may choose Km1n1 ⊂ Kx1 and Km2n2 ⊂ Kx2 in K such that x′1 ∈ Km1n1 and
x′2 ∈ Km2n2 . Of course we have Em1n1 ∩Em2n2 = π−1X (Km1n1)∩π−1X (Km2n2) =
∅. Thus the intersection of all Emn ∈ K containing πX(x1) ∈ X/G2 is equal
{πX(x1)}. We have to show that π−1X (Emn) = π−1X (πX(Kmn)) are Baire (or
Borel) sets. To this end observe please that π−1X (πX(Kmn)) is equal to the
saturation of Kmn, i. e. π
−1
X (πX(Kmn)) = Kmn · G2. Choose a compact
neighbourhood V of the unit in G2 such that V = V
−1. Then if G2 is connected
then G2 =
⋃
n∈N
V n; if G2 is not connected then it is still a countable sum of
connected components of the form
⋃
n∈N
V nηm, with ηm ∈ G2 chosen from m-th
connected component G2m of G2. Thus in each case G2 is a countable sum⋃
k,l∈N
Vkl of compact sets Vkl. Therefore π
−1
X (Emn) = Kmn ·G2 =
⋃
k,l∈N
Kmn ·Vkl
being a countable sum of compact sets is contained in the σ-ring generated
by the compact sets and all the more it is a Borel set contained in the σ-ring
generated by the closed sets. Thus both definitions of measurability of the
equivalence relation R on X are equivalent.
LEMMA 23. There exists a Borel set B0 in X = G/G1 and a µ-negligible
subset N0 ⊂ X consisting of G2 orbits in X = G/G1 such that B0 intersects
each G2 orbit not contained in N0 in exactly one point.

For the proof compare e. g. [18], Chap. VI, §3.4, Thm. 3. 
Adding to B0 any section of the µ-negligible set N0 we obtain a measurable
section B00 for the whole space X. For equivalence relations R on smooth
manifold X defined by foliations on X (i. e. smooth and integrable sub-bundles
of TX) existence of a measurable section is equivalent for the foliation to be of
type I: i. e. the von Neumann algebra associated to the foliation is of type I iff
the foliation admits a Lebesgue measurable section, compare [24], Chap. I.4.γ,
Proposition 5.
Because the Borel space X = G/G1 is standard it follows by the second
Theorem on page 74 of [105] that the quotient Borel structure on X/G2−N0/G2
is likewise standard; i. e. there exits a Borel isomorphism ψ0: (X−N0)/G2 →
S0 ⊂ onto a Borel subset S0 of a complete separable metric space S.
The space (X − N0)/G2 however need not be locally compact and it is not
if the action of G2 on X = G/G1 is not proper but only measurable, i.e. with
measurable equivalence relation determined by the action of G2. Similarly G2-
orbit C in X as a subset of a locally compact space X need not be closed if
the action of G2 is not proper and thus need not be locally compact with the
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topology induced from the surrounding space X.
LEMMA 24. Let N0 be as in Lemma 23. A necessary and sufficient condition
that a subset E of X/G2−N0/G2 be a Borel set is that π−1X (E) be a Borel set in
X−N0. A necessary and sufficient condition that a function f on X/G2−N0/G2
be a Borel function is that f ◦ πX be a Borel function on X−N0.
 Let p0 be the Borel function ψ0 ◦ πX : X − N0 → S0. Let E′ be any
subset of S0 such that p
−1
0 (E
′) is a Borel set. Let B0 be the Borel section of
X − N0 with respect to G2, existence of which has been proved in Lemma 23.
Then p0(p
−1
0 (E
′)∩B0) = E′, and thus E′ is a Borel set by Theorem 3, page 253
of [95], compare likewise the Theorems on pages 72-73 of [105], because p0 is
one-to-one Borel function on B0. Conversely: if E
′ is Borel in S0 then because
p0 is a Borel function, so is the set p
−1
0 (E
′). The first part of the Lemma
follows now from this and from definition of the Borel structure induced on
ψ0((X−N0)/G2) and a fortiori on X/G2 −N0/G2. The remaining part of the
Lemma is an immediate consequence of the first part. 
We have the following disintegration theorem for the (not necessarily finite)
measure µ and any of its pseudo image measures ν on X/G2 (for definition of
pseudo image measure ν compare e. g. [18], Chap. VI.3.2):
LEMMA 25. For each orbit C = π−1X (d0) ⊂ X with d0 ∈ X/G2 there exists
a Borel measure µC in X concentrated on the orbit C, i. e. µC(X − C) =
µC(X− π−1X (d0)) = 0. For any g ∈ L1(X, µ) the set of all those G2 orbits C for
which g is not µC-integrable is ν-negligible and the function
C 7→
∫
g(x)dµC(x)
is ν-summable and ν-measurable, and∫
dν(C)
∫
g(x) dµC(x) =
∫
g(x) dµ(x). (468)
In short
µ =
∫
µC(x) dν(C).
REMARK 7. For each orbit C the measure µC may also be naturally viewed
as a measure on the σ-ring RC of measurable subsets of C induced from the
surrounding space X: E ∈ RC iff E = E′ ∩C for some E′ ∈ RX, i. e. with the
subspace Borel structure.
 For the proof we refer the reader e. g. to [18], Chap. VI, §3.5. 
We shall show that for each C the measure µC is quasi invariant and that
for all η ∈ G2 the Radon-Nikodym derivative λC(·, η) = d(RηµC)dµC (·) is equal
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to the restriction of the Radon-Nikodym derivative λ(·, η) = d(Rηµ)dµ (·) to the
orbit C. In doing so we prefer reducing the problem to the Mackey-Godement
decomposition of a finite measure ([102], §11) using a localization of the measure
space (X,RX, µ) and its disintegration. Toward this end we need some further
Lemmas.
LEMMA 26. Let µ, µC and ν be as in the preceding Lemma. Let K be a
compact subset of X. Then πX(K) is measurable on X/G2.
 Let K be any compact subset of X and let Z,Kn be the subsets of condi-
tion (IV), i. e. Kn ∈ K is an increasing sequence of compact subsets of K, and
Z is µ-negligible subset of K such that K = Z∪˙(K1 ∪K2 ∪ . . . ). Let us define
the subset (if any) Z0 ⊂ Z consisting of intersections of full G2-orbits with K,
i. e. the maximal subset of Z invariant under the action
of G2 on X.
Z0
Z
G2-orbits in X = G/G1
K
Then πX(K−Z) = πX(K−Z0). We shall show that µ(Z0·G2) = µ(π−1X (πX(Z0)) =
0. Toward this end observe that because X is metrizable and separable we may
assume the elements Om, m ∈ N, of basis of topology to be the balls with com-
pact closure Om; and the σ-ring of Borel sets on X generated by the open Om
or closed Om balls.
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Z0 ·G2
Oǫ · η,
η ∈ G2
Oǫ
K
For each ǫ > 0
there exists open Oǫ ⊃ K
with: µ(Oǫ −K) < ǫ
by regularity of µ
By the regularity and quasi invariance of the measure µ it easily follows that
the µ-measure of the intersection of Z0 · G2 with any open set in X is equal
zero, and thus again by the regularity of µ and second countability of X it easily
follows that µ(Z0 · G2) = µ(πX−1(πX(Z0))) = 0. Thus πX(Z0) is a subset of
a measurable null set, and so must be a measurable set with ν(πX(Z0)) = 0,
because ν is a pseudo-image measure of µ under πX. Moreover, we have:
πX(K − Z) = πX(K − Z0) = πX(K)− πX(Z0),
because Z0 consists of intersections of G2-orbits with K.
On the other hand
ψ0 ◦ πX(K − Z)
is a Borel set in S, and thus πX(K − Z) is a Borel set in X/G2 as ψ0 is a Borel
isomorphism. Indeed, because images preserve the set theoretic sum operation
we have
ψ0 ◦ πX(K − Z) =
⋃
n∈N
ψ0 ◦ πX(Ki).
Because Kj ∈ K then Kj/RKj is Hausdorff and the quotient map πKj is closed
and thus the quotient space Kj/RKj is homeomorphic to the compact space
πKj (Kj), and moreover because Kj is compact and metrizable (as a subspace
of the metrizable space X) the quotient space Kj/RKj is likewise metrizable
([42], Thm. 7.5.22). We can therefore apply the Federer and Morse Theorem
5.1 of [45] in order to prove the existence for each j of a Borel subset Bj ⊂ Kj
such that πKj (Bj) = πKj (Kj)(= πX(Kj)) and such that πKj is one-to-one on
Bj . Therefore ψ0 ◦ πX is one-to-one Borel function on a Borel subset Bj of
the complete separable metric space X to a complete separable metric space
S. Therefore again by the Theorem on page 253 of [95] (compare likewise the
Theorem on page 72 of [105]), it follows that ψ0 ◦ πX(Bj) = ψ0 ◦ πX(Kj) is a
Borel set. Because ψ0 is a Borel isomorphism it follows that πX(Kj) is a Borel
set in X/G2.
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Thus πX(K) differs from a Borel set πX(K−Z) by a measurable ν-negligible
subset πX(Z0) ⊂ πX(K); so we have shown that πX(K) is measurable. 
Note that the Lemma 26 is non trivial. By the well known theorem of
Suslin – continuous image of a Borel set is not always Borel, but it is always
measurable, compare e. g. [88], Lemm. 11.6, page 142 and Thm. 11.18, page
150, where the references to the original literature are provided. However this
argument would be insufficient for πX(K) to be measurable in X/G2 for any
compact set K ⊂ X. Indeed it would in addition require to be shown that the
quotient Borel structure on X/G2 is equal to the σ-ring of Borel sets generated
by the closed (open) sets of the quotient topology on X/G2.
LEMMA 27. Let µ, µC , ν be as in Lemma 25 and let K be a compact subset of
X. Let η ∈ G2 and let RK be the σ-ring of Borel131 subsets of K induced form
the surrounding measure space X. Let (µ)′K and (µC)
′
K denote the restrictions
of µ and µC to K defined on the σ-ring RK respectively, and let Rηµ,RηµC
denote their right translations; and similarly let (ν)′πX(K) be the restriction of
the measure ν to the subset πX(K). Then
(a)
(µ)′K =
∫
(µC)
′
K d(ν)
′
πX(K)
(C)
with each (µC)
′
K concentrated on C ∩K.
(b)
Rηµ =
∫
RηµC dν(C).
 Part (a) of the Lemma is an immediate consequence of Lemmas 25 and
26 with 1K · g inserted for g in the formula (468), where 1K is the characteristic
function of the compact set K. The only non-trivial part of the proof lies in
showing that πX(K) is measurable, which was proved in Lemma 26.
For (b) observe that if Rη−1g ∈ L1(X, µ)⇔ g ∈ L1(X, Rηµ), then by Lemma
25: ∫
g(x) d(Rηµ) =
∫
g(x · η−1) dµ =
∫
dν(C)
∫
g(x · η−1) dµC(x)
=
∫
dν(C)
∫
g(x) d(RηµC)(x),
thus
Rηµ =
∫
RηµC dν(C).
131The σ-ring of Borel sets with a regular measure on this ring is sufficient to recover all
measurable subsets and their measures obtained by the standard completion of the Borel
measure space.
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Note that the operations of restriction (·)′K to K and right translation Rη(·)
do not commute. Indeed if we write Rη ◦ (·)′K for Rη((·)′K), then Rη ◦ (·)′K =
(·)′K·η−1 ◦ Rη = (Rη(·))′K·η−1 i. e. first restrict to K and then translate Rη is
the same as first translate Rη and then restrict to K · η−1 (and not to K).
REMARK 8. Let Op(µ) denote a repeated application of several restrictions
to compact sets and translations: (·)′K1 , Rη1(·), . . . performed on the measure µ.
Then the repeated application of Lemma 27 (a) and (b) gives
Op(µ) =
∫
Op(µC) dO˜p(ν)(C),
where O˜p(ν) denotes the restriction ()′πX(K) with the compact set K ⊂ X which
arises in the following way: (·)′K is the restriction which arises from Op by
commuting all translations to the right (so as to be performed first) and all
restrictions to the left (so as to be performed after all translations): Op =
(·)′K ◦Rη(·) or Op(·) = (Rη(·))′K .
LEMMA 28. Let K, (µ)′K , (µC)
′
K , (ν)
′
πX(K)
be as in the preceding Lemma. For
any bounded and (µ)′K-measurable function g and for any f ∈ L1(π−1X (K), (ν)′πX(K))
the set of all those G2 orbits C having non empty intersection C ∩K for which
g is not µC-integrable is ν-negligible and the the function
C 7→
∫
g(x)d(µC)
′
K(x)
on this set of orbits C is (ν)′πX(K)-summable and (ν)
′
πX(K)
-measurable, and∫
f(C)
∫
g(x) d(µC)
′
K(x) d(ν)
′
πX(K)
(C) =
∫
f(πX(x))g(x) d(µ)
′
K (x). (469)
 The Lemma is an immediate consequence of the preceding Lemma. The
only non-trivial part of the proof is is to show that f is measurable on X/G2 if
and only if f ◦ πX is measurable on X. But this is an immediate consequence of
Lemma 24. 
In order to simplify notation let us denote the operation of restriction (·)′K
to K just by (·)′ in the next Lemma and its proof. In all other restrictions (·)′D
the sets D will be specified explicitly.
LEMMA 29. Let µ, µC be as in Lemma 25 and let K be a compact subset
of X. Let η ∈ G2 and let C be any G2-orbit having non empty intersection
C ∩K ·η−1∩K. Then for the respective measures obtained by right translations
and restrictions performed on µ and µC respectively we have:
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(a) The measures ((µC)
′)′K·η−1 and (Rη(µC)
′)′, defined on measurable subsets
of C ∩K ∩K · η−1, are equivalent.
(b)
λC(·, η) = d(RηµC)
dµC
(·)
=
d (Rη(µC)
′)′
d ((µC)′)′K·η−1
(·) = d (Rηµ
′)′
d(µ′)′K·η−1
(·)
=
dRηµ
dµ
(·) = λ(·, η)
on C ∩K ∩K · η−1.
 In addition to the operations of translation and restriction let us introduce
after Mackey, [102], §11, one more operation ·˜ defined on finite measures µ on
X, giving measures µ˜ on X/G2. Namely we put µ˜(E) = µ(π
−1
X (E)). µ˜
′ is
well defined for any quasi invariant measure µ on X/G2 because µ
′ is finite.
More precisely µ˜′ is defined on the σ-ring of measurable subsets E of πX(K)
by the formula: µ˜′(E) = µ′(π−1X (E)) = µ(K ∩ π−1X (E)). A simple verification
of definitions shows that µ˜′ is a pseudo image measure of the measure µ′ under
πX, so that
µ′ =
∫
µ′C dµ˜′(C),
on measurable subsets of K and where the integral is over the orbits C having
non void intersection with K and with µ′C concentrated on C ∩K. Similarly we
have for the pairs of measures(
(µ′)′Kη−1 , ˜(µ′)
′
Kη−1
)
and
(
(Rηµ
′)′ , ˜(Rηµ′)′
)
: (470)
(µ′)′Kη−1 =
∫ (
(µ′)′Kη−1
)
C
d ˜(µ′)′Kη−1 (C)
and
(Rηµ
′)′ =
∫ (
Rηµ
′)′
)
C
d ˜(Rηµ′)′ (C),
both (µ′)′Kη−1 and (Rηµ
′)′ defined on measurable subsets of K ·η−1∩K (instead
ofK): with the measure (Rηµ
′)′ equal to the measure Rηµ restricted to K ·η−1∩
K, and (µ′)′Kη−1 = (µ)
′
Kη−1∩K equal to the measure µ restricted to the same
compact subset K · η−1 ∩ K; and with the corresponding tilde measures both
defined on measurable subsets of the measurable (Lemma 26) set πX(K ·η−1∩K);
namely
˜(Rηµ′)′ (E) = (Rηµ′)′(π−1X (E)) = Rηµ
′(K ∩ π−1X (E))
= (Rηµ)
′
Kη−1(K ∩ π−1X (E)) = Rηµ(Kη−1 ∩K ∩ π−1X (E))
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and
˜(µ′)′Kη−1 (E) =
˜(µ)′Kη−1∩K (E) = µ(Kη
−1 ∩K ∩ π−1X (E)).
Note please that our Lemma 28 holds true for any pseudo-image measure
ν of µ. By Lemma 26, any pseudo-image measure of the restriction µ′ is a re-
striction (ν)′πX(K) of a pseudo-image measure of µ. It follows that the Lemma
28 is applicable to the pairs of measures (470). Indeed it is sufficient to insert
K ·η−1∩K instead ofK in the Lemma 28 and apply it to (µ′)′Kη−1 = (µ)′Kη−1∩K
(or to (Rηµ
′)′ = (Rηµ)′Kη−1∩K) instead of µ
′, because for an appropriate
ν, (ν)′πX(K·η−1∩K) gives the pseudo-image measure
˜(µ′)′Kη−1 (or respectively
˜(Rηµ′)′) of (µ′)′Kη−1 (or respectively of (Rηµ
′)′). We may thus apply Lemma
11.4 of [102], §11, to the pairs of measures (470). Because µ is quasi invariant,
the measures (µ′)′Kη−1 = (µ)
′
Kη−1∩K and (Rηµ
′)′ = (Rηµ)′Kη−1∩K are equiva-
lent as measures on K · η−1 ∩ K, and thus by Lemma 11.4 of [102] it follows
that ˜(µ′)′Kη−1 and
˜(Rηµ′)′ are equivalent as measures on πX(K · η−1 ∩K). In-
troducing the corresponding measurable weight function f1 on X/G2 which is
non zero on πX(K · η−1 ∩K), we have
f1 · d ˜(µ′)′Kη−1 = d ˜(Rηµ′)′
and
(Rηµ
′)′ =
∫
f1(C)
(
Rηµ
′)′
)
C
d ˜(µ′)′Kη−1 (C), (471)
(µ′)′Kη−1 =
∫ (
(µ′)′Kη−1
)
C
d ˜(µ′)′Kη−1 (C). (472)
Now applying again the Lemma 11.4 of [102] to the pairs of measures:(
(µ′)′Kη−1 , ˜(µ′)
′
Kη−1
)
and
(
(Rηµ
′)′ , ˜(µ′)′Kη−1
)
with the respective decompositions (472) and (471) we prove that the measures(
(µ′)′Kη−1
)
C
and
(
Rηµ
′)′
)
C
are equivalent and
f1(C) ·
d
(
Rηµ
′)′
)
C
d
(
(µ′)′Kη−1
)
C
(·) = d (Rηµ
′)′
d (µ′)′K·η−1
(·)
=
d (Rηµ)
dµ
(·) = λ(·, η),
on C ∩K · η−1 ∩ K, where the last two equalities follow from definitions and
where
f1 =
d ˜(Rηµ′)′
d ˜(µ′)′Kη−1
.
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On the other hand it follows from Lemma 27 and Remark 8 that
(Rηµ
′)′ =
∫
(Rη(µC )
′)′ d (ν)′πX(Kη−1∩K)(C)
and
(µ′)′Kη−1 =
∫
((µ
C
)′)′Kη−1 d (ν)
′
πX(Kη−1∩K)(C).
Thus both ˜(Rηµ′)′ and (ν)′πX(Kη−1∩K) being pseudo-image measures of the mea-
sure (Rηµ
′)′ under πX (of course restricted to Kη−1∩K)) are equivalent. Intro-
ducing the respective measurable, non zero on πX(Kη
−1 ∩K), weight function
f2 we have
f2 · d (ν)′πX(Kη−1∩K) = d ˜(Rηµ′)′,
so that
d (Rη(µC )
′)′ = f2(C) · d
(
Rηµ
′)′
)
C
.
Similarly because µ is quasi invariant, the measures (µ′)′Kη−1 and (Rηµ
′)′ are
equivalent, and thus again by Lemma 11.4 of [102] the measures ˜(µ′)′Kη−1 and
(ν)′πX(Kη−1∩K) are likewise equivalent. Introducing the respective non zero on
πX(Kη
−1 ∩K) and measurable weight function f3 we have
f3 · d (ν)′πX(Kη−1∩K) = d ˜(µ′)′Kη−1 ,
so that
d ((µ
C
)′)′Kη−1 = f3(C) · d
(
(µ′)′Kη−1
)
C
.
Joining the above equalities we obtain (the last two equalities follows from
definition of λC and from definition of Radon-Nikodym derivative, i. e. its local
character)
λ(·, η) = f1(C) ·
d
(
Rηµ
′)′
)
C
d
(
(µ′)′Kη−1
)
C
(·) = f1(C) · 1
f2(C)
· f3(C) · d (Rη(µC)
′)′
d ((µC)′)′Kη−1
=
d (Rη(µC)
′)′
d ((µC)′)′Kη−1
=
d (RηµC)
dµC
(·) = λC(·, η)
on C∩K∩K ·η−1, because by the known property of Radon-Nikodym derivatives
(compare e. g. Scholium 4.5 of [158])
f1 · 1
f2
· f3 = d
˜(Rηµ′)′
d ˜(µ′)′Kη−1
·
d (ν)′πX(Kη−1∩K)
d ˜(Rηµ′)′
·
d ˜(µ′)′Kη−1
d (ν)′πX(Kη−1∩K)
= 1,
on all orbits C with non void intersection C ∩K ∩K · η−1. 
We are are now in a position to formulate the main goal of this Section.
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LEMMA 30. Let µ be any quasi invariant measure on X and let ν be any
pseudo image measure of µ. Then the measures µC in the decomposition
µ =
∫
µC(x) dν(C)
of Lemma 25 are also quasi invariant and for each η ∈ G2 the Radon-Nikodym
derivative λC(·, η) = d(RηµC)dµC (·) is equal to the restriction of the Radon-Nikodym
derivative λ(·, η) = d(Rηµ)dµ (·) to the orbit C.
 Indeed, let x be any point in X and η any element of G2. We show
that on a neighbourhood of x the statement of the Theorem holds true. To
this end let Om be a neighbourhood of x chosen from the basis of topology
constructed above. Then Om · η is a neighbourhood of x · η. Therefore the
compact set K = Om ∪ (Om · η) has the property that K ∩ (K · η−1) contains
an open neighbourhood of x. Now it is sufficient to apply Lemma 29 with this
K in order to show that the equality of the Theorem holds true on some open
neighbourhood of x. 
REMARK 9. It has been proved in Sect. 12.6 that for each orbit C there
exists a measure µC , concentrated on C, with the associated Radon-Nikodym
derivative equal to the restriction to the orbit C of the Radon-Nikodym derivative
associated with µ. This however would be insufficient because we need to know
that the measures µC conspire together so as to compose a decomposition of
the measure µ. This is why we need Lemma 30. Although the Lemma was not
explicitly formulated in [102], it easily follows for the case of finite µ from the
Lemmas of [102], §11.
Using Lemma 25 and the general properties of the integral and the algebra
of measurable functions one can prove a slightly strengthened version of Lemma
25 which may be called a skew version of the Fubini theorem, because it extends
the Fubini theorem to the case where we have a skew product measure µ with
only one projection, i.e. the quotient map πX:
LEMMA 31 (Skew Version of the Fubini Theorem). Let µ, µC and ν be such
as in Lemma 25. Let g be a positive complex valued and measurable function on
X. Then
C 7→
∫
g(x)dµC(x) (473)
is measurable, and if any one of the following two integrals:∫
dν(C)
∫
g(x) dµC(x) and
∫
g(x) dµ(x),
does exist, then there exists the other and both are equal in this case.
In particular it follows that if g is integrable on (X,RX, µ) then∫
dν(C)
∫
g(x) dµC(x) =
∫
g(x) dµ(x). (474)
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For the proof compare [18], Chap. VI, Remark of §3.4. Here we give only
few comments: The Lemma holds for positive and continuous g with compact
support as a consequence of Lemma 25. Next we note that the class of functions
which satisfy (473) and (474) is closed under sequential convergence of increasing
sequences.
The Lemma follows by repeated application of the sequential continuity of
the integral for increasing sequences; compare, please, the proof of Thm. 3.4
and Corollary 3.6.2 of [158]. 
Note that the integral ∫
g(x)dµC(x)
in (473) and (474) may be replaced with∫
C
gC(x)dµC(x),
where gC is the restriction of g to the orbit C, because µC is concentrated
on C. However just like in the ordinary Fubini theorem the whole difficulty
in application of the skew version of the Fubini Theorem lies in proving the
measurability of g on the “skew product”X
πX−−→ X/G2 measure space (X,RX, µ).
Indeed even if the orbits C were nice closed subsets and gC measurable on C
(with respect to the measure structure induced from the surrounding space X)
the function g still could be non measurable on (X,RX, µ); for simple examples
we refer e. g. to [158] or to any other book on measure theory. More restrictive
constrains are to be put on the separate gC as functions on the orbits C in order
to guarantee the measurability of g on the measure space X.
We face the same problem with the ordinary Fubini theorem. If in addition
gC ∈ L2(C, µC) for each C (or ν-almost all orbits C), the required additional
requirement is just the von Neumann direct integral structure put on C 7→ gC
which is the necessary and sufficient condition for the existence of a function
f ∈ L2(X, µ) such that fC = gC for ν-almost all orbits C. Namely, consider the
space of functions C 7→ gC ∈ L2(C, µC), which composes∫
X/G2
L2(C, µC) dν(C), (475)
then for every element C 7→ gC of direct integral (475) there exists a function
f ∈ L2(X, µ) such that fC = gC for ν-almost all orbits C. In short∫
X/G2
L2(C, µC) dν(C) = L
2(X, µ). (476)
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We skip proving the equality (476) because in the next Section we prove a more
general version of (476) for vector valued functions g ∈ HL on X = G/G1,
compare Lemma 34 (a). This strengthened version (476) of the skew Fubini
theorem lies behind harmonic analysis on classical Lie groups and provides also
an effective tool for tensor product decompositions of induced representations
in Krein spaces. In practice the classical groups with the harmonic analysis
relatively complete on them, have the structure of cosets and double cosets
(corresponding to the orbits C) much more nice in comparison to what we have
actually assumed, so that a vector valued version of the strengthened version of
the ordinary Fubini theorem:∫
X
L2(Y, µY ) dµX = L
2(X × Y, µX × µY ) (477)
would be sufficient for our applications. Namely the “measure product property”
holds also in our practical applications for the double coset space:(
G,RG, µG
)
=
(
G1 ×G/G1 × (G/G1)/G2 , R
G1×G/G1×(G/G1)/G2
, µ
G1
× µ
G/G1
× µ
(G/G1)/G2
)
with the analogous functions (453), measure µ = µ
G/G1
and the pseudo image
measure ν = µ
(G/G1)/G2
effectively computable.
Note that (476) and (477) may be proved for more general measure spaces132.
Here the measure spaces are not “too big”, so that the associated Hilbert
spaces of square summable functions are separable.
At the end of this Section we transfer the measure structure on X/G2 over
to the the set G1 : G2 of all double cosets G1xG2, using the natural bi-unique
correspondence C 7→ D
C
= π−1(C) between the orbits C and double cosets D.
Next we transfer it again to a measurable section B of G cutting every double
coset at exactly one point and give measurability criterion for a function on B
with this measure structure inherited from X/G2. We shall use it in Sections
12.8 and 12.9.
DEFINITION 3. We put dν0(D) = dν(CD ) for the measure ν0 transferred
over to measurable subsets of the set of all double cosets, where CD is the orbit
corresponding to the double coset, i. e. D = π−1(C). Let B0 be a measurable
section of X with respect to G2, existence of which has been proved in Lemma
23. Let B be a measurable (even Borel) section of G with respect to G1 (which
exists by Lemma 1.1 of [102]). Next we define the set B = π−1(B0) ∩ B. We
call B the section of G with respect to double cosets.
B is measurable by Lemma 1.1 of [102] and by Lemmas
132Our proof of (476) may be easily adopted to general non-separable case, provided that
the assertion of Lemma 31 holds true for the measures µ and ν.
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23, 24 of this Section. It has the property that every double coset inter-
sects B at exactly one point. We may transfer the measure space structure
(X/G2,RX/G2, ν) over to get (B,RB, νB).
DEFINITION 4. For each double coset D there exists exactly one element
x
D
∈ B ∩ D. We define dν
B
(x
D
) = dν0(D). The same holds for orbits C:
to each orbit C there exists exactly one element xc ∈ B ∩ π−1(C). We put
respectively dν
B
(xc) = dν(C). Note that xc = xD iff C and D correspond.
LEMMA 32. A set E of orbits C is measurable iff the sum of the corresponding
double cosets, regarded as subsets of G, is measurable in G. Thus in particular
a function g on B is measurable iff there exists a function f measurable on G
and constant along each double coset, such that the restriction of f to B is equal
to g.
 By Lemma 1.2 of [102] a set F ⊂ X = G/G1 is measurable iff A = π−1(F )
is measurable in G and by Lemma 24 a subset E ⊂ X/G2 is measurable iff
F = π−1X (E) is measurable on X. Thus a set E of orbits C is measurable iff the
sum of the corresponding double cosets, regarded as subsets of G, is measurable
in G, (as already claimed at the beginning of this Section). This proves the
Lemma. 
In particular if we define s(x) to be the double coset containing x, then we
transfer the measure ν over to the subsets of double cosets correctly if we define
the set E of double orbits to be measurable if and only if s−1(E) is measurable
on G.
Writing x for the variable with values in G, and writing [x] for π(x) varying
over X = G/G1 we have
LEMMA 33. Let µ, µC and ν be such as in Lemma 25. Let g be a positive
complex valued and measurable function on X. Let µD = µx
D
= µC
D
be the
measure concentrated on the orbit C
D
corresponding to the double coset D.Then:
D 7→
∫
g([x]) dµD([x]) and B ∋ xD 7→
∫
g([x]) dµx
D
([x]) (478)
are measurable, and
1) if any one of the following two integrals:∫
dν0(D)
∫
g([x]) dµD([x]) and
∫
g([x]) dµ([x]),
does exist, then there exists the other and both are equal in this case.
In particular it follows that if g is integrable on (X,RX, µ) then∫
dν0(D)
∫
g([x]) dµD([x]) =
∫
g([x]) dµ([x]). (479)
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2) Similarly if any one of the following two integrals:∫
dν
B
(x
D
)
∫
g([x]) dµx
D
and
∫
g([x]) dµ([x]),
does exist, then there exists the other and both are equal in this case.
In particular it follows that if g is integrable on (X,RX, µ) then∫
dν
B
(x
D
)
∫
g([x]) dµx
D
([x]) =
∫
g([x]) dµ([x]). (480)
 Because by definition (with x ∈ X = G/G1 and x ∈ G)∫
C
D
g(x) dµC(x) =
∫
D
g([x]) dµD([x]),
the Lemma is an immediate consequence of definitions Def 3 and 4 and Lemma
31. 
12.8 Subgroup theorem in Krein spaces
Let G1 andG2 be regularly related closed subgroups of G (for definition compare
Sect. 12.7). Consider the restriction
G2
UL to the subgroup G2 ⊂ G of the
representation µUL of G in the Krein space µHL, induced from a representation
L of the subgroup H = G1, defined as in Sect 12.2. For each G2-orbit C in
X = G/G1 let us introduce the Krein-isometric representation U
L,C , defined in
Sect. 12.6, and acting in the Krein space (HLC
′
, JL,C). Let ν be any pseudo
image measure of µ on X/G2, for its definition compare [18], Chap. VI.3.2. For
simplicity we drop the µ superscript in µUL and µHL and just write UL and
HL.
Let us remind the definition of the direct integral of Hilbert spaces after
[156], but compare also [112]:
DEFINITION 5 (Direct integral of Hilbert spaces). Let (X/G2,RX/G2 , ν) be
a measure space M , and
suppose that for each point C of X/G2 there is a Hilbert space HLC
′
. A Hilbert
space HL is called a direct integral of the HLC
′
over M , symbolically
HL =
∫
HLC
′
dν(C), (481)
if for each g ∈ HL there is a function C 7→ gC on X/G2 to the disjoint union∐
C∈X/G2
HLC
′
, such that gC ∈ HLC
′
for all C, and with the following properties 1)
and 2):
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1) If g and k are in HL and if u = αg+βk, and if (·, ·)
C
is the inner product
in HLC
′
then C 7→
(
gC , kC
)
C
is integrable on M , and the inner product
(g, k) on HL is equal to
(g, k) =
∫
X/G2
(
gC , kC
)
C
dν(C),
and uC = αgC + βkC for almost all C ∈ X/G2, and all α, β ∈ C.
2) If C 7→ uC is a function with uC ∈ HLC
′
for all C, if C 7→ (gC , uC)
C
is
measurable for all g ∈ HL, and if C 7→ (uC , uC)
C
is integrable on M ,
then there exists an element u′ of HL such that
u′C = uC almost everywhere on M.
The function C 7→ gC is called the decomposition of g and is symbolized by
g =
∫
X/G2
gC dν(C).
A linear operator U on HL is said to be decomposable with respect to the
direct integral Hilbert space decomposition (481) if there is a function C 7→ UC
on X/G2 with U
C being a linear operator in HLC
′
for each C, and
3) the property that for each g in its domain and all k in HL, (Ug)C = UCgC
almost everywhere on M and the function C 7→ (UCgC , kC)
C
is integrable
on M .
If U is densely defined the property 3) is equivalent to the following:
3’) for all g, k in HL in the domain of U , C 7→ (UCgC , kC)
C
is integrable on
M and ∫
X/G2
(
UCgC , kC
)
C
dν(C) = (Ug, k).
The function C 7→ UC is then called the decomposition of U with respect to
(481) and symbolized by
U =
∫
X/G2
UC dν(C).
If C 7→ UC is almost everywhere a scalar operator, U is called diagonalizable
with respect to (481). The totality of all bounded operators diagonalizable with
respect to (481) composes the commutative von Neumann algebra AG/G2 asso-
ciated with the decomposition (481), compare [112]. A bounded operator U in
HL is decomposable with respect to (481) if and only if it commutes with all
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elements of AG/G2 ⇔ U ∈
(
AG/G2
)′
. This condition may easily be extended
on unbounded operators: e. g. closable U is decomposable with respect to (481)
if the spectral projectors of both the factors in its polar decomposition commute
with all elements of AG/G2 ; or still more generally: U is decomposable with re-
spect to (481) ⇔ U is affiliated with the commutor (AG/G2)′ of AG/G2, i.e. iff
it commutes with every unitary operator in the commutor
(
AG/G2
)′′
= AG/G2
of
(
AG/G2
)′
.
Note that the map T which transforms g into its decomposition C 7→ gC
may be viewed as a unitary operator decomposing U :
TUT−1 =
∫
X/G2
UC dν(C).
There are many possible realizations T : f 7→ T (f) of the Hilbert space
HL as the direct integral (481) all corresponding to the same commutative
decomposition algebra AG/G2. However the difference between any two T : f 7→
T (f) =
(
C 7→ fC
)
and T ′ : f 7→ T ′(f) =
(
C 7→ (fC)′) of them is irrelevant:
there exists for them a map C 7→ UC with each UC unitary in HLC
′
and such
that:
1) UCfC =
(
fC
)′
for almost all C.
2) C 7→ (fC , gC)
C
is measurable in realization T ⇔ C 7→
(
UCfC , UCfC
)
C
is measurable in realization T ′.
(Compare [112]).
For the reasons explained in the footnote to Lemma 18 it is sufficient to
consider the σ-rings RX/G2 and RX of Borel sets, with the Borel structure on
X/G2 defined as in Sect. 12.7, in the investigation of the respective Hilbert and
Krein spaces.
We shall need a
LEMMA 34. (a)
HL ∼=
∫
X/G2
HLC
′
dν(C).
(b)
G2
UL ∼=
∫
X/G2
UL,C dν(C).
(c)
JL ∼=
∫
X/G2
JL,C dν(C).
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The equivalences ∼= are all under the same map (or realization) T : HL 7→∫
X/G2
HLC
′
dν(C) giving the corresponding decomposition T (f) : C 7→ fC
for each f ∈ HL, in which fC is the restriction of f to the double coset
D
C
= G1xcG2 = π
−1(C) corresponding 133 to C.
In particular T is unitary and Krein-unitary map between the Krein spaces
(HL, JL) and
( ∫
X/G2
HLC
′
dν(C),
∫
X/G2
JL,C dν(C)
)
.
REMARK 10. The equivalences ∼= may be read in fact as ordinary equalities.
 Let
(·, ·)C = ‖ · ‖C2 =
∫
C
(
JL(J
L,C · )x, ( · )x
)
dµC(x)
be defined onHLC
′
as in Sect. 12.6. Recall that for any element g of
∫
X/G2
HLC
′
dν(C)
i. e. a function C 7→ gC from the set of G2-orbits X/G2 to the disjoint
union
∐
C∈X/G2
HLC
′
such that gC ∈ HLC
′
for all C, the function C 7→ ‖gC‖C2 =
(gC , gC)C is ν-summable and ν-measurable and defines inner product for any
g, k ∈ ∫
X/G2
HLC
′
dν(C) by the formula
(g, k) =
∫
X/G2
dν(C)
∫
C
(
JL(J
L,CgC)x, k
C
x
)
dµC(x) =
∫
X/G2
(gC , kC)C dν(C).
(482)
We shall exhibit a natural unitary map T from HL onto ∫
X/G2
HLC
′
dν(C) or,
what is equivalent, we shall show that the decomposition T (f) =
(
C 7→ fC)
corresponding to each f ∈ HL, with fC equal to the restriction of f to the
double cosetD
C
= G1xcG2 = π
−1(C) corresponding to C, has all the properties
required in Definition 5.
Let f and k be any functions in HL. Then by Lemma 25 we have∫
X/G2
dν(C)
∫
C
(
JL(J
Lf)x, kx
)
dµC(x) =
∫
X
(
JL(J
Lf)x, kx
)
dµ(x) = ‖f‖2 <∞,
with the set of all G2 orbits C for which x 7→
(
JL(J
Lf)x, kx
)
is not µC -integrable
being ν-negligible and the function
C 7→
∫
C
(
JL(J
Lf)x, kx
)
dµC(x)
133I. e. we chose xc ∈ B ⊂ G for which π(xc) ∈ C, compare Def. 3 and 4.
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being ν-summable and ν-measurable. Moreover, because for each orbit C the
measure µC is concentrated on C (Lemma 25), the integral∫
C
(
JL(J
Lf)x, kx
)
dµC(x)
is equal∫
C
(
JL((J
Lf)C)x, (k
C)x
)
dµC(x) =
∫
C
(
JL(J
LfC)x, (k
C)x
)
dµC(x)
where fC (and similarly for kC) is the restriction of f to the double coset
D
C
= G1xG2 = π
−1(C) corresponding to C. i.e. with any x for which134
π(x) ∈ C, say x = xc, with C 7→ xc ∈ B of Sect. 12.7. Because fC ∈ HLC
′
and
likewise JL,C are defined as the ordinary restrictions, (JLf)C = JLfC = JL,Cf
is the restriction of JLf to the double coset D
C
= G1xcG2 corresponding to C.
We thus obtain∫
C
(
JL(J
Lf)x, kx
)
dµC(x) =
∫
C
(
JL(J
L,CfC)x, (k
C)x
)
dµC(x).
Therefore it follows that the map T : f 7→ (C 7→ fC), where fC is the restriction
of f to the double coset corresponding to the orbit C, fulfils the requirements
of Part 1) of Definition 5; in particular ‖T (f)‖ = ‖f‖ and the range T (HL) is
a Hilbert space with the inner product (482).
We shall verify Part 2) of the Definition 5: i. e. that the decomposition
map T (f) =
(
C 7→ fC) defined as above has the properties indicated in 2) of
Definition 5 on its whole range T (HL). Toward this end let C 7→ uC fulfil the
conditions required in 2) of Def. 5:
C 7→
∫
C
(
JL(J
L,CuC)x, (k
C)x
)
dµC(x) =
(
uC , kC
)
C
(483)
is measurable for each k ∈ HL and
C 7→
∫
C
(
JL(J
L,CuC)x, (u
C)x
)
dµC(x) =
(
uC , uC
)
C
(484)
is measurable and integrable. Consider the space F of all functions C 7→ kC ∈
HLC
′
fulfilling the following conditions:
C 7→
∫
C
(
JL(J
L,CgC)x, g
C
x
)
dµC(x) =
(
kC , kC
)
C
134We have chosen x = xc to belong to the measurable section B of double cosets in G
constructed in Sect. 12.7, but this is unnecessary here.
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is measurable and integrable. Let X be the maximal linear subspace of F, where
a subspace of F we have called linear, whenever it is closed under formation of
finite linear combinations over C. X is not empty as it contains the subspace
T (HL) itself, which is a Hilbert space. Moreover if C 7→ kC , C 7→ rC are any
two functions belonging to X the formula
h
(
C 7→ kC , C 7→ rC
)
=
∫
X/G2
(kC , rC)C dν(C)
=
∫
X/G2
( ∫
C
(
JL(J
L,CkC)x, (r
C)x
)
dµC(x)
)
dν(C)
defines a hermitian form on X . Thus by the Cauchy-Schwarz inequality we
have:∣∣∣ ∫
X/G2
(kC , rC)C dν(C)
∣∣∣2 ≤ ( ∫
X/G2
(kC , kC)C dν(C)
)
·
( ∫
X/G2
(rC , rC)C dν(C)
)
.
(485)
Now by the first part of the proof, T (HL) is a Hilbert space with the inner
product
(482) and in particular a linear subspace of F. We may thus insert for
C 7→ kC in (485) any decomposition C 7→ fC of f ∈ HL, with fC equal to the
restriction of f to the double coset D
C
= π−1(C) corresponding to C. Similarly
we may insert the function C 7→ uC for the function C 7→ rC in (485). Indeed,
because of the conditions (483) and (484), fulfilled by the function C 7→ uC , the
function
C 7→ (fC +uC , fC +uC)
C
=
(
fC , fC
)
C
+
(
fC , uC
)
C
+
(
uC , fC
)
C
+
(
uC , uC
)
C
is measurable and by the Cauchy-Schwarz inequality integrable, for all f ∈ HL.
Therefore C 7→ uC and T (HL) are both contained in one linear subspace of F,
and thus by the maximality of X they are contained in X , so that we can insert
C 7→ uC for C 7→ rC in (485). Thus the indicated insertions in the inequality
(485) lead us to the inequality∣∣∣ ∫
X/G2
(fC , uC)C dν(C)
∣∣∣2 ≤ ( ∫
X/G2
(fC , fC)C dν(C)
)
·
( ∫
X/G2
(uC , uC)C dν(C)
)
for all C 7→ fC in T (HL). Therefore the linear functional
T (f) 7→ L(T (f) ) = L(C 7→ fC ) = h(C 7→ fC , C 7→ uC ),
on T (HL) is bounded by the last inequality. Because the range T (HL) of T is
a Hilbert space it follows by the Riesz theorem ((e. g. Corollary 8.3.2. of [158])
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applied to the linear functional L that there exists exactly one element T (f ′) in
the range of T such that
(f, f ′) =
(
T (f) , T (f ′)
)
=
∫
X/G2
(fC , f ′C)C dν(C) = h
(
C 7→ fC , C 7→ uC
)
for all f ∈ HL. Therefore∫
X/G2
(
fC , f ′C
)
C
dν(C) =
∫
X/G2
(
fC , uC
)
C
dν(C)
for all f ∈ HL and for a fixed f ′ ∈ HL, or equivalently∫
X/G2
(
fC , f ′C − uC)
C
dν(C) = 0,
for all f ∈ HL. Inserting the definition of (fC , f ′C − uC)
C
we get:∫
X/G2
∫
C
(
JL(J
L,CfC)x, (f
′C − uC)x
)
dµC(x) dν(C)
=
∫
X/G2
∫
C
(
JL(J
Lf)x, (f
′C − uC)x
)
dµC(x) dν(C) = 0,
(486)
for all f ∈ HL. By Lemma 18 there exists a sequence f1, f2, . . . of elements
CL0 ⊂ HL such that for each fixed x ∈ G the vectors fkx , k = 1, 2, . . . form a
dense linear subspace of HL. By the proof of the same Lemma 18 there exists a
sequence g1, g2, . . . of continuous complex valued functions on X = G/G1 with
compact supports, dense in L2(X, µ) with respect to the L2 norm ‖·‖L2. For each
gj define the corresponding function g
′
j on G by the formula g
′
j(x) = gj(π(x)),
where π is the canonical quotient map G 7→ G/G1 = X. Note, please, that(
JL(J
Lg′j · f)x , (f ′C − uC)x
)
= (g′j)x ·
(
JL(J
L · f)
x
, (f ′C − uC)
x
)
for all j ∈ N
and all f ∈ HL. Inserting now g′j · f i for f in (486) we get∫
X/G2
gj(C) ·
∫
C
(
JL(J
Lf i)
x
, (f ′C − uC)
x
)
dµC(x) dν(C) = 0,
for all i, j ∈ N. Because {gj}j∈N is dense in L2(X, µ) and the function
C 7→
∫
C
(
JL(J
Lf i)
x
, (f ′C − uC)
x
)
dµC(x)
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by construction belongs to L2(X, µ), it follows that outside a ν-negligible subset
N of orbits C ∫
C
(
JL(J
Lf i)
x
, (f ′C − uC)
x
)
dµC(x) = 0,
for all i ∈ N. Thus if C /∈ N , then∫
C
(
JL(J
Lf i)
x
, (f ′C − uC)
x
)
dµC(x) = 0, (487)
for all i ∈ N. Applying Lemma 20 to this orbit C and the associated HLC
′
we
get an isomorphism of it with a Krein space HLxc of an induced representation
(recall that xc ∈ B ⊂ G with π(xc) ∈ C, compare Def. 4). Then (487) together
with Lemma 22 and Lemma 15 or 16 applied to HLxc gives f ′C − uC = 0. This
shows that the decomposition T : f 7→ (C 7→ fC) fulfils Part 2) of Definition 5.
We have thus proved Part (a) of the Lemma.
Then we have to prove that the operators T
G2
UL T−1 and T JL T−1 are
decomposable with respect to (481) and C 7→ UL,C and C 7→ JL,C are their
respective decompositions. Let η ∈ G2. Writing λ(η) for the λ-function [x] 7→
λ([x], η) corresponding to the measure µ and analogously writing λC(η) for the
λC function [x] 7→ λC([x], η) corresponding to µC we have:(
T
G2
ULη T
−1
)(
C 7→ fC
)
=
(
T
G2
ULη
)(
f
)
= T
(√
λ(η)Rηf
)
=
(
C 7→
√
λ(η)|CRηfC
)
,
where λ(η)|
C
denotes the restriction of λ(η) to the orbit C. By Lemma 30 the
restriction λ(η)|
C
of λ(η) to the orbit C is equal to λC(η), so that(
T
G2
ULη T
−1
)(
C 7→ fC
)
=
(
C 7→
√
λC(η)Rηf
C
)
=
(
C 7→ UL,Cη fC
)
,
which means that
G2
UL ∼=
∫
X/G2
UL,C dν(C),
and proves (b). Similarly for the operator JL:(
T JL T−1
)(
C 7→ fC
)
=
(
T JL
)(
f
)
= T
(
JLf
)
=
(
C 7→ (JLf)C ).
By definition of the operator JL,C we have
(
JLf
)C
= JLfC = JL,CfC . There-
fore (
T JL T−1
)(
C 7→ fC
)
=
(
C 7→ JL,CfC
)
,
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which means that
JL ∼=
∫
X/G2
JL,C dν(C),
and proves (c).
Because for each C, JL,C is unitary and self adjoint in HLC
′
and
(
JL,C
)2
= I,
then by [112], §14, the same holds true for the operator∫
X/G2
JL,C dν(C) in
∫
X/G2
HLC
′
dν(C),
so that ( ∫
X/G2
HLC
′
dν(C),
∫
X/G2
JL,C dν(C)
)
,
is a Krein space.
Finally we have to show that T is Krein unitary. To this end observe that
for each f, g ∈ HL(
T (f), T (g)
)
∫
JL,C dν(C)
=
∫
X/G1
(
JL,CfC , gC
)
C
dν(C)
=
∫
X/G1
∫
C
(
JL
(
(JL,C)2fC
)
x
,
(
gC
)
x
)
C
dµC(x) dν(C)
=
∫
X/G1
∫
C
(
JL
(
fC
)
x
,
(
gC
)
x
)
dµC(x) dν(C).
Because fC and gC are the ordinary restrictions of f and g to G1xcG2 and
the measure µC is concentrated on C (Lemma 25), the integrand in the last
integral may be replaced with
(
JL
(
f
)
x
,
(
g
)
x
)
. Because f, g ∈ HL, the function
x 7→
(
JL
(
f
)
x
(
g
)
x
)
is constant on the right G1-cosets and measurable and
integrable on X = G/G1 as a function of right G1-cosets. Thus by Lemma 31
the last integral is equal to∫
X/G1
∫
C
(
JL
(
f
)
x
,
(
g
)
x
)
dµC(x) dν(C) =
∫
X
(
JL
(
f
)
x
,
(
g
)
x
)
dµ(x) =
(
f, g
)
JL
,
so that (
T (f), T (g)
)
∫
JL,C dν(C)
=
(
f, g
)
JL
.

Actually we could merely use all g′ · f , with g ∈ CK(X) and f ∈ CL0 instead
of its denumerable subset g′j · f i , i, j ∈ N in the proof of Lemma 34. Its
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denumerability shows that HL is separable as the direct integral (a). This
however is superfluous because separability ofHL has been already shown within
the proof of Lemma 18.
LEMMA 35. Let B be the section of G with respect to double cosets of Def.
3 and let C 7→ xc ∈ B, D 7→ xD ∈ B be the bi-unique maps of Def. 4.
Let ν0 be the measure on the subsets of the set G1 : G2 of all double cosets
D equal to the transfer of the measure ν on X/G2 over to the set of double
cosets by the natural bi-unique map C 7→ D
C
= π−1(C). Let νB be the measure
on the section B equal to the transfer of ν over to the section B by the map
C 7→ xc (or equivalently equal to the transfer of ν0 by the map D 7→ xD ).
Let µD = µC
D
, where C
D
is the orbit corresponding to the double coset D,
be the measure concentrated on C
D
, where µC is the measure of Lemma 25.
Let us denote the space of functions HLC
′
of Sect. 12.6, defined on the double
coset D corresponding to C just by HLD and similarly if UL,C and JL,C is the
representation and the operator of Sect. 12.6, then we put UL,D = UL,CD and
JL,D = JL,CD ; analogously we define UL,xD = UL,CD and JL,xD = JL,CD .
Then we have
(a)
HL ∼=
∫
X/G2
HLC
′
dν(C) =
∫
G1:G2
HLD dν0(D) =
∫
B
HLx
D
dν
B
(x
D
).
(b)
G2
UL ∼=
∫
X/G2
UL,C dν(C) =
∫
G1:G2
UL,D dν0(D) =
∫
B
UL,xD dν
B
(x
D
).
(c)
JL ∼=
∫
X/G2
JL,C dν(C) =
∫
G1:G2
JL,D dν0(D) =
∫
B
JL,xD dν
B
(x
D
).
The equivalences ∼= are all under the same map T : HL 7→ ∫
G1:G2
HLD dν(C)
giving the corresponding decomposition T (f) : D 7→ fCD (or respectively
T (f) : x
D
7→ fCD ) for each f ∈ HL, in which fCD is the restriction of
f to the double coset D = D
C
D
= G1xDG2 = π
−1(C
D
) corresponding to
C
D
. In particular T is unitary and Krein-unitary map between the Krein
spaces
(HL, JL)
and ( ∫
G1:G2
HLD dν(C),
∫
G1 :G2
JL,D dν0(D)
)
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or respectively ( ∫
B
HLx
D
dν
B
(x
D
),
∫
B
JL,xD dν
B
(x
D
)
)
.
 The Lemma follows from Lemma 34 by a mere renaming of the points
of the measure space X/G2 of G2-orbits C in X, with the preservation of the
measure structure under the indicated renaming, which is guaranteed by Def. 3
and 4. 
LEMMA 36. Let
(
µxcHLxc , Jxc
)
be the Krein space of the representation
µxcUL
xc
of the subgroup G2 defined in Lemma 20 with the inner product (·, ·)xc
in µ
xcHLxc defined by eq. (466) in the proof of Lemma 20. For each x
D
∈ B
we put µ
x
DHLxD = µxcHLxc , Jx
D
= Jxc , Gx
D
= Gxc and
(·, ·)
x
D
= (·, ·)xc with
the orbit C corresponding to D. For each fixed element f ∈ HL consider the
following function
B ∋ x
D
7→ f˜
x
D ∈ µxDHLxD
where for each x
D
, f˜
x
D
is defined as the function
G2 ∋ t 7→
(
f˜
x
D )
t
=
(
fD
)
x
D
·t
,
with fD equal to the restriction of f to D. The linear set H of all such functions
x
D
7→ f˜
x
D
with f ranging over the whole space HL and with the inner product
(f˜ , g˜) =
∫
B
(
f˜
x
D
, g˜
x
D )
x
D
dν
B
(x
D
), (488)
is equal to ∫
B
µxDHLxD dν
B
(xD ).
 Note, please, that by definition of the measures µxD and the operators
Jx
D(
f˜
x
D
, g˜
x
D )
x
D
=
∫
G2/Gx
D
(
JL
(
Jx
D
f˜
x
D )
t
,
(
g˜
x
D )
t
)
dµxD ([t])
=
∫
G2/Gx
D
(
JLLh(x
D
·t)JLLh(x
D
·t)−1
(
fD
)
x
D
·t
,
(
gD
)
x
D
·t
)
dµxD ([t])
=
∫
D
(
JL
(
JLfD
)
x
,
(
gD
)
x
)
dµD([x]) =
∫
D
(
JL
(
JLf
)
x
, g
x
)
dµD([x])
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and because
G/G1 ∋ [x] 7→
(
JL
(
JLf
)
[x]
, g
[x]
)
=
(
JL
(
JLf
)
x
, g
x
)
is measurable it follows from (473) of Lemma 33 that the function
xD 7→
(
f˜
x
D
, g˜
x
D )
x
D
is measurable for all f, g ∈ HL. Similarly by (474) of part 2) of Lemma 33
(f˜ , g˜) =
∫
B
(
f˜
x
D
, g˜
x
D )
x
D
dν
B
(xD )
=
∫
B
∫
G2/Gx
D
(
JL
(
Jx
D
f˜
x
D )
t
,
(
g˜
x
D )
t
)
x
D
dµxD ([t]) dν
B
(xD )
∫
B
∫
D
(
JL
(
JLf
)
x
, g
x
)
dµD([x]) dνB(xD ) =
∫
G/G1
(
JL
(
JLf
)
x
, g
x
)
dµ([x])
= (f, g).
Therefore H is a Hilbert space with the inner product (488) as the isometric
image of the Hilbert space HL. We need only show Part 2) of Def. 5 to be
fulfilled. Toward this end let x
D
7→ u
x
D ∈ µxDHLxD be a function fulfilling
the conditions of Part 2) of Def. 5 (of course with the obvious replacements of
C with D and HLC
′
with µ
x
DHLxD ). We have to show existence of a function
f ′ ∈ HL such that the function xD 7→ f˜ ′
x
D
is equal almost everywhere to the
function xD 7→ u
x
D
. We proceed exactly as in the proof of Part (a) of Lemma
34 by formation of the analogous maximal linear subspace X in the space F of
all functions xD 7→ k
x
D
for which
x
D
7→ (kxD , kxD )
x
D
is measurable and integrable and then using Riesz theorem and Lemma 15 or
16 in proving the existence of f ′ (in this case the proof is even simpler because
the Lemma 20 is not necessary in proving f˜ ′
x
D
− u
x
D
= 0 from the analogue of
(487); indeed it is sufficient to apply Lemma 22 and Lemma 15 or 16). 
From now on we identify the Hilbert space HL with the direct integral:
HL =
∫
B
HLx
D
dν
B
(x
D
).
with the realization T 7→ T (f) of the direct integral equal to T (f) : xD 7→ fD,
where fD is the ordinary restriction of f ∈ HL to the double coset D. Similarly
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by ∫
B
µxDHLxD dν
B
(x
D
),
we understand the direct integral with the realization of Lemma 36.
LEMMA 37. For each orbit C let Vxc be the Krein-unitary map defined in
Lemma 20. For each x
D
∈ B (equivalently: each double coset D) let us put
Vx
D
= Vxc with C corresponding to D. Then xD 7→ VxD is a decomposition of
a well defined operator
HL =
∫
B
HLx
D
dν
B
(xD )
V−→
∫
B
µxDHLxD dν
B
(xD ) :
(
x
D
7→ f
x
D
)
7→
(
x
D
7→ Vx
D
f
x
D
)
.
In short
V =
∫
B
Vx
D
dν
B
(xD ).
The operator V is unitary and Krein-unitary between the Krein spaces(∫
B
µxDHLxD dν
B
(xD ) ,
∫
B
Jx
D
dν
B
(xD )
)
and
(∫
B
HLx
D
dν
B
(x
D
) ,
∫
B
JL,xD dν
B
(x
D
)
)
= (HL, JL);
and moreover:
V
(
G2
UL
)
V −1 = V
( ∫
B
UL,xD dν
B
(x
D
)
)
V −1 =
∫
B
µxD UL
x
D dν
B
(x
D
)
and
V
(
JL
)
V −1 = V
( ∫
B
JL,xD dν
B
(x
D
)
)
V −1 =
∫
B
Jx
D
dν
B
(x
D
).
 Let f be any element of HL and t ∈ G2. By definition we have(
Vx
D
f
x
D
)
t
=
(
fD
)
x
D
·t
=
(
f˜
x
D
)
t
,
with f˜
x
D
defined in Lemma 36. Thus by the realization of∫
B
µxDHLxD dν
B
(x
D
)
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given in Lemma 36, V is onto. Moreover, by the proof of Lemma 36
xD 7→
(
Vx
D
f
x
D
, g˜
x
D )
x
D
=
(
f˜
x
D
, g˜
x
D )
x
D
is measurable for all g ∈ HL, and thus for all(
x
D
7→ g˜
x
D ) ∈ ∫
B
µxDHLxD dν
B
(x
D
);
therefore V is a well defined operator. Moreover, by the proof of Lemma 36
(V f, V g) =
∫
B
(
Vx
D
f
x
D
, Vx
D
g
x
D )
x
D
dν
B
(x
D
)
=
∫
B
(
f˜
x
D
, g˜
x
D )
x
D
dν
B
(x
D
) = (f, g),
so that V is unitary (it likewise follows from Lemma 21).
Again by Lemma 33 we have:
(V f, V g)∫
Jx
D
dν
B
(x
D
)
=
∫
B
(
Jx
D
f˜
x
D
, g˜
x
D )
x
D
dν
B
(x
D
)
=
∫
B
∫
D
(
JL
(
fD
)
x
,
(
gD
)
x
)
dµD([x]) dνB(xD )
=
∫
G/G1
(
JLfx , gx
)
dµD([x]) dνB(xD ) = (f, g)JL
which shows that V is Krein unitary.
Because by Lemma 20
Vx
D
UL,xD Vx
D
−1 = µ
x
D UL
x
D and Vx
D
JL,xD Vx
D
−1 = Jx
D
,
the rest of the Lemma is thereby proved. 
REMARK 11. By a mere renaming of points associated to the isomorphisms
B ∼= G1 : G2 ∼= X/G2 of measure spaces, e.g introducing VD = VxD , µD = µxD
and the measure ν0 as in Def. 4 we may rephrase Lemma 37 as follows. D 7→ VD
is a decomposition of a well defined operator
V =
∫
G1:G2
VD dν0(D) :
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HL =
∫
G1:G2
HLD dν0(D) V−→
∫
G1:G2
µ
D
HL
D
dν0(D) :
(
D 7→ fD
)
7→
(
D 7→ V
D
fD
)
.
The operator V is unitary and Krein-unitary between the Krein spaces( ∫
G1:G2
µ
D
HL
D
dν0(D) ,
∫
G1:G2
J
D
dν0(D)
)
and
( ∫
G1:G2
HLD dν0(D) ,
∫
G1:G2
JL,D dν0(D)
)
= (HL, JL);
and moreover:
V
(
G2
UL
)
V −1 = V
( ∫
G1:G2
UL,D dν0(D)
)
V −1 =
∫
G1:G2
µ
D
UL
D
dν0(D)
and
V
(
JL
)
V −1 = V
( ∫
G1:G2
JL,D dν
B
(x
D
)
)
V −1 =
∫
G1:G2
J
D
dν0(D).
DEFINITION 6. Let G1 and G2 be two closed subgroups of a separable locally
compact group G. Let B be any Borel section of G with respect to G1 and for
each x ∈ G let h(x) be the unique element of G1 such that h(x)−1 · x ∈ B.
Let µ be any quasi invariant measure µ on G/G1 and let ν be any pseudo-
image measure on (G/G1)/G2 of the measure µ under the quotient map πG/G1 :
G/G1 7→ (G/G1)/G2; so that:
µ =
∫
(G/G1)/G2
µC dν(C).
Let us call any measure ν0 on measurable subsets of the set G1 : G2 of all double
cosets admissible iff it is equal to the transfer of ν over to G1 : G2 by the natural
map (G/G1)/G2 ∋ C 7→ π−1(C) ∈ G1 : G2. Finally let x be any element of G
with π(x) ∈ C. We put µx for the measure on G2/Gx equal to the transfer of the
measure µC over to G2/Gx by the map G2/Gx ∋ [y] 7→ [xy] ∈ C ⊂ G/G1, where
Gx = G2 ∩ (x−1G1x) and where [·] denotes the respective equivalence classes.
Summing up we have just proved the following
THEOREM 13 (Subgroup Theorem). Let UL be the isometric representation
of the separable locally compact group G in the Krein space (HL, JL), induced by
the Krein-unitary representation L of the closed subgroup G1 of G and the quasi
invariant measure µ on G/G1 and the Borel section B of G with respect to G1.
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Then UL is independent to within Krein-unitary equivalence of the choice of B.
Let G2 be a second closed subgroup of G and suppose that G1 and G2 are regularly
related. For each x ∈ G consider the closed subgroup Gx = G2 ∩ (x−1G1x) and
let UL
x
denote the representation of G2 in the Krein space (HLx , Jx) induced
by the Krein-unitary representation Lx : η 7→ Lxηx−1 of the subgroup Gx in the
Krein space (HL, JL), where
(
J
x
g
)
t
= Lh(x·t)JLLh(x·t)−1
(
g
)
t
and with the inner
product in HLx and Krein-inner product in (HLx , J
x
) defined respectively by the
formulas
(f, g)
x
=
∫
G2/Gx
(
JL
(
J
x
f
)
t
,
(
g
)
t
)
dµx([t])
and
(f, g)
Jx
= (J
x
f, g)
x
=
∫
G2/Gx
(
JL
(
f
)
t
,
(
g
)
t
)
dµx([t]);
and with the quasi invariant measure µx on G2/Gx given by Def. 6. Then U
Lx
is determined to within Krein-unitary and unitary equivalence by the double
coset G1xG2 = s(x) to which x belongs and we may write U
L
D
= UL
x
, where
D = s(x). Finally UL restricted to G2 is a direct integral over G1 : G2 with
respect to any admissible (Def. 6) measure in G1 : G2, of the representations
UL
D
.
It may happen that all the component representations µ
x
D UL
x
D are bounded
and thus Krein-unitary, although UL is unbounded. In this case the norms∥∥µxD ULxD ∥∥
x
D
are unbounded functions of xD (resp. D). Unfortunately instead
of Jx
D
we cannot use any standard fundamental symmetry in µ
x
DHLxD :(
JL
x
D f˜
x
D
)
t
= L
x
D
hx
D
(t)JLL
x
D
hx
D
(t)−1
(
f˜
x
D
)
t
,
where hx
D
(t) ∈ Gx
D
is defined as in Sect. 12.2 by a regular Borel section Bx
D
of G2 with respect to the subgroup Gx
D
= G2 ∩ (xD−1G1xD ). A difficulty will
arise with this JL
x
D . Namely in general the norms
∥∥µxD ULxD ∥∥
x
D
are such that
the operator V would be unbounded with the standard fundamental symmetries
in µ
x
DHLxD .
It is important that in practical computations, e.g. with G equal to the
double covering of the Pouncare´ group, much stronger regularity is preserved, e.
g. the “measure product property” (see the end of Sect. 12.7), with the measur-
able sections B and B as differential sub-manifolds (if we discard unimportant
null subset), so that the function x 7→ h(x) and all the remaining functions –
analogue of (453) – associated to the measure product structure are effectively
computable together with the measures µ and ν0. This is important because
together with the theorem of the next Section give an effective tool for de-
composing tensor product of induced representations of the double cover of the
Poincare´ group in Krein spaces. Moreover the operator V of Lemma 37 and
Remark 11 is likewise effectively computable in this case.
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12.9 Kronecker product theorem in Krein spaces
Let µ1UL and µ2UM be Krein-isometric representations of the separable locally
compact group G induced from Krein-unitary representations of the closed sub-
groups G1 ⊂ G and G2 ⊂ G respectively. The Krein-isometric representa-
tion µ1UL ⊗ µ2UM of G is obtained from the Krein-isometric representation
µ1UL × µ2UM of G×G by restriction to the diagonal subgroup G of all those
(x, y) ∈ G × G for which x = y, which is naturally isomorphic to G itself:
G ∼= G, with the natural isomorphism (x, x) 7→ x. Thus by the natural iso-
morphism the representation µ1UL ⊗ µ2UM of G may be identified with the
restriction of the representation µ1UL × µ2UM of the group G×G to the diag-
onal subgroup G. By Theorem 12, µ1UL × µ2UM is Krein-unitary and unitary
equivalent to the Krein-isometric representation µ1×µ2UL×M of G×G induced
by the Krein-unitary representation L×M of the closed subgroupG1×G2. Thus
the Krein-isometric representation UL⊗UM of G is naturally equivalent to the
restriction of the Krein-isometric representation µ1×µ2UL×M of G × G to the
closed diagonal subgroup G. Thus we are trying to apply the Subgroup Theorem
13 inserting G×G for G, G for G2, and the subgroup G1×G2 ⊂ G×G for G1 in
the Subgroup Theorem. But the Subgroup Theorem is applicable in that way if
the subgroupsG1×G2 and G are regularly related. Mackey recognized that they
are indeed regularly related in G×G if and only if G1 and G2 are in G, pointing
out a natural measure isomorphism between the measure spaces (G1 ×G2) : G
and G1 : G2 of double cosets respectively in G × G and G. The isomorphism
is induced by the map G × G ∋ (x, y) 7→ xy−1 ∈ G. However his argumenta-
tion strongly depends on the finiteness of the quasi invariant measures in the
homogeneous spaces (G×G)/(G1×G2) and G/G1 which slightly simplifies the
construction of the σ-rings of measurable subsets in the corresponding spaces of
double cosets. Our proof that the map (x, y) 7→ xy−1 induces isomorphism of
the respective spaces of double cosets must have been slightly changed at this
point by addition of Lemma 32. The rest of the proof of Theorem 14 of this
Section follows from the Subgroup Theorem 13 in the same way as Theorem 7.2
from Theorem 7.1 in [102].
By the above remarks we shall show that the measure spaces (G1 ×G2) : G
and G1 : G2 of double cosets constructed as in Sect. 12.7 are isomorphic, with
the isomorphism induced by the map G × G ∋ (x, y) 7→ xy−1 ∈ G. Note first
of all that the indicated map sets up a one-to-one correspondence between the
double cosets in (G1×G2) : G and double cosets in G1 : G2, in which the double
coset (G1×G2)(x, y)G corresponds to the double coset G1xy−1G2. Moreover in
this mapping a set is measurable if and only if its image is measurable and vice
versa, a set is measurable if and only if its inverse image is measurable. Thus
it is an isomorphism of measure spaces. Indeed (x1, x2) and (x2, y2) go into the
same point of G under the indicated map if and only if they belong to the same
left G coset in G×G. Now by Lemma 32 of sect. 12.7 and by Lemma 1.2 of [102]
(equally applicable to left coset spaces) the indicated one-to-one map of double
coset spaces is an isomorphism of measure spaces. Thus the Subgrop Theorem 13
is applicable to µ1×µ2UL×M with L replaced by L×M , G replaced by G×G, G1
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replaced by G1×G2 and G2 replaced by G and the function G ∋ x 7→ h(x) ∈ G1
replaced by the function G×G ∋ (x, y) 7→ h(x, y) = (h1(x), h2(y)) ∈ G1 ×G2,
where the functions G ∋ x 7→ h
1
(x) ∈ G1 and G ∋ y 7→ h2(y) ∈ G2 correspond
to the respective Borel sections of G with respect to G1 and G2 respectively
used in the construction of the representations µ1UL and µ2UM (compare Sect.
12.2 and 12.5).
In order to simplify formulation of the upcoming theorem let us give the
following
DEFINITION 7. Let ν120 be the admissible measure on the set of double cosets(
G1 ×G2) : G in G×G
given by Def. 6, where we have used the product quasi invariant measure
µ = µ1 × µ2 on the homogeneous space
(
G × G)/(G1 × G2). Let us define
the measure ν12 on the space G1 : G2 of double cosets in G to be equal to
the transfer of ν120 by the map induced by G × G ∋ (x, y) 7→ xy−1 ∈ G. If
(µ1 × µ2)(x,y) is the quasi invariant measure on G/G(x,y) given by Def. 6 with
G(x,y) = G∩
(
(x, y)−1(G1×G2)(x, y)
)
then we define µx,y to be the transfer of the
measure (µ1 × µ2)(x,y) over to the homogeneous space G
/(
x−1G1x ∩ y−1G2y
)
by the map (x, x) 7→ x.
Now we are ready to formulate the main goal of this paper:
THEOREM 14 (Kronecker Product Theorem). Let G1 and G2 be regularly
related closed subgroups of the separable locally compact group G. Let L and
M be Krein-unitary representations of G1 and G2 respectively in the Krein
spaces (HL, JL) and (HM , JM ). For each (x, y) ∈ G × G consider the Krein-
unitary representations Lx : s 7→ Lxsx−1 and My : s 7→Mysy−1 of the subgroup
(x−1G1x) ∩ (y−1G2y) in the Krein spaces (HL, JL) and (HM , JM ) respectively.
Let us denote the tensor product Lx⊗My Krein-unitary representation acting in
the Krein space (HL⊗JM , JL⊗JM ), by Nx,y. Let UNx,y be the Krein-isometric
representation of G induced by Nx,y acting in the Krein space
(HNx,y , Jx,y),
where for each w ∈ HNx,y(
Jx,yw
)
s
=
(
Lh1(xs) JL Lh1(xs)−1
)⊗ (Mh2(ys) JM Mh2(ys)−1)(w)s ;
and with the inner product in Hilbert space HNx,y and the Krein-inner product
in the Krein space
(HNx,y , Jx,y) given by the formulas
(w, g)
x,y
=
∫
G
/(
x−1G1x ∩ y−1G2y
)
(
JL ⊗ JM
(
J
x,y
w
)
s
,
(
g
)
s
)
dµx,y([s])
and
(w, g)
Jx,y
= (J
x,y
w, g)
x,y
=
∫
G
/(
x−1G1x ∩ y−1G2y
)
(
JL ⊗ JM
(
w
)
s
,
(
g
)
s
)
dµx,y([s]),
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with the quasi invariant measure µx,y given by Def. 7. Then UN
x,y
is determined
to within Krein-unitary equivalence by the double coset D = G1xy
−1G2 to which
xy−1 belongs and we may write UN
x,y
= UD. Finally UL⊗UM is Krein-unitary
equivalent to the direct integral of UD with respect to the measure ν12 (Def. 7)
on G1 : G2.
 By the above remarks the Subgroup Theorem 13 is applicable to the
restriction of the representation µ1×µ2UL×M of G ×G to the subgroup G. By
this theorem, µ1×µ2UL×M restricted to G is a direct integral over the space of
double cosets135 (G1 ×G2)(x, y)G with exactly one representant (x, y) for each
double coset, of the representations U (L×M)
(x,y)
of the subgroup G. Each of the
representations U (L×M)
(x,y)
of G is induced by the Krein-unitary representation
(L×M)(x,y) : (s, s) 7→ (L×M)
(x,y)(s,s)(x,y)−1 = Lxsy−1⊗Mxsy−1 of the subgroup
G(x,y) = G∩
(
(x, y)−1(G1×G2)(x, y)
) ⊂ G in the Krein space (HL⊗HM , JL⊗
JM ). Moreover U
(L×M)(x,y) acts in the Krein space
(H(L×M)(x,y) , J
(x,y)
)
where
for each function w ∈ H(L×M)(x,y) we have(
J
(x,y)
w
)
(s,s)
= (L×M)h((x,y)·(s,s))JL×M (L×M)h((x,y)·(s,s))−1
(
w
)
(s,s)
= L×M)(h
1
(xs),h
2
(ys))JL×M (L ×M)(h
1
(xs)−1,h
2
(ys)−1)
(
w
)
(s,s)
=
(
Lh1(xs) JL Lh1(xs)−1
)⊗ (Mh2(ys) JM Mh2(xs)−1)(w)(s,s) .
The inner product inH(L×M)(x,y) and Krein-inner product in (H(L×M)(x,y) , J
(x,y)
)
are defined by
(w, g)
(x,y)
=
∫
G/G(x,y)
(
JL×M
(
J
(x,y)
w
)
(s,s)
,
(
g
)
(s,s)
)
d(µ1 × µ2)(x,y)([(s, s)])
=
∫
G/G(x,y)
(
JL ⊗ JM
(
J
(x,y)
w
)
(s,s)
,
(
g
)
(s,s)
)
d(µ1 × µ2)(x,y)([(s, s)])
and
(w, g)
J
(x,y)
= (J
(x,y)
w, g)
(x,y)
=
∫
G/G(x,y)
(
JL×M
(
w
)
(s,s)
,
(
g
)
(s,s)
)
d(µ1 × µ2)(x,y)([(s, s)])
=
∫
G/G(x,y)
(
JL ⊗ JM
(
w
)
(s,s)
,
(
g
)
(s,s)
)
d(µ1 × µ2)(x,y)([(s, s)]);
with the quasi invariant measure (µ1 × µ2)(x,y) on G/G(x,y) given by Def. 6.
135I. e. with (x, y) ranging over B1 ×B2 – the corresponding section of G×G with respect
to double cosets (G1 ×G2) : G.
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Now under the natural isomorphism (x, x) 7→ x transferring G onto G the
group G(x,y) = G ∩
(
(x, y)−1(G1 × G2)(x, y)
)
is transferred onto the subgroup
x−1G1x ∩ y−1G2y of G and the homogeneous space G/G(x,y) with the quasi
invariant measure (µ1 × µ2)(x,y) is transferred over to the homogeneous space
G
/(
x−1G1x ∩ y−1G2y
)
with the quasi invariant measure, which we denote by
µx,y. 
12.10 Krein-isometric representations induced by decom-
posable Krein-unitary representations
We say a family S of operators in a Hilbert space H is reducible by an idem-
potent P (i. e. a bounded operator P which satisfies the identity P 2 = P ),
or equivalently by a closed subspace equal to the range PH of P , in case
PUP = UP for all U ∈ S. We say the family S is decomposable in case
PU = UP for all U ∈ S. In this case the Hilbert space H is the direct sum of
closed subspaces H1 = PH and H2 = (I − P )H and every operator in S is a
direct sum of operators U1 and U2 with Ui acting in Hi, i = 1, 2. The closed
subspaces Hi, i = 1, 2, are orthogonal iff P is self adjoint. Moreover if (H, J)
is a Krein space, the closed subspaces Hi, i = 1, 2, are Krein-orthogonal iff the
idempotent P is Krein-self-adjoint: P † = P . Now the Krein-isometric represen-
tations UL inherit decomposability from decomposability of L. Namely for each
idempotent PL acting in the Krein space of the representation L we may define
a natural idempotent PL by the formula (PLf)x = PLfx for f ∈ HL provided
PL commutes with the representation L. Checking that P
L is well defined (with
measurable x 7→
( (
PLf
)
x
, υ
)
for each υ ∈ HL and
(
PLf
)
hx
= Lh
(
PLf
)
x
)
and that PL is a bounded idempotent is immediate. Moreover PL likewise
commutes with UL and is self-adjoint whenever PL is.
Thus in particular for the standard Krein-isometric representation we have
the following
THEOREM 15. Let H be a closed subgroup of the separable locally compact
group G. Let UL be the Krein-isometric representation of G acting in the Krein
space (HL, JL), induced by the Krein-unitary representation L of the subgroup
H, acting in the Krein space (HL, JL). Let for a measure space (R,RR,m) the
operators of the representation L and the fundamental symmetry JL be decom-
posable:
L =
∫
R
λ
L dm(λ) and JL =
∫
R
J
λ
L
dm(λ)
with respect to a direct integral decomposition
HL =
∫
R
H
λ
L dm(λ), (489)
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of the Hilbert space HL. Then
HL =
∫
R
HλL dm(λ) (490)
and all operators of the representation UL and the fundamental symmetry JL
are decomposable with respect to (490), i. e.
UL =
∫
R
Uλ
L
dm(λ) and JL =
∫
R
J
λ
L
dm(λ);
where Uλ
L
is the Krein-isometric representation in the Krein space
(HλL , JλL)
induced by the Krein-unitary representation
λ
L of the subgroup H, acting in the
Krein space
(H
λ
L, J
λ
L
)
.
 [Outline of the proof.] Let λ 7→ E(λ)L be the spectral measure associated
with the decomposition (489). Consider the direct integral decompositions
HL =
∫
R
HL(λ) dm(λ),
JL =
∫
R
JL(λ) dm(λ) and UL =
∫
R
UL(λ) dm(λ),
of HL, JL and UL, associated with the corresponding spectral measure λ 7→
E(λ)L and the same measure m. Using the vector-valued version of (477) and
the Fubini theorem one shows that HL(λ) = H
λ
L and the equalities of the
Radon-Nikodym derivatives
d
(
E(λ)LJLf , E(λ)Lg
)
dm(λ)
=
d
(
E(λ)LJλ
L
f , E(λ)Lg
)
dm(λ)
,
d
(
E(λ)LULf , E(λ)Lg
)
dm(λ)
=
d
(
E(λ)LUλ
L
f , E(λ)Lg
)
dm(λ)
,
for all f, g ∈ HL in the domain of UL, which means that JL(λ) = JλL and
UL(λ) = Uλ
L
.

Using the Dunford-Gelfand-Mackey [31, 52] (or more general [48, 96]) spec-
tral measures and corresponding decompositions, we could generalize the last
theorem keeping Krein self adjointness of the idempotents of the decomposition
of L just using Dunford or more general spectral measures), but abandoning
their commutativity with JL, and thus discarding their self-adjointness.
But in decomposition of the Krein-isometric induced representation restricted
to a closed subgroup as in the Subgroup Theorem (or respectively in decom-
position of the tensor product of Krein-isometric induced representations as in
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the Kronecker Product Theorem) we have encountered Krein-isometric induced
representations UL
x
in the Krein space (HLx , Jx) with the non-standard funda-
mental symmetry J
x
instead of the standard one JL
x
(respectively their tensor
product UN
x,y
acting in the tensor product Krein space
(HNx,y , Jx,y) = (HLx⊗
HMy , J
x
⊗J
y
)
). In this case for each idempotent PL acting in the representation
space (HL, JL) and commuting with Lx we could similarly define the correspond-
ing operator PL: (PLf)
x
= PLfx for f ∈ HL
x
. (Similarly we can define P
Nx,y
for each idempotent P
Nx,y
commuting with Nx,y.) However in this case with
non-standard fundamental symmetry
(
J
x
g
)
s
= Lh
1
(xs) JL Lh
1
(xs)−1
(
g
)
s
, g ∈
HLx (resp. (J
x,y
w
)
s
=
(
Lh
1
(xs) JL Lh1(xs)−1
) ⊗ (Mh
2
(ys) JM Mh2(ys)−1
)(
w
)
s
,
w ∈ HNx,y ) the operator PL (or PN
x,y
) is in general unbounded. Moreover PL
(resp. P
Nx,y
) is non self-adjoint in this case even if PL (resp. PNx,y ) is self-
adjoint. We hope the slightly misleading (unjustified) notation UN
x,y
will cause
no serious troubles.
Thus in particular the Theorem 15 (and its generalizations with Dunford-
Gelfand-Mackey spectral measure decompositions) cannot in general be imme-
diately applied to the representations UN
x,y
standing in the Kronecker Product
Theorem for the tensor product of  Lopuszan´ski representations of the double
covering G = T4sSL(2,C) of the Poincare´ group. But UN
x,y
as a Krein-
isometric representation of the semi-direct product G = T4sSL(2,C) defines
an imprimitivity system in Krein space (in the sense of Sect 12.4) which is con-
centrated on a single orbit. We then restore the form of the ordinary induced
representation to UN
x,y
by applying Theorem 11 of Sect. 12.4 but we need the
generalized version of this theorem with the finite multiplicity condition 3) dis-
carded and replaced with infinite uniform multiplicity. It follows that UN
x,y
is
equivalent to a standard Krein-isometric induced representation with the equiv-
alence given by a Krein-isometric operator which is nonsingular (unbo unded)
in the sense that its domain and image are dense core domains of the equiv-
alent representations. Then using the vector valued Fubini like theorem (eq.
476 of Sect. 12.7) we find explicit form of the standard induced representation.
We hope to present in a subsequent paper the full analysis of the component
representations UN
x,y
in the decomposition of tensor product of  Lopuszan´ski
representations.
The necessity of restoring the standard form of induced Krein-isometric rep-
resentation to the component Krein-isometric representations in the decomposi-
tion of tensor product of standard induced Krein-isometric representations is the
main difference in comparison to the Mackey theory of unitary induced represen-
tations. In case of the double covering G of the Poincare´ group this “restoring”
is quite elaborate, but effectively computable. The case of tensor products of
ordinary unitary induced representations may be rather effectively reduced to
the harmonic analysis on “small groups”136 Gχp = SU(2,C) or SL(2,R) (see
Sect. 12.4) and to the tensor products137 of Gelfand-Neumark representations
136For the harmonic analysis on SL(2,R) compare [76, 39, 40, 41].
137Computed in [120, 121, 122].
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of SL(2,C), with the help of the original Mackey’s Subgroup and Kronecker
Product Theorems for unitary induced representations. Indeed for tensor prod-
ucts of integer spin representations (for both versions of the energy sign) these
decompositions have indeed been computed by Tatsuuma [182]. Unfortunately
the paper [182] presents only the results without proofs, and some of the results
presented there are not correct, namely those under X).
REMARK 12. Because the representation of the translation subgroup T4 ⊂
T4sSL(2,C) in  Lopuszan´ski-type representation is equivalent to the representa-
tion of T4 in direct sum of several (four in case of the  Lopuszan´ski representa-
tion) representations of, say helicity zero, ordinary unitary induced representa-
tions of T4sSL(2,C), corresponding to the “light-cone orbit” in the momentum
space, and the representation of T4sSL(2,C) in the Fock space is the direct
sum of symmetrized/anitisymmetrized tensor products of one-particle represen-
tations, then investigation of the multiplicity of the representation of T4 in the
Fock space is reduced to the decomposition of tensor products of ordinary unitary
induced representations of T4sSL(2,C).
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