Recent counterexamples show that Harmonic Grammar (HG) error-driven learning (with the classical Perceptron reweighing rule) is not robust to noise and does not tolerate the stochastic implementation (Magri 2014, MS). This article guarantees that no analogous counterexamples are possible for proper Optimality Theory (OT) error-driven learners. In fact, a simple extension of the OT convergence analysis developed in the literature (Tesar and Smolensky 1998, Linguist. Inq., 29, 229-268; Boersma 2009, Linguist. Inq., 40, 667-686; Magri 2012, Phonology, 29, 213-269) is shown to ensure stochastic tolerance and noise robustness of the OT learner. Implications for the comparison between the HG and OT implementations of constraint-based phonology are discussed.
In constraint-based phonology, grammars differ in how they regulate the conflict among phonological constraints. According to Optimality Theory (OT; [28] ), grammars differ in how they prioritize the constraints into a ranking. According to Harmonic Grammar (HG; [17, 18, 30] ), grammars differ in how they weight the constraints when averaging their corresponding violation numbers. A (gradual) error-driven learner in OT or HG slightly re-ranks or re-weights the constraints whenever an error is detected on the current piece of data. 1 In a realistic learning setting, a fraction of the training data might have been corrupted by (production or transmission) noise ([12, p. 410] ; [11, p. 625] ; [6, pp. 66-67] ; [2] ). Various authors have also considered an implementation of error-driven learning which is called stochastic because the current ranking or the current weights are stochastically 'perturbed' at every iteration ( [3, 4, [6] [7] [8] [9] [10] 14] ).
Is the learner robust to noise or is it instead the case that a few pieces of noisy data can require a large number of updates to recover? Does the learner tolerate the stochastic implementation or is it instead the case that the stochastic component can disrupt efficient learning? Recent counterexamples show that the HG error-driven learner currently used in the literature (based on the Perceptron reweighing rule) is not robust to noise and does not tolerate the stochastic implementation ( [24] ). This article provides analytical guarantees that no analogous counterexamples are possible for a properly crafted OT error-driven learner. In fact, a simple twist of the OT convergence analysis 1 A gradual error-driven learner updates the current grammar only 'slightly', so that a single piece of data can trigger multiple consecutive updates because a single update does not necessarily suffice to make the current grammar consistent with that piece of data. A non-gradual learner instead performs updates large enough that the current grammar becomes instantaneously consistent with the current piece of data, so that no piece of data can trigger two consecutive updates. The non-gradual learner can be analysed as the gradual variant run on a training sequence where the same piece of data is fed to the learner multiple consecutive times, until it cannot trigger any further updates. For instance, Magri [21, section 3.7] reinterprets accordingly the non-gradual EDCD algorithm developed in [31] . The analysis of gradual error-driven learning thus trivially extends to the non-gradual variant. For this reason, I focus on the gradual implementation throughout the article.
Error-driven ranking algorithms
In this article, I focus on an implementation of error-driven learning in OT whereby the learner entertains a numerical representation of its current hypothesis on the target grammar ( [3, 4] ). Concretely, the OT error-driven learner assigns to each constraint C k a numerical ranking value θ k . These values are collected into a tuple θ = (θ 1 ,θ 2 ,...) called a ranking vector. The current ranking vector is updated as schematized in (1) . (1) To start, the current ranking values are initialized to some pre-defined values. For concreteness, I assume throughout that the current ranking values are all initialized to zero. The analyses reported in this article easily extend to arbitrary initial ranking values ( [31, appendix A.4] ; [21, appendix A] ). After initialization, the learner enters a loop that consists of three steps. At step (1a), the learner is fed a piece of data. At step (1b), the learner checks whether that piece of data is consistent with the current ranking vector. If consistency holds, the learner has nothing to learn from the current piece of data, loops back to step (1a) and waits for more data. If instead consistency fails, the learner takes action by updating the current ranking vector at step (1c), and then starts all over again. The rest of this section specifies the nature of the data fed at step (1a), the notion of consistency checked at step (1b), and the update rule used at step (1c).
At a minimum, the piece of data fed to the learner at step (1a) consists of a surface form y, say some form which is licit according to the phonotactics corresponding to the target grammar the learner is being trained on. In some applications, the corresponding underlying form x can be assumed to be provided as well. In other applications instead, the learner needs to be endowed with an additional subroutine to reconstruct the underlying form. Yet, the analyses reported in this article are independent of the subroutine for the choice of the underlying form x, which I thus assume to be provided in some arbitrary way along with a surface form y at step (1a). The mapping (x,y) of the underlying form x to the surface form y must, therefore, beat the mapping (x,z) of x to any other loser candidate z (loser candidates are stricken out as a mnemonic) according to the target grammar the learner is being trained on. The learner needs to focus on one such loser candidate z. Usually, this loser candidate is chosen through a proper subroutine. Yet, the analyses reported in this article are independent of the subroutine for the choice of the loser form z, which I thus assume to be provided in some arbitrary way at step (1a) as well. In the end, the piece of data fed to the learner at step (1a) consists of a comparison triplet (x,y,z) which pits an intended winner candidate y against an intended loser candidate z relative to an underlying form x.
At step (1b), the learner checks whether the current ranking vector is consistent with the current comparison triplet (x,y,z). That triplet partitions the constraints into three types: the winner-preferring constraints, which assign less violations to the winner mapping (x,y) than to the loser mapping (x,z); the loser-preferring constraints, which instead assign less violations to the loser mapping (x,z) than to the winner mapping (x,y); and the even constraints, which assign the same number of violations to the two mappings. A constraint C k which is loser-preferring relative to the current triplet is called undominated relative to the current ranking vector θ = (θ 1 ,θ 2 ,...) provided its current ranking value θ k is at least as large as the largest current ranking value among the winner-preferring constraints, as stated in (2), where W stands for the set of winner-preferring constraints.
The current triplet is consistent with the current ranking values provided there exist no undominated loser-preferring constraints; if any exists, consistency fails.
If consistency fails, the current ranking vector θ needs to be updated at step (1c). The update should move the learner closer to the aim of making any loser-preferring constraint dominated. The update thus consists of two operations. On the one hand, the update demotes each undominated loser-preferring constraint C k by decreasing its ranking value θ k by a small demotion amount, so that the left-hand side of (2) becomes smaller. On the other hand, the update promotes each winnerpreferring constraint C h by increasing its ranking value θ h by a small promotion amount, so that the right-hand side of (2) becomes larger ( [31] ; [4, p. 323-327] ; [21] ). The actual sizes of the promotion and demotion amounts do not matter, only their ratio does. The demotion amount is thus set equal to 1 for concreteness while the promotion amount is allowed to take on an arbitrary value, leading to the update rule (3).
(3) a. Decrease by 1 the ranking value of each undominated loser-preferring constraint.
b. Increase the ranking value of each winner-preferring constraint by a certain promotion amount.
The promotion amount in (3b) is allowed to be null, in which case the learner only performs constraint demotion and no promotion (see below for an example). The learner is said to converge provided it only performs a finite number of updates. This means that it eventually settles on a final ranking vector θ = (θ 1 ,θ 2 ,...) whereby the loser-preferring constraints of each triplet are dominated and consistency is thus ensured. Consider any constraint ranking which respects the order implicitly defined by the relative size of the final ranking values, in the sense of condition (4) . This condition says that, if a certain constraint has a larger final ranking value than some other constraint, the former is ranked on top of the latter by the ranking . If instead the two constraints have the same final ranking value, then the ranking can split the tie either way.
Since the final ranking vector θ is consistent with any training triplet and since the constraint ranking respects the final ranking vector, the constraint ranking must rank a winner-preferring constraint on top of every loser-preferring constraint for any training triplet. This conclusion means in turn that the OT grammar corresponding to that constraint ranking ensures that the winner candidate y beats the loser candidate z relative to the underlying form x for any training triplet (x,y,z). The learner has, therefore, managed to learn a constraint ranking which accounts for all the training data. For this reason, the learner just described is called an error-driven ranking algorithm (EDRA) for OT.
Let me close this section with a concrete example. Suppose that the constraint set consists of just three constraints: a markedness constraint M = * [+voice, −sonorant] against voiced obstruents together with general and positional faithfulness constraints F gen = Ident[voice] and F pos = Ident[voice]/onset for voicing. Suppose that the learner is trained on the two comparison triplets (5) and (6) , which sort the constraints into winner-preferring, loser-preferring, and even as indicated. These training data provide evidence that obstruent voicing is neutralized in coda but not onset position. Ranking vectors consist of three rankings values, with the convention that the first value corresponds to the constraint F pos , the second to M, and the third to F gen . Suppose that the EDRA adopts the reranking rule (3) with the promotion amount always set equal to zero for concreteness. The complete learning dynamics is described in (7).
(7)
At the first iteration, the EDRA can receive either of the two training triplets. For concreteness, suppose it receives the triplet (/da/, [da], [ta]), as in the upper path of (7) . Since that triplet is not consistent with the initial ranking vector (the loser-preferring constraint M is undominated), the EDRA demotes by 1 the ranking value of the undominated loser-preferrer M. At the next iteration, the EDRA can again receive either of the two training triplets. Since the current ranking vector is already consistent with the triplet (/da/, [da], [ta]), no update is performed until the EDRA is fed the triplet (/rad/, [rat], [rad]) instead. Since the latter triplet is not consistent with the current ranking vector, the EDRA demotes by 1 the ranking value of the currently undominated loser-preferrer F gen . And so on.
No matter the training sequence, the current raking vector entertained after three updates is consistent with both training triplets. Learning thus ceases and converge holds. The final ranking vector in (7) assigns the largest ranking value to constraint F pos , an intermediate value to M, and the smallest value to F gen . There is therefore a unique constraint ranking that respects the relative size of the final ranking values, namely the one in (8a). This constraint ranking indeed makes the winner in the two triplets beat the corresponding loser according to OT, as shown by the tableaux in (8b).
b.
At convergence, the EDRA has thus succeeded at finding a solution (8a) to the problem of learning an OT grammar which accounts for the training data.
Review of the theory of EDRAs' convergence
Consider again the example illustrated at the end of the preceding section. Constraint F pos is ranked at the top of the target ranking (8a) and its ranking value never goes below 0 in the learning dynamics (7) . In fact, constraint F pos can be ranked at the top only because it is never loser-preferring according to the training triplets (5)- (6) and, therefore, never demoted from its initial ranking value equal to zero. Constraint M is ranked next in the target ranking (8a) and its ranking value never goes below −1 in the learning dynamics (7). In fact, M can be ranked second because it is only loser-preferring relative to the comparison triplet (/da/, [da], [ta]) where the top-ranked constraint F pos is winner-preferring. In order for that triplet to trigger an update, its loser-preferring constraint M must be undominated, namely must be currently ranked above the winner-preferrer F pos . Since the ranking value of F pos is always zero, M can only be demoted when its current ranking value is zero. Hence, M cannot ever make it below −1. Finally, constraint F gen is ranked third according to the target ranking (8a) and its ranking value never goes below −2 in the dynamics (7) . In fact, F gen needs to be ranked third because it is loser-preferring relative to the comparison triplet (/rad/, [rat], [rad]) whose winer-preferrer M is ranked second. In order for this triplet to trigger an update, its loser-preferring constraint F gen must be undominated, namely must be currently ranked above the winner-preferrer M. Since the ranking value of M can only drop down to −1, F gen can only be demoted when its current ranking value is equal to 0 or to −1. Hence, F gen cannot ever make it below −2. This reasoning holds in complete generality: if the EDRA is trained on triplets that are consistent with a ranking that assigns a certain constraint to the k-th slot, the ranking value of that constraint can never become smaller than −(k −1), as stated in the following Lemma 1 (due to [31] ; see also [5] ). The proof is recalled in Appendix A for completeness.
Lemma 1
Suppose that an EDRA is trained on a sequence of comparison triplets consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). The ranking value θ k of constraint C k entertained by the EDRA at an arbitrary iteration can be bounded as follows:
so that the sum of the current ranking values can be bounded as follows:
where n is the total number of constraints.
The promotion component (3b) of the re-ranking rule promotes the winner-preferring constraints by a certain promotion amount, which can be null or positive. Express the promotion amount as in (11) , namely as the inverse of the number of winner-preferring constraints, scaled by a (non-negative) constant. This constant thus calibrates the promotion amount on the number of winner-preferring constraints, and it is, therefore, called the calibration constant. It can be zero, in which case the promotion amount is null and the learner performs no constraint promotion. The loser-preferring constraint M is demoted by 1. Furthermore, each of the two winner-preferring constraints F pos and F gen is promoted by half of the calibration constant according to (11) . In the end, the sum of the current ranking values is decreased by subtracting 1 (because of the demotion) and increased by adding the calibration constant (because of the two promotions each equal to half the calibration constant). Because of the shape (11) of the promotion amount, this conclusion holds in the general case: any update modifies the sum of the current ranking values by an amount equal to (calibration−1). Since the initial ranking values are equal to zero, the sum of the current ranking values after a certain number of updates can be bounded as in (12) . To illustrate, consider the run (7), corresponding to a null promotion amount, namely one with the shape (11) with the calibration constant equal to zero. In that case, (12) says that the sum of the current ranking values after T updates cannot be larger than −T . And that is indeed the case: the sum of the current ranking values after T = 1 updates is equal to −1; after T = 2 updates, it is equal to −2; and after T = 3 updates at the end of the run, it is equal to −3.
Suppose that the constant in the numerator of (11) used to calibrate the promotion amount is strictly smaller than 1. Hence, the coefficient (calibration−1) which appears in (12) is strictly negative. In that case, the two inequalities (10) and (12) can be combined into the bound on the number of updates stated in (13) (due to [31] for the demotion-only case and extended to a non-null promotion amount in [20, 21] ). This bound grows slowly (quadratically) with the number n of constraints. It thus ensures that the EDRA converges and that converge is efficient when the number of errors is compared with the number of constraints which need to be ranked.
Theorem 1
Express the promotion amount in terms of the number of winner-preferring constraints through a calibration constant, as in (11) . If the calibration constant is strictly smaller than 1, the EDRA converges: whenever trained on comparison triplets consistent with some OT grammar, the number of updates can be bounded as follows (13) Number of updates ≤ 1 2
If the calibration constant is equal to 1, the learner converges but efficiency is lost: it is possible to construct cases where the number of updates grows exponentially with the number of constraints ( [21] ). If the calibration constant is larger than 1, convergence is lost as well: it is possible to construct cases where the number of updates is infinite ( [26] ). We have thus obtained a sufficient and necessary characterization of EDRA's efficient convergence in terms of the condition that the calibration constant be strictly smaller than 1.
Stochastic tolerance
The implementation of error-driven learning considered so far is called deterministic, to distinguish it from the stochastic implementation. The two implementations only differ because of which loserpreferring constraints count as undominated. In the case of the deterministic EDRA, a loser-preferring constraint C k is undominated relative to the current ranking values θ 1 ,θ 2 ,... if it satisfies condition (2). In the case of the stochastic EDRA, it counts as undominated if it satisfies the alternative condition (14) , where the values 1 , 2 ,... are sampled at every iteration independently of each other according to an arbitrary but fixed underlaying distribution ( [3, 4, [6] [7] [8] [9] [10] 14] ).
The stochastic condition (14) coincides with the original condition (2) only applied not to the current ranking values θ 1 ,θ 2 ,... but to their stochastic counterpart θ 1 + 1 ,θ 2 + 2 ,.... In other words, the original condition (2) checked by the deterministic EDRA declares a loser-preferring constraint C k undominated provided its current ranking value θ k is not smaller than the current ranking value θ h of some winner-preferring constraint C h . The alternative condition (14) checked by the stochastic EDRA declares a loser-preferring constraint C k undominated provided its stochastic ranking value θ k + k is not smaller than the stochastic ranking value θ h + h of some winner-preferring constraint C h . The stochastic EDRA can make more errors than the deterministic one, because the stochastic component can derail the learner away from the most straightforward learning path. The worst case number of errors made by the stochastic EDRA can thus be expressed as the sum of two terms. The first term (15a) is the number of errors made by the deterministic EDRA, which measures the difficulty of error-driven learning. The second term (15b) is the number of additional errors made by the stochastic EDRA, which measures the slowdown due to the stochastic implementation. Do EDRAs tolerate the stochastic implementation? In other words, is the number (15b) of additional errors finite so as not to disrupt convergence? Is it furthermore small enough not to disrupt efficiency? This section provides a positive answer to these questions and thus concludes that error-driven learning in OT tolerates the stochastic implementation.
Consider a constraint C k which is loser-preferring according to the current comparative triplet. The deterministic and the stochastic definitions (2) and (14) of undominatedness are repeated for comparison in (16a) and (16b), respectively, slightly rearranged. The value which appears on the right-hand side of (16b) is the difference = k − H between the stochastic value k corresponding to the loser-preferring constraint C k minus the stochastic value H corresponding to the winnerpreferring constraint C H which has the largest stochastic ranking value among winner-preferrers,
The deterministic condition (16a) and the stochastic condition (16b) only differ because zero on the right-hand side of the former has been replaced in the latter by a certain value . The latter value could be different from zero. Yet, assume that the stochastic values 1 , 2 ,... have been sampled according to a distribution bounded between − and + , for some threshold . Then, the right-hand side of (16b) cannot be much different from zero, since it is the difference between two stochastic values which are in turn bounded between − and + . Since the deterministic and stochastic implementations only differ for the definition of undominatedness and since the two definitions are very similar, Lemma 1 for the deterministic EDRA extends to the following analogous Lemma 2 for the stochastic EDRA. The two lemmas only differ because of the additional term (17b) in the bound on the current ranking values entertained by the stochastic EDRA. This additional term is intuitively due to the fact that the stochastic EDRA might happen to demote loserpreferring constraints which, although undominated relative to the stochastic condition (14)/(16b), are nonetheless not undominated relative to the original deterministic condition (2)/(16a). In the worst case, the stochastic EDRAs can thus demote the constraints further down. The proof of Lemma 2 is a straightforward variant of Tesar and Smolensky's proof of Lemma 1, and is provided in Appendix B for completeness.
Lemma 2
Suppose that a stochastic EDRA is trained on a sequence of comparison triplets consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). Suppose furthermore that the stochastic values k are always bounded between − and + , for some threshold ≥ 0. The ranking value θ k of constraint C k entertained by the stochastic EDRA at an arbitrary iteration can be bounded as follows:
The inequality (12) used in the analysis of the deterministic EDRA was independent of the definition of undominatedness and instead only followed from the choice of a promotion amount that depends on the number of winner-preferring constraints through a calibration constant as in (11) . Since the difference between the deterministic and the stochastic EDRA only concerns the notion of undominatedness, the inequality (12) extends straightforwardly to the stochastic case. Combining the latter inequality (12) with the inequality (18) provided by the lemma yields the bound (19) on the number of updates performed by the stochastic EDRA.
Theorem 2
Assume that the stochastic values 1 , 2 ,... are always bounded between − and + , for some threshold ≥ 0. Express the promotion amount in terms of the number of winner-preferring constraints through a calibration constant, as in (11) . If the calibration constant is strictly smaller than 1, the stochastic EDRA converges: whenever trained on comparison triplets consistent with some OT grammar, the number of updates can be bounded as follows (19) Number of updates ≤ 1 2
where n is the total number of constraints that the stochastic EDRA re-ranks.
The error bound (19) has the expected shape (15) : the term (19a) coincides with the error bound (13) for the deterministic EDRAand the term (19b) thus expresses the number of additional errors due to the stochastic implementation. This additional term (19b) grows slowly (quadratically) with the number n of constraints. 4 Theorem 2 thus guarantees that EDRAs tolerate the stochastic implementation. The additional term (19b) in the error bound is due to the additional term (17b) in the lower bound on the current ranking values.
Theorem 2 holds under the assumption that the stochastic values k are deterministically bounded between − and + for some threshold which in turn appears in the bound (19) . The literature instead usually assumes that these stochastic values k are sampled according to a Gaussian distribution with zero mean and small variance ( [3, 4, 6] ). This assumption allows the stochastic values k to be smaller than − or larger than + . Yet, it still guarantees that the stochastic values k are bounded between − and + with large probability. 5 Theorem 2 thus holds also when the stochastic values k are sampled according to a Gaussian distribution, although it holds not deterministically but only with high probability (a probability which in turn depends on the threshold used in the bound).
The choice between a Gaussian distribution and one bounded between − and + has little implications not only from the computational but also from the modelling perspective. The simplest bounded distribution is the uniform distribution U(− ,+ ), whose probability density function is plotted in (20a): it is constant between − and + and equal to zero elsewhere. This uniform distribution is quite different from a Gaussian distribution. Yet, the difference k − h between two uniform random variables h , k is distributed according to the triangular probability density function plotted in (20b): it is largest at zero, decreases linearly, and is zero at the left of −2 and at the right of 2 . Crucially, the stochastic values k never enter into the definition of the algorithm individually, but only through the difference = k − H which appears on the right-hand side of the definition (16b) of stochastic undominatedness. It is the distribution of which matters for the modelling predictions of the learner, not the distribution of the individual values k . Assuming that the individual values k have a uniform distribution ensures that the difference has a triangular distribution, which is very close to the Gaussian distribution.
In conclusion, this section has established that error-driven learning in OT tolerates the stochastic implementation. This conclusion is best appreciated through comparison with error-driven learning in the related framework of HG, based on the Perceptron reweighing rule (or a truncated variant thereof, which ensures that the weights are non-negative; [25] ). Magri [24] shows that this HG error-driven learner does not tolerate the stochastic implementation. In fact, the number of additional errors due to the stochastic component can grow so fast with the number of constraints that a counterexample with just 10 constraints is shown to force the HG stochastic learner to make over 1 million additional errors. On that same test case, the stochastic OT learner is instead reported to make less than 150 additional errors. This sharp contrast between the HG and the OT learners holds despite the fact that the violation profiles in these counterexamples have been chosen in such a way that the HG and OT typologies explored by the two learners exactly coincide. Theorem 2 backs up the positive OT simulation results with formal guarantees: it says that the OT mode of constraint interaction has special formal properties that support the stochastic implementation, as opposed to the HG mode of constraint interaction.
Noise robustness
So far, I have assumed that the learner is trained on a sequence of pristine comparative triplets all consistent with some ranking (vector). A more realistic learning setting needs instead to allow for 5 In fact, the probability that a value k sampled according to the normal distribution with variance σ lies between − and + can be expressed as erf ( /(σ √ 2)). The function erf (x) is very close to 1 already for small values of x (for instance, erf (3.5) = 0.999999).
the possibility that a fraction of the training data could have been corrupted by transmission noise or speech errors, leading to training triplets which are inconsistent with the pristine ones ( [12, p. 410 [2] ). No assumptions are made here on the corrupted comparative triplets apart from there being only a finite number of them. Indeed, if an infinite number of corrupted triplets were allowed, the worst case number of errors would always be infinite: whenever the learner rested on a current ranking vector, we could prompt it to perform yet another update by maliciously crafting a proper piece of corrupted data. The corrupted training triplets make the learning problem harder ([22, section 2]) and might force the learner to make more errors. In other words, the number of errors made by the learner on a possibly corrupted training sequence can be expressed as the sum of two terms. The first term (21a) is the number of errors that would have been made on the sequence of pristine data with the corrupted data removed. The second term (21b) is the number of additional errors due to the corrupted data. Are EDRAs robust to nose? In other words, is the number of additional errors (21b) due to the noise corrupted data small enough not to disrupt efficiency? This section provides a positive answer to this question and thus concludes that error-driven learning in OT is robust to noise. It is only for simplicity that the analysis of the noisy learning setting is limited to the deterministic EDRA in this section. In fact, the analysis could be easily combined with the analysis of the stochastic EDRA in the preceding section, yielding error bounds for the stochastic EDRA in the noisy setting. Lemma 1 for the noise-free setting extends to Lemma 3 for the noisy setting. The two lemmas only differ because of the additional term (22b) in the bound on the current ranking values entertained by the EDRA. The latter additional term is intuitively due to the fact that constraint C k is demoted not only by the pristine but also by the corrupted triplets. The amount of demotion caused by the pristine triplets can be bounded independently of their number, through the assumption that they are consistent, leading to the term (3a). The amount of demotion caused by the corrupted triplets can only be bounded through the only assumption we have on those triplets, namely that there is only a finite number δ h of them which can demote a generic constraint C h , leading to the term (3b). The proof of lemma 3 is a straightforward variant of Tesar and Smolensky's proof of lemma 1, and is provided in Appendix C for completeness.
Lemma 3
Suppose that the EDRA's training sequence consists of both pristine and corrupted training triplets. The pristine triplets are all consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). The corrupted triplets are instead inconsistent with this ranking C 1 C 2 ... C k ... and thus count as noise. Assume that the training sequence contains only a finite number of these corrupted triplets (while the pristine triplets can be infinite in number), and let δ h be the number of corrupted triplets in the training sequence where constraint C h is loser-preferring. The current ranking value θ k of constraint C k entertained by the deterministic EDRA at an arbitrary iteration can be bounded as follows:
where n is the number of constraints and δ is the number of corrupted triplets in the training sequence.
The inequality (12) used in the analysis of the noise-free setting follows from the fact that the sum of the current ranking values decreases by (calibration−1) with each update. That follows in turn from the definition of the re-ranking rule (3) and in particular from the choice of a promotion amount with the form (11) . In other words, the inequality (12) holds no matter whether the update has been triggered by a pristine or by a corrupted triplet and, therefore, extends to the noisy learning setting considered here. The two inequalities (23) and (12) can then be combined into the error bound (24) .
Theorem 3
Express the promotion amount in terms of the number of winner-preferring constraints through a calibration constant, as in (11) . If the calibration constant is strictly smaller than 1, the deterministic EDRA converges also in the noisy learning setting: when trained on a sequence of pristine triplets consistent with some OT grammar interspersed with a finite number δ of corrupted triplets inconsistent with the pristine ones, the number of updates can be bounded as follows:
(24) Number of updates ≤ 1 2
where n is the number of constraints.
The error bound (24) has the expected shape (21): the term (24a) coincides with the error bound (13) for the noise-free setting and the term (24b) thus expresses the number of additional errors due to the corrupted training data. The latter term (24b) is in turn the product between the number δ of corrupted data times a factor which thus quantifies the amount of disruption caused by each corrupted piece of data. This additional term (24b) grows slowly (quadratically) in the number n of constraints (and only linearly in the number δ of corrupted data). Theorem 3 thus guarantees that the EDRA is robust to noise. This conclusion is best appreciated through comparison with error-driven learning in the related framework of HG, based on the Perceptron reweighing rule (or a truncated variant thereof, which ensures that the weights are non-negative; [25] ). Magri [24] shows that this HG error-driven learner is not robust to noise. In fact, the number of additional updates needed to recover from a single faulty update triggered by a single noise corrupted triplet can grow so fast with the number of constraints that a counterexample with just 10 constraints is shown to require the HG learner to make over 30,000 additional updates in order to recover from a single faulty update. On that same test case, the OT learner makes only nine additional updates to recover from the faulty update triggered by that piece of noisy data. This sharp contrast between the HG and the OT learners hold despite the fact that the violation profiles in these counterexamples have been chosen in such a way that the HG and OT typologies explored by the two learners exactly coincide. Theorem 3 backs up the positive OT simulation results with formal guarantees: it says that the OT mode of constraint interaction has special formal properties that support error-driven learning also in a realistically noisy learning setting, as opposed to the HG mode of constraint interaction.
Dependence of the error bounds on the promotion amount
The three error bounds (13), (19) and (24) have so far been discussed from the perspective of their dependence on the number n of constraints. These error bounds also depend on the constant used to calibrate the promotion amount through (11) . This calibration constant is bounded between 0 (included) and 1 (excluded). It enters into the error bounds through the multiplicative factor 1/(1−calibration). This factor is equal to 1 when the calibration constant is smallest (namely equal to 0) and goes to infinity as the calibration constant grows (and approaches 1). In other words, the error bounds are optimal (namely smallest) when the calibration constant is null and the EDRA thus performs only constraint demotion but no constraint promotion. The error bounds get worse (namely larger) as the calibration constant grows closer to the forbidden threshold of 1 and the EDRA thus performs more and more constraint promotion. Is the growth of the error bound with the calibration constant due to a weakness of the analysis? In the sense that an improved (namely smaller) bound is possible for the promotion/demotion learner? Or is it indeed the case that constraint promotion indeed slows down the learner in the general case? This section addresses this question.
Consider again the example presented at the end of section 1. The EDRA was trained on the two comparative triplets (/da/, [da], [ta]) and (/rad/, [rat], [rad]) described in (5) and (6) . And it had to re-rank the three constraints F pos , M, and F gen . The comparative triplets sort the constraints into winner-and loser-preferring constraints as summarized in the matrix (25) . This matrix has two rows, corresponding to the two triplets. It has three columns, corresponding to the three constraints. The entries of the matrix are w's or l's, depending on whether the corresponding constraint is winner-or loser-preferring relative to the corresponding triplet (even constraints correspond to blank entries). In order to compute the learning dynamics (7), we do not really need to know the identity of the underlying/winner/loser forms in each triplet or the definition of the constraints. The abstract matrix (25) of w's and l's suffices, as the consistency condition checked by the EDRA at step (1b) and the re-ranking operation executed at step (1c) are entirely defined in terms of winner-and loserpreferring constraints. In general, a test case for the EDRA can thus be described without spelling out the triplets and the constraints, simply through a matrix whose rows correspond to implicit triplets, whose columns correspond to implicit constraints, and whose entries are w's and l's and thus specify the winner-or loser-preferring constraints. Each row of the matrix is called an elementary ranking condition (ERC; [27] ).
Pater [26] considers ERC matrices with n columns and n−1 rows which consist of a diagonal layer of w's, followed by a layer of l's, followed by another layer of w's. To illustrate, Pater's matrices (P-matrices) corresponding to n = 4,5,6 constraints are listed in (26) .
I plot in (27) the average number of errors made by the EDRA over ten runs on P-matrices corresponding to 5, 10, 15, 20 and 25 constraints. I consider four choices of the calibration constant, namely 0, 0.5, 0.7 and 0.9. See Appendix D for simulation results.
The plot shows that the number of errors made by the EDRA on P-matrices increases with the calibration constant and thus with the amount of constraint promotion performed: the number of errors is smallest for a null and a small calibration constant equal to 0.5; the number of errors is larger for a calibration constant equal to 0.7; it is largest for a calibration constant which is equal to 0.9 and thus approaches the forbidden threshold of 1. These simulation results show that the error-bound for the promotion/demotion learner cannot but be worse than the error-bound for the demotion-only learner in the general case. These simulation results (27) can be interpreted as follows. Consider the ERC matrices obtained from the P-matrices by stripping the rightmost layer of w's, boldfaced in (26). Riggle [29] calls the resulting matrices diagonal (D-matrices). To illustrate, the D-matrices corresponding to n = 4,5,6 constraints are listed in (28) .
The D-matrix with n constraints is the sparsest matrix (namely, the one with the largest number of blank entries) which requires the ranking C 1 C 2 ... C n . The D-and P-matrices differ because the latter has an additional layer of w's. These additional w's are irrelevant, as they do not contribute anything to consistency: the P-matrix is only consistent with the ranking C 1 C 2 ... C n , just as the D-matrix is. A demotion-only EDRA converges fast because it performs no constraint promotion and it is, therefore, insensitive to these additional irrelevant w's. An EDRA that performs both promotion and demotion converges more slowly because it is sensitive to the additional layer of irrelevant w's and it is, therefore, fouled around by them. Because of cases such as the P-matrix which have lots of irrelevant and distracting w's, error bounds for an EDRA which performs promotion as well as demotion cannot but be larger (namely worse) than the bounds for the demotion-only EDRA.
Yet, what about cases where all the w's are relevant to consistency? Does an EDRA which performs constraint promotion have an advantage in this case over the EDRA which only performs constraint demotion? To address this question, consider the anti-Pater ERC matrices (antiP-matrices) obtained from the D-matrices by adding a layer of additional w's at the left of the w's, rather than at the right of the l's as in the P-matrices. To illustrate, antiP-matrices corresponding to n = 4,5,6 constraints are listed in (29) , with the additional w's boldfaced.
The additional w's of antiP-matrices crucially contribute to consistency (contrary to the additional w's of P-matrices). In fact, D-matrices (as well as P-matrices) are only consistent with the ranking C 1 C 2 ... C n . While the additional w's ensure that antiP-matrices are consistent with any ranking which satisfies the ranking conditions (30) , which subsume C 1 C 2 ... C n as a special case (I am assuming for concreteness that the number n of constraints is odd). Consider, for instance, constraint C 3 . In the case of the D-matrix and the P-matrix, constraint C 3 needs to be ranked underneath constraint C 2 which is in turn ranked underneath C 1 . In the case of the antiP-matrix instead, it suffices to rank C 3 underneath C 1 because of the additional leftmost w corresponding to the second row of the antiP-matrix. (31)
The plot shows that the number of errors made by the EDRA on antiP-matrices is largest when the calibration constant is equal to zero and the EDRA thus performs no constraint promotion; and it decreases as the calibration constant increases and the EDRA thus performs more and more constraint promotion. The simulation results (31) obtained for antiP-matrices are thus opposite to the simulation results (27) obtained for P-matrices. Let me take stock. This section has started by looking at the case where lots of winner-preferring constraints are 'irrelevant' because they do not contribute to consistency, illustrated by P-matrices. The simulation results (27) on P-matrices show that constraint promotion is detrimental in this case, because the promotion component makes the EDRA sensitive to the irrelevant information. These simulation results make sense of the fact that the available error bounds get worse as the calibration constant increases and the EDRA thus performs more constraint promotion. This section has then proceeded to look at the complementary case where the winner-preferring constraints are all relevant as they all contribute to consistency, illustrated by antiP-matrices. The simulation results (31) on antiP-matrices show that constraint promotion affords a speed-up in this case. These simulation results thus suggest that one might be able to derive an error bound specialized to this case which is better for the promotion/demotion than for the demotion-only EDRA, contrary to the general error bound. At the current stage, I am not able to provide a specialized error-bound for antiP-matrices with such a property. I can nonetheless provide a result slightly weaker than that: fact 1 provides an error-bound (32) for the promotion-demotion EDRA on antiP-matrices which is, if not better, at least as good as the bound for the demotion-only learner. The simulation results in (31) with the calibration constant equal to zero show that this bound (32) is tight (namely cannot be improved) for the demotion only-case.
Fact 1
Express the promotion amount in terms of the number of winner-preferring constraints through a calibration constant, as in (11) . Assume that the calibration constant is strictly smaller than 1. The number of updates made by this EDRA when trained on the antiP-matrix (29) can be bounded as follows:
(32) Number of updates ≤ 1
Appendix E provides a proof of this fact through a new line of analysis which bounds directly the numbers of updates triggered by each training triplet, whose sum yields the total number of errors.
Conclusions
A crucial architectural question in constraint-based phonology concerns the choice between the OT and HG modes of constraint interaction. At first sight, this might look like a typological issue: the choice between HG and OT should depend on their match with the actual typology of (attested and allegedly possible) natural language phonologies. Unfortunately, the problem of determining the proper mode of constraint interaction is unlikely to be settled on a purely typological basis. Let me make the nature of the difficulty explicit with a concrete example. Levelt et al. [19] report acquisition data where Dutch learning children go through stages where they allow for single marked structures while doubly marked structures lag behind. For instance, they allow syllables with complex codas and allow syllables with complex onsets but do not allow syllables with both complex edges. Do these intermediate acquisition stages provide evidence for the claim that child language displays gang-up effects and, therefore, requires HG over OT? The answer to this question is delicate. In fact, although standard OT does not capture these gang-up effects (with standard constraints for syllable types), Jäger and Rosenbach [16] show that the addition of a stochastic component allows OT to model gang-up effects in special configurations. Building on this observation, Jarosz [13] indeed shows that stochastic OT is able to model the gang-up effects reported in Levelt's child data. How can we adjudicate between the HG and the stochastic OT accounts of these gang-up effects? Since descriptive adequacy is not likely to adjudicate between the OT and HG implementations of constraint-based phonology, various researchers have complemented descriptive with explanatory adequacy. The idea is to evaluate the two frameworks apart from their typological predictions, by distilling their algorithmic implications for modelling the production perception and acquisition of phonology. For instance, Riggle [29] and Bane et al. [1] compare the two frameworks from the perspective of learning-theoretic complexity measures such as their VC-dimension; Magri [23] compares them from the perspective of the computational problem of finding a consistent grammar; Jesney and Tessier [15] compare them from the perspective of the problem of finding a restrictive grammar. This article contributes to this enterprise from the perspective of the theory of error-driven learning.
The HG error-driven learner employed in the current literature (based on the Perceptron reweighing rule or its truncated variant; [25] ) does not tolerate the stochastic implementation. In fact, Magri [24] constructs a counterexample with just 10 constraints where the HG stochastic learner makes over 1 million additional errors. Furthermore, the HG learner is not robust to noise. In fact, [24] constructs a counterexample with just 10 constraints where a single faulty update by a noisy piece of data requires the HG learner to perform over 30,000 additional updates to recover. On those same test cases, the stochastic implementation causes the OT learner to make less than 150 additional errors. Furthermore, the single noisy piece of data triggers only nine additional updates by the OT learner. This sharp contrast between the HG and the OT learners holds despite the fact that the violation profiles in these counterexamples have been chosen in such a way that the HG and OT typologies explored by the two learners exactly coincide.
The present article has strengthened this contrast between HG and OT error-driven learning by supporting the OT simulation results with analytical error bounds. The analysis of the stochastic OT learner presented in Section 3 guarantees that the number of additional errors made by the OT learner because of the stochastic implementation grows slowly with the number of constraints. Analogously, the analysis of the OT learner in the noisy setting presented in Section 4 guarantees that the number of additional updates needed by the OT learner to recover from corrupted data grows slowly with the number of constraints. These results thus make sense of the fact that the counterexamples in [24] do not foul the OT learner. And it ensures that no analogous counterexample can never be construed against the OT learner.
To illustrate the implications of these results, let me go back to the problem of modelling Levelt's data on the acquisition of Dutch syllable types. As explained above, these acquisition data display lags in the production of doubly marked structures that can be modelled through both HG and (stochastic) OT. The learnability perspective adopted in this article might then help to adjudicate between those two models of the acquisition data. In fact, while the HG learner is not efficient from a constraint-independent perspective, the stochastic implementation does not affect the efficiency of the OT learner, as guaranteed by Theorem 2 in Section 3 above. These computational results might thus provide a starting point for a learnability-based argument that fills the gap left by the insufficiency of sheer phonological data.
Lemma 1
Suppose that an EDRA is trained on a sequence of comparison triplets consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). The current ranking value θ t k of constraint C k entertained by the EDRA at an arbitrary time t can be bounded as follows:
(A.1) θ t k ≥−(k −1) so that the sum of the current ranking values can be bounded as follows:
Proof. The proof of (A.1) is by induction on k. As the basis of induction, let me establish the bound for k = 1, which boils down to the inequality (A.3) for the ranking value θ t 1 of constraint C 1 at an arbitrary time t. The training triplets are by assumption consistent with a ranking that assigns C 1 to the top. This means that constraint C 1 cannot be loser-preferring according to any training triplet and is, therefore, never demoted. Its ranking value θ t 1 thus starts null and never decreases, ensuring (A.3). (A.4) θ t 1 ,θ t 2 ,...,θ t k−1 ≥−((k −1)−1) =−k +2 As the inductive step, let me show that the bound (A.1) holds for k as well. By contradiction, assume that it does not. This means that there exists a time t such that constraint C k is demoted between times t and t +1 and its current ranking value drops below the forbidden threshold at time t +1, as stated in (A.5).
In order for C k to have been demoted in between times t and t +1, it must have been a loser-preferring constraint relative to the comparative triplet which has triggered that update. Since that triplet is by hypothesis consistent with the ranking C 1 C 2 ...C k−1 C k ..., at least one of the constraints C 1 ,C 2 ,...,C k−1 ranked above C k must be winner-preferring relative to that triplet. Let C h with h ∈{1,...,k −1} be a winner-preferring constraint. In order for the loser-preferrer C k to have been demoted in between times t and t +1, it must have been undominated. This means in particular that the ranking value θ t k of the loser-preferrer C k at time t must have been at least as large as the ranking value θ t h of the winner-preferring constraint C h at time t, as stated in (A.6).
Since the constraint C k has been demoted by 1 in between times t and t +1, its ranking value θ t k at time t before the update is larger by 1 than its ranking value θ t+1 k after the update, as stated in (A.7a). In (A.7b), I have used the contradictory assumption (A.5). In (A.7c), I have used the inductive hypothesis (A.4), as h ∈{1,...,k −1} by hypothesis. 
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Appendix B. Error-bound for the stochastic EDRA in the noise-free setting
This section presents a proof of Lemma 2 for the stochastic EDRA in the noise-free setting, repeated below. The proof is analogous to Tesar and Smolensky's [31] proof of Lemma 1. It formalizes the following intuition: since the re-ranking rule (3) only demotes the constraints that need to be demoted (namely, those that are currently undominated) and since the stochastic ranking values θ k + k cannot be too different from the current ranking values θ k (because the stochastic values k are bounded between − and + ), no constraint can be demoted too low.
Lemma 2
Suppose that a stochastic EDRA is trained on a sequence of comparative triplets consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). Suppose furthermore that the stochastic values k are always bounded between − and + , for some threshold ≥ 0. The current ranking value θ t k of constraint C k entertained by the stochastic EDRAat an arbitrary time t can be bounded as follows:
Proof. The proof of (A.8) is by induction on k. As the basis of induction, I note that the bound (A.8) holds for k = 1 because it boils down to the inequality (A.3), which holds in the stochastic case for exactly the same reason it holds in the deterministic case. As the inductive hypothesis, assume that the bound (A.8) holds up to k −1. Thus in particular, the ranking values θ t 1 ,...,θ t k−1 of constraints C 1 ,...,C k−1 at any time t satisfy the inequality (A.10).
As the inductive step, let me show that the bound (A.8) holds for k as well. By contradiction, assume that it does not. This means that there exists a time t such that constraint C k is demoted between times t and t +1 and its current ranking value drops below the forbidden threshold at time t +1, as stated in (A.11).
In order for C k to have been demoted in between times t and t +1, it must have been a loserpreferring constraint relative to the comparative triplet which has triggered that update. Since that triplet is by hypothesis consistent with the ranking C 1 C 2 ...C k−1 C k ..., at least one of the constraints C 1 ,C 2 ,...,C k−1 ranked above C k must be winner-preferring relative to that triplet. Let C h with h ∈{1,...,k −1} be a winner-preferring constraint. In order for the loser-preferrer C k to have been demoted in between times t and t +1, it must have satisfied condition (14) for stochastic undominatedness. Thus, the stochastic ranking value θ t k + t k of the loser-preferrer C k at time t must in particular have been at least as large as the stochastic ranking value θ t h + t h of the winner-preferrer C h at time t, as stated in (A.6).
Since constraint C k has been demoted by 1 in the update between times t and t +1, its ranking value θ t k at time t before the update is larger by 1 than its ranking value θ t+1 k after the update, as stated in (A.7a). In (A.13b), I have then used the contradictory assumption (A.11). In (A.13c), I have used the inductive hypothesis (A.10), as h ∈{1,...,k −1} by hypothesis.
The chain of inequalities (A.13) says that the ranking value θ t k of constraint C k at time t is smaller than the ranking value θ t h of constraint C h at that time t by more than 2 , as represented in (A.14).
(A.14)
Since the stochastic values t h and t k corresponding to constraints C h and C k are bounded between − and + , (A.14) says that the stochastic ranking value θ t k + k of constraint C k at time t is strictly smaller than the stochastic ranking value θ t h + t h of the constraint 
Appendix C. Error bound for the deterministic EDRA in the noisy setting
This section presents a proof of Lemma 3 for the deterministic EDRA in the noisy setting, repeated below. The proof is analogous to Tesar and Smolensky's [31] proof of Lemma 1. It formalizes the following intuition: since the re-ranking rule (3) only demotes the constraints that need to be demoted (namely, those that are currently undominated) and since the corrupted training triplets are not too many (as quantified by the numbers δ 1 ,δ 2 ,...) , no constraint can be demoted too low.
Lemma 3
Suppose that the EDRA's training sequence consists of both pristine and corrupted training triplets. The pristine triplets are all consistent with some constraint ranking. Without loss of generality, assume that ranking is C 1 C 2 ... C k ..., whereby constraint C k is assigned to the k-th slot (the first slot being the top of the ranking). The corrupted triplets are instead inconsistent with this ranking C 1 C 2 ... C k ... and thus count as noise. Assume that the training sequence contains only a finite number of these corrupted triplets (while the pristine triplets can be infinite in number), and let δ h be the number of corrupted triplets in the training sequence where constraint C h is loser-preferring. The current ranking value θ t k of constraint C k entertained by the deterministic EDRA at an arbitrary time t can be bounded as follows:
Proof. The proof of (A.16) is by induction on k. As the basis of induction, let me establish the bound for k = 1, which boils down to the inequality (A.18) for the ranking value θ t 1 of constraint C 1 at an arbitrary time t. The pristine training triplets are by assumption consistent with a ranking which assigns C 1 to the top. This means that constraint C 1 cannot be loser-preferring according to any pristine training triplet and is, therefore, never demoted by them. Constraint C 1 can thus only be demoted by the corrupted comparative triplets where it is loser-preferring. By assumption, the training sequence contains only δ 1 of them. Since constraint C 1 starts with a null initial ranking value and is decreased by 1 for at most δ 1 
As the inductive step, let me show that the bound (A.16) then holds for k at any time t. The proof of this latter claim is in turn by induction on δ k . As the basis of the induction on δ k , let me show that the bound (A.16) is true for k at any time t when δ k = 0, namely when the training sequence contains no corrupted triplets where constraint C k is loser-preferring. By contradiction, assume that the bound does not hold in this case. This means that there exists a time t such that the constraint C k is demoted between times t and t +1 and its current ranking value drops below the forbidden threshold at time t +1, as stated in (A.20), whose left-hand side is indeed (A.16) with δ k = 0.
In order for C k to have been demoted in between times t and t +1, it must have been a loser-preferring constraint relative to the comparative triplet which has triggered that update. The hypothesis δ k = 0 says that the training sequence contains no corrupted triplets where constraint C k is loser-preferring. Thus, the update in between times t and t +1 must have been triggered by a pristine triplet. Reasoning as in the proof of the two preceding Lemmas, I conclude that there exists a constraint C h with h ∈{1,...,k −1} such that (A.21) holds.
Since constraint C k has been demoted by 1 in the update between times t and t +1, its ranking value θ t k of C k at time t before the update is larger by 1 than its ranking value θ 
As the hypothesis of the induction on δ k , assume now that the bound (A.16) holds when the training sequence contains δ k −1 corrupted triplets where constraint C k is loser-preferring. In this case, the bound takes the shape (A.23).
As the inductive step, let me show that the bound holds for δ k . By contradiction, assume that the bound does not hold. This means that there exists a time t such that constraint C k is demoted between times t and t +1 and its current ranking value drops below the forbidden threshold at time t +1, as stated in (A.24).
Noise robustness and stochastic tolerance of EDRAs 25
The update between times t and t +1 which has demoted constraint C k can in principle have been triggered by either a corrupted or a pristine triplet. To start, suppose that it has been triggered by a corrupted triplet. By hypothesis, the training sequence contains a total of δ k corrupted triplets where constraint C k is loser-preferring. Since one such triplet triggers an update between times t and t +1, the training sequence up to time t can contain at most δ k −1 corrupted triplets which demote C k . The inductive hypothesis (A.23) thus applies, contradicting (A.24). Thus, the update in between times t and t +1 which has demoted constraint C k must have been triggered by one of the pristine triplets which are consistent with the ranking C 1 C 2 ... C k−1 C k .... By reasoning as in the two preceding Lemmas, I conclude that there exists a constraint C h with h ∈{1,...,k −1} such that (A.25) holds.
Since constraint C k has been demoted by 1 in the update between times t and t +1 the current ranking value θ t k of C k at time t before the update is larger by 1 than its ranking value θ t+1 k after the update, as stated in (A.26a). In (A.26b), I have used the contradictory assumption (A.24). In (A.26c), I have used the inductive hypothesis (A.19), as h ∈{1,...,k −1} by hypothesis. I  II  III  IV  V  VI  VII VIII IX  X  Mean  SD   5 0  10  10  10  10  10  10  10  10  10  10 10.00 0.00 0. 5 
Appendix E. Error-bound on anti-P-matrices
Recall that the anti-P-matrix has the shape in (A.29). It has n columns corresponding to the constraints C 1 ,...,C n and n−1 rows which describe in ERC notation the training comparative triplets. The k-th column corresponding to constraint C k has only three entries which are not blank: the entry in the (k −1)-th row, which is equal to l; and the entries in the k-th and (k +1)-th rows, which are equal to w. This section presents a proof of Fact 1 repeated below, which provides the error bound (A.30) specialized to antiP-matrices. This bound is better (namely smaller) than the error bound (13) provided by Theorem 1 for the general case. Furthermore, it does not depend on the calibration constant and thus holds unchanged for both the demotion-only and the promotion/demotion EDRA.
Fact 1
Express the promotion amount in terms of the number of winner-preferring constraints through a calibration constant, as in (11) . Assume that the calibration constant is strictly smaller than 1. The number of updates made by this EDRA when trained on the anti-P-matrix (A.29) can be bounded as follows:
(A.30) Number of updates ≤ 1 4 (n−1)(n+1)
Before turning to the actual proof of Fact 1, let me repeat the reasoning outlined in Section 2 and detailed in Appendix A, slightly adapted to the special case of anti-P-matrices. Anti-P-matrices are consistent with the ranking (30) . The ranking value θ k for constraint C k entertained by the EDRA at an arbitrary iteration when trained on the anti-P-matrix can then be lower-bounded as in (A.31), where I am assuming for concreteness that the number n of constraints is odd. For instance, constraint C 1 is never loser-preferring in the anti-P-matrix, and its ranking value θ 1 never drops below zero. Constraints C 2 and C 3 only need to be demoted underneath C 1 , and thus their ranking values θ 2 and θ 3 can only drop to −1 but not any further. Constraints C 4 and C 5 only need to be demoted underneath C 2 and C 3 , and thus their ranking values θ 4 and θ 5 can only drop to −2 but not any further. And so on. (12), we obtain the error bound (A.32) for an EDRA which adopts a promotion amount of the form (11) with a calibration constant which is strictly smaller than 1. The bound (A.32) specialized for anti-P-matrices is better (namely smaller) than the bound provided by theorem 1 for the general case. If the EDRA performs constraint demotion only and thus adopts a calibration constant equal to zero, the bound (A.32) becomes (A.30). Unfortunately, the bound (A.32) depends on the calibration constant and gets worse (namely larger) as the calibration constant increases and the learner thus performs more and more constraint promotion. A different line of analysis of the promotion/demotion EDRA on antiP-matrices is thus needed in order to prove the calibration-independent error bound provided by Fact 1. The core intuition developed in the following proof is as follows. The analysis just illustrated bounds the number of errors indirectly, through a bound on the current ranking values. The alternative analysis pursued by the following proof instead bounds directly the numbers of updates triggered by each training triplet, whose sum is the total number of errors.
Proof. Let α t k be the number of updates triggered by the k-th ERC of the antiP-matrix (A.29) up to time t in the run considered. The proof has two parts: the first part establishes the bounds (A.33); the second part then derives the error bound (A.30).
(A.33) a. α t 1 ≤ 1 b. α t 2 ≤ 1 c. α t k ≤ α t k−2 +1 for k = 3,4,...,n−1 The proof of the bounds (A.33) is by induction on time t. As the basis of the induction, note that the bounds (A.33) hold at time t = 0, as in this case no update has been triggered yet and thus α t=0 k = 0 for every k = 1,...,n−1. As the inductive hypothesis, assume that the bounds (A.33) hold at time t. As the inductive step, let me then show that the bounds (A.33) also hold at time t +1.
To start, let me prove that the bound (A.33a) holds at time t +1. If it is not ERC 1 that has triggered the update in between times t and t +1, then α t+1 1 = α t 1 , and the inductive hypothesis that the bound (A.33a) holds at time t immediately entails that it holds at time t +1 as well. Thus, assume that it is indeed ERC 1 that has triggered an update in between times t and t +1. The chain of implications in (A.34) thus holds. Whenever ERC 1 triggers an update, its loser-preferring constraint C 2 must be undominated, namely its ranking value must be at least as large as the ranking value of the winnerpreferring constraint C 1 , as stated in (A.34a). From now on, let 0 ≤ c < 1 be the calibration constant.
Step (A.34b) follows by expressing the ranking values θ t 1 and θ t 2 of constraints C 1 and C 2 in terms of
