The quasi likelihood analysis is generalized to the partial quasi likelihood analysis. Limit theorems for the quasi likelihood estimators, especially the quasi Bayesian estimator, are derived in the situation where existence of a slow mixing component prohibits the Rosenthal type inequality from applying to the derivation of the polynomial type large deviation inequality for the statistical random field. We give two illustrative examples.
Introduction
The Ibragimov-Has'minskii theory enhanced the asymptotic decision theory by Le Cam and Hájek by convergence of the likelihood ratio random field, and was programed by Kutoyants to statistical inference for semimartingales. The core of the theory is the large deviation inequality for the associated likelihood ratio random field. Asymptotic properties of the likelihood estimators are deduced from those of the likelihood ratio random field. Precise estimates of the tail probability and hence convergence of moments of the estimators follow in a unified manner once such a strong mode of convergence of the likelihood ratio random field is established. For details, see Ibragimov and Has'minskii [3, 4, 5] and Kutoyants [9, 8, 10, 11] .
The quasi likelihood analysis (QLA) descended from the Ibragimov-Has'minskii-Kutoyants program. 1 In Yoshida [30] , it was showed that a polynomial type large deviation (PLD) inequality universally follows from certain separation of the random field, such as the local asymptotic quadraticity of the random field, and L p estimates of easily tractable random variables. Since the PLD inequality is no longer a bottleneck of the program, the QLA applies to various complex random fields.
The QLA is a framework of statistical inference for stochastic processes. It features the polynomial type large deviation of the quasi likelihood random field. Through QLA, one can systematically derive limit theorems and precise tail probability estimates of the associated QLA estimators such as quasi maximum likelihood estimator (QMLE), quasi Bayesian estimator (QBE) and various adaptive estimators. The importance of such precise estimates of tail probability is well recognized in asymptotic decision theory, prediction, theory of information criteria for model selection, asymptotic expansion, etc. The QLA is rapidly expanding the range of its applications: for example, sampled ergodic diffusion processes (Yoshida [30] ), contrastbased information criterion for diffusion processes (Uchida [23] ), approximate self-weighted LAD estimation of discretely observed ergodic Ornstein-Uhlenbeck processes (Masuda [12] ), jump diffusion processes Ogihara and Yoshida([17] ), adaptive estimation for diffusion processes (Uchida and Yoshida [24] ), adaptive Bayes type estimators for ergodic diffusion processes (Uchida and Yoshida [27] ), asymptotic properties of the QLA estimators for volatility in regular sampling of finite time horizon (Uchida and Yoshida [25] ) and in non-synchronous sampling (Ogihara and Yoshida [18] ), Gaussian quasi-likelihood random fields for ergodic Lévy driven SDE (Masuda [15] ), hybrid multi-step estimators (Kamatani and Uchida [6] ), parametric estimation of Lévy processes (Masuda [13] ), ergodic point processes for limit order book (Clinet and Yoshida [1] ), a non-ergodic point process regression model (Ogihara and Yoshida [19] ), threshold estimation for stochastic processes with small noise (Shimizu [21] ), AIC for non-concave penalized likelihood method (Umezu et al. [28] ), Schwarz type model comparison for LAQ models (Eguchi and Masuda [2] ), adaptive Bayes estimators and hybrid estimators for small diffusion processes based on sampled data (Nomura and Uchida [16] ), moment convergence of regularized leastsquares estimator for linear regression model (Shimizu [22] ), moment convergence in regularized estimation under multiple and mixed-rates asymptotics (Masuda and Shimizu [14] ), asymptotic expansion in quasi likelihood analysis for volatility (Yoshida [31] ) among others.
As already mentioned, the PLD inequality is the key to the QLA. Once a PLD inequality is established, we can obtain a very strong mode of convergence of the random field and the associated estimators. However, in the present theory, boundedness of high order of moments of functionals is assumed. On the other hand, for example, if the statistical model has a component with a slow mixing rate, the Rosenthal inequality does not serve to validate the boundedness of moments of very high order. How do QMLE and QBE behave in such a situation? This question motivates us to introduce the partial quasi likelihood analysis (PQLA).
The aim of this short note is to formulate the PQLA and to exemplify it. The basic idea is conditioning by partial information. Easy to understand is a situation where there are two components (L, U) of stochastic processes and U has a fast mixing rate but L has a slow mixing rate. Suppose that the Rosenthal inequality may control the moments of a functional of U but cannot control the moments of a functional of L. In this situation, we cannot apply the present QLA theory or the way of derivation of the PLD inequality to the random fields expressed by U and L. However, if there is a partial mixing structure in that U possesses a very good mixing rate conditionally on L, then we can apply a conditional version of the QLA theory for given L. Even if L has a bad mixing rate and its temporal impact on the system is unbounded, there is a possibility that we can recover limit theorems for the QLA estimators. Technically, a method of truncation is essential to detach the slow mixing component's effects from the main body of the randomness.
Partial QLA naturally emerges in the structure of the partial mixing. The notion of partial mixing was used in Yoshida [29] to derive asymptotic expansion of the distribution of an additive functional of the conditional ǫ-Markov process admitting a component with long-range dependency.
The organization of this note is as follows. Section 2 presents a frame of the partial quasi likelihood analysis. The asymptotic properties of the QMLE and QBE are provided there. The conditional polynomial type large deviation inequality is the key to the partial QLA. Section 3 gives a set of sufficient conditions for it. A conditional version of a Rosenthal type inequality is stated in Section 4. Section 5 illustrates a diffusion process having slow and fast mixing components. Statistics is ergodic in Section 5, while a non-ergodic statistical problem will be discussed in Section 6.
2 Partial quasi likelihood analysis
Quasi likelihood analysis
Given a probability space (Ω, F , P ), we consider a sequence of random fields H T : Ω × Θ → R, T ∈ T, where T is a subset of R + with sup T = ∞, Θ is a bounded domain in R p and Θ is its closure. We assume that H T is F ⊗ B[R p ]-measurable and that the mapping Θ ∋ θ → H T (ω, θ) is continuous for every ω ∈ Ω. By convention, H T (ω, θ) is simply denoted by H T (θ).
The random field H T serves like the log likelihood function in the likelihood analysis, but does more. A measurable mappingθ T : Ω → Θ is called a quasi maximum likelihood estimator (QMLE) if
for all ω ∈ Ω. The mappingθ T : Ω → C[Θ], the convex hull of Θ, is defined bỹ
and called the quasi Bayesian estimator (QBE) with respect to the prior density ̟. We assume ̟ is continuous and satisfies 0 < inf θ∈Θ ̟(θ) ≤ sup θ∈Θ ̟(θ) < ∞. We call these estimators together quasi likelihood estimators.
The quasi likelihood analysis (QLA) is formulated with the random field
Here θ * ∈ Θ is the target value of θ in estimation and
It is possible to extend Z T to R p so that the extension has a compact support and sup
We denote this extended random field by the same Z T . LetĈ = {f ∈ C(R p ); lim |u|→∞ f (u) = 0}. Then Z T ∈Ĉ.
Consider σ-fields C and G such that C ⊂ G ⊂ F . We introduce C-measurable variables Ψ T : Ω → {0, 1}. These functionals are helpful to localize QLA.
Quasi maximum likelihood estimator
Let L be a positive constant. We start with the so-called polynomial type large deviation inequality, which plays an essential role in the theory of QLA as in [30] . Let V T (r) = {u ∈ U T ; |r| ≥ r}. Let B c,T = {u ∈ R p ; |u| < c, θ † T (u) ∈ Θ} for c > 0. The modulus of continuity of log Z T is
Let T 0 > 0. Let T be the set of sequences (T n ) n∈N of numbers in T such that T n ≥ T 0 for all n ∈ N and lim n→∞ T n = ∞. Let (Ψ T ) T ∈T be a sequence of [0, 1]-valued C-measurable random variables.
[A1 ] There exists a sequence of positive C-measurable random variables (ǫ(r)) r∈N such that lim r→∞ ǫ(r) = 0 a.s. and that
for every T ∈ T.
[A1 ♭ ] For a sequence of positive numbers (ǫ(r)) r∈N with lim r→∞ ǫ(r) = 0 and a sequence of positive random variables (η(r)) r>0 with lim r→∞ η(r) = 0 a.s., it holds that
[A2 ] lim sup
Remark 2.1. The estimate of modulus of continuity is used only countable times to prove tightness.
We consider and its extension (Ω, F, P ), that is, Ω ⊂ Ω, F ⊂ F and P = P | F . Let Z(u) be aĈ-valued random variable defined on (Ω, F , P ).
[A4 ] With probability one, there exists a unique elementû ∈ R p that maximizes Z.
Remark: From [A3] (i), we can remove Ψ T but keeping it explicitely is helpful in applications. We may assumeû is F-measurable; the given mappingû has a measurable version. The following theorems claim C-conditional G-stable convergence of 
for any F ∈ C b (Ĉ) and any bounded G-measurable random variable Y . In particular,
for any f ∈ C b (R p ) and any bounded G-measurable random variable Y . In particular,
Proof of Theorems 2.1 and 2.2. (a) We may assume that Y ∞ ≤ 1. Let
(ii), we may show
for F ∈ C b (Ĉ) in order to show (2.1). Then, by subsequence argument, it suffices to show that for any sequence (T n ) with 0
According to [A3] (ii) and [A2], there exists a subsequence (T n (1) ) of (T n ) such that lim n (1) →∞ Ψ T n (1) = 1 a.s. and that lim m∈N, m→∞ lim sup
for all r ≥ r 0 . Then
Thus, thanks to [A1 ♭ ], [A2] and [A3]
, there exist an event Ω 0 ∈ F with P [Ω 0 ] = 1 and a subsequence (T n ′ ) of (T n (1) ) such that for any ω ∈ Ω 0 , the following conditions hold:
and
Therefore the family of probability measures {P
(n ′′ ) depending on ω, and a probability measure P *
as n ′′ → ∞ for every ω ∈ Ω 0 and every g ∈ G k , k ∈ N. Therefore
Since all finite-dimensional marginal distributions coincide, P * ω = P ω . This implies P T n † ω → P * ω as n † → ∞, and hence
for every ω ∈ Ω 0 . In particular, we obtain (2.3) along (T n ′ ), which gives Theorem 2.1.
where
as n ′ → ∞, where
. We notice that P T n ′ ω as well as P ω is a probability measure by (v) of Part (a). The convergence (2.5) gives
for all q ∈ Q p , and hence
for all q ∈ Q p , since this is obvious when J ω = 0. By definition,
Therefore (2.6) implies lim sup
for all q ∈ Q p , and lim inf
.., p, and we used uniqueness ofû in the last part of each.
Denote by Q
From (2.7) and (2.8), there exists Ω 1 ∈ F with P [Ω 1 ] = 1 such that
for all n ′ and all ω ∈ Ω 1 , and that
for all ω ∈ Ω 1 and all q ∈ Q p . If I ω > 0, then
for all q ∈ Q p and all ω ∈ Ω 1 , where the probability measures Q T n ′ ω and Q ω on R p are given by
and Q ω . For any continuity point r ∈ R p of Q ω , we take q 1 , q 2 ∈ R p with q 1 < r ≤ q 2 so that both are sufficiently close to r, and apply (2.9) to conclude Q
In the case I ω = 0, it is obvious, so (2.10) holds for all ω ∈ Ω 1 . This concludes the proof of Theorem 2.2.
Conditional type PLD provides convergence of the conditional moments ofû T under truncation. 
for any bounded G-measurable random variable Y and any Proof of Theorem 2.3. Let p ∈ (q ∨ 1, L). We may assume T → ∞ along T ∈ T. Almost surely 
for A ∈ N and some sequence (T n ) n∈N ↑ ∞, and then the conditional monotone convergence theorem gives
.
We have
for A > C and
Since lim A→∞ δ(A) = 0 and Ψ T → P 1, we obtain the convergence (2.11).
Quasi Bayesian estimator
[A1 ♯ ] There exists C-measurable random variables U and V such that
Proof. We may show the convergence along every sequence T = (T n ) n∈N in T. Choosing a sufficiently small positive constant c 1 depending on (p, D − q − p), we obtain 
Letting T → ∞ with Theorem 2.1, next letting R ↑ ∞, we obtain
In particular, this property is transferred to the limit as
Let ǫ > 0. Then by (2.13), (2.15), (2.14) and (2.16), there exists a number K 0 such that
From (2.13) and from (2.14), there exists N 0 ∈ N such that
. We may assume Y ∞ ≤ 1. We will consider n such that B 0 ⊂ U Tn . Then
Similarly,
Now we apply Theorem 2.1 to the functional
to obtain (2.12).
Therefore, for ǫ ∈ (0, 1], we can find a > 0 such that lim sup
Apply Proposition 2.3 to q = 1 and the function (x, y) → f (x/(y ∨ a)) (x, y ∈ R) and h(u) = (u, 1), we obtain lim sup 
Proof. We may assume
as A → ∞. Moreover, by Theorem 2.4, we have
as T → ∞. Then (2.18) and (2.19) give the desired convergence.
Remark 2.4. Localization is essential. If the effect of a slow component to the fast component is unbounded, sophisticated construction of Ψ T is required and any way using E C [f (û T )] without localization for unbounded f is banned in general.
Remark 2.5. Generalization to the multi-scaling case is straightforward though we only treated a single scaling a T .
Conditional polynomial type large deviation
As seen in Section 2, the polynomial type large deviation inequality under conditional probability plays an essential role in the partial quasi likelihood analysis. We present a set of conditions that induces a conditional polynomial type large deviation (CPLD) inequality though there are various versions of sufficient conditions as [30] in unconditional cases.
Suppose that H T is of class C 3 . λ min (A) and λ max (A) denote the minimum and maximum eigenvalues of a symmetric matrix A, repsectively. Let L > 0 and let
T for some constant C 1 ∈ [1, ∞). Let α ∈ (0, 1) and β = α/(1 − α). Let ρ be a positive constant; practically ρ = 2 in most cases.
[B1 ] Parameters β 1 , ρ 1 , ρ 2 and β 2 satisfy the following inequalities
For example, the following two sets of conditions respectively satisfy [B1].
(i) β 1 = α/2, ρ 1 = α, ρ 2 = 3α and β 2 = α for ρ = 2 and α ∈ (0, 1/5).
(ii) β 1 = α/2, ρ 1 = α, ρ 2 = 3α and β 2 = 0 for ρ = 2 and α ∈ (0, 1/3).
Let Y : Ω × Θ → R be a random field, i.e., a measurable mapping.
[B2 ] There exists a positive random variable χ 0 satisfying the following conditions.
(i) With probability one,
Let Γ be a p × p positive definite random matrix.
Define a p-dimensional random variable ∆ T and a p × p random matrix Γ T by
respectively.
for every T ∈ T. 
for every T ∈ T. Moreover, Z T has a LAQ representation
with r T (u) → P 0 as T → ∞ for every u ∈ R p .
Proof. Arbitrarily given T ∈ T, we will follow the proof of Theorems 1 and 2 of Yoshida [30] under
. This is valid because positivity of the expectation used in the proof in [30] is obviously valid for 
The variable r T (u) is defined by the LAQ representation of Z T (u):
where r T (u) admits the expression
for every u ∈ R p and sufficiently large T depending on u. Then from (3.2), we obtain, as a counterpart of [A1] of [30] ,
where 
Partial mixing
Partial mixing is a structure we often meet in applications of the partial quasi likelihood analysis, though it is not the all. We state a Rosenthal type inequality under conditional expectation.
Lemma 4.1. Let 2 ≤ p < r. Given a probability space (Ω, F , P ) and a sub σ-fields C of F , let G j and H j (j = 1, 2, ..., n) be sub σ-fields of F such that G j ∩ H j ⊃ C for all j = 1, ..., n. Let X = (X j ) j=1,...,n be a sequence of random variables such that X j ∈ L r (Ω, G j ∩ H j , P ) and
where C(p, r) is a constant depending only on p and r.
Proof. Denoted by Q j the random upper quantile function of a regular conditional distribution P |X j | ω of |X j | given C, i.e., an inverse of the function t → P
We apply Theorem 6.3 of Rio [20] under the conditional probability P C to obtain
where C(p) is a constant depending only on p, Q C = max j=1,...,n Q i is a C-measurable random function of u ∈ (0, 1) and
Cov C denoting C-conditional covariance. We shall estimate the right-hand side of (4.1).
1−p/r and move the term for ℓ = 1 into the error bound we will consider. By the covariance inequality applied to the conditional situation,
Bring the above two estimates into (4.1), we complete the proof.
In the following two sections, we will present applications of the partial quasi likelihood analysis.
5 Diffusion process having a component with a slow mixing rate
Partial QLA for a stochastic regression model
Given a stochastic basis (Ω, F , F, P ), F = (F t ) t∈R + , we consider a stochastic regression model
Here X = (X t ) t∈R + is a stochastic process taking values in a measurable space (X, B X ). Θ is a bounded domain in R p . We assume that the boundary of Θ is as good as it admits the ordinary Sobolev's inequality for the embedding
and σ : X → R m ⊗ R r are given functions. w = (w t ) t∈R + is an r-dimensional standard F-Wiener process. We assume that b(X t , θ) and σ(X t ) are almost surely locally integrable F-progressively measurable processes.
The model (5.1) can express a fairly general class of models. For example, consider a system
where γ expresses a measurable random scenery taking values in a measurable space (G, B G ), and (b(γ, ·), σ(γ, ·)) are regarded as a random environment in space-time. ξ t is a latent diffusion process having a good mixing property. The process L t is a process with long memory. The process (Y t , ξ t ) is like a diffusion process but it does not enjoy a fast decay of mixing coefficient due to the component L t . In this example, we may set X s = (γ, s, L s , ξ s ). It is also possible to incorporate feedback of Y t as X s = (γ, s, L s , ξ s , Y s ). If the whole path (L t ) is included in γ, then a simplified expression b(γ, s, ξ s , θ * ) is possible for b(γ, s, L s , ξ s , θ * ). We estimate the true value θ * of the parameter θ ∈ Θ based on observations ((Y t , X t ) t∈[0,T ] ). Let S = σσ ⋆ and assume that S(X t ) is invertible a.s. Define a random function H T by
By (5.1), H T has the following representation:
Define a (r + 1)-dimensional function H by
for x ∈ X and θ ∈ Θ.
[C1 ] The mapping Θ ∋ θ → H(x, θ) is four times continuously differentiable and
for some measurable function
for all p > 1.
Let C be a sub σ-field of F 0 , and let B I = C ∨ σ[X t , w t − w inf I ; t ∈ I] for I ⊂ R + . A partial mixing coefficient α C (h) is a C-measurable [0, 1/2]-valued random variable satisfying the inequality
Suppose that a regular conditional probability µ t = P Xt C [·] of X t given C exists. The measure-valued process µ t is a "basso continuo", which may only admit a very weak ergodic property. We will consider the following two situations.
[C2 ] (i) There exists a positive constant L 0 such that for every
(ii) There exist a probability measure ν on R d and a positive constant ǫ 1 such that
as T → ∞ for any measurable function f :
Here we wrote
The strong mixing coefficient of the measure valued process µ = (µ t ) t∈R + is defined by
(iii) There exist a probability measure ν on R d and a positive constant ǫ 1 such that
[C3 ] There exists a positive constant χ 0 such that Y(θ) ≤ −χ 0 |θ − θ * | 2 for all θ ∈ Θ.
Under [C3], the matrix
is a positive-definite p × p symmetric matrix. Letθ 
as T → ∞ for A = M and B, where ζ is a p-dimensional standard Gaussian random vector.
(ii) 
Proof of Theorem 5.1
Let ǫ * > 0. Define Ψ T by
where we fix a sufficiently large but finite constant r * in what follows, since we only aim at asymptotic normality of the QLA estimators.
and let
s. for every T ∈ T and every M > 0.
(ii) Let η ∈ (0, 1/2) and M > 0. Then for sufficiently large r * , one has
Proof. Suppose that |g(x)| ≤ C(1 + H 1 (x) C ) for some constant C > 0. Then
for any p ≥ 1. Suppose that [C2 ♯ ] holds, for a while. Let r ∈ (1, min{1+ǫ 0 , 2}). In the notation of Rio [20] , for the tail-quantile function Q j (u) of
if we take a sufficiently large L. We apply Corollary 3.2 (i) of Rio [20] to conclude
as T → ∞. We choose a sufficiently large constant η ∈ (0, 1/2). Under [C2 ♯ ] (iii) with (5.3), we have
as T → ∞. Then (5.4) gives
as T → ∞. Under [C2], the convergence (5.5) is obvious for a suitable η.
By the Burkholder-Davis-Gundy inequality,
as T → ∞ for M ≥ 2, which proved (i).
In this situation, we can exterchange the differentiation in θ and the stochastic integral, and
Then with Sobolev's inequality and following the way in (5.6), we obtain
as T → ∞. Next, we apply Lemma 4.1 to Y
(1)
T (θ) − Y(θ) with the help of Ψ T , as well as Sobolev's inequality, to show (ii). More precisely, let
Then for M > p,
We notice that ν(H 
for suitably set (M, r * ) so that r * > M ≥ 2 and −η + ǫ * /r * < 0, where
Therefore V * < ∞ a.s. and hence I T → 0 as T → ∞ a.s.
In a similar fashion to Lemma 5.1, we can show the following lemma.
Then for a sufficiently large r * , for any T ∈ T,
(ii) Let M > 0 and η ∈ (0, 1/2). Then for a sufficiently large r * ,
for any T ∈ T.
As before, the random field Z T is defined by
Proof. Apply Theorem 3.1 with the help of Lemmas 5.1 and 5.2.
Lemma 5.4. For any ǫ > 0 and c > 0, lim sup
Proof. We apply Lemma 5.2 (i) to estimate r T (u) in the LAQ representation of Z T .
Define a random field Z : Ω × R p → R on an extension (Ω, F, P ) of (Ω, F , P ) by
where ∆ = Γ 1/2 ζ and ζ is a p-dimensional standard Gaussian random variable defined on Ω and independent of F .
Proof. The conditional version of martingale central limit theorem gives
for g ∈ C b (R p ; R k ). Indeed, the quadratic variation of the martingale associated with ∆ T is
⊗2 dt if evaluated at T , and it converges to Γ in probability. Then we have the convergence
We obtain (5.7) with uniform approximation of g on a compact set by trigonometric functions.
In the representation (3.3) of Z T , the convergence E C [|r T (u)| ∧ 1] → P 0 follows from e.g. 
An example
On a stochastic basis (Ω, F , F, P ),
where w = (w t ) t∈R + is a one-dimensional standard F-Wiener process. We assume (i) L is càdlàg F 0 -measurable, stationary and independent of (U, w, Y 0 ).
(ii) U is a càdlàg F-progressively measurable stationary process satisfying U 0 p < ∞ for every p > 1. The α-mixing coefficient α The variable X t = (L t , U t ) for this model. The random field H T is given by
It has a representation
Let C = σ[L t ; t ∈ R + ]. Since B I ≡ C ∨ σ[L t , U t , w t − w inf I ; t ∈ I] = C ∨ σ[U t , w t − w inf I ; t ∈ I] for I ⊂ R + and C is independent of σ[U t , w t ; t ∈ R + ], we can take α C (h) = α U,dw (h), which is the α-mixing coefficient associated with B U,dw I = σ[U t , w t − w inf I ; t ∈ I] for I ⊂ R + . The coefficient α U,dw enjoys an exponential decay; see Kusuoka and Yoshida [7] . For any bounded measurable function f on R 2 ,
In particular, [C2 ♯ ] (iii) holds for ν(f ) = E f (L 0 , U 0 ) . Moreover,
Thus, if [C3] is satisfied, thenû
A T (A = M, B) are asymptotically normal with variance
Stochastic regression model for volatility in random environment
Let (Ω ′ , F ′ , P ′ ) be a probability space and let (Ω ′′ , F ′′ , F) be a measurable space having a right-continuous filtration F = (F t ) t∈[0,T ] . We consider a transition kernel Q ω ′ (dω ′′ ) from Ω ′ to (Ω ′′ , F ′′ ) The extension (Ω, F , P ) of (Ω ′ , F ′ , P ′ ) is defined by Ω = Ω ′ × Ω ′′ , F = F ′ × F ′′ and P (dω ′ , dω s X s ds+w t and the diffusion coefficient σ(γ, X t , θ) = θ 1 + X 2 t for a Wiener process B = (B t ) t∈[0,T ] living in C. Then σ(γ, X t , θ) is not integrable. This situation is not formally treated in Uchida and Yoshida [26] . We can obtain a limit theorem for the QBE even in such a case. Tr (∂ θ S)S −1 (∂ θ S)S −1 (γ, X t , θ * ) dt.
We are writingθ M n =θ T andθ B n =θ T , and alsoû M n =û T andû B n =ũ T . We consider an extension (Ω, F, P ) of (Ω, F , P ). ζ denotes a random vector defined on this extension, having the p-dimensional standard normal distribution N p (0, I p ) independent of F . 
as T → ∞ for any F -measurable bounded random variable Y and any f ∈ C(R p ) of at most polynomial growth. In particular,û
Proof. This result can be proved if we follow the proof of Theorems 4 and 5 of Uchida and Yoshida [26] in their Section 8, with the expectation E replaced by the conditional expectation E C . We omit details. L p -boundedness of functionals are necessary, but it is possible under E C since the semimartingale structure is assumed under each B ω ′ .
Remark 6.4. Seemingly, we only considered time-independent scenario of the random field σ represented by γ. However, it is possible to consider a time-dependent coefficient σ(t, γ, X t , θ) if we take (t, X t ) for X t . Then, this model includes also the model σ(t, γ t , X t , θ) having a timevarying component γ = (γ t ). If we only assume discrete time observations (γ t j ) of γ, then some condition for continuity of γ would give similar results for the estimators.
