Smale's 17th Problem asks "Can a zero of n complex polynomial equations in n unknowns be found approximately, on the average [for a suitable probability measure on the space of inputs], in polynomial time with a uniform algorithm?" We present a uniform probabilistic algorithm for this problem and prove that its complexity is polynomial. We thus obtain a partial positive solution to Smale 17th Problem.
Introduction
In the first half of the nineties, Shub and Smale introduced a seminal conception of the foundations of numerical analysis. They focused on a theory of numerical polynomial equation solving in the series of papers [SS93a, SS93b, SS93c, SS94, SS96]. Other authors also treated this approach in [Ren87, BCSS98, Ded01, Ded06, Kim89, Mal94, MR02, Yak95, CPHM01, CPM03] and references therein.
In these pages we complete part of the program initiated in the series [SS93a] to [SS94] . As in [SS94], the input space is the space of systems of multivariate homogeneous polynomials with dense encoding and fixed degree list. Namely, for every positive integer l ∈ N, let H l ⊆ C[X 0 , . . . , X n ] be the vector space of all homogeneous polynomials of degree l. . . , 1), the vector space H (1) can be identified with the space of all n×(n+1) complex matrices. Namely, H (1) = M n×(n+1) (C) = C n×(n+1) .
We denote by N + 1 the complex dimension of the vector space H (d) . Note that N + 1 is the input length for dense encoding of multivariate polynomials. For every system f ∈ H (d) , we also denote by V (f ) the projective algebraic variety of its common zeros. Namely, V (f ) := {x ∈ IP n (C) : f i (x) = 0, 1 ≤ i ≤ n}, where IP n (C) is the n-dimensional complex projective space. Note that with this notation V (f ) is always a non-empty projective algebraic variety.
The following is a preliminary version of the main outcome of this manuscript. For a full statement see Theorem 6 of Section 1.2.
Theorem 1 There is a bounded error probabilistic numerical analysis procedure that solves most systems of multivariate homogeneous polynomial equations with running time polynomial in n, N, d.
The probability that a randomly chosen system f ∈ H (d) is solved by this procedure is greater than
This theorem is a positive, although probabilistic, answer to Problem 17 in [Sma00] . Namely, we give a positive answer to the following question.
Problem 1 (Smale, 2000) "Can a zero of n complex polynomial equations in n unknowns be found approximately, on the average , in polynomial time with a uniform algorithm?"
We present a uniform probabilistic algorithm for this problem and prove that its complexity is polynomial. We thus obtain a partial positive solution to Smale's 17th Problem in [Sma00] . Let us now review some technical notions we'll need to rigorously state our underlying main algorithm.
Advances and Overcoming Prior Difficulties
This subsection is devoted to introduce the algorithm that satisfies all the claims of Theorem 1. It is an algorithm based on homotopic deformation (cf. [GZ79, HSS01, Mor83, Mor86, MS87b, MS87a] ) as established in the series of papers by M. Shub and S. Smale (mainly [SS93a, SS96, SS94] ). In terms of algorithmic design, it belongs to the family of "non-universal polynomial equation solvers" as defined in [Par95, BP06a, CGH + 03].
We describe our algorithm in four levels. At each level we also introduce the required notions and the main notations to be used in the sequel. As usual, the first level is devoted to fix the input/output structure of the procedure. At this level we recall the notion of projective Newton's operator (as in [Shu93] ) and the notion of approximate zero (as in [SS93a, BCSS98] .
At a second level we fix the algorithmic scheme we use: Homotopic deformation with prescribed resource data.
After this second level we are in conditions to fix the main drawback of this kind of algorithmic design: where to begin the homotopy in order to achieve tractable complexity bounds (i.e. a number of steps bounded by a polynomial in the input length). At this level we also discuss the notion of ε-efficient initial pair with prescribed resource function.
Third level is devoted to recall the main algorithmic scheme used to prove the main outcome in [SS94] . At this level we can also explain why the main outcome of [SS94] does not solve Problem 17 of [Sma00] . In [SS94], Shub & Smalke introduced an scheme which is either constructive nor proven to be uniform.
We then arrive to a fourth level of detail and we describe our algorithm satisfying the claims of Theorem 1.
Input/Output Structure. Our algorithm takes as input a system of homogeneous polynomial equations f ∈ H (d) and outputs local information close to some (mostly one) of the zeros ζ ∈ V (f ). The local information we compute is the information provided by an approximate zero z ∈ IP n (C) of f associated with some zero ζ ∈ V (f ) (in the sense of [SS93a, BCSS98] ).
Projective Newton's operator was introduced in [Shu93] . Let (f, z) ∈ H (d) × IP n (C) be a pair. Let z ⊥ := {w ∈ C n+1 : w, z = 0} be the tangent space of IP n (C) at z. If the restriction of the tangent mapping of f at z, T z f := d z f | z ⊥ , is nonsingular, we define the Newton iteration of f at z as:
According to [SS93a] , an approximate zero z ∈ IP n (C) of a system f ∈ H (d) with associated zero ζ ∈ V (f ) ⊆ IP n (C) is a projective point such that the sequence of iterates (N k f (z)) k∈N is well-defined and converges to the actual zero ζ ∈ V (f ) at a speed which is doubly exponential in the number of iterations. In this sense, an approximate zero is an ideal output for a polynomial system solving algorithm: Approximate zeroes occupy few bits on average (cf. [CPM03] ), yet they are close enough to true zeroes for Newton's operator to converge quickly and efficiently yield any desired level of accuracy.
The algorithms we consider will have the following input/output structure:
Input: A system of homogeneous polynomial equations f ∈ H (d) .
Output: An approximate zero z ∈ IP n (C) of f associated with some zero ζ ∈ V (f ).
Such algorithms are built with the possibility of measure zero "bad" set of inputs (usually called ill-conditioned, singular, or degenerate) on which the algorithm fails. Via certain modifications (such as modifying the definition of approximate zero, restricting the inputs to integer coefficients, or considering the nearest problem with given singularity structure), it is possible to solve polynomial systems in complete generality. We will not pursue these more technical extensions, but let us least point out to the reader that these issues are highly non-trivial already for numerical linear algebra and the setting of one polynomial in one variable (see e.g. [Zen05, LE99, ME98] ). Extensions of α-theory and deflation methods for degenerate roots are studied in [Lec01, Lec02, Yak00, Par95, GHMP95, GHMP97, GHH + 97, GHM + 98, LVZ, GLSY05b, GLSY05a, DS01, BP06b] .
Let Σ ⊆ H (d) be the set of systems f such that V (f ) contains a singular zero. We call Σ the discriminant variety. These pages are mainly concerned with procedures that solve systems without singular zeros (i.e., systems f ∈ H (d) \ Σ).
Algorithmic Scheme. Our main algorithmic scheme is Homotopic Deformation in the projective space (as described in [SS96, SS94]): Given f, g ∈ H (d) \ Σ, we consider the "segment" of systems "between" f and g,
If Γ ∩ Σ = ∅, there are non-intersecting and smooth curves of equationssolutions associated with this segment:
Then, Newton's operator may be used to follow closely one of these curves
. This procedure computes some approximate zero z 1 associated with some zero of f (i.e., t = 1) starting at some approximate zero z 0 associated with g (i.e., from t = 0). The following definition formalizes this strategy.
Definition 2 A Homotopic Deformation scheme (HD for short) with initial data (g, z 0 ) ∈ H (d) × IP n (C) and resource function ϕ :
an algorithmic scheme based on the following strategy:
Perform ϕ(f, ε) "homotopy steps" following the segment (1 − t)g + tf , t ∈ [0, 1], starting at (g, z 0 ), where z 0 is an approximate zero of g associated with some zero ζ 0 ∈ V (g).
Output: either failure, or an approximate zero z 1 ∈ IP n (C) of f .
An algorithm following the HD scheme is an algorithm that constructs a polygonal line P with ϕ(f, ε) vertices. The initial vertex of P is the point (g, z 0 ) and its final vertex is the point (f, z 1 ) for some z 1 ∈ IP n (C). The output of the algorithm is the value z 1 ∈ IP n (C). The polygonal is constructed by "homotopy steps" (path following methods) that go from one vertex to the next. Hence, ϕ(f, ε) is the number of homotopy steps performed by the algorithm. Different subroutines have been designed to perform each one of these "homotopy steps". One of them is projective Newton's operator as described in [Shu93, SS93a, Mal94] . The positive real number ε is currently used both to control the number of steps (through the function ϕ(f, ε)) and the probability of failure (i.e., the probability that a given input f ∈ H (d) is not solved in ϕ(f, ε) steps with initial pair (g, z 0 )).
Efficient Initial Pairs. We desire initial pairs with optimal tradeoff between number of steps and probability of failure. We clarify this as follows.
Definition 3 Let p ∈ R[T 1 , T 2 , T 3 , T 4 ] be some fixed polynomial. Let ε > 0 be a positive real number. We say that an initial pair (g, z 0 ) ∈ H (d) × IP n (C) is ε-efficient for HD if the HD scheme with initial pair (g, e 0 ) and resource
satisfies the following property:
" For a randomly chosen system f ∈ H (d) , the probability that HD outputs an approximate zero of f is at least 1 − ε".
In order to simplify notations, from now on we consider the polynomial p fixed as follows:
for every n, N, d ∈ N \ {0}, and for every ε ∈ R, ε > 0. The main outcome in [SS94] is that for every positive real number ε > 0, there is at least one ε-efficient initial pair (g ε , ζ ε ) ∈ H (d) × IP n (C). This statement was a major breakthrough for the efficient numerical resolution of polynomial systems, and its impact is only slowly beginning to be understood. These ε-efficient pairs are used as follows.
• Compute (g ε , ζ ε ) (the ε-efficient initial pair whose existence is guaranteed by [SS94]).
• Perform p(n, N, d, ε −1 ) homotopy steps following the segment (1−t)g+ tf , t ∈ [0, 1], starting at (g ε , ζ ε ).
Output: either failure, or an approximate zero z ∈ IP n (C) of f .
Note that this procedure may output failure instead of giving an approximate zero of f . However, the probability that the procedure does the former is bounded above by ε, and we can at least control ε.
However, the procedure has three main drawbacks. First of all, the authors of [SS94] prove the existence of some ε-efficient initial pair, but they give no hint about how to compute such a pair (g ε , ζ ε ). Note that if there is no method to compute (g ε , ζ ε ), then the previous scheme is not properly an algorithm (you cannot "write" (g ε , ζ ε ) and thus you cannot start computing). Shub and Smale used the term "quasi-algorithm" to explain the result they obtained, whereas Problem 17th in [Sma00] asks for a "uniform algorithm". In a broad sense, the last scheme is close to an "oracle machine" where the initial pair (g ε , ζ ε ) is given by some undefinable oracle. Moreover, the lack of hints on ε-efficient initial pairs leads both to Shub & Smale's Conjecture (as in [SS94]) and to Smale's 17th Problem.
A second drawback is the dependence of (g ε , ζ ε ) on the value ε. Thirdly, the reader should observe that the initial pair (g ε , ζ ε ) must be solved before we can perform any computation. Namely, ζ ε must be an approximate zero of g ε . In fact, Shub & Smale in [SS94] proved the existence of such (g ε , ζ ε ) assuming that ζ ε is a true zero of g ε (i.e., ζ ε ∈ V (g ε )). However, using [SS93a, Main Thm.] you can relax this condition to assume that ζ ε is an approximate zero associated with some zero of g ε . This means that you need to make some precomputation by solving g ε provided that you know it.
Thus, any algorithm based on this version of HD requires some "a priori" tasks not all of them simple: First, you have to detect some system of equations g ε such that some of its zeros ζ ε yields an ε-efficient initial pair (g ε , ζ ε ). Secondly, you need to "solve" the system g ε in order to compute some approximate zero associated with the exact solution ζ ε .
As computing either an exact or an approximate zero of some unknown g ε does not seem a good choice, we should proceed in the opposite manner: Start at some complex point ζ ε ∈ IP n (C), given a priori. Then, prove that there is a system g ε vanishing at ζ ε such that (g ε , ζ ε ) is an ε-efficient initial pair. The existence of such a kind of system g ε for any given ζ ε ∈ IP n (C) easily follows from the arguments in [SS94]. But, once again, no hint on how to find g ε from ζ ε seems to be known.
Questor Sets. In these pages we exhibit a solution to these drawbacks. We choose a probabilistic approach and, hence, we can give an efficient uniform (i.e. true) algorithm that solves most systems of multivariate polynomial equations. This is achieved using the following notion.
is called a correct test set (also questor set) for efficient initial pairs if for every ε > 0 the probability that a randomly chosen pair (g, ζ) ∈ G is ε-efficient is greater than
Note the analogy between these families of efficient initial systems and the "correct test sequences" (also "questor sets") for polynomial zero tests (as in [HS82, KP96] or [CGH + 03]). A similar idea to that used here (i.e. constructing a questor set for deciding where to start an iterative algorithm) has been recently developed in [HSS01] . We prove the following result. The existence of a questor set for initial pairs G (d) ⊆ H (d) ×IP n (C) yields another variation (of a probabilistic nature) on the algorithms based on HD schemes. First of all, note that the set G (d) does not depend on the positive real number ε > 0 under consideration. Thus, we can define the following HD scheme based on some fixed questor set G (d) .
• Guess at random (g, ζ) ∈ G (d) .
• Perform a polynomial (in ε −1 , n, N, d) number of homotopy steps following the segment (1 − t)g + tf , t ∈ [0, 1], starting at (g, ζ).
Output:
either failure, or an approximate zero z ∈ IP n (C) of f .
Observe that the questor set G (d) is independent of the value ε under consideration. However, the existence of such a questor set does not imply the existence of a uniform algorithm. In fact, a simple existential statement as Theorem 5 will not be better than the main outcome in [SS94]: We need to extract suitable elements of G (d) explicitly. Hence, we exhibit an algorithmically tractable subset G (d) which is proven to be a questor set for efficient initial pairs. It leads to a "uniform algorithm", although probabilistic. This rather technical set can be defined as follows. Let us now fix a point e 0 := (1 : 0 :
Let V e 0 ⊆ H (d) be the complex vector space of all homogeneous systems in H (d) that vanish at e 0 . Namely,
Note that L e 0 is a subspace of V e 0 .
Next, let L ⊥ e 0 be the orthogonal complement of L e 0 in V e 0 with respect to the Hermitian product ·, · ∆ (see Section 2 for details). Note that L ⊥ e 0 is the family of all homogeneous systems f ∈ H (d) that vanish at e 0 and such that its derivative d e 0 f also vanishes at e 0 .
Let Y be the following convex subset set of the affine space R × C N +1 :
where B 1 (L ⊥ e 0 ) is the closed ball of radius one in L ⊥ e 0 with respect to the canonical Hermitian metric and B 1 (H (1) ) is the closed ball of radius one in the space of n × (n + 1) complex matrices with respect to the standard Frobenius norm. We assume Y is endowed with the product space probability.
Let
and let us fix any mapping φ : H (1) −→ U n+1 such that for every matrix M ∈ H (1) of maximal rank, φ associates a unitary matrix φ(M ) ∈ U n+1 satisfying M φ(M )e 0 = 0. In other words, φ(M ) transforms e 0 into a vector in the kernel of M . Our statements below are independent of the chosen mapping φ that satisfies this property. Let us define a mapping Θ :
, where
be the system of homogeneous polynomial equations given by the identity:
where · F is Frobenius norm. Finally, let G (d) be the set defined by the identity:
Note that G (d) is included in the product V e 0 × IP n (C) since all the systems f in Im(G (d) share a common zero e 0 (i.e. f (e 0 ) = 0). Hence initial pairs in (g, z) ∈ G (d) always use the same exact zero z = e 0 . In particular, they are all solved by construction. We assume that the set G (d) is endowed with the pull-back probability distribution obtained from Y via G (d) . Namely, in order to choose a random point in G (d) , we choose a random point y ∈ Y , and we compute (G (d) (y), e 0 ) ∈ G (d) . We present our main result.
Theorem 6 (Main Result) With the above notation, the set G (d) defined by identity (1) is a questor set for efficient initial pairs in H (d) .
More precisely, for every positive real number ε > 0, the probability that a randomly chosen data (g, e 0 ) ∈ G (d) is ε-efficient is greater than 1 − ε.
In particular, for these ε-efficient pairs (g, e 0 ) ∈ G (d) , the probability that a randomly chosen input f ∈ H (d) is solved by HD with initial data (g, e 0 ) performing O(n 5 N 2 d 3 ε −2 ) homotopy steps is at least
As usual, the existence of questor sets immediately yields a uniform probabilistic algorithm. This is Theorem 1 above, which is an immediate consequence of Theorem 6. The following corollary shows how this statement applies.
Corollary 7 There is a bounded error probability algorithm that solves most homogeneous systems of cubic equations (namely inputs are in H (3) ) in time of order O(n 18 ε −2 ), with probability greater than 1 − ε. Taking ε = 1 n 2 for instance, this probabilistic algorithm solves a cubic homogeneous system in running time at most O(n 22 ) with probability greater than 1 − 1 n 2 .
However, randomly choosing a pair (g, e 0 ) ∈ G (d) is not exactly what a computer can perform. Under Church's Thesis, computing is discrete. Thus, we need a discrete set of ε-efficient initial systems. This is achieved by the following argument (that follows similar arguments in [CPM03] ).
Observe that Y ⊆ R × C N +1 may be seen to be a real semi-algebraic set under the identification R × C N +1 ≡ R 2N +3 . Let H ≥ 0 be a positive integer number. Let Z 2N +3 ⊆ R 2N +3 be the lattice consisting of the integer points in R 2N +3 . Let Y H be the set of points defined as follows:
where 1 H Z 2N +3 is the lattice given by the equality:
For any positive real number H > 0, we denote by
the finite set of points given by the equality:
Then, the following statement also holds.
Theorem 8 There exists a universal constant C > 0 such that for every two positive real numbers ε > 0, H > 0 satisfying
the following properties hold.
• The probability (uniform distribution) that a randomly chosen data
• In particular, for these ε-efficient initial pairs
The lattice estimates in Theorem 8 immediately imply that our probabilistic polynomial algorithm can be implemented on any standard digital computer.
Theorem 6 and its consequences thus represent a small step forward in the theory introduced by Shub and Smale. It simply shows the existence of a uniform, although probabilistic, algorithm that computes approximations of some of the zeros of solution varieties for most homogeneous systems of polynomial equations in time which depends polynomially on the input length. 5 This paper is structured as follows. In Section 2 we detail the notation we will use, and we continue a series of results appearing in [Shu93, SS93a, SS93b, SS93c, SS94, SS96] that we use to prove our main theorems. We include a brief introduction to the projective Newton operator and the Homotopy Method in Section 3, although we encourage the reader to see this in its original context in [Shu93, SS93a, SS94] or [BCSS98] . Section 5 is devoted to proving Theorem 6 (and hence Theorem 1). Finally, Section 6 contains the proof of Theorem 8.
Basic Notation

Metrics
For every Hermitian vector space (F, ·, · ) of complex dimension m and for every nonsingular matrix A ∈ GL(m, C), we denote by ·, · A : F × F −→ C the Hermitian product given by the following identity:
x, y A := Ax, Ay , for all x, y ∈ F . Let us denote by ||·|| and ||·|| A the norms on F respectively defined by the Hermitian products ·, · and ·, · A .
For every positive real number t ∈ R + , we shall use the notations
to denote respectively the spheres and closed balls in F of radius t centered at the origin with respect to the corresponding Hermitian products. For every subspace L ⊆ F , we shall denote by L ⊥ the orthogonal complement of L in F with respect to some specified Hermitian metric.
As in the Introduction, for every positive integer number l ∈ N, let H l ⊆ C[X 0 , . . . , X n ] be the vector space of all homogenous polynomials of degree l with complex coefficients. The monomial basis of H l can be identified with the set of multi-indices
As in standard elimination theory we can choose a monomial order ≤ l in N n+1 l (see [CLO97, BW93, GPW03] and references therein for an introduction to monomial orders, Gröbner bases and Computational Commutative Algebra). Any monomial order in N n+1 l allows us to see the elements of H l as vectors given by their coordinates (with respect to this monomial order). This is called in standard literature "dense encoding of polynomials". Let N l be the complex dimension of H l . For every µ ∈ N n+1 l , we define the multinomial coefficient
We define the matrix ∆ l ∈ M N l (C) associated with H l as the diagonal matrix whose µ-th entry (with respect to the monomial order ≤ l ) at the diagonal is l µ −1/2 . Namely, ∆ l is the diagonal matrix given by the following identity:
be a list of positive degrees. We also have the canonical Hermitian product on H (d) given by the following identity:
We finally denote by ·, · ∆ the Hermitian product over H (d) defined by the respective matrices ∆ d i and given by the following identity:
We denote by ∆ the following matrix,
In order to simplify the notation, we will denote respectively by S and S ∆ the spheres
The volume element in S will be denoted by dν.
Incidence Varieties.
We follow the notation used in the introduction. For every system f ∈ H (d) , we also denote by f the mapping between complex affine spaces f :
Let e 0 := (1 : 0 : . . . : 0) ∈ IP n (C) be a point that we may fix as a "north pole". Let f ∈ H (d) be a system of homogeneous polynomial equations, and let ζ ∈ V (f ) be any solution. We denote by T ζ f the matrix (in some orthonormal basis) of the restriction of the tangent mapping d ζ f to the tangent subspace T ζ IP n (C) = ζ ⊥ ⊆ C n+1 of all elements of C n+1 which are orthogonal to the complex line ζ ∈ IP n (C). In the case that ζ = e 0 we may identify T e 0 f and its matrix in the natural basis {e 1 , . . . , e n }. Namely,
For every ζ ∈ IP n (C), we shall denote by V ζ ⊆ H (d) the vector subspace given as the set of systems of homogeneous equations satisfied by ζ. That is,
Note that V ζ is a complex vector subspace of H (d) of complex codimension n.
We define the incidence variety V ⊆ S ∆ × IP n (C) given by the following identity:
We also consider the two following canonical projections:
and
We may obviously identify p
The following statement summarizes the basic properties of V , and its proof may be found in [BCSS98] .
Proposition 9
The incidence variety V is a connected submanifold of the product manifold S ∆ × IP n (C) of real codimension 2n. Moreover, the fibers V ζ are submanifolds of V of real codimension 2n in V .
We shall denote by Σ ′ ⊆ V the critical locus of p 1 , i.e. Σ ′ := {(f, ζ) ∈ V : T ζ f ∈ GL(n, C)} (cf. [BCSS98] for details). We also denote by Σ := p 1 (Σ ′ ) the critical values of p 1 (also called the discriminant variety). As observed in [SS94], the following proposition follows from the implicit function theorem.
Note that the vector space L e 0 defined at the Introduction is precisely the set of ℓ ∈ V e 0 that satisfy
is the subspace of those f ∈ V e 0 such that T e 0 f ≡ 0. Namely, it is the family of all homogeneous systems of polynomial equations of order at least 2 at e 0 .
Let us denote by ∆(d) −1/2 ∈ M n (C) the diagonal complex matrix given by
We finally define the mapping
As in [BCSS98, page 235], the following simple fact holds.
Proposition 11
The mapping ψ e 0 defines an isometry between L e 0 with the Hermitian product induced by the Hermitian product ·, · ∆ on H (d) and M n (C) with its canonical (Frobenius) Hermitian product.
Obviously, ψ e 0 also defines an isometry between the spheres S t ∆ (L e 0 ) and S t (M n (C)), identifying their respective Riemannian structures.
Some unitary actions.
Let U n+1 ⊆ M n+1 (C) be the group of unitary matrices. Every U ∈ U n+1 defines an isometry on the complex projective space: U : IP n (C) −→ IP n (C). The group U n+1 also defines an action on H (d) for every U ∈ U n+1 as follows,
The following statement was proved in [BCSS98] .
Proposition 12 With the notation above, the Hermitian product ·, · ∆ is invariant under the action of U n+1 over H (d) . Namely, for all f, g ∈ H (d) and for all U ∈ U n+1 , the following equality holds:
The manifold V is also invariant under the action of U n+1 on the product S ∆ × IP n (C). Moreover, every U ∈ U n+1 defines isometries between the fibers of p 2 . In fact, given ζ, ζ ′ ∈ IP n (C) two projective points, and given U ∈ U n+1 , such that U ζ = ζ ′ , then the mapping
is an isometry. Obviously, the restriction
is also an isometry between spheres. Moreover, the following mapping is also an isometry for any U ∈ U n+1 :
Observe that the following diagrams commute:
Let f ∈ V e 0 be any system. We consider the following number:
where the symbol * denotes Hermitian transpose.
The following statement is consequence of the results in [BCSS98] .
Proposition 13 With the notation above, let (f, ζ) ∈ V be a regular point of p 1 . Then, the following equality holds:
where U ∈ U n+1 is any matrix such that U e 0 = ζ and N J (f,ζ) p 1 and N J (f,ζ) p 2 are respectively the normal jacobians at (f, ζ) ∈ V of p 1 and p 2 (as defined for example in [BCSS98, 13.2]).
Proof.-In [BCSS98] this result is proven when considering the projective space IP(H (d) ) instead of S ∆ . Now, we can check that this change does not affect the calculus. The first equality is proved the same way as in [BCSS98] .
As for the second one, observe that for any element (f, e 0 ) ∈ V , the tangent spaces
Observe that the vector ( √ −1f, 0) ∈ T (f,e 0 ) V satisfies:
•
Thus, the volume of the images under d (f,e 0 ) p 1 or d (f,e 0 ) p 2 of a unit cube contained in the orthogonal complement of the respective kernel does not vary, and both normal jacobians N J (f,ζ) p 1 and N J (f,ζ) p 2 remain the same when considering S ∆ or IP(H (d) ).
Normalized Condition Numbers.
For every (f, ζ) ∈ V we shall denote by µ norm (f, ζ) the normalized condition number introduced in [SS93a] (cf. also [SS93b] or [BCSS98] ). Namely,
where the representatives ζ and f are chosen such a way that ζ 2 = f ∆ = 1. Condition numbers in Linear Algebra were introduced by A. Turing in [Tur48] . They were also studied by J. von Neumann and collaborators (cf.
[NG47]) and by J.H. Wilkinson (cf. also [Wil65] ). Variations of these condition numbers may be found in the literature of Numerical Linear Algebra (cf. [Dem88] , [GVL96] , [Hig02] , [TB97] and references therein).
The Condition Number κ D of Linear Algebra is defined as follows: For any square matrix A ∈ M k (C), κ D (A) := A F A −1 2 . The following statement immediately follows from the definition of µ norm .
Proposition 14 With the notation above, the following equality holds for every (f, ζ) ∈ V :
where the representatives ζ and f are chosen such a way that ζ 2 = f ∆ = 1.
Moreover, the normalized condition number µ norm is invariant under the action of the unitary group U n+1 . Namely, given (f, ζ) ∈ V and given U ∈ U n+1 , the following equality holds:
For every positive real number ε > 0, we also introduce the "tube" Σ ′ ε ⊆ V given by the following identity:
Note that Σ ′ ε is invariant under the action of U n+1 . We recall the notations of Section 2.2. Let g ∈ S ∆ be a point. For every great circle L ∆ containing g, L ∆ ∩ Σ = ∅, and for every positive number ε > 0, we denote by τ g ε (L ∆ ) the number of arcs of p
This definition makes sense because of Proposition 10. Then, for every positive real number ε > 0, and for every great circle
2.5 A volume estimate for great circles.
Let S × S and S ∆ × S ∆ be these Riemannian manifolds, with the product Riemannian structure. For respective measurable subsets
Let ∆ −1 ∈ M N +1 (C) be the inverse of the nonsingular matrix ∆. Observe that both
are isometries. Let L be the Riemannian manifold of great circles (real spherical lines) in S, endowed with the natural orthogonal-invariant Riemannian structure. We denote by dL the volume form associated with this Riemannian structure. For every measurable subset A ⊆ L, let ν L [A] be the volume of A with respect to dL. We may assume that this volume form has been normalized such a way that ν L [L] = 1. We recall some basic properties of the Riemannian structures we have introduced. Let O 2N +2 be the group of orthogonal square matrices of size 2N + 2, which acts isometrically over C N +1 ≡ R 2N +2 . Namely, for every measurable set A ⊆ S, the following holds:
The following mapping is an isometry for every orthogonal matrix
For every element L ∈ L, we may consider the great circle
In Subsection 2.4, for every positive number ε > 0 and every great circle L ∆ ⊆ S ∆ not intersecting Σ, we have defined the quantity τ ε (L ∆ ). Thus, for every element L ∈ L such that L ∆ ∩ Σ = ∅ we can consider the number τ (ε, L) defined as follows.
For every element f ∈ S ∆ \ Σ, we may consider the positive integer number ♯(ε, f ) ∈ N defined as follows:
We also denote by L ∆ the set of all the (real) great circles in S ∆ . We recall a result of M. Shub and S. Smale, which can be found in [SS93b].
Theorem 15 (Shub-Smale) For every positive number ε > 0, the following inequality holds:
where
The following result is also due to Shub and Smale, as it can be obtained as an immediate consequence of the corollary of Theorem 1 in [SS96].
Lemma 16 (Shub-Smale) For every positive real number ε > 0 and for every L ∈ L, the following inequality holds:
where c ≥ 0.09 is a universal constant.
and the lemma follows.
The following result is implicitly stated in [SS94]. We include a short proof for completeness.
Proposition 17 Let ε > 0 be a positive real number. The following inequality holds.
where c > 0 is the universal constant of Lemma 16. 
As ∆ −1 is an isometry from S to S ∆ ,
and Theorem 15 yields:
and the proposition follows.
3 The Homotopy Method.
There is a wide bibliography on Newton-like methods for solving systems of polynomial equations. Some good references are [BCSS98, Ded06, DS00, Mal94]. In [Shu93] , the projective Newton operator is introduced, and the series of papers [SS93a, SS93b, SS93c, SS94, SS96] propose a linear homotopy method. We recall now the key ingredients of this method. Most of them are summarized in [BCSS98] . Let d T : IP n (C) × IP n (C) −→ R be the function given by the following equality,
Namely, d T is the tangent of the Riemannian distance. Observe that d T is not exactly a distance function, but d T (z 1 , z 2 ) is very similar to d R (z 1 , z 2 ) for small values of d R (z 1 , z 2 ). Let ζ ∈ IP n (C) be a zero of f ∈ S ∆ .
Definition 18
We say that z ∈ IP n (C) is an approximate zero of f with associated zero ζ if the sequence
is defined, and
The following result guarantees the convergence of the Newton sequence under some assumptions:
Theorem 19 (Shub & Smale) Let f ∈ S ∆ , and let ζ ∈ IP n (C) be a zero of f . Let γ 0 (f, ζ) be the number defined as follows.
where D k f (ζ) is the k-th derivative of f , considered as a k-linear map. Let z ∈ IP n (C) be such that
Then, z is an approximate zero of f with associated zero ζ.
The linear homotopy.
Observe that Theorem 19 does not solve the problem of finding a zero of a given system f ∈ S ∆ . In fact, in general it may be hard to find an initial point z ∈ IP n (C) satisfying the conditions of Theorem 19. The linear homotopy proposed by Shub and Smale solves this problem considering another system g ∈ S ∆ , which has a known zero ζ 0 . Then, we consider the segment
If Γ ∩ Σ = ∅, the implicit function theorem defines a path of solutions
Observe that ζ 1 is a zero of f 1 = f . Let k ≥ 1 be a positive integer, representing the number of homotopy steps to be done. Let t i = i k , 0 ≤ i ≤ k, and consider the following sequence of systems:
Observe that f t 0 = g, f t k = f . Then, we may consider the sequence of points defined as follows:
The following is the main result of [SS93a] Theorem 20 (Shub & Smale) With the notations and assumptions above, let µ ∈ R be the number defined as follows:
Let k ∈ N be such that k ≥ 18d 3/2 µ 2 . Then, for every 0 ≤ i ≤ k, x i is an approximate zero of f t i , with associated zero ζ i/k . In particular, x k is an approximate zero of f with associated zero ζ 1 .
In [SS94]
, a more intelligent method to construct the homotopy path between two points is proposed. Practical implementations should follow this scheme, instead of the "fixed step size" scheme we propose here. However, the theoretical results we prove are valid for both schemes. Observe that, as shown in the Introduction, the key ingredient for this method is the initial pair (g, ζ 0 ), satisfying the condition that µ is small for a wide set of input polynomials f .
A Series of Reductions.
In this section we will perform a series of geometric reductions from Shub & Smale's statements above. The final expression will be used in the coming sections to prove the main theorems in the Introduction. Every subsection contains one of these reductions.
From great circles to pairs of systems of equations.
Let D ⊆ S × S be the antipodal diagonal in this product space. Namely,
We define the mapping
is the unique great circle in S that contains f and g. We also consider the set
and the mapping
) is the unique great circle in S ∆ that contains f and g.
Lemma 21
Let F : M −→ N be a map between complex or real Riemannian manifolds M, N . Let x, y ∈ M be two points in M . Assume that there exist isometries h : M −→ M and h 1 : N −→ N such that h(x) = y, and the following formula holds:
Proof.-As h and h 1 are isometries,
Now, N J F (x) h 1 = N J x h = 1 and the lemma follows.
We prove the following lemma:
Lemma 22 Let Φ : L −→ R be an integrable mapping. Then, the following formula holds:
Proof.-The Coarea formula (see [Fed69, Mor88] or more recently [BCSS98] ) applied to the differentiable mapping L : S × S \ D −→ L, yields:
We check that the inner integral is a constant. In fact, let L 1 , L 2 ∈ L be two great circles, and let O ∈ O 2N +2 be an orthogonal matrix such that OL 1 = L 2 . Consider the following isometry:
The Coarea Formula applied to this map yields:
Thus, from Lemma 21 the following equality holds:
and we deduce that the inner integral in equation (2) is a constant. Applying the same equation (2) to the map Φ ≡ 1, we deduce that the value of this constant is ν[S] 2 , and the lemma follows.
Proposition 23 Let Φ : L −→ R be an integrable mapping. Then, the following formula holds:
Proof.-The result is an immediate consequence of Lemma 22, as ∆ −1 ×∆ −1 defines an isometry between S × S and S ∆ × S ∆ .
Proposition 24 With the notation above, the following holds:
where τ ε is the mapping introduced at Subsection 2.4 above. ∆g) ), as defined in Subsection 2.5. From Proposition 23, the following equality holds:
The inequality follows from Proposition 17.
From pairs of systems to fibers at zeros.
We consider now the product of the incidence variety V with S ∆ and define the two following projections:
given by
So, we have the following fibrations:
where i :
where Id is the identity on S ∆ and p 1 is the projection introduced in Subsection 2.2. On the other hand, π 2 = p 2 • π, where p 2 is the projection introduced in 2.2 and π is the projection from S ∆ × V onto V . Hence, the following statement is an immediate consequence of Proposition 13 above.
Proposition 25 With the notation above, the following equality holds for every (f, g, ζ) ∈ S ∆ × V :
for any unitary matrix U ∈ U n+1 such that U e 0 = ζ.
The following statement follows from Proposition 25 and the Co-area Formula (cf. [Fed69, Mor88] ) as used in [SS93b] and [SS96], applied to the previously described fibrations π 1 , π 2 .
Proposition 26 Let Φ : S ∆ × V −→ R + be an integrable function. Assume that Φ is invariant under the action of the unitary group U n+1 on S ∆ × V . Namely, for every (f, g, ζ) ∈ S ∆ × V and for every U ∈ U n+1 the following equality holds:
Let I be the quantity given by the following identity:
Then, the two following equalities hold:
We apply this proposition as in Section 3 of [SS94] . First of all, the following statement follows from Proposition 10.
Proposition 27 Let (f, g, ζ) ∈ S ∆ ×V be a point such that the line L ∆ (f, g) does not intersect Σ. Then, there is one and only one arc of p
We shall denote by L ∆ (f, g, ζ) this arc. We shall also denote:
Proposition 28 With the notation above, the following holds:
where for every g ∈ V e 0 , we define
Proof.-First of all, observe that the following inequality holds: f, g, ζ) ).
Thus, from Proposition 26, the following inequality also holds:
The statement follows from the inequality of Proposition 24.
From fibers at zeros to square matrices.
We recover the notations of Subsection 2.2. Let us assume that there exists an index 1 ≤ i ≤ n such that d i > 1 and let us consider the orthogonal projection
This induces an orthogonal projection (that we denote by the same symbol)
We also consider the mapping ψ e 0 defined in Subsection 2.2, and the mapping
Hence, the situation now is described by the following diagram
With the notations introduced in Subsection 2.2, we have
whereas T e 0 g = 0 for every g ∈ L ⊥ e 0 . In particular, for every M ∈ M n (C) such that ||M || F = t ≤ 1, the fiber Π −1 (d) (M ) can be identified with the sphere in L ⊥ e 0 of radius (1 − t 2 ) 1/2 . Namely, we have
Moreover, observe that for every g ∈ V e 0 , the following equality holds:
As observed in [BCSS98] , the normal jacobian of Π (d) at a point g ∈ V e 0 satisfies the following chain of equalities:
Then, the proposition below follows from Proposition 28 above and the Coarea Formula applied to Π (d) .
Proposition 29 Assume that there exists an index 1 ≤ i ≤ n such that d i > 1. With the notation above, the following inequality holds:
as a linear subspace of S ∆ , and
Finally, using spherical coordinates we conclude:
Proposition 30 Assume that there exists an index 1 ≤ i ≤ n such that d i > 1. With the notation above, the following inequality holds:
From square matrices to underdetermined linear systems.
This subsection provides an alternative characterization of the quantity K ε (t, e 0 ) (Proposition 32 below). Observe that H (1) is endowed with the usual Hermitian (Frobenius) product. Let V (1) := {(M, x) ∈ S 1 (H (1) ) × IP n (C) : M x = 0} be the incidence variety. For any matrix M ∈ H (1) of rank equal to n, we consider the number:
where U ∈ U n+1 is any unitary matrix such that M U e 0 = 0 and
. In other words, T e 0 (M U ) is the square matrix consisting of the last n columns of M U . The following lemma proves that B ε is well defined.
Lemma 31 Assume that there exists an index 1 ≤ i ≤ n such that d i > 1. Let M ∈ H (1) be a matrix, rank(M ) = n, and let 0 ≤ t ≤ 1 be a real positive number. Let U 1 , U 2 ∈ U n+1 be two unitary matrices such that M U 1 e 0 = M U 2 e 0 = 0. Then, the following equality holds:
Moreover, for every unitary matrix U ∈ U n+1 the following equality also holds:
Proof.-The second claim is an immediate consequence of the first one. As for the first claim, observe that
.
Let U := U −1 1 U 2 ∈ U n+1 be the unitary matrix such that U 1 U = U 2 . Observe that U e 0 = e 0 ∈ IP n (C). Observe that the following mapping is an isometry:
Thus, from the Coarea Formula, the expression in equation (3) equals:
, U e 0 ) = A ε (h, e 0 ) and the lemma follows.
The following proposition may be proved in the same manner as Proposition 26 or following the arguments in [BCSS98] .
Proposition 32 Assume that there exists an index 1 ≤ i ≤ n such that d i > 1. Let ε > 0 be a positive real number, and let t > 0 be a positive real number, 0 < t ≤ 1. Let K ε (t, e 0 ) be as in Proposition 30. Then, the following equality holds:
Proof.-For any M ∈ M n (C), let (0, M ) ∈ H (1) be the matrix obtained by adding to M a first column of zeros. We consider the following fibrations:
is the inclusion, and φ 1 : V (1) −→ H (1) and φ 2 : V (1) −→ IP n (C) are the canonical projections. Now, observe that the value of the normal jacobians is known from Proposition 13, applied to the particular case that (d) = (1, . . . , 1):
for every nonsingular matrix M ∈ S 1 (M n (C)). The Coarea Formula, as used in Proposition 26, yields:
Now, observe that B ε (t, (0, M )) = B ε (tM, e 0 ) and the proposition follows.
5 The Last Straight-Line of the argument.
Let Y ⊆ R × C N +1 be the set defined in the Introduction. For the sake of readability, let us recall the definition of Y and G (d) .
We assume Y is endowed with the product space probability. Let τ ∈ R + be the real number defined as
Let us fix any mapping φ : H (1) −→ U n+1 such that for every matrix M ∈ H (1) , φ(M ) ∈ U n+1 is a unitary matrix such that M φ(M )e 0 = 0. Then, the mapping G (d) : Y −→ V e 0 defined in the Introduction may also be defined as follows: For every point (t,
Observe that G (d) is not defined in the case that M = 0 or h = 0. We are dealing with probabilities, so we can just omit these probability zero cases. This section is devoted to proving Theorem 6 at the Introduction. In order to prove this theorem, we make use of the following technical statements.
Lemma 33 Let f : [0, 1] −→ R + be a positive real-valued measurable function and assume that for some positive integers M, p, the following inequality holds.
Then, for every positive real number t 0 < 1, the following inequality also holds:
Proof.-Observe that
Thus,
Corollary 34 Assume that there exists an index i ∈ {1, . . . , n} such that d i > 1. Then, following the notation above, the following inequality holds for every positive real number t 0 ∈ (0, 1):
where K ε is the function introduced at Proposition 30 above. Moreover, let
Then the following inequality holds:
Proof.-The first inequality is an immediate corollary of Proposition 30 and Lemma 33. As for the second one, observe that
From sharp Stirling inequalities (cf. for example [Stȃ01] ), this last quantity is greater than
On the other hand,
, and we obtain that
The corollary follows from the inequality √ 2πe 1/6 32π ≤ 300, using that (n + 1) 3/2 ≤ 3n 3/2 for every positive integer n ∈ N.
We define now the function A ε : Y −→ R + given by:
Then, Corollary 34 may be rewritten as follows.
Proposition 35 With the notation above, the following inequality holds:
Proof.-Let X be the following compact affine set:
endowed with the product Riemannian structure. Let G ′ (d) : X −→ V e 0 be the mapping defined as follows. For a point (t, h, M ) ∈ X,
From the definitions, Proposition 32 and Corollary 34, we obtain that
(note the abuse of notation in the expression
, in a more correct way we should say
). Now, let F : Y −→ X be the mapping defined as follows:
Observe that
Following a very similar argument to that in the proof of Lemma 22, we can check that the inner integral is a constant and its value is
Proof of Theorem 6.
Recall the well known Markov's Inequality, which states that for any random variable Z:
From Proposition 35, for a random input (t, h, M ) ∈ Y , with probability at least 1 − (10 4 n 5 N 2 d 3/2 ) 1/2 ε, the following holds:
Now, this result holds for every ε > 0. Thus, we may change each occurrence of ε by (10 4 n 5 N 2 d 3/2 ) −1/2 ε. Hence, we have that for a random input (t, h, M ) ∈ Y , with probability at least 1 − ε, the following holds:
Now, assume that g := G (d) (t, h, M ) satisfies the formula above. We prove that g is a ε-efficient pair. We recover the notations of Section 3. For every f ∈ S ∆ , let
Observe that from Theorem 20, the smallest integer greater than k f,g is an upper bound for the number of steps necessary for the linear homotopy with initial pair (g, e 0 ). Moreover, observe that the following equality holds:
Hence, we have proved that for randomly chosen f ∈ S ∆ , with probability at least 1−ε, the HD with initial pair (g, e 0 ) performing 18·10 4 n 5 N 2 d 3 ε −2 (the smallest integer greater than this) homotopy steps finds an approximate zero of f . Namely, g is a ε-efficient pair. This finishes the proof of the theorem.
6 From continuous to discrete estimations.
In this section we give a discrete version of Theorem 6 using techniques of Geometry of Numbers and Real Semi-algebraic Geometry. As a consequence, we obtain the proof of Theorem 8 at the Introduction. We will follow the ideas of [CPM03, CMPSM02] , although for our purposes the affine estimates in these works are enough.
6.1 Technical statements from Semi-algebraic geometry.
Let M := (M 0 , . . . , M n ) ∈ H (1) be a maximal rank matrix, with columns M 0 , . . . , M n ∈ C n . We define the vector v(M ) := (v(M ) 0 , . . . , v(M ) n ) ∈ C n+1 as follows:
(note the similarity of this definition and that of Plücker coordinates). Let φ(M ) be the matrix defined as follows. We apply the Gram-Schmidt procedure to the set of n + 1 complex vectors {v(M ), M 1 , . . . , M n }, where
. . , v M n be the resulting vectors. Then, we define:
Observe that for every maximal rank matrix M ∈ H (1) , M φ(M )e 0 = 0.
Let W ⊆ R × C N +1 be a subset definable as semi-algebraic subset under the identification C ≡ R 2 , such that W ⊆ B 1 ∞ (0, 1) := {z ∈ R × C N +1 : z ∞ ≤ 1}. We may consider the lattice Z 2N +3 ⊆ R × C N +1 , which is a free module over Z of dimension 2N + 3. For every positive integer H, we denote by N Z (W, H) the following number:
Let m ≥ 1 be any positive integer, and let {y i : 1 ≤ i ≤ m} ⊆ Y be a finite collection of points of Y , where Y is the semi-algebraic set of Section 5. We may consider the discrepancy
where A ε is as defined in Section 5. For every positive real number ε > 0 we consider the following subset of Y × S ∆ :
where we use the notations of Subsection 4.2. For every positive real number ε > 0 and for every f ∈ S ∆ , we consider the set R ε,f defined as follows:
The following lemma describes R ε as a semi-algebraically definable set. The precise definitions required to understand it can be read in detail in [CPM03] . As a brief idea, observe that, for positive integers m, k, s, d ′ ∈ N, a set W ⊆ R m+1 is a "k-projection of an (s, d ′ )-definable semi-algebraic set" if there exists a semi-algebraic set definable with at most s equations of degree
Lemma 36 Assume there exists an i, 1 ≤ i ≤ n, such that d i ≥ 2. Then, for every positive real number ε > 0 and for every element f ∈ S ∆ , the set R ε,f is the k-projection of an (s,d')-definable semi-algebraic set, where
Proof.-Observe that a point ((t, h, M ), f ) ∈ Y × S ∆ is in R ε if and only if the following property holds:
where we denote by the same symbol the point ζ ∈ S 1 (C n+1 ) and the associated point in IP n (C).
If we write g(s 1 , s 2 , t, h, M ) :
where T ζ g(s 1 , s 2 , t, h, M ) is the differential matrix of g(s 1 , s 2 , t, h, M ) restricted to ζ ⊥ for some orthonormal basis. Equivalently, we may write the property (6) as follows.
so that we have eliminated the dependence on the orthogonal space ζ ⊥ . This is due to the fact that the singular values of d ζ g(s 1 , s 2 , t, h, M ) and T ζ g(s 1 , s 2 , t, h, M ) are equal.
Observe that for any sequence of positive real numbers λ 1 , . . . , λ n , the following equality holds:
We consider the following sequence of real positive numbers:
Then, from equation (7), the vectors v M 0 , . . . , v M n defining φ(M ) satisfy the following equalities:
Hence, we can express every coordinate of v M k as a polynomial on these variables, of degree at most 2 2k (n + 1), and every element of φ(M ) may be expressed as a polynomial of degree at most 2 2n (n + 1). Moreover, for every t ∈ [0, 1], we consider points (t 1 , t 2 ) ∈ S 1 (R), and l 1 , l 2 ∈ R such that:
Then, we can write:
g(s 1 , s 2 , t, h, M ) = s 1 f + s 2 t 1 l 1 ∆ −1 h + t 2 ψ −1 e 0 (T e 0 (l 2 M φ(M ))) .
Thus, every coefficient of g(s 1 , s 2 , t, h, M ) can be expressed as a polynomial of degree at most 2 2n+1 (n + 1) on the variables t 1 , t 2 , s 1 , s 2 , l 1 , l 2 , λ 0 , . . . , λ n , M, h. can be expressed as a polynomial of degree at most 2 2n+2 (n + 1) 2 d on the variables µ, s 1 , s 2 , t 1 , t 2 , l 1 , l 2 , h, M, λ 0 , . . . , λ n , ζ. Moreover, for 1 ≤ i ≤ n, λ i satisfies a polynomial equality in the variables of M of degree at most 2 2n+1 (n + 1). We conclude that condition (6) may be written as ∃µ ∈ R : µ 2 < ε 4 , (P 1 = 0), where P 1 is a polynomial of degree bounded by 2 2n+2 (n+1) 2 in the variables above.
With respect to the condition (4), observe that it is equivalent to the fact that the rank of the two row matrix consisting of the coefficients of f and G (d) (t, h, M ) is 2. That is an inequality of degree also bounded by 2 2n+2 (n + 1) 2 .
As for condition (5), from [BPR98] the fact that (g(s 1 , s 2 , t, h, M ), ζ) ∈ L ∆ (f, G (d) (t, h, M ), e 0 ), may be expressed as a semi-algebraic condition with The lemma follows.
Lemma 37 Assume there exists an i, 1 ≤ i ≤ n, such that d i ≥ 2. With the notations as above, for any collection of points {y i : 1 ≤ i ≤ m} ⊆ Y , the following inequality holds.
Proof.-First, observe that for every (t, h, M ) ∈ Y ,
Thus, D {y 1 ,...,ym} equals The following technical lemma follow from Corollary 11 of [CPM03] and Lemma 36.
Lemma 38 Assume there exists an i, 1 ≤ i ≤ n, such that d i ≥ 2. Let H ≥ (2N +3) 2 be a positive integer. Let k, s, d ′ be the numbers of Lemma 36. With the notations above, the following inequality holds for every f ∈ S ∆ :
Observe that Corollary 11 of [CPM03] also yields:
Lemma 39 Let A, B, C, D, α 1 , α 2 be real positive numbers such that the following inequalities hold.
|A − B| ≤ α 1 , |C − D| ≤ α 2 , |A| ≤ |C|.
Then, the following inequality also holds:
The result below follows from lemmas 38 and 39.
Lemma 40 Assume there exists an i, 1 ≤ i ≤ n, such that d i ≥ 2. Let H ≥ (2N + 3) 2 be a positive integer, and let f ∈ S ∆ . With the notations above,
In particular,
Proof of Theorem 8.
Theorem 8 at the Introduction is a consequence of Corollary 42 in this subsection.
Corollary 41 Assume there exists an i, 1 ≤ i ≤ n, such that d i ≥ 2. Let H ≥ (2N + 3) 2 be a positive integer. The following inequality holds:
In particular, let δ(ε) := (10 4 n 5 N 2 d 3/2 ) 1/2 ε be this positive number. Then, there exists a universal constant C > 0 such that if Proof.-We change each occurrence of ε in Corollary 41 by (10 4 n 5 N 2 d 3/2 ) −1/2 ε, as in Subsection 5.1.
Observe that Theorem 8 is an immediate consequence of this Corollary 42. In fact, it suffices to choose h 1 = 2 log 2 ε −1 , and follow the steps of the proof of Theorem 6 (cf. Subsection 5.1).
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