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Abstract: Recently, an effective membrane theory was proposed that describes the “hy-
drodynamic” regime of the entanglement dynamics for general chaotic systems. Motivated
by the new bit threads formulation of holographic entanglement entropy, given in terms of
a convex optimization problem based on flow maximization, or equivalently tight packing of
bit threads, we reformulate the membrane theory as a max flow problem by proving a max
flow-min cut theorem. In the context of holography, we explain the relation between the max
flow program dual to the membrane theory and the max flow program dual to the holographic
surface extremization prescription by providing an explicit map from the membrane to the
bulk, and derive the former from the latter in the “hydrodynamic” regime without reference
to minimal surfaces or membranes.
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1 Introduction
Entanglement has been playing an important role in recent studies of holography [1–8] and the
thermalizing out-of-equilibrium dynamics [9–12]. It is expected that in the large subregion,
long time limit, the dynamics of entanglement entropy simplifies. Indeed, in this “hydrody-
namic” limit recently a simple effective theory, the membrane theory was proposed in [13]
and elaborated upon in [14], based on the earlier results of [15–17]. In holography the HRT
prescription [1–3] gives an elegant geometric prescription for computing the entanglement
entropy of field theories with a holographic dual. It has been recently reformulated in the
language of bit threads [18]. In this paper we investigate the interplay of these two recent
developments. For recent work on bit threads see for example [19–25]. We summarize our
results and give the outline of the paper below.
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To set the stage for our discussion, we give the statement of the bit thread reformulation
of the HRT prescription. The reformulation is simplest to state in the static RT case [1, 2],
where the entropy is computed in two equivalent ways:
S[A] =
1
4GN
min
m∼A
area(m) ⇐⇒ S[A] = 1
4GN
max
wµ∈F
∫
A
√
hnµw
µ ,
F ≡ {wµ | ∇µwµ = 0, |wµ| ≤ 1} .
(1.1)
The LHS is the HRT prescription: we are instructed to find the minimal area surface m that
is homologous to the boundary region A whose entropy we are interested in. The RHS is
the bit thread reformulation: we are interested in finding a divergence free vector field wµ
with bounded norm that maximizes the flux through A. (On the RHS nµ is the unit normal
covector field of the AdS boundary.) We can equivalently think of the vector field wµ as
bit threads of Planck width that connect the subsystem A to the rest of the system: they
represent EPR pairs shared between A and the rest of the system and their number gives the
entropy. The equivalence of the results of the two optimization problems is a consequence (of
the Riemannian version) of the max flow-min cut theorem of network theory. Intuitively, since
the vector field is divergence free, we can evaluate its flux through any region homologous to
A. There is a bottleneck for increasing the flux, at the minimal surface m the vector field is
wµ = nµ(m), where n
µ
(m) is the unit normal covector field of m as a hypersurface, and the two
sides agree.
We can extend the reformulation (1.1) to the time dependent HRT case, by using the
maximin reformulation of HRT [26]: we fix a Cauchy surface Σ, perform area minimization on
it, and then maximize over Σ. We can then straightforwardly use the bit thread reformulation
for each Cauchy surface Σ, and then maximize over all Cauchy surfaces:
S[A(T )] =
1
4GN
max
Σ⊃∂A(T )
min
m∼A(T )
m⊂Σ
area(m) ⇐⇒ S[A(T )] = 1
4GN
max
Σ
max
wµ∈FΣ
∫
A(T )
√
hnµw
µ ,
FΣ ≡ {wµ ∈ X(Σ) | ∇µwµ = 0, |wµ| ≤ 1} ,
(1.2)
where X(Σ) is the space of vector fields on Σ. See Fig. 1 for an illustration. There also exists
a covariant bit thread version of the correspondence [27], but we will not use it in this paper.
In [14] the membrane theory was derived from the HRT prescription in the hydrodynamic
limit; we review this derivation and provide an alternative one using the maximin reformu-
lation of the HRT prescription in Section 2. The membrane theory instructs us to compute
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Figure 1. In this figure we illustrate the bit thread reformulation of the HRT prescription (1.2).
The cubiod is a part of a (three-dimensional) Penrose diagram of a spacetime dual to a field theory
quench. The AdS boundary is the back face of the cuboid, and A(T ) lies in it. (In this case A(T ) is
a sphere and the three directions on the Penrose diagram are the bulk radial direction, time, and the
field theory spatial radial coordinate.) We drew a transparent purple Cauchy slice Σ through the bulk
that contains A(T ), and the purple line on it is the HRT surface that computes S[A(T )]. We also drew
the flow lines of wµ, the bit threads. They are floppy away from the HRT surface, but pass through
it perpendicularly, and they are maximally packed at this bottleneck. Their flux through A(T ) also
computes S[A(T )]. The membrane theory describes the part of the HRT surface that lies between
the orange and the black planes representing the infalling matter shell and the black brane horizon
in the spacetime respectively. This portion of the HRT surface determines the leading extensive piece
of the entropy. The membrane bit threads approximate the flow in the same region, as we explain
below. See Fig. 4 for a more conventional Penrose diagram, as well as discussion around there for
more explanation about the spacetime geometry. We note that the HRT surface is an actual numerical
solution from [17], while the bit threads are only sketches.
the minimal membrane action
S[A(T )] = sth min
m∼A(T )/(t=0)
∫
m
√
h
E(v)√
1 + v2
, v ≡ (n · tˆ)√
1− (n · tˆ)2
, (1.3)
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where sth is the equilibrium thermal entropy density, n is the unit normal to the membrane,
tˆ is the timelike unit vector, the notation m ∼ A/(t = 0) means that m is homologous to A
relative to the t = 0 surface, and the membrane lives in Euclidean space. Since there is a fixed
time coordinate in the formulation, we could as well rewrite the problem in Minkowski space,
and this was the choice made in [14] to emphasize that we are studying real time evolution.1
In this paper the Euclidean formulation is more convenient.
The membrane theory applies in the dynamical setting, but mathematically it is more
analogous to the static RT problem (1.1). (In fact, we would recover the static RT problem
(1.1) by setting E(v) = √1 + v2.) It is natural to expect that similarly to the RT case, it
admits a bit thread reformulation. The main result of this paper, presented in Section 3, is
the derivation of the reformulation:
S[A(T )] = sth max
wµ∈F
∫
A(T )
nµw
µ , F ≡ {wµ | ∇µwµ = 0, |~w| ≤ H(wt)} , (1.5)
where we used the decomposition wµ = (wt, ~w), and introduced the function H(wt) which is
the Legendre transform of −E(v),2
wt = −E ′(v) , H(wt) = (E(v)− v E ′(v)) ∣∣∣
v=v(wt)
. (1.6)
It is natural to ask what does the minimal membrane and the corresponding bit threads
have to do with the HRT surface and the bulk bit threads. The membrane is the projection
of the HRT surface to the boundary of AdS along constant infalling time. In this setup the
HRT surface can be recovered from the membrane using an explicit map. Using this same
map the membrane bit threads can be pushed into the bulk, and we get bulk bit threads
satisfying the constraints as we show in Section 4. There we also show that starting from
bulk bit threads, the RHS of (1.2), we can obtain the membrane bit thread description (1.5)
in the hydrodynamic limit. This brings the logic of this paper to a full circle, as illustrated
on the flowchart in Fig. 3.
1If we choose Minkowski signature, (1.3) is modified to:
S[A(T )] = sth min
m∼A(T )/(t=0)
∫
m
√
h
E(v)√
1− v2 , v ≡
(n · tˆ)√
1 + (n · tˆ)2
, (1.4)
where hαβ in the above equation is the metric on m induced from the Minkowski metric.
2Note that for E(v) = √1 + v2 we recover the constraints on wµ given in (1.1).
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A(T)	
Figure 2. In this figure we illustrate the bit thread reformulation of the membrane theory (1.5). The
initial state is drawn with orange, the time T is represented by a black line, and the purple membrane
(anchored on ∂A(T )) is stretching between the two. (In this case A(T ) is a sphere, the vertical direction
is time, while the horizontal is the field theory spatial radial coordinate.) The membrane bit threads
are drawn with blue. Note that some threads have a vertical section: since for |v| ≥ vB we have
H(wt) = 0 (see (2.10) for the explanation of this fact), it follows that for this case |~w| = 0, hence the
threads point in the time direction. Comparing to Fig. 1, it is easy to visualize that the membrane
picture is the projection of the bulk picture along constant infalling time: the infalling matter shell
becomes the orange line, the intersection of the Cauchy surface with the horizon becomes the black
line, while the appropriate part of the HRT surface and bulk bit threads become the membrane and
the membrane bit threads. What is highly nontrivial is that we can write a theory in terms of the
membrane or membrane bit threads alone. We note that the membrane is a semi-analytic result from
[14], while the bit threads are only sketches.
HRT	formula	
Membrane	theory	
Random	circuits	 Bit	threads		
Membrane	bit	threads		
duality	[3.1]	
duality	[3.1]	
hydro	limit	
hydro	limit	[2.1]	 hydro	limit	[4.2]	
Figure 3. On this flowchart we show the relations between the different theories that compute the
entanglement entropy S[A(T )]. The numbers in brackets refer to the section where we discuss the
particular relation.
The membrane theory is a candidate to be the universal effective description of entan-
glement dynamics in the hydrodynamic regime. Even though currently there is no general
physical argument for its validity, we find it promising, since it can be derived from disparate
physical systems: holographic gauge theories [14] and random quantum circuits [13]. To gain
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more confidence in the theory it is a worthy enterprise to study its theoretical structure, and
assess the feasibility of its properties. The main result of this paper is a dual description of
the membrane theory in a flow or bit thread formulation, which makes no reference to the
membrane. The two ends of the bit threads may be interpreted as the two members of EPR
pairs that have been distilled from the entangled state. The floppiness (non-uniqueness) of
the maximal bit thread configuration corresponds to the highly non-unique nature of the dis-
tillation process. The minimal membrane can be thought of as a coarse grained cut through
the tensor network representation of the evolving wave function. The bit thread reformula-
tion than raises the question what properties should the tensor network have, so that for any
entanglement cut we can turn it into EPR pairs. Similarly, powerful many-party inequalities
for entanglement entropy can be derived from the membrane theory [28]. If the membrane
theory is universally valid in all chaotic systems, all these properties should hold for the wave
function evolving from a short range initial state under chaotic time evolution in the hydrody-
namic limit. It would be fascinating, if the flow reformulation developed in this paper would
provide an avenue to proving the validity of this effective theory for entanglement dynamics.
2 Hydrodynamic regime of entanglement dynamics
2.1 Membrane theory review
We want to study the dynamics of entanglement in a homogenous highly excited out of equi-
librium state. Such a state can be prepared experimentally using a quench. In a chaotic
system the state will settle to thermal equilibrium with inverse temperature β. In the “hy-
drodynamic regime”, where we study subsystems of characteristic size R at time T , which
obey
R, T  β , (2.1)
we expect that the laws governing the dynamics of entanglement entropy simplify.3 The
corresponding effective theory was proposed in [13] based on results obtained from random
quantum circuits [15], and the effective theory was derived from holography in [14].
We review the derivation briefly. The quench state |ψ0〉 and its subsequent time evolution
is dual to a spacetime represented in Fig 4, where we also depict a typical HRT surface
anchored on the boundary region A(T ). (For a three-dimensional Penrose diagram see Fig. 1.)
3In a weakly coupled chaotic system, in (2.1) we should replace β with the local equilibration time tloc ∼ β/g,
where g is the coupling strength. We expect that the membrane theory applies to these systems as well at the
longest distance and time scales.
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Let us introduce a large bookkeeping parameter Λ (which we set to Λ = 1 at the end of the
calculation, and replace R, T → ΛR, ΛT . We want to describe the leading, extensive Λd−1
piece of the entropy. The first step of the derivation is to understand that we only get a
contribution to this extensive piece from the behind the horizon region of the spacetime; the
other parts of the HRT surface only contributes area law, Λd−2 pieces [14, 17].4 Second, we
can establish that the piece of the HRT surface connecting the boundary to the horizon is very
simple to leading order: in Schwartzschild coordinates the HRT surface is just the entangling
surface ∂A(T ) extended into the bulk along the bulk radial direction z as a cylinder, and
hence on the horizon its image is ∂A(T ) [17]. We do not discuss these points further, as they
are not central to what we set out to do in the rest of the paper.
HRT	
| 0i
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Figure 4. Penrose diagram of a spacetime dual to a quench. Before the quench we have pure AdS,
the infalling matter shell is colored orange, where the spacetime is strongly time dependent, and
the spacetime subsequently settles to a static black brane. The horizon is a diagonal black line, the
singularity is a red line, the Poincare horizon and the AdS boundary are drawn by blue, while the
HRT surface computing the entropy of half space is a purple curve.
Third, we analyze the HRT problem in the behind the horizon region, which we write in
infalling coordinates as
ds2 =
1
z2
(
−a(z)dt2 + d~x2 − 2
b(z)
dtdz
)
, (2.2)
and want to describe the codimension-2 HRT surface using the dependent coordinates z(t,Ω),
ρ(t,Ω), where (ρ,Ω) are spherical coordinates on a fixed time slice in the boundary theory.
4This includes the divergent area law piece coming from the near boundary part of the geometry. Since the
divergent piece is time independent, we can also discard it by considering the vacuum subtracted entanglement
entropy S[A(T )] ≡ S|ψ0〉[A(T )]− S|0〉[A(T )].
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Without loss of generality, we choose the horizon to be at zh = 1; we then have a(1) = 0.
The area functional is
S[A(T )] =
1
4GN
min
m∼A(T )
∫
dt dΩ
ρd−2
zd−1
√
Q
Q ≡
[
ρ˙2 −
(
1 +
(∂Ωρ)
2
ρ2
)
a(z)
]
+
2
b(z)
[
ρ˙ (∂Ωρ · ∂Ωz)
ρ2
−
(
1 +
(∂Ωρ)
2
ρ2
)
z˙
]
− (∂Ωz)
2
ρ2b(z)2
.
(2.3)
Now we implement the scaling limit: we scale the field theory coordinates, but not the bulk
radial coordinate z:
t→ Λt , ρ→ Λρ , Ω→ Ω , z → z . (2.4)
Plugging into (2.3) we get an overall Λd−1 factor that corresponds to extensivity, while to
leading order in Λ, only the first term in Q remains. This term only depends on z algebraically
(compare to the full action), thus the equation of motion of z is algebraic
a(z)− za
′(z)
2(d− 1) =
ρ˙2
1 + (∂Ωρ)
2
ρ2
. (2.5)
Let us introduce some notation, we define:
c(z) ≡ a(z)− za
′(z)
2(d− 1) , v ≡
ρ˙√
1 + (∂Ωρ)
2
ρ2
, (2.6)
with these from (2.5) z(t,Ω) is given by
z(t,Ω) = c−1
(
v2(t,Ω)
)
. (2.7)
We can plug this back into (the scaled version of) (2.3), and obtain the membrane theory
action
S[A(T )] = sth min
m∼A(T )/(t=0)
∫
m
dt dΩ ρd−2
√
1 +
(∂Ωρ)2
ρ2
E(v) , (2.8)
where we set Λ = 1, introduced sth ≡ 14GN , and took into account the fact that since we are
studying only a section of the HRT surface, this section ends on the t = 0 slice, hence we
have to use the criterion of relative homology. The function E(v) encodes the bulk geometry:
E(v) =
√
−a′(z)
2(d− 1)z2d−3
∣∣∣∣∣
z=c−1(v2)
. (2.9)
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The minimization problem concerns the function ρ(t,Ω) which determines a codimension-1
surface, a membrane in [0, T ] × Rd−1 that stretches between the upper and lower ends of
the time interval: it is anchored on ∂A(T ) on the upper end and ends perpendicularly on
the lower end. This membrane is the projection of the HRT surface to the boundary along
constant infalling time t. Remarkably, if we solve the membrane minimization problem given
by the action (2.8), then we can reconstruct the relevant part of the HRT surface using the
map (2.7) (to leading order in the scaling limit).
The function E(v) can be proven to be a positive even function, monotonically in-
creasing and convex for 0 ≤ v, and at v = vB, with vB the butterfly velocity, it obeys
E(vB) = vB, E ′(vB) = 1 [14]. These properties are required for physical consistency [13]. A
consequence of this is that minimal membranes have |v| ≤ vB for all shapes A(T ) [14].5 The
membrane tension E(v) given in (2.9) diverges as v → 1. For ease of presentation, we will
modify the membrane theory to include a modified membrane tension
E˜(v) ≡
E(v) , (|v| ≤ vB) ,|v| , (|v| ≥ vB) . (2.10)
The modified membrane problem still has the same minimal membranes as the original ones,
because minimal membranes always have |v| ≤ vB, in which regime the tensions agree.
Next we rewrite (2.8) in a more geometric manner. First, we want to find a geometric
interpretation of v. To this end, we write the local co-normal of the membrane nµ. The
membrane is defined by
0 = φ(t, ρ,Ω) ≡ ρ− ρˆ(t,Ω) , (2.11)
where ρˆ(t,Ω) is just the shape of the membrane in spherical coordinates. The normal covector
is then
nµ = nρ∂µφ = nρ (−ρ˙, 1,−∂Ωρ) , (2.12)
where we omitted the hat from ρˆ(t,Ω). nρ is determined by the normalization condition
n2 = 1 to be
nρ =
1√
ρ˙2 + 1 + (∂Ωρ)
2
ρ2
. (2.13)
5We have that z(vB) = 1, the horizon. Then this fact about minimal membranes translates into HRT
surfaces staying behind the horizon in the scaling limit, as we assumed for the derivation.
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Note that we are using Euclidean signature, even though the field theory naturally lives
in Minkowski signature. Since we have a preferred time in this problem (and no Lorentz
invariance), this is merely a choice. Now we can express v in terms of the normal vector and
the timelike unit vector tˆ in different ways:
v =
nt
|~n| =
(n · tˆ)√
1− (n · tˆ)2
, (2.14)
and rewrite (2.8) in a more geometric way:
S[A(T )] = sth min
m∼A(T )/(t=0)
∫
m
dd−1σ
√
h
E˜(v)√
1 + v2
= sth min
m∼A(T )/(t=0)
∫
m
dd−1σ
√
h |~n| E˜
(
nt
|~n|
)
,
(2.15)
where σ are coordinates on m and hαβ(σ) is the induced metric on m. The first line was the
form of the membrane theory given in the Introduction in (1.3).
2.2 Maximin in the scaling limit
The original derivation of the membrane theory relies on the HRT prescription [3] for the
computation of the holographic entanglement entropy in dynamical settings. The covariant
generalization of the bit threads arises naturally by taking the maximin reformulation of the
HRT prescription [26] as a starting point. Hence, as a preparation for the discussion of the
bit thread analogue of the membrane theory, we present the problem from the perspective of
the maximin prescription.
First let us recall the maximin formula. The entanglement entropy of a boundary region
A(T ), S[A(T )] is given by
S[A(T )] =
1
4GN
max
Σ⊃∂A(T )
min
m∼A(T )
m⊂Σ
area(m) , (2.16)
where the prescription requires us to pick a Cauchy slice Σ which contains the boundary ∂A(T )
at the boundary of the spacetime ∂M , and for each Σ find the minimal surface m ∼ A(T )
contained in it. Then, we vary over all the space-like Cauchy surfaces Σ until we reach the
maximum among all the minimal surfaces, the maximin surface. Its area over 4GN equals the
holographic entanglement entropy. We would like to understand how the above prescription
simplifies in the scaling limit.
First, let us recall, that the bulk region of interest to us lies behind the horizon in the
geometry (2.2). In the coordinates used there, this region obeys t > 0 and z > zh = 1. As
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explained above, for our purposes the boundary region A(T ) will lie on the z = 1 horizon and
its boundary ∂A(T ) will lie at the intersection (z = 1) ∩ (t = T ).
A Cauchy surface Σ in these coordinates can be parametrized by a function z = zˆ(t, ~x)
which can be described as the zero level set of a scalar function φ, given by
φ(xa) ≡ z − zˆ(t, ~x) (2.17)
in terms of the full bulk spacetime coordinates xa = (t, ~x, z). Up to normalization, the normal
covector can be obtained from the above scalar function via
na = N (∂aφ) = N (−∂tz, −∂iz, 1) , (2.18)
which we evaluated at the surface φ = 0 and hence dropped the hat from z. The condition
on the hypersurface to be spacelike is simply stated as gab∂aφ∂bφ < 0, which gives(
a(z)− 2∂tz
b(z)
+
|∇z|2
b2(z)
)
< 0 . (2.19)
Now let us rescale the boundary theory coordinates as (t, ~x)→ (Λ t, Λ ~x) but leave z unscaled.
This choice corresponds to the function z(t, ~x) only varying slowly. Then (2.19) becomes(
a(z)− 2∂tz
b(z)Λ
+
|∇z|2
b2(z)Λ2
)
< 0 , (2.20)
which is then identically true behind the horizon for any z(t, ~x). Let us also write the metric
(2.2) after rescaling:
ds2 =
Λ2
z2
(
−a(z)dt2 + d~x2 − 2
b(z) Λ
dtdz
)
, (2.21)
which to leading order becomes degenerate, i.e. we can move freely in the z direction.
After these preparations, let us write the maximin procedure after the rescaling. The
space of induced metrics gµν(z) relevant for the first step of the maximin prescription (the
minimization step), is parametrized by a single scalar function z(t, ~x). Additionally, we can
pick coordinates xµ ∈ Σ0 (one can think of Σ0 as the horizon, the boundary of M with
z = 1), which describe points on any hypersurface Σ determined by z(xµ) in a global way,
that is independently of the specific function z(xµ). In these coordinates, one can write down
explicitly the maximin formula as
S[A(T )] = max
z(t,~x)
z(T,∂A(T ))=1
min
m∼A(T )
1
4GN
∫
m
dd−1xm
√
h(z(xm), xm) (2.22)
where the surface m is described simply by a set of points xµm, in Σ0.
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The two optimization steps in the above program are independent of each other, and
therefore we can exchange their order, and equivalently compute S[A(T )] as
S[A(T )] = min
m∼A(T )
max
z(m)
1
4GN
∫
m
dd−1xm
√
h(z(xm), xm) , (2.23)
where now the maximization step is carried out on the restriction of z(x) on m, this is z(m).
Taking (2.23) as our starting point, one can explicitly solve the equations of motion for z(m)
as done in [14] and reviewed in Section 2.1, which gives us the solution to the maximization
step above. Plugging the solution back into (2.23) gives us the membrane theory description
(2.15). In Appendix A we provide an alternative viewpoint on the equivalence of the programs
(2.22) and (2.23).
Away from the hydrodynamic limit, we cannot exchange the optimization steps in max-
imin. We found it worth listing some obstacles that prevent us from switching the order in
the general case and how they get resolved in the limit we are studying:
• The induced metric on a codimension one surface (m, z(m)) lying on the hypersurface
z(x) depends not only on z(x) but also on its derivatives ∂µz(x) evaluated at m. This is
not the case in (2.22) and (2.23), since contributions to the induced metric proportional
to ∂µz are suppressed in the scaling limit, as can be seen from (2.21).
• In (2.23) is an arbitrary function z(m) only constrained by the boundary condition
at ∂A(T ). One may worry about the existence of a spacelike hypersurface z(x) that
matches it on m. The scaling limit comes to the rescue: as argued around (2.20) any
surface z(x) is spacelike and therefore an arbitrary surface z(m) can always be embedded
in a spacelike hypersurface z(x).
• The maximization step in (2.23) can be interpreted as the area maximization of a
codimension one hypersurface z(xm) in the manifold m × [1,∞). Had this manifold
been Riemannian, a maximal area hypersurface would not exist, since one could always
increase the area by wiggling the surface along the embedding direction. From (2.21)
we can read off that the metric on m× [1,∞) is degenerate, hence not Riemannian, and
the arbitrary increase in area from wiggling is avoided in the scaling limit due to the
fact that the induced metric on m becomes independent of ∂µz.
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3 Bit-threads in the scaling limit
3.1 Bit-threads for the membrane theory
Having reviewed the derivation of the membrane theory, next we are interested in deriving
a dual concave max flow program whose solution equals the solution of (2.15). There is a
powerful technique that allows to connect solutions of convex mincut-like programs similar
to the minimization problem described above with solutions of concave max-flow programs
called convex dualization. However, the min cut-like problem (2.15) is not in any obvious way
a convex optimization problem. Nevertheless, in some circumstances as the ones studied in
[20, 22, 29], it is possible to recast the solution of a non-convex problem in terms of a convex
program by a trick called convex relaxation. Convex relaxation is a technique in which we
embed a non-convex program into a convex one in such a way that the solution of the latter
equals that of the former. For a recent and concise review of all the relevant concepts from
convex optimization used in this section, we recommend [29]. Our presentation will follow
closely their notation and derivations adapted to our problem of interest.
First, we want to rewrite the membrane minimization into a minimization over the whole
manifold by “smearing” the membrane. To this end, consider a once differentiable map (the
smearing) ψ : M → R with the boundary condition ψ|∂M = χA, where χA is 1 on A and 0
on Ac. (One can make ψ|∂M also differentiable by approximating the step like function χA
arbitrarily well with smooth functions.) This implies that the preimage ψ−1(p) with p ∈ [0, 1]
is a codimension one surface homologous to A, see Section 3.2 of [29] for a more detailed
analysis. The level set functions given by the preimage of ψ, ψ−1(p) for arbitrary p have unit
conormal given by
nµ =
∂µψ
|∂ψ| . (3.1)
We would like to show that
min
ψ ,ψ|∂M=χA
∫
M
L(n)|∂ψ| = min
m∼A
∫
m
√
hm L(n) , (3.2)
where we introduced
L(n) ≡ |~n| E˜
(
nt
|~n|
)
. (3.3)
In (3.2), hm represents the determinant of the induced metric on the surface m.
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The argument is simple. Let us approximate ψ with a sum of step functions such that it
also satisfies the boundary conditions:
ψ(x) =
k∑
i=1
λi χri(x) +
K∑
I=1
ζI χRI (x) ,
k∑
i=1
λi = 1 ;
(3.4)
see Fig. 5 for an explanation of what these regions mean. Let us also introduce E[m] ≡∫
m
√
hm L(n). Since ∂ψ is a sum of delta functions, the LHS of (3.2) becomes:
min
λi,mi
ζI ,MI
(
k∑
i=1
|λi|E[mi] +
K∑
I=1
|ζI |E[MI ]
)
. (3.5)
Since E[m] ≥ 0, minimization in λi, ζI for fixed mi, MI gives ζI = 0, λi∗ = 1, λi 6=i∗ = 0
where E[mi∗ ] is the minimal among the E[mi]. Then (3.5) becomes minmE[m], which is
exactly what we have on the RHS. We note that our pedestrian proof can be made more
concise and rigorous following the route taken in [29]; we preferred the version presented here
for pedagogical reasons.
A(T)	
…
…
	
…	
r1	
r2	
rk	
R1	
RK	
m1	
m2	
mk	
MK	
M1	
Figure 5. The regions ri ∼ A, while RI ∼ ∅. The surfaces are the boundaries of the respective
regions, mi = ∂ri \ A(T ) and MI = ∂RI . The condition
∑k
i=1 λi = 1 comes from the requirement
that ψ|∂M = χA.
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The above analysis show that one can write the entanglement entropy in terms of the
following minimization problem
S[A(T )] = sth min
N
∫
M
L(Nˆ) |N | , (3.6)
where Nˆ ≡ N|N | , and the minimization problem is subject to N = ∂ψ with ψ obeying the
boundary condition ψ|∂M = χA.
Second, we realize that (3.6) is a convex optimization program: the equality constraints
and the objective function are convex. To show the convexity of the latter, we compute the
eigenvalues of its Hessian matrix ∂i∂j
(
L(Nˆ) |N |
)
:0 , E˜ (v)− v E˜ ′ (v)∣∣∣ ~N ∣∣∣ [(d− 2)-fold degenerate] ,
(
1 + v2
) E˜ ′′ (v)∣∣∣ ~N ∣∣∣
 , (3.7)
where we used the notation v = Nt/
∣∣∣ ~N ∣∣∣ to avoid clutter. By the properties of E˜ (v) that
we listed above (2.10) these eigenvalues are positive semidefinite, thus we showed that the
objective function is convex.
The next step is to dualize the program in order to derive the max flow analogue of (3.6),
and then argue that both programs share the same solution. The precise arguments behind
the equality between the solution of a convex program and the solution of its dual concave
program were beautifully presented in [29] and applied explicitly to the RT formula. We will
rely heavily on the terminology and presentation of [29], and simply quote the main theorems
and results as the derivation progresses.
The procedure known as convex dualization starts with a given convex (concave) program,
defined by an objective function, which is the function we want to minimize (maximize), and
a set of inequality and equality constraints imposed on the domain on which the objective
function is defined, and defines the set, on which one wants to find the optimal solution, the
feasible set. Then, one constructs a Lagrangian function, which is obtained from the objective
function by adding Lagrange multipliers to impose the equality and inequality constraints
explicitly. In many situations this allows the optimization of the original objective function,
and as a result, it reduces the Lagrangian function to a function of the Lagrange multipliers,
which then can be interpreted as a concave (convex) function on its own. The resulting
program that this function defines is called the concave (convex) dual program. See [29] for a
detailed explanation of this procedure as well as some relevant examples.
As a consistency condition for the convex dualization to work it is required that at every
step the Lagrangian function should have finite minimum (maximum) with respect to the
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original variables and finite maximum (minimum) with respect to the Lagrange multipliers.
This consistency condition defines the set of values that the dual function can have and
therefore defines the dual feasible set. A sufficient condition (Slater’s condition) for the
solution of the original primal program to equal the solution of the dual program is the
existence of an element in the feasible set for which all the inequality constraints become
strict inequalities. We will apply this procedure to equation (3.6). In the remainder of this
section we will assume that the reader is familiar with the concepts used in the previous
paragraphs at the level and in the context of [29] .
We will ignore the overall coefficients in (3.6) and write the relevant primal program as
minimize
∫
M
L(Nˆ) |N |, subject to Nµ = ∂µψ and ψ|∂M = χA . (3.8)
The Lagrangian function associated to it is
L[N,ψ;w, φ] =
∫
M
L(Nˆ)|N |+
∫
M
wµ(Nµ − ∂µψ) +
∫
∂M
√
hφ (ψ − χA) , (3.9)
where we added the Lagrange multipliers wµ and φ to enforce explicitly the equality con-
straints. Maximizing over them gives back the primal program (3.8). Instead we will exchange
the order of maximization in wµ, φ and minimization in N,ψ.
Minimizing the above functional with respect to the original variables N,ψ give rise to a
dual objective function G[w, φ] which depends on the Lagrange multipliers w, φ and defines
the concave dual program. In order to study this function, let us rewrite the Lagrangian
function (3.9) by moving the partial derivative on ψ, and collecting the boundary terms
proportional to ψ. We consider its minimum with respect to the primal program variables
G[w, φ] = min
ψ,N
[ ∫
M
(
L(Nˆ) + wµNˆµ
)
|N |+
∫
M
ψ (∇µwµ)
+
∫
∂M
√
hψ
(
φ+ nµ∂Mwµ
)− ∫
∂M
√
hφχA
]
.
(3.10)
We need the minimum of this function, with respect to ψ and N to be finite so that wµ and
φ are in the domain of G[w, φ]. This requirement imposes the following constraints on the
Lagrange multipliers:
First: The term in parenthesis in the first integral of (3.10) cannot be negative. Oth-
erwise, by chosing |N | arbitrary large one could have arbitrary large negative contributions
from it, and the function G[w, φ] then will not be finite. This means that w must be such
that
L(Nˆ) + wµNˆµ ≥ 0 (3.11)
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for all values of Nˆµ. This imposes a non-trivial constraint on w which we will study later.
Second: The second integral of (3.10) imposes the condition
∇µwµ = 0 : (3.12)
the Lagrange multiplier field wµ must be divergenceless. Otherwise, by choosing ψ such that
|ψ| is large and opposite in sign to ∇µwµ, we could have arbitrary large negative contributions
from this term.
Third: In complete analogy with the second integral, the third integral, which is defined
on the boundary ∂M , will allow arbitrary large negative contributions unless
φ = −nµ∂Mwµ . (3.13)
Imposing constraints (3.11), (3.12), and (3.13) implicitly in (3.10), leads to the following
dual objective function ∫
A
√
hwµnµ , (3.14)
where w is a divergenceless vector field, which satisfies the condition
L(Nˆ) + wµNˆµ ≥ 0 (3.15)
for any vector field Nˆµ with unit norm. The dual program is the maximization of the dual
objective function on the feasible set defined by the above constraints. The dual program
is therefore a concave max flow program as the primal program was a convex min cut-like
program. Next, we will describe this program in a more refined way.
The dual objective function (3.14) is obtained by carrying out the minimization step
of (3.10) in the dual feasible set. That is, condition (3.11) implies that the first integral is
positive definite. Therefore, one can achieve its minimum by setting |N | = 0 everywhere in
the bulk. Note that this leaves Nˆ (the direction of N) undetermined. Likewise, the second
and third integrals are identically zero by the dual constraints (3.12) and (3.13). The only
remaining term is the last boundary integral which on the feasible set equals (3.14).
w is in the allowed set, if it satisfies (3.15) for any unit norm one-form Nˆ . To find this
set, we minimize the LHS of (3.15) with respect to Nˆµ. The optimal Nˆ , Nˆ∗ would depend
on w and so we refer to it as Nˆ∗(w). Plugging the optimal Nˆ∗(w) back into (3.15) defines
for us the set of allowed w’s. Notice that finding the optimal Nˆ∗(w) is equivalent to choosing
the Nˆ that takes the inequality as close as possible to saturation. Indeed, it should be always
possible to find an optimal w∗ for which the inequality is saturated, that is
L(Nˆ∗(w∗)) + (w∗)µNˆ∗µ(w∗) = 0 , (3.16)
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such w defines the boundary of the feasible set.
Now, the direction of the full covector Nµ can be described by the following data:
v =
Nt
| ~N | , and ni =
Ni
| ~N | (3.17)
where ni satisfies the constraint |~n| = 1, then, the full vector have two different presentations
in terms of these variables, these are:
Nµ = |N |
(
v√
1 + v2
,
ni√
1 + v2
)
or Nµ = | ~N | (v, ni) . (3.18)
Then, one can vary Nµ with respect to (v, ni), while keeping either |N | or | ~N | fixed, using
the first or the second presentation of Nµ in (3.18) respectively. In the minimization of the
first term of (3.10) this is equivalent to either varying the term(
L(Nˆ) + wµNˆµ
)
or
(
E˜(v) + wtv + wi ni
)
(3.19)
with respect to (v, ni), since
L(N) + wµNµ = |N |
(
L(Nˆ) + wµNˆµ
)
= | ~N |
(
E˜(v) + wtv + wi ni
) (3.20)
and
|N | =
√
1 + v2 | ~N |. (3.21)
Then, the constraint (3.15) is equivalent to(
E˜(v) + wtv + wi ni
)
≥ 0 . (3.22)
We chose to minimize the LHS of the above expression instead, since its minimum is straight-
forward to obtain6. As a function of ni the minimum is achieved with
n∗i = −
wi
|~w| (3.23)
and as a function of v it is achieved with
−E˜ ′(v∗) = wt. (3.24)
6Notice that |N | → 0 when | ~N | → 0 for any (v, ni) and they are both positive definite. Therefore, in the
minimization of (3.20) over v we can either keep |N | or | ~N | fixed without affecting the region of allowed w.
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In the convex domain of E˜(v) which is for 0 ≤ |v| ≤ vB, the function E˜ ′(v) is one to one,
and therefore invertible, this allows us to think of v∗ as v∗ = v∗(wt) in (3.24) by formally
inverting the equation. (For |v| > vB we have that E˜ ′(v) = 1, which is not invertible.) This
restricts the range of wt to −1 ≤ wt ≤ 1.
Plugging (3.23) and (3.24) back into the inequality constraint (3.22), one gets(
E˜(v∗) + wtv∗ + wi n∗i
)
=
(
E˜(v∗) + v∗wt − |~w|
)
≥ 0 . (3.25)
The above inequality leads to the following constraint on w
|~w| ≤ H(wt) , (3.26)
where H(wt) is the Legendre transform of −E(v):7
wt(v) = −E ′(v) ,
H(wt) = E(v)− v E ′(v)
∣∣∣
v=v(wt)
.
(3.27)
We have removed the ∗ super index in v since at this stage v is simply a convenient parametriza-
tion of the norm bound constrain of w.
In order to have a concave program with a well defined global maximum we need the
constraints of the program to be concave. The divergenceless constraint of w is an affine
constraint and therefore trivially concave. Similarly, the norm constraint (3.26), when written
as
H(wt)− |~w| ≥ 0 , (3.28)
is clearly concave provided the functions H(wt) and −|~w| are concave with respect to their
arguments. As mentioned earlier, H(wt) is the Legendre transform of −E(v), and −E(v) is
a concave function, then, since Legendre transformation takes concave functions to concave
functions, we conclude that H(wt) is concave as well, while concavity of −|~w| follows from
the triangle inequality. Therefore, the norm constraint (3.28) is a concave constraint.
In order to gain some intuition about the norm bound (3.26), we consider the explicit
case of black holes with zero chemical potential [14], and illustrate the norm bound (3.26) in
Fig 6. In this case
E(v) = vE
(1− v2)(d−2)/(2d) , where vE =
(
d−2
d
)(d−2)/(2d)(
2(d−1)
d
)(d−1)/d and vB =
√
d
2(d− 1) . (3.29)
7The same function has appeared in [13], where in the one-dimensional case it was interpreted as an entropy
production rate, and it was denoted by Γ
(
∂S
∂x
)
. It would be interesting to relate the two pictures.
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Figure 6. Upper bound on |~w| as a function of wt. The plot is made parametrically, using v as the
parameter. The function H(wt(v)) attains its maximum value at v = wt = 0, where it equals vE ,
which is monotonically decreasing as a function of d and so is the function H(wt(v)). We plot the
curves for d = 3, 4,∞.
The boundary of the convex domain of w is given parametrically by the functions
H(wt(v)) = E(v)− vE ′(v) = vE
(1− v2) 3d−22d
(
1− v
2
v2B
)
,
wt(v) = −E ′(v) = −d− 2
d
vE v
(1− v2) 3d−22d
,
(3.30)
from which the expected behavior can be read off. That is, H(wt(v)) goes to zero as v → ±vB
and equals vE at v = 0, while wt(v) varies monotonically as a function v.
In summary, we found that the max flow program dual to the minimal “energy” of the
membrane theory is given by the following flow maximization:
S[A(T )] = sth max
w
∫
A(T )
√
hwµnµ , subject to ∇µwµ = 0 , and |~w| ≤ H(wt) , (3.31)
where H(wt) is the Legendre transform of −E(v):
wt(v) = −E ′(v) ,
H(wt) = E(v)− v E ′(v)
∣∣∣
v=v(wt)
.
(3.32)
The membrane program is clearly concave, as the objective function is linear in wµ and so is
the divergenceless constraint, while the norm constraint is concave. Thus, we obtained a well
defined convex optimization program.
Finally, the max flow program just described admits the field configuration wµ = 0 as
an element of the feasible set, since it satisfies both the divergenceless condition (trivially),
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and importantly the inequality constraint associated to the norm bound strictly, i.e. H(wt)−
|~w| |w=0 > 0. This means that the dual program obeys Slater’s condition, and therefore its
solution equals that of the primal program.
3.2 Max flow - min cut theorem and the meaning of v in the bit thread problem
In the formulas (3.32), v appears simply as a convenient parameter to describe the norm
bound on w and therefore in the bit thread language it does not have an obvious geomet-
ric interpretation on its own. It will prove useful to uncover a geometric interpretation by
studying the max flow program in more detail.
First, let us notice that the obvious generalization of the max flow - min cut theorem of
[18] in this context tell us that the bound on w is saturated precisely at the co-dimension
one surface m(A(T )) at which the min cut program (2.15) achieves its minimum (minimum
energy of the membrane), and it does it in such a way that the flux integrand is as large as
possible. We will lay out the usual arguments leading to this expectation.
Starting from the max flow program (3.31) one can write down a global upper bound on
the integral by maximizing its integrand pointwise. That is
max
w
∫
m
√
hwµnµ ≤ max
w∗
∫
m
√
hwµ∗nµ . (3.33)
The maximizations on both sides of the above inequality are taken over vector fields w and w∗
subject to the norm bound (3.28). However, while w is further restricted to be divergenceless
w∗ is not. This implies that the left hand side of (3.33) can be evaluated on any surface
m ∼ A(T ), without changing its value, while the right hand side is sensitive to the choice of
m. Since we want to make the upper bound as tight as possible, we can further minimize the
right hand side over m. This results in
max
w
∫
m
√
hwµnµ ≤ min
m∼A(T )
max
w∗
∫
m
√
hwµ∗nµ . (3.34)
In the rest of the section we prove that the RHS of (3.34) is equal to the LHS of (3.43) (once
the maximization step is carried out) by analogy with the result of [18]. The saturation of the
above inequality is equivalent to the equality between the solutions of the primal and dual
programs, (3.43).
Let us consider the maximization problem
max
w∗
∫
m
√
hwµ∗nµ , (3.35)
where w∗ satisfies the norm bound constraint (3.28). Using the notation introduced at the
beginning of Section 3, the unit covector normal to a surface m (not necessarily the minimal
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“energy” membrane) at a given point can be written in terms of the parameter v ≡ nt/|~n|, in
terms of which
nt =
v√
1 + v2
, |~n| = 1√
1 + v2
. (3.36)
In order to maximize (3.35) we need the local flux to be as big as possible. There is an easy
upper bound on the local flux
wµ∗nµ = w
t
∗nt + ~n · ~w∗ ≤ |nt||wt∗|+ |~n||~w∗| , (3.37)
where we have written w∗ = (wt∗, ~w∗). We can always saturate this bound since there is no
constraint on the sign of wt∗ or the spatial direction of ~w∗, it is achieved by taking ~w∗ to point
in the same direction as ~n, and sgn(wt∗) = sgn(nt).
We introduce a convenient parametrization of w∗:8
wt∗ = λ E ′(v¯) , |~w∗| = λ
(E(v¯)− v¯E ′(v¯)) , (3.38)
where to satisfy the constraint (3.28), we have 0 ≤ λ ≤ 1, and v¯ is an auxiliary parameter
from the range −vB ≤ v¯ ≤ vB. (One can also gain intuition about this parametrization from
Fig. 7, where changing λ corresponds to moving along rays inside the allowed region colored
blue.) The virtue of this parametrization is that it covers the allowed set of w∗ and that the
ratio
wt∗
|~w∗| =
E ′(v¯)
E(v¯)− v¯E ′(v¯) ≡ F(v¯) (3.39)
is independent of λ. This parametrization will be useful throughout the paper. Note that
at this stage v and v¯ are independent parameters describing the directions of two different
vectors, namely n and w∗.
With the parametrizations (3.36) and (3.38) we get:
wµ∗nµ =
(
wt∗v + |~w∗|√
1 + v2
)
= λ
(E(v¯)− (v¯ − v)E ′(v¯)√
1 + v2
)
,
(3.40)
where we used that w∗(v¯) saturates the local flux bound (3.37). It is clear that if we want
to maximize (3.40) while respecting (3.28), we have to set λ = 1, which corresponds to also
8Note the sign difference compared to (3.32). This is not a typo, when we were minimizing (3.20) we had
to choose w to point in the “opposite direction” to N , here we are maximizing the flow, hence we choose w to
point in the “same direction” as n. Technically, we are using that E(v) is an even function.
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saturating (3.28). Finally, we maximize over v¯ (by taking the v¯-derivative of (3.40)), and we
find that the maximum is achieved at v¯ = v, where the flux term is given by
wµ∗nµ =
E(v)√
1 + v2
, (3.41)
and therefore,
max
w∗
∫
m
√
hwµ∗nµ =
∫
m
√
h
E(v)√
1 + v2
. (3.42)
The RHS is a familiar expression: it is the energy of the minimal membrane in the membrane
theory formulation, hence by the results of Section 3.1, we have
min
m∼A(T )
∫
m
√
h
E(v)√
1 + v2
= max
w
∫
A(T )
√
hwµnµ
= max
w
∫
m∼A(T )
√
hwµnµ ,
(3.43)
where the first line is the statement of duality with the minimal membrane problem (the main
result of Section 3.1), while in the second line we used that w is divergenceless. Combining
(3.43) with (3.42), we see that in (3.34) the RHS=LHS. This is what we set out to prove.
From the proof it also follows that for the optimal vector fields w = w∗ at the minimal
surface. Above we determined w∗ in terms of the data of the minimal surface m(A(T )).
m(A(T )) has the normal covector field n living on it, in terms of which
wt|m(A(T )) = E ′(v) ,
~w|m(A(T )) =
(E(v)− vE ′(v))√1 + v2 ~n , (3.44)
with v = nt|~n| . We learn that unlike in the case of the minimal surface problem, w is not
parallel to n, since
wt
|~w| = F(v)
6= v = nt|~n| ,
(3.45)
where we used the notation introduced in (3.39). Away from m(A(T )) the optimal w is highly
nonunique, which corresponds to the flexibility of the bit thread construction of [18].
4 Relation to bulk bit threads
4.1 From membrane bit threads to bulk bit threads
In the section (3.1) we succeeded in obtaining the flow version of the minimal energy problem
appearing in the membrane theory that describes the large scale dynamics of the holographic
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entanglement entropy. It is interesting to ask how the bit threads of (3.31) (which we refer to
as membrane bit threads) relate to the bulk bit threads which are dual to the HRT picture
of entanglement dynamics. One way to answer that question is to find a map between the
membrane bit threads studied in this paper and the bulk bit threads familiar from [18].
First, note that the membrane description of the minimal surface involves a projection to
the boundary in which the knowledge about the bulk coordinate z, and the curved geometry
of the bulk spacetime behind the horizon are encoded in v and E(v). The explicit maps are
derived in appendix B, in equations (B.4) and (B.6). We recall those here:
z(v) =
(
v
E(v)E ′(v)
) 1
2(d−1)
, (4.1)
and
a(z(v)) = −v
(E(v)− vE ′(v)
E ′(v)
)
. (4.2)
This means that in the minimal energy picture of the membrane theory, each surface m ∼ A
can be mapped to the bulk via (4.1) and (4.2), where v is determined from the normal vector
on m according to (2.14).
Second, the optimal membrane bit threads wm at the bootleneck surface m with local
conormal n are fully determined by n. We would like to extend this relation for arbitrary
membrane bit threads wm, so that we can use this relation to lift the membrane bit threads
wm to bulk bit threads wb via (4.1). A priori there are many options how to define v from
wm, but from the presentation in Section 3.2 it should be plausible that the correct one is to
extend (3.45) (or (3.39)) away from the bottleneck surface m(A(T )):
wt
|~w| = F(v) , =⇒ v = F
−1
(
wt
|~w|
)
. (4.3)
To establish the map between membrane bit threads and bulk bit threads, let us consider
a bulk hypersurface parametrized by the function z(x) as was done in Section 2, where the in-
trinsic coordinates x are identified with the boundary coordinates of the manifoldMm (where
the membrane theory lives). This suggests a natural identification between integral curves on
Mm and integral curves on z(x). Therefore, given a membrane bit thread configuration wm
its bulk bit thread counterpart wb is simply given by
wµb = Ωw
µ
m , (4.4)
where Ω is an undetermined positive function. The hypersurface itself z(x) and the induced
metric on z(x), gαβ(z(x)) are determined from the membrane bit thread configuration w
µ
m
via the map (4.1) composed with (4.3).
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From our study of the membrane bit threads, we learned that wµm obeys the bound (3.28)
and it is divergenceless when the background metric ofMm is the flat metric δαβ. On the other
hand, a given membrane tread configuration wm give rise to a bulk bit thread configuration
wb together with a background metric gαβ(z(x)) where wb lives, furthermore we expect wb
on gαβ(z(x)) to obey the same constraints than the bit threads dual to the Ryu-Takayanagi
formula obey. We will prove that these constraints can be satisfied by a unique choice of Ω.
The bit threads dual to the Ryu Takayanagi formula obey the norm bound
gαβ(z(x))w
α
b w
β
b ≤ 1 . (4.5)
and are divergenceless with respect to the metric gαβ(z(x)). The induced metric on the
hypersurface (2.21) in the scaling limit reads
ds2 =
1
z2
(−a(z)dt2 + d~x2) , (4.6)
Now we plug in this into (4.5) to get
gαβ(z(x))w
α
b w
β
b =
Ω2
z2
(−a(z)(wtm)2 + |~wm|2) = (wtm)2 Ω2z2
(
−a(z) + 1F(v)2
)
=
(wtm)
2 Ω2
z2
E(v) (E(v)− vE ′(v))
E ′(v)2 .
(4.7)
where in the first line we used the definition of v from (4.3), and in the second we replaced
a(z) using (4.2). Next we want to bound this expression from above, by bounding (wtm)2.
Since its ratio with |~wm|2 is fixed by (4.3) and we have the norm bound (3.28), we are looking
for the intersection of the two curves on Fig. 7 to get the maximum of (wtm)2. By what is
explained on the figure and its caption, we get
(wtm)
2 ≤ E ′(v)2 , =⇒ gαβ(z(x))wαb wβb ≤
Ω2
z2
E(v) (E(v)− vE ′(v)) . (4.8)
Comparing (4.8) with (4.5), we deduce that
Ω =
z(v)√E(v) (E(v)− vE ′(v)) . (4.9)
We observe that Ω = 1/√g by carrying out the following simple computation using (4.1) and
(4.2):
Ω
√
g(z(x)) = Ω
√−a(z)
zd
=
1√E(v) (E(v)− vE ′(v))
√−a(z)
zd−1
= 1 , (4.10)
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Figure 7. We plot the norm bound (3.28) with blue and the relation (4.3) with red. To maximize
wt we look for the intersection of the two curves. The blue curve can be parametrized as (wt, |~w|) =
(E ′(v¯), (E(v¯)− v¯E ′(v¯))) as was explained around (3.38). Recalling the formula for F(v) from (3.39) we
conclude that at the intersection point v¯ = v and arrive at (4.8).
which leads to the following relationship
wµb =
1√
g(z(x))
wµm . (4.11)
This is very convenient, since it immediately connects the divergenceless condition of wµm with
the one of wµb
∇(g)µ wµb =
1√
g(z(x))
∂µ
(√
g(z(x))wµb
)
=
1√
g(z(x))
∂µw
µ
m
=
1√
g(z(x))
∇(δ)µ wµm = 0 ,
(4.12)
where the superscripts in the covariant derivatives indicates the background metric on which
they are defined.
So far we have shown that the bulk bit threads obtained by mapping the membrane bit
threads into the bulk according to (4.11) obey the constraints |wb|g ≤ 1 and ∇(g)µ wµb = 0.
Next we show that their flux (as given in (1.2)) computes the entanglement entropy S[A(T )].
This then establishes a precise and consistent map between membrane bit threads and bulk
bit threads in the scaling limit.
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Let us start by establishing
√
hwµmnˆµ =
√
h(g)wµb nˆ
(g)
µ , (4.13)
where
√
h(g) is the determinant of induced metric from gαβ (whereas
√
h corresponds to the
flat metric), while nˆ(g)µ is the unit normal with respect to gαβ. We want to relate normal
covectors defined in different spacetimes as we would like to rewrite (3.31) in terms of a
normal covector nˆ(g)µ defined with respect to the metric gαβ(z(x)). To do so, we start by
defining a scalar function ϕ on Mm in terms of which we can define the normal covectors via
nˆµ =
∂µϕ
|∂ϕ| , nˆ
(g)
µ =
∂µϕ
|∂ϕ|g , (4.14)
where we use |•| for the norm with respect to the flat metric and |•|g for the norm with
respect to gαβ(z(x)). Any surface homologous to A(T ) in MM or on the hypersurface z(v)
can be regarded as a level set of a suitable ϕ. Then, we have
nˆµ =
|∂ϕ|g
|∂ϕ| nˆ
(g)
µ . (4.15)
The respective induced metric on a given surface with constant ϕ from a background metric
δαβ or gαβ(z(v)) is then
√
h = |∂ϕ| and
√
h(g)(v) =
√
g(z(v)) |∂ϕ|g . (4.16)
Putting together (4.11), (4.15), and (4.16), we obtain (4.13) that we set out to prove.
4.2 From bulk bit threads to membrane bit threads
Let us now rewrite the membrane bit thread program in bulk language. We start with the
usual flow formulation, and rewrite the flow maximization in two steps:
S[A(T )] = sth max
wm
∫
A(T )
√
hwµmnˆµ
= sth max
v(x)
max
wm∈C[v]
∫
A(T )
√
hwµmnˆµ ,
(4.17)
where we decomposed the set of vector fields into equivalence classes denoted by C[v] that
correspond to a given v(x) direction profile according to (4.3), and then performed the max-
imization in two steps: first we maximize in a fixed equivalence class, then we maximize over
the velocity field v(x) characterizing the equivalence class. Note that we omitted the (g)
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superscript from h, this is because on A(T ) at z = 1 there is no z(v) dependence. Using the
relation (4.13), we can rewrite this in bulk language:
S[A(T )] = sth max
v(x)
max
wb∈Cb[v]
∫
A(T )
√
hwµb nˆ
(g)
µ , (4.18)
where wb ∈ Cb[v] means:
wtb(x)∣∣wib(x)∣∣ = F(v(x)) (4.19)
at every point x. Note that the absolute value | ~wb(x)| is taken with respect to the flat metric.
It is worth noting that, the relation (4.19) looks a lot more natural, if we pull down the indices
of w with the metric (4.6):
(wb)t
|(wb)i| =
gtt(z(v))
gii(z(v))
F(v) = v , (4.20)
where we used (4.1), (4.2) and the definition of F(v) (3.39).
Finally, using the relation between v and z we can bring this into:
S[A(T )] =
1
4GN
max
z(x)
max
wb∈Cb[v(z)]
∫
A(T )
√
hwµb nˆ
(g)
µ . (4.21)
This is very reminiscent of the bit thread dual of the maximin reformulation of HRT (1.2),
which we repeat here (with notations modified appropriately):
S[A(T )] =
1
4GN
max
z(x)
max
wb
∫
A(T )
√
hwµb nˆ
(g)
µ . (4.22)
We see that the bit thread reformulation of maximin allows for more general vector fields
on the hypersurface defined by z(x), whereas the vector field that we get from mapping the
membrane vector flow tie together z(x) and the direction of wb(x) according to the equation
(4.19).
To complete the logic of the paper, we now want to forget the membrane theory and
derive the dual program (4.17) directly from the bulk formulation. This is complementary to
the work presented in the previous sections, as it might shed light into the way the membrane
reinterpretation works. This could be achieved by showing that in (4.22) we can restrict the
maximization max
wb
to max
wb∈C[v(z)]
and still achieve the same max flow. We do not know how to
show this directly in the above formulation.
To complete the derivation, let us rewrite the flux maximization problem over divergence-
less bounded vector fields in an equivalent form, where we make the norm bound explicit by
introducing a Lagrange multiplier vector field ξ:
max
w
∫
A(T )
√
hwµnˆµ = max
ω
min
ξ
[∫
M
√
g (|ξ|g − ξµ ωµ) +
∫
A(T )
√
hωµnˆµ
]
, (4.23)
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where w obeys ∇µwµ = 0 and |w|g ≤ 1, while ∇µωµ = 0 but there is no constraint on the
norm of ω. Minimizing with respect to ξ leads to the condition |ω|g ≤ 1, as desired.
Next, the minimization with respect to ξ and maximization with respect to ω can be
separated into equivalence classes, following a similar story to what we followed above. We
write
max
w
∫
A(T )
√
hwµnˆµ = max
v
max
ω∈Cb[v]
min
v¯
min
ξ∈Db[v¯]
[∫
M
√
g (|ξ|g − ξµ ωµ) +
∫
A(T )
√
hωµnˆµ
]
,
(4.24)
where the relevant sets are:
Db[v¯] ≡ {ξ | ξt = v¯|ξi|} and Cb[v] ≡
{
ω
∣∣∣ ωt = F(v)|ωi|} , (4.25)
where the for covectors Db[v¯] is the analog of Cb[v¯] as was explained in (4.20). Next we
would like to implement the maximization over the choice of hypersurface parametrized by
the function z(x). To proceed, we have to change variables to:
ω˜µ ≡ √g ωµ , (4.26)
so that only the combination √g |ξ|g depends on z(x). (This holds, because the boundary
term does not depend on z, since the region A(T ) is on the horizon at z = 1.) The combination
ω˜µ is familiar, the same relation relates the membrane and bulk flows in (4.11), but there z
was tied to v, whereas here it is not (yet). The divergenceless condition ∇µωµ = 0 turns into
∂µω˜
µ = 0, which can be defined independently of the metric. This is the main motivation
for the rescaling (4.26). We have to be aware at this stage that ω˜µ does not transform as a
vector field under coordinate transformations.
As discussed in Section 2, in the hydrodynamic limit nothing depends on the derivatives
of z(x), then in the maximization step of (4.22) we can vary with respect to z(x) point by
point. We emphasize that domains of ξ and ω˜, including the divergencelessness of ω˜, are
independent of z(x) and then we can carry out the maximization step over z(x) first. We get:
∂
∂z
(
√
g |ξ|g) = ∂
∂z
(√
g(z)
√
gtt(z)ξ2t + g
xx(z) |ξi|2
)
= |ξi| ∂
∂z
(
1
zd−1
√
v¯2 − a(z)
)
= − |ξi| d− 1
zd
√
v¯2 − a(z)
(
v¯2 − c(z)) ,
(4.27)
where in the first line we plugged in the definitions, in the second line we used the metric
(4.6), and in the third we recognized the function c(z) defined in (2.6) that ties together z
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and v¯. From (4.27) we conclude that z = z(v¯), and as expected from the results of Section 2,
we obtain
√
g |ξ|g
∣∣∣
z=z(v¯)
= |ξi| E(v¯) . (4.28)
Thus we can write
max
z(x)
max
w
∫
A(T )
√
hwµnˆµ = max
v
max
ω˜∈C[v]
min
v¯
min
ξ∈D[v¯]
[∫
M
(|ξi| E(v¯)− ξµω˜µ) +
∫
A(T )
√
h ω˜µnˆµ
]
,
(4.29)
where we used that on the boundary ω = ω˜. On the RHS we recognize the membrane bit
thread problem, if we rewrite the two step minimization and maximization steps as maxω˜ minξ,
and compare to (3.10) with identification ω˜ = w, ξ = −N , and the Lagrange multipliers
φ, ψ in (3.10) eliminated making the divergenceless constraint implicit and restricting the
integration of the flux through A(T ). This completes the goal we set out to achieve: we
derived the membrane bit thread problem starting from bulk bit threads without referring to
maximin surfaces or membranes.
We deepen our understanding of the mapping of bulk bit threads to membrane bit threads
in the next section.
4.3 Tying the hypersurface to the bit thread direction
It is worth keeping more metric information in the membrane bit thread problem to gain
further insight. In the membrane bit thread problem given in (3.31), the only remnant of the
bulk metric is through the nontrivial norm bound (3.28). Instead it would be nice to recover
the formulation (4.21) directly.
To do this, we perform the minimization over ξ in the form min
v¯
min
ξ∈D[v¯]
•. Since we want
to keep the notion of a metric in our final program, we need to associate the minimization
over v¯ with the appropriate angular variable in the variation over ξµ. In Section 3.2 in (3.38)
we made one choice in parametrizing a vector field with v¯ and λ, here we will make another
one. Let us define λ by:
λ ≡ √g |ξ|g
∣∣∣
z=z(v¯)
= |ξi| E(v¯) ≥ 0 , (4.30)
from which the parametrization for ξµ is
ξµ = (ξt, ξi) =
λ
E(v¯) (v¯, ni) , (4.31)
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with ni = ξi/|ξi|.9 Then the first term in (4.29) is∫
M
(|ξi| E(v¯)− ξµω˜µ) =
∫
M
λ
(
1− 1E(v¯)
(
v¯ω˜t + niω˜
i
))
. (4.32)
Minimizing over v¯ and ni leads to the solutions
ni = δij
ω˜j
|ω˜k| , and F(v¯) =
ω˜t
|ω˜k| . (4.33)
Comparing to (4.25), we conclude that v = v¯. Plugging this relation back into (4.32) and
imposing positivity leads to the bound on ω˜:(
1− 1E(v)
(
vω˜t + |ω˜i|)) = (1− ω˜tE(v)
(
v +
1
F(v)
))
≥ 0 . (4.34)
Using the definition of F in (3.39), the above simplifies to ω˜t ≤ E ′(v), thus |ω˜i| ≤ E(v)−vE ′(v)
from (4.25). We can explicitly verify that this leads to the expected norm bound after we
rescale back to the original variable ω, that is
|ω|g(v) =
|ω˜|g(v)√
g(z(v))
=
√√√√z(v)2(d−1)((ω˜t)2 + |ω˜i|2−a(z(v))
)
=
∣∣ω˜t∣∣√z(v)2(d−1)(1 + 1−a(z(v))F(v)2
)
=
∣∣ω˜t∣∣
|E ′(v)| ≤ 1 ,
(4.35)
where in the second line we used the relations (4.1) and (4.2), and in the third line we used
the bound derived from (4.34). The last step is to evaluate the minimum of the bulk term in
(4.29) which equals zero at λ = 0.
We conclude that
max
z(x)
max
w
∫
A(T )
√
hwµnˆµ = max
v
max
ω∈C[v]
∫
A(T )
√
hωµnˆµ , (4.36)
with the implicit constraints on the LHS ∇µwµ = 0 and |w|g ≤ 1, while on the RHS
∇(g(v))µ ωµ = 0 and |ω|g(v) ≤ 1. The LHS is the bulk bit thread problem, while the RHS
is the rewriting of the membrane bit thread problem that we arrived at in (4.21). This con-
cludes the alternative derivation of the membrane flow program from the bulk flow program
in the hydrodynamic limit.
9A possible other parametrization would be to keep |ξi| = const., but since ξt = v¯|ξi|, varying v¯ would
mean varying ξt, and v¯ would not be an angular variable.
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A Comments on maximin
We present a compelling argument for the validity of the equality between (2.22) and (2.23),
assuming that both maximin M(A) and minmax mM (A) surfaces are unique. Typically, a
solution of (2.22) gives the maximin surface M(A) and a particular choice of hypersurface
Σ, say zM (x) on which one achieved maximality of area[m(A)] under variations along z.
However, Σ is highly nonunique away from M(A) [26], and therefore, the set of Σ on which
M(A) is a minimal area surface homologous to A lies inside a cone-like bulk region which
converges on M(A), as illustrated in figure 8. Now, let us consider a scalar function φ(x)
defined on Σ0 such that its level set surfaces are homologous to A, with its zero level set
surface being equal to mM (A). This function will define a hypersurface Σφ, obtained via
the area maximization of each of its level set surfaces with respect to variations along the
z direction, step one of (2.23). A set of functions φα(x) which satisfy the above properties
give rise to a set of hypersurfaces Σφα which lie inside a cone-like bulk region that converges
on mM (A), as illustrated in figure 8. For each Σφ, the surface mM (A) has minimal area
among the set of surfaces on Σφ induced from the level set surfaces of φ(x). Since both
M(A) and mM (A) are maximal under variations along z, lies at the intersection of infinitely
many hypersurfaces Σα and Σφα , respectively, and their areas are minimal with respect to
any family of surfaces homologous to A on the appropriate member of these hypersurfaces,
then, these surfaces must coincide with each other, M(A) = mM (A).
B Mapping between the bulk and the membrane pictures
Let us start by recalling the main equations from Section 2.1. The first is
v2 = a(z)− za
′(z)
2(d− 1) ≡ c(z) , (B.1)
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Figure 8. Schematic representation of the cone like regions defined around the maximin M(A) and
minmax mM (A) surfaces on the left and on the right respectively. On the left, we illustrate two
hypersurfaces Σ1, Σ2 where M(A) is a minimal area surface homologous to A. On the right we
illustrate two hypersurfaces Σφ1 , Σφ2 on which mM (A) is a minimal area surface among the induced
level set surfaces of φ1 on Σφ1 and φ2 on Σφ2 respectively.
where v encodes the angle of the normal of the membrane with the time direction. The second
is the membrane tension function E(v) given by
E(v) =
√
−a′(z)
2(d− 1)z2d−3
∣∣∣∣∣
z=c−1(v2)
. (B.2)
We want to obtain a formula for z(v) starting from the knowledge of E(v). Implicit differen-
tiation of (B.1) and (B.2) leads to the following equations
2v
dv
dz
=
(2d− 3)a′(z)− za′′(z)
2(d− 1) ,
2E(v)E ′(v)dv
dz
=
(2d− 3)a′(z)− za′′(z)
2(d− 1)z2d−2 .
(B.3)
The second equation is obtained by first taking the square of (B.2) and then implicitly dif-
ferentiating with respect to z. Once in this form, one finds immediately a closed expression
for z(v),
z(v) =
(
v
E(v)E ′(v)
) 1
2(d−1)
. (B.4)
Notice that the reason why one can solve for z is simply because in both equations (B.3) one
finds precisely the same combination of a′(z) and a′′(z). Then in their ratio one is left with
a function of v and z to some power.
Now to obtain a(z(v)) we start from (B.1), express a′(z) by a combination of E(v) and z
from (B.2), which then leads to
a(z) = v2 − z2(d−1)E2(v) . (B.5)
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Since we already have z as a function of v in (B.4), then this reduces to
a(z) = −v
(E(v)− vE ′(v)
E ′(v)
)
. (B.6)
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