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NOVEL PHASES AND FIELD THEORETICAL METHODS IN QUANTUM
GASES
Xiaopeng Li, PhD
University of Pittsburgh, 2013
We study quantum phases and transitions in ultra-cold quantum gases, beyond the scope
of conventional condensed matter systems. The study focuses on three major thrusts. The
rst thrust is the study of cold ensembles of bosonic or fermionic atoms in the higher orbital
bands of optical lattices. Orbital and topological quantum physics is systematically explored
for various lattice geometries, to be outlined below. The second is the low dimensional spin-
imbalanced fermions in the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) phase. We analyze its
thermal instability towards Berezinsky-Kosterlitz-Thouless (BKT) phase transitions driven
by dierent topological defects at nite temperature. The third is the theoretical search for
a mechanism to achieve a Bose-Einstein crystal phase for bosons in the ground state. A new
class of two-body interactions characterized by strong momentum-dependence is found to
give rise to such a quantum state. It is dierent than but related to the long-debated concept
of supersolidity. The rst thrust forms the main part of the dissertation. Meta-stable phases
of high orbital bosons and fermions have been explored for dierent lattice geometries such
as square and bipartite lattices. Exotic Mott and superuid phases are studied in both one
and two dimensions. Quantum and thermal phase transitions, associated with time reversal
symmetry breaking and their experimental signatures are discussed. In particular a quantum
\disordered" superuid phase, beyond the mean eld description, is found in one dimension.
The challenging problem of probing time reversal symmetry breaking is solved. Besides, a
one-dimensional fermionic optical ladder with coupled s- and p-orbitals is shown to mimic
spin-orbit interactions and exhibit topological insulator and topological superconducting
iii
phases. Charge fractionalization is shown to be realizable in such an sp-orbital ladder.
iv
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1.0 INTRODUCTION
Starting from the rst observation of Bose-Einstein condensation with ultracold atoms in
1995, the study of many-body physics in this eld has exploded. With rapid experimental
developments, ultracold bosons and fermions provide versatile and controllable systems to
study correlated quantum condensed matter physics far beyond the scope of conventional
systems [3, 4, 5], e.g., electron gases and liquid Helium. Despite the densities of the particles
in the trapping potentials being dilute (more than ve orders of magnitude less than air) [3],
strong correlation eects can be observed in ultra-cold quantum gases, thanks to the strong
interactions induced by Feshbach resonances [6].
Studying correlated physics of bosons is of particular interest in ultracold quantum
gases [7, 8, 9, 10, 11]. Quantum phases and phase transitions of bosons in optical lattices
were studied in recent years. The lowest band Mott insulating and superuid phases have
been observed. It was expected exotic stable phases (e.g., a Bose-Einstein condensate with
a complex condensate wavefunction) for bosons are prohibited due to Feynman's \no-node"
theorem [12], which states that the groundstate N -body wavefunction of a non-relativistic
boson system has no nodes (see Appendix C). However, Bose-Einstein condensates with
complex condensate wavefunctions have recently been reported in an optical lattice with
high energy orbital bands loaded [13, 14, 15, 16]. Our work in Ref. [17, 18] is motivated by
understanding the exotic phases with high orbital degrees of freedom involved.
In Ref. [18], a quantum orbital gas in a one-dimensional optical lattice is studied. The
orbital degrees of freedom px and py, which are analogous to two spin-1=2 components, have
been considered. With the matrix product state method, a rich phase diagram is established.
The orbital ordering, a unique feature of the quantum orbital gas, provides new phases and
phase transitions. Indeed, Mott and superuid phases with and without orbital order are
1
found in numerical simulations. The system has a phase transition from the anti-ferro-orbital
superuid phase to the para-orbital superuid phase. The para-orbital superuid phase is a
quantum \disorder" phase. This phase transition is related to the time reversal symmetry
breaking. Experimental signatures of this phase transition are provided. Observing the
time reversal symmetry breaking in one dimension is attracting growing interest of both
experimentalists and theorists. Besides numerical methods, eld-theoretical methods are also
applied to understand the hidden mechanism leading to the orbital order in the superuid
phase. The phase transition in the superuid from orbital order to disorder is found to be
driven by quantum uctuations of phase dierence of two orbital components. Eective eld
theory predicts that the anti-ferro-orbital superuid phase has one gapless mode, and that
the para-orbital superuid phase has two gapless modes. Across the phase transition from
para-orbital to anti-ferro-orbital, the uctuations of one gapless mode become locked. With
eld theory analysis, the stability and the possible localization transitions of the superuid
phases are also discussed.
The other subject I contribute to is to study high-Tc superconductivity in ultracold
quantum gases [19, 20]. A system of attractive spin-imbalanced fermions (e.g., 6Li) in optical
lattices [21, 22, 23, 24] is carried out to simulate challenging High-Tc problems. With a well-
known Lieb-Mattis transformation [25], the attractive Fermi Hubbard with spin-imbalance
maps to the repulsive Hubbard model away from half lling [25]. The quantum simulator|
the attractive spin-imbalanced fermion gas|will provide an answer to the long-standing
question whether repulsive Hubbard model [26] with strong interaction supports d-wave su-
perconductivity. The quantum simulator has the advantage of exploring the whole doping
regime compared with high-Tc Cuprates. A method I contribute to in Ref. [20] based on
the background eld theory approach, includes thermal uctuations of topological defects
and estimates the transition temperature of stripe phases of spin-imbalanced fermions. Very
recently, I nd a quantum uctuation induced superconducting phase with repulsive interac-
tion in an orbital ladder system [19], opening new routes to study high-Tc superconductivity
in quantum gases.
Besides the phases associated with symmetry breakings, searches for novel topological
phases beyond Landau's symmetry breaking paradigm are also attracting growing interests
2
in the context of cold atoms in optical lattices. Previous theoretical proposals of engi-
neering topological phases have been largely focused on systems with spin-orbit coupling,
p-wave pairing or other variants, which may cause experimental complexity in optical lat-
tices. Recently I showed that a standard double-well optical lattice exhibits a new paradigm
of topological matter without resorting to any of the existing ideas [27]. A fermionic or-
bital ladder (with s and p orbitals) at half lling with weak interaction is shown to be in
a Z2 topological insulator phase with fermion zero modes (which features half charges) at
the edges. The signicant Z2 topology arises directly from the complex phases of quantum
tunneling between opposite parity orbitals and hence the present mechanism is parity. With
strong interaction, the system undergoes a topological phase transition to a Mott insulator
with ferro-orbital order, which is an analog of the ferro-magnetic phase in conventional mag-
netic materials. Away from half lling with weak s-wave cooper pairing, the orbital ladder is
shown to enter a topological superconducting phase exhibiting protected Majorana fermions,
which makes the system a promising candidate for topological quantum computing. This is
totally unexpected of such a system without either spin-orbit coupling or p-wave pairing, an
ingredient previously thought necessary for topological superconductivity. Remarkably, edge
states of an array of such ladders form a zero-energy at band in the presence of inter-ladder
couplings, i.e., when crossing over to two dimensions. Past known examples suggest that
edge states in a one-dimensional system would disperse in energy when extending to two
dimensions. The unexpected at band in 2D is an exact consequence of the p-orbital parity
and hence is protected by symmetry. The at band is reminiscent of that at the zigzag edge
of graphene. The existence of a at band opens a route to strongly correlated states fully
controlled by interactions.
3
2.0 OPTICAL LATTICES AND MULTI-BANDS
Despite of the low density of ultra-cold atomic gases, strongly correlated physics can be
studied with optical lattices, where Bose/Fermi Hubbard models can be simulated. In solid
state materials, Fermi Hubbard models are expected to demonstrate many-body emergent
phenomena such as high-Tc superconductivity and spin-charge separation. However, exact
theoretical treatment of Fermi Hubbard models are quite challenging in most cases and
approximate solutions are controversial. Quantum simulations of Fermi Hubbard model
with atomic gases would help sort out controversies and provide concrete understandings
of these models. In this chapter, we discuss the band structures of optical lattices and
demonstrate how Hubbard models are reached in this context.
2.1 BAND STRUCTURES
In terms of eld operators, the Hamiltonian of particles moving in optical lattices is
H =
Z
dx y(x)

  ~
2
2m
~r2 + V (x)

 (x); (2.1)
where  (x) is a eld operator. It can be either bosonic or fermionic. We expand the operator
 (x) in the momentum basis
 (x) =
1p
A
X
K;k
aK(k)e
i(K+k)x; (2.2)
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where k labels the lattice momentum, K the reciprocal lattice vectors and A is the volume
of the system. Optical lattice potentials V (x), unlike the potentials in electronic materials,
can typically be written as superpositions of just a few plane waves, i.e.,
V (x) =
X
Q
v(Q)eiQx;
with Q the reciprocal lattice vectors.
V0=ER 4t
s
nn=ER 4t
s
nnn=ER W
s=ER 4t
p
nn=ER 4t
p
nnn=ER W
p=ER
3 -0.4441 0.0449 0.4519 2.0074 0.3308 2.2803
5 -0.2631 0.0136 0.2642 1.6912 0.2914 1.8468
10 -0.07673 9.1E-4 0.07675 0.9741 0.1051 0.9965
20 -9.965E-3 1.2E-5 9.965E-3 0.2411 5.5E-3 0.2413
Table 1: Tunneling amplitudes in a one-dimensional optical lattice with potential V (x) =
V0 sin
2(kx). ER is the recoil energy
~2k2
2m
. tsnn and t
s
nnn are nearest neighbor and next nearest
neighbor tunnelings for the s (lowest) band. tpnn and t
p
nnn are nearest neighbor and next
nearest neighbor tunnelings for the p (rst excited) band. W s and W p are the band widths
for the s and p bands, respectively.
The Hamiltonian in momentum space reads as
H =
X
K1;K2
X
k
Hk(K1;K2)ayK1(k)aK2(k); (2.3)
with the matrix given by
Hk(K1;K2) = ~
2(K1 + k)
2
2m
K1K2 + v(K1  K2): (2.4)
Diagonalizing this matrix, we get the band structure En(k) and the eigenvector 
(n)
K (k),
where n is the band index. The Hamiltonian in the eigen basis reads as
H =
X
nk
En(k)b
y
n(k)bn(k); (2.5)
with bn(k) =
P
K 
(n)
K (k)aK(k).
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The Wannier basis is given by
~bn(R) =
1p
Ns
X
k
bn(k)e
ikR; (2.6)
with Ns the number of lattice sites. The corresponding Wannier wavefunction is given by
wn(x R) = 1p
ANs
X
K;k

(n)
K (k)e
iKxeik(x R): (2.7)
The Hamiltonian can be rewritten in the Wannier basis as
H =
X
RR0
t(n)(R R0)~byn(R)~bn(R0); (2.8)
with
t(n)(R R0) = 1
Ns
X
k
En(k)e
ik(R R0): (2.9)
Typical values of tunnelings (tunnelings refer to tunneling matrix elements here) for s and
p bands are listed in Table 1.
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2.2 HARMONIC WAVEFUNCTION BASIS AND THE TIGHT BINDING
MODEL
In the tight binding regime, optical lattices can be treated as individual harmonic oscillators,
which are coupled by quantum tunneling. On each harmonic oscillator centered at lattice
site R, we have discrete energy levels with orbital wavefunctions (x   R), with  index
the dierent levels. Associated with the localized orbital wavefunctions, we can dene the
lattice operators a(R). To do this, it has to be enforced that the orbital wavefunctions
are orthonormal. The simple eigen wavefunctions of harmonic oscillators do not satisfy the
orthonorgonality condition, for the reason that there are overlaps between orbital wavefunc-
tions on neighboring sites.
The procedure to construct the orthogonal basis from the localized harmonic oscillator
wavefunctions is the following. We begin with the harmonic oscillator wavefunctions (x 
R) localized on site R. These wavefunctions are already approximately orthogonal, i.e.,Z
dx(x R)0(x R0) = 0RR0 + ;
where  is some small number. We have restricted our discussion to wavefunctions  being
real. Then we dene
~(x) = (x)  1
2
X
0R0
[1  0RR0 ]0(x R0)
Z
dx00(x0  R0)(x0  R)

:
After that (x R) is renormalized as
~(x)! ~(x)=
sZ
dx0 ~2(x0):
The improved wavefunctions satisfy a better approximate orthogonal conditionZ
dx~(x R)~0(x R0) = 0RR0 +O(2):
The above procedure can be iterated N times to get the orthonormal basis to the precision
of O(2N ).
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Figure 1: Illustration of Hubbard models from optical lattices. With deep lattices, atoms
move in the lattices through quantum tunneling. The model describe atoms loaded into deep
lattices is one-band Hubbard model.
Once we have the orthonormal basis, the hoppings between R and R0 are calculated as
t0(R R0) =
Z
dx~(x R)H(x)~0(x R0);
where H(x) is the Hamiltonian in the rst quantization form
H =   ~
2
2m
~r2 + V (x):
The lattice model Hamiltonian including tunnelings is given by
H^ =
X
0;RR0
t0(R R0)ay(R)a0(R0): (2.10)
Without truncating the basis, the Hamiltonian is exact, from which the band structure can
be calculated. If we only keep the lowest Harmonic wavefunctions, this lattice Hamiltonian
gives qualitatively correct band structures.
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2.3 MULTI-BAND HUBBARD MODEL
In the tight binding regime, the many-body physics of bosons/fermions loaded on the lowest
band is described by a one-band Hubbard model given by
H =
X
<RR0>
 tay(R)a(R0) + U
2
X
R
ay(R)a(R)ay(R)a(R); (2.11)
assuming the interaction is weak compared with the band gap. For fermions, a(R) has
an additional pseudo-spin degrees of freedom. When the band gap is comparable with the
interaction, the one-band Hubbard model is no longer valid. The physics will be described
by a multi-band Hubbard model
H =
X
RR0
t(n)(R R0)ayn(R)an(R0)
+
X
R
Vn1n2n3n4a
y
n1
(R)ayn2(R)an3(R)an4(R): (2.12)
Due to strong interactions, calculations of Vn1n2n3n4 require careful treatments beyond tree-
level estimates.
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3.0 P -BAND MOTT INSULATORS AND SUPERFLUID TRANSITIONS
Quantum phase transitions have been extensively studied in lowest band Bose Hubbard
models. For example, the zero-temperature Mott-superuid transition [28, 8] , characterized
by phase correlations has been observed [9]. In the Mott regime, atoms behave like local-
ized particles; while in the superuid regime, they become more \wave-like" demonstrating
fundamental properties of quantum mechanics.
However, there is no evidence of phases beyond standard Mott and superuid phases
for lowest band bosons. Motivated by searching for non-standard phases, experiments on
populating bosons on excited bands are put forward [29, 30]. And a more recent p-band
boson experiment [13, 14] opens up a new thrust towards observing the exotic phases of
bosons on higher bands with long life time. Given growing experimental progress on excited
band bosons, probing detailed features of p-band Mott insulators and p-band superuidity is
attracting broader interests. There are numerous theoretical works on excited band bosons
focusing on proposing exotic phases [31, 1, 32, 33, 12], which have demonstrated the fas-
cinating physics associated with bosons on excited bands of optical lattices. The quantum
phase transition from p-band Mott insulator to superuid phase has been studied within
the Gutzwiller mean eld approach [31, 34]. For large interactions, the energy is minimized
by an incompressible state with an orbital order. And for weak interactions the kinetic en-
ergy dominates over the interaction and drives the system into a superuid with a feature
of transversely staggered orbital current (TSOC) [1]. The competition between the kinetic
energy and interaction energy is well described within the Gutzwiller approach, however the
single particle spectra, the momentum distribution and nite temperature phase transitions
are out of reach within this approach.
We apply the method of eective action beyond the Gutzwiller mean eld [17], and
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explore the single particle spectra in both of the p-band Mott insulator phase and the TSOC
superuid phase in a two dimensional square lattice. We have studied the phase coherence in
the Mott insulator phase and found that sharp peaks rise at nite momenta ((; 0) for the
px band and (0;) for the py band) when the Mott gap is small. This oers new approaches
of preparing coherent matter waves from Mott insulators. From the p-band Mott insulator
phase to the TSOC superuid phase, the global U(1) symmetry and the time reversal T
symmetry are broken. Away from the tip of the Mott lobe, we nd two gapless modes
at the critical point; while at the tip, we nd four gapless modes due to the particle-hole
symmetry. For TSOC superuid phase we go beyond previous study in the weak coupling
limit [1, 12] and consider the leading eect of Hubbard interaction in the strong coupling
regime. Our theory is capable of capturing the main feature of TSOC superuid phase in
the strong coupling regime, where the critical point of Mott-superuid transition is located.
The isotropy of the sound velocity of the TSOC superuid phase is explained. Finally, the
nite temperature phase transitions of TSOC superuid phase are discussed.
3.1 MODEL AND PHASE DIAGRAM
We start with a microscopic extended Bose-Hubbard model with p-orbital degrees of freedom
on a square lattice [1, 31]
H = Ht +Honsite;
Ht =
X
r
 t ayx(r)ax(r+ x^) + ayy(r)ay(r+ y^) + h:c:
 t?

ayx(r)ax(r+ y^) + a
y
y(r)ay(r+ x^) + h:c:

; (3.1)
Honsite =
X
r
U
2
((n(r)(n(r)  2
3
)  1
3
Lz(r)
2)  n: (3.2)
Here, ayx(r) and a
y
y(r) are bosonic creation operators of px and py orbitals at r. The discrete
variable r labels the sites of a square lattice. The lattice constant a is set to be 1. t (t?) is
the longitudinal (transverse) hopping between nearest neighbor sites, U the on-site repulsion
and the local angular momentum operator Lz =  iayyax + iayxay. The average occupation
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number n of bosons per site is xed by the chemical potential . For simplicity, we focus
on a simple square lattice where p-band bosons have limited life-time. The life-time is
signicantly improved in the lattice created in experiments [14]. Nonetheless, experimental
results of static phases agree with theoretical studies on simple square lattices [1]. We thus
expect that our predictions here are relevant to the experiments [14].
Because t < 0 and t? > 0, both of px band and py band show minima at nite momenta.
It is inconvenient to take the long wavelength limit of the original lattice boson elds. To
overcome this inconvenience we introduce the following staggered transformation24  yx(r)
 yy(r)
35 =
24 ( 1)xayx
( 1)yayy
35 ;
24  y"(r)
 y#(r)
35 =
24  yx + i yy
 yx   i yy
35 : (3.3)
 y"(r) and  
y
#(r) are lattice eld operators for pseudo-spin j " (r)i = ( )xjpxi+ i( )yjpyi and
j # (r)i = ( )xjpxi   i( )yjpyi components, where jpxi and jpyi are local px and py orbital
states.
In this pseudo-spin representation, the Hamiltonian reads
H =
X
r;r0
T0(r  r0) y(r) 0(r0)
+
X
r
U
2
(n(r)2   2
3
n(r)  1
3
Lz(r)
2)  n(r); (3.4)
with
T (x^) =
24 t t?2 t+t?2
t+t?
2
t t?
2
35 ;
T (y^) =
24 t t?2   t+t?2
  t+t?
2
t t?
2
35 ; (3.5)
where  ="; #, n(r) =  y"(r) "(r)+ y#(r) #(r), and Lz(r) = ( 1)x+y[ y"(r) "(r)  y#(r) #(r)].
The Fourier transform of T0 gives
(k) =
24 ""(k) "#(k)
#"(k) ##(k)
35 ; (3.6)
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where ""(k) = ##(k) = (t  t?)(cos(kx) + cos(ky)) and "#(k) = #"(k) = (t+ t?)(cos(kx) 
cos(ky)).
It can be veried that the band structure given by (k) shows a minimum at zero momen-
tum. Thus we have obtained a theory which is convenient for us to take the continuum limit.
The internal symmetry group of the Hamiltonian is U(1)  T, where T denotes the time
reversal symmetry ( "(#)(x; t) !  #(")(x; t)) and U(1) denotes the global phase rotation
symmetry (  ! ei ).
In the strong coupling limit, the system is in a Mott insulating phase for commensurate
lling (lling factor  is an integer), where the lling is dened as the occupation number
of bosons loaded on p orbits per site. For lling factor  larger than 1, the interaction term
favors local orbital current states because of the ( L2z) term in Hamiltonian (Eq. 3.4); these
vortex-like states form a vortex-antivortex pattern due to super-exchange [31, 34]. For lling
factor  = 1, the local vortex-like states are no longer favorable because the interaction term
does not contribute on single particle states. Mathematically, the operator L2z term is equal
to identity, when acting on the single particle states, and thus does not favor vortex-like
states. The Mott phase has an antiferro-orbital order, i.e., an alternating px-py pattern
(FIG. 2), which breaks lattice translation symmetry [31]. We are interested in the long
wavelength modes within this phase.
In the weak coupling limit, the system is in superuid phase and the dispersion (obtained
by diagonalizing (k)) shows minima at zero momentum. The two minimal single particle
states carry lattice momentum k = 0 and pseudo-spin  ="; #, and they are related by
time reversal (T) transformation. Due to the ( L2z) term in Hamiltonian, the T symmetry
is spontaneously broken in the ground state, i.e., either h "i or h #i is nite. It is clear
from Eq. (3.3) that the original particles form a staggered pxipy pattern (FIG. 2) in this
superuid phase, which is named TSOC [1]. Thus going from the Mott insulator phase
with lling  = 1 to the TSOC superuid phase, the U(1)  T symmetry is spontaneously
broken. The phase transition (FIG. 2) is conrmed by Gutzwiller mean eld calculations [31].
However, the momentum distribution and the correlation functions in the Mott phase are
out of reach within Gutzwiller mean eld calculation. Motivated by this, we develop a
theory valid in the strong coupling regime. With this theory we calculate the single particle
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Figure 2: The phase diagram determined by the eective action method. The lling factor 
of the Mott regime shown is 1. t? is set to be 0:1t. TSOC means the transversely staggered
orbital current superuidity[1]. The alternating px-py pattern shown in the Mott regime is
the pattern of the Mott insulator with lling of  = 1 in the p-bands. The staggered px ipy
pattern in the TSOC regime illustrates the orbital current order in the TSOC phase.
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spectrum for both of the Mott phase and the TSOC superuid phase and discuss how the
Mott gap closes at the critical point and how the phase coherence peak develops in the Mott
phase, and we explain the isotropy of the sound velocity of the TSOC superuid phase in
the strong coupling regime.
3.2 SUPER-EXCHANGE AND ORBITAL ORDERING IN THE MOTT
STATES
3.2.1 Mott states with lling factor larger than 1
In this section, we will derive the super-exchange in the Mott states with lling factor larger
than 1. The procedure is to take the local interaction as the leading part and the hopping
term as a perturbation. The local interaction is given by
HU =
U
2

n2   2
3
n  1
3
L2z

: (3.7)
It can be veried that the angular momentum operator Lz commutes with the local interac-
tion, i.e.,
[Lz; Hu] = 0:
Thus the eigenstates of the local interaction can be chosen as states with denite angular
momentum. For lling factor  > 1, the degenerate eigenstates with lowest energy are
j+i = jnpx+ipy = ; npx ipy = 0i
j i = jnpx+ipy = 0; npx ipy = i (3.8)
The lowest energy is 2
3
U . The states j+i and j i have angular momentum + and  ,
respectively.
We then restrict to the low energy sub Hilbert space spanned by the product states
jfs(r)gi  
rjs(r)i;
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where s(r) =  and r runs all lattice sites. All the states in this subspace has the same
energy to leading order in U and there is thus a huge degeneracy. The corrections due to the
hopping term Ht will lift the degeneracy. The rst order corrections vanish because Ht does
not connect any states in the sub Hilbert space. The second order correction is calculated
by the standard perturbation theory,
E(jfs(r)gi) =
X
m
jhmjHtjfs(r)gij2
E(0)(jfs(r)gi)  E(0)(jmi) ; (3.9)
where jmi is some higher energy state perpendicular to the product states jfs(rgi, and E(0)
is the leading order energy.
We restrict our discussion here on the nearest neighbor hoppings. In this case E(jfs(r)gi)
simplies as
E(jfs(r)gi) =
X
hr;r0i
E(js(r)s(r0)i): (3.10)
Now we only need to calculate the energy correction on a two-site state js(r)s(r0)i, which is
straightforward. The energy corrections read
E(j++i) = 2 2 3 jt  t?j
2=4
 2
3
U
+ 2 2 jt+ t?j
2=4
 2U ; (3.11)
E(j    i) = 2 2 3 jt  t?j
2=4
 2
3
U
+ 2 2 jt+ t?j
2=4
 2U ; (3.12)
E(j+ i) = 2 2 3 jt+ t?j
2=4
 2
3
U
+ 2 2 jt  t?j
2=4
 2U ; (3.13)
E(j  +i) = 2 2 3 jt+ t?j
2=4
 2
3
U
+ 2 2 jt  t?j
2=4
 2U ; (3.14)
(3.15)
The energy correction E(jfs(r)gi) is obtained as
E(jfs(r)gi) =
X
hr;r0i

 8tt?
U

s(r)s(r0): (3.16)
Including this correction into the Hamiltonian, we get
H^ =
X
hr;r0i
JL^z(r)L^z(r
0); (3.17)
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with the super-exchange interaction
J =  8tt?
U
> 0:
The orbital super-exchange makes the staggered angular momentum ordering favorable.
3.2.2 Mott state with lling factor 1
For Mott states with lling factor  = 1, the convenient basis to calculate the super-exchange
interaction is the px, py basis. With similar argument as calculating super-exchange for
Mott states with  > 1, we just need to calculate the second order correction of nearest
neighbor product states, which are jpxpxi = pyx(r)pyx(r0)j0i, jpxpyi = pyx(r)pyy(r0)j0i, jpypyi =
pyy(r)p
y
x(r
0)j0i, and jpypyi = pyy(r)pyy(r0)j0i. The higher energy states that Ht will couple to
are pyx(r)p
y
y(r)j0i, 1p2
 
pyx(r)p
y
x(r) + p
y
y(r)p
y
y(r)
 j0i, and 1p
2
 
pyx(r)p
y
x(r)  pyy(r)pyy(r)
 j0i, with
corresponding energies 2
3
U , 4
3
U and 2
3
U . For the x^ link dened by r0 = r+x^, the second order
energy corrections are given by E(jpxpxi) =  3t2U , E(jpxpyi) =  3t
2
U
and E(jpypyi) = 0.
(Note that the transverse tunneling is neglected here, for the reason that the longitudinal
tunneling is enough to lift the degeneracy.) For the y^ link dened by r0 = r+ y^, the energy
corrections are given by E(jpxpxi) = 0, E(jpxpyi) =  3t2U and E(jpypyi) =  3t
2
U
.
Including these energy corrections in the Hamiltonian, we get
H =
X
r
J [^z(r)^z(r+ x^) + ^z(r)^z(r+ y^)] ; (3.18)
with J = 3t
2
4U
, where the pseudo-spin components are px and py here. The super-exchange
predict the orbital ordering shown in Fig. 2.
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3.3 EFFECTIVE ACTION
3.3.1 Eective Action by double Hubbard-Stratonovich transformation
To capture the main feature of p-band Mott insulator and the TSOC superuid in the strong
coupling regime, we aim at a theory capable of incorporating the local Mott gap, which is the
leading eect of the Hubbard interaction, in a non-perturbative manner. To do this, we follow
the procedure in Ref. [35, 36, 37]. We rst write the partition function Z as a functional inte-
gral over complex elds   with the action S[ 
;  ] =
R 
0
d
P
;r f (r)@ (r) +H[ ;  ]g.
We introduce an auxiliary eld  to decouple the inter-site hopping term by means of a
Hubbard-Stratonovich transformation and obtain
Z =
Z
D[ ;  ; 

; ]e
T
 1
00+[(j )+c:c:] S0[ ; ]
= Z0
Z
D[; ]e
T
 1
00 hexp[(j ) + c:c:]i0
 Z0
Z
D[; ] exp
 
T
 1
00 +W [

; ]

; (3.19)
where the shorthand notation (j ) =P;r R 0 d(r) (r) and T 1 denotes the inverse of
the hopping matrix. S0 and Z0 are the action and partition function in the local limit (t; t? =
0). h: : :i0 means averaging over the local action S0[ ;  ]. The introduced generating
function W [; ] = lnhexp ((j ) + c:c:)i0. The local action S0, which is equivalent to
the original action without tunneling term, is invariant under a U(1)U(1) transformation
  ! ei . By denition,W [; ] is independent of hopping (t and t?). Power expansion
of W [; ] respecting this symmetry yields
W =
Z
d1d2
X
r
G(r; 1   2)(r; 1)(r; 2)
+
1
2!
Z 4Y
=1
d
X
r
12(r; 1234)

1
(1)1(2)

2
(3)2(4)
+O(6); (3.20)
where the indices 1; 2; 3, and 4 indicate time 1;    ; 4. And because of T (time reversal)
symmetry, G" = G#, and "" = ##. In the transformed theory, the quadratic term of
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T 1 in Eq. (3.19) is dominant in the strong coupling limit, t=U ! 0. We thus truncate the
power expansion to quartic order. Now that the uctuations of  elds are controlled by
T 1 (Eq. (3.19)), perturbative renormalization group (RG) analysis nds higher order terms
are irrelevant [38]. From the denition, the coecients are readily obtained as follows
G(r; 1   2) = h (r; 1) (r; 2)ic0;
12(r; 1234) = h 1(1) 1(2) 2(3) 2(4)ic0: (3.21)
The eective action for  elds is Se[

; ] =
R
d
P
r;r0  (r)T 10(r r0)0(r0) W [; ],
which can be used as a starting point to study the instability of Mott phase with respect
to superuidity by treating  elds as superuid order parameters [39]. However it is in-
convenient to calculate the excitation spectrum and the momentum distribution from this
action [35]. Also, the theory Se[

; ] does not provide a clear picture of quasi parti-
cles. The above diculties can be overcome by performing a second Hubbard-Stratonovich
transform following the method of Ref. [35],
Z =
Z
D['']e '

T0'0 [('j)+c:c:]+W [;]: (3.22)
Integrating out  elds gives the eective action Se['

; ']
Se['

; '] =   ~W ['; '] +
Z
d
X
<r1;r2>
L0; (3.23)
with
L0 = '1(r1; )T12(r1   r2)'2(r2; );
~W = lnhexp ( [('j) + c:c:])iW ; (3.24)
where h: : :iW =
R
D(;)(:::) exp(W [;])R
D( ; exp(W [;])
. Since the functional W [; ] is independent of
hopping, ~W ['; '] is also independent of hopping by denition.
Now the task is to calculate the functional ~W . The essence is to evaluate the expectation
value of the exponential operator in a system described by the eective action W . Note
that the action W (Eq. (3.20)) is a power expansion of the small parameter 1=U (strong
coupling), so the perturbative eld theoretical method is valid and powerful to compute the
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expectation value. In this manner, we perform the power expansion of ~W ['; '] respecting
the U(1) U(1) symmetry and obtain the eective theory for ' as follows
Se['

; '] =Z
d1d2
X
r
'(r; 1)G
 1
 (1   2)'(r; 2)
+
Z
d
X
<r1;r2>
'1(r1; )T12(r1   r2)'2(r2; )
+
1
2
g12
Z
d
X
r
j'1(r; )j2j'2(r; )j2: (3.25)
Here we have truncated the power expansion to quartic order. The vertex term can have a
nite range behavior in  space in principle, but we can take the static limit because the
 dependent corrections would be irrelevant in the RG sense, assuming that there are no
other non-trivial xed point other than Gaussian. The eld  describes the bare (original)
bosons with onsite interaction U , while the eld ' describes quasi particle excitations which
are greatly suppressed by the energy gap (of the order of U) in the strong coupling regime
(this physical understanding comes from Eq. (3.28)). Thus the quasi particles are dilute,
and we expect the three body scattering process is negligible, which further guarantees the
validity of the truncation performed in Eq. (3.25). Here, we want to emphasize the quasi
particles hop around through T0 (Eq. (3.25)). The quasi particles are mobile instead of
localized. The dispersion of the quasi particles is discussed in the next section.
Despite the dierence of bare correlators of  and ', it is proved that the correlators
dened by the original action S[ ;  ] are exactly equal to that dened by the innite series
of power expansion of this eective action Se['

; '] (Sec. 3.3.3). With valid truncations,
the connected correlators of ' reproduce the connected correlators of  approximately. In
principle, one can follow the above procedure and get G 11 (1   2) and g12 . It is straight-
forward to calculate these coecients for the one component Bose-Hubbard Model. However
it is inconvenient to proceed in this approach due to the complexity induced by the local
degeneracy of ground states of the action S0. Since these coecients are independent of hop-
ping, we decide to calculate the coecients by identifying correlators of this eective action
and the original correlators (dened by the original action) in the local limit (t; t? = 0). The
derivation and the results are summarized in Sec. 3.3.2.
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After the above manipulation, the leading eect of the Hubbard interaction, namely,
generating a local energy gap in the quasi-particle spectrum, is included in the quadratic part
of Se['

; '], which makes the following Bogoliubov analysis valid in the strong coupling
regime. With the eective theory Se['

; '], the superuid phase in the strong coupling
regime is described as a superuid phase of weakly interacting quasi particles. We want to
emphasize that this physical picture is lacking in the theory Se[

; ].
3.3.2 The coecients of the eective action
We calculate the coecients of the eective action in Eq. (3.25) by identifying the connected
correlators of the eective action and that of the original Hamiltonian (Eq. 3.4). The con-
nected correlators of the original local action is calculated in the operator representation in
the occupation number basis.
G"(r; ) =
1
Z0
Tr[T  ^"(r; ) ^
y
"(r; 0)e
 H0 ];
=
1
Z0
X
n;m
hnmje ( )H0 ^"(r)e H0 ^y"(r; 0)jnmi;
=
1
Z0
X
n;m
(n+ 1)e ( )(n;m)e (n+1;m) (3.26)
where jnmi = ( ^
y
")
n( ^y#)
m
p
n!m!
j0i are the eigenbasis of the local interaction H0 with eigenvalues
(n;m) = U
2
 
(n+m)2   2
3
(n+m)  1
3
(n m)2  (n+m). The Fourier transform of this
correlator gives
G"(i!) 
Z
dG"()ei! ;
=
1
Z0
X
n;m
(n+ 1)

e (n+1;m)
i! + (n;m)  (n+ 1;m)
  e
 (n;m)
i! + (n;m)  (n+ 1;m)

: (3.27)
In the low temperature limit (U  1), the exponential term selects out the local ground
state, contributions from other states being suppressed. The double degenerate ground states
are j1i  jn0; 0i and j2i  j0; n0i, where n0 is dened by minimizing (n;m). These two
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ground states are related by time reversal symmetry. Because of the double degeneracy,
we further dene correlators with respect to one single ground state. G(1)" (i!) is dened
corresponding to the ground state j1i, while G(2)" (i!) is dened corresponding to the ground
state j2i. Thus,
G(1)" (i!) =
n0
i! + (n0   1; 0)  (n0; 0)
  n0 + 1
i! + (n0; 0)  (n0 + 1; 0) ;
G(2)" (i!) =  
1
i! + (0; n0)  (1; n0) ;
G"(i!) =
G(1)" + G(2)"
2
: (3.28)
It can be veried that G(1)" = G(2)# and G(2)" = G(1)# . Up to this point, the quadratic part of
the eective action in Eq. (3.25) is obtained. In the following, we always split the correlators
into two parts (labeled by superindices 1,2) according to two ground states j1i and j2i. Here
we focus on the Mott insulator with lling  = 1 for which the time reversal symmetry is not
broken. For the vortex-antivortex Mott insulator with lling  > 1, the local ground state
will spontaneously choose either j1i or j2i. And thus one can calculate all the correlators
assuming that the ground state is j1i or j2i instead of taking the average.
The four point function is given as
12(1; 2; 3; 0) = h 1(1) 1(2) 2(3) 2(0)ic0;
=
1
Z0
Tr
h
e H0T (e1H0 ^1e
 1H0)(e2H0 ^y1e
 2H0)
(e3H0 ^2e
 3H0) ^y2
ic
: (3.29)
To calculate the coecients g12 in the static limit, we are only interested in the time average
of .
12 =
Z 
0
d1d2d312(1; 2; 3; 0)
 
(1)
12 + 
(2)
12
2
: (3.30)
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The diagonal part is calculated as

(1;2)
"" =
1
Z0
Tr1;2

e H0T (e1H0 "e 1H0)
(e2H0 y"e
 2H0)(e3H0 "e 3H0) 
y
"
i
  2jG(1=2)" (0)j2 ; (3.31)
where Tr1;2 means taking the trace with respect to the ground state j1i or j2i. After somewhat
tedious calculation we get

(1)
"" =
 4(n0 + 1)(n0 + 2)
[(n0; 0)  (n0 + 1; 0)]2[(n0; 0)  (n0 + 2; 0)]
+
 4(n0   1)n0
[(n0; 0)  (n  1; 0)]2[(n0; 0)  (n0   2; 0)]
+
 4n0(n0 + 1)
[(n0   1; 0)  (n0; 0)]2[(n0 + 1; 0)  (n0; 0)]
+
+4n0(n0 + 1)
[(n0; 0)  (n0 + 1; 0)]2[(n0; 0)  (n0   1; 0)]
+
 4n20
[(n0   1; 0)  (n0; 0)]3
+
4(n0 + 1)
2
[(n0; 0)  (n0 + 1; 0)]3 ; (3.32)

(2)
"" =
 8
[(0; n0)  (1; n0)]2[(0; n0)  (2; n0)]
+
4
[(0; n0)  (1; n0)]3 : (3.33)
Because of time reversal symmetry other four point correlators are readily obtained by

(1)
#;# = 
(2)
";", 
(2)
#;# = 
(1)
";".
Similarly the o-diagonal part is calculated as follows

(1;2)
"# =
1
Z0
Tr1;2

e H0T (e1H0 "e 1H0)
(e2H0 y"e
 2H0)(e3H0 #e 3H0) 
y
#
i
  G(1)" (0)G(1)# (0); (3.34)
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where Tr1;2 means taking the trace with respect to the ground state j1i or j2i. After some
straightforward calculation,

(1)
"# = n0f0 + (n0 + 1)f1; (3.35)
with
f0 =
 1
[(n0; 0)  (n0   1; 0)]2[(n0; 0)  (n0   1; 1)]
+
1
[(n0; 0)  (n0   1; 0)]2[(n0; 0)  (n0; 1)]
+
1
[(n0; 0)  (n0; 1)]2[(n0; 0)  (n0   1; 0)]
+
 1
[(n0; 0)  (n0; 1)]2[(n0; 0)  (n0   1; 1)]
+
 2=[(n0; 0)  (n0   1; 1)]
[(n0; 0)  (n0   1; 0)][(n0; 0)  (n0; 1)] ; (3.36)
and
f1 =
1
[(n0; 0)  (n0; 1)]2[(n0; 0)  (n0 + 1; 0)]
+
1
[(n0; 0)  (n0 + 1; 0)]2[(n0; 0)  (n0; 1)]
+
 1
[(n0; 0)  (n0; 1)]2[(n0; 0)  (n0 + 1; 1)]
+
 1
[(n0; 0)  (n0 + 1; 0)]2[(n0; 0)  (n0 + 1; 1)]
+
 2=[(n0; 0)  (n0 + 1; 1)]
[(n0; 0)  (n0 + 1; 0)][(n0; 0)  (n0; 1)] : (3.37)

(2)
"# is obtained from 
(1)
"# with (n;m) substituted by (m;n). For n0 > 1, one can safely
let 
(2)
"# = 
(1)
"# and thus "# = 
(1)
"# because (n;m) = (m;n). However for n0 = 1, both

(2)
"# and 
(1)
"# are singular because (1; 0) = (0; 1); while the average of these two is nite by
taking the proper limit (1; 0) = (0; 1) + 0+.
Up to this point, we have obtained the four point correlators from the original Hamilto-
nian in Eq. (3.4). In order to calculate g12 , we still need the time average of the four point
correlator dened by the eective action in Eq. (3.25). Since the local ground state of this
theory is not unique, one should not naively apply the Feynman rules of the usual 4 eld
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theory. Similar to the approach we used above, we calculate the correlators on each ground
state and then take the average. Thus we have
12 =
Z
d1d2d312(1; 2; 3; 0)
=

(1)
12 + 
(2)
12
2
=  g12

[(G(1)1 (0)G(1)2 (0))2 + (G(1)1 )41;2 ]
+ [(G(2)1 (0)G(2)2 (0))2 + (G(2)1 )41;2 ]
	
=2: (3.38)
Then g12 is obtained,
g12 =  212=

[(G(1)1 (0)G(1)2 (0))2 + (G(1)1 )41;2 ]
+ [(G(2)1 (0)G(2)2 (0))2 + (G(2)1 )41;2 ]
	
: (3.39)
We verify that these coecients satisfy g"# > g"".
3.3.3 Validity of the double Hubbard-Stratonovich transformation
The connected correlators of the original boson elds   can be obtained from the generating
functional
Z[J; J ]  e  T0 0 S0[ ; ]+[(J j )+c:c:]: (3.40)
For example,
h (x) 0(x0)iS[ ; ] = lim
J!0
 logZ[J; J ]
J(x)J0(x0)
; (3.41)
where x  (~r; ) and h. . . iS[ ; ] means an average dened by the action S[ ;  ] =  T0 0+
S0[ 
;  ]. Introducing the rst Hubbard-Stratonovich transformation,
Z[J; J ] =
Z
D[ ;  ;; ] exp

T
 1
00   S0[ ;  ]
+[(j ) + c:c:] + [(J j ) + c:c:]g : (3.42)
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After a shift  !    J, we get
Z[J; J ] =
Z
D[ ;  ; ; ]e[(j )+c:c:] S0[ 

 ;  ]
 exp(   J)T 10(0   J0)	 : (3.43)
After integrating out the   elds, we get
Z[J; J ] = Z0
Z
D[; ] exp

(   J)T 10(0   J0)
+W [; ]g : (3.44)
Now we introduce the second Hubbard-Stratonovich transformation
Z[J; J ]
= Z0
Z
D['; ';; ] exp f 'T0'0 + [('jJ) + c:c:]g
 exp f [('j) + c:c:] +W [; ]g : (3.45)
Integrating out the  elds, we get
Z[J; J ] = Z0
Z
D['; '] exp
n
 'T0'0 + ~W ['; ']
+[('jJ) + c:c:]g : (3.46)
The generating functional for ' elds is equal to the generating functional of   (up to
a constant independent of the sources J). And this proves the connected correlators of '
are the same as that of  , although the action of ' is very dierent from that of  . For
example,
h'(x)'0(x0)iSe[';'] = lim
J!0
 logZ[J; J ]
J(x)J0(x0)
;
= h (x) 0(x0)iS[ ; ]: (3.47)
where h. . . iSe[';'] means an average dened by the action Se['; '] = 'T0'0  ~W ['; '].
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3.4 ZERO AND FINITE TEMPERATURE PHASE TRANSITIONS
Here, we focus on the lowest Mott lobe regime ( = 1) for which time reversal T symmetry
is not broken. We start our analysis from the eective action (Eq. (3.25)). We use the
correlators of quasi particle elds ', which can be calculated within Bogoliubov theory, to
approximate the correlation functions and momentum distribution of the bare particles. (The
reason is explained in Sec. 3.3.3.) The method, we apply here, yields results [35] that agree
with for example the RPA calculation [37], when calculating the momentum distribution of
the s-band Bose-Hubbard model.
First, let us determine the ground state which is homogeneous and static after the stag-
gered transformation (Eq. (3.3)). The free energy functional is
S
N
= (G 1 (0) + (k = 0))ns; +
1
2
g12ns;1ns;2 ; (3.48)
where N is the number of lattice sites, G(i!) is the Fourier transform of G() and ns; =
jh'ij2 is the superuid density of the pseudo-spin  component. By minimizing the free
energy functional, we get
ns; =
8><>: 
G 1 (0)+(k=0)
g
if G 1 (0) + (k = 0) < 0;
0 otherwise.
(3.49)
In the Mott regime, ns; vanishes. In the superuid regime, only one component is nite,
i.e., either ns;" or ns;# is nite and the other vanishes, because the o-diagonal part g"# is
greater than the diagonal part g"" (= g##). Thus U(1)  T is spontaneously broken across
the Mott-superuid phase transition in this model for lling  = 1. The phase boundary
is shown in FIG. 2. The phase diagram is consistent with Ref. [31]. The Mott regime
determined by our approach is larger. (When applied to calculate the phase boundary of
s-band Bose-Hubbard model, the method adopted here yields results that agree with other
mean eld theories [35].) In the following part, we assume the superuid component is the
`"' component. The superuid density scales as ns;"  jn j away from the Mott tip when
the mean particle number per site, n, is not equal to , whereas it scales as ns;"  (t  tc)0
at the Mott tip where n = .
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Next, we explore the uctuations ~'(r; ) = '(r; )  pns;. Expanding the action to
the quadratic order of the uctuation elds ~', we get
S[ ~'; ~'] =
1
2
X
k;!
	y(k; i!)[h(k; i!)]	(k; i!); (3.50)
with
	y(k; i!) =

~'"(k; i!); ~'"( k; i!); ~'#(k; i!); ~'#( k; i!)

(3.51)
and
h11 = ""(k) + G 1" (i!) + 2g""ns ;
h12 = h21 = g""ns ;
h13 = h31 = "#(k) ;
h22 = ""( k) + G 1" ( i!) + 2g""ns ;
h24 = h42 = #"( k) ;
h33 = ##(k) + G 1# (i!) + g"#ns ;
h44 = ##( k) + G 1# ( i!) + g"#ns ; (3.52)
where ~'(k; i!) is the Fourier transform of ~'(r; ). Only non-zero [h] matrix elements
are listed above. Using the quadratic action for uctuations, we calculate the Bogoliubov
spectrum.
3.4.1 Mott phase
In this part, we study the momentum distribution of p-band Mott insulator phase and we
show that diverging peaks for bosons on px and py bands rise at nite momenta when
the Mott gap closes. This oers new approaches of preparing coherent matter waves in
experiments.
In the Mott phase, superuid density ns = 0. The Green function G12(k; i!) =
h 1(k; i!) 2(k; i!)i= h'1(k; i!)'2(k; i!)i is readily obtained as G  112(k; i!) = 12(k)+
G 11 (i!)12 . Solving the equation det[G  1(k; !)] = 0, we get the single particle spectra
shown in FIG. 3 and FIG. 4. Deep in the Mott regime, all single particle excitations are
28
fully gapped. It can be veried that the Green function G1;2(k; i!) is diagonal in the
f x(k; i!),  y(k; i!)g basis. Thus we can label the spectra by Ex and Ey . The E+x (E x )
branch is the px band of particle (hole) excitations; while E
+
y (E
 
y ) branch is the py band
of particle (hole) excitations. Upon the phase transition point, the gap at k = 0 drops and
approaches zero. Away from the Mott tip, two particle branches (E+x and E
+
y ) touch zero
rst (FIG. 3), which causes the instability of the Mott insulator phase and drives the phase
transition from Mott insulator to TSOC superuid. For a more physical case in which the
density is xed to be an integer, both of particle and hole branches close simultaneously
when increasing hopping because of the particle-hole symmetry at the Mott tip (FIG. 4).
For both cases the gap closes right at the phase transition point determined by minimizing
the free energy functional in Eq. (3.49).
At zero temperature, we obtain the momentum distribution n(k)  Trh 1(k) 2(k)i of
the p-band Mott insulator phase from the Green function as n(k) = 1
2
R +1
 1 d!e
i!0+G12(k; i!):
Extending the integration to a contour in the upper complex plane of !, the momentum dis-
tribution measures the spectral weight of the negative pole of Green function [G (k; !)] (the
negative pole refers to the real part of the energy spectrum being negative). Deep in the Mott
regime, the momentum distribution is very at (FIG. 5). Approaching the phase transition
point from Mott insulator side, a peak at zero momentum develops, and the peak diverges
right at the critical point where the Mott gap closes(FIG. 5). The continuous development of
the peak of the momentum distribution at k = 0 means the phase coherence (h ^yx(r) ^x(r0)i
and h ^yy(r) ^y(r0)i) develops continuously when increasing hopping in the Mott regime. How-
ever, we do not see the phase coherence of  x and  y components, i.e., h ^yx(r) ^y(r0)i always
vanishes in the Mott regime even when r = r0. To compare with experiments, we also obtain
the Green function for the original bosons and get the momentum distribution of original
bosons shown in FIG. 6. Near phase transition point in the p-band Mott insulator phase, the
momentum distribution for px bosons shows a peak at (; 0) and the momentum distri-
bution for py bosons shows a peak at (0;). This oers possibilities of observing coherent
matter waves from p-band Mott insulator.
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Figure 3: (a) The single particle spectra along the kx axis deep in the Mott regime with
parameters =U = 0:4; t=U = 0:02; t? = 0:1t. (b) The single particle spectra along the kx axis
in the Mott regime near the critical point with parameters =U = 0:4; t=U = 0:065; t? = 0:1t.
The Mott gap drops when increasing hopping and the gap of particle branches closes at the
critical point for =U = 0:4. The insets indicate the kx axis in the Brillouin zone.
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Figure 4: (a) The single particle spectra along kx axis deep in the Mott regime with param-
eters =U = 0:27; t=U = 0:02; t? = 0:1t. (b) The single particle spectra along the kx axis in
the Mott regime near the critical point with parameters =U = 0:27; t=U = 0:09; t? = 0:1t.
The Mott gap for both of the particle and hole branches closes at the critical point at the
Mott tip regime. The insets indicate the kx axis in the Brillouin zone.
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Figure 5: The momentum distribution dened by Trh 1(k) 2(k)i in the Mott regime with
parameters =U = 0:3; t? = 0:1t. For (a) through (d), the parallel hopping t=U is 0.02, 0.04,
0.06 and 0.09 respectively. A coherent peak rises continuously when approaching the Mott-
superuid transition point from the Mott insulator side. The unit for lattice momentum k
is a 1 with a the lattice constant.
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Figure 6: The momentum distribution (a) for px band boson and (b) for py band boson
in the p-band Mott insulator phase near the Mott-superuid phase transition point. The
parameters we use are =U = 0:3, t=U = 0:09 and t? = 0:1t. The unit for lattice momentum
k is a 1 with a the lattice constant.
3.4.2 Superuid phase
The single particle excitation spectrum of the TSOC superuid is calculated within Bogoli-
ubov theory. Solving the equation det[h(k; i!)] = 0, the spectrum is obtained. Deep in the
TSOC superuid phase, there are four branches, one of which is gapless and linear around
momentum k = 0 (FIG. 7). The spectra can no longer be understood in the same way as in
the Mott regime, since the time reversal symmetry is broken. For momentum kx = ky, the
excitations have denite pseudo-spin, while for generic momenta, the excitations do not carry
denite pseudo-spin. The " and # components are actually mixed unless kx = ky. The
physical reason for this is that the dispersion 12(k) is not diagonal for generic momenta.
Deep in the superuid regime, the o-diagonal term "# does not aect the U(1) phase
mode for the reason that the mode of ipping pseudo-spin is fully gapped (the gap is g"#ns)
in that regime (FIG. 7(b)). And the spectrum of the phase mode (!U(1)(k)) of TSOC
superuid is fully determined by h11, h12, h21 and h22 in Eq. (3.52), all of which are isotropic
to the quadratic order of momentum k. The sound velocity dened by @k!U(1)(k)jk!0 is thus
isotropic in the weak coupling regime as derived in Ref. [12]. In the strong coupling regime,
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the gap of ipping pseudo-spin becomes smaller near the phase transition point (FIG. 7(a)),
and the coupling ("#(k)) between  " and  # will modify !U(1)(k) . However, the correction
to !U(1)(k) in the limit of k ! 0 is to the order of (t + t?)2 (k
2
x k2y)2
g"#ns
, so @k!U(1)(k)jk!0 is
unaected. Thus the sound velocity of TSOC superuid is isotropic in the strong coupling
regime.
3.4.3 Finite temperature phase transitions of TSOC superuid phase.
Strong coupling regime.| In the TSOC superuid phase, we can neglect the temporal uc-
tuations of the elds. Thus we have24 'x(r)
'y(r)
35 =pns=2
24 ei(r)( )sx(r)
ei(r)+

2 ( )sy(r)
35 ; (3.53)
where sx=y(r) = 0 or 1. This substitution captures the thermal uctuations of the TSOC
superuid phase in the strong coupling regime. And the energy functional describing the
uctuations of  and s elds is
E =  J
X
r
[cos((r)  (r+ x^)) + cos((r)  (r+ y^))]
+
X
r
 J1eisy(r)eisy(r+y^)   J2eisy(r)eisy(r+x^)
+
X
r
 J1eisx(r)eisx(r+x^)   J2eisx(r)eisx(r+y^) ; (3.54)
where J = (jtj + jt?j)ns=2, J1 = jtjns=2 and J2 = jt?jns=2. The  part is an isotropic XY
model and the sx sy parts are anisotropic Ising model. Considering the thermal uctuations
of (r), sx(r) and sy(r) separately, we can dene two transition temperatures|the Kosterlitz
Thouless (KT) transition temperature TKT and the Ising transition temperature TIsing. TKT
is well approximated by TKT  2J [40]. The Ising temperature is TIsing = 2log(1+p2)Je,
where Je is determined by sinh(2J1=TIsing) sinh(2J2=TIsing) = sinh
2(2Je=TIsing) [41]. For
jt?j  jtj, TIsing  TKT because Je ! 0 when t? ! 0. At temperature lower than TIsing,
the TSOC superuid phase has an algebraic U(1) ordering and a long range Ising ordering
(orbital order). At temperature higher than TIsing, the orbital ordering disappears. Because
of the existence of free Ising kinks (ips of pseudo-spin), half vortices with boundary condition
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Figure 7: The Bogoliubov spectra in the TSOC superuid phase. (a) shows the spectra along
kx axis near critical point with parameters =U = 0:5, t=U = 0:065, t? = 0:1t. (b) shows
the spectra along kx axis deep in the superuid phase with parameters =U = 0:5; t=U =
0:1; t? = 0:1t. The insets indicate the kx axis in the Brillouin zone.
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H
d =  are possible, which will modify the KT transition temperature. The modied KT
transition temperature is TKT  8J when jt?j  jtj. The schematic nite temperature
phase diagram is shown in FIG. 8.
Weak coupling regime.| In the weak coupling regime, the substitution
24 'x(r)
'y(r)
35 =pns=2
24 eix(r)
eiy(r)
35 ; (3.55)
captures the leading thermal uctuations. We only consider innitesimal interaction strength.
The energy functional describing the uctuations is
E =
Z
d2x
1
4
tns
 
(@xx)
2 + (@yy)
2

+
1
4
t?ns
 
(@yx)
2 + (@xy)
2

: (3.56)
The system is in a normal phase above the KT transition temperature TKT =
ns
2
p
tts.
Below the KT transition temperature the vortex uctuations are negligible. The inter-
orbital interaction generates a sine-Gordon term g cos(2) ( = x   y). With the eld
x + y integrated out, the energy functional describing  is
E =
Z
d2x
1
4
nst?(~r)2 + g cos(2): (3.57)
The sine-Gordon term is relevant below the temperature TSG =
ns
4
t? in the sense of renor-
malization group. This is the transition temperature from orbital disordered superuid phase
to the orbital ordered TSOC phase.
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Figure 8: The schematic plot of nite temperature phase diagram in the TSOC superuid
regime. Tc1 is the Ising transition temperature. Below Tc1, the orbital order and the super-
uid order coexist for the TSOC superuid phase. Tc2 is the KT transition temperature. For
temperature above Tc1 and below Tc2, the orbital order no longer exists but the superuid
order still survives. Above Tc2, no order exists and the lattice bose gas is in the normal
phase.
3.5 CONCLUSION
We have developed a theory of an extended Bose-Hubbard model with p-orbital degrees of
freedom, which is valid in the strong coupling regime. With this theory, we explored the
single particle spectra in the Mott insulator phase and the Bogoliubov quasi-particle spectra
in the TSOC superuid phase. We studied how the momentum distribution develops in the
Mott insulator phase when increasing the inter-site hopping and found that diverging peaks
rise in momentum distribution at nite momenta when the Mott gap closes. We explained
the isotropy of the sound velocity of the TSOC superuid phase. The nite temperature
phase transitions of the TSOC superuid phase are discussed. Finally we mention here that
the checkerboard lattice in experiments [14] has advantages in preparing long life-time p-band
phases. Given the consistency of the experimental results with previous theoretical studies
on a simple square lattice [1], our predictions are expected to be relevant to experimental
lattices.
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4.0 TIME REVERSAL SYMMETRY BREAKING IN P -ORBITAL BOSONS
IN ONE-DIMENSIONAL OPTICAL LATTICE
Theoretical studies on high orbital band bosons have predicted the quantum phases are
beyond standard [31, 1, 32, 33, 42, 43, 44, 17], and there has been experimental evidence [13,
14, 16, 15] which is consistent with the theoretical predictions. However concrete evidence is
still lacking, and it is still challenging to distinguish the non-standard phases of high orbital
bosons from the standard phases. Probing the time reversal symmetry (TRS) breaking in
the superuid (SF) and Mott insulating phases of p-orbital bosons is a demanding task for
both theorists and experimentalists. A phase-sensitive scheme of detecting the TRS breaking
of the TSOC superuid phase [1, 17, 13] has been proposed very recently [45].
Our work [18] has proposed a `smoking gun' feature of TRS breaking in the Mott phases,
which is probable in experiments. A system of bosons loaded in px and py orbits of a one
dimensional (1D) optical lattice at zero temperature, has been studied with both numerical
simulations and eld-theoretical methods. We nd two SF phases distinguished by an orbital
order|an anti-ferro-orbital (AFO) SF and a para-orbital (PO) SF, and two Mott insulating
phases|an AFO Mott and a px Mott phase (FIG. 9). The AFO order is a staggered orbital
current (pxipy) order [31, 1]. In the AFO SF phase, the inter-band phase dierence is locked
at 
2
and the spontaneous AFO (px ipy) order in this phase breaks the TRS, whereas the
uctuations of the relative phase restore the TRS in the PO SF phase. Based on our results,
we propose an experimental method to distinguish dierent phases by measuring momentum
distribution (MD) (FIG. 10), instead of directly measuring the local current ow resulting
from TRS breaking. In this way the PO to AFO quantum phase transition, associated with
TRS breaking, can be observed in experiments. The nite momentum peaks in the MD of
the AFO SF phase require less experimental eorts to measure than the zero momentum
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peaks of the conventional 1D SF phases [46]. In the AFO Mott phase the quantum noise
measurement will be able to provide a concrete evidence of spontaneous TRS breaking.
4.1 EXPERIMENTAL PROPOSAL
The system we shall propose is a one dimensional lattice elongated along the x direction,
and each lattice site has a rotation symmetry in the x-y plane (FIG. 9). In other words,
the px and py orbits are locally degenerate, but the hopping diers signicantly. Such a
1D system can be realized from a 2D optical lattice. Suppose the 2D optical lattice is
formed by dierent laser beams in the x and y directions and the lattice potential reads
V = Vx sin
2(kxx) + Vy sin
2(kyy), where Vx and kx (Vy and ky) are the strength and wave
numbers of the laser beams in the x (y) direction. In tight binding approximation, we can
use the harmonic wavefunctions to approximate the Wannier functions. In the harmonic
approximation, the local isotropy (rotation symmetry of each site in the x-y plane) requires
Vxk
2
x = Vyk
2
y. This relation, which guarantees the (approximate) two-fold orbital degeneracy
at each lattice site, can be somewhat surprisingly well held in the 1D limit by taking the
lattice potential depth Vy  Vx and simultaneously the lattice constants ay (= ky )  ax
(= 
kx
). As a result, the local isotropy is maintained, but the system has stronger potential
and larger lattice spacing in the y direction than x, which makes the hopping in the y
direction smaller than that in the x direction. The system becomes approximately 1D, when
the hopping in the y direction is much smaller than that in the x direction. As an example,
we take Vx=ER;x = 16, Vy=ER;y = 32 and ay=ax = 2
1=4, where ER;  ~2k2=2m is the recoil
energy in the  direction. Such a system is locally isotropic, while the hopping of py orbital
in the y direction is about 1=40 of the hopping of px orbital in the x direction, and the system
is dynamically 1D. With the technique in Ref. [14], bosons can be loaded in the p-orbits of
optical lattices. And this meta-stable state has fairly long life time [14]. The key ingredient
of suppressing loss from p-orbital bands in experiments is mismatching band gaps, that is
making the gap between p-bands to d-bands dierent from that between the lowest s band
and p-bands.
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4.2 MODEL AND METHOD
4.2.1 Model
In the 1D limit, the Hamiltonian describing bosons loaded in these px and py orbits reads [1]
H =
X
<jj0>
 txa^yx(j)a^x(j0)  tya^yy(j)a^y(j0)
+
X
j
U
2

n^(j)(n^(j)  2
3
)  1
3
L^2z(j)  n^(j)

: (4.1)
Here a^x(j) (a^y(j)) is the annihilation operator for px (py) orbital at site j. The discrete
variable j labels the sites of the 1D chain, with the lattice constant ax. The local particle
number operator n^(j) is dened as
P
=x;y a^
y
(j)a^(j), and the local angular momentum
operator L^z(j) is dened as
P
; ( ia^y(j)a^(j)), where the superscripts  and  run
over x and y. tx (< 0) is the longitudinal hopping of px bosons, and ty (> 0) is the
transverse hopping of py bosons (FIG. 9). U (> 0) is the repulsive Hubbard interaction. The
average number of bosons per site is xed by chemical potential . In this chapter the ratio
jtx=tyj is xed as 9.
The hopping term has a U(1)U(1) symmetry, which is a^(j)! [ei0eiz]a^(j), with
0 =
24 1 0
0 1
35 and z =
24 1 0
0  1
35. It appears that the particle numbers of px and py
components, Nx =
P
j nx(j) and Ny =
P
j ny(j) are separately conserved. However the pair
hopping term a^yya^
y
ya^xa^x from L^
2
z does not conserve Nx and Ny separately, and thus breaks
the U(1)U(1) symmetry. Only the total particle number N = Nx +Ny is conserved. The
U(1)U(1) symmetry is reduced to U(1)Z2 dened as a^(j)! [ei0eiz 2 ]a^(j).
4.2.2 Methods
We use a matrix product state (MPS) to represent the ground state [47], which is
j i =
X
1:::L
Tr [A1 [1] : : : AL [L]] j1 : : : Li; (4.2)
40
where Aj [j] is a rank  matrix dened at site j. jji represents the basis of local Hilbert
space at site j. The ground state is obtained by optimizing the A matrices iteratively [47].
The method is equivalent to the single site DMRG method [48]. Because of the large local
Hilbert space, this method is more ecient than the two site DMRG method [49] in our
problem. To avoid potential trapping in the iterative optimization procedure, we implement
White's correction [48], which protects reasonably against trapping. An open boundary
condition is adopted in this work. The good quantum number we used in our numerical
calculation is the total particle number
P
j n(j).
The chemical potential is calculated as the energy it takes to add a particle or hole to the
many-body state [50, 51]. Numerical errors of energies are estimated from
phH2i   hHi2.
The largest system studied has 120 sites, which is large enough to compare with experiments
on 1D quantum gases [46]. With the numerical method the ground state phase diagram of
Hamiltonian in Eq. (4.1) is mapped out and shown in FIG. 9. The Mott gaps and error bars
in Fig. 9 are determined by extrapolating to the thermodynamic limit with least squares
tting. The phase boundary of the Mott insulating phase is determined by the vanishing of
Mott gap. The phase boundary between the AFO and PO SF phases is determined by the
vanishing of the Z2 order parameter, dened as ~Lz  1L
P
jheiQjL^z(j)i, with Q = . We use
a system of 40 sites to determine this phase boundary. The existence of the AFO and PO
SF phases is veried for a system with up to 100 sites. The central focus of this paper is
the nding of unexpected quantum orbital phases in a 1D optical lattice. A more accurate
calculation of phase boundaries is left for future study.
4.3 PHASE DIAGRAM
With the variational MPS method the ground state phase diagram of Hamiltonian in Eq. (4.1)
is mapped out and shown in FIG. 9. The phase boundary of the Mott insulating phase is
determined by the vanishing of Mott gap. The phase boundary between the AFO and
PO SF phases is determined by the vanishing of the Z2 order parameter, dened as ~Lz 
1
L
P
jheiQjL^z(j)i, with Q = .
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Mott phases.| For the Mott phases (FIG. 9), the lling factor  = hn^(j)i at each
site is commensurate. The occupation number for each orbit, both ha^yxa^xi and ha^yya^yi are
incommensurate. For lling  greater than 1, the Mott phase features a complex order
ha^yx(j)a^y(j)i  eiQjei

2
with  =  spontaneously chosen, which breaks the U(1)Z2 symmetry down to U(1).
Equivalently this Mott state has a staggered angular momentum order hL^z(j)i  eiQj. The
order parameter ~Lz is nite. Without loss of generality, we have assumed ~Lz is positive. This
Z2 order also breaks the TRS, because nite ~Lz means a nite local vortex-like current ow.
For lling  equal to 1, the Z2 order does not exist for jtyj  jtxj. We call it px Mott since
px boson dominates this Mott phase, i.e., ha^yxa^xi  ha^yya^yi for jtxj  jtyj. In these Mott
phases, the phase correlations hay1(j)a2(j0)i decay exponentially, signifying nite charge
charge gaps.
AFO superuid phase.| By increasing the hopping the system goes into the SF phase
when the Mott gap closes. The system has a phase transition from the AFO Mott phase to
the AFO SF phase (FIG. 9). Since the Z2 symmetry is broken in this SF phase, it behaves
like a single component SF phase far from the Z2 critical point. This AFO SF phase is thus
characterized by an algebraic correlation
ha^y"(j0)a^"(j)i  jj   j0j K=2;
where a^y"(j) = e
iQj a^yx(j)+ ia^
y
y(j), with  2 (0; 1].  = 1 in the limit of tx=U ! 0. The phase
correlations of original boson operators, dened as G(j; j
0) = ha^y(j)a^(j0)i, are given by
Gxx(j; j
0)  eiQ(j j0)jj   j0j K=2
Gxy(j; j
0)  ieiQjjj   j0j K=2
Gyy(j; j
0)  jj   j0j K=2 (4.3)
in the AFO SF phase. We emphasize that the TRS is broken in this phase, because the
o-diagonal correlation Gxy(j; j
0) is complex. The key feature is that the power law decay
(jj   j0j K=2) correlations (Gxx Gxy and Gyy) exhibit the same power exponent K=2. In this
phase, the relative phase (' ) between the px and py SF components is locked. The two
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components share the same U(1) phase '+ at low energy. The Lagrangian describing phase
uctuations is
L['+] = 1
2K

1
v+
(@'+)
2 + v+(@x'+)
2

: (4.4)
The Bose liquid is completely characterized by the sound velocity v+ and Luttinger parameter
K. ForK < 1
2
, the AFO SF phase is stable against the periodic lattice potential; forK > 1
2
at
commensurate lling, this phase is unstable and undergoes a localization transition towards
the Mott phase [52, 28]. The AFO order is preserved across the localization transition in
our system.
PO superuid phase.| The AFO order disappears for larger hopping, and the AFO SF
gives way to the PO SF. The behavior of the Z2 order parameter ~Lz and occupation numbers
of px and py bosons across the phase transition is shown in FIG. 11. The Z2 order is destroyed
by quantum uctuations of '  and thus the TRS is restored in the PO SF phase. The phase
correlations of the original bosons in this phase are given by
Gxx(j; j
0)  eiQ(j j0)jj   j0j Kx=2
Gyy(j; j
0)  jj   j0j Ky=2: (4.5)
The phase coherence between px and py components|Gxy(j; j
0)|vanishes in this phase. By
numerical simulations, we nd Kx  Ky. Following Haldane [53], an analytic expression
estimating Kx=Ky is derived,
Kx
Ky

q
j tyny
txnx
j, where nx (ny) is the lling of px (py) bosons.
This is in qualitative agreement with the numerical results. The Lagrangian describing this
PO SF phase is
L['x; 'y] =
X
=x;y
1
2K

1
v
(@')
2 + v(@x')
2

+(@'x)(@'y); (4.6)
where 'x ('y) is the phase of px (py) SF component. The mixing term () is much smaller
than the kinetic term ( 1
2Kv
) in our system.
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Quantum phase transition from AFO to PO in the superuid phases.| The phase tran-
sition from the AFO SF to the PO SF is described by a sine-Gordon model of the relative
phase ' . The Lagrangian is
L[' ] = 1
2K 

1
v 
(@' )2 + v (@x' )2

+m cos(2' ); (4.7)
where m is estimated as m  1
3
Unxny. When m is greater than some critical mc(K ), the
sine-Gordon theory is in a gapped phase [54], and therefore '  eld is locked at one minimum
of m cos(2' ). Such an orbital gapped phase is the AFO SF phase. When m < mc(K ),
the sine-Gordon term m cos(2' ) is irrelevant in the sense of renormalization group, and
the theory is in a gapless phase for which '  is no longer locked. This orbital-gapless phase
is the PO SF phase. We emphasize here the sine-Gordon term is not perturbative in our
model.
4.4 EXPERIMENTAL SIGNATURES
Since the quantum phases we have found are characterized by distinct phase correlations,
measuring the MDs by TOF will distinguish dierent phases. The MDs are shown in FIG. 10.
The advantage of the AFO SF over conventional 1D SF phases is that the nite momentum
peaks require less experimental eorts to measure. For conventional 1D SF phases, the
dominant peak of MD is at k = 0, which implies long expansion time to measure the peak in
MD [46]. In the AFO SF phases, the strong peaks at nite momenta provide possibilities of
precise measurement of MD near the peaks, say kx = =ax. The Luttinger parameter can
be obtained by precisely measuring MD, because log(n1d(kx))  (K2  1) log(jkx=axj) for
kx near =ax.
In the Mott regime, the AFO order will have experimental signatures in the quantum
noise measurement. The quantum noise is dened as
C(d) =
Z
d2Xhntof(X+ 1
2
d)ntof(X  1
2
d)i   hntof(X+ 1
2
d)ihntof(X  1
2
d)i; (4.8)
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with X = (X; Y ), d = (dx; dy). ntof is the density obtained from a single absorption image
and the brackets h i denote statistical averages of independently acquired images [55]. Since
our proposed experimental setup is in 2D, we derived the quantum noise in the 2D x-y plane.
In Mott phases with p-orbital degrees of freedom C(d) is given by
C(d) = Ns
Z
d2X
(X
K
(2)
m
~t
d K

(xxnx + yyny)
2
+Ns
X
K
(2)
m
~t
d K+Qx +Qy
  
xyGxy(0; 0) + yxG

xy(0; 0)
2o
; (4.9)
where t is the time of ight. Here, xx  (X + 12dx)(X   12dx), xy  (X + 12dx)(Y   12dy),
yx  (Y + 12dy)(X   12dx) and yy  (Y + 12dy)(Y   12dy), up to a smooth Gaussian prole,
which is typically approximated by a constant function independent of X and d in quantum
noise measurement [55]. Ns is the number of lattice sites. Qx = (

ax
; 0), Qy = (0;

ay
)
and K = 2j1Qx + 2j2Qy (j1 and j2 are integers). The center of the trapped cold gas is
taken as the origin of coordinates here. The feature that C(d) has sharp dips (peaks) at
d = d0  ~tm
 
K Qx  Qy

signies Gxy(0; 0) is imaginary (real). Gxy being imaginary tells
a local vortex-like current ow, which is a concrete evidence for the TRS breaking. For the
px Mott state, there are no peaks or dips at d0, whereas there are sharp dips for AFO Mott
state. If there is a PO Mott state, for which Gxy(0; 0) is nite and real, C(d) will develop
peaks instead of dips at d0.
4.5 DETAILS OF EFFECTIVE FIELD THEORY ANALYSIS
In this section, we will apply the eld theoretical approach and discuss the phase transitions
discovered by numerical calculations. Since superuid phases are critical in one dimension,
i.e., the correlation length diverges, the underlying lattice is irrelevant. Thus the superuid
phases are described by the continuum limit of the original theory for lattice bosons. The
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action of the continuous theory is
L =
Z
dxdL(x; )
L =
X
=x;y
[ (x; )(r + @   ) (x; )]
+
X

1
2
Kjr (x; )j2 +
X

g1j j4
+
X
 6=
g2j j2j j2 + g3    ; (4.10)
where  x(x; ) is the path integral representation of e
iQxax(x) and  y(x; ) is the represen-
tation of ay(x). The coecients are related to the original theory by
r =  2jtj; K = 2jtj;
g1 =
1
2
U; g2 =
1
3
U; g3 =
1
6
U: (4.11)
These coecients are obtained by taking the trivial continuous limit of the lattice model
in Eq. (4.1). The coecients will be renormalized considering the eect of the lattice po-
tential. We neglect this eect, and focus on a framework of understanding the key features
qualitatively in this section.
Following Haldane [53], the boson elds are expressed in terms of the density (x; )
and phase '(x; ) as
24  x(x; )
 y(x; )
35 =
24 px(x; )ei'x(x;)ei0=2p
y(x; )e
i'y(x;)e i
0=2
35 : The density elds are
written as (x; ) = [
0
 + (x; )]
P
m e
2im(x;); with (x; ) dened as @x(x; ) =
[0+]. Here the (x; ) and '(x; ) elds are slowing varying in space and imaginary
time and the
P
m e
2im term accounts for the particles' discreteness and is crucial for studying
the instabilities of localization of bosons. 0 and 0 are saddle point solutions dened by
minimizing
L0  g1 + g2
2
(0x + 
0
y)
2 +
g1   g2
2
(0x   0y)2
+
g2
2
cos(20)[(0x + 
0
y)
2 + (0x   0y)2]
+
rx + ry   2
2
(0x + 
0
y) +
rx   ry
2
(0x   0y): (4.12)
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0 is obviously =2 for non-vanishing
P
 
0
. We now proceed by dening ' as ' =
1
2
('x  'y) and  as  = 12(x  y). The Lagrangian density describing the low
energy excitations is obtained as
L =
X
p=

2ip@'p +
1
2
c2(@x'p)
2 +
1
2
gp
2
p
c02@x'+@x'   m cos(4' )g ; (4.13)
where g+ = 4(g1 + g2   g3), g  = 4(g1   g2 + g3), c2 = (Kx0x +Ky0y), c02 = Kx0x  Ky0y
and m = 2g3
0
x
0
y.
`Order' to `disorder' phase transition of superuid phases.| In the `ordered' superuid
phase, Z2 symmetry is spontaneously broken; while this symmetry is restored in the `disor-
dered' superuid phase by uctuations. From the denition of Z2 symmetry, it is clear that
the phase uctuations, instead of density uctuations, are crucial for this `order' to `disorder'
phase transition. We thus integrate out the density uctuations and get the eective theory
for phase uctuations as
L['+; ' ] =
X
p
1
2p
[
1
vp
(@'p)
2 + vp(@x'p)
2]
+c02@x'+@x'   m cos(4' ); (4.14)
with Luttinger parameters p =
1
2
q
gp
c2
and sound velocities vp =
1
2
p
gpc2. The mixing
term c02 = @x'+@x'  causes diculties for analytic analysis because it breaks the Lorentz
invariance. But it is negligible in the `ordered' superuid phase because the uctuations of ' 
are gapped in this phase. The mixing term is neglected to gain qualitative understanding of
the `ordered' superuid to `disordered' superuid phase transition. The theory for the phase
dierence '  uctuations is
L[' ] = 1
2K 
[
1
v 
(@' )2 + v (@x' )2]
 m cos(4' ); (4.15)
which is Sine-Gordon theory. Whenm is greater than some criticalmc(K ), the Sine-Gordon
theory is in a gapped phase and the '  eld is locked at one minimum of  m cos(4' ), which
corresponds to the `ordered' superuid phase. When m < mc(K ), the  m cos(4' ) term
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is irrelevant and the theory is in a gapless phase for which the uctuation of '  is no longer
locked. This phase corresponds to the `disordered' superuid phase.
In the `ordered' superuid phase, '  is gapped. The coupling between '+ and '  is neg-
ligible and this phase is characterized by an algebraic long range order h (x; ) (x0;  0)i 
f
p
(x  x0)2 + v2+(    0)2
 +=2
, with f non-universal constants. The phase correla-
tions of the original bosons are given by
hayx(j)ax(j0)i  fxxeiQ(j j
0)jj   j0j +=2
hayy(j)ay(j0)i  fyyjj   j0j +=2
hayx(j)ay(j0)i  fxyjj   j0j +=2: (4.16)
The key feature is that these algebraic correlations share the same power exponent.
In the `disordered' superuid phase, '  is gapless. To understand the main feature of this
superuid phase, we can safely neglect the g3 terms. Through some algebra, the Lagrangian
can be written in terms of 'x and 'y as
L['x; 'y] =
X
=x;y
1
2
[
1
v
(@')
2 + v(@x')
2]
+(@'x)(@'y); (4.17)
with
 =
1
~g+
  1
~g 
; (4.18)
 =
1

q
K0(~g
 1
+ + ~g
 1
  )
; (4.19)
v =
s
K0
~g 1+ + ~g
 1
 
; (4.20)
where ~g = 4(g1  g2). Without considering the eect of vortex uctuations, the Fourier
transformed correlations are readily obtained as
1
L
h'(k; !)'(k; !)i
=
&
!2

~g 1+ + ~g
 1
 

+Kk2
+O((
g2
g1
)4); (4.21)
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with
& = 1 +
[~g 1+   ~g 1  ]2!4
(~g 1+ + ~g
 1
  )!2 +
1
2
c2k2
2   1
2
c02k2
2 : (4.22)
Here L is the system size and  is the inverse of temperature. & has ! and k dependence. For
arbitrary ! and k, & satises 1 < & < 1 +

~g 1+  ~g 1 
~g 1+ +~g
 1
 
2
. In our model, we have 1 < & < 13=9.
Thus the Luttinger parameters ~ of the two components of the `disordered' superuid phase
are given as ~ =
p
& (Eq. (4.21)), which satises  < ~ <
p
13=3. Thus we conclude
that the phase correlations that characterize this `disordered' superuid phase are estimated
as h (x; ) (x;  0)i  f
p
(x  x0)2 + v2(    0)2
 ~=2
. The phase correlations of
the original bosons are within
fx
jj   j0jp13=6x < e
iQ(j j0)hayx(j)ax(j0)i <
fx
jj   j0jx=2 ;
fy
jj   j0jp13=6y < ha
y
y(j)ay(j
0)i < fyjj   j0jy=2 ; (4.23)
where fx and fy are non-universal constants. hayy(x)ax(x0)i vanishes for `disordered' super-
uid phase. From the denition (Eq. (4.19)), x=y =
q
Ky0y
Kx0x
=
q
j ty0y
tx0x
j  1, which is
qualitatively in agreement with the numerical results shown in the last section. A detailed
analysis considering the momentum-frequency dependent eect of  is left for future study.
The phase correlation of py component decays much more rapidly than that of px component
in the `disordered' superuid phase, which is very dierent from `ordered' superuid phase.
Localization transition of `ordered' superuid phase.| Since the uctuation of '  is
gapped in `ordered' superuid phase, the '  eld can be trivially integrated over. In the
representation of ~(x; ) dened as @x~ = 2+(x; ), the theory for + and '+ can be
rewritten as
L[~] =
+
2
Z
dxd
1
v+
(@ ~)
2 + v+(@x~)
2: (4.24)
To study the localization transition, we consider the eects of a lattice potential
X
n>0
un cos(2nx)
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with lattice constant a = 1. Near or at commensurate lling 0x + 
0
y   with  an integer,
the potential contributes to the theory for ~ by
L =  
Z
dxdu(
0
x + 
0
y) cos

2~ + 2(0x + 
0
y   )x

: (4.25)
Thus the localization transition of the `ordered' superuid phase is just the same as the usual
localization transition of one component of Bose gas in one dimension [52, 28]. For + <
1
2
, the lattice potential is irrelevant for both of commensurate lling and incommensurate
lling and the `ordered' superuid is stable. For + >
1
2
at commensurate lling, the Sine-
Gordon term produced by the lattice potential is relevant and the `ordered' superuid phase
undergoes a localization transition. For + >
1
2
away from commensurate lling, the lattice
potential does not produce a Sine-Gordon term and the `ordered' superuid phase is unstable
but does not undergo a localization transition in the presence of the lattice potential [28].
Localization transition of `disordered' superuid phase.| In the `disordered' superuid
phase uctuation of '  is gapless, and the leading eect of the  m cos(4' ) term is to
renormalize the Luttinger parameter K . To understand the localization transition of `dis-
ordered' superuid qualitatively, we simply ignore the  m cos(4' ) term. We observe that
the dierence between c2 and c
0
2 is negligible for jtyj  jtxj , and the Lagrangian in Eq. 4.13
simplies,
L =
X
p=

2ip@'p +
1
2
gp
2
p

+
1
2
c2
"X
p
@x'p
#2
: (4.26)
Since an external lattice potential only couples to + and does not couple to  . We
can integrate out  , '  and '+ iteratively. Unexpectedly the resulting theory of +
represented by ~ has a nice form as
L[~] =

2
Z
dxd
1
v
(@ ~)
2 + v(@x~)
2
 u(0x + 0y) cos

2~ + 2(0x + 
0
y   )x

; (4.27)
where the Luttinger parameter is given by  = 1

q
g1
c2
and the sound velocity is v =
p
2g1c2.
From the Lagrangian, it is transparent that the localization transition of the `disordered'
superuid phase is also the same as the localization transition of one component superuid
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phase [52, 28]. Here, we want to emphasize that L[~] is independent of g2 and g3 in the
`disordered' superuid phase. It is independent of g3 because the uctuation of '  is gapless.
The physical consequence of this eect is that the mixing term g3 

x 

x y y is unimportant
when jtyj  jtxj. The fact that L[~] is independent of g2 is nontrivial. From Eq. 4.13, g2 is
the density density interaction between the px and py components. This indicates the density
of the py component vanishes near the localization transition of the `disordered' superuid.
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Figure 9: Phase diagram of a one dimensional lattice Bose gas with px and py orbital degrees
of freedom. The upper panel shows the sketch of experimental setup we proposed. The green
circles are used to denote the requirement of the approximate local isotropy of the lattice
potential at each site. The lowest Mott lobe (with lling  = 1) is dominated by px bosons.
The Mott state (with  > 1) has an AFO order (see text). We do not claim another phase
for the tiny tip of the second Mott lobe beyond the red line because of numerical errors. The
error bars near that tiny tip are large because the bond dimension of MPS we use is not large
enough to capture the quantum state. The phase transition from the AFO SF phase (green
shaded regime) to the PO SF (red shaded regime) destroys the AFO order. For suciently
large hopping tx or for low lling, the Bose gas has a crossover from PO SF to a px SF phase,
which will not be discussed in this work.
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Figure 10: Momentum distributions n(k). (a) shows the 1D momentum distribution in a
geometrically 2D experimental setting (see paragraph \Experimental proposal"), n1d(kx) =R
dkyn(k) for PO SF phase. px peaks at kxax = (2j+1) (j is some integer) are sharp, and py
peaks at kxax = 2j are broad. The insets show that the double logarithmic plot of n1d(kx)
near the sharp (broad) peaks is linear (non-linear). (b) shows the sketch of 2D momentum
distributions (n(k)) in dierent phases (PO SF, AFO SF and AFO Mott from right to left).
In three subgraphs the horizontal (vertical) axis is kyay= (kxax=). The purple wiggles
along each subgraph shows n1d(kx). In the AFO SF phase, the py peaks which are broad in
PO SF, are replaced by sharp peaks. In the AFO Mott phase, there are no sharp peaks.
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Figure 11: Properties of the AFO to PO phase transitions with total lling  = 1:5. (a)
shows the Z2 order parameter ~Lz. Our results indicate a continuous phase transition of the
AFO order. (b) shows the lling of px and py bosons. The py component does not vanish
across the phase transition. (c) shows correlation of the angular momentum on dierent sites
near the phase transition. The correlation length diverges near the phase transition.
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5.0 SP -COUPLED LADDER AND EXOTIC PHASES
Synthetic quantum matter exploiting the orbital degrees of freedom, such as the recent
double-well optical lattices loaded with s and p orbital ultracold atoms, opens an avenue
towards exploiting symmetries beyond natural crystals. Observations of exotic superuidity
were reported for bosons. We study interacting fermions on a two-leg ladder of orbitals with
unequal parity, derived from the experimentally realized double-well lattices by dimension
reduction. The staggered phases of sp-orbital quantum tunneling mimic the one dimensional
spin-orbital coupling. At half lling, we nd a topological insulator phase and study its Mott
transition. Away from half lling, various types of superconducting and density waves are
discussed.
Novel lattice geometries have been known to give rise to interesting many-body phenom-
ena including topological states of quantum matter. In the context of ultracold quantum
gases, optical lattices engineered with interfering laser beams can realize specic congura-
tions of potentials of single or multiple periods not found in nature. For instance, double-well
superlattices [56, 57] have matured into a powerful tool for manipulating orbital degrees of
freedom [58, 59, 60, 14, 61, 16, 62, 63]. Controls of atoms in the s- and p-orbitals of the
checkerboard [14] and hexagonal [16] optical lattices have also been demonstrated, and cor-
relations between these orbitals tend to give exotic quantum states [14, 16, 64, 65, 44]. The
spatial symmetry of the orbital wave function dictates the complex hopping amplitudes be-
tween nearby sites. Under certain circumstances, as for the uneven double wells, the orbital
hopping pattern is sucient for producing topologically nontrivial band structures [66]. Mo-
tivated by these developments, we consider a lattice of uneven double-wells where fermionic
atoms are loaded up to the s- and p-orbital levels of the shallow and deep wells respectively,
as shown in Fig. 12. This route of achieving topological band insulators and superuids
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is distinct from previous proposals that require rotation of the gas [67, 68], articial gauge
elds [69], spin-orbital coupling [70, 71, 72, 73], or p-wave triplet pairing [74].
5.1 ONE DIMENSIONAL ORBITAL LADDER
The one-dimensional ladder system is illustrated in Fig. 12b and 12c. This corresponds to
the quasi-one dimensional limit of a standard double-well optical lattice, with the optical
potential given by
V (x; y) = Vx sin
2(kx) + V1 sin
2(ky) + V2 sin
2(2ky +

2
):
This optical lattice has a double well structure in the y-direction. For V1;2  Vx, there is a
large tunneling barrier between double wells in the y-direction, so in low energy physics the
two dimensional system decouples into an array of dynamically isolated two-leg ladders of A
and B sub-wells (Fig. 12), with each ladder extending in the x-direction. The relative well
depth of the two legs is controlled by the phase  and further by the ratio V2=V1. We will
focus on a situation, similar to the setup in the experiment [14], where the s-orbital of leg
A has roughly the same energy as the px-orbital of leg B (other p-orbitals have much higher
energy). For example, one can choose V1 = 40ER, V2 = 20ER, Vx = 4:0ER and  = 0:9
in experiments, where ER is the recoil energy ~2k2=2m, with m the mass of atom and k the
wave number of the laser. Such a setup will give the A (B) wells a depth 2:7ER (8:1ER). The
tunneling rates of the various orbitals illustrated in FIG. 12(c) are given as ts = 0:053ER,
tp = 0:40ER and tsp = 0:064ER in the tight binding approximation. The lattice constant
a = =k is set as the length unit. We now consider a single species of fermions occupying these
orbitals, with the low-lying s-orbital of leg B completely lled. Alternatively fermions can
be directly loaded into the px-orbital of leg B, leaving the low-lying s empty, by techniques
developed in recent experiments [59, 14, 63]. With these techniques, long-lived meta-stable
states of atoms in high orbitals with life time on the order of several hundred milliseconds
are demonstrated achievable [14].
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Figure 12: The uneven sp-orbital ladder system made from a two-dimensional double-well
optical lattice through dimension reduction. a, An optical lattice of uneven sub-wells (light
and dark blue), with parameters Vx=V1 = 0:3, V2=V1 = 1 and  = 0:6, develops high
barriers (red ridges) in the y direction, slicing the lattice into dynamically decoupled uneven
two-leg ladders. b and c, Schematic side and top views, respectively, of the ladder illustrate
tunneling (t's) of fermions prepared in the degenerate s and px levels. d, Topological winding
of Hamiltonian across the Brillouin zone.
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The Hamiltonian of the sp-orbital ladder is then given by
H0 =
P
j C
y
j
24  ts  tsp
tsp tp
35Cj+1 + h:c: Pj CyjCj; (5.1)
where Cyj =

ays(j); a
y
px(j)

, with ays(j) and a
y
px(j) being fermion creation operators for the
s- and px-orbitals on the A and B leg respectively. The relative sign of the hopping ampli-
tudes is xed by parity symmetry of the s and px orbital wave functions. As depicted in
Fig. 12c, the hopping pattern plays a central role in producing a topological phase. With
a proper global gauge choice, ts, tp and tsp are all positive. The rung index j runs from 0
to L   1 with L the system size. At half lling (one particle per unit cell), for which the
chemical potential  = 0, the Hamiltonian is particle-hole symmetric under transformation
Cj ! ( 1)jCyj . Topologically non-trivial band structure of this sp-orbital ladder, which
shall be shown analytically next, may be heuristically speculated from the following compar-
ison: the staggered quantum tunneling tsp
P
j
h
Cyj ( iy)Cj+1 + h:c:
i
resembles spin-orbit
interaction [75, 70, 71, 72, 73] when the s and p-orbital states are mapped to pseudo-spin-1
2
states. Such a staggered tunneling can also naturally arise in the checkerboard optical
lattice already engineered in the experiment [14] by increasing the laser strength in one di-
rection to reach the quasi-1D limit. The physics of the sp-orbital ladder is also connected to
the more familiar frustrated ladder with magnetic ux [76], but the sp-orbital ladder appears
much easier to realize experimentally.
5.2 TOPOLOGICAL INSULATOR PHASE AT HALF-FILLING
In the momentum space the Hamiltonian takes a simple and suggestive form,
H(k) = h0(k)I+ ~h(k)  ~; (5.2)
where h0(k) = (tp   ts) cos(k), hx = 0, hy(k) = 2tsp sin(k) and hz(k) =  (tp + ts) cos(k).
Here, I is the unit matrix, x, y and z are Pauli matrices in the two-dimensional orbital
space. The energy spectrum consists of two branches,
E(k) = h0(k)
q
h2y(k) + h
2
z(k); (5.3)
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with a band gap Eg = min(2tp + 2ts; 4tsp), which closes at either tsp = 0 or ts + tp = 0.
An interesting limit that highlights the nontrivial band structure of our model is that when
tp = ts = tsp, the two bands are both completely at. To visualize the topological properties
of the band structure, one notices that as k is varied from   through 0 to +, crossing the
entire Brillouin zone, the direction of the ~h(k) vector winds an angle of 2 (Fig. 12d). The
corresponding Berry phase is half of the angle,  = . The orbital ladder Hamiltonian H0
belongs to the symmetry group G +++(U; T; C) in the notation of Ref. [77], since it has both
particle-hole and time-reversal symmetry, in addition to the usual charge U(1) symmetry.
Therefore, at half lling, it is a topological insulator characterized by an integer topological
invariant, in this case the winding number 1, according to the general classication scheme
of topological insulators and superconductors [77, 78].
5.2.1 Topological index
The topological nature of the sp-orbital ladder can be understood in terms of the winding
number of the Hamiltonian in the momentum space. Given a Hamiltonian
H(k) = h0(k)I+ ~h(k)  ~; (5.4)
with hx = 0, the winding number is dened as
W =
I
dk
4
0h^
 1
 (k)@kh^0 ; (5.5)
where h^ =
~h
j~hj and yz =  zy = 1. This winding number is 1 for the sp-orbital ladder in the
topological insulator phase (Fig. 12d).
The Hamiltonian in equation (5.4) can be written as H(k) = U(I + z)U y, where U =
exp (ix(k)=2), with (k) dened by
24 cos()
sin()
35 =
24 h^z(k)
h^y(k)
35. The eigenvector of the lower
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branch is given as u(k) = e i(k)=2U
24 0
1
35. The Berry phase is given by
 =
I
dkiuy@ku
= i
I
dk

e ix=2ei=2@k
 
eix=2e i=2

22
=
1
2
I
dk@k =
1
4
I
dk
@k sin()
cos()
  @k cos()
sin()
=  W: (5.6)
With the eigenvector u(k) multiplied by a phase factor ei(k) in which
H
dk@k(k) = 2n,
the Berry phase changes 2n. This means the Berry phase  = W mod 2. The winding
number W being even and odd denes two classes of topological states in one dimension.
5.2.2 The gapped interpolation.
An interpolation between H(k) and H0(k) is dened as h(k; ') = H(k)+ y
2
[1  cos(')]y+
x sin(')x = d0(k) + ~d(k; ')  ~, with h(k; 0) = H(k) and h(k; ) = H0(k). The eigenvalues
of this interpolation exhibit a nite gap for any (k; '), given a suciently large x. The
Chern number C1 dened by C1 =
1
4
R
dkd'd^  @d^
@k
 @d^
@'
is 1 for y > 
c
y, and is 0 for
0 < y < 
c
y. Since the Chern parity ( 1)C1 is well dened for gapped interpolations
with xing h(k; 0) and h(k; ), C1 being odd tells H(k) is topologically distinguishable from
H0(k) [79].
5.2.3 Edge states
The nontrivial topology of the ladder system also manifests in existence of edge states. It
is easiest to show the edge states in the at band limit, ts = tp = tsp  t, by introducing
auxiliary operators, (j) = [apx(j)  as(j)]=
p
2. Then the Hamiltonian only contains
coupling between + and   of nearest neighbors, but not among the + (or  ) modes
themselves,
H0 ! 2t
P
j 
y
 (j)+(j + 1) + h:c: (5.7)
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Immediately, one sees that the operators +(0) and  (L   1) at the left and right end
are each dynamically isolated from the bulk, and do not couple to the rest of the system
(Fig. 13a). These loners describe the two edge states at zero energy. They are the bonding
and anti-bonding modes of s- and p-orbitals, i.e., shared by the two rungs of the ladder.
For general parameters away from the at band limit, the wave functions of the edge
states are found not to conne strictly at j = 0 or L   1, but instead decay exponentially
into the bulk with a characteristic length scale  = 2= log(j(ptstp + tsp)=(ptstp   tsp)j). We
construct the exact wave functions of edge states, by rewriting H0 in the following form
H0 =
P
j 
y
j
24 t1 t2
t3 0
35j+1 + h:c:; (5.8)
with
j =
24 +(j)
 (j)
35 = 1p
ts+tp
24 pts ptp
 ptp
p
ts
35Cj; (5.9)
and t1 = (tp   ts), t2 = ptstp   tsp and t3 = ptstp + tsp. The wave functions wl=r;(j) of the
edge states are introduced by bl=r =
P
j =s;pwl=r;(j)a(j) =
P
j = ~wl=r;(j)(j), where
bl=r is the fermion operator of the left/right edge state. The wave function of the left edge
state bl is given as
~wl;+(j) =
8<: exp ( j=) ; if j is even;0; otherwise,
~wl; (j) =
8<:   t1t2+t3 exp ( j=) ; if j is even;0; otherwise, (5.10)
with the decay width  = 2
log(jt3=t2j) . The wave function of the right edge state can be
constructed by performing parity transformation of the left edge state. As long as t2 vanishes,
the width  ! 0 and the edge states are completely conned on the ends of the ladder. With
nite t2 the edge states deconne and decays exponentially. The critical point is t2=t3 = 1
(tsp = 0), for which  ! 1. At this point the bulk gap closes (Eq. (5.3)). The analysis
presented here is conrmed by numerical calculations, as shown in Fig. 13b and 13c.. For
the lattice strength given above, the decay width is estimated to be 2  3 times of the lattice
constant. Only for tsp =
p
tstp which is potentially reachable in experiments,  ! 0, the edge
states are completely conned at the edges. For tsp = 0, the bulk gap closes and  !1.
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Figure 13: Bulk and edge eigenstates of the sp-orbital ladder. a. A pictorial representation
of the simplied Hamiltonian in the at band limit ts = tp = tsp showing the emergence of
isolated edge modes. The denition of the  operator is given in the main text. b. The
eigen energies of a ladder with nite length L = 12 showing two degenerate zero energy
states inside the gap. Here n index the dierent energies. c. The probability distribution
of the in-gap states (Eq. (5.36)) for varying strengths of inter-orbital interaction Usp. The
in-gap states are shown localized on the edges and survive against nite interaction. In b
and c, we choose ts = tp = 2tsp (taken as the energy unit).
62
5.2.4 Fractional charge and topological anti-correlations
For a nite ladder of length L with open boundary condition and populated by L fermions
(half lling), L  1 fermions will occupy the valence band (bulk states) and one fermion will
occupy the edge states (Fig. 13). Since the two edge states are degenerate, the ground state
has a double degeneracy. The edge state is a fractionalized object carrying half charge (cold
atoms are charge neutral, here charge refers to the number of atoms). This becomes apparent
if we break the particle-hole symmetry by going innitesimally away from half lling, e.g.,
tuning chemical potential  = 0+. Then, the valence band and the two edge states will be
occupied. With a charge density distribution on top of the half lled background dened
as (j) = CyjCj   1, one nds
P
0j<dh(j)ij=0+ =
P
L d 1<j0<Lh(j0)ij=0+ = 12 , where d
satises   d L (e.g., take d = 5). A characteristic feature of the topological insulator
(with the number of atoms xed) is the topological anti-correlation of the charge at the
boundaries,
lim
L!1
X
j;j0
h(j)(j0)i =  1
4
:
In the sharp connement limit,  ! 0, the edge states are well localized at the two ends of
the ladder. The topological anti-correlation simplies as h(0)(L  1)i =  1
4
, and the half
charge is also well localized, i.e., h(0)i=0+ = h(L  1)i=0+ = 12 . Since the edge states are
well isolated from the bulk states by an energy gap, they are stable against local Gaussian
uctuations. The coupling between the two edge states vanishes in the thermodynamic limit
(L!1), because the hybridization induced gap scales as exp( L) as L!1 [80].
5.3 ONE DIMENSIONAL REDUCED CHERN-SIMONS FIELD THEORY:
DESCRIPTION OF THE FRACTIONAL CHARGE
To calculate the charge modulation induced by a domain wall connecting a topological insu-
lator and a trivial insulator, we couple the ladder system to an auxiliary charge U(1) gauge
eld (At; Ax) and construct a low energy eective eld theory, which is 1 + 1 dimensional
reduced Chern-Simons Field theory [79]. A  dependent model Hamiltonian describing the
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domain wall is introduced
H = H0 +
y
2
X
j
[1  cos()]CyjyCj +x sin()CyjxCj (5.11)
=
X
k
~CykH(k) ~Ck: (5.12)
Here the x term is introduced to guarantee a nite energy gap () of H. The Fourier
transformed Hamiltonian H is related to the Hamiltonian in Eq. 5.4 by H(k) = H(k) +
y
2
[1  cos()]y +x sin()x. We split the  eld into two parts as  = 0 + (j; ). The
eld 0 satises the boundary condition| 0( 1; ) = 0, 0(1; ) = . For example it can
be set as 0(j; ) = arctan

j
ldw

+ 
2
, where ldw is the characteristic width of the domain wall.
To proceed we assume ldw is much larger than the microscopic length scale ( 1

1=z

) of the
fermion system. The eld (j; ) satises a periodic boundary condition. In the following
derivation we will treat 0 as a quasi-static eld since it varies slowly in space. (One can
think that we are deriving a local eective eld theory for a subsystem in which the variation
of 0 is negligible.)
With the model Hamiltonian H coupled to the gauge eld, its Lagrangian is given by
L[Cy; C] =
Z 
0
dL()
L =
X
j
n
CyjDCj + C
y
jTj j+1Cj+1 + Cyj+1Tj+1 jCj
+
y
2
[1  cos()]CyjyCj +x sin()CyjxCj

; (5.13)
with
D = @ + iA (j; );
Tj j+1 = eiAx(j+1=2;)Tj j+1;
Tj j+1 =
24  ts  tsp
tsp tp
35 ;
Tj j+1 = T yj+1 j: (5.14)
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It is readily veried that the Lagrangian has a U(1) gauge symmetry dened by
A ! A + @#(j; )
Ax(j + 1=2; )! Ax(j + 1=2; ) + [#(j + 1; )  #(j; )]
C(j; )! C(j; )e i#(j;): (5.15)
In the continuum limit, Ax transforms as Ax(x; ) ! Ax(x; ) + @x#(x; ). In the following
we shall write k as kx, 0 as ky and  as Ay just to make the equations more compact. Then
the Hamiltonian H0(k) will be automatically written as H(kx; ky).
In the momentum-frequency (K  (kx; i!)) space the Lagrangian reads
L =
X
KK0
~Cy(K)DKK0 ~C(K 0);
D = D(0) + D;
D(0)KK0 = [ i! +H(kx; ky)] KK0
DKK0 =
X

A(K  K 0) (kx + k
0
x
2
); (5.16)
where   = iI,  =x;y = @H(kx;ky)@k and the index  = ; x; y. For convenience, we further
introduce G(K) = [ i! +H(kx; ky)] 1
The eective action of the gauge eld A is dened as
Se[A ] =   ln
Z
D[Cy; C] exp
  L[Cy; C;A ] ; (5.17)
which can be calculated order by order as follows.
Se[A ] =   ln det[D] =  Tr lnD =  Tr ln
D(0) + D
=  Tr lnD(0)   Tr D(0) 1D+ 1
2
Tr
D(0) 1D2 + : : : : (5.18)
Since we are calculating the charge/current induced by the domain wall conguration|0
eld, we only keep the quadratic terms and thus the eective action is given by
Se =
1
2
Tr
D(0) 1D2
=
1
2
X
Q
A(Q)A( Q)Tr
X
K
G(K +Q=2) (K)G(K  Q=2) (K): (5.19)
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Although the theory is complicated, it can be simplied because we are only interested in a
low energy theory. The generic form of Se at low energy is
Se = L
X
K
A(Q)A( Q) (qK + iq0W) ; (5.20)
with Q = (q; iq0). The massive terms are prohibited due to gauge invariance. By comparing
the above equations we get
W = 1
2L
lim
Q!0
d
d(iq0)
Tr
X
K
G(K +Q=2) (K)G(K  Q=2) (K); (5.21)
K = 1
2L
lim
Q!0
d
dq
Tr
X
K
G(K +Q=2) (K)G(K  Q=2) (K): (5.22)
Then we have
W = 1
4L
Tr
X
K
[@i!G(K)]  (K)G(K) (K)  $ ; (5.23)
K = 1
4L
Tr
X
K
[@kG(K)]  (K)G(K) (K)  $ : (5.24)
It is clear thatW and K are anti-symmetric. From Ref. [79],Wxy = i
2
H
dkx
2

kxky where 
kxky
is the Berry curvature of the HamiltonianH(kx; ky). Other terms ofW coupling the temporal
component|W|vanish because G(K) and @i!G(K) commute. The commuting relation
can be veried by choosing the eigen-basis of H(kx; ky). Now we have fully established the
frequency part of the eective action, which is
L
X
K
A(K)A(K)i!W = 2L
X
K
W xyAx( K)( i!)Ay(K) (5.25)
In the real space (continuum limit) this term reads 2
R
dxdWyx(Ay@Ax): From gauge in-
variance, it is readily proved that  iKy =Wxy. Thus the eective action is given by
Se[A] = 2Wyx
Z
dxd(Ay@Ax   Ay@xA ): (5.26)
The real time action reads
~Se[A] = 2iWxy
Z
dxdt(Ay@tAx   Ay@xAt): (5.27)
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The coecient Wxy is related to the Berry phase () of the Hamiltonian H(k) by Wxy =
i
4
@(). With Ay and ky replaced by  and 0, we have
~Se[A] =
Z
dxdt(Ax@t   At@x) 1
2
@(): (5.28)
Here, we have used @ = @(0 + ) = @ for the reason that 0 is treated as a static
eld in the above derivation. The eective action can actually be written down directly
from the famous 2 + 1 dimensional Chern-Simons eld theory by a dimension reduction
procedure [79]. The linear response of charge/current is given by j =
Se
A
. The charge
carried by the domain wall is given by Q =
R ~Se
At
=   1
2
R
dx@x@() =  
R
d
2
@().
The charge Q is 1=2 with x > 0. The microscopic details of the domain wall can change
Q by 1, so we conclude the charge carried by the domain wall is Q = 1
2
mod 1. There is an
additional one half charge at the boundary for an open system.
5.4 PHASE TRANSITIONS TO TRIVIAL BAND INSULATORS
5.4.1 Time reversal symmetry breaking and transition to the trivial insulator
phase
An interesting topological phase transition to a trivial insulator can be tuned to occur when
rotating the atoms on individual sites, for example, by applying the technique demonstrated
in Ref. [81]. By rotating individual lattice sites the induced bare coupling term is 

P
j L^z(j)
where the angular momentum operator L^z =  i(aypyapx aypxapy). This term couples the px to
py-orbitals of the B-leg. One can tune the rotating frequency to match 
 with the transverse
tunneling tsy from the py-orbital of the B-leg to the nearby s-orbital on the A-leg. Despite
the large energy band gap (y) which separates the py-orbitals from the degenerate s and px
orbitals ( bear in mind that the s and px orbitals are from dierent legs of the ladder), the
low energy eective Hamiltonian receives a standard 2nd-order eect from virtual processes,
in which a particle jumps from a px-orbital to the on-site py-orbital and then to the nearby
s-orbital. The correction is given by
H = yC
y
jyCj;
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with y =

2
y
, which is an imaginary transverse tunneling between nearby s- and px-orbitals.
This term preserves particle-hole symmetry but breaks both parity and time-reversal sym-
metries. The total Hamiltonian in the momentum space now reads H0(k) = H(k) + yy.
This Hamiltonian belongs to the symmetry group G+(U;C) and allows a Z2 classication of
its topological properties [77]. Even though time-reversal symmetry is absent, particle-hole
symmetry still ensures that Berry phase  is quantized, with  mod 2 = 0 or  dening
the trivial and topological insulator, respectively [79]. For our model H0, the topological
insulating phase with  =  is realized as long as y < 
c
y = 2tsp. In another word, the
Berry phase quantization is robust against the time-reversal symmetry breaking term y,
and this topological phase is protected by particle-hole symmetry. For y greater than 
c
y,
Berry phase vanishes and the system becomes a trivial band insulator. At the critical point
the band gap closes. Apart from the Berry phase, the topological distinction between H0(k)
and H(k) can also be seen from the gapped interpolation [79]. Besides probing the half
charges on the boundaries, another signature for the critical point of the topological phase
transition is the local density uctuation,  = 1
L
P
j
ph(j)(j)i.  is 1=p2 when y = 0,
independent of other parameters ts, tp and tsp, and decreases monotonically with increasing
y. The peaks of d
2=dy reveal the critical points (Fig. 14b) and provide a reliable tool
of detecting the topological phase transition in experiments.
It is feasible to prepare the ladder with phase separation: e.g., a topological insulator on
the left half but a trivial insulator on the right half. This can be achieved by rotating the
lattice sites on half of the ladder only. The system is now described by
H = H +
y
2
P
j [1  cos (j)]CyjyCj (5.29)
with a eld conguration (j) which satises the boundary conditions (j =  1) = 0 and
(j = +1) = , and y > cy. The charge distribution induced by the domain wall (the
phase boundary) is calculated both numerically and from eective eld theory shown in
Appendix. Both approaches cross-verify that the domain wall carries half charge (Fig. 14a).
The half charge can be detected [82] by the single site imaging technique in experiments [83,
84].
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Figure 14: Phase transition between the topological and the trivial band insulator. a. A
domain wall between a topological insulator (ts = tp = tsp, y = 0, left) and a trivial
insulator (ts = tp = tsp = 0, right). The circle represents the delocalized fermion shared
by two neighboring rungs as depicted in Fig. 13a, whereas the ellipse represents localized
fermion without hopping. The additional charge 1
2
in the middle is the fractional charge
carried on the domain wall. b. The derivative of density uctuation,  d2
dy
. It develops
sharp peaks, measurable in experiments, along the line of topological critical points.
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5.4.2 Local density uctuation as probe of topological phase transitions from
non-trivial to trivial insulators
In this section we derive an analytic formula for the density uctuation, which can be mea-
sured in cold atom experiments. The density uctuation in cold atom experiments measures
  1
L
P
j

CyjCj   1
2
.
First two at-band limits|(1) (y = 0, ts = tp = tsp 6= 0) and (2) (y 6= 0, ts = tp =
tsp = 0) are explored. The two limits give dierent Berry phases ( =  for Limit (1) and
 = 0 for Limit (2)). Limits (1) and (2) give non-trivial and trivial insulators respectively.
For limit (1) fermions live on the bonds (one fermion per bond). The ground state can be
written as
jGi =
Y
j
1p
2

y (j)  y+(j + 1)

j0i; (5.30)
with j0i the vacuum state with no particles. h(CyjCj)2i is given as follows
h(CyjCj)2i =
X
=;0=
hy(j)(j)y0(j)0(j)i
=
X
;0
n
0hy(j)0(j)i   ; 0hy(j)y0(j)(j)0(j)i
o
=
X

n
hy(j)(j)i   hy(j)y (j)(j) (j)i
o
= 1 + 2

1p
2
4
=
3
2
(5.31)
Then we have  = 1p
2
. For Limit (2) there is no hopping between dierent unit cells and
fermions localize on each unit cell. Fermions cannot tunnel between dierent unit cells, so
the local density uctuation vanishes, i.e.,  = 0.
For the generic case, the periodic boundary condition is adopted and the calculation is
performed in the momentum space. In momentum space, the Fourier transformed operators
are dened as ~(k) = 1p
L
P
j je
 ikj. The density uctuation, which is a bulk property, does
not depend on the boundary condition in the thermodynamic limit. The fermion operators
of the eigen-modes (labeled by k) are introduced by
h
~b"(k);~b#(k)
iT
= U y ~Ck. " = # here
means the upper/lower band. The unitary matrix U is dened in Sec. 5.2.1. The ground
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state of the fermionic ladder at half lling is jGi =Qk ~by#(k)j0i: The calculation of h(CyjCj)2i
is as follows
h(CyjCj)2i
=
1
L2
X
=s=p;0=s=p
X
k1k2k3k4
ei(k2+k4 k3 k1)jh~ay(k1)~a(k2)~ay0(k3)~a0(k4)i
=
1
L2
X
;0
X
kk0
n
h~ay(k)~a(k)ih~ay0(k0)~a0(k0)i+ h~ay(k)~a0(k)ih~a(k0)~ay0(k0)i
o
=
1
L2
X
kk0
n
h~by#(k)~b#(k)~by#(k0)~b#(k0)i
+
X
0;s1s2s3s4
h~bys1(k)~bs2(k0)~bys3(k0)~bs4(k)i[U(k)]s1 [U(k0)]s2 [U(k0)]0s3 [U(k)]0s4
)
=
1
L2
X
kk0
n
1 + h~by#(k)~b"(k0)~by"(k0)~b#(k)i[U y(k)]# [U(k0)]"[U y(k0)]"0 [U(k)]0#
o
= 1 +
1
L2
X
kk0
j[U y(k)U(k0)]#"j2: (5.32)
The term 1
L2
P
kk0 j[U y(k)U(k0)]#"j2 simplies as
1
L2
X
kk0
[U y(k)U(k0)]#"2 = 1
L2
X
kk0
he ix(k)=2eix(k0)=2i#"
2 = 1L2 X
kk0
sin2

(k)  (k0)
2

=
1
2
"
1 
I
dk
2
cos((k))
2
 
I
dk
2
sin((k))
2#
: (5.33)
Due to the particle-hole symmetry hz(k) =  hz( k) and that h(k) = h( k), and we thus
have cos((k)) =   cos((   k)), so that H dk cos((k)) = 0. Then the density uctuation
of a particle-hole symmetric insulator is given by
2 =
1
2
"
1 
I
dk
2
sin((k))
2#
: (5.34)
In the absence of the the imaginary transverse tunneling (y = 0), time-reversal sym-
metry is also respected. Here we have sin((k)) =   sin(( k)) because hy(k) =  hy( k).
Apparently
H
dk sin((k)) = 0, so we conclude 2 = 1
2
for y = 0, regardless of ts, tp and
tsp.
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Figure 15: Transition from a topological insulator (TI) phase into a Mott insulator with
ferro-orbital (FO) order with increasing interaction. Top panel shows the delity metric g
and the ferro-orbital order parameter sp. Bottom panel shows the particle/hole chemical
potential (p/h). The nite charge gap p   h in the bulk calculated with periodic
boundary condition (dashed lines) comparing with the vanishing gap with open boundary
condition (solid lines) indicates in-gap states on the edge. The length L is 12, and ts = tp =
2tsp (taken as the energy unit) in this plot.
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5.5 MOTT TRANSITIONS
We further examine the stability of the topological phase and its quantum phase transitions
in the presence of interaction using exact diagonalization. For single-species fermions on
the sp-orbital ladder, the leading interaction term is the on-site repulsion between dierent
orbitals,
Hint =
X
j
Usp

ns(j)  1
2
 
np(j)  1
2

: (5.35)
To characterize the stability of the topological phase against the inter-orbital interaction
Hint (see Eq. (5.35)), we use the exact diagonalization method to calculate the delity met-
ric g  2 [1  jh 0L(Usp)j 0L(Usp + Usp)ij] =L(Usp)2, where j 0N(Usp)i is the ground state
wave function of the Hamiltonian H = H0 +Hint for a nite chain of length L with N = L
fermions. A peak in the delity metric indicates a quantum phase transition [85]. In pres-
ence of interaction, the edge states survive as in-gap states (zero energy single particle/hole
excitations) [85]. The energy of single particle (hole) excitation is dened as p (h) by
p = EL+1 EL (h = EL EL 1), where EN is the ground state energy of the ladder loaded
with N fermions. The spatial distribution of the in-gap states is dened as the density prole
(nj) of a hole created out of the ground state, which is
nj = h 0Lj(j)j 0Li   h 0L 1j(j)j 0L 1i; (5.36)
where j 0Ni is the ground state with N fermions. The density prole nj is found to be
localized on the edges when Usp  U csp, and to delocalize when approaching the critical
point and nally disappear (Fig. 13c). The Mott state appearing at the strong coupling
regime has a ferro-orbital order hO^sp(j)i, with O^sp(j) = CyjxCj (Fig. 15). In our numerical
calculation of nite system size, the correlation matrix [C]j1j2 = hO^sp(j1)O^sp(j2)i is calculated
and the strength of the ferro-orbital order sp is dened as the maximum eigenvalue of [C]=L,
extrapolated to the thermodynamic limit.
The orbital physics of this Mott insulator can be described by an eective Hamiltonian
with the double occupancy projected out. Then the two states, ays(j)j
i and ( 1)jayp(j)j
i,
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are mapped to two pseudo-spin 1
2
states. The resulting eective Hamiltonian (for ts = tp  t0)
is the well-known XXZ Hamiltonian given as
He =
X
<ij>
fJyz (Sy(i)Sy(j) + Sz(i)Sz(j)) + JxSx(i)Sx(j)g ; (5.37)
with Jx = 2
t20+t
2
sp
Usp
and Jyz = 2
t20 t2sp
Usp
. The XXZ Hamiltonian predicts a gapped Mott
insulator for the sp-orbital ladder with a ferro-orbital order hCyjxCji, which spontaneously
breaks the particle-hole symmetry. The ferro-orbital order gets weaker as ts gets smaller. A
rich phase diagram of orbital ordering is expected and will be investigated in the future.
5.6 COUPLED LADDERS AND FLAT BANDS IN TWO DIMENSIONS
Remarkably, the zero-energy edge states of the sp orbital ladder survive even when the
system is extended to two dimensions with nite inter-ladder coupling (e.g., by reducing V1;2
relative to Vx in the setup of Fig. 12a). The zero modes of individual ladder morph into
a at band with double degeneracy (Fig. 17). The lack of dispersion in the y direction is
related to the inter-ladder hopping pattern, which does not directly couple the edge states
but only s- and p-orbitals on dierent rungs (Fig. 16). The unexpected at band in 2D is
an exact consequence of the p-orbital parity and hence is protected by symmetry. The at
band makes the edge states in this 2D optical lattice distinct from that of quantum Hall
eect previously proposed with lattice rotation [68, 86], articial gauge eld [87] or optical
ux [88]. Such a at band is reminiscent of that at the zigzag edge of graphene, but with the
dierence that the present at band is protected by the parity of the orbital wavefunctions.
The diverging density of states associated with the at band provides a fertile ground for
interaction-driven many body instabilities. Future work will tell whether strongly correlated
topological states exist in such two-dimensional interacting systems.
The at dispersion can be rigorously proved using an unitary transformation and argu-
ments based on the quantization of Berry phase. Due to the experimental setup the leading
inter-ladder coupling is the coupling between the B (A) chain and the A (B) chain of the
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Figure 16: Schematic plot of the coupled ladders. The leading inter-ladder coupling is t0sp.
The absence of coupling between nearest s and p orbitals is due to parity.
nearest ladder (FIG. 16). The tight binding Hamiltonian describing such a coupled two
dimensional system is given as
H2D =
X
R
n
CyRTCR+x^ + C
y
RT
0CR+x^+y^   CyRT 0CR+y^ x^ + h:c:
o
; (5.38)
where R labels the positions of lattice sites and x^ (y^) is the primitive vector in the x- (y-)
direction. The intra-ladder coupling matrix T is given as
24  ts  tsp
tsp tp
35, and the inter-
ladder coupling matrix T 0 is given as
24 0 0
t0sp 0
35 ; with t0sp the inter-ladder coupling strength.
In the momentum space the Hamiltonian reads H2D =
P
k
~Cy(k)H2D(k) ~C(k), with
H2D(k) =
24  2ts cos kx  2i(tsp + t0spe iky) sin kx
2i(tsp + t
0
spe
iky) sin kx 2tp cos kx
35 : (5.39)
The Hamiltonian H2D(k) can be rewritten as H2D(k) = U y(ky) ~H2D(kx; ky)U(ky) with
~H2D(kx; ky) =
24  2ts cos kx  2i~tsp sin kx
2i~tsp sin kx 2tp cos kx
35 (5.40)
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and U(ky) = e
iz&(ky)=2, where ~tsp = jtsp + t0spe iky j, and &(ky) = arg(tsp + t0spe iky). With
ky xed, H2D(kx; ky) can be treated as a one-dimensional Hamiltonian, the form of which is
exactly the same as that describing a single sp-orbital ladder (realized in the limit of t0sp = 0).
Thus as a one-dimensional Hamiltonian, H2D(kx; ky) for a given ky denes a Berry phase .
We thus conclude that the one-dimensional topological insulator survives even with nite
inter-ladder couplings.
The existence of edge states in the presence of inter-ladder coupling is veried by directly
calculating the energy spectra of the 2D system on a cylinder geometry (an open cylinder in
the x-direction). From the energy spectra shown in Fig. 17 it is clear that the edge states
are stable against inter-ladder couplings.
Figure 17: The energy spectra of the two dimensional system of coupled ladders with
ts = tp = 2tsp (taken as the energy unit here), and length L = 200. An open (periodic)
boundary condition is applied in the x (y) direction. a and b show the spectra with the
small and large inter-ladder coupling, t0sp = tsp=5 and t
0
sp = tsp, respectively. A at band
(red line) at zero energy with double degeneracy generically appear for 0 < t0sp < tsp.
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5.7 DISCUSSION
5.7.1 Comparison with the SSH model.
The mathematical description of the sp-orbital ladder H0 is similar to the celebrated Su-
Schrieer-Heeger (SSH) model [89]. While the two systems belong to the same symmetry
class G +++(U; T; C) of 1D topological insulators [77], the orbital ladder contains new physics
beyond the SSH model. Firstly, the edges states of the sp-orbital ladder have quite dierent
spatial structures. For example, the sharp connement of the edge states only requires tsp =
p
tstp, rather than the energy spectrum being dispersionless. In contrast, sharp connement
coincides with the at band limit in the SSH model, when one of its hoppings vanishes.
Moreover, the edge modes form at bands in the presence of inter-ladder coupling. The
original SSH model does not have such a nice property. Secondly and more importantly,
tunneling in the orbital ladder can form  ux loops and allow time-reversal symmetry
breaking, as shown in H0 discussed above. This gives rise to an interesting Z2 topological
insulating state [77]. In contrast, breaking time-reversal symmetry within the SSH model of
spinless fermions is impossible because the tunneling is strictly one-dimensional and thus
cannot form ux loops.
5.7.2 Connection to Majorana fermions
In the at band limit ts = tp = tsp = t (or equivalently t1 = t2 = 0) we can introduce
particle-hole mixed operators "=#(j) = [ap(j)  ays(j)]=
p
2. The sp-orbital ladder maps to
two decoupled Kitaev's p-wave superconducting chains [74],
H0 ! t
X
j

y(j)(j + 1) + P
y
(j)
y
(j + 1) + h:c:
	
; (5.41)
with P"=# = .
It is instructive to rewrite the fermion operators  dened in Sec. 5.2.3 in terms of
Majorana fermion operators as  = 12 ( 1   i 2), with  `p =  y`p, and f `p;  `0p0g =
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2pp0``0 . The resulting Hamiltonian in Eq. (5.8) reads
H0 =
i
2
X
j
[ 1+(j);  2 (j);  1 (j);  2+(j)]
26666664
0  t1 0  t2
t1 0 t2 0
0  t3 0 0
t3 0 0 0
37777775
26666664
 1+(j + 1)
 2 (j + 1)
 1 (j + 1)
 2+(j + 1)
37777775 : (5.42)
In the at band limit, the Hamiltonian maps to two decoupled Majorana Fermi chains [74],
H0 ! i t32
P
j [ 2+(j) 1+(j + 1)   1 (j) 2 (j + 1)] : (5.43)
The unpaired Majorana fermion operators are  1+(0),  2 (0),  2+(L   1) and  1 (L   1).
These Majorana fermion operators give a many-body ground state manifold of Z4 degeneracy
for  = 0 in the grand canonical ensemble [74]. Since [y+(0)+(0); H] = 0, [
y
 (L 1) (L 
1); H] = 0 and [y+(0)+(0); 
y
 (L  1) (L  1)] = 0, one can label the degenerate ground
states by operators y+(0)+(0) and 
y
 (L  1) (L  1) in such a way as follows,
jG0i: y+(0)+(0)jG0i = 0 and y (L  1) (L  1)jG0i = 0; (5.44)
jG+i = y+(0)jG0i; (5.45)
jG i = y (L  1)jG0i; (5.46)
jG+ i = y+(0)y (L  1)jG0i: (5.47)
(The states jG+i and jG i have the same number of fermions, providing the Z2 degeneracy
at half lling in the canonical ensemble.) In the Z4 degenerate ground state manifold the
operators +(0) and  (L  1) read as
+(0) = jG0ihG+j+ jG ihG+ j (5.48)
 (L  1) = jG0ihG j   jG+ihG+ j: (5.49)
To demonstrate the deconned Dirac fermion excitations explicitly in this ground state
manifold, we can label the states by dy1d1 and d
y
2d2, where d1 and d2 are fractionalized
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Dirac fermion operators d1 = ( 1+(0)  i 2+(L  1))=2 and d2 = ( 2 (0)  i 1 (L  1))=2,
respectively. The relabeled states are dened by
j ~G0i: dy1d1j ~G0i = 0 and dy2d2j ~G0i = 0; (5.50)
j ~G1i = dy1j ~G0i; (5.51)
j ~G2i = dy2j ~G0i; (5.52)
j ~G12i = dy1dy2j ~G0i: (5.53)
These states embedding fractionalized Dirac fermions are actually given by j ~G0i = (jG+i  
jG i)=
p
2, j ~G1i = (jG0i   jG+ i)=
p
2, j ~G2i =  (jG0i + jG+ i)=
p
2 and j ~G12i =  (jG+i +
jG i)=
p
2. A transition from j ~G0i to j ~G1i creates one fractionalized Dirac fermion excitation.
In general, e.g., away from at band limit, the unpaired Majorana fermion operators  
are dened by [ ;H0] = 0. The four unpaired Majorana fermion operators are  1 = bl + b
y
l ,
 2 = i(bl   byl ),  3 = br + byr and  4 = i(br   byr), where the Dirac fermion operators bl and
br are dened in Sec. 5.2.3.
Topologically protected Majorana fermions with Majorana number  1 [74, 90, 91] can be
realized on the orbital ladder using schemes similar to those proposed in Ref. [70, 72, 73, 71],
e.g., by inducing weak pairing of the form
P
j as(j)ap(j) + h:c:. The staggered quantum
tunneling tsp mimics the spin-orbit coupling. For the sp-orbital ladder with 2ts < jj <
2tp, we nd that the Majorana number is  1 and the resulting Majorana zero modes are
topologically protected. The topologically protected Majorana state is a promising candidate
for topological quantum computing [92, 93].
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6.0 LUTTINGER LIQUID PHASES OF SP-ORBITAL LADDER
To complete the study of the sp-orbital ladder proposed in the last chapter, we study Lut-
tinger liquid phases away from half-lling [19]. These phases can be realized with dipolar
molecules or atoms loaded into a ladder, dipole moments being aligned by an external eld.
The two orbital components have distinct hoppings. The tunneling between them is equiv-
alent to a partial Rashba spin-orbital coupling when the orbital space (s, p) is identied as
spanned by pseudo-spin 1/2 states. A rich phase diagram, including incommensurate orbital
density wave, pair density wave and other exotic superconducting phases, is obtained with
bosonization analysis. In particular, superconductivity is found in the repulsive regime.
Orbital degrees of freedom [13] play a fundamental role in understanding the unconven-
tional properties in solid state materials [94]. Recent experiments in optical lattices have
demonstrated that orbitals can also be used to construct quantum emulators of exotic mod-
els beyond natural crystals. Orbital lattices are attracting growing interests due to their
unique and fascinating properties resulting from the spatial nature of the degenerate states.
For example, the bosonic px + ipy superuid [31, 1, 32, 33, 18] state has been prepared on
a bipartite square lattice [14], and later the other complex superuid with s and p orbitals
correlated was observed on a hexagonal lattice [16].
Previous studies of multicomponent cold gases mainly focused on hyperne states of alkali
atoms [5, 57]. In a cold gas of atoms with two approximately degenerate hyperne states,
the realized pseudo-spin SU(2) symmetry makes it possible to emulate the Fermi Hubbard
model in optical lattices [95, 25, 96]. To engineer spin-orbital couplings and the resulting
topological phases, one has to induce Raman transitions between the hyperne states to break
the pseudo-spin symmetry [97, 98, 99]. In contrast, due to the spatial nature of the orbital
degrees of freedom, the symmetry in orbital gases, such as that in px + ipy superuid [14],
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can be controlled by simply changing the lattice geometry as shown in Ref. [14, 16, 63, 100],
where unprecedented tunability of double-wells has been demonstrated. With a certain
lattice geometry, a spin-orbital like coupling can naturally appear in an orbital gas with s
and p-orbitals without Raman transitions [27]. Theoretical studies of orbital physics largely
focusing on two or three dimensions suggest exotic orbital phases [31, 1, 32, 101, 102, 33, 42,
12, 103, 104, 43, 66, 105] beyond the scope of spin physics.
In this chapter, we study a one dimensional orbital ladder with s and p orbitals cou-
pled [64, 27]. We shall derive such an eective model for dipolar molecules or atoms [106,
107, 108, 109, 110] loaded in a double-well optical lattice. The tunneling rates (or eec-
tive mass) of each orbital component are highly tunable by changing the lattice strength.
Couplings between s and p orbitals mimic spin-orbital couplings [27]. This orbital system
suggests the possibility of exploring the equivalent of the exciting spin-orbital coupled physics
in dipolar gases yet without requiring the use of synthetic gauge elds, and hence it provides
an interesting and simple alternative route. A rich phase diagram, including incommensurate
orbital density wave (ODW), pair density wave (PDW) [111, 76, 112, 113], and other exotic
superconducting phases, is found with bosonization analysis. The PDW phase realized here
is a superconducting phase, that features an oscillating Cooper pair eld with a period of .
The incommensurate ODW phase has an oscillating particle-hole pair, which tends to break
the time-reversal symmetry. An exotic superconducting phase on the repulsive side is also
discovered.
6.1 MODEL
Consider a cold ensemble of polar molecules or atoms, e.g., 40K87Rb [106, 108, 109], OH [114],
23Na40K [110], or Dy [107], whose dipole moments are controlled by an external eld as
demonstrated in experiments. Long-lived polar molecules have been realized in optical lat-
tices [109]. Let the ensemble trapped by a ladder-like optical lattice of the type studied
in [27]. As shown in the schematic picture in [27], the lattice consists of two chains of poten-
tials of unequal depth. We consider a single species of fermionic atoms/molecules occupying
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the s and p orbitals of the shallow and deep chains respectively, with other low-lying orbitals
completely lled. Alternatively, fermions can be directly loaded into the high orbitals, by
techniques developed in recent experiments [14, 63]. Meta-stable states in high orbitals with
long life time up to several hundred milliseconds are demonstrated achievable [14]. To sup-
press chemical reactions of polar molecules, the latter approach is preferable. The single
particle Hamiltonian of the sp-orbital ladder is then given by [27]
H0 =
X
j
Cyj
24  ts  tsp
tsp tp
35Cj+1 + h:c: (6.1)
where Cyj = [a
y
s(j); a
y
p(j)], and a
y
s (a
y
p) is the creation operator for the s-orbital (p-orbital).
The lattice constant is set as the length unit. In the proposed optical lattice setup [27], the
ratios ts=tp and tsp=tp are small (typically around 0:1).
The band structure is readily obtained by Fourier transform Cj =
R
dk
2
~C(k)eikj. The
Hamiltonian in the momentum space reads as H0 =
R
dk
2
~Cy(k) ~H(k) ~C(k), with ~H(k) =
h0(k)0 + ~h(k)  ~; where h0(k) = (tp   ts) cos(k), hx(k) = 0, hy(k) = 2tsp sin(k) and
hz(k) =  (tp + ts) cos(k). Here 0 is the identity matrix and x;y;z are Pauli matrices.
The two bands are given by E(k) = h0(k)
q
h2y(k) + h
2
z(k); which are shown in FIG. 18.
The Hamiltonian is rewritten as H0 =
R
dk
2
P
}=E}(k)
y
}(k)}(k). We dene an angle
variable  by cos((k)) = hz=j~hj and sin((k)) = hy=j~hj to save writing. Here, we only
consider lower than half lling, i.e., less than one particle per unit cell. The lower band is
thus partially lled and the upper band is empty. Since we are interested in the low-energy
physics, the spectrum E  is linearized around the Fermi momenta kF . Here,  = A or
B, and kFA are inner Fermi points and kFB are outer Fermi points (FIG. 18). The
resulting Fermi velocities are vF = j@E (k)@k jk=kF . The operators capturing the low energy
uctuations are dened with right (	) and left (	) moving modes 	A(k) =  (kFA + k),
	A(k) =  ( kFA + k), 	B(k) =  ( kFB + k) and 	B(k) =  (kFB + k). The eld
operators are introduced by  (x) =
R
dk
2
	(k)e
ikx and  (x) =
R
dk
2
	(k)e
ikx. These eld
operators are related to lattice operators by
C(j) ! A A(x)eikFAx + A  A(x)e ikFAx
+ B B(x)e
 ikFBx + B  B(x)eikFBx; (6.2)
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where
 =
24 i sin(=2)
cos(=2)
35 ;
with A = (kFA) and B = ( kFB). The substitution in Eq. (6.2) and the energy lineariza-
tion are valid for weakly interacting fermions at low temperature.
With polar molecules or atoms loaded on the sp-ladder, we include all momentum-
independent interactions (momentum-dependent part is irrelevant in the Renormalization
group ow [38]) allowed by symmetry. The long-range tail of dipolar interaction could modify
the correlations in gapped phases, but its eect in gapless phases is negligible [115, 19]. The
Hamiltonian density of the interactions is given by
Hint =
X
0
1
2
g
0
4

JJ0 + J J0

+ g
0
2 J
J0
+g3

 A  B 

A B +
 B  A 

B A
	
; (6.3)
where J =:  

  : and J =:
    :. For the symmetric case ts = tp, an Umklapp process
Hum = gu

 A A 

B
 B +  

B B 

A
 A
	
(6.4)
becomes allowed for the reason that kFA+kFB = . Since dipolar interactions between polar
molecules or atoms decay as 1=r3, the leading interaction in the proposed double-well lattice
setup [27] is
Hint = U
X
j

ays(j)as(j) 
1
2
 
ayp(j)ap(j) 
1
2

:
The strength of U is tunable by changing the dipole moment. In the weak interacting
limit, the g-ology couplings are related to U by g4 = U , g
AB
4 = g
BA
4 = U sin
2
 
A B
2

,
g2 = U sin
2(), g2
AB = g2
BA = U ,
g3 = U sin(A) sin(B);
and
gu = U cos(A) cos(B);
at tree level [38]. Considering strong interactions or the nite ranged tail of dipolar interac-
tions, the g-ology couplings will be renormalized due to neglected irrelevant couplings. By
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manipulating the direction of dipole moments with an external eld, the interaction can be
either repulsive or attractive [106, 108, 109, 110].
We follow the notation convention of Ref. [116], where the bosonization identity takes
the form
  =
1p
2
e
 ip('+#)
  =
1p
2
e
i
p
(' #); (6.5)
where  is the Klein factor and # is the dual eld of boson eld ' . The charge and orbital
boson elds are further introduced here by ['c; 'o] = ['A; 'B]T , with the matrix T given by
T =
1p
2
24 1  1
1 1
35 :
and their duals elds are [#c; #o] = [#A; #B]T . The Bosonized Hamiltonian density reads
H = Hc +Ho +Hmix;
Hc = uc
2

Kc
2
c +
1
Kc
(@x'c)
2

;
Ho = uo
2

Ko
2
o +
1
Ko
(@x'o)
2

+
1
22
h
g3 cos(
p
8#o) + gu cos(
p
8'o)
i
;
Hmix = um

Kmco +
1
Km
(@x'c)(@x'o)

; (6.6)
with u=c=o =
q
(v+ + ~g4 =2)
2   (~g2 =2)2 ,
K =
s
2v+ + ~g4   ~g2
2v+ + ~g4 + ~g

2
;
um =
q
(v  + ~gco4 =2)
2   (~gco2 =2)2;
and
Km =
s
2v  + ~gco4   ~gco2
2v  + ~gco4 + ~g
co
2
;
where
v+ = (vFA + vFB)=2;
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v  = ( vFA + vFB)=2
and the transformed coupling matrices ~g4 and ~g2 are given by [~g] = T
 1[g]T . The mixing
term Hmix vanishes for the symmetric case with ts = tp.
−1 0 1−2
0
2
k/pi
E
±
(k
)
−1 0 1−2
0
2
k/pi
E
±
(k
)
kFA kFAkFB kFB
(b)(a)
Figure 18: Sketch of the band structure of the sp-orbital ladder. Red dashed lines indicates
the level of chemical potentials, showing four fermi points. (a), the symmetric case with
ts = tp. (b), the asymmetric case with ts < tp.
6.2 QUANTUM PHASES AND TRANSITIONS OF THE SYMMETRIC
CASE
For the symmetric case with ts = tp (FIG. 18), the Hamiltonian has an accidental Z2 sym-
metry, Cj ! ( 1)jxCj and Fermi momenta are related by kFA =    kFB  kF . This
Z2 symmetry implies that vFA = vFB, g4
AA = g4
BB and g2
AA = g2
BB. We nd that the
transformed coupling matrices ~g2 and ~g4 are diagonal and that the orbital-charge mixing
term Hmix vanishes. In other words, the Z2 symmetry guarantees orbital-charge separation.
The charge part Hc is quadratic and the orbital part Ho is a Sine-Gordon model [54].
With attraction, we have Ko < 1, gu > 0, and the Sine-Gordon term gu is relevant (ows
to +1) in the renormalization group (RG) ow [54]. This corresponds to an orbital gapped
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phase with cos(
p
8'o) locked at  1. In this phase, quantum uctuations of 'o become
massive, and the divergent susceptibilities are the following: charge density wave (CDW)
and PDW [111, 76, 113] given by the operators:
OCDW(x) =  

A
 Ae
 2ikFAx    B  Be2ikFBx
/ e 2ikF xei
p
2'c sin(
p
2'o)
OPDW(x) =  A  Be
i(kFA+kFB)x +  B  Ae
 i(kFA+kFB)x
/ ( 1)xe i
p
2#c sin(
p
2'o)
Due to orbital-charge separation, the CDW and PDW correlation functions are readily given
by
hOCDW(x)OyCDW(0)i / e 2ikF xx Kc ; (6.7)
hOPDW(x)OyPDW(0)i / ( 1)xx 1=Kc : (6.8)
Since Kc > 1 for attraction, the algebraic PDW order is dominant. In this phase, the
superconducting pairing OSC = as(j)ap(j) oscillates in space with a period of .
With repulsion, we haveKo > 1, and thus g3 is relevant [54]. This gives an orbital gapped
phase with cos(
p
8#o) locked at 1, because g3 < 0. The uctuations of #o are massive, and
the divergent susceptibilities are ODW and superconducting SC+ given by the operators:
OODW(x) = e
 i(kFA kFB)x( A  B    B  A)
/ e i(kFA kFB)xei
p
2'c cos(
p
2#o)
OSC+(x) =  A  A +  B  B
/ e i
p
2#c cos(
p
2#o)
Since Kc < 1 for repulsion, the dominant algebraic order here is ODW, for which the
correlation function is given by
hOODW(x)OyODW(0)i / e i(kFA kFB)xx Kc : (6.9)
In the ODW phase, the particle-hole pairing in terms of lattice operators reads OODW(j) =
CyjyCj. This ODW order is incommensurate with an oscillation period 2=(kFA   kFB)
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in real space. If we go beyond the one-dimensional limit and consider small transverse
tunnelings [27], a true long-range ODW order hOODW(x)i / ei(kFA kFB)x is expected. Such
an order breaks time-reversal symmetry.
The ODW and PDW phases predicted by Bosonization analysis are further veried in
numerical simulations with matrix products state, in which open boundary condition is
adopted. The superconducting correlation
CSC(j
0   j) = hayp(j)ays(j)as(j0)ap(j0)i
and the orbital density wave correlation
CODW(j
0   j) = hCyjyCjCyj0yCj0i
are calculated. In our calculation, the two points j and j0 are 10 sites away from the bound-
aries to minimize the boundary eects. The convergence of these correlations is checked in
numerical simulations. FIG. 19 shows the Fourier transform of these correlations, dened
by C(k) = Pj 6=0C(j)e ikj, which approaches to its thermodynamic limit with increasing
system size (FIG. 19). The sharp peaks of CSC(k) at momenta  on the attractive side tell
the quantum state has a PDW order shown in Eq. 6.8. On the repulsive side sharp dips of
CODW(k) at nite momenta verify the incommensurate ODW order shown in Eq. 6.9. With
numerical calculations, we also nd the existence of PDW phase in the strongly attractive
regime if ts 6= tp. The phase transition from ODW to PDW is second order.
6.3 QUANTUM PHASES AND TRANSITIONS OF THE ASYMMETRIC
CASE
For the asymmetric case|ts < tp (FIG. 18), the Fermi velocity vFB > vFA and the orbital-
charge separation no longer holds. Thus, the orbital and charge degrees of freedom cannot
be treated separately. The other dierence with the symmetric case is that the Umklapp
process gu does not exist. Since the eects of g4 couplings are just to renormalize the Fermi
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Figure 19: The phase diagram of the symmetric sp-orbital ladder with ts = tp = 2tsp.
CODW(k) and CSC(k) show the Fourier transform of the orbital density wave and super-
conducting correlations, respectively. Numerical results with matrix product state meth-
ods [2] are calculated for the system at two dierent sizes L = 80 and 100 at lling
1
L
P
jhays(j)as(j) + ayp(j)ap(j)i = 0:7. In the upper (lower) graph, the interaction U = 3ts
(U =  3ts).
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velocities [117, 118, 119, 120]. For simplicity, we do not consider such eects and set g
0
4 = 0
here. The one-loop RG equations are given by [120],
dg
0
2
dl
=
g23
2

0
v+
  0
vF 

;
dg3
dl
=
g3
2
X


g2
v+
  g

2
vF

; (6.10)
where l is the ow parameter (l !1) and  = A (B) for  = B (A). The RG ow of the
Sine-Gordon term g3 is obtained as
p
jCj=g3(l)
= F
"
 sgn(g3Y )
s
2jCjD
v+
l + F 1[
pjCj
g3(0)
]
#
; (6.11)
with
C =
2vFAvFBv
2
+
vFAvFB + v2+

g2
AB
v+
  g2
AA
2vFA
  g2
BB
2vFB
2
  g23; (6.12)
D =
vFAvFB + v
2
+
vFAvFBv+
; (6.13)
and
Y =
g2
AB
v+
  g2
AA
2vFA
  g2
BB
2vFB
: (6.14)
The function F is the hyperbolic function \sinh" (the trigonometric function \sin") if C > 0
(C < 0). When Y > 0, g3 always ows to1 and the system is in some gapped phase. When
Y < 0, g3 ows to 1 only if C < 0. g3 is irrelevant only if C > 0 and Y < 0: In the weak
interacting regime, we have
Y=U =
1
v+
  sin
2(A)
2vFA
  sin
2(B)
2vFB
: (6.15)
We will consider the regime Y=U > 0 (this condition holds when tsp is weak compared with
ts + tp) in the following.
With repulsion (U > 0, Y > 0), g3 is relevant and ows to  1 in RG ow. Then the
dual orbital eld #o is locked with cos(
p
8#o) = 1 and its uctuations #o are massive. The
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key eect of orbital-charge mixing can be seen from its modication of the dynamics of the
conjugate elds, given as
o =
Ko
uo
@t#o +
Koum
Kmuo
@x'o; (6.16)
'c =
1
ucKc
@t'c +
Kmum
Kcuc
@x#o; (6.17)
where $ is the conjugate eld of $. The Lagrangian is constructed by
L(x; t) = #o@t#o +'c@t'c  H:
With massive uctuations of #o integrated out, the Lagrangian of the charge eld 'c is given
by
Lc = 1
2

1
u
(@t'c)
2   u(@x'c)2

+O
 
(@'c)
4

; (6.18)
with the renormalized Luttinger parameter and sound velocity given by
 =
Kcq
1  KcKo
K2m
u2m
ucuo
; (6.19)
u =
s
u2c   u2m
ucKcKo
uoK2m
: (6.20)
To zeroth order in the interaction U , the renormalized Luttinger parameter is
 =
"
1 

v 
v+
2# 1=2
: (6.21)
Our result reproduces the perturbative result [120] when the orbital-charge mixing term is
small. The diverging susceptibilities are ODW and SC+, and the corresponding correlation
functions are given as
hOSC+(x)OySC+(0)i / x 1=; (6.22)
hOODW(x)OyODW(0)i / e i(kFA kFB)xx : (6.23)
With suciently weak repulsion  > 1, the dominant order is SC+, of which the pairing in
terms of lattice operators is OSC = as(j)ap(j). We emphasize here that this pairing does not
oscillate in real space. Such a superconducting phase arises in the repulsive regime due to the
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orbital-charge mixing and the pinning eect of the dual orbital eld #o. The Sine-Gordon
term g3 causing this pinning eect is nite only when the coupling of sp-orbitals tsp is nite,
and g3 is monotonically increasing when tsp is increased. Thus the transition temperature of
this repulsive superconducting phase can be increased by tuning tsp, which makes this exotic
superconducting phase potentially realizable in experiments. With stronger repulsion, the
renormalized Luttinger parameter  decreases. Eventually with repulsion larger than some
critical strength, we have  < 1, and the repulsive superconducting phase gives way to the
ODW phase.
With attractive interaction, the condition Y=U > 0 gives Y < 0. Thus g3 is relevant
and ows to +1 when C < 0. The Sine-Gordon term cos(p8#o) is locked at  1, and the
dominant order is superconducting SC , given by
OSC  =  A  A    B  B
/ e i
p
2#c sin(
p
2#o): (6.24)
In numerical simulations we nd the SC  phase competing with PDW in the strongly attrac-
tive regime. When g3 is irrelevant (C > 0, Y < 0), the orbital ladder is in a two component
Luttinger liquid phase exhibiting two gapless normal modes and each mode is a mixture of
orbital and charge.
In experiments, radio-frequency spectroscopy can be used to probe spectra functions [121,
122], which exhibit the signatures of pairings of the predicted phases. In orbital density
wave phases, where there are diverging correlations hCyjyCjCyj0yCj0i, the quench dynamics
of occupation numbers of s and p orbitals is a probe of such orders [123].
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7.0 FINITE TEMPERATURE MELTING OF SUPERCONDUCTING
STRIPES
The role of topological excitations of striped superconducting states has been intensively
studied [40, 124, 125, 126, 127] since at nite temperature the proliferation of those defects
can lead to possible exotic phases, such as the charge 4 superuid [127, 128]. A typical
striped superconducting state is the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) [129, 130]
state which is believed to exist in heavy-fermion superconductor CeCoIn5 [131, 132] and has
been recently proposed to occur in the system involving p-orbital bands [64, 104]. Since the
FFLO order is more likely to occur in the quasi-one-dimensional (1D) system [133], cold
atom systems with two imbalanced species of atoms conned in a lattice array of 1D tubes
formed by coherent laser beams [24] seems more promising to display the direct evidence.
Since the inter-tube coupling can be tuned relatively with ease in cold atom systems by
controlling the intensity of trapping lasers, it is suitable to study the dimensional crossover
phenomena [134, 135, 136, 137].
Numerous exotic phases have been predicted from eective eld theories [125], but the
phase diagram of these exotic phases is not established for cold atom experiments yet. In
cold atom experiments, the microscopic parameters (like interaction strength) are tunable
and measurable, and this motivates our detailed study of the Kosterlitz-Thouless (KT)
transitions of the Larkin-Ovchinnikov (LO) phase starting from a microscopic model. In
this work we study a quasi-1D two-dimensional (2D) spinful fermionic system composed
of coupled 1D tubes as illustrated in Fig. 20a where at zero temperature the LO order is
the ground state. We determine the KT temperature of LO phase (the FFLO regime in
Fig. 20b [133]) as a function of inter-tube coupling t? from a microscopic model. We found
that over a wide range of parameters the fractional defect dominates the phase transition
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and transition temperature is linear in t? for small t? (Fig. 21a). At zero temperature
the transition from LO to normal phase, driven by the disappearance of the Fermi surface
nesting upon increasing t?, is of rst order (Fig. 21b). Our method is ecient and can
be used to determine the Goldstone excitations of any stripe order involving charge or spin
degrees of freedom.
7.1 FREE ENERGY OF SUPERCONDUCTING STATES
The microscopic model we use is a one band model with attractive contact interaction in a
quasi-1D system [133]. The Hamiltonian is
H =
X
~k;12
12(
~k)cy1(
~k)c2(
~k) + U
X
~R
 y"(~R) 
y
#(~R) #(~R) "(~R); (7.1)
where  (~R) is a fermionic annihilation operator on site ~R, and c(k) is its Fourier transfor-
mation
 (~R) =
1p
Ns
X
~k
c(~k)e
i~k~R;
with Ns the total number of lattice sites. Here we will derive a theory for general dispersion
12(
~k), including spin-orbital coupling, spin imbalance, etc. The superconducting gap we
consider here is
(~R) = Uh #(~R) "(~R)i: (7.2)
With a mean eld approximation, the Hamiltonian can be written as
H  HM
=
X
~k;12
12(
~k)cy1(
~k)c2(
~k) +
X
~R

 y"(~R) 
y
#(~R)(~R) + 
(~R) #(~R) "(~R)  jj
2
U

=
X
~k;12
12(
~k)cy1(
~k)c2(
~k) Ns
X
~k
j(~k)j2
U
+
X
~k1;~k2
h
cy"(~k1)c
y
#(~k2) ~(~k1 + ~k2) + c#(~k1)c"(~k2) ~
(~k1 + ~k2)
i
; (7.3)
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Figure 20: (a) Conguration of the system: arrays of 1D tubes with inter-tube distance b
and inter-tube tunneling t?. (b) A schematic plot of quasi-1D phase diagram as a function of
 and h. Vac: vacuum state (no particle); P-FL: partially polarized Fermi liquid; F-FL: fully
polarized Fermi liquid. Our study here focuses on the FFLO regime. (c) Possible phases as
a function of temperature. N:normal Fermi liquid; CDW: charge density wave; SF4: charge
4 superuid.
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where ~(~k) is the Fourier transformation of (~R), given by
(~R) =
X
~k
~(~k)ei
~k~R:
Introducing 	(~k) = [c"(~k); c#(~k); c
y
"(~k); c
y
#(~k)]
T , the mean eld Hamiltonian can written as
HM =
1
2
X
~k1;~k2
	y(~k1)HBdG(~k1; ~k2)	(~k2) + 1
2
X
~k
h
""(~k) + ##(~k)
i
 Ns
X
~k
j(~k)j2
U
; (7.4)
where the Bogoliubov-de Genne (BdG) Hamiltonian matrix HBdG is given by
HBdG(~k1; ~k2) =
26666664
~k1~k2""(
~k1) ~k1~k2"#(
~k1) 0 ~(~k1 + ~k2)
~k1~k2#"(
~k1) ~k1~k2##(
~k1)   ~(~k1 + ~k2) 0
0   ~(~k1 + ~k2)  ~k1~k2""(~k1)  ~k1~k2#"(~k1)
~(~k1 + ~k2) 0  ~k1~k2"#(~k1)  ~k1~k2##(~k1)
37777775 : (7.5)
A key property of the BdG matrix is that
OHBdG(~k1; ~k2)O 1 =  HBdG(~k1; ~k2); (7.6)
with
O =
26666664
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
37777775 :
From this property it is apparent that eigenvalues of HBdG must show in  pairs, i.e., if 
is its eigenvalue, so is  . The eigenvalues (en) and eigenvectors (n)j (~k) of the BdG matrix
are given by
P
j0;~k0HBdGjj0(~k;~k0)(n)j0 (~k0) = en(n)j (~k). In the eigen basis, the mean eld
Hamiltonian reads as
HM =
1
2
X
n
en
y
nn +
1
2
X
~k
h
""(~k) + ##(~k)
i
 Ns
X
~k
j(~k)j2
U
; (7.7)
where n =
P
j;~k 
(n)
j (
~k)	j(~k). From the property in Eq. ((7.6)), it can be proved that the
mean eld Hamiltonian can be rewritten as
HM =
X
en>0

en
y
nn  
1
2
en

+
1
2
X
~k
h
""(~k) + ##(~k)
i
 Ns
X
~k
j(~k)j2
U
: (7.8)
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The free energy dened by this mean eld Hamiltonian is
F [] =  T
X
en>0
log [1 + exp( en=T )]  1
2
X
en>0
en +
1
2
X
~k
h
""(~k) + ##(~k)
i
  Ns
X
~k
j(~k)j2
U
: (7.9)
Since the eigenvalues show in  pairs, the free energy can be rewritten as
F [] =  T
2
X
n
log [1 + exp( en=T )] + 1
2
X
~k
h
""(~k) + ##(~k)
i
  Ns
X
~k
j(~k)j2
U
: (7.10)
7.2 FLUCTUATIONS OF THE LO PHASE IN A COUPLED ARRAY OF
TUBES
The Hamiltonian describing the LO phase in the coupled array of tubes (FIG. 20) is given
by
HM =
X
~k;
E(~k)c
y
(
~k)c(~k) + g1D
X
x
Z
dz y"(x; z) 
y
#(x; z) #(x; z) "(x; z): (7.11)
Here x labels dierent tubes and z is the one dimensional coordinate for each tube (FIG. 20).
The dispersion of the system is given by
E(~k) =
~2k2z
2m
  2t? cos(kx)  + h( );
where m is the mass of atoms loaded in the tubes, t? is the transverse tunneling,  is
the chemical potential and h is the eective Zeeman splitting. The general expression we
have derived (Eq. (7.10)) applies on this particular system by replacing Ns
P
~k
j(~k)j2
U
by
LzNx
P
~k
j(~k)j2
g1D
, with Lz the length of each tube and Nx number of tubes. We will use a
one dimensional scattering length a1D =   2~2mg1D as the length unit, and the corresponding
energy scale B =
~2
ma21D
as the energy unit. Taking a1D = 100nm, m = 6=(6  1023)g (6Li),
as realizable in experiments [24], B=kB is approximately 1:5 10 6K.
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The order parameter for the LO phase is give by
(x; z) = g1Dh #(x; z) "(x; z)i  0f(z); (7.12)
where 0 is the amplitude of the order parameter while f(z) describes the stripe satisfying
f(z) = f(z+ 2
Q
). The LO wave vector Q is set by mismatched fermi surfaces [129, 130, 133].
We rst calculate the order parameter at zero temperature by the variational method where
we assume a sinusoidal form (x; z) = 0 cos(Qz), i.e., f(z) in Eq. ((7.12)) is chosen to be
cosQz.
Since the LO phase breaks both translational and U(1) symmetries, it has two branches
of Goldstone modes { the oscillation of the stripe, and the phase uctuation of the ampli-
tude [125, 126, 127]. Under these uctuations, the order parameter becomes
(x; z) = 0e
i(x;z) f(z + u(x; z)) (7.13)
where u(x; z), (x; z) are generalized elastic elds [138] to describe the Goldstone modes.
Physically u represents the small oscillation of the stripe LO order whereas  the phase
uctuation of the amplitude. In the quasi-1D system, x and z directions are not equivalent.
Therefore to the quadratic order the total free energy in terms of generalized elastic elds
are described by two anisotropic XY models [139, 127]
F =
X
x
dz

A
2
(Qxu)
2 +
B
2
(Quz)
2 +
C
2
(x)
2 +
D
2
(z)
2

(7.14)
where xu = u(x + 1; z)   u(x; z) and x = (x + 1; z)   (x; z) describe uctuations
of u and  on neighboring tubes. And uz and z are the continuous derivatives @zu and
@z. In our notation, u and =Q have the dimension of length, their rst derivatives are
dimensionless, and coecients A, B, C, D have the dimension of energy. For results pre-
sented here, we take f(z) = cosQz which is (eiQz + e iQz)=2. In this case, these two
Goldstone modes correspond to phase uctuations of two Fulde-Ferrell (FF) order [129]
(x; z) = 0(e
iQ(z+u+) + e iQ(z+u
 ))=2.
In 2D, each elastic eld is associated with one topological defect. For u the defect is
the (edge) dislocation satisfying
H
~ru  d~l = Lnd; for  the defect is the vortex satisfyingH
~r  d~l = 2nv with nd; nv integers. There is another topological defect referred to as a
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Figure 21: (a) Phase diagram for  = 2, h = 1:145, Q = 1:2, 0 = 0:22. Curves with
ligands are computed whereas two dashed lines embracing the phase coexisting region are
schematic. The calculated transition temperature T hh within the phase coexisting region
is not well dened and its plot is switched to the dotted line with circles. (b) Energy as
a function of gap amplitude  for  = 2, h = 1:145, Q = 1:2, t? = 0   0:2. The energy
minimum occurs at  = 0:22 for t? < 0:15.
half-vortex half-dislocation (HH) where (nd; nv) = (1=2;1=2), which originates from the
Z2 symmetry of the order parameter [127, 126] { when circulating around an HH defect,
each of the half vortex and the half dislocation introduces a minus sign leaving the order
parameter unchanged. The proliferation of topological defects leads to Kosterlitz-Thouless
(KT) transition. The KT transition temperature T u = 
2
p
AB for dislocations, T  = 
2
p
CD
for vortices, and T hh = 
8
(
p
AB+
p
CD) = (T u+ T )=4 for HH [127]. The last temperature
cannot be highest. When increasing the temperature, there are three distinct possibilities
as illustrated in Fig. 20c: (I) T hh is the lowest, (II) T  the lowest, and (III) T u the lowest
[127]. For (I) there is only one transition from LO to normal state at T hh. For (II), the LO
phase rst becomes a charge density wave (CDW) state at T  and then normal at T hh. For
(III),the LO phase rst becomes a charge 4 superuid at T u and then normal at T hh.
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7.3 CALCULATING STIFFNESS COEFFICIENTS FROM THE
MICROSCOPIC MODEL
To obtain coecients A, B, C, D in Eq. (7.14), we take the following approach. Take B
as an example, we choose u(x; z) = uzz, (x; z) = 0, compute F (Eq. (7.10)) for several
uz, and t F (uz)  F (uz)=(NxLz) = B2 (Quz)2. The same procedure apply to A, C,
D. There is another approach to obtain these coecients involving Green's function [140]
which requires computing the inverse of a matrix and is very time-consuming. Our approach
instead only involves the computation of eigenvalues [141] which allows us to include more
k-points.
We use  = 2, h = 1:145, t? = 0:1 as an example. Minimizing the energy functional with
respect to 0 and Q leads to Q = 1:2, 0 = 0:22. Fig. 22 shows F (z) for (x; z) = zz and
F (x) for (x; z) = xx from which the quadratic t leads to C = 0:00168 and D = 0:23.
Fig. 23 shows F (Quz) for u(x; z) = uzz and F (Qux) for (x; z) = uxx from which we
can t A = 0:00168 and B = 0:234. Note that f(z) is taken to be cosQz for the results
presented here. However we emphasize that the coecients A;B;C;D can be obtained for
any given order parameters.
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Figure 22: Energy density as a function of z and x for  = 2, h = 1:145, Q = 1:2,
0 = 0:22. The energy cost is computed from Eq. 7.10
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7.4 PHASE TRANSITIONS OF LO STRIPES
We compute the coecients for several t? and determine all three KT transition tempera-
tures. Our main result is shown in Fig. 21a where the phase diagram as a function of T and
t? is plotted for a representative set of parameters  = 2, h = 1:145, Q = 1:2, 0 = 0:22.
When t? = 0, there is no inter-tube coupling and no correlation along x leading to zero TKT .
As the system goes from pure 1D to quasi-1D, TKT (t?) / t?. More specically, we found
the coecients associated with z derivative, i.e. B and D, depend very weakly on t? whereas
those with x derivative, i.e. A and C, depend quadratically on t?. This explains the linear
t? dependence of TKT (/
p
AB;
p
CD). We found T  and T u are very close because the
\cosine" ansatz is very close to two decoupled FF order with opposite wave vector for small
0 and it is the coupling between u
+ and u  (the uctuations of two FF orders) which lifts
the degeneracy of u and  elds. In this case the proliferation of half-vortex half-dislocation
costs the least energy and the system only undergoes one transition from LO to normal
at T hh when raising the temperature, as shown in the case I of Fig. 20c. The transition
temperature is of the order of 0.03 B which is roughly 8  10 8K for the system of 6Li
with a1D = 100nm. One also notes that the obtained T
KT ( 0:03) is an order of magnitude
smaller than the mean eld gap 0(= 0:22), so the coecients computed at T = 0 are almost
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identical (less than 1% dierence) to those computed at T  TKT .
At T = 0, our simulation suggests the quantum phase transition from LO to normal
phases upon increasing t? is of rst order. Fig. 21b shows the energy as a function of  for
 = 2, h = 1:145, Q = 1:2, t? 2 (0; 0:2) where the minimum determines the value of 0.
We found that as t? increases 0 stays around 0.22 and when t? > 0:16 0 becomes zero.
Around t? = 0:16, the E() is essentially at with several shallow minima. We note that
the FFLO to normal transition as a function of temperature (xed , and h) [131, 132] or
h (xed , T ) [142] is also of rst order. At nite temperature around the critical t?, the
system is in the phase coexisting region.
We have assumed a sinusoidal order parameter in the current calculation. However near
BCS/LO transition (Fig. 20b) [143, 133], the order parameter behaves more domain-wall like
[142, 144] than sinusoidal. Therefore the ansatz with sinusoidal order parameter does not
capture all physics. Close to the BCS/LO transition, we expect that the stripe uctuation
should be stronger than the phase uctuation (A < C, B < D) and a two-stage transition
with charge 4 superuid shown as the case III in Fig. 20c can happen. In a cold atom trap
where the chemical potential is a position-dependent, the interface between phases shown in
Fig. 20c is unavoidable and worth investigating.
7.5 CONCLUSION
To conclude, we have computed from a microscopic model the eective theories of Goldstone
modes of the LO order for a quasi-1D fermionic system from which the Kosterlitz-Thouless
transition temperatures are determined. The transition temperatures are found to depend
linearly on the inter-tube coupling t?. However, the method applied here neglects the quan-
tum uctuation along the 1D tubes which can modify this linear t? dependence, especially
at t? ! 0 [145]. As t? increases, the system goes to a phase coexisting regime sandwiched by
the LO and normal phases. Our approach can generally determine the Goldstone excitations
of any stripe order involving charge or spin from a microscopic model which should be useful
for comparison between theories and experiments.
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8.0 BOSE-EINSTEIN SUPERSOLID PHASE FOR MOMENTUM
DEPENDENT INTERACTIONS
Since Penrose and Onsager's rst discussion [146] on the potential existence of a \supersolid",
namely a phase with co-existence of superuid and crystalline order, both experimental [147]
and theoretical [148, 149, 150, 151] attempts have been made for decades in the search of this
novel phase. Recently reported observation of \supersolid" phase in He-4 systems [152, 153]
revitalized this fundamental interest. Nevertheless, some subsequent experimental evidences
as well as various proposed microscopic mechanisms [154] remain controversial.
Progress on the physics of cold atoms and molecules opens a new possibility to study
the \supersolid" phase thanks to clean and controlled experimental systems. Engineering
articial interaction potentials using internal degrees of freedom of atoms and molecules [155,
156, 157] allows one to address a theoretical question, namely what interaction potentials can
support the supersolid phase in continuous space. Recent experimental progress on dipolar
quantum gases allows to explore new physics of quantum many body systems with non-
local interactions [158, 159, 160, 161, 162]. It is well established that non-local interaction
potentials stabilize the supersolid phase on lattice [163]. The possibility of nding a Bose-
Einstein supersolid phase [164] was also put forward for several continuum model systems
such as dipolar quantum gases [165, 166, 167, 168], atom-molecule mixture gases [169] and
Rydberg atom gases [170, 157, 156]. Recently, Henkel et al [170] found that the Fourier
transform of an isotropically repulsive van der Waals interaction potential with a \softened"
core has a partial attraction in momentum space, which gives rise to a transition from a
homogeneous Bose-Einstein condensate (BEC) to a supersolid phase due to roton instability.
However, whether the supersolid phase they found is stable against uctuations and how it
should compare with the non-superuid (normal) crystal phase has not been studied. Recent
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work on dipolar gases [171] showed that the dipolar dominating interaction does not support
a supersolid phase in the phase diagram between the uniform superuid and the normal
crystal phase, where this phase had been speculated to exist.
In our work [172], we show that interaction potentials, which display a minimum of
negative value at a nite momentum, lead to a modulating superuid order, namely a Bose-
Einstein supersolid (BES) phase. We perform eective eld theory analysis and variational
calculation to determine not only the phase boundary between the uniform superuid (USF)
phase and BES, which has been previously analyzed by roton instability for dipolar [164,
165, 166, 167, 168] or van der Waals interaction [170], but also the phase boundary between
BES and the normal (non-superuid) insulating crystal (IC) phase. We shall begin with
a heuristic argument to show how a stripe BES phase should arise from the competition
between kinetic and interaction energy in the regime of roton instability. Next, we shall
study as a concrete example the \softened" dipolar interaction recently proposed for Rydberg
atomic gases [157]. A similar potential is also proposed in Ref. [170]. We will establish the
ground state in the sense of variational principle and nd a rst order phase transition
from the uniform superuid phase to the triangular crystalline BES phase. Finally, we shall
compare the energies of BES and IC phases of the same lattice congurations, and nd a
regime in which the triangular-lattice BES is stable and has lower energy than both USF
and (normal) IC. The result is summarized in Fig. 24.
8.1 HAMILTONIAN AND ANALYSIS
To explore the physics of the BES phase, we start with the continuum Hamiltonian of two
dimensional interacting bosons
H =
R
d2~r ^y(~r)
h
  ~2
2m
r2   
i
 ^(~r)
+ 1
2
R
d2~r1d
2~r2 ^
y(~r1) ^y(~r2)V (~r1   ~r2) ^(~r2) ^(~r1); (8.1)
where the rst term of H corresponds to the kinetic energy, and the second the two-body
interaction energy.
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Figure 24: The phase diagram of bosons with step-like interaction. Uniform superuid
(USF), insulating crystal (IC), and Bose-Einstein supersolid (BES) phases are separated by
`solid lines' with \" showing the data points from variational calculation. Analysis of the
collective excitation spectrum shows the instability of USF at the `red dotted line' and that
of BES at the `dark blue dash dotted line'. At low density, USF phase and IC phase exist;
while at high density the new stable BES phase is found in the `yellow shaded' regime. When
~n & 1, the IC state is not stable (see text).
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It is commonly accepted that the ground state for such a continuous bosonic system
should be USF at the kinetic energy dominating regime. The USF phase is described by a
coherent state jUSFi = exp(R d2xpnei0 ^y(x))j
i where n is the mean particle density, 0
a constant phase, and j
i the vacuum state with no particle. The energy of this state is
given by EUSF =
N
2
nU(k = 0), where N is the mean particle number and U(k) is Fourier
transform of the interaction potential. We rst analyze the instability of the USF phase.
This can be performed using an eective eld theory approach [173, 174]. The real time
action of this bosonic system is S[  ;  ] =
R
d2x dt

i~  @t  H [  ;  ]
	
. Fluctuations on
top of the uniform superuid state are considered by writing the boson eld  (x; t) =
[0+]
1=2ei, assuming  and jrj are small. The quasiparticle spectrum is readily derived
after integrating out the  eld: (k) =
q
~2k2
2m
(~
2k2
2m
+ 2nU(k)). For a potential that has a
negative minimum at a nite momentum, this spectrum at that momentum drops, eventually
hits zero and becomes imaginary when increasing the density n. This suggests that the
assumed USF (coherent) state is unstable towards possible crystalline order.
To show the BES phase arises, we rst give a heuristic argument by considering a simple
stripe BES state jBESi = exp
p
N(
p
2
2
byQ=2 +
p
2
2
by Q=2)

j
i, where Q = [Q; 0], and Q the
minimum point of U(k). The energy of this state is given by EsBES = N

~2Q2
8m
+ 1
4
nU(Q)

+
EUSF. When the term
~2Q2
8m
+ 1
4
nU(Q) is negative, namely the interaction energy dominates
over the kinetic energy, the stripe BES state has lower energy than the USF state. (We
also go beyond the mean eld state and compare with the two component fragmented state
jfi =Pl=N=2l= N=2 l (byQ=2)N2 +l(by Q=2)N2  lp(N
2
+l)!
p
(N
2
 l)! j
i, where flg are variational parameters [175], and the
coherent stripe BES state is found to have the lowest energy.) We thus conclude the BES
state arises from the competition of kinetic energy and interaction energy.
To be concrete, we further apply the two-particle interaction of a step-like form V (~r) = D
r30
if r < r0; V (r) =
D
r3
otherwise. The form of this potential is an approximation to the
interaction between polarized Rydberg atoms proposed in Ref. [157]. Two dimensionless
parameters of this system are ~n  n  r20 and rd  2mDn
1=2
~2 . ~n characterizes the relation
between r0 and the inter-particle distance, and rd characterizes the strength of interaction.
A phase transition from USF to IC has been found when varying rd at the regime of ~n 
0:9 [171]. The IC (single particle per site) phase is described in a second quantization form
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by j	ICi =
Q
~Ri
cy~Rij0i, where ~Ri is the direct lattice vector at site i, and the single particle
wavefunction corresponding to cy~Ri is the Wannier function ~Ri(~r).
The Fourier transform of this step-like interaction is shown in FIG. 2(a). It is straight-
forward to obtain the excitation spectrum, which is shown in FIG. 2(b). It can be seen
that the spectrum displays instability. The origin of this eect is that the Fourier trans-
form of the interaction, U(k), has a negative minimum at a nite momentum. Now the
question is to nd the stable variational minimum in the coherent state space. With
jGi = exp(R d2x(x) ^y(x))j
i (so that  ^(x)jGi = (x)jGi), the energy of this state is
readily given by:
E =
R
dr ~
2
2m
j~rj2 + 1
2
R
dr1dr2V (r1   r2)j(r1)j2j(r2)j2 ; (8.2)
where V (~r) is the interaction potential.
8.2 VARIATIONAL ANALYSIS
We rst check whether the system favors an extended or localized state. This purpose is
fullled by applying the Gaussian ansatz which means (~r) =
p
Np

e 
j~rj2
22 . The total energy
of this system is given by Et = Ek + Edip, where the kinetic energy Ek = N
~2
2m2
and
the interaction energy Edip = N
2 1
22
D
r30
g( r0

). Here, g(x) is approximately 2(1   e 2x2).
The energy per particle is ~
2
2m2
+ ND
22r30
g( r0

). In thermodynamic limit N ! 1, interaction
dominates and E() = ND
22r30
g( r0

). We found that as long as
R
d2~rV (~r) > 0,  ! 1
minimizes the energy, implying the system favors an extended state in space. Since for
rd > 0
R
d2~rV (~r) > 0, we conclude that the system favors an extended state when rd is
positive.
Up to this point, we have learned that this system favors an extended state which is
not necessarily a uniform superuid. Having argued heuristically above that a momentum
dependent interaction may favor a BES state, it is natural to compare the energy of a
new, non-uniform coherent state which has discrete lattice symmetries. Thus, we can write
the condensate wavefunction in such a form (~r) = h (~r)i = pnPK KeiK~r with K =
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Figure 25: LEFT gure (a): Fourier transform of the step-like two-body interaction. LEFT
gure (b): Shows the Bogoliubov quasiparticle spectrum for a USF state. The plot shows
the real part of the spectrum with ~n = 1. The solid line corresponds rd = 5, the dashed line
to rd = 15, and the dashed dotted line rd = 23. RIGHT gure: Shows the phase transition
from the USF to the triangular crystalline BES phase. jKj2  1N hbyKbKi is the occupation
fraction of the lowest nite momentum.
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pG1 + qG2, where G1 and G2 are two primitive vectors spanning the two dimensional
reciprocal lattice. The corresponding ground state is jGi = exp
P
K
p
NKb
y
K

j
i. The
order parameter that characterizes the phase transition from USF to BES is an occupation
fraction at some nite momentum K, jKj2 = 1N hbyKbKi.
In this assumed ground state subspace, the energy per particle is given by
E =
P
K
~2K2
2m
KK
+n
2
P
K1;K2;q
U(q)K1+q

K2 qK2K1 : (8.3)
Now, the problem reduces to minimizing this energy functional with such a constraintP
K jKj2 = 1, which is equivalent to the enforcement of conservation of the total parti-
cle number. By  (E   PK KK)=(K) = 0, we obtain
K =
~2K2
2m
K + n
X
K
0
;q
V (q)
K
0
+q
K0K+q ; (8.4)
where  is the chemical potential.
We compute the energies for three dierent congurations | stripe, square and triangle
lattices | and found that the triangular lattice is the most energetically favored. The optimal
lattice constant aBES is found to be slightly larger than 2=Qmin where U(Qmin) corresponds
to the negative minimum of the potential. For the particular step-like interaction, Qmin is
related to r0 by Qmin  3:9r0  r0 . The transition between USF and BES is of rst order as
shown in FIG. 25.
8.3 VARIATIONALLY COMPARED WITH INSULATING CRYSTAL
The energy of the IC state is estimated to compare with the BES state. The IC state is
described by j	ICi =
Q
~Ri
cy~Rij0i where the single particle wavefunction corresponding to the
creation operator cy~Ri is the Wannier function ~Ri(~r). Here we consider the case where each
localized wave function contains exactly one boson, forming a triangular lattice. The lattice
constant ac is thus determined by the density ( ac = [2=(
p
3n)]1=2), which is dierent from
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the lattice constant of BES, aBES, determined by the minimum point of U(k). The Wannier
function is approximated by a localized Gaussian ~Ri(~r)  1p exp( 
(~r ~Ri)2
22
) with =ac
ranging from 0 to 0.3 over which the overlap between neighboring Gaussian wavefunctions
can be neglected [176] and the energy is obtained by EIC() = h	ICjHj	ICi. The calculation
involves calculating an integral with Monte Carlo methods, which causes some noise of the
phase boundary of the IC phase. When ~n & 1, minimizing EIC() gives =ac ! 0:3,
indicating the IC state with the given lattice constant is unstable. We expect insulating
crystals with more than one particle per site [177, 156] or insulating crystal-supersolid phase
separation to exist in the `unstable' regime.
In the phase diagram (FIG. 24), the BES is stable and is the most energy-favored in the
`yellow shaded' regime. The lower boundary is determined by comparing the energy of BES
state and EIC( = 0:3ac) while the right boundary is computed from the instability of the
BES spectrum. In the `unstable' regime, the proposed BES state has lower energy than the
IC state but is not stable against quantum uctuations.
8.4 CONCLUSION
A bosonic system with two-body interaction potentials which display a negative minimum
at a nite momentum is studied. We found a stable supersolid phase arising from BEC
at nite momenta. The stability of this novel supersolid phase is checked against quantum
uctuations. A unique feature of the BES state is that it breaks both U(1) and translational
symmetry with a single order parameter, namely, the superuid order parameter h (~r)i is
not only nite but also spatially modulated. The physical interpretation is that particles are
not localized in space but condensed to a single, common wavefunction which is modulated
like a solid. This is conceptually dierent from one of widely considered supersolid pictures
of He-4 [146, 153, 152] in which supersolidity is a mixture of two orderings: atoms form
charge-density-wave order (a crystal structure) and in the same time vacancies or interstitials
undergo usual (zero-momentum) BEC. For the conventional superuid phase originated from
zero-momentum BEC, there exists long range phase coherence but the phase correlation
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function is homogeneous, not modulated, in space. In contrast, for the IC (insulating crystal)
phase, particles are localized in space to each lattice site, so there is no long range phase
coherence. Therefore, as prediction for cold gas experiments, a signature of the new BES
phase is the modulated phase coherence. This new state also opens fundamental questions
for future studies, for example, how the supercurrent is aected by the simultaneous presence
of crystalline ordering, and topological congurations such as a vortex coupled to a crystal
defect.
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APPENDIX A
RENORMALIZATION GROUP FLOW OF THE SINE-GORDON MODEL
In this appendix, we will calculate the Renormalization group ow of the two-dimensional
Sine-Gordon model by the Wilsonian momentum shell approach. The partition function
dening the Sine-Gordon model is given by
Z =
Z
k<
D(k) exp

 
Z
d2x

1
2
(~r)2   g cos(2
p
)

; (A.1)
where k <  species the high-energy cut-o of this theory. We proceed by splitting the fast
(>) and slow (<) modes as
(x) = >(x) + <(x); (A.2)
with
>(x) =
Z

s
<jkj<
d2k
(2)2
(k)eikx
<(x) =
Z
jkj<
s
d2k
(2)2
(k)eikx; (A.3)
where s > 1. The partition function can be rewritten as
Z =
Z
D< exp

 1
2
Z
d2x(~r<)2

 Z 0 (A.4)
Z 0 =
Z
D> exp

 1
2
Z
d2x(~r>)2 + g
Z
d2x cos

2
p
(< + >)

: (A.5)
111
With fast modes integrated out, the slow part receives corrections. To get the corrections
we need to calculate logZ 0, which can be expressed in the following cumulant expansion
logZ 0 = C1 +
1
2
C2 +O(g
3) (A.6)
C1 = g
Z
d2x
D
cos

2
p
(< + >)
Ec
>
(A.7)
C2 = g
2
Z
d2xd2y
D
cos

2
p
(<(x) + >(x))

cos

2
p
(<(y) + >(y))
Ec
>
;
(A.8)
where the average h: : :i> is a Gaussian average
h: : :i> =
R
D> : : : exp
n
 1
2
R
d2x(~r>)2
o
R
D> exp
n
 1
2
R
d2x(~r>)2
o :
The rst order cumulant C1 is obtained as
C1 =
1
2
g
Z
d2xhei2
p
(<+>) + c:c:ic>
= ge 2
2G>(0)
Z
d2x cos

2
p
<(x)

; (A.9)
where the propagator G>(x) is given by
G>(x) = h>(x)>(0)i> =
Z
>
d2k
(2)2
eikx
k2
=
Z 
=s
dp
2
Z 2
0
d
2
eipjxj cos()
p
=
1  s 1
2
J0(jxj) (A.10)
The second order cumulant C2 is obtained as
C2 =
1
4
g2
Z
d2xd2yh
h
ei2
p
(<(x)+>(x)) + c:c:
i h
ei2
p
(<(y)+>(y)) + c:c:
i
ic>
=
1
2
g2e 4
2G>(0)
Z
d2xd2y
h
e 4
2G>(x y)   1
i

h
cos

2
p
(<(x) + <(y))

+ cos

2
p
(<(x)  <(y))
i
: (A.11)
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Since G>(x) is small for large distance, the integral
R
d2xd2y in C2 is dominated by the short
distance part with jx  yj being small. We are thus allowed to do power expansions around
x = y. In the coordinates (R = x+y
2
; r = x  y), C2 simplies as
C2  1
2
g2e 4
2G>(0)
Z
d2Rd2r
h
e 4
2G>(r)   1
i

h
cos

4
p
(R)

+ 1  22(r  ~rR<(R))2
i
: (A.12)
The generated term cos
 
4
p


will be neglected for the reason that it is less relevant than
cos
 
2
p


. We thus have
C2 ! 1
2
g2e 4
2G>(0)
Z
d2r
h
e 4
2G>(r)   1
i Z
d2R
  2g2e 42G>(0)
Z
d2r
h
e 4
2G>(r)   1
i
r2 
Z
d2R
1
2
(~r<)2: (A.13)
We do not consider the renormalization group ow of free energy here, so we will neglect the
constant terms in the cumulants.
Now Z 0 is given by
logZ 0 = ge 2
2G>(0)
Z
d2x cos(2
p
<)
+
1
2
2g2e 4
2G>(0)a2
Z
d2R[ 1
2
(~r<)2] + const; (A.14)
with
a2 =
Z
d2r
h
e4
2G>(r)   1
i
r2:
The partition function Z is obtained as
Z /
Z
D<(R) exp

 

1 +
1
2
2g2a2e
 42G>(0)
Z
d2R
1
2
(~r<)2
+ge 2
2G>(0)
Z
d2R cos(2
p
<(R))

: (A.15)
After the rescaling
x0 = x=s
0(x0) = <(x)
r
1 +
1
2
2g2a2e 4
2G>(0); (A.16)
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the renormalization group transformation is given by
g0 = s2ge 2
2G>(0) (A.17)
0 =

1 + 1
2
2g2a2e 4
2G>(0)
: (A.18)
With s = edl, the renormalization group ow is obtained as
dg
dl
= g [2  ] (A.19)
d
dl
=  243g2 4; (A.20)
where  =
R1
0
x3J0(x). It is clear that the renormalization group equations depend on the
precise cuto. Nonetheless the physical quantities are independent of the cuto. A procedure
of deriving renormalization group equations for an arbitrary cuto can be found in Ref. [178].
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APPENDIX B
XY MODEL AND ITS DUALITY TO SINE-GORDON MODEL
The partition function of the XY model on a square lattice is given by
Z =
Y
R
d(R) exp
(
 
X
R
[2  cos[(R)  (R+ x^)]  cos[(R)  (R+ y^)]]
)
: (B.1)
Here R labels the lattice sites with primitive vectors x^ and y^. In this chapter we will a
shorthand notation (R + ^)   (R) ! , with ^ = x^ or y^. Due to the diculty of the
cosine terms, this XY model cannot be analyzed elegantly. Instead we will show that the
XY model is dual to the Sine-Gordon model at low temperature ( being large). For large
, we have the following Villain approximation [179]
exp f [1  cos()]g  (1=
p
2)
+1X
l= 1
exp[il] exp( l2=2): (B.2)
With this approximation, the partition function (Eq. (B.1)) can be rewritten as
Z /
Y
R0
d(R0)
0@Y
R;
1X
l(R)= 1
exp(il) exp
  l2(R)=2
1A : (B.3)
The introduced variables l(R) is a two component integer-valued vector eld. The integrals
over (R) can be carried out and we get a resulting constraint
l(R) = 0: (B.4)
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The constraint can be elegantly solved by the parametrization
l(R) = "n(R); (B.5)
where n is an inter-valued scalar eld, and " is dened by "xx = "yy = 0 and "xy =  "yx = 1.
Now, the partition function becomes
Z /
1X
n(R)= 1
exp
(
 (1=2)
X
R;
[n(R)]
2
)
: (B.6)
With the Poisson summation formulaX
n
g(n) =
1X
m= 1
Z 1
 1
dg()e2im;
we have
Z /
Z Y
R
d(R)
1X
m(R)= 1
exp
(
  1
2
X
R;
()
2 + 2i
X
R
m(R)(R)
)
(B.7)
Integration of fast modes of (R) generates a chemical potential term log y
P
Rm
2(R), which
should be incorporated in the partition function. Thus we have
Z )
Z Y
R
d(R)
1X
m(R)= 1
exp
(
  1
2
X
R;
()
2 + log y
X
R
m2(R) + 2i
X
R
m(R)(R)
)
:(B.8)
Assuming that y  1, we only need to keep m(R) = 0;1 in the summation over m(R).
Summing over m(R) = 0;1, we get
Z )
Z Y
R
d(R) exp
(
  1
2
X
R;
()
2 + 2y cos(2(R))
)
; (B.9)
which is identical to the partition function of the Sine-Gordon model. Thus the renormal-
ization group ow and critical behavior of XY model can be read o from the Sine-Gordon
model.
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APPENDIX C
N-BODY WAVEFUNCTION AND FEYNMAN'S `NO-NODE' THEOREM
The `no-node' theorem states that the many body wavefunction of a non-relativistic N -boson
system has no nodes. This can be easily proved by ODE (ordinary dierential equation)
theorem.
Suppose we have a quantum many body system described by a Hamiltonian
H =
X
i

  ~
2
2m
~r2i + V (ri)

+
1
2
X
i6=j
u(ri   rj); (C.1)
the wavefunction 	(r1; : : : ; rN) of an eigenstate is dened by
H	(r1; : : : ; rN) = E	: (C.2)
Let us assume the ground state wavefunction 	0(r1; : : : ; rN) has a nodal surface S. Then 	0
minimizes the energy functional (	; H	). It can be veried that j	0j has the same energy,
and thus j	0j also minimizes (	; H	). With the variational principle j	0j also satises
Eq. C.2. Further because the potential V (r) and the interaction u(r   r0) are nite, the
second derivatives of j	0j are nite, which implies the rst derivatives of j	0j are continuous.
We know the rst derivative (along the normal direction of the nodal surface S) of j	0j switch
sign across S. So this rst derivative vanishes. All other derivatives are within the nodal
surface and thus vanish trivially. Now we know all rst derivatives and the value of j	0j
vanish on the nodal surface. The ODE theorem tells us j	0j vanishes in the whole space.
Thus the assumption that 	0 has a nodal surface breaks down.
117
This `no-node' property of the groundstate wavefunction 	0 also implies the ground state
of a N -body quantum system is unique. Thus 	0 respects all symmetries (including the
permutation symmetry ri ! rj) of the Hamiltonian. Actually this means the wavefunction
minimizing (	; H	) describe bosons. The `no-node' theorem is now proved.
Although this theorem is rigorously proved, what the theorem implies in the thermody-
namic limit is uncertain. It was expected this theorem implies the condensate wavefunction
of the superuid phase is essentially real (up to a global phase) [12]. However the recent
observation of chiral symmetry breaking in a superuid phase [16] suggests this expectation
might not be correct. The question what `no-node' theorem implies in the thermodynamic
limit is open, to the author's best knowledge.
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