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We consider the quasi-linear Keller–Segel system of singular type,
where the principal part um represents a fast diffusion like 0 <
m < 1. We ﬁrst construct a global weak solution with small initial
data in the scaling invariant norm L
N(q−m)
2 for all dimensions N  2
and all exponents q 2. As for the large initial data, we show that
there exists a blow-up solution in the case of N = 2. In the second
part, the decay property in Lr with 1 < r < ∞ for 1 − 2N m < 1
with the mass conservation is shown. On the other hand, in the
case of 0 < m < 1 − 2N , the extinction phenomenon of solution is
proved. It is clariﬁed that the case of m = 1 − 2N exhibits the bor-
derline in the sense that the decay and extinction occur when the
diffusion power m changes across 1− 2N . For the borderline case of
m = 1− 2N , our solution decays in Lr exponentially as t → ∞.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the following quasi-linear parabolic system of singular type:
⎧⎪⎨
⎪⎩
∂tu = ∇ ·
(∇um − uq−1∇v), x ∈RN , t > 0,
0 = v − γ v + u, x ∈RN , t > 0,
u(x,0) = u0(x), x ∈RN ,
(KS)m
where 0 < m < 1, q  2, γ  0 and N  2. The initial data u0 is a non-negative function in L1 ∩
L∞(RN ).
* Corresponding author.
E-mail address: sugiyama@tsuda.ac.jp (Y. Sugiyama).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.01.016
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solutions to (KS)m . In particular, it is known that the power q =m+ 2N with m 1 plays a decisive role
in dividing the situation between the global existence and ﬁnite time blow-up of solutions. However,
up to now, the fast diffusion case 0 < m < 1 is little known. The ﬁrst purpose of this paper is to
construct time local and global weak solutions according to the numbers m, q, N and the size of
initial data. We also prove the existence of a blow-up solution with 0 <m < 1 for N = 2 with q = 2,
γ = 0.
The existence results for m > 1 have been obtained up to now. For simplicity, let us explain about
the known results for the typical case of q = 2. It has been obtained in Sugiyama and Kunii [13,14]
and Sugiyama [15–18] that
(I) when 1  m  2 − 2N , the problem (KS)m is solvable globally in time for small initial data in
L
N(2−m)
2 (RN );
(II) when 1m 2− 2N , the problem (KS)m can evolve in a ﬁnite time blow-up for some large initial
data;
(III) when m > 2 − 2N , the problem (KS)m is solvable globally in time without any restriction on the
size of the initial data.
By (I)–(III) above, we complete classifying the global existence and ﬁnite time blow-up of solution
(u, v) for the degenerate Keller–Segel model (KS)m by the exponent m = 2− 2N . Then, it seems to be
a natural question whether there exists a lower bound of m for the existence of global solutions of
(KS)m . Based on this motivation, we investigate (KS)m for m < 1.
Now let us introduce the following Lyapunov function associated with (KS)m for q = 2:
E(t) = 1
m − 1
∫
RN
um(x, t)dx− 1
2
∫
RN
u(x, t)v(x, t)dx (1.1)
for all t > 0. In fact, for m > 1, it was shown in [14] and [16] that E(t) has the property that
E(t) E(0) for all t > 0. (1.2)
The ﬁrst and second terms of (1.1) come from the diffusion and the ﬂux terms of (KS)m , respectively.
Therefore, whether or not E(t) is bounded from below depends on the balance between the powers
of diffusion and ﬂux. In fact, like (III), if m is large with the strong diffusion power, we can show the
existence of a global solution of (KS)m without any restriction on the size of the initial data. On the
other hand, in the case of 0 < m < 1, we ﬁnd that the Lyapunov function has a different property.
Indeed, for 0 <m < 1, (1.1) and (1.2) can be written into the following way:
E(t) = − 1
1−m
∫
RN
um(x, t)dx− 1
2
∫
RN
u(x, t)v(x, t)dx E(0) (1.3)
for all t > 0. Since both terms are non-positive, we cannot derive the Lm boundedness of u from
E(t), which shows a crucial difference between m > 1 and 0 < m < 1. We also expect that (KS)m
has a different phenomena between 0 < m < 1 and m > 1 from a viewpoint of diffusion coeﬃcient.
Precisely, since the diffusion coeﬃcient of (KS)m is proportional to um−1, the diffusion power is large
if u is large for m > 1. However, in the case of m < 1, we come across the reverse situation.
In this paper, ﬁrstly, we prove the following (i) and (ii) for 0 < m < 1 which are corresponding
results to (I)–(II) for m > 1:
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N(q−m)
2 (RN );
(ii) for N = 2, (KS)m with q = 2, γ = 0 can evolve in a ﬁnite time blow-up for large initial data u0 in
L1(R2) such that
‖u0‖L1(R2) >
(
8
1− δ
) 1
2−m
π (1.4)
with
∫
R2
u0(x)ψ
(|x|)dx δ‖u0‖L1(R2)
12
(1.5)
for an arbitrary positive number 0 < δ < 1, where ψ(r) is a twice differentiable function in R+
such that
ψ(r) =
{
r2 for 0 r < 1,
2 for r  2. (1.6)
Our assumption (1.4) on the initial data is reasonable since its right-hand side converges to 8π as
m → 1, which is the well-known threshold number of the 2-D semi-linear Keller–Segel system (KS)m
with m = 1 and N = 2. In order to obtain the limit 8π , one should also take δ → 0. For the case of
m > 1, (1.2) yields the Lm-bound such that
1
m − 1
∫
RN
um(x, t)dx 1
2
∫
RN
u(x, t)v(x, t)dx+ E(0)
for all t > 0. By virtue of this, we can apply the so-called second moment argument. Unfortunately, for
the case of 0 <m < 1, E(t) in (1.3) does not yield any Lm-bound of solution. However, we introduce
the weighted moment such as (1.6) given by Kurokiba and Ogawa [10] and succeed to construct a
blow-up solution of (KS)m with 0 < m < 1 for N = 2. As for the higher dimensional cases N  3,
Cies´lak and Winkler [3] treated the blow-up solution for the quasi-linear parabolic equation in a
bounded domain which contains a similar structure to (KS)m with 0<m < 1. Indeed, they constructed
an initial data which still causes a blow-up solution. Their argument seems to be applicable to our
problem (KS)m . Hence we expect the existence of the blow-up solutions of (KS)m with 0 <m < 1 for
large initial data even for all N  2, which may be regarded as the corresponding result to (II). This
implies that for the case of 0 <m < 1, a similar phenomenon to (III) never occurs. Thus, we are led
to the conjecture that for all dimensions N  2 and exponents 0 <m < 1, the corresponding result to
(III) for m > 1 does not hold.
Secondly, we are interested in the question whether there exists a ﬁnite time T∗ > 0 such that the
solution u satisﬁes the property that
u(x, t) = 0 for all x ∈RN and all t  T∗.
This property is a so-called extinction phenomenon. As for the fast diffusion equation (FD):
(FD) ∂tU (x, t) = Um(x, t), 0<m < 1,
the extinction phenomenon was proved for 0 < m < 1 − 2N . This phenomenon can be derived from
the strong diffusion when U is small. As for (FD), the well-known explicit solution, the so-called
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resentation of backward self-similar structure of B(x, t), we can deal with the initial data u0 such
as u0(x) = O (|x|−2) as |x| → ∞. Then choosing an appropriate comparison function associated with
B(x, t), we estimate the vanishing time from the below and above. Simultaneously, the mass conser-
vation law was proved for m 1− 2N . Combining these results, we ﬁnd that the exponent m = 1− 2N
divides the situation into two cases between the extinction and non-extinction of solution U of (FD).
For more details, refer to Vázquez [22] for example. See also Remark 1.5(viii) below.
Our second aim of this paper is to investigate whether the extinction phenomenon holds for our
equation (KS)m even if the additional term ∇(uq−1∇v) of (KS)m might cause blow-up phenomena.
We give an aﬃrmative answer to this question. Speciﬁcally, we show that
(iii) for all N  2, in the case of 1− 2N m < 1, the mass conservation law holds for small initial data
in L
N(q−m)
2 (RN );
(iv) for all N  3, in the case of 0 <m < 1− 2N , the extinction phenomenon holds.
This kind of problem is non-trivial since the explicit solution is well known for (FD) but not for
our equation (KS)m . For (KS)m with m > 1, the mass conservation law was given by [18]. Moreover, by
(iii) it is clariﬁed that the power m = 1 − 2N exhibits the inﬁmum where the mass conservation law
holds. By (iii) and (iv), we may say that the exponent m = 1− 2N is the borderline between the mass
conservation law and the extinction phenomenon.
Thirdly, we investigate the life span of solutions of (KS)m which blow up or vanish within a ﬁnite
time. As for the blow-up solution in (ii), we estimate the maximal existence time Tmax is subordinate
to the estimate
Tmax 
4π
δ‖u0‖2L1(R2)
with δ as in (1.4) and (1.5). Concerning (iv), although the weak solution of (KS)m exists globally in
time, we can estimate the life span in the sense that the solution remains as a non-trivial one. Indeed,
for the initial data u0, we obtain the following upper bound of the exact extinction time:
T∗ = C∗
N(1−m) − 2‖u0‖
− 1d
Lr(RN )
(1.7)
with d = NN(m−1)+2 (1− 1r ), 1 r < ∞, where C∗ = C∗(r,N,m,‖u0‖L1(RN )). It should be noted that, by
this exact expression, we see that T∗ → ∞ as m ↑ 1 − 2N . In addition, it will be expected that the
extinction time becomes longer for larger initial data in Lr .
Finally, we show a decay property and a continuous dependence of its convergence rates on m
when the exponent m changes across m = 1− 2N . More precisely,
(v) it is proved that for every 1− 2N m < 1
sup
0<t<∞
(1+ t) NN(m−1)+2 (1− 1r )∥∥u(t)∥∥Lr(RN ) < ∞, 1 r < ∞, (1.8)
and that for every 0<m < 1− 2N
(vi)
∥∥u(t)∥∥ r N  C1(1− C2t)− NN(m−1)+2 (1− 1r ), 0 t < T∗, (1.9)L (R )
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m ↓ 1 − 2N . On the other hand, the vanishing time T∗ in (1.7) satisﬁes T∗ → ∞ as m ↑ 1 − 2N
and the vanishing order d in (1.9) satisﬁes that d → −∞ as m ↑ 1− 2N . More precisely, the poly-
nomial and exponential decay properties in Lr of solutions can be distinguished when m is larger
than and equal to 1 − 2N , respectively. The Lr-decay rate of solution u(t) becomes arbitrary fast
in the polynomial order in t as m ↓ 1 − 2N , and the limiting case of m = 1 − 2N yields an expo-
nential decay rate of u(t) in Lr as t → ∞. Thus we observe that the decay phenomenon changes
continuously with respect to m when m approaches to 1− 2N from above.
We should also remark that the Lm-norm of u(t) never decays for all 1 − 1N m < 1, which is
a direct consequence from the expression of the Lyapunov function E(t) in (1.3). Once we obtain
the Lr-decay property, we can investigate the asymptotic proﬁle of u by the scaling argument for
m > 1. Indeed, the solution of (KS)m with m > 1 behaves like a Barenblatt solution. See Luckhaus and
Sugiyama [8,9]. It is an open question whether or not the Lr-decay property of solution u(t) yields
such an asymptotic proﬁle as t → ∞ for the case of 1− 2N m < 1.
Our extinction phenomenon is the same one as that for (FD). However, it is non-trivial for our
equation (KS)m since the aggregation term ∇(uq−1∇v) may cause the blow-up phenomena. We clas-
sify the initial data as well as the values of m, q and N which allows the extinction phenomenon even
if the equation has the aggregation power.
Throughout this paper, we impose the following assumption:
Assumption. Let N  2 and let 0 < m < 1, q  2 and γ  0. The initial data u0 is a non-negative
function satisfying
u0 ∈ L1 ∩ L∞
(
R
N) with um0 ∈ H1(RN).
Our deﬁnition of a weak solution to (KS)m now reads:
Deﬁnition 1. Let the Assumption hold. A pair (u, v) of non-negative functions deﬁned in RN × [0, T )
is called a weak solution of (KS)m on [0, T ) if
(i) u ∈ L∞(0, T ; L1 ∩ L∞(RN ));
(ii) ∇um ∈ L2(0, T ; L2(RN ));
(iii) v ∈ L∞(0, T ; H1(RN ));
(iv) (u, v) satisﬁes the following identities:
T∫
0
∫
RN
(∇um · ∇ϕ − uq−1∇v · ∇ϕ − u · ∂tϕ)dxdt =
∫
RN
u0(x)ϕ(x,0)dx,
∫
RN
(∇v · ∇ψ + γ vψ − uψ)dx = 0 a.a. t ∈ [0, T )
for all ϕ ∈ H1(0, T ; L2(RN )) ∩ L2(0, T ; H1(RN )) with ϕ(·, T ) = 0, and all ψ ∈ H1(RN ).
Our ﬁrst result on the time local existence of solutions reads as follows. In particular, according to
the value of m, we make it clear whether the mass conservation law holds or not.
Theorem 1.1. Let the Assumption hold. Then, (KS)m has a weak solution (u, v) on [0, T0) in the sense of
Deﬁnition 1. Such an interval T0 of local existence can be taken as T0 = (‖u0‖L∞(RN ) + 2)−q, and u satisﬁes
the following estimate:
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Furthermore, if the maximal existence time Tmax of the above weak solution (u, v) is ﬁnite, then we have
limsup
t→Tmax−0
∥∥u(·, t)∥∥L∞(RN ) = ∞. (1.11)
In addition, for m 1− 2N when N  3, and for m > 0 when N = 2, the mass conservation law holds, i.e., that
∫
RN
u(x, t)dx =
∫
RN
u0(x)dx for all 0< t < T0. (1.12)
As for 0<m < 1− 2N with N  3, we have∫
RN
u(x, t)dx
∫
RN
u0(x)dx for all 0 < t < T0. (1.13)
Next, we present the decay property for the weak solution of (KS)m under the smallness assump-
tion on ‖u0‖
L
N(q−m)
2 (RN )
.
Theorem 1.2. Let the Assumption hold. Suppose that 1− 2N m < 1. In addition, let m > 0 when N = 2. For
every 1 r < ∞, there is a constant ε0 = ε0(r,N,m,q, γ ) such that if u0 ∈ L1 ∩ L∞(RN ) satisﬁes that
‖u0‖
L
N(q−m)
2 (RN )
 ε0, (1.14)
then (KS)m has a weak solution (u, v) on [0,∞) in the sense of Deﬁnition 1 with the following properties:
(i) The decay property holds such as
sup
0<t<∞
(1+ t)d(∥∥u(t)∥∥Lr(RN ) + ∥∥v(t)∥∥Lr(RN ))< ∞, (1.15)
where
d = σ
(
1− 1
r
)
, σ = N
N(m − 1) + 2 . (1.16)
For the case of m = 1− 2N , we have in fact, the following sharper estimate:
sup
0<t<∞
eCt
(∥∥u(t)∥∥Lr(RN ) + ∥∥v(t)∥∥Lr(RN ))< ∞, (1.17)
where C = C(r,N,m,‖u0‖L1(RN )) > 0.
(ii) For the case of r  2−m, we have the monotone decay property in Lr such as
∥∥u(t)∥∥Lr(RN )  ∥∥u(s)∥∥Lr(RN ), 0 s t < ∞. (1.18)
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RN
u(x, t)dx =
∫
RN
u0(x)dx for all 0 < t < ∞. (1.19)
Moreover, for 1− 1N <m < 1, we have the estimate in Lm from below:
lim inf
t→∞
∫
RN
um(x, t)dx
∫
RN
um0 (x)dx+
1−m
2
∫
RN
u0(x)v0(x)dx, (1.20)
where v0 := (− + γ )−1u0 .
Thirdly, we will show the extinction phenomenon which is a signiﬁcant property of solutions to
(KS)m in the case of 0<m < 1− 2N .
Theorem 1.3. Let N  3 and let the Assumption hold. Suppose that 0 < m < 1 − 2N . For every 1  r < ∞,
there is a constant ε1 = ε1(r,N,m,q, γ ) such that if u0 ∈ L1 ∩ L∞(RN ) satisﬁes that
‖u0‖
L
N(q−m)
2 (RN )
 ε1, (1.21)
then (KS)m has a weak solution (u, v) on [0,∞) in the sense of Deﬁnition 1 with the following properties:
(i) It holds that
∥∥u(t)∥∥Lr(RN )  C1(1− C2t)−d, 0 t < T∗, (1.22)
and
u(x, t) = 0 for all x ∈RN and all T∗  t < ∞ (1.23)
for some positive constants C1 = C1(r,N,m,‖u0‖Lr(RN )) and C2 = C2(r,N,m,‖u0‖L1(RN ),‖u0‖Lr(RN ))
with the same d < 0 as (1.16) in Theorem 1.2. Here T∗ gives an upper bound of the extinction time having
the form:
T∗ = C∗
N(1−m) − 2‖u0‖
− 1d
Lr(RN )
(1.24)
with C∗ = C∗(r,N,m,‖u0‖L1(RN )).
(ii) For the case of r  2−m, we have the monotone decay property in Lr such as
∥∥u(t)∥∥Lr(RN )  ∥∥u(s)∥∥Lr(RN ), 0 s t < ∞. (1.25)
(iii) A uniform L1-bound holds:
∫
RN
u(x, t)dx
∫
RN
u0(x)dx for all 0< t < ∞. (1.26)
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introduce a weight function ψ deﬁned by
ψ(r) =
⎧⎨
⎩
r2 for 0 r < 1,
2− (r − 2)2 for 1 r < 2,
2 for r  2.
(1.27)
Theorem 1.4. Let N = 2. Let q = 2 and γ = 0. Suppose that 0 < m < 1. For every 0 < δ < 1 and every
u0  0,u0 ∈ L1 ∩ L∞(R2) with um0 ∈ H1(R2) satisfying
‖u0‖L1(R2) >
(
8
1− δ
) 1
2−m
π (1.28)
and
∫
R2
u0(x)ψ
(|x|)dx δ‖u0‖L1(R2)
12
, (1.29)
there exist a positive time Tδ < ∞ and a weak solution (u, v) of (KS)m on [0, Tδ) such that
limsup
t→Tδ−0
∥∥u(t)∥∥L∞(R2) = ∞.
Remark 1.5. (i) As for (FD), the comparison principle makes it easier to derive L∞-bounds of solutions
even for large initial data. On the other hand, to obtain the L∞-bounds of solutions of (KS)m , it seems
to be necessary to control the size of the initial data in L
N(q−m)
2 (RN ). Notice that the space L
N(q−m)
2 (RN )
has a scaling invariant norm associated with (KS)m (see [19, Remark 1], [21, Remark 3]).
(ii) Concerning (KS)m , instead of the comparison principle, we make use of the energy estimate
which yields
d
dt
∥∥u(t)∥∥rr + C∥∥u(t)∥∥λrr  0, where λ = 1+ m − 1+
2
N
r − 1 . (1.30)
As a result, we obtain the Lr-decay property of solutions (1 < r < ∞) for 1 − 2N  m < 1 and the
extinction phenomenon for 0 <m < 1− 2N under the smallness condition as (1.14) and (1.21). The es-
timates (1.15) and (1.17) give the decay rates of solutions, while (1.22) does not imply any information
on the rate of extinction. Indeed, it gives only an upper bound of solutions in Lr . Simultaneously, we
remark that T∗ in (1.7) also gives an upper bound of the extinction time. It might be an interesting
question to obtain an exact rate of extinction for 0<m < 1− 2N .
(iii) The global existence for m  1 with small initial data has been shown in [14]. Hence we
may regard Theorem 1.2 as an extension to the case of 1 − 2N m < 1. Since the mass conservation
law (1.19) also holds for 1 − 2N m < 1, we see from Theorem 1.3 on the extinction that the case
m = 1 − 2N exhibits the critical exponent. It should be emphasized that the case m = 1 − 2N , in fact,
exhibits the same borderline as (FD).
(iv) It is a natural question whether our result holds for qm+ 2N not only for q 2, similarly to
m > 1. See [14] for details. It is also an interesting question whether
∫
RN
um(x, t)dx < ∞ for all t > 0
or not. The Lm-bound of the solution plays an important role in showing the blow-up phenomena of
solutions for large initial data for m > 1. See [16] for instance.
(v) It seems to be an interesting question whether we can take r = ∞ in (1.15) and (1.17) or not.
What we have done is
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0<t<T
∥∥u(t)∥∥L∞(RN ) < ∞.
However, it is not clear whether we can take T = ∞.
(vi) For the existence of solutions to (KS)m , it seems to be necessary to impose on q the restriction
that q  2. Indeed, in comparison with a semi-linear case, it is essential to obtain an a priori bound
for
∫ T0
0
∫ |∂t(uε + ε)m+12 |2 dxdt . By virtue of the scaling property, as in Remark 1.5(i), the usual energy
estimate requires us to handle ‖u‖2(q−2)
L∞(0,T ;L∞(RN )) as the perturbation from the above principal norm.
To this end, we need to assume that the power 2(q− 2) is non-negative. For details, see (4.10) below.
Since the treatment for N = 1 has several different aspects, we will discuss it in a forthcoming paper.
For instance, the critical case of m = 1− 2N cannot be well deﬁned.
(vii) Our argument for the proof of Theorem 1.4 relies essentially on the special structure of sym-
metry of u∇v = u∇(−)−1u. In particular, in the case of N = 2, we have u∇v = u( x|x|2 ∗ u). Such a
special structure enables us to construct a blow-up solution.
(viii) As for the extinction phenomenon of the fast diffusion equation (FD), Herrero and Pierre [5]
showed the existence and uniqueness for strong solutions. The extinction phenomenon for (FD) was
obtained by Bénilan and Crandall [2]. See also Galaktionov, Peletier and Vázquez [4].
In what follows, we abbreviate simply as
‖ · ‖r = ‖ · ‖Lr(RN ),
∫
·dx :=
∫
RN
·dx, 1 < r < ∞,
and C denotes the constant which may change from line to line. In particular, C = C(∗, . . . ,∗) denotes
a constant depending only on the variables appearing in the parenthesis.
We denote Q T := RN × (0, T ), and BR(x0) := {x ∈ RN ; |x − x0| < R}. In particular, BR := {x ∈
R
N ; |x| < R}.
When the weak derivatives ∇u,∇2u and ut are in Lp(Q T ) for some p  1, we say that u ∈
W 2,1p (Q T ), i.e.,
W 2,1p (Q T ) :=
{
u ∈ Lp(0, T ;W 2,p(RN))∩ W 1,p(0, T ; Lp(RN));
‖u‖W 2,1p (Q T ) := ‖u‖Lp(Q T ) + ‖∇u‖Lp(Q T ) +
∥∥∇2u∥∥Lp(Q T ) + ‖ut‖Lp(Q T ) < ∞}.
2. Some lemmas
In this section, we shall prepare several lemmas which will be used often in the next section.
The following representation formula is well known. See, e.g., E.M. Stein [12, Chapter V, Sec-
tion 6.5], N. Aronszajn and K.T. Smith [1, p. 415], S.T. Kuroda [7, p. 58].
Lemma 2.1. Let N  2. For f ∈ Lp(RN ), 1 p < ∞, let us consider the problem
(E) −z + γ z = f in RN .
Then the function z(x) given by
z(x) =
∫
RN
G(x− y) f (y)dy (2.1)
belongs to W 2,p(RN ) and satisﬁes (E), where G(x) is the kernel of the Bessel potential with the expression
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√
γ |x|
∞∫
0
e−
√
γ |x|s ·
(
s + s
2
2
) N−3
2
ds (2.2)
with the constant aN given by
aN = 2−1 · (2π)− N−12 /Γ
(
N − 1
2
)
.
The following lemma gives the local Lp–Lq estimate for the solution z of (E), which follows from
the potential theory.
Lemma 2.2. Let N  2 and let ρ > 0 and ρ1 > 0. Suppose that f ∈ L1(RN )∩ LN+1(Bρ+ρ1 ). Then, the solution
z of (E) satisﬁes the estimates:
‖z‖L∞(Bρ)  C
(‖ f ‖1 + ‖ f ‖LN (Bρ+ρ1 )), (2.3)
‖∇z‖L∞(Bρ)  C
(‖ f ‖1 + ‖ f ‖LN+1(Bρ+ρ1 )), (2.4)
where C = C(ρ1, γ ) for N = 2 and C = C(ρ1,N) for N  3.
Proof. We consider
−z1 + γ z1 = f χBρ+ρ1 in RN . (2.5)
From Lemma 2.1, the function z1 given by
z1(x) =
∫
RN
G(x− y) f χBρ+ρ1 (y)dy (2.6)
is the strong solution of (2.5). Since G ∈ L NN−1 (RN ) and ∇G ∈ L N+1N (RN ) for all N  2, we see that
‖z1‖∞  ‖G‖ N
N−1
· ‖ f χBρ+ρ1 ‖N , (2.7)∥∥∇z1(t)∥∥∞  ‖∇G‖ N+1N · ‖ f χBρ+ρ1 ‖N+1. (2.8)
Next, we consider
−z2 + γ z2 = f − f χBρ+ρ1 in RN . (2.9)
From Lemma 2.1, the function z2 given by
z2(x) =
∫
RN
G(x− y) · ( f − f χBρ+ρ1 )(y)dy (2.10)
is the strong solution of (2.9).
It is well known that there is a constant C = C(ρ1, γ ) for N = 2, uniform in γ for all N  3 such
that
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holds for all |x| ρ1. Therefore, we have by (2.11) that
‖z2‖L∞(Bρ) = sup
x∈Bρ
∣∣∣∣
∫
RN\Bρ+ρ1
G(x− y) · ( f − f χBρ+ρ1 )(y)dy
∣∣∣∣ C‖ f ‖1, (2.12)
‖∇z2‖L∞(Bρ) = sup
x∈Bρ
∣∣∣∣
∫
RN\Bρ+ρ1
∇G(x− y) · ( f − f χBρ+ρ1 )(y)dy
∣∣∣∣ C‖ f ‖1, (2.13)
where C = C(ρ1, γ ) for N = 2 and C = C(ρ1,N) for all N  3.
By (2.5) and (2.9), we easily see that z := z1 + z2 gives the unique strong solution of the following
equation:
−z + γ z = f in RN .
Thus we observe from (2.7), (2.8), (2.12) and (2.13) that
‖z‖L∞(Bρ) 
(‖z1‖∞ + ‖z2‖L∞(Bρ)) C(‖ f ‖1 + ‖ f ‖LN (Bρ+ρ1 )),
‖∇z‖L∞(Bρ) 
(‖∇z1‖∞ + ‖∇z2‖L∞(Bρ)) C(‖ f ‖1 + ‖ f ‖LN+1(Bρ+ρ1 )),
where C = C(ρ1, γ ) for N = 2 and C = C(ρ1,N) for all N  3, which implies (2.3) and (2.4). Thus we
complete the proof of Lemma 2.2. 
We introduce the following lemma by Kurokiba and Ogawa [10, Lemma 4.1].
Lemma 2.3. (See [10].) Let N = 2. Let G and ψ be as in (2.2) and (1.27), respectively. Then, it holds that
(∇ψ(|x|)− ∇ψ(|y|)) · ∇G(x− y) = − 1
π
for all (x, t) ∈ B1 × B1
and
(∇ψ(|x|)− ∇ψ(|y|)) · ∇G(x− y) 1
π
for all (x, t) ∈ (B1 × B1)c .
For the proof of our main theorems, let us ﬁrst introduce a cut-off function η with several prop-
erties. See [19, Lemma 3.1] for details.
Lemma 2.4. Let ρ0 > 0 and δ > 0. Let η(x) = η(|x|) be deﬁned as
η(x) :=
⎧⎨
⎩
1 for 0 |x| < ρ0,
exp(1− δρ0+δ−|x| ) for ρ0  |x| < ρ0 + δ,
0 for |x| ρ0 + δ.
Then, it holds that
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a2δ
· η(x)1−a, (2.14)
∣∣η(x)∣∣ c
a4δ2
· η(x)1−a, (2.15)
for all x ∈RN and all 0< a < 1, where c is an absolute positive constant.
The following lemma is regarded as a variant of Gagliardo–Nirenberg inequality, which is obtained
from the similar argument as that in [16, Lemma 2.4]. See also Nakao [11].
Lemma 2.5. Let m 0 and let 0 < q1 ∞. For every 1< r < ∞, we take q2 so that r+m−12  q2 and so that
⎧⎪⎪⎨
⎪⎪⎩
0< q1  q2 ∞ when N = 1,
0< q1  q2 < ∞ when N = 2,
0< q1  q2 
(r +m − 1)N
N − 2 when N  3.
(2.16)
If it holds that u ∈ Lq1 (RN ) with u r+m−12 ∈ H1(RN ), then we have u ∈ Lq2 (RN ) with the estimate
‖u‖q2  C
μ
r+m−1 ‖u‖1−Θq1
∥∥∇u r+m−12 ∥∥ 2Θr+m−12 (2.17)
for
Θ = r +m − 1
2
(
1
q1
− 1
q2
)(
1
N
− 1
2
+ r +m − 1
2q1
)−1
, (2.18)
where
{C = c0q1 when N = 1,
C = c0√q2 with an absolute constant c0 when N = 2,
C depends only on N when N  3,
and
μ =
{
1 when q1  r+m−12 ,
1
β
when 0 < q1 < r+m−12 ,
(2.19)
with
β = q2 −
r+m−1
2
q2 − q1
[
2q1
r +m − 1 +
(
1− 2q1
r +m − 1
)
2N
N + 2
]
. (2.20)
The following lemma gives us variants of the Sobolev inequality, which play an essential role to
prove our main theorem. The proof is essentially given in [19, Lemma 3.5] and [20, Lemma 3.6].
Lemma 2.6. Let N  2, 0 <m 1 and q  2 and let η be the cut-off function as in Lemma 2.4. Suppose that
ρ0 and δ are the constants appearing in the deﬁnition of η.
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N(q−m)
2
loc ∩ L1loc(RN ) with ∇u
r+m−1
2 ∈ L2loc(RN ) for some 1  r < ∞, we have ur+q−1η ∈
L1(RN ) with the estimate
∫
ur+q−1ηdx C‖u‖q−m
L
N(q−m)
2 (B(x0,ρ0+δ))
∫ ∣∣∇u r+m−12 ∣∣2ηdx
+
(
Cr · 1
δ
)Cr
‖u‖r+q−1
L1(B(x0,ρ0+δ)\B(x0,ρ0)), (2.21)
where C = C(N,m,q).
(ii) There is an exponent r∗ depending only on N, m and q such that for every u ∈ L
N(q−m)
2
loc ∩ L
r
4
loc(R
N ) with
∇u r+m−12 ∈ L2loc(RN ) for r with r∗ < r < ∞, we have ur+ j−1η1−a ∈ L1(RN ) for j =m,q,q−1,q−2 and
0 < a 13(N+1) with the estimate
∫
ur+ j−1η1−a dx ε ·m(r − 1)
4(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx
+ C
(
r
ε
+ 1
a2δ
)C (‖u‖r+ 3N2 ( j−m)+ j−1
L
r
4 (B(x0,ρ0+δ))
+ ‖u‖r+ j−1
L
r
4 (B(x0,ρ0+δ))
)
(2.22)
with C = C(N,m,q), where 0 < ε < 1 is an arbitrary constant.
The following lemma is regarded as an interpolation inequality.
Lemma 2.7. Let N  2. Let 1 p1  p2  p3 ∞ and let λ be as
λ = p3
p2
· p2 − p1
p3 − p1 .
Suppose that u and v  0 satisfy u ∈ Lp1(RN ) and uv 1λ ∈ Lp3 (RN ). Then, it holds that uv ∈ Lp2(RN ) with
the estimate
‖uv‖p2  ‖u‖1−λp1 ·
∥∥uv 1λ ∥∥λp3 .
The proof is established by means of variants of the standard Hölder inequality. So, we may omit
it.
We estimate the difference between two numbers in the following lemma.
Lemma 2.8. Let a and b be arbitrary positive numbers. Then we have
∣∣ap − bp∣∣ {2p−1p(ap−1 + bp−1)|a − b|, p > 1,|a − b|p, 0< p  1.
The proof is standard, so we omit it.
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The ﬁrst equation of (KS)m is a quasi-linear parabolic equation of singular type. Therefore, it is
not obvious whether the problem (KS)m has a classical solution. In order to justify all the formal
arguments, we need to introduce the following approximating equation of (KS)m:
⎧⎪⎨
⎪⎩
uεt(x, t) = ∇ ·
(∇(uε + ε)m − (uε + ε)q−2uε∇vε), (x, t) ∈RN × (0, T ),
0 = vε − γ vε + uε, (x, t) ∈RN × (0, T ),
uε(x,0) = u0ε(x), x ∈RN ,
(KS)ε
where q > 1 and ε is a positive parameter and u0ε is an approximation for the initial data u0 such
that
(A.1): 0 u0ε ∈ L1 ∩ W 2,p
(
R
N) for all
⎧⎨
⎩ p ∈
[
N
N − 1 ,N + 3
]
,
p ∈ [2,3],
for all ε ∈ (0,1],
(A.2): ‖u0ε‖p  ‖u0‖p for all p ∈ [1,∞], for all ε ∈ (0,1],
(A.3): ‖∇u0ε‖2  ‖∇u0‖2 for all ε ∈ (0,1],
(A.4): u0ε → u0 in Lp
(
R
N) for some p ∈ [1,∞) as ε → 0.
We call (uε, vε) a strong solution of (KS)ε if it belongs to W
2,1
p × W 2,1p (Q T ) for some p  1 and the
ﬁrst and second equations in (KS)ε are satisﬁed almost everywhere.
For the strong solution, we consider the space W(Q T ) deﬁned by
W(Q T ) := W1(Q T ) ×W2(Q T )
:=
⎧⎨
⎩
(W 2,1N
N−1
∩ W 2,1N+3(Q T )) × W 2,1N+2(Q T ) for N  2,
W 2,13 (Q T ) × W 2,13 (Q T ) for N = 1.
We establish the following existence theorem of the strong solution by the same argument as in
[14,16]. See [14] and [16] for the proof.
Proposition 3.1 (Time local existence). (See [14,16].) Let the Assumption hold. Suppose that (A.1)–(A.4) are
satisﬁed. Then, there exists a positive number T0 such that (KS)ε has the unique non-negative strong solution
(uε, vε) belonging to W(Q T0 ). Such an interval T0 of local existence can be taken as T0 = (‖u0‖∞ + 2)−q,
and the strong solution uε satisﬁes the following estimate:
∥∥uε(t)∥∥∞  ‖u0‖∞ + 2 for all 0 t < T0 and all 0< ε < 1. (3.1)
Proposition 3.2 (Extension criterion). (See [14,16].) Let the same assumption as that in Proposition 3.1 hold
and let T > 0. Suppose that (uε, vε) is a strong solution of (KS)ε in the class W(Q T ). If it holds that
sup
0<t<T
∥∥uε(t)∥∥∞ < ∞,
then there is T ′ > T such that (uε, vε) can be extended so as to be a strong solution of (KS)ε in W(Q T ′ ).
Y. Sugiyama, Y. Yahagi / J. Differential Equations 250 (2011) 3047–3087 3061Remark 3.3. We prove Propositions 3.1 and 3.2 by a similar argument to that in [16, Proposition 4.1].
Indeed, by multiplication (KS)ε by ur−1ε and integration by parts, and then letting r → ∞, we obtain
the following inequality:
∥∥uε(t)∥∥∞  ‖u0‖∞ +
t∫
0
(∥∥uε(s)∥∥∞ + ε)q−2∥∥uε(s)∥∥2∞ ds.
Repeating a similar argument to that in the proof of Proposition 4.1 in [16], we establish the proof of
Propositions 3.1 and 3.2.
4. Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. To this aim, we shall show that there exists a
subsequence {uεn } such that
uεn → u strongly in C
([0, T0); Lploc(RN)), (4.1)
uεn ⇀ u weakly star in L
∞(0, T0; L∞(RN)), (4.2)
∇umεn ⇀ ∇um weakly star in L∞
(
0, T0; L2
(
R
N)), (4.3)
∇u
m+1
2
εn ⇀ ∇u
m+1
2 weakly star in L∞
(
0, T0; L2
(
R
N)), (4.4)
∂tu
m+1
2
εn ⇀ ∂tu
m+1
2 weakly in L2
(
0, T0; L2
(
R
N)), (4.5)
vεn ⇀ v weakly star in L
∞(0, T0; Ls(RN)), (4.6)
∇vεn ⇀ ∇v weakly star in L∞
(
0, T0; Ls
(
R
N)), (4.7)
vεn ⇀ v weakly star in L
∞(0, T0; Ls(RN)) (4.8)
for all 1 p < ∞ and all 1< s∞, where T0 is the same one as in Proposition 3.1.
By virtue of Proposition 3.1, we can extract a subsequence {uεn } which converges in Lp
(1 < p < ∞) such that
uεn ⇀ u weakly in L
p(0, T ; Lploc(RN)). (4.9)
We multiply the ﬁrst equation of (KS)ε by ∂t(uε + ε)m and integrate with respect to the space
variable over RN and the time variable on [0, T0). Then we have
2m
(m + 1)2
T0∫
0
∫ ∣∣∂t(uε + ε)m+12 ∣∣2 dxdt + 1
2
sup
0<t<T0
∫ ∣∣∇(uε + ε)m∣∣2 dx
= 1
2
∫ ∣∣∇(u0ε + ε)m∣∣2 dx+m(‖uε‖L∞(Q T0 ) + ε)m+2q−3
T0∫
0
∫
|vε|2 dxdt
+ 4m(q − 1)
2
(m + 1)2 ‖∇vε‖
2
L∞(Q T0 )
(‖uε‖L∞(Q T0 ) + ε)2(q−2)
T0∫ ∫ ∣∣∇(uε + ε)m+12 ∣∣2 dxdt. (4.10)
0
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and t , we have
T0∫
0
∫ ∣∣∇(uε + ε)m+12 ∣∣2 dxdt
 (m + 1)
2
8m
‖u0ε‖2L2 +
(m + 1)2
8m
( T0∫
0
∫
1
q2
u2qε + ε
2
(q − 1)2 u
2q−2
ε + 2|vε|2 dxdt
)
. (4.11)
We obtain from (3.1) of Proposition 3.1, (4.10) and (4.11) that
T0∫
0
∫ ∣∣∂t(u m+12ε )∣∣2 dxdt + sup
0<t<T0
∫ ∣∣∇u m+12ε ∣∣2 dx

T0∫
0
∫ ∣∣∂t(uε + ε)m+12 ∣∣2 dxdt + (m + 1)2
4m2
(‖uε‖L∞(Q T0 ) + ε)1−m sup0<t<T0
∫ ∣∣∇(uε + ε)m∣∣2 dxdt
 C (4.12)
for all q  2, where C depends on N , m, q, ‖u0‖1, ‖u0‖∞ but not ε. Thus, we ﬁnd that u
m+1
2
ε ∈
L∞(0, T0; H1(RN )) ∩ H1(0, T0; L2(RN )). Hence, we can extract a subsequence such that
u
m+1
2
εn → ξ strongly in C
(
(0, T0); L2loc
(
R
N)). (4.13)
This gives
u
m+1
2
εn (x, t) → ξ(x, t) a.a. x ∈RN , t ∈ (0, T0),
which yields
uεn(x, t) → ξ
2
m+1 (x, t) a.a. x ∈RN , t ∈ (0, T0). (4.14)
Again using (3.1) of Proposition 3.1, it holds that
∣∣uεn (x, t)∣∣ ‖u0‖∞ + 2 a.a. x ∈RN , t ∈ (0, T0),
‖u0‖∞ + 2 ∈ Lp
(
0, T0; Lploc
(
R
N)) for any 1 p ∞.
From the Lebesgue dominated convergence theorem, (4.9) and (4.14), we ﬁnd that
uεn → ξ
2
m+1 = u strongly in Lp(0, T0; Lploc(RN)) (4.15)
for any 1 p < ∞. From (4.15), we observe that
uεn (x, t) → ξ
2
m+1 (x, t) = u(x, t) a.a. x ∈RN , all t ∈ (0, T0). (4.16)
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u
m+1
2
εn → u
m+1
2 strongly in C
(
(0, T0); L2loc
(
R
N)). (4.17)
In addition, since it holds by Lemma 2.8 with 2p >m + 1 that
|b − a|p  ∣∣bp − ap∣∣
= ∣∣(bm+12 ) 2pm+1 − (am+12 ) 2pm+1 ∣∣

(
2
2p
m+1−1 · 2p
m + 1
)((
b
m+1
2
) 2p
m+1−1 + (am+12 ) 2pm+1−1)∣∣bm+12 − am+12 ∣∣
for 0 a b, 1 p < ∞, and 0 <m < 1, we see by (3.1), (4.2) and (4.17) that
sup
0<t<T0
∫
K
∣∣uεn (x, t) − u(x, t)∣∣p dx
 C sup
0<t<T0
∫
K
∣∣u m+12εn (x, t) − u m+12 (x, t)∣∣dx
 C sup
0<t<T0
∥∥u m+12εn (t) − u m+12 (t)∥∥L2(K )|K | 12 → 0
for all compact sets K as εn → 0, where C = C(p,m,‖u0‖∞). This implies that
uεn → u strongly in C
(
(0, T0); Lploc
(
R
N))
for all 1 p < ∞, which proves (4.1). From (4.10), (4.11) and (4.12), we obtain (4.3), (4.4) and (4.5).
On the other hand, since it holds that
sup
0<t<T0
∫
|∇vε|2 dx C
for some constant C independent of ε, we can extract a subsequence {vεn } such that
vεn → v weakly in L2
(
0, T0; L2
(
R
N)), (4.18)
∇vεn ⇀ ∇v weakly in L2
(
0, T0; L2
(
R
N)). (4.19)
Integrating the ﬁrst and second equations of (KS)ε with respect to x and t , we see that (uεn , vεn )
satisﬁes
T0∫
0
∫
RN
(∇(uεn + εn)m · ∇ϕ − (uεn + ε)q−2uε · ∇vεn · ∇ϕ − uεn∂tϕ)dxdt =
∫
RN
u0εn(x)ϕ(x,0)dx,
T0∫
0
∫
N
(∇vεn · ∇ϕ + γ vεnϕ − uεnϕ)dxdt = 0
R
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(4.19) and (A.4), we obtain that
T0∫
0
∫
RN
(∇um · ∇ϕ − uq−1∇v · ∇ϕ − u · ϕt)dxdt =
∫
RN
u0(x) · ϕ(x,0)dx
for all 0 <m < 1 and q 2. Similarly, we ﬁnd by (4.1), (4.18), (4.19) that
T0∫
0
∫
RN
(∇v · ∇ϕ + γ vϕ − uϕ)dxdt = 0.
Thus, we construct the desired weak solution (u, v) of (KS)m . Since the local existence time is given
by T0 = (‖u0‖∞ + 2)−q in Proposition 3.1, we ﬁnd (1.11).
We shall prove (1.12) and (1.13) of Theorem 1.1. Our argument is based on that as in [18, Ap-
pendix]. We here show the strong convergence of the approximating solution uε to u. For that
purpose, the mass conservation law of both uε and u plays an important role. Although the L1-
conservation holds also in RN , there is some technical diﬃculty on account of lack of compactness
in RN . Here, we give the proof for reader’s convenience. It should be noted that our method is avail-
able for all N  2 and all m > 0.
Proposition 4.1. Let the same assumption as that in Proposition 3.1 hold. Suppose that (uε, vε) is a strong
solution of (KS)ε in the class W(Q T ) and (u, v) is a weak solution of (KS)m on [0, T0) given by Theorem 1.1.
Then, the mass conservation law holds for uε , i.e., that∫
uε(x, t)dx =
∫
u0ε(x)dx for all 0< t < T0. (4.20)
In addition, for m 1− 2N when N  3, and for m > 0 when N = 2, it holds that∫
u(x, t)dx =
∫
u0(x)dx for a.a. 0< t < T0. (4.21)
As for 0<m < 1− 2N with N  3, it holds that∫
u(x, t)dx
∫
u0(x)dx for a.a. 0< t < T0. (4.22)
Proof. To prove (4.20), we integrate the ﬁrst equation of (KS)ε over BR with R > 0. Then, we have
∫
BR
uε(t)dx =
∫
BR
u0ε dx−
∫
|x|=R
∇(uε + ε)m · ν ds +
∫
|x|=R
uq−1ε ∇vε · ν ds, (4.23)
where ν denotes the unit outer normal to |x| = R . Since uε ∈ W 2,1N
N−1
(Q T0 ) and ∇G ∈ Lq(RN ) with
q ∈ [1, NN−1 ), we observe that
∣∣∇(uε + ε)m∣∣, ∣∣uq−1ε ∇vε∣∣ ∈ L NN−1 (RN).
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∫
|x|=R
∇(uε + ε)m · ν ds → 0,
∫
|x|=R
uq−1ε ∇vε · ν ds → 0 (4.24)
as R → ∞. In addition, noting that u0ε ∈ L1(RN ), we ﬁnd that
∫
BR
u0ε(x)dx →
∫
RN
u0ε(x)dx as R → ∞. (4.25)
Letting R → ∞ in (4.23), we obtain from (4.24) and (4.25)
∫
uε(x, t)dx =
∫
u0ε(x, t)dx
for all 0 < t < T0. Thus, we can assure (4.20).
We take ψ ∈ C∞0 ([0,∞)) such that
ψ(r) =
{
1 for 0 r  1,
0 for r  2. (4.26)
Let us deﬁne ψ by ψ(x) := ψ( |x| ) for x ∈ RN and  = 1,2,3, . . . . Then, it holds that there exist
positive constants c depending only on p, N such that
‖∇ψ‖p  c−1+
N
p , ‖ψ‖p  c−2+
N
p , 1 p ∞, (4.27)
for all  = 1,2, . . . . Using the above ψ , we shall next show (4.21). To this end, multiplying the ﬁrst
equation of (KS)ε by ψ and then integrating the resulting identity over RN × (0, t), we have
∫
uεψ dx =
∫
u0εψ dx+
t∫
0
∫
(uε + ε)mψ dxdτ +
t∫
0
∫
uq−1ε ∇vε · ∇ψ dxdτ ,
which yields
∣∣∣∣
∫
uεψ dx−
∫
u0εψ dx
∣∣∣∣
∣∣∣∣∣
t∫
0
∫
(uε + ε)mψ dxdτ
∣∣∣∣∣+
∣∣∣∣∣
t∫
0
∫
uq−1ε ∇vε · ∇ψ dxdτ
∣∣∣∣∣
= Iε + IIε. (4.28)
For mp′ > 1, we have by the Hölder inequality that
∣∣Iε∣∣
t∫
0
∫
umε |ψ|dxdτ + εm
t∫
0
∫
|ψ|dxdτ
 T0 sup
0<t<T
∥∥uε(t)∥∥mmp′ ‖ψ‖p + εmT0‖ψ‖1. (4.29)
0
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yields that
sup
0<t<T0
∥∥uε(t)∥∥mmp′  sup
0<t<T0
(∥∥uε(t)∥∥ 1p′1 ∥∥uε(t)∥∥m− 1p′∞ )
 ‖u0‖
1
p′
1
(‖u0‖∞ + 2)m− 1p′ . (4.30)
By (3.1) and (4.20), we have
∣∣IIε∣∣ T0‖∇G‖1 sup
0<t<T0
∥∥uε(t)∥∥q−1∞ sup
0<t<T0
∥∥uε(t)∥∥1 · ‖∇ψ‖∞
 T0‖∇G‖1‖u0‖1
(‖u0‖∞ + 2)‖∇ψ‖∞ for all ε > 0. (4.31)
Hence it follows from (4.28), (4.29), (4.30) and (4.31) that∣∣∣∣
∫
uεψ dx−
∫
u0εψ dx
∣∣∣∣ T0‖u0‖ 1p′1 (‖u0‖∞ + 2)m− 1p′ ‖ψ‖p + εmT0‖ψ‖1
+ T0‖∇G‖1‖u0‖1
(‖u0‖∞ + 2)‖∇ψ‖∞, 0< t < T0,
for all ε > 0 and all  = 1,2, . . . . Now letting ε → 0 in the above, we obtain from (4.1) that∣∣∣∣
∫
uψ dx−
∫
u0ψ dx
∣∣∣∣ T0‖u0‖ 1p′1 (‖u0‖∞ + 2)m− 1p′ ‖ψ‖p
+ T0‖∇G‖1‖u0‖1
(‖u0‖∞ + 2)‖∇ψ‖∞, 0< t < T0, (4.32)
for all  = 1,2, . . . . Since u0 ∈ L1(RN ) and p > N2 , letting  → ∞ in (4.32), we conclude from (4.27)
that
u ∈ L∞(0, T0; L1(RN))
with (4.21) for m > 1− 2N .
In the case of m = 1 − 2N , we take p = N2 and the same procedure as the one by which we have
derived (4.32) yields that∣∣∣∣
∫
uψ dx−
∫
u0ψ dx
∣∣∣∣
 T0‖u0‖1−
2
N
1 ‖ψ‖ N2 + T0‖∇G‖1‖u0‖1
(‖u0‖∞ + 2)‖∇ψ‖∞, 0< t < T0, (4.33)
for all  = 1,2, . . . . By (4.27), we see that ψ → 0 weakly in L N2 (RN ). Hence it follows from the
Mazur lemma (Yosida [23]) that we can select a sequence {ψ˜}∞=1 of convex combinations of {ψ}∞=1
such that ‖ψ˜‖ N
2
→ 0 as  → ∞. Therefore, by replacing ψ by ψ˜ in (4.33), in the similar manner
to (4.32), we conclude that u ∈ L∞(0, T0; L1(RN )) with (4.21) even in the case of m = 1− 2N .
Finally, we show (4.22). By (4.16) and (4.20) together with the Fatou lemma, we have∫
u(x, t)dx lim inf
ε→0
∫
uε(x, t)dx = lim inf
ε→0
∫
u0ε(x)dx
∫
u0(x)dx.
Thus we obtain (4.22). 
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Proof of (i) and (ii) of Theorems 1.2 and 1.3. Let us ﬁrst show that the weak solution u on [0, T0)
given by Theorem 1.1 satisﬁes
d
dt
∥∥u(t)∥∥rr ∈ L2(0, T0) (5.1)
for all m+22  r < ∞. In fact, since
∂tu
r
ε =
2r
m + 1∂tu
m+1
2
ε · ur−
m+1
2
ε ,
we have ∣∣∣∣ ddt
∥∥uε(t)∥∥rr
∣∣∣∣ 2rm + 1
∥∥∂tu m+12ε (t)∥∥2∥∥uε(t)∥∥r−m+122r−m−1 a.a. 0< t < T0
for all m+22  r < ∞. Since u ∈ L∞(0, T0; L1∩ L∞(RN )), by (4.5) and the above estimate, we have (5.1).
Let ηR be the cut-off function deﬁned by Lemma 2.4 with ρ0 = R and δ = R . For the proof, we
multiply the ﬁrst equation of (KS)ε by (uε(x, t) + ε)r−1ηR(x), where r > 1, and integrate it over RN ,
which yields that
d
dt
∫
(uε + ε)rηR dx− 4mr(r − 1)
(r +m − 1)2
∫ ∣∣∇(uε + ε) r+m−12 ∣∣2ηR dx
+ mr
m + r − 1
∫
(uε + ε)r+m−1 · ηR dx
+ J + r
∫
(uε + ε)r+q−3uε · ∇vε · ∇ηR dx, (5.2)
where
J := r
∫
(uε + ε)q−2uε · ∇vε · ∇(uε + ε)r−1 · ηR dx
= r(r − 1)
r + q − 2
∫
∇(uε + ε)r+q−2 · ∇vε · ηR dx
− εr(r − 1)
r + q − 3
∫
∇(uε + ε)r+q−3 · ∇vε · ηR dx.
Integrating by parts once and using vε = γ vε − uε , we have by Lemma 2.4 that
J  r(r − 1)
r + q − 2
∫
(uε + ε)r+q−1ηR dx+ εγ
∫
(uε + ε)r+q−3 · vεηR dx
+ Cr
a2R
∫
(uε + ε)r+q−2 · |∇vε|η1−aR dx (5.3)
for an arbitrary number 0 < a < 1, where C is a positive absolute constant. Combining (5.2) with (5.3),
we obtain from Lemma 2.4 that
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dt
∫
(uε + ε)rηR dx− 4mr(r − 1)
(r +m − 1)2
∫ ∣∣∇(uε + ε) r+m−12 ∣∣2ηR dx+ r
∫
(uε + ε)r+q−1ηR dx
+ εγ
∫
(uε + ε)r+q−3 · vεηR dx+ Cr
a4R2
∫
(uε + ε)r+m−1η1−aR dx
+ Cr
a2R
∫
(uε + ε)r+q−2 · |∇vε|η1−aR dx (5.4)
for an arbitrary number 0 < a < 1 and all 1 < r < ∞, where C is a positive absolute constant.
Since it holds by Lemma 2.6 that
r
∫
(uε + ε)r+q−1ηR dx rC
∥∥(uε + ε)∥∥q−m
L
N(q−m)
2 (B2R )
∫ ∣∣∇(uε + ε) r+m−12 ∣∣2ηR dx
+
(
Cr · 1
R
)Cr
‖uε + ε‖r+q−1L1(B2R\BR ), (5.5)
substituting (5.5) into (5.4), we have for a = 12 that
d
dt
∫
(uε + ε)rηR dx
(
− 4mr(r − 1)
(r +m − 1)2 + rC
∥∥(uε + ε)∥∥q−m
L
N(q−m)
2 (B2R )
)∫ ∣∣∇(uε + ε) r+m−12 ∣∣2ηR dx
+
(
Cr · 1
R
)Cr
‖uε + ε‖r+q−1L1(B2R\BR ) + εγ
∫
(uε + ε)r+q−3 · vεηR dx
+ Cr
R2
∫
suppηR
(uε + ε)r+m−1 dx+ Cr
R
∫
suppηR
(uε + ε)r+q−2 · |∇vε|dx (5.6)
for all 1 < r < ∞, where C = C(N,m,q).
On the other hand, since N(q−m)2  1, we have by (4.1) that ‖u(t)‖L N(q−m)2 (B2R ) ∈ C([0, T0)). Hence,
there exists t1 > 0 such that
∥∥u(t)∥∥
L
N(q−m)
2 (B2R )
 2
1
q−m ‖u0‖
L
N(q−m)
2 (B2R )
for all 0< t < t1. (5.7)
In addition, (4.1) implies that
sup
0<t<T0
∣∣∥∥uε(t)∥∥
L
N(q−m)
2 (B2R )
− ∥∥u(t)∥∥
L
N(q−m)
2 (B2R )
∣∣→ 0 as ε → 0,
which yields that for an arbitrary number δˆ > 0, there exists εˆ > 0 such that
sup
0<t<t1
∥∥uε(t)∥∥
L
N(q−m)
2 (B2R )
 sup
0<t<t1
∥∥u(t)∥∥
L
N(q−m)
2 (B2R )
+ δˆ (5.8)
for all 0 < ε < εˆ. Therefore, by taking δˆ such as 4q−mrC δˆq−m = mr(r−1)
2(r+m−1)2 in (5.8), we obtain from
(5.7) that for every R , there exists ε0 = ε0(R, r,N,m,q) such that
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∥∥(uε + ε)(t)∥∥q−m
L
N(q−m)
2 (B2R )
 2q−mrC
∥∥uε(t)∥∥q−m
L
N(q−m)
2 (B2R )
+ εq−m2q−mrC |B2R | 2N
 2q−mrC
(∥∥u(t)∥∥
L
N(q−m)
2 (B2R )
+ δˆ)q−m + εq−m2q−mrC |B2R | 2N
 2q−mrC
(
2
1
q−m ‖u0‖
L
N(q−m)
2 (B2R )
+ δˆ)q−m + εq−m2q−mrC |B2R | 2N
 4q−m+1rC · ‖u0‖q−m
L
N(q−m)
2 (B2R )
+ 4q−mrC δˆq−m + εq−m2q−mrC |B2R | 2N
 2mr(r − 1)
(r +m − 1)2 , 0 t  t1, (5.9)
for all 0 < ε < ε0, provided
‖u0‖ N(q−m)
2

(
m(r − 1)
4q−m+1C(r +m − 1)2
) 1
q−m
=: κm,q(r). (5.10)
For a moment, we take some r0 with 2−m r0 < ∞ and assume (5.10) with r = r0, i.e., that
‖u0‖ N(q−m)
2
 κm,q(r0). (5.11)
Later on, we will specify such r0 precisely. Substituting (5.9) into (5.6), for every R , we ﬁnd that
d
dt
∫
(uε + ε)r0ηR dx+ 2mr0(r0 − 1)
(r0 +m − 1)2
∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx

(
Cr0 · 1
R
)Cr0
‖uε + ε‖r0+q−1L1(B2R\BR ) + εγ
∫
(uε + ε)r0+q−3 · vεηR dx
+ Cr0
R2
∫
suppηR
(uε + ε)r0+m−1 dx+ Cr0
R
∫
suppηR
(uε + ε)r0+q−2 · |∇vε|dx =: I (5.12)
for all 0 < t < t1 and all 0< ε < ε0, where C = C(N,m,q).
It holds by (A.2), (3.1) and (4.20) that
γ
∫
vε dx =
∫
uε(x, t)dx =
∫
u0ε dx
∫
u0 dx (5.13)
for all 0 < t < T . Since it holds by Lemma 2.1 and ∇G ∈ Lp with p ∈ [1, NN−1 ) that
∥∥∇vε(t)∥∥∞  ‖∇G‖1∥∥uε(t)∥∥∞  ‖∇G‖1(‖u0‖∞ + 2)
for all 0 < t < T0 and since r0  2−m, we have by (5.13) that
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(
Cr0 · 1
R
)Cr0(‖u0‖r0+q−11 + εr0+q−1|B2R |r0+q−1)
+ ε(‖u0‖∞ + 2+ ε)r0+q−3 · ‖u0‖L1(RN ) + Cr0R2
(‖u0‖∞ + 2+ ε)r0+m−2(‖u0‖L1(RN ) + ε|B2R |)
+ Cr0
R
(‖u0‖∞ + 2+ ε)r0+q−3(‖u0‖L1(RN ) + ε|B2R |)(‖u0‖∞ + 2) (5.14)
for all 0 < t < T0, where C = C(N,m,q). Substituting (5.14) into (5.12) and then integrating in the
time variable on (s, t), we have by (4.1) as the limit ε → 0 that
1
t − s
(∫
ur0(x, t)ηR(x)dx−
∫
ur0(x, s)ηR (x)dx
)

(
Cr0 · 1
R
)Cr0
‖u0‖r0+q−11 +
Cr0
R2
(‖u0‖∞ + 3)r0+m−2‖u0‖L1(RN )
+ Cr0
R
(‖u0‖∞ + 3)r0+q−3‖u0‖L1(RN )(‖u0‖∞ + 2) (5.15)
for all 0 s < t < t1. Now, letting R → ∞ in (5.15), we have
∫
ur0(x, t)dx−
∫
ur0(x, s)dx 0, 0 s < t < t1. (5.16)
Since N  2, 0 <m < 1 and q 2, we see that
N(q −m)
2
 2−m.
Now we take r0  N(q−m)2 . Since κm,q(r) is non-increasing with respect to r, under the hypothesis
(5.11), we have (5.16) together with the fact that ‖u(t)‖ N(q−m)
2
is also non-increasing on [0, t1]. Since
‖u(t)‖ N(q−m)
2
is a continuous function on [0, T0) as implied by (5.1), we see from the monotonicity
of ‖u(t)‖ N(q−m)
2
on [0, t1] that (5.16) holds for t1  t  2t1. Repeating this argument beyond t = 2t1
within ﬁnitely many steps, we obtain (5.16) on the whole interval [0, T0).
Once (5.16) is established on [0, T ), we can carry out an a priori estimate on [0, T ) of u(t) in
L∞(RN ). More precisely, we have
Lemma 5.1. Let the Assumption hold. Suppose that (u, v) is a weak solution given by Theorem 1.1 on [0, T ). If
there exists rˆ such that (5.16) holds for all 0 < t < T and for all 1 r  rˆ , then we have
sup
0<t<T
∥∥u(t)∥∥∞  C∗, (5.17)
where C∗ = C∗(rˆ,N,m,q, γ ,‖u0‖1,‖u0‖∞, T ) for N = 2 and C∗ = C∗(rˆ,N,m,q,‖u0‖1,‖u0‖∞, T ) for
N  3.
In what follows, we assume that the initial data satisfy that
‖u0‖ N(q−m)  κm,q(rˆ).
2
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dard continuation principle, we can construct a time global weak solution (u, v) of (KS)m with (5.16)
on [0,∞) as the weak limit of a subsequence of the approximating solution (uε, vε) with (5.12) on
[0,∞). Thus we obtain the monotonicity property such as (1.18) and (1.25), i.e., that Theorems 1.2(ii)
and 1.3(ii) hold, restrictively.
We are now in a position to prove the decay estimates (1.15), (1.17) and extinction phenomenon
(1.22), (1.23) and (1.24), i.e., that Theorem 1.2(i) and Theorem 1.3(i), respectively. To this aim, we take
3 r0 < ∞ and assume (5.11). For such r0, let us show that
d
dt
∥∥u(t)∥∥r0r0 + Cm,r0 · ∥∥u(t)∥∥r0·λr0  0 (5.18)
for a.a. 0 t < ∞ with Cm,r0 = Cm,r0(N,m,‖u0‖1), where
λ := 1+ m − 1+
2
N
r0 − 1 . (5.19)
For that purpose, we need to return the approximating solution uε of (KS)ε . By Lemma 2.5 and (A.2),
it holds that
∥∥(uε + ε)η 1r0+m−1R ∥∥Lr0
 (Cr0)max{1,
1
β1
} 1r0+m−1
∥∥(uε + ε)η 1r0+m−1R ∥∥1−θ1L1 · ∥∥∇((uε + ε) r0+m−12 η 12R )∥∥
2θ1
r0+m−1
L2
(5.20)
with C = C(N), where
β1 := N
N + 2
(r0 +m − 2+ 2N )(r0 −m + 1)
(r0 − 1)(r0 +m − 1) ,
θ1 := r0 +m − 1
2
·
(
1− 1
r0
)
· 1
1
N − 12 + r0+m−12
.
We shall deal with the gradient term in (5.20). We have by Lemma 2.4 that
∥∥∇((uε + ε) r0+m−12 η 12R )∥∥2L2

∥∥η 12R ∇(uε + ε) r0+m−12 ∥∥2L2 + ∥∥(uε + ε) r0+m−12 ∇η 12R ∥∥2L2
=
∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx+ 1
4
∫
(uε + ε)r0+m−1 |∇ηR |
2
ηR
dx

∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx+ 1
4R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |) (5.21)
for all 0 t < T , where C∗ is the constant in (5.17). Combining (5.21) with (5.20), we have
∥∥(uε + ε)η 1r0+m−1R ∥∥Lr0
 (Cr0)max{1,
1
β1
} 1r0+m−1
( ∫
suppη
(u0ε + ε)dx
)1−θ1R
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[∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx+ 1
4R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |)
] θ1
r0+m−1
,
where C = C(N). Since N  3, we have
1
θ1
 2, 1− θ1
θ1
(r0 +m − 1) 4
N
,
1
β1
 N + 2
and it holds that
∥∥(uε + ε)η 1r0+m−1R ∥∥
r0+m−1
θ1
Lr0
 (Cr0)
C
r0+m−1
( ∫
suppηR
(u0ε + ε)dx
) 4
N
×
[∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx+ 1
4R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |)
]
(5.22)
with C = C(N). By (5.22), we easily see that
Cm,r0,ε ·
∥∥(uε + ε)η 1r0+m−1R ∥∥r0·λLr0  2mr0(r0 − 1)(r0 +m − 1)2
∫ ∣∣∇(uε + ε) r0+m−12 ∣∣2ηR dx
+ 2mr0(r0 − 1)
(r0 +m − 1)2
[
1
4R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |)
]
,
(5.23)
where λ is given by
λ := r0 +m − 1
θ1 · r0 = 1+
m − 1+ 2N
r0 − 1
and Cm,r0,ε is given by
Cm,r0,ε :=
2mr0(r0 − 1)
(r0 +m − 1)2 · (Cr0)
− Cr0+m−1
( ∫
suppηR
(u0ε + ε)dx
)− 4N
with C = C(N). Under the assumption (5.11), we have by (5.12) that
I 
(
Cr0 · 1
R
)Cr0(‖u0‖r0+q−11 + εr0+q−1|B2R |r0+q−1)
+ ε(C∗ + ε)r0+q−3 · ‖u0‖1 + Cr0
R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |)
+ Cr0
R
(C∗ + ε)r0+q−3
(‖u0‖1 + ε|B2R |) · C∗ =: II(ε, R)
with C = C(N,m,q) and combining (5.12) with (5.23) we have
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dt
∫
(uε + ε)r0ηR dx+ Cm,r0,ε ·
∥∥(uε + ε)η 1r0+m−1R ∥∥r0·λr0
 2mr0(r0 − 1)
(r0 +m − 1)2
[
1
4R2
(C∗ + ε)r0+m−2
(‖u0‖1 + ε|B2R |)
]
+ II(ε, R) (5.24)
for all 0 t < T and all 0 < ε < ε0, where ε0 is given in (5.9). By integrating and then letting ε → 0
in (5.24), we have that
∫
ur0(x, t)ηR(x)dx−
∫
ur0(x, s)ηR (x)dx+ Cm,r0
t∫
s
∥∥uη 1r0+m−1R (τ )∥∥r0·λr0 dτ
 C
R2
Cr0+m−2∗ ‖u0‖1(t − s) + (t − s)II(0, R), (5.25)
where Cm,r0 is given by
Cm,r0 =
2mr0(r0 − 1)
(r0 +m − 1)2 · (Cr0)
− Cr0+m−1 ‖u0‖−
4
N
1
with C = C(N). Since r0  m+22 , implied by r0  3, letting R → ∞ in (5.25) and then letting s → t in
the resulting inequality, we obtain from (5.1) that
d
dt
∥∥u(t)∥∥r0r0 + Cm,r0 · ∥∥u(t)∥∥r0·λr0  0 (5.26)
for a.a. 0 t < T . Since T < ∞ is arbitrary taken, from (5.26), we obtain (5.18).
Let us deﬁne X(t) by
X(t) = ∥∥u(t)∥∥r0r0 .
Since λ > 0, implied by r0  3, it follows from (5.26) that
X ′(t) + Cm,r0 Xλ(t) 0 for a.a. 0 t < ∞.
Hence, we have
X ′(t)
Xλ(t)
+ Cm,r0 =
1
1− λ ·
(
X1−λ(t)
)′ + Cm,r0  0. (5.27)
Since it holds by (5.19) that
λ
⎧⎪⎨
⎪⎩
> 1 form > 1− 2N ,
= 1 form = 1− 2N ,
< 1 form < 1− 2N ,
we obtain from (5.27) that
X(t)
{
((λ − 1)Cm,r0 · t + X(0)1−λ)
1
1−λ for λ = 1,
X(0)e−Cm,r0 t for λ = 1.
(5.28)
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X(t) 1
((λ − 1)Cm,r0 · t + X(0)1−λ)
1
λ−1
 1
min{(λ − 1)Cm,r0 ,‖u0‖r0(1−λ)r0 }
1
λ−1
· 1
(1+ t) 1λ−1
= max{((λ − 1)Cm,r0)− 1λ−1 ,‖u0‖r0r0} · (1+ t)− 1λ−1 . (5.29)
This means that
∥∥u(t)∥∥r0 max{((λ − 1)Cm,r0)− 1λ−1 · 1r0 ,‖u0‖r0} · (1+ t)− 1λ−1 · 1r0
 C(1+ t)− N(m−1)N+2 ·(1− 1r0 ),
where C = C(r0,N,m,‖u0‖1,‖u0‖r0).
For 1 p  r0, by the Hölder inequality and the mass conservation law, it holds that
‖u‖p  ‖u0‖
1− p−1p · r0r0−1
1 ‖u‖
p−1
p · r0r0−1
r0 .
Therefore, we have
∥∥u(t)∥∥p  ‖u0‖1−
p−1
p ·
r0
r0−1
1
∥∥u(t)∥∥ p−1p · r0r0−1r0 ,
which yields the Lp-decay estimates for all p with 1 p  r0 such that
∥∥u(t)∥∥p  C · (1+ t)− N(m−1)N+2 ·(1− 1p ), (5.30)
where C = C(p, r0,N,m,‖u0‖1,‖u0‖r0). Thus we obtain (1.15).
Obviously, (1.17) is a consequence of (5.28).
Concerning the Lr-decay property for v , we may use the estimate ‖v(t)‖r = ‖G ∗ u(t)‖r  ‖u(t)‖r
for all 0 < t < ∞, which implies (1.15) and (1.17) in Theorem 1.2(i).
Finally, we consider the case of 0 <m < 1− 2N , i.e., that 0< λ < 1. By (5.28) and a similar argument
to (5.30), we have
∥∥u(t)∥∥r0  (‖u0‖− 1dr0 − C(N(1−m) − 2)t)−d, 1 r0 < ∞,
with C = C(r0,N,m,‖u0‖1), where d < 0 is the same constant as in (1.16) with r = r0. Thus we ﬁnd
that there exists a ﬁnite time T∗ by
T∗ = ‖u0‖−
1
d
r0 ·
1
C(N(1−m) − 2)
such that
u(x, T∗) = 0 for all x ∈RN ,
which yields (1.22), (1.23) and (1.24) in Theorem 1.3(ii). 
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Proposition 4.1 that the mass conservation law (1.19) in Theorem 1.2(iii) holds. Simultaneously, we
obtain the L1-estimate (1.26) in Theorem 1.3(iii).
We now prove (1.20) of Theorem 1.2(iii). As for the estimate from below, we make use of the
estimate:
∫
um(t)dx+ 1−m
2
∫
uv(t)dx
∫
um0 dx+
1−m
2
∫
u0v0 dx (5.31)
for a.a. 0< t < T and 1− 1N <m < 1, where v0 = (− + γ )−1u0.
For a while, we assume (5.31). By (1.15), it holds
∣∣∣∣
∫
u(x, t)v(x, t)dx
∣∣∣∣ ∥∥u(t)∥∥2∥∥v(t)∥∥2 → 0 as t → ∞.
Hence, letting t tend to inﬁnity in both sides of (5.31), we obtain the desired estimate from below
such as (1.20) of Theorem 1.2, which completes the proof of (iii) of Theorems 1.2 and 1.3.
Now let us show (5.31). Multiplying the ﬁrst equation of (KS)ε by F (uε) := (m(uε+ε)
m−1
m−1 ψ − vε)
with ψ deﬁned by (4.26), we have
1
m − 1 · ∂t(uε + ε)
mψ − ∂t(uεvε) + uε∂t vε = ∇ ·
(∇(uε + ε)m − uε∇vε)× F (uε). (5.32)
Since 0< 2m− 1 < 1 by 12  1− 1N <m < 1, using the mass conservation law, we have by the similar
argument to that in [16, Proposition 6.1] that
d
dt
∫ (
1
m − 1 (uε + ε)
mψ − 1
2
uεvε
)
dx
 1
2
C(1+ ε)2m−1|D|2(1−m) + C
∫
uε(1− ψ)dx+ 1

C + εC, (5.33)
where D := supp∇ψ = B2\B and C = C(N,m,‖u0‖1,‖u0‖∞). Integrating (5.33) with respect to
the time variable on (0, t), we obtain
1
m − 1
∫
umε (t)ψ dx−
1
2
∫
uεvε(t)ψ dx− 1
2
∫
uεvε(t)(1− ψ)dx
 1
m − 1
∫
(u0ε + ε)mψ dx− 1
2
∫
u0εv0ε dx+ 1
2
C(1+ ε)|D|2(1−m)T
+ C
t∫
0
∫
uε(s)(1− ψ)dxds + 1

CT + εCT , 0 < t < T , (5.34)
for all 0 < T < ∞.
Letting ε → 0 in (5.34), we have by (4.1) and (4.6) that
∫
uεvε(t)ψ dx →
∫
uv(t)ψ dx a.a. t ∈ (0,∞). (5.35)
In addition, by (4.1) and the mass conservation law for uε and u, it holds that
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uε(t)ψ dx →
∫
uψ(t)dx all t ∈ (0,∞), (5.36)∫
uε(t)dx =
∫
u0ε dx →
∫
u0 dx =
(∫
u(t)dx
)
all t ∈ [0,∞). (5.37)
Therefore, by virtue of (4.1), (4.2), (4.6), (4.16), (A.4) and (5.35)–(5.37), we observe
1
m − 1
∫
um(t)ψ dx− 1
2
∫
uv(t)ψ dx
 1
m − 1
∫
um0 ψ dx−
1
2
∫
u0v0 dx+ 1
2(1−N(1−m))
CT + 1

CT
+ C
∫
u(t)(1− ψ)dx+ C
t∫
0
∫
u(t)(1− ψ)dxds (5.38)
for a.a. t ∈ (0,∞). Next, letting  → ∞ in (5.38), we have by m > 1− 1N and the Lebesgue dominated
convergence theorem that
1
m − 1
∫
um(t)dx− 1
2
∫
uv(t)dx 1
m − 1
∫
um0 dx−
1
2
∫
u0v0 dx (5.39)
for a.a. t ∈ (0,∞), which implies (5.31).
It remains to prove Lemma 5.1 to complete the proof of Theorems 1.2 and 1.3. We introduce the
cut-off function ηρ0,δ given by Lemma 2.4. Let us consider (KS)ε . Then similarly to (5.4), we have
d
dt
∫
(uε + ε)sηρ0,δ dx
− 4ms(s − 1)
(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηρ0,δ dx
+ εγ
∫
(uε + ε)s+q−3 · vεηρ0,δ dx+
Cs
a2δ
∫
(uε + ε)s+q−2 · |∇vε|η1−aρ0,δ dx
+ Cs
a4δ2
∫
(uε + ε)s+m−1η1−aρ0,δ dx+ s
∫
(uε + ε)s+q−1ηρ0,δ dx
=: I0 + J1 + J2 + J3 + J4
for all 0 < t < T and all 1 < s < ∞ and all 0< a < 1, where C is a positive absolute constant.
Now let us recall that our weak solution (u, v) is constructed as the limit in the sense of (4.1)–
(4.8) in Theorem 1.1. Therefore, there exists a subsequence {uεn }, which is still denoted by {uε} such
that
sup
0<t<T
∥∥uε(t) − u(t)∥∥Lp(K ) → 0 as ε → 0, p = N,N + 1 (5.40)
for all compact sets K RN . Hence, taking r0 in (5.16) so that
rˆ  N + 1, (5.41)
we see from (5.40) that there exists ε˜ > 0 such that
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0<t<T
∥∥uε(t)∥∥Lp(K )  sup
0<t<T
∥∥u(t)∥∥Lp(K ) + 1 ‖u0‖p + 1, p = N,N + 1, (5.42)
for all 0 < ε < ε˜, where K  RN is an arbitrary compact set. Therefore, using (2.3) and (2.4) of
Lemma 2.2 with ρ = ρ0 + δ and ρ1 = 1, we have by the above that
sup
0<t<T
∥∥vε(t)∥∥L∞(Bρ0+δ)  C(‖u0‖1 + ‖u0‖N + 1), (5.43)
sup
0<t<T
∥∥∇vε(t)∥∥L∞(Bρ0+δ)  C(‖u0‖1 + ‖u0‖N+1 + 1), (5.44)
for all 0 < ε < ε˜, where C = C(γ ) for N = 2 and C = C(N) for N  3. From (5.16), (5.42) and (5.43),
we obtain that
J1 = εγ
∫
(uε + ε)s+q−3 · vεηρ0,δ dx
 εγ sup
0<t<T
∥∥vε(t)∥∥L∞(Bρ0+δ)
∫
(uε + ε)s+q−3 · ηρ0,δ dx
 εγ C
(‖u0‖1 + ‖u0‖N + 1) · 2s+q−4
( ∫
Bρ0+δ
us+q−3ε dx+ εs+q−3|Bρ0+δ|
)
 2sεγ C
(‖u0‖1 + ‖u0‖N + 1)(( sup
0<t<T
∥∥u(t)∥∥s+q−3 + 1)s+q−3 + εs+q−3|Bρ0+δ|) (5.45)
for all 0 < t < T , for all s 2 =: s1 and for all 0< ε < ε˜, where C = C(N,m,q).
By (5.44), it holds that
J2 = Cs
a2δ
∫
(uε + ε)s+q−2 · |∇vε|η1−aρ0,δ dx
 Cs
a2δ
(‖u0‖1 + ‖u0‖N+1 + 1)
∫
(uε + ε)s+q−2 · η1−aρ0,δ dx
for all 0 < t < T and for all 0 < ε < ε˜, where C = C(γ ) for N = 2 and C = C(N) for N  3. Using
Lemma 2.6 with j = q − 1, there is an exponent s2 = s2(N,m,q) such that∫
(uε + ε)s+q−2η1−aρ0,δ dx
 A2 ·m(s − 1)
4(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηρ0,δ dx
+ C
(
s
A2
+ 1
a2δ
)C (‖uε + ε‖s+ 3N2 (q−m−1)+q−2
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−2
L
s
4 (Bρ0+δ)
)
for all s s2, where C = C(N,m,q) and A2 is an arbitrary constant with 0 < A2 < 1. By taking a and
δ so small that
A2 = 4a
2δ
C(‖u0‖1 + ‖u0‖N+1 + 1) < 1,
we have
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a2δ
∫
(uε + ε)s+q−2 · |∇vε|η1−aρ0,δ dx
 ms(s − 1)
(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηρ0,δ dx
+ CsC
(
1
a2δ
)C (‖u0‖1 + ‖u0‖N+1 + 1)C
× (‖uε + ε‖r+ 3N2 (q−m−1)+q−2
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−2
L
s
4 (Bρ0+δ)
)
(5.46)
for all 0 < t < T , for all s  s2, and for all 0 < ε < ε˜, where C = C(N,m,q, γ ) for N = 2 and C =
C(N,m,q,N) for N  3.
Next, we shall estimate J3. Using Lemma 2.6 with j = m, there is an exponent s3 = s3(N,m,q)
such that ∫
(uε + ε)s+m−1η1−aρ0,δ dx
A3 ·m(s − 1)
4(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηρ0,δ dx
+ C
(
s
A3
+ 1
a2δ
)C
‖uε + ε‖s+m−1
L
s
4 (Bρ0+δ)
for all s s3, where C = C(N,m,q) and A3 is an arbitrary constant with 0 < A3 < 1. Again by taking
a and δ so small that
A3 = 4a
4δ2
C
< 1,
we have
J3 = Cs
a4δ2
∫
(uε + ε)s+m−1η1−aρ0,δ dx
ms(s − 1)
(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηρ0,δ dx
+ CsC
(
1
a2δ
+ 1
)C
‖uε + ε‖s+m−1
L
s
4 (Bρ0+δ)
(5.47)
for all 0 < t < T and for all s s3, where C = C(N,m,q).
Finally, we estimate the term J4. Using Lemma 2.6 with j = q and a = 12 , there is an exponent
s4 = s4(N,m,q) such that∫
(uε + ε)s+q−1ηρ0,δ dx
A4 ·m(s − 1)
4(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηdx
+ C
(
s
A4
+ 1
a2δ
)C (‖uε + ε‖s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−1
L
s
4 (Bρ0+δ)
)
for all s s4, where C = C(N,m,q) and A4 = 12 . We have
J4 = s
∫
(uε + ε)s+q−1ηρ0,δ dx
 ms(s − 1)
8(s +m − 1)2
∫ ∣∣∇(uε + ε) s+m−12 ∣∣2ηdx
+ CsC
(
1
a2δ
+ 1
)C (‖uε + ε‖s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−1
L
s
4 (Bρ0+δ)
)
(5.48)
for all 0 < t < T and for all s s4, where C = C(N,m,q).
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d
dt
∫
(uε + ε)sηρ0,δ dx
 2sεγ C
(‖u0‖1 + ‖u0‖N + 1)(( sup
0<t<T
∥∥u(t)∥∥s+q−3 + 1)s+q−3 + εs+q−3|Bρ0+δ|)
+ CsC
(
1
δ
)C (‖u0‖1 + ‖u0‖N+1 + 1)C (‖uε + ε‖s+ 3N2 (q−m−1)+q−3
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−2
L
s
4 (Bρ0+δ)
)
+ CsC
(
1
δ
+ 1
)C
‖uε + ε‖s+m−1
L
s
4 (Bρ0+δ)
+ CsC
(
1
δ
+ 1
)C (‖uε + ε‖s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ ‖uε + ε‖s+q−1
L
s
4 (Bρ0+δ)
)
(5.49)
for all 0 < t < T , for all s  s∗ and for all 0 < ε < ε˜, where C = C(N,m,q, γ ) for N = 2 and C =
C(N,m,q,N) for N  3.
Integrating both sides of (5.49) with respect to the time variable from 0 to t , and then letting
ε → 0 in the resulting inequality, we ﬁnd by (4.1) that there is an exponent s∗ = s∗(N,m,q) such that
sup
0<t<T
∫
us(x, t)ηρ0,δ(x)dx

∫
us0(x)ηρ0,δ(x)dx+ CsC
(
1
δ
)C (‖u0‖1 + ‖u0‖N+1 + 1)C
×
(
sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m−1)+q−2
L
s
4 (Bρ0+δ)
+ sup
0<t<T
∥∥u(t)∥∥s+q−2
L
s
4 (Bρ0+δ)
)
T
+ CsC
(
1
δ
+ 1
)C
sup
0<t<T
∥∥u(t)∥∥s+m−1
L
s
4 (Bρ0+δ)
T
+ CsC
(
1
δ
+ 1
)C(
sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ sup
0<t<T
∥∥u(t)∥∥s+q−1
L
s
4 (Bρ0+δ)
)
T (5.50)
for all s s∗ , where C = C(N,m,q, γ ) for N = 2 and C = C(N,m,q,N) for N  3.
It is easily seen that
s + 3N
2
(q −m) + q − 1
= max
{
s + 3N
2
(q −m) + q − 1, s + 3N
2
(q −m − 1) + q − 2, s + q − 1, s + q − 2, s +m − 1
}
,
s +m − 1
= min
{
s + 3N
2
(q −m) + q − 1, s + 3N
2
(q −m − 1) + q − 2, s + q − 1, s + q − 2, s +m − 1
}
.
Hence, we have
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 CsC
(
1
δ
+ 1
)C (‖u0‖1 + ‖u0‖N+1 + 1)C( sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ 1
)
T . (5.51)
Substituting (5.51) into (5.50), we ﬁnd an exponent s∗ = s∗(N,m,q) such that
sup
0<t<T
∫
us(x, t)ηρ0,δ(x)dx
∫
us0(x)ηρ0,δ(x)dx+ CsC
(
1
δ
+ 1
)C (‖u0‖1 + ‖u0‖N+1 + 1)C
×
(
sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ 1
)
T
for all s s∗ , where C = C(N,m,q, γ ) for N = 2 and C = C(N,m,q,N) for N  3.
Now we are going to apply Moser’s iteration technique:
sup
0<tT
∥∥u(t)∥∥sLs(Bρ0 )
 CsC
(
1
δ
+ 1
)C (‖u0‖1 + ‖u0‖N+1 + 1)C( sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
+ 1
)
T + ‖u0‖ss
 CsC
(
1
δ
+ 1
)C
(T + 1)max
{
sup
0<t<T
∥∥u(t)∥∥s+ 3N2 (q−m)+q−1
L
s
4 (Bρ0+δ)
, ‖u0‖ss,1
}
(5.52)
for all s  s∗ , where C = C(N,m,q, γ ,‖u0‖1,‖u0‖3, T ) for N = 2 and C = C(N,m,q,N,‖u0‖1,
‖u0‖N+1, T ) for N  3.
By taking δ = ρ0s in (5.52), we have
sup
0<tT
∥∥u(t)∥∥Ls(Bρ0 )  (CsC )
1
s max
{
sup
0<t<T
∥∥u(t)∥∥ s+ 3N2 (q−m)+q−1s
L
s
4 (B
ρ0+
ρ0
s
)
,‖u0‖s,1
}
(5.53)
for all s  s∗ , where C = C(N,m,q, γ ,‖u0‖1,‖u0‖3, T ) for N = 2 and C = C(N,m,q,N,‖u0‖1,
‖u0‖N+1, T ) for N  3.
Now we take p0 so that
4p0−1 = s∗, (5.54)
where s∗ = s∗(N,m,q) and deﬁne αp by
αp := max
{
sup
0<t<T
‖u‖L4p (B
ρ0−
∑p
i=1
ρ0
4i
),‖u0‖1,‖u0‖∞,1
}
, for p > p0.
Taking s = 4p in (5.53), we have
αp  C1/4
p
4Cp/4
p
max
{
sup
0<t<T
‖u‖
L4p−1 (B
ρ0−
∑p−1
i=1
ρ0
4i
)
,‖u0‖1,‖u0‖∞,1
}1+ 3N2 (q−m)+q−1
4p
= C1/4p4Cp/4p · α1+
3N
2 (q−m)+q−1
4p
p−1  C
P∗4Q ∗αR∗p −1,0
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P∗ = P∗(p) =
p−p0∑
i=0
1
4p−i
i∐
j=1
(
1+ 
4p− j+1
)
,
Q ∗ = Q ∗(p) =
p−p0∑
i=0
C(p − i)
4p−i
i∐
j=1
(
1+ 
4p− j+1
)
, R∗ = R∗(p) =
p∐
j=p0
(
1+ 
4 j
)
with
 := 3N
2
(q −m) + q − 1.
Since it holds that P∗(p + 1) − P∗(p) = − 14p+1 − 4p+1 P∗(p), we ﬁnd that
P∗(p) + 1

=
p∐
j=1
(
1+ 
4 j
)
< C,
where C = C(N,m,q).
In addition, since p4p 
1
2p for all p = 1,2, . . . , we have that
Q ∗(p) C
p−p0∑
i=0
1
2p−i
i∐
j=1
(
1+ 
2p− j+1
)
=: C Qˆ ∗(p),
which gives that Qˆ ∗(p + 1) − Qˆ ∗(p) = − 12p+1 − 2p+1 Qˆ ∗(p). This implies that
Qˆ ∗(p) + 1

=
p∐
j=1
(
1+ 
2 j
)
< C,
where C = C(N,m,q). Thus we ﬁnd that
αp  CαCp0−1 for all p > p0,
where C = C(N,m,q). Now, we obtain that
sup
0<tT
‖u‖L4p (B
ρ0−
∑p
i=1
ρ0
4i
)  Cα
C
p0−1
= C max
{
sup
0<tT
‖u‖
L4
p0−1 (B
ρ0−
∑p0
i=1
ρ0
4i
)
,‖u0‖1,‖u0‖∞,1
}C
(5.55)
for all p0 < p < ∞, where C = C(N,m,q, γ ,‖u0‖1,‖u0‖3, T ) for N = 2 and C = C(N,m,q,N,‖u0‖1,
‖u0‖N+1, T ) for N  3.
Since (5.16) holds for all r with 1 r  rˆ and all 0< t < T , by taking rˆ such as
rˆ  4p0−1 = s∗ (5.56)
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sup
0<t<T
∥∥u(t)∥∥
L4
p0−1 (Bρ0 )
 sup
0<t<T
∥∥u(t)∥∥4p0−1  ‖u0‖4p0−1 < ∞.
Since
∑p
i=1
ρ0
4i
<
ρ0
3 for all 1 < p < ∞ and since (5.55) holds by taking rˆ such as (5.41) and (5.56), by
letting p → ∞ in (5.55), we see the following property: There exists an exponent rˆ = rˆ(N,m,q) =
max{N + 1, s∗} such that if (5.16) holds for all r with 1  r  rˆ, then u ∈ L∞(0, T ; L∞(B 2ρ0
3
))
with sup0<t<T ‖u(t)‖L∞(B 2ρ0
3
)  C, where C = C(N,m,q, γ ,‖u0‖1,‖u0‖∞, T ) for N = 2 and C =
C(N,m,q,N,‖u0‖1,‖u0‖∞, T ) for N  3. Since C is a constant independent of ρ0, we obtain the de-
sired estimate (5.17). Thus we prove Lemma 5.1. In conclusion, we establish Theorems 1.2 and 1.3. 
6. Proof of Theorem 1.4
It is obvious that, regardless to (1.28) and (1.29), in the same way as in Theorem 1.1, we can
construct a weak solution (u, v) of (KS)m on [0, T ) for some 0 < T < ∞. Hence, we may prove that
such a solution u(t) blows up at t = Tδ  T provided the initial data u0 fulﬁlls (1.28) and (1.29) for
0 < δ < 1.
Lemma 6.1. Let δ and u0 be as in Theorem 1.4. Suppose that (u, v) is a weak solution of (KS)m on [0, T ). We
deﬁne M(t) by
M(t) :=
∫
u(x, t)ψ
(|x|)dx, 0 t < T ,
with ψ = ψ(|x|) given by (1.27). We also deﬁne the linear function F (M) of M  0 by
F (M) := ‖u0‖1
2π
(
6M − δ‖u0‖1
)
. (6.1)
Then, M(t) is subject to the estimate
M(t) M(0) +
t∫
0
F
(
M(s)
)
ds for 0< t < T .
Postponing the proof of Lemma 6.1, we proceed to the proof of Theorem 1.4.
Proof of Theorem 1.4. We shall prove by contradiction. Suppose that T = ∞. Let us ﬁrst investigate
F (M(t)) for 0< t < ∞. Taking M∗ = δ‖u0‖16 , we have F (M∗) = 0.
Obviously, the hypothesis (1.29) is equivalent to
M(0) =
∫
u0(x)ψ
(|x|)dx M∗
2
. (6.2)
Since F (M) is strictly increasing with respect to M ∈ [0,∞), it holds that
F
(
M(0)
)
 F (M∗/2) < 0. (6.3)
Now, deﬁning a function H(t) by
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t∫
0
F
(
M(s)
)
ds, 0 < t < ∞, (6.4)
we obtain from Lemma 6.1 that
M(t) H(t), for all 0< t < ∞. (6.5)
On the other hand, taking H(t) ≡ H(0) as a comparison function, we have by a standard ODE argu-
ment that
H(t) H(0) for all 0< t < ∞. (6.6)
Then, it follows from (6.3)–(6.6) and monotonicity of F that
H ′(t) = F (M(t)) F (H(t)) F (H(0))= F (M(0)) F (M∗/2),
which yields again by (6.5) that
M(t) H(t) H(0) + F (M∗/2)t = M(0) + F (M∗/2)t, 0 < t < ∞.
Since F (M∗2 ) < 0, this implies that
M(t) < 0 for − M(0)
F (M∗/2)
< t < ∞,
which contradicts non-negativity of u. Hence, we have T < ∞. Since the local existence time is char-
acterized by (1.11), we see that limsupt→T ‖u(t)‖∞ = ∞.
Now it remains to prove Lemma 6.1.
Proof of Lemma 6.1. Multiplying the ﬁrst equation of (KS)ε by ψ(|x|) and then integrating the result
identity by parts, we have
d
dt
∫
uε(x, t)ψ
(|x|)dx = I(t) + II(t) for all 0< t < T , (6.7)
where
I(t) =
∫

(
uε(x, t) + ε
)m
ψ
(|x|)dx, II(t) = −∫ ∇(uε∇vε)ψ(|x|)dx.
Since |∇(uε + ε)m(t)| ∈ L2(R2) for all 0< t < T , we have
I(t) = −
∫ (
uε(x, t) + ε
)m
ψ
(|x|)dx
for all 0 < t < T . Since the identity ψ(|x|) = ψ ′′(|x|) + ψ ′(|x|)|x| holds with suppψ ′, suppψ ′′ ⊂ [0,2],
we have
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∫ (
uε(x, t) + ε
)m(
ψ ′′
(|x|)+ ψ ′(|x|)|x| dx
)
dx
= 2
∫
B1
(
uε(x, t) + ε
)m
dx− 2
∫
B2\B1
(
uε(x, t) + ε
)m
dx
+ 2
∫
B1
(
uε(x, t) + ε
)m
dx− 2
∫
B2\B1
(
uε(x, t) + ε
)m(
1− 2|x|
)
dx
 4
∫
B1
(
uε(x, t) + ε
)m
dx.
Hence the Hölder inequality and (4.20) of Proposition 4.1 yield that
I(t) 4
∥∥uε(t) + ε∥∥mL1(B1)|B1|1−m  4π1−m(‖u0ε‖L1(B1) + πε)m (6.8)
for all 0 < t < T .
Next, we investigate the term II(t):
II(t) =
∫
uε∇vε · ∇ψ
(|x|)dx
= 1
2
∫ ∫
R2×R2
uε(x, t)uε(y, t)∇G(x− y) ·
(∇ψ(|x|)− ∇ψ(|y|))dxdy
= II1(t) + II2(t),
where
II1(t) = 1
2
∫ ∫
B1×B1
uε(x, t)uε(y, t)∇G(x− y) ·
(∇ψ(|x|)− ∇ψ(|y|))dxdy,
II2(t) = 1
2
∫
(B1×B1)c∩(B2×B2)
uε(x, t)uε(y, t)∇G(x− y) ·
(∇ψ(|x|)− ∇ψ(|y|))dxdy.
We modify the argument from [10]. By Lemma 2.3, it holds that
II1(t) = − 1
2π
∫ ∫
B1×B1
uε(x, t)uε(y, t)dxdy
= − 1
2π
‖u0ε‖21 +
1
2π
∫ ∫
(B1×B1)c∩(B2×B2)
uε(x, t)uε(y, t)dxdy
and it holds that
II2(t)
1
2π
∫ ∫
(B ×B )c∩(B ×B )
uε(x, t)uε(y, t)dxdy.1 1 2 2
Y. Sugiyama, Y. Yahagi / J. Differential Equations 250 (2011) 3047–3087 3085This yields that
II1(t) + II2(t)− 1
2π
‖u0ε‖21 +
1
π
∫ ∫
(B1×B1)c∩(B2×B2)
uε(x, t)uε(y, t)dxdy
= − 1
2π
‖u0ε‖21 +
1
π
∫
B2\B1
uε(x, t)
∫
B2\B1
uε(y, t)dxdy
+ 2
π
∫
B1
uε(x, t)dx
∫
B2\B1
uε(y, t)dy
− 1
2π
‖u0ε‖21 +
3
π
‖u0ε‖L1(B2)
∫
B2\B1
uε(x, t)ψ
(|x|)dx (6.9)
for all 0 < t < T . Therefore we obtain from (6.7), (6.8) and (6.9) that
d
dt
∫
uε(x, t)ψ
(|x|)dx 4π1−m(‖u0ε‖L1(B1) + πε)m − 12π ‖u0ε‖21
+ 3
π
‖u0ε‖L1(B2)
∫
B2\B1
uε(x, t)ψ
(|x|)dx
= ‖u0ε‖mL1(B1)
(
4π1−m
(‖u0ε‖L1(B1) + πε
‖u0ε‖L1(B1)
)m
− 1− δ
2π
‖u0ε‖2−m1
)
+ ‖u0ε‖L1(B2)
2π
(
6
∫
B2\B1
uε(x, t)ψ
(|x|)dx− δ‖u0ε‖1
)
(6.10)
for an arbitrary number 0 < δ < 1 and all 0< t < T . Since u0 satisﬁes (1.28), we have
4π1−m − 1− δ
2π
‖u0‖2−m1 < 0. (6.11)
Hence there exists ε0 > 0 such that
4π1−m
(‖u0ε‖L1(B1) + πε
‖u0ε‖L1(B1)
)m
− 1− δ
2π
‖u0ε‖2−m1  0
for all ε < ε0, which yields from (6.10) that
∫
uε(x, t)ψ
(|x|)dx

∫
u0ε(x)ψ
(|x|)dx+ ‖u0ε‖L1(B2)
2π
t∫
0
(
6
∫
uε(x, s)ψ
(|x|)dx− δ‖u0ε‖1
)
ds (6.12)
for all 0 < t < T and for all ε < ε0.
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that ∫
uε(x, t)ψ
(|x|)dx− ∫ u(x, t)ψ(|x|)dx
=
∫
uε(x, t)ψ
(|x|)dx− 2∫ uε(x, t)dx+ 2
∫
u0ε(x)dx− 2
∫
u0(x)dx
+ 2
∫
u(x, t)dx−
∫
u(x, t)ψ
(|x|)dx
=
∫
uε(x, t)
(
ψ
(|x|)− 2)dx+ 2∫ (u0ε(x) − u0(x))dx−
∫
u(x, t)
(
ψ
(|x|)− 2)dx
=
∫
B2
(
uε(x, t) − u(x, t)
)(
ψ
(|x|)− 2)dx+ 2∫ (u0ε(x) − u0(x))dx,
which yields that
∣∣∣∣
∫
uε(x, t)ψ
(|x|)dx− ∫ u(x, t)ψ(|x|)dx∣∣∣∣
 2
∫
B2
∣∣uε(x, t) − u(x, t)∣∣dx+ 2
∫ ∣∣u0ε(x) − u0(x)∣∣dx → 0
as ε → 0. Obviously, we have by (A.4) that
∣∣∣∣
∫
u0ε(x)ψ
(|x|)dx− ∫ u0(x)ψ(|x|)dx
∣∣∣∣
∫ ∣∣u0ε(x) − u0(x)∣∣ψ(|x|)dx
 2
∫ ∣∣u0ε(x) − u0(x)∣∣dx → 0
as ε → 0. Therefore, taking ε → 0 in (6.12), we have by the Lebesgue dominated convergence theorem
that ∫
u(x, t)ψ
(|x|)dx

∫
u0(x)ψ
(|x|)dx+ ‖u0‖1
2π
t∫
0
(
6
∫
u(x, s)ψ
(|x|)dx− δ‖u0‖1
)
ds (6.13)
for all 0< t < T . Deﬁning the linear function F (M) of M  0 by (6.1), we obtain the desired estimate
for M(t) = ∫ u(x, t)ψ(|x|)dx. This completes the proof of Lemma 6.1. 
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