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a b s t r a c t
In a recent paper [M. Masjed-Jamei, H.M. Srivastava, An integral expansion for analytic
functions basedupon the remainder values of the Taylor series expansions, Appl.Math. Lett.
22 (2009) 406–411], a new type of integral expansions for analytic functions was
introduced and investigated. In this sequel to our earlier paper, we make use of the
aforementioned expansion in order to explicitly obtain the general solutions of the
following functional equation:
f (k+1)(a)+ bkf (k)(a) = ck
(k ∈ N0 := N ∪ {0}; N := {1, 2, 3, · · ·})
for various kinds of real sequences {bk} and {ck}, where (as usual) f (k)(a) is the kth derivative
of the unknown function f (x) at x = a. We also present some illustrative examples in this
sense.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and the main theorem
Various methods for solving linear and nonlinear functional equations were considered recently (see, e.g., [1–3]). In this
paper, by using the integral kernel of a new expansion, which was introduced and investigated in our earlier paper [4], we
intend to explicitly solve different cases of a general functional equation in the following form:
f (k+1)(a)+ bkf (k)(a) = ck (k ∈ N0 := N ∪ {0}; N := {1, 2, 3, . . .}), (1)
in which {bk} and {ck} are two real sequences and f (k)(a) is the kth derivative of the unknown function f (x) at x = a. For this
purpose, let us first present a short introduction about the above-mentioned integral expansion.
Suppose that
S = {Si}∞i=0
is an infinite set of linear arbitrary functionals, which are defined on a linear vector space. Also let
8 = {Φi(x)}∞i=0
be a certain sequence of basis functions. It can then be verified that the following expansion:
f (x) =
∞∑
i=0
Si(f )Φi(x) (2)
is valid for f (x) only if all linear functionals {Si(f )}∞i=0 are not zero simultaneously and
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Sj (Φi(x)) = δi,j :=
{
0 (i 6= j)
1 (i = j), (3)
and finally, for any V ∈ S, the following distributive property:
V
(
lim
n→∞
n∑
i=0
Si(f )Φi(x)
)
= lim
n→∞ V
(
n∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )V (Φi(x)) (4)
holds true [5]. This proposition is true because, if one takes any arbitrary linear functional (such as the Sj above) from both
sides of the Eq. (2), then one gets
Sj(f ) = Sj
( ∞∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )Sj (Φi(x))
=
∞∑
i=0
Si(f )δi,j = Sj(f ). (5)
Based upon the two essential conditions (3) and (4), a new expansion of the type (2) was introduced in our earlier [4]. It
was also shown in [4] that, if
Φm(x) = Em(x; u, λ) = u(x)−
m∑
k=0
u(k)(λ)
k! (x− λ)
k
= 1
m!
∫ x
λ
(x− λ)mu(m+1)(t)dt, (6)
in which u(x) is a real function,
λ ∈ R and m ∈ N0,
and
E−1(x; u, λ) = 1
is a sequence of basis functions, then
f (x) = f (λ)+ f
′(λ)
u′(λ)
[u(x)− u(λ)] +
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
Ej(x; u, λ) (7)
is an expansion for f (x), which satisfies the main conditions (3) and (4). Moreover, since
Ej(x; u, λ) = 1j!
∫ x
λ
(x− λ)ju(j+1)(t)dt, (8)
upon substituting from (8) into (7), we obtain
f (x) = f (λ)+ f
′(λ)
u′(λ)
[u(x)− u(λ)] +
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
1
j!
∫ x
λ
(x− λ)ju(j+1)(t)dt. (9)
But the expansion (9) can still be simplified if it satisfies the conditions of the Dominated Convergence Theorem (see [6,7]). In
other words, it will eventually find an integral form as follows:
f (x) = f (λ)+ f
′(λ)
u′(λ)
[u(x)− u(λ)] +
∫ x
λ
G(x, t; u, λ; f ), (10)
where the integral kernel is defined by
G(x, t; u, λ; f ) =
∞∑
j=1
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
(x− t)j
j! u
(j+1)(t). (11)
Here we should note that there is a modified representation for the expansion (10), again because we first have
G(x, t; u, λ; f ) =
∞∑
j=0
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
(x− t)j
j! u
(j+1)(t)−
(
f ′(λ)
u′(λ)
− f (λ)
u(λ)
)
u′(t)
= K(x, t; u, λ; f )−
(
f ′(λ)
u′(λ)
− f (λ)
u(λ)
)
u′(t). (12)
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If we substitute from (12) into (10), then we obtain
f (x) = f (λ)+ f
′(λ)
u′(λ)
[u(x)− u(λ)] +
∫ x
λ
K(x, t; u, λ; f )dt −
(
f ′(λ)
u′(λ)
− f (λ)
u(λ)
∫ x
λ
u′(t)dt
)
. (13)
Consequently, we are led to the following result.
Theorem. The following integral expansion:
f (x) = f (λ)
u(λ)
u(x)+
∫ x
λ
K(x, t; u, λ; f )dt, (14)
in which
K(x, t; u, λ; f ) =
∞∑
j=0
(
f (j+1)(λ)
u(j+1)(λ)
− f
(j)(λ)
u(j)(λ)
)
u(j+1)(t)
(x− t)j
j! , (15)
is valid for f (x) if it satisfies the conditions of the Dominated Convergence Theorem.
2. Remarks and observations
The main problem now is how to simplify the infinite sum of the integral kernel in (15). Because, if we can somehow
do this task, the problem will lead to exact solutions of a class of functional equations of the type (1). Let us explain our
approach with a specific example. Suppose that u(x) in (14) is so constrained that
u(j+1)(x) = aj+1ν(x) (ν(λ) 6= 0) , (16)
where ν(x) is a real function independent on j and {aj}∞j=0 is a sequence defined in terms of j. These assumptions would
simplify the integral kernel in (15) as follows:
K
(
x, t; {u(j+1)(x) = aj+1ν(x)} , λ; f ) = ν(t)
ν(λ)
∞∑
j=0
(
f (j+1)(λ)− aj+1
aj
f (j)(λ)
)
(x− t)j
j! . (17)
On the other hand, if we assume that g(x) is a continuous and successively differentiable function at x = 0 such that
f (j+1)(λ)− aj+1
aj
f (j)(λ) = g(j)(0) (j ∈ N0), (18)
then (according to the familiar Taylor–Maclaurin expansion [7]) the right-hand side of (17) assumes the following form:
K
(
x, t; {u(j+1)(x) = aj+1ν(x)} , λ; f ) = ν(t)
ν(λ)
g(x− t). (19)
Now, upon substituting for the new integral kernel from (19) into (14), we get
f (x) = f (λ)
u(λ)
u(x)+ 1
ν(λ)
∫ x
λ
ν(t)g(x− t)dt. (20)
In other words, the latter relation shows that the functional equation (19) has the exact solution (20) in which f (λ) is a free
parameter.
3. Illustrative examples
In this section, we clarify the subject discussed above by means of several illustrative examples.
Example 1. Let
u(x) = epx (p ∈ R) and λ = 0
in (16). Then
u(j+1)(x) = pj+1epx H⇒ aj+1 = pj+1 and ν(x) = epx. (21)
This means that, according to (18), the following particular functional equation:
f (j+1)(0)− pf (j)(0) = g(j)(0) (j ∈ N0) (22)
has its exact solution given by
f (x) = f (0)epx +
∫ x
0
eptg(x− t)dt, (23)
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in which p is a free parameter. For instance, if in (22) we set
g(x) = ex and p = 1,
then the functional equation:
f (j+1)(0)− f (j)(0) = 1 (j ∈ N0) (24)
has its exact solution given by
f (x) = cex +
∫ x
0
etex−tdt = (x+ c)ex. (25)
Alternatively, if in (22) we set
g(x) = (1− x)−1 (|x| < 1),
then, according to (23), the following functional equation:
f (j+1)(0)− pf (j)(0) = j! (j ∈ N0) (26)
has its exact solution given by
f (x) = cepx +
∫ x
0
ept
1− x+ t dt. (27)
It should be noted that the predetermined condition (16) was just a particular case to simplify the integral kernel (15) and
that there are many other options for this purpose.
Our next example clarifies the above-mentioned situation in a better way.
Example 2. Let
u(x) = xp (p > 0) and λ = 1
in (15). In this case, we have
u(j+1)(x) = p!
p− (j+ 1)!x
p−(j+1), (28)
and the integral kernel corresponding to (15) assumes the following form:
K(x, t; xp, 1, f ) = tp−1
∞∑
j=0
(
f (j+1)(1)+ (j− p)f (j)(1)) [(x/t)− 1]j
j! . (29)
Hence, if in (29) we assume that
f (j+1)(1)+ (j− p)f (j)(1) = g(j)(1) (j ∈ N0), (30)
the integral kernel is transformed to the following form:
K(x, t; xp, 1; f ) = tp−1g
(x
t
)
, (31)
and the general solution of the functional equation (30) will be given by
f (x) = cxp +
∫ x
1
tp−1g
(x
t
)
dt (c = f (1)) . (32)
As a particular sample, if in (30) we set
g(x) = √x and p = 2
3
,
then the functional equation:
f (j+1)(1)+
(
j− 3
2
)
f (j)(1) = (−1)
j−1(2j− 2)!
22j−1(j− 1)! (j ∈ N0), (33)
has its exact solution given by
f (x) = f (1)
√
x3 +
∫ x
1
√
t
√
x
t
dt = (c + 1)
√
x3 −√x (c = f (1)) . (34)
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Example 3. Let
u(x) = √1+ x and λ = 0
in (15). Therefore, we have
u(j+1)(x) = (−1)
j(2j)!
22j+1j! (x+ 1)
−
(
j+ 12
)
, (35)
and the kernel corresponding to (15) is reduced to the following form:
K(x, t;√1+ x, 0; f ) = √1+ t
∞∑
j=0
[
f (j+1)(0)+
(
j− 1
2
)
f (j)(0)
]
· 1
j!
(
x− t
t + 1
)j
. (36)
Hence, if in (36) we assume that
f (j+1)(0)+
(
j− 1
2
)
f (j)(0) = g(j)(0) (j ∈ N0), (37)
the integral kernel is simplified as follows:
K(x, t;√1+ x, 0; f ) = g
(
x− t
t + 1
)√
1+ t. (38)
Consequently, the general solution of functional equation (37) takes the following form:
f (x) = c√1+ x+
∫ x
0
g
(
x− t
t + 1
)√
1+ t dt (c = f (0)) . (39)
We conclude our present investigation by remarking thatwehave successfully applied the integral kernel of a new type of
integral expansions for analytic functions (whichwas introduced in our earlier paper [4]) in order to derive explicit solutions
of several different cases of the following general functional equation:
f (k+1)(a)+ bkf (k)(a) = ck (k ∈ N0)
where {bk} and {ck} are two real sequences and f (k)(a) is the kth derivative of the unknown function f (x) at x = a. We have
also provided a set of three examples which exemplify and illustrate our main results in this paper.
Acknowledgement
This research was supported, in part, by IPM under Grant No. 88410025.
References
[1] S. Abbasbandy, Application of He’s homotopy perturbation method to functional integral equations, Chaos Solitons Fractals 31 (2007) 1243–1247.
[2] M. Dehghan, M. Shakourifar, A. Hamidi, The solution of linear and nonlinear systems of Volterra functional equations using Adomian–Padé technique,
Chaos Solitons Fractals 39 (2009) 2509–2521.
[3] M. Shakourifar, M. Dehghan, On the numerical solution of nonlinear systems of Volterra integro-differential equations with delay arguments,
Computing 82 (2008) 241–260.
[4] M. Masjed-Jamei, H.M. Srivastava, An integral expansion for analytic functions based upon the remainder values of the Taylor series expansions, Appl.
Math. Lett. 22 (2009) 406–411.
[5] M. Masjed-Jamei, M. Dehghan, H.M. Srivastava, A functional expansion for analytic functions and its subclasses, Integral Transforms Spec. Funct. 19
(2008) 913–922.
[6] G. de Barra, Measure Theory and Integration, Halsted Press (Ellis Horwood Limited, Chichester), John Wiley and Sons, New York, Chichester, Brisbane,
Toronto, 1981.
[7] E.T. Whittaker, G.N. Watson, A Course of Modern Analysis: An Introduction to the General Theory of Infinite Processes and of Analytic Functions: With
an Account of the Principal Transcendental Functions, fourth ed., Cambridge University Press, Cambridge, London, New York, 1973, Reprinted.
