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We analyze the multifractality of the fidelity in an engineered Toffoli gate. Using quantum control
methods, we define several optimization problems whose global solutions realize the gate in a chain of
three qubits with XY Heisenberg interaction. We perturb the system by introducing imperfections
in the form of 1/f noise to the interqubit couplings. Multifractal analysis shows that the degree of
multifractality in the gate fidelity increases when optimized control pulses used to render the fidelity
are less sensitive to variations in the interqubits coupling strengths.
I. INTRODUCTION
The multifracal formalism describing the scaling of the
moments for some distributions in complex systems has
been widely used in studying a variety of classical sys-
tems [1–10]. Recently, multifractality has also appre-
ciated in quantum systems. Quantum wave functions
in the Anderson model show multifractality at metal-
insulator transition [11–17]. Wave functions in the quan-
tum Hall transition are also multifractal [18–20]. Actu-
ally, the strong fluctuations of the wave function ampli-
tude are characterized as wave function multifractality.
The relevant normalized measure is the squared modu-
lus of the wave function |ψ(r)|2 and the corresponding
moments are pq =
∫
dr|ψ(r)|2q, the so-called inverse par-
ticipation ratios.
Other examples of the multifractal wave functions are
certain eigenstates of the quantum baker’s map [21], the
eigenfunctions of one dimensional intermediate quantum
maps [22], the eigenfunction of Anderson map [23], the
Floquet spectrum [24], the electronic states in the Fi-
bonacci superlattice under weak electric fields [25] and
the individual wave packets in a periodically kicked sys-
tem [26]. Moreover, an ensemble of random matrices can
be constructed such that the corresponding eigenvectors
become multifractal [27–30].
Other measures have also been applied to character-
ize the multifractality in quantum systems. The Re´nyi
entropy was used to study the multifractality in the
ground state wave function in the spin chains [31, 32].
The von Neumann entanglement entropy also used to
analyze the multifractality in the wave functions at lo-
calization transition [33] and also in the entanglement
of random states [34]. The quantum fidelity is an-
other measure that has already been used to analyze
the fractal properties in periodically kicked quantum sys-
tems [35, 36]. The quantum fidelity is defined as the over-
lap between the perturbed and the unperturbed quantum
states |〈ψ(t)|ψ(t)〉|.
In this paper, we introduce the gate fidelity∣∣Tr [U† (t)U(t)]∣∣ to study the multifractality in quantum
gates. Specifically the Toffoli gate, a three-qubit gate
with central role in quantum information processing is
considered here. The gate is realized by applying a se-
quence of optimized control pulses in a system of three
interacting qubits [37]. We perturb the system by adding
1/f noise to the interqubit couplings and then implement
the gate for a large number of noise realizations. Such
a noise model has already been discussed in [38]. The
resulted fidelity sequence is then analyzed numerically in
the multifractal framework, using the formalism recently
proposed in [39].
By manipulating the objective functional in the quan-
tum optimization problem we design several new gates
which show higher degree of multifractality compared
with the gate originally proposed in Ref. [37]. More
specifically, it is shown that, by decreasing the sensitiv-
ity of the gate fidelity with respect to variations in the
interqubits coupling strengths, the complexity the sys-
tem increases and, as a consequence of it, the degree of
multifractality in the gate fidelity also increases.
The paper is organized as follows. In Sec. II five dif-
ferent realizations of the Toffoli gate are characterized.
The multifractal formalism is introduced in Sec. III. In
Sec. IV the numerical analysis of the multifractality in
the fidelity of the Toffoli gate is reported. Finally, the
summary and discussions are presented in Sec. V.
II. THE TOFFOLI GATE
The Toffoli gate is an element of the special unitary
group SU(8) equal to the identity matrix I8×8 except for
the last two rows which are interchanged. It affects three-
qubit states belonging to the eight-dimensional Hilbert
space C8. The Toffoli gate can be implemented in a
system of coupled qubits using different methods. We
consider a system of three mutually coupled qubits and
apply a sequence of optimized pulses that affect all the in-
dividual qubits. Suppose the chain of interacting qubits
is described by a Heisenberg XY Hamiltonian
H0 =
∑
m<l
Jml (σmxσlx + σmyσly) , m, l = 1, 2, 3 (1)
where Jml are the interqubit coupling strength and σmx
and σmy are Pauli X and Y matrices for qubit m.
The chain of qubits can be manipulated by the control
Hamiltonian
Hc(t) =
3∑
m=1
[u(m)x (t)σmx + u
(m)
y (t)σmy], (2)
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2where u
(m)
x (t) and u
(m)
y (t) are two different types of con-
trol fields affecting the individual qubits.
The system dynamics is therefore governed by the sum
of Hamiltonians in Eqs. (1) and (2). The Schro¨dinger
equation for the unitary operators (~ = 1){
dU/dt = −i (H0 +Hc)U
U(0) = I8×8, (3)
is used to obtain the evolution operator of the system.
Specifying the control fields such that the evolution
operator in a given time interval t = tg implements the
Toffoli gate is a numerical optimization problem. Here,
the control fields are considered piecewise constant func-
tions of time and the gate time is divided into Nt equal
pieces accordingly. The Schro¨dinger equation can then
be solved straightforwardly in each time interval. The
total time evolution operator is obtained by multiplying
the partial time evolution operators in the reverse order.
The fidelity is defined as
F =
1
8
∣∣ Tr [U† (tg, Nt,u, {Jml})UToff] ∣∣ , (4)
where U is the the total time evolution of the system
during t = tg, u is the concatenation of all control pulses
and UToff is the Toffoli gate. The values of the control
pulses are obtained by solving the optimization problem
max
u
F (u). (5)
We obtain five sets of control pulses using fidelity (4)
in different optimization problems. The control pulses
in each set are optimized such that the resulting gate
fidelity functional has a specific response to variations in
the interqubit couplings Jml. Each set corresponds to a
different realization of the Toffoli gate.
The first set of control pulses, u1, is the global solution
of problem (5) with Nt = 20, J12 = J23 = 6J13 = J¯ and
tg = 4.18J¯
−1. Finding such a set of control pulses has
been fully addressed in Ref. [37]. The set is composed
of 60 control pulses implementing the Toffoli gate with a
fidelity above 99%.
The curve marked with • in Fig. (1) depicts the
fidelity [Eq. (4)] in terms of J/J¯ for the set u1 whose
elements are optimized for J = J¯ . The fidelity is clearly
high in the vicinity of J = J¯ and decreases quickly by
deviating from that point.
The second set of control pulses, u2, is the global so-
lution of the problem
max
u
∫ J¯+δJ
J¯−δJ
F (u, J)w(J) dJ, (6)
where
w(J) =
 0,
∣∣J
J¯
− 1∣∣ ≤ δ1
1, δ1 <
∣∣J
J¯
− 1∣∣ ≤ δ2, (7)
with δ1 = 0.05, δ2 = 0.15 and δJ = 0.15J¯ . The detailed
discussion for optimization problem (6) has been given
in Ref. [38].
The curve marked with H in Fig. (1) depicts the fidelity
in terms of J/J¯ for the set u2. In this case, compared
with the fidelity diagram for the set u1, the fidelities are
smaller in the vicinity of J = J¯ but larger in other points.
Applying the pulses in the set u2 leads to a Toffoli gate
which is less sensitive to the variation in J , specially when
|J/J¯ − 1| ≤ 0.1.
The last three sets of control pulses are obtained by
finding the global solutions of the optimization problem
max
u
{
β
[
F (u, J¯ − J0) + F (u, J¯) + F (u, J¯ + J0)
]
− ∣∣2F (u, J¯)− F (u, J¯ − J0)− F (u, J¯ + J0)∣∣
− ∣∣F (u, J¯ − J0)− F (u, J¯ + J0) ∣∣}, (8)
where J0 = 0.1J¯ . Setting β ≈ 103, 10, 0.1 gives the
sets u3, u4 and u5 respectively. The main interest
in optimization problem (8) is to find those solutions
whose fidelity functionals are almost flat in the interval[
J¯ − J0, J¯ + J0
]
. Such optimized pulses will realize the
Toffoli gate with least sensitivity to J . In optimization
problem (8), while the first term in the bracket forces the
fidelity have high values in the above interval the other
two terms flatten the fidelity curve in that interval sym-
metrically. By decreasing the value of β the fidelity curve
becomes more flat in the interval. Specially, for the set
u5 (β ≈ 0.1) when |J/J¯ − 1| ≤ 0.1 the variation in the
fidelity belongs to [0.918, 0.919].
The sets u3, u4 and u5 are depicted in Fig. 1 by curves
marked with N,  and F , respectively.
In Sec. IV, we analyze the fidelity multifractal behavior
for the pulses in each of the sets u1 to u5.
III. MULTIFRACTAL ANALYSIS
Fractal dimension is an index that informs how detail
in a pattern changes depending on the scale it is [40],
which can be promptly associated to regularity. This
way, fractal analysis provides a framework for charac-
terization and modeling of irregular traces and complex
shapes found in nature [41, 42]. However, many phe-
nomena that have been identified in physics and applied
sciences do exhibit scaling behavior with wild regularity
variations which cannot be completely characterized by
a single fractal dimension, but with a entire spectrum of
fractal dimensions [6, 43]. In face of this difficulty, the
multifractal formalism was proposed as a way of charac-
terizing such form of complexity in terms of the scaling
properties of singularity measures [2, 44].
The multifractal formalism consists in determining a
singularity spectrum f(α), where the singularity strength
α accounts for the local regularity and f(α), the Haus-
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FIG. 1. (Color online) The fidelity versus J/J¯ for five different
sets of control pulses (see the text for the definitions of u1 to
u5). Inset: a zoom on the region |J/J¯ − 1| ≤ 0.1.
dorff dimension of α, gives a geometrical idea of the
repartition of these singularities [2, 45].
In general, f(α) is not assessed directly from data but
via a scaling function, such as ζ(q), which is then con-
nected to f(α) by the Legendre transform [44]
α = dζ(q)/dq, f(α) = αq − ζ(q) + 1, (9)
where ζ(q) is the power-law exponent of a structure func-
tion of order q [44].
A number of empirical multifractal formalisms are
available in the literature. (For review and comparison
of distinct methods c.f. [39, 45].) In this study a recently
proposed formalism [39], which is briefly described in the
sequel, is employed for analysis.
A. EMD-DAMF
The EMD-based dominant amplitude multifractal for-
malism (EMD-DAMF) is a moment-based method. In
layman terms, a dominant amplitude multifractal for-
malism involves initially a multiscale decomposition of
the signal of interest. Then, a search for high magnitude
events across different scales is run to form the set of the
so-called dominant amplitude coefficients. In the EMD-
DAMF, for a given time scale k, the structure functions
Sk(q) are defined as q-order statistical moments of a set
of dominant amplitude coefficients vk,·, i.e.,
Sk(q) := 〈(vk,·)q〉 = 1
nk
nk∑
i=1
(vk,i)
q
. (10)
The dominant amplitude coefficients are obtained via
the empirical mode decomposition (EMD) [46], as ex-
plained below.
The EMD is a data-driven procedure which decom-
poses a multicomponent time series X(t) in a rela-
tively small number of multiscale components called in-
trinsic mode functions (IMFs) and a monotonic trend:
X(t) =
∑
k ck(t) + r(t). Each IMF can be written as
ck(t) = ak(t) cos ϕk(t), where ak(t) is a slowly varying
amplitude and ϕk(t) is the instantaneous phase [46].
One advantage of employing the EMD as a multiscale
decomposition is that, thanks to its data-driven formu-
lation, it naturally adapts to signal features and time
scales. Moreover, the EMD involves computing signal
envelopes so that when an IMF ck(t) is obtained, |ak(t)|
is already available. Hence, searching for high magnitude
events across different time scales can be accomplished
by looking for the local maxima of |ak(t)|. In order to
avoid arbitrary small values of amplitude, which could
lead to divergence of negative moments in Eq. (10), the
dominant amplitude coefficients are defined as [39]
vk,i := sup
k′≤k
{max ( |ak′(t ∈ Ik,i)| )} , (11)
for k = 1, 2, . . . , with i = 1, . . . , nk, where nk is num-
ber of local maxima of ak(t), and Ik,i is a time support
around the ith maxima of ak(t).
For processes presenting scaling properties one can ex-
pect that Sk(q) ' τ ζ(q)k for kmin ≤ k ≤ kmax, where
τk is the mean timescale of the kth component. Hence,
the singularity spectrum can be estimated from Eq. (9).
The novelty of the EMD-DAMF method relies on the
proper choice of the multiresolution coefficients {vk,·}
which permits to estimate ζ(q) even for negative values
of q and, consequently, to obtain both sides of the f(α)
spectrum [39]. (See [47] for a computer program with
examples of EMD-DAMF.)
B. Singularity spectrum attributes and complexity
Considering the general complexity of engineered
quantum gates and their interaction with noise, it is rea-
sonable to expect that fidelity time fluctuations may re-
flect system complexity in some manner.
A typical realization of the fidelity F (t) of the Toffoli
gate exhibits an apparent random behavior, as it can
be seen in Fig. 2(a). Since F (t) is in general a poorly
correlated signal, it is advisable to perform multifractal
analysis in its integrated path, X(t) =
∫ t
0
[F (t′)−〈F 〉]dt′,
which is shown in Fig. 2(b).
The application of the EMD-DAMF method is exem-
plified in Fig. 3, where one sees in panel (a): the moment
function Sk(q) and its scaling behavior; in panel (b): the
corresponding scaling exponents ζ(q), for q between -5
and 5, in steps of 0.5; and, finally, in panel (c): its corre-
sponding singularity spectrum f(α).
The value of α for which f(α) is maximum can be
roughly related to the (fractal) Hausdorff dimension of
the set [2], hence, it gives a measure of the apparent
smoothness of the process. Small values of α correspond
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FIG. 2. (Color online) Fidelity time fluctuations F (t) in (a)
and its integrated path X(t) =
∫ t
0
[F (t′)− 〈F 〉]dt′ in (b). The
dashed black line in (a) is the mean fidelity 〈F 〉.
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FIG. 3. (Color online) In (a), the scaling function Sk(q)
obtained for the moments q = −5,−4, . . . , 5 from the inte-
grated fidelity path X(t) showed in Fig. 2(b). The dashed
red lines in (a) represent the power-law fit of Sk(q) obtained
with kmin = 2 and kmax = 6 for each value of q and, in (b),
their corresponding scaling exponent ζ(q). Finally, the singu-
larity spectrum f(α) is obtained from ζ(q) through Eq. (9)
and it is shown in (c).
to events with irregular fluctuations, and large values cor-
respond to smoother fluctuations. The spectrum width
∆α = αmax − αmin, on the other hand, quantifies the
richness of multifractality, therefore, ∆α can be regarded
as a measure of complexity. Furthermore, an asymmet-
ric shape of f(α) can be also associated to complexity,
since it indicates an unbalanced contribution of singular-
ities [2, 48].
IV. MULTIFRACTAL FIDELITY
In Sec. II, five different sets of control pulses for im-
plementing the Toffoli gate were designed. Here, the
multifractal properties of the fidelity of those gates are
analyzed.
Considering the control pulses in the set uk, defined
in Sec. II, a large number of Toffoli gates are realized.
That is done by applying the corresponding pulses in uk
to system Hamiltonian (1), but with a stochastic term
added to the interqubit couplings in each realization. The
couplings are supposed to obey the relation J12 = J23 =
6J13 = J(t), where
J(t) = J¯ [1 + (t)] , (12)
with (t) being a sample realization of a random pro-
cess with the expectation E[] = 0 and the variance
E[2] = σ2 < ∞. Each sample realization (t) is set
as a 1/f noise. Such a noise model can be associated
with an imperfect system with dynamical imperfection
in which the noise term changes at a rate 1/tg [38].
For a given standard deviation σ we generate nr = 100
independent sequences of the 1/f noise (t) each one with
215 samples. Using Eq. (12), 100 different sequences
J(t) are then obtained. From there the corresponding
sequences of the fidelity [Eq. (4)] can be calculated
F (k)(t) = F (J(t),uk) . (13)
Now, for each fidelity sequence the multifractal width
∆α is obtained from its corresponding integrated path
X(t). In all cases reported below, EMD-DAMF has been
used and the scaling function Sk(q) was obtained for the
moments q from -5 to 5, in steps of 0.5. The process is
then repeated for different values of σ from 0.1 to 0.5, in
steps of 0.01.
Figure 4 shows the estimated multifractal width versus
standard deviation σ, for each of the nr = 100 sequences
of the fidelity. The fidelities correspond to the control
pulses u1. For any given σ the set of 100 instances of ∆α’s
has its own average and standard deviation. The red solid
line depicts such an average and the shaded area shows
the band of 1 standard deviation around the average.
The number of ∆α estimates within the band for each
σ is larger than 60. The figure shows that the average
multifractality decreases when the standard deviation of
the noise increases.
Now, we calculate F (k)(t) for all five sets of control
pulses, defined in Sec. II, using the above method sys-
tematically. Here, for each set of control pulses, the same
ensemble of nr = 100 sample realizations of J(t) is used.
Figure 5 shows the average multifractal width as a
function of the standard deviation for the five sets of
control pulses. The average is calculated over the 100
estimates of ∆α for each value of the standard deviation.
As can be seen, for σ = 0.1 the value of ∆α increases
from u1 to u5.
Here, as regards u3, u4 and u5, by reducing β in
Eq. (8), respectively, we progressively flattened the fi-
delity curve in the interval |J/J¯ − 1| ≤ 0.1. As a conse-
quence, we observe an increase in the average multifractal
width around σ = 0.1, from u3 to u5. A possible expla-
nation for the observed behavior lies in the more complex
control effort associated with u5, when it tries to render
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FIG. 4. (Color online) The multifractal width ∆α versus the
standard deviation σ calculated for 100 sample realizations
of the fidelity associated with the fields u1 (× points). The
red solid line shows the average behavior and the shaded area
shows the band of 1 standard deviation around the average.
F (J(t),u5) less sensitive to variations in J around the
nominal values. Since F is a function of u, the complexity
of u carries over to F . The average multifractal widths at
σ = 0.1 for the sets u1 to u5 are given by 0.4152, 0.4418,
0.5018, 0.6751 and 1.1993, respectively. Therefore, the
related value for the set u5 increases by a factor of about
2.9 with respect to the the set u1. The control pulses in
the set u5 still implement the Toffoli gate with a fidelity
around 92% which is acceptable [37].
Figure 5 shows that the average multifractality de-
creases when the noise strength in J increases. It sug-
gests that the multifractality is destroyed when the noise
strength increases [49]. Moreover, the curves apparently
converge to the same value for sufficiently large σ. A pos-
sible explanation for such behaviors of multifractality for
large σ would be the following. When the noise variance
in J increases well beyond the tolerance J0 set in Eq. (8),
none of the five control pulses, regardless of their com-
plexity is capable of guaranteeing a well-behaved fidelity
in terms of J . Again, since F is a function of both J and
u, it is likely the variance of J will dominate over the
complexity of u, resulting in a low complexity in F .
If instead of the 1/f noise, white Gaussian noise was
used, similar results to Fig. 5 would be attained but gen-
erally with lower values of ∆α. However, even in this
case, there is still considerable amount of multifractality
for the set u5. The curve corresponding to the set u5
reaches the maximum 〈∆α〉 = 0.9936 at σ = 0.07 (not
shown). As before, the average multifractality curves de-
crease when σ increases and apparently converge to the
same value for sufficiently large σ. The limiting value in
this case, however, is lower than before.
The multifractality observed here seems to be of a dif-
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FIG. 5. (Color online) The average multifractal width versus
the standard deviation σ for five different sets of control fields
(see the text for the definitions of u1 to u5).
ferent origin than in Anderson transitions corresponding
to localization critical phenomena [12]. The system can
tolerate 10% deviation in the value of the couplings and
the gate can be still realized with relatively high fidelity.
In the fidelity of the Toffoli gate, as described above, the
multifractality reflects the complexity of the control fields
implementing the gate.
V. SUMMARY AND DISCUSSION
In this paper, we have analyzed the multifractal width
of the fidelity of five different realizations of the Toffoli
gate. We considered a system of three coupled qubits
described by the Heisenberg XY Hamiltonian. The Tof-
foli gate can be realized in such a system by apply-
ing Zeeman-like control fields. When defining the fi-
delity functional, we considered five different optimiza-
tion problem and found the corresponding global opti-
mized control fields. All the attained sets of control
pulses can implement the Toffoli gate with the fidelity
above 90%, in the noiseless case. However, each set has
a different sensitivity to variations in the interqubit cou-
plings.
We realized the Toffoli gate for a large number of times
by applying each set of control pulses to an imperfect sys-
tem whose couplings affected by additive 1/f noise. It
was supposed the couplings changed in each realization
but remained fixed during the gate implementation. For
each of the 100 sample realizations of the fidelity, and
for a given standard deviation associated with the cou-
plings, estimates of the multifractal width of the fidelity
sequences were obtained via the EMD-DAMF formalism.
We found that flattening the fidelity functional with re-
6spect to J around its maximum implies an increase in
the estimate of its average multifractal width. The flat-
ter F is around J = J¯ , the larger the measured average
multifractality of F , for J contaminated with 1/f noise
with standard deviation σ. We observed that for noise
standard deviations above 0.1, the average multifractal-
ity tends to decrease with σ and apparently converges to
a fixed value for sufficient high σ.
The multifractality behavior observed here is a result
of the complexity in the implementation of the gate. The
effects of the number of control pulses may be analyzed
to see if there is a critical number for the control pulses
below which no multifractality can be observed. The ap-
proach that is given in Sec. II for implementing the Tof-
foli gate is a standard way in quantum control theory in
engineering quantum gates. Therefore, the multifractal-
ity behavior of the fidelity observed here is also expected
in other engineered gates. Specially, it is interesting to
check the multifractality for the CNOT gate which is less
complex.
In our analysis, the measure of multifractality was
taken over the gate fidelity. The quantum fidelity can
be analyzed as well, by calculating the wave function
overlap in each gate realization. Fixing an initial state,
the quantum fidelity is given by the overlap between the
two final states obtained by the evolution of the ideal
and the imperfect systems. In this way, it is possible to
check whether the complexity in the control fields intro-
duces multifractality to the wave function or not. Such
analysis may be addressed in a future investigation.
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