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Abstract. The purpose of blind speech deconvolution is to recover both
the original speech source and the room impulse response (RIR) from the
observed reverberant speech. This can be benecial for speech intelligibil-
ity and speech perception. However, the problem is ill-posed, which often
requires additional knowledge to solve. In order to address this problem,
prior informations (such as the sparseness of signal or acoustic channel)
are often exploited. In this paper, we propose a joint L1   L2 regular-
isation based blind speech deconvolution method for a single-input and
single-output (SISO) acoustic system with a high level of reverberation,
where both the sparsity and density of the room impulse responses (RIR)
are considered, by imposing an L1 and L2 norm constraint on their early
and late part respectively. By employing an alternating strategy, both
the source signal and early part in the RIR can be well reconstructed
while the late part of the RIR can be suppressed.
Keywords: blind deconvolution, joint regularisation, reverberation sup-
pression, acoustic channel estimation
1 Introduction
With the rapid development of internet and widespread use of intelligent ter-
minals, speech becomes an important approach for human-machine interaction.
However, the speech intelligibility and speech quality are often degraded by
room reverberation, which leads to the decrease of the performance of many ap-
plications, such as automatic speech recognition (ASR) system [13], hands-free
teleconferencing [12], hearing-aids [9]. Moreover, reverberation also has detrimen-
tal eects on listening comprehension and perception of aective speech signals
? Corresponding author
2 Jian Guan et al.
with emotion and interest [11, 15]. Therefore, speech dereverberation is of great
importance in speech signal processing.
In our recent work, we focus on blind speech deconvolution for an SISO acous-
tic system, where the reverberant speech can be considered as the convolution
of a source signal with the RIR. Our aim is to estimate both the source signal
and the RIR from the reverberant speech, which is an ill-posed inverse prob-
lem. To solve this problem, we need to exploit prior information (e.g. sparsity)
to reduce the possible solution space. However, speech signal is not naturally
sparse in time domain unless converted to a transform domain by using the
pre-dened dictionary (e.g. the DFT matrix) or the learned dictionary. In this
paper, we instead take into account the prior information provided by the RIR
of an acoustic system. The RIR usually includes three parts: direct path, early
reections and late reverberation, where the direct path and early reections
have a distinctive characteristic compared to the late reverberation, and can be
considered as sparse in the time domain, whereas the late part of RIR is dense.
A room that has a relatively low level of reections can be assumed as a sparse
acoustic system. In [8], we have proposed a sparse blind speech deconvolution
method for such an acoustic system, where the sparsity of the RIR is exploited
by imposing an L1 norm constraint on the RIR and a constraint on the dynamic
range of the source speech in the cost function. An alternating minimisation s-
trategy has been employed for the estimation of the source speech and the sparse
RIR. Although the method in [8] works well for sparse RIR, it is limited in a
relatively high level of reverberation, as the dense late part of the RIR has not
been properly considered.
In this work, both the sparsity and density of RIR are taken into account as
the prior information for blind speech deconvolution. We propose a joint L1 L2
regularisation based blind deconvolution model, where an L1 norm constraint is
imposed to exploit the sparsity of the early reections, and an L2 norm constraint
is used to capture the density of the late reections. Moreover, an indicator
function based regularisation is applied to the source signal to account for the
dynamic range of the signal. A minimisation method is proposed to optimise
the cost function, using two steps: h-step and x-step, by xing one, updating the
other, in an alternating manner.
This paper is organised as follows: Section 2 briey reviews the previous
work about sparse blind speech deconvolution; Section 3 describes the proposed
joint L1 L2 norm based method; Section 4 presents the evaluation results; and
Section 5 gives the conclusion.
2 Background and previous work
2.1 Blind speech deconvolution
A reverberant speech y 2 RN+L 1 can be considered as the convolution of the
source speech signal x 2 RN and the RIR h 2 RL. Blind speech deconvolution
of an SISO acoustic system can be modelled as follows
y = x  h; (1)
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where * denotes the convolution operator. Given y as an input, the aim is to
estimate the unknown source x and the RIR h.
Equation (1) can be rewritten in a matrix form as
y =Xh =Hx; (2)
where X 2 R(N+L 1)L and H 2 R(N+L 1)N are the linear convolution
matrices constructed from x and h respectively.
2.2 Previous work
In [8], we assume that an acoustic system has a relatively low level of reections,
so that the RIR h can be considered as sparse.
By exploiting the sparsity of RIR h, we proposed a blind speech deconvolu-
tion model as follows
F (x;h) = kx  h  yk22 + khk1 + r(x); (3)
where kx  h   yk22 denotes the data delity term, khk1 is the L1 norm con-
straint, which accounts for the sparsity of RIR h, and  is the regularisation
parameter. Note that, only using sparsity prior is insucient to guarantee the
identiability for the ill-posed blind deconvolution problem [3] [4]. An addition-
al regularisation r(x) is considered to further reduce the solution space for the
estimation of x. Here, r(x) is dened as an indicator function [6] [14], which
accounts for the dynamic range of the source signal.
An alternating optimisation strategy is adopted to address (3) in two step-
s: sparse RIR estimation and signal estimation, where h and x are estimated
iteratively, by xing one, and updating the other.
Sparse RIR estimation In this step, given x, h can be estimated by optimising
the following problem
h(k+1) = argmin
h
kX(k)h  yk22 + khk1; (4)
where X(k) is the linear convolution matrix constructed from x(k) in the kth
iteration. Here, (4) is an L1 regularised least-squares problem, which can be
optimised by existing alogrithms, such as l1 ls [10], ADMM [2], and the CVX
toolbox [7]. In [8], we use l1 ls to update h at each iteration, once we obtain
h(k+1), the convolution matrix H(k+1) can then be constructed, and used to
update x at this iteration.
Signal estimation In this step, x is updated by minimising the following
function
x(k+1) = argmin
x
kH(k+1)x  yk22 + r(x); (5)
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where a variable metric forward-backward (VMFB) method [5] is applied to
optimise (5).
As shown in [8], this method works well for sparse acoustic system, but is
limited when dealing with late reverberation. In this paper, we propose a joint
regularisation model by using an L1 and L2 norm constraint to exploit the
sparsity and density of RIR, respectively, as detailed next.
3 Joint L1  L2 norm based blind speech deconvolution
We assume he and hl are the early and late reections of the RIR h of an acoustic
system respectively, here the direct path of the RIR is included in he. By taking
into account the characteristics of both the early and late part of h, our proposed
joint L1  L2 regularisation blind deconvolution model is formulated as follows
F (x;h) = kx  h  yk22 + khek1 + khlk22 + r(x); (6)
where kxh yk22 is the data delity term, the L1 and L2 norms account for the
sparsity of he and the density of hl, and  and  are the regularisation param-
eters of these two terms respectively. r(x) is an indicator function considering
the dynamic range of the source signal. As the source signal x is unknown, r(x)
is approximated using the observation y as in [8].
Note that, it is reasonable to formulate the blind deconvolution problem by
exploiting the early and late part of h separately as (6). The early reections are
usually caused by the speech signal arriving at the microphone within 5 ms to 100
ms after the direct sound. The length of he can be calculated once the sampling
frequency is given, or estimated by some methods according to reverberation
time RT60. In this paper, we simply assume that the early reection is within
the beginning 30 ms of h. Typically, for a sampling frequency at 16 kHz, the
length of he would be 480 samples.
The proposed joint norm model (6) can be expressed in matrix form as follows
F (x;h) = kXh  yk22 + khek1 + khlk22 + r(x); (7)
or, equally as
F (x;h) = kHx  yk22 + khek1 + khlk22 + r(x): (8)
Furthermore, Equation (7) can be rewritten as
F (x;h) = k

X
Dl

h 

y
0

k22 + kDehk1 + r(x); (9)
where De 2 RLL and Dl 2 RLL are the matrices dened as De =

Ie 0
0 0

andDl =
p


0 0
0 Il

respectively. Here, Ie and Il are the identity matrices, which
are designed according to the length of the early and late part of h respectively.
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Let X =

X
Dl

, and y =

y
0

, where X 2 R(N+2L 1)L and y 2 RN+2L 1,
then we can recast (9) as the following cost function
F (x;h) = kXh  yk22 + kDehk1 + r(x): (10)
It can be seen that the reformulated cost function (10) is similar to (3), so that
a similar alternating optimisation method as in [8] can be used to optimise (10).
In h-step, x is xed, by using (10), h is updated by minimising the following
loss
h(k+1) = argmin
h
kX (k)h  yk22 + kDehk1; (11)
where X (k) is constructed by X(k) and Dl obtained in the kth iteration. Here,
(11) can be seen as a special case of L1 norm regularised least-squares opti-
misation problem, hence we can use the CVX toolbox to optimise (11). After
obtaining h(k+1), H(k+1) can be constructed for updating x at this iteration.
In x-step, h is xed, by using (8), then x can be updated by using the same
cost function as (5). So that, we can also use the VMFB algorithm as in [8] to
optimise (5) for the estimating of signal x.
Algorithm 1
Input: y, , , IK
Initialisation: initialise x(0) by using y, construct X(0) from x(0), construct De
and Dl, initialise X (0) and y as X (0) =

X(0)
Dl

and y =

y
0

respectively, IK = 500,
 = 10 6.
Iterations:
for k = 1; : : : ; IK do
h  step:
Update h(k+1) by solving (11), using CVX toolbox.
Construct H(k+1) from h(k+1).
x  step:
Update x(k+1) by solving (5), using VMFB as in [8].
Construct X(k+1) from x(k+1).
Update X (k+1), as X (k+1) =

X(k+1)
Dl

.
Stopping criterion: If kx(k+1) x(k)k22 <= , then xopt = x(k+1), hopt = h(k+1),
and break, else continue.
end for
Output: xopt, hopt
Compared with the model (3), where only the L1 penalty parameter  needs
to be tuned, in (6), an additional parameter  needs to be controlled. In this
work, the penalty parameters are found empirically, and we will show how the
penalty parameters impact on the estimation of x and h in Section 4. Here, the
proposed algorithm is given in Algorithm 1.
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Fig. 1: Illustration of blind speech deconvolution by using the proposed method
with dierent  values, as compared with the method in [8]: (a) and (b) are the
original signal and RIR respectively; (c) and (d) are the estimated source and
RIR respectively, by the proposed method (for  = 0:005); (e) and (f) are the
estimated source and RIR respectively, by the proposed method (for  = 0:5);
(g) and (h) are the estimated source and RIR respectively, by the method in [8].
4 Simulations and results
4.1 Experimental setup
Experiments were conducted to demonstrate the validity of the proposed method
for speech dereverberation. The reverberant speech y was generated by the linear
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convolution of source speech x and RIR h, simulated in a 8  10  3 room
by a room image model [1]. Here, we assumed that the early reections were
generated within 30 ms. Therefore, he was taken as the rst 480 samples of h,
and hl was selected as the following 520 samples from h. The overall length of h
was 1000. Six speech signals (3 males and 3 females) from the TIMIT database
were used as the source signals, each of length 500 samples. The observation y
was used to initialise x by taking the rst 500 samples from y (discounting the
silence part) added with 0 dB white Gaussian noise. The maximum iteration
number of the proposed method was set as 500, and the stopping criterion was
kx(k+1)   x(k)k22 <= , where  was set as 10 6. The values of the penalty
parameters  and  were set according to the experiments to be discussed later.
4.2 Performance indices
The reconstruction error is used as the performance index to evaluate the esti-
mation accuracy of the source signal and RIR estimation, dened as
Rerr = 20log10
0@
vuut 1
M
MX
i=1
(e^i   ei)2
1A ; (12)
where Rerr represents the residual error (in decibels) between the original signal
e and the estimated one e^ (both normalized as e = emax(jej) ), and M is the
length of the signal. Here, e can be either x or h.
In addition, a reverberation index is used to evaluate reverberation suppres-
sion by calculating the ratio of the energy in the early reections to the energy
in late reections, which is
RR = 10log10
khek22
khlk22
: (13)
4.3 Results and analysis
First, experiments were conducted to illustrate the performance of the proposed
method as compared with the method in [8], for deconvolving the reverberant
speech as generated in Section 4.1. Here, two experiments were carried out to de-
convolve the same reverberant signal by using the proposed joint norm method,
where the L1 penalty parameter was set to be the same, which was  = 0:0038;
whereas the L2 penalty parameters were dierent, which were  = 0:005 and
 = 0:5 respectively. With dierent values of , we are able to show how the
L2 penalty parameter impacts on the deconvolution performance, especially, for
RIR estimation. The result is given in Figure 1.
From Figure 1, we can see that both of the estimated source signals resemble
the original source. The early parts of the estimated RIR (as shown in the sub-
plots (d) and (f)) are also similar to that of the ground truth RIR in (b). It is
worth noting that the late reections are reduced to a lower level as shown in the
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Table 1: Comparison of the reconstruction errors (dB) for dierent penalty pa-
rameters.
 0.0001 0.005 0.01 0.1 0.5 1 2
 = 0:0038
x error -19.03 -19.11 -19.11 -18.97 -18.72 -18.53 -18.44
h error -31.34 -31.46 -31.38 -30.94 -30.75 -30.77 -30.80
 = 0:01max
x error -18.94 -19.01 -18.99 -18.79 -19.76 -19.64 -19.28
h error -30.22 -29.94 -29.47 -29.96 -31.12 -30.99 -30.69
subplot (f), which means the late reections can be suppressed by increasing the
L2 norm penalty parameter. This is benecial for dereverberation or enhance-
ment of an acoustic system. Also note that, the RIR can be well recovered by the
proposed joint norm method with a smaller L2 penalty parameter as shown in
the subplot (d), whereas the estimated RIR in the subplot (h) by the method in
[8] is more sparse when compared with the original RIR in (b). This is because
the method in [8] only used a sparsity constraint for the RIR h estimation.
Another experiment was carried out to show how the estimation results were
inuenced by the penalty parameters, where 6 source signals and one RIR as
mentioned in Section 4.1 were used to generate 6 reverberant speech signals for
the deconvolution tests. In order to see how  inuences the RIR estimation,
especially for the suppression of the late part of the estimated RIR, the value
of  was xed to  = 0:0038 rst, which was found empirically; then a warm
starting strategy [14] was used for h estimation in each iteration, by setting
 = 0:01max, where max = kX (k)Tyk1. Table 1 shows the comparison of the
average reconstruction errors with dierent parameter values.
From Table 1, we can see that the signal reconstruction error is increasing
when the parameter  is increased from 0.005 to 2 for a xed L1 parameter ,
meanwhile, the RIR reconstruction error is also increasing when  is increased
from 0.005 to 0.5, which indicates  is eective only in a certain range. When
the warm starting strategy is used, the reconstruction errors of signal and RIR
are uctuating when  is increasing, and the smallest reconstruction error can
be obtained when  = 0:5.
Note that, for a xed , the variation of the RIR reconstruction error is larger
than that of the signal within a certain range of  (e.g. from 0.005 to 0.5). The
increase in the reconstruction error is due to larger L2 penalty parameters used
to suppress the late reections.
In order to evaluate the suppression for late reections in the estimated RIR
h, we carried out another experiment on the same reverberant speech signals
as used in the last experiment, where dierent penalty parameters were tested.
Figure 2 shows the variation of the reverberation indices of the estimated RIRs
with the change in . We can see from the gure that the reverberation indices
Joint L1  L2 Regularisation for Blind Speech Deconvolution 9
0.0001 0.005 0.01 0.1 0.5 1 2
0
5
10
15
20
25
30
35
R
ev
er
be
ra
tio
n 
In
de
x
Fig. 2: The reverberation index variation for dierent penalty parameters, where-
as the reverberation index of the original RIR is RRhtrue = 6:31.
are increasing when  is increased, and all the reverberation indices of estimated
RIRs are larger than that of the original RIR (RRtrue = 6:31), which means the
late part of the estimated h can be better suppressed by increasing the L2 norm
penalty parameter. Note that, when  is larger than a certain value, such as 0:5,
the late reections will be smoothed as shown in Figure 1 (f).
5 Conclusions and future work
We proposed a joint L1  L2 norm blind deconvolution method for reverberant
speech deconvolution, both the sparsity and density of RIR were taken into
account. The experiments shown the proposed method not only can reconstruct
the source speech and early part of RIR, but also can suppress the late part of the
estimated RIR. Future work will evaluate the method with noise interference, and
also automate the selection of the penalty parameters based on the reverberation
level.
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