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Abstract
Multibody forward dynamics models of the human body are often used in predictive
simulations of human motion. An important component of these models is contact mod-
elling. For example, foot-ground contact plays a crucial role in obtaining accurate results
from a walking or running simulation and contact models of joints are necessary to deter-
mine accurate joint pressures.
Contact models increase multibody system equation complexity (often dramatically)
and can introduce nonlinearities and discontinuities into the system equations. This is par-
ticularly problematic in predictive simulations, which may determine optimal performance
by running a model simulation thousands of times. A desirable contact model should be
accurate enough to recreate physiological motion and contact pressures yet still efficient
enough to use in an optimisation.
A suitable contact model for multibody biomechanics is volumetric contact modelling.
Volumetric contact modelling is ideally suited for large, conforming contacts, as is found
in biomechanic applications, and has relatively simple, analytical equations (provided the
contact surfaces can be approximated as simplified shapes). Another advantage is that
volumetric contact can be used to calculate contact pressure, which is difficult to do with
simpler point-contact models. In this thesis, volumetric contact was used in two biome-
chanics models to test its applicability: an anatomical knee model with tibiofemoral contact
and a foot-ground contact model.
The volumetric knee model was based on another knee model in the literature, with
the contact model replaced with volumetric contact. The volumetric model ran faster than
real-time and had similar contact forces to the original model. Further improvements are
possible by using medical images to determine the contact geometry and including muscles
in the model.
A friction model is an important part of some biomechanic contact models, particularly
the foot-ground contact model. A literature review revealed that many current friction
models introduce discontinuities into system equations or are unnecessarily complex. A
novel continuous friction model was developed which uses a minimum number of parameters
for easy parametrisation.
A novel, three-dimensional foot-ground contact model was developed and validated, for
future use in a human gait simulation. The foot model used volumetric contact equations
for ellipsoidal geometry (which were derived in this thesis, as an improvement on previous
sphere-plane contact models). A gait experiment was used to parametrise and validate
the model (except for the friction parameters). The model ran over 100 times faster than
real-time (in an inverse simulation) and matched experimental normal force and centre of
pressure location (with less than 7% root-mean-square error).
It was discovered that the designed gait experiment could not be used to determine the
friction parameters for the foot-ground model. A possible alternative was suggested, and
the validation of the friction portion of the model was left to a future study.
In conclusion, volumetric contact can be used to produce a computationally efficient
and accurate contact model.
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Chapter 1
Introduction
1.1 Human Motion Analysis
Multibody dynamics is a useful tool for human movement simulation. A human can be
modelled as a complex mechanism, commonly using rigid bodies to represent body seg-
ments, simple kinematic joints to represent anatomical joints, active torque elements to
represent muscle forces, and various contact models to represent external contacts (such
as foot-ground contact) [1]. More complex models can be used for the components to
increase accuracy; for example, a joint could be modelled including the contact, ligaments
and muscles in a joint, rather than just using a simplified kinematic joint. The modelling
method used for each component of the human model is generally a compromise between
simplicity and accuracy; simpler models are easier to build and faster to simulate, but are
less accurate in matching human motion, while more accurate models tend to be more
complex to build and can result in slow, computationally inefficient models.
One common use of a multibody human model is measuring human motion to calculate
the internal forces and strains that cannot be easily measured, such as the muscle forces
and ligament strains. This is inverse dynamics. Another application of multibody models
is forward dynamics simulation, or predictive simulation, in which a set of inputs (such
as muscle forces) is used to simulate human motion. A forward dynamic model can be
used in an optimisation routine with a physiological cost function to predict human mo-
tion in untested situations or to predict human movement optimised for certain criteria.
Optimisation requires many simulations to converge to a solution (often thousands) so a
computationally efficient model is needed, as well as an accurate one. Predictive simulation
is currently an active area of research, and can be used for doctors seeking to predict con-
sequences of therapy or surgery, trainers and sports specialists wanting to optimise athlete
performance or equipment, and prosthesis designers wanting to optimise the equipment
[1].
Some examples of current research in predictive human models include:
• models of total knee replacements, used to predict changes to lower limb kinematics,
muscle loads, and ligament loads due to the replacement alignment [2], [3],
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• full-body gait models, used to determine possible balance control and human energy
optimisation methods [4], [5] or to predict new gait movements that limit knee contact
loads [6],
• and models of athletes, used to predict optimal technique [7].
This list only serves as a sample of current research; there are many more uses of
forward dynamic multibody models in human motion analysis.
1.2 Contact and Friction
One important aspect of biomechanic models is contact models. An accurate contact model
is required to calculate joint contact forces and pressures, which may be used to determine
the longevity of joint replacements [3], and to calculate ground reaction forces, which may
be used to determine a gait pattern that reduces tissue stresses [8].
However, contact models introduce many challenges to modelling. Contact forces are
often nonlinear, discontinuous, and result in stiff system equations. Contacts in biomechan-
ics are often over large compliant surfaces (such as contact between the plantar surface of
the foot and the ground, or between layers of cartilage in a joint). Detailed and accurate
contact models tend to become increasingly computationally expensive, such as the foot
contact model of Halloran et al., which took 99.5% of the computation time in a full-body
gait simulation [8]. Simpler contact models are often based on point-contact models which
are not accurate for conforming surfaces. A balance is needed between a simplified model
that will be computationally efficient, and an accurate model.
Friction modelling, an important part of contact models, is another source of complexity
and discontinuities in the system equations. Friction is generally ignored in human joint
contact models, due to their low coefficient of friction, but it plays an important role in
foot-ground contact and grasping of objects.
1.3 Objectives
The primary purpose of this thesis is to explore the potential use of volumetric contact in
multibody biomechanics models. Volumetric contact, originally developed for contact mod-
elling in robotics simulation [9], has several characteristics that are useful for multibody
biomechanics. Volumetric contact considers pressure developed across the whole contact
surface, making it more accurate for conforming geometries than point contacts and al-
lowing the surface pressure to be calculated (unlike point contact models). Additionally, if
the contact geometry is simplified to analytical shapes, the contact forces can be described
using analytical equations, which results in a model more computationally efficient than
finite element models or discrete elastic foundation models.
Two biomechanic models using volumetric contact are described in this thesis: a knee
model and a foot-ground contact model.
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To the author’s best knowledge, volumetric contact has not been used in a human joint
model before now. Volumetric contact has promising potential for joint contact since it can
model large, conforming contact surfaces and can be used to determine contact pressure,
which is a useful measure for determining comfort and osteoarthritis progression. A proof-
of-concept knee model was created, based on another model in the literature, to determine
if volumetric contact could make a computationally efficient model with similar accuracy
to the original model in the literature.
Volumetric contact has been previously used in foot-ground contact models, but these
have been limited to 2D contact and spherical geometry [10]. The work on foot-ground
contact in this thesis had two primary objectives: to derive equations for volumetric contact
of an ellipsoid and plane, since ellipsoids can match complex geometry more closely than
spheres can, and to experimentally parametrise and validate a 3D foot model.
Current velocity-based friction models are also evaluated for use in multibody optimi-
sation studies in this thesis. It is noted that many models have discontinuities or needless
complexities, so a new model that is continuous, differentiable, computationally efficient,
and uses few parameters (to aid in simplicity of parametrisation and use) is presented.
1.4 Document Structure
This thesis explores the use of volumetric contact modelling in multibody biomechanics
applications. Some background to the topic of contact in biomechanics is provided in
Chapter 1, and a more detailed literature review on contact and friction models is given in
Chapter 2. A literature review of current knee modelling methods and foot-ground contact
models is also given in Chapter 2.
Chapter 3 describes a basic knee model, which uses volumetric contact to model the
tibiofemoral contact.
Chapter 4 describes some current velocity-based friction models, notes some of their
shortcomings, and describes a novel continuous friction model to address these issues.
Chapter 5 contains a more developed use of volumetric contact with friction in a foot-
ground contact model. This chapter is divided into several major sections. In Section 5.1,
volumetric contact equations are derived for ellipsoid-plane contact. These are used to-
gether with the friction model in Chapter 4 to develop a 3D foot-ground contact model,
described in Section 5.2. This model is parametrised and compared against gait experi-
ments in Section 5.3.
Conclusions and recommendations from the thesis are given in Chapter 6.
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Chapter 2
Literature Review
A review of contact models and friction models is provided in this chapter1, with a focus
on models for predictive forward dynamic simulations.
For forward dynamic simulations, optimal control methods are often used to predict
system inputs or to improve results of a tracking problem [12]. When using optimal control
methods, a system model that is computationally efficient and leads to non-stiff equations
is advantageous since it can reduce the computational time for a simulation that may
be run thousands of times before finding a global optimum. A model that provides a
continuous response is also desirable in order to obtain a reasonable frequency response
[13]. Certain optimisation methods make use of the derivatives of the system equations
[12], so it is desirable to use equations that are continuous and differentiable to model the
system. Sensitivity analysis, which may be used to assist optimal control, benefits from a
system with differentiable equations [14]. System derivatives are also used in calculating
the Jacobian matrix for multibody analysis and simulation. For these purposes, a contact
or friction model should ideally be computationally efficient, continuous, and differentiable.
2.1 Contact Dynamics Modelling
Gilardi and Sharf [15] define two main types of contact studies: contact dynamics and
contact mechanics. Studies that focus on the net forces, velocities, and impulses between
two bodies (such as multibody dynamics) fall under contact dynamics. Contact mechanics
focuses on stress and displacement distributions within the contact area (the focus of
tribology).
Since the primary focus of human motion modelling is replicating accurate motion,
contact dynamics is of primary interest. Contact dynamics models can be divided into
discrete and continuous models [15]. Discrete (or impulse-momentum) models assume
that contact occurs over a short time and that contact forces can be approximated as
1Parts of this chapter (primarily Section 2.2) and Chapter 4 (with adaptations) were originally published
in the ASME Journal of Computational and Nonlinear Dynamics [11]. c© ASME.
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instantaneous impulses. Continuous contact models assume that the contact forces act
continuously throughout impact. Despite being more computationally complex, continuous
models are better suited for intermittent and continuous contact, multiple contacts, and
flexible bodies [15], which are common in biomechanical systems. Several main types of
continuous contact models will be described here. Figure 2.1 serves as an overview of most
of the models discussed in this section.
2.1.1 Point Contact Models
Point contact models assume contact between two surfaces occurs at a single point. This
ignores any effects of geometry around the contact patch and makes a relatively simple
model. Point contacts work well if the contact area is small, but are less accurate if
contact could be anywhere within a large area. Objects with a large contact area can
be modelled using several point contacts spread over the contact area, but this increases
model complexity.
One of the simplest point contact models with energy dissipation is the Kelvin-Voigt
model (Figure 2.1a), which represents the contact forces as a parallel spring and dashpot:
Fn = kδ + dδ˙ (2.1)
where Fn is the normal contact force, k is the spring constant, d is the dashpot constant,
and δ is the penetration or deformation depth. Note that this equation specifies the
contact forces when contact exists (i.e. δ >= 0); if there is no contact then Fn = 0. A
concern with this model is that the transition between contact and non-contact conditions
is discontinuous due to the use of a linear dashpot. The damping parameter may also
result in a non-physical negative normal force during separation.
To overcome these issues, Hunt and Crossley [16] proposed a contact model based on
a modified form of Hertz law (Figure 2.1b). Hertzian theory assumes that surfaces act
like elastic half-spaces, and that the surfaces are non-conforming (that is, that the contact
area is small relative to the curvature of the contact surface) [17]. In order to account for
energy dissipation, Hunt and Crossley added a damping term that scaled with the depth
of penetration:
Fn = kδn + (bδn)δ˙ (2.2)
where k and n are constants dependent on material properties and contact geometry and
b is the damping coefficient. The Hunt-Crossley contact model has been used extensively
in various applications. The main disadvantage is that it is based on Hertzian theory, and
is not as accurate for conforming surfaces.
Flores et al. [18], [19] and Gonthier et al. [20] provide a more detailed overview of these
models and some other point contact models with further details on energy dissipation and
its relation to the coefficient of restitution.
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Vδ
δ
Kelvin-Voigt
Fn = kδ + dδ˙
Hunt-Crossley (Hertz)
Fn = kδn + (bδn)δ˙
Finite element
Partial differential equations for each
element
Elastic foundation
Discrete force equation at each spring
element
Volumetric
Fn = kV V (1 + aδ˙)
(a)
(b)
(c)
(d)
(e)
Figure 2.1: Overview of some contact models, their assumptions about the contact surfaces,
and the contact force equations
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2.1.2 Modified Point Contact Models
Some point contact models have been augmented by having some consideration for the
surface geometry. The geometry of the contact surface—generally simplified to analyti-
cal shapes—is used to determine the primary location of contact across a large surface.
Traditional point contact models can then be used at this point to determine the contact
forces.
For example, Lopes et al. [21] used superellipsoids to represent foot geometry for a
foot-ground contact model. The point of minimum distance between the superellipsoid
and ground was used as the central point of contact and contact forces were calculated
using an adapted Hunt-Crossley point contact model.
Millard and Kecskeméthy [22] used a disc in contact with a plane to represent foot-
ground contact. A Hunt-Crossley model was used to calculate the contact forces at the
point of minimum distance between the disc and the plane.
2.1.3 Finite Element Models
Finite element models [23] provide a much more detailed model of the stresses in the
contact surface and can model complex shapes (Figure 2.1c). The mesh density of finite
element models is the primary limitation on accuracy. However, the large computational
cost of finite element models prevents them from easily being used in real-time applications
or optimisation [24].
2.1.4 Elastic Foundation Models
In elastic foundation models, the contact surfaces are modelled as a layer of discrete springs
over a rigid base (Figure 2.1d). This is less computationally expensive than finite element
models and can be used to calculate the contact area and pressure. However, they are
less accurate than finite element models since they do not consider sub-surface stresses or
deformation of surrounding elements.
Elastic foundation models are generally based on discretising the contact surface into
many springs. As a result, a large number of equations are generated for the system and
it may become computationally expensive. Fregly et al. developed an elastic foundation
based knee model they claim is sufficiently fast for some optimisation studies [25]; the
usefulness of this model is likely dependent on the complexity of the rest of the model and
the desired optimisation.
2.1.5 Surrogate Models
A computationally efficient alternative to finite element models and elastic foundation
models are surrogate models [26], [27] which are computationally cheap models trained
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to match results from a detailed model. Surrogate models are based on lookup tables
rather than physics based models. Building a surrogate model requires significantly more
work compared to other models since it requires a high-fidelity model to be built and then
extensively tested to train the surrogate model. Another difficulty is that surrogate models
are only valid over the conditions for which they have been trained, so they are not very
flexible in their application.
2.1.6 Volumetric Contact Models
Volumetric contact is a more recently developed contact model, first proposed by Gonthier
et al. for contact in robotic manipulators [9]. Volumetric contact is based on the elastic
foundation model and models the surface as a continuous collection of tensile springs
(Figure 2.1e).
Since volumetric contact considers pressure developed across the whole contact surface,
it is more accurate than point contact models for complex and conforming geometries [28].
The contact forces can be found as an integral of the stresses developed across the contact
area. If the contact geometry is represented as simplified shapes—which is generally done
for volumetric contact—the distributed forces over the contact surface can be integrated
to obtain analytical equations for the equivalent forces and torques at a resultant point.
Volumetric contact additionally defines equations for rolling resistance, tangential friction,
and spinning friction. This results in a set of equations much more efficient than discrete
elastic foundation models, and not significantly more complex than point contact models.
Using volumetric contact, if the surface stiffness is linear, integration across the contact
surface reveals that the normal force is directly proportional to the volume of penetration
of the two surfaces. Similarly, the centre of pressure is at the centroid of this penetration
volume, and all other contact forces can be related to the penetration volume and its
properties [28], [29].
For a general case, the normal force equation for the volumetric contact model is
Fn = kV V (1 + avcn) (2.3)
where V is the volume of penetration, vcn is the relative velocity of the two surfaces in
the normal direction at the volumetric centroid, kV is the volumetric stiffness, and a is the
damping constant.
Volumetric contact is used and discussed further in Section 5.1.
2.2 Friction Modelling
Friction, the force that opposes the relative motion of two surfaces in contact, has been
studied for more than 500 years, but there is still no conclusive method to model this
phenomenon [13].
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This section will be a review of simple friction models for multibody dynamics models
and optimisation, not a detailed review of friction in general. For further details on sliding
friction and its use in simulation, readers are directed to Berger’s review paper [13]. More
information about various types of friction, with a focus on tribology and numerical models,
can be found in Zmitrowicz’s survey paper [23].
2.2.1 Types of Friction Models
The most basic models for friction express the force of friction as a function of the normal
force and the relative velocity of the surfaces. One of the earliest is the Coulomb friction
model. This model can be given as
Ff = µFn sign(v) (2.4)
where Ff is the friction force, Fn is the normal force between the bodies, µ is the coefficient
of friction, v is the relative velocity, and the sign function is described as
sign(x) =
−1 x < 01 x > 0 (2.5)
A force-velocity curve for the Coulomb friction model is shown in Figure 2.2.
𝐹𝑛	𝜇
−𝐹𝑛	𝜇
𝑣
𝐹𝑓
Figure 2.2: Coulomb friction model
The Coulomb friction model is rather basic and neglects the effects of velocity on
friction, such as the Stribeck effect. The Stribeck effect describes the decrease in the
force of friction experienced as the relative velocity between two surfaces increases (see
Figure 2.3). In this thesis, the friction at or near zero velocity will be called static friction
(or stiction), with a value of µsFn (the static coefficient of friction multiplied by the normal
force), and the friction experienced at higher velocities will be called dynamic friction (also
commonly called Coulombic friction in other papers), with a value of µdFn (the dynamic
coefficient of friction multiplied by the normal force).
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Static friction
Dynamic friction Viscous friction
Stribeck effect
𝑣
𝐹𝑛	𝜇𝑠
𝐹𝑛	𝜇𝑑
𝐹𝑓
Figure 2.3: Velocity dependence of friction: Stribeck effect and viscous friction
For certain contacts, especially lubricated surfaces, friction also exhibits viscous charac-
teristics. This effect will be called viscous friction, and is characterised by a linear increase
in friction with respect to velocity (see Figure 2.3).
The model shown in Figure 2.3 causes problems in simulation and optimisation around
v = 0, since the value of friction is discontinuous and undefined at this point. Most of the
basic friction models can be described as different methods of handling this discontinuity.
One way to determine the value of friction at v = 0 is to set it equal to the applied
force to satisfy static equilibrium conditions. However, this requires two different sets of
equations for sticking and slipping conditions, and the system equations would have to be
changed during simulation. This would cause a simulation or optimisation of the system
to take longer to complete.
Instantaneous impact models, which are based on applying impulses within a discrete
time-step, have been proposed to model friction as an alternative to a continuous friction
model [30]. These models have good results for simulation, but are difficult to use for
optimisation, so they are not explored here.
Another method to model friction is using a displacement-based or bristle friction model
[20], [31], [32]. In these models an additional state variable tracks the displacement history,
or bristle deformation, in order to calculate the friction forces. However, these models either
do not consider the velocity dependence of friction [31] or in order to model it introduce
discontinuities into the friction force [32] or become increasingly complex and require a large
number of parameters [20]. Also, in displacement-based models, dynamic friction is often
implemented as a saturation limit on the bristle deformation, which causes a discontinuity
in the derivative of the state variable tracking bristle deformation.
The problems associated with discontinuities can be eliminated by using a continuous
velocity-based equation that approximates the shape of the force-velocity curve in Fig-
ure 2.3. This can be done by assuming that the force of friction at zero velocity is equal
to zero, and that the frictional force increases smoothly with an increase in velocity. This
unfortunately introduces some other issues to the model—mainly that perfect “sticking”
of two surfaces due to friction is not possible.
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2.2.2 Continuous Normal Force
Since most friction models are a function of the normal contact force, the normal contact
model must be continuous and efficient to ensure the friction model is as well (several
contact models are described in Section 2.1). The Hunt-Crossley model or volumetric
contact would meet these criteria.
2.2.3 Other Friction Phenomena
The friction models presented in this thesis neglect several known phenomena of friction
such as time lag [13], micro-slip [33] (called pre-slip displacement by Berger [13]), and dwell-
time dependence of friction [13]. Models describing these phenomena are more complex,
often requiring additional states (such as bristle models, which are used to model micro-
slip [34]), resulting in discontinuous equations, or have significantly reduced computational
efficiency. Friction is also known to be affected by temperature, surface roughness, and
wear debris [23], but including these effects would complicate models further. Due to
their increased complexity and reduced efficiency, models that include these effects are not
considered.
2.3 Knee Modelling
The knee, due to its importance in modelling human motion, has received much attention
over the years. This literature review will be only a brief overview of knee modelling; for
a more detailed literature review of the knee and knee modelling, the reader is directed to
Madeti’s review of knee biomechanics [35] and Hefzy’s reviews of knee models [36], [37].
2.3.1 Phenomenological Models
Phenomenological knee models, as defined by Hefzy and Grood [36], [37], are models that
have similar kinematics to the knee joint without considering the physiological components
within the knee.
As an example, the simplest phenomenological model used is a revolute joint (or hinge
joint), which approximates the main function of the knee (providing one axis of rotation)
but does not model the tibiofemoral contact forces, ligament forces, or muscle forces. A
revolute joint is often used to model the knee when the knee is not of primary interest in
a model, such as in full-body models where the overall motion is of interest [5], [7], [38],
[39]. However, a revolute joint does not capture the full kinematics of the knee and does
not model the contact pressure or ligament forces.
A four-bar mechanism has also been used as a knee model [36] since the kinematics
match those of a knee better than a revolute joint does. In a four-bar model, the four links
represent the tibia, ACL, femur, and PCL. However, only the motion of the links has some
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correspondence to their physiological counterparts; the forces in the links are unrelated.
Another disadvantage with these models is that they are generally limited to 2D motion.
More complex mechanisms have been proposed that match knee motion more closely,
such as the two 3D mechanisms by Di Gregorio et al. [40]. These mechanisms are comprised
of several rigid links and ideal joints to form a single-degree-of-freedom system. Similarly,
a single-degree-of-freedom equivalent kinematic joint can be used [41]; this joint uses a
curve to represent any possible joint motion rather than using several links and joints.
The knee models mentioned up to now are of similar computationally efficiency to a
revolute joint with various complexities of kinematics, but the kinematics only match one
motion; the models do not consider the compliance of knee joint, such as that caused by
joint cartilage compression and tendon elongation.
Though phenomenological models are useful in matching kinematics, they cannot be
used to determine joint pressure in the knee.
2.3.2 Anatomical Models
Anatomical models [37] consider and model the anatomical components of the knee in-
cluding the tibiofemoral surfaces and contact (bone, cartilage, and meniscus), the ligament
forces, and the muscle forces. As a result, anatomical models are generally more com-
plex and computationally expensive than phenomenological models, but provide a more
complete and accurate model of the knee.
The modelling methods used in anatomical models has varied significantly. Contact
has been modelled as rigid contact [42]–[45] or compliant contact [46], [47], contact surface
geometry has been modelled as simplified 2D geometry (such as polynomials or splines)
[42], [48]–[51] or 3D meshes [44], [45], [47], and the ligaments have been modelled using
four [48], [50], [52] to 12 [43] elements.
A large number of knee models have been of a total knee replacement. These models
have generally used the same modelling techniques—though the contact surface geometry
may differ slightly—so these models will be presented together with natural knee models
in the following sections of this review. Some total knee replacements have included an
instrumented replacement [3], [47], [53], which can measure the internal contact forces that
are difficult to obtain experimentally.
The remainder of this section will explore some of the details considered in anatomical
knee models: the tibiofemoral contact model and geometry, the ligaments, and the muscles.
This will describe some of the primary methods used to model these components and some
of the advantages and disadvantages of these methods. A recurring theme is the need to find
a balance between a model’s complexity and accuracy and its simplicity and computational
efficiency.
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Tibiofemoral contact
A number of different contact models have been used in anatomical knee models to model
the contact between the femoral condyles and tibial plateaus. The contact models men-
tioned in this section have previously been described in the contact review in Section 2.1.
Many early anatomical models used rigid contact [42]–[45]. While perhaps being more
computationally efficient than other methods, rigid contact is a poor representation of the
knee since it ignores cartilage and meniscus deformation. Blackevoort et al. [46] noted
that compared to rigid contact, deformable contact models the conforming surfaces more
accurately and is more numerically stable. An additional difficulty with rigid contact is
that the contact pressure cannot be determined since force occurs at a single point.
A number of researchers [25], [46], [47], [54], [55] have used elastic foundation contact
models, which assumes that the cartilage behaves as an elastic, compressible layer. This is
much more accurate than rigid contact [46], but does not capture some material charac-
teristics such as the incompressibility of cartilage. Adapted equations have been proposed
to better model incompressible contact [56].
Finite element models have also been used to model contact [24], [57]. These model
subsurface stresses, can model incompressible material, and are not confined to simple
geometry. However, finite element models are too time consuming for simulating knee
kinematics for real-time simulations [24], and certainly too complex for optimisation of
activities.
A comparison of Hertz point contact, elastic foundation contact, and finite element
contact modelling was done by Pérez-González et al. [24]. The elastic foundation model was
found to be more accurate than the Hertz model, but its predictions were not as accurate as
the finite element model. Since the computational efficiency of elastic foundation models
was desirable (compared to finite element models) an adapted elastic foundation model
was proposed by Pérez-González et al. to obtain results more similar to the finite element
model.
Surrogate models of the knee have also been developed as a computationally cheap
alternative to finite element models [26], [27]. Surrogate models must be trained by an
anatomical model, but may be considered a phenomenological model since they do not
consider the component functions (they act as lookup tables rather than a physics based
model). Surrogate knee models have only been used to calculate the total joint force, not
the contact pressure or ligament forces.
To the author’s best knowledge, volumetric contact has not been used in joint models.
This is likely due to how recently volumetric contact has been proposed compared to other
contact modelling methods (in 2005 [9]). Volumetric contact is a promising method for use
in human joint models in multibody simulations since it is better suited for large, conform-
ing contact surfaces (compared to point contact models [28]), and is more computationally
efficient than finite element models.
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Tibiofemoral contact geometry
Contact geometry has been determined from cadaver studies or medical imaging of the
bone and cartilage. Many models have only used the bone geometry, but DeFrate et al.
[58] noted that cartilage geometry is also necessary to accurately determine contact location
and pressures.
To simplify the system equations, the bone or cartilage geometry can be approximated
as basic shapes (such as spheres [43] or polynomials [52], [55], [59]). This reduces the
complexity of the system equations significantly, but also reduces the model accuracy.
Accurate geometry is important, as it has been noted that knee models are most sensitive
to contact geometry and ligament insertion locations [48].
In general, knee measurements have not been reused among researchers (possibly due
to the complexity of sharing the data, and the desire to have subject-specific models),
although some commonly recognised measurements now exist with the Grand Challenge
Competition to Predict In Vivo Knee Loads [53] and human motion simulation packages
such as OpenSim (from the National Center for Simulation in Rehabilitation Research). In
fact, avoiding the reuse of measurements may be beneficial since subject-specific geometry
can be important for model accuracy, as noted by Gerus et al. in a knee model [60] and
Wesseling et al. in a hip model [61].
Ligaments
Various numbers of ligaments have been included in knee models, and various numbers of
elements have been used to model each ligament. Ligaments are an important part of a
knee model, but there are a number of difficulties in obtaining an accurate representation
of ligaments.
Momersteeg et al. noted that ligaments have significantly different values of stiffness at
different orientations and recommends using 4 to 7 linear elements in parallel per ligament
to accurately capture the ligament properties [62], [63]. However, most models use fewer
than 4 elements per ligament.
Ligament insertion sites are generally determined from medical imaging., though this
may not be sufficiently accurate. Rachmat et al. discovered inter-observer differences in
ligament placement could be considerable in a study using MRI scans of a knee [64].
Most models have not modelled the ligaments wrapping around the bones, though
wrapping has been noted to change some ligament lengths by a noticeable amount [65].
The ligament force-strain relationship has generally been modelled as having two re-
gions: an initial quadratic stiffness, followed by a linear stiffness [59]. This ignores some
time-dependent properties of ligaments [66], but these likely only play a small role in
regular human motion.
Ligament slack lengths are important to determine accurately due to the high stiffness
of ligaments. Slack lengths may be obtained directly from some literature. Another method
to determine ligament slack lengths relies on the fact that ligaments are close to their slack
length at a particular knee position [52], [67].
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Muscles
Muscles play an important role in stabilising the knee [68, p. 634] so muscles and muscle
wrapping around the knee could be an important part of a complete knee model.
Many knee models ignore the contribution of muscles bridging the knee; in general these
models were limited to replicating unloaded, passive motion and ligament strains [43], [48],
[52], [59], [69]. Bersini et al. included just the quadriceps in their lower limb model [45],
while other models included several muscles of the lower limb [44], [47], [49], [55], [70]–[72].
These models have been used to study gait, squatting, stepping, and other load-bearing
movements.
2.4 Foot-Ground Contact Modelling
2.4.1 Contact Model
The contact modelling methods mentioned in this section are described in more detail in
Section 2.1.
The simplest method of modelling the foot-ground interface is using an ideal joint (a
fixed joint or revolute joint) [73], [74]. In these models, the foot contact must be modelled
in several ways depending on the time-varying contact conditions: disconnected from the
ground (during free-flight), fixed by a revolute joint to the ground (at the heel or toe, while
the foot is in partial contact), or fixed entirely to the ground (when the foot is flat on the
ground). The primary difficulty with this type of model is dividing the simulation into
several phases (representing each contact condition) and handling each phase separately
since each phase has a different set of equations. Another downside is that these models
can produce unrealistic values for friction since slipping is not possible.
Another simple contact model is a rollover rocker [75], [76]. This is generally limited
to two-dimensional motion of the foot. The contact surface is modelled as a curved rocker
which rigidly contacts the ground at one point. This models the movement of the centre
of pressure more accurately than an ideal joint, but is less accurate at heel-contact and
toe-off and also requires separate phases of contact and non-contact conditions.
Continuous contact models are more accurate since they allow more movement during
contact (such as slipping, rolling, or spinning as well as some compliance) and use the same
set of equations for all contact conditions.
The most basic form of a continuous contact model is a point contact model. Point
contact models of the foot use various numbers of point contacts (from 2 to 38) to represent
the plantar surface [4], [77]–[80].
Modified forms of point contact models have also been used for foot-ground contact,
including superellipsoid-plane contact by Lopes et al. [21] and disc-plane contact by Millard
and Kecskeméthy [22] (previously mentioned in Section 2.1.2). According to Lopes et al.
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[21], the superellipsoid-plane contact was more computationally efficient than a model
comprised of a large number of point contacts with similar accuracy.
Finite element foot models have been used to calculate contact pressures [8], [81]. The
model by Halloran et al. was incorporated into a multibody gait model which was optimised
to minimise foot-ground contact pressure [8]. This model took over 10 days to solve with
the finite element foot model requiring over 99.5% of the computation time, making it
impractical for most applications.
Volumetric contact was first used in foot-ground contact by Millard et al. [79], who
used a 2D two-segment foot model with three volumetric sphere-plane contact elements.
This model was further developed by Sharif Shourijeh et al. who also proposed a hyper-
volumetric model [10], [38]. Mouzo et al. used volumetric contact in a 2D foot model with
a polynomial representing the contact surface [39]. Volumetric contact has yet to be used
in a 3D foot model.
2.4.2 Foot Model
For forward dynamic analysis, the foot has been modelled as one [39], [79], two [4], [10], [22],
[77]–[79], or three [21] independent rigid segments. A larger number of segments generally
results in a model that is more accurate, but also a more computationally expensive model
that requires additional actuators (for an active joint) or springs (for a passive joint) for
the additional degrees of freedom.
The foot segments are generally joined by revolute joints which may be passively driven
[10], [77], torque-driven [7], [22], or muscle-driven [4], [21].
Foot models for inverse dynamics or tracking experiments are often made of a larger
number of rigid bodies—up to 8 [82]—but this type of model has not been used in a forward
dynamic simulation, likely due to its complexity.
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Chapter 3
Volumetric Contact Model of the
Knee
The purpose of the work reported in this chapter was to develop a proof-of-concept volu-
metric contact knee model. This model was used to determine if a volumetric contact knee
is effective in multibody dynamics for real-time simulations or optimisations.
A brief literature review of knee models is given in Section 2.3. Volumetric contact
is considered for a knee model since it can accurately model a large, conforming contact
area (as would be present in a joint) and is much simpler (and more computationally
efficient) than finite element or elastic foundation models. Another reason to consider
volumetric contact for a knee model is that it can be used to determine joint pressure
(unlike point contact models). Joint pressure can be used in human movement optimisation
and prediction [83]. To the author’s best knowledge, this represents the first effort to use
volumetric contact in a joint model.
Since the knee model developed in this chapter was a proof-of-concept to test volumetric
contact, development was simplified by using another knee model in the literature as a
basis. The model chosen for this purpose was a knee model by Abdel-Rahman and Hefzy
[43], [84], which represented tibiofemoral contact as rigid contact between spheres and
planes (representing the femoral condyles and tibial plateaus) and used 12 linear ligament
elements (muscles were not included in the model). The model presented in this chapter
was constructed the same as the model given by Abdel-Rahman and Hefzy, except with the
rigid contact changed to volumetric contact. The model was validated only by comparing
the simulation results to those in the literature.
3.1 Model Construction
The 3D anatomical knee model was created in the multibody simulation package MapleSim
(2016. Maplesoft, Waterloo, ON, Canada). The knee geometry and ligament locations
given by Abdel-Rahman and Hefzy [43] were used in this model, with the rigid contact
being replaced with volumetric contact. The model is of the right knee. The age, weight,
17
and gender of the subject were not specified in [43], but the details are not crucial since
this model only uses the knee geometry (the leg, foot, or body were not modelled).
Contact
Contact was modelled using a sphere-plane volumetric model, previously derived in [28].
This matches the geometry given in [43]. The geometry of the model is shown in Figure 3.1.
The locations for the spheres representing the condyles and the planes representing the
tibial plateaus were obtained from the equations in [43].
Figure 3.1: Volumetric knee model geometry and ligaments (right knee)
Only normal forces were considered in the contact model. Friction was ignored since
friction is very low in synovial joints, and contact damping effects were ignored since large
velocities were not expected. Also, these effects were not included in [43] and their inclusion
would make a comparison between the two models less meaningful.
Ligaments
The same 12 ligament elements used by Abdel-Rahman and Hefzy were used in this model.
These 12 elements (listed in Table 3.1 and shown in Figure 3.2) represented 7 primary
ligaments in the knee. The ligament parameters used in the model are given in Table 3.2.
Damping was added to the ligaments to reduce high-frequency responses as done by Guess
[71] (0.5 Ns/mm).
The ligament force was a two-piece equation consisting of a quadratic “toe” region and
a linear region:
F =

0  ≤ 0
K1 (L− L0)2 0 ≤  ≤ 21
K2 [L− (1 + 1)L0]  ≥ 21
(3.1)
where F is the ligament force,  = L−L0
L0
is the ligament strain, K1 and K2 are stiffness
coefficients for the two regions, L is the current length, L0 is the slack length, and 1 is
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Table 3.1: List of used knee ligament elements and their shortened names
Ligament element Short name
Anterior cruciate ligament, anterior fibres ACL anterior
Anterior cruciate ligament, posterior fibres ACL posterior
Posterior cruciate ligament, anterior fibres PCL anterior
Posterior cruciate ligament, posterior fibres PCL posterior
Medial collateral ligament, anterior fibres MCL anterior
Medial collateral ligament, oblique fibres MCL oblique
Medial collateral ligament, deep fibres MCL deep
Lateral collateral ligament LCL
Posterior capsule, medial Posterior capsule medial
Posterior capsule, lateral Posterior capsule lateral
Posterior capsule, oblique popliteal ligament Oblique popliteal
Posterior capsule, arcuate popliteal ligament Arcuate popliteal
Figure 3.2: Ligament elements in knee model
the linear range threshold, specified as 1 = 0.03. In order for the stiffness equation to
be continuous, the stiffness coefficients, slack length, and linear range threshold must be
related as follows:
L0 =
1
4
K2
K11
(3.2)
Knee Measurement Convention
The tibiofemoral rotations and translations were measured using the conventions given
by Grood and Suntay [85] (as was done by Abdel-Rahman and Hefzy). The rotation
conventions are shown in Figure 3.3; exact definitions for the translations and rotations
can be found in Grood and Suntay’s paper [85].
Simulation
To compare the constructed volumetric contact knee model with the knee model by Abdel-
Rahman and Hefzy, the same simulation described in [43] was recreated: with the knee
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Figure 3.3: Right knee rotation conventions (the arrows indicate shank rotation relative to
the femur)
starting fully extended and the longitudinal axis of the femur fixed horizontally (the anterior
side facing up), an impulse was applied to the shank and the knee was allowed to flex to 90
deg (due to the force from the applied impulse and gravity). Gravity was not mentioned
in [43], but the simulation results indicate that it was present in the simulation.
The volumetric stiffness was adjusted so that the peak normal force on the medial
condyle matched the results in [43] (resulting in kV = 2 × 109 N/m3). The moments of
inertia of the femur and shank were not given in [43], so the mass (4 kg) was assumed to be
distributed in a uniform density cylinder representing the shank. The cylinder geometry
was adjusted so that the kinematics of the shank (specifically, the time for flexion to reach
90 deg) matched the results in [43] (resulting in a cylinder of 5 cm radius and 0.45 m
length).
3.2 Results and Discussion
The simulation results are shown together with results from Abdel-Rahman and Hefzy’s
simulation in Figure 3.4 and Figure 3.5.
Due to the lack of readily available experimental results, the simulation was only com-
pared to the simulation results of Abdel-Rahman and Hefzy’s model [43], [84].
The trends of the knee contact forces for the medial and lateral condyles match reason-
ably well, including the lateral condyle normal force dropping to zero at 65 deg flexion. The
flexion angle also matches well, but the other two rotations are of different magnitudes.
The ligament forces vary significantly between the two models; none match exactly, but
most have similar trends and overall magnitudes.
Some differences would be expected with this model due to the different contact models
used and since the moment of inertia of the shank was estimated in this model (the value
used by Abdel-Rahman and Hefzy [43], [84] was not reported). It is also possible that
the ligament locations or slack lengths may have been slightly different (due to rounding
errors) since it has been noted that knee models are very sensitive to these parameters [48].
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Figure 3.4: Simulated knee kinematics and normal contact forces
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Figure 3.5: Simulated knee ligament forces
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The simulation ran slightly faster than real-time (1.1 times faster) using a Rosenbrock
solver with an error tolerance of 1× 10−5 on a desktop computer (Intel R© CoreTM i7-3770
CPU @ 3.40GHz)
3.3 Conclusions and Recommendations
An anatomical knee model was designed with the tibiofemoral contact represented with a
volumetric contact model. The model ran faster than real-time, and gave similar normal
contact forces to the knee model of Abdel-Rahman and Hefzy [43], [84].
This model could be improved by using more recent knee measurements, rather than
a relatively old model in the literature. Medical imaging techniques have improved since
Abdel-Rahman and Hefzy’s model was made, and more detailed measurements are readily
available (such as from the Grand Challenge data [53]). To further improve the model,
the contact surface could be modelled using shapes that more closely approximate the
tibiofemoral contact geometry (such as ellipsoid-plane contact derived in Chapter 5 of
this thesis). Knee models are very sensitive to this geometry [48]. Knee models are also
sensitive to ligament placement [48], so more recent measurements for ligament insertion
sites could improve the model fidelity. Including ligament wrapping could also improve the
accuracy of the results.
Using subject-specific geometry could improve the model, as it has been noted to im-
prove the accuracy of contact forces in the knee significantly [60].
The knee model could be further improved by including the patella and muscles since
muscles play a role in stabilising the knee joint [68, p. 634].
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Chapter 4
Continuous Friction Model
Friction is an important part of many dynamic systems, and, as a result, a good model
of friction is necessary for simulating and controlling these systems. A literature review
of friction modelling is given in Section 2.2. For optimal control applications, one of the
primary concerns is having continuous and efficient system equations. For this purpose,
velocity-based friction models (which are more likely to be differentiable, see discussion in
Section 2.2) are most appropriate.
Unfortunately, many of the current velocity-based friction models have discontinuous
equations. Three of these models are described in Section 4.1. To address this issue, a new
model was developed and is presented in Section 4.2. This new model was designed to be
continuous and differentiable, to be of similar efficiency to current models, and to have a
small number of meaningful parameters to simplify model parametrisation1.
4.1 Current Velocity-Based Friction Models
4.1.1 Andersson et al. Friction Model
One continuous model that describes the velocity dependence of friction was given by
Andersson et al. [33]. This equation is shown below (variable names were changed for
consistency throughout this chapter):
Ff = Fn
[
µd + (µs − µd)e−(
|v|
vs
)p
]
tanh(ktanhv) + µvv (4.1)
where Fn is the normal force, v is the relative velocity, and µs, µd, and µv are the coefficients
of static, dynamic, and viscous friction, respectively. The parameters vs (the sliding speed
coefficient) and p (an exponent) affect the shape of the decay from static to dynamic
friction, while the parameter ktanh (the tanh coefficient) determines the rate of increase
1The contents of this chapter and parts of Chapter 2 (with adaptations) were originally published in
the ASME Journal of Computational and Nonlinear Dynamics [11]. c© ASME.
25
from no friction at zero velocity to static friction. A typical force-velocity curve is shown
in Figure 4.1. For comparison, the dotted line shows the friction-velocity plot without the
smoothing provided by the tanh function or viscous friction (which is closer to the more
realistic friction curve shown in Figure 2.3).
𝐹𝑛	𝜇𝑑
𝐹𝑓
𝑣
𝐹𝑛	𝜇𝑠
Figure 4.1: Andersson friction model
This model closely approximates the desired force-velocity curve while providing a
smooth transition around v = 0, but there are some disadvantages with it. One disadvan-
tage is that it is not obvious how some of the parameters affect the model or how they
should be determined. This is particularly true of parameters vs, p, and ktanh which affect
the shape of the force-velocity curve but have no obvious physical or practical meaning.
Another difficulty with using this model is that if ktanh is chosen poorly, the shape of the
curve can change significantly: too small of a value can result in the initial peak in force
(representing static friction) to be significantly less than the specified value (Fnµs) or to
disappear completely.
As seen in Figure 4.1, the frictional force never reaches the specified value of static
friction (Fnµs). This may result in a less realistic simulation, due to a mismatch with the
real-world parameters. The value of µs could be increased to compensate for this, but that
would complicate parameter identification.
Another difficulty with this model is that the viscous friction term must be enabled
and disabled with contact (i.e. there is no smooth transition to enable viscous friction),
which leads to discontinuous jumps in friction force whenever the surfaces collide with a
non-zero tangential velocity.
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4.1.2 Hollars Friction Model (Simbody)
Simbody uses the following friction model developed by Michael Hollars [86]:
Ff = Fn
[
min
(
v
vt
, 1
)(
µd +
2(µs − µd)
1 + ( v
vt
)2
)
+ kvv
]
(4.2)
where Fn is the normal force, vt the transition velocity, and µs, µd, and kv the coefficients
of static, dynamic, and viscous friction, respectively (a different symbol is used for the
coefficient of viscous friction since it has different units from the one used by Andersson).
The min function returns the minimum of two values. A typical friction-velocity curve for
the model is shown in Figure 4.2 (without viscous friction for clarity).
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Figure 4.2: Hollars friction model
An advantage of this model is that vt has a physical meaning: vt specifies the point
of maximum force representing static friction. Also, unlike Andersson’s model, at vt the
value of friction reaches the known, specified value of static friction (Fnµs).
A disadvantage with this model is the use of the min function, since it introduces a
discontinuity to the equation at v = vt and is only valid for positive values of velocity.
Also, the viscous friction implementation is unrealistic since it scales linearly with normal
force; viscous friction should be independent of normal pressure [23]. This also means that
the viscous friction coefficient, kv, must be tuned according to the normal forces that are
expected in the simulation for the results to match a more realistic viscous friction model
(i.e. kv = µv/Fn ave, where Fn ave is the average value of Fn during contact).
4.1.3 Specker et al. Friction Model
Specker et al. recently proposed a new approach for dynamic friction models [87]. The
friction model given by Specker et al. is:
Ff =
[
Fnµs − Fnµd tanh
(
vt
vd
)
− kvvt
]
v
vt
e
− 12
(
v
vt
)2
+ 12 + Fnµd tanh
(
v
vd
)
+ µvv (4.3)
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where Fn is the normal force, vt is the transition velocity for stiction, vd the “characteristic
velocity for dynamic friction,” and µs, µd, and µv the coefficients of static, dynamic, and
viscous friction, respectively. Specker recommends that for the general case vt = 2vd.
The Specker force-velocity curve is shown in Figure 4.3 (without viscous friction).
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Figure 4.3: Specker friction model
It is uncertain why Specker recommends vt = 2vd, since this results in the peak in force
occurring noticeably after vt. Using vt = 2vd results in the peak being at v = 1.15vt (for a
general case where µd = 0.8µs and µv = 0). Using vt = 4vd would seem more preferable,
since it moves the peak to v = 1.01vt. Furthermore, this change would result in the peak
force being closer to µsFn. This difference is shown in Figure 4.4.
𝑣𝑡
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Figure 4.4: Choice of vd in Specker’s model
Overall, the use of vd as an additional parameter lacks physical meaning and is not
necessarily that useful. Having it as a separate parameter implies that it can be modified
independently, but the relationship between vt and vd has an important effect on the
starting shape of the force-velocity curve.
Similar to the friction model by Andersson et al. [33], the viscous friction in Specker’s
model is independent of normal force, which will create discontinuous jumps in friction
force when surfaces collide with a non-zero tangential velocity.
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4.2 Proposed Model
The following equation is proposed as a velocity-based model for friction force (Ff ) which
incorporates static, dynamic, and viscous friction, is valid for positive and negative values
of velocity, and has physically meaningful parameters:
Ff = Fnµd tanh
(
4 v
vt
)
+ Fn(µs − µd)
v
vt(
1
4
(
v
vt
)2
+ 34
)2 + µvv tanh(4 FnFnt
)
(4.4)
where Fn is the normal force, vt the transition velocity, Fnt the transition force, and µs,
µd, and µv the coefficients of static, dynamic, and viscous friction, respectively.
The three summands in Equation (4.4) represent contributions of dynamic, static, and
viscous friction, respectively. The contribution of the three terms to the force-velocity curve
is shown in Figure 4.5. The dynamic friction term (representing Coulomb friction) quickly
approaches µdFn as the velocity increases from zero, and settles to within 0.1% of its final
value by vt. The static friction term (representing the stiction force and the Stribeck effect)
has its maximum at vt (similar to Hollars and Specker) with a value of Fn(µs − µd), and
then decays to zero for larger velocities where dynamic friction is the dominant factor.
Motivated by previous observations in Specker’s model, the model was designed to ensure
a more precise match of static friction at vt, for any choice of parameters.
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𝐹𝑛	𝜇𝑠
Figure 4.5: Force-velocity curve for proposed new friction model showing the contribution
of the three summands (assuming Fn  Fnt)
The viscous friction term differs from the other two terms in that it does not scale
linearly with normal force; instead, normal force is used to detect when to “enable” the
viscous friction. This term physically corresponds to thin-film viscous friction, which scales
linearly with velocity [13], [23]. The viscous friction term settles to within 0.1% of the true
value (i.e. µvv) when Fn ≥ Fnt, where Fnt (the transition force) represents a minimum
force expected between the surfaces for viscous friction to occur. Figure 4.6 shows how the
dynamic and viscous friction terms scale with varying normal force (static friction is not
shown, since it is negligible for v  vt, but would scale linearly, the same as the dynamic
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Figure 4.6: Friction force vs. normal force curve for proposed new friction model showing
the contribution of the two summands (static friction is negligible) (assuming v  vt)
friction term). The transition shown in Figure 4.6 would occur if two surfaces collide with
a non-zero tangential velocity.
This model of viscous friction ensures that the frictional force has no discontinuities,
provided that the normal force model is also continuous, and is a better model of viscous
friction than scaling linearly with normal force.
If viscous friction is not required, then a simplified three-parameter friction model can
be used:
Ff = Fnµd tanh
(
4 v
vt
)
+ Fn(µs − µd)
v
vt(
1
4
(
v
vt
)2
+ 34
)2 (4.5)
The number of parameters required to define the model was kept to a minimum, five when
including viscous friction or three when not, while still capturing the phenomena of interest.
4.2.1 Derivative of System Equations
The friction force Equation (4.4) is a function of v and Fn. If both v and Fn are functions
of some state variable q, then the analytical derivative of the friction force equation with
respect to q is:
dFf
dq =
dFn
dq (µs − µd) vvt(
1
4
(
v
vt
)2
+ 34
)2 + Fn(µs − µd) 1vt dvdq(
1
4
(
v
vt
)2
+ 34
)2 − Fn(µs − µd)
v2
v3t
dv
dq(
1
4
(
v
vt
)2
+ 34
)3
+ dFndq µd tanh
(
4 v
vt
)
+ 4Fnµd
1
vt
dv
dq
(
1− tanh
(
4 v
vt
)2)
+ µv
dv
dq tanh
(
4 Fn
Fnt
)
+ 4µvv
1
Fnt
dFn
dq
(
1− tanh
(
4 Fn
Fnt
)2)
(4.6)
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This derivative can be used in the computation of the Jacobian matrix for multibody
dynamic simulation, to support a system sensitivity analysis, or for formulating optimal
control equations.
Unlike the other friction equations mentioned in this paper, the derivative of the pro-
posed model is a continuous function with respect to v, Fn, and q. The derivative of An-
dersson’s and Specker’s friction models would be undefined at Fn = 0 (due to the viscous
friction implementation), and the derivative of Hollars’s model would have a discontinuity
at v = vt.
4.3 Simulations
As a demonstration, the proposed friction model and the Andersson, Hollars, and Specker
friction models were used in two simulations: a classical stick-slip experiment (Rabinowicz
[88]) and an impact experiment (Figure 4.7).
mk v
m
vir
(a) (b)
Figure 4.7: Setup of the stick-slip (a) and impact experiments (b)
The models were created and simulated using the simulation package MapleSim (2015.
Maplesoft, Waterloo, ON, Canada), using the Rosenbrock solver with an error tolerance
of 1× 10−6.
4.3.1 Stick-Slip Experiment
An experiment to test stick-slip motion, originally described by Rabinowicz [88], is shown
in Figure 4.7a. A mass (m = 1 kg) attached to a spring (k = 10 N/m) is resting on a
conveyor moving at a constant speed (0.1 m/s). The normal force is equal to the weight,
mg, with g = 9.81 m/s2. Since the stick-slip motion was of primary interest, viscous friction
was ignored. The friction parameters for the proposed, Specker, and Hollars models were
µd = 0.15, µs = 0.2, and vt = 0.001 m/s. The additional parameters for Andersson’s
friction model were vs = 0.001 m/s, p = 2, and ktanh = 10000.
The simulation ran 3100, 3100, 2500, and 3100 times faster than real-time with the
proposed, Specker, Hollars, and Andersson friction models, respectively. Results are shown
in Figure 4.8.
The different friction models resulted in almost identical velocity profiles except for
Andersson’s model, which transitioned to slipping earlier. This is due to the earlier men-
tioned issue: that a poor choice of ktanh can change the shape of the friction-velocity curve,
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Figure 4.8: Mass velocity (top), friction acting on mass (middle), with slip-to-stick transi-
tion enlarged (bottom)
in this case by reducing the static friction coefficient. This problem could be alleviated by
increasing ktanh, but would result in stiffer system equations and slower simulations.
Also observable in Figure 4.8 is the C1 discontinuity in Hollars’s model at peak force;
the other three models are C1 continuous for this transition.
4.3.2 Impact Experiment
The impact experiment shown in Figure 4.7b consists of a sphere (mass of 0.5 kg, radius
of 0.05 m, moment of inertia of 2/5mr2) striking a flat surface at a 45 degree angle with a
velocity of 7 m/s. Gravity was neglected. To keep the focus of the model on the friction
forces, a basic normal force model with no damping was used: Fn = kδ2, a C1 continuous
function, where δ is the surface penetration depth and k is the contact stiffness (set at
1×107 N/m2). The friction parameters were the same as in the stick-slip experiment, with
the addition of µv = 10 Ns/m and kv = 0.0154 s/m (chosen so that the different models
predict the slip-to-stick transition at the same time).
The simulation ran 3.1, 2.7, 2.6, and 3.0 times faster than real-time with the proposed,
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Specker, Hollars, and Andersson friction models, respectively. Contact first occurs at t = 0
and lasts for about 6.94 ms before rebound. Results are shown in Figure 4.9.
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Since the ball has zero angular velocity prior to the impact, it slips for the first part
of the contact and viscous friction plays a large role initially. Specker’s and Andersson’s
models have a discontinu us jump at the initiation of contact due to the implementation
of viscous friction, whereas the transition is smoothed for the proposed and Hollars’s mod-
els. Hollars’s model has a very different model of viscous friction, which results in a less
realistic, though continuous, friction force curve (see previous discussion in Section 4.1.2).
Identifying the viscous friction coefficient for Hollars’s model is also more difficult since
it needs to be tuned for the specific simulation (since it models friction as a function of
normal force, which is not representative of true viscous friction behaviour, and the normal
force experienced in an impact varies depending on impact conditions).
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4.4 Discussion
The proposed model showed no C0 or C1 discontinuities in force, but the other three friction
models did.
All four friction models had a similar computational cost, although Hollars’s model
stood out as being the slowest (the simulations took about 20% more time than the pro-
posed model). The stick-slip simulation ran significantly faster than the impact experi-
ment. This is probably due to the frequency of rapid transitions in frictional force in the
latter simulation (the impact experiment had two major transitions in 6.94 ms, whereas
the stick-slip experiment had two every 2.5 s).
4.5 Conclusion
A novel friction model that captures the effects of static, dynamic, and viscous friction while
using a continuous, differentiable, computationally efficient equation has been proposed.
The equation was designed to use physically meaningful parameters which are readily
visible on a force-velocity or friction vs. normal force curve. The number of parameters
was kept to a minimum—five with viscous friction, or three without—for simpler design.
The proposed model avoids discontinuities while being of similar efficiency to other velocity-
based models.
Since the model avoids discontinuities and is differentiable, it is well-suited to optimal
control, sensitivity analysis, or multibody simulation applications.
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Chapter 5
Volumetric Foot-Ground Contact
Accurate foot-ground contact models are necessary for modelling various types of human
motion, especially gait. The purpose of the work reported in this chapter was to develop an
accurate foot-ground contact model sufficiently simple and computationally efficient to use
in forward dynamic models and optimisations. A review of current foot-ground modelling
methods is in Section 2.4.
Volumetric contact has previously been used as an efficient contact model for foot-
ground contact [38], [79], but was limited to 2D motion and the contact surface was ap-
proximated as spheres. However, the plantar surface is not perfectly spherical, so other
geometry may provide more accurate results. To expand on spherical geometry, volumet-
ric equations for ellipsoid-plane contact were derived (Section 5.1) and used in a 3D foot
model (Section 5.2). This model was parametrised and validated using data from a gait
experiment (Section 5.3).
5.1 Ellipsoid-Plane Volumetric Contact Model
The analytical equations for volumetric contact between an ellipsoid and a plane have not
previously been developed. Previously derived equations for sphere-plane contact [28], [38],
[79] will be used as a basis for ellipsoid-plane contact, with reference to Gonthier’s detailed
equations of volumetric contact [29].
5.1.1 Geometrical Values
Properties of sphere-plane contact
Contact equations for a generic sphere-plane contact will be used as a basis for the ellipsoid-
plane equations. Let a unit sphere intersect a plane, where frame S is located at the centre
of the sphere, ~cS is the centroid of the volume of penetration, ~pS is a point on the plane,
nˆS is the normal of the plane (for ground contact, this vector would point upwards), and
d is the depth of penetration (see Figure 5.1).
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Figure 5.1: Sphere plane diagram
It is useful to define several properties based on the depth of penetration d:
d = 1 + ~pS · nˆS (5.1)
For penetration distance d, the penetration volume can be defined as an integral of a
revolution about the plane normal axis. Let a temporary u-axis point along −nˆS from the
centre of the sphere, such that r2 = 1− u2. The volume of penetration is:
VS =
1∫
1−d
pir2du
= −13pid
2(d− 3) (5.2)
Due to symmetry, the centroid must be along the u-axis.
~cS = −cSnˆS (5.3)
where
cS =
1
VS
1∫
1−d
pir2udu
= −3(d− 2)
2
4d− 12 (5.4)
Another property of interest for volumetric contact is the weighted second moment of
area (weighted by the depth of penetration). This can also be thought of as the second
moment of volume of the volume of penetration, with all the volume compressed into a
single plane parallel with the contact surface. The perpendicular axis theorem [89, p. 241]
applies this property: the second moment of volume about the plane normal axis must be
equal to the sum of the second moment of volume for two perpendicular axes lying in the
plane. Due to symmetry of the sphere-plane penetration volume, the second moment of
volume for any axis lying in the plane must be equal and the second moment of volume
about the plane normal is twice that of an axis tangential to the plane.
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The weighted second moment of area about the plane normal can be defined as:
Jn =
1∫
1−d
1
2pir
4du
= 130d
3pi(3d2 − 15d+ 20) (5.5)
As mentioned before, the weighted second moment of area about an axis tangential to the
plane would be half this amount:
Jt =
1
60d
3pi(3d2 − 15d+ 20) (5.6)
Sphere-ellipsoid conversion
To find the geometrical properties for an ellipsoid, assume that the sphere is stretched
along all three axes to form an ellipsoid; by a factor of a along the x-axis, b along the
y-axis, and c along the z-axis (Figure 5.2).
To convert these values to that for an ellipsoid, have an equivalent, scaled frame E at
the centre of the ellipsoid where
xE = axS (5.7)
yE = byS (5.8)
zE = czS (5.9)
Note that in Figure 5.2 nˆE is not the scaled version of nˆS, but the normal of the scaled
plane.
Then the point on the plane in frame E can be related to the same point in frame S
as:
~pE = S~pS (5.10)
where S defines a ’stretch matrix’ for the frame transformation:
S =
a 0 00 b 0
0 0 c
 (5.11)
Since the plane has been stretched, the direction of the plane normal vector would be
changed by the inverse of the stretch matrix:
nˆE =
S−1nˆS
|S−1nˆS| (5.12)
Similarly,
nˆS =
SnˆE
|SnˆE| (5.13)
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Figure 5.2: Sphere scaled to ellipsoid
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Penetration volume and centroid
The penetration volume for the sphere has already been defined in Equation (5.4). The
volume may also be defined as a triple integral:
VS =
∫∫∫
V
dxSdySdzS (5.14)
where V represents the volume of penetration. For the ellipsoid:
VE =
∫∫∫
V
dxEdyEdzE
Substitute Equations (5.7)–(5.9) to relate the volume of penetration of an ellipsoid to that
of a unit sphere (Equation (5.14)):
VE =
∫∫∫
V
adxSbdyScdzS
= abc
∫∫∫
V
dxSdySdzS
VE = abcVS (5.15)
Thus, the volume of of penetration for an ellipsoid is the scaled volume of penetration of
a sphere.
Similarly, the centroid of penetration can be related using the basic definition of the
centroid of volume:
~cS =
1
VS

∫
V
xSdVS∫
V
ySdVS∫
V
zSdVS
 (5.16)
In frame E:
~cE =
1
VE

∫
V
xEdVE∫
V
yEdVE∫
V
zEdVE

= 1
abcVS

∫
V
axSabcdVS∫
V
bySabcdVS∫
V
czSabcdVS

= 1
VS

a
∫
V
xSdVS
b
∫
V
ySdVS
c
∫
V
zSdVS

~cE = S~cS (5.17)
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Second moment of contact area
To determine the equivalent weighted second moment of area for an ellipse, first consider
an arbitrary second moment of volume matrix:
J =
Jxx Jxy JxzJxy Jyy Jyz
Jxz Jyz Jzz
 (5.18)
where:
Jxx =
∫∫∫
(y2 + z2)dV (5.19)
Jyy =
∫∫∫
(x2 + z2)dV (5.20)
Jzz =
∫∫∫
(x2 + y2)dV (5.21)
Jxy = −
∫∫∫
xydV (5.22)
Jxz = −
∫∫∫
xzdV (5.23)
Jyz = −
∫∫∫
yzdV (5.24)
A property that may be noted from Equations (5.19)–(5.21) is that:∫∫∫
x2dV = 12 (Jyy + Jzz − Jxx) (5.25)∫∫∫
y2dV = 12 (Jxx + Jzz − Jyy) (5.26)∫∫∫
z2dV = 12 (Jxx + Jyy − Jzz) (5.27)
If an object with second moment of volume J were to be stretched, by a factor of a
along the x-axis, b along the y-axis, and c along the z-axis then the new value for Jxx is:
J ′xx =
∫∫∫
((by)2 + (cz)2)d(abcV )
= (abc)
(
b2
∫∫∫
y2dV + c2
∫∫∫
z2dV
)
using Equations (5.26) and (5.27) to relate back to the elements of J:
J ′xx =
abc
2
(
b2(Jxx + Jzz − Jyy) + c2(Jxx + Jyy − Jzz)
)
(5.28)
Similarly
J ′yy =
abc
2
(
a2(Jyy + Jzz − Jxx) + c2(Jxx + Jyy − Jzz)
)
(5.29)
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J ′zz =
abc
2
(
a2(Jyy + Jzz − Jxx) + b2(Jxx + Jzz − Jyy)
)
(5.30)
For the off-diagonal elements of J:
J ′xy = a2b2cJxy (5.31)
J ′xz = a2bc2Jxz (5.32)
J ′yz = ab2c2Jyz (5.33)
Equations (5.28)–(5.33) can be used to define the transformation to the second moment
of volume matrix when any volume is scaled along all the x, y, and z-axes by factors of a,
b, and c, respectively. Let this transformation be defined by the function “scale” where
J′ = scale(J, a, b, c) (5.34)
In order to transform the weighted second moment of area of the sphere to that of the
ellipsoid, two more coordinate frames will be defined at the penetration volume centroid.
Assume that there is a known coordinate frame for the plane in contact with the ellipsoid
in frame E (frame PE), where the z-axis is perpendicular to the plane (parallel with nˆE)
(see Figure 5.3).
S
~cS
~pS
nˆS
1
E
~cE
~pE
nˆE
xˆPS
xˆPE
PE PS
zˆPE
zˆPS
Figure 5.3: Sphere and ellipsoid contact with vectors for frame at centroid
Additionally, let there be a frame at the centroid of the sphere-plane volume, PS, with
the z-axis parallel with nˆS and the x-axis along the transformed ~xPE axis:
xˆPS =
S−1xˆPE
|S−1xˆPE| (5.35)
The y axis is defined by the cross-product of the z and x axis.
With the coordinate frames fully defined, also let RPE be the rotation matrix from
frame PE to E, and RPS from PS to S.
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The weighted second moment of area for a sphere-plane contact has been defined for
the normal and tangential axes (Equations (5.5) and (5.6)). This lines up with frame PS,
and can be represented in a matrix:
JPS =
Jt 0 00 Jt 0
0 0 Jn
 (5.36)
In order to transform this from frame PS to PE, the equivalent will be found in frame
S (by finding the rotation), then scaled to frame E, and then rotated to frame PE:
JPE = RTPE scale
(
RPS JPS RTPS, a, b, c
)
RPE (5.37)
Relative velocity
The relative velocity of the two bodies at the penetration volume centroid is also of interest
for volumetric contact. See Figure 5.4 for frame and velocity definitions.
E
~cE
~vE
~ωE
~cP
P
~vP
~ωP
nˆE
Figure 5.4: Sphere and ellipsoid contact relative velocity
The relative velocity of the two bodies at the centroid is:
~vc = ~vE + ~ωE × ~cE − (~vP + ~ωP × ~cP ) (5.38)
which can be divided into normal and tangential components:
~vcn = (~vc · nˆE)nˆE (5.39)
~vct = ~vc − ~vcn (5.40)
The relative rotational velocity between the two bodies is:
~ωc = ~ωE − ~ωP (5.41)
with components:
~ωcn = (~ωc · nˆE)nˆE (5.42)
~ωct = ~ωc − ~ωcn (5.43)
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5.1.2 Contact Equations
Normal force
From Gonthier’s derivations [29], the normal force for volumetric contact is:
~Fn = kV V (1 + aV |~vcn|) nˆE (5.44)
where kV is the volumetric stiffness and aV is the damping coefficient. The other values
(volume of penetration V and relative normal velocity ~vcn) were defined or derived in
Section 5.1.1. For ellipsoid-plane contact, it is assumed that the plane would act as the
contact surface.
Rolling resistance
Rolling resistance for volumetric contact is given as [29]:
~τr = kV aV J~ωct (5.45)
where J is the weighted second moment of area (JPE in Section 5.1.1) and ~ωct is the relative
tangential angular velocity.
Tangential friction
Gonthier approximated tangential friction as follows [29]:
~Ft = Fnµ~vct (5.46)
where µ is a coefficient of friction, Fn the magnitude of the normal force, and ~vct the
tangential relative velocity at the centroid.
In order to obtain a friction model that more closely matched dry friction and was
still continuous with respect to velocity, the 3-parameter model presented in Chapter 4,
Equation (4.5) was used. Incorporating that friction equation into Equation (5.46) resulted
in the following model:
~Ft = Fn µ(|~vct|) ~vct|~vct| (5.47)
where
µ(v) = µd tanh
(
4 v
vt
)
+ (µs − µd)
v
vt(
1
4
(
v
vt
)2
+ 34
)2 (5.48)
where µd is the dynamic coefficient of friction, µs the static coefficient of friction, and vt
the transition velocity.
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Spinning friction
Gonthier’s approximation for spinning friction is:
~τs = µ
Fn
V
J~ωcn (5.49)
Similar to tangential friction, this was adapted using the same friction model:
~τs =
Fn
V
µ(|~ωcn|)J ~ωcn|~ωcn| (5.50)
where
µ(ω) = µd tanh
(
4 ω
ωt
)
+ (µs − µd)
ω
ωt(
1
4
(
ω
ωt
)2
+ 34
)2 (5.51)
where ωt the transition angular velocity.
Accuracy of friction equations
Note that these friction equations are an adaptation of an averaged integral. Due to
simplifications, this friction model may not be accurate in all cases, such as when contact
has a mixture of sticking and slipping or when a large amount of spinning is present. Also,
the model does not have exact stiction (since it uses a velocity-based friction model) and
does not capture the Contensou effect (since the tangential friction and spinning friction
equations are decoupled). However, the model should be a good approximation for foot-
ground contact which has a relatively short contact time, low surface velocities, and little
spinning.
Equation manipulation
The equations defined in this section can be used to find the penetration volume, centroid,
and weighted second moment of area of an ellipsoid-plane contact. These equations were
expanded and simplified by using symbolic computing software Maple (2016. Maplesoft,
Waterloo, ON, Canada). Due to the length and complexity of the equations, they will
not be given here. All these equations were used to create a custom component model
in MapleSim (2016. Maplesoft, Waterloo, ON, Canada) to use as part of the foot-ground
contact model.
It was noted that the contact equations for the ellipsoid-plane model were significantly
more complex that the sphere-plane contact model it was based on. In the author’s opinion,
it is likely that the equations for more complex shapes, especially those with less symmetry,
will be even more complex or infeasible to determine analytically.
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5.2 Foot Model
The foot-ground contact model was constructed in MapleSim. The foot model was made of
two rigid segments: the foot segment (including the heel and ball of the foot) and the toe
segment. The two segments were connected by a revolute joint representing the toe joint.
The contact geometry was represented using several ellipsoids contacting the ground (using
the ellipsoid-plane contact model developed in Section 5.1). Two ellipsoids were used to
represent the foot segment, and one ellipsoid to represent the toe segment (as shown in
Figure 5.5).
Figure 5.5: Foot model
The toe joint axis was defined as a line passing though the foot metatarsals 1 and 3.
For the initial model, to reduce complexity, the static friction term was ignored (i.e.
µs − µd = 0). Also, the friction transition parameters were set to arbitrary low values:
vt = 0.01 m/s and ωt = 0.01 rad/s. All contacts were assumed to have the same volumetric
stiffness and damping.
This resulted in a model with 30 parameters left to be determined; these parameters
are listed in Table 5.1.
Table 5.1: Foot-ground contact model parameters to identify
Scope Parameter(s) Description Units
Global
kV Volumetric stiffness N/m3
aV Volumetric damping coefficient s/m
µd Coefficient of friction
Ellipsoid geometry
(for each ellipsoid)
a, b, c Dimensions m
rx, ry, rz Position m
α, β, γ 1-2-3 body-fixed Euler angles rad
The MapleSim model was exported as C code and compiled in Matlab (R2016a. Math-
Works, Natick, MA, USA) for use in an inverse dynamics optimisation.
5.3 Experimental Parametrisation
In order to parametrise and validate the foot model, a simple gait experiment was per-
formed. Gait was chosen as it is one of the primary desired applications of the model.
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5.3.1 Experimental Protocol
For the gait experiment, one participant (male, 24 yr, 185 cm, 70 kg) was asked to walk
naturally while the left foot and lower leg motion and ground reaction forces were recorded
as detailed below. The subject’s natural gait cadence was measured as 92 steps/minute,
and five trials were conducted at this cadence. Five more trials were run at a higher
cadence (112 steps/minute) and a lower cadence (72 steps/minute). The gait cadence was
enforced using a metronome.
Motion was recorded using Optotrak active markers (Certus. NDI, Waterloo, ON,
Canada). Motion data was collected at 128 Hz. One marker cluster was placed on the
foot, one marker cluster on the shank, one marker on the first toe, and one on the fourth
and fifth toes (which were taped together in order to secure the marker) as shown in
Figure 5.6.
Figure 5.6: Marker placement on the foot
During a standing calibration trial, the following markers were placed and recorded
relative to the foot cluster: the lateral and medial malleoli, the heel (posterior protrusion
of the calcaneus), the distal heads of metatarsal 1, 3, and 5, and the 1st, 3rd, and 5th toes.
These additional markers were used to locate the toe joint and align the test frame axis.
Ground reaction forces and pressures were measured using an AMTI force place (OR6-
7. Watertown, MA, USA) and Tekscan pressure mat (Medical Sensor 3005E for F-Scan
system. South Boston, MA, USA). Force and moment measurements were collected at 1024
Hz and pressure measurements at 64 Hz. The force and moment measures were later down-
sampled to 128 Hz during processing and model optimisation to match the sampling rate
of the motion measurements. The force plate and pressure mat locations were measured
relative to the Optotrak frame of reference. This allowed the foot position (measured by
the motion capture) to be compared with centre of pressure (COP) (measured by the force
plate and pressure mat).
To reduce noise, the motion data was filtered with a low-pass filter designed and im-
plemented in Matlab (a dual-pass Butterworth low-pass filter, with the passband at 5 Hz
and stopband at 20 Hz with 10 times attenuation).
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Frame definitions
The global frame was set so that the Z-axis pointed vertically up, the Y -axis pointed in
the direction of movement (anterior), and the X-axis pointed to the right (medial, for the
left foot).
The foot frame origin was placed at the heel of the foot with the yfoot-axis passing
though the 3rd metatarsal and the 1st metatarsal located in the xfoot-yfoot plane (Fig-
ure 5.7).
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Figure 5.7: Foot and toe frame conventions (shown in global lab frame)
The toe frame was determined using the metatarsal markers and toe marker, with the
xtoe-axis specifying the axis of revolution for the toe joint. The origin was placed directly
below the 1st metatarsal with the xtoe-axis parallel to the ground and passing under the
3rd metatarsal. The xtoe-axis was placed 16 mm above the ground (16 mm was about half
the height of the 3rd metatarsal). The frame was rotated about the xtoe-axis so that the
toe marker (Toe1) was in the xtoe-ytoe plane. The position of the toe frame origin with
respect to the foot frame is given in Table 5.2.
Table 5.2: Toe frame position
Toe frame origin (46.8, 205.9, -17.1) mm
Toe frame rotation (1-2-3 body-fixed Euler angles) 2.72, -0.20, -2.89 rad
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Toe rotation and rigid body assumption
The original intent was to determine the toe joint rotation from the experimental data,
but this proved unreliable. When the two-body foot model was fitted to the experimental
data, physiologically impossible toe motion was observed—presumably due to errors in
determining the toe axis location during movement. These errors were likely caused by the
rigid body assumption for the foot. Only one marker cluster was used to determine the
foot location, and this was placed near the proximal end of the foot (Figure 5.6). Internal
movement of the foot (i.e. relative movement of the bones that make up the foot) would
not have been captured by this marker cluster, so any internal movement resulted in errors
which were largest near the distal end of the foot (such as the toe axis).
Due to the errors noted in the experimentally determined toe movement, the rotation
was not calculated from the experiment. For the inverse dynamics study (described later)
this rotation was determined purely by optimisation.
For the purposes of simplification of the model, the rigid body assumption was kept.
It would be useful in future research to avoid some of these errors. Some possible
solutions include placing markers at the proximal and distal ends of the foot, so a better
approximation of the true foot location can be found, using stick markers (that is, small
motion capture markers attached to the foot via short rigid bars) to help determine the
orientation of certain parts of the foot, and using more rigid bodies to represent the foot
(this would require more markers to determine the motion of each separate segment).
Several studies have recommended more rigid bodies to represent the foot motion, such
as Wrbaškić et al. who recommended an additional joint at the anterior talus to better fit
experimental movement [90].
Technical problems
Several problems were noted after the completion of the experiment and data collection.
The pressure mat had been set to a higher sensitivity, meaning that some of the mea-
surements hit the maximum saturation limit. It had also been noted that the pressure mat
appeared to have a slow response time (well over a second). As a result, the pressure mat
predicted a much lower total force than the force plate (Figure 5.8). To partially solve this,
the measurements from the pressure mat were scaled such that the total force was equal to
that measured by the force plate and less weight was given to the pressure measurements
in the optimisation.
When determining the location of the force plate and pressure mat, the Optotrak
marker wand was run with an incorrect calibration, rendering the measured positions
mostly useless. However, the global origin had been set correctly to a known position in
the lab, so the location of the force plate was measured by hand after this mistake was
detected. The pressure mat location on the force plate was determined by matching the
COP location measured by the pressure mat and the force plate. Note that the remainder
of the motion calibration was done correctly; only the measured positions of the pressure
mat and force plate had errors.
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Figure 5.8: Force measured by force plate and pressure mat
5.3.2 Parameter Optimisation Method
To test the model, it was subject to the same motion recorded in the gait experiment (in
an inverse dynamic simulation) and the simulated ground reaction forces and pressure were
compared to the experimental results.
The reader is reminded that the parameters adjusted by the optimisation method are
in Table 5.1.
Toe rotation and motion correction
Since the toe rotation could not be determined experimentally, the toe rotation was deter-
mined by optimisation. The rotation angle versus time graph was represented by a cubic
spline, and the spline data points were included as parameters in the optimisation
In order to reduce the effect of errors introduced by the rigid body assumption and skin
movement, the optimiser was also allowed to adjust the foot motion and orientation. This
correction was also specified as a cubic spline, limited to ±2 mm (for translation in each
of the coordinate axes) and ±0.05 rad (for each of the three rotations).
As mentioned previously, there were some errors in the calculation of the foot motion;
this error was largest near toe-off. One effect noted during the inverse dynamics simulation
was that the toe slid laterally just before toe-off due to an apparent rotation of the foot.
To allow the motion adjustment to correct this error, the lower limit for the z rotation
correction was adjusted to -0.3 rad.
The toe rotation and motion correction splines were parametrised by 10 data points
evenly spaced over the time of contact. This introduced another 70 parameters (for 3
position correction splines, 3 rotation correction splines, and 1 toe rotation spline) for a
total of 100 parameters (including the 30 for the contact model).
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Cost function
The optimisation cost function was defined as the mean-square difference between the
simulation and experimental results for the normal force, COP location, frictional force,
spinning friction, and pressure.
C =wnormalsnormal
N
∑
(Fz exp − Fz sim)2+
wfrictionsfriction
N
∑(
(Fx exp − Fx sim)2 + (Fy exp − Fy sim)2
)
+
wcopscop
N
∑(
(xcop exp − xcop sim)2 + (ycop exp − ycop sim)2
)
+
wpressurespressure
N
∑[
Asensor
∑
x
∑
y
|pxy exp − pxy sim|
]2
+
wspinsspin
N
∑
(mz exp −mz sim)2 (5.52)
where Fz is the normal force, Fx and Fy are the two lateral forces, xcop and ycop are the
coordinates of the COP, pxy is the pressure at point (x, y) on the pressure sensor, Asensor is
the area of a single sensor on the pressure mat, mz is the moment about the vertical z-axis,
N is the number of data points, s is a scale factor for each term, and w is a weight for
each term. The pressure difference is converted into total force difference (by multiplying
the pressure measured at each sensor by the area of the sensor), and is scaled by the same
factor as the normal force term. The scale factors are defined in Table 5.3.
Table 5.3: Optimisation function scale factors
si = 1M2i Mi Description
snormal 688 N subject weight
spressure
sfriction
√
max
(
F 2x exp
)
+max
(
F 2y exp
)
maximum measured friction
scop 20 cm COP movement distance
sspin
√
max
(
m2z exp
)
maximum measured spinning friction
The other two moments (mx and my) were not included in the optimisation since they
are a function of the COP and normal force which are already included in the optimisation.
Most other similar studies in the literature have only used net force and COP loca-
tion to optimise the foot model. In this case, pressure distribution was also used in the
optimisation, which is expected to improve the model fidelity. However, calculating the
pressure distribution was very computationally expensive, compared to the simulation, so
the pressure distribution was only calculated at 15 time-frames for each simulation.
During initial tests, the optimisation appeared to only converge to a local minimum.
To find a better solution, the initial values were randomly adjusted ±10% several times
to find different solutions. Ten different adjustments to the initial conditions in Table 5.4
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were used as initial guesses for the optimisation and the best of the solutions was chosen
as the optimal solution.
Optimisation was done using a least-squares solver in MATLAB (lsqnonlin) which uses
a trust region reflective algorithm.
Some other optimisation methods, such as a simulated annealing algorithm, inherently
include some randomness and may remove the need for randomly adjusting the initial
conditions. Other methods were not tested in this work.
Root-mean-square error calculation
The relative root-mean-square (RMS) error values (difference between the simulated and
experimental values) were calculated in a similar manner to the cost function in Equa-
tion (5.52):
RMSnormal =
1
Mnormal
√
1
N
∑
(Fz exp − Fz sim)2 (5.53)
RMSfriction =
1
Mfriction
√
1
N
∑
((Fx exp − Fx sim)2 + (Fy exp − Fy sim)2) (5.54)
RMScop =
1
Mcop
√
1
N
∑
((xcop exp − xcop sim)2 + (ycop exp − ycop sim)2) (5.55)
RMSpressure =
1
Mpressure
√√√√ 1
N
∑[
Asensor
∑
x
∑
y
|pxy exp − pxy sim|
]2
(5.56)
RMSspin =
1
Mspin
√
1
N
∑
(mz exp −mz sim)2 (5.57)
Note that similar to the cost function, the RMS error for pressure was only calculated
over 15 time-frames.
The RMS values were scaled by Mi (defined in Table 5.3) to obtain non-dimensional
values.
Calibration and validation
The contact model parameters were determined using one gait trial at natural speed using
the optimisation method described above (to calibrate the model).
The contact model obtained from the calibration was validated by simulating the other
gait trials (at the same cadence and the higher and lower cadences). For the other trials,
the toe movement and motion correction needed to be determined by optimisation, but
the contact model parameters (the 30 parameters in Table 5.1) were kept the same.
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Initial guess
The optimisation required a good initial guess to converge to a reasonable solution. The
initial guess used is presented in Table 5.4.
Table 5.4: Contact model parameters for initial guess
Parameter(s) Value
Global
kV 1× 107 N/m3
aV -1 s/m
µd 0.1
Heel
a, b, c 30, 50, 30 mm
rx, ry, rz 0, 30, -15 mm
α, β, γ 0, 0.15, 0 rad
Ball
a, b, c 60, 30, 30 mm
rx, ry, rz 10, 170, -13 mm
α, β, γ 0, 0.2, 0.5 rad
Toe
a, b, c 20, 20, 20 mm
rx, ry, rz 0, 15, -13 mm
α, β, γ 0, 0, 0 rad
5.3.3 Results with Friction in Optimisation
The weights for the optimisation function were all set to 1, except for the pressure term
(wpressure) which was set to 0.1 due to the uncertainties with the pressure measurements
(Section 5.3.1). The simulation results for the optimised solution are shown in Figure 5.9
and the RMS errors for this are shown in Table 5.5.
Table 5.5: RMS error for optimised model (including friction in optimisation)
Normal force Friction force Spinning friction COP Pressure
11.5% 26.5% 14.2% 5.0% 51.7%
The simulated normal force and the COP was similar to the experimental results (11.5%
and 5.0% RMS error, respectively). The shape of the pressure profile during gait (only the
maximum pressure is shown in the figure, for convenience) had some visual similarities,
but shows that the ellipsoids do not match the foot geometry perfectly; the simulated
pressure had a 51.7% RMS error, though some of this was from errors in the pressure
measurement. The friction forces did not match as well as the normal force did (26.5%
RMS error for tangential force, and 14.2% error for spinning friction), though they were of
similar magnitudes.
Upon further analysis, it was realised that the simulated friction force and normal force
had a very similar trend. This is more visible if the net friction force is shown with the
normal force scaled by the coefficient of friction (Figure 5.10).
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Figure 5.9: Simulated forces (top) and pressures (bottom) for optimal model (with friction)
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Figure 5.10: Simulated friction, maximum possible friction (based on normal force and
µdFn), and experimental friction
In Figure 5.10, the simulated friction values generally follow the shape of the normal
force (which dictates the maximum possible value for friction) more closely than the ex-
perimental friction values. It may also be noticed in Figure 5.9 that the simulated normal
force had a lower minima around t = 1.45 s; the optimisation appears to have converged
to this so that the friction forces match more closely. The mismatch in friction forces is
particularly noticeable near the end of the trial, where the experimental friction peaks to
a value much higher than the simulated friction. The friction force was equal to µsFn
for most of the time, which would indicate that the foot was slipping during this time.
However, no slipping was noted during the experiment. Also worth noting is that the op-
timised friction coefficient, µd = 0.14, is much lower than expected (Li and Wen measured
a coefficient of friction of 0.65 for a bare foot on ceramic tiles [91]).
This difference can be explained as a limitation of using a velocity-based friction model
in an inverse-dynamics simulation with little slipping. In the experiment, the foot had
little or no slipping; however, it is difficult for a velocity-based friction model to stay in
the sticking regime in an inverse simulation. Velocity-based friction models assume that
sticking occurs at very small velocities (in this model, less than vt = 0.01m/s) (Figure 5.11),
despite the fact that true sticking would have a velocity of zero. In a forward dynamics
simulation, this small level of error in the velocity is generally acceptable. On the other
hand, in an inverse dynamics simulation, a small error in the velocity is very likely (from
measurement noise or error), which can lead to large changes in the friction force (see
force-velocity curve in Figure 5.11). A similar study in the literature is noted to have the
same issue: Jackson et al. [80] used a similar method to parametrise a foot-ground contact
model with a velocity-based friction model, and obtained a static coefficient of friction of
only 0.1. This is particularly surprising since the subject was wearing sports shoes, which
should have a higher coefficient of friction in order to provide good grip.
The coefficient of friction obtained in this optimisation was likely the average required
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Figure 5.11: Velocity-based friction curve (only dynamic or Coulombic friction)
coefficient of friction. The required coefficient of friction is calculated as the friction force
divided by the normal force. Based on other studies, the maximum required coefficient of
friction for walking is 0.15 to 0.30 [92], lending plausibility to the theory that the converged
value of 0.14 is approximately the average required coefficient of friction for this study.
As a result, friction was ignored in this study. The coefficient of friction would be better
identified by a separate experiment, such as dragging the foot across a force plate (such
as in [91]). The friction portion of the model would have to be validated using a forward
dynamics simulation.
5.3.4 Results without Friction in Optimisation
Calibration results
For the optimisation without friction, the function weights used were wnormal = wcop = 1,
wpressure = 0.1, and wfriction = wspin = 0.
The optimal parameters are shown in Table 5.6, the model geometry is shown in Fig-
ure 5.12, and the simulation results are shown in Figure 5.13.
Based on Figure 5.13, the experimental pressure distribution could be improved by the
addition of a fourth ellipsoid at the lateral edge of the foot. There is some foot-ground
contact along this edge that is unaccounted in the 3-ellipsoid model. However, including a
fourth ellipsoid would increase the model complexity and the number of parameters needed
for the model.
Validation results
The foot model parametrised in the calibration trial was used to simulate the other trials.
The RMS errors for the normal force, COP, and pressure are given in Table 5.7.
With the removal of the friction terms, the normal force matched the experimental
results more closely (3.4% RMS error instead of 11.5%). The errors in the COP position
and pressure profile also decreased, though not to the same extent.
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Table 5.6: Optimised contact model parameters
Parameter(s) Value
Global kV 1.60× 10
7 N/m3
aV -0.565 s/m
Heel
a, b, c 35.4, 54.0, 22.6 mm
rx, ry, rz 3.7, 47.9, 0.4 mm
α, β, γ 0.329, 0.201, 0.101 rad
Ball
a, b, c 63.2, 33.8, 24.0 mm
rx, ry, rz 20, 167, -0.6 mm
α, β, γ -0.235, 0.191, 0.528 rad
Toe
a, b, c 18.2, 18.6, 13.2 mm
rx, ry, rz 11, 10, -19 mm
α, β, γ 0.339, 1.23, 0.454 rad
0.35 0.4 0.45
x
0.75
0.8
0.85
0.9
0.95
y
0.75
0.8
0
0.02
0.45
y
0.85
z
0.04
x
0.90.4
0.950.35
Figure 5.12: Volumetric contact model geometry
Table 5.7: RMS error for foot-ground contact model
Gait cadence (number of trials) Normal force COP Pressure
Calibration: 92 steps/minute (1) 3.4% 3.2% 33.9%
92 steps/minute (3a) 4.2% 4.2% 38.1%
112 steps/minute (5) 4.9% 6.6% 44.1%
72 steps/minute (4a) 4.4% 5.0% 40.0%
a Some trials ignored due to unusual values or processing errors
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Figure 5.13: Simulated forces (top) and pressures (bottom) for optimal model (friction was
ignored in this simulation)
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As would be expected, the calibration trial had the lowest RMS errors, followed by gait
trials at the same cadence. The higher cadence trials had the largest RMS values, though
none of the trials had very different RMS errors from the calibration trial. The largest
difference is between the calibration trial and the high cadence trial COP error, which was
doubled. The pressure had the largest errors by almost an order of magnitude. Part of this
error would be due to inaccuracies in representing the shape of the plantar surface with
simplified shapes and the errors in the pressure measurements.
For comparison, Jackson et al. [80] developed a contact model using similar methods
for validation, except that validation was only done using gait at the same cadence. A
comparison of the RMS errors for the simulations are given in Table 5.8.
Table 5.8: RMS error comparison with Jackson et al.
Normal force (N) COP (mm)
APa MLb
Volumetric 28.8 8.0 2.4
Jackson et al. [80] 13 25 8
a Anterior-posterior direction
b Medial-lateral direction
The volumetric model presented here provided much better COP position matching
compared to the model of Jackson et al., even for trials at different cadences, but the
normal force did not match as closely. Some caution should be taken in comparing the
results of these two models, since Jackson et al. used a different method to determine the
motion correction and toe flexion and the subjects were of different weights.
5.3.5 Results without Friction or Pressure in Optimisation
Other similar studies in the literature, including Jackson et al. [80], did not use a pressure
mat and the pressure data in determining foot parameters. To determine the effect of
minimising the pressure errors in the optimisation, the same parameter optimisation was
done without minimising pressure errors. For simplicity, only one calibration trial was
done to compare the results with those given in Section 5.3.4.
The optimised model geometry is shown in Figure 5.14 and the results from the simu-
lation are in Figure 5.15.
Since the pressure distribution did not need to be calculated in the optimisation, the
parameter optimisation took much less computational time: only 10 s, compared to the
previous 164 s average. The pressure distribution required calculating the pressure at a
large number of points across the contact surface, rather than just the net force and contact
location.
The optimised results matched the normal force and centre-of-pressure position more
closely, probably because the optimisation was not also attempting to minimise the pressure
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Figure 5.14: Volumetric contact model geometry for optimisation not using pressure dis-
tribution
distribution error. However, the resultant pressure distribution is a poor match. The root-
mean-square error values for the optimisation with and without considering pressure are
given in Table 5.9.
Table 5.9: RMS error for models with and without minimising contact pressure error
Trial Normal force COP Pressure
Calibration: 92 steps/minute
With pressure in optimisation 3.4% 3.2% 33.9%
Without pressure in optimisation 2.7% 1.8% 70.2%
The contact model (Figure 5.14) and pressure distribution (Figure 5.15) reveal that the
‘toe’ contact was placed between the toe and ball of the foot. This presumably happened to
match the normal force and COP position more closely, but is an inaccurate representation
of the foot geometry.
Also note that the toe rotation was solely determined in the optimisation, so it is
uncertain if the “toe” movement here is physiological. The optimisation may have adapted
the contact to represents parts of the foot surface other than the toe and converged to non-
physiological movement. This problem might be avoided by careful choice of optimisation
bounds, but a better solution would be to design an experiment in which the foot movement
and toe rotation can be calculated accurately.
Minimising pressure distribution error in the parameter optimisation increases compu-
tational time (by at least one order of magnitude) but helps avoid some non-physiological
solutions, as presented in this section. It is possible that some of these errors may also have
been avoided with a better designed experiment, but it is likely that minimising pressure
errors helps converge to more a more accurate model of the foot surface.
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Figure 5.15: Simulated forces (top) and pressures (bottom) for optimisation not using
pressure distribution
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5.3.6 Computational time
Optimisation was done on a quad-core desktop (Intel R© CoreTM i7-3770 CPU @ 3.40GHz).
Optimisation including friction took 180 s. Optimisations without friction took, on average,
164 s. Just optimising the motion correction for the non-calibration trials took, on average,
82 s. Optimisation without friction or pressure took about 10 s.
The inverse simulation ran over 100 times faster than real-time. However, this does
not include calculating the pressure across the contact area, which was used in some of the
optimisations. When the simulation was also used to calculate the pressure distribution (at
15 timeframes, on a 39x16 grid), the simulation ran about 15 times faster than real-time.
5.4 Conclusions and Recommendations
5.4.1 Volumetric Contact Model
Analytical equations for volumetric contact between an ellipsoid and a plane were derived
and presented. The friction model was adjusted from Gonthier’s proposed equations to
match more closely with Coulomb friction. In order to keep the equations analytical, the
friction model was an approximation that cannot capture all effects, such as perfect sticking
or the Contensou effect.
The ellipsoid-plane contact equations were significantly larger and more complex than
sphere-plane contact equations.
5.4.2 Experimental Parametrisation and Validation
The developed foot-ground contact model was able to match experimental normal force
and COP position within 5% for trials at the same or lower gait cadence. The COP position
had higher levels of error for a higher cadence (6.6%). This model has similar accuracy
to a recent model using a large number of point contacts [80] (this model has better COP
position accuracy, but poorer normal force accuracy).
The foot model ran over 100 times faster than real-time in an inverse simulation (simu-
lation took longer if the pressure distribution was calculated). The parameter optimisation
minimising error in normal force, COP position, and pressure took, on average, 164 s.
The model parameter optimisation was sensitive to the initial guess and a good guess
was required to converge to the given results. It is uncertain if the provided results are
the global minimum, but the developed model was able to closely match the experimental
results. As noted by [80], there may be more than one combination of parameters with
good prediction results. It is possible that a different optimisation algorithm could improve
the results; only one method was used here.
Inverse dynamics simulation and parameter optimisation proved to be an inaccurate
method for determining friction parameters and validating the friction model. Unusually
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low coefficients of friction were found and the optimisation converged to unusual results
(such as adjusting the normal force profile to better match the friction force profile). A
different method for determining the coefficient is recommended (such as dragging the
foot on a force plate), and the friction model must be validated in a forward dynamics
simulation.
The rigid body simplification for the foot introduced inaccuracies when determining
foot motion from the gait experiment. In order to continue using this simplification,
the optimisation was allowed to apply some motion correction to the experimental data.
Using multiple rigid bodies to represent this segment may increase accuracy, but would
also increase complexity of the model and the difficulty with parametrisation.
Using additional markers on the foot (particularly near the distal end) or using stick
markers may improve accuracy of the motion determined from the experiment, including
the toe rotation (such as the experimental method used by [80]). This would hopefully
reduce the need for the motion correction introduced in this study.
Results from this study may be improved with a more accurate pressure mat with
a faster response time. This would improve the accuracy of the pressure used in the
optimisation.
Despite the inaccuracies of the pressure mat, minimising the pressure errors as part
of the parameter optimisation appears to result in more accurate model geometry. This
comes at a large increase in computational cost in the parameter optimisation. This in-
creased computational cost is only present during parametrisation; the resulting models
are equivalent in terms of computational cost. The increased optimisation time comes with
the benefit of converging to a more physiological solution, though it may not always be
necessary.
The model parameters given here are based on a single subject and a single activity
and may not be generalisable. Using several activities to parametrise the model (walk-
ing, jumping, and running, etc.) may help improve the model accuracy for a generalised
movement. Only using a single subject may be beneficial, however, since subject-specific
contact models tend to improve accuracy [60], [61].
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Chapter 6
Conclusions and Recommendations
6.1 Conclusions
This thesis presents the use of volumetric contact in multibody dynamics in two novel
models: a 3D knee model and foot-ground contact model. Additionally, a friction model
for multibody simulation and optimisation was developed and presented.
Knee model
A simple volumetric-contact based knee model was created, based on another knee model in
literature. The tibiofemoral contact was modelled as a sphere-on-plane volumetric contact
model. In a forward-dynamics simulation, the knee model ran faster than real-time and
gave similar contact forces to the model it was based on. The ligament forces did not match
as closely, possibly due to slight differences in ligament positions or slack length. Since
the results were not compared against any experimental results, it is difficult to comment
on the accuracy of this model. This model confirms as a proof-of-concept that volumetric
contact can work as a real-time contact model for the knee joint.
Friction model
As a part of developing contact models, friction is also of interest and a lack of a simple,
continuous friction model was identified. A novel, continuous, velocity-based friction model
was presented to fulfil this need. The friction model was designed to use a minimum number
of parameters (5 with viscous friction, or 3 without) for capturing the effects of dynamic
friction, stiction, and viscous friction. The proposed model avoids any discontinuities in the
system equations and is of similar efficiency to other current velocity-based models, making
it well suited for optimisation, sensitivity analysis, and multibody simulation applications.
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Foot-ground contact model
A foot-ground contact model was also developed using volumetric contact. Ellipsoid-plane
volumetric equations were derived in order to use ellipsoids to represent the contact surface.
The volumetric friction model was adjusted to better match Coulombic friction using the
friction model described in this thesis. The foot was made of two rigid bodies with one
degree of freedom at the toe joint. Three ellipsoids were used to represent the contact
surface.
This model was parametrised and validated in an inverse dynamics optimisation to
match experimental gait data. Testing against experimental gait data at higher and lower
gait cadences demonstrated that the model was able to replicate reaction forces within 7%
of experimental values, with the simulation running over 100 times faster than real-time.
It was noted that including a pressure term in the optimisation (to minimise difference
between pressure mat readings and simulated pressure) increased the optimisation time
significantly, but helped converge to a more physiological solution.
In the parametrisation of the foot-ground contact model it was discovered that inverse-
dynamics could not be used to determine friction parameters. As a result, friction was not
included in the current model.
Volumetric contact in biomechanics
Two contact models for use in multibody biomechanics simulation have been developed
using volumetric contact. These models are computationally efficient, able to run faster
than real-time for use in optimisations, and were produce results similar to experimental
results or results in the literature.
Accurate geometry for the contact surfaces is very important, so good medical images
or parameter optimisation is necessary.
An advantage of volumetric contact is that it can be used to calculate the contact
pressure distribution over a contact surface (such as done in the foot-ground contact model).
This gives the same data that a pressure mat at the contact surface would give, and provides
more insight into the contact forces than most current models of similar computational
efficiency.
6.2 Recommendations
Volumetric knee model
Since the knee model was only developed as a proof-of-concept and was only based on one
other model in the literature, it could be improved in several ways, such as
• using geometry based on updated medical images of contact geometry (especially if
developing a subject-specific model),
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• using better fitting geometry for volumetric contact (ellipsoid-plane contact equations
were derived in this thesis but not used in the knee model),
• including muscles in the model,
• and including the effects of the ligaments and muscles wrapping around the bone
(such as the patella for the quadriceps wrapping).
Limited validation of the model has been done to this point, so a more complete vali-
dation of the model would also be useful. Possible future steps include:
• using the knee model as a part in a complete human body model,
• and simulating several different load-bearing activities of the knee.
Volumetric foot-ground contact model
Motion tracking markers should be spread across the foot in order to better determine foot
movement. Poorly placed markers and unaccounted flexibility of the foot introduced large
errors in determining the toe joint location in this study. Stick markers could also be used
to improve the accuracy of orientation measurements.
Additionally, the pressure mat used in this experiment had poor accuracy, probably
due to slow response time. A pressure mat with higher accuracy and shorter response time
would improve measurements and may improve the parameter optimisation.
The contact model accuracy could probably be improved by using more rigid segments,
using a larger number of contact shapes, or using more complex shapes that better match
the foot. However, this would also increase model complexity, so a balance is needed.
Using several experiments with different types of movements to parametrise the foot
model may make a more generalisable model.
Other optimisation methods should be explored to determine what method is best
suited for this parametrisation problem.
The friction model has not been validated. Friction would be better parametrised using
an experiment that includes slipping of the foot, such as a subject sliding his or her feet
on a force plate. Validation of the model would have to be done using a forward dynamics
simulation.
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