ABSTRACT Content-centric networking (CCN) aims to improve network reliability, scalability, and security by changing the way that information is organized and retrieved in the current Internet. One critical issue in CCN is in-network cache allocation. It is known that in-network caching mechanisms are vulnerable to distributed denial of service attacks, especially to pollution attacks. That is, a caching mechanism under pollution attacks cannot work well. The past years witnessed kinds of proposals of cache allocation mechanisms. However, none of them could effectively allocate in-network cache while defending against attacks. In this paper, we propose a lightweight non-collaborative cache allocation approach (IFDD), which could not only enhance in-network caching performance in terms of the cache hit ratio and the request processing delay, but also defend against pollution attacks. By lightweight, we mean that IFDD generates low communication overhead (due to non-collaboration) and computational overhead at routers. The key idea behind IFDD is to combine the content popularity with the content locality in making caching decision. Extensive simulation results on ndnSIM platform demonstrate the capability of the proposed approach in improving cache allocation performance while reducing the impact of pollution attacks.
I. INTRODUCTION
As a new network paradigm, Content-Centric Networking (CCN) [1] has gained significant attention in the past few years. Benefiting from various attractive advantages (e.g. the name routing and the in-network caching), CCN is considered as a potential substitute for current TCP/IP, especially for mobile scenarios such as Mobile Ad-hoc Networking (MANET) and Vehicular Ad-hoc Networking (VANET), etc. It is regarded as the most competitive network architecture for the future Internet.
CCN is similar to Peer-to-Peer (P2P) networks, Web caching systems, and Content Distribution Networks (CDN) from the viewpoint of caching design. P2P and CDN caching mechanisms are usually only for a single type of application services, and the content provider is responsible for content deployment. But CCN, as a more underlying network paradigm, provides caching services for a variety of applications and requires data to be transferred at line-speed. That is, CCN caching design and resource management are more complex, compared to P2P and CDN.
The existing studies [2] - [4] indicated that caching performance is affected by a variety of factors, including router cache capacity, content/interest distribution, network topology and caching strategy. In the past years, various caching mechanisms [5] - [8] were proposed. Most of them [7] , [9] , [10] were based the content popularity. Here, the popularity refers to the number of times of requesting the content at a router per unit time. For a specific content at a specific router in CCN, the corresponding popularity can be obtained by counting the total number of requests for this content on this router. In the rest of the paper, unless otherwise specified, the popularity of a content is called the popularity. When popularity-based cache allocation mechanisms are deployed, the higher the content popularity, the higher caching priority the content.
Studies [11] - [13] indicated that there is the significant difference in consumers' content interests among some large and heterogeneous communities owing to consumers' community attributes and geographic locations. That is, the probability of requesting a given content may vary significantly from region to region. We use locality to denote the feature of this difference in this paper, namely, the degree of locality dispersion. The higher the locality, the larger the difference in the number of times of requesting this content per unit time among the interfaces of this router.
The feature of locality was ignored in caching strategies on CDN [14] , P2P [15] , Web caching system [16] and Social Network (SN) [17] , [18] . These strategies usually only considered the content popularity. The existing caching strategies in CCN also only exploited the content popularity without the consideration of the locality. Traverso et al. [19] discussed that the locality is hardly observable even within culturally homogeneous regions, but it could be observed partly in large systems serving different linguistic/cultural communities and even in limited geographical regions.
This paper explores how to combine the popularity and the locality to design cache allocation mechanisms. A novel cache allocation algorithm, named IFDD (Interestinterface Dynamic Degree) based cache allocation, is proposed. In IFDD, the popularity and the locality are both calculated at each router according to the counting of content interests. There is difference in the calculation of these two features. The popularity is obtained only by counting the interests of the content at the router. But the computation of locality still needs counting the content interests at each interface of this router. More details are given in Algorithm1 and Algorithm2 of Section III. With its own calculated popularity and locality, every router could makes caching decision independently with Multiple Attribute Decision Making (MADM) algorithm [20] .
The major contributions are summarized as follows: 1) We study a pollution attack in the scenario where popularity-based caching strategy is deployed. This attack may seriously damage the caching advantage and greatly increase the processing delay of consumer requests. The simulation results show that the system under the existing popularity-based cache allocation mechanisms, including simple random strategy (e.g. LCE [21] ), is vulnerable to this attack and then these mechanisms could not work effectively.
2) We propose a lightweight non-collaborative cache allocation approach (IFDD). Lightweight means that when IFDD strategy is deployed, not only lower communication overhead is produced but also small calculation overhead is required at routers. The first small overhead is because no cooperation is required among routers. The latter one is because the calculation is completed at each router in the linear polynomial time. To the best our knowledge, IFDD is the first caching approach which integrates the popularity and the locality in making caching decision. Moreover, IFDD is the first caching approach which could not only enhance caching performance, but also defend against the pollution attack. Note that this paper evaluates performance in terms of request processing delay and cache hit ratio.
3) We carry out simulations for evaluating IFDD on ndnSIM platform by varying kinds of system parameters. We found that both the network topology itself and the interest distribution have a considerable impact on network performance. The simulation results suggest that an effective network cache allocation mechanism should consider various system parameters, such as application types and network topology.
The rest of the paper is organized as follows. Section II presents the related work about popularity-based caching strategy and presents the existing locality studies. Section III presents the details of IFDD mechanism. Section IV describes the simulation results to evaluate the performance of our design on ndnSIM platform. Section V concludes the paper and discusses future work.
II. RELATED WORK
In CCN architecture, a router maintains three main components: Pend Interest Table ( PIT), Content Store (CS) and Forward Information Base (FIB). PIT is used to record the unsatisfied interest prefix and the incoming interface index. It could provide a reference interface to the returned content. CS is a key component to cache the returned content and to satisfy the later interest request with the same prefix. The router forwards interests according to FIB information, which is calculated by the routing algorithm.
CCN adopts the ubiquitous caching mechanism to enhance the performance in terms of decreasing the application request processing delay and increasing the cache hit ratio. Thus, the caching strategy is vital for this architecture. A caching strategy consists of two functional modules: allocation and replacement. The former addresses two issues: WHAT content should be cached, and WHERE a caching location is. The latter is used to determine what contents should be replaced when the cache is full. More details about CCN and cache replacement mechanisms are referred to [1] . The following focuses on the cache allocation strategy.
Most existing strategies in traditional networks adopted the simple random way to determine whether the content should be cached. These strategies include Leave Copy Everywhere (LCE), Leave Copy Down (LCD), Move Copy Down (MCD), Leave Copy Probability (LCP), Randomly Copy One (RC One), Probabilistic caching (Prob Cache) etc. LCE is the default strategy which is available on the ndnSIM platform. In this strategy, replicas of the content are cached on all routers in the path during the transfer of content from producers to consumers.
The caching strategy is closely related to various factors. These factors can be divided into two categories. One is related to the dynamic characteristics of the network, such as quality of service (QoS), router cache capacity, network topology and so on. The other is related to the characteristics of interests.
Based on these factors, the existing caching strategies could be divided into two categories: the collaborative approach and the non-collaborative approach. The collaborative approach usually adopts the network characteristics as the design factors and formulates cache allocation into a global optimal/suboptimal problem. This approach pursues the overall optimal/suboptimal caching performance usually with higher decision cost. Therefore, some researchers thought that this overhead may offset the benefits of network caching [22] . The non-collaborative approach is mainly based on the simple random caching method or based on statistical method to independently make caching decision. In general, simple random approaches, while with low overhead, may result in a large amount of redundancy in the cache. Thus, they may not be suitable for highly dynamic CCN environments.
The requests of consumers for contents usually conform to a specific statistical model. For example, the Web request frequency on Internet conforms to a similar Zip-like probability distribution model (e.g [23] ). This phenomena was also found in the other types of networks including CDN [14] , [24] , P2P [15] , [25] and etc. The existence of such distribution model suggests that popularity could be an important factor in cache allocation. Many popularity-based caching strategies were proposed in the past years. See [7] and references therein. Wang et al. [7] proposed a sub-optimal heuristic algorithm based on the popularity and the network node degree. Their simulation results under the Zipf-like distributed data set indicated that both the topology and the popularity of the content are important factors affecting the effectiveness and efficiency of content caching.
Meanwhile, many attack models have been found in CCN. Among of them, pollution attack is a most important one that is a paradigm of Distributed Denial of Service (DDoS). This kind attack works mainly by sending invalid or illegal requests to occupy component resources, such as PIT and CS, leading to the failure of these components. When CS is attacked, attackers can make the router cache filled with the content that is not consistent with the goal of the caching strategy. Under this attack, the caching strategy may fail. Therefore, the network performance is compromised.
Pollution attack is not unique to CCN, and it has been extensively studied in P2P and the other networks. Dhungel et al. [26] evaluated the applicability of some possible defenses to the pollution attack, and found that the attack can be devastating. In CCN, Ribeiro et al. [27] proposed a mechanism to defend against the pollution attack in which routers randomly checked the content signatures. Guo et al. [28] proposed an approach exploiting the diversity of the interest traversing paths within an ISP's pointof-presence network to detect and mitigate the pollution attack.
Our work is close to Guo et al. [28] . However, there are two major differences: (1) Besides the capability of defending against attacks, our approach is effective in caching. (2) Our proposed approach is low-cost and non-collaborative, significantly reducing the high temporal complexity which usually exists in a collaborative approach. For example, a solution based on complex network theory, or a scheme based on overall network collaboration [7] .
III. INTEREST INTERFACE DYNAMIC DEGREE BASED CACHING DECISION STRATEGY
In this section, we first discuss the challenges in designing a caching decision approach. Then we detail how IFDD achieves effective cache allocation and why it has immunity to pollution attacks.
A. CHALLENGES IN CACHE ALLOCATION DECISIONS
From the performance viewpoint, the core of cache allocation decision in CCN is "caching the specific content to the appropriate location". The solution to this problem faces two challenges:
1) WHAT KIND OF CONTENT SHOULD BE CACHED?
Obviously, the best way is to cache those contents that are most likely to be requested by the other consumers in the future. But it is hard to predict what content will be requested in the future. The popularity and the locality have been used to decide what kind of content to be cached in CDN (e.g. YouTube [12] ). However, it is difficult to implement these CDN solutions directly in CCN. There are two major reasons as follows: (i) The CCN network has no centralized control mechanism to calculate the popularity and the locality.
(ii) The cache in CCN is more common, dynamic and diverse than in CDN. By common, we mean that caching, the basic network function in CCN, should support all kinds of applications and all users, unlike CDNs only for certain applications and specific users. Therefore, the caching methods proposed in both CDN and similar networks are not fully applicable to CCN.
2) WHERE THE CONTENT SHOULD BE CACHED
The main purpose of in-network caching is to improve the reusability of the content, reduce the processing delay of the consumer request, and save the network bandwidth. A typical way is to save bandwidth overhead but with caching costs. CDN uses the centralized control method to collect the data, calculate the popularity of content, and then coordinate the data distribution on each router. This method cannot be applied to CCN because CCN routers are further away from each other than CDN. Therefore, the overhead of using this method may offset the benefits of in-network caching in CCN.
From the point of security view, the CCN caching mechanism should defend against cache attacks which may disable the caching mechanism. When the CCN architecture was put forward, some researchers (e.g. [29] ) pointed out that the CCN may face DDoS attacks, especially pollution attack. The ubiquitous caching mechanism of CCN makes this attack more common and serious.
In the CCN architecture, there are two pollution attack targets: PIT and CS. The PIT attack is to send many invalid requests, so that these requests pending entries for a long time cannot get a response, and eventually exhaust PIT resources. For this attack, the scholars in [30] and [31] proposed solutions. Our work is mainly for a solution to CS attack. Some scholars [32] , [33] responded to this attack by assuming that a mechanism for detecting pollution attacks is ready. We try to solve this problem from another point of view, namely, applying the locality. The advantage of our method is that there is no need for a separate detection mechanism. Thus, our strategy has the natural ability to prevent pollution attack.
Note that the strategy proposed in this paper is mainly used to defend against those attacks which aim for popularitybased caching strategies. In this attack model, malicious consumers send a lot of requests for non-popular contents, leading to that the cache is depleted by non-popular contents, and eventually leading to the caching strategy failure. Our simulation results validate the existence of this attack and verify that our approach has a certain immunity to this attack.
B. POPULARITY AND LOCALITY COMPUTATION
This subsection presents how to compute the popularity and the locality to be used in IFDD. The symbols and notations to be used latter are given in TABLE 1. The major steps for a CCN router to process interest/ content are as follows: When the router R x receives the interest I (a) at the interface RF i x , the prefix a is firstly recorded in PIT. Then R x searches PIT and judges whether prefix a does exist or not. If a does not exist, R x creates a PIT entry for I (a) and adds the incoming interface to PIT entry, then forwards I (a) based on FIB. If a exists, the router adds the incoming interface into the PIT entry for interest aggregation. Following this process, when a duplicate interest is received, the router simply discards or aggregates it.
As mentioned earlier, both the popularity and the locality are used to help caching decisions. The popularity P x (a) can be easily obtained by counting interest with prefix α on R x . In IFDD, P x (a) is calculated by using the mechanism proposed in [7] . We now detail how to calculate the locality. We propose to use the Coefficient of Variation (denoted as CV x (a)) to quantify the locality of content C(a) on R x . CV x (a) aims to measure the dispersion of all interest for C(a) over all the interfaces on R x and is defined as follows:
is standard deviation of the prefix a on R x , and
is mean of the prefix a value on R x . CV x (a) could reflect the degree of equilibrium distribution of all interests with prefix a for the content C(a) on R x . In IFDD, the lower CV x (a), the higher the locality. Therefore, content C(a) with lower CV x (a) is more suitable for caching on R x .
C. Popularity and Locality Computation
This subsection presents the IFDD algorithm and the concrete algorithm of MADM used in IFDD. The caching decision strategy can be briefly described in three steps: (1) Building statistic table according to the received interest, (2) calculating the fitness (CV x (a), P x (a)) of content based on Stat x (a), and (3) making caching decision using MADM algorithm with (CV x (a), P x (a)).
Algorithm 1 The Process of Router R x After Receiving an Interest I (a)
Require: I (a), RF i
if a is in PIT then 3:
Aggregrating(a) into PIT 4: return 5:
else if Lookup(a) in FIB is true then 6:
Forward(a) 7:
Record(a) in PIT 8:
end if 
if DecisonResult = TRUE then 9:
Caching(C(a)) 10:
Satisfy_PIT (a) 11:
end if next process. When R x receives C(a), it first looks for prefix a at PIT. If not found, C(a) is simply discarded, otherwise proceeds to the next step. After this, R x forwards C(a) while executing the caching decision to decide whether to cache C(a) on R x . After searching PIT, C(a) needs to be forwarded if at least one interface RF i x receives I (a). In order to judge whether C(a) is cached, the suitability of C(a) cached on R x needs to be calculated. CV x (a) of the distribution of the content in each interface is calculated firstly, and then P x (a) is also obtained. After the above process, the attribute set Set x (a) = {CV x (a i ), P x (a i )} is obtained as the basis of making decision on R x .
Note that the centrality degree of the router (Degree x ), the capacity of the caching store (Capacity x ) and the other factors can also be added to make decision. Here, we only use CV x (a) and P x (a) as the attributes since IFDD is designed to be a bootstrap and without the aid of the other routers. We will consider these factors in our future research.
IFDD applies MADM [34] to determine their weights. MADM is usually used to perform multi-criteria decision making, having the following advantages: (1) The weight of decision attributes can be determined objectively, (2) the dimensions of each attribute can be different, and (3) allowing each node to participate in decision-making properties or the ratio between them is not the same. Zanakis et al. [35] made a comparative analysis of some concrete algorithms of MADM and discussed the characteristics of these algorithms. Here, we present the concrete algorithm of MADM, which is used in IFDD.
Assuming R x receives n contents in unit time. However, limited by the cache capacity, only m(m < n) contents can be cached. So, R x should select most appropriate m contents.
1) The decision-making matrix D x in R x is defined as follows:
NSD x is defined to denote the normalized and standardized matrix of D x . The definition is as follows:
2) We use the information entropy method to get the weight of attributes. The column vector of NSD x is (A 1 , A 2 ) . Then, the entropy of A 1 and A 2 for attribute CV X and P x will be
the weight of attribute j will be w j = F j /(F 1 + F 2 ).
(3) We use simple additive weighting to get the decision value. The decision of each content will be:
Finally, top m contents of v i will be cached.
D. EFFECTIVENESS OF IFDD IN CACHING DECISION
Some researchers pointed out that the CCN topology is different from traditional networks. However, most CCN studies assume that the CCN topology is a hierarchical tree structure, and if not, it can be converted to a tree structure. Tree topology can simplify the network design. For example, eliminating the loop and then the broadcast storm is avoided. In addition, this makes some spanning-tree algorithms widely used in the network, such as minimum spanning tree (MST) and shortest spanning tree (SPT). In CCN, one of the advantages of a tree topology is that it can be used to determine the interface of interest/content source. If consumers (e.g. communities) are connected to one gateway, they will send all requests to router R x through the same interface in the tree topology.
Even if the topology is not a tree or hierarchical structure, a good routing algorithm should maintain the stability of routing and avoid routing floating. Interests generated by a particular community/region are different from that of the other communities [28] . That is, the interest requests are clearly imbalanced in geographical distribution. All interfaces on the router can clearly see this feature. In our approach, the popularity of the content is obtained in this direction by counting the interest of the same prefix on an interface. Further, if these interests are mainly sent by a community/region, CV x (a) of the interest prefix will be very different from those sent by the relatively dispersed consumers.
We use an example to illustrate how the locality is involved in caching decisions. In this example, the working principle of IFDD is compared with LCE and the other popularity-based strategy.
In Figure 1 , we assume that consumers connected to R1, R2, R4, R6 send same requests I (a) to the provider that is connected to R11. C(a) has a higher access probability on routers along the path R5 to R11 . If we use LCE as the caching strategy, C(a) will be cached in each router along the path R5 to R11. Furthermore, even if the popularity based strategy is used, content C(a) will be cached on most routers along the path from R5 to R11 since it has higher popularity than other contents. Obviously, this method causes a lot of redundancy. Especially for some routers, it is not entirely reasonable. For example, for router R7 and R5, if the content C(a) is more popular than the others, and consumers of the content are mostly at downstream routers of the path, the content should be cached on these routers. In this case, R5 is the best caching location because if we do not consider the other metrics, R5 will satisfy most of the R1, R2, R4, R6 requests. In the same way, R3 is the best router if only R1 and R2 request content C(a). In addition, taking into account the content popularity and the probability of request, if R1 and R2 have higher probability to request the content than the others, R5 does not need to cache the content though R4 and R6 are also possible to request C(a).
In an extreme case, when the distribution of interest is completely free of the locality, the requests follow the uniform distribution on the network. Now, the effectiveness of the algorithm is equivalent to that of the popularity-based strategy. On the other hand, when the locality is more obvious, the benefits of the algorithm will gradually increase.
E. The Effectiveness of IFDD against Pollution Attacks
Assume the capability of a group of attackers is represented by A(G) = {S(δt, N (G), D(G) )}, where G is a group of attackers, S(δt) is the number of requests sent by G per unit of time t, N (G) is the number of nodes in group G, and D(G) is the degree of dispersion of G geographic diversity. If attackers G want to successfully achieve the pollution attack, they must have enough strength in these three aspects:
S(δt), N (G), D(G).
There is no doubt that if the attacker has such ability, our strategy cannot resist pollution attack. Fortunately, it is very difficult for an attacker to have such ability, especially in the third factor D(G). There are significant differences in the complexity of pollution under different caching strategies. We will discuss in the following three different cases:
Case 1: LCE or Similar Strategies: When LCE or a similar strategy is deployed, attackers could attack successfully with only certain S(δt). The ability of S(δt) enables attackers to send a lot of fake interest to the network. If there are some malicious providers cooperating the attack, they will respond to this interest with fake content. The content will invade and occupy CS along the path from the consumer to the provider. Therefore, in this case it is easy to pollute the cache.
Case 2: Popularity-Based Strategy: When popularity based strategy is used, same as in Case 1, they only have enough S(δt). However, in this case, the demand for this ability is much higher than in Case 1. Malicious consumers must send enough invalid interests to achieve a successful attack. The frequency of these requests must be high enough to make the content more popular. This case is more difficult than in Case 1. However, it also could be executed effectively if attackers have the ability of N (G).
Case 3: IFDD Strategy: If attackers want to attack, at least two requirements are met: (1) Attackers frequently request the fake content, making it popular, and (2) the geographic location of attackers is sufficiently extensive so that the interest has sufficient degree of dispersion. Indeed, if the attacker has reached these two requirements, our strategy may fail. However, the situation is better than expected. The reason is that the locality on each router is not consistent. Actually, there may be only a small number of routers affected by attacks. In fact, it is difficult for an attacker to want the valid content with high popularity and low locality on most routers at the same time. If an attacker wants to meet this requirement, he must work closely with many of the consumers scattered across the network. If the attacker has such capacity, the entire CCN architecture under the network caching mechanism will face a great security challenge. For such scenario, it is necessary to re-examine the severity of this attack.
IV. SIMULATION AND PERFORMANCE EVALUATION
This section first presents simulation setup. Then IFDD is compared with the other strategies, i.e. LCE and naive popularity-based strategy under various system parameters. The considered parameters include interest distribution, replacing strategy and network topology. In the following, LRU is used as the default replacement mechanism. The metrics considered include cache hit ratios and application request processing delay. We also evaluate IFDD's capability in being resistant to pollution attack.
A. SIMULATION SETUP
We implement the algorithm on ndnSIM platform [36] , [37] , which is an open experiment environment based on NS3 [38] . The operating system used is ubuntu-12.04-lts. Four real network topologies [39] are used in our simulation, shown in Figure 2 (a)(b)(c)(d) and indexed as 1755, 2914, 3967 and 7018, respectively. They cover the typical topologies in terms of the number of routers and the topology structure.
It is well known that the traffic model is vital for simulation. Our investigation indicates that there is no public data set for CCN simulation. Many researchers realized the problem and proposed some traffic models either theoretically or through experiments. Traverso et al. [19] studied the impact of the popularity and the locality under different cache replacement strategies in content caching systems, and introduced a traffic model named SNM. SNM is different from early traditional caching traffic models. It is a more general and flexible model which can be extended for different requirements of popular caching strategies. Their work provided effective tools for building simulation scenarios. SNM is an important reference model when we design our simulation traffic model.
Generally, consumers and producers are on the edge of the network. Routers are on the core of the network. We follow such scenario and assume that requests for a content conform the Zipf distribution in a region (such as an AS): P(x) = C/γ α , where α reflects the concentration of the distribution. The higher the α, the more concentrated the content. Note that our proposed mechanism does not assume any specific interest distribution. We compare IFDD, Popularity-based strategy and LCE by setting γ = 0.7 and varying α from 0.25 to 1.5. Figure 3-6 show the simulation results in scatter and box plots, in order to intuitively reflect the distribution of cache hits, and get more information from diagram. Each point in the figures represents the number of cache hits in the router cache during the access. For the fixed total number of requests, the cache hit and the cache hit ratio reflect the same thing.
B. THE IMPACT OF INTEREST DISTRIBUTION
This subsection aims to investigate the impact of interest distribution on strategies, that is, the impact of cache size and caching strategy, on cache hits under different parameters of the interest distribution model.
Simulation results in Figure 3 show that when using IFDD, the cache hit is higher than the other strategies. We also observe that, regardless of LCE or IFDD or POPULAR strategy, the cache hit with the increasing cache capacity increases significantly. However, the effect of the increase under IFDD is more significant. This suggests that the IFDD strategy is more sensitive to the increase in cache capacity. Fayazbakhsh et al. [22] found that the content should be cached in the network core routers, but Psaras et al. [40] came to the opposite conclusion. Our simulation results indicate that the cache hit is very sensitive to the degree of dispersion of interest, especially in the IFDD. With the increase in the locality of interest, replicas are more centralized towards the edge of the network when IFDD is applied. With the α reduction, interests tend to be scattered. In this case, the probability that the content is cached to core routers increases and the caching strategy will gradually fail.
Although the individual router cache hits may be reduced due to the decrease in the number of replicas, in general significantly higher than LCE and POPULAR. When α is increased, IFDD will have a higher cache hits than the others. The simulation results demonstrate the effectiveness of our algorithm.
C. THE IMPACT OF CACHING REPLACEMENT STRATEGY
This subsection aims to investigate the effect of cache replacement on the performance of caching allocation mechanisms. Three common cache replacement strategies are considered: LRU (Least Recently Used), LFU (Least Frequently Used) and FIFO (First-In-First-Out). Evaluations are carried out under different cache capacities. Figure 4 shows the results. We observe that:
1) Different allocation strategies show significant differences in performance under the same capacity. IFDD produces the best cache hits, and the cache capacity does have a critical impact on the cache hits. The cache hit increases when the cache capacity is increasing. This suggests that IFDD is more sensitive to cache capacity in terms of the cache hit, which is exactly what we are pursuing in the caching design.
2) The performance difference of the three replacement strategies is not obvious. As the default replacement strategy in ndnSIM, LRU does not show a more obvious performance than a simple FIFO. In other words, the effect of the replacement strategy on caching performance is much smaller than the allocation strategy. It seems that the replacement strategy designed for the traditional caching mechanism may not be suitable for the CCN, and we may need to design a new replacement strategy for CCN. Our experiment results confirm that the design of the caching strategy is very meaningful for CCN in-network caching mechanism. We also repeat the simulations of Section IV.B but under Lfu. Figure 5 shows the results, indicating that there is less performance difference between Lfu and LRU. 3) For IFDD and POPULAR, the cache hit is higher under Lfu than under the other two replacement strategies. But for LCE, the effect of a replacement mechanism is less. One possible reason is that LCE is not related to the content popularity. When the router caches a content according to a decision algorithm, this content is not necessarily the most popular. Therefore, if the replacement strategy is LFU-like, the content may soon be replaced, making the allocation strategy less effective. This suggests that there may be a close relationship between the cache allocation strategy and the replacement strategy. It may be better to design the cache replacement strategy and the allocation strategy together for much better network performance in term of cache hit ratio. We leave such investigation and design for future work.
D. The Impact of Topologies
In a small-scale network, the content is less and the distance of routers is relatively closer. In this case the caching strategy cannot play an effective role. When the network size becomes larger and the distance between the consumer and the provider increases, the network cache is far from satisfying the needs of the content. Then the caching decision strategy gradually highlights the advantages. In the selected four topologies, the number of nodes is 278 (Topo-1221), 162 (Topo-1755), 920 (Topo-3697), 624 (Topo-7018) respectively. Among them, Topo-1755 and Topo-3697 are similar. They both have long request paths and smaller node degrees. But Topo-1221 and Topo-7018 have higher node degrees.
In Figure 2 , blue nodes represent content providers which are randomly selected. Black nodes are gateway nodes and gray nodes are trunk nodes. Consumers are at the edge of network, and small dots are used to represent them. The simulation compares the cache hit ratio among the four topologies respectively.
The simulation results in Figure 6 show that under different topologies, the cache hit is directly related to the concentration of interest. However, the cache hit in both Topo-1221 and Topo-7018 is significantly better than in Topo-1755 and Topo-3697. The main reason is that the node degree is higher in Topo-1221 and Topo-7018.
The result shows that the caching strategy has a certain dependence on the network topology. For those topologies which have relatively higher node degree, the caching strategy can achieve better performance. This further confirms that node degree could be used as the basis for heuristic algorithm, which was also used in [7] .
E. THE CACHING PERFORMANCE UNDER POLLUTION ATTACK
As mentioned previously, one of the advantages of our approach is its ability in being immune to the cache pollution attack. We design a simulation scenario to verify the effectiveness of our approach in defending against the pollution attack.
This simulation assumes that there exists a certain percentage of malicious consumers and producers. The locations of these nodes are completely random. The proportion of the total number of malicious nodes accounted for 10%. In the absence of the attack, these nodes are not different from the normal nodes.
In our simulation, the attack starts at the 20 th second from the beginning of the simulation and lasts 10 seconds. These malicious nodes send requests at a higher rate twice than normal nodes. That is, these contents are more ''popular'' so that they have a higher caching potential. Malicious providers respond to these requests with useless contents. These contents are more likely to occupy the cache to achieve the goal of the attack.
Note that PIT attack (See in [30] ) is much easier to be detected than CS attack. When the PIT is attacked, the interest requests from attackers will occupy the PIT entry to achieve the purpose of the attack, even requests are not satisfied. That is, we can find these pollution attacks by examining the satisfaction rate of these PITs. However, it is much more difficult to detect CS attack than PIT attack. Figure 7 indicates that, under either LCE or POPULAR, when the attack occurs during the period 20-30, the cache hit does not decline significantly. In this case, if some malicious providers cooperate with the attacker, the attack will cause CS to cache a large amount of useless content. At the same time, the cache hit may not fall, and may even be higher. So, we cannot, from the cache hit, determine whether the content is from the attack or not. This result indicates that for CS pollution attack, immune mechanisms are less costly and easier to implement than detection and recovery mechanisms. IFDD could achieve such immunity. Figure 8 shows that CS attack could lead to the great increase in the request processing delay of the normal consumers. In addition, when the attack is over, the request delay quickly restores to normal. Obviously, IFDD can effectively reduce the harm caused by this attack.
V. CONCLUSION
This paper explored the combination of content popularity and locality to design a lightweight non-collaborative cache allocation approach. The proposed approach could significantly improve caching performance in terms of decreasing dramatically request processing delay and increasing cache hit ratio. Meanwhile, it also could defend against pollution attacks from malicious nodes. The simulation results verify the effectiveness and efficiency of IFDD.
Future work includes the analysis of the network cache attack models. In addition, we plan to investigate the potential relationship between the cache replacement and the caching decision strategy in CCN for better caching performance. Note that this paper only investigates the effect of the traditional cache replacement strategies, which were not designed for CCN. In the future work, we plan to explore whether we could design an appropriate cache replacement mechanism which could cooperate with cache allocation mechanism to improve CCN performance. Note that MADM is a very basic tool to solve the problem under question. This paper exploited a concrete implementation of MADM in IFDD. Future work will investigate the effect of different concrete algorithms of MADM on the effectiveness of IFDD. 
