The distribution of forces on the surface of complex, deforming geometries is an invaluable output of flow simulations. One particular example of such geometries involves self-propelled swimmers. Surface forces can provide significant information about the flow field sensed by the swimmers, and are difficult to obtain experimentally. At the same time, simulations of flow around complex, deforming shapes can be computationally prohibitive when body-fitted grids are used. Alternatively, such simulations may employ penalization techniques. Penalization methods rely on simple Cartesian grids to discretize the governing equations, which are enhanced by a penalty term to account for the boundary conditions. They have been shown to provide a robust estimation of mean quantities, such as drag and propulsion velocity, but the computation of surface force distribution remains a challenge. We present a method for determining flowinduced forces on the surface of both rigid and deforming bodies, in simulations using re-meshed vortex methods and Brinkman penalization. The pressure field is recovered from the velocity by solving a Poisson's equation using the Green's function approach, augmented with a fast multipole expansion and a treecode algorithm. The viscous forces are determined by evaluating the strain-rate tensor on the surface of deforming bodies, and on a 'lifted' surface in simulations involving rigid objects. We present results for benchmark flows demonstrating that we can obtain an accurate distribution of flow-induced surface-forces. The capabilities of our method are demonstrated using simulations of self-propelled swimmers, where we obtain the pressure and shear distribution on their deforming surfaces.
INTRODUCTION
The distribution of surface-forces, and its dependence on the shape and motion of biological organisms and engineering devices, is among the most valuable information that can be acquired complex and deforming geometries with relative ease. Nonetheless, these studies have not overcome the difficulty of determining pointwise forces exerted on a solid surface. Surface-forces are the primary means through which fluids exert an influence on solid objects, and knowledge of these forces is essential for analyzing fluid-solid interactions. The absence of an explicit calculation for the pressure term in vortex methods, and the smooth interface used for the penalization algorithm, pose considerable challenges when determining surface-forces. These issues are overcome in the current work. A complete methodology is presented to accurately compute surface-forces in simulations of two-dimensional flows past complex deforming geometries, using Cartesian grids.
The paper is organised as follows. The equations for determining surface-forces, and the numerical techniques used, are described in Section 2. Validations with simulations of impulsively started two-dimensional cylinders, simulations of flow over a rigid streamlined profile, and simulations of a self-propelled swimmer, are discussed in Section 3. Section 4 summarizes the results and the numerical techniques outlined in the paper.
NUMERICAL METHODS
This work is concerned with two-dimensional, viscous, incompressible flows past complex, rigid and deforming geometries. In this section, we provide a brief description of the equations governing the interaction between fluid-flow and solid objects, and the numerical procedure used to compute the pressure-induced and viscous forces on a solid.
Vortex methods and Brinkman penalization
The spatial and temporal evolution of the velocity field in our simulations is based on the incompressible Navier-Stokes equations:
The interaction between fluid-flow and solid objects is achieved by introducing a penalty term in the momentum equation (Brinkman penalization [21] ), which enforces the no-slip boundary condition at the fluid-solid interface:
Here, λ is the penalization parameter, and χ is the characteristic function which represents the discretized solid on a Cartesian grid. Grid points with χ = 0 are occupied entirely by the fluid, and those with χ = 1 are occupied entirely by the solid. To minimize numerical oscillations, χ transitions smoothly from 0 to 1 within 2 grid-points at the fluid-solid interface, using a discrete representation of the Heaviside function [35] . The symbol u s in Eq. 3 denotes the pointwise velocity of the discretized solid, and accounts for translation, rotation, and deformation of the body. To solve the motion resulting from fluid-solid interaction, we use an open-source solver [29] based on re-meshed vortex methods [36] . These methods use the vorticity form of the momentum equation, which may be obtained by taking the curl of Eq. 3:
In deriving Eq. 4, we have used the fact that ∇ · u = 0 (incompressibility), and ∇ρ = 0, since we restrict our investigation to neutrally buoyant solids (i.e., ρ solid = ρ liquid ). Furthermore, the vortex-stretching term (ω · ∇u) is absent from the momentum equation for two-dimensional cases. A detailed description of the time-splitting steps involved in solving Eq. 4 may be found in [22, 29] .
Recovering pressure from the velocity field
Advancing the vorticity field in time using Eq. 4 requires the computation of velocity at every time step (∇ 2 u = −∇ × ω). The pressure field can be recovered from the velocity by taking the divergence of the penalized momentum equation (Eq. 3):
The colon operator in ∇u T : ∇u denotes the tensor dot product, which can be written in index notation as u j,i u i,j . Using the incompressibility condition (∇ · u = 0) and the fact that ∇ρ = 0 (neutrally buoyant solid), Eq. 5 simplifies to a Poisson's equation for the pressure term:
This Poisson's equation is solved using a fast tree-code algorithm based on multipole expansions [37] , as described in Appendix A. The penalty term in this equation (ρλ∇ · χ (u s − u)) accounts for the pressure-source contribution induced by fluid-solid interactions.
Determining the surface-forces
When using Brinkman penalization, the absence of a sharply defined fluid-solid interface poses the biggest obstacle in determining the forces exerted on a solid surface. To overcome this difficulty, we consider the pressure-induced (isotropic) and viscosity-induced (deviatoric) parts of the forces separately.
2.3.1. Pressure-induced forces Pressure-induced forces act on a surface immersed in a fluid, even when both the fluid and the solid are at rest. Computing these forces (F P ) requires knowledge of the pressure, the surface normal (n), and the infinitesimal surface area (dS):
The surface coordinates (x surf ) and normals defining the solid boundary are known precisely at each time step in simulations. These exact surface-coordinates (x surf ), which may not necessarily coincide with the grid nodes, are used as target locations z for computing P (x surf ) using Eq. 30.
Evaluating the pressure at the body-surface coordinates instead of the entire computational domain reduces the cost of the Poisson solver significantly.
Once the pointwise pressure-induced surface-forces are known from Eq. 7, their resultant on the entire body can be determined using a closed surface integral:
F P can be projected along the velocity vector to obtain the contribution of pressure-induced forces to thrust and drag. For stationary solid objects, the pressure-induced drag and the corresponding drag coefficient are defined as follows:
where U ∞ is the free-stream velocity, and A represents the reference area (A = (2 · radius) for two-dimensional cylinders).
Viscous forces
To compute viscous forces (F ν ) resulting from relative motion between the fluid and the solid, we use the pointwise strain-rate tensor D (u (x)):
Here, µ is the dynamic viscosity of the fluid. For simulations involving deforming objects (i.e., self-propelled swimmers), ∇u in Eq. 10 is evaluated at the surface of the solid. However, in the case of rigid objects, smoothing of the solid boundary on the computational grid leads to inaccurate estimation of velocity gradients. To overcome this difficulty, ∇u is computed on a 'lifted' body surface via nearest-neigbour interpolation. The lifted-surface is formed by moving the original solid surface outward along the surface-normal. Our tests indicate that a distance of 2h from the exact edge of rigid objects yields the best accuracy for determining ∇u. With the pointwise viscous forces known from Eq. 10, the resultant quantities F ν , (Drag) ν , and Cd ν may be determined as follows:
RESULTS
In this section, we present results obtained using the numerical procedure described in Section 2. All the simulations discussed were run using an open-source 2D incompressible Navier Stokes solver [29] . The penalization-parameter in Eq. 4 was set to λ = 10 6 , and the multipole expansion in Eq. 30a was truncated to p = 12.
Surface-force computations for rigid objects are validated first using data available in the literature for impulsively started cylinders. This is followed by simulations of rigid fish-like profiles, where the drag force computed using surface-forces is compared to the drag obtained using the penalization algorithm. Validation for deforming geometries (self-propelled swimmers) is done by comparing the unsteady acceleration computed using surface-forces, to the acceleration determined using the penalization algorithm. We emphasize that the penalization algorithm yields just the resultant-force acting on a body, whereas the surface-force computations provide a detailed picture of pointwise forces acting on the object's surface.
Impulsively started cylinders
We first examine impulsively started flow over rigid cylinders, for diameter-based Reynolds numbers of Re = 550 and 1000 (Re = 2 U ∞ R/ν). Both these simulations were run in a unit square domain using a uniform grid of 4096 2 points, with U ∞ = (0.1, 0) and R = 0.05. A snapshot of the resulting vorticity field, and the corresponding pressure field, is shown in Fig. 1 . To verify the accuracy of the spatial distribution of pressure, the surface-pressure coefficient (
is plotted as a function of the azimuthal angle in Fig. 2 (θ = 0 at the rear stagnation point). The pressure distribution compares well with reference data from [38] , at the three different time instances shown. To ensure that the velocity derivatives used for estimating the viscous forces (section 2.3.2) are computed accurately, we examine the spatial distribution of vorticity on the lifted-surface of the cylinder (Fig. 3) . The distribution compares well with reference data from [36] at two different time instances, for both Re = 550 (Fig. 3a) and Re = 1000 (Fig. 3b) . The temporal evolution of the pressure-induced and viscous contributions to the net drag force (Eqs. 9 and 12) is shown in Fig. 4 , and agrees reasonably well with reference data from [36] . The results discussed in this section suggest that the numerical algorithms described for determining pressure-induced and viscous forces work well for the case of rigid cylindrical objects.
Impulsively started flow over a rigid streamlined object
To ensure that the surface-force computations perform well for non-cylindrical shapes, we examine impulsively started flow over a rigid streamlined object. The profile shape, shown in Fig. 5 , is based on a simplified 2D model of zebrafish [10, 14, 22] . The half-width of the profile is described as Figure 2. Pressure coefficient (C P ) distribution on the cylinder's surface for Re = 550, at three different non-dimensionalized times (T = t U∞ /2R). Lines: current work, symbols: reference data from [38] . Lines represent data from current work, symbols correspond to reference data from [36] .
follows:
where s is the arc-length along the midline of the geometry, L is the body length, w h = s b = 0.04L, s t = 0.95L, and w t = 0.01L. The relevant drag coefficient, the normalized time, and the Reynolds number are defined below: Figure 6 shows the temporal evolution of drag coefficients for the body at a Reynolds number of 400, with L = 0.1 and U ∞ = (0.1, 0). The simulation was run on an adaptive grid with an effective resolution of 4096 2 grid points. The viscous-drag coefficient (Cd ν ) was obtained by evaluating D(u) on a lifted-surface, as described in Section 2.3.2. The net drag coefficient (the solid line in Fig. 6 ) was computed as the sum of Cd ν and Cd P . The symbols in Fig. 6 indicate drag determined by integrating the penalization term in Eq. 3 (with u s = 0) [28] :
At the start of the simulation (T 1), the static body experiences a large amount of drag, owing to the impulsively started flow. As the flow approaches steady state (T > 2), the drag coefficients asymptote to constant values. We observe that the pressure-induced drag is small, even in the early stages of the simulation, which is a consequence of the streamlined shape of the body. This is not the case for blunt-shaped profiles (e.g., cylinders: Fig. 4) , where the pressure-induced drag (or formdrag) dominates throughout the simulation. Overall, the time-evolution of Cd determined using surface-forces compares well with that computed using Eq. 15, which suggests that the numerical procedures outlined in Section 2 are suitable for use with rigid streamlined geometries.
Self-propelled swimmers
To validate the surface-force computations for dynamically deforming objects, simulations of selfpropelled swimmers were performed by imposing time-varying deformations on 2D models of zebrafish [10, 14, 22] . The half-width of the swimmer's profile is defined by Eq. 13. The travelingwave that describes the lateral displacement of the swimmer's midline is given as [10, 22] :
where T p represents the tail-beat period imposed on the swimmer. Further details regarding the deformation and discretization of the profile may be found in [22] . The simulation of the swimmer was conducted at a Reynolds number of 4000, on an adaptive grid with an effective resolution of 8192 2 grid points. This Re value corresponds to the swimming of adult zebrafish, and is based on the length of the fish L = 0.1, and the tail-beat period
The resulting time-evolution of the velocity of the center of mass of the swimmer (u cm ) is shown in Fig. 7 . The swimmer accelerates from rest in the first few tail-beat periods (T = t/T p ≤ 4), before settling down to steady, periodically varying motion. The vorticity and pressure fields resulting from the simulation are shown in Fig. 8 . The pressure field was computed by evaluating Eq. 30 with all grid nodes in the domain designated as target locations. A high pressure region develops in front of the head owing to the presence of a stagnation point. Acceleration of fluid around the head creates regions of low pressure on either side of the head, and the vortex-cores visible in Fig. 8a give rise to regions of low pressure in the fish's wake (Fig. 8b) .
In Fig. 9 , we examine the spatial distribution of pressure and shear-based quantities on the surface of the swimmer's body. Figure 9a depicts the shape of the fish-midline at three different instances during a tail-beat period. Figure 9b shows the corresponding distribution of pressure coefficient on the right lateral surface of the fish's body. Figure 9c (max(C p ) ≈ 0.5) than the contribution from shear stress (max(C ν ) ≈ 0.025), which is expected for moderately large Reynolds numbers (Re = 4000). The shear stress contribution is largest close to the tip of the head, followed by a pronounced drop along the midsection of the body, and a recovery towards the tail-end. The most dominant pressure contribution occurs at the head tip, followed by a persistent negative-C p region at the side of the head, and periodically varying C p along the rest of the body. The pointwise forces that emerge as a consequence of these stress distributions are depicted in an animation provided as part of the supplementary materials (Movie 1).
The time-evolution of the resultant of the surface-forces (Eqs. 8 and 11) is shown in Fig. 10 . We observe that the contribution of viscous forces is small compared to the contribution of pressureinduced forces, which matches our observation in Fig. 9 . The spikes in (F P ) x for T < 1 suggest that the pressure distribution created by undulations of the swimmer plays a major role in accelerating the body from rest. For quantitative validation of the pressure-induced and viscous force computations, the horizontal (x) and vertical (y) components of net acceleration determined using surface-forces are compared to the acceleration predicted by the penalization algorithm. The acceleration at timestep 'n' from the penalization algorithm is recovered from the object's center-of-mass-velocity using 2 nd order centered difference:
The acceleration corresponding to surface-forces is computed as follows:
where M is the total mass of the solid object. The temporal evolution of a penal and a SF is shown in Fig. 11 . The plots indicate that the net acceleration computed using surface-forces compares well with that determined using the penalization algorithm. The noise observed in the case of a penal can be attributed to the use of finite-differences for computing the temporal derivative (Eq. 17). The spikes in a x for T < 1 correlate with the large (F P ) x values observed in Fig. 10 . At later stages in the simulation, both a x and a y oscillate about a mean value of 0, which corresponds to the horizontal and vertical velocities approaching a steady mean value. Overall, the trends in and a y follow those observed for (F P ) x and (F P ) x in Fig. 10 . To ensure that the algorithm works well on coarse grids, we compare the swimmer's net acceleration computed using surface-forces on four different grid resolutions (Fig. 12) . The acceleration exhibits increased levels of noise at lower resolutions, however, the values compare well to the data computed at higher resolutions. This result, as well as the good agreement between a penal and a SF in Fig. 11 , confirms that the surface-forces computations described in Section 2 work well for the case of dynamically deforming solid objects. 
SUMMARY
In this paper, we describe numerical procedures for determining flow-induced surface-forces on rigid and deforming bodies, when using vortex methods combined with Brinkman penalization. The pressure-Poisson equation is solved using a fast tree-code algorithm based on multipole expansions. Viscous forces are computed by evaluating the strain-rate tensor either on the object's surface, or on a lifted-surface, depending on whether a deforming or a rigid object is being simulated. Numerical tests involving impulsively started cylinders, a streamlined rigid fish-shaped body, and a self-propelled swimmer, are used to assess the efficacy of the method described. For the case of impulsively started cylinders, the spatial distribution of surface-pressure compares well with the results of benchmark simulations. Moreover, the temporal evolution of the pressure-induced and viscous drag coefficients shows good agreement with reference data. For streamlined fishshaped profiles, drag measurements computed using surface-forces match those determined using the penalization algorithm. In simulations of self-propelled swimmers, the net unsteady acceleration calculated using the surface-force computations agrees well with the acceleration determined from the penalization algorithm. The tests presented indicate that the numerical procedures described are quite effective for determining pointwise surface-forces on complex, temporally evolving geometries. Future work involves the extension of this method to three-dimensional flows.
A. NUMERICAL SOLUTION OF THE PRESSURE POISSON EQUATION

A.1. The Green's function
There are several ways of numerically solving the Poisson's equation shown in Eq. 6, for instance, using Fourier-based fast Poisson solvers [39] , using multigrid methods [40, 41] , or using tree-code algorithms [42, 43, 44, 37] . For solving the Poisson's equation on the multi-resolution adaptive grids [29] used in our simulations, we use the tree-code algorithm, which requires knowledge of the Green's function (or the fundamental solution) for the Laplacian. The free-space Green's function G x, x for the Laplacian is the solution of the following equation, with the Neumann boundary condition specified at infinity:
Physically, the Neumann boundary condition in Eq. 20 corresponds to the pressure-forces being zero at infinity. The Green's function that satisfies Eqs. 19 and 20 in two-dimensions is:
This fundamental solution can be used to solve the inhomogeneous pressure-Poisson equation, by computing its convolution with the forcing term on the right hand side of Eq. 6:
where u, us, and χ are functions of x . Discretizing the integral in Eq. 22 yields the following summation:
where h 2 represents the area of the grid-cell at location x , and
Note that h is a function of x , as the cell size may vary spatially when using adaptive grids. Equation 23 sums up contributions from source-points located throughout the domain (hence the summation over x ), to compute the pressure at location x. Evaluating this sum directly is computationally intractable even for problems that are relatively modest in size, and a tree-code [44] combined with multipole expansions [37] is used to speed-up the computation.
A.2. Multipole Expansion
Tree-codes and multipole methods have been used extensively for solving 'N-body' problems involving gravitational and electric fields [44, 37, 45] , and for fluid-simulations based on vortex dynamics [46, 36, 22] . These methods can be used to reduce the computational complexity of the summation in Eq. 23
to O(N log N ) [44] , or to O(N ) [37, 45] , depending on the specific algorithm used. The computational savings result from the combined use of a hierarchical quadtree data structure, and a truncated series expansion for G x, x . To obtain the multipole expansion for the logarithmic function in Eq. 21, the coordinates x and x are expressed as complex numbers z = x + iy and z = x + iy . To facilitate series expansion of the resulting expression (log z − z ), we express the difference z − z in terms of polar coordinates re iθ (where r = z − z and θ = arg z − z ). The complex logarithm log z − z and the real-valued function in Eq. 21 are related as follows:
Equation 26 suggests that G x, x can be represented as the real part of the series expansion for log z − z :
Assuming that the computation for P (z) involves N source particles, we combine Eqs. 21, 23, 26, and 28 to get:
The summation in the first term in Eq. 29 simplifies to a constant value, which represents the total contribution S from all source-points. The summation signs in the second term are interchanged, and the summation over k is truncated to p terms:
Note that S and the coefficients α k are evaluated and stored in a single pass through the quadtree, as they do not depend on z. The choice of truncation parameter 'p' depends on the desired level of accuracy [37] .
The multipole expansion in Eq. 30 and the hierarchical quadtree allow us to group source-points together, as depicted in Fig. 13 . Each group is perceived as a single source-point (the red dots located at zc j in Fig. 13 ) at sufficiently large distances [42, 44, 37, 45] . Due to the linear nature of Eq. 23, the contributions from individual groups can be combined to obtain P (z):
The group contributions P (z) Groupj can be evaluated by replacing z with z − zc j , and z with z − zc j in Eq. 30, and by limiting the summation over 'i' to the sources contained within each group.
The multipole expansions for parent-clusters (i.e., large clusters composed of smaller clusters) can be generated by combining their childrens' expansions. This reduces the computational cost, since we no longer need to repeatedly evaluate the contributions from all source-points enclosed within larger clusters. The multipole expansion of a child-cluster centered at zc j can be shifted to the appropriate parent-cluster's center at zp, using an exact formula [37] :
where
Starting from the finest level in the quadtree, Eqs. 33 and 34 can be used to generate the expansions for all parent nodes recursively. Further details regarding the implementation of tree-codes may be found in [44, 37, 45] .
