characterized, although it plays a key role determining the efficiency with which hot electrons can be used to convey energy into a target. This is due to the multiplicity of techniques [7, 8] that have been used to try to measure the angular distribution, the wide range of intensities and target types employed by various researchers, and the use of differing laser systems whose pulse characteristics are not always fully characterized. Indeed, over roughly the last two decades, experimental reports of hot electron full divergence angles ranging from 18 o to 180 o have been reported [9, 10] . Understanding the electron divergence is essential for controlling it, a topic of considerable interest. Several techniques have been proposed to optimize the electron divergence including structured guiding [11] , double pulse [12] , magnetic switchyard [13] etc.
Recently, the comparison of Ka imaging to particle-in-cell (PIC) simulations has become prominent. The divergence values experimentally derived are inevitably significantly smaller than the predictions from PIC [7, 14] . We have recently shown that PIC simulations, if they model full-scale targets over a sufficient time for the Ka image to completely form (10-20 ps),
clearly demonstrate that the laser-plasma interaction (LPI) gives rise to large electron angular spreads with angles up to 70° as well as time integrated Ka images indicative of a smaller divergence [15] . We have shown that these two results are consistent, due primarily to the role electron refluxing plays in determining the time integrated K a images. In so doing, we were able to benchmark our approach using a range of different targets, including buried cones and slabs with get-lost-layers and fully refluxing slabs. In this letter, we now examine the angular distribution over an important range of parameters relevant to current studies and applications.
Except in cases where the laser pulse has virtually no pre-pulse [16] , excitation during the leading edge gives rise to pre-plasma, forming an under-dense interface between vacuum and the solid target. This pre-plasma is suspected to play a crucial role in the size of the observed hot electron divergence, but is almost never directly measured [17] . While pre-plasma is known to have a large effect on laser absorption [18] and the hot electron spectrum [19] , so far there has not been a study showing a clear, quantitative connection between the pre-plasma and electron divergence.
A recent report has asserted that the hot electron divergence increases with laser intensity [20] .
This conclusion was based on a careful compilation of experimental data obtained by different research groups who used a wide range of intensities. These compiled experimental results were from experiments conducted on different laser systems, inevitably with differing pulse characteristics, and employing different target geometries. Some experiments used "sandwich"
targets with thin fluor layers in the middle while others used targets made from a single material which meant that different techniques had to be used to extract the electron beam size [8] . Given the difficulty of comparing different experiments to each other, the low statistics of some results due to the low repetition rate of the lasers used and, as we have shown [15, 21] , the key role played by target geometry in shaping the response of experimental diagnostics, the dependence of the hot electron divergence on laser intensity remains unresolved.
In this letter, we report the results of full scale 2D simulations including a fully self-consistent laser-plasma interaction and ADK photoionization using the PIC code LSP [22] . Our simulations show that the divergence increases approximately linearly with the pre-plasma scale length for a fixed laser intensity. Moreover, we find that the hot electron divergence angle has little or no dependence on laser intensity in the range between 10 18 W/cm 2 and 10 21 W/cm 2 contrary to simple expectations based on a peak-intensity derived ponderomotive ejection angle [ 23 ] .
Together, these results are important for understanding experiments where changing the laser intensity also changes the size (and possibly the timing) of pre-pulse allowing what is, in fact, pre-plasma intensity dependence to be mistaken for laser intensity dependence.
Our basic approach to these simulations has been described previously [15] and Figure 1 shows the geometry used. Briefly, these all kinetic simulations are performed in 2D Cartesian using a direct-implicit advance and an energy-conserving particle push which eliminates numerical heating due to large cell size. Transport effects are important for these simulations since return current and resistive fields effect the angular distributions, even measured close to the LPI region, so the transport modeling procedure developed in previous work was used. Here we treat buried cone targets since their use in our simulations is now well benchmarked by extensive comparison to experiment [15] . We also treat slabs and present new experimental data. There are two key differences from past work, however. First, although Ka images are well resolved using l/8 sized cells (laser wavelength l = 1 µm), resolving the electron dynamics in the region of the LPI requires l/16. (We have run with l/32 and observe little difference.) Second, we have added an ADK photoionization model to LSP and laser ionization was modeled sequentially from singly ionized through all ionization stages on each time step [24, 25] . To systematically model the effect of pre-plasma, pre-plasma filled the cone following an exponential density profile, ρ =
, where ρ o is solid density, L is the pre-plasma scale length, and d is the distance from the solid density interface. The pre-plasma extended at least 50 μm from the solid density interface and spanned nearly 5 orders of magnitude in density. Our previous work has demonstrated an excellent match between experimentally recorded Kα images using buried cone targets and our simulations [15] . After benchmarking our code against experimental data we can now use our simulations to focus on the electron angular divergence -something we cannot easily measure in an experiment.
There are multiple approaches by which the electron distribution can be characterized [14] . For this work, we determined the electron divergence for a given value of the pre-plasma scale length by measuring the hot electron spot size (FWHM) at three target depths (x = 0 μm, 50 μm and 100 μm). The spot size growth was fit to a line and the full divergence angle was then determined from the slope. This approach was chosen because it provides a useful measure for how well the hot electrons can carry energy into the forward direction, a key parameter for many applications.
The results are shown in Figure 3 , where we see a clear, approximately linear dependence of divergence angle on scale length. The error for each fit is indicated. We find that the divergence angle increases about 7.0°±0.6 o for an increase in scale length of 1 µm.
The laser deposits most of its energy at the plasma relativistic critical surface and the larger the pre-plasma scale length, the further the critical surface is from the target. For longer scale lengths, the electrons excited by the laser have to travel a larger distance to reach the same depth inside the target and, since the electron beam is diverging, this has the effect of increasing the electron spot size at all depths, but does not in itself change the divergence angle. However, in addition to shifting the critical surface away from the solid density surface, a larger pre-plasma scale length permits the laser to interact with the pre-plasma at densities close to critical over a larger range of distances due to curvature of the critical surface caused by relativistic transparency. Debayle et al [14] provide an appealing physical argument relating the hot electron divergence to the pre-plasma conditions. Part of the origin of the inherent electron divergence is the transverse component of the laser ponderomotive force. For the case of a short scale length, electrons are generated roughly at the same distance from solid density across the beam profile. However, in the case of a longer scale length, the effective interaction range is much larger because of the curvature of the relativistic critical surface due to the laser intensity variation. This causes a much larger variation in the electron transverse velocity component. In addition, the size and the strength of the quasi-static magnetic fields formed by the Weibel instability in the case of a longer scale length are larger compared to the small scale-length case. These fields help scatter electrons much more effectively leading to a higher divergence [14] . Debayle et al [14] estimated that the local mean propagation angle depends on the length of the interaction region profile, the length of the interaction region is related to the pre-plasma scale length as · ln , where is the Lorentz factor. Finally, the electron full divergence angle, the main subject of this study, will be proportional to the local mean propagation angle evaluated at . These considerations suggest that the full divergence angle should be linearly proportional to the pre-plasma scale length:
consistent with the trend seen in our simulations. Figure 4 . Electron beam divergence vs. laser intensity. The divergence angle was determined by the same method as in Figure 3 . Error bars on the graph are from the fitting errors.
We now turn to the dependence of the divergence angle on laser intensity. Here, we performed a series of simulations similar to the ones described above, but for a fixed pre-plasma scale length of L = 3 um with the intensity varying over three orders of magnitude from 10 18 W/cm 2 to 10 21 W/cm 2 . To be consistent with the experiments used in Green et al [20] , the target was a flat foil 1 mm wide and 150 um thick. All other parameters were identical to the previous simulations. The results are shown in Fig. 4 . We find a nearly constant divergence angle of ~70 o whereas Green et al finds that the divergence angle increases monotonically with the laser intensity. To our knowledge, none of the experiments in [20] report monitoring laser pre-pulse so it is possible the effect that Green et al reports was not due to the laser intensity itself but due to an increasing pre-plasma scale length caused by increasing pre-pulse energy.
In conclusion, we have performed a numerical study of the effect of pre-plasma scale length and laser intensity on the hot electron divergence angle using full-scale 2D3V simulations using the PIC code LSP. Our results indicate that the fast electron divergence angle increases nearly linearly with the pre-plasma scale length for a fixed laser intensity. This can be explained by a larger interaction volume being available for longer scale lengths. We also found that for a fixed pre-plasma scale length the laser intensity had little effect on the divergence angle in the range between 10 18 W/cm 2 and 10 21 W/cm 2 . Since the pre-pulse intensity can increase with increasing pulse intensity, depending on the mechanism by which the intensity is varied, it is possible that a higher laser intensity would produce a longer scale length pre-plasma which would indeed yield a larger electron divergence angle. In general, different laser systems will have different levels of pre-pulse for the same intensity. Thus, it may not be valid to combine results from different systems to determine electron divergence.
