The Nelson-Siegel model is widely used in practice for fitting the term structure of interest rates. Due to the ease in linearizing the model, a grid search or an OLS approach using a fixed shape parameter are popular estimation procedures. The estimated parameters, however, have been reported (1) to behave erratically over time, and (2) to have relatively large variances. We show that the Nelson-Siegel model can become heavily collinear depending on the estimated/fixed shape parameter. A simple procedure based on ridge regression can remedy the reported problems significantly.
Introduction
Good estimates of the term structure of interest rates (also known as the spot rate curve or the zero bond yield curve) are of the utmost importance to investors and policy makers. One of the term structure estimation methods, initiated by Bliss and Fama (1987) , is the smoothed bootstrap. Bliss and Fama (1987) bootstrap discrete spot rates from market data and then fit a smooth and continuous curve to the data. Although various curve fitting spline methods have been introduced (quadratic and cubic splines (McCulloch (1971 (McCulloch ( , 1975 ), exponential splines (Vasicek and Fong (1982) ), B-splines (Shea (1984) and Steeley (1991) ), quartic maximum smoothness splines (Adams and Van Deventer (1994) ) and penalty function based splines (Fisher, Nychka and Zervos (1994) , Waggoner (1997) ), these methods have been criticized on the one hand for having undesirable economic properties and on the other hand for being 'black box' models (Seber and Wild (2003) ). Nelson and Siegel (1987) and Svensson (1994 Svensson ( , 1996 therefore suggested parametric curves that are flexible enough to describe a whole family of observed term structure shapes. These models are parsimonious, they are consistent with a factor interpretation of the term structure (Litterman and Scheinkman (1991) ) and they have both been widely used in academia and in practice. In addition to the level, slope and curvature factors present in the Nelson-Siegel model, the Svensson model contains a second hump/trough factor which allows for an even broader and more complicated range of term structure shapes. In this paper, we restrict ourselves to the Nelson-Siegel model. The Svensson model shares -by definition -all the reported problems of the Nelson-Siegel approach. Since the source of the problems, i.e. collinearity, is the same for both models, the reported estimation problems of the Svensson model may be reduced analogously.
The Nelson-Siegel model is extensively used by central banks and monetary policy makers (Bank of International Settlements (2005) , European Central Bank (2008)). Fixed-income portfolio managers use the model to immunize their portfolios (Barrett, Gosnell and Heuson (1995) and Hodges and Parekh (2006) ) and recently, the Nelson-Siegel model also regained popularity in academic research. Dullmann and Uhrig-Homburg (2000) use the Nelson-Siegel model to describe the yield curves of Deutsche Markdenominated bonds to calculate the risk structure of interest rates. Fabozzi, Martellini and Priaulet (2005) and Diebold and Li (2006) benchmarked Nelson-Siegel forecasts against other models in term structure forecasts, and they found it performs well, especially for longer forecast horizons. Martellini and Meyfredi (2007) use the Nelson-Siegel approach to calibrate the yield curves and estimate the value-at-risk for fixed-income portfolios. Finally, the Nelson-Siegel model estimates are also used as an input for affine term structure models. Coroneo, Nyholm and Vidava-Koleva (2008) test to which degree the Nelson-Siegel model approximates an arbitrage-free model. They first estimate the Nelson-Siegel model and then use the estimates to construct interest rate term structures as an input for arbitragefree affine term structure models. They find that the parameters obtained from the Nelson-Siegel model are not statistically different from those obtained from the 'pure' no-arbitrage affine-term structure models.
Notwithstanding its economic appeal, the Nelson-Siegel model is highly nonlinear which causes many users to report estimation problems. Nelson and Siegel (1987) transformed the nonlinear estimation problem into a simple linear problem, by fixing the shape parameter that causes the nonlinearity. In order to obtain parameter estimates, they computed the OLS estimates of a series of models conditional upon a grid of the fixed shape parameter. The estimates that, conditional upon a fixed shape parameter, maximized the R² were chosen. We refer to their procedure as a grid search. Others have suggested to estimate the Nelson-Siegel parameters simultaneously using nonlinear optimization techniques. Cairns and Pritchard (2001) , however, show that the estimates of the Nelson-Siegel model are very sensitive to the starting values used in the optimization. Moreover, time series of the estimated coefficients have been documented to be very unstable (Barrett, Gosnell and Heuson (1995) , Fabozzi, Martellini and Priaulet (2005) , Diebold and Li (2006) , Gurkaynak, Sack and Wright (2006), de Pooter (2007) ) and even to generate negative long term rates, thereby clearly violating any economic intuition. Finally, the standard errors on the estimated coefficients, though seldom reported, are large.
Although these estimation problems have been recognized before, it has never lead towards satisfactory solutions. Instead, it became common practice to fix the shape parameter over the whole time series of term structures.
1 Hurn, Lindsay and Pavlov (2005) , however, point out that the Nelson-Siegel model is very sensitive to the choice of this shape parameter. de Pooter (2007) confirms this finding and shows that with different fixed shape parameters, the remaining parameter estimates can take extreme values.
Hence fixing the shape parameter is a non-trivial issue. In this paper we use ridge regression to alleviate the observed problems substantially and to estimate the shape parameter freely.
The remainder of this paper is organized as follows. In Section 2, we introduce the Nelson-Siegel model.
Section 3 presents the estimation procedures used in the literature, illustrates the multicollinearity issue which is conditional on the estimated (or fixed) shape parameter and proposes an adjusted procedure based on the ridge regression. In the subsequent section (Section 4) we present our data and their descriptive statistics. Since the ridge regression introduces a bias in order to avoid multicollinearity, we will mainly evaluate the merits of the models based on their ability to forecast the short and long end of the term structure. The estimation results and the robustness of our ridge regression are discussed in Section 5. Finally, we conclude.
A first look at the Nelson-Siegel model
In their model Nelson and Siegel (1987) specify the forward rate curve f(τ) as follows:
where τ is time to maturity, β 0 , β 1 , β 2 and λ are coefficients, with λ > 0. xe , is the product of an exponential with a polynomial. Nelson and Siegel (1987) chose a first degree polynomial which makes the Laguerre function in the Nelson-Siegel model generate a hump (β 2 > 0) or a trough (β 2 < 0). The higher the absolute value of β 2 , the more pronounced the hump/trough is. The coefficient λ, referred to as the shape parameter, determines both the steepness of the slope factor and the location of the maximum (resp. minimum) of the Laguerre function.
The spot rate function, which is the average of the forward rate curve up to time to maturity τ, is defined as:
with continuous compounding. Hence, the corresponding spot rate function at time to maturity τ reads 
Estimation procedures
In order to obtain all the parameter estimates simultaneously, we could use nonlinear regression techniques. Ferguson and Raymar (1998) and Cairns and Pritchard (2001) , however, show that the nonlinear estimators are extremely sensitive to the starting values used and that the probability of getting local optima is high. Taking (1) OLS over a grid of pre-specified λ's (Nelson and Siegel (1987) ), and (2) a linear regression, conditional on a chosen fixed shape parameter λ Li (2006), de Pooter (2007) , and Fabozzi et al. (2005) ).
We refer to these methods as the traditional measures. The estimated parameters using the traditional methods, however, are reported (1) to behave erratically in time, and (2) to have relatively large variances. We will first show that these problems result from multicollinearity problems. Next, we introduce a ridge regression approach to remedy the reported problems and how to judiciously fix the shape parameter in order to estimate the linearized Nelson-Siegel model.
The nature of the multicollinearity problem
Researchers have been aware of potential multicollinearity issues while estimating the Nelson-Siegel model. Diebold and Li (2006) e.g. indicate that the high correlation between the factors of the NelsonSiegel (1987) model makes it difficult to estimate the parameters correctly. What seems to have gone unnoticed, however, is the fact that the correlation between the two regressors of the model depends on (the times to maturity of) the financial instruments chosen in the bootstrap. In order to illustrate this point, we consider four different sets of times to maturity:
1. 3 and 6 months, 1, 2, 3, 4, 5, 7, 10, 15, 20 and 30 years; 2. 3, 6, 9, 12, 15, 18, 21, 24, 30 months, 3-10 years; 3. 1 week, 1-12 month, and 2-10 years;
4. 1 week, 6 months, and 1-10 years.
The first set of maturities was used by Fabozzi et al. (2005) . Diebold and Li (2006) opted for the second maturity vector. Since researchers are inclined to use all the data they can find, we study two extra vectors that also include additional shorter time to maturities. Note: The correlations between the regressors in the Nelson-Siegel spot rate function conditioned on the shape parameter and the vector of times to maturity are presented. Vector 1 uses the following times to maturity: 3 and 6 months, 1, 2, 4, 5, 7, 10, 15, 20 and 30 years (as in Fabozzi et al. (2005) ); vector 2 uses 3, 6, 9, 12, 15, 18, 21, 24 , 30 months and 3-10 years (as in Diebold and Li (2006) ); vector 3 is based on 1 week, 1-12 months and 2-10 years; and vector 4 on 1 week, 6 months and 1-10 years. Figure 3 gives a more complete picture by plotting the correlation between the two regressors over a range of λ values using the four time to maturity vectors studied. We notice that the choice of the maturity vector influences the steepness of the correlation curve. It appears that Fabozzi et al. (2005) and Diebold and Li (2006) with annualized data. Their choice implies that the curvature component in the spot rate function will have its maximal value at the time to maturity of 2.5 years. They motivated their choice by stating that most of the humps/troughs are between the second and the third year. As we have shown, this choice, also turned out to avoid multicollinearity problems for their maturity vector.
• Fabozzi et al. (2005) fixed λ to 3 with annualized data, as argued by Barrett et al. (1995) . Barrett et al. (1995) performed a grid search by fixing λ for the whole dataset and obtained a global optimal shape parameter in one go. In a footnote, Fabozzi et al. (2005) mention that when the shape parameter is fixed at 3, the correlation between the two regressors will not cause severe problems for their data. They, however, do not offer a universal procedure to tackle the multicollinearity issue.
From the previous section, we know that the degree of multicollinearity depends on the choice of the fixed shape parameter and the choice of the vector of times to maturity. The shape parameter that minimizes the squared errors may also vary over time. Figure 4 plots the spot rate curve on two days (i.e.
April 18, 2001 and January 4, 1999) where fixing the optimal shape parameter to either 1.37 or 3 visually underperforms compared to the grid search. The λ values estimated using the grid search are reported in the figure. On the left hand side, the shape parameter is estimated to be 1.35. The use of a fixed λ of 1.37 will therefore result in a better fit than the model with a shape parameter fixed at 3. On the right hand side, however, the grid search estimate of λ is 2.9. The model using a fixed λ of 3 will thus fit the data better than that using a shape parameter of 1.37.
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Note: This f (2.9) which parameter o where R i ² is the coefficient of multiple determination of the independent variable X i on all other X's in the model. The intuition of VIF for a simple regression is straight forward: if the correlation between the regressors is high, then the VIF will be large. The tolerance level is the reciprocal of VIF.
Grid
Belsley (1991) points out the main drawbacks of these two measures: (1) high VIF's are sufficient but not necessary to collinearity problem, and (2) it is impossible to determine which regressors are nearly dependent on each other by using VIF's. The third measure, the condition number, is based on the eigenvalues of the regressors. Since the condition number avoids the shortcomings of the aforementioned methodologies (see Belsley (1991) and DeMaris (2004)), we use the condition number as the collinearity measure. Assume there is a standardized linear system y = βX + ε. Denote κ (kappa) as the condition number and ν the eigenvalues of X'X. The condition number of X is defined as
If X is well-conditioned (i.e. the regressor columns are uncorrelated), then the condition number is one, which implies that the variance is explained equally by all the regressors. If correlation exists, then the eigenvalues are no longer equal to 1. The difference between the maximum and minimum eigenvalues will grow as the collinearity effect increases. As suggested by Belsley (1991) , we use a condition number of 10 as a measure of the degree of multicollinearity. 
Remedy of high collinearity
Once collinearity is detected, we need to remedy the problem. To overcome OLS parameter instability due to multicollinearity, we implement an alternative to the linear regression, i.e. the ridge regression technique. This estimation procedure can substantially reduce the sampling variance of the estimator, by adding a small bias to the estimator. Kutner, Nachtsheim, Neter and Li (2004) show that biased estimators with a small variance are preferable to the unbiased estimators with large variance, because 2 As there are only two regressors in the Nelson-Siegel model, we can plot a one-to-one relationship between the condition number and the correlation between the two regressors. In our dataset, a condition number above 10 is equivalent to a correlation with an absolute value above 0.8. the small variance estimators are less sensitive to measurement errors. We therefore use the ridge regression and compute our estimates as follows:
where k is called the ridge constant, which is a small positive constant. As the ridge constant increases, the bias grows and the estimator variance decreases, along with the condition number. Clearly, when k=0 the ridge regression is a simple OLS regression.
Implementation
As pointed out by Kutner et al. (2004) , collinearity increases the variance of the estimators and makes the estimated parameters unstable. However, even under high collinearity, the OLS regression still generates the unbiased estimates. As a result, we implement a combination of the grid search and the ridge regression using the following steps:
1. Perform a grid search based on the OLS regression to obtain the estimate of λ which generates the lowest mean squared error.
2. Calculate the condition number for the 'optimal' λ.
3. Re-estimate the coefficients by using ridge regression only when the condition number is above a specific threshold (e.g. 10). The size of the ridge constant is chosen using an iterative searching procedure 3 that finds the lowest positive number, k, which makes the recomputed condition number fall below the threshold. By adding a small bias, the correlation between the regressors will decrease and so will the condition number.
Data and methodology
To illustrate our Nelson-Siegel term structure fitting procedure, we use Euribor rates maturing from 1 week up to 12 months and Euro swap rates with maturities between 2 years and 10 years. The Euro Overnight Index Average (EONIA), and the 20-, 25-and 30-year Euro swap rates were also collected to assess the out-of-sample prediction quality of the selected estimation procedures. The Euribor and 3 We start with k = 0 and we iteratively re-compute the condition number after increasing the ridge constant with 0.001. We stop iterating when the recomputed condition number is lower than the pre-specified threshold (i.e. 10).
EONIA rates were obtained from their official website, and the Euro swap rates were gathered from Thompson DataStream®. Our dataset spans the period from January 4, 1999 to May 12, 2009 and includes 2644 days.
We use the smoothed bootstrap to construct the spot rate curves:
1. As the Euribor rates, R'(τ), with maturities less than one year use simple interest rates with the actual/360 day count convention, we convert them to
where R(τ) is the annually compounded Euribor rate using actual/365 date convention.
2. Swap rates are par yields, so we bootstrap the zeros rates. Denote S(τ) as the swap rate, time to maturity being τ. The following equation helps us to extract the spot rates from the swap rates:
Here τ = 2, ..., 10 and the Euro swap rates use the actual/365 day count convention.
3. As the relationship between Equation 2.1 and 2.3 only holds for continuously compounded rates, we need to convert the annualized spot rates to continuously compounded rates: Table 2 summarizes the descriptive statistics for the time series of continuously compounded spot rates we use to fit the spot rate curve. The table shows that the volatility of the time series increases from 0.98% for weekly rates to 1.03% for 3-month rates, and then goes down to 0.69% for 10-year spot rate.
The average spot rate increases as time to maturity grows, from 3.16% for the one week rate, to 4.53%
for a 10-year maturity. Autocorrelation is high for rates of all maturities, from above 0.998 with a 5-day lag to above 0.915 with a 255-day lag. 
The Time Series of the Estimated Parameters
First, we discuss the results for the grid search, and subsequently we comment on the parameter estimates for the OLS approach where the shape parameter is fixed. Finally, we present the parameters for the grid search using the conditional ridge regression. Grid search not only results in erratic time series of factor estimates, the precision of the estimates is also very time varying. Figure 9 redraws (as an example) the estimates of the long term spot rate (solid line) and its standard errors (dashed line). Whereas the standard errors are small at times, many periods of turbulence are shown in which the standard errors become 1% and more! Figure 10 plots the time series of the estimated parameters conditional on a fixed shape parameter. In the left column we present the estimates using a fixed shape parameter of 1.37 (as in Diebold and Li (2006) ), whereas on the right side those with a fixed shape parameter of 3 (as in Fabozzi et al. (2005) problematic. At the start of our series e.g., the long term rate is estimated as being 4.53% (λ = 1.37) and 5.74% (λ = 3) whereas the 30 year swap rate was 4.99%. So, which shape parameter should we consider to be the most appropriate?
The grid search

The OLS with fixed shape parameter
The precision of the estimates improves dramatically compared to the grid search. Figure 11 shows the standard errors for the long term rate using λ = 1.37. During the financial crisis, the standard error went up to more than 35 basis points. This is a serious improvement, compared to the standard errors of the grid search, where the standard errors went up to 500 basis points and more. Whether the shape parameter can best be fixed to 1.37 or to 3, however, remains an open question. Especially the results for β 2 are quite different for both choices in shape parameter, as can be seen in Figure 10 . Our estimates also suggest that the economic characteristics of the time series of the estimated coefficients may be quite different. Recall that the Nelson-Siegel model can be interpreted in terms of a three factor model, the estimated coefficients being weights. Taking the variability of the shape parameter estimates we obtained in our grid search into account, it can be questioned whether the time variation in λ can be ignored at all! 
Grid search with conditional ridge regression
A drawback of the ridge regression technique is the lack of standard errors, which prohibits any kind of significance tests on the estimated coefficients (DeMaris (2004)). However, we can (visually) examine the stability of the time series estimates. Figure 12 again confirms that the time series of β 0 , conditional on a fixed shape parameter of 3, almost perfectly coincides with the grid search β 0 , time series. A low shape parameter smoothes the extreme jumps in the coefficients series almost completely, whereas the ridge regression takes a middle position. Whenever λ can be freely estimated (i.e. when λ is sufficiently low), no multicollinearity problems occur and the ridge regression is redundant. Whenever the correlation between the regressors exceeds our threshold, the ridge regression has a 'moderate' smoothing effect. However, the variation in the coefficients, e.g. β 0 in Figure 12 retains the strains put on the term structure. In order to measure the stability of the time series of estimated coefficients more formally, we compute the standard deviation of their first differences (Table 3) . We notice that ridge regressions have a lower volatility for all three parameters. Moreover, an F-test at the 95% confidence interval shows that the standard deviations of the ridge regression coefficients changes are significantly lower than those obtained through the grid search. The ridge regression, hence, can substantially reduce the instability of the estimates in the grid search. Compared with the fixed shape parameter procedures, the ridge regression allows the shape parameter to vary over time. Whether or not this is a desirable property from an economic point of view, still has to be seen. Therefore, we examine the in-and out-of-sample prediction performance of the various methods. Note: This table shows the standard deviations of the first-order changes in the time series of the estimated parameters. The dataset used to estimate the parameters is composed of 1-week, 1-to 12-month, and 1-to 10-year spot rates. An F-test at a 95% confidence interval shows that all the standard deviations are significantly different from each other.
In-sample performance
In order to examine the in-sample performance, we compute the mean absolute errors between the predicted and the bootstrapped spot rate ( 
where r is the vector of empirical rates for a certain time to maturity, 1 is a vector of ones, Although the overall MAPE is minimized by construction for the Grid Search, the in-sample MAPE's per maturity show how the fixed shape parameter methods perform compared to the ridge regression technique. The MAPE of FMP (DL) is for 13 (9) out of the 22 maturities the highest. For 8 out of the 22 maturities, the ridge regression generates the lowest MAPE, but it never produces the highest MAPE's.
The grid search is for more than half of the maturities the MAPE minimizing method. The in-sample MAPE's reveal the limitations of reducing the model flexibility by fixing the shape parameters. Ridge regression outperforms these two methods convincingly. Note: In-sample mean absolute errors between produced data from the Nelson-Siegel and empirical data are presented. The dataset used to estimate the parameters is composed by 1-week, 1-to 12-month, and 1-to 10-year spot rates. * This approach yields the lowest MAPE for this time to maturity. + This approach yields the highest MAPE for this time to maturity. Except the following pairs, all the MAPE's are significantly different from each other (at 95% confidence interval) based on the t-test with Newey-West corrected standard errors: 2-month: grid and DL; 3-month: ridge and DL; 4-month: ridge and FMP; 5-month: ridge and FMP; 2-year: grid and FMP; 5-year: DL and FMP; 6-year: DL and FMP; 9-year: ridge and FMP. The mean absolute errors are tested using Equation 5.1.
Out-of-sample performance
Since the ridge regression adds a small bias to the OLS, we consider an out-of-sample performance test superior in order to judge the appropriateness of the various estimation methods. If we denote r r τ τ τ ε = − as the residual between the spot rate r τ observed from the market and the estimated spot rate by the Nelson-Siegel model r τ for a certain time to maturity τ, the bias is estimated as the average of the ε τ 's. The out-of-sample bias on each day is measured by averaging the residuals after fitting the EONIA, 20-, 25-and 30-year swap rates using four methods. Table 5 clearly shows that the bias introduced in the ridge regression does not affect the bias in the forecasted spot rates in a material way compared to the other estimation methods. To investigate the ability of these four approaches to forecast the long and short end of the term structure, we will compare the estimated rates to the EONIA, the 20-, 25-and 30-year Euro swap rates.
The MAPE will again be our criterion.
Theoretically speaking, the estimated β 0 + β 1 represents the short end of the term structure. However, the EONIA rates are the shortest-term spot rates that can be observed in the market. Consequently, if a model can predict the EONIA rates with the highest accuracy, it will be superior in predicting the short end of the yield curve.
The estimated EONIA rates are calculated by plugging time to maturity τ = 1/365 into Equation 2.3 along with the estimated parameters for all four methodologies. Afterwards, the differences between the empirical and the estimated rates are examined following the same procedure as for the in-sample MAPE's tests.
In addition, we also check which model can best fit the long-term end of the term structure. However, long-term spot rates are not directly observable in the market either. Moreover, due to the lack of swap rates for certain times to maturity (e.g. 11-or 29-year swap rate) to bootstrap the long-term spot rate (e.g. 30-year spot rate), we will use the following procedure to check the forecasting ability:
1. Combining Equation 2.3 and 3.4, we calculate the estimated swap rates using 2. We calculate and test the MAPE's between the empirical and the estimated swap rates using the same procedure as previously.
The results are summarized in Table 6 . The ridge regression always yields the statistically lowest MAPE's.
The restriction DL and FMP put on the shape parameter makes them underperform compared to both the ridge and the OLS regression. Moreover, the ridge regression has lower prediction errors when predicting the long end, compared to the short end of the term structure. The superiority of the ridge regression procedure is not only statistically significant. Looking at the MAPE's for the 30 year swap rate, the MAPE's are lowered with 7 to 15 basis points. On the short end, the gain is more moderate, up to 4 basis points.
Robustness check on the forecasting ability
We consider two robustness checks to confirm the outperformance of the conditional ridge regression procedure we propose. First, we want to verify whether or not our results are mainly driven by the 2008-2009 financial crisis which is part of our dataset. Second, we have shown that the multicollinearity problem is severely affected by the choice of the maturity vector. We will examine whether our results are robust to the choice of a different maturity vector.
The impact of the financial crisis
As seen in Figure 13 , the financial crisis has had a substantial impact on parameter estimation. We thus divide our dataset into two subsets, the pre-crisis period from January 4, 1999 to July 2, 2007 (2169 days), and the crisis period from July 3, 2007 to May 12, 2009 . The out-of-sample predicting power of all four approaches (Grid, Ridge, DL and FMP) is presented in Table 7 and Table 8 .
A t-test between the pre-crisis and crisis period MAPE's at 95% confidence level shows that during the financial crisis the predicting ability of all four methods is significantly lowered. The predicting ability of the grid search drops dramatically for both the short and the long end of the term structure, while for the other methodologies, the financial crisis has more impact on the short end than on the long end.
Nevertheless, the ridge regression performs consistently in both periods, while the grid search clearly does not. During the financial crisis the grid search predictions are worst for the long-end of the yield curve whereas in the pre-crisis period, the FMP model is worst for these maturities.
The results shown in these two tables again confirm our previous findings that the ridge regression has superior predictability in forecasting both ends of the yield curve. 
A Different Maturity Vector
In order to test the robustness of our results, we estimate the yield curves again using only 1-week, 6-month, 1 to 10-year spot rates. The results, shown in Table 9 , also confirm our previous findings that the ridge regression has superior predictability in forecasting both ends for the yield curve. However, unlike for the other dataset, now the predictability of FMP on 25-and 30-year swap rates is not the worst, but the grid search is. Here the correlation between the slope and hump factor using the DL-estimation recipe is -0.35 instead of -0.55. The highest MAPE's for the 25-and 30-year swap rates obtained using the grid search based on the OLS regression, can be blamed on the instable estimates. Again, we test the influence of the financial crisis on the performance of the proposed methods, this time on our limited sample. The results from this analysis comparing estimates of the pre-crisis and crisis period are summarized in Table 10 and Table 11. At the 95% confidence level, a t-test between the pre-crisis and crisis period MAPE's shows that the performance of the four methods behaves similar to that of the other dataset. The high volatility of the estimates in the grid search makes its performance drop substantially during the financial crisis.
The ridge regression always has the highest predicting ability except for the 30-year swap rate during the crisis period, where the DL has the highest predicting ability. However, the difference between these two methods for the 30-year swap rate during the financial crisis is not statistically significant. Note: Out-of-sample MAPE's between produced data from Nelson-Siegel and empirical data are presented for the pre-crisis period from January 4, 1999 to July 2, 2007 (2169 days). The dataset used to estimate the parameters is composed by 1-week, 6-month, and 1-to 10-year spot rates. * This approach yields the lowest MAPE for this time to maturity. + This approach yields the highest MAPE for this time to maturity. Except the following pairs, all the MAPE's are significantly different from each other based on the t-test with Newey-West correction on standard errors: 25-year: DL and FMP. One thing worth mentioning is that for the alternative dataset, not only the long end of the term structure based on the grid search is extremely volatile and sometimes negative, so is the short end of the term structure, as shown in Figure 14 . This again shows that the grid search is very sensitive to the underlying dataset. 
Conclusion
Many researchers have reported problems in estimating the Nelson-Siegel (1987) model. We have shown that multicollinearity between the slope and hump factor are causing both instability of the regression coefficients over time and large standard errors on the coefficients. To temper the estimation problems, we apply ridge regression technique, whenever the grid search based estimate of the shape parameter results in highly correlated slope and hump factors. For euro spot rate curves, over the period 199-2009, we compare the grid search estimates -originally proposed by Nelson and Siegel -to our ridge regression estimates. The Diebold and Li (2006) and the Fabozzi et al. (2005) estimates were also calculated as a benchmark.
The in-sample comparison shows that the grid search produces erratic time series estimates which sometimes violate the economic intuition behind the Nelson-Siegel model. The distribution of the freely estimated shape parameters and the in-sample fitting errors reveal the limitation of the use of a fixed shape parameter. The out-of-sample predictability at the two ends of the term structure shows that the ridge regression always produces the lowest mean absolute prediction errors. For the long end of the term structure, the economic gain in the MAPE mounted up to 15 basis points. For the short end, the differences in MAPE's were statistically significant but economically smaller.
Robustness checks show that the ridge regression performs robustly and consistently better in different economic environments (pre-crisis and crisis period) and with different choices of the maturity vector (i.e. the set of financial instruments used to bootstrap the yield curve).
Based on our findings, fixing the shape parameter in order to avoid multicollinearity, is a statistical trick that does reduce the correlation between the regressors when the fixing is judicially chosen. It however ignores the bare fact that in practice, term structures do take all kind of (humpy) shapes and that the hump simply is not fixed over the time to maturity spectrum. The loss in flexibility comes at a severe price especially for the predictions of long term spot rates. This paper advances a procedure based on ridge regression to reduce the prediction errors significantly.
