Backtesting Value-at-Risk: Case Study on the Romanian Capital Market  by Iorgulescu, Filip
 Procedia - Social and Behavioral Sciences  62 ( 2012 )  796 – 800 
1877-0428 © 2012 Published by Elsevier Ltd. Selection and/or peer review under responsibility of Prof. Dr. Hüseyin Arasli
doi: 10.1016/j.sbspro.2012.09.134 
WC-BEM 2012 
Backtesting value-at-risk: Case study on the Romanian capital 
market 
Filip Iorgulescua*  
aThe Bucharest University of Economic Studies, 6 Romana Square, Bucharest, 010374, Romania 
 
Abstract 
This study assesses the performance of eight VaR models by means of the unconditional coverage and independence tests. The 
analysis was developed on a portfolio consisting of four stocks traded at Bucharest Stock Exchange and covered a period of five 
years, between October 2006 and September 2011. The results indicated that the performance of risk models is greatly affected 
by the characteristics of the data series used to estimate them. Also, the independence test showed that violation clustering is an 
actual threat for both simple and complex VaR approaches. 
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1. Introduction 
Value-at-Risk (VaR) is a risk measure, introduced by J. P. Morgan in 1994, which estimates the expected loss of 
a fixed portfolio during the next T trading days for a given probability level p. Thus, the total risk of a portfolio is 
measured through a single number. Due to the fact that it is simple and easy to understand, VaR has become very 
popular and it is widely used by financial institutions. Since VaR may be considered the benchmark for risk 
measurement it is very important to diagnose its performance, especially in the troubled context of the global 
economic crisis which led to frequent market crashes. 
The existing literature in this area provides numerous theoretical approaches for testing VaR, as well as empirical 
studies. When assessing the performance of a VaR model, Basel II focuses on the number of violations (defined as 
the situations in which the portfolio loss exceeds VaR). Thus, Kupiec (1995) formulated the unconditional coverage 
test which checks, by means of a likelihood ratio test statistic, if the percentage of violations is statistically 
equivalent to the VaR probability level p. the 
VaR estimates of six large US banks and arrived to the conclusion that VaR measures used by banks were quite 
conservative, so they passed easily the unconditional coverage test. This finding is supported by the study of 
rignon, Deng and Wang (2008) which is 
reports. After analyzing 7354 trading days they discovered only two violations and concluded that banks exhibit a 
systematic excess of conservatism in their VaR estimates. Such results indicate that the unconditional coverage test 
may have limited effectiveness in the case of ed that, 
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despite their conservative VaR estimates, banks use risk models that have difficulty in forecasting volatility changes, 
resulting in the clustering of VaR violations  (2010) support this finding by pointing out that 
historical simulations remain the most popular VaR technique for banks, leading to estimates that contain very little 
information about future volatility. Christoffersen (2003) found this evidence very sobering because the bankruptcy 
risk is much higher when the violations occur in a short period of time. Thus, he proposed an independence test 
which aims, by using a likelihood ratio test statistic, to reject VaR models with clustered violations. Moreover, he 
joined the unconditional coverage test and the independence test to create the conditional coverage test that 
simultaneously checks if the percentage of violations is correct and if the violations are independent. 
On the other hand, Engle and Manganelli (2004) proposed the dynamic quantile test, based on a binary 
regression, while Hurlin and Tokpavi (2006) employed a multivariate Portmanteau statistic with asymptotic 
distribution. Herwartz (2009) concluded that both approaches are influenced by market size distortions even in the 
case of large finite samples. Instead, he proposed the use of Monte Carlo simulated processes which offer exact 
empirical significance levels for VaR diagnosis. 
Wong (2010) addressed one of the major shortcomings of VaR: it offers no information about the severity of the 
losses that exceed the VaR number. Consequently, instead of counting the violations, Wong showed the need to 
backtest VaR by summing the sizes of tail losses through the saddlepoint technique.  Using Monte Carlo simulations 
he concluded that the proposed test is accurate and powerful, even in the case of small samples. 
While the majority of tests aim to reject inappropriate models, there are certain tools which allow for comparing 
and selecting the better VaR estimates. For example, Christoffersen (2003) proposed a regression approach to test 
the models using additional variables that may explain the incidence of violations, while Chiu, Chuang and Lai 
(2010) applied the regulatory loss function which takes into account the size of the violations. 
To conclude this brief presentation of the existing literature on testing VaR it is important to understand that even 
 the quality of the most 
commonly used statistical risk models still remains questionable. Therefore, it is unwise to have unrealistic 
expectations from risk models or to rely excessively on them. 
Taking into account the previous research on the subject, this paper focuses on backtesting and comparing eight 
different VaR models by means of the unconditional coverage and independence tests, in the context of the 
Romanian capital market. Section 2 presents the data and describes the methodology, Section 3 presents the results 
of the study and Section 4 gives the conclusions of the paper. 
2. Data and Methodology 
2.1. Data 
The analysis was performed on a portfolio consisting of four of the most liquid stocks traded at Bucharest Stock 
Exchange (BSE): Biofarm (pharmaceuticals), BRD - Groupe  G n banking and insurance), OMV 
Petrom (oil) and Transelectrica (electric energy). All the selected stocks are included in the Bucharest Exchange 
Trading (BET), which is the reference index for BSE. For computational purposes, the portfolio has a value of 1 
RON and is equally weighted between the four stocks. The daily returns of the stocks and of the portfolio were 
computed for a period of five years, between October 2006 and September 2011, on the basis of their daily adjusted 
closing prices obtained from SSIF Broker (http://www.tranzactiibursiere.ro/). The first four years of the data series 
were used to estimate the VaR models, while the fifth year was used to backtest VaR. 
2.2. Methodology of the study 
Previous research showed that the majority of financial institutions still rely on rudimentary risk models, leading 
to problematic VaR estimates. Consequently, this analysis employs more advanced and up-to-date approaches for 
computing VaR. Hence, the volatility of the daily returns of the stocks was forecasted using asymmetric GARCH 
models (TARCH models for the first three stocks and EGARCH for the fourth) that cater for volatility clustering 
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and leverage effect. The volatility of the portfolio was forecasted using both a constant conditional correlation 
model (further referred as GARCH CCC) and a dynamic conditional correlation model (further referred as GARCH 
DCC). The GARCH CCC approach was suggested by Bollerslev (1990), while the GARCH DCC approach was 
proposed by Tse and Tsui (2002) and Engle (2002). Then, the portfolio returns were standardized using both 
volatility forecasts and two sets of conditional returns were obtained. Since they still exhibited heavy tails, both of 
them were modeled using the following tools that allow for leptokurtosis: the t distribution, the generalized 
hyperbolic distribution (GH), the extreme value theory (EVT) and the Cornish-Fischer approximation to quantiles 
(CF). Thus, eight different 1 day 1% VaR models were applied to the portfolio. T was set to 1 day because it is 
unrealistic to consider that the portfolio would remain constant during a larger time interval, while p was set to 1% 
as in Christoffersen (2003). 
Instead of the combined conditional coverage test, the unconditional coverage test and the independence test 
were performed in order to distinctly identify the potential problems of the considered VaR models. Both tests were 
applied according to the methodology described in Christoffersen (2003). To begin with, a binary variable was 
defined that equals 1 in case of a VaR violation and is 0 otherwise. The daily values of this variable were recorded 
for the test period (October 2010 - September 2011) for each of the VaR models. Then, the unconditional coverage 
test was applied using the following likelihood ratio test statistic: 
 
Ǧ      (1) 
 
where p is the probability level of 1%,  is the recorded percentage of violations, T0 is the number of days in which 
VaR was not violated and T1 is the number of violations. In large samples, the test statistic follows a chi-squared 
distribution with one degree of freedom. Since the acceptance of an inappropriate model may trigger serious 
consequences, Christoffersen (2003) recommends setting the test significance level at 10%. 
The independence test checks if VaR violations are clustered by comparing the probability of having two 
consecutive violations with the probability of having a violation following a non-violation. Under the assumption of 
independence the two probabilities will have the same value but, if the violations tend to be clustered, the 
probability of having two consecutive violations will be higher. Thus, the independence test relies on the following 
likelihood ratio test statistic: 
 
Ǧ    (2) 
 
Where   and             (3) 
 
Considering the sequence of 0s and 1s generated by the binary variable defined earlier, Tij represents the number 
of cases in which a j followed an i (for example, T11 denotes the number of consecutive VaR violations). In large 
samples, the independence test statistic is also distributed as a chi-squared with one degree of freedom. However, for 
some data series there may be no consecutive VaR violations (T11 = 0). In such cases the test statistic becomes: 
 
Ǧ      (4) 
3. Results 
The backtest period (October 2010 - September 2011) has 244 days. Therefore, the sample generated by the 
binary variable has 244 values for each of the considered VaR models. Four of the models recorded only 1 violation 
during the test period (corresponding to 0.41% of all cases), while the other four recorded 2 violations (0.82% of all 
cases). The unconditional coverage test was applied to check if these percentages are statistically equivalent to the 
set probability level p of 1%. Table 1 reports the test statistics along with the p-values generated on the basis of the 
chi-squared distribution with one degree of freedom. 
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Table 1. Results of the unconditional coverage test 
 
VaR Model  Test Statistic P-value VaR Model  Test Statistic P-value 
GARCH CCC t 0.41% 1.1046 29.33% GARCH DCC t 0.41% 1.1046 29.33% 
GARCH CCC GH 0.82% 0.0854 77.01% GARCH DCC GH 0.82% 0.0854 77.01% 
GARCH CCC EVT 0.41% 1.1046 29.33% GARCH DCC EVT 0.82% 0.0854 77.01% 
GARCH CCC CF 0.41% 1.1046 29.33% GARCH DCC CF 0.82% 0.0854 77.01% 
 
Considering a significance level of 10%, as recommended in Christoffersen (2003), the critical value of the test is 
2.7055. The results presented above show that all the VaR models pass easily the unconditional coverage test. 
Moreover, they appear to be somehow conservative (especially the four models with 0.41% violations) because the 
recorded percentage of violations is, in all cases, lower than 1%. 
However, taking into account the findings  be a problem: all the four 
models with 2 violations recorded them in the same consecutive trading days (namely, 5 and 8 August 2011). This 
seems like a serious clustering issue. Consequently, the independence test was applied to all models, the results 
being shown in Table 2. Again, a significance level of 10% was considered, with a corresponding critical value of 
2.7055. 
Table 2. Results of the independence test 
 
VaR Model 01 11 Test Statistic P-value VaR Model 01 11 Test Statistic P-value 
GARCH CCC t 0.41% 0% 0.0165 89.78% GARCH DCC t 0.41% 0% 0.0165 89.78% 
GARCH CCC GH 0.41% 50% 7.4616 0.63% GARCH DCC GH 0.41% 50% 7.4616 0.63% 
GARCH CCC EVT 0.41% 0% 0.0165 89.78% GARCH DCC EVT 0.41% 50% 7.4616 0.63% 
GARCH CCC CF 0.41% 0% 0.0165 89.78% GARCH DCC CF 0.41% 50% 7.4616 0.63% 
      
Indeed, the four models that recorded consecutive violations (GARCH CCC GH, GARCH DCC GH, GARCH 
DCC EVT and GARCH DCC CF) are strongly rejected by the independence test. Their p-values (0.63% in each 
case) show that, even for a poor significance level of 1%, they are not able to pass the test. Thus, despite the 
optimistic results of the unconditional coverage test, violation clustering appears to have a serious impact on the 
In the end, out of the eight initial VaR models only four are able to make it. It must be noted 
that the results of both tests are more accurate if the sample size is large enough. While 244 observations hardly 
make a large sample, Christoffersen (2003) recommends improving the accuracy of the tests by generating p-values 
with the aid of Monte Carlo simulations. This improvement will be considered for future research. 
Finally, the surviving VaR models we  point of view. While their 
precision is validated by the tests performed earlier, a financial institution will prefer the model that offers accurate 
results at the lowest cost, i.e. the lowest level of capital requirements. Table 3 presents the average capital 
requirements for the models that passed the unconditional coverage and independence tests. 
 
Table 3. Average capital requirements for the successful VaR models 
 
VaR Model Average capital  requirements  VaR Model 
Average capital  
requirements 
GARCH CCC t 4.81% GARCH CCC CF 4.66% 
GARCH CCC EVT 4.64% GARCH DCC t 4.62% 
 
Except for the GARCH CCC t, the other three models exhibit very close values of the average capital 
requirements, the minimum one being recorded by the GARCH DCC t model. 
4. Conclusions 
The results of the study are in line with previous literature on the subject which suggests that VaR models 
employed by financial institutions exhibit very few or no violations at all. Indeed, all the models considered in this 
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study passed easily the unconditional coverage test and the percentage of violations was, in all cases, smaller than 
the set probability level of 1%. It may even seem that the use of advanced risk models fits into the systematic excess 
of conservatism, typical to banks. However, a more plausible explanation is that the period used for estimating the 
models (October 2006  September 2010) was much more volatile than the one used for backtesting them (October 
2010  September 2011). Due to the global economic crisis, BSE had a sharp downward trend between the end of 
2007 and the beginning of 2009. So, it appears that the performance of VaR models is greatly affected by the 
characteristics of the data series used for estimating them. Therefore, in order to improve their accuracy and 
reliability, they should be updated on a regular basis. 
The results of the independence test prove that violation clustering is an actual problem for both simple and 
complex VaR models. According to , this is caused by inappropriate volatility forecasts. 
Surprisingly, although GARCH DCC may be considered a better volatility approach than GARCH CCC, three of the 
four rejected VaR models were built on GARCH DCC. This suggests that the use of improved volatility approaches 
does not guarantee in any way the success of a VaR model. 
On the other hand, the only surviving VaR based on GARCH DCC led to the lowest average level of capital 
requirements. This result is in line with the findings of Iorgulescu and Stancu (2008) that compared the performance 
of several VaR models in the context of the Romanian capital market. They showed that VaR models based on 
GARCH CCC tend to be more accurate than those based on GARCH DCC but at the expense of higher levels of 
capital requirements. 
In conclusion, the results of this study confirm that, while VaR models can prove very useful for risk 
management, their accuracy is still in question, even in the case of advanced and complex approaches. Therefore, as 
ution for financial stability, nor should they 
diminish the importance of management. 
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