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Abstract
This paper deals with the stability of a class of linear time-varying systems with multiple delays. Using the
Lyapunov function method, we give sufﬁcient delay-dependent conditions for the exponential stability with a
given convergence rate, which are described in terms of linear matrix inequalities (LMI) and the solution of Riccati
differential equations (RDE). The results are applied to the problem of stabilization of linear time-varying control
systems with multiple delays. Numerical examples are given to illustrate the results.
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1. Introduction
The stability problem of time-delay systems has been investigated intensively during the past decades.
In fact, the system stability and convergence properties are strongly affected by time delays, which are
often encountered inmany industrial and natural processes due tomeasurement and computational delays,
transmission and transport lags. Frequently, it is a source of the generation of oscillation and a source of
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instability in many engineering systems. The standard exponential stability problem is to ﬁnd sufﬁcient
conditions such that the solution x(t, x0) initiated at x(0) = x0 of the system satisﬁes the condition
∃N > 0, > 0 : ‖x(t)‖‖x0‖Ne−t , ∀t0.
The positive number  is the convergence rate. The stability with a given convergence rate related to the
exponential stability has been studied in [3,12,20,22] and the references therein. There are many different
methods given to deal with the exponential stability problem. Among the well-known Lyapunov stability
methods, the Lyapunov function method is a powerful tool for studying system stability, even for linear
systems. Numerous works deal with the stability of linear delay systems using the Lyapunov function
method [9,6,11,14,17,19]. Time-delay stability conditions for time-invariant systems were formulated in
both algebraic Riccati equations and LMI [1,4,11,12,20,23,24]. Some stability conditions are directly
obtained from the eigenvalues or the norm of the coefﬁcient matrices [22]. Others involve the robust
stability conditions in terms of matrix measures and norm criteria [3,16] or in terms of the solution of
some algebraic Riccati equations [4].
For time-varying systems, the investigation of the exponential stability is more complicated. Linear
time-varying systems are treated in [5,8], where the system is assumed to be periodic or in [9,18], where
stability conditions for time-varying systems are derived in terms of the solution of a certain Riccati
differential equation.
Our contribution can be seen as a continuation of the works summarized above. The primary objective
of this paper is to extend the current exponential stability with a given convergence rate results of time-
invariant linear systems [3,12,20,22] to themore general case of time-varying linear systemswithmultiple
delays, and then apply the obtained results to control problems. The exponential stability conditions
obtained in the paper do not involve the stability property as well as the matrix measures of the system
matrices. Using the Lyapunov-like functionmethod, we show that, in general, the existence of the solution
of certain RDE or of some LMI guarantees the exponential stability with a given convergence rate of linear
time-varying delay systems. It is also worth noting that the LMI and RDE are alternatively related by the
well-knownSchur complement lemma and their solution can be found by various efﬁcientmethods [1,2,7]
or, more effectively, by using the Schur techniques for both algebraic and differential Riccati [15,21].
The stabilization of linear time-varying control delay systems has become, during the last two decades,
one of the most important problems in mathematical control theory. The control system is exponentially
stabilizable if for a given number > 0, there is a feedback control law in such a way the closed-loop
system is exponentially stable with the convergence rate . We show how the results can be applied
to obtain sufﬁcient conditions for the stabilizability with a given convergence rate of a class of linear
time-varying control with multiple delays.
This paper is organized as follows. In Section 2, we give some notations, deﬁnitions and auxiliary
propositions. Sufﬁcient conditions for the exponential stability with a given convergence rate as well as
illustrated examples are presented in Section 3. Section 4 devotes to applications of the obtained results
to the stabilizability problem. The paper ends with conclusions and cited reference.
2. Preliminaries
We start by introducing notations and deﬁnitions that will be employed throughout the paper.
R+ denotes the set of all real non-negative numbers;
Rn denotes the n-dimensional space;
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〈x, y〉 or xTy denotes the scalar product of two vectors x, y;
‖x‖ denotes the Euclidean vector norm of x;
Mn×r denotes the space of all (n × r)-matrices;
AT denotes the transpose of the matrix A;A is symmetric if A = AT;
I denotes the identity matrix;
(A) denotes the eigenvalues of A; max(A) = max{Re  :  ∈ (A)};
‖A‖ denotes the spectral norm of the matrix deﬁned by
‖A‖ =
√
max(ATA);
(A) denotes the matrix measure of the matrix A deﬁned by
(A) = 12 max(A + AT);
L2([0, t], Rn) denotes the Hilbert space of all L2-integrable and Rn-valued functions on [0, t];
matrix A is called non-negative deﬁnite (A0) if 〈Ax, x〉0, for all x ∈ Rn;A is positive deﬁnite
(A> 0) if 〈Ax, x〉> 0 for all x = 0; or equivalently,
∃c > 0 : 〈Ax, x〉c‖x‖2, ∀x ∈ Rn;
matrix function A(t) is uniformly positive deﬁnite if
∃c > 0 : 〈A(t)x, x〉c‖x‖2, ∀t ∈ R+, x ∈ Rn;
C([−h, 0], Rn) denotes the Banach space of all piecewise-continuous vector functions mapping
[−h, 0] into Rn.
In the sequel, sometimes for the sake of brevity, we will omit the arguments of matrix-valued functions,
if it does not cause any confusion.
Let us consider the following linear time-varying system with multiple delays:
x˙(t) = A0(t)x(t) +
m∑
i=1
Ai(t)x(t − hi), t ∈ R+,
x(t) = (t), t ∈ [−h, 0], (1)
where h = max{hi : i = 1, 2, . . . , m}, Ai(t) ∈ Mn×n, i = 0, 1, . . . , m, are given matrix functions and
(t) ∈ C([−h, 0], Rn) with ‖‖ = supt∈[−h,0] ‖(t)‖.
Deﬁnition 2.1. Let > 0 be a given number. System (1) is said to be -stable, if there is a function
(.) : R+ → R+ such that for each (t) ∈ C([−h, 0], Rn), the solution x(t,) of the system satisﬁes
‖x(t,)‖(‖‖)e−t , ∀t ∈ R+.
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Let us consider the following free-delay linear time-varying control system [A(t), B(t)]:
x˙(t) = A(t)x(t) + B(t)u(t), t ∈ R+, (2)
where u(t) ∈ L2([0, T ], Rr),∀T > 0 is the control, A(t) ∈ Mn×n, B(t) ∈ Mn×r .
Deﬁnition 2.2. Linear control system (2) is said to be -stabilizable, if there is a feedback control
u = K(t)x,K(t) ∈ Mr×n such that the closed-loop system
x˙(t) = [A(t) + B(t)K(t)]x(t), t0,
is -stable.
Deﬁnition 2.3. Linear control system (2) is said to be globally null-controllable if for every x0 ∈ Rn,
there is a time T > 0 and control u(t) ∈ L2([0, T ], Rr) such that the solution x(t) of the system satisﬁes
x(0) = x0, x(T ) = 0.
The controllability of time-varying control system [A(t), B(t)] can be veriﬁed by the following
criterion.
Proposition 2.1 (Klamka [13]). Linear time-varying control system [A(t), B(t)], where A(t), B(t) are
differentiable matrix functions in t ∈ R+, is globally null-controllable if there is t00 such that
rank [M0(t0),M1(t0), . . . ,Mn−1(t0)] = n,
where M0(t) = B(t), and
Mi(t) = −A(t)Mi−1(t) + ddt Mi−1(t), i = 1, . . . , n − 1.
Relationship between the global null-controllability and the existence of the solution of Riccati differ-
ential equations is given in the following proposition.
Proposition 2.2 (Kalman [10]). Assume that the linear control system [A(t), B(t)] is globally null-
controllable. Then for every symmetric matrices Q(t)0, P00 the Riccati differential equation
P˙ (t) + AT(t)P (t) + P(t)A(t) + P(t)B(t)BT(t)P (t) + Q(t) = 0, P (0) = P0,
has the solution P(t)0, P (t) = P T(t).
The following technical results will be used in the proof of the theorems.
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Proposition 2.3 (Boyd et al. [2]). Assume that S ∈ Mn×n is a symmetric positive deﬁnite matrix. Then
for every Q ∈ Mn×n
2〈Qy, x〉 − 〈Sy, y〉〈QS−1QTx, x〉, ∀x, y ∈ Rn.
Proposition 2.4 (Boyd et al. [2]. Schur complement lemma). Let P,Q, S ∈ Mn×n be given matrices
such that S > 0, S = ST. Then(
P Q
QT −S
)
< 0 ⇐⇒ P + QS−1QT < 0.
3. Main results
Consider the linear time-varying delay system (1), where the matrix functions Ai(t), i = 0, 1, . . . , m,
are continuous on R+. Let us set
A0,(t) = A0(t) + I ,
Ai,(t) = ehiAi(t), i = 1, 2, . . . , m.
Theorem 3.1. Linear time-varying delay system (1) is -stable if there is a symmetric matrix P(t)> 0
such that one of the following two conditions holds:
P˙ (t) + AT0,(t)P (t) + P(t)A0,(t) +
m∑
i=1
P(t)Ai,(t)A
T
i,(t)P (t) + (m + 1)I = 0, (3)
⎛
⎜⎜⎜⎜⎝
P˙ + AT0,P + PA0, + mI PA1, PA2, . . . PAm,
AT1,P −I 0 . . . 0
AT2,P 0 −I . . . 0
. . . . . . .
ATm,P 0 0 . . . −I
⎞
⎟⎟⎟⎟⎠< 0. (4)
Proof. Let P(t)> 0, t ∈ R+, be a solution of the RDE (3). We take the following change of the state
variable
y(t) = et x(t),
then the linear delay system (1) is transformed to the system
y˙(t) = A0,(t)y(t) +
m∑
i=1
Ai,(t)y(t − hi),
y(t) = et(t), t ∈ [−h, 0]. (5)
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Consider the following time-varying Lyapunov-like function for system (5):
V (t, y(t)) = 〈P(t)y(t), y(t)〉 +
m∑
i=1
∫ t
t−hi
‖y(s)‖2 ds.
Take the derivative of V (.) in t along the solution of y(t) of system (5)
V˙ (t, y(t)) = 〈P˙ (t)y(t), y(t)〉 + 2〈P(t)y˙(t), y(t)〉 + m‖y(t)‖2 −
m∑
i=1
‖y(t − hi)‖2
= 〈P˙ (t)y(t), y(t)〉 + 2〈P(t)A0,(t)y(t), y(t)〉
+ 2
m∑
i=1
〈P(t)Ai,(t)y(t − hi), y(t)〉 + m‖y(t)‖2 −
m∑
i=1
‖y(t − hi)‖2. (6)
Taking (3) into account, we have
V˙ (t, y(t)) = −
m∑
i=1
〈P(t)Ai,(t)ATi,(t)P (t)y(t), y(t)〉 − ‖y(t)‖2
+ 2
m∑
i=1
〈P(t)Ai,(t)y(t − hi), y(t)〉 −
m∑
i=1
〈y(t − hi), y(t − hi)〉
= − ‖y(t)‖2 +
m∑
i=1
{−〈P(t)Ai,(t)ATi,(t)P (t)y(t), y(t)〉
+ 2〈P(t)Ai,(t)y(t − hi), y(t)〉 − 〈y(t − hi), y(t − hi)〉}.
By virtue of Proposition 2.3, we have
V˙ (t, y(t)) − ‖y(t)‖2, ∀t ∈ R+. (7)
Integrating both sides of (7) from 0 to t , we have
V (t, y(t)) − V (0, y(0)) −
∫ t
0
‖y(s)‖2 ds, ∀t ∈ R+,
and hence∫ t
0
‖y(s)‖2 ds〈P(0)y(0), y(0)〉 +
m∑
i=1
∫ 0
−hi
‖y(s)‖2 ds,
due to V (t, x)0. Moreover, since∫ 0
−hi
‖y(s)‖2 ds‖‖
∫ 0
−hi
es ds = 1

(1 − e−hi )‖‖,
it follows that∫ t
0
‖y(s)‖2 ds〈P(0)y(0), y(0)〉 + 1

m∑
i=1
(1 − e−hi )‖‖.
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Letting t → +∞ and noting P(0)> 0, we obtain that ∫∞0 ‖y(s)‖2 ds < + ∞, which proves that y(t) ∈
L2([0,∞), Rn) and hence the solution y(t,), which is a continuously differentiable function of linear
system (5), is bounded:
∃(.) : R+ → R+ : ‖y(t,)‖(‖‖), ∀t0.
Returning to the solution x(t,) of system (1) and noting that
‖y(0)‖ = ‖x(0)‖ = (0)‖‖,
we have
‖x(t,)‖(‖‖)e−t , ∀t ∈ R+.
The above inequality means that system (1) is -stable.
Regarding condition (4), we restate relation (6) as follows:
V˙ (t, y(t)) = 〈(P˙ (t) + AT0,(t)P (t) + P(t)A0,(t) + mI)y(t), y(t)〉
+ 2
m∑
i=1
〈P(t)Ai,(t)y(t − hi), y(t)〉 −
m∑
i=1
‖y(t − hi)‖2
= zT(t)
⎛
⎜⎜⎜⎜⎝
P˙ + AT0,P + PA0, + mI PA1, PA2, . . . PAm,
AT1,P −I 0 . . . 0
AT2,P 0 −I . . . 0
. . . . . . .
ATm,P 0 0 . . . −I
⎞
⎟⎟⎟⎟⎠ z(t),
where z(t) := [y(t), y(t − h1), . . . , y(t − hm)]. Therefore, by condition (4), there is a number > 0
such that
V˙ (t, y(t)) − ‖z(t)‖2, ∀t ∈ R+.
Since ‖z(t)‖2‖y(t)‖2, we have
V˙ (t, y(t)) − ‖y(t)‖2, ∀t ∈ R+. (8)
By integrating inequality (8), we can arrive at the estimation
∫ t
0
‖y(s)‖2 ds 1

[
〈P(0)y(0), y(0)〉 + 1

m∑
i=1
(1 − e−hi )‖‖
]
,
and the proof is then completed by the same way as above. 
Remark 3.1. It is also worth noting that the LMI (4) and RDE (3) are alternatively solved by the well-
known Schur complement lemma. Moreover, note that in the proof of Theorem 3.1 we cannot apply the
standard stability Lyapunov theorem, since the solution P(t) is not uniformly positive deﬁnite, and hence
the function V (t, y) is not uniformly bounded from below so that it is not the Lyapunov function as well.
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Example 3.1. Consider the linear delay system (1), where m = 1,  = 1, h = 2, and
A0(t) =
(
1.9 − 0.5e−5.8t − e5.8t 1
−e−5.8t −0.5e−t − 2
)
,
A1(t) =
(
e−2 0
0 e−2−0.5t
)
.
Note that the matrix A0(t), t0, is unstable, for example, (A0(0))> 0. We have
[A0(0) + A1(0)] + [A0(0) + A1(0)]T =
(
0.8 + 2e−2 0
0 −5 + 2e−2
)
,
which gives [A0(0) + A1(0)] = 0.4 + e−2 > 0. On the other hand, we have
A0,(t) =
(
2.9 − 0.5e−5.8t − e5.8t 1
−e−5.8t −0.5e−t − 1
)
,
A1,(t) =
(
1 0
0 e−0.5t
)
.
Therefore, using Schur techniques proposed in [1,14], we can verify that the non-negative deﬁnite matrix
P(t) =
(
e−5.8t 0
0 1
)
is the solution of the RDE (3), and hence by Theorem 3.1, the system is 1-stable.
For the time-invariant delay systems, we have the following -stability condition.
Corollary 3.1. Linear time-invariant delay system (1), where Ai(t) = Ai, i = 0, 1, . . . , m, are constant
matrices, is -stable if there is a symmetric constant matrix P > 0 such that one of the following two
conditions holds:
(i) AT0,P + PA0, +
m∑
i=1
PAi,ATi,P + (m + 1)I = 0.
(ii)
⎛
⎜⎜⎜⎜⎝
AT0,P + PA0, + mI PA1,1 PA2, . . . PAm,
AT1,P −I 0 . . . 0
AT2,P 0 −I . . . 0
. . . . . . .
ATm,P 0 0 . . . −I
⎞
⎟⎟⎟⎟⎠< 0.
Remark 3.2. Note that we can take a Lyapunov-like function V (t, y) as
V (t, y(t)) = 〈P(t)y(t), y(t)〉 + ‖y(t)‖2 +
m∑
i=1
∫ t
t−hi
‖y(s)‖2 ds
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and we estimate the value of V (t, y) as follows:
V˙ (t, y(t)) = 〈P˙ (t)y(t), y(t)〉 + 2〈P(t)y˙(t), y(t)〉
+ 2〈y˙(t), y(t)〉 + m‖y(t)‖2 −
m∑
i=1
‖y(t − hi)‖2
= 〈P˙ (t)y(t), y(t)〉 + 2〈P(t)A0,(t)y(t), y(t)〉 + 2〈A0,(t)y(t), y(t)〉
+ 2
m∑
i=1
〈P(t)Ai,(t)y(t − hi), y(t)〉 + 2
m∑
i=1
〈Ai,(t)y(t − hi), y(t)〉
+ m‖y(t)‖2 −
m∑
i=1
‖y(t − hi)‖2
= 〈[P˙ (t) + AT0 (t)P (t) + P(t)A0(t) + mI ]y(t), y(t)〉
+ 〈[A0(t) + AT0 (t)]y(t), y(t)〉 + 2〈(P (t) + I )y(t), y(t)〉
+ 2
m∑
i=1
〈[P(t) + I ]Ai,(t)ATi,(t)[P(t) + I ]y(t − hi), y(t)〉 − ‖y(t − hi)‖2.
Taking Proposition 2.3 into account, we have
V˙ (t, y(t))〈[P˙ (t) + AT0 (t)P (t) + P(t)A0(t) + mI ]y(t), y(t)〉
+ [2(A0(t)) + 2‖P(t) + I‖ + m‖P(t) + I‖2e2h‖A(t)‖2]‖y(t)‖2,
where h = max{h1, h2, . . . , hm},
‖A(t)‖2 = max{‖A1(t)‖2, ‖A2(t)‖2, . . . , ‖Am(t)‖2}.
Therefore, if we assume that the Lyapunov equation (LE)
P˙ (t) + AT0 (t)P (t) + P(t)A0(t) + mI = 0 (9)
has a solution P(t)> 0 bounded on t ∈ R+ and if
(A0) := sup
t∈R+
(A0(t))< + ∞,
(A0) + ‖PI‖ + me2h‖PI‖2‖A‖2 < 0, (10)
where
PI = sup
t∈R+
‖P(t) + I‖, ‖A‖2 = sup
t∈R+
‖A(t)‖2,
then we have
V˙ (t, y(t)) − ‖y(t)‖2, t ∈ R+,
for some > 0. Thus, we have the following -stability condition.
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Theorem 3.2. Assume that the matrix functions Ai(t), i = 1, 2, . . . , m, are bounded on R+. The time-
varying delay system (1) is -stable if the LE (9) has the bounded on R+ solution P(t)> 0 satisfying
condition (10).
Example 3.2. Consider the delay system (1), where
A0(t) =
(
cos t−10
2(2−sin t) 1
sin t − 2 −5
)
, A1(t) =
(
0.1 0
0 0.1e−3t
)
.
We have m = 1, h = 1, and
(A0) = sup
t∈R+
(A0(t)) = 12 max(A0(t) + AT0 (t))< − 1.35.
The solution of RE (9) is( 1
10 (2 − sin t) 0
0 110
)
.
Also
‖PI (t)‖ = ‖P(t) + I‖ = 110 (2 − sin t) + 1,
and ‖A1(t)‖2 = 0.1. By letting  = 0.5 it is easy to verify that
(A0) + ‖PI‖ + e2h‖PI‖2‖A‖2 < 0.
Thus the system is 0.5-stable.
As a consequence, we obtain the following veriﬁable condition for the exponential stability of time-
invariant delay systems.
Corollary 3.2. The time-invariant delay system (1) is -stable if the algebraic LE
AT0P + PA0 + mI = 0 (11)
has the solution P > 0 satisfying the condition
(A0) + ‖PI‖ + me2h‖PI‖2‖A‖2 < 0, (12)
where
PI = P + I, ‖A‖2 = max{‖Ai‖2, i = 1, 2, . . . , m}.
Example 3.3. Consider the linear time-invariant delay system
x˙(t) = A0x(t) + A1x(t − 0.5) + A2x(t − 1), t ∈ R+,
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where
A0 =
(−2 1
−2 −4
)
, A1 =
(
0.1 0
0 0.1
)
,
A2(t) =
(
0.05 0
0 0.05
)
.
We have m = 2, h1 = 0.5, h2 = 1. We can ﬁnd the solution of the LE (11) as
P =
(
0.5 0
0 0.25
)
,
and the convergence number > 0 found from inequality (12) is  = 0.5.
Remark 3.3. The solutions of LMI can be found by the quasiconvex optimization problems [1,2]. Various
efﬁcient methods can be used to ﬁnd the solution of Riccati equations. For details, see [15,21], where two
Schur techniques are proposed for ﬁnding the solution of both algebraic and differential Riccati equations.
4. Applications to control problems
In this section, we apply the results of Section 3 to the strong stabilizability problem of the following
linear time-varying delay control system:
x˙(t) = A(t)x(t) +
m∑
i=1
Ai(t)x(t − hi) + B(t)u(t), t ∈ R+. (13)
Strong stabilizability means that for every given number > 0, there exists a delay-free feedback control
u(t) = K(t)x(t),K(t) ∈ Mr×n such that the closed-loop system
x˙(t) = [A0(t) + B(t)K(t)]x(t) +
m∑
i=1
Ai(t)x(t − hi)
is exponentially stable with the rate of convergent . Recently, the stabilizability problem has been studied
by many authors using the Lyapunov function methods [1,2,17,18]. As a direct consequence of Theorem
3.1, we obtain the following sufﬁcient conditions for the strong stabilizability in terms of LMI and the
solution of certain Riccati differential equation.
Theorem 4.1. Linear control delay system (13) is -stabilizable if there exist a matrix function
K(t) ∈ Mr×n and a symmetric matrix P(t)> 0 such that one of the following two conditions holds:
P˙ (t) +AT0,K,(t)P (t) + P(t)A0,K,(t) +
m∑
i=1
P(t)Ai,(t)A
T
i,(t)P (t) + (m + 1)I = 0. (14)
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⎛
⎜⎜⎜⎜⎝
P˙ +AT0,K,P + PA0,K, + mI PA1, PA2, . . . PAm,
AT1,P −I 0 . . . 0
AT2,P 0 −I . . . 0
. . . . . . .
ATm,P 0 0 . . . −I
⎞
⎟⎟⎟⎟⎠< 0, (15)
where
A0,K,(t) = A0(t) + B(t)K(t) + I, Ai,(t) = ehiAi(t).
Moreover, the feedback control is determined by u(t) = K(t)x(t).
However, in the above theorem there is no method of designing the feedback control. To get the
conditions for ﬁnding the feedback control, we set
B(t) = [B(t), A1,(t), . . . , Am,(t)], A0,(t) = A0(t) + I ,
and consider the following RDE:
P˙ (t) +AT0,(t)P (t) + P(t)A0,(t) + P(t)B(t)BT (t)P (t) + (m + 1)I = 0, (16)
and (
P˙ +AT0,K,P + PA0,K, + mI PB
BTP −I
)
< 0. (17)
If we take the feedback control
u(t) = K(t)x(t) = 12BT(t)P (t)x(t),
then the RDE (14) leads to the RDE (16).
Theorem 4.2. Linear control delay system (13) is -stabilizable if there is a symmetric matrix P(t)> 0
such that one of conditions (16), (17) holds. Moreover, the feedback control is determined by
u(t) = 12BT(t)P (t)x(t),
where P(t) is the solution of RDE (16).
Example 4.1. Consider the linear control system with multiple delays (13), where m = 1,  = 1, h = 2,
and
A0(t) =
(
3 − e6t −1
0 −0.5e−2t
)
,
A1(t) =
(
e−2 0
0 e−2−t
)
, B(t) =
(
e−6t 0
0 −1
)
.
Note that the matrix A0(0) is unstable. Taking
K(t) =
(−0.5 2e6t
e−6t 1
)
,
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and using the Schur techniques [1,15], we can verify that the non-negative deﬁnite matrix
P(t) =
(
e−6t 0
0 1
)
is the solution of the RDE (16), and hence the system is 1-stabilizable by the feedback control
u(t) =
(−0.5 2e6t
e−6t 1
)
x(t).
We also remark that the RDE (16) is related to the free-delayed linear control system
x˙(t) =A0,(t)x(t) +B(t)v(t). (18)
It is shown from the proof of Theorem 3.1 that the assertion of the theorem still holds if the RDE (3) has
a solution P(t)0, t > 0, with the positive deﬁnite initial condition P(0)> 0. Therefore, by Proposition
2.2, taking P0 = I > 0 the RDE (16) has the solution P(t)0, if the free-delayed linear control system
(18) is globally null-controllable. Applying Proposition 2.1 to the linear control system (18), we have
obtained the following easily veriﬁable sufﬁcient condition for the -stabilizability of linear control delay
system (13) without solving the RDE.
Theorem 4.3. Assume that the matrix functions Ai(t), i = 1, 2, . . . , m, are differentiable in t ∈ R+.
Assume that
rank [M0(t0),M1(t0), . . . ,Mn−1(t0)] = n,
where
M0(t) =B(t), Mk(t) = −A0,(t)Mk−1(t) + ddt Mk−1(t), k = 1, . . . , n − 1,
then the linear control delay system (13) is -stabilizable.
5. Conclusions
In this paper, we have presented sufﬁcient delay-dependent conditions for the exponential stability (with
a given convergence rate) of a class of linear time-varying delay systems. The conditions are derived in
terms of the solution of certain RDE or of LMI. The results are applied to obtain stabilizability conditions
for time-varying control systems with multiple delays.
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