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Re´sume´
Les commandes a` base de logique floue ont connu un succe`s croissant depuis
la fin du sie`cle dernier, notamment dans le domaine du ge´nie e´lectrique. Celles-
ci apportent en effet une ame´lioration significative des performances par rapport
a` des commandes line´aires plus classiques. Cependant, les parame`tres de ce type
de commande sont nombreux et de´licats a` re´gler. Le fil conducteur de ces travaux
consiste alors a` proposer des me´thodologies de re´glage simples pour des commandes
a` base de logique floue de´die´es a` des syste`mes e´lectrotechniques.
La proce´dure de re´glage propose´e repose sur l’utilisation de la me´thodologie des
plans d’expe´riences. Celle-ci permet d’e´tudier un ou plusieurs crite`res en organisant
un minimum d’essais. De ce fait, en re´alisant une e´tude sur le syste`me expe´rimental
ou en simulation, il est possible d’obtenir des informations conduisant a` la de´finition
d’un re´glage simple du correcteur e´tudie´. De plus, l’existence de logiciels de´die´s
permet de mettre en œuvre rapidement et simplement cet outil sans passer par
une phase de formation importante.
A` fin de validation expe´rimentale, cette me´thodologie a e´te´ utilise´e pour re´gler
diffe´rentes structures reposant sur la logique floue et commandant des convertis-
seurs statiques de natures distinctes re´pondant a` des cahiers des charges spe´cifiques
pour des objectifs multiples ou non et prenant en compte la notion de robustesse :
– hacheur buck de type DC/DC ayant une re´ponse indicielle de type sous-
amortie pour un objectif temporel mono-crite`re,
– redresseur boost a` absorption sinus de type AC/DC pour un objectif temporel
multi-crite`re,
– hacheur mode courant de type DC/DC ayant une re´ponse indicielle de type
sur-amortie pour un objectif fre´quentiel multi-crite`re.
L’application de la proce´dure de re´glage propose´e a` ces trois syste`mes a donne´
des re´sultats remarquables montrant ainsi l’inte´reˆt de cette approche me´thodolo-
gique.
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Abstract
Fuzzy-logic-based controllers are widely used in various applications, mainly
because of advantages such as the dynamic performances or the robustness. Ne-
vertheless, the control parameters are numerous and rather delicate to tune. The
objective of this study is then to propose a simple methodology to tune fuzzy
controllers dedicated to electromechanical systems. This methodology relies on ex-
perimental designs. The principle consists in scheduling experiments so as to obtain
for a specific issue the most accurate information with a minimum number of ex-
periments, leading to the tuning of the controller. This methodological tool is easy
to use through specific software. The experimental validation of the methodology
is realised on three different systems (DC/DC or AC/DC converters with under or
over damped behaviour) with the following specifications : mono or multi objective
criteria, temporal or frequential properties, taking into account robustness.
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Introduction ge´ne´rale
Depuis la fin du sie`cle dernier, les commandes reposant sur la notion de logique
floue connaissent un certain succe`s dans des domaines multiples incluant l’univers
du ge´nie e´lectrique. Celles-ci apportent ge´ne´ralement une ame´lioration des perfor-
mances par rapport a` des commandes line´aires plus classiques tout en pre´sentant
l’avantage de pouvoir eˆtre de´finies au moyen d’une description linguistique. Celle-ci
permet de transcrire relativement simplement l’expertise posse´de´e sur les syste`mes
commande´s. Cependant, les parame`tres de ce type de commande sont nombreux
et souvent de´licats a` re´gler. La complexite´ des structures ou des me´thodes requises
pour obtenir des re´glages performants est notamment l’une des raisons qui limitent
le de´veloppement de l’utilisation des commandes a` base de logique floue dans le
domaine industriel.
Afin de faciliter la proce´dure de re´glage et de rendre l’utilisation de ce type de
commande plus accessible, le fil conducteur des travaux re´alise´s dans ce me´moire a
e´te´ de de´finir des proce´dures de re´glage simples. Des correcteurs a` base de logique
floue sont ici de´die´s a` la commande de dispositifs du ge´nie e´lectrique et ont une
mise en oeuvre aise´e permettant d’eˆtre utilise´s par des non spe´cialistes de la com-
mande. Sous cette contrainte, des hypothe`ses simplificatrices devront eˆtre adopte´es
et il est alors e´vident que les re´glages obtenus au moyen des me´thodologies pro-
pose´es peuvent rester moins performants que ceux donne´s par des me´thodes plus
complexes, plus spe´cifiques ou plus spe´cialement adapte´es au point de fonctionne-
ment. Cependant, dans chacun des cas traite´s dans ces travaux, des comparaisons
avec des structures utilisant des correcteurs line´aires classiques montreront que les
performances apporte´es par des correcteurs flous re´gle´s de cette manie`re leur seront
supe´rieures.
La me´thodologie de re´glage propose´e repose sur l’utilisation des plans d’expe´-
riences. Le principe de cette me´thode permettant l’e´tude d’un ou plusieurs crite`res,
consiste a` de´finir diffe´rents niveaux pour chacun des parame`tres a` re´gler et a` orga-
niser des essais en faisant varier simultane´ment plusieurs parame`tres. De ce fait, en
re´alisant un nombre re´duit d’essais, soit expe´rimentalement et donc sans ne´cessite´
de posse´der un mode`le, soit en simulation, il est possible d’obtenir des informations
conduisant a` la de´finition d’un re´glage simple du correcteur e´tudie´. De plus, l’exis-
tence de logiciels de´die´s permet de mettre en oeuvre rapidement et simplement cet
outil sans passer par une phase de formation importante. les proce´dures de re´glage
sont donc plutoˆt de´die´es a` un re´glage expe´rimental sur site.
2 Introduction ge´ne´rale
A` des fins de validation, la proce´dure de re´glage propose´e va eˆtre mise en
oeuvre sur diffe´rentes proble´matiques. Pour la the´matique conside´re´e, c’est-a`-dire
le re´glage de commandes a` base de logique floue de´die´es a` des syste`mes e´lectrotech-
niques, diffe´rents objets de natures distinctes peuvent eˆtre associe´s. Parmi ceux-ci,
les cate´gories suivantes sont distingue´es :
– la structure de la commande, c’est-a`-dire le type de correcteur, PID flou ou
retour d’e´tat flou,
– la nature des syste`mes commande´s, dont la re´ponse indicielle est de type
sur-amorti ou sous-amorti. Ceux-ci sont re´alise´s expe´rimentalement avec dif-
fe´rentes structures de convertisseurs statiques,
– le type de crite`re de re´glage conside´re´, d’une part temporel ou fre´quentiel,
mono ou multi-objectif d’autre part pour des proprie´te´s relatives a` la sortie
et a` l’entre´e du dispositif,
– la me´thodologie de re´glage utilise´e, reposant dans tous les cas sur l’outil que
sont les plans d’expe´riences, mais associe´e dans une phase d’optimisation
ulte´rieure d’une part avec les surfaces de re´ponses et d’autre part avec un
algorithme d’optimisation ge´ome´trique local.
Le nombre de combinaisons possibles en terme d’association de ces quelques
objets est suffisamment important pour nous avoir conduit a` effectuer des choix
parmi celles-ci, dans le cadre de notre e´tude. Afin de donner des cle´s de lecture de
ce document, le premier chapitre traitera de la commande floue puis la me´thodo-
logie des plans d’expe´riences sera expose´e dans le second chapitre. Les diffe´rentes
associations sont classe´es, dans les chapitres 3, 4 et 5, par rapport au type de sys-
te`me expe´rimental mis en oeuvre. A` l’issue de la pre´sentation du syste`me complet,
le processus de re´glage retenu sera expose´.
Le premier chapitre est consacre´ a` la pre´sentation de la logique floue et a` son
application a` la commande. Les choix que nous avons fait lors de la de´finition des
correcteurs flous utilise´s dans le cadre de nos e´tudes seront alors expose´s. Afin de
mettre en perspective la me´thodologie de re´glage propose´e, les me´thodes les plus
utilise´es pour le calcul des parame`tres des commandes floues seront pre´sente´es.
Enfin, les plans d’expe´riences ont de´ja` e´te´ utilise´s dans le cadre du re´glage de
commandes a` base de logique floue et le chapitre se conclura sur ces travaux de´ja`
mene´s.
Le deuxie`me chapitre traite de la me´thodologie des plans d’expe´riences. Les
deux types de plans utilise´s pour re´gler les correcteurs se´lectionne´s seront alors
pre´sente´s. Le premier outil propose´ par la me´thodologie des plans d’expe´riences
permet d’e´tudier les effets des diffe´rents parame`tres du correcteur se´lectionne´ sur
le crite`re retenu pour l’e´tude. Ainsi, en re´alisant un minimum d’essais, en simulation
ou sur le syste`me re´el, il est possible d’aboutir a` un premier re´glage des parame`tres
du correcteur flou. Des plans d’expe´riences, d’une nature diffe´rente, permettent
ensuite de mode´liser la re´ponse du crite`re e´tudie´ sous une forme quadratrique au
moyen de la me´thode des moindres carre´s. A` partir de cette description analytique
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de l’e´volution du crite`re en fonction des parame`tres, une phase d’optimisation
peut alors eˆtre mene´e. Enfin, la notion de de´sirabilite´ sera expose´e, permettant de
ramener plusieurs objectifs en un crite`re unique, ouvrant la possibilite´ d’effectuer
des re´glages multi-crite`res au moyen de la me´thodologie des plans d’expe´riences.
Dans le troisie`me chapitre, la me´thodologie propose´e est mise en application
pour re´gler des commandes de syste`mes dont le comportement indiciel est de type
sous amorti par rapport a` un objectif temporel mono-crite`re. Le syste`me expe´ri-
mental e´tudie´ est un hacheur de´volteur commande´ en tension. Deux commandes
distinctes a` base de logique floue sont utilise´es. La premie`re consiste en un retour
de´rive´ associe´ a` un correcteur flou de type PID, re´gle´ par la me´thode des plans
d’expe´riences et de la me´thodologie des surfaces de re´ponses. La deuxie`me structure
repose sur la mise en œuvre d’une commande de type retour d’e´tat flou. L’utilisa-
tion des plans d’expe´riences et d’un algorithme d’optimisation ge´ome´trique permet
de fournir un jeu de parame`tres de la commande. Le calcul des parame`tres des dif-
fe´rents correcteurs est re´alise´ en simulation puis teste´ sur le syste`me expe´rimental.
Le quatrie`me chapitre est consacre´ a` l’e´tude d’un syste`me dont le comportement
indiciel est de type sur amorti par rapport a` un objectif temporel multi-crite`res. La
validation expe´rimentale est re´alise´e sur un convertisseur statique, un redresseur
a` absorption sinus. Les crite`res pris en compte sont la dynamique en sortie pour
des variations de charge ainsi que le rejet d’harmoniques sur le re´seau en entre´e.
Le correcteur commandant le syste`me est de type PI flou. Dans cette e´tude, les
parame`tres de celui-ci seront calcule´s expe´rimentalement au moyen de la me´thodo-
logie des plans d’expe´riences et des surfaces de re´ponses. La possibilite´ de mettre
en œuvre le re´glage sur site sera e´galement illustre´e.
Enfin, le cinquie`me et dernier chapitre traitera du re´glage fre´quentiel d’un cor-
recteur de type PID flou commandant un syste`me dont le comportement indiciel
est de type sur-amorti. Il s’agit la` d’un chapitre a` caracte`re plus prospectif, moins
directement applicable que les pre´ce´dents. Diffe´rentes proprie´te´s sont alors prises
en compte pour assurer la robustesse du syste`me. La mise en œuvre de la me´tho-
dologie est effectue´e d’une part sur une fonction de transfert du second ordre afin
de montrer le potentiel de l’approche et d’autre part sur un syste`me expe´rimental :
un hacheur de´volteur commande´ en mode courant. Le re´glage est alors effectue´ au
moyen des plans d’expe´riences et d’un algorithme d’optimisation local.
Les trois chapitres relatifs aux me´thodes de re´glage propose´es de´taillent des
principes, expliquent la me´thode et analysent des exemples d’application. Ils pre´-
sentent e´galement une comparaison des re´sultats et les limites de validite´ des me´-
thodes.

Chapitre 1
Commande floue et
me´thodologies de re´glage
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1.1 Introduction
La logique floue est une the´orie qui a connu un grand engouement depuis que
Zadeh [Zad65] a introduit le concept de sous-ensembles flous en 1965. Elle trouve
notamment sa place dans le domaine de la commande pour une large gamme de
syste`mes et plus ge´ne´ralement en ge´nie e´lectrique ([Rob00] et [Lec03]). Elle pre´sente
en effet l’avantage d’utiliser des re`gles linguistiques simples permettant de traduire
facilement le savoir faire d’un expert pour re´pondre a` une proble´matique spe´cifique.
Dans ce sens, des correcteurs a` base de logique floue ame´liorent de fac¸on globale
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aussi bien les performances dynamiques que la robustesse des syste`mes commande´s,
en s’appuyant sur la connaissance de ceux-ci.
Cependant, une difficulte´ inhe´rente au controˆle flou doit eˆtre souligne´e : un
correcteur flou, meˆme pour une structure tre`s simple, se voit constitue´ d’un nombre
important de parame`tres. Ce constat permet d’expliquer la de´licatesse du re´glage
de ce type de commande. Il est bien entendu toujours possible de la re´gler par
taˆtonnements, mais cette proce´dure est longue et ne garantit pas qu’un jeu de
parame`tres exploitable sera obtenu a` l’issue de la proce´dure et ne fixe aucune
limite pre´visible a` la dure´e de l’optimisation.
Diffe´rentes me´thodes ont e´te´ propose´es pour donner un re´glage exploitable : les
algorithmes adaptatifs ([Bar95] et [Kan92]), l’ajout de re`gles floues supple´mentaires
([Tak92b]), les re´seaux de neurones ([Per95]), les me´thodes H∞ et LMI ou encore
les algorithmes ge´ne´tiques ([Liu01]) et e´volutionnaires ([Hof01]) pour n’en citer
que quelques unes. Cependant, de telles me´thodes sont parfois de´licates a` mettre
en oeuvre, notamment pour des non spe´cialistes.
La me´thode utilise´e dans le cadre de nos travaux, base´e sur la me´thodologie
des plans d’expe´riences dont l’utilisation croit dans le domaine du ge´nie e´lectrique
([SV05]). Elle pre´sente l’avantage d’apporter un re´glage simple sur site des dif-
fe´rents parame`tres d’un correcteur flou. La notion de simplicite´ sous entend ici
la possibilite´ d’aboutir a` un re´glage ope´rationnel d’une commande floue en un
nombre limite´ d’essais, au moyen d’une me´thode accessible a` des non spe´cialistes
des techniques avance´es d’automatique. Des travaux mene´s au sein du laboratoire
ont notamment montre´ que son utilisation e´tait pertinente pour la commande de
dispositifs e´lectrotechniques ([His98a]).
Ce chapitre s’attachera a` pre´senter la notion de logique floue applique´e au
domaine de la commande. Les structures des correcteurs utilise´s tout au long de
nos travaux seront alors pre´sente´es. Ensuite, certaines des me´thodologies e´tant
actuellement utilise´es pour le re´glage des parame`tres des correcteurs flous seront
brie`vement expose´es. Enfin, la dernie`re partie montrera comment la me´thodologie
des plans d’expe´riences a de´ja` e´te´ utilise´e pour traiter le proble`me du re´glage des
commandes a` base de logique floue.
1.2 Controˆle flou
Depuis une vingtaine d’anne´es, la commande floue connaˆıt un inte´reˆt croissant.
L’un des principaux inte´reˆts de ces commandes a` base de logique floue consiste a`
pouvoir faire passer relativement simplement par l’interme´diaire de re`gles linguis-
tiques, l’expertise que l’on peut avoir du processus vers le controˆleur. Il est ainsi
possible de transformer le savoir de l’expert en re`gles simples que le controˆleur
peut mettre en oeuvre. Une facilite´ d’implantation des solutions pour des pro-
ble`mes complexes est alors associe´e a` une robustesse vis a` vis des incertitudes et
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la possibilite´ d’inte´gration du savoir de l’expert.
Du point de vue historique, les pre´misses de la logique floue, visant a` traiter
la notion d’incertitude, datent des anne´es 30. Il faudra cependant attendre que
Zadeh [Zad65] introduise le concept de sous-ensembles flous, en 1965, pour assister
aux premie`res grandes avance´es dans le domaine. Par la suite, en 1974, Mamdani
[Mam75] introduisait la commande floue pour la re´gulation de processus industriel.
Enfin, dans les anne´es 80, la commande floue connaˆıt un essor conside´rable au
Japon, notamment graˆce aux travaux de Sugeno pour se re´pandre ensuite dans le
monde entier.
Dans cette partie, nous rappellerons rapidement le principe de logique floue
et la structure des correcteurs flous que nous utiliserons plus tard. De nombreux
ouvrages traitent du sujet et des informations plus comple`tes peuvent eˆtre trouve´es
dans [Dri93], [Bor98], [Bu¨h94] et [His98a].
1.2.1 Logique floue et ensembles flous
La notion de logique floue permet d’e´tendre la notion de logique classique, as-
socie´e aux variables boole´ennes ne prenant que deux valeurs 0 et 1. Il est alors pos-
sible d’associer a` des variables des coefficients d’appartenance a` des sous-ensembles
flous prenant des valeurs dans l’intervalle [0, 1] et quantifiant l’incertitude sur la
variable. Un e´ve´nement certain pour la variable se traduira par un coefficient d’ap-
partenance au sous-ensemble flou, c’est-a`-dire a` la proprie´te´, e´gal a` 1 alors que la
valeur sera infe´rieure a` 1 en pre´sence d’incertitudes. Il vient alors qu’une valeur
nulle pour un coefficient d’appartenance indique que la possibilite´ d’appartenance
au sous-ensemble se´lectionne´ de la variable repre´sentant la grandeur concerne´e est
comple`tement rejete´e.
L’univers de discours d’une variable donne´e, c’est-a`-dire son domaine de va-
riation, peut alors eˆtre divise´ en plusieurs sous-ensembles au moyen de fonctions
d’appartenance, FA, comme illustre´ figure 1.1 avec des fonctions d’appartenance
triangulaires.
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Fig. 1.1 – Exemple de fonctions d’appartenance
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Pour chaque valeur de la variable conside´re´e, des degre´s d’appartenance a` cha-
cun des sous-ensembles flous vont eˆtre de´finis. La fonction d’appartenance FA1, se
rapporte alors au sous ensemble flou SF1, etc.
La proble´matique sera donc de choisir le nombre et le type de sous-ensembles
flous pour chacune des variables devant eˆtre traite´e.
Cette notion peut s’appliquer a` de nombreux proble`mes diffe´rents et notamment
a` la commande floue pour ge´ne´rer des correcteurs de type PID non-line´aires. De
plus amples informations sur la logique floue et ses domaines d’application peuvent
eˆtre trouve´es dans [ARA94] et [BM98].
1.2.2 Principe d’une commande floue
La structure d’une commande floue, pre´sente´e figure 1.2, peut eˆtre de´compose´e
en trois grands modules.
Défuzzification
Moteur
d’inférence
Fuzzification
règles
Base de
Entrée Sortie
Fig. 1.2 – Structure ge´ne´rale d’une commande floue
Le premier de ces modules traite les entre´es du syste`me : c’est la fuzzification.
Il permet d’associer a` chacune des entre´es re´elles, par le biais de fonctions d’ap-
partenances, un degre´ d’appartenance pour chacun des sous-ensembles flous de´finis
sur l’ensemble du discours.
Le deuxie`me module est constitue´ du moteur d’infe´rence et de la base de re`gles.
Celle-ci est constitue´e de re`gles de type : ”Si..., Alors...” et va permettre de passer
des degre´s d’appartenance des grandeurs d’entre´es aux degre´s d’appartenance aux
sous-ensembles flous de la grandeur de commande. Le moteur d’infe´rence, lui, va
permettre de ge´ne´rer une conclusion a` partir des entre´es et des re`gles actives. Il
calcule alors les degre´s d’appartenance aux sous-ensembles flous correspondant a`
la commande du syste`me.
Enfin, le dernier module, l’interface de de´fuzzification, va permettre de transfor-
mer les degre´s d’appartenance des sous-ensembles flous de commande en grandeur
nume´rique. C’est la transformation inverse du module de fuzzification.
A` partir de cette structure, diffe´rents types de correcteurs flous vont alors pou-
voir eˆtre de´finis. La section suivante pre´sente plus particulie`rement la structure que
nous avons utilise´e pendant nos travaux.
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1.2.3 Moteur d’infe´rences floues
La pre´sente section a pour but de pre´senter plus en de´tails la structure rete-
nue pour les correcteurs flous de type PI et PID utilise´s dans nos travaux. Ces
deux correcteurs utilisent le meˆme moteur flou dont la structure de type PD est
repre´sente´e figure 1.3.
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Fig. 1.3 – Structure du correcteur flou de type PD
Deux entre´es sont traite´es, l’erreur e et la de´rive´e de l’erreur de pour une unique
commande SPD. Les deux entre´es sont normalise´es au moyen de gains de norma-
lisation, gem pour l’erreur et gdem pour la de´rive´e de l’erreur. Un gain de de´nor-
malisation, gm, est affecte´ sur la sortie. L’univers du discours pour le moteur flou
est ainsi ramene´ sur l’intervalle [−1,+1]. Les facteurs de normalisation permettent
ainsi de de´finir le domaine de variation normalise´ des entre´es et le gain de de´nor-
malisation de´finit le gain en sortie du correcteur flou de type PD. Ces e´le´ments
permettent d’agir de fac¸on globale sur la surface de commande en e´largissant ou
re´duisant l’univers du discours des grandeurs de commande.
En ce qui concerne le module de fuzzification, il existe de nombreux types de
fonctions d’appartenance comme par exemple des fonctions de type triangle, tra-
pe`ze, gaussienne pour n’en citer que quelques unes. Celles-ci vont eˆtre de´finies sur
l’univers du discours normalise´ afin de donner les degre´s d’appartenance aux sous
ensembles flous en entre´e. L’influence des positions des fonctions d’appartenance
va e´galement eˆtre traduite par une action globale sur la surface de commande.
Souvent, dans le domaine de la commande, elles seront positionne´es de fac¸on a`
obtenir une action re´active lorsque la valeur de la grandeur re´gule´e est e´loigne´e de
la re´fe´rence mais un gain moindre autour de celle-ci.
Pour le deuxie`me module, la base de re`gles floues va caracte´riser les relations
entre les classes d’e´ve´nements possibles en entre´e et les commandes correspon-
dantes. Ainsi, pour chaque combinaison des sous-ensembles flous active´e en entre´e,
la base de re`gles associe un sous-ensemble flou de sortie. La base de re`gles pos-
se`de alors une influence locale sur la surface de commande. La modification d’une
re`gle permet d’adapter pre´cise´ment la commande par rapport a` une contrainte
particulie`re.
Enfin, plusieurs me´thodes permettent de re´aliser l’e´tape de de´fuziffication. La
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me´thode du centre de gravite´ est l’un des moyens les plus simples et les plus utili-
se´s. Elle consiste a` rechercher le centre de gravite´ d’un syste`me de sous-ensembles
flous dont les poids sont leurs coefficients d’appartenance. La se´lection des sous-
ensembles flous de commandes active´s au moyen de degre´s d’appartenance conduit
alors par cette me´thode a` la de´finition d’une grandeur de commande re´elle.
Il est important de remarquer qu’il existe une certaine dualite´ entre une action
sur les fonctions d’appartenance et les gains de normalisation et de´normalisation,
chacun de ces e´le´ments agissant globalement sur la surface de commande. En effet,
en fonction de la valeur attribue´e au coefficient de normalisation, une meˆme position
d’une fonction d’appartenance activera un meˆme sous-ensemble flou pour un e´tat
diffe´rent du syste`me. Cette proprie´te´ sera largement utilise´e dans le cadre de la
de´finition de re´glages ”simples” de correcteurs flous, notamment pour les re´glages
pre´-e´tablis de´finis dans [His98a] pre´sente´s plus loin, les positions des fonctions
d’appartenance restant fixes et les gains de normalisation e´tant calcule´s en fonction
du syste`me commande´.
1.2.4 Choix des e´le´ments du moteur d’infe´rences floues
La ne´cessite´ de simplifier le re´glage des commandes floues utilise´es conduit a`
re´aliser certains choix pour la structure du correcteur. La pre´sente section a pour
but de pre´senter ceux-ci.
Le premier e´le´ment est le choix de la nature des fonctions d’appartenance en
entre´e. Afin de faciliter les re´glages du controˆleur flou, nous utiliserons des formes
triangulaires, ce qui permet de traiter tre`s simplement des fonctions line´aires par
morceaux en entre´e. Les fonctions d’appartenance sont place´es de telle manie`re qu’a`
tout moment il n’y ait que deux fonctions d’appartenances active´es pour chaque
entre´e. Ce choix apporte plusieurs avantages. Tout d’abord, en limitant les interac-
tions entre les parame`tres, la commande est ainsi conside´rablement simplifie´e. De
plus, une action tre`s localise´e sur la surface de commande est ainsi rendue possible.
Enfin, limitant le nombre de fonctions actives simultane´ment, le temps de calcul
ne´cessaire au traitement flou sur le calculateur est e´galement re´duit, en vue de
rendre possible une implantation sur micro-controˆleur.
Ayant choisi le type de fonction d’appartenance en entre´e, il faut maintenant
de´terminer leur nombre, c’est-a`-dire la couverture de l’univers du discours. Plus ce
nombre sera important, plus le nombre de sous-ensembles flous sera conse´quent,
et plus la sensibilite´ de la commande floue augmentera. Cependant, une telle aug-
mentation se traduit aussi par un nombre de parame`tres a` re´gler de plus en plus
important, ce qui peut s’ave´rer proble´matique en terme de temps et difficulte´ de
re´glage. Nous fixons alors a` sept le nombre de fonctions d’appartenance, afin d’obte-
nir un bon compromis entre la sensibilite´ de la commande et la difficulte´ de re´glage.
Celles-ci sont repre´sente´es figure 1.4 et note´es : NB (Negative Big), NS (Negative
Small), NV S (Negative Very Small), Z (Zero), PV S (Positive Very Small), PS
(Positive Small) et PB (Positive Big). La grandeur µ(x) de´finit le degre´ d’appar-
tenance au sous-ensemble flou conside´re´.
Afin de garantir une re´ponse du syste`me identique pour les sollicitations posi-
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Fig. 1.4 – Fonctions d’appartenance sur les entre´es
tives et ne´gatives, une syme´trie par rapport a` ze´ro est mise en place pour les fonc-
tions d’appartenance, ce qui conduit a` fixer la fonction d’appartenance centrale.
De plus, afin de pouvoir agir sur l’ensemble de l’univers du discours se´lectionne´ par
les gains de normalisation, les fonctions d’appartenance extreˆmes (NB et PB) sont
fixe´es aux limites de l’intervalle [−1,+1]. ceci se traduit alors par deux degre´s de
liberte´ pour chaque entre´e pour re´gler le controˆleur flou, correspondant aux deux
fonctions d’appartenance interme´diaires mobiles, PS et PV S. Il y a alors deux
sommets a` re´gler par entre´e soit 4 parame`tres pour les fonctions d’appartenance
en entre´e. Les notations retenues, pour les sommets des fonctions d’appartenance,
seront par exemple PV Se pour l’erreur et PV Sde pour la de´rive´e de l’erreur.
Dans l’optique du re´glage simple d’une commande floue, il est pre´fe´rable de fixer
les re`gles de la table de re`gles car re´gler se´pare´ment chacune des re`gles augmenterait
de fac¸on conside´rable le nombre de parame`tres a` re´gler. De plus, leur influence sur
la surface de commande e´tant locale, un tel choix ne pe´nalise pas fortement le
comportement global. Pour ce faire une table antidiagonale classique, table 1.1 va
eˆtre utilise´e.
de
NB NS NV S Z PVS PS PB
NB NB NB NB NB NS NV S Z
NS NB NB NB NS NV S Z PV S
NV S NB NB NS NV S Z PV S PS
e Z NB NS NV S Z PV S PS PB
PV S NS NV S Z PV S PS PB PB
PS NV S Z PV S PS PB PB PB
PB Z PV S PS PB PB PB PB
Tab. 1.1 – Table de re`gles antidiagonale
Cette table donne l’ensemble des re`gles linguistiques et se lit, par exemple :
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Si e est PS et de est PV S alors uf est PB
La perception humaine de la commande du proce´de´ est ainsi traduite, c’est-a`-
dire que lorsque la valeur du signal est e´loigne´e de la re´fe´rence et qu’elle continue
a` s’en e´loigner, un tre`s fort gain va eˆtre applique´ au syste`me. Au contraire, au
voisinage de la re´fe´rence, le gain sera moindre. Il est donc aise´ d’introduire la
non-line´arite´ de la commande. Le tableau de re`gles permet d’agir tre`s localement
sur la surface de commande et donc une variation de l’un de ses parame`tres n’aura
qu’une re´percussion locale sur la re´ponse globale. De plus, le nombre de parame`tres
a` re´gler est ici tre`s important (7×7 = 49 parame`tres). Le correcteur sera donc re´gle´
par rapport aux degre´s de liberte´ sur les fonctions d’appartenance d’entre´es et les
singletons de sortie, qui ont une influence plus globale, ce qui permet de limiter le
nombre de variables du correcteur.
Pour la de´fuzzification, le controˆleur flou retenu est de type Sugeno, c’est-a`-dire
qu’il posse`de des singletons en guise de fonctions d’appartenance de commande,
note´s par exemple PV Ss, comme indique´ figure 1.5.
NB NS NVS PVSZ PS PB
0 +1−1
Univers du discours
symétrie
singletons mobiles
Fig. 1.5 – Fonctions d’appartenance sur la commande
La de´fuzzifiaction par la me´thode du centre de gravite´ pour un correcteur flou
de type Sugeno revient alors a` effectuer une moyenne de valeurs ponde´re´es ce qui
est plus simple et donc plus rapide a` calculer sur le calculateur que la plupart des
autres me´thodes de de´fuzzification. De fac¸on similaire aux fonctions d’appartenance
en entre´e, les singletons extreˆmes sont fixe´s ainsi que le singleton central et une
syme´trie par rapport a` ze´ro est applique´e. Ce choix conduit alors a` deux singletons
mobiles a` re´gler.
Le recensement de l’ensemble des parame`tres du moteur flou donne alors :
– deux gains de normalisation en entre´e (gem et gdem) et un gain de de´nor-
malisation pour la sortie (gm),
– 7 fonctions d’appartenance pour chaque entre´e,
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– 49 parame`tres dans la table de re`gles,
– 7 singletons de sortie.
Avec les choix que nous avons effectue´s, c’est-a`-dire de fixer les coefficients
de la table de re`gles et la plupart des fonctions d’appartenance en entre´es et des
singletons en sortie, plus les syme´tries, le proble`me de re´glage se rame`ne a` seulement
9 parame`tres a` re´gler sur les 73 initiaux. Il sera ainsi beaucoup plus aise´ de re´gler le
correcteur flou. Ne´anmoins, re´gler 9 parame`tres en interactions entre eux demeure
un re´el proble`me auquel nous apportons des solutions.
1.2.5 Correcteurs flous de type PI et PID
La pre´sente section a pour but de finaliser la description des correcteurs a`
base de logique floue qui vont eˆtre employe´s par la suite. A partir du moteur flou
pre´ce´demment de´crit, deux correcteurs, de type PI d’une part et de type PID
d’autre part, vont pouvoir eˆtre construits.
La premie`re e´tape consiste a` de´finir la base de chacun de ces correcteurs, c’est-
a`-dire le moteur flou. La sortie de celui-ci, note´e SPD, peut eˆtre de´finie a` partir des
fonctions kp et kd, qui sont respectivement les gains de l’action proportionnelle et
de´rive´e du moteur flou, variant selon le point de fonctionnement, c’est-a`-dire des
valeurs de e et de, e´quation 1.1 :
SPD = kp(e, de).e+ kd(e, de).de (1.1)
Cette e´quation (1.1) peut eˆtre re´e´crite (1.6) en de´finissant des fonctions k1 et
k2 de e et de :
SPD = gm(
1
gem
.e(t).k1(e, de) +
1
gdem
.
de(t)
dt
.k2(e, de)) (1.2)
A` partir de cette description du moteur flou, il devient aise´ de construire les
correcteurs.
1.2.5.1 Correcteurs flous de type PI
Pour re´aliser un correcteur de type PI, il suffit d’inte´grer la sortie du moteur
flou comme indique´ figure 1.6.
En notant SPI la sortie du controˆleur flou de type PI, il vient, e´quation 1.3 :
SPI =
∫
SPD.dt (1.3)
En utilisant l’e´quation 1.6, il vient :
SPI =
gm
gem
.
∫
k1(e, de).e(t).dt+
gm
gdem
.
∫
k2(e, de).
de(t)
dt
.dt (1.4)
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Fig. 1.6 – Correcteur flou de type PI
1.2.5.2 Correcteurs flous de type PID
Pour re´aliser un correcteur de type PID, une partie inte´grale va eˆtre ajoute´e
en paralle`le au moteur flou, repre´sente´e figure 1.7.
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Fig. 1.7 – Correcteur flou de type PID
L’avantage de ce type de structure, base´e sur le moteur flou proportionnel
de´rive´, est qu’il est possible de construire un correcteur de type PID sans avoir
a` calculer la de´rive´e seconde de l’erreur, qui risquerait d’amplifier de fac¸on trop
importante le bruit de mesure.
En notant SPID la sortie du controˆleur flou de type PID, il vient, e´quation
1.5 :
SPID = Ki.
∫
e(t).dt+ SPD (1.5)
Soit :
SPID = Ki.
∫
e(t).dt+ gm(
1
gem
.e(t).k1(e, de) +
1
gdem
.
de(t)
dt
.k2(e, de).dt) (1.6)
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1.2.5.3 Re´alisation nume´rique et e´quivalence
En pratique, le correcteur flou est re´alise´ nume´riquement. Soit Te la pe´riode
d’e´chantillonnage du calculateur. En notant k l’instant d’e´chantillonnage, il vient :{
e(t)⇒ e(k)
de(t)
dt
⇒ e(k)−e(k−1)
Te
(1.7)
Si les fonctions d’appartenance et singletons de sortie sont e´qui-re´partis, il est
alors possible de calculer les gains de normalisation et de´normalisation pour obtenir
les meˆmes performances qu’une commande line´aire, [Gal95]. Or, afin d’e´viter une
division supple´mentaire, le signal applique´ sur l’entre´e ”de´rive´e de l’erreur” est
e(k) − e(k − 1). En notant Kilin, Kplin et Kdlin respectivement les coefficients
inte´gral, proportionnel et de´rive´ de la commande line´aire e´quivalente, il vient sur
l’univers du discours, d’une part pour le correcteur PI, e´quation 1.8 :
gm
gem
= Kilin
gm.Te
gdem
= Kplin
(1.8)
et d’autre part pour le correcteur PID, e´quation 1.9 :
Ki = Kilin
gm
gem
= Kplin
gm.Te
gdem
= Kdlin
(1.9)
Il est alors possible d’obtenir un re´glage initial des parame`tres du correcteur
flou servant de base pour la recherche d’un re´glage optimal.
1.3 Me´thodologies de re´glage
Comme il a e´te´ mis en e´vidence pre´ce´demment, les correcteurs flous posse`dent
de nombreux parame`tres et la proble´matique de ce me´moire est le re´glage de ceux-
ci. De nombreuses me´thodologies ont de´ja` e´te´ propose´es. L’objectif de cette section
n’est pas de faire une description et une comparaison totalement exhaustive de
celles-ci mais de pre´senter quelques unes des me´thodes utilise´es a` l’heure actuelle.
Une e´tude comparative entre les approches par les plans d’expe´rience, les syste`mes
experts et les re´seaux de neurones est notamment donne´e dans [Gra93]. Il souligne
l’inte´reˆt de ces deux dernie`res en terme de performances, mais le re´glage de para-
me`tres au moyen des plans d’expe´riences est beaucoup plus facile et accessible en
terme notamment de nombre d’essais a` re´aliser.
1.3.1 Algorithmes d’optimisation
Une premie`re me´thode permettant d’obtenir un re´glage optimal de parame`tres
pour une commande consiste a` utiliser un algorithme d’optimisation. Du fait du
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nombre important de parame`tres a` re´gler, il est ne´cessaire de choisir des me´thodes
d’optimisation multidimensionnelles. De plus, il est judicieux de mettre en oeuvre
des me´thodes se basant exclusivement sur le calcul de la fonction objectif, du fait
de la complexite´ du type de correcteur e´tudie´. Ces me´thodes pre´sentent l’avantage
de ne pas ne´cessiter d’expertise sur le syste`me e´tudie´ mais la convergence vers un
optimum, qu’il soit local ou global, n’est pas toujours garantie. Il existe un grand
nombre d’algorithmes utilisant des principes diffe´rents et plus ou moins perfor-
mants en fonction des applications e´tudie´es. Parmi ceux-ci, sans eˆtre exhaustif, il
est possible d’en citer certains parmi les plus populaires :
– les me´thodes heuristiques, tels l’algorithme du simplex ou l’algorithme de
Hook and Jeeve, [Rao96] et [Sch95]. Ces me´thodes explorent l’univers du
discours des variables en privile´giant des directions de descente. Cependant
le re´sultat de l’optimisation de´pend fortement du point initial et l’optimum
obtenu est local. De plus, le nombre de points calcule´s est souvent important
et la dure´e d’optimisation inconnue a` l’avance.
– les me´thodes stochastiques, telles les algorithmes ge´ne´tiques et e´volution-
naires ([Sar99]), permettant une optimisation globale en se basant sur des
processus ale´atoires mais sensibles a` l’initialisation des parame`tres propres
de l’algorithme.
Les me´thodes heuristiques ont e´te´ utilise´es dans le cadre du re´glage des para-
me`tres de structures floues. Ainsi, la me´thodologie du simplex a e´te´ mise en oeuvre
dans [His98a] afin d’ame´liorer les re´glages d’un correcteur de type PID apre`s une
premie`re optimisation par la me´thodologie des plans d’expe´riences, [Sad91]. D’un
autre coˆte´, l’algorithme de Hook and Jeeve a e´te´ utilise´ dans [Ale03] pour re´gler les
fonctions d’appartenances d’un superviseur flou commandant une fusion de lois de
commande : loi line´aire (IP) et non line´aire (Bang Bang) ou` encore dans [Gat95]
pour re´gler les coefficients d’un correcteur flou adaptatif.
Dans la litte´rature, de nombreux articles traitent du re´glage de commandes
floues au moyen de me´thodes stochastiques, que ce soit un algorithme e´volution-
naire ou ge´ne´tique, toutes deux tre`s populaires. A titre d’exemple, F.Hoffmann,
[Hof01], propose une me´thode de re´glage base´e sur ce type de me´thode. Une stra-
te´gie e´volutionnaire permet de re´gler les gains de normalisation et de´normalisa-
tion ainsi que les fonctions d’appartenance de la commande floue. Puis, dans un
deuxie`me temps, la base de re`gles est de´finie au moyen d’un algorithme ge´ne´tique.
La me´thode de re´glage propose´e est alors applique´e a` un robot mobile devant e´viter
des obstacles. Des algorithmes de type ge´ne´tique peuvent e´galement eˆtre couple´s
a` une structure adaptative, [Liu01]. Une application a` diffe´rents syste`mes non li-
ne´aires montre le potentiel de cette me´thode.
Ces algorithmes sont souvent de´licats a` mettre en oeuvre et ne´cessitent sou-
vent un nombre d’essais sur le syste`me re´el assez conse´quent. De plus, le temps de
convergence n’est pas garanti et ils sont souvent d’une grande sensibilite´ a` l’initia-
lisation et a` la nature du crite`re d’optimisation.
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1.3.2 Syste`mes experts a` base de logique floue
Le principe de cette me´thode est de de´crire l’influence des parame`tres du pro-
cess sur le crite`re e´tudie´ au moyen de re`gles floues (re`gles linguistiques de type
SI - Alors). A` partir de l’expertise du syste`me et au moyen d’un apprentissage,
les diffe´rents poids et re`gles vont eˆtre adapte´s afin de converger vers une re´ponse
optimale du syste`me ([Aza98] et [Xu05]). Cette me´thodologie a e´galement e´te´ em-
ploye´e dans le domaine de l’e´lectrotechnique, [Kop00], pour la commande d’un
convertisseur Buck.
L’inconve´nient majeur de cette me´thode est qu’elle ne´cessite une expertise
conse´quente en terme de donne´es et d’informations sur le process qui peut se re´-
ve´ler rapidement insuffisante pour les syste`mes complexes. Dans le cadre d’une
proble´matique industrielle, il peut eˆtre en effet trop long et one´reux de mener une
e´tude suffisamment comple`te pour mettre en oeuvre ce type de me´thode. De plus,
la simplicite´ souhaite´e pour le re´glage du correcteur flou disparaˆıt d’autant plus
que le nombre de re`gles utilise´es sera important ([Gra93]). Enfin, rien ne garan-
tit la robustesse du re´glage si les conditions de fonctionnement ou` les parame`tres
changent.
1.3.3 Re´seaux de neurones
Le principe du re´seau de neurones est de restituer la structure neuronale hu-
maine au moyen de cellules nomme´es neurones et constitue´es par des fonctions
e´le´mentaires a` gains variables. Une premie`re phase d’apprentissage est ne´cessaire
et permet au re´seau d’ajuster les gains de chacun des neurones e´le´mentaires afin
de converger vers la re´ponse de´sire´e. A la fin de cette phase, le re´seau est capable
d’identifier diffe´rentes situations et de s’adapter au comportement du syste`me. Les
re´seaux de neurones pre´sentent l’avantage de la robustesse mais ne´cessitent un
nombre important d’essais dans la phase d’apprentissage. De plus, il est souvent
ne´cessaire de mettre en oeuvre une se´rie de tests de confirmation afin de tester
la fiabilite´ du re´seau. Les algorithmes d’apprentissages, les structures des re´seaux
elle-meˆmes sont nombreux et rendent difficile une analyse globale.
L’objet re´seau de neurones peut eˆtre associe´ de diffe´rentes fac¸ons avec la logique
floue, [Tak92a], notamment pour de´finir et re´gler les positions des fonctions d’ap-
partenance d’un syste`me flou. Ainsi, le re´seau de neurones de´finit tout d’abord le
nombre de fonctions d’appartenance et les positionne dans un second temps. Cette
me´thode a trouve´ une application industrielle notamment pour les machines a` laver
dans les anne´es 1990.
Les re´seaux de neurones constituent un outil tre`s puissant pour le re´glage et la
mise en œuvre de syste`mes, complexes ou non, mais restent tributaires d’un nombre
e´leve´ d’essais a` re´aliser ce qui peut eˆtre tre`s pe´nalisant sur certaines applications.
De plus, le choix de l’algorithme d’apprentissage est de´licat, notamment pour la
de´finition des divers gains ou coefficients d’apprentissage ou d’oubli. Ces limitations
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sont contraignantes par rapport a` notre objectif initial : un re´glage simple sur site
et en un nombre limite´ d’essais de commandes a` base de logique floue.
1.3.4 Me´thodes H∞ et LMI
Depuis une dizaine d’anne´es, les the´ories LMI (Linear Matrix Inequality) etH∞
connaissent une popularite´ certaine dans le domaine de la commande, notamment
pour le re´glage de correcteurs a` base de logique floue apportant ge´ne´ralement de
bonnes performances. Le de´veloppement d’outils de calcul nume´rique a fortement
contribue´ a` cette expansion. Elles pre´sentent notamment l’avantage d’analyser la
stabilite´ des syste`mes e´tudie´s au sens de Lyapunov [Pra04] (certaines me´thodologies
propose´es pour le re´glage de commandes floues sont base´es uniquement sur l’e´tude
des fonctions de Lyapunov, [Won98]).
Le principe de ces me´thodologies consiste a` construire un mode`le flou de type
Takagi-Sugeno repre´sentant le syste`me ([Tak92b] et [Tan01]). Les outils LMI per-
mettent alors de de´terminer les gains de controˆle tout en assurant des performances
robustes par l’approche H∞.
Cette me´thodologie est notamment illustre´e sur l’exemple de la commande d’un
convertisseur DC-DC dans [Lia06] et donne de bons re´sultats.
Cependant, meˆme si cette me´thodologie est tre`s performante en termes de per-
formances et robustesse, elle reste complique´e a` mettre en oeuvre et est e´loigne´e de
l’objectif initial, qui est de permettre de re´gler simplement sur site en un nombre
limite´ d’essais une commande non-line´aire.
1.3.5 Plans d’expe´riences
La me´thodologie des plans d’expe´riences, qui sera de´taille´e dans le chapitre
2, repose sur l’e´laboration d’une se´rie de tests expe´rimentaux afin d’obtenir des
renseignements sur les effets de certains parame`tres sur un crite`re d’optimisation
choisi. Elle pre´sente l’inte´reˆt de ne pas ne´cessiter de mode`le du syste`me e´tudie´ et
de donner simplement un re´glage sur site du processus e´tudie´.
Dans la litte´rature, la me´thodologie des plans d’expe´riences a de´ja` e´te´ propose´e
pour le re´glage des parame`tres de correcteurs flous. Ainsi, de bons re´sultats ont e´te´
obtenus dans [Eke01] a` travers l’utilisation de fonctions de sensibilite´ tre`s proches
des fonctions de de´sirabilite´ (voir chapitre 2). De plus, la me´thodologie des surfaces
de re´ponses permettant de re´aliser une mode´lisation analytique de l’e´volution du
crite`re a e´te´ mise en oeuvre en simulation pour le re´glage de correcteurs flous,
en simulation et a` partir d’un jeu de parame`tres initial obtenu au moyen d’un
algorithme ge´ne´tique, [Kim01] et [Osm03].
De plus, [His98a], [His98b] et [His01] proposent a` partir des plans d’expe´riences
une proce´dure de re´glage sur site ainsi que des re´glages pre´-e´tablis pour les para-
me`tres de correcteurs PID a` base de logique floue pour la commande de syste`mes
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dont la re´ponse indicielle est de type sur amortie. Le principe de la me´thode don-
nant ces re´glages est de mode´liser le syste`me e´tudie´ par un mode`le du premier
ordre ge´ne´ralise´ (1.10) et d’identifier les parame`tres au moyen d’un test indiciel en
boucle ouverte (figure 1.8).
F (p) =
K.e−T.p
(1 + τ.p)
(1.10)
 
T
 
t 
K =   DVs 
      DVref 
 
Vs
temps
Fig. 1.8 – Principe de l’identification des parame`tres
A` l’issue de la phase d’identification, les coefficients K, T , τ et Te (pe´riode
d’e´chantillonnage) permettent de calculer les parame`tres du correcteur flou par les
e´quations donne´es dans la table 1.2.
Diffe´rents jeux de parame`tres sont pre´sente´s. Le premier, ’PID standard’ per-
met d’obtenir de meilleures performances dynamiques, le second, ’PID robuste’,
assure une meilleure robustesse aux bruits de mesures. Enfin, le dernier, ’PID am-
plitude’, permet d’augmenter la robustesse par rapport a` la variation de la grandeur
de consigne. La grandeur c de la table 1.2 repre´sente alors la valeur de la re´fe´rence
et cnom la valeur nominale de celle-ci lorsqu’une bonne robustesse par rapport a`
celle-ci est souhaite´e.
A` partir de ces re´glages, il est possible de souligner la dualite´ en terme d’in-
fluence sur la surface de commande entre les positions des fonctions d’appartenance
et les gains de normalisation et de´normalisation. En effet, les positions des fonc-
tions d’appartenance e´tant fixe´es pour les diffe´rents re´glages, ce sont les gains qui
permettent de les adapter au syste`me commande´.
Ces re´glages pre´-e´tablis permettent alors aise´ment a` un non spe´cialiste de mettre
en oeuvre rapidement et simplement un correcteur flou commandant un syste`me
de type sur-amorti. La proce´dure se base sur un seul essai en boucle ouverte,
de manie`re analogue aux me´thodes expe´rimentales de re´glage de correcteurs PID
propose´es par Z. Nichols et Bro¨ıda, [Bro56].
La me´thodologie des plans d’expe´riences, a` travers la de´finition de re´glages pre´-
e´tablis et d’e´tudes sur site des syste`mes, peut permettre de donner simplement
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et en un nombre re´duit d’essais un re´glage performant de parame`tres pour une
commande floue.
1.4 Conclusion
L’objet de ce chapitre e´tait de pre´senter la commande a` base de logique floue
et son contexte ainsi que certaines des me´thodologies pouvant eˆtre utilise´es pour
les re´gler.
La notion de logique floue a e´te´ pre´sente´e ainsi qu’un exemple de mise en oeuvre
dans le domaine de la commande. Le moteur d’infe´rences flou utilise´ dans la plu-
part des structures de commande a` base de logique floue (correcteur flou de type
PI ou PID) a e´te´ de´taille´. L’e´nume´ration du nombre important de parame`tres de
ce type de commande ayant mis en e´vidence le de´savantage lie´ a` leur re´glage, les
simplifications amenant a` re´duire ce nombre, reposant notamment sur des syme´-
tries, ont e´te´ pre´sente´es. Enfin, a` partir des choix effectue´s, l’influence des diffe´rents
parame`tres restant a` re´gler a e´te´ expose´e.
Partant d’un nombre re´duit de parame`tres a` re´gler, la proble´matique consiste a`
de´finir une me´thodologie de re´glage conduisant a` des jeux de parame`tres donnant
de bonnes performances. Des me´thodologies parmi les plus utilise´es actuellement,
telles les me´thodes par algorithme d’optimisation (me´thodes heuristiques ou sto-
chastiques), syste`mes experts a` base de logique floue, re´seaux de neurones ou encore
me´thode H∞ et LMI ont e´te´ pre´sente´es afin de souligner leurs avantages et in-
conve´nients respectifs. Il est apparu qu’elles pre´sentaient soit un inconve´nient en
termes de temps de convergence ou de nombre d’essais a` re´aliser ou en termes
de complexite´. La voie de recherche propose´e pour le re´glage repose alors sur la
me´thodologie des plans d’expe´riences.
La me´thodologie des plans d’expe´riences permet d’e´tudier un crite`re en un
nombre re´duit d’essais, fixe´ et connu a` l’avance, sur site ou en simulation. Celle-
ci, associe´e a` la me´thodologie des surfaces de re´ponses, a de´ja` e´te´ utilise´e pour le
re´glage de commandes de type flou. Ainsi, les travaux de D.Hissel, [His98a], ont
montre´ le potentiel du re´glage sur site de commandes floues au moyen de cette
me´thodologie. Ils ont abouti a` la de´finition de re´glages pre´-e´tablis de correcteurs
flous de type PID pour des syste`mes dont la re´ponse indicielle est de type sur-
amorti seuls, ont ouvert une voie qui semble eˆtre inte´ressante afin de donner des
outils de re´glage simples et rapides de commandes a` base de logique floue.
Il reste maintenant a` e´tendre ces me´thodes de re´glage de commandes floues
aux syste`mes sous-amortis, a` des structures de commandes floues distinctes des
correcteurs PI ou PID flous et a` d’autres crite`res que la prise en compte d’une
diffe´rence de potentiel seule. Les chapitres 3 et 4 apporteront des re´ponses a` ces
proble´matiques.
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2.1 Introduction
Tout au long de nos travaux, nous nous sommes attache´s a` mettre en oeuvre des
proce´dures de re´glage de controˆleurs plus ou moins complexes, a` base de logique
floue. Ceux-ci se distinguent notamment par le nombre e´leve´ de parame`tres a` re´gler.
Or, la me´thodologie expe´rimentale classique consiste a` fixer le niveau de toutes les
variables sauf une et a` mesurer la re´ponse du syste`me pour diffe´rentes valeurs de
cette variable, ce qui implique de re´aliser un nombre conside´rable d’essais. Ainsi,
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avec 9 variables a` 4 niveaux (c’est-a`-dire en utilisant 4 valeurs diffe´rentes pour
chaque variable), l’expe´rimentateur doit effectuer 49 = 262144 expe´rimentations.
Pour beaucoup de proble`mes, il est difficile de mener un si grand nombre d’essais.
Notre proble´matique e´tait donc de trouver un outil permettant d’obtenir un jeu de
parame`tres inte´ressant pour le re´gulateur flou tout en menant un nombre re´duit
d’expe´riences sur site, fixe et connu a` l’avance. Dans ce chapitre, nous allons donc
nous attacher a` pre´senter les plans d’expe´riences, afin de montrer quelle peut eˆtre
leur utilite´ et ce qu’ils peuvent apporter dans le domaine de la commande. Nous
pre´senterons ensuite les deux grandes cate´gories de plans qui existent et qui ont e´te´
utilise´es lors de nos travaux. Nous verrons enfin comment faire une e´tude multi-
crite`res avec l’outil des plans d’expe´riences.
2.2 Pre´sentation des plans d’expe´riences
2.2.1 Aperc¸u historique
Les plans d’expe´riences sont issus de me´thodes mathe´matiques et statistiques
applique´es a` l’expe´rimentation. Les premiers scientifiques a` s’eˆtre pose´ le proble`me
de l’organisation des essais sont des agronomes. Ils avaient en effet beaucoup de
parame`tres a` e´tudier et n’avaient pas la possibilite´ de multiplier le nombre d’expe´-
riences. De plus, la dure´e des expe´riences constituait une contrainte supple´mentaire
forte. C’est Fisher, [Fis25] et [Fis35], qui, pour la premie`re fois en 1925, proposa
une me´thode avec laquelle on e´tudiait plusieurs facteurs a` la fois. Cette me´thode
fut reprise puis de´veloppe´e par des statisticiens et des mathe´maticiens qui de´fi-
nirent des tables d’expe´riences permettant de re´duire conside´rablement le nombre
d’expe´riences a` effectuer sans diminuer la pertinence de la campagne d’essais. Les
grandes entreprises se sont ensuite inte´resse´es a` cette me´thodologie dans le cadre
de l’approche qualite´ a` la suite des travaux du Docteur Taguchi, [Tag85] . Il a
fortement contribue´ a` l’expansion de l’utilisation des plans d’expe´riences en milieu
industriel au Japon dans les anne´es 1960. Au cours de ces dernie`res anne´es, cette
me´thodologie, du fait de la pertinence des informations apporte´es, s’est de´veloppe´e
dans la plupart des secteurs d’activite´s.
2.2.2 Principe
La technique des plans d’expe´riences va permettre de re´pondre a` nos exigences.
En effet, son principe consiste a` faire varier simultane´ment les niveaux de un ou
plusieurs facteurs ( qui sont les variables, discre`tes ou continues ) a` chaque essai.
Ceci va permettre de diminuer fortement le nombre d’expe´riences a` re´aliser tout en
augmentant le nombre de facteurs e´tudie´s, en de´tectant les interactions entre les
facteurs et les optimaux par rapport a` une re´ponse, c’est-a`-dire une grandeur utili-
se´e comme crite`re et en permettant de mode´liser facilement les re´sultats. Le point
de´licat dans l’utilisation des plans d’expe´riences sera donc de minimiser le plus pos-
sible le nombre d’expe´riences a` mener sans sacrifier la pre´cision sur les re´sultats. De
nombreux ouvrages traitent des plans d’expe´riences. Celui publie´ par l’association
Expe´rimentique [Lou05] pre´sente de fac¸on claire les plans d’expe´riences et propose
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une bibliographie commente´e tre`s riche permettant a` l’expe´rimentateur de trouver
les informations qui lui sont ne´cessaires.
Il existe actuellement un nombre important de plans diffe´rents. Chacun, par ses
proprie´te´s, permet de re´soudre certains proble`mes particuliers. On peut cependant
diviser les plans d’expe´riences en deux grandes cate´gories :
– les plans pour e´tudier (estimer et comparer) les effets des parame`tres,
– les plans pour re´gler les parame`tres afin d’atteindre un optimum.
L’ide´e essentielle qui doit mener la de´marche expe´rimentale de l’expe´rimen-
tateur est que l’on met en oeuvre un plan d’expe´riences afin de re´pondre a` une
proble´matique bien pre´cise. Il faut donc choisir ou construire le plan qui donnera
les informations recherche´es. On ne pourra donc pas utiliser le meˆme plan pour
e´tudier efficacement les effets des parame`tres tout en cherchant un optimum.
Afin d’obtenir des informations pertinentes, une de´marche me´thodologique doit
eˆtre suivie :
– de´finitions des objectifs et crite`res,
– de´finition des facteurs e´tudie´s et du domaine expe´rimental,
– construction du plan d’expe´riences,
– expe´rimentation,
– analyse des re´sultats,
– conduite e´ventuelle d’essais supple´mentaires,
– validation des re´sultats,
– conclusion de l’e´tude.
A` l’issue de cette proce´dure, on pourra conclure sur les re´sultats donne´s par
les plans. On de´taillera ici chacun de ces points pour les deux types de plans
pre´ce´demment cite´s.
2.3 E´tude des effets des facteurs
Cette premie`re partie est de´die´e a` la pre´sentation des plans d’expe´riences dont
l’objectif est d’estimer et comparer les effets des facteurs e´tudie´s. Il existe de nom-
breux plans qui permettent de re´aliser une telle e´tude et de nombreux ouvrages
de´taillent leur utilisation : [Pil97], [Gou98], [Dey99] et [Atk92]. Nous nous conten-
terons ici de pre´senter les plans d’expe´riences factoriels qui sont les plus simples et
les plus utilise´s et qui ont donne´ de bons re´sultats par la suite pour le re´glage de
correcteurs flous.
2.3.1 Plans factoriels complets
Nous allons dans un premier temps pre´senter les plans factoriels, c’est-a`-dire
les plans d’expe´riences a` 2 niveaux par facteur. Ce sont les plus utilise´s car les plus
simples et les plus rapides a` mettre en oeuvre. Tout d’abord, nous allons traiter
les plans factoriels complets. Avec deux niveaux et k facteurs, ceux-ci sont note´s
2k . Dans un plan factoriel complet, la totalite´ des expe´riences doit eˆtre re´alise´e,
comme dans la me´thodologie standard. Pour un plan factoriel complet optimal a` k
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facteurs, il va donc falloir mener 2k expe´riences. Le principe consiste alors a` re´partir
de fac¸on optimale les essais dans le domaine expe´rimental.
Soit par exemple un plan factoriel complet a` 2 facteurs, note´ : 22 . La meilleure
strate´gie consiste a` choisir les points de mesures aux extre´mite´s du domaine expe´-
rimental, ce qui accroˆıt la pre´cision du re´sultat et ne demande que 4 essais note´s
A, B, C et D sur la figure 2.1.
A B
DC
Facteur 1
Facteur 2
+
−
− +
Fig. 2.1 – Emplacement des points expe´rimentaux dans le domaine expe´rimental
La notation de Yates va alors eˆtre utilise´e pour de´finir les niveaux des facteurs,
c’est-a`-dire que l’on va attribuer la valeur -1 au niveau bas du facteur et la valeur
+1 au niveau haut. Cela revient a` utiliser des variables centre´es re´duites au moyen
d’un changement d’unite´ de mesure et d’origine.
La matrice d’expe´riences, table 2.1, peut alors eˆtre de´finie. Elle permet de
rassembler les essais dans une table. Chaque ligne de cette table repre´sente une
expe´rimentation et chaque colonne est de´die´e a` un facteur. Pour chacune des ex-
pe´rimentations, on associe le crite`re que l’on cherche a` ame´liorer. Il apparaˆıt bien
que l’ensemble des combinaisons des deux facteurs va eˆtre teste´.
Nume´ro de l’essai Facteur 1 Facteur 2 Interaction 12 Moyenne Crite`re
1 - - + + y1
2 + - - + y2
3 - + - + y3
4 + + + + y4
Effets E1 E2 E3 M
Tab. 2.1 – Matrice d’expe´riences pour un plan factoriel complet a` deux facteurs
A` partir de l’ensemble des re´ponses obtenues pour le crite`re se´lectionne´, l’effet
des diffe´rents facteurs, c’est-a`-dire l’influence qu’ils ont sur le crite`re, va, graˆce a`
cette table, pouvoir eˆtre de´termine´. Par de´finition, l’effet d’un facteur est donne´
par la diffe´rence entre les moyennes des re´ponses ( crite`re ) au niveau haut et la
moyenne au niveau bas. L’e´quation 2.1 donne le calcul de l’effet du facteur 1, note´
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E1 :
E1 =
−y1 + y2− y3 + y4
4
(2.1)
L’utilisation de variables centre´es re´duites permet d’obtenir directement la va-
leur des effets a` partir de la matrice d’expe´riences en multipliant la transpose´e de
la colonne associe´e au facteur conside´re´ avec la colonne du crite`re obtenu pour
chacune des expe´riences et en divisant par le nombre d’essais.
Cette formule (e´quation 2.2) peut eˆtre ge´ne´ralise´e pour des plans a` plus de deux
niveaux par facteur. Dans ce cas, la notation de Yates n’est plus utilisable. Soit
Nniv le nombre de niveaux par facteurs. Les diffe´rents niveaux sont alors nume´rote´s
dans l’ordre croissant, soit 1 pour le plus petit niveau et Nniv pour le plus grand.
Ainsi, E1i repre´sente l’effet moyen du facteur 1 au niveau i, avec
E1i = Moyenne des re´ponses au niveau i−Moyenne ge´ne´rale (2.2)
Soit M la moyenne ge´ne´rale. Dans l’exemple, elle prend la valeur :
M =
y1 + y2 + y3 + y4
4
(2.3)
Il est de plus possible de calculer l’effet des interactions entre les diffe´rents
facteurs, c’est-a`-dire l’effet sur le crite`re lorsque certains facteurs sont dans une
configuration particulie`re. Ainsi, E12 repre´sente l’effet de l’interaction des facteurs
1 et 2 lorsqu’ils sont au meˆme niveau. Dans le cas ou` elles seraient non nulles,
l’effet des interactions s’additionne a` celui des facteurs. A` partir de la notation de
Yates, dans la matrice d’expe´rience, table 2.1, les e´le´ments de la colonne repre´-
sentant l’interaction de´sire´e peuvent facilement eˆtre calcule´s en multipliant entre
elles les colonnes des facteurs conside´re´s. Ainsi, pour l’interaction 12, les termes
des colonnes des facteurs 1 et 2 sont multiplie´s deux a` deux. L’effet des interactions
est alors calcule´ de fac¸on identique :
E12 =
y1− y2− y3 + y4
4
(2.4)
La formule peut, la` encore, eˆtre ge´ne´ralise´e dans le cas ou` il y aurait plus de
deux niveaux par facteurs. E1i2j repre´sente l’effet de l’interaction lorsque le facteur
1 est au niveau i et le facteur 2 au niveau j. Il vient alors :
E1i2j = Moyenne des re´ponses lorsque (E1(i), E2(j))−M − E1i − E2j (2.5)
Par de´finition, une interaction entre deux facteurs est appele´e interaction
d’ordre 2 et, par ge´ne´ralisation, une interaction entre n facteurs est appele´e in-
teraction d’ordre n.
A` partir du calcul des effets, il est possible d’interpre´ter les re´sultats donne´s
par les plans d’expe´riences. Soit la table 2.1, c’est-a`-dire un plan factoriel complet
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a` deux facteurs. L’objectif est de maximiser le crite`re retenu. A` titre d’exemple,
les re´ponses suivantes pour la campagne d’essais sont choisies :
Crite`re : Y =

y1 = 60
y2 = 30
y3 = 110
y4 = 120
(2.6)
Les effets et moyenne suivants sont alors obtenus :
Effets : E =

E1 = −5
E2 = 35
E12 = 10
M = 80
(2.7)
E´tant donne´ que le plan mis en oeuvre est un plan complet, tous les essais
ont e´te´ mene´s (ce qui ne sera pas toujours le cas comme explicite´ plus loin) et il
suffit de regarder pour quel essai le crite`re est maximum pour connaˆıtre le re´glage
optimum. Il s’agit bien e´videmment de l’essai nume´ro 4. Cependant, la meilleure
combinaison des niveaux des facteurs dans le sens de la maximisation du crite`re
peut eˆtre retrouve´e par l’analyse des effets obtenus par les plans. L’effet du facteur 1
est ne´gatif alors que celui du facteur 2 est positif. En mettant le facteur 2 au niveau
haut et le facteur 1 au niveau bas, on devrait donc retrouver la re´ponse optimale.
Or, il n’en est rien. En effet, l’effet de l’interaction entre les deux facteurs est en
valeur absolue plus grande que l’effet du facteur 1. Il faut donc privile´gier l’effet
de l’interaction. Celle-ci e´tant positive, il faut donc que les deux facteurs soient
au meˆme niveau pour que l’interaction agisse dans le sens de l’augmentation du
crite`re. L’effet du facteur 2 e´tant plus important que celui du facteur 1, c’est donc
les niveaux du facteur 2 et de l’interaction qui vont eˆtre fixe´s et qui vont imposer
celui du facteur 1. L’analyse conduit alors bien a` la combinaison de l’essai 4 comme
re´glage optimal.
L’utilisation de plans factoriels complets peut eˆtre e´tendue a` des plans a` 3
niveaux ou plus. Il suffit de prendre en compte les formules ge´ne´ralise´es de calcul
des effets, e´quations 2.3 et 2.5. De tels plans ne´cessitent la re´alisation d’un nombre
plus important d’essais que les plans factoriels mais peuvent donner des re´sultats
plus fins.
Les plans complets ne sont pas inte´ressants par eux meˆmes car ils ne´cessitent
d’effectuer un grand nombre d’essais mais ils posent les bases pour la cre´ation
d’autres types de plans ne´cessitant un nombre conside´rablement plus faible d’essais.
2.3.2 Mode`le mathe´matique
Les matrices d’expe´riences correspondent a` une repre´sentation mathe´matique
de l’organisation des effets. Il s’agit de la matrice du mode`le qui sera nomme´e X
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dans la suite. En reprenant l’exemple de la table 2.1, il vient alors pour X :
X =

−1 −1 1 1
1 −1 −1 1
−1 1 −1 1
1 1 1 1
 (2.8)
Les effets peuvent ainsi eˆtre directement calcule´s :
E =
1
4
X tY (2.9)
Comme il a e´te´ rappele´, le premier principe des plans est de disposer astucieu-
sement les points expe´rimentaux pour obtenir la meilleure pre´cision possible sur
les re´sultats en un minimum d’essais. Pour les plans factoriels, les matrices d’Ha-
damard sont les meilleures matrices du mode`le en terme de pre´cision sur les effets.
Ce point sera de´veloppe´ un peu plus loin.
Une matrice H est une matrice d’Hadamard, si :
– H est une matrice carre´e de dimension NH ,
– ∀(i, j) ∈ [[1NH ]] : H(i, j) ∈ {−1, 1},
– elle respecte la relation :
HTH = NHINH (2.10)
avec INH matrice identite´ de dimension NH .
La condition d’existence d’une matrice d’Hadamard est queNH = 4[4]. Il faudra
donc mener un nombre d’essais multiple de 4 pour pouvoir utiliser une telle matrice.
Une telle matrice est orthogonale ce qui explique que le vecteur des effets soit une
combinaison line´aire des re´ponses.
Pour expliquer la pre´cision apporte´e par de telles matrices du mode`le, il faut
conside´rer la variance des effets. En reprenant l’exemple de la table 2.1, il apparaˆıt
dans l’e´quation 2.3 que le calcul de chaque effet est effectue´ a` partir des mesures
des re´ponses de l’ensemble des 4 essais. Soit σ l’e´cart type (aussi appele´ erreur
dans cette partie) sur la re´ponse de chaque essai. La variance de l’effet du facteur
1, V(E1), est alors donne´e par :
V(E1) =
1
4
(
V(y1) + V(y2) + V(y3) + V(y4)
)
=
1
16
(σ2 + σ2 + σ2 + σ2) =
σ2
4
(2.11)
L’erreur sur l’effet du facteur 1, σE1 est alors :
σE1 =
√
V(E1) =
σ
2
(2.12)
La meilleure pre´cision possible a ici e´te´ obtenue puisque l’ensemble des re´ponses
mesure´es ont e´te´ prises en compte dans le calcul. Les matrices d’Hadamard, a` partir
desquelles les effets sont calcule´s en prenant en compte l’ensemble des mesures,
permettent donc d’atteindre la meilleure pre´cision possible pour un nombre d’essais
donne´ ( multiple de 4 ), [Pil97] et [Dro92].
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Il est alors possible de ge´ne´raliser les re´sultats obtenus. Si l’erreur sur la re´ponse
est σ et que n essais sont re´alise´s en utilisant une matrice du mode`le de type
Hadamard, il vient comme erreur σE sur l’effet d’un facteur ou d’une interaction :
σE =
√
V(E) =
σ√
n
(2.13)
Il est donc recommande´ d’utiliser de telles matrices dans le cadre des plans fac-
toriels, ce qui impose une contrainte sur la forme et la taille de la table d’expe´riences
et donc sur le nombre d’essais a` re´aliser.
2.3.3 Plans factoriels fractionnaires
La section pre´ce´dente a montre´ que les plans factoriels complets sont tre`s gour-
mands en nombre d’expe´riences de`s qu’il y a plus de quelques facteurs a` e´tudier. En
effet, il faut re´aliser 2k expe´riences avec k facteurs a` deux niveaux. Pour diminuer
le nombre d’essais a` mener, les plans d’expe´riences factoriels fractionnaires vont
pouvoir eˆtre utilise´s, plans qui se basent sur la notion de plans factoriels complets.
Le principe consiste a` accepter une certaine inde´termination sur l’effet des fac-
teurs pour diminuer le nombre d’expe´riences. Les essais sont alors organise´s dans
le domaine expe´rimental de fac¸on a` mener un minimum d’expe´riences tout en ob-
tenant la meilleure pre´cision possible. Dans la suite, l’exemple des plans factoriels
fractionnaires a` deux niveaux sera pre´sente´.
L’ide´e consiste a` re´duire le nombre d’essais en utilisant un plan complet d’ordre
infe´rieur au nombre de facteurs a` e´tudier et en se servant des interactions entre
les facteurs de ce plan complet pour e´tudier les facteurs supple´mentaires. De tels
plans factoriels fractionnaires a` deux niveaux seront note´ 2k−p ou` k repre´sente le
nombre de facteurs e´tudie´s et p la diffe´rence entre le nombre de facteurs e´tudie´s
et le nombre de facteurs du plan complet utilise´. Ainsi, en reprenant l’exemple de
la table 2.1, il est possible d’e´tudier un troisie`me facteur dont l’effet va s’ajouter
dans la colonne 3 a` celui de l’interaction entre les facteurs 1 et 2. Un tel plan, note´
23−1, est repre´sente´ table 2.2.
Nume´ro Facteur 1 Facteur 2 Facteur 3 Moyenne Crite`re
de l’essai = Interaction 12
1 - - + + y1
2 + - - + y2
3 - + - + y3
4 + + + + y4
Effets E1 E2 l3 M
Tab. 2.2 – Matrice d’expe´riences pour un plan factoriel fractionnaire a` deux fac-
teurs
L’effet du facteur 3 ( E3 ) et de l’interaction ( E12 ) sont alors aliase´s et il vient :
l3 = E3 + E12 (2.14)
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l3, appele´ aliase ou contraste, est alors l’effet principal E3 augmente´ de l’inter-
action E12.
Le nombre de facteurs supple´mentaires qu’il est possible d’e´tudier de´pend donc
du nombre d’interactions et de la taille du plan complet. Le tableau 2.3 donne
le nombre maximum de facteurs pouvant eˆtre e´tudie´s en fonction du nombre de
facteurs principaux qui sont les facteurs du plan complet de base.
Plan de base Nombre de Nombre de Nombre maximum
facteurs principaux facteurs pouvant de facteurs e´tudie´s
eˆtre aliase´s
22 2 1 3
23 3 4 7
24 4 11 15
Tab. 2.3 – Plans fractionnaires et nombre de facteurs e´tudie´s
Soit k le nombre de facteurs du plan complet de base conside´re´. Le nombre
d’interactions d’ordre q est alors donne´ par :
Ninte´ractions d’ordre q = C
q
k =
k!
q!(k − q)! (2.15)
Le nombre maximum de facteurs pouvant eˆtre aliase´s est donc :
Nnombre maximum de facteurs aliase´s =
k∑
q=2
Cqk = 2
k − k − 1 (2.16)
En appelant interaction d’ordre 1 l’effet d’un facteur seul, interaction d’ordre 2
l’interaction entre deux facteurs et ainsi de suite, le nombre maximum de facteurs
pouvant eˆtre e´tudie´s est donne´ par la relation suivante :
Nnombre maximum de facteurs e´tudie´s =
k∑
q=1
Cqk = 2
k − 1 (2.17)
L’un des crite`res de choix du plan factoriel complet de base a` deux niveaux
de´pend donc du nombre de facteurs que l’on souhaite e´tudier.
2.3.4 Ge´ne´rateurs d’aliases
Un plan factoriel fractionnaire a` deux niveaux peut eˆtre de´fini a` partir de son
ge´ne´rateur d’aliases. Celui-ci indique avec quelles interactions sont e´tudie´s les fac-
teurs supple´mentaires. Pour un plan factoriel fractionnaire 2k−p, p ge´ne´rateurs
d’aliases inde´pendants peuvent eˆtre de´nombre´s. Soit par exemple un plan factoriel
fractionnaire a` deux niveaux 25−1. Le plan complet de base permet d’e´tudier 4
facteurs. La notation suivante, e´quation 2.18 indique que le facteur 5 va eˆtre aliase´
avec l’interaction 1234 :
I = 12345 =⇒ 5 = 1234 (2.18)
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Ce qui se lit aussi :
l5 = E5 + E1234 (2.19)
I = 12345 est appele´ ge´ne´rateur d’aliases du plan.
Soit maintenant l’exemple d’un plan 28−4, repre´sente´ table 2.4. 8 facteurs vont
eˆtre e´tudie´s avec un plan complet de base a` 4 facteurs et en utilisant 4 interactions
pour e´tudier les facteurs supple´mentaires.
Nume´ro Facteur 1 Facteur 2 Facteur 3 Facteur 4 Facteur 5 Facteur 6 Facteur 7 Facteur 8
de l’essai = 234 = 134 = 123 = 124
1 - - - - - - - -
2 + - - - - + + +
3 - + - - + - + +
4 + + - - + + - -
5 - - + - + + + -
6 + - + - + - - +
7 - + + - - + - +
8 + + + - - - + -
9 - - - + + + - +
10 + - - + + - + -
11 - + - + - + + -
12 + + - + - - - +
13 - - + + - - + +
14 + - + + - + - -
15 - + + + + - - -
16 + + + + + + + +
Tab. 2.4 – Plan 28−4
En re`gle ge´ne´rale, les interactions d’ordre le plus e´leve´ sont utilise´es pour e´tudier
les facteurs supple´mentaires en partant de l’hypothe`se qu’elles soient faibles ou
nulles afin qu’elles ne perturbent pas le re´sultat. Ce type de choix me`ne alors aux
ge´ne´rateurs d’aliases inde´pendants correspondants, un ge´ne´rateur inde´pendant par
facteur supple´mentaire e´tudie´ :
I = 2345 = 1346 = 1237 = 1248 (2.20)
A` partir de ceux-ci, les ge´ne´rateurs de´pendants sont calcule´s. Les contrastes
sont alors obtenus en multipliant entre eux ces ge´ne´rateurs de´pendants. Pour p
ge´ne´rateurs d’aliases inde´pendants, il vient alors :
Nde ge´ne´rateurs d’aliases de´pendants =
p∑
i=2
Cip = 2
p − p− 1 (2.21)
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Soit un nombre total de ge´ne´rateurs d’aliases :
Ntotal de ge´ne´rateurs d’aliases =
p∑
i=1
Cip = 2
p − 1 (2.22)
Le choix des ge´ne´rateurs pre´ce´dents (2.20) me`ne a` l’ensemble de ge´ne´rateurs
d’aliases suivants :
I = 2345 = 1346 = 1237 = 1248
= 1256 = 1457 = 1358 = 2467
= 2368 = 3478 = 3567 = 4568
= 2578 = 1678 = 12345678 (2.23)
Pour la prise en compte des contrastes, une hypothe`se ge´ne´ralement admise
consiste a` dire que les interactions d’ordre trois ou supe´rieur sont ne´gligeables.
Lorsque cette hypothe`se n’est pas ve´rifie´e, les interactions des facteurs dont les
effets ne sont pas influents seront ne´glige´es dans un premier temps. Si les re´sultats
ne sont toujours pas probants, une e´tude plus fine devra eˆtre mene´e, [Pil97]. La
premie`re hypothe`se conduit alors aux contrastes donne´s e´quation 2.24 pour le plan
28−4 ou` les ... correspondent aux interactions d’ordre 3 et plus :
l1= 1 + ...
l2= 2 + ...
l3= 3 + ...
l4= 4 + ...
l5= 5 + ...
l6= 6 + ...
l7= 7 + ...
l8= 8 + ...
l12= 12 + 37 + 48 + 56 + ...
l13= 13 + 27 + 46 + 58 + ...
l14= 14 + 28 + 36 + 57 + ...
l15= 15 + 26 + 38 + 47 + ...
l16= 16 + 25 + 34 + 78 + ...
l17= 17 + 23 + 45 + 68 + ...
l18= 18 + 24 + 35 + 67 + ...
(2.24)
A` partir de cette hypothe`se et pour ces ge´ne´rateurs d’aliases, les effets des
facteurs sont directement obtenus alors que les effets des interactions d’ordre 2
sont aliase´s entre eux. Ce constat permet d’introduire la notion de re´solution,
[Pil97] et [Gou98], qui indique l’ordre minimum des interactions aliase´es avec les
effets principaux. Le principe est alors d’aliaser les facteurs principaux avec les
interactions d’ordre le plus e´leve´ possible afin d’ame´liorer la pre´cision sur les effets.
Un plan fractionnaire pour lequel les facteurs principaux sont aliase´s avec des
interactions d’ordre deux est appele´ plan de re´solution III. Dans cet exemple, les
facteurs principaux sont aliase´s aux interactions d’ordre trois ( qui sont ne´glige´es ),
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la re´solution est donc de IV. Les inde´terminations sur les re´sultats ne devront eˆtre
leve´es que pour les interactions d’ordre deux. Un tel plan factoriel fractionnaire de
re´solution IV est alors note´ : 28−4IV .
Il existe plusieurs me´thodes pour construire des matrices du mode`le de re´solu-
tion donne´e ([Dro92]) : matrices d’aberration minimale (Fries et Hunter, [Fri80])
ou base´es sur le crite`re d’optimalite´ des moments des longueurs des mots de de´-
finitions (Franklin) [fra84]. Cependant ces me´thodes ne garantissent pas que la
matrice optimale en terme de pre´cision sur les effets est obtenue, c’est-a`-dire qui
limite le nombre d’inde´terminations sur les contrastes mais elles garantissent que
la re´solution de´sire´e est obtenue.
Lorsque la de´finition des contrastes est connue et que la campagne d’essais a
e´te´ mene´e, il est alors possible de calculer les effets des facteurs et interactions et
de´terminer ceux qui sont influents. Il convient d’adopter dans un premier temps
les hypothe`ses suivantes :
– les interactions d’ordre trois ou supe´rieur sont ne´glige´es,
– si deux effets sont faibles, on conside`re que leur interaction l’est aussi,
– si un contraste est nul, soit en ge´ne´ral les effets aliase´s sont tous nuls, soit ils
se compensent, ce qui est plus rare.
Soit l’exemple de re´ponse suivant pour la table 28−4IV (il s’agit ici d’un re´glage
de correcteur flou par rapport a` un crite`re fre´quentiel composite qui sera de´taille´
dans le chapitre 5). Les plans ont donne´ :
Moyenne 0.14
l1 0.002
l2 - 0.028
l3 0.015
l4 - 0.038
l5 - 0.034
l6 0.013
l7 0.021
l8 0.089
l12 - 0.034
l13 0.01
l14 - 0.003
l15 - 0.0003
l16 0.048
l17 0.03
l18 - 0.003
Tab. 2.5 – Re´sultats
Les effets influents sont obtenus directement a` partir des contrastes et sont tout
d’abord E8 puis E2, E4, E5 et E7. Les contrastes des interactions influents sont l12,
l16 et l17. Au vu des effets influents, il est possible d’affirmer en premie`re hypothe`se
(si le crite`re obtenu pour le re´glage donne´ par les plans n’est pas ame´liore´, il faudra
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remettre en cause cette hypothe`se) :{
l12 = 48
l17 = 45
(2.25)
Par contre, il n’est pas possible de conclure quand a` l16. La construction d’une
table comple´mentaire permet de lever l’inde´termination, c’est-a`-dire de connaˆıtre
laquelle des interactions est influente parmi :
l16 = 16 + 25 + 34 + 78 (2.26)
Il y a donc dans ce cas quatre inconnues : les valeurs des effets des interactions
et une e´quation est de´ja` connue ( l16 ). Il va donc falloir re´aliser trois essais sup-
ple´mentaires choisis de telle fac¸on que le syste`me de quatre e´quations corresponde
a` une matrice d’Hadamard, toujours pour des raisons de pre´cision ([Pil97]). Les
signes des interactions sont donc choisis pour respecter la structure d’une matrice
d’Hadamard ( en gras dans la table 2.6 ). De la meˆme fac¸on, les niveaux des fac-
teurs influents sont choisis de fac¸on a` conserver une forme identique ( en italique
dans la table 2.6 ) [Pil97]. Les autres colonnes doivent alors respecter les signes
impose´s par les choix effectue´s. Cette de´marche permet alors d’aboutir a` la table
2.6.
N˚ 1 2 3 4 5 6 7 8 16 25 34 78
17 - - - - + + - - - - + +
18 + + - + - + - - + - - +
19 - - + - - + + + - + - +
16 + + + + + + + + + + + +
Tab. 2.6 – Plan 28−4
A` partir des mesures, il est possible de re´soudre le syste`me ce qui conduit aux
effets donne´s e´quation 2.27 : 
E16 = −0.002
E25 = −0.01
E34 = −0.011
E78 = +0.084
(2.27)
Il est donc possible de conclure que c’est l’interaction entre les facteurs 7 et 8
qui est significative.
Il apparaˆıt alors que la somme de ces interactions ( 0.061 ) diffe`re de la valeur
de l16 = 0.048 obtenue pre´ce´demment. Plusieurs raisons peuvent expliquer cette
diffe´rence. Tout d’abord, les interactions d’ordre supe´rieur a` deux ne sont peut
eˆtre pas tout a` fait ne´gligeables. De plus, l’utilisation d’un crite`re composite rend
le syste`me non line´aire. Il faut alors ve´rifier que la valeur du crite`re obtenue pour le
nouveau re´glage est bien meilleure que le meilleur des re´glages donne´s par la table
d’expe´riences. Dans le cas contraire, il faut rechercher laquelle des hypothe`ses est
errone´e.
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A` partir des re´sultats donne´s par les plans, il est donc possible d’obtenir le
re´glage donne´ table 2.7. Pour rappel, les effets des interactions sont obtenus lorsque
les facteurs concerne´s sont au meˆme niveau. Dans le cas contraire, l’interaction
obtenue est l’oppose´e de l’effet calcule´. Comme l’objectif de cet exemple e´tait la
maximisation du crite`re, on va se´lectionner les effets qui l’augmentent.
Facteur 1 Facteur 2 Facteur 3 Facteur 4 Facteur 5 Facteur 6 Facteur 7 Facteur 8
Niveau + - + - - + + +
Tab. 2.7 – Plan 28−4
2.3.5 Analyse de la variance
Une difficulte´ inhe´rente a` l’expe´rimentation consiste en la non-re´pe´tabilite´ des
re´sultats mesure´s. Ce proble`me peut avoir des origines diverses et fausser le re´sultat
obtenu. La proble´matique consiste donc a` de´terminer quand un re´sultat est influent
ou non. Il va donc falloir estimer l’erreur que l’on commet sur le calcul des diffe´rents
effets.
La premie`re pre´caution a` prendre pour minimiser l’influence des de´rives des
mesures sous la contrainte de conditions exte´rieures variables est d’organiser la
re´alisation des essais dans un ordre ale´atoire.
Il faut dans un second temps quantifier l’erreur commise sur les re´sultats et
choisir l’erreur expe´rimentale retenue pour l’analyse des re´sultats ce qui permet-
tra alors de s’appuyer sur les outils statistiques pour exploiter les re´sultats des
plans. Les e´le´ments mathe´matiques et les diffe´rentes tables utilise´es pour l’analyse
statistique peuvent eˆtre retrouve´s dans [Abr70].
2.3.6 Estimation de l’erreur expe´rimentale sur un effet
La valeur de l’erreur expe´rimentale ∆y commise sur la re´ponse est suppose´e
connue et sa distribution normale (courbe de Gauss). Cette distribution, repre´sen-
te´e figure 2.2, peut eˆtre de´finie par deux grandeurs, la moyenne Y et l’e´cart type
σ.
La densite´ de probabilite´ f d’une variable ale´atoire continue x de moyenne µ
et d’e´cart type σ peut eˆtre de´finie par :
f(x) =
1
σ
√
2pi
e
−
1
2
(
x− µ
σ
)2
(2.28)
Un intervalle de confiance est alors de´fini dans lequel la valeur re´elle de la
re´ponse posse`de une forte probabilite´ de se trouver. Cette probabilite´ va augmenter
en meˆme temps que la taille de l’intervalle de confiance.
Pour une distribution normale, a` partir d’une mesure yi, la valeur re´elle posse`de :
– 68% de chance de se trouver dans l’intervalle yi ± σ,
– 95% de chance de se trouver dans l’intervalle yi ± 2σ,
– 99.9% de chance de se trouver dans l’intervalle yi ± 3σ.
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Fig. 2.2 – Distribution normale
En supposant l’erreur de mesure ∆y e´gale a` l’e´cart type, la pre´cision sur les
effets de´pend du nombre n d’essais conside´re´s, soit :
∆E =
∆y√
n
=
σ√
n
(2.29)
En fonction de ses besoins, l’expe´rimentateur va choisir l’intervalle de confiance
correspondant a` un pourcentage d’erreur. L’erreur usuellement choisie ([Pil97])
correspond a` plus ou moins une fois l’e´cart type, soit deux chances sur trois de ne
pas se tromper.
Il faut cependant noter qu’il existe des cas plus de´favorables que celui ou` la dis-
tribution des mesures est connue et a` partir de laquelle il est possible de de´finir des
intervalles de confiance. En effet, il va souvent falloir estimer l’erreur expe´rimentale
pour de´terminer quels sont les effets influents.
2.3.7 Estimation de l’erreur expe´rimentale
La connaissance de l’erreur expe´rimentale est donc tre`s importante et quand
elle n’est pas connue, il faut l’estimer. Il existe plusieurs me´thodes qui permettent
d’obtenir cette estimation.
Une premie`re solution consiste a` effectuer plusieurs mesures au meˆme point
du domaine expe´rimental (souvent le centre) en supposant une iso-distribution sur
celui-ci. Cette de´marche conduit alors a` une estimation s de l’e´cart-type σ :
s =
√√√√ 1
N − 1
N∑
i=1
(yi − y) (2.30)
avec :
– N : nombre de mesures effectue´es,
– yi : mesure de la re´ponse nume´ro i,
– y : moyenne des re´ponses yi.
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Du fait du nombre limite´ d’essais re´alise´s, la distribution de l’estimation de
l’erreur correspond a` une courbe de Student, c’est-a`-dire une courbe de Gauss
aplatie. Il va donc falloir augmenter la taille des intervalles de confiance pour ne
pas se tromper. Cependant, la pre´cision augmente avec le nombre d’essais et la
courbe de Student converge vers celle de Gauss. Le tableau 2.8 donne les valeurs
de la variable de Student tνα a` ν degre´s de liberte´s et ayant la probabilite´ α d’eˆtre
de´passe´e en valeur absolue :
P{T > |tνα|} = α (2.31)
La figure 2.3 repre´sente cette probabilite´.
0−tνα tνα−∞ ∞
P
2
P
2
Fig. 2.3 – Table de distribution de la loi de Student
ν
α 1 2 3 4 9 19 ∞
0.3 1.96 1.38 1.25 1.19 1.1 1.06 1.03
0.1 6.31 2.92 2.35 2.13 1.83 1.73 1.64
0.05 12.71 4.3 3.18 2.78 2.26 2.09 1.96
0.01 63.66 9.92 5.84 4.6 3.25 2.86 2.58
Tab. 2.8 – Table de Student t
Le nombre de mesures N est lie´ au nombre de degre´s de liberte´ ν par la relation
2.32 :
ν = N − 1 (2.32)
Les coefficients multiplicatifs a` appliquer a` l’estimation de l’e´cart type sont alors
obtenus en fonction du nombre de mesures effectue´es et de la pre´cision souhaite´e.
Ainsi, un intervalle de confiance avec une probabilite´ α est de´fini par ±tνα×s autour
de la valeur conside´re´e.
La deuxie`me solution consiste a` re´pe´ter N fois chacun des n essais du plan
d’expe´riences. Utilisant des matrices du mode`le de type matrices d’Hadamard, les
sections pre´ce´dentes ont montre´ que l’e´cart type sur les effets est une fraction de
l’e´cart type sur la re´ponse de´pendant du nombre d’expe´riences n :
σE =
σ√
n
(2.33)
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Soit N le nombre de re´pe´titions de chaque expe´rience. En re´alisant N re´pe´titions
pour chaque expe´rience i, on ame´liore alors l’estimation si de l’e´cart type sur la
re´ponse mesure´e. En notant yi,j la mesure de la j
eme re´pe´tition de l’expe´rience i
et yi la moyenne des N re´pe´titions de la i
eme expe´rience, on peut alors de´finir la
variance s2i :
s2i =
1
N − 1
N∑
j=1
(yi,j − yi)2 (2.34)
En partant de l’hypothe`se couramment admise ([Lou05]) suivant laquelle l’iso-
variance sur la re´ponse est assure´e sur l’ensemble du domaine expe´rimental et que
les erreurs commises sur le re´sultat sont inde´pendantes, il est possible de de´finir
l’estimation de l’e´cart type sur l’ensemble du domaine, s. Il vient alors, e´quation
2.35 :
s =
√
s2i
n
=
√√√√√√
N∑
i=1
s2i
n×N (2.35)
Soit alors l’estimation de l’e´cart type sur les effets, sE, e´quation 2.36 :
sE =
s√
N × n (2.36)
Il est alors possible de de´finir l’intervalle de confiance. L’estimation de l’e´cart
type va donc eˆtre ponde´re´e par la valeur de la variable de Student a` n × (N − 1)
degre´s de liberte´ pour une probabilite´ en valeur absolue α : t
n×(N−1)
α .
En re´pe´tant ainsi les essais de la table d’expe´riences, la pre´cision obtenue sur
les effets va eˆtre ame´liore´e. Cependant, une telle ame´lioration est tributaire d’un
couˆt plus e´leve´ en essais.
Les plans factoriels permettent donc d’e´tudier les effets de facteurs sur un ou
plusieurs crite`res et de de´finir un optimum pour celui-ci. Cependant, ce point op-
timal est de´pendant de la valeur des niveaux choisis pour chacun des parame`tres
lors de l’e´tude. La me´thodologie des surfaces de re´ponses, pre´sente´e dans la section
suivante va permettre de mode´liser l’e´volution du crite`re entre ces niveaux afin
d’obtenir un point optimal inde´pendant de ceux-ci.
2.4 Surfaces de re´ponses
Dans cette partie, les plans d’expe´riences permettant de re´gler les parame`tres
pour atteindre un optimum entre les niveaux des facteurs vont eˆtre pre´sente´s.
Le principe est ici de mode´liser la surface de re´ponses expe´rimentale, c’est-a`-dire
l’e´volution du crite`re sur un univers de discours des variables borne´ et de chercher
l’optimum de la surface estime´e. La` encore, de nombreuses re´fe´rences sur le sujet
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existent : [Lou05], [Khu96] et [Mye95]. Parmi les nombreux types de plans permet-
tant de construire des surfaces de re´ponses, nous ne pre´senterons et n’utiliserons
ici que les plans composites centre´s.
2.4.1 De´finition du mode`le
Les plans que nous avons pre´sente´s pre´ce´demment permettent d’e´tudier et de
comparer les effets de facteurs sur une re´ponse. L’objectif est maintenant d’obtenir
un re´glage dit optimal de ces parame`tres sur le domaine de variation de ceux-ci par
rapport au crite`re se´lectionne´. Il est donc souhaitable de pouvoir faire la recherche
de ces coefficients ”entre” les niveaux donne´s aux variables. Des variables centre´es
re´duites vont de nouveau eˆtre utilise´es, prenant des valeurs dans l’intervalle [−1, 1]
sur le domaine expe´rimental e´tudie´ par rapport au centre de celui-ci. La relation
de codage suivante est employe´e pour transformer la valeur u ∈ [umini, umaxi] du
facteur U ou` umini et umaxi repre´sentent les valeurs extreˆmes de U sur le domaine
expe´rimental en variable centre´e re´duite x ∈ [−1, 1] :
x =
u− umini + umaxi
2
umaxi − umini
2
(2.37)
Il va falloir maintenant positionner judicieusement les essais au sein du domaine
expe´rimental afin de pouvoir mode´liser en un nombre re´duit d’expe´riences la surface
expe´rimentale e´tudie´e. Pour ce faire, il existe de nombreux types de plans, appor-
tant chacun des e´le´ments de re´ponses a` diffe´rents types de proble`mes, [Lou05]. La
premie`re interrogation repose sur le type de mode`le qui va eˆtre utilise´ pour estimer
la surface expe´rimentale. Il faudra alors choisir le plan en conse´quence et mener
une analyse statistique du mode`le obtenu afin de ve´rifier si la surface de re´gression
donne une approximation utilisable du phe´nome`ne re´el. Enfin, la surface obtenue
sera analyse´e pour trouver le re´glage optimal dans le cadre de la proble´matique
choisie. Cette analyse sera d’autant plus facile que le choix du mode`le sera judi-
cieux. Ainsi, une le´ge`re perte d’information au niveau de la corre´lation, c’est-a`-dire
l’ade´quation entre le mode`le et la re´ponse re´elle, pourra se re´ve´ler inte´ressante en
terme d’exploitation du mode`le si celui-ci est facilement exploitable.
En conse´quence, l’hypothe`se selon laquelle la surface de re´ponse peut eˆtre es-
time´e par une forme particulie`re de mode´lisation : une forme quadratique est cou-
ramment adopte´e, [Khu96] et [Mye95]. Ce choix repose sur le fait que ce mode`le
est bien connu et facile a` exploiter et que sa forme particulie`re, base´e sur des po-
lynoˆmes du second degre´, est applicable a` de nombreux proble`mes. En effet, il est
toujours possible de de´finir au voisinage d’un point un de´veloppement en se´rie de
toute fonction. En posant η l’estimation de la valeur de la re´ponse e´tudie´e pour
un point de fonctionnement donne´, βm et βmn les coefficients du polynoˆme et xl
la variable associe´e au facteur l, l ∈ [1, k], la forme ge´ne´rale du mode`le peut eˆtre
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de´finie :
η = β0 +
k∑
i=1
βi.xi +
k∑
i=1
βii.x
2
i +
k−1∑
i=1
(
k∑
j=i+1
βij.xi.xj) (2.38)
On a alors p inconnues qui sont les coefficients β du mode`le :
p =
(k + 2)!
k!2!
=
(k + 1)(k + 2)
2
(2.39)
Il va donc falloir re´aliser un nombre d’expe´riences supe´rieur ou e´gal au nombre
p d’inconnues pour estimer celles-ci. Il apparaˆıt donc qu’il va falloir limiter le
nombre de facteurs e´tudie´s, le nombre d’essais ne´cessaires augmentant de fac¸on
factorielle avec celui-ci. Pratiquement, les plans permettant d’e´tudier les surfaces
de re´ponses sont souvent utilise´s en comple´ment d’une premie`re e´tude sur les effets
des facteurs qui permet de se´lectionner les parame`tres servant a` mode´liser la surface
expe´rimentale, c’est-a`-dire les facteurs les plus influents.
2.4.2 Les plans composites centre´s
Notre choix s’est porte´ sur les plans composites centre´s, [Khu96] et [Mye95],
pour l’e´tude des surfaces de re´ponses. Ils pre´sentent l’avantage de la facilite´ de
construction car ils sont construits en ajoutant des points de mesures a` un plan
factoriel complet. Les plans pour l’e´tude d’une surface de re´ponse e´tant souvent
utilise´s apre`s une e´tude des effets des facteurs, il suffit alors de re´aliser seulement
quelques expe´riences supple´mentaires pour estimer la surface de re´ponse du cri-
te`re e´tudie´. Ils sont cependant assez gourmands en terme de nombre d’essais par
rapports a` d’autres types de plans ([Lou05]), mais ce nombre reste raisonnable
lorsque le nombre de facteurs e´tudie´s reste faible (entre 2 et 4 parame`tres). Un
autre inconve´nient vient du fait que ce type de plan ne´cessite 5 niveaux par facteur
et qu’il peut eˆtre parfois difficile mate´riellement de les re´aliser. Une pre´sentation
tre`s comple`te de ces plans est donne´e dans [Lou05].
Un plan composite centre´ est de´fini par :
– un plan factoriel complet 2k,
– n0 re´pe´titions au centre du domaine expe´rimental, de´die´es a` l’analyse statis-
tique,
– deux points en e´toiles par parame`tre et positionne´s sur les axes de chacun
de ceux-ci a` une distance α du centre du domaine. Ces points contribuent
a` l’e´valuation des termes quadratiques du mode`le polynomial, c’est-a`-dire
qu’ils donnent des informations sur la courbure de la surface de re´ponse.
La figure 2.4 repre´sente un exemple de plan composite centre´ pour l’e´tude de
deux parame`tres (les essais supple´mentaires donnant des renseignements sur la
courbure de la surface sont place´s a` l’exte´rieur du domaine expe´rimental).
Le nombre total d’essais devant eˆtre mene´s, N , va de´pendre du nombre de
facteurs k e´tudie´s et du nombre de re´pe´titions au centre du domaine, n0 :
N = 2k + 2.k + n0 (2.40)
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+
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− α α
Fig. 2.4 – Plan composite centre´ pour l’e´tude de deux facteurs
Le nombre de re´pe´titions au centre et la valeur a` donner a` α vont de´pendre des
proprie´te´s qui vont eˆtre attribue´es au plan, comme pre´sente´ un peu plus loin.
Pour illustrer la construction d’un plan composite centre´, l’exemple du plan
utilise´ au cours de nos travaux, dans les chapitres 3 et 4, c’est-a`-dire un plan a`
3 facteurs, va eˆtre pre´sente´. Dans un premier temps, la matrice d’expe´rience, ξ,
va eˆtre de´finie e´quation 2.41. Elle de´finit les niveaux de chacun des parame`tres a`
chaque expe´rience. Chaque colonne de la matrice est associe´e a` un facteur.
ξ =

−1 −1 −1
+1 −1 −1
−1 +1 −1
+1 +1 −1
−1 −1 +1
+1 −1 +1
−1 +1 +1
+1 +1 +1
+α 0 0
−α 0 0
0 +α 0
0 −α 0
0 0 +α
0 0 −α
0 0 0

(2.41)
Pour la simplicite´ de la repre´sentation, n0 est ici temporairement fixe´ a` 1. Il
faut alors de´terminer la valeur a` lui donner, ainsi qu’a` α.
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A` partir de cette matrice d’expe´riences, il est possible de de´finir la matrice
du mode`le permettant de calculer les coefficients du mode`le. Avec k = 3 facteurs
e´tudie´s, un espace en 3 dimensions avec p = 10 inconnues est obtenu. Soit β le
vecteur des coefficients de´fini par :
β =

β0
β1
β2
β3
β11
β22
β33
β12
β13
β23

(2.42)
Il vient alors l’e´quation du mode`le suivante, (2.43), application pour 3 inconnues
de l’e´quation 2.38 :
η = β0 +
3∑
i=1
βi.xi +
3∑
i=1
βii.x
2
i +
2∑
i=1
(
3∑
j=i+1
βij.xi.xj) (2.43)
Pour calculer ces coefficients par la me´thode des moindres carre´s, la matrice
du mode`le, X, e´quation 2.44, va eˆtre utilise´e. Celle-ci e´tend la matrice d’expe´-
riences en de´finissant dans chaque colonne les niveaux de chacun des coefficients
de l’e´quation du mode`le pour chaque essai. Ces nouvelles colonnes sont calcule´es
par multiplication des colonnes de la matrice d’expe´riences.
X =

+1 −1 −1 −1 +1 +1 +1 +1 +1 +1
+1 +1 −1 −1 +1 +1 +1 −1 −1 +1
+1 −1 +1 −1 +1 +1 +1 −1 +1 −1
+1 +1 +1 −1 +1 +1 +1 +1 −1 −1
+1 −1 −1 +1 +1 +1 +1 +1 −1 −1
+1 +1 −1 +1 +1 +1 +1 −1 +1 −1
+1 −1 +1 +1 +1 +1 +1 −1 −1 +1
+1 +1 +1 +1 +1 +1 +1 +1 +1 +1
+1 +α 0 0 +α2 0 0 0 0 0
+1 −α 0 0 +α2 0 0 0 0 0
+1 0 +α 0 0 +α2 0 0 0 0
+1 0 −α 0 0 +α2 0 0 0 0
+1 0 0 +α 0 0 +α2 0 0 0
+1 0 0 −α 0 0 +α2 0 0 0
+1 0 0 0 0 0 0 0 0 0

(2.44)
Il vient alors la matrice d’information, (tXX) (2.45), qui de´finit les proprie´te´s
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et qualite´s du plan d’expe´riences.
(tXX) =

N 0 0 0 a a a 0 0 0
0 a 0 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0 0
a 0 0 0 c b b 0 0 0
a 0 0 0 b c b 0 0 0
a 0 0 0 b b c 0 0 0
0 0 0 0 0 0 0 b 0 0
0 0 0 0 0 0 0 0 b 0
0 0 0 0 0 0 0 0 0 b

(2.45)
avec : 
N = 2k + 2k + n0 = 14 + n0
a = 2k + 2α2 = 8 + 2α2
b = 2k = 8
c = 2k + 2α4 = 8 + 2α4
(2.46)
Cette matrice conduit a` la matrice de dispersion (tXX)−1 utilise´e dans la me´-
thode des moindres carre´s pour estimer le vecteur de parame`tres β. Celle-ci prend
la forme de´crite e´quation 2.47
(tXX)−1 =

D 0 0 0 C C C 0 0 0
0 E 0 0 0 0 0 0 0 0
0 0 E 0 0 0 0 0 0 0
0 0 0 E 0 0 0 0 0 0
C 0 0 0 A B B 0 0 0
C 0 0 0 B A B 0 0 0
C 0 0 0 B B A 0 0 0
0 0 0 0 0 0 0 F 0 0
0 0 0 0 0 0 0 0 F 0
0 0 0 0 0 0 0 0 0 F

(2.47)
avec : 
A =
N.b− 2a2 +N.c
−2N.b2 + 3a2(b− c) +N.c(b+ c)
B =
−N.b− a2
−2N.b2 + 3a2(b− c) +N.c(b+ c)
C =
−a
2N.b− 3a2 +N.c
D =
2b+ c
2N.b− 3a2 +N.c
E =
1
a
F =
1
b
(2.48)
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A` partir des matrices d’information et de dispersion, il est ne´cessaire de chercher
les valeurs a` attribuer a` α et n0 pour obtenir des proprie´te´s inte´ressantes. Dans les
cas des plans factoriels fractionnaires, la condition d’orthogonalite´ e´tait recherche´e
pour ame´liorer la pre´cision sur les effets. Pour les plans composites centre´s, il ne va
pas eˆtre possible d’assurer cette proprie´te´, les termes diagonaux de la matrice d’in-
formations (correspondant aux points supple´mentaires donnant des informations
sur la courbure de la surface) ne pouvant eˆtre annule´s. D’autres conditions sur
ces deux parame`tres vont alors eˆtre recherche´es pour assurer certaines proprie´te´s
comme la pseudo-orthogonalite´, l’isovariance par rotation ou la pre´cision uniforme.
La proprie´te´ de pseudo-orthogonalite´ consiste a` rapprocher la matrice de dis-
persion d’une matrice diagonale en annulant les termes note´s B. Il est possible de
montrer, [Lou05], que pour annuler ces coefficients, il faut choisir α et n0 tels que :
α =
(
2k(
√
2k + 2k + n0 −
√
2k)2
4
)1
4
(2.49)
Une deuxie`me proprie´te´ inte´ressante est l’isovariance par rotation. La norme
FD X 06-080, [AFN89] la de´finit ainsi :
”Un dispositif expe´rimental pre´sente des proprie´te´s d’isovariance par rotation
quand la fonction de variance ne de´pend que de la distance au centre du domaine
expe´rimental. Ainsi, aucune direction n’est privile´gie´e.”
La condition d’isovariance par rotation est donne´e par la condition de l’e´quation
2.50 ([Lou05]) :
α =
4
√
2k (2.50)
La dernie`re proprie´te´ qui va nous inte´resser, la notion de pre´cision uniforme,
est elle aussi de´finie par la norme FD X 06-080, [AFN89] :
”Un dispositif expe´rimental pre´sente des proprie´te´s de pre´cision uniforme si la
fonction de variance est pratiquement constante a` l’inte´rieur d’une sphere ayant
le meˆme centre que le domaine expe´rimental. Elle ne peut eˆtre obtenue que si
l’isovariance par rotation est de´ja` assure´e.”
Il est possible de montrer ([Lou05]) que la condition de pre´cision uniforme est :
n0 =
(k + 3) +
√
9k2 + 14k − 7
4(k + 2)
(√
2k + 2
)2
− 2k − 2k (2.51)
L’isovariance par rotation ne de´pendant que de α, il est possible d’associer a`
cette proprie´te´ soit la pseudo-orthogonalite´ soit la pre´cision uniforme. Par contre,
ces deux dernie`res sont incompatibles car la pre´cision uniforme est indissociable de
l’isovariance par rotation, [Lou05]. Le tableau 2.9 donne les valeurs a` donner a` α
et n0 pour obtenir les diffe´rentes proprie´te´s.
Par la suite, les proprie´te´s d’isovariance par rotation et de pre´cision uniforme
seront pre´fe´re´es afin de conserver une variance quasi constante sur le domaine
expe´rimental. L’analyse statistique en sera d’autant plus aise´e. Pour k = 3 facteurs,
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Nombre de facteurs
k = 2 k = 3 k = 4 k = 5
2k 4 8 16 32
2k 4 6 8 10
α(isovariance par rotation) 1.414 1.682 2 2.378
n0(pseudo-orthogonalite´) 8 9 12 17
n0(pre´cision uniforme) 5 6 7 10
N = 2k + 2k + n0 16 13 23 20 36 31 59 52
Tab. 2.9 – Conditions d’isovariance par rotation, de pseudo-orthogonalite´ et de
pre´cision uniforme
il vient alors : {
α = 1.682
n0 = 6
(2.52)
A` partir de la matrice d’expe´riences, les essais peuvent maintenant eˆtre effectue´s
et conduisent a` la mesure du vecteur des re´ponses Y :
tY =
(
y1 y2 y3 ... yN
)
(2.53)
2.4.3 Analyse des re´sultats
L’exploitation des re´sultats va passer par l’utilisation de la me´thode des
moindres carre´s. Celle-ci permet d’estimer le vecteur de parame`tres β en mini-
misant le carre´ des re´sidus. Soit β̂ l’estimation de β.
β̂ =

β̂0
β̂1
β̂2
β̂3
β̂11
β̂22
β̂33
β̂12
β̂13
β̂23

(2.54)
L’existence de re´sidus lors de l’estimation implique l’introduction d’une erreur
entre la re´ponse re´elle et la re´ponse estime´e. Soit le vecteur de ces erreurs :
tE =
(
e1 e2 e3 ... eN
)
(2.55)
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Il vient alors le syste`me matriciel suivant en notant Ŷ l’estimation du vecteur
de re´ponses :
Y = X.β̂ + E = Ŷ + E (2.56)
L’estimation des coefficients est alors directement obtenue en utilisant les ma-
trices de´finies plus haut et donc avec les proprie´te´s d’isovariance par rotation et de
pre´cision uniforme :
β̂ = (tXX)−1.(tX).Y (2.57)
Soit alors les re´sidus, E :
E = Y − Ŷ (2.58)
Les re´sultats obtenus peuvent alors eˆtre repre´sente´s graphiquement afin de com-
parer dans un premier temps les points mesure´s et les re´ponses estime´es. Pour cela,
il est ne´cessaire de tracer le graphe d’ade´quation du mode`le. Les re´ponses mesure´es
sont place´es en abscisse et les re´ponses estime´es en ordonne´e, figure 2.5. Si le nuage
de points est aligne´ sur la droite d’e´quation y = x, la qualite´ descriptive du mode`le
sera a priori plutoˆt bonne. La figure 2.5 donne un exemple de graphe d’ade´quation
pour l’e´tude de l’IAE de la tension de sortie d’un convertisseur a` absorption sinus
(cf chapitre 4).
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Fig. 2.5 – Exemple de graphe d’ade´quation du mode`le
Par cette repre´sentation graphique un premier estimateur de la qualite´ descrip-
tive du mode`le est alors obtenu.
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Il est alors aise´ de tracer la surface de re´ponse mode´lise´e en fonctions des va-
riables e´tudie´es. La figure 2.6 repre´sente a` titre d’exemple l’e´volution du crite`re (ici
l’IAE) en fonction de deux parame`tres.
Fig. 2.6 – Exemple d’estimation d’une surface de re´ponse
Il existe d’autres repre´sentations, comme par exemple les courbes iso-re´ponses
donnant les zones dans lesquelles le crite`re prend une meˆme valeur. Cependant, de
telles repre´sentations sont difficilement exploitables directement lorsque le nombre
de parame`tres e´tudie´s est supe´rieur a` deux. Dans tous les cas, avant d’exploiter le
mode`le obtenu, il faut mener l’e´tude statistique de celui-ci.
2.4.4 Analyse statistique des re´sultats
Une se´rie de tests statistiques va maintenant eˆtre mene´e pour juger de la qualite´
du mode`le. Une pre´sentation de´taille´e des tests statistiques applique´s aux me´thodes
de regression peut eˆtre trouve´e dans [Dod04] et [Dra81]. Cette e´tude peut eˆtre
de´compose´e en trois e´tapes :
– l’analyse globale du syste`me,
– l’e´tude des coefficients du mode`le,
– l’analyse des re´sidus.
L’objectif de l’analyse globale des re´sultats est de de´finir la qualite´ descriptive
du mode`le au moyen d’un tableau d’analyse de la variance (tableau ANOVA). Pour
ce faire, plusieurs grandeurs doivent eˆtre pre´alablement de´finies.
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Soit SCT la somme des carre´s totale, c’est-a`-dire la somme des carre´s des e´carts
entre les mesures de la re´ponse et leur moyenne :
SCT =
N∑
i=1
(yi − y)2 (2.59)
Cette somme peut eˆtre de´compose´e comme une somme de deux termes, SCM ,
la somme des carre´s due a` la re´gression ou variation explique´e par le mode`le et
SCE, la somme des carre´s des re´sidus ou variation inexplique´e par le mode`le :
SCT = SCE + SCT (2.60)
SCM est la somme des carre´s des erreurs entre les re´ponses estime´es et la
moyenne des re´ponses mesure´es :
SCM =
N∑
i=1
(ŷi − y)2 (2.61)
SCE est la somme du carre´ des e´carts entre les re´ponses mesure´es et estime´es :
SCE =
N∑
i=1
(yi − ŷi)2 (2.62)
Un test statistique visant a` rejeter l’hypothe`se (H0) selon laquelle le mode`le ne
permet pas de de´crire la variation des essais va maintenant eˆtre re´alise´. Lorsque
cette hypothe`se est ve´rifie´e, il est possible de montrer ([Dod04]) que la statistique
Fc de´crite e´quation 2.63 suit une loi de Fisher avec respectivement (p−1) et (N−p)
degre´s de liberte´.
Fc =
SCM
SCE
(2.63)
Ainsi, l’hypothe`se (H0) est rejete´e avec une probabilite´ α si :
Fc > F(α,p−1,N−p) (2.64)
Dans l’e´quation 2.64, F(α,p−1,N−p) est le (1−α) quantile d’une loi de Fisher avec
(p-1) et (N-p) degre´s de liberte´.
Ces donne´es conduisent a` la construction du tableau ANOVA, 2.10, re´capitulant
ces diffe´rents re´sultats.
Il est ainsi possible de conclure quand a` la capacite´ de description des variations
des essais du mode`le.
Le point suivant consiste en la de´finition du pourcentage de variation totale
explique´e par le mode`le au moyen du coefficient de de´termination R2, prenant des
valeurs dans l’intervalle [0 1] :
R2 =
SCM
SCT
= 1− SCE
SCT
(2.65)
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Source de Degre´s de Somme Moyenne Fc
variation liberte´ des carre´s des carre´s
Re´gression p− 1 SCM SCM
p− 1
SCM
SCE
Re´siduelle N − p SCE SCE
N − p
Totale N − 1 SCT
Tab. 2.10 – Tableau ANOVA : analyse de re´gression
Quand R2 = 1, les estimations ŷi coincident avec les mesures alors que pour
R2 = 0 les donne´es ne sont pas du tout aligne´es. Le coefficient de de´termination
indique donc le degre´ d’alignement des donne´es sur le mode`le de re´gression. Ainsi,
pour R2 = 0.8, 80% de la variation des essais est explique´e par le mode`le.
Cependant, en pre´sence de plusieurs variables explicatives, ce qui est souvent le
cas pour les re´gressions multiples, le coefficient de de´termination augmente na-
turellement et ne permet pas de comparer significativement diffe´rents mode`les
([Dod04]). Il est donc usuel d’introduire et d’utiliser le crite`re du R2 ajuste´, R2ajuste,
qui est maximal quand l’estimateur des erreurs s2, e´quation 2.66, est minimal.
s2 =
SCE
N − p (2.66)
R2ajuste est de´fini par :
R2ajuste = 1−
SCE
N − p
SCT
N − 1
(2.67)
La qualite´ du mode`le sera donc d’autant meilleure que R2ajuste sera proche de
1.
Les diffe´rents parame`tres du mode`le peuvent aussi eˆtre analyse´s statistique-
ment. L’hypothe`se nulle (H0) est alors e´tudie´e pour chacun des coefficients, selon
laquelle ceux-ci sont nuls. Pour ce faire, la statistique tc qui de´pend de l’estimation
de l’e´cart type de β̂(i), s(β̂(i)) est alors calcule´e :
tc =
β̂(i)
s(β̂(i))
(2.68)
Or, cet e´cart type est estime´ a` partir des termes diagonaux cii de la matrice de
dispersion (tXX)−1 :
s(β̂(i)) = σ
√
cii (2.69)
Soit la variance des re´sidus, σ2r , l’estimation de la variance expe´rimentale :
σ2r =
SCE
N − p (2.70)
2.4. Surfaces de re´ponses 51
Ce qui conduit au calcul de tc
tc =
β̂(i)
σr
√
cii
(2.71)
Il est possible de montrer que, sous (H0), tc suit une loi de Student a` (N − p)
degre´s de liberte´ ([Dod04]). La proprie´te´ (H0) va alors eˆtre rejete´e au niveau de
signification α si :
|tc| > tα
2
,N−p (2.72)
Dans l’e´quation 2.72, la valeur critique tα
2
,N−p est le (1− α2 ) quantile d’une loi
de Student a` (N − p) degre´s de liberte´. Il est alors possible de de´terminer quels
sont les coefficients qu’il faut conserver.
Enfin, la normalite´ des erreurs va eˆtre teste´e. Pour cela, le trace´ du QQ-plot des
re´sidus donne des informations sur la distribution des re´sidus ([Dod04]). Il s’agit
d’ordonner de fac¸on croissante les re´sidus E. Soit E˜ ce vecteur des erreurs avec e˜1
le plus petit re´sidu et e˜N le plus grand :
E˜ ′ =
(
e˜1 e˜2 e˜3 ... e˜N
)
(2.73)
A` chacun de ces re´sidus e˜i est ensuite associe´ le
i
N + 1
quantile qi d’une loi
normale centre´e re´duite. La fonction quantile d’une variable ale´atoire est l’inverse
de sa fonction de re´partition. Pour une loi normale centre´e re´duite, les valeurs de
la fonction quantile sont tabule´es. Le graphe avec les quantiles qi en abscisse et
les re´sidus ordonne´s E˜ en ordonne´e peut alors eˆtre trace´. La figure 2.7 montre un
exemple de re´partition de ces re´sidus pour le meˆme cas que ci-dessus.
Si les re´sidus sont normalement distribue´s (comme c’est le cas par hypothe`se),
les points doivent eˆtre aligne´s. La re´partition sur l’exemple est donc satisfaisante.
2.4.5 Recherche de l’optimum
La recherche de l’optimum consiste a` de´terminer analytiquement ses coordon-
ne´es et sa nature sur le domaine expe´rimental e´tudie´, a` partir du mode`le obtenu.
La forme quadratique de celui-ci est rappele´e e´quation 2.74 pour k parame`tres :
η = β0 +
k∑
i=1
βi.xi +
k∑
i=1
βii.x
2
i +
k−1∑
i=1
(
k∑
j=i+1
βij.xi.xj) (2.74)
Celle-ci peut alors eˆtre e´crite sous la forme matricielle suivante en notant x le
vecteur des variables :
η = b0 +
t x.b+t x.B.x (2.75)
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Fig. 2.7 – Exemple d’analyse des re´sidus
Quelque soit le nombre de variables du mode`le, le coefficient b0 est de´fini comme
suit :
b0 = β0 (2.76)
Pour un mode`le prenant en compte k variables, les coefficients de l’e´quation
2.75 sont, d’une part pour le vecteur b :
tb =
(
β1 β2 ... βk
)
(2.77)
D’autre part, la matrice B est syme´trique et de la forme suivante :
B =

β11
β12
2
...
β1k
2
β22 ...
β2k
2
symetrique
βk−1,k
2
βkk
 (2.78)
Le vecteur x regroupe les variables du mode`le :
tx =
(
x1 x2 ... xk
)
(2.79)
La de´termination du point stationnaire, xs, de la forme quadrique est alors
obtenue en re´solvant les e´quations suivantes :
∀i ∈ [1 k], ∂η
∂xi
= 0 (2.80)
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L’e´quation 2.80 donne alors :
∂η
∂x1
= β1 + 2β11.xs1 +
∑k
i=2 β1i.xi = 0
∂η
∂x2
= β2 + 2β22.xs2 +
∑k
i6=2 β2i.xi = 0
.
.
.
∂η
∂xk
= βk + 2βkk.xsk +
∑k−1
i6=k βki.xi = 0
(2.81)
Soit, sous la forme matricielle, l’e´quation 2.81 devient :
b+ 2B × xs = 0 (2.82)
Il vient imme´diatement la relation suivante donnant les coordonne´es du point
stationnaire :
xs = −1
2
B−1b (2.83)
Les coordonne´es du point stationnaire e´tant connues, il est alors ne´cessaire
d’e´tudier sa nature (maximum, minimum, point d’inflexion). Cette e´tude passe
par la de´termination des valeurs propres λi i ∈ [1 k] de la matrice B. Celles-ci
sont ne´cessairement re´elles car la matrice B est syme´trique et ses e´le´ments prennent
leur valeur dans <, [Khu96]. A partir de celles-ci, la connaissance de la nature du
point stationnaire est imme´diate :
– si B est de´finie positive, c’est-a`-dire que ∀i ∈ [1 k], λi > 0, le point
stationnaire sera un minimum,
– si B est de´finie ne´gative, c’est-a`-dire que ∀i ∈ [1 k], λi < 0, le point
stationnaire sera un maximum,
– si les valeurs propres prennent des signes diffe´rents, le point stationnaire sera
un point d’inflexion.
Connaissant les coordonne´es du point stationnaire et si sa nature est du type
recherche´, il faut alors ve´rifier si celui-ci appartient au domaine expe´rimental a`
l’inte´rieur duquel le mode`le est valide. Ce domaine e´tant une hyper-sphere et des
variables centre´es re´duites e´tant utilise´es, il suffit de ve´rifier que la distance au
centre du point stationnaire, d, est infe´rieure a` 1, avec :
d =
(
k∑
i=1
xs2i
)1
2
(2.84)
Si l’optimum est de nature recherche´e (minimum ou maximum) et s’il se
trouve effectivement dans le domaine expe´rimental, l’analyse analytique permet
de conclure. Cependant, dans le cas contraire, c’est-a`-dire que le point stationnaire
n’est pas du type recherche´ ou qu’il ne se trouve pas dans le domaine expe´rimen-
tal, la solution recherche´e ne correspond pas a` l’optimum global. Une recherche
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locale doit alors eˆtre mene´e sur le domaine expe´rimental afin de trouver l’optimum
local recherche´. Diffe´rentes me´thodes peuvent eˆtre utilise´es pour cette recherche,
comme par exemple les algorithmes d’optimisation. D’autre part, la me´thodologie
dite ”Ridge Analysis”, [Dra63] et [Hoe85], permet notamment d’e´tudier des formes
quadratiques dans ce cas et d’obtenir l’optimum recherche´ a` un degre´ d’incertitude
pre`s. Cette me´thode sera privile´gie´e dans ce cas car elle permet de donner en plus
du point optimal des informations sur la courbure de la surface et des indications
sur la direction de recherche a` privile´gier pour des e´tudes comple´mentaires.
La me´thode analytique pre´sente´e plus haut donne le point stationnaire sur le
domaine <k (ou` k est le nombre de variables) mais ne prend pas en compte la
contrainte sur l’univers du discours, c’est-a`-dire que le mode`le ne donne une bonne
description de l’e´volution du crite`re uniquement a` l’inte´rieure d’une hyper-sphe`re de
rayon donne´ (de valeur unitaire de part l’utilisation de variables centre´es re´duites).
La me´thode ”Ridge Analysis” permet de prendre en compte cette spe´cificite´ en
utilisant l’e´criture du Lagrangien sous la contrainte de l’appartenance au domaine.
Cette contrainte se traduit par la relation suivante :
k∑
i=1
x2i ≤ 1 (2.85)
Le principe de la me´thode consiste a` rechercher le point stationnaire sur une
hyper-sphe`re de rayon donne´, R, infe´rieur ou e´gal a` la limite du discours des va-
riables du mode`le (R ≤ 1). Les coordonne´es de ce point ve´rifieront alors :
k∑
i=1
x2i = R
2 (2.86)
En re´alisant la recherche pour diffe´rentes valeurs de R, il est possible de trouver
un point proche du point stationnaire optimal recherche´ sur l’univers de discours
conside´re´. En effet, l’espace expe´rimental devient crible´ de courbes montrant com-
ment e´volue la valeur du crite`re en fonction du rayon R.
Afin de mener une telle recherche sous contrainte, il est ne´cessaire de de´finir le
Lagrangien au moyen de la fonction Fl, explicite´e e´quation 2.87 ou` µ repre´sente le
multiplicateur de Lagrange.
Fl = η − µ(tx.x−R2) (2.87)
Soit encore :
Fl = b0 +
t x.b+t x.B.x− µ(tx.x−R2) (2.88)
La differentiation du proble`me sous contrainte conduit alors a` l’e´quation 2.89 :
∂F l
∂x
= b+ 2B.x− 2µx (2.89)
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Pour obtenir les coordonne´es du point stationnaire de ce contour, la relation
2.90 doit eˆtre ve´rifie´e :
∂F l
∂x
= 0 (2.90)
Ces coordonne´es sont alors donne´es par l’e´quation 2.91 a` la condition que la
valeur de µ soit distincte des valeurs propres de B.
(B − µ.I)x = − b
2
(2.91)
C’est le choix de la valeur du multiplicateur de Lagrange, µ, qui, au moyen des
e´quations 2.86, 2.91 et 2.75, permet de de´finir les couples (R, η) qui en ”criblant”
le domaine expe´rimental permettent d’obtenir le point optimal recherche´. De ce
fait, R devient une variable et c’est le coefficient µ qui va eˆtre fixe´. Il existe des
relations de de´pendance entre µ et R, de´finies en fonction de la nature du point
stationnaire recherche´, permettant de faire e´voluer dans le sens de´sire´ la valeur du
rayon. Celles-ci seront pre´sente´es un peu plus loin.
Soit la matrice M le hessien de Fl. Elle est de´finie par :
M = 2(B − µ.I) (2.92)
De fac¸on analogue a` l’e´tude pre´ce´dente sur l’ensemble du domaine de variations
des variables, la nature du point stationnaire de la fonction Fl est lie´e au signe
des valeurs propres de la matrice M . Celles-ci de´pendent des valeurs propres λi
de la matrice B et de la valeur de µ. En fonction du choix de celle-ci, le point
stationnaire sera de l’une des natures suivantes :
– si µ < min(λi),M est de´finie positive et le point stationnaire est un minimum
global de η sur l’hyper-sphe`re de rayon R =
∑k
i=1 x
2
i ,
– si µ > max(λi), M est de´finie ne´gative et le point stationnaire est un maxi-
mum global de η sur l’hyper-sphe`re de rayon R =
∑k
i=1 x
2
i ,
– si µ < max(λi) et µ > min(λi), le point stationnaire est un point d’inflexion
de η sur l’hyper-sphe`re de rayon R.
Pour un point stationnaire de nature donne´e, faisant varier µ en respectant la
condition associe´e a` la nature de´sire´e, il est possible de faire de´crire a` R l’univers du
discours e´tudie´. La figure 2.8, [Dra63], montre l’e´volution du rayon R en fonction
des valeurs donne´es a` µ. Les valeurs propres de la matrice B, λi, sont classe´es dans
l’ordre croissant sur la figure.
L’e´volution du rayon en fonction du multiplicateur de Lagrange µ est ainsi
de´crite dans les 3 cas de figure : recherche de minimum (µ < λ1), de maximum
(µ > λk) ou de point d’inflexion (λ1 < µ < λk). Il est donc aise´ de maˆıtriser
l’e´volution du rayon sur le domaine e´tudie´ fort de la connaissance de ces tendances.
A` partir de la forme matricielle du mode`le quadratique et posant le rayon des
cercles de criblage R comme une variable, la me´thodologie de la ”Ridge Analysis”
peut donc eˆtre de´compose´e en plusieurs points :
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Fig. 2.8 – Evolution du rayon R en fonction de µ
– choix de la nature du point stationnaire recherche´ (maximum, minimum ou
point d’inflexion),
– choix en conse´quence des valeurs de µ a` partir des valeurs propres de la
matrice B du mode`le,
– calcul pour les diffe´rentes valeurs de µ des coordonne´es x,
– calcul des rayon R et e´valuations des valeurs du crite`re.
Dans les sections pre´ce´dentes, les plans d’expe´riences ont e´te´ pre´sente´s et il a
e´te´ montre´ comment cette me´thodologie permettait de donner des informations
sur les effets de parame`tres sur un crite`re et comment arriver a` trouver un re´glage
optimum des facteurs pour ce crite`re e´tudie´. Dans la partie suivante, la notion
de de´sirabilite´ va eˆtre pre´sente´e, notion permettant d’e´tudier plus d’un crite`re en
rassemblant diffe´rents objectifs en un crite`re composite.
2.5 De´sirabilite´
Dans les parties pre´ce´dentes, il a e´te´ montre´ que les plans d’expe´riences e´taient
un outil inte´ressant pour l’e´tude d’un crite`re. Or, il est tout a` fait possible d’utiliser
cette meˆme me´thodologie pour l’e´tude de plusieurs crite`res tout en ne mettant en
oeuvre qu’un seul plan d’expe´riences. Pour cela, la notion de de´sirabilite´, qui permet
d’agre´ger en un unique crite`re composite plusieurs autres crite`res, va eˆtre utilise´e.
Cette notion a e´te´ introduite par E.C. Harrington [Har65] en 1965 puis a e´te´
de´veloppe´e par la suite, notamment par G. Derringer, [Der80] et [Der94].
Elle permet de rassembler des crite`res ayant des unite´s diffe´rentes par le biais
de fonctions de de´sirabilite´ e´le´mentaires, adimensionnelles et variant entre 0 et
1. Une de´sirabilite´ de 0, c’est-a`-dire une de´sirabilite´ e´le´mentaire prenant la valeur
nulle, repre´sente une configuration inacceptable pour la proprie´te´ se´lectionne´e, alors
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qu’une de´sirabilite´ prenant la valeur 1 indique qu’une ame´lioration de la proprie´te´
se´lectionne´e n’ame´liorera pas le produit e´tudie´ et repre´sente donc la performance
maximale de´sire´e pour le crite`re.
A` chaque crite`re Yi (i
eme crite`re) conside´re´, une fonction de de´sirabilite´ e´le´men-
taire di va donc lui eˆtre associe´e. Il existe de nombreuses fonctions de types diffe´-
rents pour transformer les crite`res en fonctions de de´sirabilite´s e´le´mentaires. Nous
retiendrons ici pour le cadre de nos travaux la transformation suivante, pre´sente´e fi-
gure 2.9 qui pre´sente l’avantage de transposer facilement en termes mathe´matiques
la gestion des proprie´te´s, [Der94].
di =

0 ⇔ Yi 6 Yi,p[
Yi − Yi,p
Yi,c − Yi,p
]ri
⇔ Yi,p < Yi < Yi,c
1 ⇔ Yi > Yi,c
(2.93)
Avec :
– Yi,p : valeur plancher en dessous de laquelle le crite`re ne convient pas (di = 0),
– Yi,c : valeur cible au dessus de laquelle le crite`re est tre`s satisfaisant (di = 1),
– ri : parame`tre modifiant localement l’importance d’une augmentation du cri-
te`re pour la de´sirabilite´ e´le´mentaire conside´re´e. Pour ri > 1, seule une ame´-
lioration du crite`re autour de la valeur cible sera influente alors que pour
ri < 1 c’est l’ame´lioration du crite`re autour de la valeur plancher qui sera
significative.
Yi,p Yi,c
0
1
Yi
d i
ri < 1
ri = 1
ri > 1
Fig. 2.9 – De´sirabilite´
L’ensemble des fonctions de de´sirabilite´ e´le´mentaires est ensuite rassemble´ en
une de´sirabilite´ composite, D, de´finie par :
D = [Πdwii ]
1
Σωi (2.94)
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Les parame`tres ωi permettent de ponde´rer l’importance relative des diffe´rentes
de´sirabilite´s e´le´mentaires dans le crite`re global, c’est-a`-dire de privile´gier l’impor-
tance de certains des crite`res.
Il est bien entendu tout a` fait possible d’adapter la transformation mathe´ma-
tique propose´e au proble`me e´tudie´ en inversant notamment les positions des valeurs
cible et plancher.
Au moyen de cette me´thode, il va donc eˆtre possible de mettre en oeuvre sim-
plement des plans d’expe´riences pour l’e´tude de crite`res composites sans avoir a`
augmenter le nombre d’essais a` re´aliser. La me´thodologie des plans d’expe´riences
peut donc constituer un outil efficace pour re´aliser une e´tude comple`te menant a`
un re´glage optimal de parame`tres pour un objectif multi-crite`res.
2.6 Conclusion
Dans ce chapitre la me´thodologie des plans d’expe´riences a e´te´ pre´sente´e en met-
tant l’accent sur les plans plus spe´cifiques qui ont e´te´ utilise´s pendant ces travaux
de doctorat. Il existe deux grandes familles de plans qui permettent de re´soudre
des proble`mes diffe´rents : e´tudier les effets de diffe´rents parame`tres sur un crite`re
au moyen des plans factoriels fractionnaires et rechercher un jeu de parame`tres
optimum pour un crite`re graˆce aux surfaces de re´ponses. Cette me´thodologie a e´te´
pre´sente´e pour l’e´tude d’un crite`re unique mais peut eˆtre ge´ne´ralise´e a` l’e´tude de
plusieurs objectifs au moyen de la notion de de´sirabilite´ qui permet de re´aliser des
e´tudes multi-crite`res avec ce meˆme outil. Meˆme si cette me´thodologie fait parfois
appel a` des notions de statistiques et d’analyses un peu pousse´es, de nombreux lo-
giciels, comme par exempleMinitab, Statistica et Sigma+, donnent un acce`s simple
et rapide a` ces outils performants pour des non spe´cialistes. Ces diffe´rents e´le´ments
seront utilise´s dans les chapitres suivants afin de mettre en oeuvre des me´thodo-
logies de re´glages de´finies pour les parame`tres de commandes a` base de logique
floue commandant diffe´rents types de syste`mes et repre´sentant diffe´rents types de
proble`mes. Le chapitre 3 utilisera les plans d’expe´riences pour traiter un objectif
mono-crite`re temporel, puis, dans le chapitre 4, diffe´rentes proprie´te´s temporelles
seront prises en compte dans l’e´tude. Enfin, le chapitre 5 sera consacre´ au re´glage
fre´quentiel, au moyen, entre autre, de cet outil.
Chapitre 3
Re´glage temporel mono crite`re de
commandes a` base de logique
floue pour des syste`mes
sous-amortis
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3.1 Introduction
Ce chapitre traite du re´glage par les plans d’expe´riences de correcteurs flous
pour la commande de syste`mes dont la re´ponse indicielle est de type sous-amortie,
c’est-a`-dire a` minimum de phase et ayant une re´ponse indicielle en boucle ou-
verte pouvant eˆtre approxime´e par le deuxie`me ordre fondamental. L’e´tude de la
commande des syste`mes sur-amortis par controˆle flou re´gle´ par cette me´thode a
pre´alablement e´te´ traite´e par D. Hissel, [His98a], et ses re´sultats ont e´te´ pre´sente´s
dans le chapitre 1. L’e´tude suivante s’inscrit donc dans la continuite´ et l’exten-
sion de ces travaux. La possibilite´ de re´gler des correcteurs de type PID flou par
les plans d’expe´riences a donc e´te´ montre´e. Cependant, pour la commande des
syste`mes sous-amortis, les controˆleurs PID line´aires ne sont pas tre`s performants.
D’autre part, les re´gulateurs flous, re´pute´s assurer de meilleures performances, sont
de´licats a` re´gler lorsqu’ils commandent directement de tels syste`mes [Sad04]. L’ob-
jectif sera donc ici de proposer diffe´rentes me´thodes de re´glage, a` partir de plans
d’expe´riences, de diffe´rentes structures de re´gulateurs flous permettant de comman-
der de tels syste`mes. L’accent sera mis sur la simplicite´ du re´glage propose´ pour un
objectif visant l’ame´lioration du rapport performance de la commande par rapport
a` la complexite´ de re´glage.
Le syste`me expe´rimental retenu dans le cadre de cette e´tude, a` fin de validation
des me´thodologies de re´glage propose´es, est un hacheur de´volteur, commande´ en
tension seulement et alimentant une charge mode´lise´e par une re´sistance variable.
Il pre´sente la caracte´ristique principale recherche´e, c’est-a`-dire que sous une sollici-
tation de type e´chelon, sa re´ponse temporelle est de type sous amortie. De plus, la
possibilite´ de modifier la charge permettra de tester la robustesse des commandes
applique´es au hacheur. Enfin, le comportement de ce syste`me est non-line´aire a`
cause du passage brutal en condition discontinue, qui survient lors des e´chelons de
charge. Un crite`re de type IAE (inte´grale de la valeur absolue de l’erreur) permet-
tra d’e´valuer et comparer les performances dynamiques de chacune des commandes
conside´re´es.
La pre´sentation des diffe´rentes commandes mises en oeuvre dans ce chapitre est
de´compose´e en plusieurs parties. Tout d’abord et a` titre d’exemple, un re´gulateur
PID line´aire sera applique´ au syste`me afin d’illustrer la de´licatesse de la mise en
oeuvre d’une telle commande. Puis, une commande par retour d’e´tat line´aire sera
employe´e avec un objectif double. Le premier point est d’assurer des performances
dynamiques correctes et servir de re´fe´rence lors des comparaisons entre les com-
mandes non line´aires qui vont eˆtre e´tudie´es et une commande line´aire performante.
De plus, cette structure constituera une base de de´veloppement pour l’une des
deux commandes spe´cifiques de´veloppe´es par la suite. En effet, la difficulte´ inhe´-
rente a` l’utilisation directe de controˆleur PID flous pour des syste`mes sous amortis
nous a conduit a` poursuivre deux voies de recherche diffe´rentes. La premie`re ide´e
consiste a` transformer le syste`me pour lui donner un fonctionnement de type sur
amorti et d’appliquer les re´glages propose´s par D. Hissel. Ainsi, un retour d’e´tat
proportionnel de´rive´ modifiant le comportement du syste`me sera associe´ avec un
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PID flou ”classique” d’une part. La deuxie`me ide´e repose sur la modification par
un moteur flou de la surface de re´ponse du retour d’e´tat line´aire. Ainsi, a` partir de
la commande line´aire , une structure de type ”retour d’e´tat flou” va eˆtre pre´sente´e
d’autre part. Ces diffe´rentes commandes seront applique´es au convertisseur test,
le hacheur de´volteur. A` travers l’e´tude de ces deux structures, diffe´rents outils de
re´glage seront utilise´s en simulation et seront suivis de tests de validation expe´ri-
mentaux, afin d’illustrer en quoi la me´thodologie des plans d’expe´riences peut eˆtre
inte´ressante dans le domaine de la commande.
3.2 Structure du syste`me
3.2.1 Syste`me e´tudie´
Le syste`me e´tudie´ est un hacheur de´volteur, commande´ en tension et ayant
une caracte´ristique indicielle sous amortie, alimentant une charge a` re´sistance va-
riable par sauts dans le temps. Il est utilise´ pour la validation expe´rimentale de la
me´thodologie de re´glage de correcteurs a` base de logique floue pour des syste`mes
dont la re´ponse indicielle en boucle ouverte est de type sous-amorti, c’est-a`-dire
avec de´passement, a` titre d’exemple ope´rationnel. Le sche´ma du convertisseur est
donne´ figure 3.1.
Re´gulation
C
L
R0 Rc
Vs
E
Vref
Imeas
Fig. 3.1 – Hacheur commande´ en tension
Le capteur de courant, repre´sente´ sur la figure 3.1, sera utilise´ par les com-
mandes de type retour d’e´tat. Son utilisation fait partie des contraintes en termes
de couˆt d’implantation et le fait de ne pas l’utiliser repre´sente un avantage. Les
valeurs des e´le´ments du syste`me sont donne´es table 3.1. La re´sistance de la self est
note´e RL.
Ce syste`me peut eˆtre mode´lise´ par un second ordre sous-amorti, e´quation 3.1 :
H(p) =
G
1 + L
R
.p+ L.C.p2
=
Vs(p)
Vref (p)
(3.1)
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E (V) 100 R0(Ω) 200
C(µF ) 500 Rc(Ω) 10
L (mH) 4 RL(Ω) 0.4
Tab. 3.1 – Parame`tres du syste`me
Les photographies figure 3.2 pre´sentent le dispositif expe´rimental complet uti-
lise´ : le hacheur de´volteur, figure 3.2(a) et le DSP pour la commande, figure 3.2(b).
(a) Partie puissance : hacheur de´volteur (b) Partie commande : DSP et outils de me-
sure
Fig. 3.2 – Structure expe´rimentale
3.2.2 Crite`re de re´glage
Afin d’e´valuer les performances des diffe´rentes commandes implante´es, un test
de performances sera effectue´ pour chacune d’entre elles. L’objectif est de tester le
comportement du syste`me aussi bien en asservissement qu’en re´gulation. Sur une
pe´riode temporelle fixe, Ttest, le syste`me de´marrera a` vide pour tester la qualite´ de la
commande en asservissement puis deux commutations de charge seront applique´es
successivement pour tester la re´gulation, soit le cycle vide-charge-vide, repre´sente´
figure 3.3. Comme indique´ table 3.1, la variation de charge sera de l’ordre de 200%
(200 Ω - 10 Ω - 200 Ω). Ce cycle de test est tre`s contraignant dans la mesure ou`
l’e´tat du syste`me est en mode discontinu (200Ω) puis continu (10Ω).
Le crite`re temporel associe´ a` ce test de performances et retenu pour e´valuer les
performances dynamiques des diffe´rentes commandes est l’Inte´grale de la valeur
Absolue de l’Erreur, IAE.
IAE =
Ttest∫
0
|e(t)|.dt (3.2)
Ce crite`re pre´sente l’avantage de ne pas donner plus d’importance au de´marrage
ou au comportement en re´gulation. Cet unique crite`re permettra donc d’e´valuer
les performances globales de chaque commande.
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Ttest 
Charge 
Vide Vref  (V) 
Vs (V) 
Vide 
t 
Fig. 3.3 – Test de performance
3.3 Correcteurs line´aires
Dans un premier et temps et afin de disposer d’e´le´ments de comparaison, deux
lois de commandes line´aires classiques vont eˆtre utilise´es pour commander le ha-
cheur. Tout d’abord, un correcteur PID line´aire sera e´tudie´. Les difficulte´s lie´es a`
l’utilisation de ce type de correcteur pourront eˆtre mises en avant. Puis, dans un
second temps, une commande par retour d’e´tat line´aire, re´pute´e plus performante
pour des syste`mes de type sous-amortis, sera implante´e.
3.3.1 Correcteur PID line´aire
Un correcteur PID line´aire standard, e´quation 3.3, va eˆtre utilise´ dans un pre-
mier temps. En mode´lisant le syste`me par la fonction de transfert du second ordre,
H(p), donne´e e´quation 3.1 et en filtrant la tension de sortie, F (p), le syste`me en
boucle ferme´e peut eˆtre repre´sente´ par le sche´ma de la figure 3.4.
RPID(p) =
Kilin +Kplin.p+Kdlin.p
2
p
(3.3)
+
−
H(p)
F(p)
R(p)Vref Vs
Fig. 3.4 – Structure de la commande line´aire
La fonction de transfert, F (p), de´finit le filtrage de la tension de sortie. Un
simple premier ordre de constante de temps τF suffit a` e´liminer la plupart du
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bruit :
F (p) =
1
1 + τF .p
(3.4)
La fonction de transfert en boucle ferme´e, HBF (p), peut alors eˆtre repre´sente´e
sous la forme :
HBF (p) =
N(p)
a+ b.p+ c.p2 + d.p3 + p4
(3.5)
Le correcteur va alors eˆtre re´gle´ par placement de poˆles. Ceux-ci peuvent eˆtre
de´termine´s pour minimiser le crite`re retenu. Or, R.C. Dorf, [Dor83], a donne´ des
coefficients optimaux fixant les poˆles du syste`me afin de minimiser le crite`re ITAE
(Inte´grale du Temps multiplie´ par la valeur Absolue de l’Erreur), e´quation 3.6,
pour une entre´e de type e´chelon et pour un syste`me en boucle ferme´e de´crit par la
fonction de transfert FBFITAE, e´quation 3.7.
ITAE =
Ttest∫
0
t.|e(t)|.dt (3.6)
FBFITAE =
b0
pn + bn−1.pn−1 + ...+ b1.p+ b0
(3.7)
Pour un de´nominateur d’ordre 4, correspondant a` celui du syste`me, Dorf pro-
pose les coefficients suivants :
ω4n + 2.7ω
3
n.p+ 3.4ω
2
n.p
2 + 2.1ωn.p
3 + p4 (3.8)
L’ITAE permet de re´duire l’impact important de l’erreur initiale. Or, le crite`re
qui a e´te´ retenu dans le cadre de notre e´tude est le crite`re IAE, crite`re pour lequel
des coefficients optimaux n’existent pas. Pour minimiser celui-ci, R.C. Dorf propose
d’employer une solution nume´rique. Ainsi, a` partir des coefficients optimaux pour
l’ITAE donne´s par R.C. Dorf et pour un syste`me sous-amortis commande´ par
un PID filtre´ line´aire, un algorithme d’optimisation ge´ome´trique (Hook and Jeeve
pre´sente´ chapitre 2) va eˆtre utilise´ pour obtenir des coefficients optimaux pour
l’IAE.
Apre`s optimisation, l’algorithme donne les coefficients suivants pour les poˆles
du syste`me :
ω4n + 2.5ω
3
n.p+ 3.2ω
2
n.p
2 + 1.6ωn.p
3 + p4 (3.9)
Les re´sultats en simulation de la tension de sortie et du courant dans l’induc-
tance sont repre´sente´s figure 3.5. Par la suite, les re´ponses temporelles pre´senteront
de manie`re identique les comportements en tension et en courant.
Les re´ponses en asservissement aussi bien qu’en re´gulation ne sont ici pas tre`s
performantes. Meˆme si d’autres me´thodes de re´glage pouvant donner de meilleurs
re´sultats peuvent eˆtre utilise´es, ces re´sultats illustrent la difficulte´ de re´gler de fac¸on
efficace des correcteurs PID line´aires commandant des syste`mes sous-amortis.
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Fig. 3.5 – Re´ponses temporelles en boucle ferme´e avec le correcteur PID re´gle´ par
placement de poˆles
3.3.2 Commande par retour d’e´tat
Un retour d’e´tat line´aire classique, dont la structure est donne´e figure 3.6, est
maintenant mis en oeuvre pour commander le syste`me.
++
− −
Syste`me
Action
inte´grale
Retour d’e´tat
line´aire
Vref Vs
Fig. 3.6 – Structure du retour d’e´tat line´aire
Les grandeurs d’e´tat utilise´es sont la tension de sortie Vs et le courant dans la
bobine Il. Un mode`le line´aire du convertisseur pour des petits signaux peut eˆtre
donne´. Soit x le vecteur des grandeurs d’e´tat et y la sortie (Vs) :
x =
(
Vs
Il
)
(3.10)
Il vient alors :
{
x˙ = A× x+B × U
y = C × x (3.11)
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avec :
A =

− 1
R.C
1
C
− 1
L
RL
L
 (3.12)
BT =
(
0
1
L
)
(3.13)
C =
(
1 0
)
(3.14)
A` partir de cette description du syste`me, la structure comple`te de la commande
peut eˆtre de´finie, figure 3.7. Les coefficients de la matrice de retour d’e´tat k sont
respectivement k1 pour la tension de sortie et k2 pour le courant dans l’inductance.
kT =
(
k1 k2
)
(3.15)
Le gain d’inte´gration est note´ kR.
Vref
Rk
kT
A
B
−−
++ +
Vs
Il
Vs
Il
Vs+
Fig. 3.7 – Commande par retour d’e´tat line´aire et action inte´grale
Cette structure impose un troisie`me ordre sur le syste`me global. Les poˆles
zi, i ∈ {1, 2, 3} vont alors eˆtre choisis de fac¸on a` acce´le´rer le syste`me avec un
amortissement relatif optimal, [Bu¨l93]. Les poˆles complexes conjugue´s doivent ve´-
rifier la relation suivante :
zi = e
−ωi.T e(cos(ωi.T e)± sin(ωi.T e)ı) (3.16)
La grandeur ωi est un parame`tre agissant sur la rapidite´ de la commande et
Te est la pe´riode d’e´chantillonnage. La figure 3.8 donne le trace´ du lieu des poˆles
garantissant un amortissement relatif optimal a` l’inte´rieur du cercle unite´ dans le
plan complexe.
La pe´riode d’e´chantillonnage, pour un crite`re lie´ au comportement dynamique,
doit respecter la relation suivante ([Bu¨l86]) :
Te ≤ pi
4.ωi
(3.17)
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Fig. 3.8 – Lieu des poˆles garantissant un amortissement relatif optimal
En raison de contraintes mate´rielles (lie´es au DSP utilise´) et de commande, cette
pe´riode est fixe´e a` la valeur Te = 1e
−4s. En respectant ces diffe´rentes conditions et
en acce´le´rant le syste`me, les poˆles suivants sont choisis :
{
z1,2 = 0.95± 0.048ı
z3 = 0.9
(3.18)
Il vient alors les parame`tres suivants pour les coefficients de la commande a`
partir du the´ore`me de Vie`te ([Bu¨l93]) :

k1 = 1.88
k2 = 7.22
kR = 0.096
(3.19)
Les re´ponses temporelles expe´rimentales obtenues sont donne´es figure 3.9. Les
performances globales sont ici bien meilleures que celles donne´es par le correcteur
PID line´aire. Cependant, les performances en re´gulation restent assez me´diocres.
Ces performances serviront de re´fe´rence pour la comparaison avec les autres com-
mandes e´tudie´es par la suite.
Toujours dans l’optique de comparaison des diffe´rentes commandes, la robus-
tesse par rapport a` une variation de la tension de re´fe´rence va eˆtre e´tudie´e. Le
syste`me sera donc soumis a` des e´chelons de 40V et 80V . Pour le retour d’e´tat,
il apparaˆıt sur les figures 3.10 en simulation et 3.11 expe´rimentalement que les
performances restent e´quivalentes pour chacune de ces re´fe´rences.
Ayant illustre´ brie`vement ce que les commandes line´aires simples et classiques
pouvaient apporter en terme de performances, le reste du chapitre sera consacre´ a`
l’e´tude de commandes non line´aires a` base de logique floue visant a` l’ame´lioration
de ces performances.
68 3. Re´glage temporel mono crite`re pour des syste`mes sous-amortis
Vs(V )
Il(A)
Fig. 3.9 – Re´ponses temporelles pour le retour d’e´tat line´aire
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Fig. 3.10 – Re´ponses temporelles en simulation pour d’autres re´fe´rences de tension
avec le retour d’e´tat line´aire
3.4 Retour proportionnel de´rive´ et commande
PID floue
Dans cette partie, nous pre´senterons une me´thode originale permettant d’uti-
liser des re´glages pre´-e´tablis pour un correcteur flou de type PID commandant un
syste`me dont la re´ponse indicielle en boucle ouverte est de type sous-amorti. Cette
me´thodologie va se de´composer en plusieurs e´tapes. Dans un premier temps, le
syste`me sous-amorti sera transforme´ pour lui donner un comportement sur amorti
par une boucle de retour et par placement de poˆles. Il deviendra alors possible dans
un deuxie`me temps d’utiliser, soit les re´glages pre´-e´tablis donne´s dans [His98a] si
les parame`tres du syste`me respectent le domaine de validite´ ou bien e´tendre ces
re´glages par le biais des plans d’expe´riences pour les adapter au syste`me e´tudie´ .
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Fig. 3.11 – Re´ponses temporelles expe´rimentales pour diffe´rentes re´fe´rences de
tension avec le retour d’e´tat line´aire
3.4.1 Retour proportionnel de´rive´
Le syste`me e´tudie´ ayant un comportement sous amorti, il est possible, de ma-
nie`re analogue a` l’e´tude sur les syste`mes sur-amortis [His98a], de l’identifier a` un
syste`me du second ordre, sous-amorti, dont la fonction de transfert H(p) est du
type donne´ e´quation 3.20, avec ξ < 1 :
H(p) =
G
1 +
2ξ
ωn
p+
1
ω2n
p2
=
G
1 + a.p+ b.p2
(3.20)
Au moyen d’une boucle de retour, ce syste`me sous-amorti est transforme´ en
syste`me sur-amorti de fonction de transfert H˜ :
H˜(p) =
G˜
1 +
2ξ˜
ω˜n
p+
1
ω˜n
2p
2
=
G˜
1 + a˜.p+ b˜.p2
(3.21)
Le nouveau syste`me ayant un comportement sur-amorti, il est possible de de´fi-
nir :
H˜(p) =
G˜
(1 + τ1)(1 + τ2)
avec τ1 ≤ τ2 (3.22)
avec : 
τ1 =
ξ˜ −
√
ξ˜2 − 1
ω˜n
τ2 =
ξ˜ +
√
ξ˜2 − 1
ω˜n
(3.23)
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Le syste`me se voit alors commande´ par un retour proportionnel de´rive´, de´-
fini par deux coefficients, k1 k2 et dont la fonction de transfert, R(p), est donne´e
e´quation 3.24.
R(p) = k1 + k2.p (3.24)
La structure de commande permettant cette transformation est explicite´e figure
3.12 :
+
−
H(p)
R(p)
Vref Vs
Fig. 3.12 – Retour proportionnel de´rive´
Il est alors possible de de´finir H˜(p) :
H˜(p) =
H(p)
1 + (k1 + k2.p)H(p)
(3.25)
Il vient alors : 
G˜ =
G
1 + k1.G
ω˜n = ωn
√
1 + k1.G
ξ˜ =
ω˜n
2
.
2ξ
ωn
+ k2.G
1 + k1.G
(3.26)
et : 
k1 =
1
G
(
ω˜n
2
ω2n
− 1
)
k2 =
2
G.ωn
(
ξ˜ω˜n
ωn
ξ
) (3.27)
Avec deux degre´s de liberte´, il est possible de fixer le coefficient d’amortissement
et la pseudo pulsation du nouveau syste`me afin d’obtenir un comportement sur
amorti.
Le nouveau comportement du syste`me, H˜(p), peut alors eˆtre approxime´ par un
mode`le du premier ordre ge´ne´ralise´, de´crit e´quation 3.28.
F (p) =
K.e−T.p
(1 + τ.p)
(3.28)
3.4. Retour proportionnel de´rive´ et commande PID floue 71
A` l’issue de cette phase, le syste`me a` commander pre´sente donc des carac-
te´ristiques permettant d’utiliser des me´thodologies de re´glage de´ja` connues. Cette
structure va donc eˆtre applique´e au hacheur e´tudie´. Celui-ci, commande´ en tension,
mode´lise´ par la fonction 3.20, posse`de les caracte´ristiques suivantes :{
ωn = 700rad.s
−1
ξ = 0.14
(3.29)
Dans un souci d’ame´lioration de la bande passante, les coefficients du syste`me
sur-amorti de´sire´s sont donne´s e´quation 3.30.{
ω˜n = 810rad.s
−1
ξ˜ = 1.4
(3.30)
Elles conduisent alors aux coefficients suivant pour la structure de retour pro-
portionnel de´rive´ : {
k1 = 0.4
k2 = 0.002
(3.31)
Apre`s identification du ”nouveau” syste`me, celui-ci peut alors eˆtre mode´lise´ par
un premier ordre ge´ne´ralise´ dont les parame`tres sont donne´s en 3.32 :
K = 7.16
T = 5.5.10−4s
τ = 3ms
(3.32)
A` partir de cette premie`re structure, il va eˆtre possible d’ajouter une structure
de commande de type PID flou pour ame´liorer les performances du syste`me.
3.4.2 Structure comple`te de la commande
A` partir du syste`me corrige´ par le retour proportionnel de´rive´, de comportement
sur-amorti, une commande floue de type PID, de´crite chapitre 1, est applique´e pour
assurer les performances dynamiques du syste`me (figure 3.13).
++
− −
H(p)
R(p)
Vref Vs
Fig. 3.13 – Structure de la commande constitue´e par un correcteur PID flou et un
retour de´rive´
La table de re`gles e´tant fixe´e (table anti-diagonale classique), le nombre de
parame`tres a` re´gler est limite´. Appliquant les syme´tries de´crites au chapitre 1 sur
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les 7 fonctions d’appartenance par entre´e et les 7 singletons de sortie, il reste 10
parame`tres a` re´gler :
– les positions de certaines fonctions d’appartenance et certains singletons de
sortie, soit 6 facteurs,
– les gains de normalisation sur les entre´es et de de´normalisation sur la sortie,
soit 3 facteurs,
– le gain inte´gral.
3.4.3 Re´glage des parame`tres de la commande
Pour le re´glage des parame`tres d’un correcteur flou de type PID commandant
un syste`me sur-amorti, D.Hissel [His98a] propose de fixer a` la valeur de la consigne
le gain de normalisation sur l’erreur, gem, et d’affecter les valeurs donne´es dans le
tableau 3.2 aux autres coefficients.
PSe 0.281 PVSde 0.21
PVSe 0.184 PSs 0.8
PSde 0.7 PVSs 0.284
gdem
(τ + 0.4T )Ts.em
τ.T
Ki
1.78
K.T
gm
2.26(τ + 0.4T ).em
K.T
Tab. 3.2 – Re´glages pre´-e´tablis
Les valeurs de K, T et τ sont celles obtenues pre´ce´demment par identification
des parame`tres du mode`le du syste`me sur-amorti, figure 3.14.
Cependant, apre`s identification de ceux-ci, il apparaˆıt que les re´glages de la table
3.2 ne peuvent eˆtre utilise´s car les conditions d’utilisation ne sont pas respecte´es. En
effet, la relation T/Te > 7 doit eˆtre ve´rifie´e alors que l’identification dans notre cas
donne T/Te ≈ 5. Dans ce cas de figure, il est donc souhaitable de pouvoir adapter
les re´glages ”pre´-e´tablis” propose´s au syste`me e´tudie´ plutoˆt que de rechercher les
conditions sur la boucle de retour de´rive´ pour respecter ces contraintes, sachant
que ce n’est pas toujours possible. Ainsi, la me´thode pourra eˆtre ge´ne´ralise´e pour
les syste`mes sous et sur-amortis.
3.4. Retour proportionnel de´rive´ et commande PID floue 73
 
T
 
t 
K =   DVs 
      DVref 
 
Vs
temps
Fig. 3.14 – Re´ponse indicielle en boucle ouverte pour l’identification des para-
me`tres
3.4.4 Extension du domaine de validite´ des re´glages par les
plans d’expe´riences
Les coefficients du retour de´rive´ e´tant fixe´s et le syste`me de type sous-amorti
identifie´ ne respectant pas les contraintes des re´glages pre´-e´tablis, la me´thodologie
des plans d’expe´riences va eˆtre employe´e pour obtenir le nouveau re´glage du cor-
recteur flou, [Fau05c]. Le nombre de parame`tres a` re´gler s’e´le`ve a` 9 en fixant le gain
de normalisation sur l’erreur a` la valeur de re´fe´rence. Pour limiter le nombre d’es-
sais a` re´aliser, un plan factoriel fractionnaire sera utilise´. Afin d’obtenir une bonne
pre´cision sur les effets des interactions entre facteurs, il est souhaitable d’utiliser un
plan de re´solution IV, soit une table 29−5IV . Pour une telle table, il est ne´cessaire de
re´aliser 32 essais. En effet, on ne peut obtenir une re´solution IV avec seulement 16
essais pour 9 parame`tres e´tudie´s. Il existe de nombreuses tables donnant une telle
re´solution. Pour les construire, diffe´rents crite`res, comme par exemple celui base´
sur la notion d’aberration minimale [Dro92], peuvent eˆtre utilise´s comme pre´sente´
dans le chapitre 2. Or, pour une table 29−5IV , plutoˆt que d’utiliser une table obtenue
a` partir de ce crite`re, Brownlee [Bro48] propose une autre table confondant moins
d’interactions (21 interactions d’ordre 2 plutoˆt que 28) qui sera utilise´e dans cette
e´tude. Les 9 facteurs e´tudie´s sont divise´s en deux parties :
– les 5 facteurs du plan complet d’une part, note´s de 1 a` 5,
– les 4 facteurs aliase´s d’autre part, note´s de 6 a` 9.
Les facteurs aliase´s sont pour cette table de´finis par les interactions suivantes :
6 = 1234
7 = 235
8 = 145
9 = 345
(3.33)
La table comple`te est de´finie dans l’annexe 2.
Les niveaux de chacun des facteurs retenus, tables 3.3 et 3.4 vont eˆtre fixe´s de
part et d’autre des valeurs des re´glages pre´-e´tablis donne´s par D.Hissel, table 3.2.
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Facteur gdem gm Ki
Niveau 1
0.5(τ + 0.4T )Ts.em
τ.T
1.26(τ + 0.4T ).em
K.T
0.7
K.T
Niveau 2
1.5(τ + 0.4T )Ts.em
τ.T
3.26(τ + 0.4T ).em
K.T
2.7
K.T
Tab. 3.3 – Niveaux des facteurs pour les gains
Facteur PSe PVSe PSde PVSde PSs PVSs
Niveau 1 0.26 0.16 0.6 0.1 0.7 0.18
Niveau 2 0.3 0.2 0.8 0.3 0.9 0.38
Tab. 3.4 – Niveaux des facteurs pour les positions des fonctions d’appartenance
A` l’issue des plans, il apparaˆıt que seuls les facteurs gdem et Ki sont influents,
ce qui conduit a` de´finir le re´glage e´tendu donne´ table 3.5.
PSe 0.281 PVSde 0.21
PVSe 0.184 PSs 0.8
PSde 0.7 PVSs 0.284
gdem
0.5(τ + 0.4T )Ts.em
τ.T
Ki
2.7
K.T
gm
2.26(τ + 0.4T ).em
K.T
Tab. 3.5 – Re´glages pre´-e´tablis e´tendus
Les re´sultats expe´rimentaux, correspondant aux e´tudes en simulation, sont tra-
ce´s figure 3.15.
Les performances sont ici globalement ame´liore´es aussi bien en re´gulation qu’en
asservissement. De plus, toujours dans le meˆme souci de ve´rifier la robustesse du
syste`me, celui-ci sera la` encore soumis a` des re´fe´rences de 40V et 80V . Les re´ponses
temporelles correspondantes sont donne´es figure 3.16.
Le syste`me se comporte bien pour ces deux re´fe´rences et les performances sont
la` encore ame´liore´es par rapport a` la commande par retour d’e´tat line´aire, figure
3.9.
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Fig. 3.15 – Re´ponses temporelles pour le correcteur PID flou associe´ au retour
de´rive´
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Fig. 3.16 – Re´ponses temporelles en simulation pour une autre re´fe´rence
3.4.5 Domaine de validite´
Les re´glages pre´-e´tablis e´tendus pre´sente´ dans le paragraphe pre´ce´dent vont eˆtre
tributaires de certaines limitations par rapport aux valeurs relatives des parame`tres
du syste`me. Celui-ci est toujours identifie´ a` une fonction de transfert du premier
ordre ge´ne´ralise´, e´quation 3.34, pour calculer les parame`tres du correcteur.
F (p) =
K.e−T.p
(1 + τ.p)
(3.34)
Le premier e´le´ment limitant est le rapport entre la constante de temps τ et le
retard pur T . Une e´tude en simulation sur une fonction de transfert de type 3.34 a
montre´ la sensibilite´ du crite`re IAE en fonction de ce rapport, figure 3.17. L’e´tude
montre que le retard pur doit eˆtre suffisamment petit devant la constante de temps
pour donner des performances satisfaisantes (T < 0.1τ). Le domaine de validite´
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de ces re´glages pre´-e´tablis e´tendus est donc plus limite´ en ce sens que ceux donne´s
dans [His98a] qui permettaient une plus grande variation de T (T < 0.2τ).
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Fig. 3.17 – Sensibilite´ du crite`re IAE en fonction du rapport entre les e´le´ments T
et τ pour les re´glages pre´-e´tablis e´tendus
Il est e´galement inte´ressant de regarder la sensibilite´ de ces re´glages par rapport
a` la pe´riode d’e´chantillonnage. En effet, c’est la contrainte lie´e a` celle-ci qui a
empeˆche´ l’utilisation des re´glages pre´-e´tablis. La figure 3.18 montre l’e´volution du
crite`re IAE en fonction du rapport
Te
T
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Fig. 3.18 – Domaine de validite´
Il apparaˆıt alors qu’avec ces nouveaux re´glages, le domaine de fonctionnement
est e´tendu en termes de pe´riodes d’e´chantillonnage au de´triment du rapport T sur
τ . Par extension, il semble donc possible a` partir de la me´thodologie de´crite plus
haut d’obtenir par le biais des plans d’expe´riences et des re´glages pre´-e´tablis donne´s
par D.Hissel de re´gler le correcteur flou de type PID pour la plupart des syste`mes
pouvant eˆtre mode´lise´s par des mode`les du second ordre sous ou sur amortis. De
plus, le fait que seuls les gains aient e´te´ modifie´s pour le nouveau re´glage peut laisser
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pre´sager qu’une e´tude simplifie´e peut eˆtre mene´e pour l’adaptation des re´glages,
c’est-a`-dire qu’il n’y aurait que 3 parame`tres a` e´tudier, les positions des fonctions
d’appartenance restant fixes. Sous cette hypothe`se, il devient alors envisageable
de mettre en oeuvre la me´thodologie des surfaces de re´ponses (chapitre 2) pour
obtenir une re´ponse optimale sur un domaine de discours donne´.
3.4.6 Surfaces de re´ponses
Dans cette section, la me´thodologie des surfaces de re´ponses va eˆtre utilise´e
pour ame´liorer le re´glage des trois facteurs les plus importants identifie´s pre´ce´-
demment, c’est-a`-dire les 3 gains gm, Ki et gdem ([Fau06a]). A` partir du plan
composite centre´ a` 3 facteurs pre´sente´ chapitre 2 et donne´ en annexe 1, une mo-
de´lisation de l’e´volution du crite`re IAE va eˆtre re´alise´e en fonction de ces 3 gains.
La` encore, l’e´tude va eˆtre mene´e en simulation puis valide´e expe´rimentalement. La
table d’expe´riences me`ne alors au nombre de 15 essais a` re´aliser. Les niveaux des
facteurs sont de´finis par rapport au re´glage optimal obtenu pre´ce´demment pour
chacun de ceux-ci et note´ fiopti1 avec fi ∈ {gm, gdem,Ki}.
Niveau - valeur optimale Niveau +
facteur fi 0.8fiopti1 fiopti1 1.2fiopti1
Tab. 3.6 – Niveaux des facteurs
En posant η l’estimation de la valeur du crite`re IAE, βm et βmn ((m,n) ∈
{1, 2, 3}2) les coefficients du polynoˆme et xl la variable associe´e au facteur gm, x2
la variable associe´e au facteur gdem et x3 la variable associe´e au facteur Ki, la
forme ge´ne´rale du mode`le peut alors eˆtre de´finie :
η = β0 +
3∑
i=1
βi.xi +
3∑
i=1
βii.x
2
i +
2∑
i=1
(
3∑
j=i+1
βij.xi.xj) (3.35)
A` partir de la table d’expe´riences, les essais sont donc re´alise´s et conduisent au
valeurs du crite`re IAE donne´e table 3.7
essai 1 2 3 4 5 6 7 8
IAE (V.s) 0.2039 0.1969 0.2094 0.1984 0.1862 0.1701 0.1752 0.1697
essai 9 10 11 12 13 14 15
IAE (V.s) 0.1825 0.1757 0.1778 0.1667 0.2084 0.1736 0.1563
Tab. 3.7 – Re´sultat des essais
Dans la de´marche de validation du mode`le, l’analyse statistique des re´sultats
va alors se baser sur le tableau ANOVA (explicite´ chapitre 2), table 3.8.
La grandeur Fcritique repre´sente F(α,p−1,N−p) pour α = 0.05. Comme Fc >
Fcritique, il est donc possible de rejeter l’hypothe`se selon laquelle le mode`le ne
permet pas de de´crire la variation des essais. Maintenant, la qualite´ descriptive du
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Source de Degre´s de Somme Moyenne Fc Fcritique
variation liberte´ des carre´s des carre´s
Re´gression 9 0.0041 4.5624e− 4 262.0994 3.02
Re´siduelle 10 1.7407e− 5 1.7407e− 6
Totale 19 0.0041
Tab. 3.8 – Tableau ANOVA : analyse de re´gression du mode`le
mode`le va eˆtre e´value´e au moyen des coefficients de de´termination, R2 et R2ajuste.
Ceux-ci prennent les valeurs suivantes :{
R2 = 0.9958
R2ajuste = 0.9920
(3.36)
Avec le coefficient R2ajuste > 0.99, une tre`s bonne qualite´ descriptive est assure´e.
L’e´tape suivante est alors l’analyse des coefficients du mode`le. Ceux-ci sont donne´s
table 3.9 ainsi que la valeur de la statistique tc associe´e. tcritique repre´sente tα
2
,N−p,
soit le (1 − α
2
) quantile d’une loi de Student a` (N − p) degre´s de liberte´ pour
α = 0.05.
coefficient valeur Erreur type tc tcritique
β̂0 0.1736 4.8798e− 4 355.7152 2.3
β̂1 −0.0063 3.9867e− 004 15.7113 2.3
β̂2 −0.0019 3.9867e− 004 4.6649 2.3
β̂3 −0.0156 3.9867e− 004 39.2438 2.3
β̂11 0.0017 5.6766e− 004 3.0570 2.3
β̂22 0.0022 5.6766e− 004 3.8939 2.3
β̂33 0.0095 5.6766e− 004 16.7194 2.3
β̂12 −8.4277e− 004 5.6766e− 004 1.8067 2.3
β̂13 −0.0021 5.6766e− 004 4.5793 2.3
β̂23 −0.0040 5.6766e− 004 8.5436 2.3
Tab. 3.9 – Tableau ANOVA : analyse de re´gression des coefficients
A` partir de ce tableau, seuls les coefficients apportant une qualite´ descriptive
au mode`le seront conserve´s, ce qui revient a` rejeter le coefficient β̂12. L’estimation
du crite`re peut alors eˆtre re´e´crite sous la forme :
η = β̂0+β̂1.x1+β̂2.x2+β̂3.x3+β̂11.x
2
1+β̂22.x
2
2+β̂33.x
2
3+β̂13.x1.x3+β̂23.x2.x3 (3.37)
L’objectif est alors de de´terminer l’optimum global. Soit la forme matricielle
donne´e e´quation 3.38 et explicite´e dans le chapitre 2, section 2.4.5.
η = b0 +
t x.b+t x.B.x (3.38)
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La nature de l’optimum global de´pend des valeurs propres de la matrice B.
Celles-ci sont donne´es dans 3.39 
λ1 = 0.001
λ2 = 0.0023
λ3 = 0.0101
(3.39)
Toutes les valeurs propres de la matrice B e´tant positives, la matrice est de´finie
positive, l’analyse analytique montre alors que l’optimum global est un minimum
dont les coordonne´es sont donne´es par l’e´quation 2.83. Or, la distance d au centre
du domaine est d = 6.1. La position du minimum est e´loigne´e du domaine de
validite´ du mode`le, il faut alors rechercher sur l’univers du discours des variables
les coordonne´es du minimum : une recherche locale doit donc eˆtre effectue´e. Plutoˆt
que l’utilisation d’un algorithme d’optimisation local, l’analyse RIGE pre´sente´e
dans la section 2.4.5 et s’appuyant directement sur le mode`le analytique va lui
eˆtre pre´fe´re´e. Il s’agit alors de conside´rer des hyper-sphe`res de´crivant l’univers
expe´rimental et faire varier la valeur du rayon en lui associant a` chaque fois le
minimum du crite`re sur l’hyper-sphe`re de rayon conside´re´.
La figure 3.19 repre´sente l’e´volution du minimum du crite`re en fonction du
rayon de l’hyper-sphe`re.
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Fig. 3.19 – Evolution du minimum du crite`re en fonction du rayon de l’hyper-
sphe`re
Il apparaˆıt alors que le minimum se trouve sur la frontie`re du domaine du
discours des variables. Lorsque la valeur du rayon de´passe la frontie`re unitaire, le
crite`re diminue toujours. Cependant, le mode`le analytique est valide uniquement
pour un rayon infe´rieur a` l’hyper-sphe`re unite´. Le crite`re le plus faible obtenu lors
des essais re´alise´s, IAE = 0.1563, e´tant plus petit que la valeur du crite`re minimum
a` l’inte´rieur de l’hyper-sphe`re de rayon unitaire, IAE = 0.1615, les coordonne´es de
l’optimum global retenues vont ici eˆtre se´lectionne´es dans le sens de la direction de
descente du crite`re repre´sente´e figure 3.19 pour un rayon supe´rieur a` 1 mais n’e´tant
pas trop e´loigne´ du domaine expe´rimental. Il est probable que la valeur du crite`re
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puisse encore eˆtre diminue´e, mais pour s’en assurer il est ne´cessaire de re´aliser une
e´tude supple´mentaire en mettant en oeuvre un autre plan composite centre´ pour
des niveaux de parame`tres diffe´rents.
A` l’issue de la proce´dure, les coefficients donne´s table 3.10 sont retenus. Ils
correspondent a` une valeur du crite`re IAE de 0.1482V.s.
gm 18.4
gdem 0.52
Ki 979
Tab. 3.10 – Re´glages optimaux
La direction de la descente est repre´sente´e en 3 dimensions en fixant le para-
me`tre gdem figure 3.20. Le point optimal choisi se situe bien dans la direction de
la diminution du crite`re.
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Fig. 3.20 – Direction de descente du crite`re IAE en fonction des parame`tres Ki
et gm
Les re´ponses temporelles correspondantes sont donne´es figure 3.21.
La valeur du crite`re IAE a e´te´ ame´liore´e pour la re´fe´rence de 60V correspon-
dant a` notre test de performances. Il apparaˆıt cependant que lors des variations de
la tension de re´fe´rence, figure 3.22, la dynamique du syste`me est de´te´riore´e pour
V ref = 40V alors que les performances restent e´quivalentes pour V ref = 80V .
L’optimisation des parame`tres de la commande correspond donc ici a` une ame´liora-
tion pour un test de performance pre´cis dans des conditions de´termine´es. En effet,
la variation de la tension de re´fe´rence n’a pas e´te´ prise en compte dans le crite`re.
D.Hissel [His98a] a e´galement propose´ des re´glages robustes pour une variation
de cette entre´e. Cela se traduit par une meilleure robustesse mais au de´triment
des performances dynamiques pures pour une re´fe´rence fixe. En fonction du cahier
des charges, la me´thodologie de re´glage applique´e dans cette section en utilisant
les surfaces de re´ponses pourrait eˆtre reprise a` partir de ces re´glages pre´-e´tablis
robustes.
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Fig. 3.21 – Re´ponses temporelles pour le pseudo retour d’e´tat flou apre`s optimi-
sation par les surfaces de re´ponses
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Fig. 3.22 – Re´ponses temporelles en simulation pour une autre re´fe´rence
Il est e´galement inte´ressant de tester la robustesse par rapport a` une variation
de la charge. Pour une charge de 20Ω, les re´ponses temporelles ont alors e´te´ trace´es
figure 3.23 pour les deux jeux de re´glages.
La robustesse par rapport a` cette variation de charge est donc ici tre`s bonne
pour les deux re´glages. Ce bon re´sultat vient des valeurs initiales utilise´es pour les
parame`tres du correcteur. En effet, celles-ci correspondent a` un re´glage pre´-e´tabli
robuste du correcteur flou par rapport aux variations des parame`tres du syste`me.
A` l’issue de la proce´dure, le crite`re IAE a e´te´ ame´liore´ d’environ 12% par
rapport au re´sultat donne´ au moyen des re´glages e´tendus pre´ce´dents. En appliquant
la me´thode de re´glage en deux e´tapes, plans pour l’e´tude des effets des facteurs et
plans pour l’e´tude des surfaces de re´ponses, pour seulement 3 facteurs, 36 essais
ont du eˆtre re´alise´s. Il est possible de diminuer ce nombre total d’essais a` re´aliser en
re´utilisant certains essais du plan complet factoriel dans le plan composite centre´
si les niveaux initiaux correspondent a` l’univers du discours des variables souhaite´
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Fig. 3.23 – Re´ponses temporelles en simulation pour une charge de 20Ω
pour l’e´tude par surface de re´ponse. Avec des niveaux judicieusement choisis, seuls
20 essais devront alors eˆtre mene´s.
La structure de commande propose´e pre´sente donc un inte´reˆt certain en termes
de performances. Il est cependant possible d’envisager d’autres structures de com-
mande a` base de logique floue pour commander des syste`mes de type sous-amorti.
Ainsi, la commande par retour d’e´tat line´aire ayant donne´ de bonnes performances,
sa structure servira de base pour l’e´tude de la section suivante, traitant du retour
d’e´tat flou.
3.5 Retour d’e´tat flou
Une autre ide´e consiste a` utiliser un retour d’e´tat uniquement flou a` la diffe´rence
de ce que l’on peut trouver dans la litte´rature ou` le flou est utilise´ comme un gain
adaptatif [Car99] ou comme une combinaison de retours d’e´tats line´aires [Lam04].
Le premier pas consiste a` partir d’une structure de retour d’e´tat line´aire classique
puis de remplacer le retour d’e´tat line´aire par un controˆleur flou. Le principe est
alors de modifier graˆce au controˆleur flou la surface de commande line´aire afin de
rendre la commande plus performante. Pour ce faire, une table de re`gles spe´cifique
doit eˆtre utilise´e avec les plans d’expe´riences pour re´gler les diffe´rents parame`tres
du controˆleur.
3.5.1 Structure de la commande
La structure de commande est donne´e figure 3.24. Celle-ci reprend la structure
de la commande par retour d’e´tat line´aire du paragraphe pre´ce`dent, c’est-a`-dire
retour d’e´tat et action inte´grale. Les grandeurs d’e´tat seront donc la` encore la
tension de sortie Vs et le courant dans l’inductance Il.
Le correcteur flou utilise´ est la` encore un correcteur de type Sugeno, cependant,
l’action floue va maintenant agir sur le retour d’e´tat. La structure du correcteur
doit donc eˆtre adapte´e pour re´pondre a` cette nouvelle exigence. Les grandeurs
d’e´tat vont eˆtre retrouve´es en entre´e, fixant donc a` deux le nombre de celles-ci.
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Fig. 3.24 – Retour d’e´tat flou
Avec une sortie unique, le nombre de parame`tres du moteur flou de´pend alors du
nombre de fonctions d’appartenance utilise´es. De plus, la table de re`gles utilise´e
pour le retour d’e´tat flou ne peut eˆtre construite sur le mode`le des tables antidia-
gonales pre´ce´demment employe´es. En effet, les entre´es e´tant les variables d’e´tats
et le convertisseur e´tant unidirectionnel en courant et en tension, l’univers du dis-
cours sera donc strictement positif ou nul aussi bien sur les entre´es du moteur flou
que pour la sortie, imposant alors des contraintes sur la table de re`gles dont la
de´finition est de´taille´e un peu plus loin. Afin de minimiser les facteurs devant eˆtre
re´gle´s tout en laissant des degre´s de liberte´ suffisamment importants, le nombre de
fonctions d’appartenance va dans un premier temps eˆtre fixe´ a` 4 par entre´e ainsi
que pour la sortie.
Avec deux entre´es et deux gains de normalisation (
1
V sms
,
1
Ilm
), 4 fonctions
d’appartenance par entre´e et 4 singletons de sortie (Zi, PV Si, PSi et PBi avec
i ∈ Vs, Il, s), 4 × 4 = 16 re`gles et le gain de de´normalisation gm, 33 parame`tres
doivent eˆtre re´gle´s. Pour faciliter le re´glage, ce nombre est diminue´ en fixant les
positions des fonctions d’appartenances extreˆmes (Zi et PBi), respectivement a` 0
et a` 1. De plus, les positions des coefficients de la table de re`gle vont eˆtre fige´es pour
poursuivre dans le sens de la minimisation des facteurs. Le nombre de parame`tres
mobiles du moteur flou est alors re´duit a` 9. Il devient alors envisageable d’utiliser
la me´thodologie des plans d’expe´riences tout en re´alisant un nombre raisonnable
d’expe´riences.
La table de re`gles doit maintenant eˆtre de´finie. Ses coefficients sont alors place´s
de manie`re a` avoir une commande proche de celle du retour d’e´tat line´aire aux
points de fonctionnement et une commande plus re´active sur le reste du domaine,
comme repre´sente´ dans le tableau 3.11.
ZVs PV SVs PSVs PBVs
ZIl Zs PV Ss PV Ss PBs
PV SIl Zs PV Ss PSs PBs
PSIl Zs PV Ss PSs PBs
PBIl PV Ss PSs PBs PBs
Tab. 3.11 – Table de re`gles du retour d’e´tat flou
En effet, le test de performances impose deux points de fonctionnement, c’est-a`-
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dire lorsque la charge est ou n’est pas connecte´e. A` chacun de ces points correspond
un couple de valeurs pour les variables d’e´tats. Pour ces points particuliers, il est
pre´fe´rable de pouvoir fixer facilement la valeur de la commande floue. La table
est donc construite de fac¸on a` faire apparaˆıtre deux couples : {PSVs , ZIl} d’une
part pour le point de fonctionnement a` vide et {PSVs , PSIl} d’autre part lorsque
la charge est connecte´e. Ces couples correspondent respectivement aux grandeurs
de commande PV Ss et PSs. La position de la fonction d’appartenance PSVs sera
donc fixe´e dans un premier temps au niveau de la tension de re´fe´rence alors que
les positions des fonctions ZIl et PSIl correspondent a` la valeur du courant respec-
tivement lorsque le syste`me est a` vide ou en charge. L’effet du retour d’e´tat flou
sera alors de donner des valeurs de commande ade´quates en ces points mais aussi
d’apporter une forte non-line´arite´ lorsque l’on s’e´loignera de ceux-ci, dans le but
d’ame´liorer les performances dynamiques, ce qui explique la forme de la table de
re`gles.
En prenant maintenant en conside´ration l’ensemble de la commande, il faut
ajouter aux parame`tres du moteur flou le gain d’inte´gration Ki. La structure de
commande retenue totalise donc 10 facteurs a` re´gler :
– les 2 gains de normalisation en entre´e :
1
V sm
et
1
Ilm
,
– le gain de de´normalisation en sortie : gm,
– les fonctions d’appartenance re´glables en entre´e : PSVs et PV SVs pour la
tension et PSIl et PV SIl pour le courant,
– les singletons re´glables en sortie : PSs et PV Ss,
– le gain d’inte´gration Ki.
Ayant identifie´ 10 parame`tres, la me´thodologie des plans d’expe´riences va pou-
voir eˆtre utilise´e afin de re´gler la commande par retour d’e´tat flou.
3.5.2 Plans d’expe´riences
La proble´matique est de´sormais de de´finir la me´thodologie expe´rimentale
conduisant au re´glage de la commande par retour d’e´tat flou : quels sont les ni-
veaux a` attribuer a` chaque facteur, faut-il fixer certains de ceux-ci, combien d’essais
faut-il re´aliser et pour quel compromis sur la pre´cision des indications obtenues ?
La proce´dure de re´glage va eˆtre de´compose´e en deux parties ([Fau05a]) :
– tout d’abord, un plan de ”de´grossissage” va eˆtre mis en oeuvre. En fixant
certains des parame`tres, il va eˆtre possible de re´aliser seulement un nombre
re´duit d’essais. Un premier jeu de parame`tres sera donc obtenu a` moindre
couˆt. De plus, a` partir de niveaux initiaux, l’influence globale des facteurs
pourra eˆtre de´termine´e et servir de point de de´part pour un re´glage plus fin.
– ensuite, un nouveau plan pour affiner les re´glages va eˆtre re´alise´. L’ide´e est
ici d’obtenir un meilleur re´glage par un choix des niveaux des facteurs oriente´
par le re´sultat du plan pre´ce´dent. De plus, l’ensemble des parame`tres sera ici
e´tudie´.
Le choix du plan de de´grossissage va eˆtre influence´ par le nombre d’essais a`
re´aliser. Une re´solution IV est ne´cessaire pour e´valuer avec pre´cision les effets. De
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plus, pour que la matrice d’expe´riences soit une matrice d’Hadamard, il faut que le
nombre d’essais soit multiple de 4. Avec 16 essais et en respectant les contraintes
ci-dessus, 8 facteurs au maximum peuvent eˆtre e´tudie´s. Il faut donc fixer pour cette
premie`re partie de l’e´tude deux autres parame`tres. Or, la forme spe´cifique de la
table de re`gles peut eˆtre exploite´e pour imposer la position de la fonction d’appar-
tenance PSVs . Ainsi, la valeur de PSVs sera fixe´e pour co¨ıncider avec la valeur de
la re´fe´rence. De plus, dans un premier temps, la valeur du gain d’inte´gration va
rester constante et conserver la valeur obtenue pour le retour d’e´tat line´aire.
Avec seulement 8 facteurs, un plan factoriel fractionnaire base´ sur un plan com-
plet a` 4 facteurs peut eˆtre utilise´. Le plan 28−4IV donne´ en annexe 1 va ainsi eˆtre
employe´. Il faut alors de´finir les niveaux de chacun des facteurs. Pour ce faire,
les valeurs de la commande du retour line´aire vont eˆtre utilise´es. Les coefficients
de normalisation de la tension et du courant sont choisis de fac¸on a` majorer les
grandeurs maximales en fonctionnement normal. De plus, pour les deux points
de fonctionnement, les valeurs du correcteur line´aire sont donne´es a` la commande
floue. De ce fait, la plupart des parame`tres ont leur valeur initiale fixe´e. Il reste
a` de´finir arbitrairement et de fac¸on e´qui-re´partie la position des fonctions d’ap-
partenances restantes. L’ensemble des valeurs initiales des facteurs est donne´ table
3.12.
V sm 80 PSVs 0.7 PSs 0.62
Ilm 10 PV SVs 0.4 PV Ss 0.3
gm 250 PSIl 0.6
kR 0.1 PV SIl 0.3
Tab. 3.12 – Parame`tres initiaux du syste`me
Les niveaux du premier plan d’expe´riences vont alors eˆtre choisis autour de ces
valeurs initiales. Ils sont donne´s table 3.13.
Facteur V sm Ilm gm PSVs PV SVs PSIl PV SIl PSs PV Ss
Niveau 1 80 8 200 0.6 0.3 0.5 0.2 0.5 0.2
Niveau 2 100 10 250 0.8 0.5 0.7 0.4 0.7 0.4
Tab. 3.13 – Niveaux des facteurs pour le plan de ”de´grossissage”
La proce´dure d’analyse des re´sultats de ce plan ne sera pas de´taille´e ici car elle
reprend les e´le´ments de me´thodologie pre´sente´s dans le chapitre 2.
L’e´tude conduit alors au jeu de re´glage optimal de la table 3.14.
V sm 80 PSVs 0.8 PSs 0.7
Ilm 10 PV SVs 0.5 PV Ss 0.4
gm 200 PSIl 0.5
kR 0.1 PV SIl 0.2
Tab. 3.14 – Parame`tres du syste`me
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A` l’issue de cette premie`re e´tape de re´glage, la valeur du crite`re IAE (0.41V.s)
pre´sente une ame´lioration de l’ordre de 16% par rapport a` la valeur correspondant
au retour d’e´tat line´aire (0.49V.s). Un deuxie`me plan d’expe´riences va permettre
d’ame´liorer encore ces re´glages.
Partant du re´glage optimal donne´ par le premier plan et de´pendant des niveaux
initiaux des facteurs, de nouveaux niveaux plus judicieusement choisis vont eˆtre
utilise´s pour le deuxie`me plan d’expe´rimentation. Le gain de normalisation du
courant en entre´e, Ilm, e´tant peu influent, sa valeur sera fixe´e et il ne sera pas e´tudie´
par la suite. Cependant, afin d’ame´liorer les performances de la commande, les deux
fonctions d’appartenances pre´ce´demment fixe´es, PSVs et PSIl , vont de´sormais eˆtre
prises en compte.
Avec 9 parame`tres a` re´gler, il est alors possible de mettre en oeuvre un plan
d’expe´rience base´ sur une table 29−5IV pour re´aliser les essais. La matrice d’expe´-
riences de´finie en annexe 2 et utilise´e dans l’e´tude du retour proportionnel de´rive´
sera donc employe´e de nouveau. La de´finition des niveaux pour ce deuxie`me plan,
table 3.15, repose alors sur les effets obtenus pre´ce´demment a` l’issue du premier
plan de de´grossissage.
Facteur V sm gm kR PSVs PV SVs PSIl PV SIl PSs PV Ss
Niveau 1 70 180 0.08 0.7 0.4 0.35 0.15 0.65 0.35
Niveau 2 90 220 0.12 0.8 0.6 0.45 0.45 0.75 0.45
Tab. 3.15 – Niveaux des facteurs pour le deuxie`me plan
A` l’issue des plans, les coefficients optimaux obtenus sont explicite´s table 3.16.
V sm 70 PSVs 0.8 PSs 0.65
Ilm 10 PV SVs 0.6 PV Ss 0.45
gm 220 PSIl 0.45
kR 0.12 PV SIl 0.15
Tab. 3.16 – Parame`tres optimaux du syste`me a` l’issue du second plan d’expe´riences
Ce re´glage des parame`tres conduit a` la surface de commande repre´sente´e figure
3.25. C’est la de´formation de la surface de retour plane du retour d’e´tat line´aire,
au moyen du moteur flou, qui est la source de l’ame´lioration des performances
dynamiques.
La re´ponse temporelle obtenue expe´rimentalement a` l’issue des plans d’expe´-
riences est repre´sente´e figure 3.26.
Le crite`re IAE pour ce re´glage est de´sormais de 0.33V.s. Il a, la` encore, e´te´
ame´liore´. Cependant, la structure du retour flou, par l’interme´diaire de la base de
re`gles, a e´te´ de´finie ici pour un point de fonctionnement donne´ et une re´fe´rence
donne´e. Une modification de la valeur de la charge peut ainsi conduire a` une de´-
gradation des performances par rapport au retour line´aire. La figure 3.27 illustre la
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(a) Retour d’e´tat flou 1 (b) Retour d’e´tat line´aire
Fig. 3.25 – Surfaces de commande des retours d’e´tats flous et line´aires
Vs(V )
Il(A)
Fig. 3.26 – Re´ponses temporelles du retour d’e´tat flou 1
comparaison en terme de performances pour une charge valant 20Ω entre le retour
d’e´tat flou et le retour d’e´tat line´aire.
Des ondulations apparaissent en re´gime permanent en charge lorsque le syste`me
est commande´ par retour d’e´tat flou. Il apparaˆıt donc que la commande par retour
d’e´tat flou n’est pas robuste par rapport a` des variations de charge. La structure
de la base de re`gles va alors eˆtre modifie´e par la suite pour pallier ce proble`me.
En ce qui concerne la modification de la tension de re´fe´rence, les re´ponses
temporelles de la figure 3.28 montrent que la commande n’est pas du tout robuste
aux variations de celle-ci.
La section suivante montrera alors comment l’augmentation du nombre de fonc-
tions d’appartenance peut re´soudre certains de ces proble`mes de robustesse par
rapport aux variations de charge et aux variations de la tension de re´fe´rence.
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Fig. 3.27 – Re´ponses temporelles en simulation pour une charge de 20Ω
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Fig. 3.28 – Re´ponses temporelles en simulation de la commande par retour d’e´tat
flou 1 pour diffe´rentes re´fe´rences
3.5.3 Augmentation du nombre de fonctions d’apparte-
nance
La robustesse par rapport aux variations de charge n’e´tant pas assure´e, la struc-
ture du retour d’e´tat flou peut eˆtre ame´liore´e en ajoutant des fonctions d’appar-
tenance supple´mentaires, [Fau05b]. Le moteur flou e´volue alors jusqu’a` 4 fonc-
tions d’appartenance re´glables par entre´e et 4 singletons re´glables en sortie :
Zi, PV Si, PSi, PMi, PVMi et PBi avec i ∈ Vs, Il, s. Le nombre de degre´s de li-
berte´ est plus important mais il en est de meˆme pour le nombre de facteurs a`
re´gler. Pour conserver un nombre d’essais raisonnable dans le cadre du re´glage des
parame`tres, il va donc la` encore falloir fixer certains des parame`tres. Le choix des
facteurs a` fixer va de´pendre de la structure de la table de re`gles et donc de la
strate´gie retenue pour ame´liorer la robustesse.
Pour re´soudre le proble`me du point de fonctionnement pour une charge quel-
conque, une bande line´aire autour de la tension de re´fe´rence assurant les meˆmes
valeurs de commande que le retour d’e´tat line´aire va eˆtre de´finie. En effet, en re´-
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gime permanent, la valeur des variables d’e´tat pour un point de fonctionnement
donne´ de´pend de la tension de re´fe´rence pour la tension de sortie et de la charge
pour le courant. La valeur du gain de la commande a` l’exte´rieur de cette bande
sera plus importante assurant ainsi par cette non-line´arite´ de bonnes performances
dynamiques. Il vient alors la table de re`gles donne´e table 3.17.
ZVs PV SVs PSVs PMVs PVMVs PBVs
ZIl Zs Zs
PV SIl Zs Zs
PSIl Zs Zs Surface line´aire PBs
PMIl PV Ss PMs
PVMIl PSs PVMs
PBIl
Tab. 3.17 – Table de re`gles du retour d’e´tat flou 2
Les parame`tres a` re´gler sont donc :
– les 2 gains de normalisation en entre´e :
1
V sm
et
1
Ilm
,
– le gain de de´normalisation en sortie : gm,
– les fonctions d’appartenance re´glables en entre´e : PV Si, PSi, PMi, PVMi
avec i ∈ Vs, Il respectivement pour la tension et pour le courant,
– les singletons re´glables en sortie : PV Ss, PSs, PMs et PVMs,
– le gain d’inte´gration Ki.
L’augmentation du nombre de fonctions d’appartenance combine´e a` la table de
re`gles de´finie table 3.17 conduit donc a` un total de 16 facteurs.
Dans un premier temps, la me´thodologie des plans d’expe´riences va eˆtre utilise´e
pour re´gler ceux-ci. Afin de limiter le nombre d’essais a` re´aliser tout en assurant
au plan une re´solution IV , le nombre de facteurs doit eˆtre re´duit.
A` l’issue de la proce´dure d’analyse, qui n’est pas de´taille´e ici, il apparaˆıt que les
effets des facteurs donne´s par le plan ne permettent pas de conclure et d’obtenir
le re´glage optimal. Les limites d’utilisation de l’outil sont ici atteintes. En effet,
la me´thodologie des plans d’expe´riences repose sur l’hypothe`se selon laquelle, si
le syste`me n’est pas line´aire, autour d’un point de fonctionnement, il est possible
de re´aliser un de´veloppement limite´ pour de´crire la fonction. Cependant, en aug-
mentant le nombre de fonctions d’appartenance, la sensibilite´ du syste`me s’en est
retrouve´e accrue. Ainsi, la surface de re´ponse va eˆtre de´finie par des courbures
multiples. Une solution possible permettant d’e´viter cette difficulte´ est de jouer
sur les niveaux des parame`tres afin de re´duire les intervalles de variation de chaque
facteur et de respecter l’hypothe`se ci-dessus. Cependant, une telle solution diminue
la pertinence des re´sultats de l’e´tude, l’optimum donne´ par les plans n’e´tant que
fortement local.
Cet exemple illustre donc les limitations d’utilisation des plans lorsque l’e´volu-
tion du crite`re n’est pas du tout monotone.
Les parame`tres de la commande vont alors eˆtre re´gle´s a` l’aide d’un algorithme
d’optimisation local se basant sur le crite`re IAE. L’algorithme d’optimisation local
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de type Hook and Jeeve pre´sente´ en annexe 2 va alors eˆtre utilise´ et conduit au
re´glage optimal donne´ table 3.18.
V sm 70 PVMVs 200 PVMIl 0.64 PVMs 0.16
Ilm 10 PMVs 0.857 PVMIl 0.6 PMs 0.1
gm 400 PSVs 0.84 PSIl 0.56 PSs 0.09
kR 0.11 PV SVs 0.35 PV SIl 0.15 PV Ss 0.036
Tab. 3.18 – Parame`tres du syste`me pour la commande par retour d’e´tat flou 2
La re´ponse temporelle correspondante est donne´e figure 3.29. Par la suite, la
nouvelle structure sera re´fe´rence´e par ”retour d’e´tat flou 2”et la structure posse´dant
moins de fonctions d’appartenance ”retour d’e´tat flou 1”.
Vs(V )
Il(A)
Fig. 3.29 – Re´ponse temporelle expe´rimentale pour le retour d’e´tat flou 2
Le crite`re IAE est alors ame´liore´ de 24% par rapport a` la commande par retour
d’e´tat flou 1. L’ame´lioration la plus notable apparaˆıt lors de la de´connection de la
charge. En effet, la commande se comporte particulie`rement bien tout en apportant
de bonnes performances sur l’ensemble du test. Ce phe´nome`ne s’explique a` partir
de la de´composition du signal de commande, figure 3.30 : la composante inte´grale
d’une part et l’action de retour d’e´tat d’autre part.
La de´composition de la commande en ses deux composantes montre ici que le
retour d’e´tat flou re´agit tre`s rapidement lors de la de´connection permettant a` la
composante inte´grale de conserver une valeur e´leve´e stabilisant la tension de sortie
au point de fonctionnement. l’impact de tension est donc sensiblement re´duit.
Ce re´glage conduit alors a` la surface de commande repre´sente´e figure 3.31 sur
laquelle apparaˆıt la bande line´aire autour de 60V et la non line´arite´ ailleurs.
La robustesse par rapport aux variations de charge est maintenant assure´e de
par l’existence de cette bande line´aire autour de la tension de re´fe´rence. En effet,
la connaissance de la valeur de la charge n’est plus un parame`tre de re´glage. La
figure 3.32 illustre cette robustesse pour une charge de 20Ω.
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Fig. 3.30 – Retour d’e´tat flou
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Fig. 3.31 – Surface de commande du retour d’e´tat flou 2
Il apparaˆıt ici que les ondulations en re´gime permanent en charge ont disparu.
De plus, l’impact lors de la de´connection de la charge est e´galement re´duit. En
terme de crite`re IAE, le tableau 3.19 donne pour chaque commande la valeur
obtenue lors du test de performances.
La nouvelle structure permet donc e´galement d’ame´liorer le crite`re IAE pour
une modification de la valeur de la charge.
De plus, le diagramme d’e´tat, figure 3.33, montre quelles sont les re`gles actives
pendant le test de performances. La tension de sortie est place´e en abscisse et le
courant dans la self en ordonne´e. Il apparaˆıt bien que les oscillations autour de la
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Fig. 3.32 – Re´ponse temporelle pour une charge de 20Ω avec le retour d’e´tat flou
2
Crite`re IAE (V.s)
Retour d’e´tat line´aire 0.31
Retour d’e´tat flou 1 0.27
Retour d’e´tat flou 2 0.2
Tab. 3.19 – Re´sultat IAE pour une charge de 20Ω
re´fe´rence sont controˆle´es par la petite bande entoure´e par les fonctions d’apparte-
nances de´finissant la zone line´aire.
Vs(V )
Il(A)
Fig. 3.33 – Diagramme d’e´tat lors du test de performances
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Par l’augmentation du nombre de fonctions d’appartenances, cette nouvelle
structure permet d’assurer de bonnes performances dynamiques lorsque la valeur
de la charge est modifie´e. A la diffe´rence de la commande pre´ce´dente, elle n’est
donc pas de´finie pour une charge fixe. Cependant, le re´glage des parame`tres reste
tributaire de la valeur de la tension de re´fe´rence ce qui reste un inconve´nient pou-
vant eˆtre majeur selon les applications. En effet, il apparaˆıt sur la figure 3.34 que
cette nouvelle structure n’a pas vraiment ame´liore´ la robustesse par rapport a` la
tension de re´fe´rence.
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Fig. 3.34 – Re´ponses temporelles en simulation pour une autre re´fe´rence
Cette structure, pourtant re´alise´e a` partir du correcteur line´aire plus perfor-
mant, pre´sente donc des inconve´nients pouvant eˆtre majeurs selon l’application.
La section suivante re´sumera a` fin de comparaison les performances des diffe´rentes
commandes.
3.6 Comparaisons des diffe´rentes commandes
Dans un premier temps, les performances relatives au test de performances
choisi seront compare´es. Le tableau 3.20 rassemble alors les re´sultats expe´rimentaux
obtenus pour les diverses structures. Pour rappel, les re´sultats du retour d’e´tat flou
comportant 2 fonctions d’appartenance mobiles par entre´e et sortie sont rapporte´s
sous le nom de ”retour d’e´tat flou 1” tandis que ”retour d’e´tat flou 2” de´signe les
re´sultats de la dernie`re structure pre´sente´e. De meˆme, pour la structure PID flou
et retour proportionnel de´rive´, deux re´glages seront distingue´s : le premier issu de
la premie`re phase d’optimisation est re´fe´rence´ sous le nom ”retour de´rive´ flou 1”
tandis que celui obtenu par la me´thodologie des surfaces de re´ponses sous celui de
”retour de´rive´ flou 2”.
La figure 3.35 met en perspective les performances de chacun des correcteurs sur
le cycle de performances. Un crite`re est repre´sente´ sur chaque axe et l’e´toile associe´e
indique l’e´chelle. Les valeurs des impacts de tension sont donne´es en pourcentage
de la valeur de la consigne (60V ).
Il apparaˆıt alors que la commande par retour de´rive´ associe´e a` un PID flou, en
utilisant seulement la tension de sortie pour le calcul de la commande, c’est-a`-dire
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Re´ponse Connection De´connection
indicielle de la charge de la charge
Structure IAE tr tr Vs tr Vs Vs
5% 5% min 5% max min
(V.s−1) (ms) (ms) (V) (ms) (V) (V)
Retour d’e´tat 0.49 5.3 6 48 41 72 52
line´aire
figure 3.9
Retour de´rive´ 0.17 2.65 1.4 54.5 5 65.2 57.1
flou 1
figure 3.15
Retour de´rive´ 0.15 2.29 1.3 54.6 3.8 64.8 57.7
flou 2
figure 3.21
Retour d’e´tat 0.33 4 5.5 51 27 70 56
flou 1
figure 3.26
Retour d’e´tat 0.25 4.2 5.9 50 6.8 67 60
flou 2
figure 3.29
Tab. 3.20 – Comparaison des diffe´rents correcteurs pour une re´fe´rence de 60V
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Fig. 3.35 – Comparaison des diffe´rents correcteurs
un seul capteur, donne de meilleurs re´sultats en termes de temps de re´ponse et de
bonnes performances en re´gulation. Le retour d’e´tat flou, lui, permet d’ame´liorer
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fortement le comportement du syste`me lors de la de´connection de la charge, en
e´vitant tout de´passement. Cette ame´lioration est principalement apporte´e par le
”retour d’e´tat flou 2” qui est bien plus performant que le ”retour d’e´tat flou 1” sur
ce point tout en assurant des performances e´quivalentes sur le reste du test ainsi
qu’une bonne robustesse par rapport a` des variations des valeurs de la charge. Il
reste cependant plus de´licat a` re´gler.
La robustesse globale du syste`me pour les diffe´rentes commandes va maintenant
eˆtre compare´e. La robustesse par rapport a` des variations de charge e´tant un des
e´le´ments importants lors du design de la commande, il peut eˆtre inte´ressant de
comparer le comportement de chacune des structures de commande. De plus, la
tension de re´fe´rence peut eˆtre amene´e a` varier ce qui est proble´matique pour la
structure par retour d’e´tat flou. Le tableau 3.21 reprend alors les performances en
terme de crite`re IAE des diffe´rentes commandes pour une charge de 20Ω et une
re´fe´rence de 60V d’une part et pour des re´fe´rences de 40V et 80V d’autre part.
IAE V.s−1
Structure Charge 20Ω V ref = 40V V ref = 80V
Retour d’e´tat 0.31 0.342 0.646
line´aire
Retour de´rive´ 2.65 0.118 0.251
flou 1
Retour de´rive´ 2.65 0.253 0.252
flou 2
Retour d’e´tat 0.27 0.658 1.743
flou 1
Retour d’e´tat 0.2 0.375 1.712
flou 2
Tab. 3.21 – Robustesse des diffe´rents correcteurs pour des variations de re´fe´rences
et de charge
Les performances en termes d’IAE pour des variations de re´fe´rences et de
charge sont e´galement repre´sente´es figure 3.36. A` chaque axe est associe´ une confi-
guration diffe´rente, correspondant a` une charge ou une re´fe´rence de tension dis-
tincte.
En ce qui concerne les performances dynamiques, pour une modification de la
valeur de la charge (20Ω), il apparaˆıt que la` encore le correcteur PID flou associe´ au
retour proportionnel de´rive´ donne de meilleurs re´sultats meˆme si la commande par
retour d’e´tat flou 2 donne des performances correctes (la proprie´te´ de robustesse par
rapport a` la charge ayant e´te´ prise en compte pour la conception de la structure).
Cependant, lors des variations de la tension de re´fe´rence, les commandes par
retour d’e´tat flou 2 donnent de tre`s mauvaises performances et peinent a` stabiliser
le syste`me. Par contre, la commande par retour de´rive´ associe´e a` un PID flou donne
la` encore de bons re´sultats meˆme si un autre jeu de parame`tres pourrait encore
ame´liorer la robustesse. En effet, les re´glages pre´-e´tablis robustes par rapport a` la
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Fig. 3.36 – Comparaison des diffe´rents correcteurs pour des variations de re´fe´rences
et de charge
variation de la valeur de consigne propose´s par D.Hissel, ([His98a]), pourraient eˆtre
utilise´s comme parame`tres initiaux pour re´gler le correcteur PID flou.
Les diffe´rences de comportement observe´es ici illustrent la ne´cessite´ de prendre
en compte de`s la conception de la structure de commande les proble`mes de robus-
tesse. Ainsi, le retour d’e´tat flou 2 a e´te´ conc¸u pour eˆtre robuste par rapport a` des
variations de la valeur de la charge et pas aux variations de la tension de re´fe´rence
ce qui explique ses performances.
Les diffe´rences de performances doivent e´galement eˆtre mises en perspective
par rapport a` la complexite´ de mise en oeuvre. Le tableau 3.22 pre´sente dans ce
sens les avantages et de´savantages de chacun des correcteurs.
3.7 Conclusion
Dans ce chapitre, diffe´rentes structures de commande a` base de logique floue
commandant efficacement des syste`mes sous amortis ont e´te´ mises en oeuvre. Leurs
performances dynamiques surclassent celles donne´es par des correcteurs line´aires.
Un correcteur line´aire de type PID a e´te´ teste´ montrant la de´licatesse de son utilisa-
tion et une commande line´aire par retour d’e´tat a e´te´ re´alise´e a` fin de comparaison.
Dans un premier temps, une structure base´e sur un retour de´rive´ de la tension
de sortie associe´e a` un correcteur flou de type PID a e´te´ e´tudie´e. Elle pre´sente no-
tamment l’avantage de ne ne´cessiter qu’un seul capteur. De plus, il est possible de
re´aliser un re´glage simple de celle-ci en utilisant deux tables successives de re´glages
pre´-e´tablis a` partir d’un essai indiciel en boucle ouverte. C’est un outil de re´glage
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Structure Avantages Inconve´nients
Retour d’e´tat - structure simple - placement de poˆles
line´aire - performances moyennes - ne´cessite deux capteurs
Retour de´rive´ - simplicite´ de re´glage - commande complexe
flou 1 - capteur unique - domaine validite´
Retour de´rive´ - ame´lioration des performances - nombre d’expe´riences
flou 2
Retour d’e´tat - performances moyennes - mauvaise robustesse
flou 1 - ne´cessite deux capteurs
Retour d’e´tat - ame´lioration des performances - nombre de parame`tres
flou 2 - ne´cessite algorithme
optimisation
- ne´cessite deux capteurs
Tab. 3.22 – Avantages et inconve´nients des diffe´rentes structures de commande
de commandes floues tre`s simple mais performant qui met le re´glage du correcteur
flou de type PID pour un syste`me dont la re´ponse indicielle en boucle ouverte est
de type sous amortie a` la porte´e d’un ope´rateur. Cependant, cette me´thodologie
reste tributaire du domaine de validite´ des re´glages pre´-e´tablis propose´s. Les perfor-
mances apporte´es par ce premier re´glage de cette structure de commande peuvent
par la suite eˆtre ame´liore´es en mettant un oeuvre la me´thodologie des surfaces de
re´ponse. L’ame´lioration des performances est ici re´alise´e au moyen de l’augmen-
tation du nombre d’essais et de la complexite´ du re´glage mais reste accessible sur
site.
D’autre part, une structure de retour d’e´tat flou a e´te´ mise en oeuvre. Il s’agit
de modifier la surface de commande type d’un retour d’e´tat line´aire classique au
moyen d’un moteur flou afin d’ame´liorer la dynamique du syste`me. Un premier re´-
glage au moyen de la me´thodologie des plans d’expe´riences a montre´ le potentiel de
la structure et ses faiblesses, notamment en termes de robustesse. En augmentant
le nombre de parame`tres, celle-ci a e´te´ ame´liore´e ainsi que les performances dyna-
miques, au de´triment de la facilite´ de re´glage. En effet, la me´thodologie des plans
d’expe´riences a montre´ ses limites et l’utilisation d’un algorithme d’optimisation a
e´te´ ne´cessaire.
Il apparaˆıt alors que les meilleures performances dynamiques associe´es a` une
meilleure robustesse sont donne´es par la premie`re structure alors qu’elle ne ne´cessite
la connaissance que d’une seule grandeur de sortie, soit un seul capteur. Pour la
deuxie`me structure, en revanche, la commande a` base de retour d’e´tat flou, la
connaissance de deux grandeurs d’e´tat est requise. Cependant, la deuxie`me est
le´ge`rement plus performante lors de la de´connection de la charge. Ces diffe´rences
s’expliquent alors par la structure meˆme de ces commandes.
Lors de l’e´tude de celles-ci, il a e´te´ possible d’illustrer dans quelle mesure la
me´thodologie des plans d’expe´riences peut eˆtre une solution pour le re´glage de
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commandes non line´aires. Les e´tudes ont e´te´ mene´es ici en simulation seulement
mais valide´es expe´rimentalement. Elles seront mene´es expe´rimentalement cette fois
dans le prochain chapitre (afin de montrer l’efficacite´ de la me´thodologie des plans
d’expe´riences pour le re´glage sur site de correcteur a` base de logique floue). Ce-
pendant, la validite´ des re´sultats obtenus est assure´e du fait de l’excellente qualite´
descriptive du mode`le utilise´ en simulation. Diffe´rentes me´thodes de re´glage et donc
d’optimisation ont e´te´ utilise´es :
– utilisation d’un plan de de´grossissage comple´te´ par une e´tude par surfaces de
re´ponses : correcteur PID flou associe´ a` un retour d’e´tat de´rive´,
– utilisation d’un plan de de´grossissage comple´te´ par un plan d’affinage des
re´sultats : retour d’e´tat flou avec un nombre re´duit de fonctions d’apparte-
nance,
– utilisation d’un plan de de´grossissage comple´te´ par un algorithme d’opti-
misation local : retour d’e´tat flou avec un nombre plus e´leve´ de fonctions
d’appartenance,
Il apparaˆıt ainsi que diffe´rentes me´thodologies peuvent eˆtre applique´es avec suc-
ce`s en fonction de la proble´matique et que les plans d’expe´riences peuvent ainsi eˆtre
de bons outils d’optimisation dans le domaine de la commande. Dans le chapitre 4,
la meˆme me´thodologie sera alors mise en œuvre sur site pour un re´glage temporel.
Chapitre 4
Re´glage temporel multi crite`res
de commandes a` base de logique
floue pour des syste`mes sur
amortis
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4.1 Introduction
Dans le chapitre pre´ce´dent, la me´thodologie des plans d’expe´riences applique´e
au re´glage d’un correcteur a` base de logique floue commandant un syste`me dont
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la re´ponse indicielle est de type sous-amortie a donne´ de bons re´sultats pour un
objectif mono crite`re. De plus, les travaux de Daniel Hissel ([His98a]) ont montre´
que cette me´thodologie est e´galement inte´ressante pour la commande de syste`mes
dont la re´ponse indicielle est de type sur-amortie. Ce chapitre va alors traiter du
re´glage d’un correcteur flou commandant un syste`me dont la re´ponse indicielle est
de type sur-amortie mais pour un objectif multi crite`res traitant des proprie´te´s
relatives a` la fois a` l’entre´e et a` la sortie du syste`me. Le but est alors de montrer
que la me´thodologie des plans d’expe´riences est un outil efficace pour re´gler des
commandes non line´aires performantes destine´es a` commander des syste`mes du
ge´nie e´lectrique pour lesquels la performance globale est de´finie par des objectifs
multi crite`res.
L’application illustrant ce chapitre est un redresseur associe´ a` un hacheur boost
en vue de de´finir un convertisseur AC/DC a` absorption sinuso¨ıdale. L’objectif sera
alors d’ame´liorer la qualite´ globale de l’e´nergie e´lectrique relative a` ce syste`me
classique, c’est-a`-dire les caracte´ristiques a` l’entre´e et simultane´ment a` la sortie du
syste`me. Celles-ci se traduiront par les performances dynamiques sur la tension
de sortie et sur la distorsion harmonique du courant absorbe´ sur le re´seau en en-
tre´e. Pour ce faire, une commande a` base de logique floue, plus performante que
des commandes line´aires standard, sera utilise´e. Diffe´rents travaux ont de´ja` mon-
tre´ l’inte´reˆt de l’utilisation de tels correcteurs pour ce type de syste`me : [Chu99],
[Mat95], [Pir99] et [Qin96]. Cependant, ceux-ci mettent e´galement en avant la de´li-
catesse du re´glage de ces correcteurs sans proposer de solution globale ge´ne´ralisable.
Ce chapitre montrera alors comment la me´thodologie des plans d’expe´riences peut
intervenir dans cette phase.
Dans un premier temps, le syste`me e´tudie´ sera pre´sente´. Les diffe´rents e´le´ments
de´finissant la qualite´ de la commande seront explicite´s et les crite`res permettant
de les e´valuer seront de´taille´s. Des correcteurs line´aires seront alors re´gle´s, donnant
ainsi une base de comparaison pour la suite de l’e´tude. Le choix de la structure
floue visant a` ame´liorer les performances relatives aux correcteurs line´aires sera
expose´e. Le re´glage de cette commande floue sera ensuite re´alise´e par diffe´rentes
me´thodes.
Tout d’abord, la me´thodologie des plans d’expe´riences seule sera utilise´e. Elle
permettra d’e´tudier les effets des parame`tres de la commande pour de´finir les re´-
ponses optimales pour un seul crite`re, mais aussi pour trouver un compromis opti-
mal entre les objectifs de l’e´tude. La notion de de´sirabilite´ pre´sente´e dans le chapitre
1, associe´e a` l’utilisation de plans factoriels fractionnaires permettra d’arriver a` un
premier re´sultat.
Enfin, la me´thode des surfaces de re´ponses sera employe´e afin d’ame´liorer le
re´glage obtenu a` l’issue de l’e´tude mene´e avec les plans factoriels fractionnaires.
Cette dernie`re section illustrera les difficulte´s lie´es au choix du domaine expe´rimen-
tal e´tudie´, c’est-a`-dire a` l’univers du discours des diffe´rentes variables. Les optimaux
pour chacun des crite`res ne se trouvant pas toujours dans la meˆme re´gion de l’hy-
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persphe`re expe´rimentale, et les intervalles de variations de parame`tres devant eˆtre
re´duits pour obtenir un mode`le suffisamment descriptif, un compromis devra eˆtre
re´alise´ sur le choix du crite`re pre´ponde´rant qui devra eˆtre ame´liore´.
Dans ce chapitre et a` la diffe´rence du chapitre pre´ce´dent, les plans d’expe´riences
seront re´alise´s directement a` partir des donne´es issues du syste`me expe´rimental.
Deux approches distinctes pour la mise en oeuvre de la me´thode des plans d’ex-
pe´riences seront donc pre´sente´s, l’e´tude en simulation, chapitre 3, aussi bien que
l’e´tude expe´rimentale, chapitre 4.
4.2 Structure du syste`me
4.2.1 Syste`me e´tudie´
Le syste`me expe´rimental e´tudie´, figure 4.1, est un redresseur monophase´ associe´
a` un hacheur boost de 1.6 kW a` absorption sinuso¨ıdale et alimentant une charge R
a` re´sistance variable par sauts dans le temps, dont le sche´ma est donne´ figure 4.2.
Fig. 4.1 – Montage expe´rimental
Afin de ge´ne´rer une tension continue en sortie, la tension re´seau est redresse´e
au moyen d’un pont de diodes alimentant alors un hacheur e´le´vateur de tension
(boost) qui permet de re´guler la tension de sortie au moyen de l’interrupteur T .
Le condensateur Cf associe´ a` l’inductance re´seau Lr a pour roˆle de filtrer les har-
moniques hautes fre´quences rejete´s sur le re´seau alors que la self Lboost assure
l’interconnection des sources et que la capacite´ Cout assure le stockage d’e´nergie
entre la source sinuso¨ıdale et la tension de sortie continue. Une e´tude de´taille´e du
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Cf
Lboost D
T Cout R
Vr
Lr Vred VDC
Ired
Fig. 4.2 – Structure du syste`me e´tudie´
dimensionnement des e´le´ments du syste`me ainsi que du re´glage des correcteurs
line´aires est pre´sente´e dans [Ton05]. Les valeurs des diffe´rents e´le´ments alors re-
tenues pour la suite de l’e´tude sont donne´es table 4.1 ou Vr et Lr repre´sentent
respectivement la tension re´seau et l’inductance re´seau. La re´sistance en sortie R,
pourra prendre deux valeurs distinctes, repre´sentant le syste`me a` vide avec R0 et en
charge avec Rcharge. la possibilite´ de commuter et donc de faire varier la re´sistance
de sortie permettra de mettre un oeuvre tre`s simplement un test de performances
tre`s contraignant.
Vr 325 V Lboost 4 mH
Lr 0.1 mH Cout 500 µF
Cf 25 µF Rcharge 100 Ω
R0 2000 Ω
Tab. 4.1 – Parame`tres du syste`me
Il est important de pre´ciser, afin d’analyser ulte´rieurement les performances en
termes de rejet d’harmoniques, que la mesure du taux de distorsion du re´seau a
donne´ une valeur de 2.6%. Sans l’utilisation de structure telle qu’une PLL, il ne
sera pas possible de descendre en dessous de cette valeur pour la qualite´ du courant
absorbe´.
Les hacheurs de type boost, de par leur structure, imposent des contraintes
sur la valeur minimale de la tension de sortie re´gule´e comme explique´ ci apre`s.
Quand le transistor T est passant, la diode D est bloque´e et la tension a` ses bornes
(VD)respecte la relation VD = −VDC . Il vient alors :
dIred
dt
=
Vred
Lboost
> 0 (4.1)
Alors que lorsque le transistor T est bloque´, la diode D devient passante et
voit passer un courant ID tel que ID = Ired. L’e´volution du courant est dans ce cas
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de´finie par :
dIred
dt
=
Vred − VDC
Lboost
> 0 (4.2)
Il apparaˆıt donc que, quel que soit l’e´tat du transistor T , tant que la tension
de sortie VDC est infe´rieure a` la tension redresse´e Vred (VDC < Vred), la de´rive´e du
courant redresse´ est alors positive (
dIred
dt
> 0). Dans cette configuration, le signe de
la de´rive´e restant constant, le syste`me n’est pas controˆlable tant que VDC < Vred.
Il faut donc fixer la tension de re´fe´rence Vref a` une valeur supe´rieure a` Vred afin
d’obtenir VDC > Vred et ainsi pouvoir controˆler le syste`me. La tension de re´fe´rence
sera alors fixe´e a` la valeur de 400V respectant ainsi cette contrainte.
4.2.2 Crite`res de re´glage
La performance du syste`me va eˆtre e´value´e pour un objectif double : donner
de bonnes performances dynamiques en sortie mais aussi limiter le rejet d’har-
moniques sur le re´seau e´lectrique en entre´e. Afin d’e´valuer ces performances pour
les diffe´rentes commandes implante´es, un test de performance sera effectue´ pour
chacune d’entre elles. Sur une pe´riode temporelle fixe, Ttest, le syste`me e´tant a`
vide et la tension de sortie e´tant stabilise´e au niveau de la tension de re´fe´rence,
deux commutations de charge seront applique´es successivement, soit le cycle vide-
charge-vide, repre´sente´ figure 4.3. Comme indique´ table 3.1, la variation de charge
sera de l’ordre de 200% (2000 Ω - 100 Ω - 2000 Ω). Les performances dynamiques
pour la tension de sortie seront e´value´es tout au long du test alors que l’analyse
de la distorsion harmonique du courant d’entre´e sera re´alise´e sur une faible feneˆtre
temporelle correspondant a` la fin de la phase en charge (re´gime permanent du
syste`me charge´).
Le crite`re retenu pour e´valuer la qualite´ des performances dynamiques sera, la`
encore, l’Inte´grale de la valeur Absolue de l’Erreur, IAE.
IAE =
Ttest∫
0
|e(t)|.dt (4.3)
Ce crite`re applique´ a` la tension VDC permettra donc de de´terminer la robustesse
et les performances dynamiques des diffe´rents correcteurs en sortie.
Le second crite`re, qui permettra d’e´valuer la qualite´ du courant en entre´e repose
sur le taux de distorsion harmonique, TDH. Celui est de´fini par la relation suivante,
ou` Ik repre´sente l’harmonique k du courant d’entre´e :
TDH% =
√∑∞
k=2 I
2
k√∑∞
k=1 I
2
k
.100 (4.4)
Or, la norme europe´enne 61000− 3− 2 ([205]) de´finit la compatibilite´ e´lectro-
magne´tique et les valeurs maximales des harmoniques de courant admissibles : elle
”impose des limites a` tous les mate´riels appelant un courant infe´rieur ou e´gal a`
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Fig. 4.3 – Test de performance
16A par phase excepte´ les mate´riels de puissance infe´rieure a` 50W.” Les valeurs
maximales admissibles sont impose´es par la norme pour les 39 premiers harmo-
niques et sont donne´es table 4.2. Seuls les harmoniques impairs seront e´tudie´s car
les harmoniques pairs sont ne´gligeables de par la structure du syste`me.
Rang n de
3 5 7 9 11 13 15 - 39
l’harmonique
Courant
maximal 2.3 1.14 0.77 0.4 0.33 0.21 0.15.
15
n
admissible (A)
Tab. 4.2 – Norme relative au rejet d’harmoniques sur le re´seau public d’alimenta-
tion
Le taux de distorsion harmonique ne sera donc calcule´ que pour les 39 premiers
harmoniques, soit :
TDH% =
√∑39
k=2 I
2
k√∑39
k=1 I
2
k
.100 (4.5)
Ce taux de distorsion ne sera qu’un indicateur, l’e´valuation pre´cise du crite`re
pourra e´galement et a` volonte´ prendre en compte la diffe´rence d’amplitude pour
chacun des 39 premiers harmoniques avec la valeur fixe´e par la norme.
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Ces deux crite`res vont permettre d’e´valuer les performances des diffe´rentes
structures de commande et donc de les comparer.
4.3 Correcteurs commandant le syste`me
4.3.1 Correcteurs line´aires
Usuellement, des correcteurs line´aires sont utilise´s pour commander ce type
de syste`me. Diffe´rentes structures et me´thodes de re´glage existent dont les plus
classiques peuvent eˆtre retrouve´es dans [Bim02] et [Fer01].
Lors de cette e´tude, la structure retenue pour commander le syste`me est pre´sen-
te´e figure 4.4. Celle-ci est compose´e de deux boucles de re´gulation imbrique´es. La
premie`re concerne l’asservissement du courant alors que la seconde vise a` imposer
la re´gulation de la tension de sortie du convertisseur.
 
Cf
Lboost D
T Cout Rcharge
Vr
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ABS S
+
-
Correcteur 
courant MLI
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tensionS
+Référence 
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Filtre 
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Vred VDC
Kvr
Kvmes
-
Iréf
Ired Iload
Fig. 4.4 – Structure de la re´gulation en courant et tension
La re´alisation de la boucle de courant doit permettre d’atteindre un objectif
spe´cifique : commander l’interrupteur T afin d’obtenir la tension de sortie de´sire´e
tout en imposant un courant sinuso¨ıdal en phase avec le re´seau e´lectrique. Le
rejet d’harmoniques sur le re´seau sera ainsi re´duit tout en maintenant un facteur
de puissance unitaire. Un correcteur line´aire de type PI va alors eˆtre utilise´ et
sera couple´ avec un module MLI afin de commander l’interrupteur. La forme de
la re´fe´rence de courant est ge´ne´re´e a` partir de la tension re´seau (via Kvr) et son
amplitude a` partir de la valeur issue de la boucle de tension. La fonction de transfert
du correcteur de la boucle de courant, Hcourant(p), est :
Hcourant(p) = Gc.
1 + p.Tic
p.Tic
(4.6)
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Il existe diffe´rentes me´thodes permettant de re´gler ces gains ([Fad99]). La me´-
thodologie de re´glage, de´taille´e dans [Ton05], en prenant en compte la dynamique
de la boucle de re´gulation et la re´duction des oscillations conduit aux valeurs sui-
vantes des coefficients : {
Gc = 7
Tic = 5.10
−4 (4.7)
Des re´sultats en simulation repre´sentant la re´ponse de la boucle de courant sont
donne´s figure 4.5.
Fig. 4.5 – Asservissement en courant (A)
L’efficacite´ du correcteur est bien illustre´e, le courant redresse´ suivant bien sa
re´fe´rence, en oscillant autour de Iref a` la fre´quence de de´coupage.
La boucle de tension a pour objectif de re´guler la tension de sortie du bus
continu autour de la valeur de re´fe´rence en prenant en compte les variations de
charge et le courant en entre´e. Le re´glage du correcteur repose sur les valeurs
moyennes des grandeurs du syste`me et est base´ sur l’e´quilibre des puissances ins-
tantane´es entre la sortie du redresseur et la sortie continue ([Lad02]). En adoptant
l’hypothe`se selon laquelle la boucle de courant est suffisamment rapide devant la
boucle de tension, il est possible de faire l’approximation suivante :
VDC(p)
Ired(p)
≈ VDC(p)
Iref (p)
(4.8)
Ce qui conduit alors a` la fonction de transfert suivante :
VDC(p)
Iref (p)
=
Vred
4.V
.
Rcharge
1 + p.
Rcharge.Cout
2
(4.9)
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La fonction de transfert du correcteur de la boucle de courant, Htension(p), est :
Htension(p) = Gv.
1 + p.Tiv
p.Tiv
(4.10)
En prenant en compte des contraintes telles que la bande passante et la dyna-
mique, les valeurs suivantes sont donne´es aux parame`tres du correcteur ([Ton05]) :{
Gv = 7.5
Tiv = 0.062
(4.11)
Des re´sultats expe´rimentaux repre´sentant la re´ponse de la boucle de tension
sont donne´s figure 4.6.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
300
320
340
360
380
400
420
440
460
480
500
Temps (s)
Te
ns
io
n 
(V
)
Fig. 4.6 – tension de sortie pour le correcteur line´aire PI
Ce re´glage conduit aux performances suivantes :{
IAE = 53.1V.s
TDH = 4.1%
(4.12)
Un correcteur a` base de logique floue sera utilise´ par la suite pour ame´liorer les
performances aussi bien sur le signal d’entre´e que sur le signal de sortie.
4.3.2 Structure du correcteur flou
Le correcteur utilise´ est un PI flou classique de type Sugeno [ARA94], repre´-
sente´ figure 4.7 et qui a de´ja` e´te´ pre´sente´ dans le chapitre 1. L’ide´e est ici de
remplacer le correcteur PI line´aire de la boucle de tension afin d’ame´liorer les per-
formances. Le moteur flou agit sur les composantes proportionnelle et de´rive´e du
correcteur puis la sortie va eˆtre inte´gre´e afin d’obtenir effectivement une structure
proportionnelle inte´grale. Avec 2 entre´es et 2 facteurs de normalisation, 7 fonctions
d’appartenance par entre´e et 7 singletons pour la sortie, 7 ∗ 7 = 49 re`gles et un
gain de de´normalisation, 73 parame`tres doivent en principe et au maximum eˆtre
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re´gle´s. Les parame`tres de la table de re`gles vont encore eˆtre fixe´s pour obtenir une
table classique antidiagonale. Les positions extreˆmes des fonctions d’appartenance
et des singletons sont fixe´es et une syme´trie par rapport a` 0 est mise en place pour
les autres. La valeur du gain de normalisation sur l’erreur sera fixe´e au niveau de
la valeur de la tension de re´fe´rence (Vref = 400V ). On se rame`ne alors a` seulement
8 facteurs a` re´gler.
Moteur d’inférence
et base de règles
Commande
gm
dérivée de
l’erreur
Fu
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tio
n
D
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uz
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n
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1
1
Fig. 4.7 – Correcteur flou de type PI
Ce controˆleur de type PI flou ne sera utilise´ que sur la boucle de tension. Le
correcteur de la boucle de courant restera line´aire et sera re´alise´ de fac¸on analo-
gique, le DSP de la maquette expe´rimentale ne permettant pas de descendre assez
bas en terme de pe´riode d’e´chantillonnage pour assurer de fac¸on satisfaisante l’as-
servissement. De plus, meˆme si des structures compose´es de deux correcteurs flous
ont de´ja` e´te´ propose´es, [?], pour la commande de tels syste`mes, traitant a` la fois
les boucles de courant et tension, un tel choix conduit a` augmenter d’une manie`re
importante le nombre de parame`tres (2 correcteurs flous au lieu d’un seul) des
commandes et donc le nombre de facteurs a` re´gler. Un tel choix e´loignerait de l’ap-
proche qui consiste a` re´gler simplement et avec un minimum d’essais la commande
du syste`me.
Dans les paragraphes suivants, diffe´rentes me´thodes sont propose´es pour re´gler
les parame`tres du correcteur flou.
4.4 Me´thodologie des plans d’expe´riences pour
l’e´tude des effets des facteurs
La me´thodologie des plans d’expe´riences va maintenant eˆtre utilise´e pour re´gler
les diffe´rents parame`tres de la commande, [Fau06d]. Dans cette partie, l’e´tude se
focalisera sur les effets des facteurs sur les diffe´rents crite`res e´tudie´s, ce qui donnera
un premier re´glage issu des re´sultats d’un plan factoriel fractionnaire.
4.4.1 Plan factoriel fractionnaire
Pour re´pondre a` l’objectif initial, c’est-a`-dire l’optimisation multi crite`res de la
commande du convertisseur, les deux crite`res, c’est-a`-dire l’IAE en sortie et le taux
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de distorsion en entre´e vont simultane´ment eˆtre e´tudie´s au moyen d’un unique plan
d’expe´riences. Il a e´te´ montre´ dans la section 4.3.2 que pour la configuration retenue
de la structure de commande, 8 parame`tres a` re´gler sont de´nombre´s. Souhaitant
toujours travailler avec un plan de re´solution IV pour que la pre´cision donne´e sur les
contrastes soit bonne, il est alors possible d’utiliser le plan 28−4IV , donne´ en annexe
1 et reposant sur 16 expe´riences seulement. Pour chacun des essais, la valeur du
crite`re IAE sera donc releve´e ainsi que les 39 premie`res composantes harmoniques
du courant rejete´ sur le re´seau.
Dans le chapitre pre´ce´dent, l’inte´gralite´ de l’e´tude par les plans d’expe´riences a
e´te´ re´alise´e en simulation, le mode`le utilise´ e´tant particulie`rement bien descriptif du
syste`me e´tudie´. Or, dans le cas pre´sent, une e´tude pre´alable, [Ton05], a montre´ que
le mode`le utilise´ en simulation n’e´tait pas suffisamment descriptif pour conclure a`
l’issu de la proce´dure des plans. Tout au long de ce chapitre, les re´sultats utilise´s
pour l’analyse par les plans d’expe´riences seront donc issus de mesures expe´rimen-
tales. Les valeurs obtenues pour ces mesures de´pendant de l’erreur expe´rimentale,
chacun de ces 16 essais sera re´pe´te´ 3 fois (cf chapitre 2). Au total, 48 expe´riences
devront donc eˆtre mene´es. La re´duction du nombre de facteurs dans la phase de
choix de la structure prend donc toute son importance ici. En effet, un facteur sup-
ple´mentaire a` e´tudier tout en conservant un plan de re´solution IV aurait conduit a`
utiliser un plan ne´cessitant 32 expe´riences de base soit 96 essais avec les re´pe´titions,
soit a` doubler le nombre d’essais.
Pour l’e´tude de l’objectif multi crite`res, la notion de de´sirabilite´, pre´sente´e dans
le chapitre 2, va eˆtre utilise´e pour se ramener a` un crite`re composite. Pour e´valuer
la performance en terme de rejet d’harmonique, les valeurs maximales admissibles
donne´es par la norme CEI61000−3−2, ([205]), pour les 39 premiers harmoniques
vont eˆtre prises en compte. Ainsi, chaque harmonique de rang k va eˆtre associe´ a` une
de´sirabilite´ e´le´mentaire dhk avec k entier impair appartenant a` l’intervalle [3 39].
La valeur cible, Y hk,c, pour chacune de ces de´sirabilite´s e´le´mentaires est alors
fixe´e a` 0 car l’objectif est de supprimer les composantes harmoniques du courant
(Y hk,c = 0). La valeur plancher, Y hk,p prend alors la valeur maximale admissible
de´finie par la norme pour chaque harmonique. Le parame`tre r de´finissant le taux
d’accroissement local, note´ rhk pour chacun des harmoniques, sera identique pour
l’ensemble de ceux-ci. Il sera alors note´ rh et prendra une valeur faible afin de
pe´naliser fortement le crite`re pour les valeurs proches de la valeur plancher : rh =
0.05 1. L’e´valuation de la distorsion harmonique en entre´e sera donc re´alise´e au
moyen d’une de´sirabilite´ composite Dh de ces de´sirabilite´s e´le´mentaires auxquelles
un poids e´quivalent est affecte´ :
Dh = [Πdk]
1
Σk (4.13)
La distortion harmonique du signal d’entre´e, par le biais de cette de´sirabilite´
composite, va alors pe´naliser le crite`re IAE d’autant plus que les harmoniques
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parasites seront importants. Le crite`re global retenu, Y , sera alors :
Y = IAE.Dh (4.14)
Le crite`re IAE sera ainsi fortement pe´nalise´ pour des valeurs importantes des
harmoniques de courant permettant de cette manie`re de traiter l’e´tude multi ob-
jectifs.
L’e´tude des effets des facteurs va maintenant eˆtre re´alise´e en deux temps. Tout
d’abord, un plan de ”de´grossissage”va eˆtre re´alise´ a` partir des valeurs du correcteur
line´aire donnant un premier jeu de parame`tres. Puis un second plan reprenant les
re´sultats obtenus a` l’issue de la premie`re e´tude permettra d’affiner les re´sultats et
d’obtenir un re´glage performant.
4.4.2 Plan de ”de´grossissage”
Le premier plan, dit de ”de´grossissage”va donc permettre d’orienter la recherche
des valeurs des parame`tres. Il faut pour ce faire de´finir le re´glage initial du correc-
teur flou a` partir duquel les niveaux de chacun des facteurs pourront eˆtre fixe´s. Les
valeurs initiales vont alors eˆtre calcule´es afin d’obtenir la meˆme commande que celle
donne´e par le correcteur PI line´aire. Les positions des fonctions d’appartenance en
entre´es et des singletons de sortie sont donc dans un premier temps e´quire´parties.
Les valeurs des trois gains de normalisation et de´normalisation sont obtenues au
moyen des e´quations donne´es dans le chapitre 1 et rappele´es e´quations 4.15 :
gm
gem
=
Gv
Tiv
gm.Te
gdem
= Gv
(4.15)
A partir de ces e´quations et connaissant gem (gem = Vref = 400V ), il vient le
re´glage initial donne´ table 4.5 pour le correcteur flou.
PSe 0.6 PVSde 0.3
PVSe 0.3 PSs 0.8
PSde 0.6 PVSs 0.3
gdem 6.5.10−3 gm 486
Tab. 4.3 – Re´glage initial du correcteur flou
Les valeurs des niveaux pour les diffe´rents parame`tres sont alors choisies de
part et d’autre des valeurs du re´glage initial et sont donne´es table 4.4.
Facteur PSe PVSe PSde PVSde PSs PVSs gdem gm
Niveau 1 0.5 0.2 0.5 0.2 0.5 0.2 5.5.10−3 440
Niveau 2 0.7 0.4 0.7 0.4 0.7 0.4 7.5.10−3 530
Tab. 4.4 – Niveaux des facteurs pour le plan de ”de´grossissage”
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A l’issue de la proce´dure d’e´tude des effets par les plans d’expe´riences (qui n’est
pas de´taille´e car elle n’apporte pas d’e´le´ments essentiels pour la clarte´ de l’e´tude),
le re´glage correspondant au re´sultat optimal obtenu est donne´ table 4.5.
PSe 0.5 PVSde 0.2
PVSe 0.2 PSs 0.7
PSde 0.7 PVSs 0.4
gdem 5.5.10−3 gm 530
Tab. 4.5 – Re´glage du correcteur flou a` l’issue du plan de de´grossissage
Les valeurs des deux crite`res sont meilleures que celles apporte´es par la com-
mande line´aire mais peuvent encore eˆtre ame´liore´es. Dans ce sens, un second plan
d’expe´riences va eˆtre re´alise´ pour obtenir une e´tude plus fine des effets des facteurs.
4.4.3 Plan d’e´tude des effets
A partir des re´sultats du premier plan, une deuxie`me e´tude va donc eˆtre re´alise´e
et sera plus de´taille´e. Les facteurs restent les meˆmes et leurs niveaux seront choisis
de part et d’autre des valeurs donne´es pour le re´glage issu du plan de ”de´grossis-
sage”. Ils sont donne´s table 4.6.
Facteur PSe PVSe PSde PVSde PSs PVSs gdem gm
Niveau 1 0.4 0.1 0.6 0.1 0.6 0.3 4.5.10−3 490
Niveau 2 0.6 0.3 0.8 0.3 0.8 0.5 6.5.10−3 570
Tab. 4.6 – Niveaux des facteurs pour le plan d’e´tude des effets
La meˆme table d’expe´riences est utilise´e et chacun des essais est re´pe´te´ la` encore
trois fois. Pour chaque expe´rience, les valeurs du crite`re IAE (figure 4.8) et du taux
de distorsion harmonique TDH sont distingue´es.
Les effets des facteurs et des interactions influents sont alors donne´s table 4.7.
Facteur effet sur l’IAE (V.S) effet sur le TDH (10−2%)
PSe 1.412 -3.13
PVSe 3.908 -2.86
PSde 0.712 -4.32
PVSde 5.62 -21.01
PSs -2.031 -3.16
PVSs -2.524 8.63
gdem -2.245 1.53
gm 2.92 -7.18
Moyenne 22.522 364.65
Tab. 4.7 – Effets des facteurs et des interactions sur les deux crite`res pour le plan
d’e´tude des effets
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Fig. 4.8 – Valeurs du crite`re IAE pour chacune des expe´riences
effet sur l’IAE (V.S) effet sur le TDH (%)
Intervalle de confiance a` 99.9 % ±0.27 ±0.04
Tab. 4.8 – Intervalles de confiance pour chacun des crite`res
Le tableau 4.8 donne les intervalles de confiance de´finis a` 99.9% pour chacun
des crite`res.
A partir des e´le´ments de ces deux tableaux, l’analyse montre que les valeurs des
effets des diffe´rents parame`tres diffe`rent fortement en fonction du crite`re e´tudie´.
Ainsi, le parame`tre PV Sde est toujours le facteur pre´ponde´rant mais son effet
est contraire sur chacun des crite`res et son re´glage incompatible au sens de la
minimisation globale des crite`res. Il apparaˆıt alors ici qu’un compromis devra eˆtre
adopte´ afin de minimiser simultane´ment les deux crite`res.
A partir de cette observation sur les effets divergents des facteurs, diffe´rents
jeux de parame`tres re´pondant a` diffe´rents objectifs vont eˆtre donne´s, [Fau06b],
suite aux re´sultats du plan pre´ce´dent. Dans un premier temps, un premier re´glage,
note´ reglage1, donnera la re´ponse optimale pour un crite`re unique : l’IAE. Puis,
un deuxie`me re´glage, reglage2, permettra de re´duire au maximum le rejet d’harmo-
niques sur le re´seau sans pre´occupation aucune de l’IAE. Enfin, un dernier re´glage,
reglage3, utilisant la notion de de´sirabilite´, permettra d’atteindre un compromis
entre les deux crite`res.
4.4.4 Ponde´ration des crite`res
En exploitant le tableau des effets, table 4.7, les valeurs des parame`tres pour les
re´glages 1 et 2, ne prenant en compte chacun qu’un unique crite`re, sont obtenues
et donne´es table 4.9.
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Facteur Crite`re IAE (V.S) Crite`re TDH (%)
PSe 0.4 0.6
PVSe 0.1 0.3
PSde 0.6 0.8
PVSde 0.1 0.3
PSs 0.8 0.8
PVSs 0.5 0.3
gdem 4.5e−3 6.5e−3
gm 570 490
Tab. 4.9 – Valeurs des parame`tres pour le reglage1 et le reglage2
Ces deux re´glages conduisent aux re´sultats expe´rimentaux repre´sente´s figures
4.9 et 4.10. La figure 4.9 donne la tension de sortie VDC pour les deux re´glages
optimaux et la figure 4.10 le courant absorbe´ sur le re´seau pour le reglage2.
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Fig. 4.9 – Tension de sortie pour les deux re´glages du correcteur flou
Les valeurs des deux crite`res correspondant a` chacun des re´glages sont alors
donne´es table 4.10.
Crite`re IAE (V.S) TDH (%)
reglage1 9.6 3.7
reglage2 47.1 2.8
Tab. 4.10 – Valeurs des crite`res pour chacun des re´glages
Il apparaˆıt bien que chacun des re´glages ame´liore spe´cifiquement le crite`re e´tu-
die´ au de´triment de l’autre. Une e´tude plus fine de ces re´sultats montre que la
principale cause de l’augmentation du rejet d’harmoniques pour le reglage1 par
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Fig. 4.10 – Courant re´seau pour le reglage2
rapport au reglage2 provient de la valeur e´leve´e de l’harmonique de rang 3 (0.325A
pour le reglage1 pour seulement 0.113A pour le reglage2), les autres harmoniques
conservant des valeurs e´quivalentes. Le crite`re global composite issu de la notion
de de´sirabilite´ qui avait e´te´ employe´ pour le plan de de´grossissage va alors eˆtre mo-
difie´ afin de re´pondre plus spe´cifiquement a` la proble´matique de l’e´tude. Les points
sensibles e´tant constitue´s par la valeur de l’IAE pour la sortie et de la valeur de
l’harmonique de rang 3 pour l’entre´e, ces deux e´le´ments vont se voir attribuer un
poids de ponde´ration plus e´leve´ par rapport aux autres harmoniques conside´re´s.
Au dela` de l’ame´lioration des crite`res, il convient de souligner toute la souplesse
apporte´e par la notion de de´sirabilite´, permettant de ponde´rer a` volonte´ tel ou tel
crite`re, tel ou tel harmonique.
Le crite`re IAE va se voir alors lui aussi associer une de´sirabilite´ e´le´mentaire,
dIAE pour laquelle la valeur cible sera la` encore YIAE,c = 0 (ame´lioration maxi-
male des performances dynamiques, les commutations de charge ne perturbant
aucunement le signal) et la valeur plancher, YIAE,p, prendra une valeur le´ge`rement
supe´rieure au pire des re´sultats, mesure´ dans le plan d’expe´riences de´ja` re´alise´.
Le crite`re global final retenu,Yreglage3, pour obtenir le jeu de parame`tres reglage3
est alors :
Yreglage3 = (d
5
IAE.d
5
h3.
39∑
k=5
dhk)
1
47 (4.16)
Ce crite`re composite conduit alors au jeu de parame`tres note´ reglage3 et donne´
table 4.11
Les valeurs des crite`res sont alors respectivement de 10.1V.s pour l’IAE et
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PSe 0.4 PVSde 0.1
PVSe 0.1 PSs 0.8
PSde 0.8 PVSs 0.5
gdem 4.5.10−3 gm 570
Tab. 4.11 – Valeurs des parame`tres du correcteur flou pour reglage3
3.4% pour le TDH. Ces valeurs nume´riques, mises en perspective dans la table
4.12, illustrent bien le compromis auquel les plans ont permis d’aboutir, au moyen
de la notion de de´sirabilite´. Les valeurs de chacun des crite`res sont donc encadre´es
par les valeurs obtenues par les deux re´glages optimaux pour un crite`re unique
(reglage1 et reglage2).
Crite`re IAE (V.S) TDH (%)
reglage1 9.6 3.7
reglage2 47.1 2.8
reglage3 10.1 3.4
correcteur line´aire 53.1 4.1
Tab. 4.12 – Intervalles de confiance pour chacun des crite`res
Il est important de rappeler ici afin d’analyser la valeur obtenue pour le crite`re
THD que la mesure du taux de distorsion du re´seau a donne´ une valeur de 2.6%.
La valeur obtenue pour le THD par le reglage2 est donc tre`s proche de cette valeur
re´seau de re´fe´rence (la forme de la sinuso¨ıde e´tant celle de la tension re´seau). Ceci
souligne l’excellente performance en terme de rejet d’harmonique apporte´e par le
correcteur flou. De plus, l’ame´lioration en termes de performances dynamiques est
la` encore tre`s significative par rapport au correcteur line´aire.
La figure 4.11 repre´sente alors la tension de sortie VDC expe´rimentale corres-
pondant au reglage3.
Les performances dynamiques sont encore tre`s bonnes et la distorsion harmo-
nique a e´te´ re´duite. L’e´tude de chacun des crite`res ayant conduit a` l’optimisation
de celui-ci en assurant des performances me´diocres pour l’autre, le re´glage compo-
site au moyen de la notion de de´sirabilite´ est donc un moyen habile d’aboutir a` un
compromis satisfaisant entre les diffe´rents crite`res.
L’e´tude des effets des facteurs a donc permis ici de donner plusieurs re´glages
diffe´rents permettant d’optimiser chacun un crite`re ou deux crite`res simultane´ment.
Dans la section suivante, la me´thodologie des surfaces de re´ponse va eˆtre utilise´e
afin d’ame´liorer les re´sultats obtenus en allant chercher un point optimal au-dela`
des niveaux fixe´s pour l’e´tude des effets.
4.5 Surfaces de re´ponse
Dans cette section, la me´thodologie des surfaces de re´ponses (voir chapitre 2)
va eˆtre mise en oeuvre pour ame´liorer les re´glages pre´ce´dents, [Fau06c]. Cependant,
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Fig. 4.11 – Tension de sortie correspondant au reglage3
seul le crite`re IAE va eˆtre e´tudie´ en vue d’une ame´lioration. En effet, il a e´te´ mon-
tre´ que les effets des facteurs e´taient divergents pour les deux facteurs et les zones
du domaine expe´rimental correspondant a` l’optimum de chaque crite`re vont donc
eˆtre e´loigne´es. Or, la me´thodologie des surfaces de re´ponse ne permet d’e´tudier
que localement un crite`re, d’autant plus que le mode`le retenu est un simple mode`le
quadratique du second ordre. De plus, la section pre´ce´dente a montre´ que l’ame´lio-
ration de la valeur du rejet harmoniques avec les diffe´rents re´glages du correcteur
flou e´tait tre`s faible et l’ame´lioration du crite`re IAE est d’autant plus justifie´e.
Le premier point important est le choix des variables. Dans le chapitre 2, il a
e´te´ montre´ que le nombre d’essais a` re´aliser augmente de fac¸on exponentielle avec
le nombre de facteurs. Il est donc ne´cessaire de re´duire le nombre de parame`tres a`
e´tudier. Or, le plan factoriel fractionnaire pre´ce´dent a montre´ que 3 facteurs prin-
cipaux pouvaient eˆtre recense´s : PV Sde, PV Se et gdem. Leurs effets associe´s au
crite`re IAE sont relativement fortement positifs et leurs interactions ne´gligeables.
Leurs valeurs seront donc fixe´es a` leur niveau bas. Ayant fixe´ les facteurs pre´-
ponde´rants, les parame`tres influents secondaires doivent eˆtre se´lectionne´s comme
variables d’e´tude de la surface de re´ponses. Ainsi, il apparaˆıt que 3 parame`tres
restent influents : PSs, PV Ss et gm. De plus, la dualite´ entre les fonctions d’ap-
partenances PSs et PV Ss d’une part et le gain de de´normalisation gm d’autre part
(voir le chapitre 1 et la the`se de D.Hissel [His98a]) introduit de fortes interactions
entre ces 3 parame`tres.
Ayant retenu seulement 3 facteurs a` e´tudier, la me´thodologie des surfaces de
re´ponse va par la suite eˆtre utilise´e au moyen d’un plan composite centre´.
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4.5.1 Plan composite centre´
Le plan composite centre´ de´crit dans le chapitre 2 et l’annexe 1 va donc encore
ici eˆtre utilise´. Avec 3 facteurs et respectant la condition de pre´cision uniforme, 20
expe´riences vont devoir eˆtre mene´es. A partir de l’e´tude pre´alable, les niveaux des
facteurs fixes vont eˆtre fige´s afin d’aller dans le sens de l’ame´lioration du crite`re
IAE. La table 4.13 donne le jeu de parame`tres initial des diffe´rents facteurs et la
table l’intervalle de variation des facteurs d’e´tude.
PSe 0.4 PVSde 0.05
PVSe 0.05 PSs 0.8
PSde 0.4 PVSs 0.5
gdem 3.5.10−3 gm 600
Tab. 4.13 – Valeurs des parame`tres du correcteur flou pour l’e´tude par surfaces de
re´ponses
Les valeurs des parame`tres ne correspondent pas toujours aux valeurs du
reglage1 car une extrapolation dans le sens des effets des facteurs dominants
(PV Sde, PV Se et gdem) a e´te´ re´alise´e.
Facteur niveau bas niveau haut
PSs 0.7 0.9
PVSs 0.4 0.6
gm 500 700
Tab. 4.14 – Valeurs des niveaux des facteurs pour l’e´tude par surfaces de re´ponses
L’univers du discours de chacune des variables doit rester relativement re´duit
afin de pouvoir mode´liser fide`lement l’e´volution du crite`re par une forme quadra-
tique.
Les essais sont alors re´alise´s expe´rimentalement et leur analyse est de´taille´e
dans la section suivante.
4.5.2 Analyse statistique
La forme du mode`le retenue est toujours quadratique et est rappele´e e´quation
4.17 ou` η est la valeur estime´e :
η = β0 +
k∑
i=1
βi.xi +
k∑
i=1
βii.x
2
i +
k−1∑
i=1
(
k∑
j=i+1
βij.xi.xj) (4.17)
A partir des coefficients obtenus par la me´thode des moindres carre´s (voir cha-
pitre 2), l’estimation de chaque point expe´rimental est calcule´e et pre´sente´e figure
4.12 afin de re´aliser une premie`re ve´rification de l’ade´quation du mode`le.
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Fig. 4.12 – Test graphique d’ade´quation du mode`le
Source de Degre´s de Somme Moyenne Fc Fcritique
variation liberte´ des carre´s des carre´s
Re´gression 9 32.15 3.5722 53.9 3.02
Re´siduelle 10 0.66 0.0663
Totale 19 32.81
Tab. 4.15 – Tableau ANOVA : analyse de re´gression
La qualite´ descriptive du mode`le est ici illustre´e mais une deuxie`me analyse
de variance par le biais du tableau ANOVA ([Dod04] et [Dra81]), table 4.15, va
permettre de ve´rifier cette conclusion.
L’objectif ici est de rejeter le manque de ’fit’ entre le mode`le et les donne´es
expe´rimentales au moyen de la statistique Fcritique (F(α,p−1,N−p) pour α = 0.05).
E´tant donne´ que la valeur de la statistique Fc est supe´rieure a` Fcritique, l’hypothe`se
de non ade´quation du mode`le peut eˆtre rejete´e (voir chapitre 2).
De plus, a` partir de la table ANOVA, les coefficients de de´termination suivants
peuvent eˆtre calcule´s : {
R2 = 0.9798
R2ajuste = 0.9616
(4.18)
La valeur du crite`reR2ajuste permet alors ici de pre´dire une tre`s bonne description
du mode`le.
La dernie`re e´tape consiste a` analyser les coefficients du mode`le. Ceux-ci sont
donne´s table 4.16 ainsi que la valeur de la statistique tc associe´e. tcritique repre´sente
tα
2
,N−p, soit le (1 − α2 ) quantile d’une loi de Student a` (N − p) degre´s de liberte´
pour α = 0.05.
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coefficient valeur Erreur type tc tcritique
β̂0 7.1135 0.1050 67.7491 2.3
β̂1 −0.332 0.0697 4.7653 2.3
β̂2 0.2046 0.0697 2.9376 2.3
β̂3 −1.24191 0.0697 20.3716 2.3
β̂11 0.1131 0.0678 1.6687 2.3
β̂22 0.0789 0.0678 1.1635 2.3
β̂33 0.4041 0.0678 5.9592 2.3
β̂12 0.0191 0.091 0.2103 2.3
β̂13 0.0521 0.091 0.5727 2.3
β̂23 0.1099 0.091 1.2076 2.3
Tab. 4.16 – Tableau ANOVA : analyse de re´gression
A partir de ce tableau, seuls les coefficients apportant une qualite´ descriptive
au mode`le seront conserve´s, soit : {β̂0, β̂1, β̂2, β̂3, β̂33}. L’estimation du crite`re peut
alors eˆtre re´e´crite sous la forme :
η = β̂0 + β̂1.x1 + β̂2.x2 + β̂3.x3 + β̂33.x
2
3 (4.19)
L’analyse des coefficients montre alors que le choix d’une forme quadratique
e´tait pour ce mode`le judicieux (le coefficient β̂33 n’est pas nul).
Enfin, la normalite´ des erreurs va eˆtre teste´e. Pour ce faire, le QQ-plot des
re´sidus (voir chapitre 2) est trace´ figure 4.13.
−2 −1 0 1 2
−0.5
0
0.5
quantile qi
re
si
du
s 
ei
résidus
   linéaire
Fig. 4.13 – QQ-plot des re´sidus
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Pour rappel, si les re´sidus sont normalement distribue´s, les points doivent eˆtre
aligne´s. Or, par re´gression line´aire, une telle fonction line´aire (figure 4.13) peut eˆtre
trace´e. La re´partition des re´sidus est donc ici satisfaisante.
Le mode`le ayant subit les diffe´rentes analyses statistiques, il va maintenant
eˆtre possible de rechercher la valeur des parame`tres correspondant a` l’optimum du
crite`re IAE.
4.5.3 Recherche de l’optimum
L’objectif est alors de de´terminer l’optimum global. La matrice B (voir section
2.4.5) est de´finie positive et des valeurs propres sont donne´es e´quation 4.20.
λ1 = 0.0692
λ2 = 0.1113
λ3 = 0.4156
(4.20)
L’ensemble des valeurs propres e´tant positives, l’analyse analytique montre
alors que l’optimum global est un minimum dont les coordonne´es sont donne´es
par l’e´quation 2.83. Or, la distance d au centre du domaine est ici : d = 3.8 > 1.
La position du minimum se situe a` l’exte´rieure du domaine expe´rimental sur lequel
le mode`le est construit. Cependant, a` la diffe´rence des re´sultats obtenus dans le
chapitre 3 lors de l’utilisation des surfaces de re´ponses, la distance au centre du
domaine est plus faible et la validite´ du mode`le peut eˆtre teste´e au point optimal
the´orique.
A ce point, la mesure expe´rimentale donne la valeur suivante du crite`re IAE :
5.13.10−2V.s pour une valeur estime´e de 5.14.10−2V.s. L’erreur avec le mode`le e´tant
voisine de la valeur de l’erreur expe´rimentale, l’hypothe`se ci-dessus peut alors eˆtre
adopte´e et le minimum recherche´ a donc e´te´ trouve´ (il est bien e´videmment im-
possible de garantir que ce point est ve´ritablement l’optimum sur l’ensemble de
variation possible des parame`tres). Il est de plus de´fini dans la re´gion e´tudie´e a`
l’erreur expe´rimentale et a` l’erreur du mode`le pre`s.
Afin d’illustrer que le point obtenu correspond bien a` un optimum, la figure
4.14 pre´sente l’e´volution du crite`re autour de ce point en maintenant le facteur gm
fixe.
La figure 4.15 repre´sente la re´ponse expe´rimentale pour ce re´glage, note´
reglage4 et donne´ table 4.17.
PSe 0.4 PVSde 0.05
PVSe 0.05 PSs 0.92
PSde 0.4 PVSs 0.21
gdem 3.5.10−3 gm 807
Tab. 4.17 – Valeurs des parame`tres du correcteur flou pour l’e´tude par surfaces de
re´ponses
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Fig. 4.14 – Surface de re´ponse de l’IAE en fixant gm
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Fig. 4.15 – Tension de sortie correspondant au reglage4
A l’issue de cette phase d’optimisation, le crite`re IAE a e´te´ ame´liore´ de 50%
mais la composante harmonique du courant d’entre´e s’est conside´rablement accrue
(TDH : 13.7%) mais reste a` une valeur acceptable pour ce type d’application.
La section suivante va mettre les diffe´rents re´sultats obtenus lors de cette e´tude
en perspective.
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4.6 Comparaison des diffe´rentes me´thodes de re´-
glage
Les performances expe´rimentales de chacune des commandes pre´sente´es pre´-
ce´demment et correspondant au test de performances choisi et pour les diffe´rents
crite`res, sont regroupe´es dans la table 4.18 afin d’eˆtre compare´es. La figure 4.16
met en perspective ces re´sultats pour chacun des re´glages. Un crite`re est repre´sente´
sur chacun des axes et l’e´toile associe´e indique l’e´chelle. Pour rappel, les diffe´rents
re´glages correspondent a` des objectifs diffe´rents. Ainsi, les trois premiers re´glages
sont issus d’un plan factoriel fractionnaire e´tudiant les effets des parame`tres sur
les crite`res. Le premier re´glage, reglage1, donne la re´ponse optimale pour le crite`re
IAE seul. reglage2 correspond a` la re´duction des composantes harmoniques reje-
te´es sur le re´seau. Enfin, reglage3 apporte un compromis entre ces deux re´sultats
en prenant en compte les deux crite`res au moyen de la notion de de´sirabilite´. Par
la suite, la me´thodologie des surfaces de re´ponse a permis de donner un dernier
re´glage des parame`tres, reglage4 afin d’optimiser le crite`re IAE seulement. Les
diffe´rentes performances seront e´galement compare´es avec le re´sultat obtenu pour
la commande line´aire.
Correcteur flou correcteur
reglage1 reglage2 reglage3 reglage4 line´aire
Crite`re IAE 9.6 47.1 10.1 5.13 53.1
(10−2V.s)
TDH (%) 3.7 2.8 3.4 13.7 4.1
Connection charge :
Tr5% (ms) 57 173 56 26 193
VDCmin (V) 369 338 370 379 335
De´connection charge :
Tr5% (ms) 118 1078 134 50 1236
VDCmax (V) 432 476 434 423 485
VDCmin (V) 390 350 388 396 344
Objectif IAE TDH IAE IAE placement
seul seul TDH seul de poˆles
Tab. 4.18 – Comparaison des diffe´rents correcteurs
Tout d’abord, il apparaˆıt que la commande floue ame´liore globalement les per-
formances relatives aux deux crite`res par rapport au correcteur line´aire. Cependant,
de grandes disparite´s apparaissent entre les diffe´rents re´glages. Ainsi, le re´glage
ame´liorant le rejet d’harmoniques sur le re´seau donne de pie`tres performances dy-
namiques mais rame`ne la distorsion du courant (2.8 %) au niveau de la distorsion
de la tension re´seau (2.6 %). D’un autre coˆte´, l’ame´lioration en terme d’IAE ap-
porte´e par le reglage1 est spectaculaire : une re´duction d’environ 80 % par rapport
aux performances du correcteur line´aire. Enfin, tout en conservant une valeur du
crite`re IAE performante, le reglage3 a permis de diminuer sensiblement le rejet
harmonique. Pour finir, la me´thodologie des surfaces de re´ponse, employe´e pour
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Fig. 4.16 – Comparaison graphique des diffe´rents correcteurs
ame´liorer les performances en termes d’IAE, a permis de re´duire celui-ci de l’ordre
de 50% par rapport au meilleur re´glage pre´ce´dent en terme d’IAE (reglage1) et
de 90% par rapport au correcteur line´aire. Cependant, la distorsion harmonique
devient alors plus importante et souligne ainsi la ne´cessite´ du compromis entre ces
deux crite`res. En effet, l’e´tude des effets des facteurs sur les deux crite`res avait
montre´ qu’il n’e´tait pas possible d’optimiser simultane´ment le taux de distorsion
en entre´e et la dynamique en sortie.
4.7 Conclusion
Dans ce chapitre, l’efficacite´ de la me´thodologie des plans d’expe´riences pour le
re´glage sur site de correcteur a` base de logique floue pour l’optimisation d’un ob-
jectif multi-crite`res a e´te´ montre´e. Un correcteur line´aire commandant un hacheur
de´volteur a` absorbtion sinus a e´te´ re´gle´ afin de donner une base de comparaison
avec les commandes non line´aires de´veloppe´es dans le cadre de l’e´tude. Les crite`res
retenus, les performances dynamiques en sortie d’une part et le taux de distorsion
harmonique du courant absorbe´ sur le re´seau en entre´e d’autre part, sont de na-
tures diffe´rentes et pre´sentent un inte´reˆt pour l’ame´lioration globale de l’e´nergie
e´lectrique du syste`me conside´re´.
Les plans d’expe´riences factoriels, en donnant des indications sur les effets des
diffe´rents facteurs du correcteur flou et apre`s une e´tude en deux temps (plan dit
de ”de´grossissage” puis un plan pour affiner les re´sultats) ont permis de traiter
expe´rimentalement le re´glage par rapport a` ces deux crite`res. Ainsi, un premier
re´glage a permis d’obtenir une re´ponse optimale en terme de performances dyna-
miques puis un deuxie`me a diminue´ le rejet d’harmoniques sur le re´seau. Enfin, par
l’interme´diaire de la notion de de´sirabilite´, un re´glage composite a pu eˆtre de´fini,
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un compromis entre deux tendances antagonistes est donc possible. L’e´tude des
effets a montre´ que les valeurs des parame`tres relatives aux points optimaux pour
les deux crite`res ne se trouvaient pas dans la meˆme zone du domaine expe´rimental
et qu’un compromis devait eˆtre trouve´ entre les deux proprie´te´s. L’utilisation du
correcteur flou a permis ici d’ame´liorer de fac¸on conse´quente les performances par
rapport au correcteur line´aire.
D’un autre coˆte´, la me´thodologie des surfaces de re´ponses a e´te´ employe´e afin
d’ame´liorer le re´glage visant a` re´duire le crite`re IAE (performances dynamiques).
L’e´tude sur les effets des facteurs a permis, d’une part de restreindre et de choi-
sir les parame`tres du mode`le recherche´ et d’autre part de de´finir les bornes de
l’univers du discours pour chacun de ceux-ci. Un mode`le pre´sentant une bonne
description du syste`me e´tudie´ a ainsi pu eˆtre de´fini, et a conduit a` une ame´liora-
tion des performances dynamiques de l’ordre de 50% par rapport au meilleur des
re´glages pre´ce´dents pour l’IAE (reglage1).
Cette e´tude a e´te´ l’occasion de valider l’utilisation de la me´thodologie des plans
d’expe´riences pour re´gler un correcteur simultane´ment par rapport a` deux crite`res
de natures comple`tement diffe´rentes : une grandeur d’entre´e et simultane´ment une
grandeur de sortie, contribuant ainsi a` l’ame´lioration globale de la qualite´ de l’e´ner-
gie e´lectrique convertie. De plus, a` la diffe´rence de l’e´tude du chapitre pre´ce´dent,
toute la phase d’optimisation a e´te´ re´alise´e expe´rimentalement. La me´thode retenue
pre´sente donc l’avantage de ne pas ne´cessiter de mode`le pour obtenir un re´glage
optimal. Le re´glage multi-crite`res pour des objectifs distincts par la me´thodolo-
gie des plans d’expe´riences e´tant possible, l’e´tude pre´sente´e dans le chapitre 5 ne
traitera plus du re´glage temporel de correcteurs flous, mais du re´glage a` partir de
crite`res fre´quentiels.
Chapitre 5
Re´glage fre´quentiel multi crite`res
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5.1 Introduction
L’e´tude pre´sente´e dans ce chapitre traite du re´glage de correcteurs a` base de
logique floue commandant des syste`mes de type sur-amorti, re´gle´s a` partir de cri-
te`res fre´quentiels et non plus temporels comme dans les chapitres pre´ce´dents. Ces
travaux s’inscrivent dans la continuite´ de D.Hissel [His98a], consistant en la carac-
te´risation fre´quentielle des re´glages pre´-e´tablis propose´s pour les correcteurs PID
flous commandant des syste`mes de type sur-amorti. Il est apparu alors que certains
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de ces re´glages montraient lors d’une phase de caracte´risation des caracte´ristiques
inte´ressantes en terme de robustesse pour des crite`res fre´quentiels.
L’objet de ce chapitre consiste a` effectuer la de´marche inverse, c’est-a`-dire le
re´glage d’un correcteur flou et non plus sa caracte´risation par rapport a` des consi-
de´rations fre´quentielles. Dans la litte´rature, le re´glage des commandes floues est
presque syste´matiquement temporel et l’approche fre´qentielle n’a pas fait, a` notre
connaissance, l’objet de nombreuses e´tudes. La me´thodologie propose´e ici est alors
a` conside´rer comme une voie de recherche pour l’instant plutoˆt qu’une proce´dure
de re´glage syste´matique et performante.
Dans un premier temps, la structure des syste`mes e´tudie´s est pre´sente´e. D’une
part, le type de correcteur flou utilise´, de type PID, et ses degre´s de liberte´ seront
de´taille´s. D’autre part, afin de montrer le potentiel de la me´thodologie de re´glage
propose´e, celle-ci sera mise en oeuvre sur deux syste`mes distincts, un syste`me de
type fonction de transfert passe bas pour une e´tude en simulation seule, puis la
validation sur un syste`me expe´rimental : un hacheur de´volteur en mode courant.
Cette pre´sentation en deux temps s’explique par le fait que l’e´tude sur un syste`me
expe´rimental fortement non-line´aire est plus de´licate alors que les diffe´rentes possi-
bilite´s de re´glage sont plus faciles a` mettre en œuvre sur une fonction de transfert
simple.
A` partir de la description des syste`mes retenus pour tester la me´thodologie
de re´glage propose´e, les hypothe`ses adopte´es pour effectuer l’analyse fre´quentielle
seront pre´sente´es. Il en sera de meˆme pour les structures et me´thodes de carac-
te´risation fre´quentielle propres a` chacun de ces syste`mes et reposant dans cette
e´tude sur la me´thode du premier harmonique. Du fait de la non re´versibilite´ du
syste`me expe´rimental, la mise en oeuvre de l’analyse fre´quentielle ne´cessite l’uti-
lisation d’une me´thode spe´cifique de type feed forward. Le trace´ du lieu de Black
en boucle ouverte du syste`me comprenant un correcteur flou re´gle´ au moyen des
re´glages pre´-e´tablis donne´s par D.Hissel ([His98a]) et commandant le syste`me ex-
pe´rimental peut alors eˆtre effectue´. L’objectif est alors de ve´rifier si la robustesse
assure´e par ces re´glages par rapport a` des crite`res temporels, correspond bien a` des
crite`res fre´quentiels.
Le point suivant consiste a` pre´senter et de´finir les crite`res fre´quentiels suscep-
tibles d’eˆtre mis en oeuvre dans le cadre d’un re´glage fre´quentiel du correcteur flou.
A` partir de ceux-ci, la me´thodologie de re´glage sera utilise´e pour re´gler le correcteur
commandant le syste`me. La me´thode de re´glage consiste en l’utilisation des plans
d’expe´riences pour aboutir a` un premier re´glage puis a` une ame´lioration de celui-ci
au moyen d’un algorithme ge´ome´trique local. Le syste`me e´tudie´ est de type passe
bas dans un premier temps, puis l’e´tude est applique´e au syste`me expe´rimental.
Enfin, une comparaison des deux approches me´thodologiques pre´sente´es, tem-
porelle d’une part et fre´quentielle d’autre part, avec un correcteur PI classique
re´gle´ par la me´thode de l’optimum syme´trique sera effectue´e. Cette comparaison
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sera associe´e a` la pre´sentation des limitations de mise en oeuvre de re´glage fre´-
quentiels des correcteurs a` base de logique floue au moyen de la me´thodologie des
plans d’expe´riences permettant de conclure sur le potentiel de cette approche.
Ce dernier chapitre a un caracte`re plus amont, plus prospectif et moins imme´-
diatement applique´ que les deux chapitres pre´ce´dents.
5.2 Structure du syste`me
Le cadre de cette e´tude est de pre´senter une me´thodologie de re´glage d’un
correcteur a` base de logique floue commandant un syste`me e´lectrotechnique de
type passe bas permettant de mettre en oeuvre une analyse harmonique. Dans
un premier temps, le correcteur utilise´ va eˆtre pre´sente´, puis les deux syste`mes
commande´s seront de´taille´s. L’e´tude est alors divise´e en deux parties :
– e´tude en simulation d’une fonction de transfert de type passe bas du second
ordre afin de montrer la faisabilite´ et le potentiel de la me´thodologie de
re´glage propose´e,
– e´tude expe´rimentale a` fin de validation de cette me´thodologie sur un hacheur
de´volteur commande´ au moyen d’un mode courant.
5.2.1 Structure du correcteur flou
Le correcteur utilise´ est un PID flou classique de type Sugeno [ARA94], re-
pre´sente´ figure 5.1. L’ide´e est ici de reprendre la structure utilise´e dans [His98a]
pour re´gler des syste`mes sur-amortis afin de comparer les approches temporelles
et fre´quentielles. La structure utilise´e est celle explicite´e dans le chapitre 1. Avec 2
entre´es et deux facteurs de normalisation, 7 fonctions d’appartenances par entre´e
et 7 singletons pour la sortie, 7∗7 = 49 re`gles, un gain de de´normalisation et le co-
efficient d’inte´gration, 74 parame`tres doivent eˆtre re´gle´s. Les parame`tres de la table
de re`gles sont fixe´s afin d’obtenir une table classique anti-diagonale. Les positions
extreˆmes des fonctions d’appartenance et singletons sont fixe´es et une syme´trie par
rapport a` 0 est mise en place pour les autres. Le gain de normalisation sur l’erreur
est fixe´ a` la valeur de la re´fe´rence. La proble´matique de re´glage qui reste cependant
d’importance est alors ramene´e a` la prise en compte de seulement 9 facteurs :
– le gain de normalisation gdem sur la de´rive´e de l’erreur, de,
– 2 fonctions d’appartenances mobiles sur chaque entre´e, PSe, PV Se, PSde,
PV Sde,
– 2 singletons de sortie mobiles, PSs et PV Ss,
– le gain de de´normalisation en sortie, gm,
– le gain de l’action inte´grale, Ki.
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Fig. 5.1 – Structure du correcteur flou
5.2.2 Syste`me e´tudie´
5.2.2.1 Mode`le d’un syste`me de type passe bas
La premie`re e´tude mene´e au paragraphe 5.6.1 concerne une fonction de transfert
de type passe bas du second ordre note´e TFm(p), explicite´e e´quation 5.1 :
TFm(p) =
K
(1 + τ1.p)(1 + τ2.p)
(5.1)
Les parame`tres de cette fonction de transfert prennent les valeurs suivantes :
K = 5
τ1 = 0.5s
τ2 = 0.05s
(5.2)
Une telle fonction de transfert repre´sente un exemple de syste`me e´lectrome´ca-
nique de type passe bas du second ordre et les valeurs des parame`tres sont choisies
afin de ne pas avoir a` calculer la re´ponse du syste`me aux basses fre´quences pour
de´terminer la marge de phase. Ce choix permet ainsi de re´duire le temps de calcul
de fac¸on non ne´gligeable.
Afin de se rapprocher d’un syste`me re´el, une saturation va eˆtre place´e a` la sortie
du correcteur flou dans le but de limiter la grandeur de commande (saturation a`
±10) et introduisant ainsi une non-line´arite´. L’amplitude maximale en entre´e est
alors elle aussi fixe´e a` 10. L’excitation du syste`me en vue de re´aliser une analyse
fre´quentielle se fera au moyen d’une entre´e sinuso¨ıdale et conduit alors au sche´ma
de simulation pre´sente´ figure 5.2.
5.2.2.2 Syste`me expe´rimental
La deuxie`me e´tude qui sera mene´e au paragraphe 5.6.2 concerne notre syste`me
expe´rimental test, le hacheur Buck 1 kW commande´ en mode courant (re´alise´
analogiquement) avec une charge re´sistive variable, repre´sente´ figure 5.3 et dont
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Fig. 5.2 – Sche´ma de simulation du mode`le
le sche´ma est donne´ figure 5.4. Il posse`de une re´ponse indicielle de type passe bas
sous-amortie permettant ainsi d’effectuer une analyse fre´quentielle au moyen de la
me´thode du premier harmonique comme pre´sente´ plus loin.
 
Fig. 5.3 – Maquette du hacheur
Les valeurs des e´le´ments du syste`me sont donne´es table 5.1.
E (V) 200 R0(Ω) 200
C(µF ) 165 Rc(Ω) 40
L (mH) 1.3 RL(Ω) 0.4
Tab. 5.1 – Parame`tres du syste`me
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Fig. 5.4 – Hacheur en mode courant
En fonction de la charge, ce convertisseur non re´versible se comporte suivant
diffe´rents mode`les moyens. La re´sistance de sortie, R, peut prendre diffe´rentes
valeurs en fonction de l’e´tat de l’interrupteur de charge, figure 5.1. Le cycle de test
propose´ en temporel de´bute par un e´chelon indiciel a` vide, puis successivement une
connection et de´connection de la charge pour une meˆme re´fe´rence en entre´e.
Les e´quations suivantes de´crivent le mode continu avec une charge maximale,
e´quation 5.3, et le mode discontinu lorsque la charge est de´connecte´e, e´quation 5.4.
Vs(p)
Il(p)
=
R
(1 +RCp)
(5.3)
Vs(p)
Il(p)
=
√
RA
(1 +RCBp)
(5.4)
Avec : 
A =
√
2Lf
(
1− V s
E
)
2− 3V s
E
B =
1− Vs
E
2− 3Vs
E
(5.5)
Ces deux modes distincts sont la source d’une partie de la non-line´arite´ du
syste`me.
Deux filtres passe bas du premier ordre, non repre´sente´s sur la figure 5.4, ont
pour roˆle de filtrer les bruits de mesures respectivement sur le courant dans la self,
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Imes, au moyen d’un filtre analogique implante´ sur la carte du mode courant et sur
la tension de sortie, Vs, au moyen d’un filtre nume´rique implante´ sur le DSP.
5.3 Analyse fre´quentielle
5.3.1 Approximation au premier harmonique
Le comportement fre´quentiel du syste`me e´tudie´ ne peut pas eˆtre de´termine´
de fac¸on imme´diate. En effet, le syste`me comporte de nombreuses non-line´arite´s
issues aussi bien du correcteur flou que du hacheur. Cependant, le syste`me global
ayant un comportement de type passe bas, accentue´ par la pre´sence des filtres,
nous faisons l’hypothe`se que l’approximation au premier harmonique va pouvoir
eˆtre utilise´e pour effectuer l’e´tude.
Cette approximation se justifie par le fait que les syste`mes de type passe bas
vont filtrer les harmoniques autres que le fondamental. Des e´tudes non de´taille´es ici
et prenant en compte plusieurs amplitudes normalise´es en entre´e montrent que les
harmoniques autres que le fondamental sont bien filtre´s, a` l’exception de l’harmo-
nique de rang 3 dont la valeur pour les fortes amplitudes peut repre´senter jusqu’a`
5% de l’amplitude du fondamental. Cette valeur restant faible, l’hypothe`se selon
laquelle l’apport des harmoniques de rangs supe´rieurs a` 1 est ne´gligeable sera adop-
te´e. Cependant, le fait de conside´rer une telle hypothe`se, ainsi que la nature de la
me´thode employe´e, doit amener a` rester prudent sur la pre´cision des re´sultats ex-
ploite´s.
Du fait de l’existence de non-line´arite´s, le comportement fre´quentiel du syste`me,
caracte´rise´ par l’e´volution de sa phase et de son gain, de´pendra alors de l’amplitude
et de la fre´quence du signal sinuso¨ıdal en entre´e. Comme pre´sente´ dans le chapitre
1, la sortie d’un tel correcteur flou, SPID, de´pend de l’erreur e et de sa de´rive´e de.
Soit la fonction φ(e, de) telle que :
SPID = φ(e, de) (5.6)
Soit x(t) le signal sinuso¨ıdal injecte´ en entre´e, de la forme :
x(t) = x0.sin(ω.t) (5.7)
Il est alors possible de de´velopper la sortie du correcteur y(t) en se´rie de Fourier :
y(t) = y0 +
∞∑
n=1
(an.sin(n.ω.t) + bn.cos(n.ω.t)) (5.8)
avec : 
an =
1
pi
∫ 2pi
0
θ (x0.sin(ω.t), x0.cos(ω.t)) sin(n.ω.t).d(ω.t)
bn =
1
pi
∫ 2pi
0
θ (x0.sin(ω.t), x0.cos(ω.t)) cos(n.ω.t).d(ω.t)
(5.9)
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L’approximation au premier harmonique donne alors :
y(t) ' a1.sin(ω.t) + b1.cos(ω.t)
' q(x0, ω).x0.sin(ω.t) + q′(x0, ω).x0.cos(ω.t)
' B(x0, ω).x0.sin(ω.t+Ψ(x0, ω)
(5.10)
avec :

q =
1
pi.x0
∫ 2pi
0
θ (x0.sin(ω.t), x0.cos(ω.t)) sin(n.ω.t).d(ω.t)
q′ =
1
pi.x0
∫ 2pi
0
θ (x0.sin(ω.t), x0.cos(ω.t)) cos(n.ω.t).d(ω.t)
B(x0, ω) =
√
q2(x0, ω) + q′2(x0, ω)
Ψ(x0, ω) = arctan
(
q′(x0, ω)
q(x0, ω)
)
(5.11)
Ces re´sultats vont permettre de mettre en oeuvre sur le syste`me e´tudie´ l’analyse
fre´quentielle au moyen de la me´thode du premier harmonique.
5.3.2 Mise en oeuvre expe´rimentale
L’excitation du syste`me par un signal sinuso¨ıdal ne pre´sente pas de difficulte´
dans le cadre de l’e´tude en simulation de la fonction de transfert du second ordre,
celle-ci re´pondant aussi bien aux sollicitations ne´gatives qu’aux sollicitations po-
sitives, figure 5.5. Cependant, tel n’est pas le cas pour le montage expe´rimental,
le hacheur Buck commande´ en mode courant e´tant unidirectionnel. En effet, la
pre´sence du mode courant s’oppose a` l’utilisation d’un signal sinuso¨ıdal de com-
posante continue nulle en entre´e car le courant ne peut eˆtre ne´gatif (le syste`me
n’est pas re´versible en courant). Il va donc falloir travailler a` partir d’un point de
fonctionnement. Or, la pre´sence de l’inte´grateur dans le controˆleur flou entraˆıne la
saturation du dispositif si l’entre´e du correcteur ne tend pas vers ze´ro.
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Fig. 5.5 – Structure classique
En effet, en mettant un e´chelon en entre´e sur lequel est superpose´ un signal si-
nuso¨ıdal, en boucle ouverte, la grandeur de commande va augmenter jusqu’a` satu-
ration et rester bloque´e a` cette valeur. Pour e´viter une telle saturation, l’utilisation
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d’une structure de type feed forward est requise, figure 5.6. Le principe de celle-
ci consiste a` se´parer l’e´chelon de la variation de type sinuso¨ıdal et de l’appliquer
directement a` la sortie du controˆleur flou, c’est-a`-dire apre`s l’action inte´grale.
Ki
+
+
+
α
Vref0
Vref∆
+
−
+ Mode
Courant
β
R
1+RCp
Vmes
Vs
γ
Fig. 5.6 – Structure feed forward
L’analyse harmonique va alors pouvoir eˆtre re´alise´e a` partir d’un point de fonc-
tionnement. Celui-ci est choisi de fac¸on a` correspondre a` la valeur de la consigne
de tension en boucle ferme´e. Il s’agit alors de fixer Vref tel que Vs = Vs consigne. La
sortie Vs peut donc eˆtre de´finie par :
Vs = Vs0 +∆Vs (5.12)
Avec : {
Vs0 = f(Vref0)
∆Vs = g(∆Vref0)
(5.13)
Le mode courant est ici mode´lise´ par un syste`me du premier ordre. Le gain en
boucle ferme´e de la boucle de courant est donc
1
γ
. En re´gime statique, l’e´galite´
suivante est ve´rifie´e :
Vref0.α.
1
β
.R = Vs0 (5.14)
Soit :
Vref0.
R.α
β
= Vs consigne (5.15)
D’autre part, en re´gime permanent par rapport a` Vs, il vient :
Vref0 = Vmes = γ.Vs0 (5.16)
Soit :
Vref0 = γ.Vs consigne (5.17)
La relation est alors obtenue en associant les e´quations 5.15 et 5.17 :
γ.Vs consigne.
R.α
β
= Vs consigne (5.18)
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Soit finalement :
α.γ.R
β
= 1 (5.19)
β et γ e´tant des parame`tres propres au syste`me, il faut fixer :
α =
β
γ.R
(5.20)
L’analyse fre´quentielle pourra alors eˆtre effectue´e au moyen de l’analyse petits
signaux autour d’un point de fonctionnement donne´.
5.4 Caracte´risation fre´quentielle
L’objet de cette section est d’illustrer, sur l’exemple du hacheur Buck mode cou-
rant, la re´ponse fre´quentielle pour les re´glages pre´-e´tablis propose´s dans [His98a].
L’e´tude portera sur les re´glages pre´-e´tablis robustes plus adapte´s a` la fre´quence de
coupure du filtre positionne´ sur la tension de sortie (500Hz).
L’identification des parame`tres et l’utilisation des re´glages conduisent a` la de´fi-
nition des parame`tres de la commande donne´s table 5.2 calcule´s pour une re´fe´rence
de 60V .
PSe 0.281 PVSde 0.21
PVSe 0.184 PSs 0.8
PSde 0.7 PVSs 0.284
gem 60 gdem 15.7
gm 11.8 Ki 41.6
Tab. 5.2 – Valeurs des parame`tres issues des re´glages pre´-e´tablis robustes
Ces valeurs de parame`tres permettent de mettre en oeuvre la commande sur le
dispositif expe´rimental conduisant alors aux re´ponses indicielles en boucle ferme´e
pour des tensions de re´fe´rence de 40V , 60V et 80V repre´sente´es figure 5.7.
Le comportement temporel du syste`me est ici performant avec une bonne robus-
tesse par rapport a` la variation de la tension de re´fe´rence en entre´e. Ces parame`tres
ont e´te´ de´finis a` partir de conside´rations temporelles et en prenant en compte la
robustesse par rapport a` des erreurs d’identification parame´triques, c’est-a`-dire par
rapport aux variations parame´triques que peut subir le syste`me ainsi qu’aux bruits.
Il est alors inte´ressant de caracte´riser fre´quentiellement le comportement du sys-
te`me complet pour mettre en e´vidence le rapport entre les proprie´te´s temporelles
et fre´quentielles.
La caracte´risation fre´quentielle du syste`me complet, effectue´e autour du point
de fonctionnement a` 60V en sortie et pour diffe´rentes amplitudes au moyen d’une
structure feed forward, conduit au trace´ du lieu de transfert en boucle ouverte dans
le plan de Black donne´ figure 5.8.
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Fig. 5.7 – Re´ponses indicielles pour les re´glages pre´-e´tablis robustes
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Fig. 5.8 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages pre´-e´tablis robustes
Il apparaˆıt alors, comme mis en lumie`re dans la the`se de D.Hissel pour une
fonction de transfert du deuxie`me ordre, que le trace´ fre´quentiel pour le syste`me
expe´rimental complet avec les re´glages robustes pre´sente des caracte´ristiques per-
mettant d’assurer une certaine robustesse au syste`me. Ainsi, les trace´s pour les
diffe´rentes amplitudes ont tendance a` se resserrer sur une plage fre´quentielle au-
tour de la pulsation correspondant a` un gain de 0dB tout en assurant une marge
de phase relativement importante (environ 70˚ ).
La robustesse e´tant souhaite´e par rapport a` des variations parame´triques, la
figure 5.21 pre´sente les trace´s en boucle ouverte pour diffe´rentes valeurs de la
re´sistance de sortie : Rc ∈ [20 40 80 160 200] correspondant respectivement
aux trace´s de la droite vers la gauche.
136 5. Re´glage fre´quentiel multi crite`res
−300
−250
−200
−150
−100
−50
−20
−10
0
10
200
0.5
1
Phase (degrés)Gain (dB)
a
m
pl
itu
de
 n
or
m
al
isé
e
(a) repre´sentation 3D
−200 −180 −160 −140 −120 −100 −80 −60
−15
−10
−5
0
5
10
15
Phase (degrés)
G
ai
n 
(dB
)
(b) repre´sentation de la marge de module
Fig. 5.9 – Lieu de transfert en boucle ouverte dans le plan de Black pour les re´glages
donne´s par l’algorithme d’optimisation pre´sente´ en annexe 2 et pour diffe´rentes
valeurs de la re´sistance de sortie
Ces trace´s fre´quentiels illustrent la robustesse de ces re´glages pre´-e´tablis par
rapport a` des variations parame´triques. En effet, du fait de la nature du syste`me,
une variation de la re´sistance de charge en sortie modifie simultane´ment le gain
du syste`me et sa constante de temps, comme le montrent les e´quations 5.3 et 5.4.
Le choix des valeurs de la re´sistance de sortie permet de plus de tester le syste`me
en mode continu (Rc ∈ [20 40 80]) et en mode discontinu (Rc ∈ [160 200]).
Or, pour les diffe´rentes valeurs de la charge, les trace´s correspondants en boucle
ouverte sont pratiquement confondus, assurant ainsi la robustesse par rapport a`
ces variations avec une marge de module minimale de 0.36. La notion de marge de
module minimale sera pre´sente´e dans la section 5.5.1.
Ainsi, les crite`res temporels utilise´s pour la de´finition de re´glages robustes ont
effectivement conduit a` un trace´ dans le lieu de Black pre´sentant des caracte´ris-
tiques robustes pour des crite`res fre´quentiels. Cette remarque est a` l’origine des
travaux pre´sente´s par la suite ou` le fil directeur consiste a` effectuer la de´marche in-
verse, c’est-a`-dire d’utiliser des crite`res fre´quentiels pour de´finir un re´glage robuste
du controˆleur flou.
5.5 Crite`res fre´quentiels
Le trace´ de la re´ponse fre´quentielle en boucle ouverte e´tant accessible, l’objectif
de cette section est de pre´senter diffe´rents crite`res fre´quentiels autres que ceux bien
connus (marges de phase et de gain) et qui seront pris en compte pour re´gler les
parame`tres du correcteur flou.
5.5.1 Crite`res de re´glage fre´quentiels usuels
Un des crite`res fre´quentiels pouvant eˆtre pris en conside´ration est la marge de
module ou de gain-phase, ∆M . Celle-ci est de´finie comme le rayon du cercle de
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centre (−1, 0j) dans le plan de Nyquist et tangent au lieu de Nyquist. Elle permet
de comple´ter les marges de gain, de phase et de retard en assurant la robustesse
dans le cas ou` il y aurait une petite erreur de mode`le. En effet, en fixant une certaine
marge de module, la distance du lieu de Nyquist au point (−1, 0j) est suffisante
en cas de faibles variations des parame`tres de la fonction de transfert pour assurer
la stabilite´. Lorsque l’on veut imposer cette marge, une zone d’exclusion est alors
de´finie.
Soit L(j.ω) la fonction de transfert en boucle ouverte du syste`me e´tudie´. Il
vient :
∆M = min|1 + L(j.ω)| (5.21)
Ou encore :
∆M =
1
‖S‖∞ (5.22)
Ou` S repre´sente la fonction de sensibilite´, souvent utilise´e dans les e´tudes de
robustesse ([Ous94]) :
S =
1
1 + L
(5.23)
La figure 5.10 repre´sente le trace´ de la marge de module dans le plan de Nyquist.
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Fig. 5.10 – Marge de module
A` partir de conside´rations ge´ome´triques, les marges de phase Mφmin et de gain
Mgmin minimales suivantes sont obtenues :{
Mφmin = 2arcsin
(
∆M
2
)
Mgmin = −20log(1−∆M) (5.24)
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avec : 
∆M ∈ [0 1]
Mφmin ∈ [0 pi
3
]
Mgmin ∈ [0 +∞]
(5.25)
Soit G(ω) le lieu de la marge de module. il vient :
G(ω) =
α
α2 − ω2 −
1
α
+ 2
2
− j ω
α2 − ω2 (5.26)
avec :
α =
1
2∆M
(5.27)
Ces re´sultats me`nent aux relations sur le gain et la phase de la marge de module
suivantes : 
|G(ω)| =
√√√√√√
 α
α2 − ω2 −
1
α
+ 2
2

2
+
ω2
(α2 − ω2)2
ϕG(ω) = arctan
−
ω
α2 − ω2
α
α2 − ω2

(5.28)
Le trace´ de la marge de module dans le plan de Black est alors repre´sente´ figure
5.11.
La marge de module dans le plan de Black est respecte´e lorsque le trace´ du lieu
en boucle ouverte du syste`me n’entre pas dans le domaine d’exclusion de´fini par
l’inte´rieur de la demi-ellipso¨ıde. La figure 5.11 illustre le fait que le domaine fixe´
par une marge de module donne´e est inclus dans le domaine associe´ a` une marge
de module de norme supe´rieure. Il est donc possible de se servir de cette proprie´te´
et autoriser une variation de la marge de module dans le crite`re a` optimiser tout
en e´tant certain d’assurer une marge de module minimale.
Un deuxie`me crite`re fre´quentiel inte´ressant est la marge de retard, Mτ . Celle-
ci est la borne supe´rieure des retards qui, inse´re´s dans la boucle de re´gulation
n’entraˆınent pas l’instabilite´. En posant ωcr la pulsation pour laquelle le lieu de
Nyquist coupe le cercle unite´, il vient alors :
Mτ =
Mφ
ωcr
(5.29)
La figure 5.12 repre´sente le trace´ de la marge de retard dans le plan de Nyquist.
S’il existe plusieurs pulsations au gain unite´, ωcri, l’e´quation devient :
Mτ = min
(
Mφi
ωcri
)
(5.30)
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Fig. 5.12 – Marge de retard
En fre´quentiel, en imposant la marge de phase, pour Mτ donne´, il vient :
ωcr ≥ Mφ
Mτ
(5.31)
Pour une marge de phase et une marge de retard donne´es il faut donc imposer
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un ωcr minimum.
Il existe e´galement d’autres types de gabarits fre´quentiels dans le plan de Black
qui donnent par exemple des contours d’iso-de´passement et d’iso-amortissement,
[Ous94]. Ces gabarits ne seront pas utilise´s comme crite`res de re´glage par la suite.
5.5.2 Crite`re composite
A` partir des diffe´rents crite`res pre´sente´s pre´ce´demment, le crite`re global retenu
est un crite`re composite rassemblant plusieurs proprie´te´s. En premier lieu, et de
fac¸on classique, le premier crite`re de re´glage retenu est d’imposer une marge de
phase fixe. Or, en cas de variations parame´triques, il est pre´fe´rable d’annuler ou de
minimiser les variations de cette marge de phase . Pour ce faire, un gabarit verti-
cal, semblable a` celui de la commande CRONE de deuxie`me ge´ne´ration, [Ous94],
[Lan94], dans le lieu de Black va eˆtre adopte´. Une variation parame´trique issue
d’une variation du gain autour de la pulsation correspondant a` un gain nul, ω0dB,
se traduira alors par un glissement du gabarit vertical sur lui-meˆme assurant ainsi
la conservation de la marge de phase. Les commandes CRONE de dernie`re ge´-
ne´ration permettent de prendre en compte les variations parame´triques globales,
mais dans cette e´tude l’objectif est avant tout de montrer la faisabilite´ du re´glage
fre´quentiel robuste par les plans d’expe´riences.
Pour ω0dB fixe´, un intervalle de pulsation [ωmin ωmax], contenant ω0dB va eˆtre
fixe´. Ainsi, pour une marge de phase donne´eMφ et sur l’intervalle de pulsation fixe´,
l’objectif va eˆtre de ”coller” la re´ponse fre´quentielle en boucle ouverte du syste`me
global L(jω) sur le gabarit vertical dans Black, positionne´ sur la phase de´sire´e :
ϕd = −180˚ +Mφ. La figure 5.13 pre´sente la forme du gabarit retenu.
Ce type de gabarit permet de de´finir e´galement une marge de module minimale
qui sera tangente au gabarit. De plus, la de´finition de l’intervalle de pulsation
contenant ω0dB permet d’imposer une marge de retard minimale. Une certaine
robustesse va pouvoir ainsi eˆtre assure´e.
Pratiquement, du fait des temps de calcul importants pour calculer le gain et la
phase du syste`me pour chaque pulsation, nous ne conside´rerons qu’un faible nombre
de pulsations pour le calcul du crite`re. L’intervalle de pulsation sera alors centre´ sur
ω0dB de´sire´e afin de se rapprocher effectivement de la valeur souhaite´e. De plus, du
fait de la non line´arite´ du syste`me, il va falloir calculer les re´ponses fre´quentielles du
syste`me pour des amplitudes diffe´rentes du signal d’entre´e. La re´ponse fre´quentielle
sera donc compare´e au gabarit pour chacune de ces amplitudes et le crite`re global
sera obtenu en combinant ces diffe´rents crite`res. La` encore, pour controˆler le temps
de calcul, seul un nombre limite´ d’amplitudes diffe´rentes sera utilise´.
Pour e´valuer le crite`re global repre´sentant le gabarit vertical, la proble´matique
est divise´e en deux parties :
– d’une part, fixer la marge de phase,
5.5. Crite`res fre´quentiels 141
0 dB
jd
Gabarit
vertical
L(jw)
wmin
wmax
Phase
Gain
Dj
Fig. 5.13 – Gabarit vertical dans Black
– d’autre part, fixer la ”verticalite´” en limitant la diffe´rence de phase entre
la phase minimale et la phase maximale pour une amplitude donne´e sur
l’intervalle de pulsation conside´re´.
Pour le crite`re global retenu, plusieurs proprie´te´s doivent donc eˆtre prises en
compte lors de la phase d’optimisation. La notion de de´sirabilite´, pre´sente´e chapitre
2, va permettre de se ramener a` un crite`re composite unique pour mener l’e´tude.
Les diffe´rentes fonctions de de´sirabilite´s e´le´mentaires (pre´sente´es dans le chapitre
2) associe´es a` ces crite`res sont respectivement :
– la de´sirabilite´ e´le´mentaire d1, associe´e a` la marge de phase,
– la de´sirabilite´ e´le´mentaire d2, associe´e a` la verticalite´.
D’une part, l’objectif est de fixer pour chacune des amplitudes en entre´e la
marge de phase. Soit alors Cmp(Ai) un crite`re de´fini pour une amplitude Ai don-
ne´e :
Cmp(Ai) = |Mϕd(ω0dB)−Mϕs(ω0dB)| (5.32)
Dans l’e´quation 5.32, Mϕd repre´sente la marge de phase de´sire´e et Mϕs est la
marge de phase du syste`me pour l’amplitude conside´re´e. Pour la transformation
en de´sirabilite´ e´le´mentaire, la valeur cible associe´e a` Cmp(Ai) est fixe´e a` ze´ro
alors que la valeur plancher est de´finie par l’e´cart maximal de marge de phase
admissible ∆Mϕmax en degre´s. Pour obtenir la de´sirabilite´ totale de ce crite`re, il
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est alors ne´cessaire de prendre en compte chaque amplitude en entre´e. Ce but est
atteint en multipliant les de´sirabilite´s obtenues pour chaque amplitude, soit :
d1 =
∏
Ai
( |Cmp(Ai)−∆Mϕmax|
∆Mϕmax
)r1
(5.33)
Le coefficient r1 est fixe´ a` 1 pour rendre le syste`me sensible a` toute ame´lioration
du crite`re. L’utilisation d’un tel crite`re permet de plus de re´gler la marge de retard.
En effet, le calcul de la de´sirabilite´ pour ce crite`re est effectue´ sur une plage de
fre´quences donne´e. Si le gain nul n’est pas obtenu sur cet intervalle, la de´sirabilite´
est alors fixe´e a` 0. La de´finition de la borne infe´rieure de l’intervalle va donc imposer
une pulsation wcr minimale pour la marge de phase et donc une borne pour la
marge de retard.
D’autre part, la verticalite´ doit eˆtre assure´e au moyen de la de´sirabilite´ e´le´men-
taire d2. La variation de phase par rapport au gabarit vertical sur l’intervalle de
pulsation conside´re´ et pour l’ensemble des amplitudes Ai va alors eˆtre limite´e. Soit
Cv(Ai) un crite`re de´fini pour une amplitude Ai donne´e :
Cv(Ai) = |ϕmax − ϕmin| (5.34)
Pour de´finir la de´sirabilite´ correspondante, la valeur cible est la` encore fixe´e
a` 0 degre´ (re´ponse colle´e sur le gabarit), qui est la valeur ide´ale. Une de´sirabilite´
de 1 assurera donc ici une re´ponse dans Black verticale. La valeur plancher sera
de´finie par la variation maximale admissible ∆ϕmax en degre´s. De fac¸on analogue, la
de´sirabilite´ d2 est de´finie par multiplication des de´sirabilite´s obtenues pour chaque
amplitude :
d2 =
∏
Ai
( |Cv(Ai)−∆ϕmax|
∆ϕmax
)r2
(5.35)
Le coefficient r2 est, la` encore, fixe´ a` 1 pour rendre le syste`me sensible a` toute
ame´lioration du crite`re.
Enfin, ces diffe´rentes de´sirabilite´s e´le´mentaires sont ramene´es a` une de´sirabilite´
composite, D, avec des coefficients de ponde´rations e´gaux :
D =
√
d1× d2 (5.36)
Le crite`re d’e´tude e´tant de´fini, la me´thodologie des plans d’expe´riences va eˆtre
mise en oeuvre pour aboutir a` un re´glage du correcteur flou.
5.6 Re´glage fre´quentiel
Lors de la pre´sentation du correcteur a` re´gler, paragraphe 5.2.2.2, il est apparu
que suite aux hypothe`ses simplificatrices, 9 parame`tres devaient eˆtre re´gle´s. Or,
e´tudier 9 facteurs dans un plan d’expe´riences avec une re´solution IV conduit a`
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devoir mener au minimum 32 essais au lieu de 16 dans le cas de 8 facteurs. Ces
essais devant eˆtre multiplie´s par le nombre de niveaux diffe´rents pour l’amplitude
d’entre´e, et les temps de simulation du syste`me e´tant tre`s importants pour les basses
fre´quences, dans un premier temps, seule l’e´tude de 8 facteurs a e´te´ mene´e. La
valeur du gain inte´gral Ki sera donc fixe´e, sachant que l’utilisation ulte´rieure d’une
table comple´mentaire peut permettre de comple´ter l’e´tude. Seuls les parame`tres du
moteur flou sont donc e´tudie´s initialement. Partant de ces 8 facteurs et fixant deux
niveaux pour chacun de ceux-ci, une table factorielle fractionnaire 28−4IV , pre´sente´e
en annexe A, sera utilise´e.
Dans un deuxie`me temps, l’utilisation d’un algorithme d’optimisation local de
type ge´ome´trique, pre´sente´ en annexe B sera pre´fe´re´e a` l’emploi de tables com-
ple´mentaires pour affiner les re´glages. Ainsi, le re´glage obtenu a` l’issue de l’e´tude
re´alise´e au moyen de la me´thodologie des plans d’expe´riences sera de´fini comme
vecteur d’initialisation des parame`tres de l’algorithme d’optimisation.
5.6.1 Application au mode`le d’un syste`me de type passe
bas
La matrice d’expe´riences e´tant de´finie, il est ne´cessaire de fixer le niveau des
facteurs. Ceux-ci sont explicite´s table 5.3. Les niveaux pour les fonctions d’appar-
tenance sont choisis de fac¸on a` e´viter leur chevauchement d’une part et sont de´finis
de fac¸on a` utiliser la non line´arite´ de la commande floue d’autre part.
Facteur PSe PVSe PSde PVSde PSs PVSs gm gdem
Niveau 1 0.3 0.01 0.3 0.01 0.4 0.01 8 0.01
Niveau 2 0.8 0.2 0.8 0.2 0.8 0.3 15 1
Tab. 5.3 – Niveaux des facteurs pour le re´glage fre´quentiel
Prenant comme objectif le crite`re composite pre´sente´ dans les sections pre´ce´-
dentes et plac¸ant le gabarit vertical a` la position −120˚ , la me´thodologie des plans
d’expe´riences conduit alors au re´glage optimal donne´ table 5.4.
Facteur PSe PVSe PSde PVSde PSs PVSs gm gdem
Valeur 0.8 0.2 0.8 0.01 0.4 0.3 15 1
Tab. 5.4 – Re´glage du controˆleur flou a` l’issue du re´glage par les plans d’expe´riences
Ce re´glage correspond au trace´ des lieux en boucle ouverte dans le plan de
Black pour diffe´rentes amplitudes en entre´e repre´sente´s figure 5.14.
Les valeurs des de´sirabilite´s composite et e´le´mentaires correspondantes sont
donne´es dans 5.37 : 
D = 0.524
d1 = 0.802
d2 = 0.343
(5.37)
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(a) repre´sentation 3D (b) repre´sentation 2D
Fig. 5.14 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages donne´s par les plans d’expe´riences pour un crite`re de´fini au moyen du
gabarit vertical
Il apparaˆıt alors que les trace´s des lieux de transfert en boucle ouverte corres-
pondant aux diffe´rentes amplitudes sont re´partis de part et d’autre de la verticale
a` −120˚ dans le plan de Black avec, pour chacune, des variations en termes de
”verticalite´” ne de´passant pas 20˚ . Ces re´sultats peuvent eˆtre e´claire´s en pre´sentant
les re´glages des parame`tres donne´s par les plans d’expe´riences lorsque le crite`re
e´tudie´ est, d’une part la marge de phase seule, et d’autre part la verticalite´ seule.
Les trace´s fre´quentiels correspondants sont donne´s figure 5.15.
(a) Crite`re : marge de phase (b) Crite`re : verticalite´
Fig. 5.15 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages donne´s par les plans d’expe´riences
Pour le crite`re de marge de phase seul, figure 5.15(a), les faibles amplitudes
pe´nalisent le crite`re mais les marges de phase des autres re´ponses sont tre`s proches
de la valeur de re´fe´rence. La valeur de la de´sirabilite´ correspondante est d1 =
0.854. Pour le crite`re de verticalite´ seul, figure 5.15(b), la re´ponse pour les faibles
amplitudes ne pe´nalise pas autant le crite`re avec des trace´s assez verticaux avec une
variation de 15˚ sur la plage de pulsation conside´re´e mais au prix d’une de´gradation
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de la marge de phase autour de 40˚ au lieu des 60˚ initialement de´sire´s. La valeur
de la de´sirabilite´ correspondante est d2 = 0.397. Ainsi, en conside´rant le crite`re
composite global associe´ au gabarit vertical et a` travers la notion de de´sirabilite´,
un compromis a e´te´ atteint entre les deux crite`res composant le gabarit.
Cependant, le re´glage obtenu est fortement tributaire des niveaux impose´s lors
de la mise en oeuvre de la table d’expe´riences. Cette proce´dure donne donc un
premier re´sultat d’optimisation en un nombre re´duit d’essais. Pour l’ame´liorer, il
est alors possible d’injecter ce re´sultat dans un algorithme d’optimisation local.
L’utilisation de l’algorithme de type Hook and Jeeve pre´sente´ en annexe B conduit
alors aux re´ponses fre´quentielles, dans le plan de Black, trace´es figure 5.16.
 
(a) repre´sentation 3D
 
(b) repre´sentation 2D
Fig. 5.16 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages donne´s par l’algorithme d’optimisation
Les valeurs des de´sirabilite´s composite et e´le´mentaires correspondantes sont
donne´es dans 5.37 : 
D = 0.5886
d1 = 0.785
d2 = 0.441
(5.38)
A` l’issue de cette phase d’optimisation, tre`s gourmande en nombres d’essais et
ne´cessitant un temps de calcul tre`s important, la de´sirabilite´ globale a bien e´te´
ame´liore´e, e´quation 5.38, notamment du fait du regroupement de la re´ponse pour
les faibles amplitudes avec les autres re´ponses. La variation de la marge de phase
pour les diffe´rentes amplitudes n’est alors plus que de 5 degre´s et de 7 degre´s
pour la verticalite´, ame´liorant ainsi de fac¸on remarquable le re´sultat donne´ par les
plans. L’algorithme d’optimisation joue donc bien son roˆle et permet d’affiner le
re´glage des parame`tres du controˆleur flou a` partir de la solution donne´e par les
plans d’expe´riences.
La me´thodologie pre´sente´e peut e´galement eˆtre mise en oeuvre pour re´aliser le
re´glage du correcteur flou en prenant en conside´ration des crite`res supple´mentaires.
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En ajoutant des de´sirabilite´s e´le´mentaires au crite`re composite global et en jouant
sur les ponde´rations des diffe´rentes composantes, les proprie´te´s du lieu de transfert
en boucle ouverte du syste`me peuvent eˆtre modifie´es. A titre d’exemple, les crite`res
de marge de module et de marge de retard vont eˆtre utilise´s par la suite et mis en
oeuvre au moyen de l’algorithme d’optimisation.
Dans un premier exemple, le crite`re de la marge de module est pris en compte.
Usuellement, une marge de module de l’ordre de 0.5 est choisie. Cependant, la
marge de module permet e´galement d’imposer une marge de phase minimale. Il est
donc possible de choisir la valeur de la marge de module en fonction des objectifs
pour la marge de phase. Ainsi, pour une marge de phase de 60 degre´s, une marge
minimale de 50 degre´s peut eˆtre assure´e en fixant judicieusement les valeurs plan-
cher et cible pour la de´sirabilite´ e´le´mentaire de ce nouveau crite`re. La proce´dure
de re´glage conduit alors aux re´sultats pre´sente´s figure 5.17.
  
Fig. 5.17 – Prise en compte de la marge de module lors du re´glage du correcteur
flou
Le domaine de tole´rance pour la marge de module se situe alors dans la zone
encadre´e par le trace´ des deux marges de module. Le fait que certaines des re´ponses
pour une amplitude donne´e se situent a` l’inte´rieur de la zone de´finie par la valeur
cible de la marge de module n’est pas tre`s pe´nalisant pour le crite`re, du fait de la
valeur de ri qui est de´finie tre`s petite devant 1 (ri = 0.1), pour cette de´sirabilite´
e´le´mentaire. Par ce moyen, une certaine robustesse par rapport aux erreurs de
mode`le est ainsi assure´e notamment pour des erreurs plus conse´quentes que les
6dB classiques.
La marge de retard est maintenant introduite dans le crite`re composite tout en
attachant de l’importance aux crite`res de verticalite´ et de marge de phase. Il faut
alors mettre en oeuvre ces trois crite`res en choisissant des facteurs de ponde´ration
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judicieux conduisant au re´sultat recherche´, c’est-a`-dire de conserver une re´ponse
verticale dans Black tout en fixant la pulsation de´sire´e a` 0dB. Le re´glage initial
consiste en la solution donne´e par l’algorithme pour un crite`re compose´ uniquement
de la verticalite´ et de la marge de phase. Ces deux de´side´rabilite´s e´le´mentaires se
voient alors allouer des coefficients de ponde´rations ωi d’une valeur de 1 pour
e´viter de s’e´loigner de la forme du gabarit vertical de´ja` obtenue. Le coefficient
de ponde´ration de la marge de retard va alors eˆtre fixe´ a` 3 afin de favoriser cette
de´sirabilite´ par rapport aux deux autres. En effet, les deux autres crite`res posse´dant
de´ja` une bonne re´ponse, il s’agit de re´gler le nouveau facteur sans trop de´te´riorer
ceux-ci. Soit d3 la de´sirabilite´ e´le´mentaire associe´e a` la marge de retard, il vient
alors :
D =
5
√
d1× d2× d33 (5.39)
Un tel choix de crite`res permet d’aboutir aux lieux en boucle ouverte dans le
plan de Black, trace´s figure 5.18.
  
Fig. 5.18 – Prise en compte de la marge de retard lors du re´glage du correcteur
flou
Les valeurs des de´sirabilite´s composite et e´le´mentaires correspondantes sont
donne´es dans 5.40 : 
d1 = 0.742
d2 = 0.426
d3 = 0.548
(5.40)
Il apparaˆıt ici que la qualite´ des crite`res relatifs a` la verticalite´ et a` la marge de
phase a e´te´ de´te´riore´e au profit de la marge de retard. En effet, il n’y a plus qu’une
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variation de 2dB autour de la pulsation a` 0dB choisie, soit une ame´lioration de
l’ordre de 50% de ce crite`re.
Outre la possibilite´ d’augmenter le nombre de crite`res pris en compte, ces deux
exemples permettent e´galement d’illustrer la difficulte´ a` trouver les coefficients
ade´quats dans la mise en oeuvre de la de´sirabilite´ composite, inte´grant plusieurs
de´sirabilite´s e´le´mentaires, toutes diffe´rentes entre elles. Les valeurs cibles et plan-
cher jouent elles aussi un roˆle important.
En effet, si l’intervalle pour l’une des de´sirabilite´s e´le´mentaires est important par
rapport aux autres de´sirabilite´s, il faudra ajuster les coefficients ri ou augmenter
la ponde´ration pour que la de´sirabilite´ globale soit sensible a` ce parame`tre.
Cette e´tude ayant montre´ que la me´thodologie des plans d’expe´riences associe´e
a` l’utilisation d’un algorithme d’optimisation local peut donner des re´sultats in-
te´ressants pour le re´glage fre´quentiel de correcteur a` base de logique floue, cette
proce´dure va eˆtre mise en oeuvre sur le processus re´el qu’est le hacheur de´volteur
a` mode courant, [Fau04].
5.6.2 Application au syste`me expe´rimental
Commandant le mode`le du syste`me expe´rimental sous Matlab/Simulink, une
nouvelle initialisation des niveaux de chacun des facteurs doit eˆtre re´alise´e. Le choix
des niveaux pour les diffe´rents parame`tres va alors eˆtre re´alise´ comme suit :
– la valeur du gain de normalisation sur l’erreur e´tant fixe´e, les valeurs de
re´fe´rence respectivement pour le gain de normalisation sur la de´rive´e de l’er-
reur, gdem, et le gain de de´normalisation gm vont eˆtre de´finies a` partir des
formules des re´glages pre´-e´tablis robustes, paragraphe 1.3.5,
– les positions des fonctions d’appartenance mobiles, aussi bien en entre´e qu’en
sortie, vont eˆtre positionne´es de fac¸on a` recouvrir leur univers du discours
comme indique´ dans la table 5.5.
Facteur PSe PVSe PSde PVSde PSs PVSs gdem gm
Niveau 1 0.28 0.1 0.5 0.1 0.6 0.1 10 20
Niveau 2 0.8 0.18 0.7 0.21 0.8 0.28 30 50
Tab. 5.5 – Niveaux des facteurs pour le re´glage fre´quentiel
Prenant comme objectif le crite`re composite pre´sente´ dans les sections pre´ce´-
dentes, la me´thodologie des plans d’expe´riences conduit alors au re´glage optimal
donne´ table 5.6.
Facteur PSe PVSe PSde PVSde PSs PVSs gdem gm Ki
Valeur 0.8 0.18 0.5 0.21 0.6 0.1 30 10 40
Tab. 5.6 – Parame`tres du controˆleur flou a` l’issue du re´glage par les plans d’expe´-
riences
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Du point de vue du re´glage, il est a` noter que les effets des diffe´rents facteurs
ont des valeurs proches les unes des autres et leurs interactions ont des influences
proches de celles des facteurs seuls. De plus, la de´finition de niveaux diffe´rents des
facteurs, pour la meˆme e´tude, montre qu’il est possible d’obtenir un re´sultat e´qui-
valent pour des valeurs distinctes des parame`tres. La de´finition du crite`re optimal
au sens des plans est donc tre`s sensible ici a` la de´finition des niveaux de chacun
des facteurs.
Afin d’ame´liorer le re´glage propose´ a` l’issue de la me´thodologie des plans d’ex-
pe´riences, l’algorithme d’optimisation ge´ome´trique local de type Hook and Jeeve
(annexe 2) est mis en oeuvre. L’objectif est alors de converger vers un re´glage opti-
mal tout en abandonnant les incertitudes lie´es aux effets des facteurs donne´s par les
plans. L’algorithme est initialise´ par le re´glage obtenu a` l’issue de la me´thodologie
des plans et aboutit au re´glage donne´ table 5.7.
Facteur PSe PVSe PSde PVSde PSs PVSs gdem gm Ki
Valeur 0.8 0.184 0.57 0.21 0.6 0.1 40 11 40
Tab. 5.7 – Re´glage du controˆleur flou donne´ par l’algorithme d’optimisation
Le trace´ des lieux en boucle ouverte pour diffe´rentes amplitudes dans le le plan
de Black est alors donne´ figure 5.19 d’une part et dans le plan de Bode figure 5.20
d’autre part.
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Fig. 5.19 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages donne´s par l’algorithme d’optimisation
Il apparaˆıt ici que les trace´s pour les diffe´rentes amplitudes sont relativement
bien ”colle´s” au gabarit vertical retenu comme crite`re et assurant une marge de
phase de 60˚ .
La robustesse e´tant souhaite´e par rapport a` des variations parame´triques, la
figure pre´sente les trace´s en boucle ouverte pour diffe´rentes valeurs de la re´sistance
de sortie.
Il apparaˆıt ici que la caracte´risation fre´quentielle du syste`me pour diffe´rentes
valeurs de la re´sistance de sortie conduit a` des trace´s en boucle ouverte s’e´loignant
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Fig. 5.20 – Lieu de transfert en boucle ouverte dans Bode pour les re´glages donne´s
par l’algorithme d’optimisation
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Fig. 5.21 – Lieu de transfert en boucle ouverte dans le plan de Black pour les
re´glages donne´s par l’algorithme d’optimisation et pour diffe´rentes valeurs de la
re´sistance de sortie
plus que pre´ce´demment du gabarit vertical de´sire´. Ceci s’explique par le fait qu’une
variation de la re´sistance modifie tre`s sensiblement non seulement le gain du sys-
te`me, mais aussi sa constante de temps en se re´fe´rant a` l’e´quation 5.3 correspondant
au fonctionnement en mode continu d’un facteur 20. En effet, le gabarit vertical ne
prend en compte que les variations de gain. Pour re´pondre a` de telles exigences, il
faudrait alors modifier le gabarit utilise´ comme crite`re et peut eˆtre se rapprocher
des gabarits des commandes CRONE de ge´ne´ration 3 ou des domaines d’incerti-
tudes parame´triques propose´s par Horowitz ([Hor72]). Cependant, une marge de
module conse´quente est tout de meˆme assure´e, d’une valeur de 0.55.
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D’autre part, il est inte´ressant de visualiser le comportement temporel du sys-
te`me pour les re´glages propose´s et soumis au meˆme cycle de test applique´ aux
re´glages pre´-e´tablis robustes ([His98a]). Ainsi, la figure 5.22 donne les re´ponses
indicielles pour diffe´rentes amplitudes pour un meˆme re´glage.
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Fig. 5.22 – Re´ponses indicielles pour les re´glages donne´s par l’algorithme d’opti-
misation
Les performances en termes de crite`res temporels sont ici un peu moins bonnes
pour le re´glage fre´quentiel, donnant tout de meˆme un comportement plutoˆt correct
en temporel.
5.7 Comparaison des diffe´rents re´glages
A` des fins de comparaison, les diffe´rents re´glages propose´s dans ce chapitre vont
eˆtre compare´s avec les performances apporte´es par un correcteur PI line´aire re´gle´
par la me´thode de l’optimum syme´trique a` une marge de phase de 60 degre´s pour
une charge de 40Ω. L’identification au moyen de l’essai indiciel de´ja` utilise´e dans
le cadre de la mise en œuvre des re´glages robustes permet la de´finition des valeurs
des parame`tres de la commande. La fonction de transfert du correcteur PI, Clin(p)
prend la forme de´crite e´quation 5.41.
Clin(p) = Klin.
1 + τi.p
τi.p
(5.41)
Les valeurs des cœfficients sont donne´s table 5.8.
Ce re´glage conduit alors aux re´sultats fre´quentiels en boucle ouverte pour diffe´-
rentes amplitudes en entre´e autour d’un point de fonctionnement, d’une part dans
le plan de Black, figure 5.23, et d’autre part dans le plan de Bode, figure 5.24.
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Facteur Klin τi
Valeur 0.1081 0.0035
Tab. 5.8 – Valeurs des parame`tres du PI line´aire re´gle´es par la me´thode de l’opti-
mum syme´trique
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Fig. 5.23 – Lieu de transfert en boucle ouverte dans le plan de Black pour le PI
line´aire
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Fig. 5.24 – Lieu de transfert en boucle ouverte dans Bode pour le PI line´aire pour
une re´sistance en sortie de 40Ω
Le correcteur PI line´aire assure ici une marge de phase de 60 degre´s pour la
valeur de re´sistance se´lectionne´e et pour les diffe´rentes amplitudes en entre´e. Ce-
pendant, a` la diffe´rence des re´sultats donne´s par le correcteur flou re´gle´ fre´quen-
tiellement, le trace´ en boucle ouverte, meˆme s’il est cale´ sur une marge de phase de
60˚ , s’e´loigne rapidement du gabarit vertical utilise´ pre´ce´demment comme crite`re.
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Le comportement du syste`me est alors e´galement e´value´, figure 5.25, pour dif-
fe´rentes valeurs de la re´sistance en sortie : Rc ∈ [20 40 80 160 200] corres-
pondant respectivement aux trace´s de la droite vers la gauche.
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Fig. 5.25 – Lieu de transfert en boucle ouverte dans le plan de Black pour le PI
line´aire et pour diffe´rentes valeurs de la re´sistance de sortie
Il apparaˆıt alors que contrairement au correcteur flou re´gle´ au moyen des re´-
glages robustes, [His98a], les trace´s en boucle ouverte pour les diffe´rentes valeurs
de la re´sistance de charge, figure 5.25, diffe`rent les uns des autres. La robustesse
par rapport a` ces variations n’est donc pas assure´e.
Enfin, la figure 5.26 pre´sente le releve´ temporel expe´rimental correspondant a`
la mise en œuvre de ce correcteur line´aire pour une re´fe´rence de 60V .
Le correcteur PI line´aire assure donc une marge de phase de 60 degre´s pour la
valeur de re´sistance se´lectionne´e et des performances temporelles moyennes sans
pre´senter de robustesse particulie`re. Les performances temporelles des diffe´rents
re´glages et commandes sont alors de´taille´es dans la table 5.9.
Le correcteur flou dit robuste re´gle´ temporellement assure donc les meilleures
performances dynamiques pour chacun des crite`res recense´s dans le tableau. Il ap-
paraˆıt alors que le correcteur flou et le correcteur line´aire, tous les deux re´gle´s
fre´quentiellement, pre´sentent des performances temporelles e´quivalentes avec un
le´ger avantage au correcteur line´aire au de´marrage, et au correcteur flou en re´gu-
lation. Pour ces deux commandes, les performances temporelles sont subies a` la
diffe´rence du correcteur flou re´gle´ par re´glages robustes.
5.8 Limites de la me´thodologie propose´e
La proce´dure de re´glage propose´e a donne´ de bons re´sultats pour le re´glage
du correcteur commandant la fonction de transfert de type passe bas du second
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Fig. 5.26 – Re´ponse indicielle pour le PI line´aire pour un cycle de test 200Ω −
40Ω− 200Ω
Re´ponse Connection De´connection
indicielle de la charge de la charge
Structure IAE tr Vs tr Vs tr Vs
5% max 5% min 5% max
(V.s−1) (ms) (V) (ms) (V) (ms) (V)
Correcteur flou
re´glage robuste 0.452 5.6 63.1 5 56.2 5.2 64.3
(figure 5.7)
Correcteur flou
re´glage fre´quentiel 0.501 9.1 69.2 6.1 52.2 6.7 68.6
(figure 5.22)
Correcteur PI
line´aire 0.496 7.9 67.7 6.1 51.1 7.1 70
(figure 5.26)
Tab. 5.9 – Comparaison temporelle des diffe´rents correcteurs
ordre. Cependant, l’application sur un syste`me re´el posse´dant des non line´arite´s
est plus de´licate a` mettre en œuvre. Il apparaˆıt e´galement que l’utilisation d’un al-
gorithme d’optimisation a` l’issue des plans d’expe´riences est presque indispensable
afin de se rapprocher des objectifs de´sire´s. Il convient alors e´galement de s’inter-
roger sur la pertinence de l’utilisation de la me´thodologie des plans d’expe´riences
pour re´gler de fac¸on fre´quentielle des syste`mes complexes re´els. En effet, de par
leur nature, le traitement de crite`res fre´quentiels n’aboutit pas a` obtenir des effets
de facteurs influents mais montre plutoˆt que les effets des facteurs principaux ainsi
que leurs interactions ont des influences souvent e´quivalentes. Une zone d’e´tude ou`
le comportement du crite`re a tendance a` eˆtre line´aire par rapport aux parame`tres
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conside´re´s est donc difficile a` fixer et remet donc en cause l’efficacite´ des plans pour
aboutir a` un re´glage pertinent. En effet, dans la litte´rature, [Ous94], les solutions
propose´es pour le re´glage de correcteurs par rapport a` des crite`res fre´quentiels
passent par l’utilisation d’algorithmes d’optimisation nume´riques confortant ainsi
l’analyse pre´ce´dente.
De plus, la simplicite´ du re´glage du correcteur flou, recherche´e tout au long de
nos travaux, est prise en de´faut car le calcul des trace´s fre´quentiels du syste`me en
boucle ouverte pour diffe´rentes amplitudes et notamment pour les basses fre´quences
est tre`s important en terme de temps de calcul. Cette me´thode est donc de´licate
a` mettre en œuvre pour un gain final, par rapport a` d’autres types de correcteurs,
qui n’est pas toujours tre`s important.
5.9 Conclusion
Ce chapitre a illustre´ la possibilite´ de re´gler des correcteurs flous par rapport a`
des crite`res fre´quentiels au moyen de la me´thodologie des plans d’expe´riences. La
caracte´risation fre´quentielle d’un correcteur commandant un syste`me dont la re´-
ponse indicielle en boucle ouverte est de type sous amortie et re´gle´ par les re´glages
pre´ e´tablis robustes propose´s par D.Hissel, [His98a], a montre´ qu’on retrouvait
fre´quentiellement certaines proprie´te´s robustes. La proce´dure inverse a e´te´ mise en
œuvre, c’est-a`-dire le re´glage a` partir de crite`res fre´quentiels de ce meˆme correcteur
au moyen des plans d’expe´riences associe´ a` un algorithme d’optimisation pour affi-
ner le re´glage propose´. La me´thodologie de re´glage a e´te´ utilise´e sur deux syste`mes
distincts. Une premie`re e´tude en simulation d’une fonction de transfert du second
ordre repre´sentant un syste`me e´lectrotechnique a montre´ le potentiel de l’approche
sur un syste`me simple. Une deuxie`me e´tude expe´rimentale sur un syste`me re´el,
a montre´ les difficulte´s de mise en œuvre de celle-ci ainsi que ses limites tout en
apportant des re´sultats positifs.
Trois correcteurs ont e´te´ compare´s lors de cette e´tude :
– un correcteur PID flou re´gle´ temporellement et robuste aux variations para-
me´triques,
– un correcteur PID flou re´gle´ fre´quentiellement,
– un correcteur line´aire de type PI re´gle´ par la me´thode de l’optimum syme´-
trique.
Leurs performances relatives sont synthe´tise´es dans la table 5.10.
Le correcteur flou re´gle´ fre´quentiellement donne de bons re´sultats uniquement
en cas de variation du gain du syste`me car il a e´te´ re´gle´ par rapport a` ce crite`re.
Il serait envisageable de conside´rer un crite`re fre´quentiel plus complet, utilisant
un gabarit de type CRONE de ge´ne´ration 3, [Ous94], ou le gabarit propose´ dans
[Hor72], par exemples, assurant une meilleure robustesse au syste`me et rendant
l’approche propose´e plus inte´ressante.
La me´thodologie de re´glage propose´e n’est donc pas ve´ritablement aboutie et
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Correcteur flou Correcteur flou Correcteur PI
re´glage robuste re´glage fre´quentiel line´aire
performances bonnes moyennes moyennes
dynamiques
robustesse pour une moyenne bonne moyenne
variation du gain
robustesse pour des bonne moyenne moyenne
variations parame´triques
Tab. 5.10 – Performances des diffe´rents correcteurs
doit plutoˆt eˆtre conside´re´e comme une perspective de recherche. La me´thodologie
des plans d’expe´riences paraˆıt insuffisante pour apporter, seule, des re´glages fre´-
quentiels performants de correcteurs a` base de logique floue, et ne´cessite alors la
mise en œuvre d’un algorithme d’optimisation.
Conclusion ge´ne´rale
Les travaux de recherche pre´sente´s dans ce document avaient pour but d’ap-
profondir le potentiel de la me´thodologie des plans d’expe´riences en tant qu’outil
de re´glage des parame`tres de commandes a` base de logique floue. Ce type de com-
mande est en effet re´pute´ performant mais le nombre e´leve´ de ses parame`tres le rend
de´licat a` mettre en œuvre. Les me´thodes pre´sente´es dans la litte´rature aboutissant
au re´glage des commandes floues sont souvent complexes et d’un acce`s peu facile.
c’est sur ce point que les travaux pre´sente´s interviennent. L’objectif est d’apporter
une me´thodologie de re´glage simple, accessible a` des non spe´cialistes de l’automa-
tique avance´e, permettant de re´gler en un minimum d’essais une commande a` base
de logique floue.
Afin de montrer le potentiel de la me´thodologie propose´e, celle-ci se devait d’eˆtre
applique´e a` diffe´rentes proble´matiques associant des objets de natures distinctes.
Les syste`mes e´tudie´s peuvent alors eˆtre de´compose´s en deux parties, syste`mes dont
la re´ponse indicielle en boucle ouverte est de type sous ou sur amorti. Ces types
de syste`mes sont re´alise´s expe´rimentalement au moyen de structures distinctes de
convertisseurs statiques. Pour ces diffe´rents types de syste`mes, diffe´rentes struc-
tures de commande non line´aires ont e´te´ utilise´es, tels des correcteurs de type PID
flou ou correcteur par retour d’e´tat flou. Les crite`res de re´glages conside´re´s prennent
en compte des conside´rations temporelles ou fre´quentielles pour un re´glage mono
ou multi objectifs traitant des proprie´te´s entre´e/sortie des syste`mes e´tudie´s. Les
diffe´rentes me´thodologies de re´glage propose´es dans les diffe´rents chapitres se sont
re´ve´le´es plus ou moins performantes en fonction de l’association d’objet conside´re´e.
Le premier chapitre a pre´sente´ la re´alisation de commande non line´aire a` partir
de la notion de logique floue. Il a alors e´te´ mis en e´vidence, comment, a` partir
d’une structure de commande a` base de logique floue, caracte´rise´e notamment par
un nombre de parame`tres intrinse`ques important, il e´tait possible de re´duire ce
nombre. Il s’agit de fixer judicieusement certains de ceux-ci et d’adopter des choix
en termes de forme des fonctions d’appartenance et de mettre en place des syme´-
tries. Une pre´sentation des me´thodologies de re´glage propose´es dans la litte´rature
a mis en e´vidence que celles-ci sont souvent complexes et couˆteuses en termes de
nombre d’essais a` re´aliser. Il apparaˆıt alors que la me´thodologie des plans d’ex-
pe´riences peut se re´ve´ler utile pour re´gler des dispositifs de type flou par une
limitation du nombre d’essais ne´cessaires.
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Le potentiel de la me´thodologie des plans d’expe´riences ayant e´te´ souligne´, le
deuxie`me chapitre, consacre´ exclusivement a` la pre´sentation de cet outil, a rap-
pele´ les clefs permettant de mettre œuvre un plan d’expe´riences. Deux types de
plans ont plus particulie`rement e´te´ pre´sente´s. Tout d’abord, les plans permettant
d’e´tudier les effets des facteurs e´tudie´s sur le crite`re conside´re´, au moyen de plans
factoriels fractionnaires qui sont faciles a` construire ou qui peuvent eˆtre trouve´s
dans la litte´rature. D’un autre coˆte´, certains plans permettent de mode´liser l’e´vo-
lution du crite`re conside´re´ sur un domaine expe´rimental au moyen d’une forme
quadratique dont les cœfficients sont calcule´s par la me´thode des moindres carre´s a`
partir de quelques releve´s expe´rimentaux. Il est alors possible de retrouver analyti-
quement l’optimum de la surface e´tudie´e. Le plan pre´sente´, permettant de mettre
en œuvre cette me´thodologie dite ’surfaces de re´ponse’, est de type composite cen-
tre´. Il pre´sente l’avantage d’eˆtre simple a` de´finir et d’eˆtre base´ sur une structure de
plan factoriel. Des plans d’expe´riences plus complexes existent, permettant de re´-
duire le nombre d’expe´riences a` effectuer, mais ils sont plus complique´s a` mettre en
œuvre et nuiraient donc a` la simplicite´ recherche´e. Enfin, la mise en œuvre de plans
d’expe´rience est d’autant plus aise´e qu’il existe de nombreux logiciels donnant un
acce`s simple pour un non spe´cialiste. Enfin, la notion de de´sirabilite´ a e´te´ pre´sen-
te´e, outil qui permet de rassembler plusieurs crite`res de natures diffe´rentes en un
objectif composite unique permettant de traiter des proble´matiques multi-crite`res
graˆce a` la me´thodologie des plans d’expe´riences.
Le troisie`me chapitre traite de la premie`re association e´tudie´e, un syste`me dont
la re´ponse indicielle en boucle ouverte est de type sous-amorti, re´alise´ expe´rimenta-
lement par un convertisseur DC/DC, un hacheur de´volteur commande´ en tension.
Le crite`re retenu pour re´gler les correcteurs e´tudie´s est unique et temporel, conside´-
rant l’IAE (Inte´grale de la valeur Absolue de l’Erreur), et e´value les performances
dynamiques du syste`me. Les correcteurs de type PID e´tant re´pute´s ne pas eˆtre
tre`s performants pour commander ce type de syste`mes, un correcteur PID line´aire
a e´te´ mis en œuvre afin de confirmer cette assertion. Une commande par retour
d’e´tat line´aire a e´galement e´te´ re´alise´e afin de fournir une base de comparaison
avec les correcteurs flous e´tudie´s. Deux structures de commande floues ont e´te´
pre´sente´es : commande par retour de´rive´ (transformant la re´ponse indicielle du
syste`me de type sous amorti en type sur amorti) associe´ a` un correcteur PID flou
d’une part, et une structure par retour d’e´tat flou d’autre part. Les me´thodologies
de re´glage s’appuient alors sur les plans d’expe´riences. La structure de commande
par retour de´rive´ ne ne´cessite que deux essais d’identification indicielle pour re´-
gler les cœfficients du correcteur au moyen de re´glages pre´-e´tablis, tout en ayant
la possibilite´ d’ame´liorer les performances en utilisant les surfaces de re´ponses. Il
est alors possible de re´gler tre`s rapidement la commande floue a` la condition que
les caracte´ristiques du syste`me e´tudie´ respectent les conditions de validite´ des re´-
glages pre´-e´tablis propose´s. Dans le cas contraire, une e´tude supple´mentaire pour
adapter les cœfficients est ne´cessaire. La deuxie`me structure floue e´tudie´e (retour
d’e´tat flou) ne´cessite un nombre de parame`tres plus important que la premie`re
afin d’assurer une bonne robustesse par rapport aux variations de la charge. Il est
apparu que la me´thodologie des plans peinait alors pour re´gler ce correcteur avec
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ces parame`tres supple´mentaires et l’utilisation d’un algorithme d’optimisation lo-
cal(dans cette e´tude de type Hook and Jeeve), plus gourmand en nombre d’essais
a` re´aliser, s’est re´ve´le´e ne´cessaire. Les deux commandes floues se sont re´ve´le´es plus
performantes que les correcteurs line´aires pre´sente´s. Cependant, la commande par
retour d’e´tat floue, ne´cessitant deux capteurs et plus de´licate a` re´gler, est infe´rieure
au correcteur par retour de´rive´ et correcteur PID flou en termes de robustesse, de
performances dynamiques, du nombre de capteurs requis et de facilite´ de re´glage.
La commande par retour de´rive´ et correcteur PID flou paraˆıt donc plus inte´ressante
sur ce type de syste`me.
Dans le quatrie`me chapitre, un syste`me dont la re´ponse indicielle en boucle ou-
verte est de type sur-amorti est e´tudie´ pour un objectif temporel multi crite`res. Le
syste`me expe´rimental e´tudie´ a` fin de validation est un redresseur a` absorption sinu-
so¨ıdale. Les crite`res conside´re´s sont les performances dynamiques en sortie (IAE)
et le rejet d’harmoniques de courant sur le re´seau en entre´e (taux de distorsion
harmonique). Un correcteur de type PI flou est place´ sur la boucle de tension
afin d’ame´liorer les performance globales de l’e´nergie e´lectrique par rapport a` un
correcteur PI line´aire. La notion de de´sirabilite´ permet de prendre en compte si-
multane´ment les proprie´te´s entre´e/sortie dans la phase de re´glage. La me´thodologie
des plans d’expe´riences est applique´e sur site pour re´gler le correcteur flou. Un plan
unique ne´cessitant seulement 16 expe´riences est alors mis en œuvre expe´rimentale-
ment pour e´tudier les effets des facteurs. Les mesures effectue´es sont ensuite traite´es
en affectant diffe´rentes ponde´rations sur les crite`res e´tudie´s au moyen de la notion
de de´sirabilite´. Il est ainsi possible d’aboutir a` 3 re´glages diffe´rents : le premier per-
met d’optimiser les performances dynamiques en sortie seules, le deuxie`me re´duit
les harmoniques de courant absorbe´s en entre´e et le troisie`me re´glage consiste en
un compromis entre les deux proprie´te´s conside´re´es. Les plans d’expe´riences per-
mettent donc avec une seule mise en œuvre de privile´gier telle ou telle proprie´te´
ou de re´aliser une optimisation simultane´e aboutissant a` un compromis. Dans un
deuxie`me temps, le jeu de parame`tres recherche´ pour ame´liorer les performances
dynamiques seules est obtenu au moyen de la me´thodologie des surfaces de re´-
ponses. Le domaine d’e´tude de cette me´thode en terme d’univers du discours des
variables e´tant re´duit, l’optimisation de jeu de parame`tres ne peut pas eˆtre effec-
tue´e simultane´ment pour les deux proprie´te´s, leur optimum se trouvant dans deux
re´gions de l’espace expe´rimental e´loigne´es l’une de l’autre. Il apparaˆıt cependant
qu’a` l’issue de la phase d’optimisation, les performances dynamiques sont encore
ame´liore´es de 50%. Cette e´tude illustre donc le potentiel de la me´thodologie des
plans d’expe´rience pour le re´glage sur site de commandes floues pour un objectif
mono ou multi crite`res.
Le dernier chapitre traite du re´glage fre´quentiel de syste`mes dont la re´ponse
indicielle en boucle ouverte est de type sur-amorti. Cette e´tude fait suite aux tra-
vaux de D.Hissel, [His98a], qui a montre´ qu’un correcteur de type PID flou re´gle´
au moyen des re´glages temporels pre´-e´tablis robustes, pre´sentaient e´galement des
aspects robustes par rapport a` des crite`res fre´quentiels. Le syste`me e´tant de type
passe bas sur-amorti, la me´thode de l’analyse au premier harmonique permet de
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tracer les re´ponses fre´quentielles en boucle ouverte. Il est alors possible de mettre
en œuvre un plan d’expe´riences visant a` re´gler le syste`me par rapport a` des cri-
te`res fre´quentiels. L’objectif retenu, afin de montrer le potentiel de l’approche, est
un gabarit fre´quentiel vertical dans le plan de Black assurant une bonne robus-
tesse par rapport aux variations de gain et des marges de module et de retard
minimales. La me´thode est alors applique´e a` deux syste`mes : un premier syste`me
en simulation constitue´ d’une fonction de transfert du second ordre, plus facile a`
re´gler, et dans un deuxie`me temps expe´rimentalement sur un hacheur de´volteur
mode courant. L’e´tude mene´e en simulation aboutit a` des re´sultats satisfaisants,
la re´ponse fre´quentielle en boucle ouverte e´tant proche du gabarit retenu. Cepen-
dant, l’e´tude sur le syste`me expe´rimental a montre´ les limites de la me´thodologie
propose´e. D’une part, les performances restent proches de celles donne´es par un
correcteur PI line´aire re´gle´ par la me´thode de l’optimum syme´trique. D’autre part,
la me´thodologie des plans aboutit a` un re´glage me´diocre du correcteur par rapport
au crite`re fre´quentiel et l’utilisation d’un algorithme d’optimisation est alors ne´ces-
saire pour converger vers un jeu de parame`tres inte´ressant. La ne´cessite´ d’utiliser un
algorithme de re´glage est conforte´e par les e´le´ments propose´s dans la litte´rature,
[Ous94], pre´conisant l’utilisation d’algorithme nume´rique pour re´gler des correc-
teurs par rapport a` des conside´rations fre´quentielles. L’approche propose´e dans ce
chapitre est donc dans ce sens plus prospective que ve´ritablement aboutie.
A` travers l’e´tude des diffe´rentes associations d’objets, le potentiel de la me´tho-
dologie des plans d’expe´riences pour re´gler des commandes a` base de logique floue
commandant des syste`mes du ge´nie e´lectrique a e´te´ souligne´. Les deux types de
plans existant, permettant l’e´tude des effets des facteurs d’une part et la recherche
d’un optimum d’autre part permettent de traiter un nombre important de proble´-
matiques. La simplicite´ de la me´thode rend alors l’utilisation des commandes floues
accessibles aux non spe´cialistes d’autant plus que l’existence de logiciels spe´cifiques
de´die´s aux plans d’expe´riences simplifient leur utilisation.
Notre valeur ajoute´e se situe notamment :
– dans la de´finition de me´thodes de re´glage de commandes floues pour des
syste`mes sous-amortis,
– dans la mise en e´vidence de potentialite´s des surfaces de re´ponses associe´es
aux plans d’expe´riences classiques pour l’optimisation locale de commandes
floues de syste`mes non-line´aires
– dans la mise en œuvre de re´glages multi-crite`res visant a` ame´liorer la qualite´
e´lectrique globale des syste`mes.
Les perspectives a` l’issue de ces travaux de the`ses sont multiples. Une premie`re
approche serait de de´velopper le champ des re´glages pre´-e´tablis de correcteurs flous
commandant des syste`mes dont la re´ponse indicielle est de type sur-amorti en de´-
finissant des re´glages pre´-e´tablis pour des correcteurs flou de type PI. D’un autre
coˆte´, une e´tude ayant pour objectif de comparer plusieurs me´thodes d’optimisa-
tion des parame`tres de commandes a` base de logique floue pourraient se re´ve´ler
inte´ressante. La mise en œuvre sur site de diffe´rentes me´thodes, heuristiques ou
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stochastiques, dont les performances seraient e´value´es en termes de temps d’op-
timisation (nombre d’essais a` re´aliser e´quivalent a` un couˆt) et par rapport a` la
qualite´ du re´glage permettrait de mettre en perspective sur une meˆme application
les re´sultats apporte´s par les surfaces de re´ponses. Concernant le re´glage fre´quen-
tiel de correcteurs flous, qui apparaˆıt eˆtre de´licat, la conduite d’une e´tude visant a`
e´tablir des relations entre les proprie´te´s temporelles et fre´quentielles associe´es aux
correcteurs flous pourrait eˆtre constructive pour de´velopper cette approche. Enfin,
meˆme si tout au long de nos travaux la me´thodologie des plans d’expe´riences a
e´te´ mise en œuvre sur des commandes a` base de logique floue, il est envisageable
d’appliquer cet outil de re´glage a` d’autres types de commandes non-line´aires.
Annexe A
Tables d’expe´riences
A.1 Introduction
Cette annexe explicite les diffe´rents plans utilise´s dans le cadre de nos travaux
et donne les e´le´ments ne´cessaires a` leur mise en oeuvre. Deux types de plans sont
distingue´s ici : les plans factoriels fractionnaires pour l’e´tude des effets des facteurs
et les plans composites centre´s pour l’e´tude des surfaces de re´ponse. Ces deux
types de plans sont pre´sente´s en de´tail dans le chapitre 2. Deux plans factoriels
fractionnaires ont e´te´ utilise´s, un plan de type 28−4IV pour l’e´tude de 8 facteurs et
un plan 29−4IV pour l’e´tude de 9 facteurs. Un seul plan composite centre´ a e´te´ utilise´
pour obtenir un mode`le de 3 variables de l’e´volution d’un crite`re.
A.2 Plans factoriels fractionnaires
Les plans d’expe´riences de´crits dans cette section permettent d’e´valuer les effets
de facteurs sur un crite`re en un nombre donne´ d’essais.
Ces plans sont de type factoriel, ce qui signifie que deux niveaux sont choisis
pour chacun des parame`tres se´lectionne´s. La notation de Yates est retenue pour leur
de´finition, conduisant a` utiliser des variables centre´es re´duites. Ainsi, la notation
− correspond au niveau bas d’un facteur et la notation + a` son niveau haut.
Les plans mis en oeuvre sont fractionnaires, c’est-a`-dire que certaines interac-
tions entre les facteurs sont utilise´es pour e´tudier des parame`tres supple´mentaires,
re´duisant ainsi le nombre d’essais a` re´aliser.
Pour chacun des deux plans d’expe´riences pre´sente´s ici, la re´solution choisie est
de IV , ce qui signifie que les contrastes calcule´s pour les effets des facteurs seront
aliase´s avec des interactions d’ordre 3 ou plus, qui sont par hypothe`ses ne´gligeables.
L’e´valuation des effets des parame`tres est donc imme´diat avec ce type de plan.
I
II Tables d’expe´riences
A.2.1 Plan factoriel fractionnaire 28−4IV
Le plan 28−4IV pre´sente´ permet d’e´tudier 8 facteurs avec un plan complet de base
a` 4 facteurs (1, 2, 3 et 4) et en utilisant 4 interactions pour e´tudier les facteurs
supple´mentaires (5, 6, 7, 8) pour un nombre total de 16 essais a` mener.
Les ge´ne´rateurs d’aliases inde´pendants de´finissant le plan sont donne´s e´quation
A.1 :
I = 2345 = 1346 = 1237 = 1248 (A.1)
Les ge´ne´rateurs d’aliases explicitent les interactions utilise´es pour e´tudier les
facteurs 5, 6, 7 et 8 : 
5 = 234
6 = 134
7 = 123
8 = 124
(A.2)
Le choix des ge´ne´rateurs pre´ce´dents (A.1) me`ne a` l’ensemble de ge´ne´rateurs
d’aliases suivant :
I = 2345 = 1346 = 1237 = 1248
= 1256 = 1457 = 1358 = 2467
= 2368 = 3478 = 3567 = 4568
= 2578 = 1678 = 12345678 (A.3)
La matrice d’expe´rience correspondante est donne´e table A.1. Elle donne les
niveaux de chaque parame`tre pour chacune des expe´riences.
En admettant l’hypothe`se selon laquelle les interactions d’ordre trois ou supe´-
rieur sont ne´gligeables, les contrastes calcule´s par la me´thodologie des plans cor-
respondant correspondent aux effets des facteurs et interactions donne´s e´quation
A.4.
Comme illustre´ par la de´finition des contrastes, l’inconve´nient de ce plan est
que l’ensemble des effets des interactions d’ordre 2 sont aliase´s. Ceci s’explique
par le fait qu’un plan de base a` 4 parame`tres permet au maximum d’e´tudier 8
facteurs avec une re´solution IV . Cependant, utiliser un plan de re´solution V serait
beaucoup plus gourmand en termes d’essais a` re´aliser. Ce choix est donc le re´sultat
d’un compromis entre pre´cision et nombres d’expe´riences. La de´termination des
effets des interactions d’ordre 2 est alors susceptible de ne´cessiter la re´alisation
d’essais supple´mentaires.
A.2. Plans factoriels fractionnaires III
Nume´ro Facteur 1 Facteur 2 Facteur 3 Facteur 4 Facteur 5 Facteur 6 Facteur 7 Facteur 8
de l’essai = 234 = 134 = 123 = 124
1 - - - - - - - -
2 + - - - - + + +
3 - + - - + - + +
4 + + - - + + - -
5 - - + - + + + -
6 + - + - + - - +
7 - + + - - + - +
8 + + + - - - + -
9 - - - + + + - +
10 + - - + + - + -
11 - + - + - + + -
12 + + - + - - - +
13 - - + + - - + +
14 + - + + - + - -
15 - + + + + - - -
16 + + + + + + + +
Tab. A.1 – Plan 28−4

l1= 1
l2= 2
l3= 3
l4= 4
l5= 5
l6= 6
l7= 7
l8= 8
l12= 12 + 37 + 48 + 56
l13= 13 + 27 + 46 + 58
l14= 14 + 28 + 36 + 57
l15= 15 + 26 + 38 + 47
l16= 16 + 25 + 34 + 78
l17= 17 + 23 + 45 + 68
l18= 18 + 24 + 35 + 67
(A.4)
IV Tables d’expe´riences
A.2.2 Plans factoriels fractionnaires 29−4IV
Le plan 29−4IV pre´sente´ permet d’e´tudier 9 facteurs avec un plan complet de base
a` 5 facteurs (1, 2, 3, 4, 5) et en utilisant 4 interactions pour e´tudier les facteurs
supple´mentaires (6, 7, 8, 9) pour un nombre total de 32 essais a` mener. E´tudiant
9 facteurs avec une re´solution IV , le nombre minimum d’essais a` effectuer est 32.
Le plan utilise´, [Bro48], pre´sente l’avantage de ne pas confondre les interactions
impliquant les facteurs 1 et 6.
Les ge´ne´rateurs d’aliases inde´pendants de´finissant le plan sont donne´s e´quation
A.5 :
I = 12346 = 2357 = 2458 = 3459 (A.5)
Les ge´ne´rateurs d’aliases explicitent les interactions utilise´es pour e´tudier les
facteurs 6, 7, 8 et 9 : 
6 = 1234
7 = 235
8 = 245
9 = 345
(A.6)
Le choix des ge´ne´rateurs pre´ce´dents (A.1) me`ne a` l’ensemble de ge´ne´rateurs
d’aliases suivant :
I = 2357 = 2389 = 2458 = 2479
= 3459 = 3478 = 5789 = 12346
= 12569 = 12678 = 13568 = 13579
= 14567 = 14689 = 123456789 (A.7)
La matrice d’expe´riences correspondant au choix des ge´ne´rateurs d’aliases in-
de´pendants est donne´e table A.2. Le sigle Fi signifie Facteuri.
En admettant l’hypothe`se selon laquelle les interactions d’ordre trois ou supe´-
rieur sont ne´gligeables, les contrastes calcule´s par la me´thodologie des plans corres-
pondant correspondent aux effets des facteurs et interactions donne´s e´quation A.8.
Il apparaˆıt alors que les effets des interactions d’ordre 2 comprenant les facteurs 1
et 6 ne sont pas aliase´s. Il peut alors s’ave´rer judicieux de choisir soigneusement les
parame`tres associe´s aux facteurs 1 et 6 : si l’expertise sur le syste`me est suffisante
pour pre´voir quels sont les facteurs qui sont pre´dominants, il est inte´ressant de les
associer a` F1 et F6.
A.2. Plans factoriels fractionnaires V
Nume´ro F 1 F 2 F 3 F 4 F 5 F 6 F 7 F 8 F 9
de l’essai = 1234 = 235 = 245 = 345
1 - - - - - + - - -
2 + - - - - - - - -
3 - + - - - - + + -
4 + + - - - + + + -
5 - - + - - - + - +
6 + - + - - + + - +
7 - + + - - + - + +
8 + + + - - - - + +
9 - - - + - - - + +
10 + - - + - + - + +
11 - + - + - + + - +
12 + + - + - - + - +
13 - - + + - + + + -
14 + - + + - - + + -
15 - + + + - - - - -
16 + + + + - + - - -
17 - - - - + + + + +
18 + - - - + - + + +
19 - + - - + - - - +
20 + + - - + + - - +
21 - - + - + - - + -
22 + - + - + + - + -
23 - + + - + + + - -
24 + + + - + - + - -
25 - - - + + - + - -
26 + - - + + + + - -
27 - + - + + + - + -
28 + + - + + - - + -
29 - - + + + + - - +
30 + - + + + - - - +
31 - + + + + - + + +
32 + + + + + + + + +
Tab. A.2 – Plan 29−4
VI Tables d’expe´riences

l1= 1
l2= 2
l3= 3
l4= 4
l5= 5
l6= 6
l7= 7
l8= 8
l9= 9
l12= 12
l13= 13
l14= 14
l15= 15
l16= 16
l17= 17
l18= 18
l19= 19
l26= 26
l36= 36
l46= 46
l56= 56
l67= 67
l68= 68
l69= 69
l23= 23 + 57 + 89
l24= 24 + 79 + 58
l34= 34 + 59 + 78
l25= 25 + 37 + 48
l35= 35 + 27 + 49
l45= 45 + 39 + 28
l47= 47 + 29 + 38
(A.8)
A.3. Surfaces de re´ponse VII
A.3 Surfaces de re´ponse
La pre´sente section pre´sente le plan d’expe´riences utilise´ au cours de nos travaux
pour mettre en oeuvre la me´thodologie des surfaces de re´ponse. Le plan utilise´ est
un plan composite centre´ permettant de mode´liser l’e´volution d’un crite`re au moyen
d’une forme quadratique analytique prenant en conside´rations 3 parame`tres. Il est
alors possible de trouver facilement l’optimum recherche´e de la surface mode´lise´e.
Soit β le vecteur des cœfficients du mode`le analytique recherche´. Il est de´fini
par :
β =

β0
β1
β2
β3
β11
β22
β33
β12
β13
β23

(A.9)
Posant x1, x2 et x3 les 3 variables e´tudie´es, l’e´quation du mode`le est donne´e
e´quation A.10.
η = β0 +
3∑
i=1
βi.xi +
3∑
i=1
βii.x
2
i +
2∑
i=1
(
3∑
j=i+1
βij.xi.xj) (A.10)
La mise en œuvre du plan permettant de de´finir le vecteur des cœfficients du
mode`le, β, passe alors par la de´finition de 5 niveaux par facteur e´tudie´ et conduit a`
la table d’expe´riences donne´e table A.11, en utilisant la notation de Yates (variables
centre´es re´duites).
ξ =

−1 −1 −1
+1 −1 −1
−1 +1 −1
+1 +1 −1
−1 −1 +1
+1 −1 +1
−1 +1 +1
+1 +1 +1
+α 0 0
−α 0 0
0 +α 0
0 −α 0
0 0 +α
0 0 −α
0 0 0

(A.11)
VIII Tables d’expe´riences
La dernie`re ligne de la table A.11 correspond a` un essai au centre du domaine
expe´rimental conside´re´, qui devra eˆtre re´pe´te´ n0 fois afin d’assurer certaines proprie´-
te´s a` la matrice d’expe´riences. Pour que celle-ci respecte la condition de pre´cision
uniforme, assurant une variance quasi constante a` l’inte´rieur du domaine expe´ri-
mental, les parame`tres α et n0 doivent prendre des valeurs particulie`res donne´es
en A.12, [Lou05]. {
α = 1.682
n0 = 6
(A.12)
En notant Y le vecteur des re´ponses mesure´es pour chaque essai et en de´finissant
la matrice du mode`le, X, table A.13, l’estimation du vecteur des cœfficients du
mode`le, β̂, est obtenue au moyen de la relation A.14.
X =

+1 −1 −1 −1 +1 +1 +1 +1 +1 +1
+1 +1 −1 −1 +1 +1 +1 −1 −1 +1
+1 −1 +1 −1 +1 +1 +1 −1 +1 −1
+1 +1 +1 −1 +1 +1 +1 +1 −1 −1
+1 −1 −1 +1 +1 +1 +1 +1 −1 −1
+1 +1 −1 +1 +1 +1 +1 −1 +1 −1
+1 −1 +1 +1 +1 +1 +1 −1 −1 +1
+1 +1 +1 +1 +1 +1 +1 +1 +1 +1
+1 +α 0 0 +α2 0 0 0 0 0
+1 −α 0 0 +α2 0 0 0 0 0
+1 0 +α 0 0 +α2 0 0 0 0
+1 0 −α 0 0 +α2 0 0 0 0
+1 0 0 +α 0 0 +α2 0 0 0
+1 0 0 −α 0 0 +α2 0 0 0
+1 0 0 0 0 0 0 0 0 0

(A.13)
β̂ = (tXX)−1.(tX).Y (A.14)
Cette relation reposant sur la me´thode des moindres carre´s donne alors une
forme analytique de la surface de re´ponse e´tudie´e. Cette me´thode est utilise´s dans
les sections 3.4.6 et 4.5.
A.4 Conclusion
Les diffe´rentes tables pre´sente´es dans cette annexe donnent les e´le´ments essen-
tiels pour la mise en œuvre rapide des diffe´rents plans d’expe´riences propose´s et
utilise´s au cours de nos travaux.
Annexe B
Algorithme d’optimisation local
ge´ome´trique
B.1 Introduction
Dans le chapitre 2, la me´thodologie des surfaces de re´ponse, permettant de
mode´liser au moyen d’une forme quadratique l’e´volution d’un crite`re et re´pondant
ainsi a` une proble´matique de recherche d’un optimum dans un domaine expe´rimen-
tal bien de´fini, a e´te´ pre´sente´e. Une autre solution consiste a` utiliser un algorithme
d’optimisation local pour explorer ce meˆme domaine. Cette annexe pre´sente dans
ce sens un algorithme d’optimisation local ge´ome´trique, base´ sur l’algorithme de
Hook and Jeeve. Cette me´thode heuristique permet alors de proposer une autre
solution avec ses propres avantages et inconve´nients.
B.2 Algorithme d’optimisation
L’algorithme d’optimisation retenu est base´ sur celui de Hook and Jeeve,
[Sch95], qui consiste a` effectuer une exploration ge´ome´trique du domaine en privi-
le´giant une direction de recherche particulie`re (e´quivalent a` l’e´tude des effets des
facteurs par les plans). L’avantage de celui-ci est qu’il ne requiert pas le calcul de
la de´rive´e du crite`re par rapport au parame`tre. Il n’est cependant pas possible de
garantir que le re´sultat donne´ par l’algorithme correspond bien a` l’optimum local.
Son principal inconve´nient re´side dans le nombre e´leve´ d’essais a` re´aliser.
Cet algorithme repose sur deux types de mouvements diffe´rents :
– un mouvement exploratoire de´finissant une direction de descente minimisant
le crite`re,
– un mouvement d’extrapolation dans cette direction de descente.
La strate´gie de la me´thode est illustre´e figure B.1 et l’organigramme est donne´
figure B.2. Le crite`re est tout d’abord calcule´ pour le vecteur de parame`tres initial.
Dans un second temps, la direction de descente est recherche´e. Pour ce faire, on
IX
X Algorithme d’optimisation local ge´ome´trique
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Fig. B.1 – Principe de l’algorithme
fait varier un parame`tre a` chaque ite´ration pour un pas de calcul donne´ de part et
d’autre de sa valeur initiale. Si un e´chec est obtenu sur l’ensemble des parame`tres,
les pas d’exploration sur chacun des parame`tres sont diminue´s et on recommence
l’exploration. Par contre, dans le cas d’une ame´lioration du crite`re, une extrapo-
lation suivant un vecteur de direction donne´e par le segment compose´ du point de
re´fe´rence et du point ame´liorant le crite`re, de norme double de celle du segment
et de sens la direction de la descente (vers l’ame´lioration du crite`re) est effectue´e.
Si la valeur du crite`re en ce point d’extrapolation est meilleure, celui-ci devient
la nouvelle re´fe´rence pour effectuer une nouvelle exploration. L’algorithme s’arreˆte
lorsque le pas de calcul a atteint le pas minimum fixe´.
Cet algorithme peut aussi bien fonctionner en ligne ou hors ligne. La possi-
bilite´ de contraindre l’e´volution de certains parame`tres permet de controˆler leur
e´volution. Il est ainsi possible d’e´viter des zones d’instabilite´ des parame`tres de la
commande e´tudie´e.
B.2. Algorithme d’optimisation XI
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