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a b s t r a c t
Mixed perfect 1-error correcting codes and the associated dual codes over the group Z(n, l),
Z(n, l) = Z2 × Z2 × · · · × Z2︸ ︷︷ ︸
n
×Z l2, n ≥ 1 and l ≥ 2,
are investigated.
A lower and an upper bound for the rank k of the kernel of mixed perfect 1-error
correcting codes in Z(n, l), depending on the rank r of the mixed perfect code and the
structure of the corresponding dual code, are given.
Due to a general construction ofmixed perfect 1-error correcting group codes in Z(n, l),
we show that the upper bound is tight for some n, l and r .
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider a direct product
Zn2 = Z2 × Z2 × · · · × Z2︸ ︷︷ ︸
n
,
where Z2 = {0, 1}, mainly considered here as the additive group of integersmodulo 2. Let Z(n, l) denote the following direct
product:
Z(n, l) = Z2 × Z2 × · · · × Z2︸ ︷︷ ︸
n
×Z l2, n ≥ 1 and l ≥ 2.
The elements in Z(n, l)will be called words and a word t¯ ∈ Z(n, l) is denoted by
t¯ = (t1, t2, . . . , tn, (tn+1, . . . , tn+l)).
Further, the distance between two words c¯, c¯ ′ ∈ Z(n, l), denoted by d(c¯, c¯ ′), is the number of positions in which c¯ and c¯ ′
differ. Addition in Z(n, l) is of course componentwise addition, as shown in the example below.
Example. Consider the words 0¯, 1¯ ∈ Z(2, 2), where 0¯ = (0, 0, (0, 0)) and 1¯ = (1, 1, (1, 1)). Note that the last position
in 0¯ is (0, 0) and the last position in 1¯ is (1, 1), consequently the distance d(0¯, 1¯) equals 3. Further, we give an example of
addition in Z(2, 4):
(0, 1, (0, 1, 0, 1))+ (1, 1, (0, 0, 1, 1)) = (1, 0, (0, 1, 1, 0)).
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A perfect 1-error correcting code in Z(n, l) is a subset C of Z(n, l), such that for every x¯ ∈ Z(n, l) there is a unique c¯ ∈ C ,
satisfying that d(x¯, c¯) ≤ 1. In this note wewill simply call these codesmixed perfect codes in Z(n, l). Wewill also, throughout
this paper, only consider mixed perfect codes which contain the zero word, 0¯.
Most of the papers written about perfect codes concern perfect 1-error correcting codes in Zn2 . These codes are often just
called perfect codes of length n.
In 1998 Etzion and Vardy [4] stated a list of ten open problems on perfect codes that in their opinion seem to be themost
interesting. One of the problems was to determine all triples, (n, r, k), for which there exists a perfect code of length n, rank
r and with a kernel of dimension k. This problem is now solved. Several authors have contributed to the solution, see [1,5,
12,13,17]. In this paper we consider the corresponding results for mixed perfect codes in Z(n, l).
In Section 5 we will give a lower bound and an upper bound for the rank k of the kernel of a mixed perfect code in Z(n, l)
depending on the rank r of the mixed perfect code. In Section 6 we will give two general constructions for mixed perfect
codes in Z(n, l). The first constructionwill give a linearmixed perfect code and the second constructionwill give a non-linear
mixed perfect code. The non-linear code in the second construction is easy to deduce from the first construction, for other
constructions of non-linear mixed perfect codes see for example [6].
To our knowledge there have not been any studies on the rank–kernel problem for any class of mixed perfect codes
so far.
We would also like to mention that one application in which mixed perfect codes may be used is in connection with
organizing cellular telephone calls, see [11].
2. Preliminaries and notation
In this section we will give some basic definitions, notation and a basic result concerning mixed perfect codes in Z(n, l).
For more information on perfect codes in general and coding theory, see for example [15] or [16].
An e-spherewith center in x¯, where e is an integer and x¯ ∈ Z(n, l), is the set
Se(x¯) = {c¯ ∈ Z(n, l) | d(x¯, c¯) ≤ e}.
Proposition 2.1. If C is a mixed perfect code in Z(n, l), then n = 2m − 2l, for some integers l ≥ 2 and m ≥ l+ 1.
Proof. If C is a mixed perfect code in Z(n, l), then from the definition of mixed perfect codes, we immediately get that
|C | = |Z(n, l)||S1(0¯)|
= 2
n+l
n+ 2l . 
Let C denote any subset of Z(n, l). The kernel of C is the set of periods of C , i.e.
ker(C) = {p¯ ∈ Z(n, l)|p¯+ c¯ ∈ C ∀c¯ ∈ C}.
By 〈C〉we denote the set generated by all the words in C . From this definition we easily get that ker(C) = 〈ker(C)〉. Further,
we define the rank of C , rank(C), to be the number of words in a minimal set of generators for 〈C〉.
In this study we are mainly concerned with the connection between the rank of mixed perfect codes and the rank of the
kernel of mixed perfect codes. To study this connection we use the bijection θ : Z(n, l)→ Zn+l2 , where
θ((t1, . . . , tn, (tn+1, . . . , tn+l))) = (t1, . . . , tn, tn+1, . . . , tn+l). (1)
Trivially, θ is an isomorphism between Z(n, l) and Zn+l2 considered as abelian groups. Consequently, the rank of any subset
C ∈ Z(n, l) equals the dimension of the subspace θ(〈C〉) of the vector space Zn+l2 , i.e.
rank(C) = dim(θ(〈C〉)).
A subset C of Z(n, l) is called a linear mixed code if c¯, c¯ ′ ∈ C implies that c¯ + c¯ ′ ∈ C . To define the dual code of a linear
mixed code in Z(n, l), we define a dot product in Zn+l2 . The dot product of two words a¯, b¯ ∈ Zn+l2 , is defined by
a¯ · b¯ ≡ a1b1 + a2b2 + · · · + an+lbn+l (mod 2).
Further, the dual code to a linear mixed code C in Z(n, l) is denoted by C⊥, where
C⊥ = {x¯ ∈ Z(n, l) | θ(x¯) · θ(c¯) ≡ 0 (mod 2) ∀c¯ ∈ C}.
Throughout this paper, for any mixed perfect code C , we will denote the rank of C with r and the rank of ker(C)with k.
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3. Fourier coefficients
In this section we give the basic definitions and results concerning Fourier coefficients in connection with mixed perfect
codes over Z(n, l). Much of the material in this section can be found in [7], where Fourier coefficients in connection with
perfect 1-error correcting codes of length n are considered.
We consider a group algebra R[x1, x2, . . . , xn+l] consisting of polynomials in n+ l variables x1, x2, . . . , xn+l, over the real
numbers R. The addition of polynomials in R[x1, x2, . . . , xn+l] is defined in the usual way. The multiplication of polynomials
is defined by extending the multiplication of monomials to multiplication of polynomials as shown below.
If (s1, s2, . . . , sn+l), (t1, t2, . . . , tn+l) ∈ Zn+l2 , then
xs11 x
s2
2 . . . x
sn+l
n+l · xt11 xt22 . . . xtn+ln+l = xu11 xu22 . . . xun+ln+l ,
where ui ≡ si + ti (mod 2) for i = 1, 2, . . . , n+ l.
We connect Z(n, l)with R[x1, x2, . . . , xn+l] by representing any word in Z(n, l) as a monomial in R[x1, x2, . . . , xn+l],
(t1, t2, . . . , tn, (tn+1, tn+2, . . . , tn+l)) ∈ Z(n, l)←→ xt11 xt22 . . . xtnn xtn+1n+1 . . . xtn+ln+l .
A subset C of Z(n, l) is represented by the polynomial C(x¯) ∈ R[x1, x2, . . . , xn+l]. This polynomial is the addition of all the
corresponding monomials of the words in C .
Example. To the subset C = {(0, 0, (0, 0)), (1, 0, (0, 1))} of Z(2, 2)we associate the following polynomial:
C(x¯) = 1+ x1x4.
To define the Fourier coefficients of a subset C of Z(n, l)we need the following set of polynomials in R[x1, x2, . . . , xn+l]:
yt¯(x¯) = 12n+l
n+l∏
i=1
(1− xi)ti(1+ xi)1−ti , t¯ = (t1, . . . , tn+l) ∈ Zn+l2 . (2)
The following proposition is quite similar to the corresponding result in [7].
Proposition 3.1. The group algebra R[x1, x2, . . . , xn+l] may be considered as a vector space of dimension 2n+l over the real
numbers. Also, the set of polynomials {yt¯(x¯)|t¯ ∈ Zn+l2 }, constitutes a base for the vector space R[x1, x2, . . . , xn+l].
From above, we get that for any subset C of Z(n, l) there is a unique subset of real numbers At¯(C), t¯ ∈ Zn+l2 , such that
C(x¯) =
∑
t¯∈Zn+l2
At¯(C)yt¯(x¯).
These real numbers are the associated Fourier coefficients to the subset C . We will denote the associated Fourier coefficients
of the subset S1(0¯) of Z(n, l) by Bt¯ , t¯ ∈ Zn+l2 .
Example. The set Z(n, l) and the subset S1(0¯) of Z(n, l)will be represented by the following polynomials:
S1(0¯)(x¯) =
∑
t¯∈Zn+l2
Bt¯yt¯(x¯)
= 1+ x1 + · · · + xn + ((1+ xn+1) · · · · · (1+ xn+l)− 1)
= x1 + · · · + xn + (1+ xn+1) · · · · · (1+ xn+l)
and
Z(n, l)(x¯) = Zn+l2 (x¯)
= (1+ x1) · (1+ x2) · · · · · (1+ xn+l)
= 2n+ly0¯(x¯).
The proofs of Propositions 3.4 and 3.5 and Corollary 3.1 below are similar to the proofs of the corresponding results in
[7]. Therefore we state these propositions here without any proofs.
Proposition 3.2. For any t¯ ∈ Zn+l2 and any subset C of Z(n, l), the associated Fourier coefficients may be calculated by using the
following formula:
At¯(C) = |{c¯ ∈ C | θ(c¯) · t¯ = 0}| − |{c¯ ∈ C | θ(c¯) · t¯ = 1}|.
The next corollary is an immediate consequence of Proposition 3.2.
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Corollary 3.1. Any subset C of Z(n, l) satisfies
〈C〉⊥ = {t¯ ∈ Z(n, l) | Aθ(t¯)(C) = |C |}.
Proposition 3.3. A subset C of Z(n, l) is a mixed perfect code if and only if C(x¯)S1(0¯)(x¯) = Z(n, l)(x¯).
Proposition 3.4. A subset C of Z(n, l) is a mixed perfect code if and only if the Fourier coefficients, At¯(C), satisfy
At¯(C) · Bt¯ =
{
2n+l if t¯ = 0¯,
0 if t¯ 6= 0¯,
where t¯ ∈ Zn+l2 and Bt¯ is a Fourier coefficient of the set S1(0¯).
We recall that the weight of a word x¯ ∈ Zn2 , w(x¯), is the number of non-zero coefficients in x¯. The next proposition will
be of importance in this paper.
Proposition 3.5. For each t¯ = (t1, . . . , tn+l) ∈ Zn+l2 , the Fourier coefficients Bt¯ of the set S1(0¯) in Z(n, l), satisfy
Bt¯ =
{
n− 2w(t1, . . . , tn)+ 2l if (tn+1, . . . , tn+l) = (0, . . . , 0),
n− 2w(t1, . . . , tn) if (tn+1, . . . , tn+l) 6= (0, . . . , 0).
Proof. From the example above we get that
S1(0¯)(x¯) = x1 + · · · + xn + (1+ xn+1) · · · · · (1+ xn+l) =
∑
t¯∈Zn+l2
Bt¯yt¯(x¯). (3)
This is an equality for polynomials in the variables x1, x2, . . . , xn+l over the set of real numbers. To calculate Bt¯ , for any
t¯ = (t1, t2, . . . , tn+l) ∈ Zn+l2 , we may use the following substitution in Eq. (3):
xi =
{
1 if ti = 0,
−1 if ti = 1. i = 1, 2, . . . , n+ l.
This substitution combined with Eq. (2) gives that
yt¯ ′(x¯) =
{
1 if t¯ ′ = t¯,
0 if t¯ ′ 6= t¯.
Hence, from Eq. (3) we get that the proposition is proved. 
There are two subsets of Zn+l2 , n = 2m − 2l, that are of particular interest for us. Throughout this paper we will denote
these subsets by A and B. They are
A = {t¯ ∈ Zn+l2 | w(t1, . . . , tn) = 2m−1 and (tn+1, . . . , tn+l) = (0, . . . , 0)},
B = {t¯ ∈ Zn+l2 | w(t1, . . . , tn) = n/2 and (tn+1, . . . , tn+l) 6= (0, . . . , 0)}.
Corollary 3.2. The Fourier coefficients of a mixed perfect code C in Z(n, l) satisfy
At¯(C) = 0 if t¯ 6∈ {0¯} ∪ A ∪ B.
Proof. By Proposition 2.1, we get that n = 2m − 2l. Hence, by Proposition 3.5, we may conclude that Bt¯ = 0 if and only if
t¯ ∈ A ∪ B. This implies by Proposition 3.4 that
At¯(C) = 0 if t¯ 6∈ {0¯} ∪ A ∪ B.
The corollary is proved. 
Let for any subset C of Z(n, l), the set A(C) denote the following subset of Zn+l2 :
A(C) = {t¯ ∈ Zn+l2 | At¯(C) 6= 0}.
The proof of the next proposition is similar to the proof of the corresponding result in [7]. Therefore we will omit the
proof.
Proposition 3.6. For any mixed perfect code C in Z(n, l),
ker(C) = 〈θ−1(A(C))〉⊥.
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The proposition belowwill be used in Section 5. This proposition is similar to a result in [8], which concerns perfect codes.
Proposition 3.7. Let C be anymixed perfect code in Z(n, l) and b¯1, b¯2, . . . , b¯n+l−r be any base of θ(〈C〉⊥). Then, the set of words
in the linear span
L = span{t¯, b¯1, b¯2, . . . , b¯n+l−r},
will for any t¯ ∈ A(C) constitute a subset of A(C).
Proof. Consider any word x¯ ∈ L, i.e.
x¯ = λ0 t¯ + λ1b¯1 + λ2b¯2 + · · · + λn+l−r b¯n+l−r ,
where λi ∈ Z2, i = 0, 1, . . . , n+ l− r .
If λ0 = 0, then θ−1(x¯) ∈ 〈C〉⊥. Thus we get, by Corollary 3.1, that the word x¯ ∈ A(C).
Now, assume that λ0 = 1. Then for any c¯ ∈ C ,
θ(c¯) · x¯ = θ(c¯) · t¯,
since θ(c¯) · b¯i = 0 for every i = 1, 2, . . . , n + l − r . This implies, by Proposition 3.2, that Ax¯(C) = At¯(C). Consequently
Ax¯(C) 6= 0, since At¯(C) 6= 0. The proposition is proved. 
4. The associated fundamental partition
To the dual code 〈C〉⊥ of any mixed perfect code C in Z(n, l)we may associate a special partition which will be called as
the fundamental partition. The concept of the associated fundamental partition to the dual code of a mixed perfect code is
a main tool in the proof of Theorems 5.3 and 5.4 in the next section.
In this section we give the basic facts about the dual code and its associated fundamental partition.
We recall the definition of A and B in Section 3,
A = {t¯ ∈ Zn+l2 | w(t1, . . . , tn) = 2m−1 and (tn+1, . . . , tn+l) = (0, . . . , 0)},
B = {t¯ ∈ Zn+l2 | w(t1, . . . , tn) = n/2 and (tn+1, . . . , tn+l) 6= (0, . . . , 0)},
where n = 2m − 2l and 2 ≤ l < m. Let SA, SB and SAB denote the following families of subspaces of Zn+l2 :
SA is the family of all subspaces D j Zn+l2 , such that D j A ∪ {0¯},
SB is the family of all subspaces D j Zn+l2 , such that D j B ∪ {0¯},
SAB is the family of all subspaces D j Zn+l2 , such that D j A ∪ B ∪ {0¯},
D ∩ A 6= ∅ and D ∩ B 6= ∅.
(4)
When considering perfect codes of length n, the corresponding subspaces in Zn2 to the subspaces in SA, SB and SAB, that
one uses to investigate, are simplex codes, see [3]. Trivially, for any subspace D in SA, SB or SAB, the set (A ∪ {0¯}) ∩ D is a
subspace of Zn+l2 .
Proposition 4.1. For any subspace D of Zn+l2 such that D j A ∪ B ∪ {0¯},
dim(D)− dim((A ∪ {0¯}) ∩ D) ≤ l.
Proof. For any subspace in SA, we immediately get that the theorem is true.
Now, assume that D is a subspace in SB or SAB. As (A ∪ {0¯}) ∩ D is a subspace of Zn+l2 there will be a base
a¯1, a¯2, . . . , a¯α, b¯1, b¯2, . . . , b¯β of D, where a¯1, a¯2, . . . , a¯α is a base of (A ∪ {0¯}) ∩ D and b¯1, b¯2, . . . , b¯β ∈ B ∩ D.
Suppose β > l, then the words in Z l2 we get by taking the last l coordinates in the words b¯1, b¯2, . . . , b¯β are not linear
independent. This implies that there exists a word (λ1, λ2, . . . , λβ) ∈ Zβ2 \ {0¯} such that λ1b¯1 + λ2b¯2 + · · · + λβ b¯β ∈
(A ∪ {0¯}) ∩ D, which is a contradiction. Therefore β ≤ l, which gives that dim(D)− dim((A ∪ {0¯}) ∩ D) ≤ l. 
Let C be any mixed perfect code in Z(n, l). By Corollaries 3.1 and 3.2, we immediately get that
θ(〈C〉⊥) j A(C) j {0¯} ∪ A ∪ B. (5)
Consequently, if C is a mixed perfect code in Z(n, l), then θ(〈C〉⊥) is a member of SA, SB or SAB.
To any subspace of Zn+l2 in the families SA, SB or SAB we may associate a special partition of the integers {1, 2, . . . , n}.
The partition depends on the coefficients at the positions 1 to n of the words in the subspace. This partition will be called
the associated fundamental partition and it will be denoted by I0, I1, . . . , It . Consequently, by the paragraph above, we may
associate a fundamental partition with the dual code of any mixed perfect code in Z(n, l).
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By Proposition 4.1, we get that there is a base a¯1, . . . , a¯α, b¯1, . . . , b¯β , where a¯1, . . . , a¯α ∈ A and b¯1, . . . , b¯β ∈ B, for any
subspace D of Zn+l2 in SA, SB or SAB. Throughout this paper we will denote by α and β the following:
(i) α = dim(D ∩ (A ∪ {0¯})) = rank(θ−1(D ∩ (A ∪ {0¯}))),
(ii) β = dim(D)− α = rank(θ−1(D))− α. (6)
By using the fact in the paragraph above and the following two propositions, which follows from [3,2], we will establish
Lemma 4.1 and Corollary 4.1 below.
In the following two propositions we will use equidistant linear codes. An equidistant linear code of Zn2 with distance k
is a subspace D such thatw(d¯) = k for all words d¯ ∈ D \ {0¯}, where k is a fixed integer. In D, the distance between any two
words will, as D is linear, be equal to k.
Note that the notation ∪˙means here that all the sets in the union are mutually disjoint.
Proposition 4.2. To any subspace D of Zn2 of dimension s, where w(d¯) = k for any d¯ ∈ D \ {0¯}, there is a partition of the set{1, 2, . . . , n},
I0∪˙I1∪˙ · · · ∪˙It = {1, 2, . . . , n}, t = 2s − 1,
such that the following conditions are satisfied:
(i) |I0| = n− 2k+ k · 21−s,
(ii) |I1| = |I2| = · · · = |It | = k · 21−s,
(iii) d¯ ∈ D⇒ I0 ∩ supp(d¯) = ∅,
(iv) d¯ ∈ D⇒ either Ii j supp(d¯) or Ii ∩ supp(d¯) = ∅, i = 1, 2, . . . , t.
The partition above is the associated fundamental partition of D.
Proposition 4.3. Let D = 〈d¯1, d¯2, . . . , d¯s〉 be a subspace of Zn2 of dimension s, where w(d¯) = k for any d¯ ∈ D \ {0¯}. Also, let
the associated fundamental partition of D be denoted by I0, I1, . . . , It . If d¯′ 6∈ D is a word such that the weight is k for any word
d¯ ∈ 〈d¯1, d¯2, . . . , d¯s, d¯′〉 \ {0¯}, then for i = 0, 1, . . . , t,
|Ii ∩ supp(d¯′)| = k · 2−s.
Example. Let D be the set in Z72 generated by the words d¯ = (0, 0, 0, 1, 1, 1, 1) and d¯′ = (0, 1, 1, 1, 1, 0, 0), i.e.
D = 〈d¯, d¯′〉 = {(0, 0, 0, 0, 0, 0, 0), (0, 0, 0, 1, 1, 1, 1), (0, 1, 1, 1, 1, 0, 0), (0, 1, 1, 0, 0, 1, 1)}.
We represent D by the matrix below where the two rows consist of the words d¯ and d¯′,
D :
(
0 0 0 1 1 1 1
0 1 1 1 1 0 0
)
.
The associated partition of D is I0 = {1}, I1 = {2, 3}, I2 = {4, 5} and I3 = {6, 7}.
Lemma 4.1. To any subspace D of Zn+l2 in SA, SB or SAB, n = 2m− 2l and 2 ≤ l < m, there is a partition of the set {1, 2, . . . , n},
I0∪˙I1∪˙ · · · ∪˙It = {1, 2, . . . , n},
where t + 1 = 2dim(D), such that the following conditions are satisfied:
(i) |I0| = |I1| = · · · = |I2β−1| = 2m−dim(D) − 2l−β ,
(ii) |I2β | = |I2β+1| = · · · = |It | = 2m−dim(D),
(iii) d¯ ∈ D⇒ I0 ∩ supp(d¯) = ∅,
(iv) d¯ ∈ D⇒ either Ii j supp(d¯) or Ii ∩ supp(d¯) = ∅, i = 1, 2, . . . , t.
The partition I0, I1, . . . , It , described above, is the associated fundamental partition to the subspace D. Note that if
m − dim(D) = l − β , then I0 = · · · = I2β−1 = ∅. Also, note that if α = 0, then t = 2β − 1, and consequently there
is no set Ii of type (ii) in the partition.
Proof. If D is a subspace in SA or SB, then the lemma is an immediate consequence of Proposition 4.2.
Assume that D is a subspace in SAB. From the discussion in connection with Eq. (6), we get that there is a base
a¯1, a¯2, . . . , a¯α, b¯1, b¯2, . . . , b¯β of D such that α, β ≥ 1, 〈a¯1, a¯2, . . . , a¯α〉 = D ∩ (A ∪ {0¯}) and that the words we get by
taking the last l coordinates in the words b¯i, i = 1, 2, . . . , β , are linearly independent. Clearly, the set E ′ = 〈a¯1, a¯2, . . . , a¯α〉
is a subspace in SA and the set F ′ = 〈b¯1, b¯2, . . . , b¯β〉 is a subspace in SB.
F. Pasticci, T. Westerbäck / Discrete Mathematics 309 (2009) 2763–2774 2769
Let I ′0, I
′
1, . . . , I
′
2α−1 denote the fundamental partition associated with E ′. Furthermore, let E ′′ denote the set of words we
get by removing the last l coordinates of every word in E ′ and adding 2l−1 zeroes. In fact E ′′ is an equidistant linear code of
length n+ 2l−1 with distance 2m−1. Obviously, the fundamental partition I ′′0 , I ′′1 , . . . , I ′′2α−1, associated with E ′′ satisfy
I ′′i =
{
I ′0 ∪ {n+ 1, n+ 2, . . . , n+ 2l−1} if i = 0,
I ′i if i 6= 0,
where i = 0, 1, . . . , 2α − 1.
Now, take any word b¯′ ∈ F ′ \ {0¯} and denote by b¯′′ the word we get by removing the last l coordinates of b¯′ and adding
2l−1 ones.
For any word a¯′ ∈ E ′ we get that (a¯′+ b¯′) ∈ B. Hence, the set 〈E ′′, b¯′′〉 is an equidistant code with distance 2m−1. Thus, by
Proposition 4.3, we may conclude that
| sup(I ′′i ∩ b¯′′)| = 2m−α−1, i = 0, 1, . . . , 2α − 1.
This implies for any b¯′ ∈ F ′ \ {0¯} that
| sup(I ′i ∩ b¯′)| = 2m−α−1, i = 0, 1, . . . , 2α − 1. (7)
Eq. (7) gives that the set of words we get by removing all the coordinates at the positions {1, 2, . . . , n + l} \ I ′i ,
i ∈ {0, 1, . . . , 2α − 1}, of the words in F ′, is an equidistant linear code with distance 2m−α−1. Hence, by Proposition 4.2
and the fact that I ′0, I
′
1, . . . , I
′
2α−1 is the fundamental partition associated with E ′, we get that the lemma also is true when D
is a subspace in SAB.
The lemma is proved. 
Example. Let D be the set in Z(4, 2) generated by the words d¯ = (1, 1, 1, 1, (0, 0)) and d¯′ = (1, 1, 0, 0, (0, 1)), i.e.
D = 〈d¯, d¯′〉 = {(0, 0, 0, 0, (0, 0)), (1, 1, 1, 1, (0, 0)), (1, 1, 0, 0, (0, 1)), (0, 0, 1, 1, (0, 1))}.
Then θ(D) = 〈θ(d¯), θ(d¯′)〉 is a subspace in SAB. We represent θ(D) by the matrix below where the two rows consist of the
words θ(d¯), θ(d¯′) ∈ Z62 ,
θ(D) :
(
1 1 1 1 0 0
1 1 0 0 0 1
)
.
The associated fundamental partition of D is I0 = I1 = ∅, I2 = {1, 2} and I3 = {3, 4}.
Corollary 4.1. For any subspace D = 〈d¯1, d¯2, . . . , d¯s〉 of Zn+l2 in SA, SB or SAB, n = 2m − 2l and 2 ≤ l < m, with the associated
fundamental partition I0, I1, . . . , It , the following are true:
(i) If d¯ ∈ (A ∪ B ∪ {0¯}) \ D, such that D′ = 〈d¯1, d¯2, . . . , d¯s, d¯〉 j A ∪ B ∪ {0¯} and
dim(D′ ∩ (A ∪ {0¯})) = α, then
|Ii ∩ supp(d¯)| = 2m−dim(D)−1 − 2l−β−1, i = 0, 1, . . . , 2β − 1,
|Ij ∩ supp(d¯)| = 2m−dim(D)−1, j = 2β , 2β + 1, . . . , t.
(ii) If d¯ ∈ (A ∪ B ∪ {0¯}) \ D, such that D′ = 〈d¯1, d¯2, . . . , d¯s, d¯〉 j A ∪ B ∪ {0¯} and
dim(D′ ∩ (A ∪ {0¯})) = α + 1, then
|Ii ∩ supp(d¯)| = 2m−dim(D)−1, i = 0, 1, . . . , 2β − 1,
|Ij ∩ supp(d¯)| = 2m−dim(D)−1, j = 2β , 2β + 1, . . . , t.
Proof. Case (i): By using the same arguments as in the proof of Lemma 4.1, we get that case (i) is true.
Case (ii): Since dim(D′ ∩ (A ∪ {0¯})) = α + 1 we may assume, without loss of generality, that d¯ ∈ A. From the discussion
in (6), we get that there is a base a¯1, a¯2, . . . , a¯α, b¯1, b¯2, . . . , b¯β of D such that E ′ = 〈a¯1, a¯2, . . . , a¯α〉 is a subspace in SA and
F ′ = 〈b¯1, b¯2, . . . , b¯β〉 is a subspace in SB, α, β ≥ 0.
If β = 0, then case (ii) is easily proved.
Assume that β ≥ 1. Let I ′0, I ′1, . . . , I ′2α−1 denote the fundamental partition associated with E ′, i.e.
I ′i = Ii·2β ∪ Ii·2β+1 ∪ · · · ∪ Ii·2β+2β−1, i = 0, 1, . . . , 2α − 1.
By Proposition 4.3 and the fact that 〈E ′, d¯〉 is a subspace in SA, we get that
|supp(d¯) ∩ I ′i | = 2m−α−1, i = 0, 1, . . . , 2α−1.
The same reasoning as used in the proof of Lemma 4.1 shows that case (ii) is true for Ij when j = 2β , 2β + 1, . . . , t .
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Let F ′′ denote the set of words we get by removing the coordinates with positions {1, 2, . . . , n + l} \ I ′0 in F ′. Also, let
I ′′0 , I
′′
1 , . . . , I
′′
2β−1 denote the fundamental partition associated with F
′′, where I ′′i corresponds to Ii. Further, for each word
b¯′′ ∈ F ′′,
b¯′′ = (b′′1, b′′2, . . . , b′′2m−α−2l) −→ b¯′′′ = (b′′′1 , b′′′2 , . . . , b′′′2m−α ),
where
b′′′i =
{
b′′i if i ∈ {1, 2, . . . , 2m−α − 2l},
b′′j such that j ∈ Ib(i−(2m−α−2l+1))/2l−β c if i ∈ {2m−α − 2l + 1, . . . , 2m−α}.
Now, denote the set we get by the transformation above as F ′′′. The set F ′′′ is an equidistant linear codewith distance 2m−α−1
and the associated fundamental partition I ′′′0 , I
′′′
1 , . . . , I
′′′
2β−1,
I ′′′i = I ′′i ∪ {2m−α − 2l + i · 2l−β + 1, . . . , 2m−α − 2l + i · 2l−β + 2l−β − 1},
where i = 0, 1, . . . , 2β − 1.
Let d¯′′′ denote the word we get by removing the coordinates in d with the positions {1, 2, . . . , n + l} \ I ′0 and adding 2l
zeros. By Proposition 4.3 and the fact that 〈F ′′′, d¯′′′〉 is an equidistant linear code, we get that
|supp(d¯′′′) ∩ I ′′′i | = 2m−α−β−1, i = 0, 1, . . . , 2β − 1.
Hence,
|supp(d¯) ∩ Ii| = 2m−α−β−1, i = 0, 1, . . . , 2β − 1.
This shows that the corollary also is true in case (ii) for Ii when i = 0, 1, . . . , 2β − 1. 
5. Lower and upper bounds for the rank of the kernel
The following theorem generalizes in some way the Shapiro–Slotnik theorem for perfect codes in Zn2 , see [14].
Theorem 5.1. If C is a mixed perfect code in Z(n, l), then for any c¯ ∈ C
c¯ + 1¯0¯ ∈ C, where 1¯0¯ = (1, 1, . . . , 1︸ ︷︷ ︸
n
, (0, 0, . . . , 0︸ ︷︷ ︸
l
)).
Proof. By using the technique with Fourier coefficients we represent the mixed perfect code C by
C(x¯) =
∑
t¯∈Zn+l2
At¯(C)y¯t¯(x¯) =
∑
t¯∈Zn+l2
At¯(C)
1
2n+l
n+l∏
i=1
(1− xi)ti(1+ xi)1−ti ,
see Eq. (2). Let the set we get by adding the word 1¯0¯ to every word in C be denoted as (C + 1¯0¯). The addition of the word 1¯0¯
to every word in C corresponds to the set we get by transforming
xi −→ 1 and 1 −→ xi, i = 1, 2, . . . , n,
in the equation above. Thus we get that
(C + 1¯0¯)(x¯) =
∑
t¯∈Zn+l2
At¯(C)
1
2n+l
(
n∏
i=1
(xi − 1)ti(xi + 1)1−ti
)(
n+l∏
i=n+1
(1− xi)ti(1+ xi)1−ti
)
.
From Corollary 3.2, we get that if At¯(C) 6= 0 then t¯ ∈ {0¯} ∪ A ∪ B, for every t¯ ∈ Zn+l2 . Hence, w(t1, t2, . . . , tn) is even since
n = 2m − 2l and 2 ≤ l < m. This implies that C(x¯) = (C + 1¯0¯)(x¯), which proves that the addition of the word 1¯0¯ does not
change the mixed perfect code C . The theorem is proved. 
It is an easy exercise to prove that for any subset C of Z(n, l),
rank(〈C〉) = n+ l− rank(〈C〉⊥). (8)
From the equation above, we get the following proposition.
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Proposition 5.1. Any mixed perfect code C of Z(n, l), satisfies the following conditions:
(i) n+ l−m ≤ rank(C) ≤ n+ l,
(ii) 0 ≤ rank(〈C〉⊥) ≤ m,
(iii) rank(ker(C)) ≥ 1.
Proof. We know that |C | = 2n+l−m. Hence, (i) is true. Thus by Eq. (8), (ii) is also true. By Theorem 5.1, we get that the word
1¯0¯ ∈ ker(C). This implies that dim(ker(C)) ≥ 1. 
5.1. Upper bounds
The following theorem gives an upper bound for the rank of the kernel of any mixed perfect code in Z(n, l). This upper
boundwill depend on the rank of themixed perfect code. The proof of a corresponding result for any subset C in Zn2 appeared
first in [13]. By this proof and the fact that for any subset C of Z(n, l), rank(C) = dim(θ(〈C〉)), we get the following theorem.
Theorem 5.2. Assume that the word 0¯ belongs to C and that C is a mixed perfect code in Z(n, l), n = 2m − 2l. Let r denote the
rank of C and k the rank of ker(C), then
k+ 2n+l−m−k ≥ r + 1.
For example, if n = 12, l = 2, thenm equals 4 and we get the following upper bounds:
k ≤
{10 if r = 10,
8 if r = 11,
7 if r ≥ 12.
Note that if the rank r of some mixed perfect code C in Z(n, l), n = 2m − 2l, equals n + l − m, then C is linear and the
rank k of ker(C) equals n+ l−m. Consequently, the rank of the kernel of any linear mixed perfect code in Z(n, l) equals the
upper bound in the theorem above.
5.2. Lower bounds
For any mixed perfect code C in Z(n, l)we get by Eq. (5) in Section 4 that
θ(〈C〉⊥) j A ∪ B ∪ {0¯}.
Hence, to each mixed perfect code C in Z(n, l)we associate the number α and β , where
α = dim(θ(〈C〉⊥) ∩ (A ∪ {0¯})),
β = dim(θ(〈C〉⊥))− α.
The theorems in this subsection give a lower bound for the rank of the kernel of amixed perfect code C . This lower bound
depends on α, β and the rank r of C . Note that α + β = rank(〈C〉⊥). However, we need some more results before we prove
these theorems.
Let C be anymixed perfect code in Z(n, l), where n = 2m−2l and 2 ≤ l < m. By Eq. (8) and the notation in the paragraph
above,
r = n+ l− rank(〈C〉⊥) = n+ l− α − β. (9)
Further, let I0, I1, . . . , It denote the fundamental partition associated with the subspace θ(〈C〉⊥). From equality (i) in
Lemma 4.1 we get the following results:
(i) m ≥ l+ α,
(ii) m = l+ α if and only if I0 = ∅,
(iii) m− α − β ≥ l− β ≥ 0.
(10)
Theorem 5.3. Assume that theword 0¯ belongs to C and that C is amixed perfect code in Z(n, l) of rank r > n+l−m, n = 2m−2l,
where m = l+ α. The rank k of the kernel will then satisfy the following inequalities:
(i) k ≥ 2n+l−r − 2β if l− β ≥ 2,
(ii) k ≥ 2n+l−r − 2β − 1 if l− β = 1.
Proof. Let I0, I1, . . . , It be the fundamental partition associated with θ(〈C〉⊥). By Lemma 4.1, we get that
|I0| = · · · = |I2β−1| = 0 and |I2β | = · · · = |It | = 2m−(α+β) = 2l−β . (11)
Further, let e¯Ij , for j = 2β , . . . , t , denote the word in Zn+l2 with a support equal to Ij.
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Assume that l− β ≥ 2. From Eq. (11), we get that for any c¯ ∈ θ(〈C〉⊥) and j = 2β , 2β + 1, . . . , t ,
|supp(c¯) ∩ Ij| = 0 or |supp(c¯) ∩ Ij| = 2l−β ≥ 22. (12)
If x¯ ∈ A(C) \ θ(〈C〉⊥), then by Proposition 3.7 and Corollary 4.1,
|supp(x¯) ∩ Ij| = 2m−(α+β)−1 = 2l−β−1 ≥ 21, j = 2β , 2β + 1, . . . , t. (13)
Hence, Eqs. (12) and (13) give for any x¯ ∈ A(C) and j = 2β , . . . , t that
x¯ · e¯Ij ≡ |supp(x¯) ∩ Ij| (mod 2) = 0.
By Proposition 3.6, this implies that e¯Ij ∈ ker(C). Consequently
k ≥ dim(〈e¯I2β , . . . , e¯It 〉) = 2α+β − 2β = 2n+l−r − 2β .
Now, assume that l− β = 1. With the same arguments as we used to prove Eqs. (12) and (13), we get for j = 2β , . . . , t,
that
x¯ ∈ θ(〈C〉⊥) H⇒ |supp(x¯) ∩ Ij| = 0 or |supp(x¯) ∩ Ij| = 21,
x¯ ∈ A(C) \ θ(〈C〉⊥) H⇒ |supp(x¯) ∩ Ij| = 1.
Thus, with the same reasoning as in the proof of (i), for any x¯ ∈ A(C) and j = 2β , . . . , t − 1
x¯ · (e¯Ij + e¯Ij+1) ≡ |supp(x¯) ∩ (Ij ∪ Ij+1)| ≡ 0 (mod 2).
This implies that
k ≥ dim(〈e¯I2β + e¯I2β+1 , . . . , e¯It−1 + e¯It 〉) = 2α+β − 2β − 1 = 2n+l−r − 2β − 1.
The theorem is proved. 
Note that if l− β = 0 in the theorem above, then rank(C) = n+ l−m, since
rank(C) = n+ l− dim(θ(〈C〉⊥)) = n+ l− (α + β) = n+ l− (α + l) = n+ l−m.
Theorem 5.4. Assume that theword 0¯ belongs to C and that C is amixed perfect code in Z(n, l) of rank r > n+l−m, n = 2m−2l,
where m > l+ α. The rank k of the kernel will then satisfy the following inequalities:
(i) k ≥ 2n+l−r if l− β ≥ 2,
(ii) k ≥ 2n+l−r − 1 if 0 ≤ l− β ≤ 1.
Proof. Let I0, I1, . . . , It be the fundamental partition associated with θ(〈C〉⊥). By Lemma 4.1 and the fact thatm > l+α we
get that
|I0| = |I1| = · · · = |I2β−1| = 2m−α−β − 2l−β > 0
and
|I2β | = |I2β+1| = · · · = |It | = 2m−α−β .
Further,m > l+ α gives that 2m−α−β−1 ≥ 2l−β .
The theorem now follows by using the same arguments as in the proof of Theorem 5.3. 
6. Two general constructions of mixed perfect codes
In this section we will give two general constructions of mixed perfect codes in Z(n, l). The first construction gives a
linear mixed perfect code for any integers n and l such that 2 ≤ m < l and n = 2m − 2l. This construction shows that the
upper bound in Theorem 5.2 is sharp when the rank r equals n+ l−m. The second constructionmay easily be deduced from
the first construction and will give a non-linear mixed perfect code for the same integers n and l as above, when l ≥ 3.
To get the first construction we will use the following result given by Herzog and Schönheim in 1972, see [9].
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Theorem 6.1 (Herzog and Schönheim). Let G be any finite abelian group and let G1, . . . ,Gm be any family of subgroups of G
such that
(i) Gi ∩ Gj = {0} for any i 6= j,
(ii) G = G1 ∪ G2 ∪ · · · ∪ Gm.
The set
C = {(g1, g2, . . . , gm) ∈ G1 × G2 × · · · × Gm | g1 + g2 + · · · + gm = 0},
where the summation is in the group G, is a perfect 1-error correcting group code in the direct product G1 × G2 × · · · × Gm.
Construction 1. Let l, m and n be any positive integers, such that n = 2m − 2l and 2 ≤ l < m. Further, let G be the abelian
group Zm−l2 × Z l2, where we use the following notation for the elements:
Zm−l2 = {0, α1, α2, . . . , α2m−l−1},
Z l2 = {0, β1, β2, . . . , β2l−1}.
For i = 1, 2, . . . , 2m−l − 1 and j = 0, 1, 2, . . . , 2l − 1, define the following subgroups of G:
G(i,j) =
{{(0, 0), (αi, 0)} if j = 0,
{(0, 0), (αi, βj)} if j 6= 0.
Note that the number of groups, G(i,j), above equals 2m − 2l = n and that every group, G(i,j), is isomorphic to the abelian
group Z2.
Let G′ denote the following subgroup of G:
G′ = {(0, 0), (0, β1), (0, β2), . . . , (0, β2l−1)}.
The group G′ is isomorphic to the abelian group Z l2.
By the construction of Herzog and Schönheim, we get that the set C below is a mixed perfect group code in Z(n, l),
C = {(g(1,0), . . . , g(s,t), g ′) ∈ G(1,0) × · · · × G(s,t) × G′ | g(1,0) + · · · + g(s,t) + g ′ = 0}, (14)
where s = 2m−l − 1 and t = 2l − 1.
The construction above also follows from a theorem of Lindström, see [10].
Construction 2. We use the same notation as in the construction above. Let C be one of the linear mixed perfect codes, with
l ≥ 3, that we can get from Eq. (14), and let
C ′ = {(g(1,0), . . . , g(s,t), (0, ψ(βi))) ∈ G(1,0) × · · · × G(s,t) × G′ | (g(1,0), . . . , g(s,t), (0, βi)) ∈ C},
where
ψ : Z l2 → Z l2
is a bijection which is not a group homomorphism and where ψ(0¯) = 0¯. The mixed code C ′ is perfect since |C ′| = |C |
and the distance between any two words (g(1,0), . . . , g(s,t), (0, ψ(βi))) and (h(1,0), . . . , h(s,t), (0, ψ(βj))) in C ′ equals the
distance between (g(1,0), . . . , g(s,t), (0, βi)) and (h(1,0), . . . , h(s,t), (0, βj)) in C .
From the construction ofψ we know that there exist two elements βa, βb ∈ Z l2 such thatψ(βa + βb) 6= ψ(βa)+ψ(βb).
Let g¯ = (g(1,0), . . . , g(s,t), g ′) and h¯ = (h(1,0), . . . , h(s,t), h′) denote the following words:
g ′ = (0, ψ(βa)) and gi,j =
{
(α1, 0) if (i, j) = (1, 0),
(α1, βa) if (i, j) = (1, a),
(0, 0) if (i, j) 6= (1, 0) and (i, j) 6= (1, a),
and
h′ = (0, ψ(βb)) and gi,j =
{
(α1, 0) if (i, j) = (1, 0),
(α1, βb) if (i, j) = (1, b),
(0, 0) if (i, j) 6= (1, 0) and (i, j) 6= (1, b).
Then we get that g¯, h¯ ∈ C ′ and g¯ + h¯ 6∈ C ′, hence the mixed perfect code C ′ is non-linear.
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7. Conclusions
7.1. Main results
The main results of this note are the following:
• The structure of the dual codes tomixed perfect 1-error correcting codes in Z(n, l) has been investigated. (For a definition
of Z(n, l), see Section 1)
• A lower and an upper bound for the rank k of the kernel of mixed perfect 1-error correcting codes, depending on the rank
r of the mixed perfect code and the structure of the corresponding dual code.
• A general construction on mixed perfect 1-error correcting group codes in Z(n, l), n = 2m − 2l, shows that the upper
bound is sharp when r equals n+ l−m.
7.2. Open problems
In this subsection we give some open problems in connection to the result above.
• Could the lower and upper bound given in this paper be improved in general?
• Are there any general constructions for mixed perfect codes in Z(n, l) with different rank r , kernel k, α and β , as for
perfect codes in Zn2 , see [1]. (For a definition of α and β , see definition (6) in Section 4.)• For which r , k, α and β do there exist mixed perfect codes in Z(n, l).
• It would be interesting to investigate the connection between the rank of the code and the rank of the corresponding
kernel for other classes of mixed perfect e-correcting codes. For example mixed perfect 1-correcting codes in Zpr11
×
Zpr22
× · · · × Zprnn , where pi = 2 and ri is a positive integer.
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