Abstract. Let (W, S) be a Coxeter system with set of reflections T . It is known that if ≺ is a total reflection order for W , then, for each s ∈ S, {t ∈ T | t ≺ s} and its complement are stable under conjugation by s. Moreover the upper and lower s-conjugates of ≺ are still total reflection orders. For any total order ≺ on T , say that ≺ is stable if {t ∈ T | t ≺ s} is stable under conjugation by s for each s ∈ S. We prove that if ≺ and all orders obtained from ≺ by successive lower or upper S-conjugations are stable, then ≺ is a total reflection order.
Introduction
The notion of total reflection order was introduced by Dyer [D2] in the context of his study of reflection subgroups in Coxeter systems and its further developments regarding Hecke algebras and the related Kazhdan-Lusztig theory. The original definition is introduced in terms of dihedral reflection subgroups and has the following equivalent geometric formulation [D2] . If (W, S) is a Coxeter system, T is the set of its reflections, and Φ is its root system in the geometric representation [H] , then there is a natural bijection between the set Φ + of positive roots and T , which maps the root α ∈ Φ + to the reflection r α in T . A total reflection order is a total order ≺ on T which satisfies the following convexity condition: for each α, β ∈ Φ + and c, d ∈ R + such that cα + dβ ∈ Φ + , either r α ≺ r cα+dβ ≺ r β or r β ≺ r cα+dβ ≺ r α . This notion has interesting applications: for instance, Dyer [D2] and Brenti [B1] , [B2] give respectively formulas for the R-polynomials and the Kazhdan-Lusztig polynomials involving total reflection orders.
If ≺ is a total reflection order, then, for each s ∈ S, the sets {t ∈ T | t ≺ s} and {t ∈ T | t s} are stable under conjugation by s [D2] . We shall call stable any total order on T that satisfies this property. The upper s-conjugate of a stable order ≺ is the total order ≺ s on T defined as follows: for each t, t ∈ T , t = t , we have t ≺ s t if and only if either t ≺ t ≺ s, or t ≺ s ≺ t , or s ≺ sts ≺ st s, or t = s. The lower s-conjugate ≺ s of ≺ is defined similarly. Dyer [D2] proves that if ≺ is a total reflection order, then ≺ s and ≺ s are total reflection orders too; thus they are stable. Stability and preservation of stability under successive upper or lower S-conjugations are exactly the properties of total reflection orders which are needed for the explicit computation of the R-polynomials and hence of Kazhdan-Lusztig polynomials (see [BB, 8] ). We say that a total order on T is a KL-order if it is stable and each successive upper or lower S-conjugate of it is stable. Indeed, as is seen in the proof of Dyer's formulas for the R-polynomials given in [BB, 8.4 ], such formulas hold for any fixed KL-order. For this reason, we investigate these orders. By Dyer's results any total reflection order is KL. The main result of this paper is that the converse holds too. Theorem 1.1. Any KL-order is a total reflection order.
Thus the KL-property characterizes the total reflection orders. Theorem 1.1 is proved in section 3. In section 4 we prove that, if W is finite, for a total order on T to be KL it is sufficient to be stable under successive just upper or just lower S-conjugations. Moreover, we prove that if each proper parabolic subgroup of W is finite, then the stable orders on T which remain stable under successive upper (lower) S-conjugations have the same finite initial (final) sections as those of total reflection orders.
Notation and preliminaries
In this section we fix notation and recall some well known facts (see [De] or [H, Chapter 5] ). Let (W, S) be a Coxeter system. Then T = {wsw −1 | w ∈ W, s ∈ S} is the set of reflections of W . It is well known that W can be realized as a real reflection group as follows. Let V be a real vector space of dimension |S| with basis Π = {α s | s ∈ S}, and define the standard bilinear form (· , ·) on V as the unique symmetric bilinear form such that (α r , α s ) = − cos π m(r,s) for each r, s ∈ S, where m(r, s) is the order of rs. For a non-isotropic α ∈ V let r α denote the reflection in α, r α (x) = x − 2(α,x) (α,α) α, for each x ∈ V . Then the map s → r αs , for s ∈ S, extends to a faithful representation of W in GL(V ), the geometric representation, so that W is isomorphic to the reflection group r αs | s ∈ S . We identify W with such a reflection group and s with r αs , for each s ∈ S. The standard bilinear form is Winvariant. The root system of W is defined as Φ = W Π = {w(β) | w ∈ W, β ∈ Π}; a root α ∈ Φ is called positive (α > 0) if α = β∈Π c β β with c β ≥ 0, and Φ + denotes the set of all positive roots. Then Φ = Φ + ∪ −Φ + ; if α ∈ −Φ + , then α is called negative (α < 0). We have r β = r −β and r w(β) = w r β w −1 , for each β ∈ Φ and w ∈ W , so that T = {r α | α ∈ Φ + } and the map α → r α is a bijection between Φ + and T . Moreover each element of W which acts as a reflection on V belongs to T [H, 5.8, Exercise 3] .
For each w ∈ W set N (w) = {t ∈ T | (tw) < (w)}, where is the length function of (W, S). Then we have |N (w)| = (w); moreover if t = r α with α ∈ Φ + , then (tw) < (w) if and only if w −1 (α) < 0. Thus it is easy to see that, for each
} is the set of reflections of (G, χ(G)), G is the length function, and
Definition 2.1 ([D2]).
A total reflection order of W is a total order ≺ on T which satisfies the following condition:
2 , where m(r, t) is the order of rt. The definition can be geometrically reformulated as follows [D2] . Let ≺ be a total order on T and let ≺ be the order induced on Φ + by the natural bijection. Then ≺ is a total reflection order if and only if, for each α, β ∈ Φ + and c, d ∈ R
Henceforth we denote by · the standard left action of W on its subsets given by conjugation; thus for A ⊆ W and w ∈ W , w · A = wAw −1 . Let ≺ be a total order on T . For each t ∈ T we set (≺ t) = {t ∈ T | t ≺ t} and
s of ≺ is defined as follows:
Thus ≺ s is obtained from ≺ by shifting s to the last position and conjugating by s each overtaken element. The lower s-conjugate ≺ s of ≺ is defined similarly: If ≺ and ≺ are total orders on T , we set ≺ → ≺ if ≺ is stable and either ≺ = ≺ s or ≺ = ≺ s for some s ∈ S. We define as the transitive closure of →. Thus ≺ ≺ if and only if ≺ is obtained from ≺ by successive lower or upper S-conjugations, each conjugation being performed on a stable order. Definition 2.2. Let ≺ be a total order on T . We say that ≺ is a KL-order if ≺ is stable and each total order ≺ such that ≺ ≺ is stable.
By the above Proposition any total reflection order is KL. We remark that the explicit formulas for the R-polynomials and KL-polynomials of W given in [D2] , [B1] , [B2] in terms of a total reflection order hold with a KL-order. So it is natural to investigate whether the KL property is weaker than that of being a total reflection order. In the next section we prove that indeed the KL property characterizes the total reflection orders.
Proof of Theorem 1.1
Henceforth we denote by D a dihedral subgroup of W with χ(D) = {r, t}, and by m the order of rt. Moreover we denote by ≺ a fixed KL-order. In this section we shall prove that ≺ satisfies the condition of Definition 2.1. For m = 2 the condition is void, so we assume m > 2, possibly m = ∞. We keep in force the notation fixed above Definition 2.1. Note that if D is finite, then we have 
Proposition 3.2. If r ≺ t, then r ≺ rtr and trt ≺ t.
Proof. Assume by contradiction that rtr ≺ r ≺ t. By Lemma 3.1 we can find a dihedral subgroup D , with χ(D ) = {r , t }, r simple, and a KL-order ≺ such that r t r ≺ r ≺ t . This is a contradiction since (r ≺ ) must be stable under conjugation by r . Hence r ≺ rtr as claimed. Similarly we have trt ≺ t.
Lemma 3.3. If r ≺ t, then r i−1 ≺ r i and t i ≺ t i−1 for 1 ≤ i < m.
Proof. We prove the claim by induction. Let 1 ≤ k < m − 1 and assume that for each KL-order ≺ and for each dihedral subgroup D with χ(D ) = {r , t }, if r ≺ t , then we have r i−1 ≺ r i and t i ≺ t i−1 for 1 ≤ i ≤ k. For k = 1 this follows from Proposition 3.2. Assume by contradiction that r k+1 ≺ r k . By Lemma 3.1 we can find an element w ∈ W and a KL-order ≺ such that r = r w is simple, r ≺ r k , and r k+1 ≺ r k , where u = u w for each u. Since r ≺ r k , by the inductive assumption we have r ≺ t and r ≺ r 1 · · · r k . Now we consider the upper conjugate ≺ = (≺ ) r . Since (r i ) r = t i−1 , we obtain t t k−1 ; hence, by the inductive assumption, t t k−1 ≺ t k ≺ r . But we have r k+1 ≺ r k , r ≺ r k , and r = r k+1 ; hence t k ≺ t k−1 , a contradiction. Therefore the claim is proved.
Proposition 3.4. If D is finite and r ≺ t, then r
Proof. If D is finite, the claim follows directly from Lemma 3.3. Assume that D is infinite. By Lemma 3.3 we have only to prove that r i ≺ t j for each i, j ≥ 0.
First we prove that, for each i, j ≥ 0, the subgroup D ij = r i , t j is dihedral and
Now if, by contradiction, t j ≺ r i for some i and j, then, applying Lemma 3.3 to the dihedral subgroup D ij , we would obtain t j ≺ t j r i t j = t 2j+i+1 . But by Lemma 3.3 applied to D, we have t 2j+i+1 ≺ t j . Thus we conclude that r i ≺ t j for all i, j ≥ 0.
Proposition 3.4 shows that ≺ satisfies the conditions of Definition 2.1; thus the proof is complete.
One side stability
In this section we consider stability under successive one side S-conjugations. Similarly, we define the l-stable orders of T as the stable orders which remain stable under successive lower conjugations. Clearly, a total order ≺ on T is l-stable if and only if the reverse order is u-stable.
We recall that if
With this notation, we say that the order t 1 ≺ · · · ≺ t k is induced by the reduced expression s 1 · · · s k of w. By [D2, 2.11] , A ⊆ T is a finite initial section of some total reflection order if and only if A = N (w) for some w ∈ W . Moreover, t 1 ≺ · · · ≺ t k is a finite initial section of (T, ≺), with ≺ a total reflection order, if and only if the order t 1 ≺ · · · ≺ t k is induced by some reduced expression of w = t k · · · t 1 . In particular, if W is finite, then we have T = N (ω), where ω is the longest element of W , and the total reflection orders are exactly the orders induced by the reduced expressions of ω. In the following lemma we state a simple fact which will be useful in the following.
We are now able to prove our result on finite Coxeter systems. Proof. We define inductively a sequence ≺ 1
The sequence (n i ) i≥1 is nonincreasing and positive; therefore for some k ≥ 1 we have
Then, by the choice of k, {t 1 , . . . , t n k } satisfies the assumptions of Lemma 4.1, so that {t 1 , . . . , t n k } = N (w) for w = t n k · · · t 1 and the order t 1 ≺ k · · · ≺ k t n k is induced by a reduced expression of w. But, by our assumptions, S ⊆ {t 1 , . . . , t n k }; therefore w is the longest element of W and N (w) = T . It follows that |T | = n 1 = n 2 = · · · , s 1 = min(T, ≺ 1 ), and ≺ 1 =≺ is induced by a reduced expression of the longest element. Now we study some consequences of u-stability for Coxeter groups in which each proper parabolic subgroup is finite.
Lemma 4.3. Let ≺ be a u-stable order on T and s ∈ S be the least simple root in
Proof. Assume by contradiction that (s ≺) is finite. We perform the same construction as that in the proof of Theorem 4.2; we consider the same sequence of u-stable orders ≺ i , the same sequence of non-negative integers (n i ), and take k such that n k = n k+1 = · · · . Then we have S ⊂ (s ) = N (w) for some w ∈ W , which is impossible since W is infinite. Proof. We first prove that min(S, ≺) = min(T, ≺). If W is finite, the claim follows by Theorem 4.2, so we assume that W is infinite. We define inductively ≺ 1 =≺, s i = min(S, ≺ i ), and ≺ i+1 = ≺ i si . Then we consider the sequence
We shall prove that for each i ≥ 1 we have t i ≺ t i+1 . In fact, by the definition of s 2 , we have
In particular, for each k ≥ 1 the elements t 1 , . . . , t k are distinct and the sequence t 1 , . . . , t k satisfies the assumptions of Lemma 4.1, so that s 1 · · · s k is a reduced expression. Since each proper parabolic subgroup of W is finite, this implies that for each s ∈ S and each h ≥ 1 there exists a k ≥ h such that s k = s. Now we assume by contradiction that (≺ 1 s 1 ) = ∅; then clearly (≺ i s i ) = ∅ for each i ≥ 1. Put i = min{ (t) | t ≺ i s i }; the sequence ( i ) i≥1 is non increasing and greater than 2, so that, for some h ≥ 1, h = h+1 = · · · . Let t ≺ h s h be such that (t) = h and s ∈ S be such that (sts) < (t). Then there exists a k ≥ h such that s = s k ; since (≺ h s h ) ⊆ (≺ k s k ) we have t ≺ k s k and, by stability, sts = s k ts k ≺ k s k : thus we have a contradiction, since (sts) < (t) = k . Therefore we conclude that s 1 = min(S, ≺) = min(T, ≺), as claimed.
The second statement of the theorem follows easily from the above result. In fact, let {t 1 , . . . , t k } be an initial section of T and set s 1 = t 1 , s i = t 1 · · · t i−1 t i t i−1 · · · t 1 for each i ∈ {2, . . . , k}. Then s 1 is simple, s 2 = t 1 t 2 t 1 = min(T, ≺ t1 ) is simple and, inductively, s i is simple for each i ∈ {1, . . . , k}. It follows, by Lemma 4.1, that s 1 · · · s k is reduced, and {t 1 , . . . , t k } = N (s 1 · · · s k ). Moreover the order t 1 ≺ · · · ≺ t k is induced by the reduced expression s 1 · · · s k . By [D2, 2.11] we get the thesis.
The results of this section have an analogous formulation for l-stable orders. Since a total order ≺ on T is l-stable if and only if the reverse order is u-stable and since the reverse of a total reflection order is a total reflection order, we have that, for a finite Coxeter group, l-stable orders are total reflection orders. Moreover, if each proper parabolic subgroup of W is finite, then the l-orders on T have a maximum, which is a simple reflection, and the finite final sections of l-orders are the finite final sections of the total reflection orders.
