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ABSTRACT
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resonance and (pre-)resonance spectra of (R)-methyloxirane, considering the resonance effects due to one or more electronically excited
states. Moreover, the developed real time propagation approach allows us to obtain entire excitation profiles in a computationally efficient
way.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5132294., s
I. INTRODUCTION
Vibrational Raman Optical Activity (ROA) has become an
invaluable tool in order to obtain structural information about sys-
tems ranging from small molecules to proteins and even viruses,1
making use out of its sensitivity to chirality. The experimental tech-
nique has been applied to determine absolute configurations,2,3 the
study of chiral ionic liquids,4 the observation of biomolecules in
solutions,5,6 the study of paramagnetic molecules7 and the deep UV
region8 for the investigation of the preresonant and resonant Raman
and ROA scattering.
The broad applicability of Raman and ROA spectroscopy for
the investigation of a variety of systems calls for theoretical mod-
eling with the aim of a better interpretation of these experiments.
With a general theory and experimental techniques for ROA devel-
oped already in the 1960s and 1970s,9–13 one of the main obstacles
for accurate modeling of (resonance) ROA spectra is still the huge
dimensionality of the problem, since not only the electronic but also
the vibrational states need to be described.
The calculation of ROA spectra in the nonresonant regime
has appeared at the end of the 1980s14 and since then has been
performed on a variety of systems. After the first calculations at
a Hartree–Fock level of theory,15,16 many density functional the-
ory (DFT)17–24 and later higher level of theory studies25,26 followed.
Advances for speeding up the calculations include the calculation
of analytical ROA intensity differences,27 density fitting,28 Cartesian
transfer,29 molecules in molecules fragmentation schemes,30 and
intensity tracking.31 Moreover, the first entirely ab initio molecular
dynamics based approach was presented recently32 and the solvation
and environmental effects were studied, including the polarizable
continuum models33–37 combined with molecular dynamics.38–42
The first calculations for transition metal complexes19,28,43–45 have
also paved the way for experimental and computational studies (see
Ref. 46 for the first review of ROA for transition metal containing
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complexes and solids). For general reviews about the simulation of
ROA spectra, see Refs. 6 and 47–50.
In the resonance regime, other approximations to the full
vibronic response tensor have to be considered and in practical
calculations further approximations have to be made. Mainly two
methods have been developed for a resonant description of Raman
(and ROA) spectra: the vibronic theory building on a formulation
of Albrecht51,52 and a family of short time approximations (STAs)
mostly developed in the 1980s by Heller et al.53–55 as part of their
description of Raman scattering in the time domain. The vibronic
theory, as well as approaches based on the time-dependent formu-
lation, have later been adapted in a linear response time dependent
density functional theory (LR-TDDFT) framework for the calcula-
tion of ROA spectra. These efforts include vibronic details in a gradi-
ent Franck–Condon model,56 and Herzberg–Teller and Duschinsky
effects,57–59 or a Placzek type approximation.60,61 Also, there is a
recent expansion to X-ray ROA.62
Apart from the necessity to model both electronic and vibra-
tional states, the sheer size of systems of experimental interest also
hinders a large scale modeling of ROA spectra, which calls for effi-
cient methods. A promising candidate is real time TDDFT (RT-
TDDFT) that combines the advantages of DFT with a favorable
scaling compared to LR-TDDFT.63 The description of the dynam-
ics in the time domain allows us to obtain all excited states from
just one simulation run, without losing information about the indi-
vidual transitions,64 and works well also for a high density of states,
which was demonstrated for a (resonance) Raman excitation pro-
file.65 Aside from that, pseudopotentials66,67 may be used in order
to describe chemically inert core electrons, which again reduces the
computational resources needed for the calculation of ROA spec-
tra and was recently implemented in CP2K68–70 using density func-
tional perturbation theory (DFPT) for static and dynamic32 ROA
calculations as well as their analysis in terms of localized molecular
orbitals.71
A well known issue connected with the description of electro-
magnetic response properties such as electronic circular dichroism
(ECD) and ROA is that calculations of the response properties show
a dependence on the choice of the coordinate system, due to the
inevitably finite basis sets in practical calculations.72 In order to over-
come this problem, mainly two methods have been developed: the
use of gauge including atomic orbitals (GIAOs)73–77 or a description
of the magnetic response in the velocity representation.28,32,60,78 The
general idea behind these two approaches is to choose the gauge in
a way such that the effects of the finite basis set are minimized. Both
methods allow for origin independent results.
In this work, we will focus on the STA of the vibrational dynam-
ics in an RT-TDDFT framework. We will reformulate the optical
linear response tensors necessary for the calculation of ROA spec-
tra in a propagator formalism of linear response in order to have a
common framework applicable to both LR- and RT-TDDFT in addi-
tion to giving an intuitive perspective on the real time propagation
(RTP) approaches to the linear response. In this formulation, differ-
ent representations of the response tensors arise naturally and the
origin dependence of the invariants of the response tensors can be
discussed in a consistent and systematic fashion.
Another complexity that is covered naturally in the propaga-
tor formulation is a description of the coupling of nonlocal pseu-
dopotentials to electromagnetic fields, where the operators have
to be transformed consistently to their pseudopotential represen-
tation.79–82 It can be shown that this transformation is necessar-
ily gauge dependent. In practice, this leads to the introduction
of the so called generalized momentum instead of the canonical
momentum.82,83
The focus of this work is on the theoretical description of
our approach. Calculations are presented for (R)-methyloxirane.
However, the approach is rather general so that the available com-
putational resources are mainly the limiting factor in large scale
applications.
II. THEORY
The calculation of ROA spectra depends in general on five
linear response tensors, the electric-dipole–electric-dipole polar-
izability α, the electric-dipole–magnetic-dipole polarizability G,
the magnetic-dipole–electric-dipole polarizability G, the electric-
dipole–electric-quadrupole polarizability A, and the electric-
quadrupole–electric-dipole polarizability A, which may be consid-
ered as first order terms in a multipole expansion of the electric
dipole moment, magnetic dipole moment, and electric quadrupole
moment, respectively, with respect to an external electromagnetic
field perturbation.84–86 The spectra are then given in terms of vari-
ous isotropic and anisotropic invariants of these generally complex
valued response tensors, depending on the experimental setup, i.e.,
the direction and polarization of the perturbing field with respect to
the orientation of the molecules (the rotational degrees of freedom
are averaged out). To first order in the electric field Eβ, the multipole
expansions of the induced electric dipole moment dα, the induced
magnetic dipole moment mα, and the induced electric quadrupole
moment θα are given by85








mα ≙ (Gαβ +⋯)Eβ, (2)
θαβ ≙ (Aγ,αβ +⋯)Eγ. (3)
Greek indices denote the Cartesian room directions and the Ein-
stein summation convention is used. niγ denotes the propagation
vector of the incident wave. The difference between the script tensors
Gαβ,Aγ,αβ and the Roman tensors Gαγ, Aα,γβ is discussed in Refs. 85–
87. The following discussion of the theory will focus on the Roman
tensors.
Expressions for the response tensors are usually derived within
perturbation theory, such as the well known Kramers–Heisenberg–




αβ (ωS) ≙ −∑
k,v
⟨χ0v′′ ∣d0kα ∣χkv⟩⟨χkv ∣dk0β ∣χ0v′⟩
h̵ωI − (Evk − Ev′0 ) + ih̵Γ
+
⟨χ0v′′ ∣d0kβ ∣χkv⟩⟨χkv ∣dk0α ∣χ0v′⟩
−h̵ωS − (Evk − Ev′0 ) + ih̵Γ
, (4)
given here in the Born–Oppenheimer approximation for a scat-
tering event from the initial vibrational state v′ of the electronic
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ground state 0, ∣χ0v′⟩, to the final vibrational state v′′ of the elec-
tronic ground state 0, ∣χ0v′′⟩ (the vibrational index v runs over
all the vibrational states within each electronic state k). 1/Γ corre-
sponds to an averaged finite lifetime of the excited states, and Evk
denotes the energy of the vth vibrational state on the kth Born-
Oppenheimer surface. ωI and ωS are the angular frequencies of the
incoming and the scattered light, respectively. The electronic transi-
tion dipole moment between the electronic ground state |0⟩ and an
electronically excited state |k⟩ is given by
d0kα ≙ ⟨0∣d̂α∣k⟩, (5)
where d̂α ≙ −er̂α is the electric dipole moment operator for the elec-
trons with e denoting the elementary charge and r̂α is the position
operator.
Expressions for the electric-dipole–magnetic-dipole polar-
izability and the electric-dipole–electric-quadrupole polarizabil-
ity are analogous with one of the electric dipole transition
moment replaced either by the magnetic dipole transition moments
mk0β ≙ ⟨k∣m̂β∣0⟩ with the magnetic dipole moment operator,
m̂β ≙ − e2me ϵβγδ r̂γp̂δ , (6)
where me is the electron rest mass, p̂γ is the momentum operator,
and ϵαβγ is the Levi–Civita tensor in three dimensions, or the electric
quadrupole transition moments θk0βγ ≙ ⟨k∣θ̂βγ∣0⟩ with the (traceless)
electric quadrupole moment operator,
θ̂βγ ≙ − e2(3r̂β r̂γ − δβγ r̂α r̂α). (7)
A. Short time approximation
The direct calculation of these sum over states expressions is
very demanding since all electronic and vibrational states have to be
known beforehand. A common approximation is to replace the full
expression given in Eq. (4) by a Taylor expansion in terms of normal
mode coordinates q around the equilibrium geometry q0,
89






(qk − q0k) +⋯, (8)
where ω is the angular frequency and ααβ(ω, q) is an approxi-
mation of the electric-dipole–electric dipole polarizability, treating
the vibrational degrees of freedom in terms of a normal mode
expansion. A detailed derivation of this approach is spelled out in
Ref. 90.
In the harmonic approximation, the 0th order term in Eq. (8)
relates to the Rayleigh scattering and the 1st order term to the
Raman scattering. If there is a clear separation of energy scales
between the vibrational, photon, and electronic degrees of freedom,


















Here, Ek(q) is the energy of the kth BO surface at geometry q. Again,
this line of reasoning is also valid for the linear response tensors G
and A necessary for the ROA calculations.10
As shown by Lee89 using the time domain representation of
the KHD tensor,53 this treatment can also be extended to the res-
onance case by using various semiclassical propagation schemes,
as long as only the short time dynamics on the excited electronic
potential energy surfaces are important. Consequently, this class of
approximation is known as STAs. This Placzek type extension to the
resonance case has been derived within a LR-TDDFT framework for
the calculation of Raman90,92 and ROA spectra60 and works essen-















−h̵ω − (Ek(q) − E0(q)) + ih̵Γ
⎤⎥⎥⎥⎥⎦
, (10)











−h̵ω − (Ek(q) − E0(q)) + ih̵Γ
⎤⎥⎥⎥⎥⎦
, (11)











−h̵ω − (Ek(q) − E0(q)) + ih̵Γ
⎤⎥⎥⎥⎥⎦
. (12)
It is also applicable within a RT-TDDFT framework for the calcula-
tion of Raman spectra65,93 giving identical results as the LR-TDDFT
approach for a weak perturbation.
The Raman and ROA intensities for each normalmode pwithin
these STAs and the harmonic approximation are then given by
Ip ≙ PpSp, (13)




(ν̃in − ν̃p)4 h
8π2cν̃p
1
1 − exp∥−hcν̃p/kBT∥ , (14)
with ϵ0 being the permittivity of vacuum, c being the speed of light,
ν̃in and ν̃p being the wavenumbers of the incoming photon and the
normal mode p, respectively, kB being the Boltzmann constant, and
T being the temperature. The scattering factor Sp depends on the
kind of spectroscopy (Raman or ROA) and the experimental setup










Re[3ααβα∗αβ − αααα∗ββ], (17)
J. Chem. Phys. 151, 234110 (2019); doi: 10.1063/1.5132294 151, 234110-3






















and for a ROA forward scattering geometry, it is given by85





Within the approximations made, the tensor components in
Eqs. (15)–(19) are replaced by the first derivative of the purely






















where the “electronic” tensors are those given in Eqs. (10)–(12).
B. Propagator formalism and real time
propagation expressions
In order to treat LR-TDDFT and RT-TDDFT on equal footing,
it is advantageous to introduce a propagator formalism for the linear
response functions:95 The propagator ⟨⟨B̂; Â⟩⟩ω of an observable B̂
with respect to e.g., a time dependent electric field perturbation in
the dipole approximation according to Ĥ1(t) = −ÂE(t) is implicitly
defined in the time domain as96
⟨B̂(t)⟩ − ⟨B̂⟩0 ≙ ∫ t
−∞
dt′ ⟨⟨B̂(t); Â(t′)⟩⟩E(t′), (26)
where ⟨B̂(t)⟩ ≙ Tr[ρ(t)B̂] is the time dependent expectation value
and ⟨B̂⟩0 ≙ Tr[ρ0B̂] is the expectation value of the stationary unper-
turbed system, with the time dependent density ρ(t) and the station-
ary density ρ0, respectively. The time domain representation of the
propagator, ⟨⟨B̂(t); Â(t′)⟩⟩, is related to its energy domain repre-
sentation ⟨⟨B̂; Â⟩⟩ω via a Fourier transform (FT). Note that if there
is just one perturbation applied, the time domain propagator only
depends on differences t − t′,96 which is not apparent from our
notation [Â(t′) is to be read as follows: Â applied carrying the time
dependence given by E(t) at time t′]. The energy domain propa-
gator can then be obtained from a real time propagation scheme
via FTs as96







dt (⟨B̂(t)⟩ − ⟨B̂⟩0)ei(h̵ω)/h̵ te−ϵ t . (28)
ϵ is a damping factor that can be identified with Γ in Eqs. (10)–(12).
In linear response, using the Kubo formula,97 one can also derive the
first order perturbation theory expression as95,96







ω − (ωk − ω0) + iϵ +
⟨0∣Â∣k⟩⟨k∣B̂∣0⟩
−ω − (ωk − ω0) + iϵ].
(29)
The relation to Sec. II A is easily seen by replacing the operators
Â and B̂ appropriately: The optical linear response tensors are related
to the propagators as
α
el
αβ ≙ −⟨⟨d̂α; d̂β⟩⟩ω, (30)
Gelαβ ≙ −⟨⟨d̂α; m̂β⟩⟩ω, (31)
Aelα,βγ ≙ −⟨⟨d̂α; θ̂βγ⟩⟩ω. (32)
In a practical RT-TDDFT calculation, it is convenient to obtain the
optical linear response tensors by perturbing the system according to
the electric dipole operator Â ≙ d̂α and observing the electric dipole,
themagnetic dipole, and the electric quadrupole response during the
propagation giving the propagators ⟨⟨m̂β; d̂α⟩⟩ω and ⟨⟨θ̂βγ; d̂α⟩⟩ω for
the magnetic dipole response and the electric quadrupole response,
respectively. In terms of Eqs. (1)–(3), this corresponds to a calcula-
tion of Gelαβ and A
el





ever, the short time approximation, effectively setting ωS = ωI in
Eq. (4), allows simple relations between these tensors:86 The tensors
are related as iGelαβ ≙ −Gelαβ andAelα,βγ ≙ Aelα,βγ (in the absence of a static
magnetic field).85
The derivatives necessary for Eqs. (23)–(25) can be performed
numerically according to the scheme used in Refs. 65 and 93.
C. Representations, magnetic response,
and nonlocal potentials
The equation of motion for the propagators,95,96
h̵ω⟨⟨B̂; Â)⟩⟩ω ≙ ⟨∥B̂, Â∥⟩0 + ⟨⟨∥B̂,H∥; Â⟩⟩ω
≙ ⟨∥B̂, Â∥⟩0 + ⟨⟨B; ∥H, Â∥⟩⟩ω, (33)
allows us to switch between the length, mixed, and velocity repre-
sentations of the linear response tensors (see Appendix A). Note
that these equations are exactly fulfilled only for a complete basis
set as they involve a commutator.98 In linear response, the differ-
ent representations of the polarizabilities correspond to different
(equivalent) choices of gauge in the electric dipole approxima-
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tion;99,100 it is only when approximations are made that different
representations (or choices of gauge) lead to different results.101–103
In order to retain the gauge invariance of the time dependent
Kohn–Sham equations in the presence of nonlocal potentials79–81,104
it is necessary to use a modified version of the momentum operator,
p̂genα ≙ me
ih̵
∥r̂α, Ĥ∥ ≙ p̂α + me
ih̵
∥r̂α, V̂nl∥, (34)
as discussed for RT-TDDFT in Ref. 82. This also affects the defini-
tion of the magnetic dipole moment operator in Eq. (6), where this
modified definition holds to first order in a magnetic field perturba-
tion.79–81,83 A table of different representations of the linear response
functions α, G, and A can be found in Table I in the Appendix.
D. Origin dependence
In a finite basis set, the calculation of ROA spectra in princi-
ple shows an origin dependence. In order to alleviate that, we use
the velocity representations of the electric dipole moment oper-
ator28,56,60 (and the electric quadrupole moment operator). The
response tensors G and A are naturally origin dependent, since
the magnetic dipole moment operator in Eq. (6) and the electric
quadrupole operator in Eq. (7) are origin dependent for a shift of
the origin from O⃗ to O⃗ + a⃗ (the electric dipole moment is origin
independent for neutral systems),
m̂gen,O+aα ≙ m̂gen,Oα + e2me ϵαβγaβp̂
gen
γ , (35)
Q̂O+aαβ ≙ −e(r̂O+aα r̂O+aβ ) ≙ −e(r̂Oα r̂Oβ − aβ r̂Oα − aα r̂Oβ + aαaβ), (36)
Q̂vel,O+aαβ ≙ Q̂vel,Oαβ − eaαp̂genβ − eaβp̂genα , (37)
where we switched to the second moment definition of the elec-
tric quadrupole moment in its length and velocity representa-
tion,98,105,106
Q̂Oαβ ≙ −e(r̂Oα r̂Oβ ), (38)
Q̂vel,Oαβ ≙ −e(r̂Oα p̂genβ + p̂genα r̂Oβ ). (39)
Linear response functions needed for G show the following origin
dependence in the length and velocity representations:












as well as the following for A in its different representations:
⟨⟨r̂O+aα ; Q̂O+aβγ ⟩⟩ω ≙ ⟨⟨r̂Oα ; Q̂Oβγ⟩⟩ω − eaβ⟨⟨r̂Oα ; r̂Oγ ⟩⟩ω
− eaγ⟨⟨r̂Oα ; r̂Oβ ⟩⟩ω, (42)
⟨⟨p̂gen,O+aα ; Q̂O+aβγ ⟩⟩ω ≙ ⟨⟨p̂genα ; Q̂Oβγ⟩⟩ω − eaβ⟨⟨p̂genα ; r̂Oγ ⟩⟩ω
− eaγ⟨⟨p̂genα ; r̂Oβ ⟩⟩ω, (43)
⟨⟨r̂O+aα ; Q̂vel,O+aβγ ⟩⟩ω ≙ ⟨⟨r̂Oα ; Q̂vel,Oβγ ⟩⟩ω − eaβ⟨⟨r̂Oα ; p̂genγ ⟩⟩ω
− eaγ⟨⟨r̂Oα ; p̂genβ ⟩⟩ω, (44)
⟨⟨p̂gen,O+aα ; Q̂vel,O+aβγ ⟩⟩ω ≙ ⟨⟨p̂genα ; Q̂vel,Oβγ ⟩⟩ω − eaβ⟨⟨p̂genα ; p̂genγ ⟩⟩ω
− eaγ⟨⟨p̂genα ; p̂genβ ⟩⟩ω. (45)
Note that p̂genα shows no origin dependence,
p̂gen,O+aα ≙ p̂Oα + meih̵ ∥r̂α − aα, V̂nl∥
≙ p̂α + me
ih̵
∥r̂α, V̂nl∥ − me
ih̵
∥aα, V̂nl∥, (46)
where the last term is canceled since aα is just a constant, and the
momentum operator is origin independent.
With the different representations in Eqs. (40)–(45) at hand,
the origin dependence of the invariants in Eqs. (15)–(19) can be
examined in the STA described in Sec. II A. We assume that the
derivatives of the response tensors in Eqs. (23)–(25) show the same
symmetries and transformation properties as the electronic response
tensors themselves, which is reasonable in our finite difference
scheme.
TABLE I. Different representations of the propagators for a practical RT-TDDFT calculation of the linear response tensors
including non-local potentials.
Propagator Perturbation Measurement Response tensor
⟨⟨r̂α; r̂β⟩⟩ω r̂β r̂α ααβ⟨⟨r̂α; p̂genβ ⟩⟩ω p̂genβ r̂α ααβ⟨⟨p̂genα ; r̂β⟩⟩ω r̂β p̂genα ααβ⟨⟨p̂genα ; p̂genβ ⟩⟩ω p̂genβ p̂genα ααβ⟨⟨m̂genα ; r̂β⟩⟩ω r̂β m̂genα Gαβ⟨⟨m̂genα ; p̂genβ ⟩⟩ω p̂genβ m̂genα Gαβ⟨⟨r̂α r̂β; r̂γ⟩⟩ω r̂γ r̂α r̂β Aγ,αβ⟨⟨r̂α r̂β; p̂genγ ⟩⟩ω p̂genγ r̂α r̂β Aγ,αβ⟨⟨r̂αp̂genβ + p̂genα r̂β; r̂γ⟩⟩ω r̂γ r̂αp̂genβ + p̂genα r̂β Aγ,αβ⟨⟨r̂αp̂genβ + p̂genα r̂β; p̂genγ ⟩⟩ω p̂genγ r̂αp̂genβ + p̂genα r̂β Aγ,αβ
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Since the invariants contain products of tensor components,
the different representations give rise to many combinations: α can
be represented in a length, two mixed, and a velocity representation,
G in a length and a mixed representation, and A again in a length,
two mixed, and a velocity representation (see Table I), which means
that, e.g., there are 16 possible representations for β(A)2, for a per-
turbation according to the dipole approximation. Some examples are
spelled out in Appendix B. Analyzing these expressions leads to the
following conditions for the representations of ααβ, in order for the
invariants to be origin independent: First,
⟨⟨Âα; B̂β⟩⟩∗ω !≙ ⟨⟨Âβ; B̂α⟩⟩∗ω, (47)
which states basically the symmetry of ααβ. Second, for β(G)
2 and
β(A)2, the condition
⟨⟨Âα; B̂β⟩⟩ω⟨⟨Ĉγ; D̂δ⟩⟩∗ω !≙ ⟨⟨Âγ; B̂δ⟩⟩ω⟨⟨Ĉα; D̂β⟩⟩∗ω (48)
needs to be matched, which is a kind of “supersymmetry” in a
product of two linear response functions.
The operators Â, B̂, Ĉ, and D̂ are placed holders for either r̂ or
p̂gen. For a finite basis set, the first condition is only exactly fulfilled if
Â ≙ B̂. Consequently, for αG, the velocity representation of Gαβ has
to be used [see Eqs. (B1) and (B3)].
To investigate the condition in Eq. (48), one can show that, for
the complex conjugate of the linear response functions, the following
relation holds:96,98,107
⟨⟨Â; B̂⟩⟩∗ω ≙ ⟨⟨Â; B̂⟩⟩∗−ω ≙ ⟨⟨B̂; Â⟩⟩ω. (49)
This equation holds irrespective of the basis set size, since it
does not involve a commutator and is basically a consequence of the
hermiticity of the observables. Thus, the condition in Eq. (48) can be
rewritten as
⟨⟨D̂δ ; Ĉγ⟩⟩ω⟨⟨B̂β; Âα⟩⟩∗ω !≙ ⟨⟨Âγ; B̂δ⟩⟩ω⟨⟨Ĉα; D̂β⟩⟩∗ω. (50)
This condition is fulfilled if
1. Â ≙ D̂, Ĉ ≙ B̂, and
2. generally ⟨⟨Âα; B̂β⟩⟩ω ≙ ⟨⟨Âβ; B̂α⟩⟩ω, which is again the condi-
tion in Eq. (47), implying Â ≙ B̂ and Ĉ ≙ D̂.
For an origin independent calculation of β(G)2 in a finite basis set,
this implies that both α and G have to be calculated in the velocity
representation [see Eq. (B7)]. For an origin independent calculation
of β(A)2 in a finite basis set, there are two possibilities since the ori-
gin dependent term in the length representation [see Eq. (42)] only
involves position operators. Thus, for β(A)2, both α andA have to be
calculated either in their length or in their velocity representations
consistently.
In conclusion, one can see that
● for αG the velocity representation of G,
● for β(G)2 consistently the velocity representation of α andG,
● and for β(A)2 either the length or the velocity representa-
tions have to be used for both α and A consistently
in order to achieve the origin independence in a finite basis set,
analogous to previous works using LR-TDDFT.28,56,60 Note that
in the presence of nonlocal potentials, the use of the generalized
momentum [Eq. (34)] is implied.
III. COMPUTATIONAL DETAILS
The RT-TDDFT calculations were carried out with the package
CP2K.68–70,108 Continuing our previous efforts for the implementa-
tion of G in various representations,82 the velocity representation of
A was also implemented into CP2K. For the numerical integration
of the time dependent Kohn–Sham equations, the Hamiltonian is
extrapolated in time by the always-stable predictor corrector algo-
rithm and several options are available for the approximation of
the propagator and the calculation of the matrix exponential. If not
mentioned otherwise, we chose the enforced time reversible symme-
try scheme for the propagation and an Arnoldi subspace algorithm
for the calculation of the matrix exponential. As a time step for the
propagation, we chose 0.1 a.u. in order to cover a sufficiently large
frequency range after the Fourier transform to describe all excita-
tions the Fourier transform. As the damping factor ϵ in Eq. (28)
we chose 0.1 eV ≈ 0.0036 a.u. in order to match the experimental
line width in the absorption spectrum. The calculations were run at
least for a total simulation time of 3000 a.u. An investigation off the
dependence of the spectrum on the amount of simulation time was
given in Ref. 65.
The external field is applied in the form of a δ-pulse in the
dipole approximation, in order to excite all transitions in the system.
In the length gauge,103 corresponding to the length representation,
this is done by applying κα = Iα/h̵ to the ground state molecular
orbitals (in atomic units),109
∣ϕ(t ≙ 0+)⟩ ≙ eiκα r̂α ∣ϕ(t ≙ 0−)⟩, (51)
where Iα is an impulse in the α direction. In the velocity gauge, cor-
responding to the velocity representation, the interaction term to
the first order is proportional to p̂α.103 The pulse is then applied
by using first order density functional perturbation theory (Stern-
heimer’s equation) on the ground state molecular orbitals, in terms
of orbitals (in atomic units),
∣ϕperti ⟩ ≙ ∑
k,virt
⟨ϕk∣καp̂genα ∣ϕi⟩
ϵi − ϵk ∣ϕk⟩, (52)
where ϕi and ϕk represent the ground state occupied and the virtual
molecular orbitals and ϵi and ϵk are their energies, respectively. ϕ
pert
i
are the starting orbitals for the real time propagation. Note that we
here use the generalized momentum due to the presence of nonlocal
pseudopotentials. During the propagation, all of the observables in
Table I were traced and postprocessed in order to obtain the vari-
ous spectra. Note that in this way, a variety of response tensors and
representations can be obtained at once, also for different reference
points of the “measured” observables. In our calculations, we do not
see the additional expectation values connecting the representations
in Eqs. (A3), (A6), and (A5), most likely due to the application of the
δ-pulse in a DFPT frame work, which already accounts for a factor
of ω. For the calculation of the invariants in different representa-
tions, this has also the consequence that we only have to factor in
ω as many times as we use a velocity representation for any of the
“measurement” observables.
Vibrational spectra in the STA were calculated according to the
numerical scheme as in previous works.65,93
In all calculations, we used the PBE exchange–correlation func-
tional110 and either the aug-QZV2P-GTH basis set111 or the TZVP-
GTH basis set111 in combination with GTH pseudopotentials.112
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The vibrational spectra are broadened by Lorentzians with a full
width at half maximum height of 20 cm−1. The vibrational spectra
were calculated according to Eq. (13) at a temperature of 300 K.
IV. RESULTS
This section is structured as follows: First, the absorption and
ECD spectra of the (R)-methyloxirane molecule are given. Sec-
ond, the origin dependence of the ROA invariants is evaluated, and
afterward, the Raman and ROA spectra are presented and discussed.
A. Absorption and ECD spectrum
The RT-TDDFT absorption and ECD spectra of (R)-
methyloxirane are shown in Fig. 1. The first and second excitations
are found at 5.69 eV and 6.14 eV, respectively. Note that these values
are exchange-correlation functional and basis set dependent. Exper-
imental absorption and ECD spectra of (R)-methyloxirane can be
found in Refs. 65 and 93 and agree qualitatively with our RT-TDDFT
results, with the first excitation found at higher energies than in our
calculations. However, in order to consistently treat resonance spec-
tra, we choose the excitation at 5.69 eV (218 nm) for the calculation
of the vibrational spectra in Sec. IV C.
B. Origin dependence of the invariants
In order to investigate the origin dependence of the invariants
within the STA, the derivatives of the (RT-TDDFT) response ten-
sors [compare Eqs. (23)–(25)] were calculated with the origin of
the coordinate system set either to the center of mass (c.o.m.) of
the molecule or to the origin of the simulation cell, which corre-
sponds to a shift of 12.83 Å. The results are shown below for dif-
ferent representations of the invariants containing derivatives of the
origin dependent G and A. For the comparison of the different rep-
resentations, we use the TZVP-GTH basis set when the generalized
momentum is included and the aug-QZV2P-GTH basis set if it is
not included. In this way, we minimize the effects of the finite basis
set, which allows for a clearer analysis of the influence of the gener-
alized momentum. Because of the basis set dependence of the ROA
invariants, the invariants calculated for different basis sets are not
directly comparable.
As a short notation for the representations of the invariants,
we introduce an intuitive four letter code, where the first two let-
ters always encode the representation of α and the last two letters
the remaining linear response tensor, e.g., for αG, “ppmr” means
α in the velocity representation and G in the length representation
and for β(A)2, “prqp” means a mixed representation for α (pulse:
length rep., measurement: velocity rep.) and also a mixed represen-
tation of A (pulse: velocity rep., measurement: length rep.). We will
also use the term “representations” for this four-letter short hand
notion. The short hand notation for the quadrupole moment is “q,”
and for its velocity representation, it is “v.” For pseudopotentials,
the extra commutator is always included implicitly, if not mentioned
otherwise.
Note that the RT-TDDFT approach allows us to evaluate the
dependence of the invariants on the whole excitation frequency
range within just one set of simulations.
The invariants shown in this subsection are calculated for
the normal mode of (R)-methyloxirane with a wavenumber of
1146 cm−1 (aug-QZV2P-GTH) or 1145 cm−1 (TZVP-GTH).
1. Invariants αG and β(G)2
Different representations of αG(ω) are shown in Fig. 2 for
the TZVP-GTH basis set. Comparing the invariants for representa-
tions involving either a length or a velocity representation of G, one
observes a slight origin dependence, whenever the length represen-
tation of G is used. If G is calculated in the velocity representation,
it does not make any difference which representation of α is used, as
expected from theory.
In order to investigate the importance of the generalized
momentum, the same invariants are calculated for a case, where it
was not taken into account for the “measurements” of the observ-
ables. The results are shown in Fig. 3. In this case, we see a signifi-
cant origin dependence of αG, although we are already close to the
basis set limit with the aug-QZV2P-GTH basis set. This emphasizes
the necessity of using the generalized momentum in the presence
of nonlocal potential, consistent with our previous results for the
simulation of ECD spectra.82
In Fig. 4, different representations of β(G)2 are given. Again
an origin dependence is observed, if G is used in the length
FIG. 1. Absorption (a) and ECD (b) spectra of (R)-methyloxirane for the aug-QZV2P-GTH basis set, already published by the authors in Ref. 82.
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FIG. 2. αG in different representations for different coordinate origins. The generalized momentum is used wherever applicable. The notation for the representations is given
in Sec. IV B.
FIG. 3. αG in different representations for different coordinate origins. The generalized momentum is not used.
representation. In contrast to the investigation of αG, the repre-
sentation of α cannot be chosen arbitrarily, as illustrated by the
origin dependence of the “rpmp” representation on the right hand
side (RHS) of Fig. 4. In fact, only the “ppmp” representation
shows no origin dependence, consistent with the theoretical results.
Again, we investigate the importance of the generalized momentum
by not including it for the measurement of the observables. The
resulting invariants are shown in Fig. 5. As for αG, omitting the
FIG. 4. β(G)2 in different representations for different coordinate origins. The generalized momentum is used wherever applicable.
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FIG. 5. β(G)2 in different representations for different coordinate origins. The generalized momentum is not used.
generalized momentum leads to a remarkable origin dependence
of β(G)2 in all its representations, despite the rather large basis set
(aug-QZV2P-GTH).
2. β(A)2
Different representations of β(A)2 are shown in Fig. 6. As
expected, representations of the invariant involving either the length
or the velocity representations of α and A consistently do not
show any origin dependence, within the numerical accuracy of the
method, whereas all other representations of β(A)2 show a signif-
icant origin dependence, consistent with the theoretical results in
Sec. II D. Investigating the role of the generalized momentum, the
same representations as in Fig. 6 are shown in Fig. 7 for the aug-
QZV2P-GTH basis set, without taking the generalized momentum
into account for the “measurements” of the observables. In this case,
only the “rrqr” representation does not show any origin dependence,
because it does not involve the momentum operator. As before, all
other representations show a significant origin dependence, if the
generalized momentum is omitted.
FIG. 6. β(A)2 in different representations for different coordinate origins. The generalized momentum is used wherever applicable.
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FIG. 7. β(A)2 in different representations for different coordinate origins. The generalized momentum is not used.
Concerning the calculation of ROA spectra with RTP, it is
advantageous to use a velocity representation for the perturbation
of the system, since in that case, all invariants can be calculated
without origin dependence, and a second run with an electric-dipole
perturbation in the length representation can be avoided.
C. Raman and ROA spectra
In this section, nonresonance and resonance Raman and
ROA spectra are presented for R-methyloxirane in Figs. 8 and 9,
respectively. According to the discussion in Sec. IV B 2, the veloc-
ity representation was used for the calculation of α, A, and G. For
the nonresonance spectra, the excitation energy was set to 2.41 eV
(514 nm), and, for the resonance spectra, the electronic transi-
tion at 5.69 eV (218 nm) was chosen as the excitation energy.
For both Raman and ROA spectra, a backscattering geometry is
assumed; i.e., the spectra are calculated according to Eqs. (20)
and (21).
From the Raman spectra in Fig. 8, one can see that the intensity
of the resonance spectrum is several orders of magnitude larger
FIG. 8. Nonresonant (left hand side, LHS) and resonant (right hand side, RHS) Raman spectra of R-methyloxirane. The vertical line marks 1146 cm−1.
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FIG. 9. Nonresonant (LHS) and resonant (RHS) ROA spectra of R-methyloxirane. The vertical line marks 1146 cm−1.
FIG. 10. Resonant Raman (LHS) and resonant (RHS) ROA spectra of R-methyloxirane at an excitation energy of 8.0 eV. The vertical line marks 1146 cm−1.
than that of the nonresonant spectrum, consistent with the exper-
imental observations. The nonresonance spectrum agrees qualita-
tively well with the gas phase spectrum of (R)-methyloxirane in
Ref. 115.
Compared to that, the ROA spectra in Fig. 9 show an inten-
sity several orders of magnitude smaller than that of their Raman
counterparts. Nevertheless, the intensity of the resonance ROA spec-
trum is several orders of magnitude larger than the one of the non-
resonance ROA spectrum. Also, its relative intensities are (almost)
identical to the corresponding Raman spectrum, which is consistent
with the results of a two state approximation to ROA spectroscopy,
which states that at resonance with a single excited electronic state,
the ROA spectrum shows the same relative intensities as the corre-
sponding Raman spectrum, with a sign opposite to the sign of the
rotatory strength at that excitation.116
In Fig. 10, the resonant Raman and ROA spectra are shown for
an excitation energy of 8.0 eV. As different electronic transitions
overlap at this excitation energy, the two state picture, where the
ROA spectrum is monosignate at the electronic transition, breaks
down and the ROA spectrum shows peaks having different signs. In
order to show the different contributions of β(G)2 and β(A)2 to this
resonant ROA spectrum, the two invariants are shown exemplarily
for the normal mode with a wavenumber of 1146 cm−1 in Fig. 11. In
general, the values of both invariants show the same order of mag-
nitude. However, if one considers the factors in Eq. (21), it becomes
apparent that β(G)2 mainly determines the signs of the peaks. Note
that, with a real time propagation approach such as RT-TDDFT, the
variation of the values of the invariants can be traced naturally over
the whole excitation energy range.
FIG. 11. β(G)2 and β(A)2 for the normal mode with a wavenumber of 1146 cm−1.
The vertical lines are at 5.69 eV and 8.0 eV.
J. Chem. Phys. 151, 234110 (2019); doi: 10.1063/1.5132294 151, 234110-11




FIG. 12. Raman excitation profile of (R)-
methyloxirane (PBE, aug-QZV2P-GTH).
FIG. 13. ROA excitation profile of (R)-
methyloxirane (PBE, aug-QZV2P-GTH).
In order to further illustrate the advantage of a time domain
approach, we also show the full Raman and ROA excitation profiles
in Figs. 12 and 13.
In contrast to LR-TDDFT approaches, these can be obtained
with an arbitrary resolution over the whole excitation frequency
range from just a single set of simulations.
V. CONCLUSION
The first calculations of ROA spectra with real time propa-
gation have been described, for which the RT-TDDFT method in
the CP2K program has been extended. This approach includes off-,
pre-, and on resonance effects considering one or more electron-
ically excited state(s), which is highly desirable for the in-depth
study of involved systems such as transition metal complexes. A
theoretical analysis has been presented with an emphasis on the
propagator formulation of the linear response, which allows for
a systematic evaluation of the origin dependence of optical linear
response tensors. We have found that the ROA invariants involv-
ing magnetic linear response functions show no origin depen-
dence within the numerical accuracy of RT-TDDFT for the cal-
culation of vibrational spectra within the short time approxima-
tion, if the velocity representation (for the αG invariant, also the
mixed and length representations) of the electric-dipole–electric-
dipole polarizability and the velocity representation of the electric-
dipole–magnetic-dipole polarizability are used. For the invari-
ant involving the electric-dipole–electric-quadrupole polarizability,
we have found that both the electric-dipole–electric-dipole polar-
izability and the electric-dipole–electric-quadrupole polarizability
have to be calculated in either the length representation or the
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velocity representation in order to achieve an origin independent
result, consistent with previous LR-TDDFT results.28,56,60 These
findings establish further the equivalence of LR- and RT-TDDFT
in the weak perturbation regime.65,117 Moreover, the importance of
the inclusion of an extra term in the definition of the momentum
operator in the presence of nonlocal potentials is emphasized, which
is vital in order to achieve the origin independence of the ROA
invariants.
As examples, spectra for (R)-methyloxirane have been pre-
sented, which are related to the two-state approximation, which
relates the Raman and ROA spectra at a single, electronically excited
state, as well as its breakdown in a case where various electronic exci-
tations play a role. Moreover, the calculation of the full Raman and
ROA excitation profiles highlights the fact that in RT-TDDFT the
whole frequency range is obtained in one go via Fourier transforms.
Additionally, RT-TDDFT works well for a high density of states and
shows a favorable scaling compared to LR-TDDFT. The presented
technique allows for an origin independent calculation of ROA spec-
tra and paves the way for the application to large systems, making
use of both nonlocal pseudopotentials and the advantages of RT-
TDDFT. In addition, it offers a promising way for the combination
with ab initio molecular dynamics simulations for the inclusion of
dynamic and environmental effects and modeling of the condensed
phase.
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APPENDIX A: REPRESENTATIONS




+ V̂ loc + V̂nl, (A1)
where V̂ loc groups all the local potentials and V̂nl stands for nonlocal
potentials, e.g., for the nonlocal part of pseudopotentials, different
representations of the linear response functions are derived, using
the propagator formalism presented, e.g., in Ref. 95.
1. Electric-dipole–electric-dipole linear response
According to Eqs. (30)–(33), the mixed representation of
ααβ(ω) can be obtained as
h̵ω⟨⟨r̂α; r̂β⟩⟩ω ≙ ⟨⟨ ih̵
me







⟨⟨r̂α; p̂genβ ⟩⟩ω, (A2)
and the velocity representation is derived by the means of
h̵2ω2⟨⟨r̂α; r̂β⟩⟩ω ≙ ⟨ h̵2
me




p̂α + ∥r̂α, V̂nl∥;− ih̵
me









⟨⟨p̂genα ; p̂genβ ⟩⟩ω.
(A3)
2. Electric-dipole–electric-quadrupole linear response
Similarly, there are two “mixed” representations of Aα,βγ(ω),
h̵ω⟨⟨r̂α; r̂β r̂γ⟩⟩ω ≙ ih̵
me
⟨⟨p̂genα ; r̂β r̂γ⟩⟩ω
≙ − ih̵
me
⟨⟨r̂α; r̂βp̂genγ + p̂genβ r̂γ⟩⟩ω (A4)
and a velocity representation using
h̵2ω2⟨⟨r̂α; r̂β r̂γ⟩⟩ω ≙ − ih̵
me




⟨⟨p̂genα ; r̂βp̂genγ + p̂genβ r̂γ⟩⟩ω
≙ ih̵
me
⟨∥p̂genα , r̂β r̂γ∥⟩0 + h̵
2
m2e
⟨⟨p̂genα ; r̂βp̂genγ + p̂genβ r̂γ⟩⟩ω.
(A5)
3. Electric-dipole–magnetic-dipole linear response
For Gαβ(ω), the length and velocity representations are related
via
h̵ω⟨⟨r̂α; m̂genβ ⟩⟩ω ≙⟨∥r̂α, m̂genβ ∥⟩0 + ⟨⟨∥r̂α, Ĥ0∥; m̂genβ ⟩⟩ω





APPENDIX B: ORIGIN DEPENDENCE OF INVARIANTS
In this section, we use atomic units.
The explicit origin dependence of αG in a length representation
of Gαβ and ααβ is
αGO+a ≙ 1
9
Im{⟨⟨r̂O+aα ; r̂O+aα ⟩⟩ω⟨⟨r̂O+aβ ; m̂gen,O+aβ ⟩⟩∗ω}
≙ 1
9
Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ω(⟨⟨r̂Oβ ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨r̂Oβ ; p̂genδ ⟩⟩ω)
∗}
≙ αGO + 1
18
Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ωϵβγδaγ⟨⟨r̂Oβ ; p̂genδ ⟩⟩∗ω}
≙ αGO + 1
18
Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ω[ay⟨⟨r̂Ox ; p̂genz ⟩⟩∗ω − az⟨⟨r̂Ox ; p̂geny ⟩⟩∗ω
+ az⟨⟨r̂Oy ; p̂genx ⟩⟩∗ω − ax⟨⟨r̂Oy ; p̂genz ⟩⟩∗ω + ax⟨⟨r̂Oz ; p̂geny ⟩⟩∗ω
− ay⟨⟨r̂Oz ; p̂genx ⟩⟩∗ω]}. (B1)
A condition for the remaining term to vanish is
⟨⟨r̂Oβ ; p̂genα ⟩⟩∗ω ≙ ⟨⟨r̂Oα ; p̂genβ ⟩⟩∗ω. (B2)
If we choose the velocity representation for Gαβ, the invariant
contains the following terms:
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Im{⟨⟨r̂O+aα ; r̂O+aα ⟩⟩ω⟨⟨p̂genβ ; m̂gen,O+aβ ⟩⟩∗ω} ≙ Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ω(⟨⟨p̂genβ ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨p̂genβ ; p̂genδ ⟩⟩ω)
∗}
≙ ⟨⟨r̂Oα ; r̂Oα ⟩⟩ω⟨⟨p̂genβ ; m̂gen,Oβ ⟩⟩∗ω + 12 Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ωϵβγδaγ⟨⟨p̂genβ ; p̂genδ ⟩⟩∗ω}
≙ ⟨⟨r̂Oα ; r̂Oα ⟩⟩ω⟨⟨p̂genβ ; m̂gen,Oβ ⟩⟩∗ω + 12 Im{⟨⟨r̂Oα ; r̂Oα ⟩⟩ω[ay⟨⟨p̂genx ; p̂genz ⟩⟩∗ω − az⟨⟨p̂genx ; p̂geny ⟩⟩∗ω
+ az⟨⟨p̂geny ; p̂genx ⟩⟩∗ω − ax⟨⟨p̂geny ; p̂genz ⟩⟩∗ω + ax⟨⟨p̂genz ; p̂geny ⟩⟩∗ω − ay⟨⟨p̂genz ; p̂genx ⟩⟩∗ω]}. (B3)
In contrast to Eq. (B1), the additional terms in Eq. (B3) vanish for a finite basis set since the condition in Eq. (47) is fulfilled for Â ≙ B̂ ≙ p̂gen.
Note that, for αG, the representation for ααβ can be chosen arbitrarily.




Im{3⟨⟨r̂O+aα ; r̂O+aβ ⟩⟩ω⟨⟨r̂O+aα ; m̂gen,O+aβ ⟩⟩∗ω − ⟨⟨r̂O+aα ; r̂O+aα ⟩⟩ω⟨⟨r̂O+aβ ; m̂gen,O+aβ ⟩⟩∗ω}
≙ 1
2
Im{3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ω(⟨⟨r̂Oα ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨r̂Oα ; p̂genδ ⟩⟩ω)
∗ − ⟨⟨r̂Oα ; r̂Oα ⟩⟩ω(⟨⟨r̂Oβ ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨r̂Oβ ; p̂genδ ⟩⟩ω)
∗}
≙ βO(G)2 + 1
4
Im{3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ωϵβγδaγ⟨⟨r̂Oα ; p̂genδ ⟩⟩∗ω − ⟨⟨r̂Oα ; r̂Oα ⟩⟩ωϵβγδaγ⟨⟨r̂Oβ ; p̂genδ ⟩⟩∗ω}, (B4)
where the last summand does not vanish for a finite basis set. If we choose the velocity representation for Gαβ, the invariant contains terms of
the following form:
Im{3⟨⟨r̂O+aα ; r̂O+aβ ⟩⟩ω⟨⟨p̂gen,O+aα ; m̂gen,O+aβ ⟩⟩∗ω − ⟨⟨r̂O+aα ; r̂O+aα ⟩⟩ω⟨⟨p̂gen,O+aβ ; m̂gen,O+aβ ⟩⟩∗ω}
≙ Im{3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ω(⟨⟨p̂gen,Oα ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨p̂gen,Oα ; p̂genδ ⟩⟩ω)
∗
− ⟨⟨r̂Oα ; r̂Oα ⟩⟩ω(⟨⟨p̂gen,Oβ ; m̂gen,Oβ ⟩⟩ω + 12 ϵβγδaγ⟨⟨p̂gen,Oβ ; p̂genδ ⟩⟩ω)
∗}




Im{3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ωϵβγδaγ⟨⟨p̂genα ; p̂genδ ⟩⟩∗ω − ⟨⟨r̂Oα ; r̂Oα ⟩⟩ωϵβγδaγ⟨⟨p̂genβ ; p̂genδ ⟩⟩∗ω}, (B5)
where again the last summand would have to vanish for a finite basis set, in order to get an origin independent result. Note that the very
last term is the same as in Eq. (B3) and consequently the same argumentation applies. However, the first term in the last summand is more
involved and reads
3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ωϵβγδaγ⟨⟨p̂genα p̂genδ ⟩⟩∗ω ≙ 3⟨⟨r̂Ox ; r̂Ox ⟩⟩ω(ay⟨⟨p̂genx ; p̂genz ⟩⟩∗ω − az⟨⟨p̂genx ; p̂geny ⟩⟩∗ω) + 3⟨⟨r̂Ox ; r̂Oy ⟩⟩ω(az⟨⟨p̂genx ; p̂genx ⟩⟩∗ω − ax⟨⟨p̂genx ; p̂genz ⟩⟩∗ω)
+ 3⟨⟨r̂Ox ; r̂Oz ⟩⟩ω(ax⟨⟨p̂genx ; p̂geny ⟩⟩∗ω − ay⟨⟨p̂genx ; p̂genx ⟩⟩∗ω) + 3⟨⟨r̂Oy ; r̂Ox ⟩⟩ω(ay⟨⟨p̂geny ; p̂genz ⟩⟩∗ω − az⟨⟨p̂geny ; p̂geny ⟩⟩∗ω)
+ 3⟨⟨r̂Oy ; r̂Oy ⟩⟩ω(az⟨⟨p̂geny ; p̂genx ⟩⟩∗ω − ax⟨⟨p̂geny ; p̂genz ⟩⟩∗ω) + 3⟨⟨r̂Oy ; r̂Oz ⟩⟩ω(ax⟨⟨p̂geny ; p̂geny ⟩⟩∗ω − ay⟨⟨p̂geny ; p̂genx ⟩⟩∗ω)
+ 3⟨⟨r̂Oz ; r̂Ox ⟩⟩ω(ay⟨⟨p̂genz ; p̂genz ⟩⟩∗ω − az⟨⟨p̂genz ; p̂geny ⟩⟩∗ω) + 3⟨⟨r̂Oz ; r̂Oy ⟩⟩ω(az⟨⟨p̂genz ; p̂genx ⟩⟩∗ω − ax⟨⟨p̂genz ; p̂genz ⟩⟩∗ω)
+ 3⟨⟨r̂Oz ; r̂Oz ⟩⟩ω(ax⟨⟨p̂genz ; p̂geny ⟩⟩∗ω − ay⟨⟨p̂genz ; p̂genx ⟩⟩∗ω). (B6)
Grouping the terms in the factors of aα gives
3⟨⟨r̂Oα ; r̂Oβ ⟩⟩ωϵβγδaγ⟨⟨p̂genα ; p̂genδ ⟩⟩∗ω ≙ 3ax(⟨⟨r̂Ox ; r̂Oz ⟩⟩ω⟨⟨p̂genx ; p̂geny ⟩⟩∗ω + ⟨⟨r̂Oy ; r̂Oz ⟩⟩ω⟨⟨p̂geny ; p̂geny ⟩⟩∗ω + ⟨⟨r̂Oz ; r̂Oz ⟩⟩ω⟨⟨p̂genz ; p̂geny ⟩⟩∗ω
− ⟨⟨r̂Ox ; r̂Oy ⟩⟩ω⟨⟨p̂genx ; p̂genz ⟩⟩∗ω − ⟨⟨r̂Oy ; r̂Oy ⟩⟩ω⟨⟨p̂geny ; p̂genz ⟩⟩∗ω − ⟨⟨r̂Oz ; r̂Oy ⟩⟩ω⟨⟨p̂genz ; p̂genz ⟩⟩∗ω)
+ 3ay(⟨⟨r̂Ox ; r̂Ox ⟩⟩ω⟨⟨p̂genx ; p̂genz ⟩⟩∗ω + ⟨⟨r̂Oy ; r̂Ox ⟩⟩ω⟨⟨p̂geny ; p̂genz ⟩⟩∗ω + ⟨⟨r̂Oz ; r̂Ox ⟩⟩ω⟨⟨p̂genz ; p̂genz ⟩⟩∗ω
− ⟨⟨r̂Ox ; r̂Oz ⟩⟩ω⟨⟨p̂genx ; p̂genx ⟩⟩∗ω − ⟨⟨r̂Oy ; r̂Oz ⟩⟩ω⟨⟨p̂geny ; p̂genx ⟩⟩∗ω − ⟨⟨r̂Oz ; r̂Oz ⟩⟩ω⟨⟨p̂genz ; p̂genx ⟩⟩∗ω)
+ 3az(⟨⟨r̂Ox ; r̂Oy ⟩⟩ω⟨⟨p̂genx ; p̂genx ⟩⟩∗ω + ⟨⟨r̂Oy ; r̂Oy ⟩⟩ω⟨⟨p̂geny ; p̂genx ⟩⟩∗ω + ⟨⟨r̂Oz ; r̂Oy ⟩⟩ω⟨⟨p̂genz ; p̂genx ⟩⟩∗ω
− ⟨⟨r̂Ox ; r̂Ox ⟩⟩ω⟨⟨p̂genx ; p̂geny ⟩⟩∗ω − ⟨⟨r̂Oy ; r̂Ox ⟩⟩ω⟨⟨p̂geny ; p̂geny ⟩⟩∗ω − ⟨⟨r̂Oz ; r̂Ox ⟩⟩ω⟨⟨p̂genz ; p̂geny ⟩⟩∗ω). (B7)
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β(A)2 can be expanded in a similar manner. Extending this for
different representations leads to the condition in Eq. (48).
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115J. Šebestík and P. Bouř, J. Phys. Chem. Lett. 2, 498 (2011).
116L. A. Nafie, Chem. Phys. 205, 309 (1996).
117S. Tussupbayev, N. Govind, K. Lopata, and C. J. Cramer, J. Chem. Theory
Comput. 11, 1102 (2015).
J. Chem. Phys. 151, 234110 (2019); doi: 10.1063/1.5132294 151, 234110-16
Published under license by AIP Publishing
