Abstract
Introduction
A multicast session may have numerous receivers with heterogeneous data reception capacities. The reception capacity of a receiver may be limited by its own bottleneck or by the sender-to-receiver network path. To accommodate such heterogeneity, both single-rate and multi-rate approaches have been proposed.
In a single-rate approach [6, 24, 8, 21 , the sender transmits at a fixed rate to all receivers. The rate is chosen ' Research sponsored in pan by National Science Foundation grant No. ANI-9977267 and grant No. ANI-9506048. Experiments were performed on equipment procured with NSF grant No. CDA-9624082. either to conform to the slowest receiver or to maximize an inter-receiver fairness function [9] . Single-rate mechanisms, however, are inherently limited in accommodating significant heterogeneity and may not achieve certain desirable fairness properties [ 181.
In a multi-rate approach, the sender transmits at several rates to different sets of receivers using either a replicated scheme [5] or a layering scheme [19, 15, 13, 20, 12, 221. In the replicated scheme [5] , receivers are partitioned into groups. The sender generates and sends separate data streams to different groups. The sending rate to a group is adjusted according to the capacities of receivers in the group, and is restricted to be in some fixed range. Note that replicated schemes are not bandwidth efficient due to redundant data transmission whenever data streams to different groups share the same link [ 1 I].
In a layering scheme, the sender provides data in several layers organized in a hierarchy. Receivers subscribe to the layers cumulatively, i.e., if a receiver subscribes to layer k, it also subscribes to layers 1,. . . , IC -1. In some layering schemes, the sending rate of each layer is assumed to be fixed. As a result, the sending rates may not match receiver capacities very well.
Recently, Jiang et al. studied an approach to partition receivers into groups and determine group transmission rates dynamically [IO] . They formulated the problem of partitioning receivers as an optimization problem and proposed the use of three heuristics as guidelines for partitioning decisions, rather than finding an optimal one.
In this paper, we consider the partitioning of multicast receivers in a general framework, and present an efficient algorithm to find an optimal solution to the problem. For any multi-rate scheme, based upon the use of either layering or replication, the following two problems need to be addressed:
1 How many groups? A session with a large number of groups can accommodate wide receiver heterogeneity. However, a large number of groups would incur high
2.
overheads in sender encoding, multicast address allocation, network state, and receiver decoding. Therefore, the number of groups should be determined to achieve as much benefit as possible without incurring excessive overheads.
What are the sending rates? For some applications, the group rates are determined regardless of receiver capacities; for example, in a layered transmission, the rates may be determined by encoding considerations. However, for applications with diverse and changing receivers, it is desirable to determine group or layer rates dynamically according to receiver capacities.
In this paper, we investigate and present solutions to these problems. We first consider a fixed number of groups and pose the problem of determining the sending rates for the groups as an optimal receiver partitioning problem.
Specifically, let K denote the number of groups. Receivers are to be partitioned into groups G I , Ga, . . . , GK with the objective of maximizing the sum of receiver utilities. (The notion of utility is motivated and defined in Section 2. As an example, the utility of a receiver may be the data rate it receives.) We show that there is an efficient dynamic programming algorithm to find an optimal partition. For a given partition, an optimal group transmission rate g; for the receivers in group Gk can be determined.
Our main results presented in Section 2 do not depend upon whether layering or replication is used in the multirate scheme. However, our implementation and experimental evaluation have been carried out for a layered approach (because layering is more bandwidth efficient than replication). In what follows, we use the term group rate for a particular group to denote the aggregate sending rate to a receiver in the group, and the term layer rate to denote the rate of a particular layer in a layered transmission. Suppose the receivers are partitioned into K groups, with group rates g; 5 g; 5 . . . 5 gk. Then there would be K transmission layers, with layer rates g ; , g; -g;, . . . , gk -gk-l.
A receiver in group IC subscribes to layers from 1 to IC and receives an aggregate data rate of 9;. We also evaluate the impact of the number of groups on the utility of a session. We show that for a session of a reasonable size, the majority of the benefit of a multi-rate scheme can be gained even with a small number of groups, say 4 to 5.
To demonstrate the usage of our method for optimal receiver partitioning, we apply it to the case where receiver capacities are determined by multi-rate max-min fair rates.
A complete protocol for rates computation, rates collection through aggregation, optimal receiver partition, and receiver adaptation is presented. We also compare our approach with other multi-rate approaches as well as a singlerate scheme. Experimental results show that our approach provides substantial performance improvements over the other approaches.
The balance of this paper is organized as follows. In Section 2 we formulate the optimal receiver partition problem. We present an efficient algorithm for its solution and prove that the solution is optimal. In Section 3, we apply it to the case where receiver "isolated" rates are their multirate max-min fair rates. In Section 4, we show experimental evaluation results and compare with other schemes. We conclude in Section 5.
The Optimal Partitioning Problem

Problem formulation
We first consider a predetermined number of groups. The impact of the number of groups is evaluated in the last subsection. Before defining the problem, we first introduce some terms. Let N denote the number of receivers and K the number of groups.
Receiver partition Given receivers {1,2,. . . , N } , a set to be the rate that maximizes the group utility subject to the constraint that the loss tolerance of every group member is satisfied, i.e.,
When multiple rates exist that satisfy the above requirement, g* (Gk) is chosen to be the smallest.
Maximum group utility U* (Gk) This is the value of U(Gk,g*(Gk)).
Session utility V ( P ) of a partition
This is the sum of maximum group utilities, :E,"==, U*(Gk). 
Because there will be only finite number of partitions, we know that there exists at least one optimal partition. It is also obvious that the optimal partition will depend upon the receiver utility function u(r, 9). Before we proceed to present an algorithm to find an optimal receiver partition,
we first discuss what is desired of the function u(r, g), defined for r 2. 0 and g 2 0. Intuitively, the closer are r and g to each other, the larger should u(r, g) be. And the farther apart are r and g, the smaller should u(r, g) be. In particular, u(r, g) should achieve its maximum value when r = g.
This intuition is formalized below.
Receiver Utility Property For a fixed r, u(r, g) is nondecreasing in the interval [0, g] and nonincreasing in the interval [g, 00) . For a fixed g, u(r, 9 ) is nondecreasing in the interval [0, r ] and nonincreasing in the interval [r, c 4 .
Optimal partition and ordered optimal partition
A straightforward way to find the optimal partition is to enumerate all possible partitions and choose the one that maximizes the session utility V . This is impractical because of the required computational complexity.
For a better solution, we first define an ordered receiver partition and ordered optimal receiver partition: In the next subsection, we present an efficient algorithm to find an ordered optimal partition. Furthermore, by the following theorem, Receiver Utility Property guarantees that there exists an optimal partition which is also ordered. Thus, the ordered optimal receiver partition found by our algorithm will indeed be optimal over all possible partitions.
Theorem 1 For any receiver utility function u(r, g) satisb i n g Receiver Utility Property, there exists a receiver partition that is both ordered and optimal.
A proof is shown in Appendix A. By Theorem 1, an ordered optimal partition is also an optimal partition.
Dynamic programming algorithm to find an ordered optimal partition
In this section, we describe a dynamic programming algorithm to find an ordered optimal partition.
Let V * ( i , m ) denote the maximum session utility V of an ordered partition of receivers 1,. . . , i into m groups.
The key observation is that
This equation is in the classic form solvable using a dynamic programming algorithm. Algorithm details are shown in Figure 1 . Note that this algorithm is applicable to any optimal receiver partition problem when the receiver utility function u(r, g) satisfies Receiver Utility Property.
The complexity of the algorithm is
is pre-computed for all j and i, j 5 i.
However, to compute U * ( { j , j + 1,. . . , i}), we need to know the definition of u ( r , g ) . Moreover, the complexity also depends on rate constraints from loss tolerance L and from the set of possible sending rates. In the next subsection, we first consider the case when the receiver utility function is piecewise convex. We consider partitioning with constraints in Section 2.5.
Computing group utility for piecewise convex functions
which was first defined in [9] . 
Figure 1. Optimal Partition Algorithm
Inter-Reveiver Fairness receiver utility function U I R F ( r , 9 ) r 9 Figure 2 shows the shape of the utility function. It is clear that U I R F ( T , g ) satisfies Receiver Utility Property. Hence, we can apply our dynamic programming algorithm to solve it.
Figure 2. Receiver utility function U I R F ( T , g ) refer to this utility function as U I R F ( T ,~) .
Further, observe that U I R F ( T , g) is a convex function of g in intervals [0, 7-1 and [r, 00). For this type of utility functions Theorem 2 says that we can compute U * ( G ) by considering only the points where g is equal to one of the isolated rates in group G. 
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Computing group utility for discrete sending rates and zero loss tolerance
We first consider the constraint of discrete sending rates.
The algorithm in Figure 3 assumes that the sender can control its sending rate with fine granularity. While some encoding schemes such as PVH [I41 and H.261 [3] can control sending rates by adjusting refresh rate, quantizer, and movement detection threshold, some others such as W H V Q [23] cannot send at an arbitrary rate. For example, the sending rates can only be 16kbps, 32kbps, 64kbps, 128kbps, and so on, or they must be multiples of a fixed value like 16kbps. When using U I R F (~, g ) , our algorithm chooses one of the isolated rates as a group rate, which may not be one of the possible sending rates. Next, we show that our algorithm can handle this constraint with just minor modifications.
Consider any group G = { j , . . . , i}, where j < i.
We We next consider the loss tolerance constraint. We note that under certain circumstances it is undesirable for the group rate to be higher than the isolated rates of some receivers, not only because these receivers experience packet loss, but also because it hurts network fairness by taking bandwidth from other sessions. If this is considered to be important, we can specify L to be 0 so that the optimal group rate is always the lowest isolated rate in the group. As a result, we do not need the innermost loop in COMPUTEGROUPUTILITY(), and the time complexity to compute group utilities is reduced to O ( N 2 ) . The overall complexity of optimal receiver partitioning is reduced to
O ( K N 2 ) .
Next we consider the case including both zero loss tolerance and sending rate constraints. Figure 4 shows an example of a partitioning of receivers with sending rate constraints. Given zero loss tolerance, the group rate should be the largest possible sending rate that is smaller than the lowest isolated rate in the group.
Clearly we can still use the utility function U I R F ( T ,~) when there are both types of constraints. However, to demonstrate the versatility of our framework, we next introduce a different utility function. One possible interpretation of the utility of a multicast session is the total received bandwidth. To achieve this session utility, the receiver utility function can be defined as Figure 5 shows the shape of this utility function. It is easy to see that with this utility function and zero loss tolerance the session utility is the sum of the bandwidth received at For the rate utility function, the partitioning algorithm can be simplified by first changing each receiver isolated rate to the largest possible sending rate just below it. Observe that this change will not affect the utility of any receiver. Then we apply our algorithm to find the optimal receiver partition. Observe also that we can compute the group utilities in OPTIMALPARTITION() without precomputation as follows:
Although it does not require COMPUTEGROUPUTILITY (), the time complexity of optimal receiver partitioning is still o ( K N~) .
How many groups?
In the previous subsections, the number of groups is assumed to be given and fixed. We next study quantitatively the impact of the number of groups on session utility.
To quantify this impact, for a given configuration of receivers. we define
where V * ( K ; T I , . . . , T N ) is the maximum session utility when we have K groups. With Receiver Utility Property, it is easy to see that the number of groups needed to achieve the maximum utility is N , the number of receivers.
Q K depends on the distribution of receiver isolated rates. In our experiments, we used the following distributions:
A uniform distribution over the interval [l, 10) .
A normal distribution with mean 5 and standard deviation 2.
A bi-modal distribution consisting of two normal distributions. The means are 2 and 8 respectively, and the variance is 1 in both distributions. One third of the receivers belong to the first normal distribution. Figure 6 demonstrates how much improvement we can achieve through increasing the number of groups for each distribution of 300 receivers. We used U I R F ( T ,~) as the receiver utility function in (a), and urate(r, g) in (b). Q K increases in each case as we add more groups. However, most of the benefit is obtained with about 4 groups. We believe that applications are unlikely to provide more than 5 groups because of encoding complexity, e.g., the number of filters required. Also, the higher is the number of groups, the higher the network overhead will be to keep routing states. Therefore, we think 4 or 5 is the most reasonable number of groups for most applications. With 4 groups, our algorithm achieves about 80% of the maximum utility.
Protocol for Max-min Fair Rates
The optimal partitioning algorithm presented in the previous section is applicable to any network environment where receivers can compute their isolated rates; it does not depend on how to compute those rates.
Receiver isolated rates are generally determined by receiver device constraints or network fairness requirements. As an example, we can define the isolated rate of a receiver to be its TCP-fair rate. In this case, the receiver measures the loss rate and round-trip time between itself and the sender, and calculates its TCP-fair rate using a TCP throughput formula [16, 71. In a high multiplexing environment, the rate calculated this way would be accurate because the loss rate is independent of the sending rate. However, in a low multiplexing environment, the loss rate would depend on the sending rate, and an iterative algorithm is required to find TCP-fair rates. 
K
Figure 6. Effects of the number of groups
In the experiments to be presented, we consider the isolated rate of a receiver to be its multi-rate max-min fair rate [18] .
Our protocol consists of four steps: isolated rates computation, rates collection, optimal receiver partitioning, and receiver adaptation. In the following subsections we specify each step of the protocol. Figures 7, 8 , and 9 summarize the sender, router, and receiver algorithms.
Isolated rates computation
We use the algorithm proposed in [ 171 to calculate maxmin fair rates. The sender initiates the protocol every T seconds by multicasting a message (compute-rates;r), where r is its desired sending rate. When sending r for the first time, the sender sets r to its maximum sending rate. Once it has received feedbacks from all receivers, it adjusts r (to be used in the next round). If the highest reported rate is equal to the r just sent, it indicates that some receivers are likely to have higher isolated rates than the reported rate, and the sender increases r .
The multicast message (compute-rates;r) is propagated 
Rates collection
Receivers report their isolated rates to their parent routers in the multicast tree. However, if there is a large number of receivers, these messages should be aggregated to avoid feedback implosion. When a router receives interval reports from all its children, it distributes all the reported intervals into M new intervals, assuming uniform distribution.
Optimal partitioning
After receiving rates from all child nodes, the sender determines the optimal partition and the group rates using the algorithm proposed in Section 2. The determined rates are sent to all receivers by multicast so that they can make decisions to join the appropriate layers. Unsubscribe to layer k . 
Receiver adaptation
A receiver compares its isolated rate with the group rates announced by the sender, and joins a layer such that its loss tolerance will not be exceeded.
Experimental Evaluation
In this section we first examine errors introduced by aggregation at routers, and then compare our optimal partitioning algorithm (using the protocol in the previous section) with other approaches.
For all experiments in this section, we show results for two different receiver utility functions, U I R F ( T , g) and urate(r, g), defined in equations (1) and (2), respectively.
The loss tolerance L is set to 0 because a nonzero L makes some receivers use more bandwidth than their max-min fair rates and violates max-min fairness.
Aggregation accuracy
1
Our partitioning algorithm finds the optimal rates for groups (layers) given receiver isolated rates. However, since routers in our protocol aggregate reported rates for scalability, it may introduce inaccuracy. In this section, we examine aggregation accuracy for different distributions of isolated rates.
Because a router assumes a uniform distribution of rates in an interval, the aggregation is accurate for flat distributions. For example, when isolated rates distribute uniformly, the inaccuracy was less than 3% even with only one interval. But uniform distribution may not always be the case. In most networks, the actual distribution is more likely to have several peaks because receivers are grouped by their connection types, e.g., dial-up modems, ISDN, DSL, etc.
We next evaluate the effect of distributions on aggregation accuracy. We use the same normal distribution and bimodal distribution as in Section 2.6. The aggregation accuracy is measured by the difference between maximum session utility achieved with aggregation, Vag, and that without aggregation, Vnag. Figure 10 shows the errors, v"yn:gvag, induced by aggregation. In this experiment, the number of receivers is 200, and the number of groups is 4.
Although the results in Figure 10 have some randomness, it is clear that the error decreases as we increase the number of intervals. From the figure we can see that 4 or 5 is a reasonable number of intervals to use, because the error is less than 3% with 4 intervals and further increase would not have enough benefit to justify the additional overhead imposed on routers.
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Comparison with other approaches -
In this section, we first highlight the differences between our approach and two other approaches: one layering and one replicated. Then we compare the achieved session utilities of our approach and other approaches.
Most layering schemes use fixed layer rates. Shacham [19] presented a method to assign bandwidth to layers to maximize the average signal quality of receivers.
Although he did not explicitly define the concept of utility function, his average signal quality can be considered an instance of our utility function and thus his paper 'was possibly the first to address the problem of partitioning receivers. He did not, however, adequately address optimality because he did not try to show the existence of an optimal partition that is ordered. In comparison, we solved the optimal receiver partitioning problem for a general class of utility functions. Our Theorem 1 shows the existence of an optimal partition that is ordered, which gives rise to efficient algorithms to find an optimal partition based upon dynamic programming. Among replicated schemes, the representative approach is DSG [l, 41. Jiang et al. extended DSG to partition receivers and determine group transmission rates dynamically [ 101. They formulated the problem of partitioning receivers as an optimization problem by using receiver utility function U I R F ( T , 9 ) . However, they used three heuristics as guidelines for partitioning decisions, rather than finding an optimal one. It is easy to come up with examples that do not work well using their heuristics. From Section 2 observe that we solved their problem optimally as a special case.
Comparison with a single-rate scheme and a layering scheme with equal partition
In this section, we compare our approach with a single-rate scheme and a layering scheme with equal partition. The sending rate of the single-rate scheme is the isolated rate of the slowest receiver, r,in. For the layering scheme with equal partition the first (base) layer has rate rmin; the rates of the other layers are -,
where vmaX is the largest isolated rate. This scheme IS better than sending at a fixed K rate because it adapts to receiver capacities.
In the experiments presented below, the receiver isolated rates have the same distributions as in the aggregation accuracy experiments. The number of receivers is 200, and the number of layers is 4. We ran simulations for receiver utility functions UIRF ( T , g) and Urate ( T , 9) . Figure 11 shows the achieved session utilities of the three layered approaches: equal partition, optimal partition with aggregation, and optimal partition without aggregation. The optimal parition without aggregation scheme gives the highest achievable session utility.
Not shown in the figures are the session utilities achieved with the single-rate scheme. The session utilities of the single-rate scheme are 50.2, 200, 54.6, and 200 for (a), (b), (c), and (d), respectively, which are substantially lower than session utilities of the layered approaches. Both optimal partition and equal partition achieve a session utility more than three times of the utility achieved by the single-rate scheme. This is expected because the session utility of the single-rate scheme is determined by the slowest receiver, therefore its utility is usually much lower than that of layering unless the isolated rates are very close to each other.
Notice that equal partition would be an optimal partition if the isolated rates are distributed uniformly. Since this is not the case in general, there is always a gap between the highest achievable utility and the utility obtained with equal partition. We can clearly see the gaps in the figures of Figure 1 1 . This gap becomes bigger as the distribution of isolated rates deviates more from the uniform distribution. The optimal partition (with aggregation) achieves utility in this gap and outperforms the equal partition for both receiver isolated rate distributions. Furthermore, even with a small number of intervals for aggregation, our approach achieves a utility close to the maximum.
Comparison with replicated scheme
To compare our approach with the replicated scheme DSG, we use the same network topology as the one in [ 101, which is shown in Figure 12 . A is the sender of a multicast session, and A I , Az, and A3 are receivers. B and C are sets of two and nine unicast sessions, respectively. The first row is for the single-rate case where the multicast rate is determined by the lowest rate among all receivers' rates. The table has two rows for the 2 layer optimal partition because there are two ways to partition three receivers into two groups: the first one maximizes XRF and the second maximizes Kat,.
Figure 12. Network Topology
Although both the replicated and layering schemes significantly improve utilities compared with the single-rate scheme, layering always achieves a higher utility because, with a replicated scheme, each receiver utilizes only a portion of the bandwidth in links shared by several groups.
Consider the case where receivers A I , Az, and A3 are partitioned into three groups. In our topology, the link between A and SI is shared by all three groups with shares of 0.10, 0.23, and 0.57. In a replicated scheme, since a receiver can join only one group, its achieved rate is limited by these rates. However, in a layering scheme, a receiver can subscribe to more layers incrementally as long as the cumulative rate does not exceed its isolated rate. Figure 12 is a very simple topology. For a more complex topology where there are many receivers sharing links, the benefit of our approach is even more pronounced.
Conclusion
To accommodate multicast sessions with diverse receiver capacities, various multi-rate schemes, based upon the use of layering or replication, have been proposed. We considered the optimal partitioning of receivers into groups for multi-rate schemes. For a general class of utility functions, we formulated the partitioning problem as an optimization problem to maximize the sum of receiver utilities. We proved that there exists an an optimal partition that is ordered (Theorem 1). We then presented an efficient dynamic programming algorithm to find an optimal ordered receiver partition. We also showed that the majority of the benefit of a multi-rate scheme can be gained by using a small number of groups (or layers), say 4 to 5.
To illustrate our solution approach, we applied it to the case where receiver capacities are determined by multirate max-min fair rates. A complete protocol for receiver rates computation, rates collection, optimal receiver partitioning, and receiver adaptation was designed. For scalability, receiver rates information is aggregated at routers. We showed that error introduced by aggregation is smaller Table 1 . Comparison with replicated scheme than 3% when more than 4 aggregation intervals are used. We then compared our approach with other multi-rate approaches as well as a single-rate approach. Experimental results showed that our approach provides substantial performance improvements.
A. Proof of Theorem 1
First, we restate Receiver Utility Property using formal notation as follows:
1. Vg,Qi,Vj, 1 I i, j I N , T i < rj I 9 --f U(ri,g) I U(rj,g) 9 I T i < rj U ( T i , 9 ) L 4 r j , 9 ) + 2. Vr, V i , Vj, 1 5 i, j I K , Consider an optimal partition P and choose any two groups G, and Gb in P , whose group rates are ga and For each case, V ( P ' ) -V ( P ) = AV 2 0, where P' = (P-{G,, Gb})U{Gh, Gb}. However, since P is an optimal partition, V ( P ' ) cannot exceed V ( P ) . Thus V ( P ' ) is equal to V ( P ) . By repeating this until there are no G , and Gb such that r , > Tn, where r, = maxkeG, T k and rn = minkEGb rk, we get an ordered optimal receiver partition.
0
B Proof of Theorem 2
Without loss of generality, assume G = { 1 , 2 , . . . , m}.
Following our convention, we assume r1 5 7-2 5 . . . I r,.
Consider any receiver i, where i E G. We notice that with Receiver Utility Property u(ri, g ) is nondecreasing with respect to g in the interval [O,r1] and nonincreasing in the interval [rm, CO) . Since U ( G , g ) = CiEG u(ri,g), we know U ( G , g ) is nondecreasing in the interval [0, T I ] and nonincreasing in the interval [r,, m) . Therefore, to find the maximum of U ( G , g ) , we only need to consider the interval [TI, r,] .
Next, again consider any receiver i, where i E G. Consider any interval [rj,rj+l] for 1 < j < m. We know that in this interval u(ri, 9 ) is a convex function of g . Since
U ( G , g ) is the sum of ~( r i , g ) ,
for i E G , it is also convex in each of the intervals. According to the property of convex functions, we know that U ( G , g ) will have a maximum value at g = rj or g = rj+1 when g is in the interval
0
