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I. INTRODUCTION
T IME-OF-FLIGHT positron emission tomography (TOF-PET), as well as the requirement of precise event-tagging in high-energy physics (HEP) experiments at future colliders, call for an optimization of all factors affecting the time resolution of the whole photon detection system [1] . Such a system is comprised of a scintillator, a photo-sensitive detector, and the electronics. Higher time resolution has also become a prerequisite in PET if improved signal-to-noise ratio (S/N) images, lower exposure rates for patients, and significantly faster image reconstruction are required [2] . Such a challenging objective can only be achieved through an in-depth understanding and optimization of the light production and light transport mechanisms in the scintillators as well as the best possible control of both the photo-detector and the discrimination threshold [3] .
The latest generation of fast photo-sensitive detectors is silicon photomultipliers (SiPMs) or multipixel photon coun- ters (MPPCs). They are becoming increasingly attractive as photo-detectors, as they combine high speed and gain with compactness and insensitivity to magnetic fields. Substantial progress was made in the direction of higher fill factors, 1 better efficiency, and lower noise, though still more understanding of the SiPM device is needed to achieve coincidence-timing performance of better than 300 ps FWHM currently attained with commercial SiPMs, and hence being comparable to the best conventional PMTs [4] - [6] . Clever readout techniques, such as the "Time-Based Readout," together with very fast front-end electronics and discriminators, e.g., NINO [7] , are shown to overcome this barrier.
II. TEST PROCEDURE
In this section, we describe in detail the methods and "tools" that allow us to extract the systematic behavior of the photodetectors under test. In Section III, we will give examples of spectra of both energy and coincidence time resolution from which we gauge the performance of three different photo-detectors subject to changes in bias and threshold.
Since the main target of our investigation was the performance of the SiPMs, we used for all tests two "reference" LSO crystals of mm , mounted on these detectors, and the same electronics and DAQ.
A. Photo-Detectors
We have chosen three pairs of commercial SiPMs or MPPCs of the same active area, mm , but with different fill factors or SPAD 2 sizes, i.e., 25, 50, and 100 m manufactured by Hamamatsu Photonics K.K. Their pertinent parameters are listed in Table I . The manufacturer-recommended operating voltage is also listed in this table for all six devices. Nonetheless, we have also measured the Geiger breakdown voltage for each of the six SiPMs (Fig. 1) .
To reject ground and supply voltage noise, the SiPMs are connected differentially [8] to the front-end amplifier NINO. In such a scheme, both the anode and cathode of the SiPM feed the avalanche signal to the amplifier with the advantage of effectively suppressing common mode noise picked up in the signal path. The NINO amplifier architecture is uncompromisingly conceived this way since lowest time jitter can only be achieved with balanced signal inputs. In Summary: To test the above SiPMs, we probed their performance in terms of the coincidence time resolution, together with the chosen scintillators and electronics, to be achieved at varying bias and threshold settings. In these coincidence tests, always a pair of same-SPAD-size SiPMs were used.
B. Scintillating Crystals
In view of the foreseen PET applications, only "realistic" crystals were used, i.e., scintillators of sufficient length ( 10 mm) to provide adequate detection efficiency albeit at the expense of not reaching record time resolution. Therefore, our best choice was LSO scintillators with a size of mm manufactured by Photonic Materials, read out on the -mm side. The crystals were polished (specular) on all six faces, wrapped with more than five layers of Teflon tape, and coupled to the photo-detector with optical grease.
The characteristic features of these crystals are listed in Table II .
C. Test Setup
A suitable method to optimize the operating conditions of the photo-detectors is the measurement of the coincidence time resolution (CTR) with a pair of identical crystals and SiPMs in a back-to-back configuration as shown in Fig. 2 . The SiPM signals are fed into the CERN-developed NINO chip, an ultrafast discriminator-amplifier. The NINO discriminator employs the time-over-threshold technique. It produces a square pulse with a width proportional to the charge of the input signal [7] . This technique, together with the fast timing characteristics of the chip, allows to derive from the pulse width the energy information and from the leading edge very accurate timing. The NINO output thus encodes both energy and time information in one digital pulse.
A high-bandwidth oscilloscope, LeCroy DDA 735Zi (40 GS/s), recorded the dual pulse widths from the two NINO outputs plus their mutual delay. The logic of the scope is set such that only coincident events are collected irrespective of their energy, i.e., events with the full energy from the photoelectric effect and Compton scattered events. The scope records these events in lists or histograms keeping track of the mutual time delay between coincident photons and the energy of the photons. The energy tag of the photons is needed to eliminate (offline) nonphotoelectric or Compton events, for the refinement of the coincidence time spectrum.
To avoid temperature-induced gain fluctuations of the SiPMs, the entire setup was housed in a thermally controlled, insulated dark box. The temperature was held constant at . A typical feature of these tests is to use in-house electronic components only. These were originally developed for the LHC program at CERN [7] , [9] and are now being adapted to the readout of photo-detectors. Also, a newly developed "time-based" readout scheme was employed, allowing the simultaneous record of the pulse width encoding the photon energy and the mutual pulse delay containing the time information of the event [10] , [11] .
D. Organization of Tests and Measurements
Tests were grouped into three major packages corresponding to the three investigated photo-detectors, i.e., for 25, 50, and 100 m SPAD size, and four categories corresponding to: 1) the optimization of the SiPM bias; 2) the optimization of the discriminator threshold; 3) the light collection in the SiPMs; and 4) a study of the dark count rate generated in the devices. Hence, for each SiPM type, the operating parameters of the involved devices were "scanned" in order to identify the optimum set points for both bias and detection threshold, using the coincidence time resolution as the scale of the system's performance.
To measure the photoelectron yield of the tested crystals and possibly observe a correlation between photon yield and the corresponding time resolution, the test bench as shown in Fig. 2 was also used, but modified such that only one arm of the coincidence setup was read out where the output of the SiPM was directly fed into the scope not making use of the NINO discriminator.
Also, the studies of the dark count rates of the different SiPM types were made in a single arm of the test apparatus. The dark count rate was then recorded as a function of the NINO threshold to detect the threshold values of the first consecutive photoelectrons. This was done to possibly understand the general influence of the dark counts on the time resolution in relation to the PDE.
III. RESULTS

A. Search for Optimum SiPM Operating Voltage (Bias)
Using the coincidence setup shown in Fig. 2 , we measured the system's coincidence time resolution as a function of the SiPM bias. Note that the chosen voltage settings were common to both SiPMs in the system. This may not necessarily be the optimum method to yield best results because SiPM properties are known to vary even within a batch of same types. On the other hand, as we have shown in Table I , the difference in operating voltage between two samples of the same pair is less than a tenth of a volt and hence of little influence on the time resolution. The time-and energy-encoded data from the time-based readout are fed into a delay time and pulse width scatter plot, shown in Fig. 3 .
In this plot, axis projections yield-horizontally-the Na energy spectrum, expressed in terms of pulse width and separately shown in Fig. 4 , and-vertically-the delay time spectra of the coincident gammas, with and without photopeak selection, which is shown on the left-hand side of Fig. 3 . The discontinuity in the scatter areas, found in the top and middle plots be- tween 50 and 200 ns pulse width, is an artifact produced by the specific data taking mode of the oscilloscope (gating and averaging the coincident pulse widths while recording the "Trend"). This has no influence on data quality as long as the data are selected in both photopeak regions (bottom part of the scatterplot).
The energy spectra of the correlated gammas allow rejection of Compton photons by selecting events associated with the 511-keV photopeak, i.e., at around its mean value. It should be noted that, owing to the time-over-threshold method, signal discrimination in NINO is subject to time walk, predominantly for low input charges [11] . However, as one can see from Fig. 3 , the effect is negligible in the domain of the photopeak.
Following this recipe, we repeatedly measured the coincidence time resolution each time the SiPM bias was changed until a minimum was found. An example of such a refined CTR spectrum is given in Fig. 5 .
The SiPM bias scan and its effect on coincidence time resolution with two LSO -mm crystals are shown in Figs. 6-8 for the three Hamamatsu SiPMs: S10931-025P, S10931-050P, S10931-100P, respectively.
For better readability, the plot entries are slightly displaced horizontally, but measurements at the three different threshold settings were always taken at the same bias values.
As expected, the bias scans exhibit a clearly identifiable minimum in coincidence time resolution irrespective of the three different discriminator thresholds. The corresponding voltage, however, does not coincide with the operational voltage that was indicated by the manufacturer separately for each of the three pairs under test. 
B. Optimization of NINO Threshold
The next category of tests, using the same tools as above, comprised a series of coincidence timing measurements at fixed values of SiPM bias, but with varying thresholds of the NINO discriminator. As expected, coincidence time resolution improves with decreasing threshold as the NINO chip becomes increasingly sensitive to single photoelectrons. The sum of the NINO threshold scans is given in (a)-(d) of Figs. 9-11 for the three Hamamatsu SiPMs: S10931-025P, S10931-050P, S10931-100P, respectively.
A typical feature of all scans is that, especially for lower SiPM biases, a systematic improvement in time resolution is observed toward lower threshold settings. Larger SiPM bias settings lead to a steady increase in DNR 3 and other excess noise such that the event rate becomes gradually dominated by random noise hits rendering the time resolution increasingly insensitive to the NINO threshold. The effect is more pronounced in the 25-and 100-m SPAD size SiPMs. The 100-m cell type SiPM, being particularly prone to dark noise, even suffers from a degradation in coincidence time resolution when biased only a tenth of a volt above the optimum bias.
From the above test series, we have deduced the highest coincidence time resolution for each SiPM type. The results are summarized in Table III . It should be noted that the deviations in voltage ("best bias") from the recommended "Hamamatsu" values for the three SiPMs (see Table I ) are not the same as in [12] , although they follow a similar trend, i.e., the smaller the SPAD size, the higher the deviation from the recommended voltage . Only in the case of 100-m cell size was the measured optimum bias found to be lower than the manufacturer's recommended "operational" voltage.
C. Light Collection With the Three SiPMs
The third category of our test series entitled the investigation of the light output from the LSO crystals subject to irradiation by a number of gamma sources. Note that we do not include ) Averaged values for the same pair as given by the manufacturer in Table I. NINO for this purpose as it is known to be nonlinear in energy response. Using radioactive sources ( Co, Co, Na, and Cs), we covered a wide range of energies from 122 keV to 1.33 MeV. The light yield response curve was then determined for the LSO crystal and the SiPM under test. Fig. 12 summarizes the light output of the used LSO crystals collected in the three different SiPMs under test.
Despite its smallest SPAD size of only 25 m among the three cell types, this detector already shows noticeable saturation effects at gamma energies of 700 keV. This is attributed to the limited number of SPADs irradiated by too large a number of scintillation photons resulting in double hits [13] . Consequently, these effects are even more pronounced with the other SiPMs where larger and fewer SPADs than the 25-m type are encountered. The more important observation, however and in agreement with [12] , is that the highest photoelectron yield is achieved with the 50-m cell type of Hamamatsu's SiPMs. 
D. Dark Count Rates in the Three SiPM-Types
To gain a better understanding of the achieved time resolution w.r.t. dark noise, we measured, in a separate run, the dark count rate against NINO threshold for all three devices (Fig. 13) , always operated at the best bias voltage. Only one arm of the setup was used, and no crystal was coupled to the SiPM.
All three graphs exhibit a clear transition between individual photoelectrons that can be detected with decreasing threshold down to the first photoelectron. The most prominent transitions (steps) are seen in the diagram for the 50-m SPAD device, with dark noise rates of 1.1 MHz for 1 p.e., 0.25 MHz for 2 p.e., and 0.07 MHz for 3 p.e. The dark counts of the other devices are consistently higher than those of the 50-m sample, with the highest count rates registered for the 100-m SPAD SiPM. Our measurements confirm the trend as stated by the manufacturer that the 50-m device has the lowest dark count rate, followed by the 25-m SPAD size and the 100-m device with the highest dark count rate.
Comparing the manufacturer quoted rates as listed in Table I to those derived from Fig. 13 , we find comparable values for the 50-m device, i.e., 1.1 MHz, slightly higher values for the 25-m device of about 4.5 MHz, and lower values for the 100-m device with 6 MHz. The fact that the 100-m SPAD size SiPM produced lower than quoted dark count rates is explained by operating the device at a bias lower than stated by the manufacturer.
Furthermore, looking at the individual transitions in Fig. 13 , we can also deduce the threshold values of detecting the very first photoelectron, which is at 50 mV for the 25-m device, 120 mV for the 50-m SiPM, and 90 mV for the 100-m device. Another important observation is that, e.g., for the 100-m SPAD size, this transition comes at lower values than that for the 50-m type. This is most likely due to the fact that, with regard to optimum timing, the gain of the 100-m is still lower than that for the 50-m type. Because of a rapid noise increase in the 100-m device, it was impossible to operate it at higher bias voltages. This severely limits the operation of the 100-m SPAD-size SiPMs. It appears that only with the 50-m SPAD-size SiPM we were able to trigger on the first photoelectron, whereas the other devices prevented operation at low thresholds due to the rapid increase in dark count events.
IV. SUMMARY AND DISCUSSION OF RESULTS
The aim of this study was to investigate to what extent time resolution is influenced by instrumental changes in photo-detectors, such as commercial silicon photomultipliers, using standard realistic-size (LSO) scintillating crystals for that purpose.
The bias voltages necessary for optimum time resolution in the three different species were found to be different from the operating voltages specified by Hamamatsu: i.e., by 1.53 V for the 25-m type, 0.3 V for the 50-m type, and 0.54 V for the 100-m type. This observation is partly inconsistent with that in [12] . However, a common observation is that both the photoelectron yield and the time resolution were highest in the mid-size SPAD device.
There are several important factors influencing the time resolution of TOF-PET detection systems, for example, the scintillation process itself and the light transport that is strongly affected by the size and geometry of the crystal. However strong in their effect, these factors were not changed in the tests as we always used the same crystals. Another known and perhaps the most prominent shortcoming in achieving highest possible time resolution is the Poissonian character of the distribution of photons arriving at the photo-detector. In order to at least partially overcome the limitations given by photostatistics and hence to assure not to lose the first arriving photons of the cascade, the photo-detector ought to have the highest possible PDE.
Obviously, apart from inherent geometrical inefficiencies of the SiPM (fill factor), another dominant effect on the PDE is inadequate device gain to initiate a Geiger avalanche, whereas the intrinsic QE of the silicon substrate can be as high as 100% [14] . Also, the dead time of an individual pixel following the avalanche quenching has a detrimental influence on the PDE. These factors then limit the SiPM's PDE to values typically below 35% [15] . Focusing on the first two effects, one would naively expect that higher fill factors implicitly lead to higher PDE and hence to higher time resolution. However, aside from increasing saturation effects due to double hits, larger SPAD (micropixel) sizes also imply a growing probability to initiate spontaneous Geiger discharges or dark counts that severely degrade the signal to noise ratio. As a consequence, one is obliged to run at higher detection thresholds. This means that an improvement of the PDE, or Geiger efficiency, with increasing gain is more easily offset in the larger SPAD sizes by a rapid rise in dark noise. Other gain-dependent side effects are photon-induced (optical) crosstalk and after-pulsing, which can artificially boost the PDE by as much as 20% [16] . Hamamatsu devices are prone to optical crosstalk since their SPAD architecture, in favor of a higher fill factor, provides no optical trenches/barriers between pixels to counteract this effect.
As our measurements indicate, it appears that the 50-m-SPAD-size SiPM can be operated at relatively high bias or overvoltage, which results in a high PDE that seems not to be compromised by excessive dark noise. On the other hand, the smaller 25-m SPAD-size SiPM must run at higher bias in order to achieve adequate PDE, however, at the expense of a much higher dark count rate at that bias. The 100-m-size SiPM, despite its favorable fill factor and running even below the suggested operational voltage, also suffers from an excessive dark noise rate (and early saturation), which are inherent in the large area of the microcell itself. Therefore, both the 25-and 100-m devices, in contrast to the 50-m SiPM, must be operated at higher thresholds in order not to be swamped by random hits in the time and energy spectra. These hits, due to their very high frequency, also populate (broaden) the photopeak and cause baseline shifts at the input of NINO, provoking additional time jitter. Fig. 13 together with the outcome of the time resolution runs suggests that the optimum threshold is where the dark count rate lies below 2 MHz. If this is the case, then only the 50-m device is capable of triggering on the first photoelectron. One should note, however, that triggering on the second photoelectron in this device, where the threshold is increased from 100 to 200 mV [see Fig. 10(c) ], the degradation in coincidence time resolution is only within 10 ps and thus within the measurement accuracy of our system. On the other hand, changes in bias voltage have a much larger impact on time resolution because of a substantial change in PDE (Fig. 7) .
The threshold scans were made for four bias voltages around and including the optimum value (highest CTR, minimum of curve) that was found afore in the bias scans. It is noteworthy that the 25-m SiPM exhibits a rather shallow minimum in this respect. In other words, a bias change of 1 V around the minimum leads to a degradation of the CTR of only 20 ps on either side. The other devices, both providing higher achievable CTRs than the 25-m device, show a more pronounced minimum, where a smaller leads to the same deterioration of the CTR, i.e. 0.6 V/ 0.3 V 4 for the 50-m SiPM and 0.2 V for the 100-m SiPM.
From the threshold scans, we learn that, common to all three SiPM types, pushing the bias voltage to higher values also moves the threshold settings toward higher values in order to achieve best timing. This is expressed by a decreasing slope with growing bias in the linear fits applied to the CTR data. In other words, beyond a certain (optimum) bias, the coincidence time resolution improves only very little with lower threshold settings (within the chosen range). The effect is particularly visible in the 25-and 100-m SiPMs where, above the optimum bias of 73 and 70.3 V, respectively, practically no improvement in coincidence time resolution with threshold could be observed. In fact, the 100-m cell type even regresses in time resolution as the threshold approaches the dark noise floor. We attribute this effect to the abundance of dark noise hits obscuring the arrival of the first photoelectrons in the SiPMs. On the other hand, for the 50-m device, we do observe a constant improvement in coincidence time resolution as a function of threshold voltage, always leveling off at 220 ps FWHM, and that even beyond the optimum bias value of 72.4 V. This seems to indicate that within the covered bias and threshold ranges, and in accord with Fig. 13 , the gain and hence the PDE of this device are sufficiently high to detect the first arriving photoelectron irrespective of the dark noise rate.
In summary, the 50-m cell type, albeit its inferior fill factor compared to its 100-m neighbor, provides the highest CTR and PDE among the three devices tested. Whether this is linked primarily to the lowest dark noise rate found in this cell type-hinting at a "higher device maturity" [12] in an improving production process 5 -or an optimum balance between more than a few parameters including also the signal response to single photoelectrons and noise provoked by the SPAD capacitance, cannot be conclusively answered at this time.
The results substantiate our hypothesis of photo-statistics being the dominant cause for limiting time resolution in TOF-PET systems. To attain time resolution figures superior to those obtained here, one must resort to brighter crystals, sophisticated light extraction techniques, and more efficient photo-detectors. This is corroborated by the correlation between high time resolution and high light collection.
