The Lempel-Ziv parsing scheme nds a wide range of applications, most notably in data compression and algorithms on words. It partitions a sequence of length n into variable phrases such that a new phrase is the shortest substring not seen in the past as a phrase. The parameter of interest is the number M n of phrases that one can construct from a sequence of length n.
INTRODUCTION
The primary motivation for this work is the desire to understand the asymptotic behavior of the fundamental parsing algorithm on words due to Lempel and Ziv 27] . It partitions a word into phrases (blocks) of variable sizes such that a new block is the shortest subword not seen in the past as a phrase. For example, the string 110010100010001000 is parsed into (1)(10)(0)(101)(00)(01)(000)(100).
These parsing algorithms play a crucial rôle in universal data compression schemes and their numerous applications such as e cient transmission of data (cf. 26, 27] ), estimation of entropy (cf. 25]), discriminating between information sources (cf. 7]), test of randomness, estimating the statistical model of individual sequences (cf. 16]), and so forth. The parameters of interest for these applications are: the number of phrases, the number of phrases of a given size, the size of a phrase, the length of a sequence built from a given number of phrases, etc. But, by all means the most important parameter is the number of phrases: This parameter is used to obtain the compression ratio in a universal data compression (cf. 3]), while its distribution is needed in the analysis of other parameters of the Lempel-Ziv scheme (e.g., redundancy rate 21], length of a phrase 14], and so forth).
In this paper, we study the distribution of the number of phrases M n constructed form a word of a xed length n in a probabilistic framework. We assume that the word is generated by a probabilistic memoryless binary source (extension to nite non-binary alphabet is simple). That is: symbols are generated in an independent manner with "0\ and "1\ occurring respectively with probability p and q = 1 ? p. If p = q = 0:5, then such a probabilistic model will be further called the symmetric Bernoulli model; otherwise we refer to the asymmetric Bernoulli model.
Aldous and Shields 1] attested that obtaining the limiting distribution of the number of phrases is a di cult problem. They solved it only for the symmetric Bernoulli model. The authors of 1] wrote: \It is natural to conjecture that asymptotic normality holds for a larger class of processes ... . But in view of the di culty of even the simplest case (i.e., the fair coin-tossing case we treat here) we are not optimistic about nding a general result. We believe the di culty of our normality result is intrinsic ... ." We settle the conjecture of 1] in the a rmative for the asymmetric Bernoulli model, and in concluding remarks we indicate a possibility of extending our ndings to Markovian models. Actually, we do more, and provide solutions to some other problems that have been open up-to-date, namely: the limiting distribution for internal path lengths in digital trees (cf. 1, 11, 15] ), the number of parsings of given length built from a xed number of words (cf. 7]), and probabilistic behavior of the Lempel-Ziv code redundancy (cf. 16, 21] ).
All of these problems are solved in a uniform manner by a combination of probabilistic and analytical methods. We apply the renewal equation (cf. 2] ) to reduce the problem of nding the number of phrases in the Lempel-Ziv scheme to another problem on digital search trees, namely that of nding the limiting distribution of the internal path length in a digital search tree built from a xed number of independent words.
The reader is referred to 11, 15] for discussion and de nition of the digital trees. However, for the reader's convenience we show in Figure 1 the digital search tree associated with the word mentioned at the beginning of this section. In particular, the root of the tree is empty (i.e., we start parsing with an empty phrase). All other phrases of the Lempel-Ziv parsing algorithm are stored in internal nodes. When a new phrase is created, the search starts at the root and proceeds down the tree as directed by the input symbols exactly in the same manner as in the digital tree construction, that is, symbol \0" in the input string means move to the right and \1" means proceed to the left. The search is completed when a branch is taken from an existing tree node to a new node that has not been visited before. Then, the edge and the new node are added to the tree. The phrases created in such a way are stored directly into the nodes of the tree. In passing, we note that for a word of xed length, n, the size of the associated digital search tree is random, and this fact gives a new twist to the analysis of digital trees (cf. also 14]).
Second-order properties, such as limiting distributions and large deviation results of the Lempel-Ziv scheme, have been scarcely discussed in the past with a notable exception of the work of Aldous and Shields 1] who studied the symmetric model. Recently, Louchard and Szpankowski 14] obtained the limiting distribution of a randomly selected phrase length in the Lempel-Ziv scheme.
On the other hand, digital search trees (built from a xed number of independent words!) have been quite thoroughly investigated in the past (cf. 4, 5, 10, 11, 13, 14, 22] ). In particular, Knuth 11] , and Flajolet and Sedgewick 4] introduced analytical methods in the analysis of digital search trees. This was continued by Flajolet and Richmond 5], Louchard 13] , and Szpankowski 22] . None of these papers, however, deals with second order properties of the internal path length in digital search trees, which is the main object of our study. Only very recently, Kirschenhofer, Prodinger and Szpankowski 10] obtained an asymptotic expression for the variance of the internal path length in the symmetric Bernoulli model (in fact, this allowed to close the gap in the Aldous and Shields analysis by yielding the leading term in the variance of the number of phrases in the Lempel-Ziv parsing scheme). The authors of 10], however, did not extend their results to the asymmetric model. We not only provide such an extension, but we carry out this analysis to obtain the limiting distribution for the internal path length. The paper is organized as follows. In the next section we present all our main ndings concerning digital search trees and the Lempel-Ziv scheme. All proofs are delayed till Section 3 which is of its own interest. In this section, we present a methodology that leads to an asymptotic solution of a functional-di erential equation that often arises in other problems of engineering and science.
MAIN RESULTS
We recall that the associated tree constructed during the course of the Lempel-Ziv parsing algorithm (cf. Figure 1 ) is a digital tree built from a random number of words (phrases). We apply the renewal equation to show that the limiting distribution of the internal path length in a digital search tree built from a xed number of independent words directly implies the limiting distribution of the number of phrases M n in the Lempel-Ziv parsing scheme. In the sequel, we rst carry out our analysis for digital trees, and then provide necessary tools to derive the limiting distribution of M n .
Let us rst consider a digital search tree built from m statistically independent words (of possibly in nite length) each generated according to the Bernoulli model. We leave the root empty, and store the next word in the rst available node, as discussed above (cf. 11, 15] ).
Let D m (i) be the length of a path from the root to the ith node containing this word. In fact, observe that D m (i) = D i (i) for m i since the position of the ith node does not depend on words inserted after it. We de ne the internal path length as L m = P m i=1 D i (i).
Hereafter, we shall consistently use n as the length of a single word to be parsed according to the Lempel-Ziv scheme, and m as the number of words used to construct an independent digital search tree.
We infer probabilistic behavior of L m from its generating function. Thus, we apply \analyt-ical approach" to the problem. De ne for complex u and z the following generating functions L m (u) = Eu Lm and L(z; u) = P 1 m=0 L m (u)z m =(m!). We also set e L(z; u) = L(z; u)e ?z which can be interpreted as the generating function of the internal path length in a family of digital search trees built from a random number of words which is Poisson distributed with mean z. Observe that this is a standard poissonization trick but disguised in a generating function form. One expects a simpler equation for L(z; u) than for L m (u), and it turns to be true, as seen below.
The generating functions L m (u) and L(z; u) satisfy some recurrences that we discuss next. Let R m = k be the number of words that start with \0". These words will create the right subtree of the digital search tree. 
with L(z; 0) = 1. This is our basic functional-di erential equation that we solve asymptotically to obtain the limiting distribution of L m . We observe that the above equation is of a multiplicative form which makes the problem hard. In section 3 we prove our main results concerning a digital search tree, which is stated below.
Theorem 1A. Consider a digital search tree built from m independent words under the asymmetric Bernoulli 
and 0 (log m) is a uctuating functions for log p= log q rational with small amplitude, and zero otherwise (cf. 8, 18, 22] ).
(ii) Furthermore: (8) for large m.
Actually, our analytical approach also works for the symmetric Bernoulli model. We need, however, in this case to re ne the method to obtain the leading term in the asymptotics of the variance. Fortunately, this was recently done by Kirschenhofer, Prodinger and Szpankowski 10] who proved that Var L sym m (C + (log 2 m))m (9) where C = 0:26600 : : : and (x) is a uctuating function with small amplitude (cf. Theorem 1B). In the above, we write L sym m for the internal path length in the symmetric case. We have the following result.
Theorem 1B. For the symmetric Bernoulli model the following analogue of (7) (12) The above equation is known as the renewal equation (cf. 2]). We also observe that it directly implies the following PrfM n > mg = PrfL m ng ; (13) which is useful in some computations. The following result is due to Billingsley 2] (i) The sequence of random variables Z n converges weakly (i.e., in distribution) to N(0; 1). In addition, for all r 0 the sequence (Z n ) r is uniformly integrable. Thus, all moments of Z n exist and converge to the appropriate moments of the normal distribution. In particular, EM n nh log(n)
Var M n c 2 h 3 n log 2 n (17) where c 2 = (h 2 ? h 2 )=h 3 .
(ii) For any " > 0, there exist an integer n 0 1 such that for all n > n 0 Pr fjM n ? EM n j > "EM n g A exp ? ?a" p n (18) for some positive constants A; a > 0.
(iii) The above results are also true for the symmetric model if one replaces the variance by Var M sym n n(C + (log 2 n)) log 3 2 n (19) where the constant C = 0:26600 : : : and (x) is de ned in Theorem 1B. In (ii) one must replace p n by p n= log n .
Proof. The weak convergence of Z n of part (i) follows directly from Lemma 2, while the uniform integrability of (Z n ) r for any r 0 is a consequence of the large deviation result (cf.
18), which is proved next.
For part (ii), we will basically show that uniform integrability of L m naturally translates into uniform integrability of M n . To proceed we need some new notation. De ne (m) = EL m for all integer m, and let for all y 0 the function (y) be a linear interpolation of (m) between integer points. (Actually, we could de ne (m) as an approximation of EL m only up to O(m) term in (3).) Now, let ?1 (x) be the inverse function of (y) de ned for x 0. Note that (x) xlog x h and ?1 (x) hx log x for x ! 1. As is easy to check, the function ( ) is convex, hence ?1 ( ) is concave (this should be at least clear for (x) approximated by the rst two terms in (3) which are convex functions). Now we refer to (8) 
Note that in the rst inequality we can relax y to y 1 since L m cannot be negative. We will not directly show that Z n is uniformly integrable but rather that the sequence of random variables
is uniformly integrable. Due to the asymptotic expansions of ?1 (n) the uniform integrability of Z n will follow.
We shall prove separately (18) for M n > (1 + ")EM n and M n < (1 ? ")EM n . For the former, let us rst consider inequality (20) with y 1. We refer to the fundamental identity ?1 (n)=(1 + y) since y 0. Therefore, PrfM n < ?1 (n=(1 + y))g PrfM n < ( ?1 (n)=(1 + y)g and thus:
PrfM n < (1 + which proves the second part of (18) for M n < (1 ? ")EM n . Observe that the uniform integrability of (Z n ) r (r 0) follows, which further implies that EM n ?1 (n) and Var M n Var L n ( ?1 (n)=n) 3 . This proves (16) and (17).
Theorem 1 and Theorem 2 have several important consequences for data compression, coding theory, and so forth. We will discuss only two applications of our results, namely the number of parsings of given length (cf 
The next result is a direct consequence of Theorem 1B and it answers a problem of 7].
Corollary 4A. The number of parsings built from m words of total length n is F m (n) = 2 n PrfL sym m = ng : (23) In particular, for n = m log 2 m + O( p m) we obtain asymptotically
where C and (x) are de ned in Theorem 1B. If n = (1 + ")m log 2 m, then the large deviation result (11) must be used.
Proof. Consider the recurrence (22) and note that F m (x=2) = L sym m (x). The rest follows from Theorem 1B and the analysis of Section 3.
Finally, we consider the redundancy rate R n of the Lempel-Ziv code. It is de ned as (cf.
16, 21])
R n = (M n + 1) log M n ? nh n : (25) (Note that (M n + 1) log M n is the length of the Lempel-Ziv code while nh is the length of the optimal code.) The redundancy rate R n is a measure of the additional cost in using the Lempel-Ziv code instead of the optimal one predicted by the Source Coding Theorem (cf. 3]).
It is known 16] that for the Bernoulli model ER n = O(log log n= log n), but very little seems to be known about probabilistic behavior of R n (e.g., how quickly the Lempel-Ziv code achieves the optimal rate). The next results provides some insights into this problem.
Corollary 4B. For r h and large n PrfR n > rg = Prf(M n + 1) log M n > n(h + r)g A exp ?ar s n (h ? r) ! (26) for some constants A; a > 0.
Proof. It is a simple consequence of (18) in Theorem 3(ii), and an asymptotic solution of (M n + 1) log M n = n(h + r). Details are left for the interested reader.
The functional equation studied here has many other applications in the analysis of algorithms on words (e.g., external path length of a trie or PATRICIA trie). For more details the reader is referred to our preliminary version of this paper 9].
ANALYSIS AND PROOFS
This section provides all necessary details required to prove our main nding which is Theorem 1. We shall adhere to the following plan:
1. We rst analyze the Poisson model (cf. Section 3.1) that is characterized by the exponential bivariate generating function L(z; u) satisfying (2).
2. We transform the multiplicative equation (2) into an additive functional equation by considering log L(z; u). For this we need the existence of log L(z; u) in some domain.
We shall prove that there is a convex cone (cf. De nition 1 of Sec. 3.1) around the real axis of z and a real neighbourhood U(1) of u = 1 such that for some (u) we have log L(z; u) = (z (u) ) (cf. Theorem 5 and proof in Section 3.2).
3. Next, we use the Taylor expansion of log L(z; u) in the convex cone to show that for large z the generating function L(z; u) appropriately normalized converges to the generating function of the normal distribution (cf. Theorem 6 of Sec. 3.1).
4. To prove the above we must know precise asymptotics for the average and the variance of the internal path length in the Poisson model (cf. Theorem 6).
5.
The nal e ort is to de-Poissonize the above results, that is, to transform the normal distribution of the Poisson model into the normal distribution of the Bernoulli model (cf. Theorem 9 and proof in Section 3.3).
A Streamlined Analysis
The goal of this section is to establish Theorem 1 for the Poisson model which is summarized in Theorem 6 and Corollary 8 below.
We shall consistently use the notation from Section 2. In particular, we write L m (u) to denote the generating function of the internal path length, and L(z; u) for the bivariate generating function. We assume the function equation (2) holds, that is, (27) with L(z; 0) = 1. It is easy to notice that (u) = 1+h(u?1)+O((u?1) 2 ). In Section 3.2 we prove the following result which is the \heart" of our asymptotic analysis of the function equation (27) .
Theorem 5. (i) There exists a convex cone C(D; ), a neighbourhood U(1) of u = 1, and a constant such that for jzj > the logarithm of L(z; u) exists and log L(z; u) = (z (u) ).
(ii) In addition, under the same hypothesis as above, for any > 0 and all l 1 @
for z 2 C(D; ) and z ! 1. 3 ). Now it su ces to note that log L(z; 1) = z and to substitute u = e t for t in the vicinity of zero to obtain (30).
The remaining part of the proof is devoted to deriving the asymptotics (31) and (32) of e X(z) and e V (z). Since we need several terms of such asymptotic expansions (to prove our main result concerning the Bernoulli model; cf. Lemma 10 below) we use the Mellin transform method. The reader may familiarize himself with the technique from 15].
Consider rst the mean e X(z). Direct di erentiation of our basic equation (27) 
Clearly, the Cauchy residue theorem is the simplest way to estimate the above integral.
Note that the poles of the function under the integral are roots of 1 = p ?s+k + q ?s+k for k = 0; 1; : : : . We need the following result, the detailed proof of which can be found in Jacquet where is de ned in (33). Thus, taking the product of the above, and computing the coe cient of (s + 1) ?1 we obtain the desired residue. This leads to the dominating term in (32) except the function 1 (x) coming from the poles s0 for`6 = 0.
Let now`6 = 0. If log p= log q is irrational, then <(s0) Now we assume that log p= log q = r=t (rational) for some integers r; t 2 Z. By Lemma 7B we know that s0 = ?1 + 2 i`r= log p for`2 Z. The residue of the function under the integral where h(s0) = ?p ?s0 log p ? q ?s0 log q. But h(s0) = h = ?p log p ? q log q since p 2`ri = log p = q 2`ri = log p = 1. Thus, 1 (x) = h ?2 1 (x), and after some algebra this completes the proof of 
i.e., the internal path length is normally distributed with parameters e X(z) and e V (z). Moreover, the moments e L(z) converge to the appropriate moments of the normal distribution.
Proof. It follows directly from (30){(32).
The main problem that remains to be settled is to de-Poissonize Corollary 8, that is, to obtain results for the original Bernoulli model. This work is of tauberian type, and needs subtle arguments. In Section 3.3 we prove the following result. Observe that (49) follows directly from the above and (47) (cf. 8, 18] ).
In passing, we note that the large deviation result of Theorem 1A follows directly from 
Asymptotic Solution of the Functional Equation
The ultimate goal of this section is to prove the two parts (i) and (ii) of Theorem 5 above, which justify the procedure used above in Theorem 6 to obtain equation (30). We found, however, working with L(z; u) rather inconvenient due to the fact that its exponential growth makes it hard to control the function even in a small domain. Therefore, we introduce a polynomial kernel which is a function f(z; u) de ned as f(z; u) = L(z; u) L 0 z (z; u) = L(z; u) L(quz; u)L(puz; u) : (50) Note that f ?1 (z; u) = d dz log L(z; u). In the rst part of this section, we shall work with f(z; u) as a function of z, so we often simplify the notation to f(z). We also write f 0 (z) to denote the derivative of f(z) with respect to z. Clearly, the kernel f(z) satis es the following di erential equation f 0 (z) = 1 ? pu
Since L(0; u) = 1 and L(z; 1) = e z we also have f(0; u) = 1 and f(z; 1) = 1.
Our rst goal will then be the following technical theorems that are used to prove part (i) of Theorem 5. In view of the above, we can concentrate on establishing Theorems 11A, 11B and 12. The proof of these theorems will themselves depend on a set of ve basic facts which we state and prove in the remainder of this subsection. In the next subsection 3.2A we prove 11A; in the following subsection 3.3B we prove 11B, and in the nal subsection 3.2C we prove Theorem 12, thus completing all the steps of Theorem 5.
We now formulate our ve basic facts used to prove Theorems 11 and 12. Proof. These asymptotic formulas seem to be well known, however, for completeness we Figure 3 . We now consider a circle of integration that is the largest possible but still contained in the bigger cone C(D; ) (cf. Figure 3) . Note that the circle we are working with has the radius smaller than (D ? D 0 )jzj . Thus, using the fact that jf(w)j Bjwj for some B and complex w, we nally obtain We proceed in two steps. First, we let v m = A m m , and prove that v m exponentially decays to zero. Secondly, we prove that A m is an increasing sequence uniformly bounded from the above. Now we prove Theorem 11B which extends Theorem 11A to the complex plane (more precisely: to a convex cone). We need the following preliminary lemma.
Lemma 13. Let A, a and U(1) be de ned as in Theorem 11A, and let z = x + jy be such that z 2 C(D; ). If The last two inequalities are direct consequences of the previous ones and 1
This completes the proof.
Equipped in this result, we proceed to the proof of Theorem 11B. The proof is by induction over the domains D m de ned in Fact 4. We have already proved in Theorem 11A that in a neighbourhood U(1) there exist a(u) and A(u) satisfying Theorem 11A such that a(u); A(u) ! 1 as u ! 1. We further denote these quantities as a and A. We consider a convex cone such that the domains D m inside such a cone form a compact set (cf. Fig.2 ). Finally, we assume throughout the proof that < 1 ? . Let B m be an upper bound of jf 0 (z)jx (u)? where x = <(z). If we prove that B m are uniformly bounded, then our theorem is true, since jzj = O(<(z)) in our convex cone. Clearly, B 1 is bounded, so we proceed as before by induction. Below, we write x = <(z) and y = =(z).
Let g(z) = pu f(puz) + qu f(quz) so that f 0 (z) = 1 ? g(z)f(z), and let G(z) be the primitive function of g(z). Using Fact 2, we just have (with z 0 = z)
Di erentiating the above, and after some elementary algebra, we obtain
with r(z) = ( g( z) ? g(z))f( z) + f 0 ( z) + (1 ? ). In this subsection we establish Theorem 12. We start with a simple result. For k = 0, our claim is true by Theorem 11B (in fact, in this case = 0). So, we assume now that our theorem is true for all i < k and all l 0.
After taking the derivative with respect to u, our basic functional equation (51) To proceed along these lines, we need upper bounds for L(z; u) over the arcs A m ( ) and A m ( ) for some w = me i on the circle of integration. In Theorem 5 we have already developed a suitable bound over the rst arc, so we need only a bound for jL(z; u)j for z 2 A m ( ). We denote such a bound by L(w; u) for w = me i , that is, max v2Am( ) fjL(v; u)jg L(w; u). In passing, we observe that for w = x real (i.e., = 0) the arc A m (0) coincides with the whole circle of integration (of radius m), and L(x; u) = L(x; u). Also, for any complex w we have L(w; 1) = je w j.
Before we formulate our result, we must introduce some new notation. Let ( ) and (u) be two positive functions of and u in a neighbourhoods U (0) and U u (1) respectively of 0 exp( cos ) for 6 = 0 and for some (small) U (0) and U u (1) . Take now such a small U u (1) that L( e i ; u)< ( ) exp ( ) 1+ (u) holds for u 6 = 1 or 6 = 0 (i.e., for z 2 F 1 ). This is possible due to our choice of 0 . Now, we assume (69) To complete the proof of Theorem 9 it su ces to observe that the above integral is equal to exp(?( e X 0 (m)) 2 t 2 =2). After multiplying the above by exp(?( e X 0 (m)) 2 t 2 =2) we obtain (47).
This completes the proof of Theorem 9, and also the proof of Theorem 1.
In passing, we note that in the course of these derivation we establish a relationship between the mean e X(z) and the variance e Thus, after this long trip we completed the proof of Theorem 1A (and also Theorem 1B if one \borrows" the variance result from 10]).
CONCLUDING REMARKS
In this paper we settle in the a rmative the conjecture of Aldous and Shields 1] concerning the limiting distribution of the number of phrases in the Lempel-Ziv parsing scheme. Our result was proved for the asymmetric Bernoulli model. One can wonder whether the proposed technique can be extended to prove similar result for the Markovian model. We think we can answer in the a rmative, and in these concluding remarks we brie y sketch our line of arguments. We hope to publish a rigorous proof in a forthcoming paper.
Assume a binary alphabet = f0; 1g, and let symbols of all strings be generated according a Markov chain with the transition probability p ij (i; j 2 ). We denote by i (i 2 ) the stationary probability of the Markov chain. Finally, let L i (u; z) and L(z; u) denote respectively the conditional (under the condition that all the strings start with character i 2 ) and unconditional Poisson generating functions of the internal path length in a digital search tree. It is not di cult to notice that these functions satisfy the following di erential-functional equations @L(z; u) @z = L 0 ( 0 zu; u)L 1 ( 1 zu; u) The above recurrence falls under the pattern discussed in Fact 3(iii), hence by the same arguments as in Section 3.2, we show that V m are uniformly bounded. Lemma 7A is proved.
