Optimal strategies against a liar  by Cicalese, Ferdinando & Vaccaro, Ugo
Theoretical Computer Science 230 (2000) 167{193
www.elsevier.com/locate/tcs
Mathematical Games
Optimal strategies against a liar
Ferdinando Cicalese  , Ugo Vaccaro
Dipartimento di Informatica ed Applicazioni, Universita di Salerno, Voa Irbamp II,
84081 Baronissi (SA), Italy
Received July 1998; revised January 1999
Communicated by A.S. Fraenkel
Abstract
We consider the following scenario: There are two individuals, say Q (Questioner) and R
(Responder), involved in a search game. Player R chooses a number, say x; from the set S =
f1; : : : ; Mg: Player Q has to nd out x by asking questions of type: \which one of the sets
A1; A2; : : : ; Aq; does x belong to?", where the sets A1; : : : ; Aq constitute a partition of S: Player R
answers \i" to indicate that the number x belongs to Ai: We are interested in the least number
of questions player Q has to ask in order to be always able to correctly guess the number x;
provided that R can lie at most e times. The case e = 0 obviously reduces to the classical q-ary
search, and the necessary number of questions is [logqM ]: The case q = 2 and e> 1 has been
widely studied, and it is generally referred to as Ulam's game. In this paper we consider the
general case of arbitrary q> 2: Under the assumption that player R is allowed to lie at most
twice throughout the game, we determine the minimum number of questions Q needs to ask in
order to successfully search for x in a set of cardinality M = qi; for any i> 1: As a corollary,
we obtain a counterexample to a recently proposed conjecture of Aigner, for the case of an
arbitrary number of lies. We also exactly solve the problem when player R is allowed to lie a
xed but otherwise arbitrary number of times e, and M = qi; with i not too large with respect
to q: For the general case of arbitrary M; we give fairly tight upper and lower bounds on the
number of the necessary questions. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Our investigation concerns a game with two players: Questioner Q and Responder
R: Player R thinks of an integer x between 1 and M; and Q is required to nd out x
by asking questions like \which one of the sets A1; : : : ; Aq does x belong to?", where
the sets A1; : : : ; Aq constitute a partition of S: Player R answers \i" to indicate that the
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number x belongs to Ai: R may lie at most e times, e xed beforehand and known to
Q: We allow R to play an adversary strategy, that is, no x is actually picked at the
beginning of the game, but the questions must be answered so that there is at least
one x that R could have chosen, i.e., at any stage of the game there must always exist
at least one x satisfying all but j answers, 06 j6 e: We are interested in the problem
of determining the least number N (M; q; e) of questions Q has to ask in order to be
always able to win the game, that is, to nd out x; independently of R's choice and
play.
In the past decades there have been many publications concerning the solution of the
aforesaid problem when q=2: This particular case is generally referred to as Ulam's
game, after the mathematician Stanislaw Ulam who formulated the problem in his
autobiography Adventures of a Mathematician [28]. Somewhat earlier than Ulam's
book, it had been Berlekamp [4] who considered the problem of evaluating N (M; q; e);
for q=2; in the context of block coding for the binary symmetric channel with noiseless
feedback. 1 Complete solutions of the Ulam's game have been given for the cases e=1
[17], e=2 [6, 9], e=3 [15]. Spencer [27] has given a general result for arbitrary e
and suciently large M: Other relevant work is contained in [1, 3, 5, 11, 13, 14, 16, 18{
20, 23, 25, 26]. Two very nice surveys of the area can be found in [8, Chapter 8,10].
The much harder case of general q-ary questions has received less attention. How-
ever, as pointed out by D. Mundici, the general q-ary case deserves to be studied also
because it can be considered as a kind of intermediate case between the model with
full interaction among Questioner and Responder, and the model with no interaction
at all (i.e., the case of error correcting codes). More precisely, in the limit case q=2;
the Questioner is allowed to compute his new question after having received exactly
one bit of information from the Responder (the answer to his last binary question).
In the general case of q> 2; the Questioner computes his new question after having
received log2 q bits of information from the Responder (the answer to his last q-ary
question). Therefore, the larger q the less interaction is allowed between Questioner
and Responder.
Pelc [20] was the rst to consider the problem of non-binary search with lies in
the particular framework of nding a defective coin with unreliable weighting. This
problem is equivalent to a ternary search with additional constraints.
Malinowski [12] and Aigner [2] have, independently, considered the case of general
q-ary questions by solving the problem when R is allowed to lie at most once and by
giving a formula to evaluate N (M; q; 1): Moreover, Aigner [2] surmised a far-reaching
generalization of his results regarding arbitrary e:
1 The very same problem of searching for an unknown number by means of binary questions, in spite of up
to a xed number of erroneous answers, was independently considered by the mathematician Alfred Renyi
(1921{1970) in his posthumous half-ctitious book \A Diary on Information Theory" [24, p. 47]. Were
not for a consolidated tradition, the problem should perhaps more correctly be referred to as \Renyi{Ulam
game".
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In this paper we rst give a complete analysis of the problem for the case of arbitrary
q> 2; e=2 and M = qi; for any i: We provide a lower bound on N (qi; q; 2) and we
prove that this bound is always attained except when M =4 and q=2: This turns out
to be a complete generalization of the results in [6], where the particular case q=2
and M =2i is considered.
In the second part of the paper we study the general problem of estimating N (M; q; 2);
for arbitrary M> 2 and q> 2: We almost solve exactly the problem by providing upper
and lower bounds on N (M; q; 2); which may dier at most by one.
We also give a closed formula which evaluates N (qi; q; e); for arbitrary e and q;
when i is not too large with respect to q: For the general case of arbitrary M and
e; we give fairly tight upper and lower bounds on N (M; q; e): Our results yield as a
corollary a counterexample to the conjecture proposed by Aigner in [2].
2. On questions, states and winning strategies
We assume that any question of type: \which one of the sets A1; A2; : : : ; Aq; does
x belong to?", denes a partition (A1; : : : ; Aq) of the search space S = f1; : : : ; Mg: Let
(A1; : : : ; Aq) be the partition identifying last Q's question, and let R's answer be \i".
In the e=0 case, Q would obviously get rid of fAjgj 6=i and continue the game by
considering only Ai as the new search space. However, if e>0; player Q must take
into account that R's answer might be a lie. In such a case there are two possibilities:
 R is sincere, then the search can continue in the set Ai and also in the subset
of
S
j 6=i Aj whose elements falsied, before the last question, no more than e − 1
answers.
 R has lied, then the search can continue in the set Sj 6=i Aj and in the subset of Ai;
whose elements falsied, before the last question, no more than e − 1 answers.
Let Ltj; for j=0; : : : ; e; be the set of elements of the search space S satisfying all but j
answers, after t questions. Before the game starts, we have L00 = f1; : : : ; Mg; L01 =    =
L0e = ;: Let the (t +1)th question be (A1; : : : ; Aq) and the answer be \i", then we have
Lt+10 = L
t
0 \Ai;
Lt+1j = (L
t
j \Ai)[
 
Ltj−1 \
S
k 6= i
Ak
!
; j=1; : : : ; e:
(1)
The game ends after f questions if jSej= 0 Lfj j=1:
Since we are concerned only with the number of questions needed to solve the
game, only the size of the sets Ltj must be taken into account. Henceforth the state
of knowledge of Q; after t questions, will be referred to as the vector (x0; : : : ; xe);
with xj = jLtjj: Accordingly, a question, corresponding to the partition (A1; : : : ; Aq); will
be denoted by [(a10; : : : ; a1e) : : : : : (aq0; : : : ; aqe)]; where aij = jAi \Ltjj; i.e., the set Ai
contains aij elements from Ltj: We will often use the shorthand notation [(a0; : : : ; ae) :
(q− 1)  (b0; : : : ; be)] to mean that the last (q− 1) components (the (e + 1)-tuples) of
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the question are identical, i.e., they refer to subsets of S whose intersections with Ltj
have the same sizes, for any j:
Let (x0; : : : ; xe) be the current state and =[(a10; : : : ; a1e) :    : (aq0; : : : ; aqe)] be the
question asked by Q: If R's answer is \i", for some i 2 f1; : : : ; qg; then, according to
the rules in (1), the resulting new state is (x00; : : : ; x
0
e); where
x00 = ai0;
x0j = aij +
qP
k=1
k 6=i
akj−1 = aij + (xj−1 − ai j−1); j=1; : : : ; e: (2)
Therefore, given a state x=(x0; : : : ; xe) and a question ; there are q possible states
stemming from x; according to the possible answers of R: If Q has already decided
which questions to ask for any of these new states, then also the q2 possible states
resulting from the rst two questions can be computed in advance. Continuing in this
way the player Q, starting in the state x; can build a q-ary tree, rooted at x: Nodes of
the tree correspond to states and to questions (for a given strategy there is one question
per state), edges correspond to possible answers to the question. We call such a tree
the strategy of Q. We say that the state x has a winning strategy of size t if there
exists a strategy represented by a q-ary tree of height t; rooted at x; whose leaves are
states (x00; : : : ; x
0
e); with
Pe
j=0 x
0
j =1; which corresponds to the end of the game. We
will also use the following terminology.
Denition 1. A substate of a state x=(x0; : : : ; xe); is any state y=(y0; : : : ; ye); such
that yj6 xj; for any j=0; 1; : : : ; e:
Denition 2. A nal state is any state (x0; x1; : : : ; xe) such that
Pe
j=0 xj =1:
Denition 3. A winning n-state is any state x=(x0; : : : ; xe) such that there exists a
winning strategy of size n for it. Moreover, we say that (x0; x1; : : : ; xe) is a borderline
winning n-state if it is a winning n-state but not a winning (n− 1)-state.
Denition 4. An even splitting question for a state x=(x0; : : : ; xe) is a question
= [1 : 2 :    : q]; such that i=(x0=q; x1=q; : : : ; xe=q); for any i=1; : : : ; q; provided
that xj is divisible by q; for any j=0; : : : ; e:
3. Some useful bounds
In this section we will provide tools to derive bounds on the number of necessary
questions to win the game. In particular, Theorems 1 and 3 give lower bounds on the
size of any winning strategy, while Lemmas 1, 2 and Theorem 2 yield upper bounds.
To begin with, we introduce the following useful quantity which will be used later
to derive lower bounds on N (M; q; e):
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Denition 5 (Berlekamp [4]). The nth-volume, Vn(x0; : : : ; xe); of a state (x0; : : : ; xe) is
dened by
Vn(x0; x1; : : : ; xe)=
eP
i=0
 
e−iP
j=0
(q− 1) j

n
j
!
xi:
Intuitively, the nth-volume of a state can be thought of as the number of possibilities
for player R to deceive player Q if there are n questions left. Indeed, for each of the
xi items in Li (the set of the possible solutions for which i lies have been told so
far) player R can lie j times more, with 06 j6 e − i: Any time player R decides
to lie, there are (q − 1) false answers to choose from, so in total there are (q − 1) j
dierent lies that R may say. Finally, player R can choose the questions to lie at in
(n
j

ways. Therefore, starting in the state (x0; : : : ; xe); the overall number of possibilities,
that player R has, to lie, is exactly equal to V (x0; : : : ; xe): Other authors dene the same
quantity as the nth-weight (or simply the weight) of the state (x0; : : : ; xe) [2, 6, 12].
The following theorem claries the connection between winning n-states and their
nth-volume. For the case q=2 this theorem was rst proved by Berlekamp [4]. Aigner
[2] proved it for the general case of arbitrary q: We include here a proof for the con-
venience of the reader. Our proof seems simpler than Aigner's, and it is not induction
based.
Theorem 1 (Volume bound) (Aigner [2]). If ( x^0; x^1; : : : ; x^e) is a winning n-state;
then
eP
i=0
 
e−iP
j=0
(q− 1) j

n
j
!
x^i6 qn:
Proof. Since x=( x^0; x^1; : : : ; x^e) is a winning n-state, there exists a strategy  of size
n rooted in x; whose leaves are states (x00; : : : ; x
0
e) with
Pe
j=0 x
0
j =1: Relaxing for the
moment all the integrality constraints, it is clear that if we replace all questions in 
with pseudo-even splitting questions 2 we will get a tree rooted in x; of height still
equal to n; whose leaves are vectors (y00; : : : ; y
0
e) (with components not necessarily
integral) and such that
Pq
j=0 y
0
j6 1: Thus, the state (x0; : : : ; xe); the question will be
[(x0=q; : : : ; xe=q) :    : (x0=q; : : : ; xe=q)]:
Let the initial state be ( x^0; x^1; : : : ; x^e): According to (2) the ith component x
( j)
i
of the vector (x( j)0 ; : : : ; x
( j)
e ) attained after j questions is obtained by the recurrences :
x( j)0 =
1
q
x( j−1)0 ; x
(0)
0 = x^0;
x( j)i =
1
q
x( j−1)i +
q− 1
q
x( j−1)i−1 ; x
(0)
i = x^i ; 16 i6 e:
(3)
2 A pseudo-even splitting question can be dened in the same manner as an even splitting question but for
the fact that the integrality constraint needs not hold. Therefore, a pseudo-even splitting question is dened
also for states with components not divisible by q:
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As stated above, all the vectors (x(n)0 ; : : : ; x
(n)
e ) we obtain after n pseudo-even splitting
questions satisfy
eP
i=0
x(n)i 6 1: (4)
For any i=0; : : : ; e; we denote by Fi(t)=
P
j>0 x
( j)
i t
j the generating function of the
sequence x(0)i ; x
(1)
i ; x
(2)
i ; : : : . From (3) we get
F0(t) =
1
q
tF0(t) + x^0;
Fi(t) =
1
q
tFi(t) +
q− 1
q
tFi−1(t) + x^i ; 16 i6 e;
which is
F0(t) =
x^0
1− (1=q)t ;
Fi(t) =

1− 1
q
t
−1q− 1
q
tFi−1(t) + x^i

; 16 i6 e:
Then we have
F0(t) =
x^0
1− (1=q)t ;
F1(t) =

1− 1
q
t
−1q− 1
q
t
x^0
1− (1=q)t + x^1

=

q− 1
q

t
x^0
(1− (1=q)t)2 +
x^1
1− (1=q)t
F2(t) =

1− 1
q
t
−1q− 1
q
tF1(t) + x^2

=

q− 1
q
2
t2
x^0
(1− (1=q)t)3 +

q− 1
q

t
x^1
(1− (1=q)t)2 +
x^2
1− (1=q)t
...
In general,
Fi(t) =
iP
j=0

q− 1
q
j t j x^i−j
(1− (1=q)t) j+1
=
iP
j=0
P
n>0
(q− 1) j
qn

n
j

x^i−jtn; 06 i6 e: (5)
Condition (4) becomes
[tn]

eP
i=0
Fi(t)

61; (6)
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where, as usual, [tn]f(t) stands for the coecient of the nth power of t in the power
series expansion of f(t):
From (5), the necessary condition (6) for the state under consideration to be a
winning n-state becomes
eP
i=0
iP
j=0
(q− 1) j

n
j

x^i−j6qn:
Then since
eP
i=0
iP
j=0
(q− 1) j

n
j

x^i−j =
eP
i=0
 
e−iP
j=0
(q− 1) j

n
j
!
x^i ;
we get the conclusion.
From Theorem 1 we deduce that if a state x=(x0; x1; : : : ; xe) does not satisfy the
condition
Vn(x0; x1; : : : ; xe)6qn (7)
then x cannot be a winning n-state. In the following we will refer to condition (7) by
saying that \the state x satises the volume bound for n questions".
Denition 6. The character of a state x=(x0; : : : ; xe) is the least integer n for
which x satises the volume bound for n questions, i.e.
ch(x0; x1; : : : ; xe)= minfn: Vn(x0; x1; : : : ; xe)6qng:
Denition 7. A state x=(x0; : : : ; xe) is nice if ch(x)= n and x is a winning n-state.
In other words, nice states are those which allow the search to be successful by
using the theoretical least number of questions given by Theorem 1.
The following lemma, and some of its consequences, will be often used throughout
the paper. Essentially, it will allow us to prove that some states are n-winning by
looking at some more manageable kind of \super-states" of them.
Lemma 1. Let the components of two states x=(x0; : : : ; xe); y=(y0; : : : ; ye) satisfyPk
j=0 xj6
Pk
j=0 yj; for any k =0; : : : ; e: If y is a winning n-state then x is a winning
n-state; too.
Proof. We prove it by induction on n: For n=0; trivially both x and y are nal
states. Let the claim be true for any n6n0−1: Let y be a winning n0-state, then there
exists a question = [(a1 0; : : : ; a1; e) :    : (aq 0; : : : ; aq e)]; which reduces y to winning
(n0 − 1)-states.
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Let us dene the question 0= [(b1 0; : : : ; b1 e) :    : (bq 0; : : : ; bq e)]; to be used for
the state x; where
bi0 =min

ai 0; x0 −
i−1P
‘=1
b‘0

for i=1; : : : ; q; (8)
bij =min
(
jP
‘=0
ai‘ −
j−1P
‘=0
bi‘; x j −
i−1P
‘=1
b‘j
)
for i=1; : : : ; q and j=1; : : : ; e:
(9)
For i=1; : : : ; q; let us denote by xi=(xi 0; : : : ; xi e) and yi=(yi 0; : : : ; yi e); the states
resulting from x; upon question 0 and from y upon question ; provided that R's
answer is \i". We prove that
Pk
j=0 xi j6
Pk
j=0 yi j for any k =0; : : : ; e: For k =0; from
(2) we have xi 0 = bi 0 and yi 0 = ai 0; then the claim follows straightforwardly from (8).
Then, for any k =1; : : : ; e
kP
j=0
xi j =
kP
j=0
0
B@bij + qP
‘=1
‘ 6=i
b‘j−1
1
CA6 kP
j=0
aij +
qP
‘=1
‘ 6=i
kP
j=0
a‘j−1 =
kP
j=0
yij: (10)
Therefore xi is winning (n0 − 1)-state by induction hypothesis, which, in turn, entails
that x is a winning n0-state, and we are done.
It remains to prove that the question 0 denes a feasible partition of the state x; i.e.,Pq
i=1 bij = xj; for any j=0; : : : ; e: For j=0 it follows straightforwardly from (8) since
xi06yi0; for any i; and
Pq
i=1 yi0 =y0: Assume by contradiction that
Pq
i=1 bis 6= xs; for
some index s: Let  be the least index such that
Pq
i=1 bi 6= x; which is bq 6= x −Pq−1
i=1 bi: Then from (9), we have bq=
P
‘=0 aq‘ −
P−1
‘=0 bq‘: This entails also
bi=
P
‘=0 ai‘ −
P−1
‘=0 bi‘; for any i<q; since when evaluating bi; for i=1; : : : ; q;
the minimum in (9) always yielded the rst term. Summing over i=1; : : : ; q; we ob-
tain
qP
i=1
bi=
qP
i=1

P
‘=0
ai‘ −
−1P
‘=0
bi‘

=
P
‘=0
y‘ −
−1P
‘=0
x‘:
Indeed,
Pq
i=1 aij =yj; for any i; because  denes a partition of y; and
Pq
i=1 bij = xj;
for any j<: Thus,
qP
i=1
bi +
−1P
‘=0
x‘=
P
‘=0
y‘>
P
‘=0
x‘
which is
qP
i=1
bi>x;
contradicting the inequality
Pq
i=1 bi<x: So we conclude that for any j,
Pq
i=1 bij = xj
does hold, i.e., the question 0; given by (8) and (9) denes a partition of the
state x.
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Lemma 2. Let x and y be two states; and x be a substate of y: Then the following
relations hold:
(i) for any i; Vi(x)6Vi( y);
(ii) ch(x)6ch( y);
(iii) if y is a winning k-state; then x is a winning k-state; too.
Proof. Relations (i) and (ii) follow straightforwardly from the denition of volume
and character of a state. Relation (iii) follows by Lemma 1.
An interesting property of the volume is that it is preserved by questions, as stated
in the following theorem.
Theorem 2 (Aigner [2]). For any state x=(x0; : : : ; xe) and any question ; let (y
(1)
0 ;
: : : ; y(1)e ); : : : ; (y
(q)
0 ; : : : ; y
(q)
e ) be the states stemming from x with respect to the possible
answers to : Then for any n
qP
i=1
Vn−1(y
(i)
0 ; : : : ; y
(i)
e )=Vn(x0; : : : ; xe):
For the convenience of the reader, we notice the following simple corollary, which
will be used in the sequel.
Corollary 1. Let y=(y0; : : : ; ye) be the state resulting from the state x=(x0; : : : ; xe)
after an even splitting question. If the state x satises the volume bound for n question;
then the state y satises the volume bound for n− 1 questions.
Proof. Since all the states resulting from an even splitting question are equal, the same
holds for their nth-volume, for any n: Then by Theorem 2 we get
qVn−1(y0; : : : ; ye)=Vn(x0; : : : ; xe):
Since from the hypothesis Vn(x0; : : : ; xe)6qn we have
Vn−1(y0; : : : ; ye)=
1
q
Vn(x0; : : : ; xe)6qn−1:
The following theorem yields a lower bound on the size of the smallest winning
strategy in a game with e+1 lies in terms of the size of the smallest winning strategy
in a game with e lies.
Theorem 3. If (x0; : : : ; xe; xe+1) is a winning m-state and (x0; : : : ; xe) is a borderline
winning n-state then m>n+ 2:
Proof. If (x0; : : : ; xe; xe+1) is a winning m-state then it admits a winning strategy  of
size m: Starting in the state (x0; : : : ; xe+1); after asking the rst n − 1 questions of ;
there exists at least one resulting state, say y=(y0; : : : ; ye+1); such that
Pe
i=0 yi>2:
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Indeed, were this not the case, the state (x0; : : : ; xe) would be a winning (n− 1)-state,
contradicting the hypothesis. Notice that the state =(s0; : : : ; se+1)= (0; : : : ; 0; 2; 0) is
a borderline winning 3-state and
Pk
j=0 s j6
Pk
j=0 yj; for any k =0; : : : ; e + 1: Then
by Lemma 1 any winning strategy for y has size at least 3; therefore the winning
strategy  for (x0; : : : ; xe+1) has size at least (n − 1) + 3: Therefore we conclude that
m>n− 1 + 3= n+ 2.
We remark that in the binary case it is possible to prove a stronger result. Indeed
for binary search, under the same hypothesis of Theorem 3 m>n+ 3 holds [4].
4. Optimal q-ary search with two lies
In this section we prove one of the main results of the paper. We assume that the
cardinality of the search space S is a power of q; i.e., M = qi; for some i>1: We give
an exact evaluation of the least number of q-ary questions that player Q needs to win
the game, when player R can lie at most twice, independently of R's choice and play.
Notice that by restricting ourselves to the case e=2; the nth-volume of a state,
introduced in Denition 5, becomes a ternary function, i.e., Vn :N3!N:
We will prove the following result.
Theorem 4. With the only exception of q= i=2; the minimum number of q-ary ques-
tions for successfully searching in a set of cardinality qi; when at most two lies are
allowed; is the least k such that Vk(qi; 0; 0)6qk and Vk−2(0; qi; 0)6qk−2:
This theorem fully generalizes the main result in [6], where the case of searching
with binary questions in a set of cardinality 2i ; is considered. In order to prove
Theorem 4 we need some preliminary lemmas.
Lemma 3. The state (0; 1; x) is nice for any x:
Proof. Consider the state
n=(0; 1; qn − nq+ (n− 1)):
We claim that for any n>0 this is a winning n-state. The proof is by induction.
For n=0 we get 0 = (0; 1; 0) which is a nal state.
Let the statement be true for n6k − 1; and consider the state k : The question
[(0; 1; qk−1 − (k − 1)q+ (k − 2)) : (q− 1)  (0; 0; qk−1 − 1)]
yields possible states
0=(0; 1; qk−1 − (k − 1)q+ (k − 2)) and 00=(0; 0; qk−1):
Obviously 00 is a winning (k − 1)-state, since we are left with a search space of
cardinality qk−1 and no more lies are allowed.
F. Cicalese, U. Vaccaro / Theoretical Computer Science 230 (2000) 167{193 177
Moreover 0= k−1; which is a winning (k − 1)-state by the induction hypothesis.
Since we have found a question that reduces the state k to two winning (k−1)-states,
this implies that k is a winning k-state, which concludes the induction.
Let ch(0; 1; x)= k: Then Vk(0; 1; x)6qk and x6qk − kq+ (k − 1): Therefore, (0; 1; x)
is a substate of k hence, by Lemma 2, a winning k-state itself.
Corollary 2. The state (0; qi; 0) is nice for any i:
Proof. Let ch(0; qi; 0)= k: After the rst i even splitting questions we attain the state
(0; 1; i(q− 1)): From Corollary 1 we have ch(0; 1; i(q− 1))= k − i: From the previous
lemma the state (0; 1; i(q− 1)) is nice, therefore k − i questions suce to reach a nal
state and (0; qi; 0) is a winning k-state, i.e., it is nice.
We recall that a state (x0; x1); relative to the game with one lie allowed, is equivalent
to the state (0; x0; x1) in the game with two lies. Therefore, we can use a result of Aigner
[2, Theorem 1] which, translated to the game with two lies, considered here, becomes:
Lemma 4. Let =(0; a; b): If Vk()6qk ; a6qk−2; b>(q− 1)(a− 1); then  is a win-
ning k-state.
Lemma 5. Let a= qx; for some integer x>0: For any b; if Vk(0; a; b)6qk and a6
qk−2; then the state (0; a; b) is a winning k-state.
Proof. Let b= rq− h; for some r and 06h<q: Consider the question
[(0; x; y1) : (0; x; y2) :    : (0; x; yq)]; (11)
where y1 =    =yh= r − 1 and yh+1 =    =yq= r:
Accordingly the resulting possible states are
1 =    = h= 0=(0; x; (q− 1)x + r − 1);
h+1 =    = q= 00=(0; x; (q− 1)x + r):
(12)
We prove that both 0 and 00 are winning (k − 1)-state, this will entail that (0; a; b)
is a winning k-state.
Notice that Vk−1(0)=Vk−1(00)− 1: By Theorem 2 we get
qP
i=1
Vk−1(i)=Vk(0; a; b)6qk
and by (12), we obtain
h(Vk−1(00)− 1) + (q− h)Vk−1(00)= qVk−1(00)− h6qk
which implies
Vk−1(00)6qk−1 +
h
q
< qk−1 + 1:
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Because of the integrality of the function Vk−1(); entails Vk−1(0)<Vk−1(00)6qk−1;
henceforth Vk−1(i)6qk−1; for any i=1; : : : ; q: Moreover, we have x6qk−3 and (q−
1)x+bb=qc>(x−1)(q−1): By Lemma 4, the states 1; : : : ; q are winning (k−1)-states,
which concludes the proof.
Lemma 6. The state (1; 0; x) is nice for any x:
Proof. We start by proving that the state
n=

1; 0; qn −

n
2

(q− 1)2 − n(q− 1)− 1

is nice. We need to prove that n is a winning n-state, Indeed this will also imply that
it is a nice state, since Vn(n)= qn: The proof is by induction on n:
For n=0 the state 0 is a nal state.
Let the claim be true for n6k − 1:
Assume n= k: Then we have to consider the state k =(1; 0; qk −
(k
2

(q − 1)2−
k(q− 1)− 1):
The question
1; 0; qk−1 −

k − 1
2

(q− 1)2 − (k − 1)(q− 1)− 1

:
(q− 1)  (0; 0; qk−1 − (k − 1)q+ (k − 2))

yields as possible states
0 =

1; 0; qk−1 −

k − 1
2

(q− 1)2 − (k − 1)(q− 1)− 1

;
00 = (0; 1; qk−1 − (k − 1)q+ (k − 2)):
Notice that Vk−1(00)= qk−1; then by Lemma 3, 00 is a winning (k−1)-state. More-
over, by the induction hypothesis, the state 0 is a winning (k − 1)-state, too. Then k
is a winning k-state.
Turning back to the original question, let ch(1; 0; x)= k; we have to prove that
it is also a winning k-state. From the denition of character, Vk(1; 0; x)6qk and so
x6qk − (k2(q − 1)2 − k(q − 1) − 1; hence (1; 0; x) is a substate of k : Then by
Lemma 2 the state (1; 0; x) is a winning k-state.
Lemma 7. The state (1; q− 1; x) is nice for any value of x; when ch(1; q− 1; x)>4:
Proof. Consider the state n=(1; q− 1; qn−
(n+1
2

(q− 1)2− (n+1)(q− 1)− 1); n>4:
Notice that Vn(n)= qn; we claim that, for any n>4; n is a winning n-state. Indeed
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by using the question
1; 0; qn−1 −

n− 1
2

(q− 1)2 − n(q− 1)− 1

:
(q− 1)  (0; 1; qn−1 − (2n− 1)q+ 2n− 2)

;
the resulting states are
0=

1; 0; qn−1 −

n− 1
2

(q− 1)2 − (n− 1)(q− 1)− 1

;
00=(0; 2; qn−1 − 2(n− 1)q+ 2n− 4):
Note that Vn−1(0)=Vn−1(00)= qn−1:
From Lemma 6 it follows that 0 is a winning (n− 1)-state.
Let us consider now the state 00: Let a=2 and b= qn−1 − 2(n− 1)q+ 2n− 4: For
n>4 and q>3 we have a6qn−3 and b>(q−1)(a−1); then by Lemma 4 the state 00
is a winning (n − 1)-state. For n>4 and q=2; we have a6qn−3 and a= q; then by
Lemma 5, also in this case 00 is a winning (n − 1)-state. We have shown that there
exists a question which reduces n to two winning (n− 1)-states; this implies that n
is a winning n-state.
Finally if ch(1; q−1; x)= n>4 then from Vn(1; q−1; x)6qn=Vn(n) we get x6qn−(n+1
2

(q− 1)2 − (n+ 1)(q− 1)− 1: Therefore, (1; q− 1; x) is a substate of n and this
entails that it is also a winning n-state, hence it is nice.
Lemma 8. The state (1; m(q−1); (m2(q−1)2) is a borderline winning 4-state for any
m6(q− 1):
Proof. We prove the claim for m= q− 1: The conclusion, then, follows from the fact
that the other cases correspond to substates of the case m= q− 1: So we consider the
state
=

1; (q− 1)2; (q− 1)
3(q− 2)
2

:
By using the question
(1; 0; (q− 1)2(q− 2)) : (q− 1) 

0; (q− 1); (q− 1)(q− 2)(q− 3)
2

there are two possible resulting states
0=(1; 0; (q− 1)3) and 00=

0; q;
(q− 1)2(q− 2)
2

:
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By Lemma 6 0 is a winning 3-state and 00 is a winning 3-state by Lemma 5. Therefore
 is a winning 4-state.
It remains to prove that for any 16m6(q−1) the state (1; m(q−1); (m2(q−1)2) is
not a winning 3-state. Indeed, for any m>1; let k be the minimum integer such that
(1; m(q− 1); (m2(q− 1)2) is a winning k-state. Notice that (1; (q− 1)) is a borderline
winning 2-state, for any q>2: Whence, by Theorem 3, the state (1; (q− 1); 0) is not a
winning n-state for any n<4. Henceforth the same holds for (1; m(q−1); (m2(q−1)2);
by Lemma 2. Thus we have k>4; which concludes the proof.
Lemma 9. Let =(1; m(q−1); (m2(q−1)2) for some m>q: Let k be the least integer
such that Vk−2(0; 1; m(q − 1))6qk−2 and Vk(1; m(q − 1);
(m
2

(q − 1))6qk : Then with
the only exception of q=m=2; the state  is a borderline winning k-state.
Proof. Let k be the smallest integer such that Vk−2(0; 1; m(q− 1))6qk−2 and Vk(1; m
(q− 1); (m2(q− 1))6qk .
We prove the claim for the state 0=(1; m(q − 1); x) with Vk(0)= qk ; then the
conclusion follows by Lemma 2, since  is a substate of 0.
Note that ch(0; 1; m(q − 1))>3; for any m>q>2; then Vk−2(0; 1; m(q − 1))6qk−2
and the denition of character entails k − 2>3; that is k>5.
By imposing Vk(0)= qk we get x= qk − (
(k
2

+ mk)(q− 1)2 − (k + m)(q− 1)− 1.
Consider the question
=

(1; (q− 1); qk−1 −

k
2

(q− 1)2 − (k + m− 1)(q− 1)− 1) :
(q− 1) (0; (m− 1); qk−1 − mk(q− 1)− 1)

:
This is a feasible question, except in the case q = 2 and m = 2. By a feasible question
we mean a question which denes a feasible partition of the states when it is applied.
In fact, when m = 2 and q = 2, we get k = 5 and the quantity qk−1 − (k2(q − 1)2 −
(k + m − 1)(q − 1) − 1 becomes negative. In all the remaining cases the components
of  are non-negative integers, thus it is indeed a feasible question.
Thus, excluding the case q = m = 2; the question  in the state 0 yields one of
the states
=

1; q− 1; qk−1 −

k
2

(q− 1)2 − k(q− 1)− 1

and
=(0; m; qk−1 − m(k − 1)(q− 1)− m):
We have Vk−1()=Vk−1()= qk−1.
Let us consider rst the state : Recall that k>5, then we have k − 1>4, then by
Lemma 7 the state  is a winning (k − 1)-state.
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For the state =(0; m; qk−1 − m(k − 1)(q − 1) − 1) we have m6qk−3 and qk−1 −
m(k−1)q−m>(m−1)(q−1), then by Lemma 4 the state  is a winning (k−1)-state.
Since there exists a question that reduces 0 to winning (k − 1)-states, then 0 is
a winning k-state. Furthermore by the hypothesis, for any k 0<k either Vk′()>qk
′
or
Vk′−2(0; 1; m(q− 1))>qk′−2. The former case trivially implies that  is not a winning
k 0-state, hence it is a borderline winning k-state. The latter case, i.e., Vk′−2(0; 1; m(q−
1))>qk
′−2, implies that (0; 1; m(q − 1)) is borderline winning (k − 2)-state, hence by
Theorem 3 the state  is a borderline winning k-state.
Now we can prove Theorem 4.
Proof of Theorem 4. Let k be the minimum integer such that Vk(qi; 0; 0)6qk and
Vk−2(0; qi; 0)6qk−2: We have to prove that (qi; 0; 0) is a borderline winning k-state.
Notice that Vi+1(0; qi; 0)>qi+1; for any q>2 and for any i>1. Therefore Vk−2(0;
qi; 0)6qk−2 implies k − 2>i + 2; hence k>i + 4: Starting in the state (qi; 0; 0); after
i even splitting questions the resulting state is =(1; i(q − 1); ( i2(q − 1)2): Accord-
ingly, starting in the state (0; qi; 0); after i even splitting questions the resulting state is
(0; 1; i(q−1)): Moreover, from Corollary 1 we have Vk−i(1; i(q−1);
( i
2

(q−1)2)6qk−i
and Vk−i−2(0; 1; i(q− 1))6qk−i−2.
If i6(q−1); by Lemma 8 the state  is a borderline winning 4-state, hence (qi; 0; 0)
is a winning (i+4)-state. This, together with the proved inequality k>i+4, demonstrate
the claim for i6q− 1.
Now let i>q − 1. Recall that by the hypothesis it is q 6=2 6= i, then by Lemma 9,
the state  is a borderline winning (k− i)-state, hence (qi; 0; 0) is a borderline winning
k-state and we are nished.
For the sake of completeness we recall that the exceptional case q= i=2 was con-
sidered and solved in [6] by proving that N (4; 2; 2)=8.
5. Tight bounds for searching in spaces of arbitrary cardinality
In this section we give a very tight estimate for the minimum size of any winning
strategy in the case of search spaces of arbitrary cardinality, i.e., for the case of M
being not necessarily equal to qi. We prove that at most one question more than the
theoretical lower bound is sucient in order to be always able to successfully complete
the search, regardless of the strategy used by the opponent.
We need some preliminary technical results in order to prove the main theorem of
the section.
Lemma 10. For any i>1; and with the only exception of q=2; i=1; we have
N (qi+1; q; 2)6N (qi; q; 2) + 2:
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Proof. From Theorem 4, with the only exception of q = 2; i2f1; 2g, we have
N (qi; q; 2) =min

j:
j2(q− 1)2 − j(q− 3)(q− 1) + 2
2
6qj−i and
(j − 2)(q− 1) + 16qj−i−2

and
N (qi+1; q; 2) =min

j:
j2(q− 1)2 − j(q− 3)(q− 1) + 2
2
6qj−i−1 and
(j − 2)(q− 1) + 16qj−i−3

:
Let k =N (qi; q; 2); k1 =N (qi+1; q; 2) and
a=
k2(q− 1)2 − k(q− 3)(q− 1) + 2
2
and b= qk−i : (13)
Then by denition of k we have a6b and (k − 2)(q− 1) + 16qk−i−2. Notice that by
Theorem 3 we have k>i + 4.
We will prove that if k 0= k + 2 then
k
′2(q− 1)2 − k 0(q− 3)(q− 1) + 2
2
6qk
′−i−1 and
(k 0 − 2)(q− 1) + 16qk′−i−3; (14)
or, equivalently,
(k + 2)2(q− 1)2 − (k + 2)(q− 3)(q− 1) + 2
2
6qk−i+1 (15)
and
k(q− 1) + 16qk−i−1: (16)
Since k1 is the least integer such that conditions (14) holds we will get k16k 0= k+2,
concluding the proof.
Recalling the denition of a and b in (13) and the denition of k, inequality (15)
is equivalent to
a+
(4k + 4)(q− 1)2 − 2(q− 3)(q− 1)
2
6qb
or, more conveniently,
a+ (q− 1)[2k(q− 1) + q+ 1]6qb:
Since a6b, then it is sucient to prove that
b+ (q− 1)[2k(q− 1) + q+ 1]6qb
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which is equivalent to
(q− 1)[2k(q− 1) + q+ 1]6(q− 1)b;
2k(q− 1) + q+ 16b;
recalling that b= qk−i, this is equivalent to
2k(q− 1)6qk−i − q− 1;
from (k − 2)(q− 1) + 16qk−i−2, it follows that 2k(q− 1)62qk−i−2 + 4(q− 1)− 2,
then it is sucient to prove that
2qk−i−2 + 4(q− 1)− 26qk−i − q− 1;
that is
qk−i − 2qk−1−2 − 5q+ 5>0:
The last inequality is always true, for any q>2 and k − i>4. This concludes the rst
part of the proof. It remains to prove that k(q− 1) + 16qk−i−1. From the hypothesis
(k − 2)(q − 1) + 16qk−i−2 we obtain k(q − 1) + 16qk−i−2 + 2(q − 1), then we
need only to show that qk−i−2 + 2(q− 1)6qk−i−1 also holds, which is equivalent to
(qk−i−2 − 2)(q − 1)>0. The last inequality is always true when q>2 and k − i>4,
whence we have the desired result.
We now consider the cases q=2; i=1 and q=2; i=2. A direct examination shows
that, for q= i=2 we have k =N (qi; q; 2)=8 [6], moreover we have k1 =N (qi+1; q; 2)
=9, then k16k + 2, which concludes the proof.
Notice that, because of the exceptional solution for N (4; 2; 2) [6], the case q=2; i=1
violates the claim of the previous lemma, since N (2; 2; 2)=5 and N (4; 2; 2)=8>
N (2; 2; 2) + 2.
Lemma 11. Let i>q − 1. Then, except for the case q=2; i=1, we have N (qi +
qi−1; q; 2)=N (qi; q; 2) + 1.
Proof. Let n=N (qi; q; 2). First notice that ch(qi+qi−1; 0; 0)>n+1. Indeed for q 6=26=i,
by Theorem 4, the value n is the least integer such that Vn(qi; 0; 0)6qn and
Vn−2(0; qi; 0)6qn−2. A numerical analysis shows that this entails also Vn(qi+qi−1; 0; 0)
>qn. For q= i=2 we have n=8 and Vn(qi + qi−1; 0; 0)=V8(6; 0; 0)=296>256= qn.
Thus for any q; i; we have ch(qi + qi−1; 0; 0)>n+ 1. It follows straightforwardly that
N (qi+qi−1; q; 2)>n+1. Then, in order to prove the claim, we need only to demonstrate
that the state =(qi + qi−1; 0; 0) is a winning (n+ 1)-state.
From the hypothesis (qi; 0; 0) is a borderline winning n-state, then 0=(1; i(q −
1);
( i
2

(q− 1)2); is a winning (n− i)-state. Indeed, starting with (qi; 0; 0); after i even
splitting questions we reach the state 0, and by Corollary 1 we have Vn−1(0)6qn−i
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and Vn−i−2(0; 1; i(q − 1))6qn−i−2: Then, if i= q − 1 (respectively, i>q) Lemma 8
(resp. Lemma 9) entails that 0 is a winning (n− i)-state.
Moreover, starting in the state =(qi+qi−1; 0; 0), after i−1 even splitting questions
we attain the state
00=(s0; s1; s2)=

q+ 1; (q+ 1)(i − 1)(q− 1); (q+ 1)

i − 1
2

(q− 1)2

:
We will prove that 00 is a winning (n−i+2)-state, which entails that  is a winning
(n+ 1)-state, thus concluding the proof.
We compare 00 with the state
=(g0; g1; g2)=

q2; q2(i − 2)(q− 1); q2

i − 2
2

(q− 1)2

:
Notice that from state , after two even splitting questions we reach the state 0 which
we proved to be a winning (n− i)-state, then  is a winning (n− i + 2)-state.
First we consider the case q>3; i>4. We will prove that
(i) g0>s0,
(ii) g0 + g1>s0 + s1,
(iii) g0 + g1 + g2>s0 + s1 + s2
which, by Lemma 1, implies that 00 is a winning (n− i+2) state, concluding the case
q>3; i>4. Inequality (i) is straightforward because q2>q+ 1 for any q>2.
For (ii) we have to prove that q2 + q2(i− 2)(q− 1)>(q+1)+ (q+1)(i− 1)(q− 1)
which, after some computation, is equivalent to i(q3 − 2q2 + 1)>2q3 − 4q2 + q + 2,
i.e.,
i>
2q3 − 4q2 + q+ 2
q3 − 2q2 + 1 :
Since the expression on the right-hand side is always less than 3 for any q>3, by
taking i>3 we have the proof.
In order to prove condition (iii), which is g0 + g1 + g2>s0 + s1 + s2, we start by
considering the case q>4; i>4, and prove that g2>s2. This, together with (i) and
(ii) yields the proof of this subcase. Afterwards we will consider, separately, the case
q=3; i>4.
To prove that g2>s2, for any q>4, we have to prove that
q2

i − 2
2

(q− 1)2>(q+ 1)

i − 1
2

(q− 1)2:
By noticing that
i − 2
2

=

i − 1
2

− (i − 2);
the previous inequality becomes
q2

i − 1
2

(q− 1)2 − q2(i − 2)(q− 1)2>(q+ 1)

i − 1
2

(q− 1)2
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and for any q 6=1 we can divide by (q− 1) obtaining
(q2 − q− 1)

i − 1
2

>q2(i − 2)
and for i 6=2, by dividing for (i − 2) we get
(q2 − q− 1)i − (q2 − q− 1)>2q2
which is
i>
3q2 − q− 1
q2 − q− 1 :
The expression on the right-hand side is less than 4 for any q>4, then for any
i>4; q>4 this subcase is proved.
For q=3 the condition g2>s2 becomes 36
(i−2
2

>16
(i−1
2

and by following the same
procedure as before we obtain 10(i−1)>36 which is i> 4610>4. For the remaining case
q=3; i=4 we have g0 + g1 + g2 = 9 + 36 + 36=81>s0 + s1 + s2 = 4 + 24 + 48=76,
and we are done.
The case q=4; i=3 yields 00=(5; 30; 45) and =(16; 48; 0). From  with an even
splitting question we attain the winning (n − i + 1)-state 0=(4; 24; 36). From 00 by
using the question [(2; 8; 12) : (1; 8; 11) : (1; 7; 11) : (1; 7; 11)] the resulting possible states
are
0001 = (2; 11; 34); 
000
2 = (1; 12; 33); 
000
3 = (1; 11; 34); 
000
4 = (1; 11; 34)
and all of them, when compared to 0, turn out to be winning (n − i + 1)-states by
Lemma 1. Then 00 is a winning (n− i + 2)-state also in this case.
We now consider the case q=3 and i=3. We have 00=(4; 16; 16) and =(9; 18; 0).
Notice that from  with an even splitting question we get the state 00=(3; 12; 12),
which is a winning (n − i + 1)-state. From 00 by using the question = [(2; 10; 6) :
(1; 3; 5) : (1; 3; 5)] the possible resulting states are
(2; 12; 12); (1; 6; 18); (1; 6; 18)
that, compared to 00 are winning (n− i+1) states by Lemma 1. Then we have proved
that also in the case q=3; i=3 the state 00 is a winning (n− i + 2)-state.
The case q=3; i=2 yields 00=(4; 8; 0) and =(9; 0; 0). From Theorem 4,  is a
winning 6-state, and the state 000=(1; 4; 4), attained after two even splitting questions
from , is a winning 4-state. We have to prove that 00 is a winning 6-state too. From
state 00, by using the question [(2; 3; 0) : (1; 3; 0) : (1; 2; 0)], the resulting possible states
are
1 = (2; 5; 5) and 2 = (1; 6; 5) 3 = (1; 5; 6):
Then we have to prove that the states 1; 2 and 3 are winning 5-states. However, we
need just to consider the states 1 since the result for states 2 and 3, straightforwardly
follows by Lemma 1.
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By using question [(1; 3; 2) : (1; 2; 2) : (0; 0; 1)], the state 1 reduces to one of the
possible states
1 = (1; 4; 4); 2 = (1; 3; 5); 3 = (0; 2; 6):
By comparing these states to 000, by Lemma 1 we get that they all are winning 4-states.
Since there exists a question which reduces 1 to winning 4-states, then the state 1 is
a winning 5-state. Accordingly the state 00 is a winning 6-state, which concludes the
proof of this case.
It remains to prove the lemma when q=2. In this case we have
00=

3; 3(i − 1); 3

i − 1
2

:
The question
1 =

2; 2i − 3; 2

i − 1
2

− i

:

1; i;

i − 1
2

+ i

yields the two possible states
1 =

2; 2(i − 1); 2

i − 1
2

and 2 =

1; (i + 2);

i − 1
2

+ 3i − 3

:
From 1 with an even splitting question we attain the state (1; i;
( i
2

) which we proved
to be a winning (n− i)-state (the state 0 considered in the rst part of the proof).
From 2, the question
2 =

(0; 2; 2i) :

1; i;

i − 1
2

+ i − 3

yields the possible states
3 = (0; 3; 3i) and 4 =

1; i;

i
2

:
By the previous argument 4 is a winning (n− i)-state. Furthermore, by Lemma 1, the
state 3, by a comparison with the state (1; i;
( i
2

), turns out to be a winning (n−i)-state
too, for any i>6. Finally, for i2f2; : : : ; 5g the state 3 is a winning 6-state, whilst,
for the same values of i, the state (1; i;
( i
2

) is a winning (n− i)-state with (n− i)>6.
This concludes the proof also in the case q=2.
We are ready to give our evaluation of N (M; q; 2) for an arbitrary M . However, we
rst notice that if dlogq Me<q then we can obtain an exact result.
Theorem 5. If dlogq Me<q, then N (M; q; 2)= dlogq Me+ 4.
Proof. From Theorem 3 we obtain N (M; q; 2)>dlogq Me + 4. Let i= dlogq Me, then
i6q − 1. Moreover (M; 0; 0) is a substate of (qi; 0; 0), which is a winning (i + 4)-
state. Indeed after i even splitting questions the state (qi; 0; 0) reduces to the state
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(1; i(q−1); ( i2(q−1)2), which is a winning 4-state by Lemma8. Henceforth N (M; q; 2)
6i + 4, that concludes the proof.
For the general case we have the following result.
Theorem 6. Let blogq Mc>q− 1 and k be the least integer such that Vk(M; 0; 0)6qk
and Vk−2(0; M; 0)6qk−2, then
k6N (M; q; 2)6k + 1:
Proof. First, we prove that k is a lower bound for N (M; q; 2). Indeed let k 0= k−1.
Then from the hypothesis we have either Vk′(M; 0; 0)>qk
′
or Vk′−2(0; M; 0)>qk
′−2.
In the former case, by Theorem 1, we have N (M; q; 2)>k 0 + 1= k. Analogously, if
Vk′−2(0; M; 0)>qk
′−2 then N (M; q; 1)>k 0−2 + 1 and by Theorem 3 it follows that
N (M; q; 2)>k 0 + 1= k.
Let i= blogq Mc, then we have qi6M6qi+1 and by Lemma 2 and Theorem 4 we
get N (qi; q; 2)6k6N (M; q; 2)6N (qi+1; q; 2). Furthermore, by Lemma 10, except for
the case q=2; i=1, we obtain
N (qi; q; 2)6k6N (M; q; 2)6N (qi; q; 2) + 2: (17)
If k>N (qi; q; 2)+1, then from (17) we obtain the desired conclusion. If k =N (qi; q; 2)
and i>q−1, then by Lemma 11 we obtain M6(qi + qi−1), hence by Lemma 2 we
obtain k6N (M; q; 2)6N (qi+qi−1; q; 0)=N (qi; q; 0)+1= k+1, For the remaining case
q=2; i=1, the possible cases are M =2 and M =3. If M =2= qi then the conclusion
follows from Theorem 4. If M =3 then k =8 and we have k6N (3; 2; 2)6N (4; 2; 2)=
86k + 1, which concludes the proof.
6. Beating more powerful liars
We now consider the general case of an arbitrary number of lies.
In [2] Aigner proposed the following conjecture.
Conjecture 1 (Aigner [2]). Let N (M; q; e) denote the minimum number of q-ary ques-
tions for successfully searching in a set of cardinality M; when at most e lies are
allowed. Then; for arbitrary q; e and M = qi
N (M; q; e)=maxfi + 2e; ch(M; 0; : : : ; 0| {z }
e times
)g: (18)
If true, this would be a nice generalization of the main result of [2] to the case of
arbitrary e. Unfortunately, Conjecture 1 does not hold for arbitrary e. The following
two lemmas, indeed, give a counterexample for both \small e; large q" and \small q;
large e".
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Lemma 12. Conjecture 1 does not hold when q= i>5; and e=2.
Proof. For any q>5, we have ch(qq; 0; 0)= q + 4= q + 2e, thus Conjecture 1 would
give N (qq; q; 2)= q+ 4.
However, ch(0; qq; 0)= q+3, for any q>2 and by Corollary 2 the state (0; qq; 0) is
nice, therefore N (qq; q; 1)= q+ 3. Then our Theorem 3 gives N (qq; q; 2)>q+ 5. It is
worth noticing that by Theorem 4 it is indeed N (qq; q; 2)= q+ 5.
Lemma 13. Let q=2; M =24; then Conjecture 1 does not hold for any e>4.
Proof. We have ch(24; 0; 0; 0; 0)=15 and 4 + 2  4=12, then according to
Conjecture 1 N (24; 2; 4)=15. It was proved in [10] that N (24; 2; e)= 3e + 4, which
implies N (24; 2; 4)=16, contradicting Conjecture 1. We also notice that the result in
[10] entails N (24; 2; e)=e! 3, while (18) would get N (24; 2; e)=e! 2, as e grows.
6.1. An innite sequence of nice states
Table 1 shows an innite sequence of nice states, for any number of lies. These are
particular cases of nice states, since they satisfy the volume bound with equality, for
the number of questions equal to their character. In this respect they turn out to be a
sort of look up table to obtain upper bounds to the size of winning strategies for a
given state. Indeed they give us the basic ingredients to prove the main results of this
section.
Let si; j be the (i; j) entry of Table 1, with s1;1 as the leftmost upper corner entry.
Let i;m denote the state (si;1; si;2; : : : ; si;m). The number, say n, above the entry si;m
indicates that i;m is a winning n-state.
Table 1 is constructed as follows. The rst two columns are the initial conditions,
and are dened in order to have winning states satisfying the volume bound with
equality. The sequences of 1 and 0's, from the third row onwards, continue endlessly.
Table 1
Nice States satisfying volume bound with equality
i; j s; 1 s; 2 s; 3 s; 4   
1; 
1
q
3
q3−3q2 + 2q
5
q5−5q4 + 9q3−7q2 + 2q
7
q7−7q6 + 20q5−30q4 + 25q3−11q2 + 2q : : :
2;  1
2
(q− 1)2
4
q4−4q3 + 5q2−2q
6
q6−6q5 + 14q4−16q3 + 9q2−2q : : :
3;  1 0
3
(q−1)3
5
q5−5q4 + 9q3−7q2 + 2q : : :
4;  1 0 0
4
(q−1)4 : : :
...
...
...
...
...
. . .
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The state 2;2 is the rst state to be dened as the non-trivial winning 2-state
satisfying exactly the volume bound. Indeed, from 2;2 = (1; (q−1)2), the question
[(1; 0) : (q−1)  (0; q−1)], yields the two possible states (1; 0) and (0; q), which are
winning 0 and 1-states, respectively.
Finally, the state 1;2 is the one which yields 2;2, after an even splitting question.
The rest of Table 1 (which has to be thought of as continuing innitely) is completed
by means of the following rules:
For j>3
for i>2; si; j =(q−1)si−1; j−1
for i=1; s1; j =(q−1)2s1; j−1
(19)
Lemma 14. Any state in Table 1 is nice.
Proof. Trivially the states i;m with i>m are nal states. For i6m, let us consider
the state i;m, which satises the volume bound with equality for n questions, where
n=2m−i. We show that there exists a question which leads to new states satisfying
exactly the volume bound for n−1 questions.
Let i=1. For any m, the state 1; m satises exactly the volume bound for n=2m−1.
We show that by using an even splitting question we get the state 2; m, which satises
exactly the volume bound for n0=2m−2= n−1 questions. We prove the claim for any
component s1; j. The claim is obviously true for j=1; 2, by the way we have dened
1;2. Then for any j>3, the jth component of the state resulting from 1; m, by using
an even splitting question is (1=q)s1; j+(q−1)=qs1; j−1. Moreover, from (19), we have
1
q
s1; j +
q−1
q
s1; j−1 =
(q−1)2
q
s1; j−1 +
q−1
q
s1; j−1 = (q−1)s1; j−1 = s2; j :
For the state i;m, with i>2, we show that there is a question  such that the next
state is either i+1; m or i−1; m−1 (actually the latter state is (0; i−1; m−1)= (0; si−1;1;
: : : ; si−1; m−1); recall that the left most zeroes in the vector notation used for the states
are meaningless, i.e., the state i−1; m−1 is equivalent to the state (0; i−1; m−1)= (0;
si−1;1; : : : ; si−1; m−1)).
Dene = [1 : 2 :    : q] = [(a1; a2; : : : ; am) : (q−1)  (b1; b2; : : : ; bm)] where for any
i; ai and bi are recursively dened as follows:
a1 = si+1;1; a j = si+1; j−(q−1)bj−1; for j=2; 3; : : : ; m;
b1 = 0; b j = si−1; j−1−(q−2)bj−1−aj−1; for j=2; 3; : : : ; m:
It is apparent that the possible successive states, as a result of such a question, are
either i+1; m or i−1; m−1. It remains to prove that  is a feasible question, i.e., it
denes a partition of i;m.
We prove it, inductively, by showing that si; k = ak + (q−1)bk , for any k.
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This is trivially true for k =1. Suppose that it holds for k = j<m, then for k = j+1
we get
aj+1 + (q− 1)bj+1 = si+1; j+1−(q−1)bj + (q−1)si−1; j−(q−2)(q−1)bj−(q−1)aj
= si+1; j+1−(q−1)[(q−1)bj + aj] + (q−1)si−1; j
= (q−1)si; j−(q−1)si; j + (q−1)si−1; j
= si; j+1:
This proves that for any state in the table, satisfying the volume bound with equality
for n questions, there exists a question that leads to a new state which satises, exactly,
the volume bound for n−1 questions. By iterating exactly n times, we eventually reach
a nal state. The number of questions being exactly equal to the character of the state
considered, i.e., n, we have indeed proved that any state in Table 1 is nice.
6.2. Coping with more lies when M = qi
Now, we are ready to give some results for the problem of evaluating N (M; q; e),
for any e>3, when M = qi. More precisely, we shall prove that
 if i6q−1 then N (qi; q; e)= i + 2e;
 if q6i6minfq(q−2); 2(q−1)g then N (qi; q; e)= (i + 1) + 2e.
We start by giving lower bounds for N (qi; q; e).
Lemma 15. Let q>1. For any non-negative integer r let f(r; q)=
Pr
j=0 q
j−(r + 1).
Then f(r; q)<i6f(r + 1; q); if and only if ch(qi; 0)= (i + 2) + r.
Proof. The proof is by induction on r.
For r=0, the desired result follows by solving the system of inequalities:
Vi+2(qi; 0)6qi+2;
Vi+1(qi; 0)>qi+1
which is equivalent to
q2 − (i + 2)q+ (i + 1)>0;
qi > i:
Let the lemma be true for any r6k−1. Then f(k−1; q)<i6f(k; q) i ch(qi; 0)= i+
2+ k−1= i+1+ k, which entails that for i>f(k; q) we have V(i+1)+k(qi; 0)>q(i+1)+k .
Moreover, we have V(i+1)+(k+1)(qi; 0)6q(i+1)+(k+1), if and only if [(i+2)+ k](q−1)+
16qk+2, equivalently
qk+2−[(i + 2) + k]q+ [(i + 1) + k]>0
that, for q>1, has the solution
i6qk+1 + qk +   + q−(k + 1)=f(k + 1; q):
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Therefore, we have proved that for f(k; q)<i6f(k+1; q) it holds that ch(qi; 0)= (i+
2) + k, i.e., the statement holds also when r= k, which concludes the proof.
Corollary 3. Let q>2 and f(r; q) be dened as in Lemma 15. If f(r; q)<i6f(r +
1; q) then N (qi; q; e)>i + r + 2e.
Proof. When e=1, the conclusion follows straightforwardly by Lemma 15 and
Theorem 1. By using Theorem 3 we have the desired result for e>1.
Now we can prove the main results of this section.
Theorem 7. If M = qi and i6q−1 then N (M; q; e)= i + 2e.
Proof. From Corollary 3, by setting r=0, we get N (qi; q; e)>i+2e. We prove that the
converse is also true, i.e., N (qi; q; e)6i+2e. If we consider again the case e=1 after
asking i even splitting questions, the resulting state is (1; i(q−1)). Moreover, when
i6q−1, the state (1; i(q−1)) is a substate of (1; (q−1)2)= 2;2, which is a winning
2-state, from Table 1. In the case e>1, after i even splitting the resulting state is
(1;
( i
1

(q−1); ( i2(q−1)2; (13(q − 1)3; : : :) whose components grow at a rate less than
(i=2)(q−1). Since the components of the state 2; e+1 in Table 1, grow at a rate not
less than (q−1)2, then in the case i6q−1 and for any number of lies, the state we
get after i even splitting questions is always a substate of 2; e+1 which is a winning
2e-state. This concludes the proof.
Theorem 8. If M = qi and q6i6minfq(q−2); 2(q−1)g then N (M; q; e)= (i+1)+2e.
Proof. From Corollary 3, by setting r=1, we get N (M; q; e)>(i + 1) + 2e, when
i6q2 + q−2, which meets the hypothesis of the theorem since minfq(q−2); 2(q−1)g
6q2 + q−2.
We now prove that N (M; q; e)6(i + 1) + 2e. Indeed the state (qi; 0; : : : ; 0), after i
even splitting questions reduces to x=(1; i(q−1); ( i2(q− 1)2; : : : ; (ie(q−1)e).
By comparing this state with state 1; e+1, in Table 1 we note that for the second
component, i(q−1), we have
i(q−1)6q(q−1)(q−2) i i6q(q−2): (20)
Furthermore, the components of 1; e+1 grow at the rate r1 = (q−1)2, while the com-
ponents of x grow at a rate not greater than r2 = (i=2)(q−1).
Since r1>r2 whenever i62(q−1), then considering also (20) it follows that i6min
fq(q−2); 2(q−1)g entails that x is a substate of 1; e+1, which is a winning (2e + 1)-
state. Thus N (M; q; e)= (i + 1) + 2e.
As a corollary we obtain the following results when the cardinality of the solution
space, M , is not restricted to be a power of q.
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Corollary 4. For any non-negative integers M and e and any q>2; we have
(i) if d logq Me6q−1 then N (M; q; e)= dlogq Me+ 2e.
(ii) if q−1<dlogq Me6minfq(q − 2); 2(q − 1)g then dlogq Me + 2e6N (M; q; e)6
dlogq Me+ 1 + 2e.
Proof. (i) Let i= dlogq Me, then by Theorem 3 we get N (M; q; e)>i + 2e. More-
over (M; 0; 0) is a substate of (qi; 0; 0), and i6q−1, then by Theorem 7 we obtain
N (M; q; e)6i + 2e, which concludes the proof of (i).
(ii) Let i= dlogq Me, then qi−1<M6qi, with q−1<i6minfq(q−2); 2(q−1)g. Then
in view of the monotonicity of N (M; q; e), with respect to M , by Theorem 8 we have
the conclusion.
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