Introduction
Elspas started researching undirected graphs of fixed degree in 1964 [7] . Given a number of nodes and fixed degree of each node, the problem is to find the network with minimal diameter or minimal average distance between nodes. These measures were used in [8] as optimization criteria for a certain class of directed graphs.
Experimental results in [2] confirm their importance for all directed networks. The authors of [14] , [23] , [2] , [12] and [10] show, that directed networks have many practical applications, e.g. the implementation of divide-and-conquer algorithms.
Especially the case of degree 2 is interesting for hardware realization, since it allows the usage of parallel processors with 4 links, e.g. MIMD transputer SuperCluster and SIMD parallel computer MasPar.
Several networks with fixed degree and reduced diameter are well known: Special cases of De Bruijn networks [3] , [16] , [17] , Sneptrees [12] and single stage shuffleexchange networks with a perfect shuffle (omega network [11] , STARAN flip network [Bat76], Banyan networkּ [9] , [15] , shuffle networkּ [18] ). All these networks are topologically equivalent (isomorphic) and have diameter n for p n nodes and degree p (see [21] ). However according to Maekawa [13] it is still an open problem how to construct for a given processor number q, a network of minimal diameter. This paper partially solves this open problem by constructing directed networks of degree 2 and minimal diameter n, for q = 2 n +2 m -b, such that 2 n > 2 m > b and b™A 3 , b™A 5 for m = n-2, and b™A 6 for m = n-3, respectively. The sets A i are defined as A 1 = {2 j :j≥0}∪{0} and A i+1 = {a+b: aA i and bA 1 }, i.e. every A i is the set of those numbers having a binary representation using at most i ones. That means, for a given diameter we can construct networks connecting 50% more processors than networks known so far (e.g. the shuffle network).
The basic idea behind the proposed fixed-degree topology stems from a recursive construction methodology. This method has the property of retaining fixed degree and logarithmically increasing the diameter. As base case to this recursive construction, we use the set of networks having a small (≤9) number of nodes. For practical applications, optimizing the average distance instead of the worst case distance, i.e. the diameter, may be more interesting. Exhaustive search constructed networks of minimal average distance having up to (only) 12 nodes. Using the recursive technique on top of these small networks (of minimal average distance) we construct networks of nearly minimal average distance. For example, we can generate a family of networks of 12*2 n nodes such that the difference of the average distance to the theoretical lower bound is ≤ 0.05 for almost all expansions (n≥7).
For these families of expanded networks we present fast routing algorithms having logarithmic time complexity while using constant buffer size. Specifically, routing time complexity for q nodes is O((log q) 2 ) for arbitrary degree and O(log q) for degree 2, which is optimal since the lower bound for the minimal diameter is also O(log q). This paper is organized as follows. In chapter 2 we give the basic definitions. In chapter 3 we develop our expansion operator, which is the basic construction for further investigations. In chapter 4 we use the expansion operator to construct networks having p n +p m nodes and minimal diameter n, for all n>m and any degree p. In chapter 5 we extend our investigations for the special case of degree 2 and construct networks of minimal diameter for q = 2 n +2 m -b such that 2 n > 2 m > b and b  A 3 , bA 5 for m = n-2 and bA 6 for m = n-3, respectively. In chapter 6 we deal with the minimization of the average distance for degree 2. Finally, in chapter 7 we give fast routing algorithms for these families of expanded networks.
More detailed investigations on the topics above may be found in [4] , [5] , [6] , [19] .
Definitions
A network X of degree p is described by a set A X of q(X) nodes (processors) and a function f X : A X ≈ {1,2,..,p} ¯ A X , which calculates p successors (p>1) for each node. The function f X (x,y) is also called the y-th successor of x. The constant p is the number of (possibly identical) successors of a node. It is a function of X and called p(X). A network is called regular, if for every node, all its successors are distinct. The successor function f X can be extended for successors of depth k recursively by:
f X (x,yw) = f X ( f X (x,y),w) for all y{1,..,p}, w{1,..,p} k-1 .
The shuffle-exchange network can be described by: A X = {0,1,..,p n -1} and f X (x,y) = ( x*p + y -1 ) mod p n . If we denote the numbers by p-adic numbers, the successors of x 1 x 2 ..x n are x 2 ..x n k such that 0≤k≤p-1. They can be generated by a shuffle operation: x 1 x 2 ..x n x 2 ..x n x 1 and an exchange operation on the last digit.
This network can easily be generalized for any number of processors:
A Y = {0,1,..,q-1} and f Y (x,y) = ( x*p + y -1 ) mod q, where xA Y , y{1,..,p}. We denote this network by generalized shuffle-exchange. The generalized shuffle-exchange network is regular, if and only if p ≤ q. Table 1 defines two networks X 5 and X 9 , which are also illustrated in Figure 1 . The following definition of the measures uses these networks as examples.
The distance d(x,y) between to nodes x and y is the length of the shortest path from x to y. The distance of a node to itself is defined as zero.
The distance between 0 and 3 in X 5 is 2, as no one of the successors of 0 is 3, but 0¯4¯3 is a path from 0 to 3 of length 2.
The diameter Ø(X) is the maximal distance between two nodes in a network: Ø(X) = max { d(x,y): x,y  A X } . It is Ø(X 5 ) = 2 and Ø(X 9 ) = 3.
A network has minimal diameter, if there is no other network of the same degree having the same number of nodes and smaller diameter. X 5 and X 9 both have minimal diameter.
The average distance a(X) is calculated as the sum of all distances between all possible pairs of nodes divided by the square of the number of nodes:
The number of binary cycles b(X) is the number of cycles of length two. X 5 has 5 binary cycles and X 9 the following six: 0¯1¯0, 1¯2¯1, 3¯4¯3, 4¯5¯4, 6¯7¯6 and 7¯8¯7. Therefore b(X 9 ) = 6. Table 2 gives examples of further networks X 3 , X 4 and X 6 having p=2 and q=3,4,6. Table 3 shows, that these networks have better measures than the corresponding generalized shuffle-exchange network for the same p and q.
These examples show, that the generalized shuffle-exchange network is not the optimal network. But while the generalized shuffle-exchange is a universal concept for any number of nodes and any degree, only exhaustive search found the other nteworks.
The next section describes a uniform construction of how to optimally expand particular networks like these.
The Expansion-theorem

Theorem 1
For each network X there is a uniformly expanded network Z of same degree having q(X) * p(X) nodes and a diameter increased only by one:
Moreover, Z is a regular network.
Proof
We define the expansion Z by the set of nodes A Z = A X ≈ {1,2,..,p} and the successor-function f Z given by f Z ((x, y), z) = (f X (x,y),z). Now we prove, that the measures of Z can be derived from those of X.
q(Z) = q(X)*p(X)
As A X has q(X) and {1,2,..,p} p(X) elements, the set-product A Z = A X ≈ {1,2,..,p} has q(X)*p(X) elements.
p(Z) = p(X)
This holds by definition of Z.
Ø(Z) = Ø(X)+1
Let p(X)>1. For any two nodes (x 0 ,y 0 ), (x e ,y e )  A Z and x 1 = f X (x 0 ,y 0 )  A X , there is a path x 1 ¯ x 2 ¯..¯ x k in X of length k-1 such that x k = x e and k-1 ≤ Ø(X). That is, for each h<k, there is a y h satisfying f X (x h , y h ) = x h+1 . The sequence (x 0 ,y 0 ) ¯ (x 1 ,y 1 ) ¯ (x 2 , y 2 ) ¯ .. ¯ (x k , y k ) = (x e , y e ) is then a path in Z of the length k. This can be verified, as for all h<k the following equation holds:
f Z ((x h ,y h ),y h+1 ) = (f X (x h ,y h ),y h+1 ) = (x h+1 ,y h+1 ) . It remains to be shown, that there are two nodes having distance Ø(X)+1. First two nodes x 1 and x e are selected from A X that have distance Ø(X) in X. Then there are a node x 0 and an edge y 0 in A X satisfying f X (x 0 , y 0 ) = x 1 . Select y e ≠ y 0 . For any path (x 0 ,y 0 ) ¯ (x 1 ,y 1 ) ¯ (x 2 ,y 2 ) ¯ .. ¯ (x k ,y k ) = (x e ,y e ), the path has either length 0 (which would imply (x 0 ,y 0 ) = (x e ,y e ) and y 0 = y e in contradiction to the choice of y e ) or the path defines a path x 1 ¯ x 2 ¯ .. ¯ x k in X from x 1 to x e = x k . So k must be at least Ø(X) + 1 and the distance of (x 0 ,y 0 ) and (x e ,y e ) is Ø(X)+1.
b(Z) = b(X)
For each binary cycle x¯y¯x in X, there are s and t such that y = f X (x,s) and x = f X (y,t). So (x,s)¯(y,t)¯(x,s) is a binary cycle in Z. Obviously it is different from those binary cycles generated by other binary cycles in X. Equality holds, as each binary cycle (x,s)¯(y,t)¯(x,s) in Z implies, that x¯y¯x is a binary cycle in X. (If y is successor of x via two connections s and s´, the cycle x¯y¯x counts twice, and so on. The only exception is a node being twice its own successor: Then b(Z)>b(X).)
a(Z) ≤ a(X)+1
For all (x,s) and (y,t), d Z ((x,s),(y,t)) ≤ 1 + d X (f X (x,s),y). So for the sum of all terms d Z ((x,s),(y,t)), the following equation holds:
The first term is equal to the ∑ 1 over all arcs of Z, and the second term sums the distance term over all combinations of pairs of arcs in X and pairs of nodes in X. Dividing both sides by q(Z) 2 = q(X) 2 * p(X) 2 , the result on the left side is a(Z):
Finally Z is regular by definition of the successor function f Z .
Theorem 1 applied n times gives:
Corollary
For each network X having p(X)>1 and all n>0, there is a regular network Z = Ex(X,n) such that: p(Z) = p(X), q(Z) = q(X)*p(X) n , a(Z) ≤ a(X)+n, b(Z) = b(X) and Ø(Z) = Ø(X)+n.
Minimizing diameter
Optimization can be done for any measure. One interesting question is to find the minimal diameter. For a network X having q(X) nodes and diameter Ø(X), we get:
. Hence for each network having more than (p n+1 -1)/(p-1) nodes, the diameter has to be at least n+1. On the other hand given q{p m-1 +1,..,p m }, the generalized shuffle-exchange network for q nodes has diameter m: The nodes are {0,1,2,..,q-1} and the successors of depth 1 to any node x are (x * p+a 0 ) mod q, a 0 =0,..,p-1. The successors of depth k of x are of the form (x * p k +a k-1* p k-1 +..+a 0 ) mod q = (x * p k +y k ) mod q such that a 0 , a 1 , .., a k {0,1,.., p-1} and y k {0,..,p k -1}. For k = m, the successors of depth m are of the form (x * p m + y m ) mod q for some y m {0,..,p m -1}. For each pair of nodes x, y there is a solution y m and the equality y = (x * p m + y m ) mod q holds, because y m can take q different values modulo q. Therefore we can conclude, that for q{(p n+1 -1)/(p-1) +1,...,p n+1 }, the generalized shuffle-exchange network has minimal diameter. Figure 2 gives a summary of these results.
Theorem 2
For all p, there is a network X having p n +1 nodes, degree p and diameter n.
Proof
The shuffle-exchange network can be represented by the set A Y of p-adic n-digit numbers a 1 a 2 ..a n and a function f Y (a 1 a 2 a 3 ..a n-1 a n ,k+1)= a 2 a 3 ..a n-1 a n k, where k= 0,..,p-1. There are nodes y k = kk..k satisfying f Y (y k ,k+1) = y k . These connections are redundant and allow for the introduction of a new node z in the following way:
A X = A Y˙{ z}, f X (y k ,k+1)=z, for k = 0,1,..,p-1, f X (z,k+1)=y k , for k = 0,1,..,p-1, f X (x,h)=f Y (x,h), for any other case (x  A X -{y h-1 }). In the following we give a sketch of the proof, that the diameter is still n: Distance between x,y A Y :
There is a path of length n in A Y from x to y. Replacing all repetitions y´¯y k¯yk¯y´´ by y´¯y k¯y´´ we get a path in A X of length n or less. Distance between xA X and z:
x is of the form a 1 a 2 .. a n-1 k. There is a path of length ≤ n-1 from x to y k = kk..k by successively choosing the (k+1) th successor. Then d(y k ,z)=1 implies d(x,z)≤n. Distance between z and x  A X :
x is of the form k a 1 a 2 .. a n-1 . There is a path of length ≤ n-1 from y k = kk .. k to x by successively choosing in the i-th step the (a i +1) th successor. d(z,y k )=1 implies d(z,x) ≤ n. So for all x,y from X, the distance d(x,y) is smaller or equal to n, i.e. Ø(X)=n.
Corollary
For all m<n, there is a network having p n +p m nodes and diameter n.
Proof
Calculate X for p n-m +1 nodes as in Theorem 2 and expand the network m times.
Minimizing the diameter in networks of degree two
Theorem 3
There are networks having 2 n +2 m -2 i , 2 n +2 m -2 i -2 j and 2 n +2 m -2 i -2 j -2 k nodes, degree 2 and diameter n where n>m>i>j>k.
Proof
If a regular network has a binary cycle (for example x¯y¯x) it can be replaced by a single node z having the preceeding and succeeding nodes of both x and y, that is changing the connections z 1¯x¯z2 , z 3¯y¯z4 and x¯y¯x to z 1¯z¯z2 and z 3¯z¯z4 . Obviously this substitution does not increase the diameter, but it decreases the number of binary cycles by at most one. Figure 3 illustrates this process. The result of this process is not necessarily regular, but after expanding once (according to Theorem 1) it is regular again. Combining this with the corollary of Theorem 1, it is possible given a network having q nodes, b binary cycles and diameter n to construct a network having q * 2 i -2 i nodes, b-1 binary cycles and diameter n+i for any i≥0. The idea is now to construct the network by alternately using the expansion theorem and the knot-reduction, that is to transform a q-node network to a (q * 2 i -2 j )-node network (0≤j≤i) as often as necessary and possible. The number of these transformations is limited by the number of binary cycles. This construction starts with a network having 2 n +1 nodes and three binary cycles. All shuffle-exchange networks are expansions of the 2-node-network, which has one binary cycle. So they all have one binary cycle. Adding one new node z according to Theorem 2, this node is connected to 2 (generally p) other nodes by binary cycles. Hence, there are networks having 2 n´+ 2 m´ nodes, 3 binary cycles and diameter n´ for all 0≤m´<n´ (cf. corollary of Theorem 2). It follows, that there are networks having 2 n´+i +2 m´+i -2 i nodes, 2 binary cycles and diameter n´+i, i.e. there are networks having 2 n +2 m -2 i nodes, 2 binary cycles and diameter n for any n>m>i≥0. Accordingly there are networks having diameter n, 2 n +2 m -2 i -2 j nodes, one binary cycle. Also there are networks having 2 n +2 m -2 i -2 j -2 k nodes and diameter n, for any n>m>i>j>k .
Corollary
1)
There are also networks Z having 2 n +2 n-2 -a and 2 n +2 n-3 -b nodes, diameter n, a and b having at most 5 and 6 binary digits, respectively, a<2 n-2 , b<2 n-3 . 2) For all y{0,..,2 4 }and n > 4, there are networks having 2 n +y nodes and diameter n. Proof 1) Use the networks X 5 or X 9 for Theorem 3 and the fact, that they have 5 and 6 binary cycles, respectively. 2) Each number m  {1,2,3,..,16} is an expression of the form 2 h , 2 h -2 i , 2 h -2 i -2 j or 2 h -2 i -2 j -2 k where 0 ≤ k ≤ j ≤ i < h ≤ 4.
Theorem 4
The diameter of a network having 2 n+1 -1 nodes, n>1 and degree 2 is greater than n.
Proof
The contrary is assumed, X shall be a network having degree 2, diameter n and 2 n+1 -1 nodes. Two arbitrary nodes x and y have the distance d(x,y) ≤ n. The number of distinct paths of length ≤ n from x to other nodes is 1+ 2+ .. +2 n = 2 n+1 -1. As every node y is reached within n steps, there can only be one unique path from x to y of length ≤ n. We denote this property by (*) and show in the following, that (*) does not hold for any n > 1. Selecting an arbitrary node x 0 and its two successors x 1 and x 2 , the network can be presented as a tree consisting of x 0 and two subtrees. One subtree consists of all nodes y satisfying d(x 1 ,y)<n and the other one of all nodes y satisfying d(x 2 ,y)<n. Figure 4 illustrates this. Node x 2 has besides x 0 another preceeding node x 3 . x 3 can not be a member of the subtree of x 2 , because this would imply, that besides the 0-step path from x 2 to itself there is another path of length ≤ n. x 3 has to be at the bottom of the subtree of x 1 , because only the nodes at the bottom of a subtree have successors outside of it and x 2 is outside of the subtree. x 3 has another successor x 4 , which is outside of the subtree of x 1 , because x 1 ¯..¯x 3¯x4 is a path of length n and there can not be another path of length ≤ n according to (*). x 4 can not be in the subtree of x 2 , because then there is a path from x 3 to x 4 via x 2 , which is not longer than n steps and an alternative to x 3¯x4 , this violates (*). Finally x 4 =x 0 implies that x 3¯x2 and x 3¯x0¯x2 are two distinct paths, (*) is violated again. So there is only for n=1 a network such that q(X)=2 n+1 -1 and Ø(X)=n.
Corollary
The generalized shuffle-exchange network has minimal diameter for q = 2 n -1 and q = 2 n nodes.
Remark
We checked by computer, that there are no networks having 13 or 14 nodes, degree 2 and diameter 3.
Summary of results
Applying Theorems 3 and 4 on small natural numbers, we get as a result the following Figure 5 illustrates this graphically.
Constructing networks having nearly minimal average distance
For practical applications it may be more interesting to optimize the average distance instead of the worst case distance, i.e. the diameter. By exhaustive search using a computer we can construct networks of minimal average distance and up to (only) 12 nodes. Again, by expanding these small networks of minimal average distance we construct networks having nearly minimal average distance. The function log(x) denotes µy.(2 y+1 > x). The minimal average distance for a network of r nodes is denoted by A(r) = µc.( aeX: c = a(X) and X has r nodes). Obviously, the average distance of a fixed node x to all other nodes is minimal, iff #{f(x,w) | w{1,2} i , i<Ø(X)} = 1+2+2 2 +..+2 Ø(X)-1 , i.e. in the binary tree of successors of depth Ø(X) are no repetitions but in the leaves. Hence the minimal average distance of a fixed node x to all other nodes is A X (r) = log(r) + (2 +log(r) -2 log(r)+1 ) / r. Moreover, k(r) = log(r) -2 log(r)+1 / r is a lower bound for A x (r) and k(r) is independent of x. So we can conclude that k(r) is also a lower bound for A(r). It is easy to compute, that k(2 * r) = 1+k(r). We define ∆(X) = a(X) -k(q(X)) as the difference between the average distance and the theoretical lower bound on the optimal average distance, i.e. ∆(X) is not the exact difference between A(X) and the minimal average distance for a network of q(X) nodes, but an upper bound for this difference. By that we can conclude, that ∆(Ex(X,n)) ≤ ∆(X), because k increases by n while the average distances increases n or less (cf. corollary of Theorem 1). Table 4 shows the values of ∆ for some selected networks Y k of k nodes (k = 4,5,.., 12). The tough approximation of the theoretical lower bounds by the expanded networks is impressive, e.g. ∆(Ex (Y 12 ,7) ) ≤ 0.05. This suggests, that an improvement for these networks is very hard and scarcely worth while. The relatively large numbers of ∆(Y r ) on the first line are an approximation-error of k(r), because all Y r (for r=4,..,12) already have minimal average distance (a(Y r ) = A(r)). This result justifies once more the method of constructing optimized small networks and expanding them afterwards. But we should notice, that the average distance of Ex(Y 2 * r ,n) (r*2 n nodes) may still be better than that of Ex(Y r ,n+1):
∆(Ex(Y 4 ,7)) = 0.24 > 0.17 = ∆(Ex (Y 8 ,6) ). That means, exhaustive search is favourable as far as it is possible.
In [5] we have published a list of networks having 2,3,..,12 nodes and minimal average distance.
Routing in networks of the form Ex(X,n)
The routing problem considered here is sending messages from each node x to a node π(x), where π is a permutation on the set of nodes. One communication step allows each node to send one message to one successor or to receive one message from one preceeding node. The number of communication steps used in the worst case is the time complexity of the algorithm. An algorithm for a set {X 0 , X 1 , X 2 , ..} of networks has constant buffersize, if there is a constant k, so that for all permutations π and all networks X n , the routing does never store more than k messages at one time in a node.
Theorem 5
If X is a network having degree 2, q(X) nodes and a diameter less then 1+log 2 (q(X)), then the routing of any permutation in a network Y = Ex(X,n) can be realized within 5*q(X) 2 *n steps and buffersize 5*q(X).
Proof
The algorithm consists of two parts. In the first part, every message is routed to a certain destination class, in the second part, they are sorted within the destination classes. First part: All messages can be routed within 3*q(X) 2 *n steps into the correct K-class of its destination. Let B be a set of messages, so that each two distinct messages i,jB have origin and destination in different K-classes. Then there is a permutation p on K-classes , so that for every iB the permutation p maps the origin-class of i to the destination class of i. As the architecture modulo the K-classes is isomorphic to the shuffle-exchange network, the following result can be used: According to [21] every permutation on a shuffle-exchange network is a sequence of k ≤ 3*n-1 permutations p 1 ,..,p k directly executable by the shuffle-exchange network: ∀x∀m≤k: p m (x){f se (x,1), f se (x,2)}. Using these k permutations, the following algorithm is constructed for the set B: Send each message of B in the m-th step from its momentary node (a, b 1 , b 2 , .., b n ) to the successor-node (f X (a,b 1 ), b 2 , .., b n , p m (b 1 , b 2 , .., b n )). As all p m are permutations, at every step at most one message of B is in a K-class. Hence at every step each node (member of a K-class) has to send at most one message. Now we will extend the upper result in order to route a permutation. Since a permutation is a bijective function, for each K-class K, there are q(X) messages having their origin in K and q(X) messages having their destination in K. So it is necessary to split the set of messages to be routed into q(X) 2 sets satisfying the condition for B above. Hence, the first step is performed within 3*q(X) 2 *n parallel steps and uses a buffersize of at most 2*q(X)+1 messages per node.
Second part: If in every K-class there are q(X) messages having different destinations within the same K-class, than they can be distributed to these destinations within 4*n*q(X) parallel steps and 5*q(X) buffersize. See [6] for the algorithm.
As the second part is not necessary for q(X)=1, 5*q(X) 2 *n parallel steps is a general upper bound to 3*q(X) 2 *n+4*q(X)*n. The buffersize is always limited by 5*q(X).
Remark
There is an algorithm for any degree p and any expanion n in [6] having logarithmic time complexity O(n 2 + n*p Ø(X) ) while using constant buffersize. The use of the Expansion-theorem might disable the original routing algorithms on X, but it enables the above presented algorithm on the whole family of the Ex(X,n) having logarithmic time complexity (O(n) = O(log q(Ex(X,n)))) while using constant buffer size (depending only on X).
Conclusion
This paper proposed a method to construct directed networks (with degree = 2) having minimal diameter n and number of nodes q = 2 n +2 m -b, so that 2 n > 2 m > b and b  A 3 , bA 5 for m = n-2, and bA 6 for m = n-3, respectively. Therefore for all n, we have constructed a dense set of networks with minimal diameter and size q{2 n -1,..., 2 n +2 n-1 } (except for q=81 in the range q≤160). We conjecture, that for all n and q{2 n +2 n-1 +1,...,2 n+1 } the minimal diameter is n+1, which would mean that for such q the generalized shuffle-exchange network has minimal diameter. We have proven, that this conjecture is true for n{1,2,3} or q{2 n+1 -1,2 n+1 }. In this sense, we almost solved the open problem of Maekawa, how to construct for any given number of processors a network having minimal diameter.
The Expansion-theorem allows to construct networks with minimal diameter and almost optimal average distance by optimizing small ones (through exhaustive search) and expanding these optimized networks. For example, there is a network with 12 nodes such that the difference of the average distance to the theoretical lower bound is ≤ 0.05 for almost all expansions (n≥7).
Moreover, we have given fast routing algorithms for these networks with constant buffer size, respectively, and time complexity either O((log q(X)) 2 Table 4 :
Difference D between average distance of a constructed network and a theoretical lower bound, respectively.
