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CONSTRUCTION OF MAXIMAL HYPERSURFACES WITH
BOUNDARY CONDITIONS
BEN LAMBERT
Abstract
We construct maximal hypersurfaces with a Neumann boundary condition in Minkowski
space via mean curvature flow. In doing this we give general conditions for long time exis-
tence of the flow with boundary conditions with assumptions on the curvature of a Lorentz
boundary manifold.
1. Introduction and notation
In this paper we use Mean Curvature Flow (MCF) with a Neumann boundary
condition to construct maximal hypersurfaces with boundary in Minkowski space
Rn+11 for n ≥ 2, which are perpendicular to a given Lorentz surface, Σ at their
boundary. Maximal surfaces are well known to be useful in the study of semi-
Riemannian manifolds and mathematical relativity. A famous example in which
these surfaces play a central part is the first proof of the positive mass conjecture
by Schoen–Yau [22]. Correspondingly the existence and properties of such surfaces
have been well studied, and we do not give a full literature review here. We men-
tion Bartnik [2], for existence of entire maximal hypersurfaces in asymptotically
flat spacetimes, Bartnik and Simon [3] where solvability of the Dirichlet problem
in Minkowski space was proven, and Gerhardt [12] for the existence of foliations
of constant mean curvature and the solvability of the Dirichlet problem in curved
spacetimes. Ecker and Huisken [9] first used a parabolic prescribed mean curvature
flow to construct surfaces of prescribed mean curvature, and the assumptions on
ambient manifolds for such flows have been weakened by Gerhardt [13]. Conditions
for construction of constant mean curvature surfaces in Minkowski space by a per-
scribed mean curvature flow in the noncompact case has been studied by Aarons[1].
The Dirichlet boundary problem for MCF in spaces of indefinite metric has been
considered by Ecker [5, 6].
Neumann boundary conditions for MCF in Euclidean space have been stud-
ied in various situations, and many tools of classical MCF singularity analysis now
have a Neumann boundary condition couterpart, see for example the works of Stahl
[23][24], Buckland [4] and Edelen [10]. Graphical Euclidean MCF with a perpendic-
ular Neumann boundary condition has also been studied over compact domains by
Huisken [16], and over halfspaces by Wheeler [27] and in the rotationally symmetric
case by Wheeler [28]. Graphs over Killing vector fields have also been considered
by Lira and Wanderly [21] and also the author [18]. Mixed Neumann and Dirichlet
boundary conditions have also been considered by Wheeler and Wheeler [26], see
also the rotational case by Wheeler [28]. MCF with a Neumann boundary condi-
tion in Minkowski space has also been investigated by the author in the standard
graphical case [17] and within a cone boundary manifold [19].
We require two properties of MCF to construct our maximal hypersurfaces, firstly
that the flow stays in a bounded region of Minkowski space, and secondly that the
flowing hypersurface remains strictly spacelike (which then implies the flow exists
for all time). The first of these may be achieved by assuming the existence of
suitable comparison solutions. The second requirement will be proven in the form
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2 BEN LAMBERT
of a gradient estimate (for similar estimates, see for example [2, 9, 13, 7, 8]) under
a curvature assumption on the boundary manifold, which in dimension 2 is akin to
mean convexity. We remark that the flow is still interesting in the absence of some
of these assumptions, for example, we may get convergence to homothetic solutions
(see [19]), and that the estimates in this paper may still be of interest in some such
situations. If the flow remains in a bounded region, then for any sequence of times
we may find a subsequence ti such that Mti converges to a maximal surface. To
obtain better convergence, for example convergence of the whole flow, we need to
assume that the maximal surface is stable under the flow, see the final section of
this paper for a discussion of stability issues.
Suppose Σ ⊂ Rn+11 is a semi-Riemannian hypersurface with a spacelike unit
normal µ and Mn a compact manifold with boundary ∂M . We suppose we are given
F0 : M
n → Rn+11 , an initial spacelike embedding of Mn such that F0(∂Mn) ⊂ Σ.
Let F : Mn × [0, T )→ Rn+11 be such that
(1)

dF
dt = H = Hν ∀(x, t) ∈Mn × [0, T ]
F(·, 0) = F0
F(x, t) ⊂ Σ ∀(x, t) ∈ ∂Mn × [0, T ]
〈ν, µ ◦ F〉 (x, t) = 0 ∀(x, t) ∈ ∂Mn × [0, T ] ,
then F moves by Mean Curvature Flow with a Neumann free boundary condition
Σ (here ν(x, t) is the normal to F at time t, and H is the mean curvature with
respect to ν). As is standard, we will write Mt for the image of F (·, t). From here
onwards we will assume that Σ is topologically a cylinder, and Mn is topologically
a n-ball. We will also assume that F0 satisfies the compatibility condition that at
the boundary 〈ν|t=0, µ ◦ F0〉 = 0.
We will need various geometric quantities on various manifolds. A bar will imply
quantities on Rn+11 , for example ∆,∇, . . . and so on; no extra markings ∆,∇, . . .
will refer to geometric quantities on Mt our flowing surface at time t and for any
other manifold Z ∆Z ,∇Z , . . . etc. will refer to the Laplacian, covariant derivatives,
. . . on Z.
We state the main theorem of this paper:
Theorem 1. Suppose that Σ satisfies Conditions 1 and 2 below, and F0 is a smooth,
spacelike, compatible initial embedding. Suppose there exist comparison solutions
such that the flowing hypersurface Mt remains in a compact region of Rn+11 . Then
a solution to (1) exists for T = ∞ which is smooth with uniform bounds on all
derivatives. Furthermore there exists a sequence ti → ∞ such that Mti → M∞
where M∞ is a smooth maximal surface satisfying the boundary condition. If for
all p ∈ ∂M∞, AΣ(ν∞, ν∞)|p > 0 then the whole flow converges to M∞ in the sense
that Mt →M∞ smoothly as t→∞.
The Theorem is proven as follows: In Section 2 we show that the above flow
is equivalent to a quasilinear PDE, which leads to short time existence for the
flow, Proposition 3, and indicates that the key to obtaining the long time existence
above is a suitable gradient estimate. In Section 3 we determine what constitutes a
comparison solution with boundary conditions, see equation (7) and Proposition 4.
In Section 4 we collect the necessary evolution equations and boundary derivatives.
In Section 5 we use an iteration argument to prove suitable estimates on the mean
curvature culminating in Proposition 11. We then use Proposition 11 to prove the
gradient estimate, Theorem 15, which demonstrates that the above flow exists for
all time and is uniformly smooth, see Corollary 16. In Section 6 we prove sequential
convergence and construct comparison solutions to give conditions for stability of
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maximal surfaces under MCF, which then give convergence criteria for the whole
flow, see Lemma 22 and Corollary 23.
In the case that the flow does not stay in a compact region, we may still use the
estimates obtained to infer long time existence, see for example Corollary 17 which
states that if Σ satisfies Conditions 1 and 2 below, either a solution to (1) exists
for T =∞, or its graph function becomes unbounded in finite time.
We must assume some bounds on the geometry of Σ. In the absence of any
such assumptions we may construct the following example of singular behaviour:
In R21 we parametrise a “death’s trumpet” boundary manifold Σ given graphically
by y = log sinh |x|. Σ has been chosen so that the Minkowski equivalent of the grim
reaper solution to MCF given by u(x, t) = log coshx + t is perpendicular to Σ at
all (x, t) such that u and Σ intersect. Then starting at any negative time the grim
reaper gives the solution to (1) in Figure 1. At time t = 0 we see that this solution
Figure 1. Grim reaper solution moving inside the death’s trum-
pet boundary.
is tangent to the light cone at infinity, and the Neumann boundary condition is no
longer defined. We are able to continue the flow for t > 0 on the interior but we no
longer have a boundary to speak of and the flowing manifold is no longer strictly
spacelike.
We now define our curvature conditions on Σ. We agree that the signs on the
second fundamental form on Mt and Σ are given by A(V,W ) =
〈∇V ν,W〉 and
AΣ(V,W ) =
〈∇V µ,W〉 respectively. We will also sometimes write A( ∂F∂xi , ∂F∂xj ) =
hij , and |A| for the tensor norm of A(·, ·). One possible condition we could impose
on Σ is convexity, and this immediately allows application of a maximum principle
to get a spacelike flow, but is extremely restrictive in terms of allowed Σ. Instead
we assume the following weaker curvature conditions:
Condition 1 (Curvature assumptions on Σ). The curvature of Σ is uniformly
bounded and there exists a smooth timelike unit vector field V on Rn+11 , such that
for all p ∈ Σ
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(i) V (p) ∈ TpΣ,
(ii) V (p) is an eigenvector of the second fundamental form of AΣ(·, ·)|p, and
(iii) ∇µV |p = 0 .
At a point p ∈ Σ, let WI for 1 ≤ I ≤ n−1 be the remaining (spacelike) eigenvectors
of AΣ(·, ·). We assume that for 1 ≤ I ≤ n− 1 the curvature satisfies
AΣ(WI ,WI) +A
Σ(V, V ) ≥ 0 .
This allows significantly more varied boundary manifolds than a convexity as-
sumption, and is similar to 2-convexity.
We define Σˆ to be the open region of Rn+11 such that ∂Σˆ = Σ and µ points out
of Σˆ. We will require coordinates on Σˆ:
Definition 1. We define a smooth diffeomorphism F : Ω×R→ Σˆ ⊂ Rn+11 , where
Ω ⊂⊂ Rn is open and bounded with smooth boundary ∂Ω, to be a spacelike foliation
compatible with the boundary if:
(i) The image of ∂Ω× R under F is Σ.
(ii) Let xi, i = 1, . . . , n be coordinates on Ω and let λ parametrize R then we
assume
〈
∂F
∂λ ,
∂F
∂xi
〉
= 0 and that F (·, λ) is a spacelike hypersurface with
normal in the timelike direction ∂F∂λ , and there exists a uniform constant
CF > 0 such that −
∣∣∣∂F∂λ ∣∣∣2 > CF > 0.
(iii) If γ is the outward unit normal to ∂Ω then γi ∂F∂xi is in the direction µ.
(iv) All geometric quantities on the hypersurfaces F (·, λ), for example positiv-
ity of the metric and bounds on the curvature, may be uniformly bounded
in λ.
In section 6 we explicitly calculate examples of compatible foliations in the case
that Σ is rotationally symmetric.
Given a compatible foliation as above, one may construct the smooth time func-
tion τ : Rn+11 → R defined by τ(y) = P (F
−1
(y)) where P : Ω × R → R is the
standard projection. Such a τ satisfies ∇µτ = 0 on Σ, and in fact ∇τ =
∣∣∣∂F∂λ ∣∣∣−2 ∂F∂λ .
We will write the lapse function ψ =
√
−
∣∣∣∂F∂λ ∣∣∣2.
For any compatible spacelike foliation, we define the normal vector field
Vˆ := ψ−1
∂F
∂λ
.
Condition 2 (Existence of a compatible foliation). There exists a spacelike folia-
tion compatible with the boundary such that there exists a constant CV > 1 such
that 1 ≤ |
〈
V, Vˆ
〉
| ≤ CV , where V is the unit vector field from Condition 1.
We define two notions of gradient, v = −〈V, ν〉 and vˆ = −
〈
Vˆ , ν
〉
, where we
choose signs on V and Vˆ such that these functions are both positive.
Remark 1. Due to the above condition, it is easy to see that there exists a C˜V
depending only on CV such that
1
C˜V
v ≤ vˆ ≤ C˜V v .
Remark 2. We observe that as in [9, Equation (3)] if T is any p-tensor defined on
Rn+11 and TM is the restriction of T to Mt, we may estimate |TM | ≤ vp|T |Rn+11 .
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To obtain a good gradient estimate in settings where the flow does not stay in a
bounded region, we will also consider:
Condition 3 (Boundedness of maximum volume). The maximum volume of a
spacelike hypersurface with boundary on Σ is bounded above by Cvol <∞.
Due to the spacelikeness of µ, Condition 3 automatically holds while the flow
stays in a bounded region. However this means that for Σ which are tangent to
cones at infinity our gradient estimate in Theorem 15 gets worse as the solution
moves towards spatial infinity.
Remark 3. We note that the counter example in Figure 1 violates both Conditions
1 and 3.
The author would like to thank the reviewer for their useful comments and
suggestions.
2. Rewriting the problem
We consider coordinates given by F , a compatible spacelike foliation as in the
previous section. Writing i for the xith coordinate on Ω and gˆij(λ) is the met-
ric of the hypersurface defined by F (·, λ) we obtain gij = gˆij(λ), giλ = 0 and
gλλ = −ψ2 < 0. We now write a general spacelike hypersurface M˜ ⊂ Σˆ graphically
where we parametrise M˜ by G(x) = F (x, φ(x)). We then have that the metric and
its inverse are given by
gij = gˆij − ψ2DiφDjφ, and gij = gˆij + vˆ2ψ2DpφgˆpiDqφgˆqj ,
where vˆ−1 =
√
1− ψ2DrφgˆrsDsφ. The gradient quantity vˆ is the same as in the
previous section, i.e. vˆ = −
〈
Vˆ , ν
〉
. We calculate the volume form to be
(2)
√
det gij =
√
vˆ−2 det gˆij(x, φ(x)) ,
and note that the “future directed” (that is in the same direction as ∂F∂λ ) unit
normal may be written as
ν = vˆ
[
ψDkφgˆ
kp ∂F
∂xp
+ ψ−1
∂F
∂λ
]
.
Any function f on M may also be written as a function on Ω. As such we may
calculate that
(3) |∇f |2 = DifgˆijDjf + ψ2vˆ2(DifgˆijDjφ)2 ≥ DifgˆijDjf ≥ C|Df |2
where C depends only on F . We use this to obtain integral estimates, which are
necessary since to the author’s knowledge there is no equivalent of the Michael–
Simon Sobolev inequality in Minkowski space. We obtain boundary and Sobolev
inequalities on our flowing manifold by simply using the Euclidean equivalents on
Ω. Of course these estimates are not coordinate invariant and so include factors of
v, but they are sufficient for our purposes.
Lemma 2. Suppose Σ satisfies Condition 2. Let f ∈ C1 be a positive function
on a spacelike hypersurface M˜ inside Σˆ with ∂M˜ ⊂ Σ such that at the boundary
〈νM˜ , µ〉 = 0. Then we may estimate∫
∂M˜
fdV ∂ ≤ C2
∫
M˜
|∇f |+ f(|A|+ vˆ)dV
and (∫
M˜
|f | nn−1 dV
)n−1
n
≤ C1 sup
x∈M˜
vˆ
∫
M˜
|∇f |+ |f |dV
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for constants C1, C2 depending only on n, Σ and F .
Proof. We consider the hypersurface M˜ written graphically as F (x, φ(x)) and write
Cn for any constant that depends only on Σ, F , n. From properties of a compatible
foliation, we have µ = S(x, λ)γi ∂F∂xi , where S(x, λ) > 0, so that the boundary
condition on ∂M becomes
(4) 0 = 〈ν, µ〉 = vSψγkDkφ ,
that is, γkDkφ = 0. Under such a condition we may see that the boundary volume
form on ∂M may be written in F -coordinates as vˆ
√
det gˆ∂ij(x, φ).
We use Remark 2 to estimate
(5) |∇vˆ|2 ≤ Cn(|A|2vˆ2 + vˆ4) .
We may now apply [11, Lemma 1.4] on Ω to see that, for 0 ≤ f ∈ C1(M)∫
∂M
fdV ∂ ≤ Cn
∫
∂Ω
f
vˆ
dS
≤ Cn
∫
Ω
[
|Df |+ f |Dvˆ|
vˆ
+ f
]
1
vˆ
dx
≤ Cn
∫
M
|∇f |+ f(|A|+ vˆ)dV ,
where we estimated using (3) and (5).
For the second inequality we may use the uniform boundedness of det gˆij , equa-
tions (2) and (3), to see that for f ∈ C1(Ω)(∫
M
|f | nn−1 dV
)n−1
n
≤ Cn
(∫
Ω
|f | nn−1 dx
)n−1
n
≤ Cn
∫
Ω
|Df |+ |f |dx
≤ Cn sup
x∈M
vˆ
∫
M
|∇f |+ |f |dV .
where the second inequality follows from [11, Lemma 1.1 and Lemma 1.4]. 
Remark 4. Using Remark 1 we see that Lemma 2 still holds if we exchange vˆ for v
(although with different constants).
We now add a time dependence so that G(x, t) = F (x, φ(x, t)), and rewrite
mean curvature flow in terms of φ(x, t). Standard calculations and equation (4)
then imply that (as in [23, Section 2]) equation (1) is equivalent to finding φ :
Ω× [0, T )→ R such that
(6)

Dtφ = g
ij(x, φ,Dφ)D2ijφ+ b(x, φ,Dφ) for (x, t) ∈ Ω× [0, T )
γiDiφ = 0 for (x, t) ∈ ∂Ω× [0, T )
φ(·, 0) = φ0(·) .
where φ0 : Ω → R is chosen such that F (x, φ0(x)) parametrises M0. We remark
that equation (6) is a quasilinear parabolic equation, and the main challenge to
show long time existence will be to show that it is uniformly parabolic. From the
explicit form of gij above, as is standard in graphical MCF [9, 5, 16, 19, 2, 3], this
is equivalent to finding an upper bound on the quantity vˆ, or from Remark 1 on
the quantity v. We obtain the following:
Proposition 3. Suppose Σ has a compatible spacelike foliation and F0 is smooth,
compatible initial data. Then there exists an  > 0 such that a smooth solution to
(1) exists for T = .
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Proof. From the above argument, the statement is equivalent to the existence of a
solution φ : Ω× [0, )→ R to equation 6. Since this is a quasilinear equation with a
linear boundary condition, this is covered by the standard theory, for example by
a trivial modification of [20, Theorem 8.2, p206]. 
3. Comparison solutions
Throughout this section, let Ω ⊂ Rn be a domain with smooth boundary ∂Ω.
Let G be a smooth mapping G : Ω× [0, T )→ Rn+11 such that G(∂Ω, ·) ⊂ Σ. Define
Nt to be the image of G(·, t) where we will assume throughout that Nt is spacelike.
Then G is a comparison solution from below (above) if for any solution Mt of (1)
such that M0 is above (below) N0, Mt is above (below) Nt for all t ∈ [0, T ).
Suppose Mt is above Nt and let νG be the upward unit normal of Nt, and let
HG be the mean curvature calculated with respect to νG. We aim to show that if
G satisfies
(7)

〈
dG
dt , ν
G
〉 ≥ −HG ∀(x, t) ∈ Ω× [0, T )
G(·, 0) = G0
G(x, t) ⊂ Σ ∀(x, t) ∈ ∂Ω× [0, T )〈
νG, µ ◦G〉 (x, t) ≤ 0 ∀(x, t) ∈ ∂Ω× [0, T )
then G is a comparison solution from below. The proof of this is very similar to
Stahl’s proof in the Euclidean setting [23], with some simplifications due to the
geometry of Minkowski space.
Proposition 4. Suppose Σ satisfies Condition 2 and we have smooth, spacelike
solutions F of equation (1) and G of equation (7) on a time interval [0, T ) such
that M0 is contained in the closure of one of the connected components of Σˆ \N0.
Then either Mt ≡ Nt for all t ∈ [0, T ) or Mt ∩Nt = ∅ for all t > 0.
Proof. We consider F and G in coordinates F inside Σ as in the previous section,
and we write them as (smooth) graphs u(x, t) and w(x, t) respectively. Since ini-
tially F0 lies on one side of G0, without loss of generality we may assume that
u ≥ w initially and that νG is an upwards pointing unit vector field. As in the
calculations in the previous section we see that
ut = g
ij(x, u,Du)D2iju+ b(x, u,Du)
wt ≤ gij(x,w,Dw)D2ijw + b(x,w,Dw)
while at the boundary,
γiDiu = 0, γ
iDiw ≤ 0
Writing φ = u− w then by standard methods we may write
φt ≥ aij(x, t)D2ijφ+ bi(x, t)Diφ+ c(x, t)φ, γiDiφ ≥ 0
where aij(x, t), bi(x, t), c(x, t) ∈ L∞(Ω × [0, T )). Since φ(·, 0) ≥ 0, when φ is small
(i.e. when F and G are close together or touching) we may apply a strong maximum
principle of Stahl [23, Theorem 3.1, Corollary 3.2], to complete the proof. 
4. Evolution equations and boundary identities
In this section we collect the necessary evolution equations and boundary identi-
ties. Firstly, we need standard evolution equations for evolution of the metric and
normal:
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Lemma 5. On the interior of M we have that
dν
dt
= ∇H ,
dgij
dt
= 2Hhij ,(
d
dt
−∆
)
H = −H|A|2 .
Proof. See [9, Proposition 3.1, Proposition 3.3]. 
From the spatial and time derivatives of the boundary condition we have:
Lemma 6. For p ∈ ∂Mn × [0, T ) and W ∈ TpMt ∩ TpΣ then
A(µ,W ) = −AΣ(ν,W ) .
and also
∇µH = −HAΣ(ν, ν) .
Proof. The is identical to the Euclidean case of Stahl [24, Proposition 2.1, Propo-
sition 2.2], see also [19, Lemma 5.2, Lemma 5.4]. 
Importantly we will also need the evolution equation for v = −〈V, ν〉.
Lemma 7. On the interior of the flowing manifold,(
d
dt
−∆
)
v = −v|A|2 + 2gijA(∇iV, j) + gij
〈
∇2ijV, ν
〉
holds.
Proof. We calculate from Lemma 5
dv
dt
= −∇V >H −H
〈∇νV, ν〉
and
∆v = −gij
(〈
∇2ijV, ν
〉
+ 2A(i, (∇jV )>) +∇V >hij
+hirg
rkhkj 〈ν, V 〉 −
〈
∇∇ij−∇ijV, ν
〉)
= −gij
〈
∇2ijV, ν
〉
− 2gijA(i, (∇jV )>) + v|A|2 −∇V >H −H
〈∇νV, ν〉 ,
where we used the Codazzi–Mainardi and Weingarten formulae. 
Lemma 8. We define the function u : M → R by u = τ(F (x, t)), then(
d
dt
−∆
)
u = −gij∇2ijτ
and we furthermore remark that
|∇u|2 = ψ−2(vˆ2 − 1)
Proof. We calculate for a general ambient function u
du
dt
= H∇νu, ∆u = gij∇2iju+H∇νu .
Now since ∇u is strictly timelike, we calculate
∇u = ∇iτgij ∂
∂xj
= (∇τ)> = ∇τ − ψ−1vˆν
and so
|∇u|2 = ψ−2(vˆ2 − 1)
as claimed. 
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Lemma 9. For any f ∈ C1(M × [0, T ]) we have
d
dt
∫
M
fdV =
∫
M
df
dt
+H2fdV
Proof. Since at the boundary dFdt ⊥ µ, we do not need to concern ourselves with
the manifold flowing “out” of Σˆ. Therefore as is standard we may calculate using
Lemma 5
d
dt
∫
Mt
fdV =
d
dt
∫
Mn
f
√
det gijdx =
∫
M
df
dt
+H2fdV

We also require the boundary derivative
Lemma 10. Let V be a (strictly) timelike eigenvector of the second fundamental
form such that ∇µV = 0 and suppose Mt is spacelike. Then at the boundary we
have
∇µv = −v[AΣ(ν, ν)−AΣ(V, V )] .
Proof. Using Lemma 6, we calculate that
∇µv = −A(µ, V >) = AΣ(ν, V >) = AΣ(ν, V − vν) = −vAΣ(ν, ν) + vAΣ(V, V )
because an eigen vector has the property, ∇V µ = λV and so λ = −AΣ(V, V ).
Therefore A(V, ν) = λ 〈V, ν〉 = vAΣ(V, V ). 
5. Gradient estimates
Throughout this section we assume Conditions 1, 2 and 3 on Σ, to obtain the key
estimate required for long time existence of the flow, namely the gradient estimate.
Firstly we use Condition 1 to establish signs on the boundary derivatives of v
and H, which is a vital step in proving long time existence, compare with similar
calculations in [26]. We observe that since
∑n−1
I=1 (〈Wi, ν〉)2 = |ν + 〈ν, V 〉V |2 =
v2 − 1, Condition 1 implies
AΣ(ν, ν)−AΣ(V, V ) =
∑
I
A(Wi,Wi)(〈Wi, ν〉)2 +AΣ(V, V )(v2 − 1)
≥ −AΣ(V, V )
∑
I
(〈Wi, ν〉)2 +AΣ(V, V )(v2 − 1)
= 0 .
As a result, Lemmas 6 and 10 give that
(8) ∇µv ≤ 0, ∇µH2 = −H2AΣ(ν, ν) ≤ −H2AΣ(V, V ) .
Remark 5. If instead of Condition 1 we assume that Σ has merely bounded cur-
vature, the best estimates we may get on the boundary derivatives of v and H are
(for some C(Σ)) ∇µv ≤ Cv3, and ∇µH2 ≤ CH2v2. This extra factor of v2 adds
significant technical problems, with the boundary terms overpowering the evolution
equation terms.
Remark 6. The gradient estimate we give below depends on a Stampaccia iteration
argument (compare [16][15]) to get an estimate onH. We note that it is also possible
to obtain a gradient estimate without estimating H using purely maximum principle
arguments as in [13]. However in an unbounded situation, the methods below give
a much better exponent in u.
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As is common with Minkowski space problems [2][5][9] we will estimate v−2|∇v|2
in terms of |A|2 and H2, allowing us to obtain a sign on the evolution of v. For this
to work, we also need to be able to estimate the extra H2 term by a sufficiently small
power of v. Unfortunately the boundary derivative of H2 may be positive (when
AΣ(V, V ) < 0) and so a direct application of maximum principle does not work.
Inspired by the Neumann gradient estimate of Huisken [16] where there were similar
problems with the boundary derivative of v, we instead use a Stampacchia iteration
technique, and to apply this we need Condition 3. Lemma 9 then immediately
implies that if Condition 3 holds then there exists a finite constant C(Σ) which
depends on the maximum area of the flowing manifold, but is independent of T ,
such that
(9)
∫ T
0
∫
M
H2dV dt ≤ C .
We aim to prove:
Proposition 11. Suppose Σ satisfies Conditions 1 and 2 and 3 and a solution
of equation (1) exists up to some time T . Then there exist constants 0 < p < 1,
C1, C2 > 0 depending only on n,Σ and M0 such that
sup
(x,t)∈M×[0,T ]
|H| ≤ C1 + C2 sup
(x,t)∈M×[0,T ]
vp .
We introduce the notation
H = sup
(x,t)∈M×[0,T ]
|H| and v = sup
(x,t)∈M×[0,T ]
v .
Proposition 11 may be proven using the following estimate on the Lp norm of |H|
in terms close to v
p
2 when p is large.
Lemma 12. Suppose Σ satisfies Conditions 1 and 2 and 3 and a solution of equa-
tion (1) exists up to some time T . For k, γ > 0 where k ∈ Z and p = n + 2k + γ,
there exists a constants C1, C2 > 0 depending only on n, p, γ,Σ and M0 such that∫ T
0
∫
M
|H|pdV dt ≤ C1vk−1 + C2vkHn+γ−2 .
Proof. Suppose p > n and let Cn be any constant depending on n, p,Σ which may
change from line to line. By Lemmas 5, 6 and 9,
d
dt
∫
M
|H|pdV =
∫
∂M
−p|H|pAΣ(V, V )dV ∂
+
∫
M
−pHp|A|2 − p(p− 1)Hp−2|∇H|2 +Hp+2dV .
By Lemma 2 we have that∫
∂M
−p|H|pAΣ(V, V )dV ∂ ≤ Cn
∫
∂M
|H|pdV ∂
≤ Cn
∫
M
|H|p−1|∇H|+ |H|p(v + |A|)dV
and so using Young’s inequality and |A|2 ≥ 1nH2 then
d
dt
∫
M
|H|pdV ≤
∫
M
|H|p−2 [−(p− n)H2|A|2 − p(p− 1)|∇H|2
+Cn|H||∇H|+ CnH2(v + |A|)
]
dV
≤
∫
M
|H|p−2
[
−p− n
2n
H4 + CnH
2v
]
dV
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and so integrating,∫ T
0
∫
M
|H|p+2dV dt ≤ Cnv
∫ T
0
∫
M
|H|pdV dt+
∫
M0
|H|pdV .
Iterating this estimate, we see that for p as described in the statement of the Lemma∫ T
0
∫
M
|H|p+2dV dt ≤ C1vk
∫ T
0
∫
M
|H|n+γdV dt+ C2vk−1
which completes the proof in light of equation (9) 
As is standard for such arguments (see, for example [16]), we will consider the
cut-offs of the function f = H2 which we will write as fk = (H
2 − k)+. We define
the time dependent set A(k) = {x ∈Mt : fk > 0}, and look to estimate a measure
of this set,
‖A(k)‖ =
∫ T
0
∫
A(k)
dV dt .
Lemma 13. For any k > 0, there exists a constant C(k,Σ) independent of T such
that
‖A(k)‖ ≤ C
Proof.
‖A(k)‖ =
∫ T
0
∫
A(k)
dV dt ≤ 2
k
∫ T
0
∫
A( k2 )
H2dV dt ≤ 2C
k
where the constant is from equation (9). 
We will also need the following iteration Lemma:
Lemma 14. Suppose φ : (k0,∞) → R is a non–negative non–increasing function
such that for all h > k ≥ k0 then
φ(h) ≤ C
(h− k)α (φ(k))
β
where C,α and β are positive constants. Then if β > 1 then φ(k0 + d) = 0 for
dα = C[φ(k0)]
β−12α
β
β−1 .
Proof. See [25, Lemma 4.1 i)]. 
We now prove the Proposition:
Proof of Proposition 11. We look at the evolution of fpk for some large p >
n
2 . From
Lemma 5 and (8),(
d
dt
−∆
)
fpk = pf
p−1
k
[−2H2|A|2 − 2|∇H|2]− p(p− 1)fp−2k 4H2|∇H|2
∇µfk = −pfp−1k H2AΣ(V, V ) ≤ Cnfp−1k H2 .
Therefore using Lemma 2 we have:∫
∂M
∇µfpkdV ∂ ≤ Cn
∫
∂M
fp−1k H
2dV ∂
≤ Cn
∫
M
fp−2k |H|3|∇H|+ fp−1k |H||∇H|+ fp−1k H2(v + |A|)dV .
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Estimating similarly to in Lemma 12, (and using that 2p > n)
d
dt
∫
M
fpkdV ≤
∫
M
pfp−1k
[−2H2|A|2 − 2|∇H|2 + Cn|H||∇H|+ CnH2(v + |A|)]
+ p(p− 1)fp−2k
(−4H2|∇H|2 + Cn|H|3|∇H|)+H2fpkdV
≤
∫
M
pfp−1k
[
CnvH
2 − |∇H|2]
+ p(p− 1)fp−2k
(−2H2|∇H|2 + Cn|H|4) dV .
We have that |∇fpk | ≤ fp−1k
[
Cn
 H
2 + |∇H|2], and so
d
dt
∫
M
fpkdV ≤
∫
M
Cnf
p−2
k H
4vdV − Cn
∫
M
|∇fpk |+ fpkdV
≤ Cnv
∫
A(k)
H2pdV − Cn
v
(∫
M
f
np
n−1
k
)n−1
n
.
We now set k > k0 = sup
x∈M0
H2 and integrate to get
sup
t∈[0,T ]
∫
M
fpkdV +
Cn
v
∫ T
0
(∫
M
f
np
n−1
k
)n−1
n
dt ≤ Cnv
∫ T
0
∫
A(k)
H2pdV dt .
By standard methods,
sup
t∈[0,T ]
∫
M
fpkdV +
Cn
v
∫ T
0
(∫
M
f
np
n−1
k
)n−1
n
dt ≥ Cn
v
n
n+1
∫ T
0
∫
A(k)
fpkdV dt
‖A(k)‖ 1n+1
and so by Ho¨lder’s inequality,
|h− k|p‖A(h)‖ ≤
∫ T
0
∫
A(k)
fpkdV dt
≤ Cnv1+ nn+1
(∫ T
0
∫
M
H
2p

)
‖A(k)‖1−+ 1n+1
We now set  = 12(n+1) , let j ∈ Z be so large that p > 2 where 2p = n+ 1 + 2j. By
Lemma 12,
|h− k|p‖A(h)‖ ≤ Cnv1+ nn+1
(
vj−1 + vjHn−1
) ‖A(k)‖1+ 12(n+1)
Therefore from Lemma 14, Lemma 13 we see that ‖A(k0 +1+d)‖ = 0 for particular
d depending on v and H. Explicitly, we may estimate:
H2 ≤ k0 + 1 + Cnv
1+ n
n+1
p
(
vj−1 + vjHn−1
) 
p
≤ k0 + 1 + Cnv
2n+1
n+1+2j+
2j
n+1+2j
(
1 + H
2n−2
n+1+2j
)
.
The Proposition is now proved by making j very large. 
We may now use standard methods to obtain a gradient estimate which is ex-
ponential in a height function u.
Theorem 15. Suppose Σ satisfies Conditions 1, 2 and 3. Then there exist con-
stants C1, C2 > 0 depending on n,Σ and M0 but independent of time such that for
all the time the flow exists
v ≤ C1eC2oscu sup
x∈M0
v .
CONSTRUCTION OF MAXIMAL HYPERSURFACES WITH BOUNDARY CONDITIONS 13
Proof. We consider the function f = veλu. Using Lemma 8 ,(
d
dt
−∆
)
eλu = eλu
(
−2λgij∇2iju− 2λ2|∇u|2
)
We estimate
|∇v|2
v2
≤ (1 + 1)A(V
>
v
, i)gijA(
V >
v
, j) + Cn(1 +
1
1
)v2
therefore since |V >|2 ≤ √v2 − 1, we may estimate as in [2, Theorem 3.1]
|A|2 ≥ (1 + 1
n
)
(
1
1 + 1
|∇v|2
v2
− C
1
v2
)
−H2
We use these inequalities and Lemma 7 to obtain that for 1 and 2 small,(
d
dt
−∆
)
f = veλu
(−|A|2 + 2v−1gijA(∇iV, j) + v−1gij 〈∇ijV, ν〉
−2λ
〈∇v
v
,∇u
〉
− 2λgij∇2iju− λ2|∇u|2
)
≤ veλu
(
−(1− 2)|A|2 + Cn
(
1 + λ+
1
2
)
v2 − 2λ
〈∇v
v
,∇u
〉
− λ2|∇u|2
)
≤ veλu
(
−(1− 2)
(
1 + 1n
1 + 1
) |∇v|2
v2
+H2 + Cn
(
1 + λ+
1
1
+
1
2
)
v2
−2λ
〈∇v
v
,∇u
〉
− λ2|∇u|2
)
≤ veλu
(
H2 + Cn
(
1 + λ+
1
1
+
1
2
)
v2 − λ2(1− 1 + 1
(1− 2)(1 + 1n )
)|∇u|2
)
.
Choosing, for example, 1 =
1
4n and 2 so that (1− 2)(1 + 1n ) = 1 + 12n , then using
Proposition 11 and Lemma 8,(
d
dt
−∆
)
f ≤ veλu
(
v2p + Cnv
2 + Cnλv
2 − λ
2
4n+ 2
|∇u|2
)
≤ veλu
(
v2p + Cnv
2 + Cnλv
2 − λ
2ψ−2
4n+ 2
(vˆ2 − 1)
)
.
Therefore due to the uniform lower bound on ψ, and the equivalence of v and
vˆ, when v > 2C˜V (where C˜V is the constant from Remark 1) we may choose λ
sufficiently large, to obtain on the interior of Mt(
d
dt
−∆
)
f ≤ veλu (v2p − v2)
while meanwhile at the boundary, due to Condition 1, and Lemma 10
∇µf ≤ 0 .
We now apply a maximum principle argument to remove the possibility of large
increasing maxima of f when v > 2C˜V .
At an increasing maximum (p, s) of f , where f(p, s) = sup
(x,t)∈Mn×[0,s]
f(x, t), then
for v(s) = sup
(x,t)∈Mn×[0,s]
v(x, t) we have
0 ≤ v2p − v2.
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For (x, t) ∈Mn × [0, T ] write m ≤ eλu ≤M , then for any (q, r) ∈Mn × [0, s] such
that v(q, r) ≥ v(s)2 ,
m
2
v(s) ≤ eλu(q,r)v(q, r) ≤ (eλuv)(p, s) ≤Mvp(s) ,
therefore v(s) ≤ (2Mm ) 11−p , and f ≤ (2Mm ) 11−p M . Therefore an increasing interior
maximum is bounded by exponents of u.
At the boundary if v2 ≥ v2p then we may apply the elliptic Hopf lemma (see
for example [14, Lemma 3.4, p34]) to disallow an increasing boundary maximum.
Otherwise we obtain exactly the situation above.
Therefore we have f ≤ max
{
sup
M0
veλu,
(
2Mm
) 1
1−p M, C˜VM
}
. We observe that
adding a constant function to u changes nothing above, and so without loss of
generality we may assume that m = 1. The estimate on f implies the theorem. 
Corollary 16. Suppose Σ satisfies Conditions 1 and 2 and there exists comparison
solutions such that Cu ≤ u ≤ Cu. Then a smooth solution to equation (1) exists
for T =∞ for which for all  > 0, we have the uniform estimate
sup
Mn×[,∞)
|∇kA| ≤ Ck() .
Proof. The gradient estimate, Theorem 15 shows that equation (6) is a uniformly
parabolic quasilinear equation with with a linear boundary condition. Therefore
by applying standard quasilinear parabolic theory, see for example [20], we have
existence of a smooth solution for T = ∞. The uniform parabolic norms estimate
follows from the fact that we have a uniform estimate on the gradient and height.

Corollary 17. Suppose Σ satisfies Conditions 1 and 3. Then any for any smooth
compatible initial data, a solution to (1) either exists for T = ∞, or u becomes
unbounded in finite time.
Proof. As Condition 3 holds for all time u is bounded, the Corollary follows from
Theorem 15. 
6. Convergence and stability
We now look into questions of convergence when F stays in a bounded region.
Lemma 18. If Σ is as in Corollary 16, then there exists a sequence of times
tk → ∞ such that Mtk tends towards M∞ in the C∞ topology where M∞ is a
maximal surface satisfying the boundary condition.
Proof. This is as in [9, Proof of Theorem 4.2]. 
Convergence of the whole flow is not so straightforward and is related to stability
of the maximal surfaces towards which the flow converges. This stability depends
on the geometry of Σ close to the maximal surface. To illustrate this we consider
rotationally symmetric Σ.
Lemma 19. Let Σ ⊂ R31 be a smooth rotationally symmetric boundary manifold,
parametrised by E(z, θ) = f(z)r + ze3 where r = cos θ e1 + sin θ e2 such that f > 0
and |f ′(z)| < 1. Then Σ satisfies Condition 1 if and only if
(10) f ′′f ≤ 1− (f ′)2 .
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Proof. We may calculate in these coordinates
µ =
1√
1− (f ′)2 (r+f
′e3), hΣzz = −
f ′′√
1− (f ′)2 , h
Σ
zθ = h
Σ
θz = 0, h
Σ
θθ =
f√
1− (f ′)2 .
Therefore the principle directions are V = f
′r+e3√
1−(f ′)2 and W = rθ which gives
AΣ(V, V ) =
−f ′′
(1− (f ′)2) 32 , A
Σ(W,W ) =
1
f
√
1− (f ′)2
and Condition 1 becomes equation (10) 
We may obtain Conditions 3 and 2 on such a rotational Σ by, for example,
assuming f , f ′ and f ′′ are uniformly bounded and smooth.
Example 1. In the extreme case of the above, where f ′′f = 1− (f ′)2 everywhere,
then we may integrate to get for arbitrary A,B
f(x) =
√
A2 + (z +B)2
or we obtain the pseudo-sphere in R31, i.e. the set of points x ∈ R31 such that
|x − Be3|2 = A2. We remark that in this case, comparison solutions constructed
in Lemma 21 move off towards infinity, and so we do not necessarily expect con-
vergence to a maximal surface. However, we are still able to apply Corollary 17 to
obtain long time existence of the flow.
Lemma 20. If Σ is as in Lemma 19 and satisfies (10), then Σˆ admits a foliation of
constant mean curvature surfaces, where each leaf is a plane or a hyperbolic plane
which satisfies the perpendicular boundary condition.
Proof. We aim to do this by constructing constant mean curvature foliation of
planes and hyperbolic planes of Σˆ. A general hyperbolic plane may be written
P (l, θ) = R(sinh lr + cosh le3) + Je3. We suppose that such a P perpendicularly
intersects a rotational surface Σ at points f(z)r(θ) + ze3 for some fixed z, that is
cosh lr + sinh le3 = µ(z). This gives that if f
′ 6= 0,
R =
f
f ′
√
1− (f ′)2, J = z − f
f ′
and so we define
P (l, θ, z) =
f
f ′
√
1− (f ′)2(sinh lr + cosh le3) + (z − f
f ′
)e3 .
This represents a foliation if the leaves of the foliation do not cross, and since these
are rotationally symmetric, this is equivalent to not crossing at l = 0. Therefore
we have a foliation if ∂g∂z > 0 where
g(z) = −〈P (0, θ, z), e3〉 = z − f
f ′
(1−
√
1− (f ′)2) .
We calculate
g′ =
√
1− (f ′)2
[
1− f
′′f
(1 +
√
1− (f ′)2)(1− (f ′)2)
]
From equation (10), we have
1− f
′′f
(1 +
√
1− (f ′)2)(1− (f ′)2) ≥ 1−
1
(1 +
√
1− (f ′)2) > 0 .
Therefore, we may always obtain a foliation of CMC surfaces if we have Condition
1 and f ′ > 0. When f ′ → 0, g′ ≥ 12 > 0, and so the leaves never cross. In this case
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the above parametrisation becomes degenerate, but the hyperbolic planes converge
to a maximal plane. 
If f ′(c) = 0 at a point then there exists a planar maximal surface at height c
given by M˜ = {(x, y, z) ∈ Σˆ ⊂ R31|z = c}, satisfying equation (1).
Definition 2. A solution to mean curvature flow F is said to be stable under
the flow if for any sufficiently small perturbation F˜0 (which still satisfies the com-
patibility condition) of the initial embedding F0, the perturbed flow will converge
uniformly to F as t→∞.
We now look at stability of such surfaces:
Lemma 21. If Σ is as in Lemma 19 and satisfies (10), and suppose that f ′(c) = 0.
Then there exist comparison solutions pushing solutions of (1) away from planar
maximal hypersurfaces at height c satisfying f ′′(c) > 0 and towards the planar
maximal surfaces with f ′′(c) < 0 at the boundary.
Proof. We obtain comparison solutions from the foliations in Lemma 20. Take
Ω to be the unit disk D, (r, θ) polar coordinates on D and P as in Lemma 20.
Write K(z) for the length of the radial geodesic from P (0, 0, z) to Σ along the
hyperbolic plane determined by P (·, ·, z). We define G : D × [0, T ) → Rn+11 by
G = P (rK(z(t)), θ, z(t)) where z(t) : [0, T ) → R is to be determined. Locally, we
choose the normal to the foliation so that on any hyperbolic plane H > 0, and
choose the parametrisation so that R > 0, where R is as in Lemma 20. We see that
if f ′ 6= 0, equation (7) is then equivalent to
(11) z˙
[
∂R
∂z
+
∂J
∂z
cosh(Kr)
]
≤ 2
R(z)
.
A solution to (11) will be a comparison solution to a solution of (1) for which M0
is on the side of G into which the normal points.
We have
∂R
∂z
+
∂J
∂z
cosh(Kr) =
√
1− (f ′)2 +
(
sinh2(Kr)− (f ′)2 cosh2(Kr)) ff ′′
(f ′)2
√
1− (f ′)2(√1− (f ′)2 cosh(Kr) + 1) .
We define w(r) := sinh2(Kr) − (f ′)2 cosh2(Kr) and we may calculate as in
Lemma 20 that sinh(K) = fR =
f ′√
1−(f ′)2 . We therefore see that g(0) = −(f
′)2,
and g(1) = 0. Further simple calculations give that g′ ≥ 0. We therefore see that
w(r) ∈ [−(f ′)2, 0] for r ∈ [0, 1].
If f ′′ ≥ 0, we use (10) to obtain
∂R
∂z
+
∂J
∂z
cosh(Kr) ≥
√
1− (f ′)2 − ff
′′√
1− (f ′)2(√1− (f ′)2 cosh(Kr) + 1)
≥
√
1− (f ′)2
(
1− 1√
1− (f ′)2 cosh(Kr) + 1
)
> 0
If f ′′ < 0 then ∂R∂z +
∂J
∂z cosh(Kr) ≥
√
1− (f ′)2 > 0.
Equation (11) therefore yields an ordinary differential inequality in z which may
be solved to obtain comparison solutions moving in the e3 direction. Observing
that for leaves close to a maximal surface, the sign on HG = 2R−1 of the foliation
is determined by f ′′, the claimed stability and instability follow. 
In Figure 2 we see three examples of possible stability behaviour of planar maxi-
mal surfaces. The left picture shows one completely stable plane at the widest point
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Figure 2. Two examples of foliations by CMC surfaces, demon-
strating stability and instability of maximal planes.
of the sine wave, and two unstable planes at the thinnest points. We remark that
since the plane is a maximal surface, and therefore a comparison solution Propo-
sition 4 implies that MCF starting at a one-sided perturbation of one of the the
unstable maximal surfaces will move away towards the stable maximal surfaces.
The right hand picture shows examples with one sided stability – perturbations on
the lower side will flow back towards the maximal surface while flowing a one-sided
upwards perturbation will move away towards a higher maximal surface.
It is also easy to see that despite the existence of a comparison solution moving
away from the the unstable maximal surfaces in the left picture, there exist solutions
to MCF which must intersect this maximal surface for all time. For example if we
were to perturb by a two sided perturbation which is rotationally symmetric around
the y-axis, the solution must always intersect the unstable plane due to preservation
of symmetry by the flow. If there are no other maximal surfaces intersecting the
plane, a subsequence of the flow must converge to the unstable maximal surface.
Remark 7. Variational stability of a maximal surface does not imply stability under
the flow. We may observe this by taking a convex cylindrical Σ and considering
graphical MCF where, as in [17], the flow then converges to planes given graphically
by u = const. The condition for variational stability (where we assume perturba-
tions also satisfy the boundary condition) becomes
2
∫
∂M
φ2AΣ(ν, ν)dV ∂ + 2
∫
M
|∇φ|2 + φ2|A|2dV ≥ 0
for any function φ such that ∇µφ2 = −2φ2AΣ(ν, ν), which is trivially true for
constant graphs inside a convex cylinder, Σ. But from Proposition 4 a one sided
perturbation of such a maximal surface will converge to a different maximal surface,
and so we do not have stability under MCF.
Stability of the flow does imply variational stability. For sufficiently small vari-
ations of a maximal hypersurface which is stable under the flow, MCF will move
the surface back to the maximal hypersurface. We therefore see that any small
perturbation cannot have H ≡ 0 everywhere, and so by Lemma 9 the volume of
the flowing surface strictly increases under the flow, and the maximal surface is
variationally stable.
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We give a condition for stability under the flow.
Lemma 22. Suppose Σ satisfies Condition 2 and M˜ is a smooth compact uniformly
spacelike maximal surface with boundary ∂M˜ and normal ν, where ∂M˜ satisfies the
boundary condition that ∂M˜ ⊂ Σ and 〈ν, µ〉 = 0. Suppose there exists a τ > 0 and
a φ : M˜ → R, φ ≥ 2τ such that
(12)
{
∆φ− φ|A|2 < 0
∇µφ ≥ −φAΣ(ν, ν)
then M˜ is stable.
Proof. We construct a comparison solution from above, comparison solutions from
below follow identically. Let F˜ : Ω → Rn+11 parametrise M˜ , and let ν be a local
extension of ν the normal of M˜ to an open neighbourhood of M˜ in Rn+11 such that
|ν|2 = −1, and for p ∈ Σ, ν(p) ∈ RpΣ. Then define J : Ω × (−1, 1) → Rn+11 by
the differential equation
∂J
∂λ
(x, λ) = ν(F˜ (x) + J(x, λ)) , J(x, 0) = 0 .
We see that K : Ω× (−1, 1)→ Rn+11 defined by K(x, λ) = F˜ (x) + φ(x)J(x, λ) is
locally a diffeomorphism and K(∂Ω) ⊂ Σ.
We consider how geometric quantities vary on the hypersurfaces given by K(·, λ).
Identically to the proof of Proposition 5 we calculate
∂
∂λ
|λ=0gij = 2φhij , ∂ν
∂λ
|λ=0 = ∇φ .
We also have
∂
∂λ
|λ=0hij = − ∂
∂λ
|λ=0
〈
ν,
∂2(F˜ + J)
∂xi∂xj
〉
= ∇2ijφ+ φhki hkj ,
and so
∂H
∂λ
|λ=0 = −hab ∂gab
∂λ
|λ=0 + gij ∂hij
∂λ
|λ=0 = ∆φ− φ|A|2 .
At the boundary we see that
∂
∂λ
〈ν, µ〉 |λ=0 = ∇µφ+AΣ(ν, ν)φ .
Due to the compactness of M and (12) we see that there is a δ > 0 such that
∂H
∂λ |λ=0 < −2δ. We also observe ∂∂λ 〈ν, µ〉 |λ=0 ≥ 0 and
〈
∂J
∂λ , ν
〉 |λ=0 = −φ ≤ −2τ .
We use continuity of the above quantities to see that for λ ∈ [0, 22),
sup
x∈Ω
H(x, λ) < −λδ, inf
x∈∂M
〈ν, µ〉 (x, λ) ≥ 0, sup
x∈Ω
〈
∂J
∂λ
, ν
〉
(x, λ) ≤ −τ .
We now write G(x, t) = K(x, s(t)), and bearing in mind that νG = −ν we see
that G satisfies (7) for s(t) < 22 if:〈
dG
dt
, νG
〉
= −s˙φ
〈
∂J
∂λ
, ν
〉
≥ H(x, s(t)) = −HG
This is implied by
s˙ ≥ − δ
τ2
s(t)
Therefore there exists a very small θ > 0 such that G(x, t) = K(x, 2e
−θt) is an
upper comparison solution which converges back to M as t→∞. 
Corollary 23. If M˜ is as in the previous Lemma and also at every point p ∈ ∂M˜ ,
AΣ(ν, ν)|p > 0, then M˜ is stable.
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Proof. Pick a point a ∈ Rn+11 and consider the function f = R− |x− a|2 which we
will show satisfies (12) for R large enough.
We may easily see that ∇2ijφ = −2gij and so, since M˜ is maximal ∆φ = −2n.
Therefore, the first equation in (12) follows if φ is positive.
At the boundary we have
∇µφ = −2 〈x− a, µ〉 .
By compactness of ∂M˜ , AΣ(ν, ν) > δ for some δ > 0, and similarly (by uniform
spacelikeness of M˜ and compactness of ∂M˜) 〈µ, x− a〉 is bounded above. Therefore
there exists a R0 > 0 such that for all R ≥ R0,
2 〈x− a, µ〉 ≤ AΣ(ν, ν)(R− |x− a|2) .
Setting R = max{R0, sup
M
|x− a|2 + τ} then (12) holds and so by Lemma 22 we
are done. 
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