We give semidefinite program (SDP) quantum solvers with an exponential speed-up over classical ones. Specifically, we consider SDP instances with m constraint matrices of dimension n, each of rank at most r, and assume that the input matrices of the SDP are given as quantum states (after a suitable normalization). Then we show there is a quantum algorithm that solves the SDP feasibility problem with accuracy ǫ by using √ m log m · poly(log n, r, ǫ −1 ) quantum gates. The dependence on n provides an exponential improvement over the work of Brandão and Svore [6] and the work of van Apeldoorn et al. [23] , and demonstrates an exponential quantum speed-up when m and r are small.
For approximate feasibility testing, it is required that either (1) If S 0 = ∅, output fail; or (2) If S ǫ = ∅, output an X ∈ S ǫ . It is a routine to reduce any SDP problem to the SDP feasibility problem as described up to some loss in dependence on the norm of optimal solutions. For simplicity in presentation we focus on the feasibility problem only, as our focus will be on the dependence on the input dimension. For the general optimization problem, and for SDPs without the normalization condition Tr[X] = 1, the run time with be increased by a factor of O((Rr) 8 ), with R and r the upper bounds on the norms of the primal and dual optimal solutions, respectively [23, 22] .
We imagine a specific setting in which these A i 's are "nice" so that the following oracles can be efficiently implemented. We do not aim to justify the relevance of this oracle model in general; they should be addressed in specific applications of SDPs. We will, however, illustrate why these conditions are naturally met in the context of learning quantum states. , respectively.
Furthermore, assume that each A i has rank at most r. Our main result is the following quantum SDP solver.
Theorem 1.1 (informal; see Corollary 3.5).
For any ǫ > 0, there is a quantum algorithm that solves the SDP feasibility problem with success probability at least 0.96 using at most √ m log m · poly(log n, r, ǫ −1 ) quantum gates and queries to Oracle 1.1 and Oracle 1.2.
Our quantum SDP solver has an exponential improvement on the dependence of n comparing to [6, 23] . In the case of small m, r, it demonstrates an exponential quantum speed-up over the best classical SDP solver [16] (although with the caveat that the input models are different). It is also worth mentioning that our quantum SDP solver does not assume the sparsity condition of A i 's which are crucial for quantum SDP solvers in [6, 23] . This is because the assumption on Oracle 1.1 and Oracle 1.2 provides an alternative way to address the technical difficulty that was handled in previous approaches by the sparsity condition.
Efficient Learnability of Quantum States
Given many copies of any quantum state ρ, the task of learning an approximate description of ρ is a fundamental one in quantum information and experimental physics. It refers to quantum state tomography, which has been widely used in experiments to identify quantum systems. However, to tomograph an ℓ-qubit state ρ, the optimal procedure [19, 10] requires 2 Θ(ℓ) number of copies of ρ, which is impractical already for relatively small ℓ.
In a sequence of works [1, 2] , Aaronson asked whether one can predict information about an ℓ-qubit state with polynomially many copies in ℓ and provided affirmative answers in various settings. In Ref. [1] , he showed that a linear number of copies is sufficient to predict the outcomes of "most" measurements according to some distribution. In Ref. [2] , in turn, he showed that the sample complexity isÕ(ℓ 2 /ǫ 6 ) for the so-called "shadow tomography" problem: for any ℓ-qubit ρ and two-outcome measurements E 1 , . . . , E m , one should estimate Tr[ρE i ] up to error ǫ for each i ∈ [m].
Existing results, however, only concern the sample complexity (i.e., the number of copies required), while the gate complexity (i.e., the entire running time of the learning procedure) is rarely discussed. In fact, existing techniques in Refs. [1, 2] have a huge gate complexity (roughly 2 O(ℓ) ) when applied on ℓ-qubit states. This motivates us to seek settings where quantum states can be learnt efficiently in both sample and gate complexity.
Jaynes' principle [13] from statistical mechanics gives a general form for the solution of the "shadow tomography" learning problem above. It shows that there is always a state of form The gate complexity of Theorem 1.2 has a polynomial dependence on ℓ, which is an exponential improvement over Refs. [1, 2] .
Moreover, it turns out that our quantum SDP solver is closely connected to the preparation of Gibbs states. As a bonus, our algorithm also outputs each of the λ i 's (one can show that poly(log(nm))/ε 2 non-zero of them suffices for a solution with error ε), as well as a circuit description of the Gibbs state in Eq. (1.2) achieving the same expectation values as ρ up to error ε. In this sense our result can be seen as an algorithmic efficient version of Jaynes' principle (for low rank measurements).
We can further justify our assumption on Oracle 1.1 and Oracle 1.2 in this context. For example, suppose the measurement operators E i 's are of the form
for polynomial time circuits V i and projectors P i of rank at most r diagonal in the computational basis. Then for Oracle 1.1 we just need to compute the trace of P i 's (which can be done efficiently for low r), while Oracle 1.2 can be implemented efficiently (for low r) first by creating a maximally entangled state between the subspace spanned by P i and a purification and applying V i to one half of it.
Techniques
At a high level, and in similarity to Refs. [6, 23] , our quantum SDP solver can be seen as a "quantized" version of classical SDP solvers based on the matrix multiplicative weight update (MMWU) method [4] . In particular, we will leverage quantum Gibbs samplers as the main source of quantum speed-ups. In Refs. [6, 23] , quantum Gibbs samplers with quadratic speed-ups (e.g., [20, 8] ) have been exploited to replace the classical Gibbs state calculation step. Because the number of iterations in MMWU is poly-logarithmic in terms of the input size), the use of quantum Gibbs samplers, together with a few other tricks, leads to the overall quadratic quantum speed-up. To achieve exponential speed-ups, we need to work with a much more efficient quantum Gibbs sampler. To that end, as our main technical contribution, we construct the following quantum Gibbs sampler of low-rank Hamiltonians when given Oracles 1.1 and 1.2: Theorem 1.3 (informal; see Theorem 5.4) . Assume the n × n matrix K = K + − K − and PSD matrices K + , K − have rank at most r. Given quantum oracles that prepare copies of
and estimates of Tr(K + ), Tr(K − ), there is a quantum Gibbs sampler that prepares the Gibbs state ρ G = exp(−K)/ Tr(exp(−K)) to precision ǫ in trace distance, using poly(log n, r, ǫ −1 ) quantum gates.
Our quantum Gibbs sampler has a poly-logarithmic dependence on n which is an exponential improvement comparing to [20, 8] . This is also the core source of our exponential speed-ups. Our construction deviates significantly from [20, 8] . Because of the existence of copies of ρ + and ρ − , we instead rely on efficient Hamiltonian simulation techniques developed in quantum principle component analysis (PCA) [17] and its follow-up work in [15] . As a result, we can also get rid of the sparsity assumption which is crucial for [20, 20] .
Our quantum SDP solver also distinguishes from [6, 23] in that we do not follow the primaldual approach in Arora-Kale's SDP solver [5] . Instead, we follow a zero-sum game framework to solve SDP feasibility problems, which is also based on the MMWU method (details in Section 2). This framework has appeared in the classical literature (e.g., [11] ) and has already been used in solving semidefinite programs in the context of quantum complexity theory (e.g., [24, 9] ). We observe that the technique to quantize Arora-Kale's primal-dual approach [5] for solving SDPs in [6, 23] readily extends to the zero-sum game approach, except for solving a different oracle problem. 3 Specifically, this oracle seeks to find a violation i * such that Tr(A i * X) > a i * + ǫ on input X (see Oracle 2.1). One motivation to deal with this oracle is because it admits a rather straightforward implementation in the context of learning quantum states.
We also use the existence of Oracle 1. Organization. We will formulate the SDP feasibility problem and prove the correctness of the basic framework in Section 2. We prove our main result, i.e., the exponential quantum speed-up of SDP solvers, in Section 3. The application of our exponential quantum speed-up in learning quantum states is illustrated in Section 4. In Section 5 (with full details in Appendix A) we demonstrate how to sample from the Gibbs state of low-rank Hamiltonians.
Notation. Throughout the paper, we denote n to be the dimension of matrices, m to be the number of constraints, ǫ to be the error of the solution. For Hermitian matrices A and B, we denote A B if B − A is positive semidefinite, and A B if A − B is positive semidefinite. We denote I n to be the n × n identity matrix.
Feasibility of SDPs
In this section, we formulate the feasibility problem of SDPs. It is a standard fact that one can use binary search to reduce any optimization problem to a feasibility one. One can further assume the following specific form up to some loss of the running time in terms of the dependence on the size of optimal solution. Since our main motivation is to achieve the exponential speed-up in terms of the dependence on n, we have not tried to optimize the dependence on other parameters. 
For approximate feasibility testing, it is required that:
• If S 0 = ∅, output fail;
Both [6] and [23] follow the framework of [5] which uses a primal-dual approach to solve SDPs. We adopt a different approach that does not leverage the dual program but rather relies on the following oracle: This oracle helps establish a zero-sum game view to solve any SDP feasibility problem. Imagine Player 1 who wants to provide a feasible X ∈ S ǫ . Player 2, on the other side, wants to find any violation of any proposed X. (This is exactly the function of Oracle 2.1.) If the original problem is feasible, there exists a feasible point X 0 (provided by Player 1) such that there is no violation of X 0 that can be found by Player 2 (i.e., Oracle 2.1). This actually refers to an equilibrium point of the zero-sum game, which can be approximated by the multiplicative weight update method [4] .
This game view of solving the SDP feasibility problem has appeared in the classical literature (e.g., [11] ) and has already been used in solving semidefinite programs in the context of quantum complexity theory (e.g., [24, 9] ). We observe that the technique to quantize Arora-Kale's primaldual approach [5] for solving SDPs in Refs. [6, 23] readily extends to the zero-sum game approach. 4 To quantize this zero-sum game approach, one needs to implement Oracle 2.1 rather the one involving the dual program in [6, 23] , which is part of our technical contribution. Another reason to deal with Oracle 2.1 is it admits a rather straightforward implementation in the context of quantum learning.
We present a master algorithm that solves the SDP feasibility problem with the help of Oracle 2.1. It should be understood that the master algorithm is not the final quantum algorithm, where a few steps will be replaced by their quantum counterparts. However, the master algorithm helps demonstrate the correctness of the algorithm and the number of oracle queries.
Our algorithm heavily relies on the matrix multiplicative weight method given in Algorithm 1. Observe the gain matrix M (t) ;
5
Update the weight matrix:
Proposition 2.2 (Corollary 4 of [14]). Algorithm 1 guarantees that after T rounds, for any density matrix ρ, we have
We use Algorithm 1 and Proposition 2.2 to test the feasibility of SDPs. Find a j (t) ∈ {1, 2, . . . , m} such that Tr(A j (t) ρ (t) ) > a j (t) + ǫ by Oracle 2.1. Take
Theorem 2.3 (Master Algorithm
as a feasible solution, and terminate the algorithm;
5
6 Claim that S 0 = ∅ and terminate the algorithm;
. In round t, after computing the density matrix ρ (t) , equivalently speaking, Oracle 2.1 checks whether there exists an
Otherwise, the oracle outputs an
2 . After T = 8 ln n ǫ 2 iterations, by Proposition 2.2, this matrix multiplicative weights algorithm promises that for any density matrix ρ, we have
. Plugging these two inequalities into (2.5), we have
happens for at least 8 ln n ǫ 2 times, it must be the case that S 0 = ∅.
Exponential speed-up of solving SDP feasibility
In this section, we illustrate our exponential quantum speed-up for solving the SDP feasibility problem. To that end, we first formulate the precise technical scenario that allows such exponential speed-ups. We then demonstrate how to implement Oracle 2.1 in such scenario and how the actually quantum algorithm works.
The Setting
As mentioned in the introduction, we would like to equip the quantum SDP solver with some extra power beyond only accessing the entries of the input matrices (i.e., A i , i = 1, · · · , m, each of n × n size) of any instance. We imagine the scenario where these A i s are nice so that the following oracles, representing various means to access A i s, can be efficiently implemented. 5 
where |ψ + , |ψ − ∈ C n ⊗ C n are any purifications of
, respectively. 6 With the access to Oracle 3.1 and Oracle 3.2, the following lemma shows how to prepare two normalized quantum states 
, take one sample By symmetry, we only consider the preparation of K ± / Tr[K ± ]. With probability
Furthermore, Step 1 takes |S| samples to Oracle 3.1, and
Step 2 takes one sample to Oracle 3.2; this exactly matches the sample complexity claimed in Lemma 3.1.
Combining Lemma 3.1 and Theorem 5.4 leads to a lemma that generates the Gibbs state in Line 3 of Algorithm 2: 5 We adopt that convention that one oracle query is assumed to cost unit time. 6 By tracing out the extra space, one can easily obtain states A
Implementation of Oracle 2.1
Now we turn to the implementation of Oracle 2.1 with the help of Oracle 3.1 and Oracle 3.2. The high-level idea is rather straightforward: given (many copies of) any density operator ρ, we can estimate Tr((A i ρ) for each i and then check whether there is a violation for some i. We accelerate the brute force search quadratically by quantum search.
There is an important distinction from the technique in [6, 23] for estimating Tr(A i ρ) where a sparsity assumption about A i is necessary. We, however, rely on the help of Oracle 3.1 and Oracle 3.2 and perform a simple SWAP-test [7] to estimate Tr(A i ρ). 7 This does not imply we have a way to replace the sparsity assumption in the setting of Refs. [6, 23] , but rather means the sparsity assumption is no longer necessary with the existence of Oracle 3.1 and Oracle 3.2.
A subtle issue arises when estimating Tr(A i ρ) because the complexity could be different for each i. Normal quantum search does not handle this case and we instead rely on the quantum search technique with variable costs developed in [3] . 
Similarly,
In other words, with probability at least 1 − 0.02 · ǫ 2 8m ln n , ; the former one is implemented by Line 3 and the latter two are implemented by querying Oracle 3.2. It also takes Θ(log n) quantum gates to implement the SWAP test. In total, for each j (t) ∈ [m], the gate cost of running Line 2-4 is at most log m · poly(log n, B, ǫ −1 ). By Proposition 3.3, the total complexity (both gate cost and queries to Oracle 3.1 and Oracle 3.2) of the quantum search is at most √ m log m · poly(log n, B, ǫ −1 ).
Quantum Algorithm for SDP feasibility
We now expand Algorithm 2 to the fully quantum version (Algorithm 4 
otherwise, claim that S ǫ = ∅, output ρ (t) as a feasible solution, and terminate the algorithm;
5
6 Claim that S 0 = ∅ and terminate the algorithm. In Line 3 of Algorithm 4 we apply Lemma 3.2 to compute the Gibbs state ρ (t) . In round t,
and K 2. This result gives an exponential speed-up in n compared to the previous quantum algorithms in Refs. [6] and [23] , while keeping the square-root dependence in m and only having polynomial dependence in r.
Efficient learnability of quantum states
We consider the following question about learning quantum states via measurements: In Ref. [2] , Aaronson named Question 4.1 as "shadow tomography", and proved the sample complexity of ρ to be O log 4 m · log 2 n · log log n/ǫ 6 . In this section we show that, for low rank matrices and small m, we can also make the learning process computationally efficient, by using our previous result on speeding up solutions to SDPs.
Reduction of Question to SDP feasibility
We start with a simple explanation of using the solution to SDP feasibility to address Question 4.1. Given (many copies of) any unknown quantum state ρ and two-outcome POVM E 1 , . . . , E m , in order to estimate Tr[ρE i ], it suffices to find a state σ that is the solution to the following SDP feasibility problem: To implement such an oracle, we need to operate on copies of ρ. For sample complexity, we only care about the number of copies of ρ used for the purpose, while ignoring all other computation cost. For gate complexity, we do care about the entire computation cost as well as the number of copies of ρ.
Gate complexity
Similar to Section 3, we assume the existence of Oracle 3.1 and Oracle 3.2 to achieve exponential speed-ups of dependence on n. Specifically, for the feasibility problem (4.1)-(4.4), we have: 
Proof. Lemma 3.4 directly implies Lemma 4.2, with the following minor differences:
• The trace of E i is at most r: This is because rank(E i ) = r and 0 E i I. This modifies all B in Lemma 3.4 to r.
• The number of constraints in Lemma 4 
when Line 6 executes, or 
else (no such i (t) exists)
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Claim ρ (t) to be the solution, and terminate the algorithm;
11
when Line 8 executes, we can take K 
when (4.6) holds for round τ, and E
with success probability at least 1 − 0.005ǫ 2 ln n , using √ m log m · poly(log n, r, ǫ −1 ) quantum gates, copies of ρ, and queries to Oracle 3.1 and Oracle 3.2. Because Algorithm 5 has at most 8 ln n ǫ 2 iterations, with success probability at least 1 − 8 ln n ǫ 2 · 0.005ǫ 2 ln n = 0.96 we can assume that the quantum search in Lemma 4.2 works correctly, and the total gate cost of calling Algorithm 5 is still √ m log m · poly(log n, r, ǫ −1 ).
In conclusion, √ m log m · poly(log n, r, ǫ −1 ) is an upper bound on the total number of quantum gates, copies of ρ, and queries to Oracle 3.1 and Oracle 3.2.
Gibbs sampling of low-rank Hamiltonians
In this section we demonstrate how to sample from the Gibbs state of low-rank Hamiltonians given a quantum oracle generating desired states. We repeatedly use the following result of [17] (with a straightforward generalization in [15] ): Lemma 5.1 ([17, 15] In the following proof, we instead assume that eigenvalue estimation of H can be done exactly. This assumption is not true, but it helps to simplify the exposition; the assumption will be removed in Appendix A.
Computing the partition function
As a warmup, we start with the following lemma: Proof Sketch. As mentioned above, we assume that we can implement the unitary evolution exp(iKt) as well as the phase estimation protocol, perfectly to infinite precision. This idealization is made here for the sake of flashing out the core ideas behind the proposed protocol. These assumptions will be lifted in Appendix A (Lemma A.3) , where a careful error analysis of this scheme is presented.
Under these assumptions, let us first consider the estimation of Z supp ≡ ∑ |λ i |≥δ e −λ i , where 0 < δ < 1 is a small threshold and λ i 's are eigenvalues of K. Since δ is a small strictly-positive parameter, Z supp is the partition function when considering the approximated support of K.
The main idea in the estimation of Z supp is to perform phase estimation of the unitary operator e 2πiK on ρ + and ρ − , after which we obtain
where Π λ is the projection onto the λ-eigenspace of K, and λ is any eigenvalue of K. Let us define
Then, 
for some nonnegative numbers λ
Combining Eqs. (5.1) and (5.4), we obtain thatρ + (ρ − ) -the state after performing phase estimation of the unitary operator e 2πiK on ρ + (ρ − ) is given byρ
Now consider the following procedure, and let its output be the random variable X: 2. Perform phase estimation of the operator e 2πiK on ρ sgn ; Let the output state bē
Measure the second register and let the obtained eigenvalue of K be λ. Then, under the assumption of perfect phase estimation, we have
where λ ± i are the eigenvalues of K
is proportional to Z supp , and obtaining a multiplicative estimate of E[X] gives us a multiplicative estimate of Z supp .
The second moment of X reads
We see that 2 , and therefore by Chebyshev's inequality we can obtain, with constant probability, an ǫ-error multiplicative estimate of E[X], hence of Z supp , by running the above procedure O(B 2 δ −2 ǫ −2 ) times and taking the mean. We still need to calculate Z, the full partition function including small eigenvalues of K. Let R denote the number of eigenvalues of K (including degeneracy) with absolute value at least δ, and note that R ≤ 2r, where recall that r upper bounds the rank of K + and K − . Define the following approximation of Z: Z
Using e δ ≤ 1 + 2δ and e −δ ≥ 1 − δ, we get that
Therefore if we make δ small enough, say δ = O(ǫ), Z ′ gives a good multiplicative estimate for Z.
To compute Z ′ , we need a good multiplicative estimate of n − R. This can essentially be done by estimating the probability of a random state having eigenvalue smaller than δ. Let the output of the following procedure be Y:
Algorithm 7: Estimation of n − R 1. Perform phase estimation of the operator e 2πiK on the uniformly random state I/n; let the output eigenvalue be λ. Putting everything together, we see that O(B 2 ǫ −4 + rǫ −2 ) uses of (perfect) phase estimation of e 2πiK suffices to get a O(ǫ)-error multiplicative estimate of Z, completing the proof. Proof Sketch. Similar to the proof sketch of the partition function, here as well we assume an infinite precision implementation of the unitary evolution operator exp(iKt) as well as of the phase estimation protocol. In addition we assume that quantum principal component analysis can be implemented perfectly. These assumptions will be lifted in Appendix A (Theorem A.4), where a complete proof is presented.
Sampling from the Gibbs state
The procedure is somewhat similar to that of calculating the partition function above. We pick δ = O(ǫ), a small threshold, and first consider a procedure to sample from 
Perform quantum principal component analysis of̺; let the measured eigenvalue be µ = λ + + λ − , and the resulting state be ̺ µ .
5. Accept the state ̺ µ with probability
with magnitude at least δ, the overall success probability of the the above protocol can be lower bounded by
and therefore we can output ρ supp efficiently by repeating this algorithm until success, which takes O(B/δ) trials in expectation. Accounting for the randomness in Step 1, at the end of step 3, we obtain the mixed state̺. However, for Gibbs sampling, we should have factors of the form e −λ i |v i v i | instead of (λ 12) where ρ supp is the Gibbs state when considering only the (approximated) support of K. We still need to calculate ρ G , the full Gibbs state including small eigenvalues of K. Recall that R denotes the number of eigenvalues (including degeneracy) of K with absolute value at least δ, and note that R ≤ 2r, where r upper bounds the rank of K + and K − . Define the following approximation of ρ G : 
Therefore if we make δ small enough, ρ ′ G gives a good estimate (in trace distance) for ρ G . To estimate ρ ker we consider the output of the following procedure:
Algorithm 9: Estimation of ρ ker 1. Perform phase estimation of the operator e 2πiK on the uniformly random state I/n; let the output eigenvalue be λ and the resulting state be Π λ .
2. If |λ| ≥ δ abort; otherwise, accept the state.
Finally, ρ G is generated by running the Algorithm 8 with probability
Z until we accept ρ supp and running the Algorithm 9 with probability n−R Z until we accept ρ ker . In the previous Section we proved that, upon setting δ = O(ǫ) we can obtain Z supp , Z and n − R up to an O(ǫ) multiplicative error with poly(log n, r, B, ǫ −1 ) quantum gates. Therefore, Using Lemma 7 of [23] we obtain Proof. As stated previously, we are using consistent phase estimation to unambiguously decide whether to keep an eigenvector in our approximate support. To be precise, choose δ = O(ǫ), ξ = O(ǫ 2 δ 2 B −2 r −1 ), and pick a random shift s -assume that this s is a good shift (this happens with probability 1 the approximate minimum eigenvalueλ min to keep the expectation ofX well-bounded. This is one consequence of possible error due to the application of the phase estimation procedure.
Another consequence, is that if some eigenvalues of K are close enough, they could be mapped to the same approximationλ, and are therefore treated as degenerate. We will redo the analysis to illustrate this fact: Recall that Π λ be the projection onto the λ-eigenspace of K. Define the projector
to be the projector that projects onto the set of eigenvectors of K, with eigenvalues that get mapped toλ under our consistent phase estimation procedure. We note that if we define the unnormalized states (here id stands for "ideal")
Note that consistent phase estimation implements an operation O( √ ξ)-close to the operation ∑λ Π λ ⊗ |λ λ |, and thereforẽ
, and henceK As before, we also need to estimate the number of eigenvalues λ (including degeneracy) with | f (s, λ)| < δ, i.e. the number of i's with |λ i | < δ. Let this number be n −R. Let the output of the following procedure beỸ:
Algorithm 12: Estimation of n −R 1. Perform consistent phase estimation to estimate eigenvalues of K on the uniformly random state I/n; let the output eigenvalue beλ.
2. If |λ| < δ output 1; otherwise output 0.
It is clear that nE[Ỹ]
is an O(r √ ξ)-multiplicative error approximation of n −R, and it can be proven as before that O(rǫ −2 ) repetitions of the above procedure suffice to give an O(ǫ)-error multiplicative stimate of (n −R)/n. It can again be argued that O(rǫ −2 ) repetitions suffice to estimate E [ Y] , and thus n − R, to O(ǫ)-multiplicative error.
Finally, to estimate the full partition function we merely note that Z supp + (n − R) is an O(δ + ǫ) = O(ǫ)-multiplicative error estimate of the partition function Z; we can therefore estimate Z by estimating both terms separately and taking the sum.
A.3 Computing the Gibbs function
In this section we prove the following result: Proof. The procedure will the sketch given in Section 5.2, but using consistent phase estimation rather than the naïve protocol. We again assume we chose a good shift s for the operator K, and first consider a procedure to sample from where δ > 0 is a small threshold andλ i , |ṽ i were defined previous in (A.6). ρ supp is the Gibbs state when considering only the space spanned by approximate eigenvectors of K whose eigenvalues estimates (under consistent phase estimation) are at least δ in aboslute value. Again choose δ = O(ǫ), ξ = O(ǫ 2 δ 2 B −2 r −1 ), and pick a good random shift s -assume that this s (this happens with probability 1 − O(ǫ 2 δ 2 B −2 )). Consider Algorithm 13 below. Algorithm 13 will give us a good approximation forρ supp , the Gibbs state on the approximate support of K (ignoring small eigenvalues). As before, we will need to approximate the Gibb state on the approximate kernel of K as well, which we define as 
