Abstract. The modified Abel lemma on summation by parts is employed to investigate the partial sum of Dougall's bilateral 2 H 2 -series. Several unusual transformations into fast convergent series are established. They lead surprisingly to numerous infinite series expressions for π, including several formulae discovered by Ramanujan (1914) and recently by Guillera (2008) .
where the rising shifted factorial is given by By means of Cauchy's residue theorem, Dougall [21, 1907] discovered the following bilateral series identity
By utilizing the modified Abel lemma on summation by parts, the author [18, 19] has recently reviewed several identities of classical hypergeometric series. The purpose of the present work is to explore this approach further to investigate acceleration of the partial sum of Dougall's 2 H 2 -series into fast convergent series. Five fundamental recurrence relations will be established. They will then be employed to establish several unusual transformation formulae which express the partial sum of Dougall's 2 H 2 -series in terms of fast convergent ones. Surprisingly, these transformations will further lead to numerous infinite series expressions for π, including three typical known ones due to Ramanujan [31, 1914] : 
They are among the 17 formulae recorded by Ramanujan [31, 1914] (see Berndt [10, Chapter 29] also). However, the first rigorous mathematical proofs of Ramanujan's identities and generalizations of them were given by the Borwein brothers [11, §5] and the Chudnovsky brothers [20] . For the historical notes and introductive information on the formulae for π-series, there are three excellent survey papers by Bailey-Borwein [3] , Baruah-Berndt-Chan [8] and Guillera [28] . Different proofs of Ramanujan's identities and further formulae for 1/π and 1/π 2 can be found in Andrews-Berndt [2, §15.6 ], Baruah-Berndt [6, 7] , Borweins [12, 13] , Chan et al. [15] [16] [17] , Guillera [24] [25] [26] [27] [28] [29] Rogers [32] and Zudilin [35] . 
The rest of the paper will be organized as follows. Applying the modified Abel lemma on summation by parts, five recurrence relations for the partial sum of Dougall's 2 H 2 -series will be established in the next section. They will be employed in the second section to prove 60 infinite series identities for π and 1/π, including several known formulae discovered by Ramanujan [31] and Guillera [29] . Finally, the more general iteration pattern will be examined in the third section, where, further, 40 Ramanujan-like formulae will be displayed. In order to assure the accuracy, all the formulae are checked by an appropriately devised Mathematica package.
Five recurrence relations for the Ω-sum
For an arbitrary complex sequence {τ k }, define the backward and forward difference operators ∇ and Δ · , respectively, by
where Δ · differs from the usual operator Δ only in the minus sign. Then Abel's lemma on summation by parts may be reformulated as (4) provided that the limit [AB] + := lim n→∞ A n B n+1 exists and one of both series just displayed is convergent.
Proof. According to the definition of the backward difference, we have Replacing k by k + 1 for the last sum, we get the following expression:
Letting m → ∞ gives rise to the formula displayed in equation (4) .
According to Dougall's 2 H 2 -series, define its partial Ω-sum by 
it is almost trivial to compute the differences
as well as two limiting relations
By means of the modified Abel lemma on summation by parts, we can manipulate the Ω-series as follows:
This may be restated as the recurrence relation.
Lemma 1.1 (Recurrence relation [1000])
.
. 
We have no difficulty showing the differences
as well as the two limiting relations
According to the modified Abel lemma on summation by parts, the Ω-series can be reformulated as
which yields the following recurrence relation.
Lemma 1.2 (Recurrence relation [0001]).
[1001]. For the two sequences A k and B k given respectively by
it is not hard to verify the differences
In view of the modified Abel lemma on summation by parts, we can manipulate the Ω-series as follows:
This leads us to the following recurrence relation, which can also be derived by combining Lemma 1.1 with Lemma 1.2.
Lemma 1.3 (Recurrence relation [1001])
Iterating m-times the equation displayed in Lemma 1.3, we get the relation
When (1 + b − c) > 0, the limit of the last sum exists as m → ∞. In order to evaluate the limit of (5a), recall the Kummer-Thomae-Whipple transformation (cf. Bailey [5, §3.2 
By rewriting Ω(a + m, b, c, d + m) in terms of the 3 F 2 -series, we may transform it into a convergent series
Hence we can express the limit of (5a) as follows:
First, it is not hard to check that
Then the limit of the last 3 F 2 -series can be evaluated, under (1 + b − c) > 0, by the Gauss summation theorem
Summing up, we have proved the following limiting relation:
Finally, letting m → ∞ in (5a-5b) and then relabeling the parameters by a → a+c, c → c
we may reformulate the resulting equation as the following reciprocal relation.
Theorem 1.4 (Reciprocal relation)
This can be considered as a four-parameter extension of the Gauss summation theorem, because the latter can be deduced from it through multiplying across by c and then letting c → 0. Furthermore, letting a →
2 + x in Theorem 1.4, we recover the following interesting identity discovered by Guillera through the WZ -method. 
[1101]. Define the two sequences A k and B k , respectively, by
We can easily prove the differences
Taking into account the modified Abel lemma on summation by parts, we can reformulate the Ω-series as
This reads as the following recurrence relation, which can also be derived by combining Lemma 1.1 with Lemma 1.3.
Lemma 1.6 (Recurrence relation [1101])
[1011]. For the two sequences A k and B k given, respectively, by
it is not difficult to check the differences
Then the modified Abel lemma on summation by parts allows us to manipulate the Ω-series as follows:
This is equivalent to the following recurrence relation, which can also be derived by combining Lemma 1.2 with Lemma 1.3.
Lemma 1.7 (Recurrence relation [1011])
Fast convergent series and π-formulae
Applying the five recurrence relations established in the last section, we shall derive five infinite series expressions for Ω(a, b, c, d) with four of them being fast convergent ones. They will lead to numerous infinite series formulae for π. §2.1.
[1011]. Iterating m-times the equation displayed in Lemma 1.7, we get
By means of the Weierstrass M -test on uniformly convergent series (cf. Stromberg 
Theorem 2.1 (Transformation formula: (c +
) by the Gauss summation formula and then making the parameter replacements a → C, b → 1 − B and c → 1 + A − B, we derive from the last theorem the following expression.
Proposition 2.2 (Infinite series for Γ-function quotient: (1 +
This is equivalent to the limiting case D → −∞ of Dougall's well-known formula (cf. Bailey [5, §4.4] and Slater [33, §2.4 
])
Proposition 2.3 (Dougall [21, 1907] 
Corollary 2.4 (A =
Corollary 2.5 (A = 0 and B = −C = x in Proposition 2.2). Two particular identities may be worth mentioning. The first one was discovered by Bauer in 1859, which can also be found in Glaisher [22, §25] and Hardy [30, Equation 2 ].
Example 1 (x = 1/2 in Corollary 2.4: Bauer [9, §4] ).
The next one was established by Glaisher in 1905 in a less well-known paper.
Further series for 1/π and 1/π 2 with convergence rate equal to one can be found in Glaisher [22] , who made a systematic investigation on π-formulae through elliptic functions before Ramanujan, even though all of the 30 principal series for 1/π and 1/π 2 collected by him can be derived from Dougall's 5 F 4 -series published in 1907, two years after Glaisher's paper. §2.2.
Substituting this into the equation displayed in Lemma 1.2
we can simplify the result to the following recurrence relation.
Lemma 2.6 (Recurrence relation [0011]).
Iterating this relation m-times, we get
By means of the Weierstrass M -test on uniformly convergent series, the limiting case m → ∞ of the last equation leads to the transformation.
Theorem 2.7 (Transformation formula [0011])
When a = b = 1 2 and c = d = 1 + x, the last theorem recovers the following interesting identity discovered by Guillera through the WZ -method. 
Instead, for d = 1, we can evaluate Ω (a, b, c, d ) by the Gauss summation formula and derive from the last theorem the following expression. Proposition 2.9 (Infinite series for Γ-function quotient).
Three infinite series with a free variable x can be derived from this proposition. sin
Corollary 2.11 (a = b = x and c = 1 + x in Proposition 2.9).
Corollary 2.12 (a = b = c = 1 − x in Proposition 2.9).
k . Example 5 (x = 1/2 in Corollary 2.12).
4 ,
2k .
Example 6 (x = 1/3 in Corollary 2.12).
3k .
Example 7 (x = 2/3 in Corollary 2.12).
Example 8 (x = 1/4 in Corollary 2.12). 1 + a, b, 1 + c, 1 + d) gives
Then substituting this into the equation displayed in Lemma 1.7, we have
Iterating this relation m-times results in the equality
where
By means of the Weierstrass M -test on uniformly convergent series, the limiting case m → ∞ of the last equation subject to (c + d − a − b) > 1 leads to the transformation.
Theorem 2.13 (Transformation formula [1012]).

Ω(a, b, c, d) =
When a = When c = 1, we can evaluate Ω (a, b, c, d ) by the Gauss summation formula and obtain from Theorem 2.13 the following proposition.
Proposition 2.15 (Infinite series for Γ-function quotient)
In Proposition 2.15, splitting the sum with respect to k into two according to the two terms of β k (a, b, 1, d) , then keeping the first sum invariant and replacing the summation index by k → k − 1 for the second sum, we may reformulate the resulting equation as another proposition.
Proposition 2.17 (Infinite series for Γ-function quotient)
Corollary 2.18 (a +
b = d = 1 in Proposition 2.17). sin πx π = ∞ k=0 −1 4 k x, x, −x, x 2 , x−1 2 1, 1, 1, 1 2 , 1 2 k 10k 3 −3k 2 +2kx−k 2 x+x 2 −4kx 2 −x 3 x(1 − x) .
Corollary 2.19 (a = b = x and d = 1 + x in Proposition 2.17)
. This is equivalent to the series of BBP-type due to Adamchik and Wagon [1] 
Corollary 2.21 (a +
Further BBP-type series for π can be found, for example, in [1, 3, 4, 14, 23, 28] .
Example 24 (x = 1/2 in Corollary 2.18).
Example 25 (x = 1/3 in Corollary 2.18).
Example 26 (x = 2/3 in Corollary 2.18). 1, 1, 1, 
Substituting this into the equation displayed in Lemma 2.6
and then simplifying the result, we get the relation
Iterating this relation m-times yields the expression
where γ k (a, b, c, d ) is the quintic polynomial of k given by
By means of the Weierstrass M -test on uniformly convergent series, the limiting case m → ∞ of the last equation leads to the transformation. [1022] ). a, b, c, d ).
Theorem 2.23 (Transformation formula
When d = 1, we can evaluate Ω (a, b, c, d ) by the Gauss summation formula and derive from the last theorem the following further relations.
Proposition 2.24 (Infinite series for Γ-function quotient
). Γ 1+c, 3+c−a−b c − a, c − b = ∞ k=0 (−1) k (a) k (1−a) k (c−a) k (c−b) 2k (1−b) 2k (2) 2k (1 + c) 2k (3 + c − a − b) 3k γ k (a, b, c, 1).
Corollary 2.25 (a +
Corollary 2.26 (a = b = x and c = 1 + x in Proposition 2.24).
Letting c = 1 in Theorem 2.23 and then making the replacement k → k + 1 for the sum corresponding to (8b) in the factor γ k (a, b, c, d) , we derive the following expressions.
Proposition 2.28 (Infinite series for Γ-Function quotient
+ (1+2k)(d+2k)(1+d+2k)(2+d−a−b+3k)(3+d−a−b+3k).
Corollary 2.29 (a =
By specifying x in Corollaries 2.25, 2.26, 2.27 and 2.29, we can deduce the following infinite series expressions for π and 1/π with convergence rate equal to −1/27. 
By means of the Weierstrass M -test on uniformly convergent series, the limiting case m → ∞ of the last equation yields the transformation. [1122] ).
Theorem 2.30 (Transformation formula
When a = b = In particular, for d = 1, we can evaluate Ω (a, b, c, d ) by the Gauss summation formula and derive from the last theorem the following expression. Proposition 2.32 (Infinite series for Γ-function quotient).
Corollary 2.33 (a + b = c = 1 in Proposition 2.32).
Corollary 2.34 (a = b = x and c = 1 + x in Proposition 2.32).
Corollary 2.35 (a =
