Purpose -In order to develop a feasible and efficient method to acquire the long-run availability of a parallel system with distribution-free up and down times, the purpose of this paper is to perform the simulation comparisons on the interval estimations of system availability using four bootstrapping methods. Design/methodology/approach -By using four bootstrap methods; standard bootstrap (SB) confidence interval, percentile bootstrap (PB) confidence interval, bias-corrected percentile bootstrap (BCPB) confidence interval, and bias-corrected and accelerated (BCa) confidence interval. A numerical simulation study is carried out in order to demonstrate performance of these proposed bootstrap confidence intervals. Especially, we investigate the accuracy of the four bootstrap confidence intervals by calculating the coverage percentage, the average length, and the relative coverage of confidence intervals. Findings -Among the four bootstrap confidence intervals, the PB method has the largest relative coverage in most situations. That is, the PB method is the best one made by practitioners who want to obtain an efficient interval estimation of availability. Originality/value -It is the first time that the relative coverage is introduced to evaluate the performance of estimation method, which is more efficient than the existing measures.
Introduction
To assess the long-term performance of a repairable system, the steady-state availability of the system is often considered. Steady-state availability (henceforth availability) is defined as the ratio:
where m 1 and m 2 denote the mean up and down times of system, respectively. Availability is a very important measure in evaluating the long-term performance of a system, and numerous studies have sought to explore interval estimations for the availability of repairable systems assuming various specified up and down time distributions. Confidence intervals for availability are given in Thompson (1966) , Gary and Lewis (1967) , Masters and Lewis (1987) , Elperin and Gertsbakh (1988) , Mi (1991) , Masters et al. (1992) , Chandrasekhar et al. (1994) , Ananda (1999 Ananda ( , 2003 , Yadavalli et al. (2002) , Chandrasekhar et al. (2004) , and Lim et al. (2004) , among others. Recently, Ke and Chu (2007) considered the interval estimation of the steady-state availability for a repairable system consisting of one operating unit and one spare. But to the best of our knowledge there has been no research that explores interval estimation of availability for a parallel system with distribution-free up and down times. The contributions made by some important articles, concerning interval estimation of availability for a parallel system, are summarized in Table I .
All the Bayesian, M-, L-, G-and G-L methods (Table I ) not only assumed exponential type distributions on up and down time of components in the parallel system, but are also assessed by coverage percentage. Their results are just theoretically perfect, but the applications are limited to some special systems. This motivates us to develop more useful interval estimation methods for the availability of a parallel system with distribution-free up and down times.
The parallel system is popularly used in practical system. So far very few researchers have studied the estimation of availability for a parallel system with distribution-free up and down times. In general, engineers urgently want to assess the availability of a system. Therefore, this would motivate that we study the availability of a parallel system using nonparametrically statistical methods. To propose an efficient estimation method to estimate the system availability, the performance of these methods is also evaluated by some statistical criterions.
The objective of this paper is to present bootstrapping interval estimation of availability A for a parallel system assuming distribution-free up and down times. In second section, we show that the natural estimatorÂ of A is consistent and asymptotically normal (CAN). Further utilizing four bootstrapping interval estimation methods, we can construct four bootstrap confidence intervals for A. Subsequently, a numerical simulation study is conducted in third section to demonstrate performance of the four bootstrap confidence intervals for A. We assess and compare the accuracy of these four bootstrap interval estimation methods by virtue of relative coverage of confidence intervals. Finally, some conclusions are drawn.
Interval estimation of availability for a parallel system Consider a parallel system having k independent renewable components with distribution-free up and down times. For the ith (i ¼ 1,2, . . . ,k) component in the system, we let X i and Y i denote independent up and down times with means m 1i and m 2i , respectively. Then the availability of the parallel system in equilibrium is given by:
Pðthe ith component is downÞ
We are interested in constructing confidence interval of A by utilizing bootstrap technique.
Assume that X i1 ; X i2 ; . 
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Xs and Ys, respectively. According to the strong law of large numbers (Roussas, 1997, p. 196) , X i is a strongly consistent estimator of m 1i and Y i is a strongly consistent estimator of m 2i . Hence a strongly consistent estimator of the availability A is:
It may be noted thatÂ is a differentiable function in X i and Y i (i ¼ 1; 2; . . . ; k). Based upon the multivariate central limit theorem (Rao, 1973) , we have:
where s is the theoretical standard deviation ofÂ, and D ÿ ! denotes convergence in distribution. It follows thatÂ is a (strongly) CAN estimator of A. But the theoretical variance ofÂ is complex and not easy to be computed for practical use. In real parallel systems, the distributions of up and down times are seldom known, the variance ofÂ is more difficult to be derived and calculated. To estimate A efficiently, we will develop interval estimations of A by means of four bootstrap methods, and further evaluate performance of the four estimation methods in terms of relative coverage. Efron (1979 Efron ( , 1982 , the greatest statistician in the field of nonparametric resampling approach, originally developed and proposed the bootstrap, which is a resampling technique that can be effectively applied to estimate the sampling distribution of any statistic. Specifically, one can utilize the bootstrap approaches to approximate the sampling distribution of a statistic defined by a random sample from a population with unknown probability distribution. And due to the technological advances of PC and statistical software, today the bootstrap becomes the most powerful nonparametric estimation procedure. Especially on the topic of interval estimation, Efron and Gong (1983) , Efron and Tibshirani (1986) , and Efron (1987) presented four bootstrap confidence intervals: the standard bootstrap (SB) confidence interval, the percentile bootstrap (PB) confidence interval, the bias-corrected percentile bootstrap (BCPB) confidence interval, and the bias-corrected and accelerated (BCa) confidence interval.
In order to understand how the bootstrap confidence interval is developed, let x i1 ; x i2 ; . . . ; x in be a sample of n observations taken from the population X i , and y i1 ; y i2 ; . . . ; y in be a sample of n observations drawn from the population Y i , where i ¼ 1; 2; . . . ; k. Then according to the bootstrap procedure, a simple random sample x * i1 ; x * i2 ; . . . ; x * in can be taken from the empirical distribution of x i1 ; x i2 ; . . . ; x in , called a bootstrap sample from x i1 ; x i2 ; . . . ; x in . Similarly, we can draw a bootstrap sample y * i1 ; y * i2 ; . . . ; y * in from y i1 ; y i2 ; . . . ; y in . Based on equation (3), a CAN estimate of system availability A can be calculated from original samples as:
where x i and y i are the sample means of x i1 ; x i2 ; . . . ; x in and y i1 ; y i2 ; . . . ; y in , respectively. And another estimate of A computed from bootstrap samples is: 
is the bootstrap estimate of A. And the standard deviation of the CAN estimatorÂ can be estimated by:
For necessary backgrounds on bootstrap techniques, the interested readers can refer to Efron (1987 Efron ( , 1982 Efron ( , 1987 , Efron and Gong (1983) , Efron and Tibshirani (1986) , Gunter (1991) , Mooney and Duval (1993), or Young (1994) . Next, we describe four types of bootstrap confidence intervals for A as follows.
Standard bootstrap confidence interval
Because sdðÂ B Þ is a consistent estimate of s (the standard deviation ofÂ), the Slutsky theorem (Hogg and Craig, 1995, p. 254) implies that:
Based upon the above asymptotic normality ofÂ, a 100(1-2a)% SB confidence interval for A is:
where z a is the upper ath quantile of the standard normal distribution. 
where [x ] denotes the greatest integer less than or equal to x.
Bias-corrected percentile bootstrap confidence interval
The bootstrap distributionÂ
. . . ;Â * B may be biased. Consequently, the third approach is designed to correct this potential bias of the bootstrap distribution. Set
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where I ð · Þ is the indicator function. Defineẑ 0 ¼ F 21 ð p 0 Þ, where F -1 denotes the inverse function of the standard normal distribution function F. Then let a 1 ¼ Fð2ẑ 0 2 z a Þ and a 2 ¼ Fð2ẑ 0 þ z a Þ. It follows that a 100ð1 2 2aÞ% BCPB confidence interval for A is given by:
ðÂ * ð½Ba 1 Þ;Â * ð½Ba 2 ÞÞ: ð12Þ
Bias-corrected and accelerated confidence interval Besides for correcting the potential bias of the bootstrap distribution, we can accelerate convergence of the bootstrap distribution. LetX il andỸ il denote the original samples (x i1 ; x i2 ; . . . ; x in ) and (y i1 ; y i2 ; . . . ; y in ) with the lth observations x il and y il deleted, also letÃ l be the CAN estimate of A calculated by usingX il andỸ il for l ¼ 1; 2; . . . ; n and i ¼ 1; 2; . . . ; k. Define:Ã
and:â
Hereẑ 0 andâ are named bias-correction and acceleration, respectively. Thus, a 100ð1 2 2aÞ% BCa confidence interval for A is constructed by:
where:
Simulation study One principal goal of bootstrap methods is to establish good confidence interval. Efron and Tibshirani (1986) indicated that "good" means that the bootstrap confidence intervals should have relatively accurate coverage performance in all situations. On interval estimation, most statisticians assess performance of estimation methods in terms of coverage percentage or average length of confidence interval. But we find that larger coverage percentage of confidence interval may be often due to larger standard deviation of interval estimation method. On the other hand, shorter confidence interval may often lead to smaller coverage percentage. In order to improve the above two shortcomings, this paper proposes a new performance measure, named relative coverage, to evaluate performance of interval estimation methods. Relative coverage is defined as the ratio of coverage percentage to average length of confidence interval, and can be viewed as the amount of coverage percentage contained by per unit-length interval. The greater the relative coverage is, the better the estimation method is. A numerical simulation study is conducted to evaluate performance of the four bootstrap estimation methods presented in second section. The four bootstrap EC 25, 8 confidence intervals are assessed in terms of their coverage percentages, average lengths, and relative coverages. In order to reach this goal, we not only set six different distributions for the up time, but also assume two various distributions for the down time. Moreover, we let the up time have a Gamma lifetime distribution GAM(a,b), where a and b are scale and shape parameters, respectively. Six different levels (5, 2), (10,1), (20,0.5), (2.5,2), (5,1), and (10,0.5) are assigned to (a,b) . It is well known that the GAM (a, b) has increasing failure rate (IFR), constant failure rate (CFR), or decreasing failure rate (DFR) according to the shape parameter b . 1, ¼ 1, or , 1, respectively. In this simulation study, we specify (i) GAM(5,2) and GAM(2.5,2), (ii) GAM(10,1) and GAM(5,1), and (iii) GAM(20,0.5) and GAM(10,0.5) to represent IFR, CFR, and DFR up times, respectively.
Moreover, the distribution of down time is assumed to be exponential with mean 5 (i.e. EXP(5)) or uniform on interval (1,9) (i.e. U(1,9)). The parallel system in simulation experiment is assumed to be k ¼ 2 or 5 components, and we consider diverse combinations of distributions for up times and down times in simulation processes. The distributions of up and down times, and some configurations composed of different distributions in the simulated systems with k components, are described in Tables II-IV. For each pair distributions of ðX i ; Y i Þ ði ¼ 1; 2; . . . ; kÞ, a random sample ðx i1 ; y i1 Þ; ðx i2 ; y i2 Þ; . . . ; ðx in ; y in Þ of size n ( ¼ 15, 30, 60) is generated from ðX i ; Y i Þ. Using equation (5) (7) and (8), the estimated standard deviation ofÂ is computed as sdðÂ B Þ. Finally, applying the four bootstrap methods (equations (10)-(13)) described in second section, we obtain the four bootstrap confidence intervals with confidence level 90 percent. Subsequently, the above simulation process is replicated N ¼ 1,000 times. We compute coverage percentage, average length, and relative coverage of the four bootstrap confidence intervals. Matlab w 7.0.4 code is easily implemented to accomplish all simulations. All simulation results are displayed in Table V and VI. The performance of the four bootstrap confidence intervals of availability A for a parallel system can be examined in terms of relative coverage recorded on Table V and VI. Examining these simulation results, we find that coverage percentages for the four bootstrap confidence intervals increase with sample size n, but average lengths decrease with n. GAM(5,2) GAM(5,2) U(1,9) U(1,9) A17 GAM(5,2) GAM(10,1) U(1,9) U(1,9) A18 GAM(5,2) GAM(20,0.5) U(1,9) U(1,9) A19 GAM(10,1) GAM(10,1) U(1,9) U(1,9) A20 GAM(10,1) GAM(20,0.5) U(1,9) U(1,9) A21 GAM(20,0.5) GAM(20,0.5) U(1,9) U(1,9) Table III .
Configuration for component distributions of system in simulation study -two components system
Component distribution configuration Configuration case
GAM(10,0.5) GAM(2.5,2) EXP(5) U(1,9) B14 GAM(10,0.5) GAM(5,1) EXP(5) U(1,9) B15 GAM(10,0.5) GAM(10,0.5) EXP(5) U(1,9) B16 GAM(2.5,2) GAM(2.5,2) U(1,9) U(1,9) B17 GAM(2.5,2) GAM(5,1) U(1,9) U(1,9) B18 GAM(2.5,2) GAM(10,0.5) U(1,9) U(1,9) B19 GAM(5,1) GAM(5,1) U(1,9) U(1,9) B20 GAM(5,1) GAM(10,0.5) U(1,9) U(1,9) B21 GAM(10,0.5) GAM(10,0.5) U(1,9) U(1,9) Therefore, the relative coverage becomes larger when the sample size n becomes larger. The simulation results reported in Tables III and IV , also indicate that the relative coverage increases when the failure rate of up time decreases. Among the four bootstrap confidence intervals, the PB method has the largest relative coverage in most situations. Consequently, based on relative coverage, the PB method has the best performance among the four bootstrap methods for interval estimation of availability A for a parallel system with distribution-free up and down times.
Conclusions
This paper proposed four feasible and efficient interval estimations of availability A for a parallel system with distribution-free up and down times. Based on CAN estimatorÂ, the four bootstrap methods SB, PB, BCPB and BCa are applied to construct confidence intervals for system availability A. The relative coverage is adopted to understand, compare, and assess performance of the resulted bootstrap confidence intervals. The simulation results imply that the PB method has the best performance on relative coverage. Consequently, the PB method is the best one made by practitioners who want to obtain an efficient confidence interval of availability A for a practical parallel system. Note that the bootstrap estimation methods presented in this paper would be easily applied to practical parallel systems. Further research may consider comparison investigations of system characteristics for two or more parallel systems by means of bootstrap technique.
