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Abstract
We prove that every planar graph G with∆ = 6 is of Class 1 if it does not contain a 5-cycle with a chord.
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1. Introduction
Only simple graphs are considered in this paper. A plane graph is a particular drawing of a planar graph in the
Euclidean plane. For a plane graph G, we denote its vertex set, edge set, face set, and maximum degree by V (G),
E(G), F(G), and ∆(G) (or simply ∆), respectively. For f ∈ F(G), we use b( f ) to denote the boundary walk of f
and write f = [u1u2 · · · un] if u1, u2, . . . , un are the vertices of b( f ) in the clockwise order. Sometimes, we simply
write E( f ) = E(b( f )). For x ∈ V (G)∪ F(G), let d(x) denote the degree of x in G. A vertex (or face) of degree k is
called a k-vertex (or k-face). Let N (v) denote the set of neighbours of a vertex v in G. A k-vertex adjacent to a vertex
x is called a k-neighbour of x and let dk(x) denote the number of k-neighbours of x . Given a cycle C of length k in
G, an edge xy ∈ E(G) \ E(C) is called a chord of C if x, y ∈ V (C). Such cycle C is also called a chordal-k-cycle.
An edge k-colouring of a graph G is a mapping φ from E(G) to the set of colors 1, 2, . . . , k such that any two
adjacent edges have different colours. The chromatic index χ ′(G) is the smallest integer k such that G admits an edge
k-colouring.
The well-known Vizing’s Theorem [6] states that every simple graph G has ∆ ≤ χ ′(G) ≤ ∆+ 1. The graph G is
of Class 1 if χ ′(G) = ∆ and of Class 2 if χ ′(G) = ∆ + 1. A critical graph is a connected graph G such that G is
of Class 2 and G − e is of Class 1 for any edge e of G. A critical graph of maximum degree ∆ is called a ∆-critical
graph. It is obvious that every k-critical graph, k ≥ 2, is 2-connected.
Vizing [7] proved that every planar graph with∆ ≥ 8 is of Class 1 and conjectured that this is true for 6 ≤ ∆ ≤ 7.
The case ∆ = 7 was recently confirmed by Sanders and Zhao [4], and independently Zhang [8]. This result was
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further extended by Sanders and Zhao [5] to a graph with∆ = 7 which can be embedded in a surface of characteristic
zero. Thus, Vizing’s conjecture remains open only for the case ∆ = 6. Zhou [9] proved that every ∆ = 6 planar
graph without k-cycles is of Class 1 provided 3 ≤ k ≤ 5. Bu and Wang [1] extended Zhou’s result by showing that
a planar graph G with ∆ = 6 is of Class 1 if it satisfies one of the following conditions: (1) without 6-cycles; (2)
without chordal-4-cycles; (3) without chordal-5-cycles and chordal-6-cycles. As another extension of Zhou’s result,
Li et al. [2] showed that every graph G with ∆ = 6 is of Class 1 if it can be embedded in a surface with characteristic
at least −3 and without 3-cycles, or without 4-cycles, or if it can be embedded in a surface with characteristic at least
−1 and without 5-cycles.
In this paper, we shall prove that every planar graph with ∆ = 6 and without chordal-5-cycles is of Class 1. This
gives an improvement to a result of [1].
2. Main results
The famous Vizing’s Adjacent Lemma presented below will be used frequently in the proof of Theorem 3.
Lemma 1 (Vizing [7]). Let G be a ∆-critical graph. Then
(1) any vertex of G is adjacent to at least two ∆-vertices;
(2) if x ∈ V (G) with dk(x) ≥ 1, where k 6= ∆, then d∆(x) ≥ ∆− k + 1.
Let G be a 6-critical graph and v ∈ V (G). Then the assertions (P1) to (P5) below follow automatically from
Lemma 1.
(P1) If d(v) = 2, then v is adjacent to two 6-vertices;
(P2) If d(v) = 3, then v is not adjacent to any vertex of degree at most 4;
(P3) If d(v) = 4, then v is not adjacent to any vertex of degree at most 3;
(P4) If d(v) = 5, then d6(v) = 4 if d3(v) = 1, and d6(v) ≥ 3 if d4(v) ≥ 1;
(P5) If d(v) = 6, then d6(v) = 5 if d2(v) = 1, d6(v) ≥ 4 if d3(v) ≥ 1, and d6(v) ≥ 3 if d4(v) ≥ 1.
Lemma 2 (Luo and Zhang [3]). Let G be a ∆-critical graph with ∆ ≥ 5. Suppose that x is a 3-vertex adjacent to
three ∆-vertices in G. Then there is a vertex y ∈ N (x) such that d(z) ≥ ∆− 1 for every z ∈ N (y) \ {x}.
Theorem 3. If G is a plane graph with ∆ = 6 and without chordal-5-cycles, then G is of Class 1.
Proof. Suppose on the contrary that G is of Class 2. Without loss of generality, we may assume that G is 6-critical.
Thus G is 2-connected, implying that the boundary of each face forms a cycle and every edge lies on the boundaries
of two faces.
Claim 1. There is no 3-face adjacent to two nonadjacent 3-faces.
Proof. Suppose to the contrary that G contains a 3-face f2 = [xyz] which is adjacent to two nonadjacent 3-
faces, say f1 = [xuy] and f3 = [xzv]. Since G is simple and f1 is not adjacent to f3, we see that u 6= v and
u, v /∈ {x, y, z}. Now, a 5-cycle uyzvxu with a chord xy is constructed, which contradicts the assumption on G. This
proves Claim 1. 
Claim 1 implies that every 5-vertex is incident to at most three 3-faces, and every 6-vertex is incident to at most
four 3-faces.
Claim 2. There is no 3-face f ′ adjacent to a 4-face f ′′ such that |E( f ′) ∩ E( f ′′)| = 1.
Proof. Suppose that G contains a 4-face f ′ = [xyzu] adjacent to a 3-face, say f ′′ = [xyv], satisfying that
E( f ′) ∩ E( f ′′) = {xy}. Since G is simple, it follows that v /∈ b( f ′) and so a 5-cycle xvyzux with a chord xy
exists in G, also a contradiction. This proves Claim 2. 
Claim 2 tells us that if a 4-face f1 is adjacent to a 3-face f2, then |E( f1)∩ E( f2)| = 2, thus b( f1)∩ b( f2) contains
a 2-vertex. Moreover, it is easy to note that every 4-face is adjacent to at most one 3-face, as G is simple.
A subgraph H of G is called a cluster if H consists of nonempty minimal set of 3-faces in G such that no other
3-face is adjacent to a member of this set. A k-cluster is a cluster formed by k 3-faces. A face f is said to be adjacent
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Fig. 1. All possible clusters in G.
to a cluster H if f /∈ H and f is adjacent to a member of H . If a face is adjacent to a cluster C with a common edge
e, then this face is denoted by fe.
The following Claim 3 follows immediately from Claim 1:
Claim 3. The following configurations exhaust all possible clusters of G (see Fig. 1):
C1: a 3-face;
C2: two adjacent 3-faces;
C3: three mutually adjacent 3-faces.
Let us observe the cluster C3 in Fig. 1. Suppose, without loss of generality, that d(x) ≤ d(y) ≤ d(z). By definition,
d(u) = 3. By (P2) and Lemma 1(1), d(x) ≥ 5 and d(y) = d(z) = 6. When d(x) = i for i = 5, 6 , we write C3 as
C(i)3 . We say that every vertex in {u, x, y, z} is incident to C(i)3 .
Using Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 and the relation ∑v∈V (G) d(v) = ∑ f ∈F(G) d( f ) =
2|E(G)|, we can derive the following identity:∑
v∈V (G)
(d(v)− 4)+
∑
f ∈F(G)
(d( f )− 4) = −8. (1)
We define a weight function w by w(x) = d(x) − 4 for each x ∈ V (G) ∪ F(G). It follows from identity (1) that
the total sum of weights is equal to −8. We design appropriate discharging rules and redistribute weights accordingly.
Once the discharging is finished, a new weight function w′ is produced. However, the total sum of weights is kept
fixed when the discharging is in process. Nevertheless, after the discharging is complete, the new weight function w′
satisfies w′(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This leads to the following obvious contradiction:
0 ≤
∑
x∈V (G)∪F(G)
w′(x) =
∑
x∈V (G)∪F(G)
w(x) = −8. (2)
For a vertex v ∈ V (G), let T (v) denote the set of all 3-faces incident to v. For a 6-vertex v, we further define
T ′(v) as follows: If either d3(v) = 1, d4(v) = 0, and v is incident to a cluster C(6)3 , or if v is incident to a cluster C(5)3 ,
then T ′(v) consists of 3-faces in T (v) which do not belong to C(i)3 for i = 5, 6; Otherwise, T ′(v) = T (v). We set
t (v) = |T (v)| and t ′(v) = |T ′(v)|. Obviously, if either d3(v) = 1, d4(v) = 0, and v is incident to a cluster C(6)3 , or v
is incident to a cluster C(5)3 , then t ′(v) < t (v). Otherwise, t ′(v) = t (v).
Our discharging rules are defined as follows:
(R1) Let v be a 6-vertex. We do the following:
(R1.1) v sends 1 to each adjacent 2-vertex, and 13 to each adjacent 3-vertex.
(R1.2) If d3(v) = 1, d4(v) = 0, and v is incident to a cluster C(6)3 , then v sends 1615 to this C(6)3 (namely, v totally
gives 1615 to two 3-faces in C(6)3 incident to v).
(R1.3) If v is incident to a cluster C(5)3 , then v sends 4445 to this C(5)3 .
Let α(v) denote the remained positive weight of v after (R1.1)–(R1.3) are carried out. Then, we do the following:
(R1.4) If t ′(v) ≥ 1, then v sends α(v)/t ′(v) to each 3-face in T ′(v).
(R2) Every 5-vertex v sends 13 to each adjacent 3-vertex, and (1− 13d3(v))/t (v) to each 3-face in T (v) if t (v) ≥ 1.
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Table 1
The case for d(v) = 6
τ(v → f ) ≥ t ′ = 1 t ′ = 2 t ′ = 3 t ′ = 4
d2 = d3 = 0 2 1 2/3 1/2
d2 = 1, d3 = 0 1 1/2 1/3 1/4
d2 = 0, d3 = 2 4/3 2/3 4/9 1/3
d2 = 0, d3 = 1, t ′ = t 5/3 5/6 5/9 5/12
d2 = 0, d3 = 1, t ′ < t 3/5 3/10
Table 2
The case for d(v) = 5
τ(v → f ) t = 1 t = 2 t = 3
d3 = 0 1 1/2 1/3
d3 = 1 2/3 1/3 2/9
(R3) Every face f with d( f ) ≥ 5 sends w( f )/d( f ) to each adjacent 3-face or 4-face through each common
boundary edge.
Let β( f ) denote the amount of modified weight of a 4-face f after (R3) is carried out. Then we continue to do the
following:
(R4) Every 4-face f with β( f ) > 0 sends β( f ) to the (possibly) adjacent 3-face.
For x, y ∈ V (G)∪ F(G), we use τ(x → y) to denote the sum of weights discharged from x to y according to our
rules.
Claim 4. Suppose that v is a 6-vertex and f ∈ T ′(v). Then, under the rule (R1), the following table lists all the
possible values of τ(v → f ) with respect to t ′(v), d2(v), and d3(v). In Table 1, we omit letter v from t ′(v), t (v),
d2(v) and d3(v).
Proof. It is easy to inspect by the rule (R1) that the first five rows in Table 1 give the precise values of τ(v → f ).
Let us now consider the sixth row, i.e. suppose that d2(v) = 0, d3(v) = 1, and t ′(v) < t (v). Then v is incident to
exactly one C(5)3 or C(6)3 . If v is incident to a C(5)3 , then by (R1.3) and (R1.4), τ(v → f ) = 2 − 13 − 4445 = 3145 when
t ′(v) = 1, and τ(v → f ) = (2− 13 − 4445 )/2 = 3190 when t ′(v) = 2. If v is incident to a C(6)3 , then by (R1.2) and (R1.4),
τ(v → f ) = 2 − 13 − 1615 = 35 when t ′(v) = 1, and τ(v → f ) = (2 − 13 − 1615 )/2 = 310 when t ′(v) = 2. Therefore,
τ(v → f ) ≥ min{ 3145 , 35 } = 35 if t ′(v) = 1; and τ(v → f ) ≥ min{ 3190 , 310 } = 310 if t ′(v) = 2. Claim 4 follows. 
Claim 5. Suppose that v is a 5-vertex and f ∈ T (v). Then, under the rule (R2), Table 2 lists all the possible values
of τ(v → f ) with respect to t (v) and d3(v).
Letw′(x) denote the final weight function once the discharging process is complete. In order to show thatw′(x) ≥ 0
for all x ∈ V (G) ∪ F(G), we first suppose that v ∈ V (G). Then d(v) ≥ 2, since G is 2-connected.
If d(v) = 2, then v is adjacent to two 6-vertices by (P1), each of which sends 1 to v by (R1.1). Thus,
w′(v) ≥ 2− 4+ 2× 1 = 0.
If d(v) = 3, then v is adjacent to three vertices of degree at least 5 by (P2). Thus, w′(v) ≥ 3− 4+ 3× 13 = 0 by
(R1.1) and (R2).
If d(v) = 4, then w′(v) = w(v) = d(v)− 4 = 0.
If d(v) = 5, then v is adjacent to at most one 3-vertex by (P4) and hence it follows from (R2) that w′(v) ≥ 0.
Assume that d(v) = 6, then w(v) = 2. (P5) asserts that d2(v) ≤ 1 and d3(v) ≤ 2. It is easy to see that v is incident
to at most one C(5)3 and at most two C(6)3 ’s. If d3(v) = 1, d4(v) = 0, and v is incident to a C(6)3 , then d2(v) = 0 and
so at most 2115 (= 13 + 1615 ) was transferred from v to adjacent 3-vertex and incident C(6)3 by (R1.1) and (R1.2), implying
w′(v) ≥ 0. If v is incident to some C(5)3 , then v sends 5945 (= 13 + 4445 ) to adjacent 3-vertex and incident C(5)3 by (R1.1)
and (R1.3), hence w′(v) ≥ 0 . Otherwise, we have T ′(v) = T (v) by definition, and at most 53 (= 13 × 2 + 1) was
transferred from v to adjacent 2- and 3-vertices, and hence w′(v) ≥ 0.
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Next, suppose that f ∈ F(G). If d( f ) = 4, then w( f ) = 0 and it is easy to see that w′( f ) ≥ 0 by (R3) and (R4).
If d( f ) ≥ 5, then w( f ) = d( f ) − 4 ≥ 1 and (R3) asserts that w′( f ) ≥ 0. Assume that d( f ) = 3. Note that each
3-face belongs to the unique cluster. Thus, we only need to prove that for each k-cluster C for k ≥ 1,
w′(C) =
∑
f ∈C
w′( f ) =
∑
f ∈C
w( f )+ τ(C) = −k + τ(C) ≥ 0,
where τ(C) denotes the total sum of weights obtained by all members of C from their adjacent faces and incident
vertices during the discharge process. Equivalently, it remains to prove that τ(C) ≥ k for each k-cluster C. By Claim 3,
we consider the following three cases, as shown in Fig. 1:
Case 1 C is C1.
In this case, k = 1. By symmetry, we may suppose that d(x) ≤ d(y) ≤ d(z). So, when 2 ≤ d(x) ≤ 4, we have
t ′(y) = t (y) and t ′(z) = t (z). The proof is divided into the following subcases, depending on the size of d(x).
1.1 d(x) = 2.
It follows from (P1) that d(y) = d(z) = 6, d2(y) = d2(z) = 1, and d3(y) = d3(z) = 0. By Claim 1, each of y
and z is incident to at most three 3-faces. So, τ(y → f ) ≥ 13 and τ(z → f ) ≥ 13 by Table 1. Since G is 2-connected,
x /∈ b( fyz). By Claim 2, fyz is of degree at least 5. Thus, τ( fyz → f ) ≥ w( fyz)/d( fyz) = 1 − 4/d( fyz) ≥ 15 by
(R3).
If d( fxy) ≥ 5, then fxy sends at least 25 to f by (R3), thus τ(C) ≥ 2× 13 + 25 + 15 = 1915 .
Assume that d( fxy) = 4 and fxy = [xyvz]. Let f1 and f2, different from f , denote respectively the adjacent faces
of fxy such that yv ∈ b( f1) ∩ b( fxy) and vz ∈ b( f2) ∩ b( fxy). By (P5), d(v) = 6. If d( f1) = 3, say f1 = [yy′v],
then y′ 6= x, z and hence a 5-cycle yy′vzxy with a chord yv is established. If d( f1) = 4, then b( f1) ∪ {yz, vz} also
contains a 5-cycle with a chord yv. We always get a contradiction. Thus, d( f1) ≥ 5 and similarly d( f2) ≥ 5. By (R3),
fxy gets at least 15 from each of f1 and f2, i.e., β( fxy) ≥ 15 + 15 = 25 . By (R4), fxy sends at least 25 to f . Again, we
have τ(C) ≥ 2× 13 + 25 + 15 = 1915 .
1.2 d(x) = 3.
We see from (P2) and (P4) that d(y) ≥ 5, d(z) = 6, and d2(y) = d2(z) = 0. Thus, τ(z → f ) ≥ 13 and
τ(y → f ) ≥ min{ 13 , 29 } = 29 by Tables 1 and 2 . With a similar argument, we can show that each of fxy, fyz, fzx is
of degree at least 5 and so sends at least 15 to f by (R3). Consequently, τ(C) ≥ 3× 15 + 29 + 13 = 5245 .
1.3 d(x) = 4.
We have d(y) ≥ 4 by (P3). Each of fxy, fyz, fzx is of degree at least 5 and sends at least 15 to f . If d(y) = 4, then
d(z) = 6, and d2(z) = d3(z) = 0 by Lemma 1(2) and (P5). By Table 1, τ(z → f ) ≥ 12 . Thus, τ(C) ≥ 3× 15+ 12 = 1110 .
If d(y) ≥ 5, then each of y and z sends at least 29 to f . It turns out that τ(C) ≥ 3× 15 + 2× 29 = 4745 .
1.4 d(x) ≥ 5.
Each of x, y, z sends at least 29 to f , and each of fxy, fyz, fzx sends at least
1
5 to f . Thus, τ(C) ≥ 3× 15+3× 29 = 1915 .
Case 2 C is C2.
Now, k = 2. By symmetry, we may suppose that d(x) ≤ d(y) and d(z) ≤ d(v). It is straightforward to see that
d(x) ≥ 3 and d(z) ≥ 2. When 3 ≤ d(x) ≤ 4, we have t ′(s) = t (s) for all s ∈ {x, y, z, v}.
2.1 d(x) = 3.
We see that d(y), d(z), d(v) ≥ 5 by (P2), and d( fyz), d( fvy) ≥ 5, with a similar proof as in Case 1. By the
definition of C, d( fzx ) ≥ 4. If d( fzx ) = 4, say fzx = [vuzx], then it is evident that u 6= y so that a 5-cycle vuzxyv
with a chord vx is constructed. Thus, d( fzx ) ≥ 5. So, C totally receives at least 45 from its adjacent faces by (R3). Since
all faces adjacent to C are of degree at least 5, each of z and v is incident to at most three 3-faces. Since d(x) = 3, we
have d2(v) = d2(z) = d2(y) = 0.
Assume that d(y) = 5. Then d(v) = d(z) = 6. By Tables 1 and 2, τ(v → C) ≥ 49 , τ(z → C) ≥ 49 , and
τ(y → C) ≥ 2× 29 = 49 . Thus, τ(C) ≥ 45 + 3× 49 = 3215 .
Assume that d(y) = 6. Then d(z) ≥ 5 and d(v) = 6. Each of z and v is incident to at most three 3-faces,
i.e., t (v), t (z) ≤ 3. Using Tables 1 and 2, τ(y → C) ≥ 2 × 13 = 23 , τ(z → C) ≥ 29 , τ(v → C) ≥ 49 . Thus,
τ(C) ≥ 45 + 49 + 23 + 29 = 3215 .
2.2 d(x) = 4.
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We note that d(y), d(z), d(v) ≥ 4, d2(y) = d2(v) = d2(z) = 0, t (v), t (z) ≤ 3, and d( fzx ), d( fyz), d( fvy),
d( fxv) ≥ 5. The rule (R3) guarantees that C totally gets at least 45 from its adjacent faces. There are the following
possibilities:
(2.2a) Assume that d(y) = 4. Then d(z) = d(v) = 6, and d3(z) = d3(v) = 0. It is easy to inspect in Table 1 that
τ(v → C) ≥ 23 and τ(z → C) ≥ 23 . Thus, τ(C) ≥ 45 + 2× 23 = 3215 .
(2.2b) Assume that d(y) = 5. Then d(z) ≥ 5, d(v) = 6, and d3(y) = d3(v) = 0. It follows from Tables 1 and 2
that τ(v → C) ≥ 23 , τ(y → C) ≥ 2× 13 = 23 , and hence τ(C) > 45 + 2× 23 = 3215 .
(2.2c) Assume that d(y) = 6. If d(z) = 4, then d(v) = 6, and d3(y) = 0. Thus, τ(y → C) ≥ 2 × 12 = 1, and
τ(v → C) ≥ 59 > 13 , therefore τ(C) ≥ 45 + 1+ 13 = 3215 .
Suppose that d(z) ≥ 5. Since d3(y) ≤ 1, we have τ(y → C) ≥ 2 × 512 = 56 . When d(z) = 5, we have d3(z) = 0
and so τ(z → C) ≥ 13 . When d(z) = 6, we have d3(z) ≤ 1 and τ(z → C) ≥ 512 . Thus, τ(z → C) ≥ min{ 512 , 13 } = 13 .
Similarly, we can show that τ(v → C) ≥ 13 . Therefore, τ(C) ≥ 45 + 56 + 2× 13 = 2310 .
2.3 d(x) = 5.
We see that d(y) ≥ 5, d(z), d(v) ≥ 3, and d2(y) = d2(v) = d2(z) = 0. Since d( fzx ), d( fyz), d( fvy), d( fxv) ≥ 5,
each of fzx , fyz, fvy, fxv sends at least 15 to C by (R3). If d(y) = 5, then d3(x) = d3(y) = 0, and so
τ(x → C) ≥ 2× 13 = 23 and similarly τ(y → C) ≥ 23 . Thus, τ(C) ≥ 45 + 2× 23 = 3215 .
Suppose that d(y) = 6. Then τ(y → C) ≥ 2 × 310 = 35 . If d(z) = 3, then d(v) = 6 by (P4), and
τ(x → C) ≥ 2 × 29 = 49 , τ(v → C) ≥ 310 > 14 by Tables 1 and 2. Thus, τ(C) > 45 + 35 + 49 + 14 = 377180 . If
4 ≤ d(z) ≤ 5, then d3(x) = 0, and τ(x → C) ≥ 2× 13 = 23 . Thus, τ(C) ≥ 45 + 35 + 23 = 3115 . If d(z) = d(v) = 6, then
each of z and v sends at least 310 to C. Thus, τ(C) ≥ 45 + 2× 310 + 35 = 2.
2.4 d(x) = 6.
By observing the size of d(z), we need to handle some subcases.
(2.4a) Assume that d(z) = 2. Then d(v) = 6, d( fxv), d( fyv) ≥ 5, and fxz is identical to fzy . Each of fxv and
fyv sends at least 15 to C. We again note that v is incident to at most three 3-faces and so τ(v → C) ≥ 13 by Table 1.
Moreover, t ′(x) = t (x) and t ′(y) = t (y).
If d( fxz) = 4, it is easy to show that t (x) ≤ 3 and t (y) ≤ 3 by Claim 2. Thus, τ(x → C) ≥ 2 × 13 = 23 , and
similarly τ(y → C) ≥ 23 . Consequently, τ(C) ≥ 2× 15 + 2× 23 + 13 = 3115 .
If d( fxz) ≥ 5, then C totally receives at least 45 from its adjacent faces by (R3). Moreover, τ(x → C) ≥ 2× 14 = 12 ,
and similarly τ(y → C) ≥ 12 . Thus, τ(C) ≥ 45 + 2× 12 + 13 = 3215 .
(2.4b) Assume that 3 ≤ d(z) ≤ 4. Then d2(x) = d2(y) = 0, t ′(x) = t (x), and t ′(y) = t (y). Each of x and y sends
at least 23 to C by Table 1. Since d( fzx ), d( fyz), d( fyv), d( fvx ) ≥ 5, C totally gets at least 45 from its adjacent faces.
It follows that τ(C) ≥ 45 + 2× 23 = 3215 .
(2.4c) Assume that d(v) = d(z) = 5. Then d2(x) = d2(y) = d3(x) = d3(y) = 0. We have that τ(x → C) ≥
2× 12 = 1 and similarly τ(y → C) ≥ 1. Thus, τ(C) ≥ 1+ 1 = 2.
(2.4d) Assume that d(z) = 5 and d(v) = 6. Then d2(x) = d2(y) = 0, d3(x), d3(y) ≤ 1, so that τ(x → C) ≥
2× 310 = 35 and similarly τ(y → C) ≥ 35 . With a similar argument, C totally receives at least 45 from its adjacent faces
by (R3). Thus, τ(C) ≥ 2× 35 + 45 = 2.
(2.4e)Assume that d(z) = d(v) = 6. In this case, τ(x → C) ≥ 2× 14 = 12 , τ(y → C) ≥ 2× 14 = 12 , τ(z → C) ≥ 14 ,
τ(v → C) ≥ 14 , and each of fzx , fyz, fyv, fvx sends at least 15 to C. Therefore, τ(C) ≥ 2× 12 + 4× 15 + 2× 14 = 2310 .
Case 3 C is C3.
We have k = 3 and d(u) = 3 in this case. Without loss of generality, we may suppose that d(x) ≥ 5 and
d(y) = d(z) = 6. Clearly, d2(x) = d2(y) = d2(z) = 0, since u is a 3-vertex. Reasoning as before, each of the faces
fxy, fyz, fzx is of degree at least 5 and therefore sends at least 15 to C. The proof is divided into the following two
subcases:
3.1 d(x) = 5.
That is, C is C(5)3 . It is easy to see that d3(y) = d3(z) = 1, since d(u) = 3 and d(x) = 5. By (R1.3), each of y and
z sends 4445 to C. In addition, τ(x → C) ≥ 2× 29 = 49 by Table 2. Thus, τ(C) ≥ 2× 4445 + 3× 15 + 49 = 3.
3.2 d(x) = 6.
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We know that C is C(6)3 . By Lemma 2, at least one of x, y, z is adjacent to one 3-vertex and five vertices of degree
at least 5. Let x be such a vertex, so d3(x) = 1 and d4(x) = 0. By (R1.2), x gives 1615 to C. If d3(y) = 1 and
d4(y) = 0, then we also have τ(y → C) = 1615 by (R1.2). Otherwise, τ(y → C) ≥ 2× 13 = 23 by Table 1. In a word,
τ(y → C) ≥ min{ 1615 , 23 } = 23 . Similarly, τ(z → C) ≥ 23 . Thus, τ(C) ≥ 1615 + 2× 23 + 3× 15 = 3. 
Remark. In a separate paper, we further prove that every planar graph G with∆ = 6 and without chordal-6-cycles is
of Class 1.
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