Although state estimation in networked control systems is a fundamental problem, few efforts have been made to study distributed state estimation via multiple access channels (MAC's). In this article, we give a characterization of the zero-error capacity region of an M-input, single-output MAC at any finite block-length. To this end, nonstochastic informationtheoretic tools are used to derive the converse and achievability proofs. Next, a tight condition to be able to achieve uniformly bounded state estimation errors over such a MAC is provided. The obtained condition establishes a connection between the intrinsic topological entropies of the linear systems and the zeroerror capacity region of the MAC.
I. INTRODUCTION
In the emerging paradigm of the industrial Internet of Things, new design challenges are raised by the ubiquitous connectivity of a large number of smart devices, which sense, communicate and control over the same networked platform [1] . decentralized channel access methods are gaining more attention from the research community as no coordination among the devices is necessary, in contrast to centralized schemes. Uncoordinated access is one of the key drivers of IoT [2] . This motivates the investigation of remote estimation and control of dynamical systems over multiple access channels (MAC's) where multiple users transmit simultaneously over a channel [3] , [4] .
Many control systems are employed for safety and missioncritical purposes, and their performance must be guaranteed every time the plant is operating. In such contexts, it makes sense to measure stability by worst-case notions such as uniform boundedness, rather than expected or probabilistic criteria. In [5] , it has been shown that in order to be able to achieve almost surely uniform state estimation of a linear, disturbed dynamical system over a stochastic discrete, memoryless, point-to-point channel, it is necessary and sufficient that the system topological entropy 1 not exceed the channel zeroerror capacity C 0 [6] . Noting that C 0 does not depend on the probabilistic nature of the channel, this result was rederived in [7] by introducing the framework of uncertain variables (uv's) and nonstochastic information I * .
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Most previous works have mainly focused on studying networked estimation or control systems communicating over different classes of point-to-point channels. To the best of our knowledge, no previous work has thoroughly studied the problem of state estimation over a MAC. A recent exception is Zaidi et al. [8] where classical information-theoretic tools are used to investigate the mean-square stabilization of two scalar LTI systems over a noisy two-input, single output MAC.
In this paper, we extend our earlier result on the zero-error capacity region of a two-input, single-output MAC [9] , to the more general case with M inputs, and use this result to study uniform state estimation over such a MAC. First, some preliminaries and basic concepts of nonstochastic information theory are introduced in Section II. Next, we present the communication model, followed by a characterization of the channel zero-error capacity region in Section III. We then use this result in Section IV to address a problem of uniform distributed state estimation over a MAC. The examined setting consists of two separate sensors observing the states of three inear time-invariant (LTI) systems, namely one common system that is seen by both sensors and two private systems accessible only by the respective sensor. A theorem connecting the topological entropies of the LTI systems to the zeroerror capacity region of the communication channel is then presented. Finally, Section V concludes the paper and provides some insights about possible future work.
II. ELEMENTS OF THE NONSTOCHASTIC FRAMEWORK
In this section, we briefly review the uncertain variable (uv) framework introduced in [7] , [10] . Using this framework, the problem of zero-error communication over an M-user multiple access channel (MAC) is analyzed in subsequent sections.
A. Uncertain Variables, Unrelatedness and Markovianity
Consider the sample space Ω. An uncertain variable (uv) X consists of a mapping from Ω to a set X [7] . Hence, each sample ω ∈ Ω induces a particular realization X(ω) ∈ X . Given a pair of uv's X and Y , the marginal, joint and conditional ranges are denoted as
The dependence on Ω will normally be hidden, with most properties of interest expressed in terms of operations on these ranges. As a convention, uv's are denoted by upper-case letters, while their realizations are indicated in lower-case. The family { X|y : y ∈ Y } of conditional ranges is denoted X|Y .
Definition 1 (Unrelatedness [7] ). The uv's X 1 , X 2 , · · · X n are said to be (mutually) unrelated if
Remark 1. Unrelatedness is closely related to the notion of qualitative independence [11] between discrete sets. It can be proven that unrelatedness is equivalent to the following conditional range property
Definition 2 (Conditional Unrelatedness [7] ). The uv's X 1 , ..., X n are said to be conditionally unrelated given Y if X 1 , . . . , X n |y = X 1 |y × · · · × X n |y , ∀y ∈ Y .
Definition 3 (Markovianity [7] ). The uv's X 1 ,Y and X 2 form a Markov uncertainty chain denoted as
Remark 2. It can be shown that this is equivalent to X 1 and X 2 being conditionally unrelated given Y , i.e.
By the symmetry of (8), we conclude that
B. Preliminaries on Nonstochastic Information
Before presenting the notion of nonstochastic information, we firstly discuss some important background concepts. Throughout this subsection X, Y , Z, Z ′ and W denote uncertain variables (uv's).
Definition 4 (Overlap Connectedness [7] Obviously, the overlap connectedness is both transitive and symmetric, i.e. it is an equivalence relation between x and x ′ . Thus it results in equivalence classes that cover X and form a unique partition. We call this family of sets the
Definition 5 (Nonstochastic Information [7] ). The nonstochastic information between X and Y is given by
Remark 3. Note that the nonstochastic information is sym-
Definition 6 (Common Variables [12] , [13] ). A uv Z is said to be a common variable (cv) for X and Y if there exist functions f and g such that Z = f (X) = g(Y ). Furthermore, a cv is called maximal if any other cv Z ′ admits a function h such that Z ′ = h(Z).
Remark 4. Note that no cv can take more distinct values than the maximal one. The concept of a maximal common variable was first presented by Shannon in the framework of random variables [12] , to which he referred by the term "common information element" for a maximal cv.
The nonstochastic information I * [X;Y ] is precisely the logcardinality of the range of a maximal cv between X and Y . This is because it can be shown that ∀(x, y) ∈ X,Y , the partition set in X|Y * that contains x also uniquely specifies the set in Y |X * that contains y. Thus these overlap partitions define a cv for X and Y , with corresponding functions f and g given by the labelling. Furthermore, this cv can be proved to be maximal. See [10] for details.
Definition 7 (Conditional I * [10] ). The conditional nonstochastic information between X and Y given W is
where for a given w ∈ W , X|Y, w * is the overlap partition of X|w induced by the family X|Y, w of conditional ranges X|y, w , y ∈ Y |w .
Remark 5. It can be shown that I * [X;Y |W ] also has an important interpretation in terms of cv's: it is the maximum log-cardinality of the ranges of all cv's Z = f (X,W ) = g(Y,W ) that are unrelated with W . For more details we refer the reader to [10] .
III. ERROR-FREE TRANSMISSION OVER M-USER MAC
This section introduces the M-user multiple access channel (MAC) communication system in the nonstochastic framework. Next, some of the previously discussed concepts are used to obtain an exact characterization of the zero-error capacity region (Theorem 1).
A. System Model
Consider the communication setup depicted in Fig. 1 . The system consists of M transmitters, each wishing to convey a distinct private message W j , where j ∈ [1 : M], and a common message W 0 to a unique receiver over an M-user multiple access channel (MAC). Suppose that the messages W 0 ,W 1 ,W 2 · · · ,W M are mutually unrelated and finite-valued. We assume without loss of generality, that for i = [0 : M] the messages W i take the integer values [1 : w i max ] for some integer w i max ≥ 1. For a given block-length n ≥ 1, the messages are encoded into channel input sequences X 1 1:n , X 2 1:n , · · · , X M 1:n as
where E j M j=1 are the coding laws at each transmitter. Note that the common message W 0 is seen by all encoders, while the private messages W j are only available to their respective transmitters. The code rate for each message is defined as
This general system configuration, where a common message is seen by all encoders, allows us to incorporate some form of relatedness among the channel input sequences in the model. In the case where the common message can take only one value, so that R 0 = 0, each channel input is generated in isolation and is mutually unrelated with the others. At the other extreme, if the private messages can each take only one value so that R 1 = R 2 = · · · = R M = 0, then the channel inputs are generated in complete cooperation.
The encoded data sequences are then sent through a stationary memoryless MAC as depicted in Fig. (1) . The output Y k ∈ Y of the MAC is given in terms of a fixed function f :
where the channel noise is denoted by Z k and it is mutually unrelated with Z 1:k−1 , W 0 , W 1 ,W 2 , · · · ,W M . We further assume that its range Z k = Z is constant. The receiver consists of a decoder D that generates esti-matesŴ =Ŵ 0 ,Ŵ 1 , · · · ,Ŵ M of the transmitted messages using the channel output sequence Y 1:n . In the context of zero-error communication, these estimates must always be exactly equal to the original messages, even with the existence of channel noise or inter-user interference. This requirement means that for any i ∈ [0 : M] the conditional range W i |y 1:n consists of one element for any channel output sequence y 1:n ∈ Y 1:n .
We define the operational zero-error n-capacity region C 0,n of the MAC as the set of rate tuples R = (R i ) M i=0 for which this is possible by suitable choice of coding and decoding functions. Note that this is well-defined for finite block-lengths n, and so is of interest in safety-critical, low-latency applications. This is unlike the Shannon capacity region C , which requires n → ∞ so as to yield vanishingly small decoding error probabilities.
The communication system described above is an extension of the nonstochastic MAC operating with two senders [9] to the general scenario with two or more users.
B. Zero-Error Capacity of M-User MAC via Nonstochastic Information
At this stage, we use nonstochastic information to establish a multi-letter characterization of the zero-error n-capacity region C 0,n of the introduced M-user MAC.
Theorem 1. For a given block-length n ≥ 1, let R(U, X 1 1:n , X 2 1:n , · · · , X M 1:n ) be the set of rate tuples Then, the operational zero-error n-capacity region C 0,n of the M-user MAC over n channel uses coincides with the union of the regions R(U, X 1 1:n , X 2 1:n , · · · , X M 1:n ) over all uv's U, X 1 1:n , X 2 1:n , · · · , X M 1:n such that i) the sequences X i 1:n , i = 1, . . . , n, are conditionally unrelated given U, ii) U ↔ X 1 1:n , X 2 1:n , · · · , X M 1:n ↔ Y 1:n form a Markov uncertainty chain.
Proof. See Appendix A.
Remark 6. This result is a nonstochastic analogue of Shannon information-theoretic characterizations of the ordinary capacity region [4] . Apart from its multi-letter nature and the use of nonstochastic rather than Shannon information, there are several other notable differences. Firstly, the inequalities are on each individual rate, and not the sum rate. Secondly, the conditioning argument in (14) involves only the auxiliary variable U, and not any of the channel input sequences. Finally, this characterization is valid for finite block-lengths n, not just n → ∞. These differences originate from the zeroerror requirement on our system, as well as the definition of conditional I * .
If we are allowed to use arbitrarily long blocks, i.e. n → ∞, then the relevant zero-error capacity region C 0 is given by
We have the following result.
Theorem 2. The zero-error capacity region C 0 (16) is convex.
Proof. See Appendix B. The proof uses a time-sharing argument.
Remark 7. The time-sharing argument used to prove the convexity of C 0 is based upon the operational definition of the zero-error n-capacity region C 0,n for a given code blocklength n.
IV. DISTRIBUTED STATE ESTIMATION OVER NONSTOCHASTIC MAC
We now exploit the results from Section III to address a problem of distributed state estimation with uniformly bounded estimation errors over a multiple access channel (MAC). Firstly, the problem setup is presented. Then, the main result that consists in (Theorem 3) is given. This theorem establishes a clear connection between the topological entropy of the dynamical system and the zero-error capacity region of the MAC. Note that throughout this section the superscript i specifies the corresponding plant.
A. Problem Formulation
Consider three discrete linear time-invariant (LTI) dynamical systems characterized by the following system equations for i ∈ {0, 1, 2}
where the uncertain variables (uv's) V i (k) and W i (k) denote process and measurement noise at time instant k ∈ Z ≥0 . Before being transmitted, the plant output sequences are first encoded into channel input signals S 1 (k), S 2 (k) via the coding functions γ l as
Note that the outputs of system 0 are available to both encoders, whereas systems 1 and 2 are observed only by their respective transmitters. The encoded data sequences are then sent through a stationary memoryless two-user MAC (13) as shown in Fig. (2) . The received symbol Q(k) is the output of a fixed function f :
where Z(k) is the channel noise at time k. At the receiver side, the symbols are used to generate an estimationX(k) := X 0 (k),X 1 (k),X 2 (k) T of the original plant states X(k) := X 0 (k), X 1 (k), X 2 (k) T , by means of a decoder δ , i.e.
The prediction error is denoted by the uv
Plant 1 The aim is to design the coder-estimator tuple (γ 1 , γ 2 , δ ) such that the resulting estimation error is uniformly bounded, i.e.
where the operator · denotes the l ∞ −norm. We impose the following assumptions. . Notice that each plant generates uncertainty (which can be considered as information) at a certain rate that is called topological entropy h i . This entity is defined as (γ 1 , γ 2 , δ ) yielding uniformly bounded estimation errors with respect to a nonempty l−ball of initial states X(0), then
where h ≡ (h 0 , h 1 , h 2 ) T denotes the vector of topological entropies (24) of the corresponding systems, and C 0 refers to the zero-error capacity region of the channel. Furthermore, if h ∈ int (C 0 ), then a coder-estimator tuple that achieves uniformly bounded state estimation errors (23) can be constructed.
Proof. See Appendix C.
Remark 9. This result is an extension of corresponding results of [5] , [7] , from centralized LTI systems with point-to-point channels, to a distributed LTI system estimated over a MAC.
V. CONCLUSION
With the aim of gaining an in-depth understanding of information flows in distributed estimation and control systems in worst-case scenarios, we used non-probabilistic concepts to analyze zero-error multiple access communication systems with M inputs and a single output. The established characterization of the channels zero-error capacity region is not only true for asymptotically large block-length n, but also at finite n. Next, motivated by the relevance of zero-error capacity as figure of merit in networked estimation theory, a tight condition to guarantee uniformly bounded estimation errors over a multiple access channel (MAC) was provided. In future work we intend to extend these results to MAC with feedback in the nonstochastic framework, and derive closed-loop stabilizability conditions of LTI systems connected via such channels. A further interesting research direction is developing computationally low-cost algorithms to determine nonstochastic information, and eventually to characterize the zero-error capacity region of any desired MAC model.
APPENDIX A PROOF OF THEOREM 1

1) Converse
Consider the M-user MAC model defined in (13) and let R i M i=0 (12) be the rates of some zero-error code (11) with block-length n. Furthermore, we set the uv U = W 0 . By assumption, the messages W j M j=0 are mutually unrelated and hence from (11) we conclude that the codewords satisfy M ∏ i=1 X i 1:n |U = X 1 1:n , · · · , X M 1:n |U .
Additionally, the unrelatedness of the channel noise Z with the messages W j , ∀ j ∈ [0 : M], implies that Z is also unrelated with the codewords X i M i=1 . Thus, the Markov chain Y 1:n ↔ X 1 1:n , X 2 1:n , · · · X M 1:n ↔ U is satisfied. As zero-error communication is assumed, the existence of a decoding function D 0 such that
is then guaranteed. Moreover, since U = W 0 it can be directly deduced that W 0 is a common variable (cv) -Def. (6)-between U and Y 1:n . The maximal cv property of maximin information I * yields the following
This proves expression (14) of Theorem 1. Next we show inequality (15) for i ∈ [1 : M]. Firstly, note that given a specific realization W 0 = w 0 of the common message, there exists a unique message w 1 associated with the channel codeword x 1 1:n . This observation follows also from the zero-error property of the chosen code. In fact, if different realizations W 1 = w 1 were mapped to the same codeword, then zero-error decoding would obviously be impossible and the assumption would be contradicted. Therefore, there certainly exists a function g i such that for i ∈ [1 : M]
Moreover, by the zero-error property there is indeed a decoding function D i such that
Hence, we conclude that the uv W i is a cv between (X i 1:n ,W 0 ) and (Y 1:n ,W 0 ). Recall that in the considered MAC model the private messages W i are unrelated with U = W 0 for all i ∈ [1 : M]. Therefore, the interpretation of conditional I * in terms of maximal cv's results in
proving (15) .
2) Achievability
The achievability proof is established by showing that if we have a set of uv's U, X j 1:n , j = 1, 2 for some block-length n ≥ 1 such that the outlined requirements in Theorem 1 are fulfilled, then it is possible to to construct a zero-error coding scheme at rates achieving equality in (14)- (15) . a) Codebook Generation: We firstly fix the rate R 0 such that
Next, select one point from each set of the family [[U|Y 1:n ]] * . We then denote the chosen points u(w 0 ) with w 0 = 1, . . . , 2 nR 0 .
Since nR i = I * [X i 1:n ;Y 1:n |U] for i = [1 : M], (10) means that the following inequality holds
with i ∈ [1 : M] and w 0 ∈ [1 : 2 nR 0 ]. It is therefore possible to select 2 nR i distinct codewords x i 1:n from [[X i 1:n |U = u(w 0 )]] for any realization w 0 such that each nonempty set of the overlap partition [[X i 1:n |Y 1:n ,U = u(w 0 )]] * is a singleton. Subsequently, these codewords denoted as E i (w 0 , w i ) for w i ∈ [1 : 2 nR i ] correspond to the coding laws (11) 
b) Zero-Error Decoding: At this stage of the proof, we that it is possible to achieve zero decoding errors using the previously presented scheme.
Firstly, recall that the uv's U and X i
Then, the n-tuples of codewords E 1 w 0 , w 1 , · · · , E M w 0 , w M with w i ∈ [1 : 2 nR i ] and ∀i ∈ [1 : M] certainly belong to the the conditional joint range [[X 1 1:n , · · · , X M 1:n |U = u(w 0 )]]. This means that any combination of w 0 , w 1 , · · · , w M is mapped to a valid point of codewords lying within X 1 1:n , · · · , X M 1:n ,U . At the receiver, the decoding procedure consists of M + 1 stages:
(1) Firstly, the decoder determines the transmitted common message w 0 . By construction, each of the 2 nR 0 points u(w 0 ) is inside a separate set of the family U|Y 1:n * . Furthermore, recall that the cv property of the overlap partition implies that each set in the family U|Y 1:n * containing u also uniquely specifies the matching set in Y 1:n |U * that contains y 1:n . Hence, the common message w 0 is decoded with zero error. (2) After having determined w 0 , it is now possible to determine which set of the conditional overlap partition [[Y 1:n |X 1 1:n ,U = u(w 0 )]] * contains the sequence y 1:n . In a similar way as step (1), this set uniquely determines the corresponding set of the family [[X 1 1:n |Y 1:n ,U = u(w 0 )]] * where the codeword E 1 (m 0 , m 1 ) lies. Since at most one codeword has been selected from each set of this family for each realization w 0 , then the private message of user 1, namely w 1 , is uniquely decoded.
(3) In the subsequent M − 1 stages, the decoder repeats step (2) with x j 1:n for j ∈ [2 : M] and similarly recovers w j with zero error.
APPENDIX B PROOF OF LEMMA (2)
Select two codes C ′ and C ′′ with respective rates
where R ′ n ∈ C 0,n and R ′′ m ∈ C 0,m for some n, m ∈ Z ≥1 that denote the block-lengths of the zero-error codes operating at R ′ n and R ′′ m . First, we use the selected codes C ′ and C ′′ to construct a new one C with a rate R := (R 0 , R 1 , · · · , R M ) such that 
It follows from (37) and (39) that α must be chosen such that
Thus, for a fixed α ∈ [0, 1] the ratio k/ j must satisfy
For arbitrarily small δ , ∃k, j ∈ Z ≥1 such that the ratio k/ j ∈ Q, and
Since δ , ε → 0, the rate R can be made arbitrarily close to the zero-error code rateR. Therefore, we deduce that R ∈ C 0 , which proves the desired property.
APPENDIX C PROOF OF THEOREM 3 1) Necessity Proof: Without loss of generality assume that for i ∈ {0, 1, 2} the state matrix A i of plant i is in real Jordan canonical form, i.e. it consists of m square blocks on its diagonal such that the j−th block is denoted by A i j ∈ R d j ×d j with j = [1 : m]:
In the following analysis, we consider only the unstable
and k ∈ N. We then divide the interval [−l, l] on the ℓ−th axis into κ ℓ equal subintervals of length 2l/κ ℓ such that
Let p ℓ (s) denote the midpoints of the subintervals, for s = {1, · · · , κ ℓ } and construct an interval I ℓ (s) centered at p ℓ (s) such that its length is equal to l/κ ℓ . We define the family of hypercuboids H as follows
Observe that any two hypercuboids from H are separated by a distance of l/κ ℓ along the ℓ−th axis for each ℓ ∈ {1, · · · , d i }.
In the following analysis the superscript i referring to the respective plant is omitted unless otherwise stated. The initial state range is set as [[X i (0)]] = ∪ H∈H H ⊂ B l (0). The operator dm(·) is defined as the set diameter using l ∞ −norm. Then, as
, · 2 denotes the Euclidean norm and σ min (·) refers to the smallest singular value. The inequalities (46), (47) and (48) hold because (46) conditioning reduces the range, (47) the diameter of a uv range is translation invariant, (48) X i j (0) and V i j (k) are unrelated ∀k ∈ Z ≥0 , and hence, the range of their sum is larger than the sum of their individual ranges. Now, note that the Yamamoto identity for asymptotically large k states that
with λ min being the eigenvalue with the smallest magnitude. Then, since j ∈ [1 : m] < ∞, i.e. there are finitely many blocks A i j , hence there exists k ε ∈ Z ≥0 such that
Additionally, by uniform boundedness of errors (23) there exists ξ > 0 such that 
for j ∈ [1 : m] and k ≥ k ε . Nonetheless, note that by construction the distance between any two hypercuboids in H is equal to l/κ ℓ along the ℓ i −th axis. Therefore,
For sufficiently large k, it is possible to obtain
Hence, the RHS of (54) would exceed the RHS of (53) resulting in a contradiction. Thus, when k is large enough the family H is
As the cardinality of any [[X i (0)|Q(0 : k − 1)]]−overlap isolated partition is upper bounded by the maximin information
Hence, for i ∈ {0, 1, 2} it follows from (55)
Thus, for k → ∞ and arbitrarily small ε we obtain
Now, before proceeding with the proof, we present the following lemma. (58)
Proof. See Appendix D.
Since X 0 (0 : k − 1) and X l (0) are unrelated for l ∈ {1, 2}, it follows from Lemma 1
(59)
are mutually unrelated. Hence, the requirement (A3) results in the Markov chain X l (0) ↔ S l (0 : k − 1) ↔ Q(0 : k − 1)|X 0 (0 : k − 1), for l ∈ {1, 2}. Thus, the conditional data processing inequality [10] yields
By combining this upper bound with inequalities (55) and (59), we obtain
Let k → ∞, and select ε arbitrarily small, to obtain the following
for l ∈ {1, 2}. This concludes the proof of necessity.
Y 0 (k) S i (kn : (k + 1)n − 1) 2) Sufficiency Proof: The sufficiency of (25) is now established. To this end, we discuss in detail the structure of the encoder blocks γ 1 and γ 2 as depicted in Fig. (3) .
Firstly, a Luenberger observer O j , with j ∈ {0, 1, 2} generates the signalsX j (k) at time instant k. The state observer O j is defined by the following equation
where L is a filter matrix of appropriate dimensions. This step is guaranteed by the by assumption (A1), i.e. the observability of (A j ,C j ) for j ∈ {0, 1, 2}. Note that the process noise corresponds to the innovations fed to the state observer, i.e. V j (k) = L(Y j (k) − C jX j (k)).
The state observationsX j (k + 1) are then down-sampled by a factor of n to yield X j ((k + 1)n) = (A j ) nX n (kn) + Ψ j n (k),
where Ψ j n (k) := ∑ r ξ =0 (A j ) n−1−ξ V (kn + ξ ) denote the accumulated process noise for r ∈ [0 : n − 1]. Observe that by appropriately designing the filter matrix L, it is possible to ensure that the disturbance term Ψ j n (k) is uniformly bounded ∀r ∈ [0 : n − 1] over k ∈ Z ≥0 .
Next, each of the down-sampled sequences is processed by the respective adaptive quantizer Q j to generate the messages M 0 , M 1 and M 2 which are drawn from finite sets M j with cardinalities |M j |, where j ∈ {0, 1, 2}. Finally, each pair of messages is mapped into the codeword S i (kn : (k + 1)n − 1) with the block-length n by the corresponding channel encoder E i at time instant k. The code rate for each message M j is then R j = (log |M j |)/n.
The receiver δ is a three-stage process that consists of the reverse operations performed by the encoding block. Firstly, using the channel output Q(kn : (k + 1)n − 1), the message estimates {M j } 2 j=0 are produced by means of an appropriate channel decoder. Each of these estimates is then processed by an adaptive dequantizer G j , followed by an upsampling operation by n to generate the state estimationsX j (k) at time instant k for j ∈ {0, 1, 2}. For a given MAC satisfying (20), the existence of appropriate channel encoder and decoder that ensure zero-error transmission is guaranteed. Therefore, the communication channel linking each message M j to its estimateM j can be modelled as noiseless. Hence, by the data rate theorem (Proposition 5.2 in [17] ) ∀R j > h j , ∃Q j , G j such that the prediction error E j (kn) = X j (kn) −X j (kn) is uniformly bounded. Now, every time instant t ∈ Z ≥1 can be written for some nonnegative integer k as t = kn + r, where r ∈ [0 : n − 1]. Furthermore, consider the estimator
