We present a new calibration method for a structured light surface scanner. The new method uses a model-based calibration, accounting for laser stripe and translation stage alignment and the internal and external camera parameters. The inclusion of non-linear radial distortion in the camera model gives an improvement in the calibration accuracy over a linear model. The method has been designed for laser-video scanner systems that use hardware-based measurement of the illuminated line position rather than a frame store. Standard camera-based calibration techniques cannot be used for such systems, however the new method is also applicable to systems that use software-based stripe segmentation.
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Calibration methods for laser-video scanners that use a frame store are most frequently based on a camera model with pinhole perspective [7, 8] with the possible inclusion of radial, tangential or other non-linear distortion terms [9, 10] . These methods can achieve very accurate camera calibration but they do not calibrate the laser stripe or the translation stage movement, which are frequently left to alignment by sight.
Theodoracatos and Calkins [11] include laser stripe and camera calibration in a single model, but do not include translation stage alignment. This is because they only require calibration to the camera's internal reference frame and not to an externally defined reference frame.
Calibration methods such as ours that do not require a frame store are more varied and have been less widely adopted by the imaging community. The simplest such method is to measure all of the extrinsic parameters of the system, and rely on the manufacturer's data for the intrinsic parameters. This is inaccurate and time consuming and thus unsatisfactory.
A more promising approach is to scan a suitable 3D target and derive the necessary information from the known geometry and the imaged geometry. Manthey, Knapp and Lee [12] attempt to fit values to a model by scanning two geometrical objects -a sphere and a plane. They use a simple linear model that does not include camera perspective distortion or radial distortion. Trucco and Fisher [13] use a look-up table of the translations between the known and expected locations of points in a scanned calibration jig. This ensures that all systematic errors are accounted for but requires an expensive and accurately machined calibration jig and interpolation of the table's values.
Laser-Video scanner model.
The new method presented here is based on Tsai's camera model [9, 10] , extended to include the full laser scanning system and modified for implementation on a system without a frame store
The Moving Camera Model
The extrinsic camera parameters represent the position and orientation of the camera in space. The initial position and orientation of the camera can be expressed as a 3 component rotation and a 3 component translation. The location of the camera at frame k is given by including an additional translation dependent on the translation step v. Hence the transformation from co-ordinates in the external reference frame x to those in the camera reference frame x c is given by 1)
where R is the 3 x 3 rotation matrix, T is the 3 component translation vector and v is the 3 component velocity vector. The rotation matrix R is the result of rotating around each of the three axis (x, y, z) by the three angles (θ, φ, ψ) respectively. The result is the matrix ( )
where rd is the distorted radius from the image centre given by 7)
The measured pixel values (i, j) are then found by translation of the origin to the image centre (C i , C j ) and by scaling the i axis to compensate for any differential scaling along each axis, i.e. 8)
where s i is the sensor's i scale uncertainty. The scaling in the j direction is calibrated by the effective focal length. The sensor element size does not effect the calibration as it is masked by the effective focal length f and the i scale uncertainty s i . These variables will also include any scaling due to the hardware acquisition and internal processing on the PC.
Moving Laser Plane Model
We model the laser plane as an infinite plane of light with surface normal 10) ( ) β α β α α cos cos , sin cos , sin = n which travels a distance v between frames, the same as that of the camera. This is equivalent to a stationary camera and laser plane, with the scanned object moving on a translation platform a distance -v between frames. This is represented by
where n 0 is a constant, dependent on the position of the plane at frame k = 0.
Complete System Model
The moving camera model and the moving laser plane model described above represent a complete description of the laser scanner system. They are combined by noting that all the points imaged by the camera lie in the laser plane ( Figure 3) . The model involves 17 individual parameters shown in Table 1 .
Linear Calibration Method
If the radial distortion term is ignored, the equations representing the laser scanning system are given by Because the depth map's vertical component k is not affected by perspective the system is non-linear with respect to the co-ordinate variables. The model is linear with respect to the model parameters m ij and so linear methods can be used. The coefficients of the matrix M can be found using at least five non-coplanar points and solving the resulting set of 15 linear equations. We over-define our equations using 110 calibration points and solve them using singular value decomposition [14] to give a least squares fit.
To find the reference frame co-ordinate, (x, y, z) from a measured point (i, j, k) the inverse transform is applied. This is given by, 
Non-linear Calibration Method
Including radial distortion in the model equations produces a set of non-linear simultaneous equations.
These can be solved iteratively using a standard technique such as the Levenberg-Marquardt algorithm [14] . The Levenberg-Marquardt method will only converge to a local minimum and so a reasonable initial guess is required. In order to make such a guess we use certain assumptions about the scanner as follows.
1) The radial distortion term is small and so can be ignored in a first guess.
2) The image centre is close to the centre of radial distortion.
We use the linear model parameters along with the approximate image centre to establish a first guess.
As with the linear method, the inverse transform can be defined using a matrix transform, provided the radial distortion term is removed first, using 19) ( ) 
Calibration Data Collection
To fit parameters to the models described above we use points extracted from two scans of a calibration 
Results
The following results demonstrate that reasonable accuracy can be achieved with a one step calibration technique. Results are given for the inverse transform (transforming measured depth-map co-ordinates into real world points) in Table 2 and for the forward transform (transforming the expected real world location of a point into the measured co-ordinate system) in Table 3 . The errors in the inverse transform are affected by the distance of the point from the camera (approximately 1m,) and the relatively coarse quantisation (approx. 1mm 3 per voxel.) These results could be improved by using sub-pixel laser stripe segmentation, a higher resolution CCD camera or smaller translation stage steps. The errors in the forward transform are not affected by the dimensions of the scanner or the voxel size and so give an indication of the true accuracy. This method predicts the depth-map co-ordinate to within ±1 voxel for the vast majority of points and so may be regarded as close to the theoretical limit.
To measure the error away from the calibration points we used a multi-plane calibration test jig ( 
Conclusions
We have demonstrated a new one-stage calibration technique for calibrating a laser-video surface scanner.
Although the technique is applicable to scanners with a frame store, it has been designed to solve the calibration problem for a scanner without one. The position and orientation of the camera and the laser stripe, the translation stage movement and the internal camera parameters are all included in a single model.
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The results show that the method gives an accuracy approaching the limit of the scanner. For greater accuracy the method could be extended to include more non-linear distortions such as tangential or barrel distortion. 
Tables

