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The Approximate Loebl–Komlo´s–So´s Conjecture
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Abstract
We prove the following version of the Loebl–Komlo´s–So´s Conjecture: For every α > 0 there
exists a number k0 such that for every k > k0 every n-vertex graph G with at least (
1
2
+ α)n
vertices of degree at least (1 + α)k contains each tree T of order k as a subgraph.
The method to prove our result follows a strategy common to approaches which employ
the Szemere´di Regularity Lemma: we decompose the graph G, find a suitable combinatorial
structure inside the decomposition, and then embed the tree T into G using this structure.
However, the decomposition given by the Regularity Lemma is not of help when G is sparse. To
surmount this shortcoming we use a more general decomposition technique: each graph can be
decomposed into vertices of huge degree, regular pairs (in the sense of the Regularity Lemma),
and two other objects each exhibiting certain expansion properties.
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1 Introduction
1.1 Statement of the problem
We provide an approximate solution of the Loebl–Komlo´s–So´s Conjecture. This is a problem
in extremal graph theory which fits the classical form Does a certain density condition imposed
on a graph guarantee a certain subgraph? Classical results of this type include Dirac’s Theorem
which determines the minimum degree threshold for containment of a Hamilton cycle, or Mantel’s
Theorem which determines the average degree threshold for containment of a triangle. Indeed,
most of these extremal problems are formulated in terms of the minimum or average degree of the
host graph.
We investigate density conditions which guarantee that a host graph contains each tree of
order k. The greedy tree-embedding strategy shows that minimum degree more of than k − 2 is
a sufficient condition. Further, this bound is best possible as any (k − 2)-regular graph avoids the
k-vertex star. However, Erdo˝s and So´s conjectured that the minimum degree condition can be
relaxed to an average degree one still giving the same conclusion.
Conjecture 1.1 (Erdo˝s–So´s Conjecture 1963). Let G be a graph of average degree greater than
k − 2. Then G contains each tree of order k as a subgraph.
A solution of the Erdo˝s–So´s Conjecture for all k bigger than an absolute constant was announced
by Ajtai, Komlo´s, Simonovits, and Szemere´di in the early 1990’s. In a similar spirit, Loebl, Komlo´s,
and So´s conjectured that a median degree of k− 1 or more is sufficient for containment of any tree
of order k. By median degree we mean the degree of a vertex in the middle of the ordered degree
sequence.
Conjecture 1.2 (Loebl–Komlo´s–So´s Conjecture 1995 [EFLS95]). Suppose that G is an n-vertex
graph with at least n/2 vertices of degree more than k − 2. Then G contains each tree of order k.
We discuss in detail Conjectures 1.1 and 1.2 in Section 1.3. Here, we just state the main result
of the paper, an approximate solution of the Loebl–Komlo´s–So´s Conjecture.
Theorem 1.3 (Main result). For every α > 0 there exists k0 such that for any k > k0 we have the
following. Each n-vertex graph G with at least (12 +α)n vertices of degree at least (1+α)k contains
each tree T of order k.
1.2 Regularity lemma and dense graph theory
The Szemere´di Regularity Lemma has been a major tool in extremal graph theory for three decades.
It provides an approximate representation of a graph with a so-called cluster graph. This cluster
graph representation is the key for graph-containment problems. The usual strategy here is that
instead of solving the original problem one focuses on a modified simpler problem in the cluster
graph.
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The applicability of the Szemere´di Regularity Lemma is, however, limited to dense graphs, i.e.,
graphs that contain a substantial proportion of all possible edges. Luckily enough many graphs
arising in extremal graph theory are dense, as for example those coming from Dirac’s and Mantel’s
Theorem above. But, while the proofs of these two results are elementary many of their extensions
rely on the Regularity Lemma.
While the theory of dense graphs is well understood due to the Szemere´di Regularity Lemma,
no such tool is available for sparse graphs. A regularity type representation of general (possibly
sparse) graphs is one of the most important goals of contemporary discrete mathematics. By such a
representation we mean an approximation of the input graph by a structure of bounded complexity
carrying enough of the important information about the graph.
A central tool in the proof of Theorem 1.3 is a structural decomposition of the graph G⊲T1.3.
This decomposition — which we call sparse decomposition — applies to any graph whose average
degree is bigger than an absolute constant. The sparse decomposition provides a partition of any
graph into vertices of huge degrees and into a bounded degree part. The bounded degree part
is further decomposed into dense regular pairs, an edge set with certain expander-like properties,
and a vertex set which is expanding in a different way (we shall give a more precise description
in Section 1.5). This kind of decomposition was first used by Ajtai, Komlo´s, Simonovits, and
Szemere´di in their yet unpublished work on the Erdo˝s–So´s Conjecture.
In the case of dense graphs the sparse decomposition produces a Szemere´di regularity partition,
and thus the decomposition lemma (Lemma 4.13) extends the Szemere´di Regularity Lemma. But,
the interesting setting for the Decomposition Lemma are sparse graphs. Being sparse, these graphs
may be expected to contain less interesting substructures than dense graphs, and so, it comes as
no surprise that the output of Lemma 4.13 in this setting is less useful than a Szemere´di regu-
larity partition for dense graphs. If we think of graph containment problems, the applicability of
Lemma 4.13 seems to be limited to simple structures as trees.
1.3 Loebl–Komlo´s–So´s Conjecture and Erdo˝s–So´s Conjecture
Let us first introduce some notation. We say that H embeds in a graph G and write H ⊆ G if H
is a (not necessarily induced) subgraph of G. The associated map φ : V (H) → V (G) is called an
embedding of H in G. More generally, for a graph class H we write H ⊆ G if H ⊆ G for every
H ∈ H. Let trees(k) be the class of all trees of order k.
Conjecture 1.2 is dominated by two parameters: one quantifies the number of vertices of ‘large’
degree, and the other tells us how large this degree should actually be. Strengthening either of
these bounds sufficiently, the conjecture becomes trivial. 1
On the other hand, one may ask whether lower bounds would suffice. For the bound k− 2, this
is not the case, since stars of order k require a vertex of degree at least k− 1 in the host graph. As
1 Indeed, if we replace n/2 with n, then any tree of order k can be embedded greedily. Also, if we replace k − 2
with 4k − 4, then G, being a graph of average degree at least 2k − 2, has a subgraph G′ of minimum degree at
least k − 1. Again we can greedily embed any tree of order k.
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Figure 1.1: An extremal graph for the Loebl–Komlo´s–So´s Conjecture.
for the bound n/2, the following example shows that this number cannot be decreased much.
First, assume that n is even, and that n = k. Let G∗ be obtained from the complete graph on n
vertices by deleting all edges inside a set of n2 + 1 vertices. It is easy to check that G
∗ does not
contain the path2 Pk ∈ trees(k). Now, taking the union of several disjoint copies of G∗ we obtain
examples for other values of n. (And adding a small complete component we can get to any value
of n.) See Figure 1.1 for an illustration.
However, we do not know of any example attaining the exact bound n/2. Thus it might be
possible to lower the bound n/2 from Conjecture 1.2 to the one attained in our example above:
Conjecture 1.4. Let k ∈ N and let G be a graph on n vertices, with more than n2 − ⌊nk ⌋ − (n
mod k) vertices of degree at least k − 1. Then trees(k) ⊆ G.
It might even be that if n/k is far from integrality, a slightly lower bound on the number of
vertices of large degree still works (see [Hla, HP]).
Several partial results concerning Conjecture 1.2 have been obtained; let us briefly summarize
the major ones. Two main directions can be distinguished among those results that prove the
conjecture for special classes of graphs: either one places restrictions on the host graph, or on the
class of trees to be embedded. Of the latter type is the result by Bazgan, Li, and Woz´niak [BLW00],
who proved the conjecture for paths. Also, Piguet and Stein [PS08] proved that Conjecture 1.2 is
true for trees of diameter at most 5, which improved earlier results of Barr and Johansson [BJ] and
Sun [Sun07].
Restrictions on the host graph have led to the following results. Soffer [Sof00] showed that
Conjecture 1.2 is true if the host graph has girth at least 7. Dobson [Dob02] proved the conjecture
for host graphs whose complement does not contain a K2,3. This has been extended by Matsumoto
and Sakamoto [MS] who replace the K2,3 with a slightly larger graph.
A different approach is to solve the conjecture for special values of k. One such case, known as
the Loebl conjecture, or also as the (n/2–n/2–n/2)-Conjecture, is the case k = n/2. Ajtai, Komlo´s,
and Szemere´di [AKS95] solved an approximate version of this conjecture, and later Zhao [Zha11]
used a refinement of this approach to prove the sharp version of the conjecture for large graphs.
An approximate version of Conjecture 1.2 for dense graphs, that is, for k linear in n, was proved
by Piguet and Stein [PS12]. Let us take this opportunity to introduce a useful notation. Write
2In general, G∗ does not contain any tree T ∈ trees(k) with independence number less than k
2
+ 1.
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Figure 1.2: An almost extremal graph for the Erdo˝s–So´s Conjecture.
LKS(n, k, α) for the class of all n-vertex graphs with at least (12 + α)n vertices of degrees at least
(1+α)k. With this notation Conjecture 1.2 states that every graph in LKS(n, k, 0) contains every
tree from trees(k + 1).
Theorem 1.5 (Piguet–Stein [PS12]). For any q > 0 and α > 0 there exists a number n0 such that
for any n > n0 and k > qn the following holds. If G ∈ LKS(n, k, α) then trees(k + 1) ⊆ G.
This result was proved using the regularity method. Adding stability arguments, Hladky´ and
Piguet [HP], and independently Cooley [Coo09] proved Conjecture 1.2 for large dense graphs.
Theorem 1.6 (Hladky´–Piguet [HP], Cooley [Coo09]). For any q > 0 there exists a number
n0 = n0(q) such that for any n > n0 and k > qn the following holds. If G ∈ LKS(n, k, 0)
then trees(k + 1) ⊆ G.
Let us now turn our attention to the Erdo˝s–So´s Conjecture. It is particularly important to
compare the structure of the respective extremal graph with the extremal graphs for the Loebl–
Ko´mlos–So´s Conjecture. The Erdo˝s–So´s Conjecture 1.1 is best possible whenever n(k− 2) is even.
Indeed, in that case it suffices to consider a (k − 2)-regular graph. This is a graph with average
degree exactly k−2 which does not contain the star of order k. Even when the star (which in a sense
is a pathological tree) is excluded from the considerations, we can — at least when k− 1 divides n
— consider a disjoint union of nk−1 cliques Kk−1. This graph contains no tree from trees(k).
There is another important graph with many edges which does not contain for example the
path Pk, depicted in Figure 1.2. This graph has
1
2(k − 2)n − O(k2) edges when k is even and
1
2(k− 3)n−O(k2) edges otherwise, and therefore gets close to the conjectured bound when k ≪ n.
Apart from the already mentioned announced breakthrough by Ajtai, Komlo´s, Simonovits, and
Szemere´di, work on this conjecture includes [BD96, Hax01, MS, SW97, Woz´96].
Both Conjectures 1.2 and Conjecture 1.1 have an important application in Ramsey theory. Each
of them implies that the Ramsey number of two trees Tk+1 ∈ trees(k + 1), Tℓ+1 ∈ trees(ℓ+ 1) is
bounded by R(Tk+1, Tℓ+1) 6 k + ℓ+ 1. Actually more is implied: Any 2-edge-colouring of Kk+ℓ+1
contains either all trees in trees(k + 1) in red, or all trees in trees(ℓ+ 1) in blue.
The boundR(Tk+1, Tℓ+1) 6 k+ℓ+1 is almost tight only for certain types of trees: Harary [Har72]
showed R(Sk, Sℓ) = k + ℓ − 2 − ε for stars Sk ∈ trees(k), Sℓ ∈ trees(ℓ), where ε ∈ {0, 1}
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depends on the parity of k and ℓ. On the other hand, Gerencse´r and Gya´rfa´s [GG67] showed
R(Pk, Pℓ) = max{k, ℓ}+
⌊
min{k,ℓ}
2
⌋
−1 for paths Pk ∈ trees(k), Pℓ ∈ trees(ℓ). Haxell,  Luczak, and
Tingley confirmed asymptotically [HLT02] that the discrepancy of the Ramsey bounds for trees
depends on their balancedness, at least when the maximum degrees of the trees considered are
moderately bounded.
1.4 Related tree containment problems
Trees in random graphs. To complete the picture of research involving tree containment prob-
lems we mention two rich and vivid (and also closely connected) areas: trees in random graphs,
and trees in expanding graphs. The former area is centered around the following question: What
is the probability threshold p = p(n) for the Erdo˝s–Re´nyi random graph Gn,p to contain asymptot-
ically almost surely (a.a.s.) each tree/all trees from a given class Fn of trees? Note that there is
a difference between containing “each tree” and “all trees” as the error probabilities for missing
individual trees might sum up.
Most research focused on containment of spanning trees, or almost spanning trees. The only
well-understood case is when Fn = {Pkn} is a path. The threshold p = (1+o(1)) lnnn for appearance of
a spanning path (i.e., kn = n) was determined by Komlo´s and Szemere´di [KS83], and independently
by Bolloba´s [Bol84]. Note that this threshold is the same as the threshold for a weaker property
for connectedness. We should also mention a previous result of Po´sa [Po´s76] which determined the
order of magnitude of the threshold, p = Θ( lnnn ). The heart of Po´sa’s proof, the celebrated rotation-
extension technique, is an argument about expanding graphs, and indeed many other results about
trees in random graphs exploit the expansion properties of Gn,p in the first place.
The threshold for the appearance of almost spanning paths in Gn,p was determined by Fernandez
de la Vega [FdlV79] and independently by Ajtai, Komlo´s, and Szemere´di [AKS81]. Their results
say that a path of length (1 − ε)n appears a.a.s. in Gn,C
n
for C = C(ε) sufficiently large. This
behavior extends to bounded degree trees. Indeed, Alon, Krivelevich, and Sudakov [AKS07] proved
that Gn,C
n
(for a suitable C = C(ε,∆)) a.a.s. contains all trees of order (1 − ε)n with maximum
degree at most ∆ (the constant C was later improved in [BCPS10]).
Let us now turn to spanning trees in random graphs. It is known [AKS07] that a.a.s. Gn,C lnn
n
contains a single spanning tree T with bounded maximum degree and linearly many leaves. This
result can be reduced to the main result of [AKS07] regarding almost spanning trees quite easily.
The constant C can be taken C = 1 + o(1), as was shown recently by Hefetz, Krivelevich, and
Szabo´ [HKS]; obviously this is best possible. The same result also applies to trees that contain a
path of linear length whose vertices all have degree two. A breakthrough in the area was achieved by
Krivelevich [Kri10] who gave an upper bound on the threshold p = p(n,∆) for embedding a single
spanning tree of a given maximum degree ∆. This bound is essentially tight for ∆ = nc, c ∈ (0, 1).
Even though the argument in [Kri10] is not difficult, it relies on a deep result of Johansson, Kahn
and Vu [JKV08] about factors in random graphs.
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Trees in expanders. By an expander graph we mean a graph with a large Cheeger constant,
i.e., a graph which satisfies a certain isoperimetric property. As indicated above, random graphs
are very good expanders, and this is the main motivation for studying tree containment problems
in expanders. Another motivation comes from studying the universality phenomenon. Here the
goal is to construct sparse graphs which contain all trees from a given class, and expanders are
natural candidates for this. The study of sparse tree-universal graphs is a remarkable area by
itself which brings challenges both in probabilistic and explicit constructions. For example, Bhatt,
Chung, Leighton, and Rosenberg [BCLR89] give an explicit construction of a graph with only
O∆(n) edges which contains all n-vertex trees with maximum degree at most ∆. More recently,
Johannsen, Krivelevich, and Samotij [JKS12] showed a number of universality results for spanning
trees of maximum degree ∆ = ∆(n) both for random graphs, and for expanders. For example, they
show universality for this class of each graph with a large Cheeger constant that satisfies a certain
connectivity condition.
Friedman and Pippenger [FP87] extended Po´sa’s rotation-extension technique from paths to
trees by and found many applications (e.g. [HK95, Hax01, BCPS10]). Sudakov and Vondra´k [SV10]
use tree-indexed random walks to embed trees in Ks,t-free graphs (this property implies expansion);
a similar approach is employed by Benjamini and Schramm [BS97] in the setting of infinite graphs.
In our proof of Theorem 1.3, embedding trees in expanders play a crucial role, too. However,
our notion of expansion is very different from those studied previously. (Actually, we introduce
two, very different, notions in Definitions 4.2 and 4.6.)
Minimum degree conditions for spanning trees. Recall that the tight min-degree condition
for containment of a general spanning tree T in an n-vertex graph G is the trivial one, degmin(G) >
n − 1. However, the only tree which requires this bound is the star. This indicates that this
threshold can be lowered substantially if we have a control of degmax(T ). Szemere´di and his
collaborators [KSS01, CLNGS10] showed that this is indeed the case, and obtained tight min-degree
bounds for certain ranges of degmax(T ). For example, if degmax(T ) 6 no(1), then degmin(G) >
(12 + o(1))n is a sufficient condition. (Note that G may become disconnected close to this bound.)
1.5 Overview of the proof of Theorem 1.3
The structure of the proof of Theorem 1.3 resembles the proof of the dense case, Theorem 1.5. We
obtain an approximate representation — called sparse decomposition — of the graph G⊲T1.3. Then
we find a suitable combinatorial structure inside the sparse decomposition. Finally, we embed the
tree T⊲T1.3 into G⊲T1.3 using this structure.
First, let us give a short outline of how the manuscript is structured. We use Sections 2–8 to
introduce all tools necessary for the proof of Theorem 1.3, which is given in a relatively short form
in Section 9. Section 10 discusses algorithmic aspects of our proof.
The preparation for the proof of the main theorem during Sections 2–8 starts with introducing
some general preliminaries in Section 2. Then, in Section 3, the tree T⊲T1.3 is pre-processed by
6
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being cut into tiny subtrees, with few connecting vertices.
Sections 4–7 deal with the graph G⊲T1.3. First, Section 4 introduces the notion of the sparse
decomposition which captures an approximate representation of G⊲T1.3. (Such a sparse decompo-
sition exists for all graphs, and in a sense is comparable with the Szemere´di regularity partition.)
Then, in Sections 5 and 6 we gather more structural information, specifically using the properties of
graphs from LKS(n, k, α). This finally leads to several possible “configurations”, as we call them,
presented in Section 7. These configurations give a quite precise description of G⊲T1.3 that can be
used for tree embedding.
Finally, in Section 8 we introduce techniques for embedding small trees in a graph, based on the
configurations we found in Section 7. In addition to the standard filling-up-a-regular-pair technique
usually employed in conjunction with the regularity method, we employ several other techniques
adapted to the diverse other parts of our sparse decomposition.
A scheme of the proof is given in Figure 1.3.
Let us describe now the key ingredients of the proof in more detail. The input graph G⊲T1.3 ∈
LKS(n, k, α) has Θ(kn) edges.3 Recall that the Szemere´di Regularity Lemma gives an approxi-
mation of dense graphs in which o(n2) edges are neglected. In analogy, the sparse decomposition
captures all but at most o(kn) edges. The vertices of G⊲T1.3 are partitioned into vertices of degrees
≫ k and vertices of degree O(k). Further, the graph induced by the latter set is split into regular
pairs (in the sense of the Szemere´di Regularity Lemma) with clusters of sizes Θ(k), and into two
additional parts which exhibit certain expansion properties (the expansion properties of these two
parts are different). The vertices of huge degrees, the regular pairs, and the two expanding parts
form the sparse decomposition of G⊲T1.3. It is well-known that regular pairs are suitable for em-
bedding small trees. In Section 8 we work out techniques for embedding small trees in each of the
three remaining parts of the sparse decomposition.
Tree-embedding results in the dense setting (e.g. Theorem 1.5) rely on finding a matching
structure in the cluster graph. Indeed, this allows one to distribute different parts of the tree in the
matching edges. In analogy, in Lemma 6.1 we find a structure which combines all four components
of the sparse decomposition, and which we call the rough structure. Not only all parts of the sparse
decomposition are contained in the rough structure, but also, on top of these, an additional object,
which we call a semiregular matching. This is found with the help of Lemma 5.10, a step which
we call “augmenting a matching”. The necessity of this step is discussed in detail in Section 6.2.
However, the rough structure is not immediately suitable for embedding T⊲T1.3, and we shall
further refine it in Section 7.7 to one of ten configurations, denoted by (⋄1)–(⋄10). Obtaining these
configurations from the rough structure is based on pigeonhole-type arguments such as: if there are
many edges between two sets, and few “kinds” of edges, then many of the edges are of the same
kind. The different kinds of edges come from the sparse decomposition (and allow for different kinds
3Indeed, an easy counting argument gives that e(G⊲T1.3) > kn/4. On the other hand, we can assume that
e(G⊲T1.3) < kn, as otherwise G⊲T1.3 contains a subgraph with minimum degree at least k, and the assertion of
Theorem 1.3 follows.
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Figure 1.3: Structure of the proof of Theorem 1.3.
8
of embedding techniques). Just “homogenizing” the situation by restricting to one particular kind
is not enough, we also need to employ certain “cleaning lemmas” — Lemmas 7.27–7.31. A simplest
such lemma would be that a graph with many edges contains a subgraph with a large minimum
degree; the latter property evidently being more directly applicable for a sequential embedding of
a tree. The actual cleaning lemmas we use are complex extensions of this simple idea.
Finally, in Section 8, we show how to embed the tree T⊲T1.3. This is done by first establishing
some elementary embedding lemmas for small subtrees in Section 8.3, and then combine these in
Section 8.4 for each of the cases (⋄1)–(⋄10) to yield an embedding of the entire tree T⊲T1.3.
2 Notation and preliminaries
In this section we recall some standard terminology and introduce some further specific notation.
We also state some basic results from graph theory.
2.1 Notation
The set {1, 2, . . . , n} of the first n positive integers is denoted by [n]. Suppose that we have a
nonempty set A, and X and Y each partition A. Then ⊞ denotes the coarsest common refinement
of X and Y, i.e.,
X ⊞ Y := {X ∩ Y : X ∈ X , Y ∈ Y} \ {∅} .
We frequently employ indexing by many indices. We write superscript indices in parentheses
(such as a(3)), as opposed to notation of powers (such as a3). We use sometimes subscript to refer
to parameters appearing in a fact/lemma/theorem. For example α⊲T1.3 refers to the parameter
α from Theorem 1.3. We omit rounding symbols when this does not affect the correctness of the
arguments.
We use lower case greek letters to denote small positive constants. The exception is the letter φ
which is reserved for embedding of a tree T in a graph G, φ : V (T ) → V (G). The capital greek
letters are used for large constants.
2.2 Basic graph theory notation
All graphs considered in this paper are finite, undirected, without multiple edges, and without self-
loops. We write V (G) and E(G) for the vertex set and edge set of a graph G, respectively. Further,
v(G) = |V (G)| is the order of G, and e(G) = |E(G)| is its number of edges. If X,Y ⊆ V (G) are
two, not necessarily disjoint, sets of vertices we write e(X) for the number of edges induced by X,
and e(X,Y ) for the number of ordered pairs (x, y) ∈ X × Y such that xy ∈ E(G). In particular,
note that 2e(X) = e(X,X).
For a graph G, a vertex v ∈ V (G) and a set U ⊆ V (G), we write deg(v) and deg(v, U) for the
degree of v, and for the number of neighbours of v in U , respectively. We write degmin(G) for the
minimum degree of G, degmin(U) := min{deg(u) : u ∈ U}, and degmin(V1, V2) = min{deg(u, V2) :
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u ∈ V1} for two sets V1, V2 ⊆ V (G). Similar notation is used for the maximum degree, denoted by
degmax(G). The neighbourhood of a vertex v is denoted by N(v). We set N(U) :=
⋃
u∈U N(u). The
symbol − is used for two graph operations: if U ⊆ V (G) is a vertex set then G−U is the subgraph
of G induced by the set V (G) \ U . If H ⊆ G is a subgraph of G then the graph G −H is defined
on the vertex set V (G) and corresponds to deletion of edges of H from G.
A subgraph H ⊆ G of a graph G is called spanning if V (H) = V (G).
The null graph is the unique graph on zero vertices, while any graph with zero edges is called
empty.
A family A of pairwise disjoint subsets of V (G) is an ℓ-ensemble in G if |A| > ℓ for each A ∈ A.
We say that A is inside X (or outside Y ) if A ⊆ X (or A ∩ Y = ∅) for each A ∈ A.
If T is a tree and r ∈ V (T ), then the pair (T, r) is a rooted tree with root r. We then write
Vodd(T, r) ⊆ V (T ) for the set of vertices of T of odd distance from r. Analogously we define
Veven(T, r). Note that r ∈ Veven(T, r) ⊆ V (T ). The distance between two vertices v1 and v2 in a
tree is denoted by dist(v1, v2).
We next give two simple facts about the number of leaves in a tree. These have already
appeared in [Zha11] and in [HP] (and most likely in some more classic texts as well). Nevertheless,
for completeness we shall include their proofs here.
Fact 2.1. Let T be a tree with color-classes X and Y , and v(T ) > 2. Then the set X contains at
least |X| − |Y |+ 1 leaves of T .
Proof. Root T at an arbitrary vertex r ∈ Y . Let I be the set of internal vertices of T that belong
to X. Each v ∈ I has at least one immediate successor in the tree order induced by r. These
successors are distinct for distinct v ∈ I and all lie in Y \ {r}. Thus |I| 6 |Y | − 1. The claim
follows.
Fact 2.2. Let T be a tree with ℓ vertices of degree at least three. Then T has at least ℓ+ 2 leaves.
Proof. Let D1 be the set of leaves, D2 the set of vertices of degree two and D3 be the set of vertices
of degree of at least three. Then
2(|D1|+ |D2|+ |D3|)− 2 = 2v(T )− 2 = 2e(T ) =
∑
v∈V (T )
deg(v) > |D1|+ 2|D2|+ 3|D3| ,
and the statement follows.
For the next lemma, note that for us, the minimum degree of the null graph is ∞.
Lemma 2.3. For all ℓ, n ∈ N, every n-vertex graph G contains a (possibly empty) subgraph G′
such that degmin(G′) > ℓ and e(G′) > e(G)− (ℓ− 1)n.
Proof. We construct the graph G′ by sequentially removing vertices of degree less than ℓ from the
graph G. In each step we remove at most ℓ− 1 edges. Thus the statement follows.
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We finish this section with stating the Gallai–Edmonds matching theorem. A graph H is called
factor-critical if H − v has a perfect matching for each v ∈ V (H). The following statement is a
fundamental result in matching theory. See [LP86], for example.
Theorem 2.4 (Gallai–Edmonds matching theorem). Let H be a graph. Then there exist a set
Q ⊆ V (H) and a matching M of size |Q| in H such that
1) every component of H −Q is factor-critical, and
2) M matches every vertex in Q to a different component of H −Q.
The set Q in Theorem 2.4 is often referred to as a separator.
2.3 LKS-minimal graphs
Given a graph G, denote by Sη,k(G) the set of those vertices of G that have degree less than (1+η)k
and by Lη,k(G) the set of those vertices of G that have degree at least (1 + η)k.
4 Thus the sizes
of the sets Sη,k(G) and Lη,k(G) are what specifies the membership to LKS(n, k, η) (which we had
defined as the class of all n-vertex graphs with at least (12+η)n vertices of degrees at least (1+η)k).
Define LKSmin(n, k, η) as the set of all graphs G ∈ LKS(n, k, η) that are edge-minimal with
respect to the membership in LKS(n, k, η). In order to prove Theorem 1.3 it suffices to restrict our
attention to graphs from LKSmin(n, k, η), and this is why we introduce the class. Let us collect
some properties of graphs in LKSmin(n, k, η) which follow directly from the definition.
Fact 2.5. For any graph G ∈ LKSmin(n, k, η) the following is true.
1. Sη,k(G) is an independent set.
2. All the neighbours of every vertex v ∈ V (G) with deg(v) > ⌈(1 + η)k⌉ have degree exactly
⌈(1 + η)k⌉.
3. |Lη,k(G)| 6 ⌈(1/2 + η)n⌉+ 1.
Observe that every edge in a graph G ∈ LKSmin(n, k, η) is incident to at least one vertex of
degree exactly ⌈(1 + η)k⌉. This gives the following inequality.
e(G) 6 ⌈(1 + η)k⌉ |Lη,k(G)|
F2.5(3.)
6 ⌈(1 + η)k⌉
(⌈(
1
2
+ η
)
n
⌉
+ 1
)
< kn . (2.1)
(The last inequality is valid under the additional mild assumption that, say, η < 120 and n > k > 20.
This can be assumed throughout the paper.)
Definition 2.6. Let LKSsmall(n, k, η) be the class of those graphs G ∈ LKS(n, k, η) for which
we have the following three properties:
4“S” stands for “small”, and “L” for “large”.
11
2.4 Regular pairs
1. All the neighbours of every vertex v ∈ V (G) with deg(v) > ⌈(1 + 2η)k⌉ have degrees at most
⌈(1 + 2η)k⌉.
2. All the neighbours of every vertex of Sη,k(G) have degree exactly ⌈(1 + η)k⌉.
3. We have e(G) 6 kn.
Observe that the graphs from LKSsmall(n, k, η) also satisfy 1., and a quantitatively somewhat
weaker version of 2. of Fact 2.5. This suggests that in some sense LKSsmall(n, k, η) is a good
approximation of LKSmin(n, k, η).
As said, we will prove Theorem 1.3 only for graphs from LKSmin(n, k, η). However, it turns
out that the structure of LKSmin(n, k, η) is too rigid. In particular, LKSmin(n, k, η) is not
closed under discarding a small amount of edges during our cleaning procedures. This is why the
class LKSsmall(n, k, η) comes into play: starting with a graph in LKSmin(n, k, η) we perform
some initial cleaning and obtain a graph that lies in LKSsmall(n, k, η/2). We then heavily use its
structural properties from Definition 2.6 throughout the proof.
2.4 Regular pairs
In this section we introduce the notion of regular pairs which is central for Szemere´di’s Regularity
Lemma and its extension which we discuss in Section 2.5. We also list some simple properties of
regular pairs.
Given a graph H and a pair (U,W ) of disjoint sets U,W ⊆ V (H) the density of the pair (U,W )
is defined as
d(U,W ) :=
e(U,W )
|U ||W | .
Similarly, for a bipartite graph G with colour classes U , W we talk about its bipartite density
d(G) = e(G)|U ||W |. For a given ε > 0, a pair (U,W ) of disjoint sets U,W ⊆ V (H) is called an ε-regular
pair if |d(U,W )− d(U ′,W ′)| < ε for every U ′ ⊆ U , W ′ ⊆W with |U ′| > ε|U |, |W ′| > ε|W |. If the
pair (U,W ) is not ε-regular, then we call it ε-irregular. A stronger notion than regularity is that of
super-regularity which we recall now. A pair (A,B) is (ε, γ)-super-regular if it is ε-regular, and we
have degmin(A,B) > γ|B|, and degmin(B,A) > γ|A|. Note that then (A,B) has bipartite density
at least γ.
We list two useful and well-known properties of regular pairs.
Fact 2.7. Suppose that (U,W ) is an ε-regular pair of density d. Let U ′ ⊆ W,W ′ ⊆ W be sets of
vertices with |U ′| > α|U |, |W ′| > α|W |, where α > ε. Then the pair (U ′,W ′) is a 2ε/α-regular pair
of density at least d− ε.
Fact 2.8. Suppose that (U,W ) is an ε-regular pair of density d. Then all but at most ε|U | vertices
v ∈ U satisfy deg(v,W ) > (d− ε)|W |.
The following fact states a simple relation between the density of a (not necessarily regular)
pair and the densities of its subpairs.
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Fact 2.9. Let H = (U,W ;E) be a bipartite graph of d(U,W ) > α. Suppose that the sets U and
W are partitioned into sets {Ui}i∈I and {Wj}j∈J , respectively. Then at most βe(H)/α edges of H
belong to a pair (Ui,Wj) with d(Ui,Wj) 6 β.
Proof. Trivially, we have ∑
i∈I,j∈J
|Ui||Wj|
|U ||W | = 1 . (2.2)
Consider a pair (Ui,Wj) of d(Ui,Wj) 6 β. Then
e(Ui,Wj) 6 β|Ui||Wj | = β
α
|Ui||Wj |
|U ||W | α|U ||W | 6
β
α
|Ui||Wj |
|U ||W | e(U,W ) .
Summing over all such pairs (Ui,Wj) and using (2.2) yields the statement.
The next lemma asserts that if we have many ε-regular pairs (R,Qi), then most vertices in R
have approximately the total degree into the set
⋃
iQi that we would expect.
Lemma 2.10. Let Q1, . . . , Qℓ and R be disjoint vertex sets. Suppose further that for each i ∈ [ℓ],
the pair (R,Qi) is ε-regular. Then we have
(a) deg(v,
⋃
iQi) >
e(R,
⋃
iQi)
|R| − ε |
⋃
iQi| for all but at most ε|R| vertices v ∈ R, and
(b) deg(v,
⋃
iQi) 6
e(R,
⋃
iQi)
|R| + ε |
⋃
iQi| for all but at most ε|R| vertices v ∈ R.
Proof. We prove (a), the other item is analogous. Suppose for contradiction that (a) does not
hold. Without loss of generality, assume that there is a set X ⊆ R, |X| > ε|R| such that
e(R,
⋃
Qi)
|R| − ε|
⋃
Qi| > deg(v,
⋃
Qi) for each v ∈ X. By averaging, there is an index i ∈ [ℓ] such that
|X|
|R| e(R,Qi)− ε|X||Qi| > e(X,Qi), or equivalently,
d(R,Qi)− ε > d(X,Qi) .
This is a contradiction to the ε-regularity of the pair (R,Qi).
We use Lemma 2.10 to obtain the following.
Corollary 2.11. Let Q1, . . . , Qℓ and R be disjoint vertex sets, each of size at most q, such that
for each i ∈ [ℓ], the pair (R,Qi) is ε-regular. Assume that more than ε|R| vertices of R have
degree at least x into
⋃
Qi, but each v ∈ R has neighbours in at most z of the sets Qi. Then
deg(v,
⋃
iQi) > x− 2εzq for all but at most ε|R| vertices of R.
Proof. For each w ∈ R, let Iw ⊆ [ℓ] be the set of those indices i for which there is at least one edge
from w to Qi. Now, by Lemma 2.10(b) there is a vertex v ∈ R whose degree into
⋃
i∈[ℓ]Qi is at
least x and whose degree into
⋃
i∈Iv Qi is at most
e(R,
⋃
i∈Iv
Qi)
|R| + ε
∣∣⋃
i∈Iv Qi
∣∣. So,
x 6 deg(v,
⋃
i∈[ℓ]
Qi) = deg(v,
⋃
i∈Iv
Qi) 6
e
(
R,
⋃
i∈Iv Qi
)
|R| + ε|
⋃
i∈Iv
Qi| 6
e
(
R,
⋃
i∈Iv Qi
)
|R| + εzq.
Thus by Lemma 2.10(a) all but at most ε|R| vertices of R have degree at least x − 2εzq into⋃
iQi.
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Figure 2.1: A locally dense graph as in Lemma 2.13. The sets W1, . . . ,Wℓ are depicted with
grey circles. Even though there is a large number of them, each Wi is linked to only boundedly
many other Wj ’s (at most four, in this example). Lemma 2.13 allows us to regularize all the
bipartite graphs using the same system of partitions of the sets Wi.
2.5 Regularizing locally dense graphs
The Regularity Lemma [Sze78] has proved to be a powerful tool for attacking graph embedding
problems; see [KO09] for a survey. We first state the lemma in its original form.
Lemma 2.12 (Regularity lemma). For all ε > 0 and ℓ ∈ N there exist n0,M ∈ N such that for
every n > n0 the following holds. Let G be an n-vertex graph whose vertex set is pre-partitioned
into sets V1, . . . , Vℓ′ , ℓ
′ 6 ℓ. Then there exists a partition U0, U1, . . . , Up of V (G), ℓ < p < M , with
the following properties.
1) For every i, j ∈ [p] we have |Ui| = |Uj |, and |U0| < εn.
2) For every i ∈ [p] and every j ∈ [ℓ′] either Ui ∩ Vj = ∅ or Ui ⊆ Vj .
3) All but at most εp2 pairs (Ui, Uj), i, j ∈ [p], i 6= j, are ε-regular.
We shall use Lemma 2.12 for auxiliary purposes only as it is helpful only in the setting of dense
graphs (i.e., graphs which have n vertices and Ω(n2) edges). This is not necessarily the case in
Theorem 1.3. For this reason, we give a version of the Regularity Lemma — Lemma 2.13 below —
which allows us to regularize even sparse graphs.
More precisely, suppose that we have an n-vertex graph H whose edges lie in bipartite graphs
H[Wi,Wj ], where {W1, . . . ,Wℓ} is an ensemble of sets of size Θ(k). Although ℓ may be unbounded,
for a fixed i ∈ [ℓ] there are only a bounded number, say m, of indices j ∈ [ℓ] such that H[Wi,Wj ]
is non-empty. See Figure 2.1 for an example. Lemma 2.13 then allows us to regularize (in the
sense of the Regularity Lemma 2.12) all the bipartite graphs G[Wi,Wj ] using the same partition
{W (0)i ∪˙W (1)i ∪˙ . . . ∪˙W (pi)i =Wi}ℓi=1. Note that when |Wi| = Θ(k) for all i ∈ [ℓ] then H has at most
Θ(k2) ·m · ℓ 6 Θ(k2) ·m · n
Θ(k)
= Θ(kn)
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edges. Thus, when k ≪ n, this is a regularization of a sparse graph. This “sparse Regular-
ity Lemma” is very different to that of Kohayakawa and Ro¨dl (see e.g. [Koh97]). Indeed, the
Kohayakawa–Ro¨dl Regularity Lemma only deals with graphs which have no local condensation
of edges, such as subgraphs of random graphs.5 Consequently, the resulting regular pairs are of
density o(1). In contrast, Lemma 2.13 provides us with regular pairs of density Θ(1), but, on the
other hand, is useful only for graphs which are locally dense.
Lemma 2.13 (Regularity Lemma for locally dense graphs). For all m, z ∈ N and ε > 0 there
exists qMAXCL ∈ N such that the following is true. Suppose H and F are two graphs, V (F ) = [ℓ]
for some ℓ ∈ N, and degmax(F ) 6 m. Suppose that Z = {Z1, . . . , Zz} is a partition of V (H). Let
{W1, . . . ,Wℓ} be a qMAXCL-ensemble in H, such that for all i, j ∈ [ℓ] we have
2|Wi| > |Wj | . (2.3)
Then for each i ∈ [ℓ] there exists a partition W (0)i ,W (1)i , . . . ,W (pi)i of the set Wi such that for all
i, j ∈ [ℓ] we have
(a) 1/ε 6 pi 6 qMAXCL,
(b) |W (i′)i | = |W (j
′)
j | for each i′ ∈ [pi], j′ ∈ [pj],
(c) for each i′ ∈ [pi] there exists x ∈ [z] such that W (i
′)
i ⊆ Zx,
(d)
∑
i |W (0)i | < ε
∑
i |Wi|, and
(e) at most ε |Y| pairs
(
W
(i′)
i ,W
(j′)
j
)
∈ Y form an ε-irregular pair in H, where
Y :=
{(
W
(i′)
i ,W
(j′)
j
)
: ij ∈ E(F ), i′ ∈ [pi], j′ ∈ [pj ]
}
.
We use Lemma 2.13 in Lemma 4.13. Lemma 4.13 is in turn the main tool in the proof of our
main structural decomposition of the graph G⊲T1.3, Lemma 4.14. In the proof of Lemma 4.13
we decompose G⊲T1.3 into several parts with very different properties, and one of these parts is a
locally dense graph which can be then regularized by Lemma 4.13. A similar Regularity Lemma is
used in [AKSS].
The proof of Lemma 2.13 is similar to the proof of the standard Regularity Lemma 2.12, as
given for example in [Sze78]. We assume the reader’s familiarity with the notion of the index (a.k.a.
the mean square density), and of the Index-pumping Lemma from there.
We give a proof of Lemma 2.13 below, but before, let us describe how a more naive approach
fails. For each edge ij ∈ E(F ) consider a regularization of the bipartite graph H[Wi,Wj], let
5There is a recent refinement of the Kohayakawa–Ro¨dl Regularity Lemma, due to Scott [Sco11]. Scott’s Regularity
Lemma gets around the no-condensation condition, which proves helpful in some situations, e.g. [AKBV]; still the
main features remain.
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{U (i′)i,j }i′∈[qi,j ] be the partition of Wi into clusters, and let {U (j
′)
j,i }j′∈[qj,i] be the partition of Wj into
clusters such that almost all pairs (U
(i′)
i,j , U
(j′)
j,i ) ⊆ (Wi,Wj) form an ε′-regular pair (for some ε′ of
our taste). We would now be done if the partition {U (i′)i,j }i′∈[qi,j ] of Wi was independent of the
choice of the edge ij. This however need not be the case. The natural next step would therefore
be to consider the common refinement
⊞
j:ij∈E(F )
{
U (i
′)i,j
}
i′∈[qij]
of all the obtained partitions of Wi. The pairs obtained in this way lack however any regularity
properties as they are too small. Indeed, it is a notorious drawback of the Regularity Lemma that
the number of clusters in the partition is enormous as a function of the regularity parameter. In
our setting, this means that qi,j ≫ 1ε′ . Thus a typical cluster U
(i′1)
i,j1
occupies on average only a
1
qi,j1
-fraction of the cluster U
(i′2)
i,j2
, and thus already the set U
(i′1)
i,j1
∩U (i′2)i,j2 ⊆ U
(i′2)
i,j2
is not substantial (in
the sense of the regularity). The same issue arises when regularizing multicolored graphs (cf. [KS96,
Theorem 1.18]). The solution is to impel the regularizations to happen in a synchronized way.
Proof of Lemma 2.13. For the sake of brevity, and since this step is standard, we omit respecting
the prepartition Z in this proof.
We first recall the proof of the original Regularity Lemma 2.12 which we then modify. Actually,
it better suits our situation to illustrate this on a procedure which regularizes a given bipartite
graph G = (A,B;E). We start with arbitrary bounded partitions WA and WB of A and B.
Sequentially, we look whether there is a witness of irregularity of WA and WB. If there is, then the
partition WA and WB can be refined so that the index increases. The facts that one can control
the increase of the complexity of the partitions, and that the index increases substantially are the
keys for guaranteeing that the iteration terminates in a bounded number of steps.
Let us now see how we can adapt this proof to our setting. By Vizing’s Theorem we can cover
the edges of F by disjoint matchings M1, . . . ,Mm+1. For each i ∈ [m + 1] we shall introduce a
variable indi. The variable indi is the average index of the bipartite graphs which correspond to
the edges of Mi and the current partitions of the sets Wx. In each step i ∈ [m + 1], we refine
simultanously partitions in all bipartite graphs G[Wx,Wy] (xy ∈ Mi) which possess witnesses of
irregularity. More precisely, assume that in a certain step each set Wz is partitioned into sets Wz.
We then define
indi =
1
|Mi|
∑
xy∈Mi
ind(Wx,Wy) , if Mi 6= ∅, and
indi = 1 , otherwise.
where ind is the usual index. The Index-pumping Lemma asserts that when refining the partition
of G[Wx,Wy] the value ind(Wx,Wy) increases substantially. The fact that Mi is a matching allows
us to perform these simultaneous refinements without interference. It is well-known that none of
indj (j < i) did decrease during pumping indi up. Thus after a bounded number of steps there are
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no witnesses of irregularity in the graphs G[Wx,Wy] (xy ∈ E(H)) with respect to the partitions
Wx,Wy. This suffices to give the statement.
Usually after applying the Regularity Lemma to some graph G, one bounds the number of
edges which correspond to irregular pairs, to regular, but sparse pairs, or are incident with the
exceptional sets U0. We shall do the same for the setting of Lemma 2.13.
Lemma 2.14. In the situation of Lemma 2.13, suppose that degmax(H) 6 Ωk and e(H) 6 kn, and
that each edge xy ∈ E(H) is captured by some edge ij ∈ E(F ), i.e., x ∈ Wi, y ∈ Wj. Moreover
suppose that
d(Wi,Wj) > γ if ij ∈ E(F ). (2.4)
Then all but at most (4εγ + εΩ + γ)nk edges of H belong to regular pairs (W
(i)
i′ ,W
(j)
j′ ), i, j 6= 0, of
density at least γ2.
Proof. Set w := min{|Wi| : i ∈ V (F )}. By (2.4), each edge of F represents at least γw2 edges
of H. Since e(H) 6 kn it follows that e(F ) 6 kn/(γw2). Thus, by the assumption (2.3),∑
AB∈E(F ) |A||B| 6 e(F )(2w)2 6 4knγ . Using (e) of Lemma 2.13 we get that the number of edges
of H contained in ε-irregular pairs from Y is at most
4εnk
γ
. (2.5)
Write E1 for the set of edges of H which are incident with a vertex in
⋃
i∈[ℓ]W
(0)
i . Then by (d)
of Lemma 2.13, and since degmax(H) 6 Ωk,
|E1| 6 εΩnk . (2.6)
Let E2 be the set of those edges of H which belong to ε-regular pairs (W
(i′)
i ,W
(j′)
j ) with
ij ∈ E(F ), i′ ∈ [pi], j′ ∈ [pj ] of density at most γ2. We claim that
|E2| 6 γkn . (2.7)
Indeed, because of (2.4) and by Fact 2.9 (with α⊲F2.9 := γ and β⊲F2.9 := γ
2), for each ij ∈ E(F )
there are at most γeH(Wi,Wj) edges contained in the bipartite graphs H[W
(i′)
i ,W
(j′)
j ], i
′ ∈ [pi], j′ ∈
[pj ], with dH(W
(i′)
i ,W
(j′)
j ) 6 γ
2. Since
∑
ij∈E(F ) eH(Wi,Wj) 6 kn, the validity of (2.7) follows.
Combining (2.5), (2.6), and (2.7) we finish the proof.
3 Cutting trees: ℓ-fine partitions
The purpose of this section is to introduce some notation related to trees. The notion of an ℓ-fine
partition of a tree shall be of particular interest. Roughly speaking, an ℓ-fine partition of a tree
T ∈ trees(k) is a partition of the T into a small number of cut-vertices and subtrees of order at
most ℓ with some additional properties. This notion is essential for our proof of Theorem 1.3 as
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we use a certain sequential procedure to embed T⊲T1.3 into the host graph G⊲T1.3, embedding a
subtree after subtree.
Let T be a tree rooted at r, inducing the partial order  on V (T ) (with r as the minimal
element). If a  b and ab ∈ E(T ) then we say b is a child of a and a is the parent of b. Ch(a)
denotes the set of children of a, and the parent of a vertex b 6= r is denoted Par(b). For a set
U ⊆ V (T ) write Par(U) := ⋃u∈U\{r} Par(u) \ U and Ch(U) := ⋃u∈U Ch(u) \ U .
We say that a tree T ′ ⊆ T is induced by a vertex x ∈ V (T ) if V (T ′) is the up-closure of x in
V (T ), i.e., V (T ′) = {v ∈ V (T ) : x  v}. We then write T ′ = T (r, ↑ x), or T ′ = T (↑ x), if the root
is obvious from the context and call T ′ an end subtree. Subtrees of T that are not end subtrees are
called internal subtrees.
Let T be a tree rooted at r and let T ′ ⊆ T be a subtree with r 6∈ V (T ′). The seed of T ′ is the
-maximal vertex x ∈ V (T ) \ V (T ′) such that x  v for all v ∈ V (T ′). We write Seed(T ′) = x.
A fruit in a rooted tree (T, r) is any vertex u ∈ V (T ) whose distance from r is even and at least
four.
We can now state the most important definition of this section.
Definition 3.1 (ℓ-fine partition). Let T ∈ trees(k) be a tree rooted at r. An ℓ-fine partition of
T is a quadruple (WA,WB ,SA,SB), where WA,WB ⊆ V (T ) and SA, SB are families of subtrees of
T such that
(a) the three sets WA, WB and {V (T ∗)}T ∗∈SA∪SB partition V (T ),
(b) r ∈WA ∪WB,
(c) max{|WA|, |WB |} 6 336k/ℓ,
(d) for w1, w2 ∈ WA ∪WB the distance dist(w1, w2) is odd if and only if one of them lies in WA
and the other one in WB,
(e) v(T ∗) 6 ℓ for every tree T ∗ ∈ SA ∪ SB,
(f) V (T ∗) ∩N(WB) = ∅ for every T ∗ ∈ SA and V (T ∗) ∩N(WA) = ∅ for every T ∗ ∈ SB,
(g) each tree of SA ∪ SB has its seed in WA ∪WB,
(h) |V (T ∗) ∩N(WA ∪WB)| 6 2 for each T ∗ ∈ SA ∪ SB,
(i) if V (T ∗) ∩ N(WA ∪WB) contains two distinct vertices y1, y2 for some T ∗ ∈ SA ∪ SB, then
dist(y1, y2) > 4,
(j) if T1, T2 ∈ SA ∪ SB are two internal subtrees of T such that v1 ∈ T1 precedes v2 ∈ T2 then
distT (v1, v2) > 2,
(k) SB does not contain any internal tree of T , and
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(l)
∑
T ∗∈SA
T ∗ end tree of T
v(T ∗) >
∑
T ∗∈SB v(T
∗) .
Remark 3.2. It is easy to see that any ℓ-fine partition (WA,WB ,SA,SB) of a tree (T, r) is deter-
mined once we know the set W =WA∪WB, except possibly for being able to swap WA with WB and
SA with SB. Indeed, the division of W into two sets W ′ and W ′′ follows the bipartition of T , and
conditions (k) and (l) determine which of W ′, W ′′ is WA unless T −W contains no internal trees
and (l) would hold either way. During the proof of Lemma 3.4 below we shall therefore sometimes
just say one of the conditions (a)–(l) holds for the set W , and not explicitly mention the tuple
(WA,WB ,SA,SB).
Remark 3.3. Suppose that (WA,WB ,SA,SB) is an ℓ-fine partition of a tree (T, r), and suppose
that T ∗ ∈ SA ∪ SB is such that |V (T ∗) ∩N(WA ∪WB)| = 2. Let us root T ∗ at the neighbour r1 of
its seed, and let r2 be the other vertex of V (T
∗) ∩N(WA ∪WB). Then (d), (f), and (i) imply that
r2 is a fruit in (T
∗, r1).
The following is the main lemma of this section. It asserts that each tree of order k has ℓ-fine
partitions for all values of ℓ 6 k.
Lemma 3.4. Let T ∈ trees(k) be a tree rooted at r and let ℓ ∈ N with ℓ 6 k. Then T has an ℓ-fine
partition.
Similar but simpler tree-cutting procedures were used in other literature concerning the Loebl–
Komlo´s–So´s Conjecture in the dense setting, cf. [AKS95, HP, PS12, Zha11]. There, using the
notation of Conjecture 1.2, the trees in SA ∪ SB of an ℓ-fine partition of a tree T ∈ trees(k) are
embedded in regular pairs of a Regularity Lemma decomposition of the host graph G. In the
current paper however, a more complex decomposition result (Lemma 4.14) than the Regularity
Lemma is used to capture the structure of G. To this end we had to further strengthen the features
of the ℓ-fine partition. In particular, features (h), (i), (j) of Definition 3.1 were introduced to handle
the more complex embedding procedures in our setting.
Remark 3.5. (i) In our proof of Theorem 1.3, we shall apply Lemma 3.4 to a tree T⊲T1.3 ∈
trees(k). The number ℓ⊲L3.4 will be linear in k, and thus (c) of Definition 3.1 tells us that
the size of the sets WA and WB is bounded by an absolute constant.
(ii) Each internal tree in SA of an ℓ-fine partition has a unique vertex from WA above it. Thus
with ℓ⊲L3.4 as above also the number of internal trees in SA is bounded by an absolute constant.
This need not not be the case for the number of end trees. For instance, if (T⊲T1.3, r) is a star
with k − 1 leaves and rooted at its centre r then WA = {r} while the k − 1 leaves of T⊲T1.3
form the end shrubs in SA.
Proof of Lemma 3.4. First we shall use an inductive construction to get candidates for WA, WB ,
SA and SB , which we shall modify later on, so that they satisfy all the conditions required by
Definition 3.1.
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Set T0 := T . Now, inductively for i > 1 choose a -maximal vertex xi ∈ V (Ti−1) with the
property that v(Ti−1(↑ xi)) > ℓ. We set Ti := Ti−1− (V (Ti−1(↑ xi)) \ {xi}). If, say at step i = iend,
no such xi exists, then v(Ti−1) 6 ℓ. In that case, set xi := r, set W1 := {xi}iendi=1 and terminate.
The fact that v(Ti−1 − V (Ti)) > ℓ for each i < iend implies that
|W1| − 1 = iend − 1 6 k/ℓ . (3.1)
Let C be the set of all components of the forest T −W1. Observe that by the choice of the xi
each T ∗ ∈ C has order at most ℓ.
Let A and B be the colour classes of T such that r ∈ A. Now, choosing WA as W1 ∩A and WB
as W1 ∩ B and dividing C adequately into sets SA and SB would yield a quadruple that satisfies
conditions (a), (b), (c), (d), (e) and (g). In order to find also the remaining properties satisfied,
we shall refine our tree partition by adding more vertices to W1, thus making the trees in SA ∪ SB
smaller. In doing so, we have to be careful not to end up violating (c). We shall enlarge the set
of cut vertices in several steps, accomplishing sequentially, in this order, also properties (h), (j),
(f), (i), and in the last step at the same time (k) and (l). It will be easy to check that in each of
the steps none of the previously established properties is lost, so we will not explicitly check them,
except for (c).
For condition (h), first define T ′ as the subtree of T that contains all vertices of W1 and all
vertices that lie on paths in T which have both endvertices in W1. Now, if a subtree T
∗ ∈ C does
not already satisfy (h) for W1, then V (T
∗) ∩ V (T ′) must contain some vertices of degree at least
three. We will add the set Y (T ∗) of all these vertices to W1. Formally, let Y be the union of the
sets Y (T ∗) over all T ∗ ∈ C, and set W2 :=W1 ∪ Y . Then the components of T −W2 satisfy (h).
Let us upper-bound the size of the set W2. For each T
∗ ∈ C, note that by Fact 2.2 for T ∗ ∩ T ′,
we know that |Y (T ∗)| is at most the number of leaves of T ∗ ∩ T ′ (minus two). On the other hand,
each leaf of T ∗ ∩ T ′ has a child in W1 (in T ). As these children are distinct for different trees
T ∗ ∈ C, we find that |Y | 6 |W1| and thus
|W2| 6 2|W1| . (3.2)
Next, for condition (j), observe that by settingW3 :=W2∪ParT (W2) the components of T −W3
fulfill (j). We have
|W3| 6 2|W2|
(3.2)
6 4|W1| . (3.3)
In order to ensure condition (f), let R∗ be the set of the roots (-minimal vertices) of those
components T ∗ of T −W3 which contain neighbours of both colour classes of T . Setting W4 :=
W3∪R∗ we see that (f) is satisfied for W4. Furthermore, as for each vertex in R∗ there is a distinct
member of W3 above it in the order on T , we obtain
|W4| 6 2|W3|
(3.3)
6 8|W1|. (3.4)
Next, we shall aim for a stronger version of property (i), namely,
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(i’) if V (T ∗)∩NT (WA∪WB) = {y1, y2} with y1 6= y2 for some T ∗ ∈ SA∪SB, then dist(y1, y2) > 6.
The reason for requiring this strengthening is that later we might introduce additional cut vertices
which would “shorten T ∗ by two”.
Consider a component T ∗ of T −W4 which is an internal tree of T . If T ∗ contains two distinct
neighbours y1, y2 of W4 such that distT ∗(y1, y2) < 6, then we call T
∗ short. Observe that there are
at most |W4| short trees, because each of these trees has a unique vertex from W4 above it. Let
Z(T ∗) ⊆ V (T ∗) be the vertices on the path from y1 to y2. Then |Z(T ∗)| 6 6. Letting Z be the
union of the sets Z(T ∗) over all short trees in T −W4, and set W5 :=W4 ∪ Z, we obtain
|W5| 6 |W4|+ 6|W4|
(3.4)
6 56|W1|
(3.1)
6 112k/ℓ. (3.5)
We still need to ensure (k) and (l). To this end, consider the set C′ of all components of T −W5.
Set C′A := {T ∗ ∈ C′ : Seed(T ∗) ∈ A} and set C′B := C′ \ C′A. We assume that∑
T ∗∈C′A : T ∗ end tree of T
v(T ∗) >
∑
T ∗∈C′B : T ∗ end tree of T
v(T ∗) , (3.6)
as otherwise we can simply swap A and B.
Now, for each T ∗ ∈ C′B that is not a end subtree of T , set X(T ∗) := V (T ∗) ∩ NT (W5). Let X
be the union of all such sets X(T ∗). Observe that
|X| 6 2|W5 ∩B| 6 2|W5|. (3.7)
For W :=W5 ∪X, all internal trees of T −W have their seeds in A. This will guarantee (k), and,
together with (3.6), also (l).
Finally, setWA :=W ∩A andWB :=W ∩B, and let SA and SB be the sets of those components
of T −W that have their seeds in WA and WB, respectively. By construction, (WA,WB ,SA,SB)
has all the properties of an ℓ-fine partition. In particular, for (c), we find with (3.5) and (3.7) that
|W | 6 |W5|+ 2|W5 ∩B| 6 336k/ℓ.
For an ℓ-fine partition (WA,WB ,SA,SB) of a rooted tree (T, r), the trees T ∗ ∈ SA ∪ SB are
called shrubs. An end shrub is a shrub which is an end subtree. An internal shrub is a shrub which
is an internal subtree. A knag is a component of the forest T [WA ∪WB]. Suppose that T ∗ ∈ SA
is an internal shrub, and r∗ its r-minimal vertex. Then T ∗ − r∗ contains a unique component
with a vertex from NT (WA). We call this component principal subshrub, and the other components
peripheral subshrubs.
Definition 3.6 (ordered skeleton). We say that the sequence
(
X0,X1, . . . ,Xm
)
is an ordered
skeleton of the ℓ-fine partition (WA,WB ,SA,SB) of a rooted tree (T, r) if
• X0 is a knag and contains r, and all other Xi are either knags or shrubs,
• V (⋃i6mXi) = V (T ), and
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• for each i = 1, . . . ,m, the subgraph formed by X0 ∪X1 ∪ . . . ∪Xi is connected in T .
Directly from Definition 3.1 we get:
Lemma 3.7. Any ℓ-fine partition of any rooted tree has an ordered skeleton.
Figure 3.1 shows an (τk)-fine partition (WA,WB ,SA,SB) of a binary tree T ∈ trees(k), for a
fixed τ > 0 and k large. The vertices whose distance is O(log(τ−1)) from the root comprise a sole
knag of T (with respect to (WA,WB ,SA,SB)). This example will be important in Section 4.6.
Figure 3.1: An (τk)-fine partition (WA,WB,SA,SB) of a binary tree T ∈ trees(k). The
elements of the set WA are drawn as circles and those of WB as squares. The sole knag is of
depth O(log(τ−1)), two in this picture. Each schematic triangle represents one end shrub of
SA ∪ SB .
4 Decomposing sparse graphs
In this section, we work out a structural decomposition of a possibly sparse graph which is suitable
for embedding trees. Our motivation comes from the success of the Regularity Method in the
setting of dense graphs (see [KO09]). The main technical result of this section, the “decomposition
lemma”, Lemma 4.13, provides such a decomposition. Roughly speaking, each graph of a moderate
maximum degree can be decomposed into regular pairs, and two different expanding parts.
We then combine Lemma 4.13 with a lemma on creating a gap in the degree sequence (Lemma 4.1)
to get a decomposition lemma for graphs from LKS(n, k, η), Lemma 4.14. Lemma 4.14 asserts that
each graph from LKS(n, k, η) can be decomposed into vertices of degree much larger than k, reg-
ular pairs, and expanding parts. Further we give a non-LKS-specific version of Lemma 4.14 in
Lemma 4.15, which asserts that each graph with average degree bigger than an absolute constant
has a sparse decomposition. Such a decomposition lemma was used by Ajtai, Komlo´s, Simonovits
and Szemere´di in their work on the Erdo˝s–So´s conjecture and we expect that it will find applications
in other tree embedding problems, and possibly elsewhere.
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4.1 Creating a gap in the degree sequence
4.1 Creating a gap in the degree sequence
The goal of this section is to show that any graph G ∈ LKSmin(n, k, η) has a subgraph G′ ∈
LKSsmall(n, k, η/2) which has a gap in its degree sequence. Note that G′ then contains almost
all the edges of G. This is formulated in the next lemma.
Lemma 4.1. Let G ∈ LKSmin(n, k, η) and let (Ωi)i∈N be a sequence of positive numbers with
Ωj/Ωj+1 6 η
2/100 for all j ∈ N. Then there is an index i∗ 6 100η−2 and a subgraph G′ ⊆ G such
that
(i) G′ ∈ LKSsmall(n, k, η/2), and
(ii) no vertex v ∈ V (G′) has degree degG′(v) ∈ [Ωi∗k,Ωi∗+1k).
Proof. Set R := ⌊100η−2⌋. For i ∈ [R] and any graph H ⊆ G define the sets Xi(H) := {v ∈ V (H) :
degH(v) ∈ [Ωik,Ωi+1k)} and for i = R+ 1 set Xi(H) := {v ∈ V (H) : degH(v) ∈ [Ωik,∞)}. As∑
i∈[R]
∑
v∈Xi(G)∪Xi+1(G)
deg(v) 6 4e(G) ,
by averaging we find an index i∗ ∈ [R] such that∑
v∈Xi∗ (G)∪Xi∗+1(G)
deg(v)
4e(G)
R
. (4.1)
Let E0 be the set of all the edges incident with Xi∗(G) ∪Xi∗+1(G). Now, starting with G0 :=
G − E0, successively define graphs Gj ( Gj−1 for j > 1 using any of the following two types of
edge deletions:
(T1) If there is a vertex vj ∈ Xi∗(Gj−1) then we choose an edge ej that is incident with vj, and
set Gj := Gj−1 − ej .
(T2) If there is an edge ej = ujvj of Gj−1 with uj ∈ Sη/2,k(Gj−1) and vj ∈
⋃R+1
i=i∗+1Xi(Gj−1) then
we set Gj := Gj−1 − ej .
Since we keep deleting edges, the procedure stops at some point, say at step j∗, when neither of
(T1), (T2) is applicable. Note that the resulting graph Gj∗ already has Property (ii).
Let E1 ⊆ E(G) be the set of those edges deleted by applying (T1). We shall estimate the size
of E1. First, observe that ∣∣∣∣∣
R+1⋃
i=i∗+2
Xi(G)
∣∣∣∣∣ 6 2e(G)Ωi∗+2k .
Moreover, each vertex of
⋃R+1
i=i∗+2Xi(G) appears at most (Ωi∗+1 − Ωi∗)k < Ωi∗+1k times as the
vertex vj in the deletions of type (T1). Consequently,
|E1| 6 Ωi∗+1
∣∣∣∣∣
R+1⋃
i=i∗+2
Xi(G)
∣∣∣∣∣ k 6 2Ωi∗+1e(G)Ωi∗+2 . (4.2)
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4.2 Decomposition of graphs with moderate maximum degree
Now, observe that the vertices in Lη,k(G)∩Sη/2,k(Gj∗) have dropped their degree from (1+ η)k
to (1+η/2)k by operations other than (T2). So each of these vertices is incident with at least ηk/2
edges from the set E0 ∪ E1. Therefore, by the definition of E0, by (4.1), and by (4.2),∣∣Lη,k(G) ∩ Sη/2,k(Gj∗)∣∣ 6 2 · |E0 ∪ E1|ηk/2 6
(
4
R
+
2Ωi∗+1
Ωi∗+2
)
· 4e(G)
ηk
(2.1)
6
ηn
2
.
Thus
|Lη/2,k(Gj∗)| > |Lη,k(G)| − |Lη,k(G) ∩ Sη/2,k(Gj∗)| > (1/2 + η/2)n ,
and consequently, Gj∗ ∈ LKS(n, k, η/2).
Last, we obtain the graph G′ by successively deleting any edge from Gj∗ which connects a
vertex from Sη/2,k(Gj∗) with a vertex whose degree is not exactly ⌈(1 + η2 )k⌉. This does not affect
the already obtained Property (ii), since we could not apply (T2) to Gj∗ . We claim that for the
resulting graph G′ we have G′ ∈ LKSsmall(n, k, η/2). Indeed, Lη/2,k(G′) = Lη/2,k(Gj∗), and thus
G′ ∈ LKS(n, k, η/2). Property 2 of Definition 2.6 follows from the last step of the construction
of G′. To see Property 1 of Definition 2.6 we use Fact 2.5(2) for G (which by assumption is in
LKSmin(n, k, η)).
4.2 Decomposition of graphs with moderate maximum degree
First we introduce some useful notions. We start with dense spots which indicate an accumulation
of edges in a sparse graph.
Definition 4.2 ((m,γ)-dense spot, (m,γ)-nowhere-dense). An (m,γ)-dense spot in a graph
G is a non-empty bipartite subgraph D = (U,W ;F ) of G with d(D) > γ and degmin(D) > m. We
call G (m,γ)-nowhere-dense if it does not contain any (m,γ)-dense spot.
We remark that dense spots as bipartite graphs do not have a specified orientation, that is, we
view (U,W ;F ) and (W,U ;F ) as the same object.
Fact 4.3. Let (U,W ;F ) be a (γk, γ)-dense spot in a graph G of maximum degree at most Ωk. Then
max{|U |, |W |} 6 Ωγ k.
Proof. It suffices to observe that
γ|U ||W | 6 e(U,W ) 6 degmax(G) ·min{|U |, |W |} 6 Ωk ·min{|U |, |W |}.
The next fact asserts that in a bounded degree graph there cannot be too many edge-disjoint
dense spots containing a given vertex.
Fact 4.4. Let H be a graph of maximum degree at most Ωk, let v ∈ V (H), and let D be a family
of edge-disjoint (γk, γ)-dense spots. Then less than Ωγ dense spots from D contain v.
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Proof. This follows as v sends more than γk edges to each dense spot from D it is incident with,
the dense spots D are edge-disjoint, and deg(v) 6 Ωk.
Last, we include a bound concerning the total size of dense spots intersecting substantially a
given set.
Fact 4.5. Let H be a graph of maximum degree at most Ωk. Let Y ⊆ V (H) be a set of size at most
Ak, and D a family of edge-disjoint (γk, γ)-dense spots. Define D′ := {D ∈ D : |V (D)∩Y | > βk}.
Then for the set X :=
⋃
D∈D′ V (D) we have |X| 6 2AΩ
2
βγ2
k.
Proof. Let us count the number of certain pairs (y,D) in two different ways.
βk|D′| 6 ∣∣{(y,D) : y ∈ Y,D ∈ D′, y ∈ V (D′)}∣∣ F4.46 |Y |Ω
γ
.
Put together, |D′| 6 AΩβγ . The fact now follows from Fact 4.3.
Our second definition of this section might seem less intuitive at first sight. It describes a
property for finding dense spots outside some “forbidden” set U , which in later applications will be
the set of vertices already used for a partial embedding of a tree T⊲T1.3 ∈ trees(k) in Theorem 1.3
during our sequential embedding procedure.
Definition 4.6 ((Λ, ε, γ, k)-avoiding set). Suppose that G is a graph and D is a family of dense
spots in G. A set A ⊆ ⋃D∈D V (D) is (Λ, ε, γ, k)-avoiding with respect to D if for every U¯ ⊆ V (G)
with |U¯ | 6 Λk the following holds that for all but at most εk vertices v ∈ A. There is a dense spot
D ∈ D with |U¯ ∩ V (D)| 6 γ2k that contains v.
Note that a subset of a (Λ, ε, γ, k)-avoiding set is also (Λ, ε, γ, k)-avoiding.
We now come to the main concepts of this section, the bounded and the sparse decompositions.
These notions in a way correspond to the partition structure from the Regularity Lemma, although
naturally more complex since we deal with (possibly) sparse graphs here. Lemma 4.13 is then a
corresponding regularization result.
Definition 4.7 ((k,Λ, γ, ε, ν, ρ)-bounded decomposition). Let V = {V1, V2, . . . , Vs} be a parti-
tion of the vertex set of a graph G. We say that (V,D, Greg, Gexp,A) is a (k,Λ, γ, ε, ν, ρ)-bounded
decomposition of G with respect to V if the following properties are satisfied:
1. The elements of V are disjoint subsets of V (G).
2. Greg is a subgraph of G−Gexp on the vertex set
⋃
V. For each edge xy ∈ E(Greg) there are
distinct Cx ∋ x and Cy ∋ y from V, and G[Cx, Cy] = Greg[Cx, Cy]. Furthermore, G[Cx, Cy]
forms an ε-regular pair of density at least γ2.
3. We have νk 6 |C| = |C ′| 6 εk for all C,C ′ ∈ V.
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4. D is a family of edge-disjoint (γk, γ)-dense spots in G−Gexp. For each D = (U,W ;F ) ∈ D
all the edges of G[U,W ] are covered by D (but not necessarily by D).
5. If Greg contains at least one edge between C1, C2 ∈ V then there exists a dense spot D =
(U,W ;F ) ∈ D such that C1 ⊆ U and C2 ⊆W .
6. For all C ∈ V there is V ∈ V so that either C ⊆ V ∩ V (Gexp) or C ⊆ V \ V (Gexp). For all
C ∈ V and D = (U,W ;F ) ∈ D we have C ∩ U ∈ {∅, C}.
7. Gexp is a (γk, γ)-nowhere-dense subgraph of G with deg
min(Gexp) > ρk.
8. A is a (Λ, ε, γ, k)-avoiding subset of V (G) \⋃V with respect to dense spots D.
We say that the bounded decomposition (V,D, Greg, Gexp,A) respects the avoiding threshold b
if for each C ∈ V we either have degmaxG(C,A) 6 b, or degminG(C,A) > b.
Let us remark that “exp” in Gexp stands for “expander” and “reg” in Greg stands for “regu-
lar(ity)”.
The members of V are called clusters. Define the cluster graph Greg as the graph on the vertex
set V that has an edge C1C2 for each pair (C1, C2) which has density at least γ
2 in the graph Greg.
Property 6 tells us that the clusters may be prepartitioned, just as it is the case in the classic
Regularity Lemma. When classifying the graph G⊲T1.3 in Lemma 4.14 below we shall use the
prepartition into (roughly) Sα
⊲T1.3,k
(G⊲T1.3) and Lα⊲T1.3,k
(G⊲T1.3).
As said above, the notion of bounded decomposition is needed for our Regularity Lemma type
decomposition given in Lemma 4.13. It turns out that such a decomposition is possible only when
the graph is of moderate maximum degree. On the other hand, Lemma 4.1 tells us that the vertex
set of any graph6 can be decomposed into vertices of enormous degree and moderate degree. The
graph induced by the latter type of vertices then admits the decomposition from Lemma 4.13.
Thus, it makes sense to enhance the structure of bounded decomposition by vertices of unbounded
degree. This is done in the next definition.
Definition 4.8 ((k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition). Let V = {V1, V2, . . . , Vs} be a
partition of the vertex set of a graph G. We say that ∇ = (Ψ,V,D, Greg , Gexp,A) is a
(k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition of G with respect to V1, V2, . . . , Vs if the following
holds.
1. Ψ ⊆ V (G), degminG(Ψ) > Ω∗∗k, degmaxH(V (G)\Ψ) 6 Ω∗k, where H is spanned by the edges
of
⋃D, Gexp, and edges incident with Ψ,
2. (V,D, Greg, Gexp,A) is a (k,Λ, γ, ε, ν, ρ)-bounded decomposition of G−Ψ with respect to V1 \
Ψ, V2 \Ψ, . . . , Vs \Ψ.
6Lemma 4.1 is stated only for graphs from LKSmin(n, k, η), but a similar statement can be made about any
graph. See discussion in the outline of the proof of Lemma 4.15.
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If the parameters do not matter, we call ∇ simply a sparse decomposition, and similarly we
speak about a bounded decomposition.
Definition 4.9 (captured edges). In the situation of Definition 4.8, we refer to the edges in
E(Greg) ∪ E(Gexp) ∪ EG(Ψ, V (G)) ∪ EG(A,A ∪
⋃
V) as captured by the sparse decomposition.
We write G∇ for the subgraph of G on the same vertex set which consists of the captured edges.
Likewise, the captured edges of a bounded decomposition (V,D, Greg, Gexp,A) of a graph G are those
in E(Greg) ∪E(Gexp) ∪ EG(A,A ∪
⋃
V).
Throughout the paper we write GD for the subgraph of G which consists of the edges contained
in D. We now include an easy fact about the relation of GD and Greg.
Fact 4.10. Let ∇ = (Ψ,V,D, Greg , Gexp,A) be a sparse decomposition of a graph G. Then each
edge xy ∈ E(GD) with x, y ∈
⋃
V is either contained in Greg, or is not captured.
Proof. Indeed, suppose that xy ∈ E(GD), x, y ∈
⋃
V, and xy 6∈ E(Greg). Property 2 of Defini-
tion 4.8 says that x, y /∈ Ψ. Further, by Property 8 of Definition 4.7, we have x, y 6∈ A. Last,
Property 4 of Definition 4.7 implies that xy 6∈ E(Gexp). Hence xy is not captured, as desired.
We now give a bound on the number of clusters reachable through edges of the dense spots
from a fixed vertex outside Ψ.
Fact 4.11. Let ∇ = (Ψ,V,D, Greg , Gexp,A) be a (k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition of
a graph G. Let x ∈ V (G) \Ψ. Assume that V 6= ∅, and let c be the size of each of the members
of V. Then there are less than
2(Ω∗)2k
γ2c
6
2(Ω∗)2
γ2ν
clusters C ∈ V with degGD(x,C) > 0.
Proof. Property 1 of Definition 4.8 says that degGD(x) 6 Ω
∗k. For each D ∈ D with x ∈ V (D) we
have that degD(x) > γk, since D is a (γk, γ)-dense spot. By Fact 4.4
|{D ∈ D : degD(x) > 0}| <
Ω∗
γ
. (4.3)
Furthermore, by Fact 4.3, and using Property 3 of Definition 4.7, we see that for a fixed D ∈ D,
we have
|{C ∈ V : C ⊆ V (D)}| 6 2Ω
∗k
γ
· 1
c
6
2Ω∗
γν
.
Together with (4.3) this gives that the number of clusters C ∈ V with degGD(x,C) > 0 is less than
Ω∗
γ
· 2Ω
∗k
γc
6
Ω∗
γ
· 2Ω
∗
γν
,
as desired.
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As a last step before we state the main result of this section we show that the cluster graph
Greg corresponding to a (k,Ω
∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition (Ψ,V,D, Greg, Gexp,A) has
bounded degree.
Fact 4.12. Let ∇ = (Ψ,V,D, Greg , Gexp,A) be a (k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition of
a graph G, and let Greg be the corresponding cluster graph. Let c be the size of each cluster in V.
Then degmax(Greg) 6
Ω∗k
γ2c
6 Ω
∗
γ2ν
.
Proof. Let C ∈ V. Then by the definition of Greg, and by the properties of Definitions 4.7 and 4.8,
we get
degGreg(C) 6
∑
C′∈NGreg (C)
eGreg(C,C
′)
γ2|C||C ′| 6
Ω∗k|C|
γ2|C|c 6
Ω∗
γ2ν
,
as desired.
We now state the most important lemma of this section. It says that any graph of bounded
degree has a bounded decomposition which captures almost all its edges. This lemma can be
considered as a sort of Regularity Lemma for sparse graphs.
Lemma 4.13 (Decomposition lemma). For each Λ,Ω, s ∈ N and each γ, ε, ρ > 0 there exist k0 ∈ N,
ν > 0 such that for every k > k0 and every n-vertex graph G with e(G) 6 kn, deg
max(G) 6 Ωk, and
with a given partition V of its vertex set into at most s sets, there exists a (k,Λ, γ, ε, ν, ρ)-bounded
decomposition (V,D, Greg, Gexp,A) with respect to V, which captures all but at most (4εγ + εΩ+ γ+
ρ)kn edges of G. Furthermore, this bounded decomposition respects any given avoiding threshold b
and we have
|E(D) \ (E(Greg) ∪ EG[A,A ∪
⋃
V])| 6 (4ε
γ
+ εΩ+ γ)kn . (4.4)
A proof of Lemma 4.13 is given in Section 4.7.
4.3 Decomposition of LKS graphs
Lemma 4.1 and Lemma 4.13 enable us to decompose graphs in LKS(n, k, η) in a particular manner.
Lemma 4.14. For every η,Λ, γ, ε, ρ > 0 there are ν > 0 and k0 ∈ N such that for every k > k0
and for every number b the following holds. For every sequence (Ωj)j∈N of positive numbers with
Ωj/Ωj+1 6 η
2/100 for all j ∈ N and for every G ∈ LKS(n, k, η) there are an index i and a subgraph
G′ of G with the following properties:
(a) G′ ∈ LKSsmall(n, k, η/2),
(b) i 6 100η−2,
(c) G′ has a (k,Ωi+1,Ωi,Λ, γ, ε, ν, ρ)-sparse decomposition (Ψ,V,D, G′reg , G′exp,A) with respect to
the partition {V1, V2} := {Sη/2,k(G′),Lη/2,k(G′)}, and with respect to avoiding threshold b,
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(d) (Ψ,V,D, G′reg, G′exp,A) captures all but at most (4εγ + εΩ⌊100η−2⌋ + γ + ρ)kn edges of G′, and
(e) |E(D) \ (E(G′reg) ∪ EG′ [A,A ∪
⋃
V])| 6 (4εγ + εΩ⌊100η−2⌋ + γ)kn.
Proof. Let ν and k0 be given by Lemma 4.13 for input parameters Ω⊲L4.13 := Ω⌊100η−2⌋, Λ⊲L4.13 :=
Λ, γ⊲L4.13 := γ, ε⊲L4.13 := ε, ρ⊲L4.13 := ρ, b⊲L4.13 := b, and s⊲L4.13 := 2. Now, given G, let
us consider a subgraph G˜ of G such that G˜ ∈ LKSmin(n, k, η). Lemma 4.1 applied to the
sequence (Ωj)j and G˜ yields a graph G
′ ∈ LKSsmall(n, k, η/2) and an index i 6 100η−2. We set
Ψ := {v ∈ V (G) : degG′(v) > Ωi+1k}.
Observe that by (2.1), e(G′) < kn. Let (Ψ,D, G′reg, G′exp,A) be the (k,Λ, γ, ε, ν, ρ)-bounded
decomposition of the graph G′ − Ψ with respect to {Sη/2,k(G′),Lη/2,k(G′) \ Ψ} that is given by
Lemma 4.13. Clearly, (Ψ,V,D, G′reg , G′exp,A) is a (k,Ωi+1,Ωi,Λ, γ, ε, ν, ρ)-sparse decomposition of
G′ capturing at least as many edges as promised in the statement of the lemma.
The process of embedding a given tree T⊲T1.3 ∈ trees(k) into G⊲T1.3 is based on the sparse
decomposition ∇ = (Ψ,V,D, Greg , Gexp,A) of a graph G from Lemma 4.14 and is much more
complex than in approaches based on the standard Regularity Lemma. The embedding ingredient
in the classic (dense) Regularity Method inheres in Blow-up Lemma type statements which roughly
tell that regular pairs of positive density in some sense behave like complete bipartite graphs. In
our setting, in addition to regular pairs7 we shall use three other components of ∇: the vertices of
huge degree Ψ, the nowhere-dense graph Gexp, and the avoiding set A. Each of these components
requires a different strategy for embedding (parts of) T⊲T1.3. Let us mention that rather major
technicalities arise when combining these strategies; for example, for traversing between Ψ and the
rest of the graph we have to introduce a certain “cleaned” structure in Lemma 7.33.
These strategies are described precisely and in detail in Section 8. A lighter informal account
on the role of A is given in Section 4.5. We discuss the use of Gexp in Section 4.6. Only very little
can be said about the set Ψ at an intuitive level: these vertices have huge degrees but are very
unstructured otherwise. If only o(kn) edges are incident with Ψ then we can neglect them. If, on
the other hand, there are Ω(kn) edges incident with Ψ, then we have no choice but to use them
for our embedding. Very roughly speaking, in that case we find sets Ψ′ ⊆ Ψ and V ′ ⊆ V (G) \Ψ
such that still degmin(Ψ′, V ′) ≫ k, and degmin(V ′,Ψ′) = Ω(k), and then use Ψ′ and V ′ in our
embedding.
Last, let us note that when G⊲T1.3 is close to the extremal graph (depicted in Figure 1.1) then
all the structure in G⊲T1.3 captured by Lemma 4.14 accumulates in the cluster graph G
′
reg, i.e., Ψ,
G′exp and A are all almost empty. For that reason, when some ofΨ, G′exp or A is substantial we gain
some extra aid. In comparison, one of the almost extremal graphs for the Erdo˝s-So´s Conjecture 1.1
has a substantial Ψ-component (see Figure 1.2).
7Some of the regular pairs we shall use are already present in Greg, and there are some additional regular pairs
hidden in D which we shall extract and make use of in a form of so-called semiregular matchings (Definition 5.4) in
Sections 5 and 6.
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4.4 Decomposition of general graphs
A version of Lemma 4.14 can be formulated for general graphs. To illustrate this, we present below
a generic lemma of this type, which will not be used in the present paper.
Lemma 4.15. For every η,Λ, γ, ε, ρ > 0 there are ν > 0 and k0 ∈ N such that for every sequence
(Ωj)j∈N of positive numbers with Ωj/Ωj+1 6 η2/100 the following holds. Suppose that G is a graph
of order n with average degree k > k0. Then there is an index i 6 100η
−2, such that G has a
(k,Ωi+1,Ωi,Λ, γ, ε, ν, ρ)-sparse decomposition (Ψ,V,D, Greg , Gexp,A) that captures all but at most
(η + 4εγ + εΩ⌊100η−2⌋ + γ + ρ)kn edges.
The proof follows the same strategy as that of Lemma 4.14.
Proof outline. First we apply a non-LKS-specific version of Lemma 4.1. Such a lemma says that
for each G with average degree k there exists a spanning sugraph G′ of G with e(G)− e(G′) < ηkn,
and an index i 6 100η−2 such that the assertion of Lemma 4.1(ii) is fulfilled. The proof of such a
lemma follows the same lines as that of Lemma 4.1. Using the notation of that lemma, we partition
V (G) into sets Xi(G), and find an index i such that (4.1) holds. We then keep erasing edges using
the rule (T1). We do not apply the LKS-specific rule (T2). The bound on the total number of
erased edges holds in this version as well (actually, only the bound (4.2) is needed).
The bounded-degree part can then be decomposed using Lemma 4.13, yielding the desired
sparse decomposition.
This decomposition could be used to attack other problems; probably with a version of Lemma 4.15
tailored to a particular setting similarly as we did in Lemma 4.14.8 However, our feeling is that
such a decomposition lemma is limited in applications to tree-containment problems. The reason
is that two of the features of the sparse decomposition, the nowhere-dense graph Gexp and the
avoiding set A, seem to be useful only for embedding trees. See Section 4.5 and Section 4.6 for a
discussion of the respective embedding strategies.
4.5 The role of the avoiding set A
Let us explain the role of the avoiding set A in Lemma 4.13. As said above, our aim in Lemma 4.13
will be to locally regularize parts of the input graph G. Of course, first we try to regularize
as large a part of the G as possible. The avoiding set arises as a result of the impossibility to
regularize certain parts of the graph. Indeed, it is one of the most surprising steps in our proof of
Theorem 1.3 that the set A is initially defined as – very loosely speaking – “those vertices where
the Regularity Lemma fails to work properly”, and only then we prove9 that A actually satisfies
the useful conditions of Definition 4.6.
8We are not sure whether the property of Lemma 4.14(d) — which gives a fine bound on the number of some
specific type of uncaptured edges — is a general feature required, or a specific requirement in our approach.
9See the last step of the proof of Lemma 4.13.
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We now sketch how to utilize avoiding sets for the purpose of embedding trees. In our proof of
Theorem 1.3 we preprocess the tree T = T⊲T1.3 ∈ trees(k) by considering its (τk)-fine partition,
and then sequentially embed its shrubs (and knags). Thus embedding techniques for embedding a
single shrub are the building blocks of our embedding machinery; and A is one of the enviroments
which provides us with such a technique. Let us discuss here the simpler case of end shrubs. More
precisely, we show how to extend a partial embedding of a tree by one end-shrub. To this end,
let us suppose that φ is a partial embedding of a tree T , and v ∈ V (T ) is its active vertex , i.e., a
vertex which is embedded, but not all its children are. We write U ⊆ V (G) for the current image
of φ. Let T ′ ⊆ T be an end-shrub which is not embedded yet, and suppose u ∈ V (T ′) is adjacent
to v. We have v(T ′) 6 τk.
We now show how to extend the partial embedding φ to T ′, assuming that degG
(
φ(v),A\U) >
γk for some (1, ε, γ, k)-avoiding set A (where τ ≪ ε ≪ γ ≪ 1). Let X be the set of at most εk
exceptional vertices from Definition 4.6 corresponding to the set U . We now embed T ′ into G,
starting by embedding u in a vertex of A \ (U ∪X) in the neighborhood of φ(v). By Definition 4.6,
there is a dense spot D = (AD, BD;F ) ∈ D such that φ(u) ∈ V (D) and |U ∩ V (D)| 6 γ2k. As
D is a dense spot, we have degG(φ(u), V (D)) > γk. It is now easy to embed T
′ into D using the
minimum degree in D. See Figure 4.1 for an illustration, and Lemma 8.3 for a precise formulation.
U
Xφ(u)
φ(v)
D
AD
BD
φ(T ′)
Figure 4.1: Embedding using the set A.
We indeed use the avoiding set for embedding shrubs of a fine partition of T as above. The
major simplification we made in the exposition is that we only discussed the case when T ′ is an
end shrub. To cover embedding of an internal shrub T ′ as well, one needs to have a more detailed
control over the embedding, i.e., one must be able to extend the embedding from leaves of T ′ to the
neighboring cut-vertices of the fine partition, is such a way that one can then continue embedding
of the shrubs below these cut-vertices.
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Last, let us remark, that unlike our baby-example above, we use an (Λ, ε, γ, k)-avoiding set with
Λ ≫ 1. This is because in the actual proof one has to avoid more vertices than just the current
image of the embedding.
4.6 The role of the nowhere-dense graph Gexp and using the (τk)-fine partition
In this section we shall give some intuition on how the (γk, γ)-nowhere-dense graph Gexp from the
(k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse decomposition10 (Ψ,V,D, Greg , Gexp,A) of a graph G is useful for
embedding a given tree T ∈ trees(k). We start out with the rather simple case when T is a path.
We then point out an issue with this approach for trees with many branching vertices and show
how to overcome this problem using the (τk)-fine partition from Lemma 3.4.
Embedding a path in Gexp. Assume we are given a path T = u1u2 · · · uk ∈ trees(k) and we
wish to embed it into Gexp. The naive idea is to apply a one-step look-ahead strategy. We first
embed u1 in an arbitrary vertex v ∈ V (Gexp). Then, we extend our embedding φℓ of the path
u1 · · · uℓ in Gexp in step ℓ by embedding uℓ+1 in a (yet unused) neighbour w of the image of the
active vertex uℓ, requiring that
degGexp
(
w,φℓ(u1 · · · uℓ)
)
<
√
γk . (4.5)
Let us argue that such a vertex w exists. First, observe that Property 7 of Definition 4.7 implies
that φℓ(uℓ) has at least ρk neighbours. By (4.5) applied to ℓ− 1, at most √γk of these neighbours
lie inside φℓ(u1 · · · uℓ−1); this property is also trivially satisfied when ℓ = 1. Further, an easy
calculation shows that at most 16
√
γk of them have degree more than
√
γk in Gexp into the set
φℓ(u1 · · · uℓ), otherwise we would get a contradiction to Gexp being (γk, γ)-nowhere-dense. Since
we assumed ρ > 17
√
γ we can find a vertex w as desired and thus embed all of T .
Embedding trees with many branching points and the role of fine partitions. We
certainly cannot hope that a nonempty graph Gexp alone will provide us with embeddings of all
trees T ∈ trees(k) from Theorem 1.3. For instance, if T is a star, then we need in G a vertex of
degree k−1, which Gexp might not have. In order to run into a problem with the method described
above, we do not even need to have such a large degree in our tree T .
Consider a binary tree T ∈ trees(k), rooted at its central vertex r. Now if we try to embed T
sequentially as above we will arrive at a moment when there are many (as many as k/2) active
vertices; regardless in which order we embed. Now, the neighbourhoods of the images of the active
vertices cannot be controlled much, i.e., they may be intersecting considerably. Hence, embedding
children of active vertices we might block available space in the neighbourhoods of other active
vertices. See Figure 4.2 for an illustration.
10We shall assume that 17
√
γ < ρ; this will be the setting of the sparse decomposition we shall work with in the
proof of Theorem 1.3.
32
4.6 The role of the nowhere-dense graph Gexp and using the (τk)-fine partition
Figure 4.2: Embedded part of the binary tree in bold. The neighbourhoods of active vertices
may overlap.
To rescue the situation we use the (τk)-fine partition (WA,WB ,SA,SB) of T (for some 0 < τ ≪
γ) given by Lemma 3.4. Recall the structure of this partition, as shown in Figure 3.1: the first
q levels of T from the root r comprise the sole knag. All other vertices make up the end shrubs
T ∗1 , . . . , T ∗h .
We first embed the knag, which consists of the cut vertices WA ∪WB, and so has size at most
O( 1τ ). As ρk will be much larger than that, following a strategy similar to the one above we ensure
that all of WA ∪WB gets correctly embedded, we even have a (limited) choice for its images. The
next step is to make the transitions at the q-th level from embedding cut vertices WA ∪WB to
embedding shrubs T ∗1 , . . . , T ∗h . But since this step requires to exploit the structure of LKS graphs,
we skip the details in the high-level overview here. We just remark that one needs to put the cut
vertices WA ∪WB in the sets XA and XB from Lemma 6.1; these vertices are powerful enough to
allow such a transition.
For the point we wish to make here, it is more relevant to see how to complete the last part
of our embedding, that is, how to embed a tree T ∗i whose root ri is already embedded in a vertex
φ(ri) ∈ V (Gexp). Let imi := im(φ) be the current (partial) image of φ at this stage. We emphasize
that at this moment we are working exclusively with the tree T ∗i , i.e., any other tree T
∗
j is either
completely embedded, or will be embedded only after we finish the embedding of T ∗i . Suppose we
are about to embed a vertex v ∈ V (T ∗i ) whose ancestor v′ ∈ V (T ∗i ) is already embedded in V (Gexp).
We choose for the image of v any (yet unused) vertex w in the neighbourhood of ϕ(v′), requiring
that
degGexp(w, imi) < ρk/100. (4.6)
This condition is very similar to our path-embedding procedure above, and can be proved in exactly
the same way, using the fact that Gexp is (γk, γ)-nowhere-dense. Note that during our embedding
|im(φ) \ imi| will grow, but however is at most v(T ∗i ) 6 τk. Thus, for every vertex v′′ ∈ V (T ∗i ),
when its time comes to be embedded, we still have degGexp
(
φ(v′), im(φ)
)
6 ρk/100 + τk < ρk/99,
and thus v′′ can be embedded.
Note that the trick here was to keep on working on one subtree T ∗i , whose size is small enough
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to be negligible in comparison to the degree of a vertex in Gexp so that it does not matter that the
set we wish to avoid having a considerable degree into (im(φ)) is not the same as the one we can
actually avoid having a considerable degree into (imi). (Observe that since im(φ) keeps changing
during the procedure, we cannot have direct control over it.) Thus, breaking up the tree into tiny
shrubs in the (τk)-fine partition was the key to successfully embedding it in this case.
4.7 Proof of Lemma 4.13
This subsection is devoted to the proof of Lemma 4.13. We give an overview of our decomposition
procedure. We start by extracting the edges of as many (γk, k)-dense spots from G as possible;
these together with the incident vertices will form the auxiliary graph GD. Most of the remaining
edges will form the edge set of the graph Gexp. Next, we consider the intersections of the dense
spots captured in GD. To the subgraph of GD that is spanned by the large intersections we apply
the Regularity Lemma for locally dense graphs (Lemma 2.13), and thus obtain Greg. The other
part of V (GD) will be taken as the (Λ, ε, γ, k)-avoiding set A.
Setting up the parameters. We start by setting
ν˜ := ε · 3−
ΩΛ
γ3 .
Let qMAXCL be given by Lemma 2.13 for input parameters
m⊲L2.13 :=
Ω
γν˜
, z⊲L2.13 := 4s and ε⊲L2.13 := ε . (4.7)
Define an auxiliary parameter q := max{qMAXCL, ε−1} and choose the output parameters of
Lemma 4.13 as
k0 :=
⌈qMAXCL
ν˜
⌉
and ν :=
ν˜
q
.
Defining D and Gexp. Given a graph G, take a set D of edge-disjoint (γk, γ)-dense spots such
that the resulting graph GD ⊆ G (which contains those vertices and edges that are contained
in
⋃D) has a maximal number of edges.
Then by Lemma 2.3 there exists a graph Gexp ⊆ G−GD with degmin(Gexp) > ρk and such that
|E(G) \ (E(Gexp) ∪ E(GD))| 6 ρkn . (4.8)
This choice of D and Gexp already satisfies Properties 4 and 7 of Definition 4.7.
Preparing for an application of the Regularity Lemma. Let
X :=⊞D{U,W, V (G) \ V (D)} ,
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where the partition refinement ranges over all D = (U,W ;F ) ∈ D. Let B := {X ∈ X : X ⊆
V (GD)}, B˜ := {B ∈ B : |B| > 2ν˜k}, and C˜ := B \ B˜. Furthermore let B˜ :=
⋃
B∈B˜ B and
A :=
⋃
C∈C˜ C. Let V A := {v ∈ V (G) : deg(v,A) > b}.
Now, partition each set B ∈ B˜ into cB := ⌈|B|/2ν˜k⌉ sets B1, . . . , BcB of cardinalities differing
by at most one, and let B′ be the set containing all the sets Bi (for all B ∈ B˜). Then for each
B ∈ B′ we have that
ν˜k 6 |B| 6 2ν˜k 6 εk . (4.9)
Construct a graph H on B′ by making two vertices A1, A2 ∈ B′ adjacent in H if
(A) there is a dense spot D = (U,W ;F ) ∈ D such that A1 ⊆ U and A2 ⊆W , and
(B) dG(A1, A2) > γ.
Note that it follows from the way D was chosen that if A1A2 ∈ E(H) then G[A1, A2] = GD[A1, A2].
But on the other hand note that we do not necessarily have G[A1, A2] = D[A1, A2] for the dense
spot D appearing in (A); just because there may be several such dense spots D.
By assumption of Lemma 4.13, degmax(G) 6 Ωk. So, for each B ∈ B′ we have eG(B, B˜ \B) 6
Ωk|B|. On the other hand, (4.9) and (B) imply that γν˜k|B|degH(B) 6 eG(B, B˜ \B). We conclude
that
degmax(H) 6
Ω
γν˜
= m⊲L2.13 . (4.10)
Regularising the dense spots in B˜. We use Lemma 2.13 with parameters m⊲L2.13, z⊲L2.13
and ε⊲L2.13 as defined by (4.7) on the graphs H⊲L2.13 := GD and F⊲L2.13 := H, together with the
ensemble B′ in the role of the sets Wi, and partition of V (GD) induced by
Z⊲L2.13 := V ⊞
{
V (Gexp), V (G) \ V (Gexp)
}
⊞
{
V A, V (G) \ V A
}
.
Observe that B′ is an (ν˜k)-ensemble satisfying condition (2.3) of Lemma 2.13, by (4.9), by the choice
of k0, and by (4.10). We thus obtain integers {pA}A∈B′ and a family V = {W (1)A , . . . ,W (pA)A }A∈B′
and a set W0 :=
⋃
A∈B′W
(0)
A such that in particular we have the following.
(I) We have ε−1 6 pA 6 qMAXCL for all A ∈ B′.
(II) We have |W (a)A | = |W (b)B | for any A,B ∈ B′ and for any a ∈ [pA], b ∈ [pB].
(III) For any A ∈ B′ and any a ∈ [pA], there is V ∈ V such that W (a)A ⊆ V . We either have that
W
(a)
A ⊆ V (Gexp), or W (a)A ∩ V (Gexp) = ∅ and W (a)A ⊆ V A, or W (a)A ∩ V A = ∅.
(IV)
∑
e∈E(H) |irreg(e)| 6 ε
∑
AB∈E(H) |A||B|, where irreg(AB) is the set of all edges of the graph
G contained in an ε-irregular pair (W
(a)
A ,W
(b)
B ), with a ∈ [pA], b ∈ [pB ], AB ∈ E(H).
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Let Greg be obtained from GD by erasing all vertices in W0, and all edges that lie in pairs
(W
(a)
A ,W
(b)
B ) which are irregular or of density at most γ
2. Then Properties 1, 2, 5 and 6 of Defini-
tion 4.7 are satisfied. Further, Lemma 2.14 implies (4.4).
Note that Properties (I), (II) and (4.9) imply that for all A ∈ B′ and for any a ∈ [pA] we have
that
εk > |A| > |W (a)A | >
ν˜k
qMAXCL
>
ν˜k
q
= νk.
Thus also Property 3 of Definition 4.7 holds.
Furthermore, by (4.8) and (4.4), the number of edges that are not captured by (V,D, Greg, Gexp,A)
is at most (4εγ + εΩ+ γ + ρ)kn.
So, it only remains to see Property 8 of Definition 4.7.
The avoiding property of A. In order to see Property 8 of Definition 4.7, we have to show
that A is (Λ, ε, γ, k)-avoiding with respect to D. For this, let U¯ ⊆ V (G) be such that |U¯ | 6 Λk.
Let X be the set of those vertices v ∈ A that are not contained in any dense spot D ∈ D for which
|U¯ ∩ V (D)| 6 γ2k. Our aim is to see that |X| 6 εk.
Let DX ⊆ D be the set of all dense spots D with X ∩V (D) 6= ∅. Setting A := {A ∈ C˜ : A∩X 6=
∅}, the definition of A trivially implies that |X|2ν˜k 6 |A|. Now, by the definition of B, we know that
there are at most 3|DX | sets A ∈ A. Indeed, for each D = (U,W ;F ) ∈ DX , either A is a subset of
U , or of W , or of V (G) \ V (D). Thus,
3|DX | > |A| > |X|
ν˜k
. (4.11)
By Fact 4.4, each vertex of V (G) lies in at most Ω/γ of the (γk, γ)-dense spots from D. Hence
Ω
γ
|U¯ | >
∑
D∈DX
|V (D) ∩ U¯ | > |DX |γ2k
(4.11)
> log3
( |X|
ν˜k
)
γ2k ,
where the second inequality holds by the definition of X. Thus
|X| 6 3
ΩΛ
γ3 · ν˜k = εk ,
as desired. This finishes the proof of Lemma 4.13.
Remark 4.16. The bounded decomposition given by Lemma 4.13 is not uniquely determined, and
can actually vary vastly. This is caused by the arbitrariness in the choice of the dense spots from
which we obtain the cluster graph Greg.
This situation is an acute contrast with the situation of decomposition of dense graphs (which is
given by the Szemere´di Regularity Lemma). Indeed, in the dense setting the structure of the cluster
graph is essentially unique, cf. [ASS09].11
Of course, the ambiguity of the bounded decomposition of G propagates to Lemma 4.14. We will
have to deal with implications of this ambiguity in Section 6.
11The setting needs to be somewhat strengthened as otherwise there are counterexamples to uniqueness; compare
Theorem 1 and Theorem 2 in [ASS09]. However morally this is true because of the uniqueness of graph limits [BCL09].
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4.8 Lemma 4.13 algorithmically
Let us look back at the proof of Lemma 4.13 and see that we can get a bounded decomposition
of any bounded-degree graph algorithmically in quasipolynomial time (in the order of the graph).
Note that this in turn provides efficiently a sparse classification of any graph since the initial step
of splitting the graph into huge degree vertices and bounded degree (cf. Lemma 4.1) can be done
in polynomial time.
There are only two steps in the proof of Lemma 4.13 which need to be done algorithmically:
the extraction of dense spots, and the simultaneous regularization of some dense pairs.
It will be more convenient to work with a relaxation of the notion of dense spots. We call a
graph H (d, ℓ)-thick if v(H) > ℓ, and e(H) > dv(H)2. Thick graphs are a relaxation of dense spots,
where the minimum degree condition is replaced by imposing a lower bound on the order, and the
bipartiteness requirement is dropped. It can be verified that in our proof it is not important that
the dense spots D and the nowhere-dense graph Gexp are parametrized by the same constants, i.e.,
the entire proof would go through even if the spots in D were (γk, γ)-dense, and Gexp was (βk, β)-
nowhere-dense for some β ≫ γ. Each (βk, β)-thick graph gives (algorithmically) a (βk/4, β/4)-
dense spot, and thus it is enough to extract thick graphs.
For the extraction of thick graphs we would need to efficiently answer the following: Given a
number β > 0 find a number γ > 0 such that for an input number h and an N -vertex graph we
can localize in G a (γ, h)-thick graph if it contains a (β, h)-thick graph, or output NO otherwise.12
Employing techniques from a deep paper of Arora, Frieze and Kaplan [AFK02], one can solve this
problem in quasipolynomial time O(N c·logN ). This was communicated to us by Maxim Sviridenko.
On the negative side, a truly polynomial algorithm seems to be out of reach as Alon, Arora,
Manokaran, Moshovitz, and Weinstein [AAM+] reduced the problem to the notorious hidden clique
problem whose tractability has been open for twenty years.
Theorem 4.17 (Alon et al. [AAM+]). If there is no polynomial time algorithm for solving the
clique problem for a planted clique of size n1/3 then for any ε ∈ (0, 1) and δ > 0 there is no
polynomial time algorithm that distinguishes between a graph G on N vertices containing a clique
of size κ = N ε and a graph G′ on N vertices in which the densest subgraph on κ vertices has density
at most δ.13
Of course, Theorem 4.17 leaves some hope for a polynomial time algorithm when h = No(1)
(which corresponds to k⊲L4.13 = n
o(1)
⊲L4.13).
The regularity lemma can be made algorithmic [ADL+94]. The algorithm from [ADL+94] is
based on index pumping-up, and thus applies even to the locally dense setting of Lemma 2.13.
12We could additionally assume that degmax(G) 6 O(h) due to the previous step of removing the set Ψ of huge
degree vertices.
13The result as stated in [AAM+] covers only the range ε ∈ ( 1
3
, 1). However there is a simple reduction by taking
many disjoint copies of the general range to the restricted one.
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It will turn out that the extraction of dense spots is the only obstruction to a polynomial
time algorithm for Theorem 1.3. In Section 10 we sketch a truly polynomial time algorithm which
avoids this step. It seems that the method sketched there is generally applicable for problems which
employ sparse classifications.
5 Augmenting a matching
In previous papers [AKS95, Zha11, PS12, Coo09, HP] concerning the LKS Conjecture in the dense
setting the crucial turn was to find a matching in the cluster graph of the host graph possessing
certain properties. We will prove a similar “structural result” in Section 6. In the present section,
we prove the main tool for Section 6, namely Lemma 5.10. All preceding statements are only
preparatory. The only exception is (the easy) Lemma 5.6 which is recycled later, in Section 7.
5.1 Dense spots and semiregular matchings
We need two definitions concerning graphs covered by dense spots.
Definition 5.1 ((m,γ)-dense cover). A (m,γ)-dense cover of a graph G is a family D of edge-
disjoint (m,γ)-dense spots such that E(G) =
⋃
D∈D E(D).
Definition 5.2 (G(n, k,Ω, ρ, ν, τ) and G¯(n, k,Ω, ρ, ν)). We define G(n, k,Ω, ρ, ν, τ) to be the class
of all tuples (G,D,H,A) with the following properties:
(i) G is a graph of order n with degmax(G) 6 Ωk,
(ii) H is a bipartite subgraph of G with colour classes AH and BH and with e(H) > τkn,
(iii) D is a (ρk, ρ)-dense cover of G,
(iv) A is a (νk)-ensemble in G, and AH ⊆
⋃A,
(v) A ∩ U ∈ {∅, A} for each A ∈ A and for each D = (U,W ;F ) ∈ D.
Those G, D and A for which all conditions but (ii) and the last part of (iv) hold will make up the
triples (G,D,A) of the class G¯(n, k,Ω, ρ, ν).
We now prove our first auxiliary lemma on our way towards Lemma 5.10.
Lemma 5.3. For every Ω ∈ N and ε, ρ, τ > 0 there is a number α > 0 such that for every ν ∈ (0, 1)
there exists a number k0 ∈ N such that for each k > k0 the following holds.
For every (G,D,H,A) ∈ G(n, k,Ω, ρ, ν, τ) there are (U,W ;F ) ∈ D, A ∈ A and X,Y ⊆ V (G)
such that
1) |X| = |Y | > ανk,
2) X ⊆ A ∩ U ∩AH and Y ⊆W ∩BH , where AH and BH are the colour classes of H, and
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3) (X,Y ) is an ε-regular pair in G of density d(X,Y ) > τρ4Ω .
Proof. Let Ω, ε, ρ and τ be given. Applying Lemma 2.12 to ε⊲L2.12 := min{ε, ρ
2
8Ω} and ℓ⊲L2.12 := 2,
we obtain numbers n0 and M . We set
α :=
τρ
Ω2M
, (5.1)
and given ν ∈ (0, 1), we set
k0 :=
2n0
ανM
.
Now suppose we are given k > k0 and (G,D,H,A) ∈ G(n, k,Ω, ρ, ν, τ).
Property (i) of Definition 5.2 gives that e(G) 6 Ωkn/2, and Property (ii) says that e(H) > τkn.
So e(H)/e(G) > 2τ/Ω. Averaging, we find a dense spot D = (U,W ;F ) ∈ D such that
eD(AH , BH) = |F ∩E(H)| > e(H)
e(G)
|F | > 2τ |F |
Ω
. (5.2)
Without loss of generality, we assume that
eD(U ∩AH ,W ∩BH) > 1
2
· eD(AH , BH) > eD(U ∩BH ,W ∩AH) , (5.3)
as otherwise one can just interchange the roles of U and W . Then,
eG(U ∩AH ,W ∩BH)
(5.3)
>
1
2
· eD(AH , BH)
(5.2)
>
τ
Ω
· |F |. (5.4)
Let A′ ⊆ A denote the set of those A ∈ A with 0 < eG(A ∩ U ∩ AH ,W ∩ BH) < τΩ · |F | · |A||U | .
Note that for each A ∈ A′ we have A ⊆ U by Definition 5.2 (v). Therefore,
eG
(⋃
A′ ∩ U ∩AH ,W ∩BH
)
<
τ
Ω
· |F | · |A
′|
|U | 6
τ
Ω
· |F |
(5.4)
6 eG(U ∩AH ,W ∩BH) .
As A covers AH , G has an edge xy with x ∈ U ∩AH ∩A for some A ∈ A\A′ and y ∈W ∩BH .
Set X ′ := A ∩ U ∩AH = A ∩ AH and Y ′ := W ∩BH . Then directly from the definition of A′ and
since D is a (ρk, ρ)-dense spot, we obtain that
dG(X
′, Y ′) =
eG(X
′, Y ′)
|X ′||Y ′| >
τ
Ω · |F | · |A||U |
|A||W | >
τρ
Ω
. (5.5)
Also, since (U,W ;F ) ∈ D, we have
|F | > ρk|U | . (5.6)
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This enables us to bound the size of X ′ as follows.
|X ′| > eG(X
′, Y ′)
degmax(G)
(as A 6∈ A′ and by D5.2(i)) >
τ
Ω · |F ||U | · |A|
Ωk
(by (5.6)) >
τ · ρk · |A|
Ω2k
>
τρνk
Ω2
(5.1)
= ανkM .
(5.7)
In the same way we see that
|Y ′| > ανkM . (5.8)
Applying Lemma 2.12 to G[X ′, Y ′] with prepartition {X ′, Y ′} we obtain a collection of sets
C = {Ci}pi=0, with p < M . By (5.7), and (5.8), we have that |Ci| > ανk for every i ∈ [p]. It is easy
to deduce from (5.5) that there is at least one ε⊲L2.12-regular (and thus ε-regular) pair (X,Y ),
X,Y ∈ C \ {C0}, X ⊆ X ′, Y ⊆ Y ′ with d(X,Y ) > τρ4Ω . Indeed, it suffices to count the number of
edges incident with C0, lying in εL2.12-irregular pairs or belonging to too sparse pairs. These are
strictly less than
(ε⊲L2.12 + ε⊲L2.12 +
ρ2
4Ω
)|X||Y | 6 ρ
2
2Ω
|X||Y |
(5.5)
6 e(X ′, Y ′)
many, and thus not all edges between X ′ and Y ′. This finishes the proof of Lemma 5.3.
Instead of just one pair (X,Y ), as it is given by Lemma 5.3, we shall later need several disjoint
pairs. This motivates the following definition.
Definition 5.4 ((ε, d, ℓ)-semiregular matching). A collection N of pairs (A,B) with A,B ⊆
V (H) is called an (ε, d, ℓ)-semiregular matching of a graph H if
(i) |A| = |B| > ℓ for each (A,B) ∈ N ,
(ii) (A,B) induces in H an ε-regular pair of density at least d, for each (A,B) ∈ N , and
(iii) all involved sets A and B are pairwise disjoint.
Sometimes, when the parameters do not matter (as for instance in Definition 5.7 below) we write
lazily semiregular matching.
For a semiregular matching N , we shall write V1(N ) := {A : (A,B) ∈ N}, V2(N ) := {B :
(A,B) ∈ N} and V(N ) := V1(N ) ∪ V2(N ). Furthermore, we set V1(N ) :=
⋃V1(N ), V2(N ) :=⋃V2(N ) and V (N ) := V1(N )∪ V2(N ) = ⋃V(N ). As these definitions suggest, the orientations of
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the pairs (A,B) ∈ N are important. The sets A and B are called N -vertices and the pair (A,B)
is a N -edge.
We say that a semiregular matching N absorbes a semiregular matchingM if for every (S, T ) ∈
M there exists (X,Y ) ∈ N such that S ⊆ X and T ⊆ Y . In the same way, we say that a
family of dense spots D absorbes a semiregular matching M if for every (S, T ) ∈ M there exists
(U,W ;F ) ∈ D such that S ⊆ U and T ⊆W .
We later need the following easy bound on the size of the elements of V(M).
Fact 5.5. Suppose that M is an (ε, d, ℓ)-semiregular matching in a graph H. Then |C| 6 degmax(H)d
for each C ∈ V(M).
Proof. Let for example (C,D) ∈ M. The maximum degree of H is at least as large as the average
degree of the vertices in D, which is at least d|C|.
The next lemma, Lemma 5.6, is a second step towards Lemma 5.10. Whereas Lemma 5.3
gives one dense regular pair, in the same setting Lemma 5.6 provides us with a dense semiregular
matching.
Lemma 5.6. For every Ω ∈ N and ρ, ε, τ ∈ (0, 1) there exists α > 0 such that for every ν ∈ (0, 1)
there is a number k0 ∈ N such that the following holds for every k > k0.
For each (G,D,H,A) ∈ G(n, k,Ω, ρ, ν, τ) there exists an (ε, τρ8Ω , ανk)-semiregular matching M
of G such that
(1) for each (X,Y ) ∈ M there are A ∈ A, and D = (U,W ;F ) ∈ D such that X ⊆ U ∩A∩AH and
Y ⊆W ∩BH , and
(2) |V (M)| > τ2Ωn.
Proof. Let α := α⊲L5.3 > 0 be given by Lemma 5.3 for the input parameters Ω⊲L5.3 := Ω, ε⊲L5.3 :=
ε, τ⊲L5.3 := τ/2 and ρ⊲L5.3 := ρ. Now, for ν⊲L5.3 := ν, Lemma 5.3 yields a number k0 ∈ N.
Now let (G,D,H,A) ∈ G(n, k,Ω, ρ, ν, τ). LetM be an inclusion-maximal (ερ, τρ8Ω , ανk)-semiregular
matching with property (1). We claim that
eG(AH \ V1(M), BH \ V2(M)) < τ
2
kn. (5.9)
Indeed, suppose otherwise. Then the bipartite subgraph H ′ of G induced by the sets AH \V1(M) =
AH \V (M) and BH \V2(M) = BH \V (M) satisfies Property (ii) of Definition 5.2, with τ⊲D5.2 :=
τ/2. So, we have that (G,D,H ′,A) ∈ G(n, k,Ω, ρ, ν, τ/2).
Thus Lemma 5.3 for (G,D,H ′,A) yields a dense spot D = (U,W ;F ) ∈ D and a set A ∈ A,
together with two sets X ⊆ U ∩A ∩ (AH \ V (M)), Y ⊆W ∩ (BH \ V (M)) such that |X| = |Y | >
α⊲L5.3νk = ανk, and such that (X,Y ) is ε⊲L5.3-regular and has density at least
τ⊲L5.3ρ⊲L5.3
4Ω⊲L5.3
=
τρ
8Ω
.
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As this contradicts the maximality of M, we have shown (5.9).
In order to see (2), it suffices to observe that by (5.9) and by Property (ii) of Definition 5.2, the
set V (M) is incident with at least τkn − τ2kn = τ2kn edges. By Definition 5.2 (i), it follows that
|V (M)| > τ2kn · 1Ωk > τ2Ωn, as desired.
5.2 Augmenting paths for matchings
We now prove the main lemma of Section 5, namely Lemma 5.10. We will use an augmenting
path technique for our semiregular matchings, similar to the augmenting paths commonly used for
traditional matching theorems. For this, we need the following definitions.
Definition 5.7 (Alternating path, augmenting path). Given an n-vertex graph G, and a
semiregular matching M, we call a sequence S = (Y0,A1, Y1,A2, Y2, . . . ,Ah, Yh) (h > 0) an (δ, s)-
alternating path for M from Y0 if for all i ∈ [h] we have
(i) Ai ⊆ V1(M) and the sets Ai are pairwise disjoint,
(ii) Y0 ⊆ V (G) \ V (M) and Yi =
⋃
(A,B)∈M,A∈Ai B,
(iii) |Yi−1| > δn, and
(iv) e(A,Yi−1) > s · |A|, for each A ∈ Ai.
If in addition there is a set C of disjoint subsets of V (G) \ (Y0 ∪ V (M)) such that
(v) e(
⋃ C, Yh) > t · n,
then we say that S′ = (Y0,A1, Y1,A2, Y2, . . . ,Ah, Yh, C) is an (δ, s, t)-augmenting path for M from
Y0 to C.
The number h is called the the length of S (or of S′).
Next, we show that a semiregular matching either has an augmenting path or admits a partition
into two parts so that there are only few edges which cross these parts in a certain way.
Lemma 5.8. Given an n-vertex graph G with degmax(G) 6 Ωk, a number τ ∈ (0, 1), a semiregular
matching M, a set Y0 ⊆ V (G) \V (M), and a set C of disjoint subsets of V (G) \ (V (M)∪Y0), one
of the following holds:
(M1) There is a semiregular matching M′′ ⊆M with e (⋃ C ∪ V1(M\M′′), Y0 ∪ V2(M′′)) < τnk,
(M2) M has an ( τ2Ω , τ
2
8Ωk,
τ2
16Ωk)-augmenting path of length at most 2Ω/τ from Y0 to C.
Proof. If |Y0| 6 τ2Ωn then (M1) is satisfied for M′′ := ∅. Let us therefore assume otherwise.
Choose a ( τ2Ω ,
τ2
8Ωk)-alternating path S = (Y0,A1, Y1,A2, Y2, . . . ,Ah, Yh) forM with |
⋃h
ℓ=1Aℓ|
maximal.
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Now, let ℓ∗ ∈ {0, 1, . . . , h} be maximal with |Yℓ∗ | > τ2Ωn. Then ℓ∗ ∈ {h, h − 1}. Moreover, as
|Yℓ| > τ2Ωn for all ℓ 6 ℓ∗, we have that (ℓ∗ + 1) · τ2Ωn 6 |
⋃
ℓ6ℓ∗ Yℓ| 6 n and thus
ℓ∗ + 1 6
2Ω
τ
. (5.10)
LetM′′ ⊆M consist of allM-edges (A,B) ∈M with A ∈ ⋃ℓ∈[h]Aℓ. Then, by the choice of S,
e
(
V1(M\M′′),
ℓ∗⋃
ℓ=0
Yℓ
)
=
ℓ∗∑
ℓ=0
e
(
V1(M\M′′), Yℓ
)
< (ℓ∗ + 1) · τ
2
8Ω
k · |V1(M\M′′)|
(5.10)
6
τ
4
kn. (5.11)
Furthermore, if ℓ∗ = h− 1 (that is, if |Yh| < τ2Ωn) then
e
(
V1(M\M′′) ∪
⋃
C, Yh
)
<
τ
2Ω
n · degmax(G) 6 τ
2Ω
Ωkn =
τ
2
kn. (5.12)
So, regardless whether h = ℓ∗ or h = ℓ∗ + 1, we get from (5.11) and (5.12) that
e
(
V1(M\M′′) ∪
⋃
C, Y0 ∪ V2(M′′)
)
<
3
4
τkn+ e
(⋃
C,
ℓ∗⋃
ℓ=0
Yℓ
)
.
Thus, if e(
⋃ C,⋃ℓ∗ℓ=0 Yℓ) 6 τ4kn, we see that (M1) satisfied for M′′. So, assume otherwise.
Then, by (5.10), there is an index j ∈ {0, 1, . . . , ℓ∗} so that
e
(⋃
C, Yj
)
>
τ2
16Ω
kn,
and thus, (Y0,A1, Y1,A2, Y2, . . . ,Ah, Yh, C) is an ( τ2Ω , τ
2
8Ωk,
τ2
16Ωk)-augmenting path for M. This
shows (M2).
Building on Lemma 5.6 and Lemma 5.8 we prove the following.
Lemma 5.9. For every Ω ∈ N and τ ∈ (0, 12Ω) there is a number τ ′ ∈ (0, τ) such that for every
ρ ∈ (0, 1) there is a number α ∈ (0, τ ′/2) such that for every ε ∈ (0, α) there is a number π > 0
such that for every γ > 0 there is k0 ∈ N such that the following holds for every k > k0 and every
h ∈ (γk, k/2).
Let G be a graph of order n with degmax(G) 6 Ωk, with an (ε3, ρ, h)-semiregular matching M
and with a (ρk, ρ)-dense cover D that absorbs M. Let Y ⊆ V (G) \ V (M), and let C be an h-
ensemble in G outside V (M) ∪ Y . Assume that U ∩ C ∈ {∅, C} for each D = (U,W ;F ) ∈ D and
each C ∈ C ∪ V1(M).
Then one of the following holds.
(I) There is a semiregular matching M′′ ⊆M such that
e
(⋃
C ∪ V1(M\M′′), Y ∪ V2(M′′)
)
< τnk.
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(II) There is an (ε, α, πh)-semiregular matching M′ such that
(C1) |V (M) \ V (M′)| 6 εn, and |V (M′)| > |V (M)|+ τ ′2 n, and
(C2) for each (T,Q) ∈ M′ there are sets C1 ∈ V1(M) ∪ C, C2 ∈ V2(M) ∪ {Y } and a dense
spot D = (U,W ;F ) ∈ D such that T ⊆ C1 ∩ U and Q ⊆ C2 ∩W .
Proof. We divide the proof into five steps.
Step 1: Setting up the parameters. Suppose that Ω and τ are given. For ℓ = 0, 1, . . . , ⌈2Ω/τ⌉,
we define the auxiliary parameters
τ (ℓ) :=
(
τ2
32Ω
)⌈ 2Ω
τ
⌉−ℓ+2
, (5.13)
and set
τ ′ :=
τ (0)
2Ω
.
Given ρ, we define
α :=
τ ′ρ
16Ω
.
Then, given ε, for ℓ = 0, 1, . . . , ⌈2Ω/τ⌉, we define the further auxiliary parameters
µ(ℓ) := α⊲L5.6
(
Ω, ρ, ε3, τ (ℓ)
)
which are given by Lemma 5.6 for input parameters Ω⊲L5.6 := Ω, ρ⊲L5.6 := ρ, ε⊲L5.6 := ε
3, and
τ⊲L5.6 := τ
(ℓ). Set
π :=
ε
2
·min
{
µ(ℓ) : ℓ = 0, . . . , ⌈2Ω/τ⌉
}
,
Given the next input parameter γ, Lemma 5.6 for parameters as above and the final input
ν⊲L5.6 := γ yields k0⊲L5.6
=: k
(ℓ)
0 . Set
k0 := max
{
k
(ℓ)
0 : ℓ = 0, . . . , ⌈2Ω/τ⌉
}
.
Step 2: Finding an augmenting path. We apply Lemma 5.8 to G, τ ,M, Y and C. Since (M1)
corresponds to (I), let us assume that the outcome of the lemma is (M2). Then there is a
( τ2Ω ,
τ2
8Ωk,
τ2
16Ωk)-augmenting path S
′ = (Y0,A1, Y1,A2, Y2, . . . , Aj∗, Yj∗ , C) for M starting from
Y0 := Y such that j
∗ 6 2Ω/τ .
Our aim is now to show that (II) holds.
Step 3: Creating parallel matchings. Inductively, for ℓ = j∗, j∗ − 1, . . . , 0 we shall define
auxiliary bipartite induced subgraphs H(ℓ) ⊆ G with colour classes P (ℓ) and Yℓ that satisfy
(a) e(H(ℓ)) > τ (ℓ)kn,
and (ε3, 2α, µ(ℓ)h)-semiregular matchings M(ℓ) that satisfy
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(b) V1(M(ℓ)) ⊆ P (ℓ),
(c) for each (A′, B′) ∈ M(ℓ) there are a dense spot (U,W ;F ) ∈ D and a set A ∈ V1(M) (or a set
A ∈ C if ℓ = j∗) such that A′ ⊆ U ∩A and B′ ⊆W ∩ Yℓ,
(d) |V (M(ℓ))| > τ (ℓ)2Ω n, and
(e) |B ∩ V2(M(ℓ))| = |A ∩ P (ℓ−1)| for each edge (A,B) ∈ M, if ℓ > 0.
We take H(j
∗) as the induced bipartite subgraph of G with colour classes P (j
∗) :=
⋃C and Yj∗ .
Definition 5.7 (v) together with (5.13) ensures (a) for ℓ = j∗. Now, for ℓ 6 j∗, suppose H(ℓ) is
defined already. Further, if ℓ < j∗ suppose also that M(ℓ+1) is defined already. We shall define
M(ℓ), and, if ℓ > 0, we shall also define H(ℓ−1).
Observe that (G,D,H(ℓ),Aℓ) ∈ G(n, k,Ω, ρ, hk , τ (ℓ)), because of (a) and the assumptions of the
lemma. So, applying Lemma 5.6 to (G,D,H(ℓ),Aℓ) and noting that τ
(ℓ)ρ
8Ω > 2α we obtain an
(ε3, 2α, µ(ℓ)h)-semiregular matching M(ℓ) that satisfies conditions (b)–(d).
If ℓ > 0, we define H(ℓ−1) as follows. For each (A,B) ∈ M take a set A˜ ⊆ A of cardinality
|A˜| = |B ∩ V (M(ℓ))| so that
e(A˜, Yℓ−1) >
τ2
8Ω
k · |A˜| . (5.14)
This is possible by Definition 5.7 (iv): just choose those vertices from A for A˜ that send most edges
to Yℓ−1. Let P (ℓ−1) be the union of all the sets A˜. Then, (e) is satisfied. Furthermore,
|P (ℓ−1)| = |V2(M(ℓ))|
(d)
>
τ (ℓ)
4Ω
n.
So, by (5.14),
e(P (ℓ−1), Yℓ−1) >
τ2
8Ω
k · |P (ℓ−1)| > τ
2 · τ (ℓ)
32Ω2
kn
(5.13)
= τ (ℓ−1)kn . (5.15)
We let H(ℓ−1) be the bipartite subgraph of G induced by the colour classes P (ℓ−1) and Yℓ−1.
Then (5.15) establishes (a) for H(ℓ−1). This finishes step ℓ.14
Step 4: Harmonising the matchings. Our semiregular matchings M(0), . . . ,M(j∗) will be a
good base for constructing the semiregular matching M′ we are after. However, we do not know
anything about |B ∩ V2(M(ℓ))| − |A ∩ V1(M(ℓ−1))| for the M-edges (A,B) ∈ M. But this term
will be crucial in determining how much of V (M) gets lost when we replace some of its M-edges
with
⋃M(ℓ)-edges. For this reason, we refine M(ℓ) in a way that its M(ℓ)-edges become almost
equal-sized.
Formally, we shall inductively construct semiregular matchings N (0), . . . ,N (j∗) such that for
ℓ = 0, . . . , j∗ we have
14Recall that the matching M(ℓ−1) is only to be defined in step ℓ− 1.
45
5.2 Augmenting paths for matchings
(A) N (ℓ) is an (ε, α, πh)-semiregular matching,
(B) M(ℓ) absorbes N (ℓ),
(C) if ℓ > 0 and (A,B) ∈M with A ∈ Aℓ then |A ∩ V (N (ℓ−1))| > |B ∩ V (N (ℓ))|, and
(D) |V2(N (ℓ))| > |V1(N (ℓ−1))| − ε2 · |V2(M(ℓ))| if ℓ > 0 and |V2(N (0))| > τ
(0)
2Ω n = τ
′n.
Set N (0) := M(0). Clearly (B) holds for ℓ = 0, (A) is easy to check, and (C) is void. Finally,
Property (D) holds because of (d). Suppose now ℓ > 0 and that we already constructed matchings
N (0), . . . ,N (ℓ−1) satisfying Conditions (A)–(D).
Observe that for any (A,B) ∈ M we have that
|B ∩ V2(M(ℓ))|
(b),(e)
> |A ∩ V1(M(ℓ−1))| > |A ∩ V1(N (ℓ−1))|, (5.16)
where the last inequality holds because of (B) for ℓ− 1.
So, we can choose a subset X(ℓ) ⊆ V2(M(ℓ)) such that |B ∩ X(ℓ)| = |A ∩ V (N (ℓ−1))| for each
(A,B) ∈ M. Now, for each (S, T ) ∈ M(ℓ) write T̂ := T ∩X(ℓ), and choose a subset Ŝ of S of size
|T̂ |. Set
N (ℓ) :=
{
(Ŝ, T̂ ) : (S, T ) ∈ M(ℓ), |T̂ | > ε
2
· |T |
}
.
Then (B) and (C) hold for ℓ.
For (A), note that Fact 2.7 implies that N (ℓ) is an (ε, 2α− ε3, ε2µ(ℓ)h)-semiregular matching.
In order to see (D), it suffices to observe that
|V2(N (ℓ))| =
∑
(Ŝ,T̂ )∈N (ℓ)
|T̂ |
> |X(ℓ)| −
∑
(S,T )∈M(ℓ)
ε
2
· |T |
>
∑
(A,B)∈M
|A ∩ V1(N (ℓ−1))| − ε
2
· |V2(M(ℓ))|
= |V1(N (ℓ−1))| − ε
2
· |V2(M(ℓ))|.
Step 5: The final matching. For each ℓ = 1, 2, . . . , j∗ let L denote the set of all M-edges
(A,B) ∈ M with |A′| > ε2 · |A|, where A′ := A \ V1(N (ℓ−1)). Further, for each (A,B) ∈M, choose
a set B′ ⊆ B \ V2(N (ℓ)) of cardinality |A′|. This is possible by (C). Set
K := {(A′, B′) : (A,B) ∈ L}.
By the assumption of the lemma, for every (A′, B′) ∈ K there are an edge (A,B) ∈ M and a dense
spot D = (U,W ;F ) ∈ D such that
A′ ⊆ A ⊆ U and B′ ⊆ B ⊆W . (5.17)
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SinceM is (ε3, ρ, h)-semiregular we have by Fact 2.7 that K is a (ε, ρ−ε3, ε2h)-semiregular matching.
Set
M′ := K ∪
j∗⋃
ℓ=0
N (ℓ),
now it is easy to check thatM′ is an (ε, α, πh)-semiregular matching. Using (5.17) together with (B)
and (c), we see that (C2) holds for M′.
In order to see (C1), we calculate
|V (M) \ V (M′)| 6
∑
(A,B)∈M\L
|A′ ∪B′| +
∑
(A,B)∈L
j∗∑
ℓ=1
(
|A ∩ V1(N (ℓ−1))| − |B ∩ V2(N (ℓ))|
)
6
ε
2
·
∑
(A,B)∈M\L
|A ∪B| +
j∗∑
ℓ=1
(
|V1(N (ℓ−1))| − |V2(N (ℓ))|
)
(D)
6
ε
2
n +
j∗∑
ℓ=1
ε
2
· |V2(M(ℓ))|
6 εn . (5.18)
Using the fact that V2(N (0)) ⊆ V (M′) \ V (M) the last calculation also implies that
|V (M′)| − |V (M)| > |V2(N (0))| − |V (M) \ V (M′)|
(D)
> τ ′n− εn
>
τ ′
2
n ,
since ε < α 6 τ ′/2 by assumption.
Iterating Lemma 5.9 we prove the main result of the section.
Lemma 5.10. For every Ω ∈ N, ρ ∈ (0, 1/Ω) there exists a number β > 0 such that for every
ε ∈ (0, β), there are ε′, π > 0 such that for each γ > 0 there exists k0 ∈ N such that the following
holds for every k > k0 and c ∈ (γk, k/2).
Let G be a graph of order n, with degmax(G) 6 Ωk. Let D be a (ρk, ρ)-dense cover of G, and
let M be an (ε′, ρ, c)-semiregular matching that is absorbed by D. Let C be a c-ensemble in G
outside V (M). Let Y ⊆ V (G) \ (V (M) ∪⋃ C). Assume that for each (U,W ;F ) ∈ D, and for each
C ∈ V1(M) ∪ C we have that
U ∩ C ∈ {∅, C} . (5.19)
Then there exists an (ε, β, πc)-semiregular matching M′ such that
47
5.2 Augmenting paths for matchings
(i) |V (M) \ V (M′)| 6 εn,
(ii) for each (T,Q) ∈ M′ there are sets C1 ∈ V1(M) ∪ C, C2 ∈ V2(M) ∪ {Y } and a dense spot
D = (U,W ;F ) ∈ D such that T ⊆ C1 ∩ U and Q ⊆ C2 ∩W , and
(iii) M′ can be partitioned into M1 and M2 so that
e
(
(
⋃
C ∪ V1(M)) \ V1(M1) , (Y ∪ V2(M)) \ V2(M2)
)
< ρkn .
Proof. Let Ω and ρ be given. Let τ ′ := τ ′
⊲L5.9 be the output given by Lemma 5.9 for input
parameters Ω⊲L5.9 := Ω and τ⊲L5.9 := ρ/2.
Set ρ(0) := ρ, set L := ⌈2/τ ′⌉+1, and for ℓ ∈ [L], inductively define ρ(ℓ) to be the output α⊲L5.9
given by Lemma 5.9 for the further input parameter ρ⊲L5.9 := ρ
(ℓ−1) (keeping Ω⊲L5.9 = Ω and
τ⊲L5.9 = ρ/2 fixed). Then ρ
(ℓ+1) 6 ρ(ℓ) for all ℓ. Set β := ρ(L).
Given ε < β we set ε(ℓ) := (ε/2)3
L−ℓ
for ℓ ∈ [L] ∪ {0}, and set ε′ := ε(0). Clearly,
L∑
ℓ=0
ε(ℓ) 6 ε. (5.20)
Now, for ℓ+1 ∈ [L], let π(ℓ) := π⊲L5.9 be given by Lemma 5.9 for input parameters Ω⊲L5.9 := Ω,
τ⊲L5.9 := ρ/2, ρ⊲L5.9 := ρ
(ℓ) and ε⊲L5.9 := ε
(ℓ+1). For ℓ ∈ [L] ∪ {0}, set Π(ℓ) := ρ2Ω
∏ℓ−1
j=0 π
(j). Let
π := Π(L).
Given γ, let k0 be the maximum of the lower bounds k0
⊲L5.9
given by Lemma 5.9 for input
parameters Ω⊲L5.9 := Ω, τ⊲L5.9 := ρ/2, ρ⊲L5.9 := ρ
(ℓ−1), ε⊲L5.9 := ε
(ℓ), γ⊲L5.9 := γΠ
(ℓ), for ℓ ∈ [L].
Suppose now we are given G, D, C, Y and M. Suppose further that c > γk > γk0. Let
ℓ ∈ {0, 1, . . . , L} be maximal such that there is a matching M(ℓ) with the following properties:
(a) M(ℓ) is an (ε(ℓ), ρ(ℓ),Π(ℓ)c)-semiregular matching,
(b) |V (M(ℓ))| > ℓ · τ ′2 n,
(c) |V (M) \ V (M(ℓ))| 6∑ℓi=0 ε(ℓ)n, and
(d) for each (T,Q) ∈ M(ℓ) there are sets C1 ∈ V1(M) ∪ C, C2 ∈ V2(M) ∪ {Y } and a dense spot
D = (U,W ;F ) ∈ D such that T ⊆ C1 ∩ U and Q ⊆ C2 ∩W .
Observe that such a number ℓ exists, as for ℓ = 0 we may take M(0) = M. Also note that
ℓ 6 2/τ ′ < L because of (b).
We now apply Lemma 5.9 with input parameters Ω⊲L5.9 := Ω, τ⊲L5.9 := ρ/2, ρ⊲L5.9 := ρ
(ℓ),
ε⊲L5.9 := ε
(ℓ+1) < β 6 ρ(ℓ+1) = α⊲L5.9, γ⊲L5.9 := γΠ
(ℓ) to the graph G with the (ρ(ℓ)k, ρ(ℓ))-dense
cover D, the (ε(ℓ), ρ(ℓ),Π(ℓ)c)-semiregular matching M(ℓ), the set
Y˜ := (Y ∪ V2(M)) \ V2(M(ℓ)),
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and the (Π(ℓ)c)-ensemble
C˜ :=
{
C \ V (M(ℓ)) : C ∈ V1(M) ∪ C, |C \ V1(M(ℓ))| > Π(ℓ)c
}
.
Lemma 5.9 yields a semiregular matching which either corresponds to M′′ as in Assertion (I)
or toM′ as in Assertion (II). Note that in the latter case, the matchingM′ actually constitutes an
(ε(ℓ+1), ρ(ℓ+1),Π(ℓ+1)c)-semiregular matchingM(ℓ+1) fulfilling all the above properties for ℓ+1 6 L.
In fact, (b) and (c) hold forM(ℓ+1) because of (C1), and it is not difficult to deduce (d) from (C2)
and from (d) for ℓ. But this contradicts the choice of ℓ. We conclude that we obtained a semiregular
matching M′′ ⊆M(ℓ) as in Assertion (I) of Lemma 5.9.
Thus, in other words, M(ℓ) can be partitioned into M1 and M2 so that
e
(⋃
C˜ ∪ V1(M2) , Y˜ ∪ V2(M1)
)
< τ⊲L5.9kn = ρkn/2. (5.21)
Set M′ := M(ℓ). Then M′ is (ε, β, πc)-semiregular by (a). Note that Assertion (i) of the lemma
holds by (5.20) and by (c). Assertion (ii) holds because of (d).
Since
(Y ∪ V2(M)) \ V2(M2) ⊆ Y˜ ∪ V2(M1),
and because of (5.21) we know that in order to prove Assertion (iii) it suffices to show that the set
X :=
(
(
⋃
C ∪ V1(M)) \ V1(M1)
) \ (⋃ C˜ ∪ V1(M2))
=
(⋃ C ∪ V1(M)) \ (⋃ C˜ ∪ V1(M(ℓ)))
sends at most ρkn/2 edges to the rest of the graph. For this, it would be enough to see that
|X| 6 ρ2Ωn, as by assumption, G has maximum degree Ωk.
To this end, note that by assumption, |V1(M) ∪ C| 6 nc . Further, the definition of C˜ implies
that for each A ∈ C ∪ V1(M) we have that |A \
(⋃ C˜ ∪ V1(M(ℓ))| 6 Π(ℓ)c. Combining these two
observations, we obtain that
|X| < Π(ℓ)n 6 ρ
2Ω
n ,
as desired.
6 Rough structure of LKS graphs
In this section we give a structural result for graphs G ∈ LKSsmall(n, k, η), stated in Lemma 6.1.
Similar structural results were essential also for proving Conjecture 1.2 in the dense setting in [AKS95,
PS12]. There, a certain matching structure was proved to exist in the cluster graph of the host
graph. This matching structure then allowed to embed a given tree into the host graph.
Naturally, in our possibly sparse setting the sparse decomposition ∇ of G will enter the picture
(instead of just the cluster graph of G). There is an important subtlety though: we need to “re-
regularize” the cluster graph Greg of ∇. The necessity of this step arises from the ambiguity of
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the sparse decomposition ∇ given by Lemma 4.14, see Remark 4.16. Consequently, the cluster
graph Greg given by a sparse decomposition (Ψ,V,D, Greg , Gexp,A) of G might not be suitable
for locating a matching structure in analogue to the dense setting. In this case, we have to find
another regularization of parts of G, partially based on Greg. Lemma 5.10 is the main tool to this
end. The re-regularization is captured by the semiregular matchings MA and MB .
Let us note that this step is one of the biggest differences between our approach and the
announced solution of the Erdo˝s–So´s Conjecture by Ajtai, Komlo´s, Simonovits and Szemere´di. In
other words, the nature of the graphs arising in the Erdo˝s–So´s Conjecture allows a less careful
approach with respect to regularization, still yielding a structure suitable for embedding trees. We
discuss the necessity of this step in further detail in Section 6.2, after proving the main result of
this section, Lemma 6.1, in Section 6.1.
6.1 Finding the structure
We now introduce some notation we need in order to state Lemma 6.1. Suppose that G is a graph
with a (k,Ω∗∗,Ω∗,Λ, γ, ε, ν, ρ)-sparse decomposition
∇ = (Ψ,V,D, Greg, Gexp,A)
with respect to Lη,k(G) and Sη,k(G). Suppose further that MA,MB are (ε′, d, γk)-semiregular
matchings in GD. We then define the triple (XA,XB,XC) = (XA,XB,XC)(η,∇,MA,MB) by
setting
XA := Lη,k(G) \ V (MB) ,
XB :=
{
v ∈ V (MB) ∩ Lη,k(G) : d̂eg(v) < (1 + η)k
2
}
,
XC := Lη,k(G) \ (XA ∪ XB) ,
where d̂eg(v) on the second line is defined by
d̂eg(v) := degG
(
v,Sη,k(G) \ (V (Gexp) ∪ A ∪ V (MA ∪MB)
)
. (6.1)
Clearly, {XA,XB,XC} is a partition of Lη,k(G).
We now give the main and only lemma of this section, a structural result for graphs from
LKSsmall(n, k, η).
Lemma 6.1. For every η > 0,Ω > 0, γ ∈ (0, η/3) there is β > 0 so that for every ε ∈ (0, γ2η12 ) there
exist ε′, π > 0 such that for every ν > 0 there exists k0 ∈ N such that for every Ω∗ with Ω∗ < Ω
and every k with k > k0 the following holds.
Suppose ∇ = (Ψ,V,D, Greg , Gexp,A) is a (k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse decomposition of a
graph G ∈ LKSsmall(n, k, η) with respect to S := Sη,k(G) and L := Lη,k(G) which captures all but
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at most ηkn/6 edges of G. Let c be the size of the clusters V.15 Write
S0 := S \ (V (Gexp) ∪ A) . (6.2)
Then GD contains two (ε, β, πc)-semiregular matchings MA and MB such that for the triple
(XA,XB,XC) := (XA,XB,XC)(η,∇,MA,MB) we have
(a) V (MA) ∩ V (MB) = ∅,
(b) V1(MB) ⊆ S0,
(c) for each (T,Q) ∈ MA ∪MB, there is a dense spot (AD, BD;ED) ∈ D with T ⊆ AD, Q ⊆ BD,
and furthermore, either T ⊆ S or T ⊆ L, and Q ⊆ S or Q ⊆ L,
(d) for each X1 ∈ V1(MA ∪MB) there exists a cluster C1 ∈ V such that X1 ⊆ C1, and for each
X2 ∈ V2(MA ∪MB) there exists C2 ∈ V ∪ {L ∩ A} such that X2 ⊆ C2,
(e) eG∇
(
XA, S0 \ V (MA)
)
6 γkn,
(f) eGreg(V (G) \ V (MA ∪MB)) 6 εΩ∗kn,
(g) for the semiregular matching NA := {(X,Y ) ∈ MA ∪ MB : (X ∪ Y ) ∩ A 6= ∅} we have
eGreg
(
V (G) \ V (MA ∪MB), V (NA)
)
6 εΩ∗kn,
(h) for Mgood := {(A,B) ∈ MA : A∪B ⊆ XA} we have that each Mgood-edge is an edge of Greg,
and at least one of the following conditions holds
(K1) 2eG(XA) + eG(XA,XB) > ηkn/3,
(K2) |V (Mgood)| > ηn/3.
Remark 6.2. In some sense, property (h) is the most important part of Lemma 6.1. Note that the
assertion (K2) implies a quantitatively weaker version of (K1). Indeed, consider (C,D) ∈ MA.
An average vertex v ∈ C sends at least β · πc > β · πνk edges to D. Thus, if |V (Mgood)| > ηn/3
then Mgood induces at least (ηn/6) · β · πνk = Θ(kn) edges in XA. Such a bound, however, would
be insufficient for our purposes as later η ≫ π, ν.
Proof of Lemma 6.1. The idea of the proof is to first obtain some information about the structure
of the graph Greg with the help of the Gallai–Edmonds Matching Theorem (Theorem 2.4). Then
this rough structure is refined by Lemma 5.10 to yield the assertions of the lemma.
Let us begin with setting the parameters. Let β := β⊲L5.10 be given by Lemma 5.10 for input
parameters Ω⊲L5.10 := Ω, ρ⊲L5.10 := γ
2, and let ε′ and π be given by Lemma 5.10 for further
input parameter ε⊲L5.10 := ε. Last, let k0 be given by Lemma 5.10 with the above parameters and
γ⊲L5.10 := ν.
15The number c is irrelevant when V = ∅. In particular, note that in that case we necessarily haveMA =MB = ∅
for the semiregular matchings given by the lemma.
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Without loss of generality we assume that ε′ 6 ε and β < γ2. We write S := {C ∈ V : C ⊆ S}
and L := {C ∈ V : C ⊆ L}. Further, let S0 := {C ∈ S : C ⊆ S0}.
Let Q be a separator and N0 a matching given by Theorem 2.4 applied to the graph Greg. We
will presume that the pair (Q, N0) is chosen among all the possible choices so that the number of
vertices of S0 that are isolated in Greg −Q and are not covered by N0 is minimized. Let SI denote
the set of vertices in S0 that are isolated in Greg −Q. Recall that the components of Greg −Q are
factor critical.
Define SR ⊆ V (Greg) as a minimal set such that
• SI \ V (N0) ⊆ SR, and
• if C ∈ S and there is an edge DZ ∈ E(Greg) with Z ∈ SR, D ∈ Q, CD ∈ N0 then C ∈ SR.
Then each vertex from SR is reachable from SI\V (N0) by a path inGreg that alternates between
SR and Q, and has every second edge in N0. Also note that for all CD ∈ N0 with C ∈ Q and
D ∈ S0 \ SR we have
degGreg(C,S
R) = 0 . (6.3)
Let us show another property of SR.
Claim 6.1.1. SR ⊆ SI ⊆ SR ∪ V (N0). In particular, SR ⊆ S0.
Proof of Claim 6.1.1. By the definition of SR, we only need to show that SR ⊆ SI. So suppose
there is a vertex C ∈ SR \ SI. By the definition of SR there is a non-trivial path R going from C
to SI \ V (N0), that alternates between SR and Q, and has every second edge in N0. Then, the
matching N ′0 := N0△E(R) covers more vertices of SI than N0 does. Further, it is straightforward to
check that the separator Q together with the matching N ′0 satisfies the assertions of Theorem 2.4.
This is a contradiction, as desired.
Using a very similar alternating path argument we see the following.
Claim 6.1.2. If CD ∈ N0 with C ∈ Q and D /∈ SI then degGreg(C,SR) = 0.
Using the factor-criticality of the components of Greg −Q we extend N0 to a matching N1 as
follows. For each component K of Greg − Q which meets V (N0), we add a perfect matching of
K − V (N0). Furthermore, for each non-singleton component K of Greg −Q which does not meet
V (N0), we add a matching which meets all but exactly one vertex of L ∩ V (K). This is possible
as by the definition of the class LKSsmall(n, k, η) we have that Greg − L is independent, and so
L ∩ V (K) 6= ∅. This choice of N1 guarantees that
eGreg(V \ V (N1)) = 0 . (6.4)
We set
M :=
{
AB ∈ N0 : A ∈ SR, B ∈ Q
}
.
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We have that
eGreg
(
V \ V (N1), V (M) ∩ SR
)
= 0 . (6.5)
As S is an independent set in Greg, we have that
QM := V (M) ∩Q ⊆ L . (6.6)
The matchingM inGreg corresponds to an (ε
′, γ2, c)-semiregular matchingM in the underlying
graph Greg, with V2(M) ⊆
⋃
Q (recall that semiregular matchings have orientations on their edges).
Likewise, we define N1 as the (ε′, γ2, c)-regular matching corresponding to N1. The N1-edges are
oriented so that V1(N1) ∩
⋃
Q = ∅; this condition does not specify orientations of all the N1-edges
and we orient the remaining ones in an arbitrary fashion. We write SR :=
⋃
SR.
Claim 6.1.3. eG∇
(
L \ (A ∪ V (M)), SR) = 0.
Proof of Claim 6.1.3. We start by showing that for every cluster C ∈ L \ V (M) we have
degGreg(C,S
R) = 0 . (6.7)
First, if C 6∈ Q, then (6.7) is true since SR ⊆ SI by Claim 6.1.1. So suppose that C ∈ Q, and let
D ∈ V (Greg) be such that DC ∈ N0. Now if D /∈ SI then (6.7) follows from Claim 6.1.2. On the
other hand, suppose D ∈ SI ⊆ S0. As C /∈ V (M), we know that D /∈ SR, and thus, (6.7) follows
from (6.3).
Now, by (6.7), Greg has no edges between L \ (A ∪ V (M)) and SR. Also, no such edges can be
in Gexp or incident with A, since S
R ⊆ S0 by Claim 6.1.1. Finally, since G ∈ LKSsmall(n, k, η),
there are no edges between Ψ and S. This proves the claim.
We prepare ourselves for an application of Lemma 5.10. The numerical parameters of the lemma
are Ω⊲L5.10, ρ⊲L5.10, ε⊲L5.10 and γ⊲L5.10 as above. The input objects for the lemma are the graph
GD of order n′ 6 n, the collection of (γk, γ)-dense spots D, the matching M, the (νk)-ensemble
C⊲L5.10 := SR \V (N1), and the set Y⊲L5.10 := L∩A. Note that Definition 4.7, item 5, implies that
D absorbes M. Further, (5.19) is satisfied by Definition 4.7, item 6.
The output of Lemma 5.10 is an (ε, β, πc)-semiregular matching M′ with the following proper-
ties.
(I) |V (M) \ V (M′)| < εn′ 6 εn.
(II) For each (T,U) ∈ M′ there are sets C ∈ SR and D = (AD, BD;ED) ∈ D such that T ⊆
C ∩AD and U ⊆ ((L ∩ A) ∪
⋃
QM) ∩BD.
(Indeed, to see this we use that V1(M) ⊆ SR and that V2(M) ⊆
⋃
QM by the definition
of M.)
(III) There is a partition of M′ into M1 and MB such that
eGD
( ((
SR \ V (N1)
) ∪ V1(M)) \ V1(M1) , ((L ∩ A) ∪ V2(M)) \ V2(MB) ) < γkn′ .
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Figure 6.1: The situation in G after applying Lemma 5.10. The dotted line illustrates the
separation as in (III).
We claim that also
(IV) V (M′) ∩ V (N1 \M) = ∅.
Indeed, let (T,U) ∈ M′ be arbitrary. Then by (II) there is C ∈ SR such that T ⊆ C. By Claim 6.1.1,
C is a singleton component of Greg −Q. In particular, if C is covered by N1 then C ∈ V (M). It
follows that T ∩V (N1 \M) = ∅. In a similar spirit, the easy fact that (Y ∪
⋃
QM )∩V (N1 \M) = ∅
together with (II) gives U ∩ V (N1 \M) = ∅. This establishes (IV).
Observe that (II) implies that V1(M′) ⊆ SR, and so, by Claim 6.1.1 we know that
V1(MB) ⊆ SR ⊆
⋃
SI ⊆ S0. (6.8)
Set
MA := (N1 \M) ∪M1 . (6.9)
Then MA is an (ε, β, πc)-semiregular matching. Note that from now on, the sets XA,XB and
XC are defined. The situtation is illustrated in Figure 6.1. By (IV), we have V (MA) ∩ V (MB) =
∅, as required for Lemma 6.1(a). Lemma 6.1(b) follows from (6.8). Observe that by (II), also
Lemma 6.1(c) and Lemma 6.1(d) are satisfied.
We now turn to Lemma 6.1(e). First we prove some auxiliary statements.
Claim 6.1.4. We have S0 \ V (N1 \M) ⊆ SR.
Proof of Claim 6.1.4. Let C ∈ S0 \V (N1 \M). Note that if C /∈ SI, then C ∈ V (N1). On the other
hand, if C ∈ SI, then we use Claim 6.1.1 to see that C ∈ SR ∪ V (N1). We deduce that in either
case C ∈ SR∪V (N1). The choice of C implies that thus C ∈ SR ∪V (M). Now, if C ∈ V (M), then
C ∈ SR by (6.6) and by the definition of M . Thus C ∈ SR as desired.
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It will be convenient to work with a set S¯0 ⊆ S0, S¯0 := (S ∩⋃V) \V (Gexp) = ⋃S0. Note that
S¯0 is essentially the same as S0; the vertices in S0 \ S¯0 are isolated in G∇ and thus have very little
effect on our considerations.
By Claim 6.1.4, we have
S¯0 \ V (MA) ⊆
(⋃
S0 \ V (N1 \M)
) \ V (MA) ⊆ SR \ V (MA). (6.10)
As every edge incident to S0 \ S¯0 is uncaptured, we see that
EG∇
(
XA ∩ A, S0 \ V (MA)
) ⊆ EGD((L ∩A) \ V (MB), S¯0 \ V (MA))
(by (6.10)) ⊆ EGD
(
(L ∩ A) \ V (MB) , SR \ V (MA)
)
. (6.11)
We claim that furthermore
EGreg
(
XA ∩
⋃
V, S0 \ V (MA)
) ⊆ EGD (((L ∩ A) ∪ V2(M)) \ V2(MB), SR \ V (MA) ) . (6.12)
Before proving (6.12), let us see that it implies Lemma 6.1(e). As G ∈ LKSsmall(n, k, η), there
are no edges between Ψ and S. That means that any captured edge from XA to S0 \V (MA) must
start in A or in
⋃
V. Thus Lemma 6.1(e) follows by plugging (III) into (6.11) and (6.12).
Let us now prove (6.12). First, observe that by the definition of XA and by the definition ofM
(and M) we have
XA ∩
⋃
V ⊆ (V2(M) \ V2(MB)) ∪ (L \ (A ∪ V (M))) . (6.13)
Further, by applying (6.10) and Claim 6.1.3 we get
EGreg
(
L \ (A ∪ V (M)), S¯0 \ V (MA)
)
= ∅ . (6.14)
Therefore, we obtain
EGreg
(
XA ∩
⋃
V, S0 \ V (MA)
) ⊆ EGreg(XA ∩⋃V, S¯0 \ V (MA))
(by (6.13)) ⊆ EGreg
(
V2(M) \ V2(MB), S¯0 \ V (MA)
)
∪ EGreg
(
L \ (A ∪ V (M)), S¯0 \ V (MA)
)
(by (6.10), (6.14)) ⊆ EGreg
(
V2(M) \ V2(MB), SR \ V (MA)
)
,
as needed for (6.12).
In order to prove (f) we first observe that
V (N1) \ V (MA ∪MB) (6.9)= V (N1) \ V
(
(N1 \M) ∪M1 ∪MB
)
= (V (N1) ∩ V (M)) \ V (MB ∪M1)
(III)
= (V (N1) ∩ V (M)) \ V (M′)
= V (M) \ V (M′) . (6.15)
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Now, we have
eGreg(V (G) \ V (MA ∪MB)) 6 eGreg(V (G) \ V (N1)) +
∑
v∈V (N1)\V (MA∪MB)
degG∇(v)
(by (6.4) and (6.15)) 6
∑
v∈V (M)\V (M′)
degG∇(v)
6 |V (M) \ V (M′)|Ω∗k
(by (I)) < εΩ∗kn ,
which shows (f).
Let us turn to proving (g). First, recall that we have V (NA) ⊆ V (M′) ∪ V (N1) (cf. 6.9). Since
V (N1) ∩ A = ∅ we actually have
V (NA) = V (NA) ∩ V (M′) . (6.16)
Using (6.16) and (II) we get
eGreg (V (G) \ V (N1), V (NA)) 6 eGreg
(
V (G) \ V (N1), V (M′) ∩ SR
)
(by (6.5)) 6 eGreg
(
V (G) \ V (N1), (V (M′) \ V (M)) ∩ SR
)
(by (IV)) 6 eGreg
(
V (G) \ V (N1), (V (M′) \ V (N1)) ∩ SR
)
6 2eGreg (V (G) \ V (N1)) (6.4)= 0 . (6.17)
We have
eGreg (V (G) \ V (MA ∪MB), V (NA)) 6 eGreg (V (G) \ V (N1), V (NA))
+ eGreg (V (N1) \ V (MA ∪MB), V (G))
(by (6.17)) 6 0 + |V (N1) \ V (MA ∪MB)|Ω∗k
(by (6.15), (I)) 6 εΩ∗kn ,
as needed.
We have thus shown Lemma 6.1(a)–(g). It only remains to prove Lemma 6.1(h), which we will
do in the remainder of this section.
We first collect several properties of XA and XC. The definitions of XC and S0 give
|XC|(1 + η)k
2
6 eG
(
XC, S0 \ V (MA ∪MB)
)
6 |S0 \ V (MA ∪MB)|(1 + η)k . (6.18)
Each v ∈ XC has neighbours in S. Thus, by 2. of Definition 2.6 we have
degG(v) = ⌈(1 + η)k⌉ (6.19)
for each v ∈ XC. Further, each vertex of XC has degree at least (1 + η)k2 into S, and so,
eG(S,XC) > |XC|
⌈
(1 + η)
k
2
⌉
. (6.20)
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Consequently (using the elementary inequality ⌈a⌉ − ⌈a2⌉ 6 a2 ),
eG
(
XA,XC
) (6.19)
6 |XC|⌈(1 + η)k⌉ − eG(S,XC)
(6.20)
6 |XC|(1 + η)k
2
(6.21)
(6.18)
6 |S0 \ V (MA ∪MB)|(1 + η)k . (6.22)
Let Mgood be defined as in Lemma 6.1(h), that is, Mgood := {(A,B) ∈ MA : A ∪ B ⊆ XA}.
Note that (6.8) implies that A ⊆ S for every (A,B) ∈ MB . Thus by the definition of XA,
if (A,B) ∈ MA ∪MB with A ∪B ⊆ L then (A,B) ∈ Mgood. (6.23)
We will now show the first part of Lemma 6.1(h), that is, we show that each Mgood-edge is
an edge of Greg. Indeed, by (II), we have that V1(M1) ⊆ S, so as XA ∩ S = ∅, it follows that
M1 ∩Mgood = ∅. Thus Mgood ⊆ N1. As N1 corresponds to a matching in Greg, all is as desired.
Finally, let us assume that neither (K1) nor (K2) are fulfilled. After five preliminary observa-
tions (Claim 6.1.5–Claim 6.1.9), we will derive a contradiction from this assumption.
Claim 6.1.5. We have |S ∩ V (MA)| 6 |XA ∩ V (MA)|.
Proof of Claim 6.1.5. To see this, recall that each MA-vertex U ∈ V(MA) is either contained in
S, or in L. Further, if U ⊆ S then its partner in MA must be in L, as S is independent. Now, the
claim follows after noticing that L ∩ V (MA) = XA ∩ V (MA).
Claim 6.1.6. We have |S \ V (MA ∪MB)|+ 2ηn < |XA \ V (MA)|+ ηn/3.
Proof of Claim 6.1.6. As G ∈ LKS(n, k, η), we have |S|+ 2ηn 6 |L|. Therefore,
|S \ V (MA ∪MB)|+ 2ηn 6 |L \ V (MA ∪MB)|+
∑
(A,B)∈MA∪MB
A∪B⊆L
|A ∪B|
(6.23)
= |XA \ V (MA)|+ |V (Mgood)|
¬(K2)
< |XA \ V (MA)|+ ηn/3 .
Claim 6.1.7. We have eG∇
(
XA ∩ (A ∪ V (M)), SR \ V (MA)
)
< ηkn/2.
Proof of Claim 6.1.7. As
XA ∩ (A ∪ V (M)) ⊆ ((L ∩ A) ∪ V2(M)) \ V2(MB) and
SR \ V (MA) ⊆
((
SR \ V (N1)
) ∪ V1(M)) \ V1(M1) ,
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we get from (III) that
eGD
(
XA ∩ (A ∪ V (M)), SR \ V (MA)
)
6 γkn . (6.24)
Observe now that both sets XA∩(A∪V (M)) and SR\V (MA) avoid Ψ. Further, no edges between
them belong to Gexp, because Claim 6.1.1 implies that S
R \ V (MA) ⊆ S0 ⊆ V (G) \ V (Gexp).
Therefore, we can pass from GD to G∇ in (6.24) to get
eG∇
(
XA ∩ (A ∪ V (M)), SR \ V (MA)
)
6 γkn < ηkn/2 .
Claim 6.1.8. We have S \ (SR ∪ V (MA)) ⊆ S \ (S¯0 ∪ V (MA ∪MB)).
Proof of Claim 6.1.8. The claim follows directly from the following two inclusions.
SR ∪ V (MA) ⊇ S ∩ V (MA ∪MB) , and (6.25)
SR ∪ V (MA) ⊇ S¯0 . (6.26)
Now, (6.25) is trivial, as by (II) we have that SR ⊇ S ∩ V (MB). To see (6.26), it suffices by (6.9)
to prove that V (N1 \M) ∪ SR ⊇ S0. This is however the subject of Claim 6.1.4.
Next, we bound eG∇
(
XA, S
)
.
Claim 6.1.9. We have
eG∇
(
XA, S
)
6 |S ∩ V (MA)|(1 + η)k + |S \ (S0 ∪ V (MA ∪MB))|(1 + η)k + 1
2
ηkn .
Proof of Claim 6.1.9. We have
eG∇
(
XA, S
)
= eG∇
(
XA, S ∩ V (MA)
)
+ eG∇
(
XA, S \ (SR ∪ V (MA))
)
+ eG∇
(
XA \ (A ∪ V (M)), SR \ V (MA)
)
+ eG∇
(
XA ∩ (A ∪ V (M)), SR \ V (MA)
)
.
To bound the first term we use that the vertices in S ∩ V (MA) each have degree at most (1 + η)k,
and thus obtain eG∇(XA, S∩V (MA)) 6 |S∩V (MA)|(1+η)k. To bound the second term, we again
use a bound on degree of vertices of S \ ((SR ∪ V (MA)) ∪ (S0 \ S¯0)), together with Claim 6.1.8.
The third term is zero by Claim 6.1.3. The fourth term can be bounded by Claim 6.1.7.
A relatively short double counting below will lead to the final contradiction. The idea behind
this computation is given in Figure 6.2.
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Figure 6.2: A simplified computation showing that ¬(K1), ¬(K2) leads to a contradiction.
Denoting by x the size of S0\V (MA∪MB) we get ① |XC| 6 2x. On the other hand, each vertex
of XA emanates & k edges which are absorbed by the sets V1(MA), S \ (V (MA ∪MB) ∪ S0),
and XC. The vertices of V1(MA) and S \ (V (MA ∪MB) ∪ S0) can absorb . k edges. The
vertices of XC receive . k
2
edges of XA by (6.21). This leads to ② |XC| > 2x, doubling the size
of the “excess” vertices of XA.
|XA|(1 + η)k 6
∑
v∈XA
degG(v)
6
∑
v∈XA
degG∇(v) + 2
(
e(G) − e(G∇)
)
6 2eG∇(XA) + eG∇(XA,XB) + eG∇
(
XA,XC
)
+ eG∇
(
XA, S
)
+
ηkn
3
(by ¬(K1), (6.22), C6.1.9) 6
7
6
ηkn +
∣∣S0 \ V (MA ∪MB)∣∣(1 + η)k
+ |S ∩ V (MA)|(1 + η)k
+ |S \ (S0 ∪ V (MA ∪MB))|(1 + η)k
(by C6.1.5) 6
7
6
ηkn + |S \ V (MA ∪MB)|(1 + η)k
+ |XA ∩ V (MA)|(1 + η)k
(by C6.1.6) 6
7
6
ηkn +
(|XA \ V (MA)| − 5
3
ηn
)
(1 + η)k
+ |XA ∩ V (MA)|(1 + η)k
< |XA|(1 + η)k − 1
2
ηkn ,
(6.27)
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a contradiction. This finishes the proof of Lemma 6.1.
6.2 The role of Lemma 5.10 in the proof of Lemma 6.1
Let us explain the role of Lemma 5.10 in our proof of Lemma 6.1. First, let us attempt to use just
the sparse decomposition ∇ to embed a tree T ∈ trees(k) in G ∈ LKS(n, k, η). We will eventually
see that this is impossible and that we need to enhance ∇ by a semiregular matching (provided by
Lemma 5.10).
We wish to find two sets VA and VB which are suitable for embedding the cut vertices WA and
WB of a (τk)-fine partition (WA,WB ,SA,SB) of T , respectively. In this sketch we just focus on
finding VA; the ideas behind finding a set suitable set VB are similar.
To accommodate all the shrubs from SA — which might contain up to k vertices in total — we
need VA to have degree at least
∑
T ∗∈SA v(T
∗) into a suitable set of vertices we reserve for these
shrubs. (The neighbourhood of a possible image of a vertex from WA has to allow space for its
children and for everything blocked by shrubs from SA embedded earlier.)
Our methods of embedding in Section 8 determine which sets we find ‘suitable’ for SA: these
are the large vertices Lη,k(G), the vertices of the nowhere-dense graph Gexp, the avoiding set A, and
any matching consisting of regular pairs. This motivates us to look for a semiregular matching M
which covers as much as possible of the set S0 := Sη,k(G) \ (V (Gexp) ∪ A) which consists of those
vertices not utilizable by any other of the methods above. As a next step one would prove that
there is a set VA with
degmin
(
VA, V (G) \ (S0 \ V (M))) & k .
In the dense setting [PS12], where the structure ofG is determined byGreg, and where S
0 = Sη,k(G),
such a matching M can be found inside Greg using the Gallai–Edmonds Matching Theorem. But
here, just working with Greg is not enough for finding a suitable semiregular matching as the
following example shows.
Figure 6.3: An example of a graph G ∈ LKS(n, k, η := 1
10
) in which Greg is empty, and yet
there is no candidate set for VA of vertices which have degrees at least k outside the set S0.
Figure 6.3 shows a graph G with Lη,k(G) ⊆ A, and where the vertices in S0 = Sη,k(G) form
clusters which do not induce any dense regular pairs. Each Lη,k(G)-vertex sends 0.7k edges to
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Lη,k(G) and 0.4k edges to Sη,k(G), and each Sη,k(G)-vertex receives 0.5k edges from Lη,k(G). The
edges between Lη,k(G) and Sη,k(G) are contained in D. No vertex has degree & k outside S0, and
the cluster graph Greg contains no matching.
However in this situation we can still find a large semiregular matchingM between Lη,k(G) and
Sη,k(G), by regularizing the crossing dense spots D. (In general, obtaining a semiregular matching
is of course more complicated.)
The example relates to Lemma 6.1 by setting XA := VA, and MA := M. Indeed, (e) of
Lemma 6.1 says that XA-vertices send almost no edges to S0 \ V (MA), and thus (since XA ⊆
Lη,k(G)), they have degree & k outside S
0 \ V (MA).
7 Configurations
In this section we introduce ten configurations — called (⋄1)–(⋄10) — which may be found in a
graphG ∈ LKS(n, k, η). We will be able to infer from the main results of this section (Lemmas 7.33–
7.35) and from other structural results of this paper that each graph G ∈ LKS(n, k, η) contains
at least one of these configurations. Lemmas 7.33–7.35 are based on the structure provided by
Lemma 6.1 which itself is in a sense the most descriptive result of the structure of graphs from
LKS(n, k, η). However, the structure given by Lemma 6.1 needs some burnishing. It will turn out
in Section 8 that each of the configurations (⋄1)–(⋄10) is suitable for the embedding of any tree
from trees(k) as required for Theorem 1.3.
This section is organized as follows. In Section 7.1 we introduce an auxiliary notion of shadows
and prove some simple properties of them. Section 7.2 introduces randomized splitting of the
vertex set of an input graph. In Section 7.3 we define certain cleaned versions of the sets XA and
XB, and introduce other building blocks for the configurations (⋄1)–(⋄10). In Section 7.4 we state
some preliminary definitions and introduce the configurations (⋄1)–(⋄10). In Section 7.6 we prove
certain “cleaning lemmas”. The main results are then stated and proved in Section 7.7. The results
of Section 7.7 rely on the auxiliary lemmas of Section 7.2 and 7.6.
7.1 Shadows
We will find it convenient to work with the notion of a shadow. Given a graph H, a set U ⊆ V (H),
and a number ℓ we define inductively
shadow
(0)
H (U, ℓ) := U , and
shadow
(i)
H (U, ℓ) := {v ∈ V (H) : degH(v, shadow(i−1)H (U, ℓ)) > ℓ} for i > 1.
We abbreviate shadow
(1)
H (U, ℓ) as shadowH(U, ℓ). Further, the graph H is omitted from the
subscript if it is clear from the context. Note that the shadow of a set U might intersect U .
Below, we state two facts which bound the size of a shadow of a given set. Fact 7.1 gives a
bound in general graphs of bounded maximum degree and Fact 7.2 gives a stronger bound for
nowhere-dense graphs.
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Fact 7.1. Suppose H is a graph with degmax(H) 6 Ωk. Then for each α > 0, i ∈ {0, 1, . . .}, and
each set U ⊆ V (H), we have
|shadow(i)(U,αk)| 6
(
Ω
α
)i
|U | .
Proof. Proceeding by induction on i it suffices to show that |shadow(1)(U,αk)| 6 Ω|U |/α. To this
end, observe that U sends out at most Ωk|U | edges while each vertex of shadow(U,αk) receives
at least αk edges from U .
Fact 7.2. Let α, γ,Q > 0 be three numbers such that Q > 1 and 16Q 6 αγ . Suppose that H is a
(γk, γ)-nowhere-dense graph, and let U ⊆ V (H) with |U | 6 Qk. Then we have
|shadow(U,αk)| 6 16Q
2γ
α
k.
Proof. Suppose otherwise and let W ⊆ shadow(U,αk) be of size |W | = 16Q2γα k 6 Qk. Then
eH(U ∪W ) > 12
∑
v∈W degH(v, U) > 8γQ
2k2. Thus H[U ∪W ] has average degree at least
2eH(U ∪W )
|U |+ |W | > 8γQk ,
and therefore, by a well-known fact, contains a subgraph H ′ of minimum degree at least 4γQk.
Taking a maximal cut (A,B) in H ′, it is easy to see that H ′[A,B] has minimum degree at least
2γQk > γk. Further, H ′[A,B] has density at least |A|·2γQk|A||B| > γ, contradicting the fact that H is
(γk, γ)-nowhere-dense.
7.2 Random splitting
Suppose a graph G (together with its bounded decomposition16) is given. In this section we split
its vertex set in several classes in a given ratio. It is important that most vertices will have their
degrees split obeying approximately this ratio. The corresponding statement is given in Lemma 7.3.
It will be used to split the vertices of the host graph G = G⊲T1.3 according to which part of the
tree T = T⊲T1.3 ∈ trees(k) they will host. More precisely, suppose that (WA,WB,SA,SB) is an
ℓ-fine partition of T (for a suitable number ℓ). Let tint and tend be the total sizes of the internal
and end shrubs, respectively. We then want to partition V (G) into three sets P0,P1,P2 (which
correspond to U1,U2,U3 in Lemma 7.3) in the ratio (approximately)
(|WA|+ |WB|) : tint : tend
so that degrees of the vertices of V (G) are split proportionally. This will allow us to embed the
vertices of WA ∪WB in P0, the internal shrubs in P1, and end shrubs in P2. Actually, as our
16Note that in general we apply a sparse decomposition (as opposed to a bounded decomposition) on the graph
G = G⊲T1.3, cf. Lemma 4.14. However, it turns out that when the vertices Ψ of huge degrees form a substantial part
of G (which is when the need of transition from bounded to sparse decomposition arises), the result of this section is
not needed.
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embedding procedure is more complex, we not only require the degrees to be split proportionally,
but also to partition proportionally the objects from the bounded decomposition. In Section 7.5
we give some reasons why such a random splitting needs to be used.
Lemma 7.3 below is formulated in an abstract setting, without any reference to the tree T , and
with a general number of classes in the partition.
Lemma 7.3. For each p ∈ N and a > 0 there exists k0 > 0 such that for each k > k0 we have the
following.
Suppose G is a graph of order n > k0 and deg
max(G) 6 Ω∗k with its (k,Λ, γ, ε, k−0.05 , ρ)-
bounded decomposition (V,D, Greg, Gexp,A). As usual, we write G∇ for the subgraph captured by
(V,D, Greg, Gexp,A), and GD for the spanning subgraph of G consisting of the edges in D. Let
M be an (ε, d, k0.95)-semiregular matching in G, and U1, . . . ,Up be subsets of V (G). Suppose that
Ω∗ > 1 and Ω∗/γ < k0.1.
Suppose that q1, . . . , qp ∈ {0} ∪ [a, 1] are reals with
∑
qi 6 1. Then there exists a partition
Q1 ∪ . . . ∪Qp = V (G), and sets V¯ ⊆ V (G), V¯ ⊆ V(M), V¯ ⊆ V with the following properties.
(1) |V¯ | 6 exp(−k0.1)n, |⋃ V¯| 6 exp(−k0.1)n, |⋃ V¯| < exp(−k0.1)n.
(2) For each i ∈ [p] and each C ∈ V \ V¯ we have |C ∩Qi| > qi|Qi| − k0.9.
(3) For each i ∈ [p] and each C ∈ V(M) \ V¯ we have |C ∩Qi| > qi|Qi| − k0.9.
(4) For each i ∈ [p], D = (U,W ;F ) ∈ D and degminD(U \ V¯ ,W ∩Qi) > qiγk − k0.9.
(5) For each i, j ∈ [p] we have |Qi ∩ Uj| > qi|Uj | − n0.9.
(6) For each i ∈ [p] each J ⊆ [p] and each v ∈ V (G) \ V¯ we have
degH(v,Qi ∩ UJ) > qi degH(v,UJ)− 2−pk0.9 ,
for each of the graphs H ∈ {G,G∇, Gexp, GD, G∇∪GD}, where UJ :=
(⋂
j∈J Uj
)\(⋃j∈[p]\J Uj).
(7) For each i, i′, j, j′ ∈ [p] (j 6= j′), we have
eH(Qi ∩ Uj,Qi′ ∩ Uj′) > qiqi′eH(Uj ,Uj′)− k0.6n0.6 ,
eH(Qi ∩ Uj,Qi′ ∩ Uj) > qiqi′e(H[Uj ])− k0.6n0.6 if i 6= i′, and
e(H[Qi ∩ Uj]) > q2i e(H[Uj ])− k0.6n0.6 .
for each of the graphs H ∈ {G,G∇, Gexp, GD, G∇ ∪GD}.
(8) For each i ∈ [p] if qi = 0 then Qi = ∅.
Proof. We can assume that
∑
qi = 1 as all bounds in (2)–(7) are lower bounds. Assume that k
is large enough. We assign each vertex v ∈ V (G) to one of the sets Q1, . . . , Qp at random with
respective probabilities q1, . . . , qp. Let V¯1 and V¯2 be the vertices which do not satisfy (4) and (6),
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respectively. Let V¯ be the sets of V(M) which do not satisfy (3), and let V¯ be the clusters of V
which do not satisfy (2). Setting V¯ := V¯1 ∪ V¯2, we need to show that (1), (5) and (7) are fulfilled
simultaneously with positive probability. Using the union bound, it suffices to show that each of
the properties (1), (5) and (7) is violated with probability at most 0.2. The probability of each of
these three properties can be controlled in a straightforward way by the Chernoff bound. We only
give such a bound (with error probability at most 0.1) on the size of the set V¯1 (appearing in (1)),
which is the most difficult one to control.
For i ∈ [p], let V¯1,i be the set of vertices v for which there exists D = (U,W ;F ) ∈ D, U ∋ v,
such that degD(v,W ∩Qi) < qiγk− k0.9. We aim to show that for each i ∈ [p] the probability that
|V¯1,i| > exp(−k0.2)n is at most 110p . Indeed, summing such an error bound together with similar
bounds for other properties will allow us to conclude the statement. This will in turn follow from
the Markov Inequality provided that we show that
E[|V¯1,i|] 6 1
10p
· exp(−k0.2)n . (7.1)
Indeed, let us consider an arbitrary vertex v ∈ V (G). By Fact 4.3, v is contained in at most Ω∗/γ
dense spots of D. For a fixed dense spotD = (U,W ;F ) ∈ D with v ∈ U let us bound the probability
of the event Ev,i,D that degD(v,W ∩Qi) < qiγk − k0.9. To this end, fix a set N ⊆ W ∩ ND(v) of
size exactly γk before the random assignment is performed. Now, elements of V (G) are distributed
randomly into the sets Q1, . . . ,Qp. In particular, the number |Qi ∩ N | has binomial distribution
with parameters γk and qi. Using the Chernoff bound, we get
P[Ev,i,D] 6 P
[|Qi ∩N | < qiγk − k0.9] 6 exp(−k0.3) .
Thus, it follows by summing the tail over at most Ω∗/γ 6 k0.1 dense spots containing v, that
P[v ∈ V¯1,i] 6 k0.1 · exp(−k0.3) . (7.2)
Now, (7.1) follows by linearity of expectation.
Lemma 7.3 is utilized for the purpose of our proof of Theorem 1.3 using the notion of propor-
tional partition introduced in Definition 7.6 below.
7.3 Common settings
Throughout Section 7 and Section 8 we shall be working with the setting that comes from Lemma 6.1.
In order to keep statements of the subsequent lemmas reasonably short we introduce the following
setting.
Setting 7.4. We assume that the constants Λ,Ω∗,Ω∗∗, k0 and α̂, γ, ε, ε′, η, π, ρ, τ, d satisfy
η ≫ 1
Ω∗
≫ 1
Ω∗∗
≫ ρ≫ γ ≫ d > 1
Λ
> ε > π > α̂ > ε′ > ν ≫ τ ≫ 1
k0
> 0 , (7.3)
64
7.3 Common settings
and that k > k0. Here, by writing c > a1 ≫ a2 ≫ . . . ≫ aℓ > 0 we mean that there exist non-
decreasing functions fi : (0, c)
i → (0, c) (i = 1, . . . , ℓ − 1) such that for each i ∈ [ℓ − 1] we have
ai+1 < fi(a1, . . . , ai).
17
Suppose that G ∈ LKSsmall(n, k, η) is given together with its (k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse
decomposition
∇ = (Ψ,V,D, Greg , Gexp,A) ,
with respect to the partition {Sη,k(G),Lη,k(G)}, and with respect to the avoiding threshold ρk100Ω∗ .
We write
V A := shadowG∇−Ψ(A,
ρk
100Ω∗
) and V A := {C ∈ V : C ⊆ V A} . (7.4)
The graph Greg is the corresponding cluster graph. Let c be the size of an arbitrary cluster in
V.18 Let G∇ be the spanning subgraph of G formed by the edges captured by ∇. There are two
(ε, d, πc)-semiregular matchings MA and MB in GD, with the following properties (we abbreviate
XA := XA(η,∇,MA,MB), XB := XB(η,∇,MA,MB), and XC := XC(η,∇,MA,MB)):
1. V (MA) ∩ V (MB) = ∅,
2. V1(MB) ⊆ S0, where
S0 := Sη,k(G) \ (V (Gexp) ∪ A) , (7.5)
3. for each (X,Y ) ∈ MA ∪MB, there is a dense spot (U,W ;F ) ∈ D with X ⊆ U and Y ⊆ W ,
and further, either X ⊆ Sη,k(G) or X ⊆ Lη,k(G), and Y ⊆ Sη,k(G) or Y ⊆ Lη,k(G),
4. for each X1 ∈ V1(MA ∪MB) there exists a cluster C1 ∈ V such that X1 ⊆ C1, and for each
X2 ∈ V2(MA ∪MB) there exists C2 ∈ V ∪ {Lη,k(G) ∩A} such that X2 ⊆ C2,
5. each pair of the semiregular matching Mgood := {(X1,X2) ∈ MA : X1 ∪X2 ⊆ XA} corre-
sponds to an edge in Greg,
6. eG∇
(
XA, S0 \ V (MA)
)
6 γkn,
7. eGreg(V (G) \ V (MA ∪MB)) 6 γ2kn,
8. for the semiregular matching NA := {(X,Y ) ∈ MA ∪ MB : (X ∪ Y ) ∩ A 6= ∅} we have
eGreg
(
V (G) \ V (MA ∪MB), V (NA)
)
6 γ2kn,
9. |E(G) \ E(G∇)| 6 2ρkn,
10. |E(GD) \ (E(Greg) ∪ EG[A,A ∪
⋃
V])| 6 54γkn.
17The precise relation between the parameters can be found on page 153, with Ω∗∗ := Ωj+1 and Ω
∗ := Ωj for a
certain index j ∈ [g] to be specified in the course of the proof there.
18The number c is not defined when V = ∅. However in that case c is never actually used.
65
7.3 Common settings
We write
V+ := V (G) \ (S0 \ V (MA ∪MB)) (7.6)
= Lη,k(G) ∪ V (Gexp) ∪ A ∪ V (MA ∪MB) , (7.7)
L# := Lη,k(G) \ L 9
10
η,k(G∇) , and (7.8)
Vgood := V+ \ (Ψ ∪ L#) , (7.9)
YA := shadowG∇
(
V+ \ L#, (1 + η
10
)k
)
\ shadowG−G∇
(
V (G),
η
100
k
)
, (7.10)
YB := shadowG∇
(
V+ \ L#, (1 + η
10
)
k
2
)
\ shadowG−G∇
(
V (G),
η
100
k
)
, (7.11)
V6 Ψ := (XA ∪ XB) ∩ shadowG
(
Ψ,
η
100
k
)
, (7.12)
PA := shadowGreg(V (NA), γk) \ V (MA ∪MB) ,
P1 := shadowGreg(V (G) \ V (MA ∪MB), γk) \ V (MA ∪MB) ,
P := (XA \ YA) ∪ ((XA ∪XB) \ YB) ∪ V 6 Ψ ∪ L# ∪ P1
∪ shadowGD∪G∇(V6 Ψ ∪ L# ∪ PA ∪ P1,
η2k
105
) ,
P2 := XA ∩ shadowG∇(S0 \ V (MA),
√
γk) ,
P3 := XA ∩ shadowG∇(XA, η3k/103) ,
F := {C ∈ V(MA) : C ⊆ XA} ∪ V1(MB) . (7.13)
The vertex set YA in Setting 7.4 should be regarded as XA cleaned from rare irregularities.
Indeed, as it turns out most of the vertices from XA are contained in YA. Likewise, YB should be
regarded as a cleaned version of XA ∪ XB. These properties are stated in Lemma 7.9 below.
On the interface between Lemma 7.32 and Lemma 7.35 we shall need to work with a semiregular
matching which is formed of only those edges E(D) which are either incident with A, or included
in Greg. The following lemma provides us with an appropriate “cleaned version of D”. The notion
of being absorbed adapts in a straightforward way to two families of dense spots: a family of dense
spots D1 is absorbed by another family D2 if for every D1 ∈ D2 there exists D2 ∈ D2 such that D1
is contained in D2 as a subgraph.
Lemma 7.5. Assume Setting 7.4. Then there exists a family D∇ of edge-disjoint (γ3k/4, γ/2)-
dense spots absorbed by D such that
1. |E(D) \ E(D∇)| 6 ρkn, and
2. E(D∇) ⊆ E(Greg) ∪E(G[A,A ∪
⋃
V]).
The proof of Lemma 7.5 is a warm-up for proofs in Section 7.6.
Proof of Lemma 7.5. We discard those dense spots D ∈ D for which∣∣E(D) \ (E(Greg) ∪E(G[A,A ∪⋃V])∣∣ > √γe(D) . (7.14)
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For each remaining dense spot D ∈ D we show below how to extract a (γ3k/4, γ/2)-dense spot
D′ ⊆ D with e(D′) > (1− 2√γ)e(D) and E(D) ⊆ E(Greg)∪E(G[A,A ∪
⋃
V]). Let D∇ be the set
of all thus obtained D′. This way we ensure Property 2, and we also have Property 1, since
|E(D) \ E(D∇)| 6 1√
γ
∣∣∣E(D) \ (E(Greg) ∪ E(G[A,A ∪⋃V]))∣∣∣+ 2√γ · e(D)
(by S7.4(10), and as e(D) 6 e(G) 6 kn) 6 3ρkn .
We now show how to extract a (γ3k/4, γ/2)-dense spot D′ ⊆ D with e(D′) > (1 − 2√γ)e(D)
and E(D) ⊆ E(Greg) ∪ E(G[A,A ∪
⋃
V]) from any spot D ∈ D which does not satisfy (7.14). Let
D = (A,B;F ), and a := |A|, b := |B|. As D is (γk, γ)-dense, we have a, b > γk. First, we discard
from D all edges not contained in E(Greg)∪E(G[A,A∪
⋃
V]) to obtain a dense spot D∗ ⊆ D with
e(D∗) > (1−√γ)e(D). Next, we perform a sequential cleaning procedure in D∗. As long as there
are such vertices, discard from A any vertex whose current degree is less than γ2b/4, and discard
from B any vertex whose current degree is less than γ2a/4. When this procedure terminates, the
resulting graph D′ = (A′, B′;F ′) has degminD′(A′) > γ2b/4 > γ3k/4 and degminD′(B′) > γ3k/4.
Note that we deleted at most a · γ2b/4 + b · γ2a/4 edges out of the at least (1−√γ)e(D) edges of
D∗. This means that e(D′) > (1 −√γ)e(D) − γ2ab/2 > (1 − 2√γ)e(D), as desired. Thus we also
have the required density of D′, namely dD′(A′, B′) > (1− 2√γ)γ > γ/2.
In some cases, we shall in addition partition the set V (G) into three sets as in Lemma 7.3. This
motivates the following definition.
Definition 7.6 (Proportional splitting). Let p0, p1, p2 > 0 be three positive reals with
∑
i pi 6 1.
Under Setting 7.4, suppose that (P0,P1,P2) is a partition of V (G) \Ψ which satisfies assertions
of Lemma 7.3 with parameter p⊲L7.3 := 10 for graph G
∗
⊲L7.3 := (G∇−Ψ)∪GD (here, by the union,
we mean union of the edges), bounded decomposition (V,D, Greg, Gexp,A), matching M⊲L7.3 :=
MA ∪ MB, sets U1 := Vgood,U2 := XA \ (Ψ ∪ P), U3 := XB \ P, U4 := V (Gexp), U5 := A,
U6 := V A, U7 := PA, U8 := Lη,k(G), U9 := L#, U10 := V 6 Ψ and reals q1 := p0, q2 := p1, q3 := p2,
q4 := . . . q10 = 0. Note that by Lemma 7.3(8) we have that (P0,P1,P2) is a partition of V (G) \Ψ.
We call (P0,P1,P2) proportional (p0 : p1 : p2) splitting.
We refer to properties of the proportional (p0 : p1 : p2) splitting (P0,P1,P2) using the numbering
of Lemma 7.3; for example, “Definition 7.6(5)” tells us among other things that |(XA \ P) ∩P0| >
p0|XA \ (P ∪Ψ)| − n0.9.
Setting 7.7. Under Setting 7.4, suppose that we are given a proportional (p0 : p1 : p2) splitting
(P0,P1,P2) of V (G) \Ψ. We assume that
p0, p1, p2 >
η
100
. (7.15)
Let V¯ , V¯ , V¯ be the exceptional sets as in Definition 7.6(1).
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We write
F := shadowGD
(⋃
V¯ ∪
⋃
V¯∗ ∪
⋃
V¯,
η2k
1010
)
, (7.16)
where V¯∗ are the partners of V¯ in MA ∪MB.
We have
|F| 6 εn . (7.17)
For an arbitrary set U ⊆ V (G) and for i ∈ {0, 1, 2} we write U ↾i for the set U ∩Pi.
For each (X,Y ) ∈ MA ∪MB such that X,Y /∈ V¯ we write (X,Y )↾i for an arbitrary fixed pair
(X ′ ⊆ X,Y ′ ⊆ Y ) with the property that |X ′| = |Y ′| = min{|X↾i|, |Y ↾i|}. We extend this notion of
restriction to an arbitrary semiregular matching N ⊆MA ∪MB as follows. We set
N ↾i := {(X,Y )↾i : (X,Y ) ∈ N with X,Y /∈ V¯} .
The next lemma provides some simple properties of a restriction of a semiregular matching.
Lemma 7.8. Assume Setting 7.7. Then for each i ∈ {0, 1, 2}, and for each N ⊆ MA ∪MB we
have that N ↾i is a (400εη , d2 , ηπ200c)-semiregular matching satisfying
|V (N ↾i)| > pi|V (N )| − 2k−0.05n . (7.18)
Moreover for all v 6∈ F and for all i = 0, 1, 2 we have degGD(v, V (N )↾i \ V (N ↾i)) 6 η
2k
105 .
Proof. Let us consider an arbitrary pair (X,Y ) ∈ N . By Definition 7.6(3) we have
|X↾i| > pi|X| − k0.9
(7.15)
>
η
200
|X| and |Y ↾i| > pi|Y | − k0.9
(7.15)
>
η
200
|Y | . (7.19)
In particular, Fact 2.7 gives that (X,Y )↾i is a 400ε/η-regular pair of density at least d/2.
We now turn to (7.18). The total order of pairs (X,Y ) ∈ N excluded entirely from N ↾1 is at
most 2 exp(−k0.1)n < k−0.05n by Definition 7.6(1). Further, for each (X,Y ) ∈ N whose part is
included to N ↾1 we have by that |V ((X,Y )↾i)| > pi(|X| + |Y |) − 2k0.9 by (7.19). As |N | 6 n2k0.95 ,
and (7.18) follows.
For the moreover part, note that by Fact 4.3 and Fact 4.4
degGD(v, V (N )↾i \ V (N ↾i)) 6
η2k
1010
+
(Ω∗)2
πνγ2
· 3k0.9 6 η
2k
105
.
The following lemma gives a useful bound on some of the sets defined on page 66.
Lemma 7.9. Suppose we are in Setting 7.4. Suppose that all but at most βkn edges are captured
by ∇. Then,
|L#| 6 20β
η
n (7.20)
|XA \YA| 6 600β
η2
n , and (7.21)
|(XA ∪ XB) \YB| 6 600β
η2
n . (7.22)
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Further, if eG(Ψ,XA ∪ XB) 6 β˜kn then
|V 6 Ψ| 6 100β˜n
η
. (7.23)
Proof. Let W1 := {v ∈ V (G) : degG(v)− degG∇(v) > ηk/100}. We have |W1| 6 200βη n.
Observe that L# sends out at most (1 +
9
10η)k|L#| < 40βη kn edges in G∇. Let W2 := {v ∈
V (G) : degG∇(v, L#) > ηk/10}. We have |W2| 6 400βη2 n.
Let W3 := {v ∈ XA : degG∇(v, S0 \ V (MA)) >
√
γk}. By Property 6 we have |W3| 6 √γn.
Now, observe that XA \ YA ⊆W1 ∪W2 ∪W3, and XB \YB ⊆W1 ∪W2.
The bound (7.23) follows in a straightforward way.
We finish this section with an auxiliary result which will only be used later in the proofs of
Lemmas 7.34 and 7.35.
Lemma 7.10. Assume Settings 7.4 and 7.7. We have that for i = 1, 2
XA↾0 \ (P ∪ F) ⊆ P0 \
(
F ∪ shadowGD(V 6 Ψ,
η2k
105
)
)
, (7.24)
degminG∇
(
XA \ (P ∪ V¯ ), V ↾igood
)
> pi(1 +
η
20
)k , (7.25)
degminG∇
(
XB \ (P ∪ V¯ ), V ↾igood
)
> pi(1 +
η
20
)
k
2
, and (7.26)
degmaxG∇
(
XA \ (P2 ∪ P3),
⋃
F
)
6
3η3
2 · 103 k . (7.27)
Moreover, F defined in (7.13) is an (MA ∪MB)-cover.
Proof. The definition of P gives (7.24).
For (7.25) and (7.26), assume that i = 2 (the other case is analogous). Observe that
degminG∇
(
YA \ (V 6 Ψ ∪ V¯ ), V ↾2good
)
(by Def 7.6(6)) > p2 · degminG∇(YA \ V 6 Ψ, Vgood)− k0.9
(by (7.9)) > p2 ·
(
degminG∇(YA, V+ \ L#)− degmaxG∇(YA \ V 6 Ψ,Ψ)
) − k0.9
(by (7.10), (7.12)) > p2 ·
(
(1 +
η
10
)k − ηk
100
)
− k0.9
(by (7.3), (7.15)) > p2 · (1 + η
20
)k ,
which proves (7.25), as XA \ (P ∪ V¯ ) ⊆ YA \ (V 6 Ψ ∪ V¯ ). Similarly, we obtain that
degminG∇
(
YB \ (V 6 Ψ ∪ V¯ ), V ↾2good
)
> p2(1 +
η
20
)
k
2
,
which proves (7.26).
We have degmaxG∇(XA\P3,XA) < η
3
103
k, and degmaxG∇(XA\P2, S0\V (MA)) <
√
γk. Thus (7.27)
follows from Setting 7.4(2) and by (7.3).
69
7.4 Types of configurations
For the “moreover” part, it suffices to prove that {C ∈ V(MA) : C ⊆ XA} = F \ V1(MB) is
an MA-cover. Let (T1, T2) ⊆ MA. As G ∈ LKSsmall(n, k, η), we have by Setting 7.4(3) that for
some i ∈ {1, 2}, Ti is contained in Lη,k(G). Then by Setting 7.4(1), Ti ⊆ XA, as desired.
7.4 Types of configurations
We can now define the following preconfigurations (♣), (♥1), (♥2), (exp), and (reg), and the
configurations19 (⋄1)–(⋄10). It will follow from results from other sections that at least one of the
configurations (⋄1)–(⋄10) appears in each graph LKS(n, k, η). More precisely, after getting the
“rough structure” in Lemma 6.1 we get one of the configurations (⋄1)–(⋄10) from Lemma 7.32. The
latter lemma reduces the situation to one of three cases which are then dealt with in Lemmas 7.33–
7.35 separately. Then, in Section 8, we provide with an embedding for a given tree T⊲T1.3 ∈
trees(k).
We now give a brief overview of these configurations. Configuration (⋄1) covers the easy and
lucky case when G is contains a subgraph with high minimum degree. A very simple tree-embedding
strategy similar to the greedy strategy turns out to work in this case.
The purpose of Preconfiguration (♣) is to utilize vertices of Ψ. On one hand these vertices seem
very powerful because of their large degree, on the other hand the edges incident with them are very
unstructured. Therefore Preconfiguration (♣) distills some structure in Ψ. This preconfiguration
is then a part of configurations (⋄2)–(⋄5) which deal with the case when Ψ is substantial. Indeed,
Lemma 7.33 asserts that whenever Ψ is incident with many edges in the setting provided by
Lemma 6.1, at least one of configurations (⋄1)–(⋄5) must occur.
The cases when the number of edges incident with Ψ is negligible are covered by configura-
tions (⋄6)–(⋄10). More precisely, in this setting Lemma 7.32 transforms the output structure of
Lemma 6.1 into an input structure for either Lemma 7.34 or Lemma 7.35. These lemmas then
assert that indeed one of the Configurations (⋄6)–(⋄10) must occur. The configurations (⋄6)–(⋄8)
involve combinations of one of the two preconfigurations (♥1) and (♥2) and one of the two pre-
configurations (exp) and (reg). The idea here is that the knags are embedded using the structure
of (exp) or (reg) (whichever applicable), the internal shrubs are embedded using the structure
which is specific to each of the configurations (⋄6)–(⋄8), and the end shrubs are embedded using
the structure of (♥1) or (♥2). The configuration (⋄10) is very similar to the structures obtained in
the dense setting in [PS12, HP] (see Section 8.1.5 for a discussion), and (⋄9) should be considered
as half-way towards it.
The reader may find it helpful to compare the definitions of the configurations with Section 8.1
where an overview is given how these configurations are used to embed the tree T⊲T1.3.
Some of the configurations below are accompanied with parameters in the parentheses; note
that we do not make explicit those numerical parameters which are inherited from Setting 7.4.
19The word “configuration” is used for a final structure in a graph which is suitable for embedding purposes while
“preconfigurations” are building blocks for configurations.
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We start off by giving definitions of Configuration (⋄1). This is a very easy configuration in
which a modification of the greedy tree-embedding strategy works.
Definition 7.11 (Configuration (⋄1)). We say that a graph G is in Configuration (⋄1) if there
exists a non-empty bipartite graph H ⊆ G with degminG(V (H)) > k and degmin(H) > k/2.
We now introduce the configurations (⋄2)–(⋄5) which make use of the set Ψ. These config-
urations build on Preconfiguration (♣). Figure 8.1 shows common features of the configurations
(⋄2)–(⋄5).
Definition 7.12 (Preconfiguration (♣)). Suppose that we are in Setting 7.4. We say that the
graph G is in Preconfiguration (♣)(Ω⋆) if the following conditions are met. G contains non-empty
sets L′′ ⊆ L′ ⊆ L 9
10
η,k(G∇) \Ψ, and a non-empty set Ψ′ ⊆ Ψ such that
degmaxG∇(L
′,Ψ \Ψ′) < ηk
100
, (7.28)
degminG∇(Ψ
′, L′′) > Ω⋆k , and (7.29)
degmaxG∇(L
′′,L 9
10
η,k(G∇) \ (Ψ ∪ L′)) 6
ηk
100
. (7.30)
Definition 7.13 (Configuration (⋄2)). Suppose that we are in Setting 7.4. We say that the
graph G is in Configuration (⋄2)(Ω⋆, Ω˜, β) if the following conditions are met.
The triple L′′, L′,Ψ′ witnesses preconfiguration (♣)(Ω⋆) in G. There exist a non-empty set
Ψ′′ ⊆ Ψ′, a set V1 ⊆ V (Gexp) ∩ YB ∩ L′′, and a set V2 ⊆ V (Gexp) with the following properties.
degminG∇(Ψ
′′, V1) > Ω˜k
degminG∇(V1,Ψ
′′) > βk ,
degminGexp(V1, V2) > βk ,
degminGexp(V2, V1) > βk .
Definition 7.14 (Configuration (⋄3)). Suppose that we are in Setting 7.4. We say that the
graph G is in Configuration (⋄3)(Ω⋆, Ω˜, ζ, δ) if the following conditions are met.
The triple L′′, L′,Ψ′ witnesses preconfiguration (♣)(Ω⋆) in G. There exist a non-empty set
Ψ′′ ⊆ Ψ′, a set V1 ⊆ A ∩YB ∩ L′′, and a set V2 ⊆ V (G) \Ψ such that the following properties are
satisfied.
degminG∇(Ψ
′′, V1) > Ω˜k ,
degminG∇(V1,Ψ
′′) > δk ,
degmaxGD(V1, V (G) \ (V2 ∪Ψ)) 6 ζk , (7.31)
degminGD(V2, V1) > δk . (7.32)
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Definition 7.15 (Configuration (⋄4)). Suppose that we are in Setting 7.4. We say that the
graph G is in Configuration (⋄4)(Ω⋆, Ω˜, ζ, δ) if the following conditions are met.
The triple L′′, L′,Ψ′ witnesses preconfiguration (♣)(Ω⋆) in G. There exists a non-empty set
Ψ′′ ⊆ Ψ′, sets V1 ⊆ YB ∩ L′′, A′ ⊆ A, and V2 ⊆ V (G) \Ψ with the following properties
degminG∇(Ψ
′′, V1) > Ω˜k ,
degminG∇(V1,Ψ
′′) > δk ,
degminG∇∪GD(V1,A
′) > δk , (7.33)
degminG∇∪GD(A
′, V1) > δk , (7.34)
degminG∇∪GD(V2,A
′) > δk , (7.35)
degmaxG∇∪GD(A
′, V (G) \ (Ψ ∪ V2)) 6 ζk . (7.36)
Definition 7.16 (Configuration (⋄5)). Suppose that we are in Setting 7.4. We say that the
graph G is in Configuration (⋄5)(Ω⋆, Ω˜, δ, ζ, π˜) if the following conditions are met.
The triple L′′, L′,Ψ′ witnesses preconfiguration (♣)(Ω⋆) in G. There exists a non-empty set
Ψ′′ ⊆ Ψ′, and a set V1 ⊆ (YB∩L′′∩
⋃
V) \V (Gexp) such that the following conditions are fulfilled.
degminG∇(Ψ
′′, V1) > Ω˜k , (7.37)
degminG∇(V1,Ψ
′′) > δk , (7.38)
degminGreg(V1) > ζk . (7.39)
Further, we have
C ∩ V1 = ∅ or |C ∩ V1| > π˜|C| (7.40)
for every C ∈ V.
In remains to introduce configurations (⋄6)–(⋄10). In these configurations the set Ψ is not
utilized. All these configurations make use of Setting 7.7, i.e., the set V (G) \Ψ is partitioned into
three sets P0,P1 and P2. The purpose of P0,P1 and P2 is to make possible to embed the knags,
the internal shrubs, and the end shrubs of T⊲T1.3, respectively. Thus the parameters p0, p1 and p2
are chosen proportionally to the sizes of these respective parts of T⊲T1.3. A summary picture for
Configurations (⋄6)–(⋄7), (⋄8), and (⋄9) is given in Figures 8.2, 8.3 and 8.4, respectively.
We first introduce four preconfigurations (♥1), (♥2), (exp) and (reg) which are building bricks
for configurations (⋄6)–(⋄9). The preconfigurations (♥1) and (♥2) will be used for embedding end
shrubs of a fine partition of the tree T⊲T1.3, and preconfigurations (exp) and (reg) will be used
for embedding its knags.
An M-cover of a semiregular matching M is a family F ⊆ V(M) with the property that at
least one of the elements S1 and S2 is a member of F , for each (S1, S2) ∈M.
Definition 7.17 (Preconfiguration (♥1)). Suppose that we are in Setting 7.4 and Setting 7.7.
We say that the graph G is in Preconfiguration (♥1)(γ′, h) of V (G) if there are two non-empty sets
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V0, V1 ⊆ P0 \
(
F ∪ shadowGD(V 6 Ψ, η
2k
105
)
)
with the following properties.
degminG∇
(
V0, V
↾2
good
)
> h/2 , and (7.41)
degminG∇
(
V1, V
↾2
good
)
> h . (7.42)
Further, there is an (MA ∪MB)-cover F such that
degmaxG∇
(
V1,
⋃
F
)
6 γ′k . (7.43)
Definition 7.18 (Preconfiguration (♥2)). Suppose that we are in Setting 7.4 and Setting 7.7.
We say that the graph G is in Preconfiguration (♥2)(h) of V (G) if there are two non-empty sets
V0, V1 ⊆ P0 \
(
F ∪ shadowGD(V 6 Ψ, η
2k
105
)
)
with the following properties.
degminG∇
(
V0 ∪ V1, V ↾2good
)
> h. (7.44)
Definition 7.19 (Preconfiguration (exp)). Suppose that we are in Setting 7.4 and Setting 7.7.
We say that the graph G is in Preconfiguration (exp)(β) if there are two non-empty sets V0, V1 ⊆ P0
with the following properties.
degminGexp(V0, V1) > βk , (7.45)
degminGexp(V1, V0) > βk . (7.46)
Definition 7.20 (Preconfiguration (reg)). Suppose that we are in Setting 7.4 and Setting 7.7.
We say that the graph G is in Preconfiguration (reg)(ε˜, d′, µ) if there are two non-empty sets
V0, V1 ⊆ P0 and a non-empty family of vertex-disjoint (ε˜, d′)-super-regular pairs {(Q(j)0 , Q(j)1 }j∈Y
(with respect to the edge set E(G)) with V0 :=
⋃
Q
(j)
0 and V1 :=
⋃
Q
(j)
1 such that
min
{
|Q(j)0 |, |Q(j)1 |
}
> µk . (7.47)
Definition 7.21 (Configuration (⋄6)). Suppose that we are in Settings 7.4 and 7.7. We say that
the graph G is in Configuration (⋄6)(δ, ε˜, d′, µ, γ′, h2) if the following conditions are met.
The vertex sets V0, V1 witness Preconfiguration (reg)(ε˜, d
′, µ) or Preconfiguration (exp)(δ) and
either Preconfiguration (♥1)(γ′, h2) or Preconfiguration (♥2)(h2). There exist non-empty sets
V2, V3 ⊆ P1 such that
degminG(V1, V2) > δk , (7.48)
degminG(V2, V1) > δk , (7.49)
degminGexp(V2, V3) > δk , and (7.50)
degminGexp(V3, V2) > δk . (7.51)
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Definition 7.22 (Configuration (⋄7)). Suppose that we are in Settings 7.4 and 7.7. We say that
the graph G is in Configuration (⋄7)(δ, ρ′, ε˜, d′, µ, γ′, h2) if the following conditions are met.
The sets V0, V1 witness Preconfiguration (reg)(ε˜, d
′, µ) and either Preconfiguration (♥1)(γ′, h2)
or Preconfiguration (♥2)(h2). There exist non-empty sets V2 ⊆ A↾1 \ V¯ and V3 ⊆ P1 such that
degminG(V1, V2) > δk , (7.52)
degminG(V2, V1) > δk , (7.53)
degmaxGD(V2,P1 \ V3) < ρ′k and (7.54)
degminGD(V3, V2) > δk . (7.55)
Definition 7.23 (Configuration (⋄8)). Suppose that we are in Settings 7.4 and 7.7. We say that
the graph G is in Configuration (⋄8)(δ, ρ′, ε1, ε2, d1, d2, µ1, µ2, h1, h2) if the following conditions are
met.
The vertex sets V0, V1 witness Preconfiguration (reg)(ε2, d2, µ2) and Preconfiguration (♥2)(h2).
There exist non-empty sets V2 ⊆ P0, V3, V4 ⊆ P1, V3 ⊆ A \ V¯ , and an (ε1, d1, µ1k)-semiregular
matching N absorbed by (MA ∪MB) \ NA, V (N ) ⊆ P1 \ V3 such that
degminG(V1, V2) > δk , (7.56)
degminG(V2, V1) > δk , (7.57)
degminG∇(V2, V3) > δk , (7.58)
degminG∇(V3, V2) > δk , (7.59)
degmaxGD(V3,P1 \ V4) < ρ′k , (7.60)
degminGD(V4, V3) > δk , and (7.61)
degGD(v, V3) + degGreg(v, V (N )) > h1 for each v ∈ V2. (7.62)
Definition 7.24 (Configuration (⋄9)). Suppose that we are in Settings 7.4, and 7.7. We say
that the graph G is in Configuration (⋄9)(δ, γ′, h1, h2, ε1, d1, µ1, ε2, d2, µ2) if the following conditions
are met.
The sets V0, V1 together with the (MA ∪MB)-cover F ′ witness Preconfiguration (♥1)(γ′, h2).
There exists an (ε1, d1, µ1k)-semiregular matching N absorbed byMA∪MB, V (N ) ⊆ P1. Further,
there is a family {(Q(j)0 , Q(j)1 )}j∈Y as in Preconfiguration (reg)(ε2, d2, µ2). There is a set V2 ⊆
V (N ) \⋃F ′ ⊆ ⋃V with the following properties:
degminGD (V1, V2) > h1 , (7.63)
degminGD (V2, V1) > δk . (7.64)
Our last configuration, Configuration (⋄10), will lead to an embedding very similar to the
one in the dense case (treated in [PS12]; see Section 8.1.5). In order to be able to formalize
the configuration we need a preliminary definition. We shall generalize the standard concept of a
regularity graph (in the context of regular partitions and Szemere´di’s Regularity Lemma) to graphs
with clusters whose sizes are only bounded from below.
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Definition 7.25 ((ε, d, ℓ1, ℓ2)-regularized graph). Let G be a graph, and let V be an ℓ1-ensemble
that partitions V (G). Suppose that G[X] is empty for each X ∈ V and suppose G[X,Y ] is ε-regular
and of density either 0 or at least d for each X,Y ∈ V. Further suppose that for all X ∈ V it holds
that |⋃NG(X)| 6 ℓ2. Then we say that (G,V) is an (ε, d, ℓ1, ℓ2)-regularized graph.
A semiregular matching M of G is consistent with (G,V) if V(M) ⊆ V.
Definition 7.26 (Configuration (⋄10)(ε˜, d′, ℓ1, ℓ2, η′)). Assume Setting 7.4. The graph G con-
tains an (ε˜, d′, ℓ1, ℓ2)-regularized graph (G˜,V) and there is a (ε˜, d′, ℓ1)-semiregular matching M
consistent with (G˜,V). There are a family L∗ ⊆ V and distinct clusters A,B ∈ V with
(a) E(G˜[A,B]) 6= ∅,
(b) degG˜
(
v, V (M) ∪⋃L∗) > (1 + η′)k for all but at most ε˜|A| vertices v ∈ A and for all but at
most ε˜|B| vertices v ∈ B, and
(c) for each X ∈ L∗ we have degG˜(v) > (1 + η′)k for all but at most ε˜|X| vertices v ∈ X.
7.5 The role of random splitting
The random splitting as introduced in Setting 7.7 is used in Configurations (⋄6)–(⋄9); the set P0
will host the cut-vertices WA ∪WB, the set P1 will host the internal shrubs, and the set P2 will
(essentially) host the end shrubs of a (τk)-fine partition of T⊲T1.3.
The need for introducing the random splitting is dictated by Configurations (⋄6)–(⋄9). To see
this, let us try to follow the embedding plan from, for example, Section 8.1.2 without the random
splitting, i.e., dropping the conditions ⊆ P0, ⊆ P1, ⊆ P2 from Definitions 7.17–7.22. Then the
sets V2 and V3 in Figure 8.2, which will host the internal shrubs, may interfere with V0 and V1
primarily designated for WA and WB . In particular, the conditions on degrees between V0 and
V1 given by (7.45)–(7.46) in Definition 7.19, or given by the super-regularity in Definition 7.20 (in
which β⊲D7.19 > 0, or d
′
⊲D7.20µ⊲D7.20 > 0 are tiny) need not be sufficient for embedding greedily
all the cut-vertices and all the internal shrubs of T⊲T1.3. It should be noted that this problem
occurs even in Preconfiguration (exp), i.e., the expanding property does not add enough strength
to the minimum degree conditions due to the same peculiarity as in Figure 4.2. Restricting V0 and
V1 to host only the cut-vertices (only O(1/τ) = o(k) of them in total, cf. Definition 3.1(c)), resolves
the problem.
The above justifies the distinction between the space P0 for embedding the cut-vertices and the
space P1 ∪P2 for embedding the shrubs. There are some other approaches which do not need to
further split P1 ∪P2 but doing so seems to be the most convenient.
7.6 Cleaning
This section contains five “cleaning lemmas” (Lemma 7.27–Lemma 7.31). The basic setting of all
these lemmas is the same. There is a system of vertex sets and some density assumptions on edges
between certain sets of this system. The assertion the is that a small number of vertices can be
75
7.6 Cleaning
discarded from the sets so that some conditions on the minimum degree are fullfilled. While the
cleaning strategy is simply discarding the vertices which violate these minimum degree conditions
the analysis of the outcome is non-trivial and employs amortized analysis. The simplest application
of such an approach was the proof of Lemma 7.5 above.
Lemmas 7.27–7.31 are used to get the structures required by (pre-)configurations introduced in
Section 7.4, based on rough structures found in Lemma 6.1.
The first lemma will be used to obtain preconfiguration (♣) in certain situations.
Lemma 7.27. Let ψ ∈ (0, 1), and Γ,Ω > 1 be arbitrary. Let P and Q be two disjoint vertex sets
in a graph G. Assume that Y ⊆ V (G) is given. We assume that
degmin(P,Q) > Ωk , (7.65)
and degmax(Q) 6 Γk. Then there exist sets P ′ ⊆ P , Q′ ⊆ Q \ Y and Q′′ ⊆ Q′ such that the
following holds.
(a) degmin(P ′, Q′′) > ψ
3Ω
4Γ2
k,
(b) degmax(Q′, P \ P ′) < ψk,
(c) degmax(Q′′, Q \Q′) < ψk, and
(d) e(P ′, Q′′) > (1− ψ)e(P,Q) − 2|Y ∩Q|Γ2ψ k.
Proof. Initially, set P ′ := P , Q′ =: Q \ Y and Q′′ := Q′ \Y . We shall sequentially discard from the
sets P ′, Q′ and Q′′ those vertices which violate any of the properties (a)–(c). Further, if a vertex
v ∈ Q is removed from Q′ then we remove it from the set Q′′ as well. This way, we have Q′′ ⊆ Q′
in each step. After this sequential cleaning procedure finishes it only remains to establish (d).
First, observe that the way we constructed P ′ ensures that
e(P \ P ′, Q′′) 6 ψ
3
4Γ2
e(P,Q) . (7.66)
Let Qb ⊆ Q \ Q′ be the set of the vertices removed because of condition (b). For a vertex
u ∈ P \ P ′, we write Q′′u for the set Q′′ just before the moment when u was removed from P ′.
Likewise, we define the sets P ′v , Q′v, Q′′v for each v ∈ Q \Q′′. For u ∈ P \ P ′ let f(u) := deg(u,Q′′u),
for v ∈ Q \ (Q′ ∪ Y ) let g(v) := deg(v, P \ P ′v), and for w ∈ Q′ \ Q′′ let h(w) := deg(w,Q \ Q′w).
Observe that
∑
u∈P\P ′ f(u) >
∑
v∈Qb g(v). Indeed, at the moment when v ∈ Q is removed from Q′,
the g(v) edges that v sends to the set P \ P ′v are counted in
∑
w∈N(v)∩(P\P ′) f(w). We therefore
have
ψ3
4Γ2
e(P,Q) >
ψ3
4Γ2
∑
u∈P\P ′
deg(u,Q) >
∑
u∈P\P ′
f(u) >
∑
v∈Qb
g(v) > |Qb|ψk ,
and consequently,
|Qb| 6 ψ
2
4Γ2k
e(P,Q) . (7.67)
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We also have
|Q′ \Q′′|ψk 6
∑
w∈Q′\Q′′
h(w) 6 |Qb ∪ (Y ∩Q)|Γk
(7.67)
6
ψ2
4Γ
e(P,Q) + |Y ∩Q|Γk . (7.68)
Finally, we can lower-bound e(P ′, Q′′) as follows.
e(P ′, Q′′) > e(P,Q)− e(P \ P ′, Q′′)− |Y ∩Q|Γk − |Qb|Γk − |Q′ \Q′′|Γk
(by (7.66), (7.67), (7.68)) > e(P,Q)
(
1− ψ
3
4Γ2
− ψ
2
4Γ
− ψ
4
)
− |Y ∩Q|
(Γ2k
ψ
+ Γk
)
> (1− ψ)e(P,Q) − 2
ψ
|Y ∩Q|Γ2k .
The purpose of the lemmas below (Lemmas 7.28–7.31) is to distill vertex-sets for configurations
(⋄2)-(⋄10). They will be applied in Lemmas 7.33, 7.34, 7.35. This is the final “cleaning step” on our
way to the proof of Theorem 1.3 — the outputs of these lemmas can by used for a vertex-by-vertex
embedding of any tree T ∈ trees(k) (although the corresponding embedding procedures given in
Section 8 are quite complex).
The first two of these cleaning lemmas (Lemmas 7.28 and 7.29) are suited when the set Ψ of
vertices of huge degrees (cf. Setting 7.4) needs to be considered.
For the following lemma, recall that we defined [r] as the set of the first r natural numbers, not
including 0.
Lemma 7.28. For all r,Ω∗,Ω∗∗ ∈ N, and δ, γ, η ∈ (0, 1), with
(
3Ω∗
γ
)r
δ < η/10, and Ω∗∗ > 1000
the following holds. Suppose there are vertex sets X0,X1, . . . ,Xr and Y of an n-vertex graph G
such that
1. |Y | < ηn/(4Ω∗),
2. e(X0,X1) > ηkn,
3. degmin(X0,X1) > Ω
∗∗k,
4. degmin(Xi,Xi+1) > γk for all i ∈ [r − 1], and
5. degmax
(
Y ∪⋃i∈[r]Xi) 6 Ω∗k.
Then there are sets X ′i ⊆ Xi for i = 0, 1, . . . , r such that
(a) X ′1 ∩ Y = ∅,
(b) degmin(X ′i,X
′
i−1) > δk for all i ∈ [r],
(c) degmax(X ′i,Xi+1 \X ′i+1) < γk/2 for all i ∈ [r − 1],
77
7.6 Cleaning
(d) degmin(X ′0,X
′
1) >
√
Ω∗∗k, and
(e) e(X ′0,X ′1) > ηkn/2, in particular X ′0 6= ∅.
Proof. In the formulae below we refer to hypotheses of the lemma as “1.”–“5.”.
Set X ′1 := X1 \ Y . For i = 0, 2, 3, 4, . . . , r, set X ′i := Xi. Discard sequentially from X ′i any
vertex that violates any of the Properties (b)–(d). Properties (a)–(d) are trivially satisfied when
the procedure terminates. To show that Property (e) holds at this point, we bound the number of
edges from e(X0,X1) that are incident with X0 \X ′0 or with X1 \X ′1 in an amortized way.
For i ∈ {0, . . . , r} and for v ∈ Xi \X ′i we write
fi(v) := deg
(
v,Xi+1(v) \X ′i+1(v)
)
,
gi(v) := deg
(
v,X ′i−1(v)
)
, and
hi(v) := deg
(
v,X ′i+1(v)
)
.
where the sets X ′i−1(v),X
′
i(v),X
′
i+1(v) above refer to the moment when v is removed from X
′
i (we
do not define fi(v) and hi(v) for i = r and gi(v) for i = 0).
For i ∈ [r] let Xbi denote the vertices in Xi \X ′i that were removed from X ′i because of violating
Property (b). Then for a given i ∈ [r] we have that∑
v∈Xbi
gi(v) < δkn. (7.69)
For i = 1, . . . , r − 1 let Xci denote the vertices in Xi \X ′i that violated Property (c). Set Xcr := ∅.
For a given i ∈ [r − 1] we have
|Xci | · γk/2 6
∑
v∈Xci
fi(v) 6
∑
v∈Xi+1\X′i+1
gi+1(v)
5.,(7.69)
< δkn + |Xci+1| · Ω∗k , (7.70)
as Xi \X ′i = Xbi ∪Xci , for i = 2, . . . , r. Using (7.70) for j = 0, . . . , r−1, we inductively deduce that
|Xcr−j |
γ
2
6
j−1∑
i=0
(
2Ω∗
γ
)i
δn . (7.71)
(The left-hand side is zero for j = 0.) The bound (7.71) for j = r − 1 gives
|Xc1 | 6
2
γ
·
r−2∑
i=0
(
2Ω∗
γ
)i
δn 6
2(2Ω∗)r−1
γr
δn . (7.72)
Therefore,
e(X0, Y ∪Xc1 ) 6 |Y ∪Xc1 | · Ω∗k
(7.72),1.
6
ηkn
4
+
(
2Ω∗
γ
)r
δkn . (7.73)
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For any vertex v ∈ X0 \ X ′0 we have h0(v) <
√
Ω∗∗k, and at the same time by Hypothesis 3. we
have deg(v,X1) > Ω
∗∗k. So, ∑
v∈X0\X′0
h0(v) 6
e(X0,X1)√
Ω∗∗
. (7.74)
We have
e(X ′0,X
′
1) > e(X0,X1)− e(X0, Y ∪Xc1 )−
∑
v∈X0\X′0
h0(v) −
∑
v∈Xb1
g1(v) .
(It requires a minute of meditation to see that edges between X0 \ X ′0 and Xb1 are indeed not
counted on the right-hand side.) Therefore,
e(X ′0,X
′
1) > e(X0,X1)− e(X0, Y ∪Xc1 )−
∑
v∈X0\X′0
h0(v)−
∑
v∈Xb1
g1(v)
(by (7.69), (7.73), (7.74)) > e(X0,X1)− ηkn
4
−
(
2Ω∗
γ
)r
δkn − e(X0,X1)√
Ω∗∗
− δkn
(by 2.) > ηk/2 ,
proving Property (e).
Lemma 7.29. Let δ, η,Ω∗,Ω∗∗, h > 0, let G be an n-vertex graph, let X0,X1, Y ⊆ V (G), and let C
be a system of subsets of V (G) such that
1. 20(δ + 2√
Ω∗∗
) < η,
2. 2kn > e(X0,X1) > ηkn,
3. degmin(X0,X1) > Ω
∗∗k,
4. degmax(X1) 6 Ω
∗k,
5. |Y | < ηn/(4Ω∗), and
6. 10h|C|Ω∗ < ηn.
Then there are sets X ′0 ⊆ X0 and X ′1 ⊆ X1 \ Y such that
a) degmin(X ′0,X ′1) >
√
Ω∗∗k,
b) degmin(X ′1,X
′
0) > δk,
c) for all C ∈ C, either X ′1 ∩ C = ∅, or |X ′1 ∩ C| > h, and
d) e(X ′0,X ′1) > ηkn/2.
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Proof. Set X ′0 := X0 and X
′
1 := X1 \ Y and discard sequentially from X ′0, any vertex violating
Property a). Further, we discard from X ′1 any vertex violating Property b), or any C ∈ C violat-
ing c). When the process ends, we verify Property d) by bounding the number of edges in e(X0,X1)
incident with X0 \X ′0 or with X1 \X ′1. Given Assumption 2, and since by Assumption 5 there are
at most 14ηkn edges incident with Y ∩X1 it suffices to prove that
e(X0,X1)− e(X ′0,X ′1)− e(Y ∩X1,X0) <
ηkn
4
. (7.75)
Denote by Xb1 the set of vertices in X1 \ (Y ∪ X ′1) that violated Property b), and by Xc1 the
set of vertices in X1 \ (Y ∪X ′1) that violated Property c). For a vertex v ∈ X1 \ (Y ∪X ′1), let g(v)
denote the number deg(v,X ′0) at the very time when v is removed from X ′1. Analogously we define
f(v), for v ∈ X0 \X ′0, as deg(v,X ′1) where the set X ′1 is considered at the point of removal of v.
We have
∑
v∈Xb1
g(v) < δkn,
∑
v∈Xc1 g(v) 6 |X
c
1 |Ω∗k < h|C| · Ω∗k, and
∑
v∈X0\X′0
f(v) 6
e(X0,X1)√
Ω∗∗
2.
6
2√
Ω∗∗
kn .
Thus,
e(X0,X1)− e(X ′0,X ′1)− e(Y ∩X1,X0)
=
∑
v∈Xb1
g(v) +
∑
v∈Xc1
g(v) +
∑
v∈X0\X′0
f(v)
<
(
δ +
2√
Ω∗∗
)
kn+ h|C|Ω∗k
(by 1. and 6.) <
ηkn
4
.
establishing (7.75).
The next two lemmas (Lemmas 7.30 and 7.31) deal with cleaning outside the set of huge degree
vertices Ψ.
Lemma 7.30. For all r,Ω ∈ N, r > 2 and all γ, δ, η > 0 such that(
8Ω
γ
)r
δ 6
η
10
(7.76)
the following holds. Suppose there are vertex sets Y,X0,X1, . . . ,Xr ⊆ V , where V is a set of n
vertices. Suppose that edge sets E1, . . . , Er are given on V . The expressions degi, deg
max
i, deg
min
i,
and ei below refer to the edge set Ei. Suppose that the following properties are fulfilled
1. |Y | < δn,
2. e1(X0,X1) > ηkn,
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3. for all i ∈ [r − 1] we have degmini+1(Xi \ Y,Xi+1) > γk,
4. for all i ∈ {0, . . . , r − 1}, we have degmaxi+1(Xi) 6 Ωk, and degmaxi+1(Xi+1) 6 Ωk.
Then there are sets X ′i ⊆ Xi \ Y (i = 0, . . . , r) satisfying the following.
a) For all i ∈ [r] and we have degmini(X ′i,X ′i−1) > δk,
b) for all i ∈ [r − 1] we have degmaxi+1(X ′i,Xi+1 \X ′i+1) < γk/2,
c) degmin1(X
′
0,X
′
1) > δk, and
d) e1(X
′
0,X
′
1) > ηkn/2
Proof. We proceed similarly as in the proof of Lemma 7.28. Set X ′i := Xi \ Y for each i = 0, . . . , r.
Discard sequentially from X ′i any vertex that violates Property a) or b), or c). When the procedure
terminates, we certainly have that a)–c) hold. We then show that Property d) holds by bounding the
number of edges from e1(X0,X1) that are incident with X0 \X ′0 or with X1 \X ′1. For i ∈ {0, . . . , r}
and for v ∈ Xi \X ′i we write
fi+1(v) := degi+1(v,Xi+1 \X ′i+1) ,
gi(v) := degi(v,X
′
i−1) , and
h(v) := deg1(v,X
′
1) ,
where the sets X ′1,X ′i−1 and X
′
i+1 above refer to the moment
20 when v is removed from X ′i or from
X ′1 (we do not define fi+1(v) for i = r and gi(v) for i = 0).
Let Xai ⊆ Xi, Xbi ⊆ Xi for i ∈ [r − 1] be the sets of vertices removed from X ′i because of
Property a) and b), respectively. Set Xar := Xr \X ′r and Xc0 := X0 \X ′0. We have for each i ∈ [r],∑
v∈Xai
gi(v) < δkn . (7.77)
Also, note that we have ∑
v∈Xc0
h(v) 6 δkn . (7.78)
We set Xbr := ∅. For a given i ∈ [r − 1] we have
|Xbi | ·
γk
2
6
∑
v∈Xbi
fi+1(v)
6
∑
v∈Xi+1\X′i+1
gi+1(v)
(by 4., (7.77)) 6 δkn+ |Xbi+1|Ωk , (7.79)
20if v ∈ Y then this moment is the zero-th step
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as Xi \X ′i ⊆ Xai ∪Xbi ∪ Y , for i = 2, . . . , r. Using (7.79), we deduce inductively that
|Xbr−j | 6
(
8Ω
γ
)j
δn , (7.80)
for j = 0, . . . , r − 1. (The left-hand side is zero for j = 0.) Therefore,
e1(X
′
0,X
′
1) > e1(X0,X1)− (|Y |+ |Xb1 |)Ωk −
∑
v∈Xa1
g1(v)−
∑
v∈Xc0
h(v)
(by 2, (7.80), (7.77), (7.78)) > ηkn −
(
8Ω
γ
)r
δkn − 2δkn
>
η
2
kn ,
establishing Property d).
Lemma 7.31. For all r,Ω ∈ N, r > 2 and all γ, η, δ, ε, µ, d > 0 with
20ε < d and
(
8Ω
γ
)r
δ 6
η
30
(7.81)
the following holds. Suppose there are vertex sets Y,X0,X1, . . . ,Xr ⊆ V , where V is a set of n
vertices. Let P
(1)
i , . . . , P
(p)
i partition Xi, for i = 0, 1. Suppose that edge sets E1, E2, E3, . . . , Er are
given on V . The expressions degi, deg
max
i, and deg
min
i below refer to the edge set Ei. Suppose
that
1. |Y | < δn,
2. |X1| > ηn,
3. for all i ∈ [r − 1] we have degmini+1(Xi \ Y,Xi+1) > γk,
4. the family
{
(P
(j)
0 , P
(j)
1 )
}
j∈[p]
is an (ε, d, µk)-semiregular matching with respect to the edge set
E1, and
5. for all i ∈ {0, . . . , r − 1}, degmaxi+1(Xi+1) 6 Ωk, and (when i 6= r) degmaxi+1(Xi) 6 Ωk.
Then there is a non-empty family {(Q(j)0 , Q(j)1 )}j∈Y of vertex-disjoint (4ε, d4)-super-regular pairs
with respect to E1, with
a) |Q(j)0 |, |Q(j)1 | > µk2 for each j ∈ Y,
and sets X ′0 :=
⋃
Q
(j)
0 ⊆ X0 \ Y , X ′1 :=
⋃
Q
(j)
1 ⊆ X1 \ Y , X ′i ⊆ Xi \ Y (i = 2, . . . , r) such that
b) for all i ∈ [r − 1] we have degmini+1(X ′i+1,X ′i) > δk, and
c) for all i ∈ [r − 1], we have degmaxi+1(X ′i ,Xi+1 \X ′i+1) < γk/2.
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Proof. Initially, set J := ∅ and X ′i := Xi \ Y for each i = 0, . . . , r. Discard sequentially from X ′i
any vertex that violates any of the Properties b) or c). We would like to keep track of these vertices
and therefore we call Xbi ,X
c
i ⊆ Xi the sets of vertices removed from X ′i because of Property b),
and c), respectively. Further, for i = 0, 1 and for j ∈ [p] remove any vertex v ∈ X ′i ∩P (j)i from X ′i if
deg1(v,X
′
1−i ∩ P (j)1−i) 6
d|P (j)1−i|
4
. (7.82)
For i = 0, 1, let Xai be the set of those vertices of Xi that were removed because of (7.82).
Last, if for some j ∈ [p] we have |P (j)0 ∩ Y | > |P
(j)
0 |
4 or |P
(j)
1 ∩ (Y ∪ Xc1)| > |P
(j)
1 |
4 we remove
simultaneously the sets P
(j)
0 and P
(j)
1 entirely from X
′
0 and X
′
1, i.e., we set X
′
0 := X
′
0 \ P (j)0 and
X ′1 := X ′1 \ P (j)1 . We also add the index j to the set J in this case.
When the procedure terminates define Y := [p] \ J , and for j ∈ Y set (Q(j)0 , Q(j)1 ) := (P (j)0 ∩
X ′0, P
(j)
1 ∩X ′1). The setsX ′i obviously satisfy Properties b)–c). We now turn to verifying Property a).
This relies on the following claim.
Claim 7.31.1. If j ∈ [p] \ J then |P (j)0 ∩Xa0 | 6 |P
(j)
0 |
4 and |P
(j)
1 ∩Xa1 | 6 |P
(j)
1 |
4 .
Proof of Claim 7.31.1. Recall that E1 is the relevant underlying edge set when working with the
pairs (P
(j)
0 , P
(j)
1 ). Also, recall that only vertices from Y ∪ Xa0 were removed from P (j)0 and only
vertices from Y ∪Xa1 ∪Xc1 were removed from P (j)1 .
Since j /∈ J , the pair (P (j)0 \Y, P (j)1 \ (Y ∪Xc1)) is 2ε-regular of density at least 0.9d by Fact 2.7.
Let
K0 :=
{
v ∈ P (j)0 \ Y : deg1(v, P (j)1 \ (Y ∪Xc1)) < 0.8d|P (j)1 \ (Y ∪Xb1)|
}
, and
K1 :=
{
v ∈ P (j)1 \ (Y ∪Xc1) : deg1(v, P (j)0 \ Y ) < 0.8d|P (j)0 \ Y |
}
.
By Fact 2.8, we have |K0| 6 2ε|P (j)0 \ Y | 6 0.1d|P (j)0 | and |K1| 6 0.1d|P (j)1 |. In particular, we have
degmin1(P
(j)
0 \ (Y ∪K0), P (j)1 \ (Y ∪Xc1 ∪K1)) > 0.8d|P (j)1 \ (Y ∪Xc1)| − |K1|
> 0.8d · 0.75|P (j)1 | − 0.1d|P (j)1 |
> 0.25d|P (j)1 | , and
(7.83)
degmin1(P
(j)
1 \ (Y ∪Xc1 ∪K1), P (j)0 \ (Y ∪K0)) > 0.8d|P (j)0 \ Y | − |K0|
> 0.8d · 0.75|P (j)0 | − 0.1d|P (j)0 |
> 0.25d|P (j)0 | .
(7.84)
Then (7.83) and (7.84) allow us to prove that P
(j)
i ∩Xai ⊆ Ki for i = 0, 1. Indeed, assume inductively
that P
(j)
i ∩Xai ⊆ Ki for i = 0, 1 throughout the cleaning process until a certain step. Then (7.83)
and (7.84) assert that no vertex outside of P
(j)
0 \(Y ∪K0) or of P (j)1 \(Y ∪Xc1∪K1) can be removed
because of (7.82), proving the induction step. The claim follows.
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Putting together the definition of J (through which one controls the size of P (j)i ∩ (Y ∪Xci ))
and Claim 7.31.1 (which controls the size of P
(j)
i ∩Xai ) we get for each j ∈ Y and i = 0, 1,
|Q(j)i | >
|P (j)i |
2
>
µk
2
.
Therefore, these pairs are 4ε-regular (cf. Fact 2.7). Last, we get the property of (4ε, d4 )-super-
regularity from the definition of Xci (cf. (7.82)). Thus, the pairs (Q
(j)
0 , Q
(j)
1 ) are as required for
Lemma 7.31 and satisfy its Property a).
The only thing we have to prove is that the set X ′1 is nonempty. By the definition, for each
j ∈ J , we either have |P (j)1 | 6 4(|(Y ∪ Xc1) ∩ P (j)1 |) or |P (j)0 | 6 4|Y ∩ P (j)0 |. We use that that
|P (j)0 | = |P (j)1 | to see that ∣∣∣∣∣⋃J P (j)1
∣∣∣∣∣ 6 4(|Y |+ |Xc1|) . (7.85)
For i ∈ {1, . . . , r} and for v ∈ Xi \X ′i write
fi+1(v) := degi+1(v,Xi+1 \X ′i+1) , and
gi(v) := degi(v,X
′
i−1) .
where the sets X ′1,X
′
i−1 and X
′
i+1 above refer to the moment
21 when v is removed from X ′i (we do
not define fi+1(v) for i = r).
Observe that for each i ∈ {2, . . . , r}, we have∑
v∈Xbi
gi(v) < δkn . (7.86)
We set Xcr := ∅. For a given i ∈ [r − 1] we have
|Xci | ·
γk
2
6
∑
v∈Xci
fi+1(v)
6
∑
v∈Xi+1\X′i+1
gi+1(v) (7.87)
(by 1. ,5. , (7.86)) < δkn + |Xci+1|Ωk, (7.88)
as Xi \ X ′i ⊆ Xbi ∪ Xci ∪ Y , for i = 2, . . . , r. Using (7.88), we deduce inductively that |Xcr−j | 6(
8Ω
γ
)j
δn for j = 1, 2, . . . , r − 1, and in particular that
|Xc1 | 6
(
8Ω
γ
)r−1
δn . (7.89)
21if v ∈ Y then this moment is the zero-th step
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As Xa1 = ∅, we obtain that
|X ′1| =
∣∣∣∣∣∣X1 \
⋃
j∈J
P
(j)
1 ∪
⋃
j∈Y
(
P
(j)
1 ∩ (Y ∪Xa1 ∪Xc1)
)∣∣∣∣∣∣
(by (7.85)) > |X1| − 4(|Y |+ |Xc1|)−
∣∣∣∣∣∣
⋃
j∈Y
(
P
(j)
1 ∩Xa1
)∣∣∣∣∣∣
(by 1., (7.81), (7.89)) > |X1| − ηn
2
−
∣∣∣∣∣∣
⋃
j∈Y
(P
(j)
1 ∩Xa1 )
∣∣∣∣∣∣
(by Cl 7.31.1) > |X1| − ηn
2
− |X1|
4
(by 2.) > 0,
as desired.
7.7 Obtaining a configuration
In this section we prove that the structure in the graph G ∈ LKS(n, k, η) guaranteed by Lemma 6.1
always leads to one of the configurations (⋄1)–(⋄10). We distinguish two cases. When the set Ψ of
vertices of huge degree (coming from a sparse decomposition of G) sees many edges, then one of the
configurations (⋄1)–(⋄5) must occur (cf. Lemma 7.33). Otherwise, when the edges incident with
Ψ can be neglected, we obtain one of the configurations (⋄6)–(⋄10) (cf. Lemmas 7.34 and 7.35).
How these configurations help in embedding the tree T⊲T1.3 ∈ trees(k) will be shown in Section 8.
Lemmas 7.33, 7.34, and 7.35 are stated in the next section, and their proofs occupy Sec-
tions 7.7.3, 7.7.4, and 7.7.5, respectively. These results are put together in Lemma 7.32 of Sec-
tion 7.7.1.
7.7.1 Statements of the results
We first state the main result of this section, Lemma 7.32. Its proof is given in Section 7.7.2.
Lemma 7.32. Suppose we are in Settings 7.4 and 7.7. Further suppose that at least one of the
cases (K1) or (K2) from Lemma 6.1 occurs in G (with Mgood as in Lemma 6.1 (h)). Then one
of the configurations
• (⋄1),
• (⋄2)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
η9ρ2
128·1022·(Ω∗)5
)
,
• (⋄3)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ2
128·1022·(Ω∗)5
)
,
• (⋄4)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ3
384·1022(Ω∗)5
)
,
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• (⋄5)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
η9
128·1022·(Ω∗)3 ,
η
2 ,
η9
128·1022·(Ω∗)4
)
,
• (⋄6)( η3ρ4
1014(Ω∗)4
, 4π, γ
3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2000 , p2(1 +
η
20 )k
)
,
• (⋄7)( η3γ3ρ
1012(Ω∗)4
, ηγ400 , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2·103 , p2(1 +
η
20 )k
)
,
• (⋄8)( η4γ4ρ
1015(Ω∗)5
, ηγ400 ,
400ε
η , 4π,
d
2 ,
γ3ρ
32Ω∗ ,
ηπc
200k ,
η2ν
2·104 , p1(1 +
η
20 )k, p2(1 +
η
20 )k
)
,
• (⋄9)( ρη8
1027(Ω∗)3
, 2η
3
103
, p1(1 +
η
40)k, p2(1 +
η
20)k,
400ε
η ,
d
2 ,
ηπc
200k , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104
)
,
• (⋄10)(ε, γ2d2 , π√ε′νk, (Ω∗)2kγ2 , η40)
occurs in G.
Lemma 7.32 will be proved in Section 7.7.2. The proof relies on Lemmas 7.33, 7.34 and 7.35
below. For an input graph G⊲L7.32 one of these lemmas is applied depending on the majority type
of “good” edges in G⊲L7.32. Observe that (K1) of Lemma 6.1 guarantees edges between Ψ and
XA ∪ XB, or between XA and XA ∪ XB either in E(Gexp) or in E(GD). Lemma 7.33 is used if we
find edges between Ψ and XA ∪ XB. Lemma 7.34 is used if we find edges of E(Gexp) between XA
and XA ∪ XB. The remaining case can be reduced to the setting of Lemma 7.35. Lemma 7.35 is
also used to obtain a configuration if we are in case (K2) of Lemma 6.1.
Lemma 7.33. Suppose we are in Setting 7.4. Assume that
eG∇(Ψ,XA ∪ XB) >
η13kn
1028(Ω∗)3
. (7.90)
Then G contains at least one of the configurations
• (⋄1),
• (⋄2)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√
Ω∗∗
2 ,
η9ρ2
128·1022·(Ω∗)5
)
,
• (⋄3)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ2
128·1022·(Ω∗)5
)
,
• (⋄4)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ3
384·1022(Ω∗)5
)
, or
• (⋄5)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
η9
128·1022·(Ω∗)3 ,
η
2 ,
η9
128·1022·(Ω∗)4
)
.
Lemma 7.34. Suppose that we are in Setting 7.4 and Setting 7.7. If there exist two disjoint sets
YA1,YA2 ⊆ V (G) such that
eGexp(YA1,YA2) > 2ρkn , (7.91)
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and either
YA1 ∪ YA2 ⊆ XA↾0 \ (P ∪ V¯ ∪ F), or (7.92)
YA1 ⊆ XA↾0 \ (P ∪ V¯ ∪ F ∪ P2 ∪ P3), and YA2 ⊆ XB↾0 \ (P ∪ V¯ ∪ F) (7.93)
then G has configuration (⋄6)( η3ρ4
1014(Ω∗)3
, 0, 1, 1, 3η
3
2·103 , p2(1 +
η
20 )k).
Lemma 7.35. Suppose that we are in Setting 7.4 and Setting 7.7. Let D∇ be as in Lemma 7.5.
Suppose that there exists an (ε¯, d¯, βk)-semiregular matching M, V (M) ⊆ P0, |V (M)| > ρnΩ∗ , with
one of the following two sets of properties.
(M1) M is absorbed by Mgood, ε¯ := 105ε′η2 , d¯ := γ
2
4 , and β :=
η2c
8·103k .
(M2) E(M) ⊆ E(D∇), M is absorbed by D∇, ε¯ := π, d¯ := γ
3ρ
32Ω∗ , and β :=
α̂ρ
Ω∗ .
Suppose further that one of the following occurs.
(cA) V (M) ⊆ XA↾0 \ (P ∪ V¯ ∪ F), and we have for the set
R := shadowG∇
(
(V A ∩ Lη,k(G)) \ V (MA ∪MB), 2η
2k
105
)
one of the following
(t1) V1(M) ⊆ shadowG∇(V (Gexp), ρk),
(t2) V1(M) ⊆ V A,
(t3) V1(M) ⊆ R \ (shadowG∇(V (Gexp), ρk) ∪ V A), or
(t5) V (M) ⊆ V (Greg) \ (shadowG∇(V (Gexp), ρk) ∪ V A ∪R).
(cB) V1(M) ⊆ XA↾0 \ (P ∪ P2 ∪ P3 ∪ V¯ ∪ F) and V2(M) ⊆ XB↾0 \ (P ∪ V¯ ∪ F), and we have
(t1) V1(M) ⊆ shadowG∇(V (Gexp), ρk),
(t2) V1(M) ⊆ V A, or
(t3–5) V1(M) ∩ (shadowG∇(V (Gexp), ρk) ∪ V A) = ∅.
then at least one of the following configurations occurs:
• (⋄6)( η3ρ4
1012(Ω∗)4
, 4π, γ
3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2000 , p2(1 +
η
20 )k
)
,
• (⋄7)( η3γ3ρ
1012(Ω∗)4
, ηγ400 , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2000 , p2(1 +
η
20 )k
)
,
• (⋄8)( η4γ4ρ1015(Ω∗)5 , ηγ400 , 400εη , 4π, d2 , γ3ρ32Ω∗ , ηπc200k , η2ν2·104 , p1(1 + η20 )k, p2(1 + η20 )k),
• (⋄9)( ρη8
1027(Ω∗)3
, 2η
3
103
, p1(1 +
η
40)k, p2(1 +
η
20)k,
400ε
η ,
d
2 ,
ηπc
200k , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104
)
,
• (⋄10)(ε, γ2d2 , π√ε′νk, (Ω∗)2kγ2 , η40).
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7.7.2 Proof of Lemma 7.32
In the proof, we distinguish different types of edges captured in cases (K1) and (K2). If in case
(K1) many of the captured edges from XA to XA∪XB are incident with Ψ, we will get one of the
configurations (⋄1)–(⋄5) by employing Lemma 7.33. Otherwise, there must be many edges from
XA to XA ∪ XB in the graph Gexp, or in GD. Lemma 7.34 shows that the former case leads to
configuration (⋄6). We will reduce the latter case to the situation in Lemma 7.35 which gives one
of the configurations (⋄6)–(⋄10).
We use Lemma 7.35 to give one of the configurations (⋄6)–(⋄10) also in case (K2). 22
Let us now turn to the details of the proof. If eG(Ψ,XA ∪ XB) > η
13kn
1028(Ω∗)3
then we use
Lemma 7.33 to obtain one of the configurations (⋄1)–(⋄5), with the parameters as in the statement
of Lemma 7.32.
Thus, in the remainder of the proof we assume that
eG(Ψ,XA ∪XB) < η
13kn
1028(Ω∗)3
. (7.94)
We now bound the size of the set P. By Setting 7.4(9) we have that
|E(G) \ E(G∇)| 6 2ρkn.
Plugging this into Lemma 7.9 we get |L#| 6 40ρnη , |XA\YA| 6 1200ρnη2 , and |(XA∪XB)\YB| 6 1200ρnη2 .
Further, using (7.94), Lemma 7.9 also gives that |V6 Ψ| 6 η
12n
1026(Ω∗)3
. It follows from Setting 7.4(8)
that |PA| 6 γn. Last, by Setting 7.4(7) we have |P1| 6 2γn. Thus,
|P| 6 |XA \YA|+ |(XA ∪ XB) \YB|+ |V 6 Ψ|+ |L#|+ |P1|
+
∣∣∣∣shadowGD∪G∇(V6 Ψ ∪ L# ∪ PA ∪ P1, η2k105 )
∣∣∣∣
(7.3)
6
2η10n
1021(Ω∗)2
, (7.95)
where we used Fact 7.1 to bound the size of the shadows.
Let us first turn our attention to case (K1). By Definition 7.6 we have Ψ∩P0 = ∅. Therefore,
eG∇
(
XA↾0 \ P,(XA ∪ XB)↾0 \ P) = eG∇((XA \ (Ψ ∪ P))↾0, (XA \ (Ψ ∪ P))↾0 ∪ (XB \ P)↾0)
(by Def 7.6 (7)) > p20 · eG∇
(
XA \ (Ψ ∪ P), (XA ∪XB) \ (Ψ ∪ P))− k0.6n0.6
(by (7.15)) >
η2
104
(
eG∇(XA,XA ∪XB)− 2eG∇(Ψ,XA ∪ XB)− 2|P|Ω∗k
)− k0.6n0.6
(by (K1), (7.94), (7.95)) >
η2
104
(ηkn
4
− 2η
13kn
1028(Ω∗)3
− 4η
10kn
1021Ω∗
)
− k0.6n0.6
>
η3kn
105
. (7.96)
22Actually, our proof of Lemma 7.35 implies that one does not get configuration (⋄9) in case (K2); but this fact
is never needed.
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We consider the following two complementary cases:
(cA) eG∇((XA \ P)↾0) > 40ρkn.
(cB) eG∇((XA \ P)↾0) < 40ρkn.
Note that XA \ P ⊆ YA, and (XA ∪ XB) \ P ⊆ YB. We shall now define in each of the
cases (cA) and (cB) certain sets YA1,YA2 which will have a minimum number of edges between
them. Although the definition of these sets is different for the cases (cA) and (cB), for ease of
notation they receive the same names.
In case (cA) a standard argument (take a maximal cut) gives disjoint sets YA1,YA2 ⊆ (XA \
(P ∪ V¯ ∪ F))↾0 ⊆ YA with
eG∇(YA1,YA2) >
1
2
(eG∇(XA \ P)↾0 − |V¯ ∪ F| · Ω∗k)
(by Def 7.6(1) and by (7.17)) >
1
2
(40ρkn − 2εΩ∗kn)
>19ρkn . (7.97)
Let us now define YA1,YA2 for case (cB). Property 6 of Setting 7.4 implies that
|P2| 6 √γn . (7.98)
Also, by Definition 7.6(7) we have
eG∇(XA) 6
1
p20
(
eG∇((XA \ P)↾0) + k0.6n0.6
)
+ eG∇(Ψ,XA) + |P|Ω∗k
(by (7.15), (cB), (7.94), and (7.95)) 6
104
η2
· (40ρkn + k0.6n0.6)+ η13
1028(Ω∗)3
kn+
η10
1020Ω∗
kn
(by (7.3)) <
η8
1015Ω∗
kn .
Consequently,
|P3| · η
3k
103
6 eG∇(P3,XA) 6 2 ·
η8
1015Ω∗
kn,
and thus,
|P3| 6 2 · η
5
1012Ω∗
n . (7.99)
Set YA1 := (XA \ (P ∪ P2 ∪ P3 ∪ V¯ ∪ F))↾0 ⊆ YA and YA2 := (XB \ (P ∪ V¯ ∪ F))↾0 ⊆ YB. Then the
sets YA1 and YA2 are disjoint and we have
eG∇(YA1,YA2) > eG∇
(
(XA \ P)↾0, ((XA ∪ XB) \ P)↾0
)
− 2eG∇((XA \ P)↾0)
− (|P2|+ |P3|+ 2|V¯ |+ 2|F|) · Ω∗k
(by (7.96), (cB), (7.98), (7.99), D7.6(1), (7.17)) >
η3kn
105
− 80ρkn −√γΩ∗kn− 2η
5
1012
kn− 4εΩ∗kn
(7.3)
> 19ρkn . (7.100)
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We have thus defined YA1,YA2 for both cases (cA) and (cB).
Observe first that if eGexp(YA1,YA2) > 2ρkn then we may apply Lemma 7.34 to obtain
Configuration (⋄6)( η3ρ4
1014(Ω∗)3
, 0, 1, 1, 3η
3
2·103 , p2(1 +
η
20)k). Hence, from now on, let us assume that
eGexp(YA1,YA2) > 2ρkn. Then by (7.97) and (7.100) we have that
eGD(YA1,YA2) > 17ρkn.
We fix a family D∇ as in Lemma 7.5. In particular, we have
eD∇(YA1,YA2) > 16ρkn. (7.101)
Let R := shadowG∇
(
(V A ∩ Lη,k(G)) \ V (MA ∪MB), 2η
2k
105
)
. For i = 1, 2 define
Y
(1)
i := shadowG(V (Gexp), ρk) ∩ YAi ,
Y
(2)
i := (V A ∩ YAi) \ Y(1)i ,
Y
(3)
i := (R ∩ YAi) \ (Y(1)i ∪ Y(2)i ) ,
Y
(4)
i := (A ∩ YAi) \ (Y(1)i ∪ Y(2)i ∪ Y(3)i ) ,
Y
(5)
i := YAi \ (Y(1)i ∪ . . . ∪ Y(4)i ) .
(7.102)
Clearly, the sets Y
(j)
i partition YAi for i = 1, 2.
We now present two lemmas (one for case (cA) and one for case (cB)) which help to distinguish
several subcases based on the majority type of edges we find between YA1 and YA2. The first of
the two lemmas follows by simple counting from (7.101).
Lemma 7.36. In case (cB), we have one of the following.
(t1) eD∇
(
Y
(1)
1 ,YA2
)
> 2ρkn,
(t2) eD∇
(
Y
(2)
1 ,YA2
)
> 2ρkn,
(t3) eD∇
(
Y
(3)
1 ,YA2
)
> 2ρkn,
(t4) eD∇
(
Y
(4)
1 ,YA2
)
> 2ρkn, or
(t5) eD∇
(
Y
(5)
1 ,YA2
)
> 2ρkn.
Our second lemma is a bit more involved.
Lemma 7.37. In case (cA), we have one of the following.
(t1) eD∇(Y
(1)
1 ,YA2) + eD∇(YA1,Y
(1)
2 ) > 4ρkn,
(t2) eD∇
(
Y
(2)
1 ,YA2 \ Y(1)2
)
+ eD∇
(
YA1 \ Y(1)1 ,Y(2)2
)
> 4ρkn,
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(t3) eD∇
(
Y
(3)
1 ,YA2 \ (Y(1)2 ∪Y(2)2 )
)
+ eD∇
(
YA1 \ (Y(1)1 ∪ Y(2)1 ),Y(3)2
)
> 4ρkn, or
(t5) eD∇
(
Y
(5)
1 ,Y
(5)
2
)
> 2ρkn.
Proof. By (7.101), we only need to establish that
eD∇
(
Y
(4)
1 ,YA2 \ (Y(1)2 ∪ Y(2)2 ∪ Y(3)2 )
)
+ eD∇
(
YA1 \ (Y(1)1 ∪ Y(2)1 ∪ Y(3)1 ),Y(4)2
)
< ρkn .
For this, note that Y
(4)
1 ⊆ A and that YA2 \ (Y(1)2 ∪ Y(2)2 ∪ Y(3)2 ) is disjoint from V A. Thus we
have eD∇
(
Y
(4)
1 ,YA2 \ (Y(1)2 ∪ Y(2)2 ∪ Y(3)2 )
)
< ρkn100Ω∗ . We can bound the other summand using a
symmetric argument.
Next, we prove a lemma that will provide the crucial step for finishing case (K1).
Lemma 7.38. Let G∗ be the spanning subgraph of GD formed by the edges of D∇. If there are
two disjoint sets Z1 and Z2 with eG∗(Z1, Z2) > 2ρkn then there exists an (π,
γ3ρ
32Ω∗ ,
α̂ρk
Ω∗ )-semiregular
matching N in G∗ with Vi(N ) ⊆ Zi (i = 1, 2), and |V (N )| > ρnΩ∗ .
Proof. As the maximum degree G∗ is bounded by Ω∗k, we have |Z1| > 2ρnΩ∗ > 2ρkΩ∗ . Thus,
(G∗,D∇, G∗[Z1, Z2], {Z1}) ∈ G
(
v(GD), k,Ω∗,
γ3
4
,
ρ
Ω∗
, 2ρ
)
.
Lemma 5.6 (which applies with these parameters by the choice of α̂ and k0 by (7.3), also cf. page 153
for the precise choice) immediately gives the desired output.
We use Lemma 7.38 with Z1, Z2 being the pair of sets containing many edges as in the cases (t1)–
(t3) and (t5) of Lemma 7.3723 and (t1)–(t5) of Lemma 7.36. The lemma outputs a semiregular
matchingM⊲L7.35 := N⊲L7.38. This matching is a basis of the input for Lemma 7.35(M2) (subcase
(t1)–(t3), (t5), or (t3–5)). Thus, we get one of the configurations (⋄6)–(⋄10) as in the statement
of the lemma. This finishes the proof for case (K1).
Let us now turn our attention to case (K2). For every pair (X,Y ) ∈ Mgood, let X ′ ⊆ X↾0 \
(P ∪ V¯ ∪ F) and Y ′ ⊆ Y ↾0 \ (P ∪ V¯ ∪ F) be maximal with |X ′| = |Y ′|. Define N := {(X ′, Y ′) :
(X,Y ) ∈ Mgood , |X ′| > η
2c
2·103 }. By Lemma 7.8, and using (7.3) and (7.15), we know that
|V (M↾0good)| >
η2n
400
.
Therefore, we have
|V (N )| > |V (M↾0good)| − 2|P ∪ V¯ ∪ F| − 2
η2n
2 · 103
(by (K2), (7.95), Def7.6(1), (7.17)) >
η2n
400
− 4 · η
10n
1021(Ω∗)2
− 4εn − η
2n
103
>
η2n
1000
. (7.103)
23The quantities in Lemma 7.37 have two summands. We take the sets Z1,Z2 as those appearing in the majority
summand.
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By Fact 2.7, N is a (4·103ε′η2 , γ
2
2 ,
η2c
2·103 )-semiregular matching.
We use the definitions of the sets Y
(1)
i , . . . ,Y
(5)
i as given in (7.102) with YAi := Vi(N ) (i = 1, 2).
As V (N ) ⊆ V (Greg), we have that Y(4)i = ∅ (i = 1, 2). A set X ∈ Vi(N ) is said to be of Type 1 if∣∣∣X ∩ Y(1)i ∣∣∣ > 14 |X|. Analogously, we define elements of V(N ) of Type 2, Type 3, and Type 5.
By (7.103) and as V (Mgood) ⊆ XA, we are in subcase (cA). For each (X1,X2) ∈ N with at
least one Xi ∈ {X1,X2} being of Type 1, set X ′i := Xi∩Y(1)i and take an arbitrary set X ′3−i ⊆ X3−i
of size |X ′i|. Note that by Fact 2.7 (X ′i ,X ′3−i) forms a 10
5ε′
η2 -regular pair of density at least γ
2/4.
We let N1 be the semiregular matching consisting of all pairs (X ′i,X ′3−i) obtained in this way.24
Likewise, we construct N2,N3 and N5 using the features of Type 2, 3, and 5. Observe that the
matchings Ni may intersect.
Because of (7.103) and since we included at least one quarter of each N -edge into one of
N1,N2,N3 and N5, one of the semiregular matchings Ni satisfies |V (Ni)| > η
2n
16·1000 >
ρ
Ω∗n. So,
Ni serves as a matching M⊲L7.35 for Lemma 7.35(M1). Thus, we get one of the configurations
(⋄6)–(⋄10) as in the statement of the lemma. This finishes case (K2).
7.7.3 Proof of Lemma 7.33
Set η˜ := η
13
1028(Ω∗)3
. Define N↑ := {v ∈ V (G) : degG∇(v,Ψ) > k}, and N↓ := NG∇(Ψ) \ N↑. Recall
that by the definition of the class LKSsmall(n, k, η), the set Ψ is independent, and thus the sets
N↑ and N↓ are disjoint from Ψ. Also, using the same definition, we have
NG∇(Ψ) ⊆ Lη,k(G) \Ψ , and thus (7.104)
eG∇(Ψ, B) = eG∇(Ψ, B ∩ Lη,k(G)) for any B ⊆ V (G). (7.105)
We shall distinguish two cases.
Case A: eG∇(Ψ,N
↑) > eG∇(Ψ,XA ∪ XB)/8.
Let us focus on the bipartite subgraph H ′ of G∇ induced by the sets Ψ and N↑. Obviously, the
average degree of the vertices of N↑ in H ′ is at least k.
First, suppose that |Ψ| 6 |N↑|. Then, the average degree of Ψ in H ′ is at least k, and hence, the
average degree of H ′ is at least k. Thus, there exists a bipartite subgraphH ⊆ H ′ with degmin(H) >
k/2. Furthermore, degminG∇(V (H)) > k. We conclude that we are in Configuration (⋄1).
Now, suppose |Ψ| > |N↑|. Using the bounds given by Case A, and using (7.90), we get
|N↑| > eG∇(Ψ,N
↑)
Ω∗k
>
η˜kn
8Ω∗k
=
η˜n
8Ω∗
.
Therefore, we have
e(G) >
∑
v∈Ψ
degG∇(v) > |Ψ|Ω∗∗k > |N↑|Ω∗∗k >
η˜n
8Ω∗
Ω∗∗k
(7.3)
> kn ,
a contradiction to Property 3 of Definition 2.6.
24Note that we are thus changing the orientation of some subpairs.
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Case B: eG∇(Ψ,N
↑) < eG∇(Ψ,XA ∪XB)/8.
Consequently, we get
eG∇(Ψ, (XA ∪ XB) \ N↑) >
7
8
eG∇(Ψ,XA ∪XB)
(7.90)
>
7
8
η˜kn . (7.106)
We now apply Lemma 7.27 to G∇ with input sets P⊲L7.27 := Ψ, Q⊲L7.27 := Lη,k(G) \ Ψ,
Y⊲L7.27 := Lη,k(G)\L 9
10
η,k(G∇), and parameters ψ⊲L7.27 := η˜/100, Γ⊲L7.27 := Ω
∗, and Ω⊲L7.27 :=
Ω∗∗. Assumption (7.65) of the lemma follows from (7.104). The lemma yields three sets L′′ :=
Q′′
⊲L7.27, L
′ := Q′
⊲L7.27 , Ψ
′ := P ′
⊲L7.27, and it is easy to check that these witness Preconfigura-
tion (♣)( η˜3Ω∗∗
4·106(Ω∗)2 ).
Recall that e(G) 6 kn. Since by the definition of Y⊲L7.27, we have |Y⊲L7.27| 6 40ρη n, we obtain
from Lemma 7.27(d) that
eG∇(Ψ,Lη,k(G)) − eG∇(Ψ′, L′′) 6
η˜
100
eG∇(Ψ,Lη,k(G)) +
|Y⊲L7.27|200(Ω∗)2k
η˜
6
η˜
100
kn+
40ρn
η
· 200(Ω
∗)2k
η˜
(7.3)
6
η˜
2
kn. (7.107)
So,
eG∇
(
Ψ′, (L′′ ∩ (XA ∪ XB)) \N↑) > eG∇(Ψ, (Lη,k(G) ∩ (XA ∪ XB)) \ N↑)
− (eG∇(Ψ,Lη,k(G)) − eG∇(Ψ′, L′′))
= eG∇(Ψ, (XA ∪ XB) \ N↑)
− (eG∇(Ψ,Lη,k(G)) − eG∇(Ψ′, L′′))
(7.107)
> eG∇(Ψ, (XA ∪ XB) \ N↑)−
η˜
2
kn
(7.106)
>
3
8
η˜kn . (7.108)
We define
Ψ∗ :=
{
v ∈ Ψ′ : degG∇(v, L′′ ∩ (XA ∪ XB) ∩N↓) >
√
Ω∗∗k
}
.
Using that e(G) 6 kn, we shall show the following.
Lemma 7.39. We have eG∇(Ψ
∗, L′′ ∩ (XA ∪ XB) ∩N↓) > 18 η˜kn.
Proof. Suppose otherwise. Then by (7.108), we obtain that
eG∇(Ψ
′ \Ψ∗, L′′ ∩ (XA ∪XB) ∩N↓) > 1
4
η˜kn .
On the other hand, by the definition of Ψ∗,
|Ψ′ \Ψ∗|
√
Ω∗∗k > eG∇(Ψ
′ \Ψ∗, L′′ ∩ (XA ∪ XB) ∩N↓) .
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Consequently, we have
|Ψ′ \Ψ∗| > η˜kn
4
√
Ω∗∗k
=
η˜n
4
√
Ω∗∗
.
Thus, as Ψ is independent,
e(G) >
∑
v∈Ψ
degG∇(v) > |Ψ|Ω∗∗k > |Ψ′ \Ψ∗|Ω∗∗k >
η˜
4
√
Ω∗∗kn
(7.3)
> kn ,
a contradiction.
Let us define O := shadowG∇(A, γk). Next, we define
N1 := V (Gexp) ∩ L′′ ∩ (XA ∪ XB) ∩N↓ ,
N2 := A ∩ L′′ ∩ (XA ∪XB) ∩N↓ ,
N3 := O ∩ L′′ ∩ (XA ∪ XB) ∩N↓ , and
N4 := (L
′′ ∩ (XA ∪ XB) ∩N↓) \ (N1 ∪N2 ∪N3) .
Observe that
O ∩N4 = ∅ . (7.109)
Further, for i = 1, . . . , 4 define
Ci :=
{
v ∈ Ψ∗ : degG∇(v,Ni) > degG∇(v, L′′ ∩ (XA ∪ XB) ∩N↓)/4
}
.
Easy counting gives that there exists an index i ∈ [4] such that
eG∇(Ci, Ni) >
1
16
eG∇(Ψ
∗, L′′ ∩ (XA ∪ XB) ∩N↓) L7.39> 1
128
η˜kn . (7.110)
Set Y := (XA∪XB)\(YB∪Ψ) = (XA∪XB)\YB, and η⊲L7.28 = η⊲L7.29 := 1128 η˜. By Lemma 7.9
we have
|Y | < η⊲L7.28n
4Ω∗
. (7.111)
We split the rest of the proof into four subcases according to the value of i.
Subcase B, i = 1.
We shall apply Lemma 7.28 with r⊲L7.28 := 2, Ω
∗
⊲L7.28 := Ω
∗,Ω∗∗
⊲L7.28 :=
√
Ω∗∗/4, δ⊲L7.28 :=
η
⊲L7.28ρ
2
100(Ω∗)2
, γ⊲L7.28 := ρ, η⊲L7.28, X0 := C1, X1 := N1, and X2 := V (Gexp), and Y , and the graph
G⊲L7.28, which is formed by the vertices of G, with all edges from E(G∇) that are in E(Gexp)
or that are incident with Ψ. We briefly verify the assumptions of Lemma 7.28. First of all the
choice of δ⊲L7.28 guarantees that
(
3Ω∗
⊲L7.28
γ
⊲L7.28
)2
δ⊲L7.28 <
η
⊲L7.28
10 . Assumption 1 is given by (7.111).
Assumption 2 holds since we assume that (7.110) is satisfied for i = 1 and by definition of η⊲L7.28.
Assumption 3 follows from the definitions of C1 and of Ψ
∗. Assumption 4 follows from the fact
that X1 ⊆ V (Gexp) = X2, and since degmin(Gexp) > ρk which is guaranteed by the definition of
94
7.7 Obtaining a configuration
a (k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse decomposition. This definition also guarantees Assumption 5, as
Y ∪X1 ∪X2 ⊆ V (G) \Ψ.
Lemma 7.28 outputs sets Ψ′′ := X ′0, V1 := X ′1, V2 := X ′2 with degminG∇(Ψ
′′, V1) >
4
√
Ω∗∗k/2
(by (d)), degmaxGexp(V1,X2 \ V2) < ρk/2 (by (c)), degminG∇(V1,Ψ′′) > δ⊲L7.28k (by (b)), and
degminGexp(V2, V1) > δ⊲L7.28k (by (b)). By (a), we have that V1 ⊆ YB∩L′′. As degminGexp(V1,X2) >
degmin(Gexp) > ρk, we have deg
min
Gexp(V1, V2) > deg
min
Gexp(V1,X2) − degmaxGexp(V1,X2 \ V2) >
δ⊲L7.28k.
Since L′, L′′ and Ψ′ witness Preconfiguration (♣)( η˜3Ω∗∗
4·1066(Ω∗)11 ), this verifies that we have Con-
figuration (⋄2)
(
η˜3Ω∗∗
4·1066(Ω∗)11 ,
4
√
Ω∗∗/2, η˜ρ
2
12800(Ω∗)2
)
.
Subcase B, i = 2.
We apply Lemma 7.28 with numerical parameters r⊲L7.28 := 2, Ω
∗
⊲L7.28 := Ω
∗, Ω∗∗
⊲L7.28 :=
√
Ω∗∗/4,
δ⊲L7.28 :=
η
⊲L7.28γ
2
100(Ω∗)2
, γ⊲L7.28 := γ, and η⊲L7.28. Further input to the lemma are sets X0 := C2,
X1 := N2, and X2 := V (G)\Ψ, and the set Y . The underlying graph G⊲L7.28 is the graph GD with
all egdes incident with Ψ added. Verifying assumptions of Lemma 7.28 is analogous to Subcase B,
i = 1 with the exception of Assumption 4. Let us therefore turn to verify it. To this end, it
suffices to observe that each each vertex in X1 is contained in at least one (γk, γ)-dense spot from
D (cf. Definition 4.6), and thus has degree at least γk in X2.
The output of Lemma 7.28 are setsX ′0,X ′1, andX ′2 which witness Configuration (⋄3)( η˜
3Ω∗∗
4·1066(Ω∗)11 ,
4
√
Ω∗∗/2, γ/2, η˜γ
2
12800(Ω∗)2
). In fact, the only thing not analogous to the preceding subcase is that we
have to check (7.31), in other words, we have to verify that
degmaxGD
(
X ′1, V (G) \ (X ′2 ∪Ψ)
)
6
γk
2
.
As V (G) \ (X ′2 ∪Ψ) = X2 \X ′2, this follows from (c) of Lemma 7.28.
Subcase B, i = 3.
We apply Lemma 7.28 with numerical parameters r⊲L7.28 := 3, Ω
∗
⊲L7.28 := Ω
∗, Ω∗∗
⊲L7.28 :=
√
Ω∗∗/4,
δ⊲L7.28 :=
η
⊲L7.28γ
3
300(Ω∗)3 , γ⊲L7.28 := γ, and η⊲L7.28. Further inputs are the sets X0 := C3, X1 := N3,
X2 := A, and X3 := V (G) \ Ψ, and the set Y . The underlying graph is G⊲L7.28 := G∇ ∪ GD.
Verifying assumptions Lemma 7.28 is analogous to Subcase B, i = 1, only for Assumption 4 we
observe that degminG∇∪GD(X1,X2) > deg
min
G∇(X1,X2) > γk by definition of X1 = N3 ⊆ O, and
degminG∇∪GD(X2,X3) > deg
min
GD(X2,X3) > γk for the same reason as in Subcase B, i = 2.
Lemma 7.28 outputs Configuration (⋄4)
(
η˜3Ω∗∗
4·1066(Ω∗)11 ,
4
√
Ω∗∗/2, γ/2, η˜γ
3
38400(Ω∗)3
)
, with Ψ′′ := X ′0,
V1 := X
′
1, A
′ := X ′2 and V2 := X ′3. Indeed, all calculations are similar to the ones in the preceding
two subcases, we only need to note additionally that degminG∇∪GD(V1,A
′) > γk2
η˜γ3k
38400(Ω∗)3
, which
follows from the definition of N3 and of O.
Subcase B, i = 4.
We have V 6= ∅ and c is the size of an arbitrary cluster in V. We are going apply Lemma 7.29 with
δ⊲L7.29 := η⊲L7.29/100, η⊲L7.29, h⊲L7.29 := η⊲L7.29c/(100Ω
∗), Ω∗
⊲L7.29 := Ω
∗, Ω∗∗
⊲L7.29 :=
√
Ω∗∗/4
and sets X0 := C4, X1 := N4, and Y . The underlying graph is G⊲L7.29 := G∇, and C⊲L7.29 is the
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set of clusters V.
The fact e(G) 6 kn together with (7.110) and the choice of η⊲L7.29 gives Assumption 2 of
Lemma 7.29. The choice of C4 and Ψ
∗ gives Assumption 3. The fact that X1 ∩ Ψ = ∅ yields
Assumption 4. With the help of (7.3) it is easy to check Assumption 1. Inequality (7.111) implies
Assumption 5. To verify Assumption 6, it is enough to use that |C⊲L7.29| 6 nc . We have thus
verified all the assumptions of Lemma 7.29.
We claim that Lemma 7.29 outputs Configuration (⋄5)
(
η˜3Ω∗∗
4·1066(Ω∗)11 ,
4
√
Ω∗∗/2, η˜12800 ,
η
2 ,
η˜
12800Ω∗
)
,
with Ψ′′ := X ′0 and V1 := X
′
1. In fact, all conditions of the configuration, except condition (7.39),
which we check below, are easy to verify. (Note that V1 ⊆ YB since V1 ⊆ X1 = N4 ⊆ XA ∪ XB.
Also, V1 ⊆ L′′, and thus disjoint from Ψ. Moreover, by the conditions of Lemma 7.29, V1 is disjoint
from Y . So, V1 ⊆ YB.) For (7.39), observe that (7.109) implies that degmaxG∇(N4,A) 6 γk.
Further, we have X ′1 ⊆ N4 \Y . So for all x ∈ X ′1 ⊆ N↓ \Y , we have that degG∇(x, V (G)\Ψ) > 9ηk10 .
As N4 ⊆
⋃
V \ V (Gexp), we obtain degGreg(x) > 9ηk10 − γk > ηk2 , fulfilling (7.39).
7.7.4 Proof of Lemma 7.34
Set YA′1 := {v ∈ YA1 : degGexp(v,YA2) > ρk}. By (7.91) we have
eGexp(YA
′
1,YA2) > ρkn . (7.112)
Set r⊲L7.30 := 3, Ω⊲L7.30 := Ω
∗, γ⊲L7.30 :=
ρη
103
, δ⊲L7.30 :=
η3ρ4
1014(Ω∗)3
, η⊲L7.30 := ρ. Observe
that (7.76) is satisfied for these parameters. Set Y⊲L7.30 := V¯ , X0 := YA2, X1 := YA
′
1, X2 = X3 :=
V (Gexp)
↾1, and V := V (G). Let E2 := E(G∇), and E1 = E3 := E(Gexp). We now briefly verify
conditions 1–4 of Lemma 7.30. Condition 1 follows from Definition 7.6(1) and (7.3). Condition 2
follows from (7.112). Using Definition 7.6(6), (7.15) and (7.3), we see that Condition 3 for i = 1
follows from the definition of YA′1, and for i = 2 from the fact that degmin(Gexp) > ρk. Last,
Condition 4 follows from the fact that
⋃3
i=0Xi is disjoint from Ψ.
Lemma 7.30 yields four non-empty sets X ′0, . . . ,X ′3. By assertions (a), (b), (c), and hypothesis 3
of Lemma 7.30, for all i ∈ {0, 1, 2, 3}, j ∈ {i− 1, i + 1} \ {−1, 4} we have
degminHi,j (X
′
i,X
′
j) > δ⊲L7.30k, (7.113)
where Hi,j = Gexp, except for {i, j} = {1, 2}, where Hi,j = G∇.
Thus, the sets X ′0 and X
′
1 witness Preconfiguration (exp)(δ⊲L7.30). By Lemma 7.10, and
by (7.92) and (7.93), the pair X ′0,X ′1 together with the cover F from (7.13) witnesses either Pre-
configuration (♥1)( 3η3
2·103 , p2(1 +
η
20 )k) (with respect to F) or Preconfiguration (♥2)(p2(1 + η20)k).
Notice that (7.113) establishes the properties (7.48)–(7.51). Thus the sets X ′0, . . . ,X ′3 witness
Configuration (⋄6)(δ⊲L7.30, 0, 1, 1, 3η
3
2·103 , p2(1 +
η
20 )k).
7.7.5 Proof of Lemma 7.35
In Lemmas 7.40, 7.41, 7.43, 7.44, 7.45 below, we show that cases (t1), (t2), (t3), (t3–t5), and
(t5) of Lemma 7.35 lead to configuration (⋄6), (⋄7), (⋄8), (⋄9), and (⋄10), respectively. While the
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first three of these cases are resolved by a fairly straightforward application of the Cleaning Lemma
(Lemma 7.31), the latter two cases require some further non-trivial computations.
Lemma 7.40. In case (t1) (of either subcase (cA) or subcase (cB)) we obtain Configuration
(⋄6)( η3ρ41012(Ω∗)4 , 4π, γ3ρ32Ω∗ , η2ν2·104 , 3η32000 , p2(1 + η20)k).
Proof. We use Lemma 7.31 with the following input parameters: r⊲L7.31 := 3, Ω⊲L7.31 := Ω
∗,
γ⊲L7.31 := ηρ/200, η⊲L7.31 := ρ/(2Ω
∗), δ⊲L7.31 := η
3ρ4/(1012(Ω∗)4), ε⊲L7.31 := ε¯, µ⊲L7.31 := β
and d⊲L7.31 := d¯. Note these parameters satisfy the numerical conditions of Lemma 7.31. We
use the vertex sets Y⊲L7.31 := V¯ ∪ F, X0 := V2(M), X1 := V1(M), X2 = X3 := V (Gexp)↾1, and
V := V (G). The partitions of X0 and X1 in Lemma 7.31 are the ones induced by V(M), and the
set E1 consists of all edges from E(D∇) between pairs from M. Further, set E2 := E(G∇) and
E3 := E(Gexp).
Let us verify the conditions of Lemma 7.31. Condition 1 follows from Definition 7.6(1) and (7.17).
Condition 2 holds by the assumption on M. Condition 3 follows from Definition 7.6(6) by (7.15),
and for i = 1 also from the definition of M. Conditions 4 hold by the definition of M. Finally,
Condition 5 follows from the properties of the sparse decomposition ∇.
The output of Lemma 7.31 are four setsX ′0, . . . ,X
′
3. By Lemma 7.10, the sets X
′
0 andX
′
1 witness
Preconfiguration (♥1)(3η3/(2 · 103), p2(1 + η20 )k), or (♥2)(p2(1 + η20 )k). Further, Lemma 7.31(a)
gives that (X ′0,X ′1) witnesses Preconfiguration (reg)(4ε¯, d¯/4, β/2). It is now easy to verify that we
have Configuration (⋄6)( η3ρ4
1012(Ω∗)4
, 4ε¯, d¯4 ,
β
2 ,
3η3
2·103 , p2(1 +
η
20 )k
)
.
This leads to Configuration (⋄6) with parameters as claimed. Indeed, no matter whether we have
(M1) or (M2), we have 4π > 4 · 105ε′η2 , and γ3ρ/(32Ω∗) 6 γ2/4, and η2ν/(2 ·104) 6 η2c/(8 ·103k) 6
η2ε′/(8 · 103) 6 α̂ρ/Ω∗ (for the latter recall that c 6 ε′k by Definition 4.7 (3)).
Lemma 7.41. In case (t2) (of either subcase (cA) or subcase (cB)) we obtain Configuration
(⋄7)( η3γ3ρ
1012(Ω∗)4
, ηγ400 , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2·103 , p2(1 +
η
20 )k
)
.
Proof. We use Lemma 7.31 with the following input parameters: r⊲L7.31 := 3, Ω⊲L7.31 := Ω
∗,
γ⊲L7.31 := ηγ/200, η⊲L7.31 := ρ/Ω
∗, δ⊲L7.31 := η
3γ3ρ/(1012(Ω∗)4), ε⊲L7.31 := ε¯, µ⊲L7.31 := β and
d⊲L7.31 := d¯. We use the vertex sets Y⊲L7.31 := V¯ ∪ F, X0 := V2(M), X1 := V1(M), X2 := A↾1,
X3 := P1, and V := V (G). The partitions of X0 and X1 in Lemma 7.31 are the ones induced
by V(M), and the set E1 consists of all edges from E(D∇) between pairs from M. Further, set
E2 := E(G∇) and E3 := E(GD).
The conditions of Lemma 7.31 are verified as before, let us just note that Condition 3 follows
from Definition 7.6(6) and by (7.15), and for i = 1 from the definition of M, while for i = 2 it
holds since A is covered by the set D of (γk, γ)-dense spots (cf. Definition 4.6).
It is now easy to check that the output of Lemma 7.31 are sets that witness Configuration
(⋄7)( η3γ3ρ
1012(Ω∗)4
, ηγ400 , 4ε¯,
d¯
4 ,
β
2 ,
3η3
2·103 , p2(1 +
η
20 )k
)
.
Before proceeding with dealing with cases (t3), (t5) and (t3–5) we state some properties of
the matching M¯ := (MA ∪MB)↾1.
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Lemma 7.42. For Vleftover := V (MA∪MB)↾1\V (M¯) and YM¯ := V¯ ∪F∪shadowGD(Vleftover, η
2k
1000 ),
we have
(a) M¯ is a (400εη , d2 , ηπc200 )-semiregular matching absorbed by MA ∪MB and V (M¯) ⊆ P1, and
(b) |YM¯| 6 3000εΩ
∗n
η2
.
Proof. Lemma 7.42 (a) follows from Lemma 7.8.
Observe that from properties (1) and (3) of Definition 7.6 we can calculate that
|Vleftover| 6 3 · k0.9 · |MA ∪MB|+
∣∣∣⋃ V¯ ∪ V¯∗∣∣∣ 6 3 · k0.9 · n
2πc
+ 2exp(−k0.1)
(7.3)
6 2εn. (7.114)
Then
|YM¯| 6 |V¯ |+ |F|+
∣∣∣∣shadowGD (Vleftover, η2k1000
)∣∣∣∣
(by Fact 7.1) 6 |V¯ |+ |F|+ |Vleftover|1000Ω
∗
η2
(by (7.114), D7.6(1), (7.3) (7.17)) <
3000εΩ∗n
η2
,
as desired for Lemma 7.42(b).
Lemma 7.43. In Case (t3)(cA) we obtain Configuration (⋄8)( η4γ4ρ1015(Ω∗)5 , ηγ400 , 400εη , 4ε¯, d2 , d¯4 , ηπc200k , β2 ,
p1(1 +
η
20)k, p2(1 +
η
20 )k
)
.
Proof. We use Lemma 7.31 with the following input parameters: r⊲L7.31 := 4, Ω⊲L7.31 := Ω
∗,
γ⊲L7.31 := ηγ/200, η⊲L7.31 := ρ/Ω
∗, δ⊲L7.31 := η
4γ4ρ/(1015(Ω∗)5), ε⊲L7.31 := ε¯, µ⊲L7.31 := β and
d⊲L7.31 := d¯. We use the following vertex sets Y⊲L7.31 := YM¯, X0 := V2(M), X1 := V1(M),
X2 := (Lη,k(G) ∩ V A)↾0 \
(
V (Gexp) ∪ A ∪ V (MA ∪MB) ∪ V 6 Ψ ∪ L# ∪ PA ∪ P1
)
,
X3 := A
↾1, X4 := P1, and V := V (G). The partitions P
(j)
i of X0 and X1 in Lemma 7.31 are the
ones induced by V(M), and the set E1 consists of all edges from E(D∇) between pairs from M.
Further, set E2 = E3 := E(G∇) and E4 := E(GD).
Most of the conditions of Lemma 7.31 are verified as before, let us only note the few differences.
Condition 1 follows from Lemma 7.42(b). Using Definition 7.6(6) and (7.15), we find that Condi-
tion 3 for i = 2 follows from the definition of V A, and Condition 3 for i = 3 holds as it is the same
as Condition 3 for i = 2 in Lemma 7.41. In order to prove Condition 3 for i = 1 we first observe
that since we are in case (t3), we have
V1(M) ⊆ shadowG∇
(
(V A ∩ Lη,k(G)) \ V (MA ∪MB), 2η
2k
105
)
\(shadowG∇(V (Gexp), ρk)∪V A) .
(7.115)
Also, since we in case (cA), we have
V1(M) ∩ P = ∅ . (7.116)
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Thus, for each v ∈ V1(M) we have, using Definition 7.6(6),
degG∇(v,X2) > p0
(
degG∇(v, (Lη,k(G) ∩ V A) \ V (MA ∪MB))
− degG∇(v, V (Gexp) ∪ A ∪ V 6 Ψ ∪ L# ∪ PA ∪ P1)
)
− k0.9
(by (7.115) & (7.116) & (7.15)) >
η
100
(
2η2k
105
− ρk − ρk
100Ω∗
− η
2k
105
)
− k0.9
(by (7.3)) >
ηγk
200
,
which indeed verifies Condition 3 for i = 1.
Define N := M¯ \ {(X,Y ) ∈ M¯ : X ∪ Y ⊆ V (NA)}. By Lemma 7.42 (a) we have that N ⊆ M¯
is a (400εη ,
d
2 ,
ηπc
200 )-semiregular matching absorbed by MA ∪MB , and that V (N ) ⊆ P1.
To see that the output of Lemma 7.31 together with the matching N leads to Configuration
(⋄8)( η4γ4ρ
1015(Ω∗)5
, ηγ400 ,
400ε
η , 4ε¯,
d
2 ,
d¯
4 ,
ηπc
200k ,
β
2 , p1(1+
η
20)k, p2(1+
η
20)k
)
let us show that (7.62) is satisfied
(the other conditions are more easily seen to hold).
For this, let v ∈ X ′2. We have to show that
degGD(v,X
′
3) + degGreg(v, V (N )) > p1(1 +
η
20
)k. (7.117)
Note that v 6∈ V (Gexp), and thus degGexp(v) = 0. This allows us to calculate as follows:
degGD(v,X
′
3) + degGreg(v, V (N )) > degG∇(v,P1)− degGD(v,X3 \X ′3)
− degGreg(v, V (NA))− degGreg(v, Vleftover)
− degGreg(v, V (G) \ V (MA ∪MB)) .
(7.118)
We now bound the terms of the right-hand side of (7.118). From Definition 7.6(6) we obtain
that degG∇(v,P1) > p1
(
degG∇(v)− degG(v,Ψ)
) − k0.9. Lemma 7.31(c) gives that degGD(v,X3 \
X ′3) 6
ηγk
400 . As v 6∈ PA ∪ V (MA ∪ MB), we have degGreg(v, V (NA)) < γk. As v 6∈ YM¯ and
thus v 6∈ shadowGD
(
Vleftover,
η2k
1000
)
we have degGD(v, Vleftover) 6
η2k
1000 . Last, recall that v 6∈
P1∪V (MA∪MB), and consequently degGreg(v, V (G)\V (MA∪MB)) < γk. Putting these bounds
together, we find that
degGD(v,X
′
3) + degGreg(v, V (N )) > p1
(
degG∇(v)− degG(v,Ψ)
) − 2η2k
1000
(as v ∈ Lη,k(G) \ (L# ∪ V6 Ψ)) > p1
(
(1 +
9η
10
)k − ηk
100
)
− η
2k
500
(by (7.15) & (7.3)) > p1(1 +
η
20
)k .
This shows (7.117).
Lemma 7.44. In case (t3–5)(cB) we get Configuration (⋄9)( ρη81027(Ω∗)3 , 2η3103 , p1(1 + η40 )k, p2(1 +
η
20)k,
400ε
η ,
d
2 ,
ηπc
200k , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104
)
.
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Proof. Recall that by Lemma 7.10 we know that F , as defined in (7.13), is an (MA ∪MB)-cover.
We introduce another (MA ∪MB)-cover,
F ′ := F ∪ {X ∈ V(MB) : X ⊆ A} .
By (7.27) and as we are in case (cB), we have degmaxG∇ (V1(M),
⋃F) 6 2η3
3·103 k. Furthermore, as
we are in case (t3–5), we have V1(M) ∩ V A = ∅. Thus,
degmaxG∇
(
V1(M),
⋃
F ′
)
6
2η3
103
k. (7.119)
We use Lemma 7.31 with the following input parameters: r⊲L7.31 := 2, Ω⊲L7.31 := Ω
∗,
γ⊲L7.31 := η
4/1011, η⊲L7.31 := ρ/2Ω
∗, δ⊲L7.31 := ρη
8/(1027(Ω∗)3), ε⊲L7.31 := ε¯, µ⊲L7.31 := β
and d⊲L7.31 := d¯. We use the following vertex sets Y⊲L7.31 := YM¯, X0 := V2(M), X1 := V1(M),
and X2 := V (M¯)\
⋃F ′ ⊆ ⋃V↾1. The partitions of X0 and X1 in Lemma 7.31 are the ones induced
by V(M), and the set E1 consists of all edges from E(D∇) between pairs from M. Further, set
E2 := E(GD).
Condition 1 of Lemma 7.31 follows from Lemma 7.42(b). Condition 2 follows by the assumption
of Lemma 7.44 on the size of V (M). Condition 4 follows from the definition of M. Condition 5
holds since V (M) does not meet Ψ.
It remains to see Condition 3, for i = 1. For this, first note that from Lemma 7.10 we get that
degminG∇
(
V1(M), V ↾1good
) (cB)
> degminG∇
(
XA \ (P ∪ V¯ ), V ↾1good
)
> p1(1 +
η
20
)k . (7.120)
From this, we calculate that
degminGD
(
V1(M), V (MA ∪MB)↾1
)
> degminG∇
(
V1(M), V (MA ∪MB)↾1
)
− degmaxGexp
(
V1(M), V (MA ∪MB)
)
(by (7.9) & (7.6)) > degminG∇
(
V1(M), V ↾1good
)
− degmaxG∇
(
V1(M),A
)
− degmaxG∇
(
V1(M),Lη,k(G) \ V (MA ∪MB)
)
− degmaxG∇
(
V1(M), V (Gexp) \ V (MA ∪MB)
)
− degmaxG∇
(
V1(M), V (Gexp) ∩ V (MA ∪MB)
)
(by (7.120), as V1(M) ∩ V A = ∅ & (cB)) > p1(1 +
η
20
k)− ρk
100Ω∗
− degmaxG∇
(
XA \ P3,XA
)
− degmaxG∇(V1(M), V (Gexp))
(by def of P3 & as V1(M) ∩ shadowG(V (Gexp), ρk) = ∅ by (t3–5)) > p1(1 +
η
20
)k − ρk
100Ω∗
− η
3k
103
− ρk. (7.121)
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We obtain
degminGD(V1(M) \ Y⊲L7.31,X2) > degminGD
(
V1(M) \ YM¯ , V (M¯)
)− degmaxGD(V1(M),⋃F ′)
(by def of M¯, (7.119)) > degminGD
(
V1(M), V (MA ∪MB)↾1
)
− degmaxGD(V1(M) \ YM¯ , Vleftover)−
2η3k
103
(by (7.121) and by def of Y⊲L7.31) > p1(1 +
η
20
)k − ρk
100Ω∗
− η
3k
103
− ρk − η
2k
1000
− 2η
3k
103
> p1(1 +
η
30
)k . (7.122)
Since the last term is greater than γ⊲L7.31k =
η4
1011
k by (7.15), we see that Condition 3 of
Lemma 7.31 is satisfied.
The output of Lemma 7.31 are three non-empty sets X ′0,X ′1,X ′2 disjoint from Y⊲L7.31, together
with (4ε¯, d¯4)-super-regular pairs {Q
(j)
0 , Q
(j)
1 }j∈Y which cover (X ′0,X ′1) with the following properties.
(by Lemma 7.31 (a)) min
{
|Q(j)0 |, |Q(j)1 |
}
>
βk
2
for each j ∈ Y , (7.123)
(by Lemma 7.31 (b)) degminGD(X
′
2,X
′
1) > δ⊲L7.31k , (7.124)
(by Lemma 7.31 (c) and (7.122)) degminGD(X
′
1,X
′
2) > p1(1 +
η
30
)k − η
4k
2 · 1011
> p1(1 +
η
40
)k .
(7.125)
We now verify that the sets X ′0,X ′1,X ′2, the semiregular matching N⊲D7.24 := M¯ together with
the (MA ∪MB)-cover F ′, and the family {(Q(j)0 , Q(j)0 )}j∈Y satisfy all the conditions of Configura-
tion (⋄9)(δ⊲L7.31, 2η
3
103
, p1(1 +
η
40 )k, p2(1 +
η
20)k,
400ε
η ,
d
2 ,
ηπc
200k , 4π, γ
3ρ/32Ω∗, η2ν/2 · 104).
By Lemma 7.10, since we are in case (cB) and by (7.119), the pair X ′0,X ′1 together with the
(MA ∪MB)-cover F ′ witnesses Preconfiguration (♥1)(2η3103 , p2(1 + η20 )k). By Lemma 7.42 (a), M¯
is as required for Configuration (⋄9).
To see that G is in Preconfiguration (reg)(4π, γ3ρ/32Ω∗, η2ν/2 · 104), note that 4ε¯ 6 4π and
d¯/4 > γ3ρ/32Ω∗ (in both cases (M1) and (M1)). Further, Property (7.47) follows from (7.123)
since β/2 > η2ν/2 · 104.
Finally, by definition ofX2, the setX
′
2 is as required, with Property (7.63) following from (7.125),
and Property (7.64) following from (7.124).
We are now reaching the last lemma of this section, dealing with the last remaining case.
Lemma 7.45. In Case (t5)(cA) we get Configuration (⋄10)(ε, γ2d2 , π√ε′νk, (Ω∗)2kγ2 , η40).
Proof. Since we are in case (t5), we have V (M) ⊆ V (Greg). Therefore,
degminGreg(V (M), Vgood) > degminG∇(V (M), V+ \ L#)− degmaxG∇(V (M),Ψ)
− degmaxG∇(V (M),A) − degmaxG∇(V (M), V (Gexp))
> (1 +
η
20
)k, (7.126)
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where the last line follows as V (M) ⊆ XA \ P ⊆ YA \ V6 Ψ by (cA) and furthermore, V (M) ∩
(shadowG(V (Gexp), ρk) ∪ V A) = ∅ by (t5).
Define
C := {C \ (L# ∪ V (MA ∪MB) ∪ V 6 Ψ ∪ P1) : C ∈ V} ,
C− :=
{
C ∈ C : |C| <
√
ε′c
}
,
We have ∣∣∣⋃ C−∣∣∣ 6∑
C∈C
√
ε′|C| 6
√
ε′n . (7.127)
Set V◦ := V(MA ∪MB) ∪ (C \ C−) and let G◦ be the subgraph of G with vertex set
⋃V◦ and
all edges from E(Greg) induced by
⋃V◦ plus all edges of E(G∇) \ E(Gexp) between X and Y for
all (X,Y ) ∈MA ∪MB . Apply Fact 2.7 (and recall Definition 4.7 (2)) to see that each pair of sets
X,Y ∈ V◦ forms an ε-regular pair of density either 0 or at least γ2d/2 (whose edges either lie in
Greg or touch A).
Next, observe that from Setting 7.4 (3), Fact 4.3 and Fact 4.4, and using Definition 4.7(6), we
find that for all X ∈ V◦ which lie in some cluster of V, we have |⋃NG◦(X)| 6 |⋃NGD(X)| 6
Ω∗
γ · Ω
∗k
γ . Also, observe that for all X ∈ V◦ which do not lie in some cluster of V, we know
from Setting 7.4 (4) that X does not see any edges from E(Greg). This means that
⋃
NG◦(X) is
contained in the partner of X in MA ∪MB (which has size at most c 6 ε′k by Setting 7.4 (4) and
Definition 4.7 (3)).
Thus we obtain that
(G◦,V◦) is an (ε, γ
2d
2
, π
√
ε′c,
(Ω∗)2k
γ2
)-regularized graph. (7.128)
Define
L◦ :=
{
X ∈ V◦ \ V(MA ∪MB) : degminG◦(X) > (1 +
η
2
)k
}
.
We claim that the following holds.
Claim 7.45.1. There are distinct XA,XB ∈ V◦, with E(G◦[XA,XB ]) 6= ∅, such that we have
degGreg(v, V (MA ∪MB) ∪
⋃L◦) > (1 + η40 )k for all but at most 2ε′c vertices v ∈ XA, and all but
at most 2ε′c vertices v ∈ XB .
Then, setting G˜⊲D7.26 := G
◦, V⊲D7.26 := V◦, M⊲D7.26 := MA ∪ MB , L∗⊲D7.26 := L◦,
A⊲D7.26 := XA, andB⊲D7.26 := XB , we have obtained Configuration (⋄10)
(
ε, γ
2d
2 , π
√
ε′νk, (Ω
∗)2k
γ2 , η/40
)
.
Indeed, using (7.128), and the definition of L◦ we see that (G˜⊲D7.26,V⊲D7.26), M⊲D7.26 and
L∗
⊲D7.26 are as desired and fulfil (c). Claim 7.45.1 together with the fact that degG◦(v, V (MA ∪
MB) ∪
⋃L◦) > degGreg(v, V (MA ∪MB) ∪⋃L◦) for all v ∈ V (G◦) ensure that also (a) and (b)
hold.
It only remains to prove Claim 7.45.1.
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Proof of Claim 7.45.1. In order to find XA and XB as in the statement of the lemma, we shall
exploit the matching M; the relation between M and (G◦,V◦), MA ∪MB, and L◦ is not direct.
We proceed as follows. In Subclaim 7.45.1.1 we find a suitable M-edge. In case (M1) this M-
edge gives readily a suitable pair (A⊲D7.26, B⊲D7.26). In case (M2) we have to work on the
M-edge to get a suitable Greg-edge, this will be done in Subclaim 7.45.1.2. Only then do we find
(A⊲D7.26, B⊲D7.26).
Subclaim 7.45.1.1. There is an M-edge (A,B) such that degGreg(v, V (MA ∪MB) ∪
⋃L◦) > (1 +
η
40)k +
ηk
200 for at least |A|/2 vertices v ∈ A, and at least |B|/2 vertices v ∈ B.
Proof of Subclaim 7.45.1.1. Set S := shadowGreg(
⋃ C−, ηk200 ), and note that by Fact 7.1 we have
|S| 6 |⋃ C−| · 200Ω∗η . So, setting MS := {(X,Y ) ∈ M : |(X ∪ Y ) ∩ S| > |X ∪ Y |/4} we find that
|V (MS)| 6 4|S|
(7.127)
6
800
√
ε′Ω∗n
η
<
ρn
Ω∗
6 |V (M)|,
where the last inequality holds by assumption of Lemma 7.45. Consequently, M 6=MS .
Let (A,B) ∈ M\MS . We will show that (A,B) satisfies the requirements of the subclaim. We
start by proving that
V+ ∩ V (G◦) \ (V (MA ∪MB) ∪
⋃
L◦) ⊆ V (Gexp) ∪ (V A ∩ Lη,k(G)). (7.129)
Indeed, observe that by (7.7),
V+ ∩ V (G◦) ⊆ V (MA ∪MB) ∪ V (Gexp) ∪
(
Lη,k(G) \ (L# ∪ V6 Ψ ∪ P1)
)
⊆ V (MA ∪MB) ∪ V (Gexp) ∪
(
L 9η
10
,k(G∇) \ (V 6 Ψ ∪ P1)
)
.
So, in order to show (7.129), it suffices to see that for each X ∈ V◦ \ V(MA ∪ MB) with
X ⊆ L 9η
10
,k(G∇) \ (V6 Ψ ∪ P1 ∪ V (Gexp) ∪ V A) we have X ∈ L◦. So assume X is as above. Let
v ∈ X. We calculate
degGreg(v, V (G
◦)) > degGreg(v, V (MA ∪MB))
(v /∈ V (Gexp)) > (1 +
9η
10
)k − degG(v,Ψ) − degGD(v,A)
− degGreg(v,
⋃
V \ V (MA ∪MB))
(v /∈ V6 Ψ ∪ V A ∪ P1 ∪ V (MA ∪MB)) > (1 +
9η
10
)k − ηk
100
− ρk
100Ω∗
− γk
> (1 +
η
2
)k .
We deduce that X ∈ L◦, which finishes the proof of (7.129).
Next, observe that by the definition of C, we have
V+ ∩ V (G◦) ⊇ Vgood ∩ V (G◦)
⊇ Vgood \
(
Vgood \ V (G◦)
)
⊇ Vgood \ (V 6 Ψ ∪ P1 ∪
⋃
C− ∪ A ∪ V (Gexp)). (7.130)
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We are now ready to prove Subclaim 7.45.1.1. For each vertex v ∈ A \ S, we have
degGreg
(
v, V (MA ∪MB) ∪
⋃
L◦
)
> degGreg(v, V+ ∩ V (G◦))
− degGreg (v, (V+ ∩ V (G◦)) \ (V (MA ∪MB) ∪ L◦))
(by (7.130), (7.129)) > degGreg(v, Vgood)− degGreg(v, V 6 Ψ ∪ P1 ∪
⋃
C−)
− degGreg(v,A) − 2 degGreg(v, V (Gexp))
− degGreg
(
v, (V A ∩ Lη,k(G)) \ V (MA ∪MB)
)
(by (7.126), as v 6∈ S ∪ P, by (t5)) > (1 +
η
20
)k − η
2k
105
− ηk
200
− ρk
100Ω∗
− 2ρk − 2η
2k
105
> (1 +
η
40
)k +
ηk
200
,
where for the second to last inequality we used the abreviation ‘by (t5)’ to indicate that this case
implies that v /∈ shadowG∇(V (Gexp), ρk)∪ shadowG∇((V A ∩Lη,k(G)) \V (MA ∪MB), 2η
2k
105
). As
|A \ S| > |A|/2, we note that the set A fulfils the requirements of the claim.
The same calculations hold for B. This finishes the proof of Subclaim 7.45.1.1.
The next auxiliary subclaim is needed in our proof of Claim 7.45.1 in case (M2).
Subclaim 7.45.1.2. Suppose that case (M2) occurs. Then there exists an edge CACB ∈ E(Greg)
such that degGreg(v, V (MA ∪ MB) ∪
⋃L◦) > (1 + η40)k + ηk400 for all but at most 2ε′c vertices
v ∈ CA, and all but at most 2ε′c vertices v ∈ CB. Moreover, there exist A,B ∈ V(M) such that
|CA ∩A| >
√
ε′c and |CB ∩B| >
√
ε′c.
Proof of Claim 7.45.1.2. Let (A,B) ∈ M be given as in Subclaim 7.45.1.1. Let PA ⊆ A, and
PB ⊆ B be the vertices which fail the assertion of Subclaim 7.45.1.1. Note that with this notation,
Subclaim 7.45.1.1 states that
|A \ PA| > |A|/2. (7.131)
Call a cluster C ∈ V A-negligible if |C ∩ (A \ PA)| 6 γ
3c
16Ω∗k |A|. Let RA be the union of all
A-negligible clusters.
Recall that (A,B) is entirely contained in one dense spot from (U,W ;F ) ∈ D∇ (cf. (M2)). So
by Fact 4.3, and since the spots in D∇ are (γ3k4 , γ
3k
4 )-dense, we know that max{|U |, |W |} 6 4Ω
∗k
γ3
.
In particular, there are at most 4Ω
∗k
γ3c
A-negligible clusters which intersect to A ∩RA.
As these clusters are all disjoint, we find that
|(A ∩RA) \ PA| 6 4Ω
∗k
γ3c
· |C ∩ (A \ PA)| 6 |A|
4
.
This gives
|A \ (PA ∪RA)|
(7.131)
>
|A|
2
− |(A ∩RA) \ PA| > |A|
4
.
Similarly, we can introduce the notion B-negligible clusters, and the set RB , and get |(B∩RB)\
PB | 6 |B|4 and |B \ (PB ∪RB)| > |B|/4.
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By the regularity of the pair (A,B) there exists at least one edge ab ∈ E(G∗[A \ (PA ∪RA), B \
(PB ∪RB)]
)
, where a ∈ A, b ∈ B, and G∗ is the graph formed by edges of D∇. As V (M) ⊆ V (Greg)
by the assumption of case (t5), we have that ab ∈ E(Greg). Let CA, CB ∈ V be the clusters
containing a and b, respectively. Note that CACB ∈ E(Greg).
Now as a /∈ RA, also CA is disjoint from RA, and thus
|CA ∩ (A \ PA)| > γ
3c
16Ω∗k
· α̂ρk
Ω∗
>
√
ε′c .
This proves the “moreover” part of the claim for CA. So there are at least 2ε
′c vertices v in CA
with degGreg(v, V (MA ∪MB)∪
⋃L◦) > (1+ η40 )k+ ηk200 (by the definition of PA). By Lemma 2.10,
and using Facts 4.3 and 4.4, we thus have that degGreg(v, V (MA ∪MB)∪
⋃L◦) > (1 + η40 )k+ ηk400
for all but at most 2ε′c vertices v of CA. The same calculations hold for CB.
In the remainder of the proof of Claim 7.45.1 we have to distiguish between cases (M1) and
(M2).
Let us first consider the case (M2). Let CA, CB ∈ V and A,B ∈ V(M) be given by Sub-
claim 7.45.1.2. We have |CA \ (V6 Ψ ∪ L# ∪ P1)| >
√
ε′|CA| by Subclaim 7.45.1.2 and by the
definition of M and the definition of P. Thus, CA ∩ V (G◦) is non-empty. Let XA ∈ V◦ be an
arbitrary set in CA. Similarly, we obtain a set XB ∈ V◦, XB ⊆ CB . The claimed properties of the
pair (XA,XB) follow directly from Subclaim 7.45.1.2.
It remains to treat the case (M1). Let (A,B) be from Subclaim 7.45.1.1. Let (XA,XB) ∈ Mgood
be such that XA ⊇ A and XB ⊇ B. Claim 7.45.1.1 asserts that at least
|A|
2
(M1)
>
η2c
2 · 104 > 2ε
′c
vertices ofA have large degree (inGreg) into the set V (MA∪MB)∪
⋃L◦. Therefore, by Lemma 2.10,
XA and XB satisfy the assertion of the Claim.
This proves Claim 7.45.1, and thus finishes the proof of Lemma 7.45.
The proof of Lemma 7.35 follows by putting together Lemmas 7.40, 7.41, 7.43, 7.44, and 7.45.
8 Embedding trees
In this section we provide an embedding of a tree T⊲T1.3 ∈ trees(k) in the setting of the configura-
tions introduced in Section 7. In Section 8.1 we first give a fairly detailed overview of the embedding
techniques used. In Section 8.2 we introduce a class of stochastic processes which will be used for
some embeddings. Section 8.3 contains a number of lemmas about embedding small trees, and use
them for embedding knags and shrubs of a given fine partition of T⊲T1.3. Embedding the entire tree
T⊲T1.3 is then handled in the final Section 8.4. There we have to distinguish between particular
configurations. The configurations are grouped into three categories (Section 8.4.1, Section 8.4.2,
and Section 8.4.3) corresponding to the similarities between the configurations.
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8.1 Overview of the embedding procedures
Recall that we are working under Setting 7.4. Given a host graph G⊲T1.3 with one of the Con-
figurations (⋄2)–(⋄10), we have to embed in it a given tree T = T⊲T1.3 ∈ trees(k), which comes
with its (τk)-fine partition (WA,WB ,SA,SB). The τk-fine partition of T will make it possible to
combine embeddings of smaller parts of T into one embedding of the whole tree. This means that
we will first develop tools for embedding singular shrubs and knags of the (τk)-fine partition into
various basic building bricks of the configurations: the avoiding set A, the expander Gexp, regular
pairs, and vertices of huge degree Ψ. Second, we will combine these basic techniques to embed the
entire tree T . Here, the order in which different parts of T are embedded is important. Also, it will
be crucial at some points to reserve places for parts of the tree which will be embedded only later.
In the following subsections, we draft our embedding techniques. We group them into five cate-
gories comprising of related configurations25: Configurations (⋄2)–(⋄5), Configurations (⋄6)–(⋄7),
Configuration (⋄8), Configuration (⋄9), and Configuration (⋄10), treated in Sections 8.1.1, 8.1.2,
8.1.3, 8.1.4, 8.1.5, respectively.
8.1.1 Embedding overview for Configurations (⋄2)–(⋄5)
In each of the Configurations (⋄2)–(⋄5) we have sets Ψ′,Ψ′′, L′′, L′ and V1. Further, we have some
additional sets (V2 and/or A
′) depending on the particular configuration.
A common embedding scheme for Configurations (⋄2)–(⋄5) is illustrated in Figure 8.1. There
are two stages of the embedding procedure: the knags, the shrubs SA and some parts of the shrubs
SB are embedded in Stage 1, and then in Stage 2 the remainders of SB are embedded. Recall that
SA contains both internal and end shrubs while SB contains exclusively end shrubs. We note that
here the shrubs SB are further subdivided and some parts of them are embedded in the Stage 1
and some in Stage 2.
• In Stage 1, the knags of T are embedded in Ψ′′ and V1 so that WA is mapped to Ψ′′ and WB
is mapped to V1.
• In Stage 1, the internal and end shrubs of SA are embedded using the sets V1, V2 and A′ which
are specific to the particular Configurations (⋄2)–(⋄5). The vertices of SA neighbouring WA
are always embedded in V1. Parts of the shrubs SB are embedded while the ancestors of the
unembedded remainders are embedded on vertices which have large degrees in Ψ′.
• In Stage 2, the embedding of SB is finalized. The remainders of SB are embedded starting
with embedding their roots in Ψ′.
A hierarchy of the embedding lemmas used to resolve Configurations (⋄2)–(⋄5) is given in Table 8.1.
25Configuration (⋄1) is trivial (see Section 8.4.1) and needs no draft.
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Figure 8.1: An overview of embedding of a tree T ∈ trees(k) given with its fine partition
(WA,WB,SA,SB) using Configurations (⋄2)–(⋄5). The knags are embedded between Ψ′′ and
V1, all the shrubs SA are embedded into sets specific to particular configurations so that the
vertices neighbouring WA are embedded in V1. Parts of the shrubs SB are embedded directly
(using various embedding techniques), while the rest is “suspended”, i.e., the ancestors of the un-
embedded remainders are embedded on vertices which have large degrees in Ψ′. The embedding
of SB is then finalized in the last stage.
8.1.2 Embedding overview for Configurations (⋄6)–(⋄7)
Suppose Setting 7.4 and 7.7 (see Remark 8.1 below for a comment on the constants p0, p1, p2).
Recall that we have in each of these configurations sets V0 ∪ V1 ⊆ P0, sets V2 ∪ V3 ⊆ P1 and V ↾2good.
A common embedding scheme for Configurations (⋄6)–(⋄7) is illustrated in Figure 8.2. The
embedding has three parts.
• The knags of T are embedded between V0 and V1 so that WA is mapped to V1 and WB is
mapped to V0 using either the Preconfiguration (exp) or (reg). Thus WA ∪WB ar mapped
to ⊆ P0.
• The internal shrubs of T are embedded in V2 ∪ V3, always putting neighbours of WA into V2.
Note that the internal shrubs are therefore embedded in P1, and thus there is no interference
with embedding the knags. We need to understand why a mere degree of δk (from V1 to
V2, ensured by (7.48) and (7.52), with δ ≪ 1) is sufficient for embedding internal shrubs of
potentially big total order, that is, how to ensure that already embedded internal trees do
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Main embedding lemma: Lemma 8.18
⇑ ⇑ ⇑
Shrubs SA Shrubs SB (Stage 1): Lemma 8.17 Shrubs SB (Stage 2): Lemma 8.16
(⋄2): Lemma 8.4
(⋄3): Lemma 8.13
(⋄4): Lemma 8.14
(⋄5): regularity
Table 8.1: Embedding lemmas employed for Configurations (⋄2)–(⋄5).
V0
V1
internal shrubs
V2 ∪ V3
V
|2
good
cut vertices WB end shrubs
cut vertices WA
Figure 8.2: An overview of embedding a fine partition (WA,WB ,SA,SB) of a tree T ∈ trees(k)
using Configurations (⋄6)–(⋄7). The knags are embedded between V0 and V1, the internal shrubs
are embedded in V2 ∪ V3, and the end shrubs are embedded using V ↾2good.
not cause a blockage later. Here the expansion26 ruling between the V2 and V3 comes into
play. This property (together with other properties of Preconfigurations (exp) and (reg))
will allow that, once finished embedding an internal tree, the follow-up knag can be embedded
in a place (in V1) which sees very little of the previously embedded internal shrubs.
This is the only part of the embedding process which makes use of the specifics of Configu-
rations (⋄6) and (⋄7). For this reason we will be able to follow the same embedding scheme
as presented here also for Configuration (⋄8), the only difference being the embedding of the
internal shrubs (see Section 8.1.3).
• The end shrubs are embedded in the yet unoccupied part of G. For this we use the properties
of Preconfigurations (♥1) or (♥2). The end shrubs are embedded using (but not entirely
into) the designated vertex set V ↾2good.
26This expansion is given by the presence of Gexp in Configurations (⋄6) (cf. (7.50)–(7.51)), and by the presence
of the avoiding set A in Configurations (⋄7) (V2 ⊆ A↾1 \ V¯ ).
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Main embedding lemma: Lemma 8.23
⇑ ⇑
Internal part End shrubs
(⋄6), (⋄7): Lemma 8.19 (♥1): Lemma 8.21
(⋄8): Lemma 8.20 (♥2): Lemma 8.22
⇑ ⇑
Knags Internal shrubs
(exp): Lemma 8.4 (⋄6): Lemma 8.11
(reg): Lemma 8.7 (⋄7): Lemma 8.12
(⋄8): Lemmas 8.12, 8.8, 8.5
Table 8.2: Embedding lemmas employed for Configurations (⋄6)–(⋄8) when embedding a tree
T ∈ trees(k) with a given fine partition.
The above embedding scheme is divided in two main steps: first the knags and the internal trees
are embedded (see Lemma 8.19), and this partial embedding is then extended to end shrubs (see
Lemmas 8.21 and 8.22). A more detailed hierarchy of the embedding lemmas which are used is
given in Table 8.2.
Remark 8.1. In our application of Lemma 7.34 the number p1 will be approximately the proportion
of the total order of the internal shrubs of a given fine partition (WA,WB ,SA,SB) of T while p2
will be approximately the proportion of the total order of the end shrubs. The number p0 is just a
small constant.
These numbers – scaled up by k – determine the parameter h1 ≈ p1k (in Configurations (⋄8)
and (⋄9)) and h2 ≈ p2k (in Configurations (⋄6)–(⋄9)). The properties of these configurations will
then allow to embed all the internal shrubs and end shrubs. Note that the parameter h1 does not
appear in Configurations (⋄6) and (⋄7). This suggests that the total order of the internal shrubs is
not at all important in Configurations (⋄6)–(⋄7). Indeed, we would succeed even embedding a tree
with internal shrubs of total order say 100k.27
In view of this it might be tempting to think that the end shrubs in SA could also be embedded
using the same technique as the internal shrubs into the sets V2∪V3 provided by these configurations
(cf. Figure 8.2). This is however not the case. Indeed, the minimum degree conditions (7.48), (7.52),
and (7.56) allow embedding only a small number of shrubs from a single cut-vertex x ∈ WA while
there may be many end shrubs attached to x; cf. Remark 3.5(ii).
8.1.3 Embedding overview for Configuration (⋄8)
Suppose Setting 7.4 and 7.7. We are working with sets V0, V1, V
↾2
good, V2, V3 and V4 and with
semiregular matching N coming from the configuration.
27Configuration (⋄8) has this property only in part. We would succeed even embedding a tree with principal
subshrubs of total order say 100k provided that the total order of peripheral subshrubs is somewhat smaller than h1.
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The embedding scheme follows Table 8.2, and is illustrated in Figure 8.3. Embedding of the
V0
V1
(principal subshrubs and some peripheral subshrubs)
V2
V
|2
good
cut vertices WB end shrubs
cut vertices WA
internal shrubs
N
V3
V4
internal shrubs
(remaining peripheral subshrubs)
roots of internal shrubs
Figure 8.3: An overview of embedding a fine partition (WA,WB ,SA,SB) of a tree T ∈ trees(k)
using Configuration (⋄8). The knags are embedded between V0 and V1. The roots of the internal
shrubs are embedded in V2. Some of the subshrubs of the internal shrubs are embedded in
V3 ∪ V4 and some in N ; principal subshrubs are always embedded in V3 ∪ V4. The end shrubs
are embedded in using V ↾2good.
knags and of the external shrubs is done in the same way as in Configurations (⋄6)–(⋄7). We only
describe here the way the internal shrubs are embedded. Their roots are embedded in V2. From that
point we proceed embedding subshrub by subshrub. Some of the subshrubs get embedded between
V3 and V4. This pair of sets has the same expansion property as the pair V2, V3 in Configuration (⋄7).
In particular, it allows to avoid the shadow of the already occupied set so that the follow-up knag
can be embedded in location almost isolated from the previous images, similarly as described in
Section 8.1.2. For this reason we make sure that principal subshrubs get embedded here. The
degree condition from V2 to V3 is too weak to ensure that all remaining subshrubs are embedded
between V3 and V4. Therefore we might have to embed some subshrubs in N . Condition (7.62)
— where h1 is approximately the order of the internal shrubs, as in Remark 8.1 — indicates that
it should be possible to accommodate all the subshrubs. For technical reasons, the order in which
different types of subshrubs are embedded is very important.
8.1.4 Embedding overview for Configuration (⋄9)
The embedding process in Configuration (⋄9) follows the same scheme as in Configurations (⋄6)–
(⋄8), but the embedding of the internal shrubs follows the regularity method. Assuming the simplest
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situation F = V2(N ) and V2 = V1(N ), we would have degminGreg(V1, V1(N )) > h1 (cf. (7.63)). See
Figure 8.4 for an illustration. Similarly as above, the knags are embedded between V0 and V1.
V0
V1
internal shrubs
V
|2
good
cut vertices WB end shrubs
cut vertices WA
N h1 h2
h2
2
Figure 8.4: An overview of embedding a fine partition (WA,WB ,SA,SB) of a tree T ∈ trees(k)
using Configuration (⋄9). The knags are embedded between V0 and V1, the internal shrubs using
the regularity method in N and the end shrubs are embedded using V ↾2good.
The internal shrubs are accommodated using the regularity method in N , and the end shrubs are
embedded in V ↾2good using Preconfiguration (♥1). The embedding lemma for this configuration is
given in Lemma 8.24.
8.1.5 Embedding overview for Configuration (⋄10)
Configuration (⋄10) is very closely related to the structure obtained by Piguet and Stein [PS12] in
their solution of the dense approximate case of Conjecture 1.2, Theorem 1.5. Let us describe their
proof first. Piguet and Stein prove that when k > qn (for some fixed q > 0 and k sufficiently large)
the cluster graph28 Greg of a graph G ∈ LKS(n, k, η) contains the following structure (cf. [PS12,
Lemma 8]). There is a set of clusters L ⊆ V such that each cluster in L contains only vertices of
captured degrees at least (1+ η2 )k. There is a matchingM ⊆ Greg, and an edge AB, with A,B ∈ L.
One of the following conditions is satisfied
(H1) M covers NGreg({A,B}), or
(H2) M covers NGreg(A), and the vertices in B have captured degrees at least (1 +
η
2 )
k
2 into⋃
(L ∪ V (M)). Further, each edge in M has at most one endvertex in NGreg(A).
Piguet and Stein use structures (H1) and (H2) to embed any given tree T ∈ trees(k) into G using
the regularity method; see Sections 3.6 and 3.7 in [PS12], respectively. Actually, a slight relaxation
of (H1) and (H2) would be sufficient for the embedding to work, as can be easily seen from their
proof: Again, there is a set of clusters L ⊆ V such that each cluster in L contains only vertices of
captured degrees at least (1+ η2 )k, there is a matching M ⊆ Greg, and an edge AB, A,B ∈ L. One
of the following conditions is satisfied
28ordinary, in the sense of the classic Regularity Lemma
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(H1’) the vertices in A∪B have captured degrees at least (1+ η2 )k into the vertices of
⋃
(L∪V (M)),
or
(H2’) the vertices in A have captured degrees at least (1 + η2 )k into the vertices of
⋃
V (M), and
the vertices in B have captured degrees at least (1 + η2 )
k
2 into
⋃
(L ∪ V (M)). Further, each
edge in M has at most one endvertex in NGreg(A).
It can be seen that Configuration (⋄10) is a direct counterpart to (H1’).29 (The counterpart
of (H2’) is contained in Configuration (⋄9) and the similarity is somewhat weaker.)
The embedding lemma for Configuration (⋄10) is stated in Lemma 8.25.
8.2 Stochastic process Duplicate(ℓ)
Let us introduce a class of stochastic processes, which we call Duplicate(ℓ) (ℓ ∈ N). These are
discrete processes (X1, Y1), (X2, Y2), . . . , (Xq, Yq) ∈ {0, 1}2 (where q ∈ N is arbitrary) satisfying the
following.
• For each i ∈ [q], we have either
(a) Xi = Yi = 0 (deterministically), or
(b) Xi = Yi = 1 (deterministically), or
(c) exactly one of Xi and Yi is one, and in that case P[Xi = 1] =
1
2 .
• If the distribution of (Xi, Yi) is according to (c), then the random choice is made independently
of the values (Xj , Yj) (j < i).
• We have ∑qi=1(Xi + Yi) 6 ℓ.
Needless to say that this definition is not deep and its purpose is only to adopt the language we
shall be using later. The following lemma asserts that the first and second component of a process
Duplicate(ℓ) are typically balanced.
Lemma 8.2. Suppose that (X1, Y1), (X2, Y2), . . . , (Xq, Yq) is a process in Duplicate(ℓ). Then for
any a > 0 we have
P
[
q∑
i=1
Xq −
q∑
i=1
Yq > a
]
6 exp
(
−a
2
2ℓ
)
.
Proof. We shall be using the following version of the Chernoff bound for sums of independent
random variables Zi, with distribution P[Zi = 1] = P[Zi = −1] = 12 .
P
[
n∑
i=1
Zi > a
]
6 exp
(
− a
2
2n
)
. (8.1)
29Observe that some parts of Greg are irrelevant in the embedding process of [PS12]. The objects Greg, L, and M
in the structural result of [PS12] correspond to (G˜,V), L∗, and M in Configuration (⋄10).
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Let J ⊆ [q] be the set of all indices i with Xi + Yi = 1. By the definition of Duplicate(ℓ), we
have |J | 6 ℓ. By (8.1) we have
P
[∑
J
(Xi − Yi) > a
]
6 exp
(
− a
2
2|J |
)
6 exp
(
−a
2
2ℓ
)
.
We shall use the stochastic process Duplicate to guarantee that certain fixed vertex sets do not
get overfilled during our tree embedding procedure. Duplicate is used in Lemmas 8.11 and 8.12
through Lemma 8.10.
8.3 Embedding small trees
When embedding the tree T⊲T1.3 in our proof of Theorem 1.3 it will be important to control where
different bits of T⊲T1.3 go. This motivates the following notation. Let X1, . . . ,Xℓ ⊆ V (T ) be
arbitrary vertex sets of a tree T , and let V1, . . . , Vℓ ⊆ V (G) be arbitrary vertex sets of a graph G.
Then an embedding φ : V (T ) → V (G) of T in G is an (X1 →֒ V1, . . . ,Xℓ →֒ Vℓ)-embedding if
φ(Xi) ⊆ Vi for each i ∈ [ℓ].
We provide several sufficient conditions for embedding a small tree with additional constraints.
The first lemma deals with embedding using an avoiding set.
Lemma 8.3. Let Λ, k ∈ N and let ε, γ ∈ (0, 12) with γ2 > ε. Suppose A is a (Λ, ε, γ, k)-avoiding set
with respect to a set D of (γk, γ)-dense spots in a graph H. Suppose that (T1, r1), . . . , (Tℓ, rℓ) are
rooted trees with |⋃i Ti| 6 γk/2. Let U ⊆ V (H) with |U | 6 Λk, and let U∗ ⊆ A with |U∗| > εk+ ℓ.
Then there are mutually disjoint (ri →֒ U∗, V (Ti)\{ri} →֒ V (H)\U)-embeddings of the trees (Ti, ri)
in H.
Proof. Since A is (Λ, ε, γ, k)-avoiding, there exists a set Y ⊆ A with |Y | 6 εk, such that each vertex
v in A \ Y has degree at least γk into some (γk, γ)-dense spot D ∈ D with |U ∩ V (D)| 6 γ2k.
In particular, U∗ \ Y is large enough so that we can embed all vertices ri there. We extend this
embedding successively to an embedding of
⋃
i Ti, in each step finding a suitable image in V (D)\U
for one neighbour of an already embedded vertex v ∈ ⋃i V (Ti). This is possible since the image of
v has degree at least γk − |U ∩ V (D)| > γk/2 >∑i v(Ti) into V (D) \ U .
The next lemma deals with embedding a tree into a nowhere-dense graph, a primal example of
which is the graph Gexp.
Lemma 8.4. Let k ∈ N, let Q > 1 and let γ, ζ ∈ (0, 1) be such that 128Qγ 6 ζ2. Let H
be a (γk, γ)-nowhere-dense graph. Let (T1, r1), . . . , (Tℓ, rℓ) be rooted trees of total order less than
ζk/4. Let V1, V2, U, U
∗ ⊆ V (H) be four sets with U∗ ⊆ V1, |U | < Qk, |U∗| > 32Q2γζ k + ℓ, and
degminH(Vj , V3−j) > ζk for j = 1, 2. Then there are mutually disjoint (ri →֒ U∗, Veven(Ti) →֒
V1 \ U, Vodd(Ti) →֒ V2 \ U)-embeddings of the trees (Ti, ri) in H.
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Proof. Set B := shadowH(U, ζk/2). By Fact 7.2, we have |B| 6 32Q
2γ
ζ k 6
ζ
4k. In particular,
U∗ \B is large enough to accommodate the images φ(ri) of all vertices ri.
Successively, extend φ, in each step mapping a neighbour u of some already embedded vertex
v ∈ ⋃i V (Ti) to a yet unused neighbour of φ(v) in Vj \ (B ∪U), where j is either 1 or 2, depending
on the parity of distT (r, v). This is possible as φ(v), lying outside B, has at least ζk/2 neighbours
in Vi \U . Thus φ(v) has at least ζk/4 neighbours in Vi \ (U ∪B), which is more than
∑
i v(Ti).
The next three standard lemmas deal with embedding trees in a regular or a super-regular pair.
We omit their proofs.
Lemma 8.5. Let ε > 0 and β > 2ε. Let (C,D) be an ε-regular pair in a graph H, with |C| =
|D| =: ℓ, and with density d(C,D) > 3β. Suppose that there are sets X ⊆ C, Y ⊆ D, and X∗ ⊆ X
satisfying min{|X|, |Y |} > 4 εβ ℓ and |X∗| > β2 ℓ. Let (T, r) be a rooted tree of order v(T ) 6 εℓ. Then
there exists an (r →֒ X∗, Veven(T ) →֒ X,Vodd(T ) →֒ Y )-embedding of T in H.
Lemma 8.6. Let β, ε > 0 and ℓ ∈ N be such that β > 2ε. Let (C,D) be an ε-regular pair with
|C| = |D| = ℓ of density d(C,D) > 3β in a graph H. Let (T1, r1), (T2, r2), . . . , (Ts, rs) be rooted
trees with v(Ti) 6 εℓ for all i ∈ [s]. Let U ⊆ V (H) fulfill |C∩U | = |D∩U |, and let X∗ ⊆ (C∪D)\U
be such that
|X∗| >
s∑
i=1
v(Ti) + 50βℓ . (8.2)
Then there are mutually disjoint (ri →֒ X∗, V (Ti) →֒ (C ∪D) \ U)-embeddings of the trees (Ti, ri)
in H.
Lemma 8.7. Let d > 10ε > 0. Suppose that (A,B) forms an (ε, d)-super-regular pair with
|A|, |B| > ℓ. Let UA ⊆ A, UB ⊆ B be such that |UA| 6 |A|/2 and |UB | 6 d|B|/4. Let (T, r)
be a rooted tree of order at most dℓ/4, and let v ∈ A \ UA be arbitrary. Then there exists an
(r →֒ v, Veven(T, r) →֒ A \ UA, Vodd(T, r) →֒ B \ UB)-embedding of T .
Suppose that we we have a rooted tree (T, r) to be embedded, and its root was already
on a vertex φ(r). Suppose that r has degree ℓX + ℓY in a regular pair (X,Y ), where ℓX :=
deg(φ(r),X), ℓY := deg(φ(r), Y ), with ℓX > ℓY , say. The hope is that we can embed T in (X,Y )
as long as v(T ) is a bit smaller than ℓX + ℓY . For this, the greedy strategy does not work (see
Figure 8.5) and we need to be somewhat more careful. We split the embedding process into two
stages. In the first stage we choose a subset of the components of T −r of total order approximately
2min
(
ℓX , ℓY
)
= 2ℓY . When embedding these, we choose orientations of each component in such
a way that the image is approximately balanced with respect to X and Y . In the second stage we
embed the remaining components so that their roots are embedded in X. We refer to the first stage
as embedding in an balanced way, and as embedding in an unbalanced way to the second stage.
The next lemma says that each regular pair can be filled-up in a balanced way by trees.
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Figure 8.5: An example of a rooted tree (T, r), depicted on the left. The forest T − r has three
components (I), (II), (III) of total order 12. Say the vertex r is embedded so that for the regular
pair (X,Y ) we have deg(φ(r), X) = 8, deg(φ(r), Y ) = 4 (neighbourhoods of φ(r) hatched).
While the greedy strategy does not work (middle), splitting the process into a balanced and an
unbalanced stage (right) does — here the components (I) and (II) are embedded in the balanced
stage and the component (III) in the unbalanced stage.
Lemma 8.8. Let G be a graph, v ∈ V (G) be a vertex, M be an (ε, d, νk)-semiregular matching in
G, and {fCD}(C,D)∈M a family of integers between −τk and τk. Suppose (T, r) is a rooted tree,
v(T ) 6
(
1− 4(ε+
τ
ν )
d− 2ε
)
|V (M)| ,
with the property that each component of T − r has order at most τk. If V (M) ⊆ NG(v) then there
exists an (r →֒ v, V (T − r) →֒ V (M))-embedding φ of T such that for each (C,D) ∈ M we have
|C ∩ φ(T )|+ fCD = |D ∩ φ(T )| ± τk.
The proof of Lemma 8.8 is standard, and is given for example in [HP, Lemma 6.6].
Lemma 8.8 suggests the following definitions. The discrepancy of a set X with respect to a
pair of sets (C,D) is the number |C ∩X| − |D ∩X|. X is s-balanced with respect to a semiregular
matching M if the discrepancy of X with respect to each (C,D) ∈ M is at most s in absolute
value.
Lemma 8.9. Let G be a graph, v ∈ V (G) be a vertex, M be an (ε, d, νk)-semiregular matching in
G with an M-cover F , and U ⊆ V (G). Suppose (T, r) is a rooted tree with
v(T ) + |U | 6 degG
(
v, V (M) \
⋃
F
)
− 4(ε +
τ
ν )
d− 2ε |V (M)| ,
such that each component of T − r has order at most τk. Then there exists an (r →֒ v, V (T − r) →֒
V (M) \ U)-embedding φ of T .
The proof of Lemma 8.9 is again standard and we again omit it.
The following lemma uses a probabilistic technique to embed a shrub while reserving a set of
vertices in the host graph for later use. We wish the reserved set to use about as much space inside
certain given sets Pi as the image of our shrub does. (In later applications the sets Pi correspond
to neighbourhoods of vertices which are still ‘active’.)
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Lemma 8.10 will find an immediate application in all the remaining lemmas of this subsection.
However it is really necessary only for Lemmas 8.11–8.12, which deal with embedding shrubs in
the presence of one of the Configurations (⋄6)–(⋄8). For Lemmas 8.13 and 8.14, which are for
Configurations (⋄3) and (⋄4) a simpler auxiliary lemma (without reservations) would suffice.
Lemma 8.10. Let H be a graph, let X∗,X1,X2, P1, P2, . . . , PL ⊆ V (H), and let (T1, r1), . . . ,
(Tℓ, rℓ) be rooted trees, such that L 6 k, |Pj | 6 k for each j ∈ [L], and |X∗| > 2ℓ. Suppose that
degmin(X1 ∪X∗,X2) > 2
∑
v(Ti) and deg
min(X2,X1) > 2
∑
v(Ti).
Then there exist pairwise disjoint (ri →֒ X∗, Veven(Ti, ri) \ {ri} →֒ X1, Vodd(Ti, ri) →֒ X2)-em-
beddings φi of Ti in G and a set C ⊆ (X1 ∪X2) \
⋃
φi(Ti) of size
∑
v(Ti) such that for each j ∈ [L]
we have
|Pj ∩
⋃
φi(Ti)| 6 |Pj ∩ C|+ k3/4. (8.3)
Proof. Let m :=
∑
v(Ti).
We construct pairwise disjoint random (ri →֒ X∗, Veven(Ti, ri) \ {ri} →֒ X1, Vodd(Ti, ri) →֒ X2)-
embeddings φi and a set C ⊆ V (H) \
⋃
φi(Ti) which satisfies (8.3) with positive probability. Then
the statement follows.
Enumerate the vertices of
⋃
Ti as
⋃
V (Ti) = {v1, . . . , vm} such that vi = ri for i = 1, . . . , ℓ, and
such that for each j > ℓ we have that the parent of vj lies is the set {v1, . . . , vj−1}. Pick pairwise
disjoint sets A1, . . . , Aℓ ⊆ X∗ of size two. Uniformly at random denote one element of Aj as xj and
the other as yj.
Now, successively for i = ℓ+ 1, . . . ,m, we shall define vertices xi and yi. Let r denote the root
of the tree in which vi lies, and let vs = Par(vi). We shall choose xi, yj ∈ Xji where ji = dist(r, vi)
mod 2 + 1. In step i, proceed as follows. Since xs ∈ Xjs (or since xs ∈ X∗), we have
deg(xs,Xji \
⋃
h<i
{xh, yh}) > 2.
Hence, we may take an arbitrary subset Ai ⊆ (N(xs) ∩Xji) \
⋃
h<i{xh, yh} of size exactly two. As
above, randomly label its elements as xi and yi independently of all other choices.
The choices of the maps (vj 7→ xj)mj=1 determine φ1, . . . , φℓ. Then C := {y1, . . . , ym} has size
exactly m and avoids
⋃
φi(Ti).
For each j ∈ [L] we set up a stochastic process S(j) =
(
(X
(j)
i , Y
(j)
i )
)m
i=1
, defined by X
(j)
i =
1{xi∈Pj} and Y
(j)
i = 1{yi∈Pj}. Note that S
(j) ∈ Duplicate(|Pj |) ⊆ Duplicate(k). Thus, for a fixed
j ∈ [L], by Lemma 8.2, the probability that |Pj∩(
⋃
φi(Ti))| > |Pj∩C|+k3/4 is at most exp(−
√
k/2).
Using the union bound over all j ∈ [L] we get that Property 8.5 holds with probability at least
1− L · exp
(
−
√
k
2
)
> 0 .
This finishes the proof.
We now get to the first application of Lemma 8.10.
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Lemma 8.11. Assume we are in Setting 7.4. Suppose that the sets V2, V3 are such that for j = 2, 3
we have
degminH(Vj , V5−j) > δk, (8.4)
where δ > 300/k, and H is a (γk, γ)-nowhere dense graph. Suppose that U,U∗, P1, P2, . . . , PL ⊆
V (G), and L 6 k, are such that |U | 6 δ24√γk, U∗ ⊆ V2, |U∗| > δ4k, and |Pj | 6 k for each j ∈ [L].
Let (T, r) be a rooted tree of order at most δk/8.
Then there exists a (r →֒ U∗, Veven(T, r) \ {r} →֒ V2 \ U, Vodd(T, r) →֒ V3 \ U)-embedding φ of T
in G and a set C ⊆ (V2 ∪ V3) \ (U ∪ φ(T )) of size v(T ) such that for each j ∈ [L] we have
|Pj ∩ φ(T )| 6 |Pj ∩ C|+ k3/4. (8.5)
Proof. Set B := shadowGexp(U, δk/4). By Fact 7.2, we have that |B| 6 64γδ ( δ24√γ )2k 6 δ4k− 2. In
particular, X∗ := U∗ \ B has size at least 2. Set X1 := V2 \ (U ∪ B) and set X2 := V3 \ (U ∪ B).
Using (8.4), we find that
degminGexp(Xj ,X3−j) > δk − degmaxGexp(Xj , U)− |B| > δk −
δ
4
k − δ
4
k > 2v(T )
for j = 1, 2. We may thus apply Lemma 8.10 to obtain the desired embedding φ and the set C.
Lemma 8.12. Assume Setting 7.4 and Setting 7.7. Suppose that we are given sets Y1, Y2 ⊆ P1 \ V¯
with Y1 ⊆ A, and
(i) degmaxGD(Y1,P1 \ Y2) 6 ηγ400 , and
(ii) degminGD(Y2, Y1) > δk.
Suppose that U,U∗, P1, P2, . . . , PL ⊆ V (G) are sets such that |U | 6 Λδ2Ω∗ k, U∗ ⊆ Y1, with
|U∗| > δ4k, |Pj | 6 k for each j ∈ [L], and L 6 k. Suppose (T1, r1), . . . , (Tℓ, rℓ) are rooted trees of
total order at most δk/1000. Suppose further that δ < ηγ/100, ε′ < δ/1000, and k > 1000/δ.
Then there exist pairwise disjoint (ri →֒ U∗, Veven(Ti, ri) →֒ Y1 \ U, Vodd(Ti, ri) →֒ Y2 \ U)-em-
beddings φi of Ti in G and a set C ⊆ V (G −
⋃
φi(Ti)) of size
∑
v(Ti) such that for each j ∈ [L]
we have that
|Pj ∩
⋃
φi(Ti)| 6 |Pj ∩ C|+ k3/4. (8.6)
Proof. Set U ′ := shadowGD(U, δk/2) ∪U . By Fact 7.1, we have |U ′| 6 Λk. As Y1 is a (Λ, ε′, γ, k)-
avoiding set, by Definition 4.6 there exists a set B ⊆ Y1, |B| 6 ε′k such that for all v ∈ Y1 \B there
exists a dense spot Dv ∈ D with v ∈ V (Dv) and |V (Dv) ∩ U ′| 6 γ2k. As Y1 is disjoint from V¯ ,
by Definition 7.6(4) and by (7.15), we have that degDv(v, V (Dv)
↾1) > ηγ200k. By (i), we have that
degGD(v, V (Dv)
↾1 \ Y2) < ηγ400k, and hence,
degGD
(
v, (V (Dv)
↾1 ∩ Y2) \ U ′
)
>
ηγk
400
− γ2k > ηγk
800
.
Thus,
degminGD(Y1 \B,Y2 \ (U ′ ∪B)) >
ηγk
800
− ε′k > 2
∑
v(Ti) . (8.7)
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Further, by the definition of U ′ and by (ii), we have
degminGD(Y2 \ U ′, Y1 \ (U ∪B)) >
δk
2
− ε′k > 2
∑
v(Ti) . (8.8)
Set X∗ := U∗ \ B, and note that |X∗| > δk/4 − ε′k > 2ℓ. Set X1 := Y1 \ (U ∪ B) and
X2 := Y2 \ (U ′ ∪ B). Inequalities (8.7) and (8.8) guarantee that we may apply Lemma 8.10 to
obtain the desired embeddings φi.
Lemma 8.13. Assume Setting 7.4. Suppose that the sets L′, L′′,Ψ′,Ψ′′, V1, V2 witness Config-
uration (⋄3)(0, 0, γ/4, δ). Suppose that U,U∗ ⊆ V (G) are sets such that |U | 6 k, U∗ ⊆ V1,
|U∗| > δ4k. Suppose (T, r) is a rooted tree of order at most δk/1000. Suppose further that δ 6 γ/100,
ε′ < δ/1000, and 4Ω∗/δ 6 Λ.
Then there is an (r →֒ U∗, Veven(T, r) \ {r} →֒ V1 \ U, Vodd(T, r) →֒ V2 \ U)-embedding of T in G.
Proof. The proof of this lemma is very similar to the one of Lemma 8.12 (in fact, even easier). Set
U ′ := shadowGD(U, δk/2) ∪ U and note that |U ′| 6 Λk by Fact 7.1. As V1 is (Λ, ε′, γ, k)-avoiding,
by Definition 4.6 there is a set B ⊆ V1, |B| 6 ε′k such that for all v ∈ V1\B there exists a dense spot
Dv ∈ D with degDv(v, V (Dv) \U ′) > γk/2. By (7.31), we know that degGD(v, V (Dv) \V2) 6 γk/4,
and hence, degGD
(
v, (V (Dv) ∩ V2) \ U ′
)
> γk/4. Thus,
degminGD(V1 \B,V2 \ U ′) >
γk
4
> 2v(T ) . (8.9)
Further, by the definition of U ′ and by (7.32), we have
degminGD(V2 \ U ′, V1 \ U) >
δk
2
> 2(T ) . (8.10)
Set X∗ := U∗ \ B, and note that |X∗| > δk/4 − ε′k > 2. Set X1 := V1 \ (U ∪ B) and
X2 := V2 \ (U ′ ∪B). Inequalities (8.9) and (8.10) guarantee that we may apply Lemma 8.10 (with
empty sets Pi) to obtain the desired embedding φ.
Lemma 8.14. Assume Setting 7.4. Suppose that the sets L′, L′′,Ψ′,Ψ′′, V1,A′, V2 witness Con-
figuration (⋄4)(0, 0, γ/4, δ). Suppose that U ⊆ V (G), U∗ ⊆ V1 are sets such that |U | 6 k and
|U∗| > δ4k. Suppose (T, r) is a rooted tree of order at most δk/20 with a fruit r′. Suppose further
that 4ε′ 6 δ 6 γ/100, and Λ > 300(Ω
∗
δ )
3.
Then there exists an (r →֒ U∗, r′ →֒ V1 \ U, V (T ) \ {r, r′} →֒ (A′ ∪ V2) \ U)-embedding of T in G.
Proof. Set
U ′ := U˜ ∪ shadowG∇−Ψ(U, δk/4) ∪ shadow(2)G∇−Ψ(U˜ , δk/4)
and let
U ′′ := U˜ ∪ shadowGD(U ′, δk/2).
We use Fact 7.1 to see that |U ′| 6 δ4Ω∗Λk and |U ′′| 6 Λk. We then use Definition 4.6 and (7.36) to
find a set B ⊆ A′ of size at most ε′k such that
degminGD(A
′ \B,V2 \ U ′′) > 2v(T ) . (8.11)
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Using (8.11), and employing (7.33) and (7.35), we see that we may apply Lemma 8.10 with
X∗
⊲L8.10 := U
∗, X1,⊲L8.10 := A
′ \ (B ∪ U ′) and X2,⊲L8.10 := V2 \ U ′′ (and with empty sets Pi) in
order to embed the tree T −T (r, ↑ r′) rooted at r. Then embed T (r, ↑ r′), by applying Lemma 8.10
a second time, using (7.33) and (7.34).
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For this section, we need to introduce the notion of a ghost. Given a semiregular matching N ,
we call an involution d : V (N ) → V (N ) with the property that d(S) = T for each (S, T ) ∈ N a
matching involution.
Assume Setting 7.4 and fix a matching involution b for MA ∪MB . For any set U ⊆ V (G) we
then define by
ghost(U) := U ∪ b(U ∩ V (MA ∪MB)) .
Clearly, we have that |ghost(U)| 6 2|U |, and |ghost(U) ∩ S| = |ghost(U) ∩ T | for each (S, T ) ∈
MA ∪MB .
The notion of ghost extends to other semiregular matchings. If N is a semiregular matching
and d a matching involution for N then we write ghostd(U) := U ∪ d
(
U ∩ V (N )).
8.4.1 Embedding in Configuration (⋄1)
This subsection contains an easy observation that trees(k) ⊆ G in case G contains Configura-
tion (⋄1).
Lemma 8.15. Let G be a graph, and let A,B ⊆ V (G) be such that degmin(G[A,B]) > k/2, and
degmin(A) > k. Then trees(k) ⊆ G.
Proof. Let T ∈ trees(k) have colour classes X and Y , with |X| > k/2 > |Y |. By Fact 2.1, for the
set W of those leaves of T that lie in X, we have |X \W | 6 k/2. We embed T −W greedily in G,
mapping Y to A and X \W to B. We then embed W using the fact that degmin(A) > k.
8.4.2 Embedding in Configurations (⋄2)–(⋄5)
In this section we show how to embed T⊲T1.3 in the presence of configurations (⋄2)–(⋄5). As
outlined in Section 8.1.1 our main embedding lemma, Lemma 8.18, builds on Lemma 8.17 which
handles Stage 1 of the embedding, and Lemma 8.16 which handles Stage 2.
Lemma 8.16. Assume we are in Setting 7.4. Suppose L′′, L′ and Ψ′ witness Preconfiguration
(♣)(105Ω∗η ). Let (T, r) be a rooted tree of order at most γ2νk/6. Let U ⊆ V (G) with |U |+v(T ) 6 k,
and let v ∈ Ψ′ \ U . Then there exists an (r →֒ v, V (T ) →֒ V (G) \ U)-embedding of (T, r).
Proof. We proceed by induction on the order of T . The base v(T ) 6 2 obviously holds. Let us
assume Lemma 8.16 is true for all trees T ′ with v(T ′) < v(T ).
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Let U1 := shadowG∇(U − Ψ, ηk/200), and U2 :=
⋃{C ∈ V : |C ∩ U | > 12 |C|}. We have
|U1| 6 200Ω∗η k by Fact 7.1, and |U2| 6 2|U |. Set
LA := L
′′ ∩ shadowG∇(A,
ηk
50
),
LΨ := L
′′ ∩ shadowG∇
(
Ψ, |U ∩Ψ|+ ηk
50
)
, and
LV := L
′′ ∩ shadowGreg
(
V (Greg), (1 +
η
50
)k − |U ∩Ψ|
)
.
Observe that LV ⊆
⋃
V and that since L′′ ⊆ L 9
10
η,k(G∇) \Ψ, we have
L′′ ⊆ V (Gexp) ∪ A ∪ LΨ ∪ LA ∪ LV .
As by (7.30), we have degG(v, L
′′) > 10
5Ω∗k
η > 5(|U ∪ U1 ∪ U2| + v(T ) + ηk), one of the following
five cases must occur.
Case I: degG(v, V (Gexp) \ U) > v(T ) + ηk. Lemma 8.4 gives an embedding of the forest T−r (whose
components are rooted at neighbours of r). The input sets/parameters of Lemma 8.4 are Q⊲L8.4 :=
1, ζ⊲L8.4 := 12
√
γ, U∗
⊲L8.4 := (NG(v) ∩ V (Gexp)) \ U , U⊲L8.4 := U , V1 = V2 := V (Gexp).
Case II: degG(v,A \ U) > v(T ) + ηk. Lemma 8.3 gives an embedding of the forest T − r (whose
components are rooted at neighbours of r). The input sets/parameters of Lemma 8.3 are U∗
⊲L8.3 :=
(NG(v) ∩ A) \ U , U⊲L8.3 := U and ε⊲L8.3 := ε′ 6 η. Here, and below, we tacitly implicitly assume
parameters of the same name to be the same, i.e. γ⊲L8.3 := γ.
Case III: degG(v, LA \ (U ∪ U1)) > v(T ) + ηk. We only outline the strategy. Embed the children
of r in LA \ (U ∪U1) using a map φ : ChT (r)→ LA \ (U ∪U1). By definition of LA, and U1, we have
degG∇(φ(w),A \ U) > ηk100 for each w ∈ ChT (r). Now, for every w ∈ ChT (r) we can proceed as in
Case II to extend this embedding to the rooted tree
(
T (r, ↑ w), w). That is, Case III is “Case II
with an extra step in the beginning”.
Case IV: degG(v, LΨ \ U) > v(T ) + ηk. We embed the children ChT (r) of r in distinct vertices of
LΨ \ U . This is possible by the assumption of Case IV.
Now, (7.28) implies that degminG∇(LΨ,Ψ
′) > |U ∩Ψ|+ ηk100 . Consequently, degminG∇(LΨ,Ψ′ \
U) > ηk100 . Therefore, for each w ∈ ChT (r) embedded in LΨ\U we can find an embedding of ChT (w)
in Ψ′ \ U such that the images of grandchildren of r are disjoint. We fix such an embedding. We
can now apply induction. More specifically, for each grandchild u of r we embed the rooted tree(
T (r, ↑ u), u) using Lemma 8.16 (employing induction) using the updated set U , to which the
images of the newly embedded vertices were added.
Case V: degG(v, LV \ (U ∪ ∪U1 ∪ U2)) > v(T ). Let u1, . . . , uℓ be the children of r. Let us consider
arbitrary distinct neighbours x1, . . . , xℓ ∈ LV \ (U ∪ U1 ∪ U2) of v. Let Ti := T (r, ↑ ui). We
sequentially embed the rooted trees (Ti, ui), i = 1, . . . , ℓ, writing φ for the embedding. In step
i, consider the set Wi :=
(
U ∪⋃j<i φ(Tj)) \ Ψ. Let Di ∈ V be the cluster containing xi. By
definition of LV and of U1,
degGreg(xi, V (Greg) \Wi) >
ηk
50
− ηk
200
>
ηk
100
.
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Fact 4.11 yields a cluster Ci ∈ V such that
degGreg(xi, Ci \Wi) >
η
100
· γc
2(Ω∗)2
>
γ2c
2
+ v(T ) >
12ε′c
γ2
+ v(T ) .
In particular there is at least one edge from E(Greg) between Ci and Di, and therefore, (Ci,Di)
forms an ε′-regular pair of density at least γ2 in Greg. Map ui to xi and let F1, . . . , Fm be the
components of the forest Ti − ui. We now sequentially embed the trees Fj in the pair (Di, Ci)
using Lemma 8.5, with X⊲L8.5 := Ci \ (Wi ∪
⋃
q<j φ(Fq)), X
∗
⊲L8.5 := NGreg(xi,X⊲L8.5), Y⊲L8.5 :=
Di \ (Wi ∪ {xi} ∪
⋃
q<j φ(Fq)), ε⊲L8.5 := ε
′, and β⊲L8.5 := γ
2/3.
We are now ready for the lemma that will handle Stage 1 in configurations (⋄2)–(⋄5).
Lemma 8.17. Assume we are in Setting 7.4, with L′′, L′,Ψ′ witnessing (♣)(Ω⋆) in G. Let U ⊆
V (G) \Ψ and let (T, r) be a rooted tree with v(T ) 6 k/2 and |U | + v(T ) 6 k. Suppose that each
component of T−r has order at most τk. Let x ∈ (L′′∩YB)\⋃2i=0 shadow(i)G∇(ghost(U), ηk/1000).
Then there is a subtree T ′ of T with r ∈ V (T ′) which has an (r →֒ x, V (T ′) \ {r} →֒ V (G) \Ψ)-
embedding φ. Further, the components of T − T ′ can be partitioned into two (possibly empty) sets
C1, C2, such that the following two assertions hold.
(a) If C1 6= ∅, then degminG∇(φ(Par(V (
⋃ C1))),Ψ′) > k + ηk100 − v(T ′),
(b) Par(V (
⋃ C2)) ⊆ {r}, and degG∇(x,Ψ′) > k2 + ηk100 − v(T ′ ∪⋃ C1).
Proof. Let C be the set of all components of T − r. We start by defining C2. Then, we have to
distribute T −⋃ C2 between T ′ and C1. First, we find a set CM ⊆ C \C2 which fits into the matching
MA ∪MB (and thus will form part of T ′). Then, we consider the remaining components of C \ C2:
some of these will be embedded entirely, of others we only embed the root, and leave the rest for
C1. Everything embedded will become a part of T ′.
Throughout the proof we write shadow for shadowG∇ .
Set Vgood := Vgood \ shadow(ghost(U), ηk1000 ), and choose C˜ ⊆ C such that
degG∇(x, Vgood)−
ηk
30
<
∑
S∈C˜
v(S) 6 max
{
0,degG∇
(
x, Vgood
)− ηk
40
}
. (8.12)
Set C2 := C \ C˜. Note that this choice clearly satisfies the first part of (b). Let us now verify the
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second part of (b). For this, we calculate
degG∇(x,Ψ
′) > degG∇(x, V+ \ L#)− degG∇(x, shadow(ghost(U),
ηk
1000
))
− degG∇(x, V+ \ (L# ∪ shadow(ghost(U),
ηk
1000
) ∪Ψ))
− degG∇(x,Ψ \Ψ′)
(by (7.11), x 6∈ shadow(2)(ghost(U), ηk
1000
), (8.12), (7.28)) >
(
k
2
+
ηk
20
)
− ηk
1000
−
∑
S∈C˜
v(S) +
ηk
30
− ηk
100
>
k
2
−
∑
S∈C˜
v(S) +
ηk
20
>
k
2
− v(T ′ ∪
⋃
C1) + ηk
100
,
as desired for (b).
Now, set
M := {(X1,X2) ∈ MA ∪MB : degGD(x, (X1 ∪X2) \ A) > 0} . (8.13)
Claim 8.17.1. We have |V (M)| 6 4(Ω∗)2γ2 k.
Proof of Claim 8.17.1. Indeed, let (X1,X2) ∈ M, i.e. (X1,X2) ∈ MA ∪MB with degGD(x, (X1 ∪
X2)\A) > 0. Then, using Property 4 of Setting 7.4, we see that there exists a cluster C(X1,X2) ∈ V
such that degGD(x,C(X1,X2)) > 0, and either X1 ⊆ C(X1,X2) or X2 ⊆ C(X1,X2). In particular, there
exists a dense spot (A(X1,X2), B(X1,X2);F(X1,X2)) ∈ D such that x ∈ A(X1,X2), and X1 ⊆ B(X1,X2)
or X2 ⊆ B(X1,X2). By Fact 4.4, there are at most Ω
∗
γ such dense spots, let Z denote the union
of all vertices contained in these spots. Fact 4.3 implies that |Z| 6 2(Ω∗)2γ2 k. Thus |V (M)| 6
2|V (M) ∩ Z| 6 2|Z| 6 4(Ω∗)2
γ2
k.
First we shall embed as many components from C˜ as possible in M. To this end, consider an
inclusion-maximal subset CM of C˜ with∑
S∈CM
v(S) 6 degG∇(x, V (M))−
ηk
1000
. (8.14)
We aim to utilize the degree of x to V (M) to embed CM in V (M) using the regularity method.
Remark 8.17.2. This remark (which may as well be skipped at a first reading) is aimed at those
readers that are wondering about a seeming inconsistency of the defining formulas (8.13) for M,
and (8.14) for CM . That is, (8.13) involves the degree in GD and excludes the set A, while (8.14)
involves the degree in G∇. The setting in (8.13) was chosen so that it allows us to control the size
of M in Claim 8.17.1, crucially relying on Property 4 of Setting 7.4. Such a control is necessary
to make the regularity method work. Indeed, in each regular pair there may be a small number
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of atypical vertices30, and we must avoid these vertices when embedding the components by the
regularity method. Thus without the control on |M| it might happen that the degree of x is
unusable because x sees very small numbers of atypical vertices in an enormous number of sets
corresponding to M-vertices. On the other hand, the edges x sends to A can be utilized by other
techniques in later stages. Once we have defined M we want to use the full degree to V (M) to
ensure we can embed the shrubs as balanced as possible into the M-edges. This is necessary as
otherwise part of the degree of x might be unusable for embedding, e.g. because it might go to
M-vertices whose partners are already full.
For each (C,D) ∈ M we choose CCD ⊆ CM maximal such that∑
S∈CCD
v(S) 6 degG∇(x, (C ∪D) \ ghost(U)) − (
γ
Ω∗
)3|C| , (8.15)
and further, we require CCD to be disjoint from families CC′D′ defined in previous steps. We claim
that {CCD}(C,D)∈M forms a partition of CM , i.e., all the elements of CM are used. Indeed, otherwise,
by the maximality of CCD and since the components of T − r have size at most τk, we obtain∑
S∈CCD
v(S) > degG∇(x, (C ∪D) \ ghost(U)) − (
γ
Ω∗
)3|C| − τk
(7.3)
> degG∇(x, (C ∪D) \ ghost(U))− 2(
γ
Ω∗
)3|C| ,
(8.16)
for each (C,D) ∈ M. Then we have∑
S∈CM
v(S) >
∑
(C,D)∈M
∑
S∈CCD
v(S)
(by (8.16)) >
∑
(C,D)∈M
(
degG∇(x, (C ∪D) \ ghost(U))− 2(
γ
Ω∗
)3|C|)
(by Claim 8.17.1 and Fact 5.5) > degG∇(x, V (M) \ ghost(U))− 2(
γ
Ω∗
)3 · 2(Ω
∗)2
γ2
k
(as x 6∈ shadow(ghost(U))) > degG∇(x, V (M)) −
ηk
1000
(by (8.14)) >
∑
S∈CM
v(S) ,
a contradiction.
We use Lemma 8.6 to embed the components of CCD in (C ∪D) \ ghost(U) with the following
setting: C⊲L8.6 := C, D⊲L8.6 := D, U⊲L8.6 := ghost(U), X
∗
⊲L8.6 := (NG∇(x) ∩ (C ∪D)) \ U⊲L8.6,
and (Ti, ri) are the rooted trees from CCD with the roots being the neighbours of r. The constants
in Lemma 8.6 are ε⊲L8.6 := ε
′, β⊲L8.6 :=
√
ε′, and ℓ⊲L8.6 := |C| > νπk. The rooted trees in CCD are
smaller than ε⊲L8.6ℓ⊲L8.6 by (7.3). Condition (8.2) is satisfied by (8.15), and since (γ/Ω
∗)3 > 50
√
ε′.
30The issue of atypicality itself could be avoided by preprocessing each pair (S, T ) of MA ∪MB and making it
super-regular. However this is not possible for atypicality with respect to a given (but unknown in advance) subpair
(S′, T ′).
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It remains to deal with the components C˜ \ CM . In the sequel we shall assume that C˜ \ CM 6= ∅
(otherwise skip this step and go directly to the definition of T ′ and C1, with p = 0). Thus, by our
choice of CM , we have ∑
S∈CM
v(S) > degG∇(x, V (M)) −
ηk
900
. (8.17)
Let T1, T2, . . . , Tp be the trees of C˜ \ CM rooted at the vertices ri ∈ Ch(r) ∩ V (Ti). We shall
sequentially extend our embedding of CM to subtrees T ′i ⊆ Ti. Let Ui ⊆ V (G) be the union of the
images of
⋃ CM ∪ {r} and of T ′1, . . . , T ′i under this embedding.
Suppose that we have embedded the trees T ′1, . . . , T ′i for some i = 0, 1, . . . , p− 1. We claim that
at least one of the following holds.
(V1) degG∇(x, V (Gexp) \ (U ∪ Ui)) > ηk1000 ,
(V2) degG∇(x,A \ (U ∪ Ui)) > ηk1000 , or
(V3) degG∇(x,L
′ \ (V (Gexp) ∪ A ∪ U ∪ Ui ∪ shadow(ghost(U), ηk1000 ))) > ηk1000 .
Indeed, suppose that none of (V1)–(V3) holds. Then, first note that since U ⊆ ghost(U) and
since x /∈ shadow(ghost(U), ηk/1000), we have
degG∇(x,U) 6 ηk/1000. (8.18)
Also,
degGD(x, V (MA ∪MB)) 6 degGD(x, V (M) ∪ A). (8.19)
Thus,
degG∇
(
x, Vgood \ shadow(ghost(U), ηk
1000
)
)
(by (8.18) and (8.19), def of Vgood) 6 degG∇
(
x,
(
V (M) ∪ V (Gexp) ∪ A ∪ L′
) \ (U ∪ shadow(ghost(U), ηk
1000
)
)
+ degG∇
(
x,L 9
10
η,k(G∇) \ (Ψ ∪ L′)
)
+
ηk
1000
(by (7.30)) 6 degG∇
(
x,
(
V (Gexp) ∪ A ∪ L′
) \ (V (M) ∪ U ∪ shadow(ghost(U), ηk
1000
))
)
+ degG∇ (x, V (M)) +
ηk
100
+
ηk
1000
(by ¬(V1), ¬(V2), ¬(V3), by (8.17)) 6 3 · ηk
1000
+
i∑
j=1
v(T ′j) +
∑
S∈CM
v(S) +
ηk
900
+
ηk
100
+
ηk
1000
<
∑
S∈C˜
v(S) +
ηk
40
,
a contradiction to (8.12).
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In cases (V1)–(V2) we shall embed the entire tree T ′i+1 := Ti+1. In case (V3) we either embed
the entire tree T ′i+1 := Ti+1, or embed only one vertex T
′
i+1 := ri+1 (that will only happen in case
(V3c)). In the latter case, we keep track of the components of Ti+1 − ri+1 in the set C1,i+1 (we
tacitly assume we set C1,i+1 := ∅ in all cases other than (V3c)). The union of the sets C1,i will
later form the set C1. Let us go through our three cases in detail.
In case (V1) we embed Ti+1 rooted at ri+1 using Lemma 8.4 for one tree (i.e. ℓ⊲L8.4 := 1) with
the following sets/parameters: H⊲L8.4 := Gexp, U⊲L8.4 := U ∪ Ui, U∗⊲L8.4 := NG∇(x) ∩ (V (Gexp) \
(U ∪ Ui)), V1 = V2 := V (Gexp), Q⊲L8.4 := 1, ζ⊲L8.4 := ρ, and γ⊲L8.4 := γ. Note that |U ∪ Ui| < k,
that |NG∇(x)∩ (V (Gexp) \ (U ∪Ui))| > ηk/1000 > 32γk/ρ+1, that v(Ti+1) 6 τk < ρk/4 and that
128γ < ρ2.
In case (V2) we embed Ti+1 rooted at ri+1 using Lemma 8.3 for one tree (i.e. ℓ⊲L8.3 := 1)
with the following setting: H⊲L8.3 := G−Ψ, A⊲L8.3 := A, U⊲L8.3 := U ∪ Ui, U∗⊲L8.3 := NG∇(x) ∩
(A \ (U ∪ Ui)), Λ⊲L8.3 := Λ, γ⊲L8.3 := γ, ε⊲L8.3 := ε′. Note that |U ∪ Ui| 6 k < Λk, that
|NG∇(x) ∩ (A \ (U ∪ Ui))| > ηk/1000 > 2ε′k, and that v(Ti+1) 6 τk < γk/2.
We commence case (V3) with an auxiliary claim.
Claim 8.17.3. There exists C0 ∈ V such that
degGD
(
x, (C0 ∩ L′) \ (V (Gexp) ∪ U ∪ Ui ∪ shadow(ghost(U), ηk
1000
))
)
>
ε′
γ2
c .
Proof of Claim 8.17.3. Observe that L′\(V (Gexp)∪A∪Ψ∪U∪Ui) ⊆
⋃
V and that (since x ∈ ⋃V)
EG∇ [x,L
′ \ (V (Gexp) ∪ A ∪ U ∪ Ui ∪ shadow(ghost(U), ηk
1000
))] ⊆ E(GD) .
By Fact 4.11, there are at most 2(Ω
∗)2k
γ2c
clusters C ∈ V such that degGD(x,C) > 0. Using the
assumption (V3), there exists a cluster C0 ∈ V such that
degGD
(
x, (C0 ∩ L′) \ (V (Gexp) ∪ U ∪ Ui ∪ shadow(ghost(U), ηk
1000
))
)
>
ηk
1000
· γ
2c
2(Ω∗)2k
(7.3)
>
ε′
γ2
c ,
as desired.
Let us take a cluster C0 from Claim 8.17.3. We embed the root ri+1 of Ti+1 in an arbitrary
neighbour y of x in (C0 ∩ L′) \ (V (Gexp) ∪ U ∪ Ui ∪ shadow(ghost(U), ηk1000 )).
Let H ⊆ G be the subgraph of G consisting of all edges in dense spots D, and all edges incident
with Ψ′. As by (7.28), y has at most ηk/100 neighbours in Ψ\Ψ′, and since y ∈ L′ ⊆ L9η/10,k(G∇)
and y /∈ shadow(U, ηk100 ), we find that
degH
(
y, V (G) \ ((U ∪ Ui) ∪ (Ψ \Ψ′))
)
>
(
1 +
9η
10
)
k − ηk
1000
− |Ui| − ηk
100
> k − |Ui|+ ηk
2
.
Therefore, one of the three following subcases must occur. (Recall that y 6∈ A as y ∈ C0 ∈ V.)
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(V3a) degG∇(y,A \ (U ∪ Ui)) > ηk6 ,
(V3b) degGreg(y,
⋃
V \ (U ∪ Ui)) > ηk6 , or
(V3c) degG∇(y,Ψ
′) > k − |Ui|+ ηk6 .
In case (V3a) we embed the components of Ti+1 − ri+1 (as trees rooted at the children of ri+1)
using the same technique as in case (V2), with Lemma 8.3.
In (V3b) we embed the components of Ti+1− ri+1 (as trees rooted at the children of ri+1). By
Fact 4.11 there exists a cluster D ∈ V such that
degGreg(y,D \ (U ∪ Ui)) >
ηk
6
· γ
2c
2(Ω∗)2k
>
γ2
2
c. (8.20)
We use Lemma 8.5 with input ε⊲L8.5 := ε
′, β⊲L8.5 := γ
2, C⊲L8.5 := D, D⊲L8.5 := C0, X
∗
⊲L8.5 =
X⊲L8.5 := D \ (U ∪ Ui) and Y⊲L8.5 := C0 \ (U ∪ Ui ∪ {y}) to embed the tree Ti+1 into the pair
(C0,D), by embedding the components of Ti+1−ri+1 one after the other. The numerical conditions
of Lemma 8.5 hold because of Claim (8.17.3) and because of (8.20).
In case (V3c) we set T ′i+1 := ri+1 and define C1,i+1 as set of all components of Ti+1 − ri+1.
Then φ(Par(
⋃ C1,i+1) ∩ V (T ′i+1)) = {y} and
degG∇(y,Ψ
′) > k − |Ui|+ ηk
6
. (8.21)
When all the trees T1, . . . , Tp are processed, we define T
′ := {r} ∪ ⋃ CM ∪ ⋃pi=1 T ′i , and set
C1 :=
⋃p
i=1 C1,i. Thus also (a) is satisfied by (8.21) for i = p, since |T ′| = |Up|. This finishes the
proof of the lemma.
It turns out that our techniques for embedding a tree T ∈ trees(k) for Configurations (⋄2)–(⋄5)
are very similar. In Lemma 8.18 below we resolve these tasks at once. The proof of Lemma 8.18
follows the same basic strategy for each of the configurations (⋄2)–(⋄5) and deviates only in the
elementary procedures of embedding shrubs of T .
Lemma 8.18. Suppose that we are in Setting 7.4, and one of the following configurations can be
found in G:
a) Configuration (⋄2) ((Ω∗)2, 5(Ω∗)9, ρ3),
b) Configuration (⋄3) ((Ω∗)2, 5(Ω∗)9, γ/2, γ3/100),
c) Configuration (⋄4) ((Ω∗)2, 5(Ω∗)9, γ/2, γ4/100), or
d) Configuration (⋄5)
(
(Ω∗)2, 5(Ω∗)9, ε′, 2/(Ω∗)3, 1
(Ω∗)5
)
,
Let (T, r) be a rooted tree of order k with a (τk)-fine partition (WA,WB ,SA,SB). Then T ⊆ G.
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Proof. First observe that each of the configurations given by a)–d) contains two sets Ψ′′ ⊆ Ψ and
V1 ⊆ V (G) \Ψ with
degminG∇(Ψ
′′, V1) > 5(Ω∗)9k , (8.22)
degminG∇(V1,Ψ
′′) > ε′k . (8.23)
For any vertex z ∈ WA ∪ WB we define T (z) as the forest consisting of all components of
T − (WA∪WB) that contain children of z. Throughout the proof, we write φ for the current partial
embedding of T into G.
Overview of the embedding procedure. As outlined in Section 8.1.1 the embedding scheme
is the same for Configurations (⋄2)–(⋄5). The embedding φ is defined in two stages. In Stage 1,
we embed WA ∪WB, all the internal shrubs, all the end shrubs of SA, and a part31 of the end
shrubs of SB . In Stage 2 we embed the rest of SB. Which part of SB are embedded in Stage 1
and which part in Stage 2 will be determined during Stage 1. We first give a rough outline of both
stages listing some conditions which we require to be met, and then we describe each of the stages
in detail.
Stage 1 is defined in |WA ∪ {r}| steps. First we map r to any vertex in Ψ′′. Then in each step
we pick a vertex x ∈WA for which the embedding φ has already been defined but such that φ is not
yet defined for any of the children of x. In this step we embed T (x), together with all the children
and grandchildren of x in the knag which contains x. For each y ∈ WB ∩ Ch(x), Lemma 8.17
determines a subforest T ′(y) ⊆ T (y) which is embedded in Stage 1, and sets C1(y) and C2(y), which
will be embedded in Stage 2.
The embedding in each step of Stage 1 will be defined so that the following properties hold.
(*1) All vertices from WA are mapped to Ψ
′′.
(*2) All vertices except for WA are mapped to V (G) \Ψ.
(*3) For each y ∈WB, for each v ∈ Par(V (
⋃ C1(y))) it holds that
degG(φ(v),Ψ
′) > k + ηk100 − v(T ′(y)) .
(*4) For each y ∈WB, for each v ∈ Par(V (
⋃ C2(y))) it holds that
degG(φ(v),Ψ
′) > k2 +
ηk
100 − v(T ′(y) ∪
⋃
C1(y)) .
In Stage 2, we shall utilize properties (*3) and (*4) to embed T ∗B :=
⋃SB − ⋃y∈WB T ′(y).
Stage 2 is substantially simpler than Stage 1; this is due to the fact that T ∗B consists only of end
shrubs.
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Figure 8.6: Stage 1 of the embedding in the proof of Lemma 8.18. Starting from an already
embedded vertex x ∈WA we extend the embedding to (in this order)
(1) all the children y ∈WB of x in the same knag (in grey),
(2) a part T ′(y) of the forest T (y),
(3) all the grandchildren x′ ∈WA of x in the same knag,
(4) the forest T (x) together with the bordering cut-vertices x∗ ∈WA.
The embedding step of Stage 1. The embedding step is the same for Configurations (⋄2)–
(⋄5), except for the embedding of internal shrubs. The order of the embedding steps is illustrated
in Figure 8.6.
In each step we have picked x ∈ WA already embedded in G but such that none of Ch(x) are
embedded. By (*1), or by the choice of φ(r), we have φ(x) ∈ Ψ′′. So by (8.22) we have
degG∇(φ(x), V1 \ U) > 5(Ω∗)9k − k. (8.24)
First, we embed successively in |WB ∩ Ch(x)| steps the vertices y ∈ WB ∩ Ch(x) together
with components T ′(y) ⊆ T (y) which will be determined on the way. Suppose that in a cer-
tain step we are to embed y ∈ WB ∩ Ch(x) and the (to be determined) tree T ′(y). Let F :=⋃2
i=0 shadow
(i)
G∇−Ψ(ghost(U),
ηk
105
), where U is the set of vertices used by the embedding φ in pre-
vious steps, so |U | 6 k. By Fact 7.1, |F | 6 1010(Ω∗)2η2 k. We embed y anywhere in (NG(φ(x))∩V1)\F ,
cf. (8.22). Note that then (*2) holds for y. We use Lemma 8.17 in order to embed T ′(y) ⊆ T (y)
(the subtree T ′(y) is determined by Lemma 8.17). Lemma 8.17 ensures that (*3) and (*4) hold
and that we have φ(V (T ′(y))) ⊆ V (G) \Ψ.
Also, we map the vertices x′ ∈ WA ∩ Ch(y) to Ψ′′ \ U . To justify this step, employing (*2), it
is enough to prove that
deg(φ(y),Ψ′′) > |WA| . (8.25)
Indeed, on one hand, we have |WA| 6 336/τ by Definition 3.1(c). On the other hand, we have that
φ(y) ∈ V1, and thus (8.23) applies. We can thus embed x′ as planned, ensuring (*1), and finishing
the step for y.
Next, we sequentially embed the components T˜ of T (x). In the following, we describe such an
embedding procedure only for an internal shrub T˜ , with x∗ denoting the other neighbour of T˜ in
31in the sense that individual shrubs SB may be embedded only in part
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WA (cf. (*1)). The case when T˜ is an end shrub is analoguous: actually it is even easier as we do
not have to worry about placing x∗ well. The actual embedding of T˜ together with x∗ depends on
the configuration we are in. We shall slightly abuse notation by letting U now denote everything
embedded before the tree T˜ .
For Configuration (⋄2), we use Lemma 8.4 for one tree, namely T˜ − x∗, using the following
setting: Q⊲L8.4 := 1, γ⊲L8.4 := γ, ζ⊲L8.4 := ρ
3,H⊲L8.4 := Gexp, U⊲L8.4 := U , and U
∗
⊲L8.4 :=
(NG∇(φ(x)) ∩ V1) \ U (this last set is large enough by (8.24)). The child of x gets embedded in
(NG∇(φ(x)) ∩ V1) \ U , the vertices at odd distance from x get embedded in V1, and the vertices at
even distance from x get embedded in V2. In particular, ParT (x
∗) gets embedded in V1. After this,
we accomodate x∗ in a vertex in Ψ′′ \ U which is adjacent to φ(ParT (x∗)). This is possible by the
same reasoning as in (8.25).
For Configuration (⋄3), we use Lemma 8.13 to embed T˜ with the setting γ⊲L8.13 := γ, δ⊲L8.13 :=
γ3/100, U⊲L8.13 := U and U
∗
⊲L8.13 := (NG∇(φ(x))∩V1) \U (this last set is large enough by (8.24)).
Then the child of x gets embedded in (NG∇(φ(x))∩V1)\U , vertices of T˜ of odd distance to x (i.e. of
even distance to the root of T˜ ) get embedded in V1 \U , and vertices of even distance get embedded
in V2 \ U . We extend the embedding by mapping x∗ to a suitable vertex in Ψ′′ \ U adjacent to
φ(ParT (x
∗)) in the same way as above.
For Configuration (⋄4), we use Lemma 8.14 to embed T˜ with the setting γ⊲L8.14 := γ, δ⊲L8.14 :=
γ4/100, U⊲L8.14 := U and U
∗
⊲L8.14 := (NG∇(φ(x))∩V1) \U (this last set is large enough by (8.24)).
The fruit r′
⊲L8.14 in the lemma is chosen as ParT (x
∗), note that this is indeed a fruit (in T˜ ) because
of Definition 3.1 (i). Then the child of x gets embedded in (NG∇(φ(x)) ∩ V1) \ U , the vertex
r′
⊲L8.14 = ParT (x
∗) gets embedded in V1 \ U , and the rest of T˜ gets embedded in (A′ ∪ V2) \ U .
This allows us to extend the embedding to x∗ as above.
In Configuration (⋄5), let W ⊆ V denote the set of those clusters, which have at least an
1
2(Ω∗)5
-fraction of their vertices contained in the set U ′ := U ∪ shadowGreg(U, k/(Ω∗)3). We get
from Fact 7.1 that |U ′| 6 2(Ω∗)4k, and consequently |U ′ ∪⋃W| 6 4(Ω∗)9k. By (8.24) we can find
a vertex v ∈ (NG(φ(x)) ∩ V1) \ (U ′ ∪
⋃
W).
We use the fact that v 6∈ shadowGreg(U, k/(Ω∗)3) together with inequality (7.39) to see that
degGreg(v, V (Greg) \U) > k/(Ω∗)3. Now, since there are only boundedly many clusters seen from v
(cf. Fact 4.11), there must be a cluster D ∈ V such that
degGreg(v,D \ U) >
γ2
2 · (Ω∗)5 |D| > γ
3|D| . (8.26)
Let C be the cluster containing v. We have |(C∩V1)\U | > 12(Ω∗)5 |C| > γ3|C| because of (7.40) and
since C /∈W. Thus, by Fact 2.7, ((C ∩ V1) \ U,D \ U) is an 2ε′/γ3-regular pair of density at least
γ2/2. We can therefore embed T˜ in this pair using the regularity method. Moreover, by (8.26), we
can do so by mapping the child z of x to v. Thus the parent of x∗ (lying at even distance to z) will
be embedded in (C ∩ V1) \ U . We can then extend our embedding to x∗ as above.
This finishes our embedding of T (x). Note that in all cases we have φ(x∗) ∈ Ψ′′ and φ(V (T˜ )) ⊆
V (G) \Ψ, as required by (*1) and (*2).
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The embedding steps of Stage 2. For i = 1, 2, set Zi :=
⋃
y∈WB Ch(T
′(y)) ∩⋃ Ci(y).
First, we embed all the vertices z ∈ Z2 in Ψ′. By (*2), until now, only vertices of WA ∪ Z2 are
mapped to Ψ′, and using (*4) and the properties (c), (k) and (l) of Definiton 3.1, we see that
degG(φ(Par(z)),Ψ
′) >
ηk
100
+ (
k
2
−
⋃
y∈WB
(T ′(y) ∪
⋃
C1(y))
> |WA|+ |Z2| .
So there is space for the vertex z in Ψ′ ∩ φ(NG(Par(z))).
Next, we embed all the vertices z ∈ Z1 in Ψ′. By (*2), until now, only vertices of WA ∪Z2 ∪Z1
are mapped to Ψ′, and by (*3) we have, similarly as above,
degG(φ(Par(z)),Ψ
′) > |WA|+ |Z2|+ |Z1| .
So z can be embedded in Ψ′ ∩NG(φ(Par(z))) as planned.
Finally, for z ∈ Z1 ∪ Z2, denote by Tz the component of C1 ∪ C2 that contains z. We use
Lemma 8.16 to embed the rest of the rooted tree (Tz, z). (Note that our parameters work because
of (7.3).) Once all rooted trees (Tz, z), z ∈ Z1 ∪ Z2 have been processed, we have finished Stage 2
and thus the proof of the lemma.
8.4.3 Embedding in Configurations (⋄6)–(⋄10)
We follow the schemes outlined in Sections 8.1.2, 8.1.3, 8.1.4, and 8.1.5.
Embedding a tree T⊲T1.3 ∈ trees(k) using Configurations (⋄6), (⋄7), (⋄8) has two parts: first
the internal part of T⊲T1.3 is embedded, and then this partial embedding is extended to end shrubs
of T⊲T1.3 as well. Lemma 8.19 (for configurations (⋄6) and (⋄7)) and Lemma 8.20 (for configuration
(⋄8)) are used for the former part, and Lemmas 8.21 and 8.22 (depending on whether we have (♥1)
or (♥2)) for the latter. Lemma 8.23 then puts these two pieces together.
Embedding using Configurations (⋄9) and (⋄10) is resolved in Lemmas 8.24 and 8.25, respec-
tively.
Lemma 8.19. Suppose we are in Setting 7.4 and 7.7, and we have one of the following two
configurations:
• Configuration (⋄6)(δ6, ε˜, d′, µ, 1, 0), or
• Configuration (⋄7)(δ7, ηγ400 , ε˜, d′, µ, 1, 0),
with 105
√
γ(Ω∗)2 6 δ46 6 1, 102
√
γ(Ω∗)3/Λ 6 δ37 < η3γ3/106, d′ > 10ε˜ > 0, and d′µτk > 4 · 103.
Both configurations contain distinguished sets V0, V1 ⊆ P0 and V2, V3 ⊆ P1.
Suppose that (WA,WB ,SA,SB) is a (τk)-fine partition of a rooted tree (T, r) of order at most k
such that |WA ∪WB | 6 k0.1. Let T ′ be the tree induced by all the cut-vertices WA ∪WB and all the
internal shrubs.
Then there exists an embedding φ of T ′ such that φ(WA) ⊆ V1, φ(WB) ⊆ V0, and φ(T ′− (WA ∪
WB)) ⊆ P1.
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Proof. For simplicity, let us assume that r ∈WA. The case when r ∈WB is similar. The (τk)-fine
partition (WA,WB ,SA,SB) induces a (τk)-fine partition in T ′. By Lemma 3.7, the tree T ′ has an
ordered skeleton (X0,X1, . . . ,Xm) where the Xi are either shrubs or knags (X0 being a knag).
Our strategy is as follows. We sequentially embed the knags and the internal shrubs in the
order given by the ordered skeleton. For embedding the knags we use Lemma 8.4 in Preconfigura-
tion (exp), and Lemma 8.7 in Preconfiguration (reg). For embedding the internal shrubs, we use
Lemmas 8.11 and 8.12 if we have Configurations (⋄6), and (⋄7), respectively.
Throughout, φ denotes the current (partial) embedding of (X0,X1 . . . ,Xm). In consecutive
steps, we extend φ. We define auxiliary sets Di ⊆ V (G) which will serve for reserving space for
the roots of the shrubs Xi. So the set Z<i :=
⋃
j<i(φ(Xj) ∪Dj) contains what is already used and
what should (mainly) be avoided.
Let WA,i :=WA ∩ V (Xi), and WB,i :=WB ∩ V (Xi). For each y ∈WA,j with j 6 i let
Sy := (V2 ∩NG(φ(y))) \ Z<i,
except if the latter set has size > k, in that case we choose a subset of size k. This is a target set
for the roots of shrubs adjacent to y.
Also, in the case Xi is a shrub, we write ri for its root, and fi for the only other vertex
neighbouring WA ∪WB. Note that fi is a fruit of (Xi, ri).
The value h = 6 or h = 7 indicates whether we have configuration (⋄6) or (⋄7). Define
Fi := shadowG−Ψ
(
Z<i,
δhk
4
)
∪ Z<i . (8.27)
Define Ui := Fi if we have Preconfiguration (exp) (note that in that case we have Configura-
tion (⋄6)). To define Ui in case of Preconfiguration (reg) we make use of the super-regular pairs
(Q
(j)
0 , Q
(j)
1 ) (j ∈ Y). Set
Ui := Fi ∪
⋃{
Q
(j)
1 : j ∈ Y, |Q(j)1 ∩ Fi| >
|Q(j)1 |
2
}
. (8.28)
In either case, we have |Ui| 6 2|Fi|.
Finally, set
Wi := shadowG−Ψ
(
Ui,
δhk
2
)
∪ Z<i . (8.29)
We will now show how to embed successively all Xi. At each step i, our embedding φ will have
the following properties:
(a) φ(WA,i) ⊆ V1 \ Fi and φ(WB,i) ⊆ V0,
(b) for each y ∈WA,j with j 6 i we have |Sy ∩ φ(Xi)| 6 |Sy ∩Di|+ k3/4,
(c) |Z<i+1| 6 2k,
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(d) Di ⊆ P1 \ (φ(Xi) ∪ Z<i),
(e) φ(Xi − ri) is disjoint from
⋃
j<i ∪Dj,
(f) φ(fi) ∈ V2 \Wi if Xi is a shrub,
(g) φ(Xi) ⊆ P1 if Xi is a shrub.
(We remark that since ri is not defined for knags Xi, condition (e) means that φ(Xi) is disjoint
from
⋃
j<i∪Dj for knags Xi.)
It is clear that the first together with the last condition ensures that in step m we have found
the desired embedding for T ′.
Before we show how to embed each Xi fulfilling the properties above, let us quickly calculate a
useful bound. By Fact 7.1 and (c), we have that |Fi| 6 9Ω∗δh k for all i 6 m. Thus, using |Ui| 6 2|Fi|
and again Fact 7.1 and (c), this shows
|Wi| 6 38(Ω
∗)2
δ2h
k . (8.30)
Now suppose we are at step i with 0 6 i 6 m. That is, we have already embedded all Xj with
j < i, and are about to embed Xi.
First assume that Xi is a knag. Note that if i 6= 0, then there is exactly one fruit fℓ with
ℓ < i which neighbours Xi. Set Ni := NG(φ(fℓ)) in this case, and let Ni := V (G) for i = 0. We
distinguish between the two preconfigurations we might be in.
Suppose first we are in Preconfiguration (exp). Recall that then we are in Configuration (⋄6).
We use Lemma 8.4 to embed the single tree Xi with the following setting: ℓ⊲L8.4 := 1,
V1,⊲L8.4 := V1, V2,⊲L8.4 := V0, U
∗
⊲L8.4 := (Ni ∩ V1) \ Ui = (Ni ∩ V1) \ Fi, U⊲L8.4 := Ui = Fi,
Q⊲L8.4 :=
18Ω∗
δ6
, ζ⊲L8.4 := δ6, and γ⊲L8.4 := γ. Note that U
∗
⊲L8.4 is large enough by (f) for ℓ
and by (7.49) and (7.53), respectively. Lemma 8.4 gives an embedding of the tree Xi such that
φ(Veven(Xi)) ⊆ V1 \Fi and φ(Vodd(Xi)) ⊆ V0 \Fi , which maps the root of Xi to the neighbourhood
of its parent’s image. Note that this ensures (a) and (e) for step i, and setting Di := ∅ we also
ensure (c) and (d). Property (b) holds since V2 ∩ φ(Xi) = ∅. Since Xi is a knag, (f) and (g) are
empty.
Suppose now we are in Preconfiguration (reg). Then let j ∈ Y be such that (Ni∩Q(j)1 )\Ui 6= ∅.
Such an index j exists by (f) for ℓ and by (7.49) and (7.53), respectively, if i 6= 0, and trivially if
i = 0. We shall use Lemma 8.7 to embed Xi in (Q
(j)
0 , Q
(j)
1 ). More precisely, we use Lemma 8.7
with A⊲L8.7 := Q
(j)
1 , B⊲L8.7 := Q
(j)
0 , ε⊲L8.7 := ε˜, d⊲L8.7 := d
′, ℓ⊲L8.7 := µk, UA := Ui ∩ A,
UB := φ(WB,<i) ∩B (then |UA| 6 |A|/2 by the definition of Ui and the choice of j).
Lemma 8.7 yields a (Veven(Xi) →֒ V1 \ Fi, Vodd(Xi) →֒ V0)-embedding of Xi, which maps the
root of Xi to the neighbourhood of its parent’s image. Setting Di := ∅, we have (a)–(g).
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So let us now assume that Xi is a shrub. The parent y of the root ri of Xi lies in WA,ℓ for some
ℓ < i. By (a) for ℓ, we mapped y to a vertex φ(y) ∈ V1 \ Fℓ. As degG(φ(y), V2) > δhk (by (7.48)
and (7.52), respectively), and since φ(y) /∈ Fℓ, we have
|Sy| > 3δhk
4
. (8.31)
Using (b) for all j with ℓ 6 j < i, and using that the sets Dj are pairwise disjoint by (d), we
see that
|Sy∩φ(X0∪. . .∪Xi−1)| = |Sy∩φ(Xℓ∪. . .∪Xi−1)| 6 |Sy∩
⋃
ℓ6j<i
Dj |+m·k3/4 6 |Sy∩
⋃
06j<i
Dj |+m·k3/4.
Therefore, and as by (d) and (e), the sets φ(X0 ∪ . . . Xi−1) and
⋃
06j<iDj are disjoint except for
the at most m 6 |WA ∪WB| 6 k0.1 roots rj of shrubs Xj , and since k ≫ 1, we have
|Sy| > |Sy ∩ φ(X0 ∪ . . . ∪Xi−1)|+ |Sy ∩
⋃
06j<i
Dj| −m > 2|Sy ∩ φ(X0 ∪ . . . ∪Xi−1)| − k0.9.
Thus,
|Sy \ φ(X0 ∪ . . . ∪Xi−1)| > |Sy| − k
0.9
2
(8.31)
>
3δhk
8
− k
0.9
2
>
δhk
3
.
So for U∗ := Sy \ φ(X0 ∪ . . .∪Xi−1) we have that |U∗| > δhk3 . If we have Configuration (⋄6) or
(⋄7) we use Lemma 8.11 or 8.12, respectively, with input U⊲L8.11−8.12 :=Wi, U∗⊲L8.11−8.12 := U∗,
L⊲L8.11−8.12 := |WA,i|, γ⊲L8.11−8.12 := γ, the family {Pt}⊲L8.11−8.12 := {Sy}y∈WA,j ,j<i, and the
rooted tree (Xi, ri) with fruit fi. Further, for Configuration (⋄6), set δ⊲L8.11 := δ6, V2,⊲L8.11 := V2
and V3,⊲L8.11 := V3 and for Configuration (⋄7), set δ⊲L8.12 := δ7, ℓ⊲L8.12 := 1, Y1,⊲L8.12 := V2 and
Y2,⊲L8.12 := V3. The output of Lemma 8.11 or 8.12, respectively, is the extension of our embedding
φ to Xi, and a set Di := C⊲L8.11−8.12 ⊆ (V2 ∪ V3) \ (Wi ∪ φ(Xi)) for which properties (a) (which
is empty) and properties (b)–(g) hold.
Lemma 8.20. Suppose we are in Setting 7.4 and 7.7 and suppose further we have Configura-
tion (⋄8)(δ, ηγ400 , ε1, ε2, d1, d2, µ1, µ2, h1, 0), with 2 · 105(Ω∗)6/Λ 6 δ6, δ < γ2η4/(1016(Ω∗)2), d2 >
10ε2 > 0, d2µ2τk > 4 · 103, and max{ε1, τ/µ1} 6 η2γ2d1/(1010(Ω∗)3). Recall that we have distin-
guished sets V0, . . . , V4 and a semiregular matching N .
Let (WA,WB ,SA,SB) be a (τk)-fine partition of a rooted tree (T, r) of order at most k. Let T ′
be the tree induced by all the cut-vertices WA ∪WB and all the internal shrubs. Suppose that
v(T ′) < h1 − η
2k
105
. (8.32)
Then there exists an embedding φ of T ′ such that φ(WA) ⊆ V1, φ(WB) ⊆ V0, and φ(T ′) ⊆
P0 ∪P1.
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Proof. We assume that r ∈WA. The case when r ∈WB is similar.
Let K be the set of all knags of the (τk)-fine partition (WA,WB ,SA,SB) of T . For each such knag
K ∈ K set YK := K ∪ChT ′(K). We call the subgraphs YK extended knags. Set Y := {YK : K ∈ K}
and WC := V (
⋃Y \⋃K). Since WC ⊆ V (T ′), we clearly have that |WC | 6 |WA ∪WB |.
Note that the forest T ′ −⋃Y consists of the set P of peripheral subshrubs of internal shrubs
of (WA,WB ,SA,SB), and the set S of principal subshrubs of internal shrubs of (WA,WB ,SA,SB).
It is not difficult to observe that there is a sequence (X0,X1, . . . ,Xm) such that Xi = (Mi, Yi,Pi)
such that Mi ∈ S and Pi ⊆ P for each i 6 m, and such that the following holds.
(I) M0 = ∅ and Y0 contains r.
(II) Pi are exactly those peripheral subshrubs whose parents lie in Yi.
(III) The parent fi of Yi lies in Mi (unless i = 0).
(IV) The parent ri of Mi lies in some Yj with j < i (unless i = 0),
(V)
⋃
i6m V (Mi ∪ Yi ∪
⋃Pi) = V (T ′).
See Figure 8.7 for an illustration.
Figure 8.7: An example of a sequence (X0, X1, X2, X3, . . .) in Lemma 8.20.
We now successively embed the elements of Xi, except possibly for a part of the subshrubs in
Pi. The omitted peripheral subshrubs will be embedded at the very end, after having completed
the inductive procedure we are about to describe now.
We shall make use of the following lemmas: Lemma 8.7 (for embedding knags), Lemmas 8.8
and 8.5 (for embedding peripheral subshrubs inN ), Lemma 8.12 (for embedding principal subshrubs
in V3 ∪ V4).
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Throughout, φ denotes the current (partial) embedding of T ′. In each step i we embed Mi ∪ Yi
and a subset of Pi, and denote by φ(Xi) the image of these sets (as far as it is defined). We also
define an auxiliary set Di ⊆ V (G) which will serve to ensure there is enough space for the roots of
the subshrubs Mℓ with ℓ > i. Set
Z<i :=
⋃
j<i
(φ(Xj) ∪Dj).
Our plan for embedding the various parts of Xi is depicted in Figure 8.8, which is a refined version
of Figure 8.3.
Figure 8.8: Embedding a part of the internal tree in Lemma 8.20.
Let WO,i := WO ∩ V (Yi) for O = A,B,C. For each y ∈WC,i let
Sy := (V3 ∩NG(φ(y))) \ Z<i,
except if this set has size more than k, in which case we choose any subset of size k. Similar as in
the preceding lemma, this is a target set for the roots of the principal subshrub adjacent to y.
Fix a matching involution d for N , and for ℓ = 1, 2 define
F
(ℓ)
i := Z<i ∪ shadow(ℓ)G−Ψ
(
ghostd(Z<i),
δk
8
)
. (8.33)
We use the super-regular pairs (Q
(j)
0 , Q
(j)
1 ) (j ∈ Y) to define
Ui := F
(2)
i ∪
⋃{
Q
(j)
1 : j ∈ Y, |Q(j)1 ∩ F (2)i | >
|Q(j)1 |
2
}
. (8.34)
We have
|Ui| 6 2|F (2)i |. (8.35)
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Finally, for ℓ = 1, 2 set
W
(ℓ)
i := shadow
(ℓ)
G−Ψ
(
Ui,
δk
2
)
. (8.36)
We will now show how to define successively our embedding. At each step i, the embedding φ
will be defined for Mi ∪ Yi and a subset of Pi, and it will have the following properties:
(a) φ(WA,i) ⊆ V1 \ F (2)i and φ(WB,i) ⊆ V0,
(b) φ(WC,i) ⊆ V2 \ F (1)i ,
(c) φ(fi) ∈ V2 \ (F (1)i ∪W (1)i ),
(d) for each y ∈WC,j with j 6 i we have |Sy ∩ φ(Xi)| 6 |Sy ∩Di|+ 2k3/4,
(e) |Z<i+1| 6 2k,
(f) Di ⊆ V3 \ (φ(Xi) ∪ Z<i),
(g) φ(Xi \ (V (Mi) ∩ Ch(WC))) is disjoint from
⋃
j<iDj ,
32
(h) φ(Xi) ⊆ P1 ∪ φ(Yi ∪ fi),
(i) if P ∈ Pi is not embedded in step i then for its parent w ∈WC we have that degGD(φ(w), V3) >
h1 − |φ(Xi) ∩ V (N )| − η2k106 .
Note that for (h), since f0 is not defined, we assume φ(f0) = ∅.
Before we go on let us remark that (h) together with (f) implies that at each step i we have
|Z<i ∩P0| 6 3 · (|WA|+ |WB|)
D3.1(c)
6
2016
τ
<
δk
8
. (8.37)
Also note that by Fact 7.1 and by (e), we have
|F (2)i | 6
65(Ω∗)2
δ2
k , (8.38)
and
|W (2)i | 6
520(Ω∗)4
δ4
k . (8.39)
By (b) and by (7.58) we have that |Sy| > 7δk8 . Now, using (d), (f) and (g), we can calculate
similarly as in the previous lemma that at each step i we have
|Sy \
⋃
ℓ6i
φ(Xℓ)| > 3δk
8
. (8.40)
32Note that V (Mi) ∩ Ch(WC) contains a single vertex, the root of Mi.
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Now assume we are at step i of the inductive procedure, that is, we have already dealt with
X0, . . . ,Xi−1 and wish to embed (parts of) Xi.
We start with embedding Mi, except if i = 0, in that case we go directly to embedding Y0. We
shall embed Mi in V3 ∪V4, except for the fruit fi, which will be mapped to V2. The embedding has
three stages. First we embed Mi −Mi(↑ fi), then we embed fi, and finally we embed the forest
Mi(↑ fi) − fi. The embedding of Mi −Mi(↑ fi) is an application of Lemma 8.12 analogous to the
case of Configuration (⋄7) in the previous Lemma 8.19. That is, set Y1,⊲L8.12 := V3, Y2,⊲L8.12 := V4,
let
U∗
⊲L8.12 := Sri \
⋃
ℓ<i
φ(Xi),
where ri lies in WC by (IV), and
U⊲L8.12 := F
(2)
i ∪W (2)i .
Note that
|U⊲L8.12| 6
103(Ω∗)4
δ4
k 6
δΛ
2Ω∗
k,
and by (8.40) (which we use for i− 1), also
|U∗
⊲L8.12| >
3δk
8
.
The family {P1, . . . , PL}⊲L8.12 is {Sy}y∈⋃j<iWC,j . There is only one tree to be embedded, namely
Mi − Mi(↑ fi). It is not difficult to check that all the conditions of Lemma 8.12 are fulfilled.
Lemma 8.12 gives an embedding of Mi−Mi(↑ fi) in V3∪V4 ⊆ P1 with the property that Par(fi) is
mapped to V3 \ (F (2)i ∪W (2)i ). The lemma further gives a set D′ := C⊲L8.12 of size v(Mi−Mi(↑ fi))
such that
|Sy ∩ φ(Mi −Mi(↑ fi))| 6 |Sy ∩D′|+ k0.75
for each y ∈ ⋃j<iWC,j.
Using the degree condition (7.59) we can embed fi to
V2 \ (F (1)i ∪W (1)i )
(recall that (8.37) asserts that only very little space in V2 is occupied). This ensures (c) for i.
To embedMi(↑ fi)−fi we use again Lemma 8.12. The parameters are this time Y1,⊲L8.12 := V3,
Y2,,⊲L8.12 := V4,
U∗
⊲L8.12 := (NG(φ(fi)) ∩ V3) \ (Z<i ∪ φ(Mi −Mi(↑ fi))) , and
U⊲L8.12 := Z<i ∪ φ(Mi −Mi(↑ fi)) ∪D′ .
Note that |U∗
⊲L8.12| > δk4 by (7.58), by the fact that φ(fi) 6∈ W
(1)
i , and as v(Ti) + i < δk/8. The
family {P1, . . . , PL}⊲L8.12 is {Sy}y∈⋃j<iWC,j . The trees to be embedded are the components of
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Mi(↑ fi) − fi rooted at the children of fi. All the conditions of Lemma 8.12 are fulfilled. The
lemma provides an embedding in V3 ∪ V4 ⊆ P1. It further gives a set D′′ := C⊲L8.12 of size
v(Mi(↑ fi))− 1 such that
|Sy ∩ φ(Mi(↑ fi)− fi)| 6 |Sy ∩D′′|+ k0.75
for each y ∈ ⋃j<iWC,j. Then Di := V3 ∩ (D′ ∪D′′) is such that for each y ∈ ⋃j<iWC,j,
|Sy ∩ φ(Mi)| 6 |Sy ∩Di|+ 2k0.75 , (8.41)
as Sy ⊆ V3 and φ(fi) /∈ V3. Note that this choice of Di also ensures (e) for i, and we have by the
choices of U∗
⊲L8.12 and U⊲L8.12 in both applications of Lemma 8.12 that
Di ⊆ V3 \ (φ(Mi) ∪ Z<i) and φ(Xi \ (V (Mi) ∩ Ch(WC))) ∩
⋃
j<i
Dj = ∅. (8.42)
We now turn to embedding Yi. Our plan is to use first Lemma 8.7 to embed Yi \ WC in
(Q
(j)
0 , Q
(j)
1 ) for an appropriate index j. After that, we shall show how to embed WC,i.
If i = 0 then take an arbitrary j ∈ Y. Otherwise note that by (III), the parent fi of the root
of Yi lies in Mi. Note that fi is a fruit in Mi. Let j ∈ Y be such that (NG(φ(fi)) ∩Q(j)1 ) \ Ui 6= ∅.
Such an index j exists by (7.57) and the fact that φ(fi) 6∈W (1)i by (c) for i.
We use Lemma 8.7 with A⊲L8.7 := Q
(j)
1 , B⊲L8.7 := Q
(j)
0 , ε⊲L8.7 := ε2, d⊲L8.7 := d2, ℓ⊲L8.7 :=
µ2k, UA := Ui ∩ A⊲L8.7, UB := Z<i ∩ B⊲L8.7. By the choice of j and the definition of Ui, we
find that UA is small enough, and using (8.37) we see that UB is also small enough. Lemma 8.7
yields a (Veven(Yi −WC) →֒ V1 \ F (2)i , Vodd(Yi −WC) →֒ V0)-embedding of Yi −WC . We clearly see
condition (a) satisfied for i.
We now embed successively the vertices of the set WC,i = {wℓ : ℓ = 1, . . . , |WC,i|}. By the
definition of the set WC , we know that the parent x of wℓ lies in WA,i. Combining (7.56) with the
fact that φ(x) ∈ V1 \ F (2)i by (a) for i, we have that∣∣∣NG (φ(x), V2 \ (F (1)i \ Z<i))∣∣∣ > 7δk8 .
Thus by (8.37) and since V2 ⊆ P0, we can accommodate wℓ in V2 \ F (1)i . This is as desired for (b)
in step i.
We now turn to Pi. We will embed a subset of these peripheral subshrubs in N . This procedure
is divided into two stages. First we shall aim to embed as many subshrubs as possible in N in a
balanced way, with the help of Lemma 8.8. When it is no longer possible to embed any subshrub
in a balanced way in N , we embed in N as many of the leftover subshrubs as possible, in an
unbalanced way. For this part of the embedding we use Lemma 8.5.
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By (II) all the parents of the subshrubs in Pi lie in WC,i. For wℓ ∈ WC,i, let Pi,ℓ denote
the set of all subshrubs in Pi adjacent to wℓ. In the first stage, we shall embed, successively for
j = 1, . . . , |WC,i|, either all or none of Pi,j in a balanced way in N . Assume inductively that
φ
( ⋃
p<j
Pi,p
)
is (τk)-balanced with respect to N . (8.43)
Construct a semiregular matching Nj absorbed by N as follows. Let Nj := {(X ′1,X ′2) :
(X1,X2) ∈ N}, where for (X1,X2) ∈ N we define (X ′1,X ′2) as the maximal balanced unoccupied
subpair seen from φ(wj), i.e., for b = 1, 2, we take
X ′b ⊆
(
Xb ∩NGreg(φ(wj)
) \
φ(⋃
p<j
Pi,p) ∪
⋃
ℓ<i
φ(Xℓ)

maximal subject to |X ′1| = |X ′2|. If |V (Nj)| > η
2k
107Ω∗
then we shall embed Pi,j , otherwise we do not
embed Pi,j in this step. So assume we decided to embed Pi,j. Recall that the total order of the
subshrubs in this set is at most τk. Using the same argument as for Claim 8.17.1 we have∣∣∣⋃{X ∪ Y : (X,Y ) ∈ N ,degGD(φ(wj),X ∪ Y ) > 0∣∣∣ 6 4(Ω∗)2γ2 k .
Thus, there exists a subpair (X ′1,X ′2) ∈ Nj of some (X1,X2) ∈ N with
|X ′1|
|X1| >
η2
107Ω∗
k
4(Ω∗)2
γ2
k
>
γ2η2
108(Ω∗)3
. (8.44)
In particular, (X ′1,X ′2) forms a
2·108ε1(Ω∗)3
γ2η2
-regular pair of density at least d1/2 by Fact 2.7. We use
Lemma 8.8 to embed Pi,j in M⊲L8.8 := {(X ′1,X ′2)}. The family {fCD}⊲L8.8 comprises of a single
number f(X′1,X′2) which is the discrepancy of
⋃
p<j φ(Pi,p) with respect to (X1,X2). This guarantees
that (8.43) is preserved. This finishes the j-th step. We repeat this step until j = |WC,i|, then we
go to the next stage.
Denote by Qi the set of all P ∈ Pi that have not been embedded in the first stage. Note that
for each Q ∈ Qi, with Q ∈ Pi,j , say, and for each (X1,X2) ∈ N there is a b(X1,X2) ∈ {1, 2} such
that for
Oj :=
⋃
(X1,X2)∈N
(
Xb(X1,X2) ∩NGreg(φ(wj)
)
\
φ(⋃
p<j
Pi,p) ∪
⋃
ℓ<i
φ(Xℓ)

we have that
|Oj | < η
2k
107Ω∗
. (8.45)
The fact that Oj is small implies that there an N -cover such that the Greg-neighborhood of wj
restricted to this cover is essentially exhausted by the image of T ′.
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In the second stage, we shall embed some of the peripheral subshrubs of Qi. They will be
mapped in an unbalanced way to N . We will do this in steps j = 1, . . . , |WC,i|, and denote by Rj
the set of those P ⊆ Qi embedded until step j. At step j, we decide to embed Pi,j if Pi,j ⊆ Qi and
degGreg
(
φ(wj), V (N ) \ φ(
⋃
Pi \ Qi)
)
− |
⋃
Rj−1| > η
2k
106
. (8.46)
Let
N˜ :=
{
(X,Y ) ∈ N : |(X ∪ Y ) ∩ Z<i| < γ
2η2
109(Ω∗)2
|X|
}
.
As by (b) we know that wj was embedded in V2 \ F (1)i , we have
degGreg(φ(wj), V (N \ N˜ )) 6
2 · 109(Ω∗)2
γ2η2
· δk
8
6
η2
107
k . (8.47)
Using (8.45), (8.46) and (8.47), similar calculations as in (8.44) show the existence of a pair
(X,Y ) ∈ N˜ with
degGreg(φ(wj), (X ∪ Y ) \ (Oj ∪ φ(
⋃
Pi \ Qi)))− |(X ∪ Y ) ∩ φ(
⋃
Rj−1)| > γ
2η2
108(Ω∗)2
|X ∪ Y | .
Then by the definition of N˜ , and setting Z+<i := ghostd(Z<i) we get that
degGreg(φ(wj), (X ∪ Y ) \ (Z+<i ∪Oj ∪ φ(
⋃
Pi \ Qi)))− |(X ∪ Y ) ∩ φ(
⋃
Rj−1)|
>
γ2η2
109(Ω∗)2
|X ∪ Y |.
By the definition of Oj , all of the degree counted here goes to one side of the matching edge (X,Y ),
say to X. So
degGreg(φ(wj),X \ (Z+<i ∪ φ(
⋃
Pi \ Qi ∪
⋃
Rj−1))) − |Y ∩ φ(
⋃
Rj−1)| > γ
2η2
109(Ω∗)2
|X| (8.48)
> 12
ε1
d1
|X|+ τk. (8.49)
We claim that furthermore,
|Y \ (Z+<i ∪ φ(
⋃
Pi \ Qi ∪
⋃
Rj−1))| > γ
2η2
1010(Ω∗)2
|Y | > 12ε1
d1
|Y |+ τk . (8.50)
Indeed, otherwise we get by (8.48) that
|X \ (Z+<i ∪ φ(
⋃
Pi \ Qi))| > |Y \ (Z+<i ∪ φ(
⋃
Pi \ Qi))|+ γ
2η2
1010(Ω∗)2
|X|,
which is impossible by (8.43) and since |X| > µ1k.
Hence, by (8.49) and (8.50), we can embed Pi,j into the unoccupied part (X,Y ) using Lemma 8.5
repeatedly.33
33Recall that the total order of Pi,j is at most τk.
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Note that if some Pi,j has not been embedded in either of the two stages, then the vertex
wj must have a somewhat insufficient degree in N . More precisely, employing (8.46) we see that
degGreg(φ(wj), V (N ))− |φ(Xi) ∩ V (N )| < η
2k
106
. Combined with (7.62), we find that
degGD(φ(wj), V3) > h1 − |φ(Xi) ∩ V (N )| −
η2k
106
,
in other words, (i) holds for i.
This finishes step i of the embedding procedure. Recall that the sets V3 and V (N ) are disjoint.
Hence, by (a) and (b), the principal subshrubs are the only parts of T ′ that were embedded in V3
(and possibly elsewhere). Thus, using (8.42), we see that (f), (g) and (h) are satisfied for i. Also,
by (8.41), (d) holds for i.
After having completed the inductive procedure, we still have to embed some peripheral sub-
shrubs. Let us take sequentially those P ∈ P which were not embedded. Say w is the parent of P .
By (i) we have
degGD(φ(w), V3 \ Im(φ)) > h1 − |Im(φ) ∩ V (N )| − |Im(φ) ∩ V3| −
η2k
106
(8.32)
>
η2k
106
.
An application of Lemma 8.12 in which Y1,⊲L8.12 := V3, Y2,⊲L8.12 := V4, U⊲L8.12 := Im(φ),
U∗
⊲L8.12 := NGD(φ(w)) ∩ V3 \ Im(φ), and {P1, . . . , PL}⊲L8.12 := ∅ gives an embedding of P in
V3 ∪ V4 ⊆ P1.
By conditions (a), (b), (c) and (h) we have thus found the desired embedding for T ′.
Lemma 8.21. Suppose we are in Setting 7.4 and 7.7, and that the sets V0 and V1 witness Pre-
configuration (♥1)(2η3k/103, h). Suppose that U ⊆ P0 ∪ P1. Suppose that {xj}ℓj=1 ⊆ V0 and
{yj}ℓ′j=1 ⊆ V1 are sets of mutually distinct vertices. Let {(Tj , rj)}ℓj=1 and {(T ′j , r′j)}ℓ
′
j=1 be families
of rooted trees such that each component of Tj − rj and of T ′j − r′j has order at most τk.
If ∑
j
v(Tj) 6
h
2
− η
2k
1000
, (8.51)
∑
j
v(Tj) +
∑
j
v(T ′j) 6 h−
η2k
1000
, and (8.52)
|U |+
∑
j
v(Tj) +
∑
j
v(T ′j) 6 k , (8.53)
then there exist (rj →֒ xj, V (Tj)\{rj} →֒ V (G)\U)-embeddings of Tj and (r′j →֒ yj, V (T ′j)\{r′j} →֒
V (G) \ U)-embeddings of T ′j in G, all mutually disjoint.
Proof. The embedding has three stages. In Stage I we embed some components of Tj − rj (for
all j = 1, . . . , ℓ) in the parts of (MA ∪MB)-edges which are “seen in a balanced way from xj”.
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In Stage II we embed the remaining components of Tj − rj. Last, in Stage III we embed all the
components T ′j − r′j (for all j = 1, . . . , ℓ′).
Let us first give a bound on the total size of (MA ∪MB)-vertices C ∈ V(MA ∪MB), C ⊆
⋃
V
seen from a given vertex via edges of GD. This bound will be used repeatedly.
Claim 8.21.1. Let v ∈ V (G). Then for U := {C ∈ V(MA ∪MB) : C ⊆
⋃
V,degGD(x,C) > 0} we
have
|
⋃
U| 6 2(Ω
∗)2k
γ2
, and (8.54)
|U| 6 2(Ω
∗)2k
γ2πc
. (8.55)
Proof of Claim 8.21.1. Let U ⊆ V be the set of those clusters which intersect NGD(xj). Using
the same argument as in the proof of Claim 8.17.1 we get that |⋃U| 6 2(Ω∗)2kγ2 , i.e. (8.54) holds.
Also, (8.55) follows since MA ∪MB is (ε, d, πc)-semiregular.
Stage I: We proceed inductively for j = 1, . . . , ℓ. Suppose that we embedded some components
F1, . . . ,Fj−1 of the forests T1 − r1, . . . , Tj−1 − rj−1. We write Fj−1 for the partial images of this
embedding. We inductively assume that
Fj−1 is τk-balanced w.r.t. MA ∪MB . (8.56)
For each (A,B) ∈ MA ∪MB with degGD(xj, (A ∪B) \ A) > 0 take a subpair (A′, B′),
A′ ⊆ (A ∩NGD∪G∇(xj))↾2 \ Fj−1 and B′ ⊆ (B ∩NGD∪G∇(xj))↾2 \ Fj−1 ,
such that
|A′| = |B′| = min{|(A ∩NGD∪G∇(xj))↾2 \ Fj−1|, |(B ∩NGD∪G∇(xj))↾2 \ Fj−1|} .
These pairs comprise a semiregular matching Nj. (Pairs (A,B) ∈ MA ∪MB with degGD(xj , (A ∪
B) \ A) = 0 are not considered for the construction of Nj.)
Let Mj := {(A′, B′) ∈ Nj : |A′| > α|A|}, for
α :=
η3γ2
1010(Ω∗)2
.
By Fact 2.7 Mj is a (2ε/α, d/2, απc)-semiregular matching.
Claim 8.21.2. We have |V (Mj)| > |V (Nj)| − η3k109 .
Proof of Claim 8.21.2. By (8.54), and by Property 4 of Setting 7.4, we have |V (Mj)| > |V (Nj)| −
α · 2 · 2(Ω∗)2kγ2 .
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Let Fj be a maximal set of components of Tj − rj such that
v(Fj) 6 |V (Mj)| − η
3k
109
. (8.57)
Observe that if Fj does not contain all the components of Tj − rj then
v(Fj) > |V (Mj)| − η
3k
109
− τk > |V (Mj)| − 2η
3k
109
. (8.58)
Lemma 8.8 yields an embedding of Fj in Mj. Further the lemma together with the induction
hypothesis (8.56) guarantees that the embedding can be chosen so that the new image set Fj is
τk-balanced w.r.t. MA ∪MB . We fix this embedding, thus ensuring (8.56) for step i. If Fj does
not contain all the components of Tj − rj then (8.58) gives
|V (Mj) \ Fj | 6 2η
3k
109
. (8.59)
After Stage I: Let N ∗ be a maximal semiregular matching contained in (MA∪MB)↾2 which avoids
Fℓ. We need two auxiliary claims.
Claim 8.21.3. We have
degmaxGD
(
V0 ∪ V1, V (MA ∪MB)↾2 \ (V (N ∗) ∪ Fℓ ∪ A)
)
<
η3k
109
.
Proof of Claim 8.21.3. Let us consider an arbitrary vertex x ∈ V0 ∪ V1. By (8.55) the number of
(MA ∪MB)-vertices C ⊆
⋃
V such that degGD(x,C) > 0 is at most
2(Ω∗)2k
γ2πc
.
Due to (8.56), we have for each (MA ∪MB)-edge (A,B) that∣∣∣(A ∪B)↾2 \ (V (N ∗) ∪ Fℓ)∣∣∣ 6 τk . (8.60)
Thus summing (8.60) over all (MA ∪MB)-edges (A,B) with degGD(x, (A∪B) \A) > 0 we get
degGD
(
x, V (MA ∪MB)↾2 \ (V (N ∗) ∪ Fℓ ∪ A)
)
6
4(Ω∗)2k
γ2πc
· τk .
The claim now follows by (7.3).
Claim 8.21.4. Let j ∈ [ℓ] be such that Fj does not consist of all the components of Tj − rj. Then
there exists an N ∗-cover Xj such that degGD (xj ,
⋃Xj) 6 3η3k109 .
Proof of Claim 8.21.4. First, we define an (MA ∪MB)-cover Rj as follows. For an (MA ∪MB)-
edge (A,B) let Rj contain A if
|(A ∩NGD∪G∇(xj))↾2 \ Fj−1| 6 |(B ∩NGD∪G∇(xj))↾2 \ Fj−1| ,
and B otherwise. Observe that by the definition of Nj, we have
degGD
(
xj,
⋃
Rj \ V (Nj)
)
= 0 . (8.61)
143
8.4 Main embedding lemmas
Also, we have V (N ∗) ∩ ⋃Rj ∩ V (Mj) ⊆ V (N ∗) ∩ V (Mj) ⊆ V (Mj) \ Fj . In particular, (8.59)
gives that ∣∣∣V (N ∗) ∩⋃Rj ∩ V (Mj)∣∣∣ 6 2η3k
109
. (8.62)
Let Xj be the restriction of Rj to N ∗. We then have
degGD
(
xj ,
⋃
Xj
)
= degGD
(
xj , V (N ∗) ∩
⋃
Rj
)
(by (8.61)) 6 degGD
(
xj , V (N ∗) ∩
⋃
Rj ∩ V (Mj)
)
+ degGD (xj , V (Nj) \ V (Mj))
(by (8.62), Claim 8.21.2) 6
3η3k
109
.
For every j ∈ [ℓ] we define N ∗j ⊆ N ∗ as those N ∗-edges (A,B) for which we have(
(A ∪B) \
⋃
Xj
) ∩A = ∅ .
Stage II: We shall inductively for j = 1, . . . , ℓ embed those components of Tj − rj that are not
included in Fj ; let us denote the set of these components by Kj . There is nothing to do when
Kj = ∅, so let us assume otherwise.
We write L := {C ∈ V : C ⊆ Lη,k(G)}. Let K ∈ Kj be a component that has not been
embedded yet. We write U ′ for the total image of what has been embedded (in Stage I, and
Stage II so far), combined with U . We claim that xj has a substantial degree into one of four
specific vertex sets.
Claim 8.21.5. At least one of the following four cases occurs.
(U1) degGD
(
xj , V (N ∗j ) \
⋃Xj)− |U ′ ∩ V (N ∗j )| > η2k104 ,
(U2) degGD (xj ,A \ U ′) > η
2k
104 ,
(U3) degG∇ (xj, V (Gexp) \ U ′) > η
2k
104
,
(U4) degGD (xj ,
⋃
L \ (L# ∪ V (Gexp) ∪ U ′)) > η
2k
104
.
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Proof. Write U ′′ := (U ′)↾2 = U ′ \ U . By (7.41), we have
h
2
6 degG∇(xj , V
↾2
good)
6 degGD
(
xj, V (N ∗j )↾2 \
⋃
Xj
)
+ degGD
(
xj,A
↾2 \ (V (N ∗j ) ∪ V (Gexp) ∪
⋃
Xj)
)
+ degG∇
(
xj , V (Gexp)
↾2
)
+ degGD
(
xj,
⋃
L↾2 \ (L# ∪ V (Gexp) ∪ V (N ∗j ))
)
+ degGD
(
xj , V (MA ∪MB)↾2 \ (V (N ∗) ∪ A)
)
+ degGD
(
xj,
⋃
Xj
)
(by C8.21.3, C8.21.4) 6 degGD
(
xj, V (N ∗j ) \
⋃
Xj
)
− ∣∣U ′ ∩ V (N ∗j )∣∣
+ degGD
(
xj ,A
↾2 \ (V (N ∗j ) ∪
⋃
Xj ∪ U ′′)
)
+ degG∇
(
xj , V (Gexp)
↾2 \ U ′′
)
+ degGD
(
xj ,
⋃
L↾2 \ (L# ∪ V (Gexp) ∪ V (N ∗j ) ∪ U ′′)
)
+
4η3k
109
+ |U ′′| .
The claim follows since |U ′′| 6 h2 − η
2k
1000 by (8.51).
We now now briefly describe how to embed K in each of the cases (U1)–(U4).
• In case (U1) recall that each (MA∪MB)-edge contains at most one N ∗j -edge. Thus by (8.54)
we get that there is an (MA ∪MB)-edge (A,B) with
degGD
(
xj, (V (N ∗j ) ∩ (A ∪B)) \
⋃
Xj
)
−|V (N ∗j )∩U ′∩(A∪B)| >
η2k
104
· γ
2
2(Ω∗)2k
·|A|. (8.63)
Let us fix this edge (A,B), and let (A′, B′) be the corresponding edge in N ∗j . Suppose without
loss of generality that B ∈ Xj. We can now embed K in (A′, B′) using Lemma 8.5 with the
following input: C⊲L8.5 := A
′,D⊲L8.5 := B
′,X⊲L8.5 := A
′ \ U ′,X∗
⊲L8.5 := NGD(xj , A
′ \
U ′), Y⊲L8.5 := B
′ \ U ′, ε⊲L8.5 := 8·10
4(Ω∗)2ε
γ2η2
, β⊲L8.5 := d/6. With the help of (8.63), we
calculate that min{X⊲L8.5, Y⊲L8.5} > |X∗⊲L8.5| >
γ2η2|A|
4·104(Ω∗)2 > 4
ε
⊲L8.5
β
⊲L8.5
|A′|.
• In Case (U2) we embed K using Lemma 8.3 with the following input: ε⊲L8.3 := ε′, U⊲L8.3 :=
U ′, U∗
⊲L8.3 := NGD(xj ,A \ U ′), ℓ := 1.
• In Case (U3) we embedK using Lemma 8.4 with the following input: H⊲L8.4 := Gexp, V1,⊲L8.4 :=
V2,⊲L8.4 := V (Gexp), U⊲L8.4 := U
′, U∗
⊲L8.4 := NGexp(xj , V (Gexp) \ U ′), Q⊲L8.4 := 1, ζ⊲L8.4 :=
ρ, ℓ⊲L8.4 := 1.
• In Case (U4) we proceed as follows. As degGD(xj , V6 Ψ) < η
2k
105
(cf. Definition 7.17), we have
degGD
(
xj,
⋃
L \ (L# ∪ V (Gexp) ∪ V 6 Ψ ∪ U ′)
)
>
2η2k
105
.
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As for (8.63), we use (8.54) to find a cluster A ∈ L with
degGD
(
xj , A \ (L# ∪ V (Gexp) ∪ V 6 Ψ ∪ U ′)
)
>
2η2k
105
· γ
2
2(Ω∗)2k
· |A| = η
2γ2
105(Ω∗)2
· |A|. (8.64)
Recall that by the definition of L# and V6 Ψ, we have that degminG∇(A \ (L# ∪V6 Ψ), V (G) \
Ψ) > (1 + 4η5 )k. Thus at least one of the following subcases must occur for the set A
∗ :=
(NGD (xj) ∩A) \ (L# ∪ V (Gexp) ∪ V 6 Ψ ∪ U ′):
(U4a) For at least 12 |A∗| vertices v ∈ A∗ we have degG∇(v,A \ U ′) > 2ηk5 .
(U4b) For at least 12 |A∗| vertices v ∈ A∗ we have degGreg(v,
⋃
V \ U ′) > 2ηk5 .
In case (U4a) we embed K using Lemma 8.3. Details are very similar to (U2). As for case
(U2b), let as take an arbitrary vertex v ∈ A∗ with degGreg(v,
⋃
V \U ′) > 2ηk5 . In particular,
using (8.54), we find a cluster B ∈ V with
degGreg(v,B \ U ′) >
γ2η
10(Ω∗)2
|B| . (8.65)
Map the root rK of K to v and embed K − rK in (A,B) using Lemma 8.534 with the
following input: C⊲L8.5 := B,D⊲L8.5 := A,X⊲L8.5 := B \ U ′, Y⊲L8.5 := A \ U ′,X∗⊲L8.5 :=
NGreg(v,B \ U ′), β⊲L8.5 := γ2η/(10(Ω∗)2), ε⊲L8.5 := ε′. By (8.64) and (8.65) we see that
X⊲L8.5, Y⊲L8.5 and X
∗
⊲L8.5 are large enough.
Stage III: In this stage we embed the trees {T ′j}ℓ
′
j=1. The embedding techniques are as in Stage II.
The cover F ′ from Definition 7.17 plays the same role as the covers Xj in Stage II. Observe that F ′
is universal whereas the covers Xj are specific for each vertex xj . A second simplification is that in
Stage III we use the semiregular matching (MA∪MB)↾2 for embedding (in a counterpart of (U1))
instead of N ∗j .
Again we proceed inductively for j = 1, . . . , ℓ with embedding the components of T ′j − r′j, which
we denote by K′j . Let K ∈ K′j be a component that has not been embedded yet. We write U ′ for
the total image of what has been embedded (in Stage I, II, and Stage III so far), combined with U
and let U ′′ = U ′ ∩ P2. We claim that yj has a substantial degree into one of four specific vertex
sets.
Claim 8.21.6. At least one of the following four cases occurs.
(U1′) degGD
(
yj, V ((MA ∪MB)↾2) \ (A ∪
⋃F ′))
− ∣∣U ′′ ∩ (⋃F ′ ∪ (V ((MA ∪MB)↾2) \ A)∣∣ > η2k104 ,
(U2′) degGD (yj,A \ U ′) > η
2k
104
,
(U3′) degG∇ (yj, V (Gexp) \ U ′) > η
2k
104
,
34Lemma 8.5 deals with embedding a single tree in a regular pair, whereas K − rK has several components. We
therefore apply the lemma repeatedly for each component.
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(U4′) degGD (yj,
⋃
L \ (L# ∪ V (Gexp) ∪ U ′)) > η
2k
104 .
Proof. As yj ∈ V1, we have that
h 6 degG∇(yj, V
↾2
good)
6 degGD
(
yj, V ((MA ∪MB)↾2) \ (A ∪ V (Gexp) ∪
⋃
F ′)
)
+ degGD
(
yj,A
↾2 \ (V (Gexp) ∪
⋃
F ′
)
+ degGD(yj,
⋃
F ′) + degGD
(
yj,
⋃
L↾2 \ (L# ∪ V (Gexp) ∪ V (MA ∪MB)
)
+ degG∇
(
yj, V (Gexp)
↾2
)
+ degGD
(
yj, V (MA ∪MB)↾2 \ V ((MA ∪MB)↾2)
)
(by L 7.8) 6 degGD
(
yj, V ((MA ∪MB)↾2) \ (A ∪ V (Gexp) ∪
⋃
F ′)
)
−
∣∣∣U ′′ ∩ (⋃F ′ ∪ (V ((MA ∪MB)↾2) \A)) \ V (Gexp)∣∣∣
+ degGD
(
yj,A
↾2 \ (U ′′ ∪ V (Gexp) ∪
⋃
F ′)
)
+ degG∇
(
yj, V (Gexp)
↾2 \ U ′′
)
+ degGD
(
yj,
⋃
L↾2 \ (L# ∪ V (Gexp) ∪ V (MA ∪MB) ∪ U ′′)
)
+
2η3k
103
+
η2k
105
+ |U ′′| .
The claim follows since |U ′′| 6∑j Tj +∑j T ′j 6 h− η2k1000 .
Cases (U1′)–(U4′) are treated analogously as Cases (U1)–(U4).
Lemma 8.22. Suppose we are in Setting 7.4 and 7.7, and that the sets V0 and V1 witness Precon-
figuration (♥2)(h). Suppose that U ⊆ P0 ∪P1, such that |U | 6 k. Suppose that {xj}ℓj=1 ⊆ V0 ∪ V1
are distinct vertices. Let {(Tj , rj)}ℓj=1 be a family of rooted trees such that each component of Tj−rj
has order at most τk.
If
∑
j v(Tj) 6 h− η2k/1000 and |U |+
∑
j v(Tj) 6 k then there exist disjoint (rj →֒ xj , V (Tj) \
{rj} →֒ V (G) \ U)-embeddings of Tj in G.
Proof. The proof is contained in the proof of Lemma 8.21. It suffices to repeat the first two stages
of the embedding process in the proof. In that setting, we use h⊲L8.21 = 2h. Note that the
condition {xj} ⊆ V0 in the setting of Lemma 8.21 gives us the same possibilities for embedding as
the condition {xj} ⊆ V0 ∪ V1 in the current setting (cf. (7.41) and (7.44)).
Lemma 8.23. Suppose we are in Setting 7.4 and 7.7, and at least one of the following configurations
occurs:
• Configuration (⋄6)( η3ρ4
1014(Ω∗)4)
, 4π, γ
3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2·103 , h),
• Configuration (⋄7)( η3γ3ρ
1012(Ω∗)4)
, ηγ400 , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2·103 , h), or
• Configuration (⋄8)( η4γ4ρ
1015(Ω∗)5)
, ηγ400 ,
4ε
p1
, 4π, d2 ,
γ3ρ
32Ω∗ ,
p1πc
2k ,
η2ν
2·104 , h1, h).
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Suppose that (WA,WB ,SA,SB) is a (τk)-fine partition of a rooted tree (T, r) of order k. If the total
order of the end shrubs is at most h − 2η2k
103
and the total order of the internal shrubs is at most
h1 − 2η
2k
105
, then T ⊆ G.
Proof. Let T ′ be the tree induced by all the cut-vertices WA ∪WB and all the internal shrubs.
Summing up the order of the internal shrub and the cut-vertices, we get that v(T ′) < h1 − η2k105 .
Fix an embedding of T ′ as in Lemma 8.19 (in configurations (⋄6) and (⋄7)), or as in Lemma 8.20
(in configuration (⋄8)). This embedding now extends to external shrubs by Lemma 8.21 (in Pre-
configuration (♥1), which can only occur in Configuration (⋄6) and (⋄7)), or by Lemma 8.22 (in
Preconfiguration (♥2)). It is important to remember here that by Definition 3.1(l), the total order
of end shrubs in SB is at most half the size of the total order of end shrubs.
The next lemma completely resolves Theorem 1.3 in the presence of Configuration (⋄9).
Lemma 8.24. Suppose we are in Setting 7.4 and 7.7, and assume we have Configuration (⋄9)(δ, 2η3103 ,
h1, h2, ε1, d1, µ1, ε2, d2, µ2) with d2 > 10ε2 > 0, 4 · 103 6 d2µ2τk, max{d1, τ/µ1} 6 γ2η2/(4 ·
107(Ω∗)2), d21/6 > ε1 > τ/µ1 and δk > 10
3/τ .
Suppose that (WA,WB ,SA,SB) is a (τk)-fine partition of a rooted tree (T, r) of order k. If the
total order of the internal shrubs of (WA,WB ,SA,SB) is at most h1 − η2k105 , and the total order of
the end shrubs is at most h2 − 2η
2k
103 then T ⊆ G.
Proof. Let V0, V1, V2,N , {Q(j)0 , Q(j)1 }j∈Y and F ′ witness (⋄9). The embedding process has two
stages. In the first stage we embed the knags and the internal shrubs of T . In the second stage
we embed the end shrubs. The knags will be embedded in V0 ∪ V1, and the internal shrubs will be
embedded in V (N ). Lemma 8.21 will be used to embed the end shrubs.
The knags of (WA,WB ,SA,SB) are embedded in such a way thatWA is embedded in V1 andWB
is embedded in V0. Since no other part of T is embedded in V0∪V1 in the first stage, each knag can
be embedded greedily using the minimum degree condition arising from the super-regularity of the
pairs {(Q(j)0 , Q(j)1 )}j∈Y using the bound on the total order of knags coming from Definition 3.1(c),
and using Lemma 8.7 with the following input: ε⊲L8.7 := ε2, d⊲L8.7 := d2, ℓ⊲L8.7 := µ2k, UA ∪ UB
is the image of WA ∪WB embedded so far and {A⊲L8.7, B⊲L8.7} := {Q(j)0 , Q(j)1 }, where j ∈ Y is
arbitrary for the first knag, and for all other knags P has the property that
NGD(φ(Par(P ))) ∩Q(j)1 \ UA 6= ∅.
The existence of such an index j follows from the fact that
φ(Par(P )) ∈ V2, (8.66)
together with condition (7.64). We shall ensure (8.66) during our embedding of the internal shrubs,
see below.
We now describe how to embed an internal shrub T ∗ ∈ SA whose parent u ∈ WA is embedded
in a vertex x ∈ V1. Let w ∈ V (T ∗) be the unique neighbor of a vertex from WA \ {u} (cf.
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Definition 3.1(h)). Let U be the image of the part of T embedded so far. The next claim will be
useful for finding a suitable N -edge for accommodating T ∗.
Claim 8.24.1. There exists an N -edge (A,B), or an N -edge (B,A) such that
min
{|NGD(x) ∩ V2 ∩ (A \ U)|, |B \ U |} > 100d1|A|+ τk .
Proof of Claim 8.24.1. For the purpose of this claim we reorient N so that V2(N ) ⊆
⋃F ′.
Suppose the claim fails to be true. Then for each (A,B) ∈ N we have |NGD(x)∩V2∩ (A\U)| <
100d1|A|+ τk or |B \ U | < 100d1|A|+ τk. In either case we get
|NGD(x) ∩ V2 ∩A| − |U ∩ (A ∪B)| < 100d1|A|+ τk . (8.67)
We write S :=
⋃{V (D) : D ∈ D, x ∈ V (D)}. Combining Fact 4.3 and Fact 4.4 we get that
|S| 6 2(Ω
∗)2k
γ2
. (8.68)
Let us look at the number
λ :=
∑
(A,B)∈N
(|NGD(x) ∩ V2 ∩A| − |U ∩ (A ∪B)|) . (8.69)
For a lower bound on λ, we write λ = |NGD (x) ∩ V2| − |U ∩ V (N )|. (Note that V2 ⊆ V (N ) as we
are in Configuration (⋄9).) The first term is at least h1 by (7.63), while the second term is at most
h1 − η2k105 by the assumptions of the lemma. Thus λ > η
2k
105
.
For an upper bound on λ we only consider those N -edges (A,B) for which NGD(x)∩A 6= ∅. In
that case A ⊆ S (cf. 3 of Setting 7.4). Thus, since N is (ε1, d1, µ1k)-semiregular we get that
|{(A,B) ∈ N : NGD ∩A 6= ∅}| 6
|S|
µ1k
. (8.70)
Thus,
λ 6
∑
(A,B)∈N ,NGD (x)∩A 6=∅
(|NGD (x) ∩ V2 ∩A| − |U ∩ (A ∪B)|)
(by (8.67), (8.70)) 6 100d1|S|+ |S|
µ1k
τk
(by (8.68)) <
η2k
105
,
a contradiction. This finishes the proof of the claim.
By symmetry we suppose that Claim 8.24.1 gives an N -edge (A,B) such that min{|NGD (x) ∩
V2∩ (A\U)|, |B \U |
}
> 100d1|A|+ τk. We apply Lemma 8.5 with input C⊲L8.5 := A, D⊲L8.5 := B
X⊲L8.5 = X
∗
⊲L8.5 := NGD(x) ∩ V2 ∩ (A \ U), Y⊲L8.5 := B \ U , ε⊲L8.5 := ε1, β⊲L8.5 := d1/3. Then
there exists an embedding of T ∗ in V (N ) \ U such that w is embedded in V2. This ensures (8.66).
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We remark that there may be several internal shrubs extending from u ∈ WA. However
Claim 8.24.1 and the subsequent application of Lemma 8.5 allows a sequential embedding of these
shrubs. This finishes the first stage of the embedding process.
For the second stage, i.e., the embedding of the end shrubs of (WA,WB ,SA,SB), we first recall
that the total order of end shrubs in SA is at most h2 − 2η
2k
103 , and the total order of end shrubs in
SB is at most 12
(
h2− 2η2k103
)
by Definition 3.1(l). The embedding is a straightforward application of
Lemma 8.21.
The next lemma resolves Theorem 1.3 in the presence of Configuration (⋄10).
Lemma 8.25. Suppose we are in Setting 7.4. For every η′, d′,Ω > 0 there exists ε˜ > 0 such that
for every ν ′ > 0 with the property that
η′ν ′
200Ω
> τ (8.71)
there exists a number k0 such that the following holds for each k > k0.
If G is a graph with Configuration (⋄10)(ε˜, d′, ν ′k,Ωk, η′) then trees(k) ⊆ G.
Proof. We give a sketch of a proof, following [PS12]. The main difference is indicated in Sec-
tion 8.1.5.
Suppose we have Configuration (⋄10)(ε˜, d′, ν ′k,Ωk, η′), and are given a rooted tree (T, r) of
order k with a (τk)-fine partition (WA,WB ,SA,SB) given by Lemma 3.4. By replacing L∗ by
L∗ \ V(M),35 we can assume that L∗ and V(M) are disjoint.
For each shrub F ∈ SA ∪ SB, let xF ∈ V (F ) be its root, i.e., its minimal element in the
topological order. If F is internal then we also define yF as its (unique) maximal element that
neighbours WA. We can partition the semiregular matching M and the set L∗ into two parts:
MA ∪ L∗A and MB ∪ L∗B so that the partition satisfies
degG˜
(
v, V (MA) ∪
⋃
L∗A
)
> v(SA) + η
′k
4
and (8.72)
degG˜
(
w, V (MB) ∪
⋃
L∗B
)
> v(SB) + η
′k
4
, (8.73)
for all but at most 2ε˜|A| vertices v ∈ A and for all but at most 2ε˜|B| vertices w ∈ B. To see this,
observe that the nature of the regularized graph allows us to treat36 conditions (8.72), (8.73), or
that of Definition 7.26(b) in terms of average degrees of vertices in A and B, rather than in terms
of individual degrees.37 If A and B were connected to each cluster X ∈ L∗ ∪ V(M) by regular
pairs of the same density, say dX , it would suffice to split L∗ and M in the ratio v(SA) : v(SB). In
the general setting, this can also be achieved, as was done in [PS12, Lemma 9]. Let hA,L∗ , hB,L∗ ,
hA,M, hB,M be the average degrees of vertices of A and B into L∗A,L∗B ,MA,MB .
We will now use the regularity to embed the shrubs and the seeds in G˜. We start with mapping
r to A or B (depending whether r ∈ WA or r ∈ WB), and proceed along a topological order on
35This does not change validity of the conditions in Definition 7.26.
36up to a small error
37This property is also key in the classical dense setting of the Regularity Lemma.
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T . We denote the partial embedding of T at any particular stage as φ. The vertices of WA are
mapped to A, the vertices of WB are mapped to B. As for embedding the shrubs, initially we start
with embedding the shrubs of SA to MA (we say that A is in the M-mode), and embedding the
shrubs of SB to MB (B is in the M-mode). By filling up theM-edges with the shrubs as balanced
as possible we can guarantee that we do not run out of space in MA before embedding SA-shrubs
of total order at least hA,M− η′k/100. An analogous property holds for embedding SB-shrubs. We
omit details and instead refer to a very similar procedure in Lemma 8.24.38
At some moment we may run out of space in MA, or in MB . Say that this happens first with
the matching MA. Let S∗A ⊆ SA be the set of shrubs not embedded so far. We now describe how
to proceed when A is in the L∗-mode. In this mode, we will not embed an upcoming shrub F ∈ S∗A,
but only reserve a set UF , |UF | 6 v(F ) which serves a reminder that we want to accommodate F
later on. Suppose that the parent Par(F ) ∈WA of F has been mapped to a typical39 vertex z ∈ A
already. We have
degG˜(z,
⋃
L∗A) > v(S∗A) +
η′k
100
>
∑
F ′
|U ′F |+
η′k
100
,
where the sum ranges over the already processed S∗A-shrubs F ′. Consequently, there is a cluster
X ∈ V such that
degG˜
(
z,X \
⋃
F ′
UF ′
)
>
η′|X|
100Ω
. (8.74)
Let us view F as a bipartite graph, and let aF be the size of its color class that contains xF . Let
UF be an arbitrary set of (NG˜(z)∩X)\
⋃
F ′ UF ′ of size aF , and also let us fix an image φ(xF ) ∈ UF
arbitrarily. If F is an internal shrub, we further define φ(yF ) ∈ UF \ {φ(xB)} arbitrarily. At this
stage we consider F as processed.
Later, of course, also B can switch in the L∗-mode as well. At that moment, we define S∗B , and
start to only make reservations UK in clusters of L∗B instead of embedding shrubs K ∈ S∗B .
After all shrubs of S∗A ∪ S∗B have been processed we finalize the embedding. Consider a shrub
F ∈ S∗A ∪ S∗B . Suppose that UF ⊆ X for some X ∈ V. We use Definition 7.26(c) to find a cluster
Y such that
d(X,Y ) >
∣∣∣Y ∩ (im(φ) ∪⋃F ′ yet unembedded UF ′)∣∣∣
|Y | +
η′
100Ω
.
As φ(xF ) and φ(yF ) are typical
40, we can additionally require that
degG˜(φ(xF ), Y ),degG˜(φ(yF ), Y ) > (d(X,Y )−
√
ε˜)|Y | .
Therefore, the regularity method allows us to embed F in the pair (X,Y ) avoiding the already
defined image of φ, and the sets UF ′ corresponding to yet unembedded shrubs F
′. The fact that
the threshold in (8.74) was taken quite high (compared to the size of the shrubs, see (8.71)) allows
38In Lemma 8.24 it was shown how to utilize (7.63) for embedding shrubs of order up to ≈ h1 in regular pairs.
39in the sense of Definition 7.26(b)
40in the sense of Definition 7.26(c)
us to avoid atypical vertices. We also need this embedding to be compatible with the existing
placements φ(xF ) and φ(yF ). In particular, we need to find a path of length distF (xF , yF ) from
φ(xF ) to φ(yF ). Here, it is crucial that distF (xF , yF ) > 4 (cf. Definition 3.1(i)).
41 We remark, that
in general we cannot guarantee that X ∩ φ(F ) = UF . So the set UF should be regarded merely as
a measure of future occupation of X, rather than an indication of exact future placement.
9 Proof of Theorem 1.3
Let α > 0 be given. We set
η := min{ 1
30
,
α
2
}.
We wish to fix further constants as in (7.3). A trouble is that we do not know the right choice of
Ω∗ and Ω∗∗ yet. Therefore we take g := ⌊100
η2
⌋+ 1 and fix suitable constants
η ≫ 1
Ω1
≫ 1
Ω2
≫ . . .≫ 1
Ωg+1
≫ ρ≫ γ ≫ d > 1
Λ
> ε > π > α̂ > ε′ > ν ≫ τ ≫ 1
k0
> 0 ,
41Indeed, it could be that N(φ(xF ))∩N(φ(yF )) = ∅, which would make it impossible to find a path of length 2 from
φ(xF ) to φ(yF ). If, on the other hand distF (xF , yF ) > 4, then we can always find such a path using a look-ahead
embedding in the regular pair (X,Y ).
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where the relations between the parameters are more exactly as follows:
1
Ω1
6
η9
1025
,
1
Ωj+1
6
η27
1067Ω36j
for each j = 1, . . . , g ,
ρ 6
η9
1025Ω5g+1
,
γ 6
η18ρ24
1090Ω28g+1
,
d 6 min
{
γ2η2
108Ω2g+1
, β⊲L6.1(η⊲L6.1 := η,Ω⊲L6.1 := Ωg+1, γ⊲L6.1 := γ)
}
,
1
Λ
6 min
{
d,
η24γ24ρ
1096Ω36g+1
}
,
ε 6 min
{
1
Λ
,
γ2η3dρ
1013Ω4g+1
, ε˜⊲L8.25(η
′
⊲L8.25 := η/40, d
′
⊲L8.25 := γ
2d/2,Ω⊲L8.25 :=
(Ωg+1)
2
γ2
)
}
,
π 6 min {ε, π⊲L6.1(η⊲L6.1 := η,Ω⊲L6.1 := Ωg+1, γ⊲L6.1 := γ, ε⊲L6.1 := ε)} ,
α̂ 6 min
{
π, α⊲L5.6
(
Ω⊲L5.6 := Ωg+1, ρ⊲L5.6 :=
γ2
4
, ε⊲L5.6 := π, τ⊲L5.6 := 2ρ
)}
,
ε′ 6 min
{
α̂2γ6ρ2
103Ω4g+1
, ε′
⊲L6.1(η⊲L6.1 := η,Ω⊲L6.1 := Ωg+1, γ⊲L6.1 := γ, ε⊲L6.1 := ε)
}
,
ν 6 min
{
α̂ρ
Ωg+1
, ε′, ν⊲L4.14(η⊲L4.14 := α,Λ⊲L4.14 := Λ, γ⊲L4.14 := γ, ε⊲L4.14 := ε
′, ρ⊲L4.14 := ρ)
}
,
τ 6 2επν ,
1
k0
6 min
{
γ3ρη8τν
103Ω3g+1
,
1
k∗0
}
,
with
k∗0 := max
{
k0,⊲L4.14(η⊲L4.14 := α,Λ⊲L4.14 := Λ, γ⊲L4.14 := γ, ε⊲L4.14 := ε
′, ρ⊲L4.14 := ρ),
k0,⊲L5.6(Ω⊲L5.6 := Ωg+1, ρ⊲L5.6 :=
γ2
4
, ε⊲L5.6 := π, τ⊲L5.6 := 2ρ, α⊲L5.6 := α̂, ν⊲L5.6 :=
2ρ
Ωg+1
),
k0,⊲L6.1(η⊲L6.1 := η,Ω⊲L6.1 := Ωg+1, γ⊲L6.1 := γ, ε⊲L6.1 := ε, ν⊲L6.1 := ν),
k0,⊲L7.3(p⊲L7.3 := 10, α⊲L7.3 := η/100),
k0,⊲L8.25(η
′
⊲L8.25 := η/40, d
′
⊲L8.25 := γ
2d/2, ε˜⊲L8.25 := ε,Ω⊲L8.25 :=
(Ωg+1)
2
γ2
, ν ′
⊲L8.25 := π
√
ε′ν)
}
.
In particular, this gives us a relation between between α and k0.
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Suppose now that k > k0, and G ∈ LKS(n, k, α) is a graph, and T ∈ trees(k) is a tree. It is
our goal to show that T ⊆ G.
We follow the plan outlined in Figure 1.3. First, we process the tree T by considering any
(τk)-fine partition (WA,WB,SA,SB) of T rooted at an arbitrary root r. Such a partition exists by
Lemma 3.4. Let m1 and m2 be the total order of internal shrubs and the end shrubs, respectively.
For i = 1, 2 set
pi :=
η
100
+
mi
(1 + η30 )k
,
and
p0 :=
η
100
.
In particular we have pi ∈ [ η100 , 1] for i = 1, 2, 3.
To find a suitable structure in the graph G we proceed as follows. We apply Lemma 4.14 with
input graph G⊲L4.14 := G and parameters η⊲L4.14 := α, Λ⊲L4.14 := Λ, γ⊲L4.14 := γ, ε⊲L4.14 := ε
′,
ρ⊲L4.14 := ρ, the sequence (Ωj)
g+1
j=1, k⊲L4.14 := k and b⊲L4.14 :=
ρk
100Ω∗ . The lemma gives a
graph G′
⊲L4.14 ∈ LKSsmall(n, k, η), and an index i ∈ [g]. Slightly abusing notation, we call
this graph still G. Set Ω∗ := Ωi and Ω∗∗ := Ωi+1. Now, item (c) of Lemma 4.14 yields a
(k,Ω∗∗,Ω∗,Λ, γ, ε′, ν, ρ)-sparse decomposition ∇ = (Ψ,V,D, Greg , Gexp,A). Let c be the size of
any cluster in V.
We now apply Lemma 6.1 with parameters η⊲L6.1 := η, Ω⊲L6.1 := Ωg+1, γ⊲L6.1 := γ, ε⊲L6.1 :=
ε, k⊲L6.1 := k, and Ω
∗
⊲L6.1 := Ω
∗. Given the graph G with its sparse decomposition ∇ the lemma
gives three (ε, d, πc)-semiregular matchingsMA,MB , andMgood ⊆MA which fulfill the assertion
either of case (K1), or of (K2). The matchings MA and MB also define the sets XA and XB.
The additional features provided by Lemma 4.14 and Lemma 6.1 guarantee that we are in the
situation described in Setting 7.4. We apply Lemma 7.3 as described in Definition 7.6; the numbers
p0, p1, p2 are as defined above. This puts us in the setting described in Setting 7.7. We now use
Lemma 7.32 to obtain one of the following configurations.
• (⋄1),
• (⋄2)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
η9ρ2
128·1022·(Ω∗)5
)
,
• (⋄3)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ2
128·1022·(Ω∗)5
)
,
• (⋄4)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
γ
2 ,
η9γ3
384·1022(Ω∗)5
)
,
• (⋄5)
(
η27Ω∗∗
4·1066(Ω∗)11 ,
4√Ω∗∗
2 ,
η9
128·1022·(Ω∗)3 ,
η
2 ,
η9
128·1022·(Ω∗)4
)
,
• (⋄6)( η3ρ4
1014(Ω∗)4
, 4π, γ
3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2000 , p2(1 +
η
20 )k
)
,
• (⋄7)( η3γ3ρ
1012(Ω∗)4
, ηγ400 , 4π,
γ3ρ
32Ω∗ ,
η2ν
2·104 ,
3η3
2·103 , p2(1 +
η
20 )k
)
,
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• (⋄8)( η4γ4ρ1015(Ω∗)5 , ηγ400 , 400εη , 4π, d2 , γ3ρ32Ω∗ , ηπc200k , η2ν2·104 , p1(1 + η20 )k, p2(1 + η20 )k),
• (⋄9)( ρη81027(Ω∗)3 , 2η3103 , p1(1 + η40)k, p2(1 + η20)k, 400εη , d2 , ηπc200k , 4π, γ3ρ32Ω∗ , η2ν2·104 ),
• (⋄10)(ε, γ2d2 , π√ε′νk, (Ω∗)2kγ2 , η40)
Depending on the actual configuration Lemma 8.15, Lemma 8.18, Lemma 8.23, Lemma 8.24,
or Lemma 8.25 guarantee that T ⊆ G. This finishes the proof of the theorem.
10 Theorem 1.3 algorithmically
We now discuss the algorithmic aspects of our proof. That is, we would like to find an algorithm
which finds a copy of a given tree T ∈ trees(k) in any given graph G ∈ LKS(n, k, α) in time
O(nC). Here the degree C of the polynomial is allowed to depend on α, but not on k. It can be
verified that each of the steps of our proof — except the extraction of dense spots (cf. Section 4.8)
— can be turned into a polynomial time algorithm. The two randomized steps — random splitting
in Section 7.2 and the use of the stochastic process Duplicate in Section 8 — can be also efficiently
derandomized using a standard technique for derandomizing the Chernoff bound. Let us sketch
how to deal with extracting dense spots.
The idea is as follows. Initially, we pretend that Gexp consists of the entire bounded-degree part
G −Ψ (cleaned for minimum degree ρk as in (4.8)). With such a supposed sparse classification
∇1 we go through Lemma 6.1 and Lemma 7.32 (which builds on Lemmas 7.33, 7.34, and 7.35)
to obtain a configuration. We now start embedding T as in Section 8. Note that Greg and A are
absent, and so, the only embedding techniques are those involving Ψ and Gexp. Now, either we
embed T , or we fail. The only possible reason for the failure is that we were unable to perform the
one-step look-ahead strategy described in Section 4.6 because Gexp was not really nowhere-dense.
But then we actually localized a dense spot D1. We get an updated supposed sparse classification
∇2 in which D1 is removed from Gexp and put in D (which of course can give rise to Greg or A).
We keep iterating. Since in each step we extract at least O(k2) edges we iterate the above at most
e(G)/Θ(k2) = O(nk ) times. We are certain to succeed eventually, since after Θ(
n
k ) iterations we get
an honest sparse classification.
It seems that this iterative method is generally applicable for problems which employ a sparse
classification.
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[n], 9
⊞, 9
, 18
(♣), 71
(⋄1), 71
(♥1), 72
(⋄10), 75
(⋄2), 71
(♥2), 73
(⋄3), 71
(⋄4), 71
(⋄5), 72
(⋄6), 73
(⋄7), 74
(⋄8), 74
(⋄9), 74
(X1 →֒ V1, . . . ,Xℓ →֒ Vℓ)-embedding, 113
(exp), 73
(reg), 73
c, 65
C, 102
C−, 102
M-cover, 72
Ch(U), 18
Ch(v), 18
D∇, 66
d(G), 12
d(U,W ), 12
deg, 9
degmax, 9
degmin, 9
dist(v1, v2), 10
Duplicate(ℓ), 112
M-edge, 41
E(G), 9
e(G), 9
ℓ-ensemble, 10
e(X), 9
e(X,Y ), 9
F, 68
G∇, 65
G¯(n, k,Ω, ρ, ν), 38
G(n, k,Ω, ρ, ν, τ), 38
GD, 27
ghost, 119
Greg, 26, 65
G∇, 27
L#, 66
Lη,k(G), 11
LKS(n, k, η), 4
LKSmin(n, k, η), 11
LKSsmall(n, k, η), 11
N ↾i, 68
N(v), 10
NA, 65
Pi, 67
P, 66
P1, 66
P2, 66
PA, 66
pi, 67
Par(U), 18
Par(v), 18
Sη,k(G), 11
shadow, 61
Seed, 18
T (r, ↑ x), 18
trees(k), 2
U ↾i, 68
V 6 Ψ, 66
V¯, 67
V¯, 67
V¯∗, 68
V¯ , 67
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V1(M), V2(M), V (M), 40
V1(M), V2(M), V(M), 40
V A, 65
V A, 65
M-vertex, 41
V (G), 9
v(G), 9
V+, 66
Veven(T, r), 10
Vgood, 66
Vodd(T, r), 10
XA(η,∇,MA,MB), 50
XB(η,∇,MA,MB), 50
XC(η,∇,MA,MB), 50
YA, 66
YB, 66
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General index
(X1 →֒ V1, . . . ,Xℓ →֒ Vℓ)-embedding, 113
absorb, 41
active vertex, 31
alternating path, 42
augmenting path, 42
avoiding, 25
avoiding threshold, 26
balanced set, 115
balanced way of embedding, 114
bipartite density, 12
bounded decomposition, 25
captured edges, 27
child, 18
cluster, 26
consistent matching, 75
cover, 72
dense cover, 38
dense spot, 24
density, 12
discrepancy, 115
M-edge, 41
embedding, 2
empty graph, 10
end subtree, 18
ensemble, 10
Erdo˝s-So´s Conjecture, 1
factor critical, 11
fine partition, 18
fruit, 18
ghost, 119
induced tree, 18
internal subtree, 18
irregular, 12
knag, 21
length of alternating path, 42
matching involution, 119
nowhere-dense, 24
null graph, 10
ordered skeleton, 21
parent, 18
peripheral subshrub, 21
principal subshrub, 21
proportional splitting, 67
regular pair, 12
regularized graph, 75
rooted tree, 10
seed, 18
semiregular matching, 40
separator, 11
shrub, 21
spanning subgraph, 10
sparse decomposition, 26
subshrub, 21
super-regular pair, 12
thick graph, 37
unbalanced way of embedding, 114
M-vertex, 41
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