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Graph-theoretical models are given for constructing the season schedule of a sports league; we 
consider in particular the problem of having an alternation of home-games and away-games 
which is as regular as possible, and we characterize schedules with a minimum number of breaks 
in the alternations. Some related graph-theoretical properties are discussed and a solvable case 
with preassignments of home-games and away-games i presented. 
1. Introduction 
Constructing a season schedule for a sports league is a problem with many com- 
binatorial aspects. The purpose of this paper is to formulate such scheduling pro- 
blems in terms of graphs and to derive properties of the feasible schedules from 
simple graph-theoretical rguments. 
The structure of the home-and-away pattern of a schedule will be investigated; 
in particular we describe how to generate home-and-away patterns corresponding 
to some types of optimal schedule. 
2. Some graph-theoretical definitisus 
A graph G =(X9 E) consists of a finite set X of noclies and a family E of e&es: 
each edge e = lx, y] is an unordered pair of distinct nodes; x and y are the endpoints 
of e. An edge Jx, y] may be given an orientation, say from x to y; in this case it 
becomes an arc&, y). 
A subfamily F of edges in G such that no two edges in F are adjacent is called 
a matching. 
A coloring of (the edges of) G is a partition of the family of edges into disjoint 
matchings. The minimum number of matchings in a coloring of G is the chomatk 
index of G. 
The degree d&x) of node x in G is the numbe 
to node x; G is d+=q@ar if d&) = d for all n 
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A l-regular matching is also called a factor (or a l-factor) and a partition of the 
family of edges of G into factors is a factorization of G. 
For more information on graphs in general, see [l]; for extended results about 
edge colorings, see [4]. Some of the results presented here are developed in [ 111. Fac- 
torizations of complete graphs for scheduling sports competitions with a different 
objective are prese_.ted in [ 121. For a review of factorizations of complete graphs, 
see 171. 
3. A graph-theoretical model 
We give here an unified presentation of the simple graph-theoretical results need- 
ed for our sports scheduling model. 
Consider a league of 212 teams; these are identified with the nodes of a graph G; 
each game to be played by teams i and j is represented by an edge [i, j]. We talk 
interchangeably about nodes or teams and about games, edges or arcs. 
A game between team i and team j takes place in the home-city of either team 
i or team j. In the first case, it is a home-game (H) for team i and an away-game 
(A) for team j. It is convenient to regard a game between teams i and j in the home- 
city of team j as an arc(i, j) obtained by orienting the edge ii, j] from i to j. 
A coloring (MI, M2, . . . , Md) of the edges of G together with an orientation of the 
edges is called an oriented coloring, denoted by &, &, . . . , i&); it defines a 
schedule in the following way: if arc (i, j) is in &“, team i plays against eam j in 
the home-city of team j on day p; we thus identify days and colors. Figure 1 shows 
an oriented coloring of G=&. 
Usually G = &,, (each team has to play one game against every other team), and 
we consider schedules defined by oriented colorings (&, . . . , ?&_ 1), where each ?j 
is a factor. Later we give a construction of a factorization of Kzn. 
With each schedule S, we associate a home-away pattern (HAP), denoted 
H(S); it is a 2n x (2n - 1) array defined by 
hik(Q=[kl if team i has[~h~~~~on day k. 
L J c no game 
bY 
Fig. 1. An oriented coloring of C = Kb. 
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teams 
days 
Fig. 2. The home-away pattern associated with the schedule of Fig. 1. 
The profile of team r’ is the ith row of H(S). 
If h&S) = hi, k+ I(S) = A or H, then team i has a break on day k + 1. Figure 2 
shows the HAP associated with the oriented coloring of Fig. 1. 
Breaks are usually undesirable and we try to have schedules in which, for each 
team, home-games and away-games alternate as regularly as possible. We shall now 
derive some general properties of schedules having a minimum number of breaks. 
Let cr(G) be the maximum size of an independent (or stable) set of nodes in G. 
Proposition 3.1. Lz# G be w d-regular factorizable graph on 2n nodes; in every 
oriented coloring (&, 3 2r .. . , &) of G there are at least 2(n - CY(G )) breaks. 
Proof. (a) We show first that there are at most a(G) nodes with the same profile. 
For, suppose there is a set T (with 1 T 1 XX(G)) of nodes with the same profile. In 
Tthere are necessarily two nodes i, j which are adjacent in G; since [i, j] is oriented 
from i tog or from j to i, there exists ome day k with hik(S) # hj@). This is a con- 
tradiction. Hence 1 Tl s a(G). 
(b) There are at most 2a(G) teams which have a profile without breaks, since 
from (a) at most cr(G) teams can have a regularly alternating profile starting with 
A and at most cr(G) teams can have a regularly alternating profile starting with H. 
(c) It follows that there are at least 2(n - cr(G)) profiles with at least one break, 
so the total number of breaks is at least 2(n - a(G)). 0 
Corollary 3.1.1. Any oriented coloring &, . . . , $&__ ,) of I& has at least 2n - 2 
breaks. 
One can verify thrizt he oriented coloring of K,, given in Fig. 1 has exactly 
2n - 2 =4 breaks; this is the minimum number of breaks. 
Proposition 3.2, A d-regular graph G has an oriented coloring (&, . . I), &) without 
any break if and only if 
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Proof. (a) Suppose G is bipartite and (Y, 8) is the corresponding partition of the 
node set. By a theorem of Kiinig (see, for instance, [4]), the d-regular bipartite graph 
G has a factorization (&, Fz, . . . , Fd).+ 
We obtain an oriented coloring (Fl, . . . , &) without breaks by orienting each 
edge of Fi from Y to Y if i is odd, or from Y to Y if i is even. 
(b) Conversely, suppose G has an oriented coloring (&, . . . , Ed) without any 
breaks, and let Y (respectively 8) be the set of nodes with a profile starting with 
A (respectively H). Any two nodes in Y (or in 8) cannot be adjacent, so every edge 
in G joins a node in Y with a node in P and G is bipartite. Cl 
We now discuss ome general properties of schedules. First, we always consider 
irreducible schedules; this means that whenever two teams play against each other, 
at most one of them has a break on tha;: day. This assumption is reasonable since 
one generally tries to have as few breaks as possible; if both i and j have a break 
on a day when they play against each other, we can postpone these breaks to some 
day where they do not play against each other by reversing the orientation of the 
arc (i, j). This does not increase the number 01 or- EL -ks. In fact, it is easy to see that 
given any schedule S, we can generate from S an irreducible schedule S’ which has 
no more breaks than S. 
Let us now consider schedules corresponding to factorizations; thrj: means that 
each team plays a game on each one of the d days in the schedule (in other words 
the HAP consists entirely of Hs and As). Such schedules are called compact. The 
schedule in Fig. 1 is compact. It is easy to see that in a compact schedule breaks 
always occur in pairs: if there is a team with A on days k and k+ 1, there must exist 
another team with H on days k and k =I= 1. This is not true if the schedule isnot com- 
pact, as can be seen in Fig. 3. 
Given a compact schedule S constructed on a d-regular graph, let bi be the ith 
day where breaks occur* and let 2Y, be the number of breaks occurring on day bi 
(2rb,<b,**= <b+d). Define bO=l and bP+l- -d+ 1. We can now formulate a 
basic result which will be used repeatedly for constructing schedules. 
Proposition 3.3. The following conditions are equivalent for a d-regular graph G: 
(1) There exists a compact schedule S constructed on G, where 2yi breaks occur 
on day bi (i=l,...,p). 
days 
1 2 3 
q = {(a, b)} a A-A 
s = NC, b)l NS) b rr~ft- 
‘“; = {(a, CM C r - A H 
Fig. 3. A non-compact schedule with one break on day 2. 
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(2) The edge set of G can be partitioned into subsets (El, . . . , EP+ 1) such that 
(a) Ei generates a (bi - bi_ r )-regular bipartite graph OPI the subsets of nodes 
Xi, Xi for i= l,...,p+ 1; 
(b) l~i+InXiI=l~inXi+~I=rifori=l,...Ip. 
Proof. Suppose there is a schedule S satisfying (1); we say that team i is in state E* 
on day k if 
hik(S) = 
I 
A for k odd, 
H for k even, 
and team i is in state E* otherwise. Clearly team i has a break on day k if and only 
if it changes from one state to the other between days k- 1 and k. On any day the 
numbers of teams in E* and in E* are equal. 
For i=l , . . . ,p + 1, let Xi (Xi) be the set of teams which are in state E* @*) 
during days bi_ 1, bi_ I+ 1, . . . , bi - 1. From Proposition 3.2, the edge set Ei cor- 
responding to games scheduled on days bi_ 1, . . . , bi - 1 forms a (bi - bi_ &regular 
bipartite graph on subsets of nodes Xi, X’. 
Furthermore, on day bi , yi teams change from state E * to state E* and yi teams 
change from E* to E+; SO IXinxi+,I=ljE,nXi_+~I=yi for i=l,...,p, and there 
exists a partition of the edge set of G satisfying (2). 
Conversely from such a partition, we get a schedule satisfying (1) as follows: 
- In each Ei , we construct a factorization; this gives a factorization (&, . . . ,Fd) 
of G. 
- The factors in El are oriented alternately from Xr to X1 and from Xl to Xl. 
- The first factor in Ez is oriented in such a way that 2yl teams have a break on 
day bl ; this is possible from (b). We continue by orienting the factors in E2 alter- 
nately from X2 to X2 and from X2 to X2. By continuing in the same way for 
E3, --&,+I, we get the required schedule S. 0 
There is another property of compact schedules which is of interest in practice. 
We say that a compact schedule has the complementarity property if the 2n teams 
can be grouped into n disjoint pairs T,, . . . , Tn, where the teams in each Ti have 
complementary profiles. 
The schedule in Fig. 1 has the complementarity property, as can be seen in the 
HAP of Fig. 2: T, = { 1,6}, T2 = (2,3}, T3 = (4,s). Since breaks occur in pairs for 
a compact schedule, we can state: 
Proposition 3.4. Let S be a compact schedule where e&F team has at most one 
break; then S has the complementarity property. 
Figure 4 shows an irreducible compact schedule corresponding to G =& which 
does not have the complementarity property (team 2 as two breaks)* Notice that 
there exist compact schedules with the complementarity property where some teams 
have more than one break. 
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a d ao+od a 
b C b-c b % 
*4 
; 
1 
; 
2 
days 
1 2 3 
afi A A 
teams b E j!# # 
CA A E 
dA II A 
Fig. 4. An irreducible compact schedule of K4 which does not have the complementarity property. 
Proposition 3.5. Let G be a d-regular graph and S a compact schedule associated 
with G which has a minimum number of breaks. Let 2p be the number of teams 
i with hi, (S j = hid(S); then on any day, there are at most 2p breaks. 
Proof. Let (* 1, F 2, .. . , Fd) be the factorization of G associated with S. If there are 
2q>2p breaks on day i, then the schedule S’ defined by 
(&,&+, ,..., &, F* ,..., 6-1) 
contains fewer breaks than S: 2q breaks occurring on day i have been removed, and 
2p new breaks have been created between & and zr. This contradicts the 
minimdity of the number of breaks in s. Cl 
4. Application to some spsrts events 
We now derive from the results of Section 3 some properties of sports schedules. 
Some of these are given in 181, but the present derivation is more genera1 and much 
simpler. 
The most frequent case of graph G for a sports league is &,, or a multiple of 
Kz,,, so that every two teams play the same number p of games against each other. 
G is then a graph on 2n nodes and each pair of nodes is joined by p edges. 
Usually one requires that before any team i meets another team for the second 
time, team i shauid have met first all remaining teams. This means that such a 
schedule shouid be divided into p consecutive subschedules ach corresponding to
a factorization of K&. 
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So let us consider the case G =Kzn. It is known that KZn has a factorization 
(F!., Fz, ...,Fz,_l ). One may for instance take for i= I, 2, . . . ,212 - 1 
F~=([2n,i]}U{[i+k,i-k]: k=l,2,...,n-1}, 
where the numbers i + k and i - k are taken modulo 2n - 1 between 1and 2n - 1 (see 
[S, Ch. 91). Such factorizations are called canonical. The underlying factorization 
in the oriented coloring of Fig. I is a canonical factorization of Kd. 
By Corollary 3.1 .l, any compact schedule for Kzn must have at least 2n - 2 
breaks. We show that there exist schedules with exactly 20 - 2 breaks. 
One can obtain such a schedule by orienting each edge in a canonical factorization 
of Kz, as follows: 
(a) For each i, edge [2n, i] becomes arc (i, 2n) if i is odd, or arc (2n, i) if i is even. 
(b) For each i, edge [i+ k, i-k] becomes arc (i+ k, i-k) if k is odd, or arc 
(i-k, i+k) if k is even. 
This construction is illustrated for KS in Fig. 1. 
We can verify that if nodes 1, 2, 3, 4, . . . , 2n - 2, 2pz - 1, 2n are called an, al, PI, 
@, &r a3, *.*,&J-l, Ptp-1, IL; respectively, then a canonical factorization F*, 
Fz 9 l -•rF2n-1 defines a partition (El, & . . . , En) of the edges of Kzm by setting 
Ei=Fzi_1lJF2i for i=l,...,n-1 and En=Ft,_l. Furthermore if i<n, then Ei 
defines a 2-regular bipartite graph on nodes Xi={ai,ai+l~..*,a,p~~,&,***,/9i-l} 
and &=(flisfli+1,**.9fi~S al, a2,-•.&-1). 
Furthermore, 
XinXi+ I= ai and XinXi+i=fii, 
so by Proposition 3.3, this defines a schedule where for i = 1, . . . , n - 1 nodes ai and 
fli have a simultaneous break on day bi= 2i + 1. 
In the case of K6 we have 
a3=1, al=2, Br=3, ai=4, j&=5, /33=6; 
from the HAP of Fig. 2, teams a1 =2 and pi = 3 have a break on day 3, teams 
a2 = 4, & = 5 have a break on day 5, while teams a3 = 1 and & = 6 have no break. 
Hence we have the following: 
Proposition 4.1 [8]. For Kh, there exists a compact schedule with exactly 2n - 2 
breaks. 
It follows from Proposition 3.4 that the compact schedules for Kz, with 20 -2 
breaks have the complementarity property; for schedules obtained from canonical 
factorizations, we have ‘I;: = {ai, Bi) for i = 1, . . . , n. 
Furthermore, in such schedules S, 2n -2 teams have exactly one break and two 
teams have no break; for these two teams i we have hit(S) = hi, 2n_ ,(S), while the 
remaining 2n - 2 teams i satisfy hir (S) * hi, 2n _1 (29). 
there cannot be more than two teams with a break on 
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As a conseq_Jence, weknow that a HAP corresponding to a compact schedule S
for KZ, with 2n - 2 breaks can be completely characterized (up to a permutation of 
rows) by the sequence bt, &, l a l , b,,_ 1 of days where breaks occur in pairs. 
Equivalently by setting bo= 1 and b,, -2n, we could give the sequence 
D=(bl-bo, b2-bl,..., b, - b,,_ 1), which is the sequence of degrees of the 
(bi - bi_ &regular bipartite graphs appearing in the partition of the edge set of ICh 
defined in Proposition 3.3. 
For the schedule of Fig. i, D = (2,2, l), since (bo, bl, bz,b3) = (1,3,5,6). 
Given a sequence D=(d,,dz,...,d,) with d,+ l .+drr=2n-1, we can 
reconstruct a unique HAP as follows: For is n - 1 the profile of team Gli starts with 
an A and has a unique break on day dl + l .9 + di+ 1; the profile of a,, starts with 
an A and has no break. Finally for each i, pi has a profile which is complementary 
to the profile of ai. For instance if 2n = 6 and D = (3, 1, l), we get the HAP 
represented in Fig. 5. 
A sequence D=(dl, . . . . d,) of positive integers with dl + l == +d, = 2n - 1 does not 
in general give a HAP with which a compact schedule for &, with 2n - 2 breaks 
can be associated. For instance, the HAP in Fig. 5 does not correspond to any com- 
pact schedule for K, (try to schedule the three games between teams al, a2 and as). 
We say that D and the corresponding HAP are feasible if they correspond to a 
compact schedule for Kzn with 2n - 2 breaks. No characterizations for feasible se- 
quences eem to be known. The following is a partial result in this direction. 
Proposition 4.2 171. If D=(d!,...,d,) is feasible for K2,,, then b=(d,, d,,_l, . . ..d.) 
and all sequences obtained by cyclic permutations from D or D are ~$0 jkasible. 
Proof, Assume D = (d,, . . . , d,) is feasible for K2,,, and let (Et,, F2, . . . , &,,__ ,) be an 
oriented coloring associated with D; then (&, + t, Fd, + 2, . . . , p2, _ 1, El, F2, . . . , F& 
gives a schedule associated with the sequence D’= (d2, d3, . . . , d,, dl). The breaks of 
aI and 81 occurring previously on day dl + 1 have disappeared, while a,, and fin 
have a break since one had hl l(S) = h i, h_ 1 (S) for i= an, j?,, in the previous 
schedule S. NO other break has been created since hi, (S) ;f hi, 2n _1(S) for i# an, & . 
=1 
=2 
=3 
5 
$2 
83 
days 
1 2 3 4 5 
H A 8 1 A 
H A H A & 
A A 
A B A li A 
Fig. 5. A MAP corresponding to D= (3, 1, 1). 
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Note also that (i$,_r, Z&-z, .*. , &, &) gives a compact schedule for K& with 
2n -2 breaks, corresponding to the sequence b. 0 
Another case which occurs often is G =Y %2n_ 1 ; in this case there is no factor- 
ization and hence no compact schedule. Since the chromatic index of K’n_ 1 is 
2~ - 1, (nr 2& we can consider schedules corresponding to oriented colorings 
(Ml, &r 9.. 9 ML,- 1). 
Proposition .3 1’71. For Kti_1 there exists a schedule in 2n - 1 days without any 
break. 
Proof. We may start from the previous oriented coloring of K2n, and remove from 
each Fi the arc joining nodes 2n and i. Since the break of pi occurred for 
arc (2n, fli) and the break of ai occurred on the day after (oi, 2n) was scheduled, we 
get a schedule for IQ,+ 1 without breaks. 0 
From the schedule for KY given in Fig. 1, we get a schedule for KS by removing 
all arcs adjacent o node 6. The corresponding HAP is given in Fig. 6. 
5. Feasible sequences for KzR 
When constructing the schedule of a sports league, various constraints usually 
have to be considered. We mentioned earlier that the number of breaks should be 
kept as small as possible. It may also happen that some teams have entries of their 
profiles which are prespecified. 
Such constraints may arise because the sports ground of a team is booked for 
another sports event, or because a special event (e.g. a fair) takes place on a par- 
ticular day and one may hope to get many spectators. 
Figure 7 gives a HAP for six teams with some prespecified entries. We wish to 
known whether a compact schedule wit5 2n -2 breaks can be found, the HAP of 
which is compatible with the prespecified entries. 
days 
1 2 3 4 5 
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days 
team 
Fig. 7. Prespecified values in the HAP. 
In order to solve this question, we should examine every feasible sequence 
D=(d,, dz, . . . . d,, j and check whether one can associate a HAP compatible with the 
prespecified entries. 
For each D, the problem reduces to the construction of a factor in a bipartite 
graph: Let T= { 1,2, . . . , 2n) be the first set of nodes, corresponding to the teams, 
and let P={l, 2,..., 2~2) be the second set of nodes, corresponding to the profiles 
(rows) of the HAP associated with D. Node i in Tis joined to node j in P if profile 
j is compatible with the prespecified entries in the profile of team i. The sequence 
D gives a schedule satisfying the constraints if and only if the above feasibility graph 
has a factor. 
For the example of Fig. 7, consider D = (2,2, 1) and the HAP given in Fig. 2; the 
feasibility graph is shown in Fig. 8. We can check that there is no assignment of the 
set of teams {a, .. . , f} to the set of profiles { 1, . . . , 6}, and we should examine the 
HAPS corresponding to the other feasible sequences of K,. A solvable case will be 
presented in the next section. 
To solve the general problem, we should be able to generate all feasible sequences 
D=(d,,..., d,) for Kh. To our knowledge, only partial results have been obtained 
team 
1 
2 
3 Profiles in 
the HAPof 
4 Fig. 2 
5 
6 
Fig. 8. Feasibility graph for the preassignments of Fig. 7 and the profiles of Pig. 2. 
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in this direction. It has been shown that all feasible sequences corresponding tocom- 
pact schedules with 2n - 2 breaks constructed from canonical factoBizations of KZn 
are permutations of D = (d,, . . . , d,,) = (2, . . . , 2, 1) (see [8]). This enables us to 
generate n different feasible sequences (HAPS) for K2,,. There are however feasible 
sequences which are nut associated with canonical factorizations of KZn. We next 
show how to obtain some of these sequences by describing anew type of factoriza- 
tion of K& when n is even. 
So assume that n is even, and let the 2n nodes of KZ, be partitioned into two 
subsets, Y= { yr, l mC ,y,J and Z= {q, l ,zn}- 
The edge set of Kz, consists of: 
(a) a subset K(Y), forming a complete graph with node set Y, 
(b) a subset K(Z), forming a complete graph with node set Z; 
(c) a subset K( Y9 Z), forming a complete bipartite graph on subsets of nodes Y 
and Z. 
With this decomposition i  mind, we say that a factorization (Fr, F”, . . . ,F&__ ,) 
of Kz, is binary if there exists a partition Y, 2 of the node set such that (after per- 
mutation of indices) 
F,U ... UF,=K(Y, Z), 
‘4;1+P 
1 ’ 53a UF,, 1 =&ifqy)~&;z)* 
If we think of the league divided into two divisions of n teams (corresponding to 
Y and Z), each edge of 6;;: represents a game between two teams in different divi- 
sions if is n or in the same division if i= n + 1. 
y1- =4 
y2- =3 
y3- =2 
Y4 o---------o 21 
F1 
=4 
=3 
=2 
=1 
z4 
% 
y1 
=3 Y2 
z2 y3 
? Y4 
y1 =4 =4 
Y2 =3 y2 =3 
y3 =2 y3 =2 
y4 =1 y4 =1 
F3 F4 
=4 
z3 
=2 
=1 
F5 F6 F7 
Fig. 8. A binary factorization of KS. 
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5 E2 E3 
= F1 = F2 u F5 u F 6 = F3 = F4 U F7 
Fig. 10. A partition of the edge set of K, associated with D= (1,3, 1,2). 
Binary factorizations have been used for constructing compact schedules, when 
the tear= are grouped into two divisions according to their geographical location, 
where on some days (“internal” days) all teams play inside the divisions, and on 
the other days (“external” days) they play against eams of other divisions. One can 
construct compact schedules with 2n -2 breaks where internal days and external 
days alternate regularly (see [9]). 
It can be seen that cane nica! factorizations are not binary; furthermore we shall 
show that from binary factorizations, one can get compact schedules with 2n -2 
breaks. Figure 9 shows a binary factorization of Ks. Figure 10 represents a parti- 
tion (El, &, &, E4) which gives, by Proposition 3.3, a compact schedule with 
2n - 2 breaks associated with D = (1,3, 1,2). Each Ei is a &regular bipartite graph 
on subsets Xi, Xi (black nodes and white nodes). 
In Fig. 11, we exhibit a partitios (E,*, ET, Et, &!) associated with D* = 
(1 9 2,2,2). Each EF is a #%egular bipartite graph on subsets Xi, Xi. 
Remark 5.1. With binary factorizations, we can generate the following feasible se- 
quences for KS: (3, 1,2, 1) and (2,2,2,1); by cyclic permutations we obtain eight 
feasible sequences. These are the only feasible sequences for Ks, as we now show. 
Any feasible sequence (& dz, d3, ds) has d, + -99 +d4 =7 and dir 1 (1 s id). The 
z? 
F1 
= F, U F5 
. . 
= F3 U F6 = F4 ‘J F7 
Fig. 11. A partition of the edge set of KS associated with D = (1,2,2,2). 
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only possible sequences which have not been considered are D’= (1, 1, d3, d4) with 
ds + d4= 5, and their cyclic permutations. Assume there is a partition 
(El, Ez, E3, E4) of the edges of KS associated with D’, and let ai, pi (ir4) be defin- 
ed as previously. & U E2 is the union of two factors since di = d2 = 1, so it is bipar- 
tite. But [cx~, a2], [al, j$] and [aZ, &] must be in El U E2; this is a contradiction, 
since they form a triangle. Hence no sequences I?’ can be feasible. 
So for a league of eight eams there are eight different HAPS associated with com- 
pact schedules having 212 - 2 = 6 breaks. 
Although no complete characterization f the 
in general, we may use binary factorizations to 
from feasible sequences of Kn. 
feasible sequences of Kzn is known 
generate feasible sequences of KSn 
Proposition 5.2. Let n be even; the sequence (dl, d2, a**, d,, ) is feasible for K2n bfi both 
(d,+d2-2,d3+dq-2 ,..., d,,_,+d,,-2) and (d2+d3-2,d,,+ds-2,...,d,+dI-2) 
are feasible for K,. 
Proof. Let (& . . . , dn) be a sequence satisfying the above condition; we consider 
the partition Y, 2 of the node set of Kzn as before, and define 
and 
with 
xy 2i-1 =x2!= (Yiv Yi+ . . . yn,2+i_I} i= l,..., 
x;=xg+r= ki+ 1, l *a,z&2+i} for i=O, . . ..+n 
x:=x;+, =0. 
By Proposition 3.3, we must define a partition (E,, E2, . . . , En) of the edges of 
4, such that each Ei is a di-regular bipartite graph on subsets Xi, j3i and 
IX~n~i+*I=l~~nXi+*l=l, i=l,...,n-1. 
For i=l,...,n we define 
and 
pi= {[yk, Zn+i-k]: k= 1, . . . ,n} 
Each 4 is a l-regular bipartite graph on Xi, jEii. 
Since (dl+d2-2,..., d,,_ 1 + d, - 2) is feasible for Kn, by hypothesis, there exists, 
by Proposition 3.3, a partition (E[, El, . . . , Es2) of the edge set of the complete 
graph constructed on Y. After reordering the nodes of Y if necessary, we may 
assume that Eiy is a (dzi_ 1 + dzi- 2)-regular bipartite graph constructed on subsets 
y,=x;_, =X$ and 8;: = Y- &. Each Ei can be divided into two subsets Ez_ 1, Eg 
which form a (dzi_ 1 - I)-regular (respecclVIV 1 i:r*mhr (dzi -= B j-regularj bipartite graph COW 
strutted on Yi, Yi. 
We do a similar construction for Z and obtai cl, w are 
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(dzi- l)-regular (respectively (dzi+ 1 - I)-regular) bipartite graphs constructed on 
zi=Xg=Xg+r and Zi=Z-Zi for i= 1, . . ..+n- 1. 
For i= +n, EE+ 1 is a (dl - I)-regular bipartite graph constructed on Z,, = Z, and 
Z,, = Zr ; so we call this subset Ef. 
The partition (El, . . . , E,,) is obtained by setting 
Ei=eUEyUEi’ for i=l,...,n. 
Ei is a di-regular bipartite graph constructed on Xi, Xi. Cl 
As an illustration ote that (3,1,2,1) is feasible for Ks, since (3 + l-2,2+ 1-2) = 
(2,l) and (1 + 2 - 2, 1 + 3 - 2) = (1,2) are feasible for &. The factors E’r, &, I$, F’ 
in Fig. 9 are the Fi constructed in the proof. 
Similarly, since (2,2, 1) is feasible for K,, the above construction gives a fac- 
torization of KIz associated with the sequenc& (3, 1,3, 1,2, 1), (3, 1,2,2,2, l), etc. 
Although it is not known whether all feasible sequences (and hence all HAPS) can 
be generated from binary factorizations when n is even, this construction allows us 
to construct several feasible sequences for &-namely, (3, 1,3, 1,3, . . . ,3, 1,2, l), 
(2,2r***r 2, 1) and their cyclic permutations. 
Proposition 5.3. For n even, there are at least +n2 feasible sequences corresponding 
to K&. 
Proof. Since Dn_ 1 = (2,2,2,2,. . . , 2, 1) is feasible for K,,, we know from Proposi- 
tion 5.2 that 13, = (3, 1,3, 1,3, . . . ,3, 1,2, 1) is feasible for Kzn. We may also 
generate new sequences recursively for D,, by replacing the last pair (3, 1) on the 
right by (2,2); this gives +n - 1 new sequences, and each one generates n - 1 new dif- 
ferent sequences by cyclic permutations. Cl 
6. A solvable problem with preassignments 
We now consider a scheduling problem for 2n teams where a certain number of 
games have been fixed as home-games (or as away-games). This means that in the 
HAP, some entries have been prespecified. We want to construct a schedule (with 
the minimum number 2n -2 of breaks) which is compatible with these 
preassignments. Such a schedule does not always exist. However if the 
preassignments are not too numerous, we may hope to get a solution. 
ositlon 6.1. For a league associated with K&, let Q be a collection of 
prespecified entries in the HAP such that each row and each column of the HAP 
has at most one prespecified entry en there exists a compact schedule with 2n - 2 
breaks which is compatible with 
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12 34 56 70 9 
profiles 
5 
6 
1 
8 
9 
10 
HA=0 1 
AH=1 2 
3 
4 
profiles ' 
6 
7 
0 
9 
10 
0 0 
0 1 
0 0 
0 0 
0 0 
1 1 
1 0 
1 1 
1 1 
1 1 
b) 
Fig. 12. (a) HAP for canonical factorization of K~o. (b) Concentrated HAP (CHAP). 
In our proof we show that we can construct a schedule which is compatible with 
Q and which corresponds to c canonical factorization of K&. This means that we 
can take the 2n profiles corresponding to a canonical factorization; these are well 
determined (see an example for 2n = 10 in Fig. 12(a)). In the proof we construct an 
assignment of the teams of these profiles which will be compatible with the 
preassignments. It is convenient to separate the 2n - 1 days of the schedule into n - 1 
periods of two consecutive days and one period of one day (the last one). 
Since we have a canonical factorization, no breaks occur on even days, so for each 
team the profile in each one of the n periods is either HA or AH; we denote HA 
by 0 and AH by 1. We then obtain a concentrated HAP (or CHAP) where ach pro- 
file consists of a sequence of n - 1 zeros and ones followed by an H or an A (see 
a CHAP for 2n= 10 in Fig. 12(b)). 
Observe that in the collection of 2n profiles associated with a canonical factoriza- 
tion, we have ro profiles of type 
a=al, a2, ...,an-l, A 
and n profiles of types 
8=&, b2r *v&,-i, H 
with 
ai, biE{O, l}, i=l,..., n-l, 
and 
alsa2s .== ran_1, b,rb2z l -. rb,_,. 
In Fig. 12(b), the profiles 2-6 are of type a! and the profiles 1 and 7-10 are of 
typej?. Notice that 0 ,..., 0, Cand 1, . . . . 1, Cbelong both types (with C= 
We temporarily forget about the last element A or of each profile. 
ment, each profile is a sequence (non-decreasing for type a!, and non-increasing for 
type, /J) of n - 1 symbols 0 or 1. 
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days 
12 31 56 78 9 I II III IV 
1 
2 
3 
4 
5 
6 
7 
0 
9 
10 
(a) (b) 
I II 11x IV 
7 
8 
9 
10 
A 
Fig. 13. (a) Preassignments for 10 teams. (b) Complete preassignments. (c) Concentrated complete pre- 
assignments. 
Proof of Proposition 6.1. We assume for each team i (1 I is2n - 1) the ith element 
of its profile has some preassigned value (A or H). (An example of preassignments 
for 2n = 10 teams is given in Fig. 13(a).) Since we are interested in a schedule cor- 
responding to a canonical factorization, these preassignments can be extended: For 
instance if team i (i odd) has an H (A) on day i, it must have an A (H) on day i+ 1 
(since no breaks occur on even days). Similar conclusions hold for day i- 1 if a team 
i (i even) has a preassigned entry on day i in its profile. In Fig. 13(b) the complete 
preassigr~~~*~ 1 11w1113 obtained with these implications are represented for the example of 
Fig. 13(a). With the above notations these complete preassignments can be 
represented in concentrated form (see Fig. 13(c) for an example) with zeros and 
ones. 
The construction consists in assigning n- 1 different profiles of type /J to the 
teams I,3 , . . . ,2n - 3 and n - I different profiles of type a to the teams 
294 , .a., 2n - 2. Among the 2n profiles there will remain one profile of type a (hence 
with an A) and one profile of type /J (hence nding with an 
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teams 1 2 3 4 5 6 7 0 9 10 
profiles 7 1 5 3 9 4 10 2 6 8 
Fig. 15. Solution. 
Finally we mention that for constructing the profiles of type a, one just applies 
the same construction while reversing the order of the n - 1 periods of two days, so 
the ones will be on the right. 
The complete construction isshown on Fig. 14 (P’ is the sequence corresponding 
to P for teams 2,4, . . . . 2n -2); the profiles assigned to the teams are given in 
Fig. 15. Cl 
Remark 6.2. The proof of Proposition 6.1 shows that some variations in the 
preassignments of the HAP are possible; in fact all preassignments of the following 
type are allowed: 
(a) Each team has at most two preassigned ntries in its profile; they occur on days 
2i- 1 and 2i, and the entries 2i- 1 and 2i in its profile are different, 
(b) On each day there are at most two teams which have a preassigned entry in 
their profile. 
7. Conclusions 
In practice, there may be other types of requirements han the minimization of 
breaks. The feasible schedules which have to be considered may have more breaks, 
and they may not have the simple structural properties which have been discussed 
here. 
In such cases, schedules are generated by enumeration techniques whose fficien- 
cy can be increased by using some of the characteristic properties which have been 
described. Experiments are reported in [6]. 
There may also be constraints arising from geographical locations: Two teams 
which are located close to each other must have profiles which are as complementary 
as possible. These requirements may be translated into a quadratic assignment pro- 
blem (see for instance [9]). Different requirements are considered in [2,3,9]. 
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