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a b s t r a c t
In this paper we propose an efficient strategy to compute nearly singular integrals over
planar triangles in R3, arising in 3D Galerkin BEM. The strategy is based on a proper use of
various nonlinear transformations, which smooth, or move away or quite eliminate all the
singularities close to the domain of integration. We will deal with near singularities of the
form 1/r and 1/r3, r = ‖x − y‖ being the distance between two generic points x and y
lying on triangles which are disjoint, but very close to each other. The approach proposed
here is demonstrated by numerical experiments.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the implementation of the 3D Galerkin boundary element method, it is fundamental, or rather crucial, to compute
efficiently and rapidly integrals of the following form
I i,j,lh,k :=
∫
∆i
ϕh(x)
∫
∆j
K(x, ‖x− y‖)
‖x− y‖l ϕk(y)dydx, l = 1, 3, (1.1)
where∆i and∆j are two distinct planar triangular elements of a partition of a polyhedron, ϕh and ϕk are the test and shape
functions respectively (for example, linear functions), and K(x, ‖x−y‖) is a bounded function. For convenience, we rewrite
integrals (1.1) as follows
I i,j,lh,k =
∫
∆i
ϕh(x)F
j,l
k (x)dx, (1.2)
with
F j,lk (x) :=
∫
∆j
K(x, ‖x− y‖)
‖x− y‖l ϕk(y)dy, l = 1, 3. (1.3)
These integrals represent the entries of the stiffness matrix when solving a boundary integral equation via a Galerkin
method. In the following we will assume that K is constant, for example,
K(x, ‖x− y‖) := 1/(4pi) (1.4)
or
K(x, ‖x− y‖) := 1/(4pi) exp(−iκ‖x− y‖), (1.5)
with i := √−1 and κ constant, both multiplied by the scalar product 〈ny, x− y〉when l = 3.
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With these assumptions, integrals (1.1) arise for example when applying a boundary integral equation method to solve
a Dirichlet problem for Laplace’s equation−∆u = 0 over a domainΩ ⊂ R3, or for the Helmholtz equation∆u+ κ2u = 0,
where κ is the wave number (in particular κ = 2pi/λ, λ being the wavelength of the electromagnetic radiation). Indeed,
denoting by Γ the boundary of Ω and by using the single-layer or the double-layer potential representation for the
fundamental solution of the above-mentioned differential equations, it is possible to convert these differential equations
to boundary integral equations over Γ (see [4]), and hence to solve them by means of a Galerkin BEM. By assuming that the
boundary Γ can be partitioned into triangles, the entries of the stiffness matrix of the Galerkin method are just integrals
of type (1.1). When the triangles ∆i and ∆j are disjoint and not too close to each other, the computation of integrals (1.1)
can be performed by standard rules. The difficult cases are those where (i) ∆i and ∆j are coincident or share a common
edge, or (ii) are disjoint but very close to each other. In case (i), integrals (1.1) are singular (weakly or strongly according to
the value of l) and many papers have been devoted to their computation. On the contrary, in case (ii) integrals (1.1) are not
singular, but they are commonly defined as ‘‘nearly singular’’ when the distance between the elements ∆i and ∆j is small
compared to the element sizes. Although every x ∈ ∆i lies outside∆j and, hence, the integrand function of (1.3) is regular,
the computation of the corresponding nearly singular integrals (1.3) and consequently (1.1), is considered ‘‘themost difficult
case’’. Indeed, standard methods like Gauss formulae are less and less accurate as the distance between the triangles∆i and
∆j becomes smaller and smaller, and for this reason when∆i is very close to∆j they require a larger number of quadrature
nodes to provide accurate enough results. Therefore nearly singular integrals turn out to be more difficult and expensive
to calculate compared to the singular integrals. Moreover, in many important problems in engineering, for instance when
treating objects containing thin structures or when using discontinuous elements, the efficiency of the boundary element
codes strongly depends on the accurate computation of nearly singular integrals, which occur frequently in the above cases.
Various strategies have been proposed for the computation of integrals (1.3), arising in particular in BEM collocation and
for which x is a fixed point outside the domain of integration ∆j but very close to it. For instance, in [13,15] the authors’
strategies are based on adaptive element subdivisions, possibly associated to variable order composite quadrature as in [20].
In [3,5–12,14,22] strategies based on changes of variable have been used. The author herself has recently proposed in [21]
an efficient and highly competitive strategy to compute the nearly singular integrals (1.3) over planar triangles. It is based
on a proper use of various nonlinear transformations; among them, the transformations of polynomial type have played a
fundamental role. We explicitly remark that the simplest way to compute the nearly singular integrals accurately would
be to increase the number of integration points every time that the source point is close to the element; otherwise one
could refine the partition of the boundary by subdividing it into a sufficiently large number of small elements, so that the
distance between the source point and each element over which the integration is performed, is sufficiently large with
respect to the element size. However, both procedures require a high computational cost. On the contrary, the strategies
based on transformations of the integration variables allow using not only few quadrature points for each element, but also
partitions with few elements not necessarily small.
The computation of the nearly singular integrals (1.1) arising in Galerkin BEMs has not been properly considered yet.
With the exception of the strategy developed in [20], which has been extended to the computation of the above-mentioned
integrals in [18,19], none of the strategies used in the above cited papers has been finally employed for the computation of
(1.1). This is due to the further difficulties resulting from the computation of the double outer integral. Indeed, because of
near singularities of the integrand function of the double outer integral, which may also depend on the distance between
the integration triangles, the numerical quadrature of (1.1) becomes less and less accurate as the distance between ∆i and
∆j decreases.
In this paper we use the approach proposed in [21] for the computation of the inner integral (1.3), and we propose a new
smoothing strategy, based again on polynomial transformations, for the computation of the outer integral (1.2). Indeed,
to improve the accuracy given by the canonical product Gauss–Legendre rule when computing integrals (1.2), where the
distance between ∆i and ∆j is very small, we preliminarily introduce proper changes of variable of polynomial type. The
numerical results confirm that the polynomial transformations are crucial in the computation not only of the double inner
integral but also of the double outer one. In Section 2wewill describe the numerical smoothing strategy applied to the inner
and the outer integrals; while in Section 3 we will present some significant numerical tests. By means of some comparisons
we show that, when the distance between the triangles is very small with respect to their sizes, the preliminary introduction
of proper polynomial transformations in the double outer integral allow improving the accuracy of the standard product
Gauss–Legendre quadrature rule. To approximate the inner integral in (1.1) with a high precision, the technique in [21]
or that in [6] is recommended. They give quite comparable numerical approximations of (1.1), even if a direct comparison
between them just for the double inner integral shows that the approach in [21] generally gives more accurate numerical
results; moreover, it uses a smaller number of quadrature nodes and, consequently, a lower computation time.
2. The numerical smoothing strategy
We will describe separately the computation of the double inner and the outer integrals in (1.1). For the computation
of the inner integral (1.3) we use our numerical smoothing strategy proposed in [21]. For the convenience of the reader in
Section 2.1 wewill describe the relevant steps of the numerical approach in [21], thusmaking our exposition self-contained.
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Next, for the computation of the outer integral (1.2), we propose in Section 2.2 a new smoothing strategy,which improves
the accuracy of the product of the n-point Gauss–Legendre formula applied to (1.2).
2.1. On the computation of the inner integral in (1.1)
By assuming that ∆j in (1.1) is generally in an arbitrary position in the space R3, we first introduce the affine
transformationwhichmaps the generic configuration of x and∆j into the standard configuration, for which the transformed
observation point is on an axis and the transformed triangle lies in the reference plane orthogonal to that axis.
By using the Cartesian co-ordinates and denoting the vertices of∆j by d1,j, d2,j, d3,j, through the following orthonormal
basis
z1,j := d
2,j − d1,j
‖d2,j − d1,j‖ , z
3,j := (d
2,j − d1,j)× (d3,j − d1,j)
‖(d2,j − d1,j)× (d3,j − d1,j)‖ , z
2,j := z3,j × z1,j, (2.1)
we define the affine transformation y −→ t = (t1, t2, t3)T such that
t = Ajy− bj or y = (Aj)T (t+ bj), (2.2)
with
Aj := (z1,j, z2,j, z3,j)T , bj =
 (z1,j)Tx(z2,j)Tx
(z3,j)Td1,j
 . (2.3)
Notice that the transformed triangle Tj of ∆j lies in the plane t3 = 0 and the transformed observation point s := Ajx − bj
lies on the t3-axis (this means that s = (0, 0, cx,j)T , cx,j = (z3,j)T (x− d1,j) ∈ R represents the distance between x and∆j).
By taking into account that the 3× 3 matrix Aj is orthogonal and introducing (2.2) in (1.3), we obtain
F j,lk (x) =
∫
∆j
K(x, ‖Aj(x− y)‖)
‖Aj(x− y)‖l ϕk(y)dy
=
∫
Tj
K(x, ‖Ajx− (t+ bj)‖)
‖Ajx− (t+ bj)‖l ϕk((A
j)T (t+ bj))dt
=
∫
Tj
K¯(cx,j, ‖s− t‖)
‖s− t‖l ϕ¯k(t)dt (2.4)
where s = (0, 0, cx,j)T , t = (t1, t2, 0)T and K¯(cx,j, ‖s− t‖) := K((Aj)T (s+ bj), ‖s− t‖), ϕ¯k(t) := ϕk((Aj)T (t+ bj)).
By recalling that the expression of K contains the scalar product 〈ny, x − y〉 when in (1.1) l = 3, we have to examine
how the latter changes after the introduction of the orthogonal transformation (2.2). By taking into account that orthogonal
transformations of Rn preserve angles between lines and that∆j is a planar triangle, we have ny = n∆j and 〈n∆j , x− y〉 =
〈Ajn∆j ,Aj(x − y)〉 = 〈nTj , s − t〉 = cx,j, where nTj = (0, 0, 1)T . Therefore, it follows that the expression of K¯(cx,j, ‖s − t‖)
in (2.4) contains the factor cx,j when l = 3.
Let us denote by v0 = (0, 0, 0)T the projection of s on the t3 = 0 plane and the vertices v1,j, v2,j, v3,j of Tj by the Cartesian
co-ordinates. The indexing of the vertices v1,j, v2,j, v3,jwill be chosen according to the orientation ofΓ , i.e. z3,j defined in (2.1)
is the outer normal of Γ on∆j. The triangle Tj oriented in this waywill be written as Tj = [v1,j, v2,j, v3,j]. Taking into account
the orientation, for example positive (negative) according to the anticlockwise (clockwise) sense of the disposition of the
vertices, we split the integral over the triangle Tj = [v1,j, v2,j, v3,j] into a sum of three integrals over triangles containing the
origin as a corner point, i.e.
F j,lk (x) =
(∫
[v0,v1,j,v2,j]
+
∫
[v0,v2,j,v3,j]
+
∫
[v0,v3,j,v1,j]
)
K¯(cx,j, ‖s− t‖)
‖s− t‖l ϕ¯k(t)dt
=
3∑
m=1
∫
[v0,vm,j,vm+1,j]
K¯(cx,j, ‖s− t‖)
‖s− t‖l ϕ¯k(t)dt, (2.5)
by assuming v4,j ≡ v1,j. After having reduced the original problem to the computation of the sum of the above integrals, we
introduce in each of them the polar co-ordinates
t1 = ρ cos(ϑ), t2 = ρ sin(ϑ),
ϑmin ≤ ϑ ≤ ϑmax, 0 ≤ ρ ≤ R(ϑ), (2.6)
L. Scuderi / Journal of Computational and Applied Mathematics 225 (2009) 406–427 409
where for the generic triangle [v0, vm,j, vm+1,j], with vm,j = (vm,j1 , vm,j2 , 0)T and vm+1,j = (vm+1,j1 , vm+1,j2 , 0)T , m = 1, 2, 3,
the integration limits are
ϑmin = ϑm,j :=

arctan
(
v
m,j
2
v
m,j
1
)
if vm,j1 6= 0,
pi
2
otherwise,
ϑmax = ϑm+1,j :=

arctan
(
−v
m+1,j
2
v
m+1,j
1
)
if vm+1,j1 6= 0,
pi
2
otherwise.
Moreover,
R(ϑ) = Rm,j(ϑ) :=

bm,j
sin(ϑ)− am,j cos(ϑ) if v
m,j
1 6= vm+1,j1 ,
v
m+1,j
1
cos(ϑ)
if vm,j1 = vm+1,j1 ,
bm,j
sin(ϑ)
if vm,j2 = vm+1,j2 ,
(2.7)
where
am,j = v
m,j
2 − vm+1,j2
v
m,j
1 − vm+1,j1
, bm,j = v
m,j
1 v
m+1,j
2 − vm,j2 vm+1,j1
v
m,j
1 − vm+1,j1
.
We then rewrite (1.3) as follows
F j,lk (x) =
3∑
m=1
∫ ϑm+1,j
ϑm,j
∫ Rm,j(ϑ)
0
K¯(cx,j,
√
ρ2 + c2x,j)(√
ρ2 + c2x,j
)l ϕ¯k(ρ cos(ϑ), ρ sin(ϑ)) ρdρdϑ
=:
3∑
m=1
Gj,lk,m(x). (2.8)
From now on we will distinguish the cases l = 1 and l = 3, because they are treated by means of different and properly
tailored strategies. However, except for l, these strategies do not depend on the other variables and, therefore, they can be
applied to the integrals Gj,lk,m(x), with j, k andm = 1, 2, 3 varying.
In the case l = 1, first of all we introduce the following change of variable
ρ =
√
x2 − c2x,j ⇒ x =
√
ρ2 + c2x,j, dx =
ρ√
ρ2 + c2x,j
dρ, (2.9)
to eliminate the nearly singular term 1/
√
ρ2 + c2x,j through the Jacobian. We have
Gj,1k,m(x) :=
∫ ϑm+1,j
ϑm,j
∫ √[Rm,j(ϑ)]2+c2x,j
|cx,j|
K¯(cx,j, x)ϕ¯k
(√
x2 − c2x,j cos(ϑ),
√
x2 − c2x,j sin(ϑ)
)
dxdϑ. (2.10)
Since this change of variable introduces a singularity at |cx,j| in the derivatives of the integrand function, the computation
of (2.8) bymeans of aGauss–Legendre quadrature formula becomes fairly expensive. Therefore, before applying a quadrature
rule to the inner integral we introduce a further change of variable given by
x = |cx,j| + t q¯, ⇒ t = (x− |cx,j|)1/q¯, (2.11)
with a smoothing integer exponent q¯ > 1. Hence, we have
Gj,1k,m(x) :=
∫ ϑm+1,j
ϑm,j
∫ (√[Rm,j(ϑ)]2+c2x,j−|cx,j|)1/q¯
0
q¯t q¯−1K¯(cx,j, |cx,j| + t q¯)
× ϕ¯k
(√
t q¯(t2 + 2|cx,j|) cos(ϑ),
√
t q¯(t2 + 2|cx,j|) sin(ϑ)
)
dtdϑ. (2.12)
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Notice that, by using (2.11) with q¯ even, we eliminate exactly the above-mentioned singularity. Precisely, in the section
of the numerical tests we choose q¯ = 2 when |cx,j| ≥ 0.01 and q¯ = 4 when |cx,j| < 0.01.
Analogously to the case l = 1, when l = 3 before proceeding numerically we remove in (2.8) the near singularity
associated with the term 1/(ρ2 + c2x,j)3/2. To this end, we introduce the following change of variable
ρ =
√( |cx,j|
x
)2
− c2x,j ⇒ x =
|cx,j|√
ρ2 + c2x,j
, dx = − |cx,j|ρ
(ρ2 + c2x,j)3/2
dρ, (2.13)
and we have
Gj,3k,m(x) :=
1
|cx,j|
∫ ϑm+1,j
ϑm,j
∫ 1
|cx,j |√
[Rm,j(ϑ)]2+c2x,j
K¯
(
cx,j,
|cx,j|
x
)
ϕ¯k
(√
1− x2
x
cos(ϑ),
√
1− x2
x
sin(ϑ)
)
dxdϑ. (2.14)
Notice that the transformed integrand function now must be smoothed at 1, where the derivatives of
√
1− x2 are
singular, and at 0 (which is close to |cx,j|/
√
[Rm,j(ϑ)]2 + c2x,j for |cx,j| small), where 1/x is singular. We tackle the above-
mentioned singularities separately. We first rewrite the integral as a sum of two integrals over the intervals of integration
[|cx,j|/
√
[Rm,j(ϑ)]2 + c2x,j, (|cx,j|/
√
[Rm,j(ϑ)]2 + c2x,j + 1)/2] and [(|cx,j|/
√
[Rm,j(ϑ)]2 + c2x,j + 1)/2, 1]. Then we introduce in
the first integral the change of variable x = t q¯1 and in the second integral the change x = 1−t q¯2 , with the integers q¯1, q¯2 > 1.
Finally, we get
Gj,3k,m(x) :=
1
|cx,j|

∫ ϑm+1,j
ϑm,j
∫

 |cx,j |√
[Rm,j(ϑ)]2+c2x,j
+1
/2

1/q¯1
 |cx,j |√
[Rm,j(ϑ)]2+c2x,j

1/q¯1
q¯1t q¯1−1K¯
(
cx,j,
|cx,j|
t q¯1
)
× ϕ¯k
(√
1− t2q¯1
t q¯1
cos(ϑ),
√
1− t2q¯1
t q¯1
sin(ϑ)
)
dtdϑ
+
∫ ϑm+1,j
ϑm,j
∫ 1− |cx,j |√
[Rm,j(ϑ)]2+c2x,j
+1
/2

1/q¯2
0
q¯2t q¯2−1K¯
(
cx,j,
|cx,j|
1− t q¯2
)
× ϕ¯k
(
t
q¯2
2
1− t q¯2 cos(ϑ),
t
q¯2
2
1− t q¯2 sin(ϑ)
)
dtdϑ
 . (2.15)
Notice that in the first integral the change of variable x = t q¯1 with a large q¯1 moves the left endpoint of the interval
of integration away from the singularity at zero. In the second integral the change x = 1 − t q¯2 , with q¯2 even, completely
eliminates the singularity at 1. In the numerical tests we will choose q¯1 = 3 and q¯2 = 2 when |cx,j| ≥ 0.01 and q¯1 = 6 and
q¯2 = 4 when |cx,j| < 0.01. These latter choices are purely experimental and allow reaching a good enough accuracy with a
few quadrature nodes.
Through various numerical experiments we have proved that the straightforward application of the Gauss–Legendre
quadrature rule for computing the outer integral may be unsatisfactory. Indeed, the presence of singularities off but close to
the interval of integration may affect adversely the accuracy of a standard quadrature rule and the latter could request too
many quadrature nodes in order to reach a good accuracy (see [1], p. 312). For this reason, we have developed a new special
approach to compute the above integrals by using a few quadrature nodes. It is based on proper polynomial changes of
variable, possibly associatedwith a splitting of the interval of integration. In [21] we have proved that by smoothing through
a polynomial transformation in the neighborhood where the integration limit Rm,j(ϑ) has a singular behavior, the accuracy
of the Gauss–Legendre rule significantly increases. Precisely, since the singularities of Rm,j(ϑ) are at ϑĎ = atan(am,j)+ k¯pi ,
k¯ ∈ Z, in the case vm,j1 6= vm+1,j1 , at ϑĎ = pi/2 + k¯pi in the case vm,j1 = vm+1,j1 and at ϑĎ = k¯pi in the case vm,j2 = vm+1,j2 ,
whenever one of these points is close to the interval of integration, we introduce the following simple change of variable
ϑ = ϑĎ + tq, q > 1, (2.16)
before applying the Gauss–Legendre rule. Incidentally, we notice that ϑĎ represents also the real part of the complex and
conjugate zeros of the analytic function [Rm,j(ϑ)]2 + c2x,j.
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When ϑĎ is close to the interval of integration, by introducing (2.16) we obtain a considerable improvement of the
behavior of the transformed integrand function in the corresponding interval of integration such that it needs to be evaluated
at fewer points than those requested by the computation of the original integral. Indeed, (2.16) offers the primary advantage
of moving the singularity away from the interval of integration. Therefore, as already done for the inner integral, we control
the singularities in the outer integral by using a transformation of polynomial type.
In (2.16) we set q = 3 since this value has turned out to be the best choice in the innumerable numerical tests done.
Moreover, we use (2.16) whenever the distance of ϑĎ (for some k¯ ∈ Z) from the interval of integration is less than a certain
value d. According to the numerical tests, we have set d = 0.3. Notice that when ϑmax − ϑmin tends to pi , there is a singular
behavior close to both the endpoints of the interval of integration.Whenϑmax−ϑmin is less than a certain value a, we rewrite
the integral as a sum of two integrals, the first over [ϑmin, (ϑmin + ϑmax)/2] and the second over [(ϑmin + ϑmax)/2, ϑmax],
and then we introduce (2.16) (with the respective ϑĎ) in each of them. Likewise for d, we have signed to a an experimental
value and we have set a = 1.80. In our numerical procedure, to reach a good enough accuracy by few quadrature nodes we
apply a splitting of the interval of integration whenever ϑmax − ϑmin > a.
More precisely, denoting by ϑm := (ϑmin + ϑmax)/2 and by n-GL the n-point Gauss–Legendre quadrature rule, our
algorithm can be summarized in the following steps:
if |ϑmin − ϑĎ| ≤ d
if |ϑmax − ϑmin| < a
introduce (2.16) in [ϑmin, ϑmax] and apply n-GL
else
split [ϑmin, ϑmax] at the midpoint ϑm, introduce (2.16) in [ϑmin, ϑm]
and apply n-GL
if |ϑmax − (ϑĎ + pi)| ≤ d
introduce (2.16) in [ϑm, ϑmax] and apply n-GL
else
apply n-GL in [ϑm, ϑmax]
end
end
elseif |ϑmax − ϑĎ| ≤ d
if |ϑmax − ϑmin| < a
introduce (2.16) in [ϑmin, ϑmax] and apply n-GL
else
split [ϑmin, ϑmax] at the midpoint ϑm, introduce (2.16) in [ϑm, ϑmax]
and apply n-GL; hence, apply n-GL in [ϑmin, ϑm]
end
else
if |ϑmax − ϑmin| < a
apply n-GL in [ϑmin, ϑmax]
else
split [ϑmin, ϑmax] at the midpoint ϑm and apply n-GL in [ϑmin, ϑm]
and in [ϑm, ϑmax]
end
end
In [21] the numerical procedure described here has been extensively tested and comparedwith other numericalmethods
proposed in the literature and based on nonlinear transformations. All the numerical tests have proved the efficiency and
the high competitiveness of our method. In particular, in the case l = 1 it has been compared with the method proposed
in [12] for squared integration domain, which directly uses a sinh-transformation, and the method proposed in [9], which
introduces the polar co-ordinates and then the transformation
R(ρ) =
√
ρ2 + c2x,j (2.17)
for the radial variable and
t(θ) = hm
2
log
{
1+ sin(θ − αm)
1− sin(θ − αm)
}
(2.18)
for the angular variable (hm is the perpendicular height of themth triangular region, αm is the angle between the edge of the
triangle and hm, and θ is taken from that edge).
Our method has never been compared with the method proposed in [6], which uses as radial transformation
R2(ρ) = log(ρ + |cx,j|) (2.19)
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Table 1
Relative errors of HT and PT methods, with varying x, l in (2.4)
n
l = 1 l = 3
δ = 0.1 δ = 0.001 δ = 0.1 δ = 0.001
HT PT HT PT HT PT HT PT
x = (0.1, 0.1, δ)
6 2.40−07 8.61−07 1.16−04 5.25−07 2.69−08 2.82−06 7.77−05 2.57−09
8 3.67−07 1.01−08 1.66−06 1.27−08 4.22−12 6.68−08 4.39−06 1.27−10
10 1.52−08 1.01−10 1.39−07 4.00−10 9.12−14 1.55−09 1.24−07 5.59−12
12 1.92−10 1.01−12 7.42−08 9.03−12 – 3.61−11 7.12−09 2.29−13
14 1.20−11 1.05−14 1.31−08 8.90−12 – 8.39−13 2.68−10 –
x = (0.2, 0.4, δ)
6 2.19−06 1.37−05 3.65−05 1.04−05 4.20−09 6.67−07 1.93−04 1.02−09
8 8.41−08 3.40−07 1.69−06 2.57−07 2.11−12 1.41−08 2.68−06 3.10−11
10 2.08−09 7.52−09 7.64−08 5.72−09 2.55−14 3.08−10 2.58−07 1.18−12
12 1.93−11 1.56−10 6.19−08 1.27−10 – 6.91−12 6.85−10 4.50−14
14 2.16−12 3.14−12 1.38−08 1.01−12 – 1.58−13 2.50−10 –
x = (0.4, 0.49, δ)
6 2.07−06 8.38−07 6.89−05 6.79−07 5.09−08 6.88−06 1.29−04 2.16−08
8 3.03−08 1.31−08 6.82−07 1.38−08 3.61−10 1.44−07 4.66−06 1.05−09
10 7.73−10 1.71−10 5.12−08 7.27−10 1.68−12 2.98−09 2.53−07 4.55−11
12 4.20−11 2.10−12 2.63−08 1.90−10 4.45−15 6.16−11 2.86−09 1.87−12
14 5.78−13 2.43−14 5.24−09 3.83−11 – 1.28−12 3.81−10 7.43−14
x = (0.1, 0.89, δ)
6 2.02−06 3.74−07 2.26−04 3.28−07 1.73−07 9.20−06 3.52−05 2.22−06
8 1.14−07 1.95−09 6.20−07 7.89−09 2.21−09 6.99−07 4.38−07 8.82−08
10 3.40−09 2.24−10 7.78−09 1.95−09 5.86−11 1.71−08 3.76−07 3.32−09
12 1.81−11 4.79−11 2.19−09 2.79−10 8.33−12 2.25−10 1.20−08 1.21−10
14 8.74−12 4.07−12 2.57−10 3.82−11 5.20−13 3.12−10 2.36−09 4.29−12
for each of the values l = 1, 3. Thismethod has not been considered in the numerical comparisons of [21] because, when l =
1, it has beenpreviously shown in [12] that among the various radial transformations proposed byHayami andhis co-authors
themost competitive transformationwith their sinh-transformationwas (2.17). However, since in [6] numerical results have
shown that (2.19) works efficiently for both the orders l = 1, 3 of the near singularity, here we have compared our method
based on polynomial transformations (PT) with that, named HT in the following, based on the transformations (2.19) and
(2.18) proposed in [6]. We compare PT and HT on the computation of (1.3), where ∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ]
and x is such that its projection on∆j is close to the right angle of∆j (x = (0.1, 0.1, δ)T ), far away from the edges and the
vertices of∆j (x = (0.2, 0.4, δ)T ) and close to an edge but far away from a vertex (x = (0.4, 0.49, δ)T ) and, finally, close to
an edge and to a vertex (x = (0.1, 0.89, δ)T ) with, for example, δ = 0.1, 0.001.
Moreover, in (1.3) we choose K(x, ‖x− y‖) = 1/(4pi) and ϕk(y) such that ϕ¯k(t) = 1− t1 − t2 in (2.4).
In Table 1, we have reported the relative errors obtained by applying to the transformed integrals, arising from the HT
and PT approaches, the n-point Gauss–Legendre quadrature rule. Precisely, in the case l = 1, by taking into account the
possible splittings that ourmethod considers in the outer integral, for a fair comparisonweuse the 2n-point Gauss–Legendre
quadrature rule for computing the outer integral in theHTmethod.Moreover, in the case l = 3, since in ourmethod the inner
integral is rewritten as a sum of two integrals and each of them is computed by the n-point Gauss–Legendre quadrature rule,
for a fair comparison we use the 2n-point Gauss–Legendre quadrature rule also for computing the inner integral of the HT
method. Therefore, by considering the actual splittings of the PTmethod, in the case l = 1 (l = 3), HT globally uses 6n2 (12n2)
quadratures nodes for every choice of x, while PT uses 5n2 (10n2) quadrature nodes for x = (0.1, 0.1, δ)T , x = (0.2, 0.4, δ)T ,
x = (0.1, 0.89, δ)T and 4n2 (8n2) for x = (0.4, 0.49, δ)T .
In Table 1 and the following, all the reference values have been obtained by computing the corresponding transformed
integrals by means of the n-point Gauss–Legendre quadrature rule, with n = 24.
Table 1 shows that the HT method computes integrals (1.3) with l = 3 better than those with l = 1; moreover, in
both cases the accuracy of HT method worsens as the observation point x approaches the triangle ∆j. On the contrary, the
accuracy of the PT method is quite constant for l = 1 or improves for l = 3 as the distance between x and ∆j decreases.
Finally, the computation time of the HTmethod is twice or slightly more than twice of the PT method; this is also due to the
fact that HT uses a number of quadrature nodes greater than that of PT. Since the computation times in the various cases
considered are similar, we have chosen as a representative example the case l = 1, 3, n = 10 and x = (0.1, 0.1, δ) with
δ = 0.1, 0.001. For l = 1 and δ = 0.1, PT and HT take 0.04 and 0.07 s, respectively; for δ = 0.001, PT requires 0.04 s and
HT 0.08 s. For l = 3 the time required by PT is 0.06 s and that of HT is 0.15 for each δ = 0.1, 0.01. This last result agrees
with the fact that for l = 3 the number of quadrature nodes is twice that for l = 1. In both cases l = 1, 3 e for the HT and PT
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methods, we have assumed that the required quadrature weights and nodes were already stored. However, the CPU time
represents a relative aspect because it depends on the particular implementation, software (in our case MATLAB r©version
6.5) and hardware (Pentium 3, 1.1 GHz). Moreover, when the computation of both integrals (l = 1 and l = 3) is required
simultaneously, as happens for example in 3D electrostatic (or magnetostatic) problems, then even if we assume that the
CPU time requested by HT is equal to that for l = 3 (by taking into account that it uses the same transformation and set of
quadrature points and most computations can be saved) and we sum the CPU times of PT for l = 1 and l = 3, the global
time of PT appears to be competitive with that of HT.
2.2. On the computation of the outer integral in (1.1)
In this subsection we will focus our attention on the computation of the double outer integral in (1.1). Denoting the
vertices of∆i by d1,i, d2,i, d3,i, and proceeding as in Section 2.1, we map the triangle∆i into the triangle Vi = [e1,i, e2,i, e3,i],
which lies in a reference plane and has the vertex e1,i at the origin of the axes. Precisely, as in (2.1)–(2.3), we define the affine
transformation x −→ u = (u1, u2, u3)T such that
u = Aix− ai or x = (Ai)T (u+ ai), (2.20)
where the (orthogonal) matrix Ai is defined as in (2.3) and
ai =
(z1,i)Td1,i(z2,i)Td1,i
(z3,i)Td1,i
 .
Notice that the transformed triangle Vi of∆i lies in the plane u3 = 0. From (1.2) and (2.20) it follows that
I i,j,lh,k =
∫
Vi
ϕh((Ai)T (u+ ai))F j,lk ((Ai)T (u+ ai))du. (2.21)
Next, we introduce the affine transformation which maps the triangle Vi into the unit triangle
U = [(0, 0)T , (1, 0)T , (0, 1)T ] (2.22)
lying in the same plane u3 = 0 to which Vi belongs. The transformation is given by
u = Ciu¯ or u¯ = (Ci)−1u, (2.23)
where
Ci =
(
e2,i1 e
3,i
1
e2,i2 e
3,i
2
)
.
Hence, we get
I i,j,lh,k = det(Ci)
∫
U
ϕh((Ai)T (Ciu¯+ ai))F j,lk ((Ai)T (Ciu¯+ ai))du¯. (2.24)
After choosing the set of the test functions defined on the unit triangle U , we may compute (2.24) by means of a canonical
product of the n-point Gauss–Legendre quadrature rule. However, as for the inner integral in (1.1), the straightforward
application of the Gaussian formula is not efficient when the triangles∆i and∆j are very close to each other. This fact will
be shown by the numerical examples of Section 3. Indeed, especially when the distance between∆i and∆j is very small, the
product of Gauss–Legendre rules gives poor numerical approximations of I i,j,lh,k , although the accuracy of the approximations
of the double inner integral is high. In particular, it happens that the approximations of the double outer integral do not
improve as the accuracy of the approximations of the double inner integral increases. In other words, the straightforward
application of a product of Gauss–Legendre rules to the double outer integral does not preserve the high accuracy with
which the double inner integral is computed. Incidentally, we remark that what asserted occurs also when, instead of
Gaussian formulae, we use the symmetrical quadrature rules proposed in [2], which are based on a strategic disposition of
the quadrature points. This phenomenon is due to near singularities of the integrand function of the double outer integral,
whose presence makes the numerical results less and less accurate as the two triangles ∆i and ∆j get closer and closer. As
we shall see below, we may control these near singularities through nonlinear transformations. Indeed, in this paper we
propose a new smoothing strategy to compute efficiently the outer integral. This strategy, as that for the inner integral, is
again based on transformations of polynomial type, whose efficiency has been shown in [16] in the case of weakly singular
integrals. In particular, we will use
ψ0(x) = xp, (2.25)
to smooth at 0,
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Fig. 1. The splitting into the triangle Tj and the distribution of the quadrature nodes into the triangle U .
Fig. 2. Parallel and orthogonal triangles.
ψ1(x) = 1− (1− x)p, (2.26)
to smooth at 1, and
ψ0,1(x) =
∫ x
0 t
p(1− t)pdt∫ 1
0 t
p(1− t)pdt , (2.27)
to smooth at 0 and 1. Notice that all transformations map [0, 1] into [0, 1] and have the first derivatives up to that of order
p−1 equal to zero at 0, at 1 and at 0,1, respectively. Moreover,ψ0,ψ1 andψ0,1, when applied to a vector of points distributed
in the interval (0, 1) (for instance, the Gaussian quadrature nodes), give rise to a vector of points even more concentrated
close to 0, 1 and 0, 1, respectively. Since the smoothing exponent p is generally chosen to be small, for example p = 2 or
p = 3, we give the explicit expression of transformation (2.27) in these cases. For p = 2, (2.27) becomes
ψ0,1(x) = −x2(2x− 3), (2.28)
and for p = 3
ψ0,1(x) = x3(6x2 − 15x+ 10). (2.29)
To use these smoothing changes of variable in a proper way, we rewrite integral (2.24) as the sum of the following three
integrals:
I i,j,lh,k = det(Ci)
3∑
m=1
∫
U
ϕh((Ai)T (Ciu¯+ ai))Gj,lk,m((Ai)T (Ciu¯+ ai))du¯, (2.30)
by recalling that the inner integral F j,lk (x) is the sum of the integrals G
j,l
k,m(x) (see (2.8)).
Then, by taking into account the position of the triangles [v0, v1,j, v2,j], [v0, v2,j, v3,j], [v0, v3,j, v1,j]within Tj (see the left-
hand side subplot of Fig. 1) and the distribution of the quadrature points within U (see the right-hand side subplot of Fig. 1),
we proceed with the following smoothing strategy.
Since we do not know the exact value of the double inner integral as a function of the source point – but we know that
it is a function of the integration limits of the integral with respect to the variable ϑ – we define our smoothing strategy
by taking into account the expressions of the latter. We remark that this type of approach has already been applied with
success in the computation of the double inner integral, where we have considered the integration limits with respect to
the variable ρ (see Section 2.1 of this paper or 2.2 in [21]), and in [17], where we have treated the singular case∆i ≡ ∆j.
In the particular case that the triangles ∆i and ∆j have the same shape and lie on two near and parallel planes (see the
left-hand side subplot of Fig. 2), we have that the source points in ∆i are all situated at the same height with respect to ∆j
and their projections on the triangle∆j keep the same distribution of the source points within∆i.
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Fig. 3. Relative errors in the static case for l = 1, parallel and near triangles and δ = 0.1.
In order to focus the near singularities resulting from the double inner integral we assume that the source point has co-
ordinates (x, y, z),∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ] and the projection (x, y, 0) of the source point is within∆j. Under
the above assumptions, in (2.3) Aj is the identity matrix and bj = (x, y, 0). Therefore, the introduction in (1.3) of the affine
transformation (2.2) (which transforms the source point in (0, 0, z) and∆j in [(−x,−y, 0)T , (1−x,−y, 0)T , (−x, 1−y, 0)T ]),
and of the polar co-ordinates yields the following integration limits with respect to the variable ϑ: −pi + arctan(y/x),
− arctan(y/(1− x)) for the triangle [v0, v1,j, v2,j],− arctan(y/(1− x)), pi − arctan((1− y)/x) for the triangle [v0, v2,j, v3,j]
and pi − arctan((1 − y)/x), pi + arctan(y/x) for the triangle [v0, v3,j, v1,j]. From the expressions above it follows that the
integrand of the double outer integral in (1.1) presents some near singularities with respect to the variable x.
Taking into account that 0 < x < 1 and 0 < y < 1 − x, after setting y = (1 − x)t with 0 < t < 1, we find that the
first derivative of the above integration limits with respect to x have complex and conjugate poles with real part equal to
0 and/or 1 and imaginary part depending on t . By using the above polynomial transformations in a proper way, we may
control the distance of those poles from the interval of integration, and hence their effect in the numerical quadrature. For
these reasons, we introduce in (2.30) the following changes of variable: whenm = 1 we smooth by ψ1 at 1 with respect to
the outer variable x and byψ0 at 0 with respect to the inner variable t; whenm = 2 we smooth byψ0,1 at 0, 1 with respect
to the outer variable and by ψ1 at 1 with respect to the inner variable; when m = 3 we smooth by ψ0 at 0 with respect to
the outer variable and by ψ0,1 at 0, 1 with respect to the inner variable.
Notice that the above transformationsmove away the nearest singularities, which are in the neighborhood of the vertices
of the triangle∆i. Moreover, by taking into account that they thicken nodes towards the endpoints of the integration interval,
they allow improving not only the computation of the double outer integral, but also of the inner one. Indeed, as remarked
in [21], the more the projection of the source points on the plane containing∆j is close to a vertex or to one of its edges, the
more the smoothing strategy for the computation of the double inner integral is efficient.
As regards the choice of the smoothing exponent p, even if in some cases it would have been preferable to choose it in a
proper way or diversified according to the inner or the outer variable, we have preferred to make only one choice and for
this reason we have set p = 2. However, we have experimentally noted that the polynomial transformations of the inner
variable with p = 3 give numerical results a little better than those with p = 2, but only for values of n larger than 8.
The various numerical tests have shown that the smoothing technique above described for two parallel triangles is
effective and improves the accuracy of the product Gauss–Legendre rule also when the triangles lie on intersecting planes
(but not orthogonal) or have different shapes.
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Fig. 4. Relative errors in the static case for l = 1, parallel and near triangles and δ = 0.01.
Finally, we consider the particular case of two triangles ∆i and ∆j, which lie in orthogonal planes and have two edges
parallel and very close to each other as depicted in the right-hand side subplot of Fig. 2. In this particular case, one of the
three triangles of the splitting in the triangle Tj (see (2.10)) degenerates. Precisely, if we assume that the triangle∆j has the
edge joining the vertices d1,j and d3,j parallel and having the same length of the edge d1,i and d2,i of the triangle∆i, then after
introducing the affine transformation (see (2.2)) and the splitting into three triangles, we have that the triangle [v0, v3,j, v1,j]
degenerates. Therefore, in this case we have to compute in (2.24) only the integrals corresponding to m = 1, 2. To localize
the near singularities of the double inner integral, as before, we assume for simplicity that the source point has co-ordinates
(0, y, z),∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ] and the projection (0, y, 0) lies on the edge joining the vertices (0, 0, 0)T and
(0, 1, 0)T . Then, it follows that the integration limits with respect to the variable ϑ are−pi/2,−pi/2+ arctan(1/y) for the
triangle [v0, v1,j, v2,j] and− arctan(y),pi/2 for the triangle [v0, v2,j, v3,j]. Therefore, by taking into account the complex near
singularities which result from the above integration limits, to improve the performance of the Gauss–Legendre quadrature
rule when it is applied to compute the above-mentioned integrals, we introduce in (2.24) the following changes of variable:
when m = 2 we smooth by ψ1 at 1 with respect to the outer variable and when m = 1, 2 by ψ0 at 0 with respect to the
inner variable.
3. Numerical tests
In this section we present some of the numerical examples that we have considered to test our smoothing technique
described in Section 2.
Weapply our numerical approach to compute (1.1); the case l = 1will be considered in Example 1 and l = 3 in Example 2.
In both examples we assume that ϕh and ϕk belong to the Lagrange linear basis function that, in the case of the unit triangle
U defined in (2.22), is given by
N1(t1, t2) = t1, N2(t1, t2) = t2, N3(t1, t2) = 1− t1 − t2. (3.1)
However, other choices of basis function can be made. For example, we have tested our approach also for the Lagrange
quadratic basis function.
We choose as ∆j the triangle of vertices d1,j = (0, 0, 0)T , d2,j = (1, 0, 0)T and d3,j = (0, 1, 0)T , which is the unit
triangle of the reference plane z = 0. Consequently, we choose as ∆i first the parallel triangle of vertices d1,i = (0, 0, δ)T ,
d2,i = (1, 0, δ)T and d3,i = (0, 1, δ)T , and then the orthogonal triangle of vertices d1,i = (0, 0, δ)T , d2,i = (0, 1, δ)T and
d3,i = (0, 0, 1+ δ)T ; the parameter δ assumes decreasing values, for example δ = 0.1, 0.01, 0.001.
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Fig. 5. Relative errors in the static case for l = 1, parallel and near triangles and δ = 0.001.
Therefore, in (1.1) ϕk ≡ Nk, k = 1, 2, 3 and ϕh 6= Nh (∆i not being the unit triangle), but from (2.24) we can set
ϕh((Ai)T (Ciu¯+ ai)) ≡ Nh(u¯).
Finally, as regards the function K in (1.1), for l = 1 we choose K(x, ‖x − y‖) = exp(−iκ‖x − y‖), by setting first the
wave number κ = 0 for the static case and then κ = 2pi/λ for the dynamic case. As in [21] we choose λ = 10. For l = 3
in (1.1), we will assume that K(x, ‖x − y‖) is multiplied by 〈ny, x − y〉. As proved in Section 2, this latter is equal to cx,j;
the above choices of∆i and∆j imply that cx,j is constant and equal to δ when the triangles are parallel and cx,j = x3, being
x = (0, x2, x3)T , when the triangles are orthogonal.
In the tables and in the legends of the figures to follow, NPT means that a numerical procedure, which does not use
any polynomial transformation, has been applied in the double inner integral and in the double outer one. Therefore, the
numerical procedure NPT consists in the introduction in the double inner integral of the affine transformation (2.2), of the
polar co-ordinates (2.6) and of the changes of variable (2.9) or (2.13) to eliminate the near singular term associated to 1/r
(l = 1) or 1/r3 (l = 3), respectively. By using the NPT procedure, after the introduction of the transformations mapping∆i
into the unit triangle U , the double outer integral is computed by the n × n-point Gauss–Legendre rule. Actually, this type
of approach has never been proposed in the literature; however, many strategies for the computation of the double inner
integral are based only on transformations which eliminate the above near singular term (see, for instance, [3] or [7]).
Moreover, IPT means that a numerical procedure, which considers polynomial transformations only for the double inner
integral with respect to the inner and the outer variables, has been applied. By using the IPT procedure, after the introduction
of the transformations mapping ∆i into the unit triangle U , the double outer integral is computed by the n × n-point
Gauss–Legendre rule.
Finally, IOPT means that the whole numerical procedure described in Section 2, which considers polynomial
transformations for the double inner integral and for the double outer one, is applied. This latter approach generally seems
to be themost efficient among the three; however in some cases, in particular when n is small (n = 6, 8) and simultaneously
δ is not too small (δ = 0.1, 0.01), the IPT procedure turns out to be a little more efficient than IOPT.
To compare the approaches in a fair way from the point of view of the total number of quadrature nodes required, we
have taken into account that splittings of the interval of integration in the case l = 3 are considered when using the IPT and
IOPT procedures, in particular when computing the inner integral of the double inner integral on∆j. Further, some splittings
are possibly considered alsowhen using IPT and IOPT and computing the outer integral of the double inner integral on∆j. For
these reasons, whenwe have applied the NPT approach we have always used for each triangle of the splitting n×n×2n×n
quadrature nodes for the case l = 1 and n× n× 2n× 2n for l = 3. The IPT and IOPT approaches use for each subtriangle the
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Fig. 6. Relative errors in the dynamic case for l = 1, parallel and near triangles and δ = 0.01.
same total number of quadrature points, which is greater than n× n× n× n, but smaller than n× n× 2n× n in the case
l = 1 and n× n× 2n× 2n in the case l = 3. Indeed, for each subtriangle, the total number of quadrature points for IPT and
IOPT is n× n× n¯× n for l = 1 and n× n× n¯× n¯ for l = 3, where n¯ = n+ n in the case of splitting, and n¯ = n otherwise.
Notice that IPT and IOPT require the computation of the nodes and the weights only of the n-point Gauss–Legendre rule.
For each value of n = 6, 8, 10, 12, 14 we have reported in the tables and in the figures the corresponding relative error.
Example 1. 1/r near singularity.
Example 1.1. The static case for parallel and near triangles (l = 1).
In Figs. 3–5 we have reported the relative errors obtained in the computation of integral (1.1), in the static case
(κ = 0), for l = 1 and for the parallel and near triangles ∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ] and ∆i =
[(0, 0, δ)T , (1, 0, δ)T , (0, 1, δ)T ], with varying δ = 0.1, 0.01, 0.001 respectively. The integrals are evaluated for each linear
basis function ϕh, h = 1, 2, 3 and ϕk, k = 1, 2, 3.
From Figs. 3 to 5 it emerges that the polynomial transformations used in the IPT and IOPT approaches allow obtaining
numerical results much better than those given by NPT. Even if the polynomial transformations in the double outer integral
seem not to be particularly necessary when δ = 0.1, IPT and IOPT having a quite similar performance, they are fundamental
when δ = 0.01 or δ = 0.001. In the following Table 2 we compare the relative errors obtained by means of the NPT,
IPT and IOPT procedures with other two approaches, here named RAT and RAT2. The RAT approach uses for the double
inner integral the procedure proposed in [8] for computing 2D nearly singular integrals, and for the double outer integral
the n × n-point Gauss–Legendre rule. As regards the technique in [8], after splitting into three triangles and introducing
the polar co-ordinates, it consists in the use of the transformation (2.17) for the radial variable and (2.18) for the angular
variable. Even if the technique proposed in [8] has been never used for computing nearly singular integrals arising inGalerkin
BEMs, we have implemented it in this new context, because it turned out to be competitive with respect to our approach in
the computation of integrals arising in BEM collocation. The RAT2 approach uses for the double inner integral a procedure
similar to RAT, but with (2.19) instead of (2.17), and for the double outer integral the new procedure proposed in Section 2.2.
To avoid numerical problems due to the expression of (2.18), we have rewritten the latter in amathematical equivalent one,
i.e.
t(θ) = hm log
{
1+ sin(θ − αm)
cos(θ − αm)
}
. (3.2)
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Fig. 7. Relative errors in the static case for l = 1, orthogonal and near triangles and δ = 0.1.
For a fair comparison, RAT, RAT2 and NPT (which do not consider splittings) use the same number of quadrature nodes,
i. e. n × n × 2n × n for each subtriangle. Notice that the above value is certainly greater than that used by IPT and IOPT
(which use splittings only in some cases as described in Section 2.1). In Table 2 we have reported only the cases k = 1
and h = 1, 2, 3 and k = 3, h = 3, since for the triangles ∆i and ∆j considered, it results that I i,j,11,1 = I i,j,12,2 , I i,j,12,1 = I i,j,11,2 ,
I i,j,13,1 = I i,j,13,2 = I i,j,11,3 = I i,j,12,3 .
As Table 2 shows, for δ = 0.1 the most efficient procedures are RAT2 and IPT, which have a quite similar behavior, while
IOPT gives the most accurate numerical results for δ < 0.1. Notice that the slowest speed of convergence is that of RAT and
NPT; indeed, to obtain a relative accuracy smaller than 1.0–06 they require values of n greater than 14. Notice that RAT and
NPT only differ for the numerical integration of the outer integral of the double inner integral; indeed, before applying the
Gauss–Legendre quadrature rule, in RAT the angular transformation (2.18) is considered. The latter allows obtaining slightly
better numerical results when δ = 0.1, but it seems useless as δ decreases, since the relative errors of RAT and NPT are quite
similar for δ = 0.01, 0.001.
Example 1.2. The dynamic case for parallel and near triangles (l = 1).
Since the numerical results of the dynamic case, for l = 1 and for parallel and near triangles, are very similar to those of the
corresponding static case, we have reported in Fig. 6 the relative errors obtained when the distance δ between the triangles
∆i and∆j is equal only to 0.01.
In Table 3 we compare the RAT, RAT2, NPT, IPT and IOPT procedures when they are applied to compute (1.1) in the
dynamic case, i.e. with K(x, y) = exp(−iκ‖x− y‖) and κ = 2pi/10. Notice that here the same remarks made for Table 2 in
the static case hold. Indeed, the polynomial transformations make IPT competitive with RAT2 for δ = 0.1, and IOPT slightly
more efficient than the others for δ = 0.001.
Example 1.3. The static case for orthogonal and near triangles (l = 1).
In Figs. 7–9we have reported the relative errors obtained in the computation of integral (1.1), in the static case κ = 0, for l =
1 and for the orthogonal and near triangles∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ] and∆i = [(0, 0, δ)T , (0, 1, δ)T , (0, 0, 1+
δ)T ], with varying δ = 0.1, 0.01, 0.001 respectively. The integrals are evaluated for each linear basis function ϕh, h = 1, 2, 3
and ϕk, k = 1, 2, 3.
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Table 2
Relative errors in the static case for l = 1, parallel and near triangles and δ = 0.1, 0.001
k, h n δ = 0.1 δ = 0.001
RAT RAT2 NPT IPT IOPT RAT RAT2 NPT IPT IOPT
1, 1 6 7.00−05 1.54−04 4.60−04 1.15−05 1.51−04 8.16−05 2.93−05 2.03−04 8.18−05 9.19−05
8 3.86−05 1.66−06 1.68−04 1.18−06 1.27−06 2.85−05 1.60−06 6.60−05 2.91−05 2.32−07
10 1.98−05 1.56−07 7.40−05 3.73−08 1.72−07 1.08−05 1.40−07 2.88−05 1.12−05 7.60−08
12 1.17−05 1.31−08 3.82−05 1.72−08 8.08−09 4.24−06 1.26−07 1.51−05 4.55−06 2.09−08
14 7.54−06 1.22−09 2.20−05 1.51−09 2.01−09 1.63−06 7.99−08 8.91−06 1.88−06 8.02−09
1, 2 6 4.46−05 6.84−05 7.78−04 3.95−06 5.91−05 7.00−05 5.08−05 5.85−04 6.04−05 6.02−05
8 1.65−05 7.10−08 2.77−04 4.78−07 7.46−08 2.59−05 5.32−07 2.08−04 2.57−05 4.63−07
10 8.93−05 1.41−08 1.20−04 3.13−08 2.94−08 1.05−05 1.87−07 9.25−05 1.04−05 1.26−07
12 5.33−05 9.59−10 5.99−05 2.25−09 5.37−09 4.53−06 1.66−08 4.75−05 4.43−06 3.78−08
14 3.42−06 9.21−11 3.29−05 1.71−11 1.00−09 2.01−06 3.66−09 2.70−05 1.92−06 5.69−09
1, 3 6 6.76−05 4.03−05 2.22−04 8.11−06 3.18−05 1.14−04 1.32−05 1.19−04 1.02−04 1.98−05
8 2.86−05 1.53−06 7.13−05 2.70−07 1.44−06 4.03−05 6.95−07 3.97−05 3.98−05 3.39−07
10 1.50−05 1.01−07 2.81−05 3.97−08 1.37−07 1.68−05 1.01−07 1.78−05 1.64−05 4.76−08
12 8.93−06 2.11−09 1.26−05 1.45−09 1.14−10 7.72−06 2.88−09 9.55−06 7.39−06 4.59−08
14 5.73−06 7.22−10 6.19−06 3.75−10 1.07−09 3.78−06 1.47−08 5.79−06 3.51−06 5.46−09
3, 3 6 1.80−04 3.16−05 1.93−04 6.80−05 3.82−05 1.21−03 7.43−05 1.20−03 1.21−03 1.83−05
8 3.70−05 1.98−06 4.17−05 9.34−06 1.51−06 3.86−04 1.03−06 3.81−04 3.85−04 5.90−07
10 2.43−05 8.76−08 2.63−05 3.19−07 1.06−07 1.56−04 2.72−07 1.53−04 1.55−04 1.05−07
12 1.47−05 8.20−08 1.57−05 1.09−07 8.42−08 7.24−05 4.45−07 7.01−05 7.13−05 5.15−07
14 9.36−06 4.57−09 9.88−06 6.61−10 4.17−09 3.65−05 3.03−07 3.45−05 3.53−05 2.89−07
Fig. 8. Relative errors in the static case for l = 1, orthogonal and near triangles and δ = 0.01.
As for the case of the parallel triangles, for the orthogonal ones the polynomial transformations allowobtaining numerical
results more accurate than those given by the NPT procedure. Notice that for orthogonal triangles and for δ = 0.1, IPT and
IOPT seem to have almost the same behavior which is much better than NPT, while for δ = 0.01, 0.001 the IOPT procedure
gives results more accurate than those produced by IPT.
In Table 4, we compare the relative errors obtained by means of the RAT, RAT2, NPT, IPT and IOPT procedures, for
δ = 0.1, 0.001. Table 4 shows in this case that RAT2 is better than IOPT for values of n smaller than 8 and that RAT2
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Table 3
Relative errors in the dynamic case for l = 1, parallel and near triangles and δ = 0.1, 0.001
k, h n δ = 0.1 δ = 0.001
RAT RAT2 NPT IPT IOPT RAT RAT2 NPT IPT IOPT
1, 1 6 7.04−05 1.64−04 4.57−04 1.21−05 1.62−04 8.21−05 2.65−04 2.16−04 8.25−05 1.00−04
8 3.88−05 1.75−06 1.66−04 1.47−06 1.61−06 2.86−05 6.97−06 7.07−05 2.92−05 5.18−07
10 2.00−05 1.56−07 7.29−05 9.61−08 1.48−07 1.08−05 1.85−07 3.06−05 1.12−05 1.03−07
12 1.18−05 1.32−08 3.75−05 1.29−08 1.63−08 4.18−06 1.28−07 1.58−05 4.57−06 2.63−08
14 7.58−06 1.23−09 2.15−05 1.66−09 1.53−09 1.55−06 8.04−08 9.16−06 1.89−06 7.09−09
1, 2 6 4.50−05 7.34−05 7.94−04 1.79−05 7.37−05 7.07−05 3.32−04 6.07−04 7.10−05 7.13−05
8 1.66−05 1.15−07 2.82−04 4.65−07 9.02−07 2.61−05 5.61−06 2.16−04 2.65−05 1.18−06
10 9.02−06 1.43−08 1.23−04 4.46−08 9.82−08 1.05−05 2.38−07 9.56−05 1.05−05 7.17−07
12 5.38−06 9.76−10 6.13−05 1.16−08 1.19−08 4.49−06 1.50−08 4.89−05 4.49−06 2.70−08
14 3.46−06 1.01−10 3.38−05 1.31−09 2.28−09 1.94−06 3.73−09 2.76−05 1.95−06 8.16−09
1, 3 6 6.80−05 4.69−05 2.38−04 1.43−05 4.32−05 1.15−04 1.62−04 1.53−04 1.11−04 2.89−05
8 2.88−05 1.59−06 7.79−05 4.62−07 1.79−06 4.07−05 4.50−06 5.22−05 4.02−05 6.40−07
10 1.51−05 1.01−07 3.16−05 2.98−08 1.07−07 1.69−05 2.99−07 2.29−05 1.65−05 4.02−08
12 8.99−06 2.11−09 1.48−05 6.00−10 4.76−09 7.78−06 4.47−07 1.18−05 7.45−06 4.36−08
14 5.77−06 7.27−10 7.64−06 4.75−10 7.32−10 3.81−06 3.05−07 6.87−06 3.54−06 5.09−09
3, 3 6 1.81−04 3.30−05 1.86−04 7.33−05 3.54−05 1.21−03 1.95−04 1.21−03 1.22−03 1.56−05
8 3.71−05 1.99−06 4.00−05 9.26−06 1.78−06 3.87−04 2.24−06 3.86−04 3.87−04 5.00−07
10 2.44−05 8.82−08 2.53−05 3.06−07 8.83−08 1.55−04 1.08−07 1.55−04 1.56−04 1.29−07
12 1.48−05 8.24−08 1.51−05 1.11−07 8.19−08 7.12−05 2.48−09 7.13−05 7.17−05 5.19−07
14 9.41−06 4.59−09 9.56−06 5.65−10 4.66−09 3.51−05 1.48−08 3.51−05 3.55−05 2.91−07
Fig. 9. Relative errors in the static case for l = 1, orthogonal and near triangles and δ = 0.001.
and IOPT give comparable numerical results for 8 < n ≤ 12. However, by increasing n, to the contrary of IOPT, RAT2 does
not lead to an improvement further on.
Example 1.4. The dynamic case for orthogonal and near triangles (l = 1).
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Table 4
Relative errors in the static case for l = 1, orthogonal and near triangles and δ = 0.1, 0.001
k, h n δ = 0.1 δ = 0.001
RAT RAT2 NPT IPT IOPT RAT RAT2 NPT IPT IOPT
1, 1 6 4.44−04 1.97−06 2.59−04 1.60−05 1.60−05 3.80−04 4.66−06 2.10−04 8.87−06 1.60−05
8 1.98−04 3.10−08 1.59−04 1.73−07 2.35−07 1.69−04 3.04−08 1.33−04 8.38−07 2.13−07
10 1.05−04 1.74−08 9.37−05 1.54−09 3.02−09 8.97−05 2.24−08 7.92−05 2.36−07 8.67−09
12 6.24−05 2.38−09 5.83−05 4.14−10 3.50−10 5.32−05 3.57−09 4.94−05 7.32−08 1.66−09
14 4.00−05 6.03−09 3.83−05 1.54−11 1.34−11 3.41−05 6.13−09 3.25−05 2.63−08 3.68−10
1, 2 6 5.05−04 4.53−07 2.57−04 2.37−05 1.78−05 4.79−04 1.16−06 2.49−04 2.29−05 1.55−05
8 2.25−04 6.08−09 1.43−04 2.88−07 4.01−07 2.14−04 6.02−09 1.38−04 4.53−07 3.84−07
10 1.19−04 1.34−08 8.46−05 1.44−08 1.48−08 1.14−04 1.25−08 8.15−05 4.58−08 1.55−08
12 7.06−05 1.60−10 5.36−05 2.05−09 2.06−09 6.73−05 7.11−11 5.15−05 9.05−09 1.86−09
14 4.52−05 3.19−09 3.59−05 1.76−10 1.76−10 4.31−05 3.08−09 3.45−05 2.16−09 1.21−10
1, 3 6 4.49−04 2.53−06 2.44−04 1.79−05 1.25−05 3.91−04 8.45−07 2.02−04 3.44−07 1.33−05
8 2.00−04 9.28−09 1.32−04 2.52−07 3.77−07 1.71−04 1.56−07 1.09−04 3.01−06 5.06−07
10 1.06−04 1.45−08 7.75−05 1.47−08 1.55−08 9.02−05 4.03−08 6.38−05 8.42−07 4.07−08
12 6.29−05 1.80−10 4.89−05 1.28−09 1.30−09 5.33−05 5.76−09 4.04−05 2.73−07 6.72−09
14 4.03−05 2.79−09 3.26−05 4.54−11 4.61−11 3.41−05 4.27−09 2.70−05 1.01−07 1.63−09
3, 3 6 4.19−04 3.28−06 3.55−04 6.80−06 9.07−06 3.92−04 4.80−06 3.38−04 6.48−05 1.26−05
8 1.87−04 4.10−07 1.65−04 5.90−07 6.26−07 1.58−04 8.47−07 1.40−04 1.40−05 9.60−07
10 9.92−05 1.94−08 8.99−05 1.03−08 8.94−09 8.06−05 3.34−07 7.28−05 3.96−06 3.29−07
12 5.88−05 2.63−09 5.42−05 1.84−09 1.76−09 4.68−05 1.52−07 4.30−05 1.37−06 1.50−07
14 3.77−05 3.18−10 3.51−05 3.03−10 3.08−10 2.97−05 6.44−08 2.76−05 5.42−07 6.45−08
Fig. 10. Relative errors in the dynamic case for l = 1, orthogonal and near triangles and δ = 0.001.
Since the numerical results for the dynamic case and for orthogonal and near triangles are very similar to those of
the corresponding static case, for the sake of brevity we have reported in Fig. 10 the relative errors obtained only when
δ = 0.001.
Example 2. 1/r3 near singularity.
Example 2.1. The static case for parallel and near triangles (l = 3).
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Fig. 11. Relative errors in the static case for l = 3, parallel and near triangles and δ = 0.01.
In Fig. 11 we have reported the relative errors obtained in the computation of (1.1), in the static case (k = 0), for l = 3 and
for the parallel and near triangles ∆j = [(0, 0, 0)T , (1, 0, 0)T , (0, 1, 0)T ] and ∆i = [(0, 0, δ)T , (1, 0, δ)T , (0, 1, δ)T ], with
δ = 0.01. As in Example 1, the integrals are evaluated for each linear basis function ϕh, h = 1, 2, 3 and ϕk, k = 1, 2, 3. In
the case of 1/r3 near singularity the order of accuracy of the numerical results is greater than that of 1/r near singularity.
Except for this latter remark, for Example 2.1 the same considerations made in Example 1.1 hold.
In Table 5, we compare the relative errors obtained by means of the RAT2, NPT, IPT and IOPT procedures, for δ =
0.1, 0.001. We do not consider RAT since it is defined only for 1/r near singularity.
Unfortunately, for l = 3 the numerical results are smaller than at least two to three orders of magnitude with respect to
the case l = 1. Moreover, the numerical results of RAT2 and IOPT are very similar for δ = 0.1, 0.001.
Example 2.2. The dynamic case for parallel and near triangles (l = 3).
As for l = 1, the dynamic and static cases are very similar for l = 3. For this reason, we have only reported in Fig. 12 the
dynamic case for parallel triangles, which are distant to each other for δ = 0.001.
Example 2.3. The static case for orthogonal and near triangles (l = 3).
Finally, for brevity and taking into account that the static and the dynamic cases are quite similar, for the orthogonal and
near triangles of Example 1.3, we have taken δ = 0.01 as a representative example of the static case and we have reported
in Fig. 13 the corresponding relative errors.
Example 2.4. The dynamic case for orthogonal and near triangles (l = 3). As last numerical test, for the dynamic case and
the orthogonal and near triangles of Example 1.3, in Fig. 14 we have reported the relative errors obtained with δ = 0.001.
Remark 1. As mentioned in Section 2.2, we have computed the double outer integral in (1.1) by using some symmetrical
quadrature rules presented in [2] instead of the product of Gaussian quadrature rules. Denoting by dp the highest degree of
the polynomial for which the quadrature rule is exact, the symmetrical quadrature rules in [2] are developed in such a way
that they require the minimum computational effort to integrate polynomial functions of total degree dp. Let ng be the total
number of quadrature points and weights. We have computed the double outer integral by means of the formula in [2] first
with dp = 17, ng = 60 and then with dp = 21, ng = 88. Moreover, we have computed the double inner integral by the
smoothing approach described in Section 2.1. In the following we refer to the latter as the DPT procedure.
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Fig. 12. Relative errors in the dynamic case for l = 3, for parallel and near triangles and δ = 0.001.
Table 5
Relative errors in the static case for l = 3, parallel and near triangles and δ = 0.1, 0.001
k, h n δ = 0.1 δ = 0.001
RAT2 NPT IPT IOPT RAT2 NPT IPT IOPT
1, 1 6 6.43−04 2.45−04 2.43−04 6.47−04 1.65−04 3.68−03 3.54−03 2.63−04
8 6.42−05 2.40−06 3.93−06 6.41−05 1.46−04 2.46−03 2.38−03 1.50−04
10 8.05−06 1.96−06 2.56−06 8.02−06 3.64−05 1.61−03 1.57−03 3.64−05
12 1.11−06 3.91−07 9.33−08 1.12−06 1.48−05 1.04−03 1.02−03 1.48−05
14 1.51−07 1.97−07 4.22−08 1.48−07 6.36−06 6.56−04 6.41−04 6.36−06
1, 2 6 7.10−05 1.10−04 1.14−04 7.04−05 3.52−04 3.20−03 3.27−03 4.84−05
8 1.39−05 1.10−06 2.49−06 1.35−05 1.49−04 2.31−03 2.36−03 1.52−04
10 5.17−07 1.80−06 1.02−06 5.94−07 7.58−05 1.66−03 1.69−03 7.58−05
12 1.95−08 3.47−07 3.74−08 3.26−08 1.56−05 1.16−03 1.18−03 1.56−05
14 1.24−09 2.02−07 1.02−08 4.17−10 1.29−05 7.87−04 7.99−04 1.29−05
1, 3 6 5.71−05 2.57−05 2.77−05 5.67−05 7.11−04 2.39−03 2.59−03 8.43−04
8 1.18−05 1.24−05 1.18−05 1.16−05 1.15−07 1.83−03 1.95−03 3.64−06
10 1.12−06 1.10−08 3.15−07 1.15−06 8.88−05 1.39−03 1.45−03 8.89−05
12 7.68−08 8.96−08 1.18−07 7.14−08 9.98−06 1.04−03 1.07−03 9.99−06
14 2.31−08 1.49−07 1.08−08 2.37−08 1.55−05 7.46−04 7.64−04 1.55−05
3, 3 6 2.39−04 1.48−03 1.49−03 2.34−04 6.96−04 6.55−03 6.34−03 8.31−04
8 1.19−04 4.86−05 4.88−05 1.19−04 9.04−04 5.07−03 4.96−03 8.60−05
10 3.90−06 1.92−05 1.93−05 3.95−06 4.51−04 3.94−03 3.88−03 4.51−04
12 1.93−06 1.88−06 1.75−06 1.94−06 2.53−04 3.03−03 3.00−03 2.53−04
14 7.71−08 3.63−07 2.60−07 7.55−08 2.12−05 2.28−03 2.26−03 2.12−05
In Table 6 we compare the numerical results obtained with the DPT and IOPT procedures in the static case, for l = 1, 3,
parallel and near triangles and δ = 0.1, 0.001. For the double outer integral, DPT and IOPT use ng = 60, 88 and ng = 64, 81
quadrature points respectively, while for the double inner integral and for each subtriangle they use the same quadrature
nodes, because they consider the same approach. Notice that, to the contrary of IOPT, DPT seems not to improve as ng
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Fig. 13. Relative errors in the static case for l = 3, for orthogonal and near triangles and δ = 0.01.
Table 6
Relative errors in the static case for l = 1, 3, parallel and near triangles and δ = 0.1, 0.001
h = 1, k = 1
l = 1 l = 3
δ = 0.1 δ = 0.001 δ = 0.1 δ =
0.001
DPT, ng = 60 3.78−07 5.62−06 1.17−05 8.02−04
IOPT, ng = 64 1.27−06 2.32−07 6.41−05 1.50−04
DPT, ng = 88 4.22−06 1.60−05 5.49−06 1.57−03
IOPT, ng = 81 1.98−06 8.17−09 3.28−06 1.01−04
increases; moreover, except for the case l = 1, δ = 0.1 and ng = 60, by taking into account the other numerical results not
reported here, DPT appears less efficient and accurate than IOPT, especially for small values of δ.
4. Conclusions
This paper presents a comparison of different methods for evaluating nearly singular integrals which must be computed
in the implementation of the 3D Galerkin BEM. These methods are based on algorithms already proposed in the literature
as regards the computation of the double inner integral and on a new one for the computation of the double outer integral.
All the algorithms use various and proper nonlinear transformations. The transformations, which have been considered
for the double inner integral, are: (2.17) in NPT, (2.17) and (2.18) in RAT, (2.19) and (2.18) in RAT2, (2.17), (2.9) or (2.13)
and (2.16) in IPT and IOPT. In addition to the latter, the polynomial transformations, proposed in Section 2.2, have been
preliminarily introduced in the RAT2 and IOPT approaches, before applying to the double outer integral the standard product
Gauss–Legendre quadrature rule.
The numerical tests have shown that the polynomial transformations work effectively in the computation either of the
inner integral or the outer one. In particular, as regards the computation of the double inner integral, by recalling the
tests in [21] and Table 1 in Section 2.1, the approach based on polynomial transformations generally seems to be the most
efficient, especially when the distance between x and∆j in (1.3) is very small with respect to the size of∆j. The polynomial
transformations are important also in the computation of the double outer integral (1.2); indeed, they allow improving
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Fig. 14. Relative errors in the dynamic case for l = 3, for orthogonal and near triangles and δ = 0.001.
further on the accuracy of the numerical results, independently of the inner numerical procedure. The techniques RAT2 and
IOPT give accurate and quite comparable numerical approximations of (1.1), but RAT2 employs a number of quadrature
nodes and a computation time greater than IOPT.
The objective of our next research will be to extend our approach to curved triangles and to justify the efficiency of our
transformations by a theoretical error analysis, either for the inner integral or for the outer one. Incidentally, we remark that
both these aspects have been already treated for the inner technique used in RAT2.
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