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ABSTRACT
The resolution of conventional optical fluorescence far-field microscopes is limited by
the diffraction of light. This implies that only features in a distance of about half of the
wavelength can be discerned. In the last decades, the field of nanoscopy has evolved,
theoretically promising molecular resolution by distinguishing close-by fluorescent
emitters based on their molecular states that affect the molecules’ ability to fluoresce.
Due to the limited number of photons that fluorescent molecules can emit before
transitioning into a permanent dark state, the resolution of nanoscopy techniques
remained limited to about 10–20 nm. The MINFLUX localization approach combines
elements of different nanoscopy techniques to achieve true molecular resolution. By
probing the position of individually emitting molecules with a targeted minimum of
excitation light, the emitted photons are rendered more informative while leaving
the photon budget untouched. Compared to a standard camera-based localization
scheme, fewer photons are thus required to deduce the position of the molecule
with a certain precision. At the inception of this work, MINFLUX delivered an
unprecedented localization precision of around 1 nm when imaging isolated or cellular
structures in two dimensions. Estimating the position of the molecule along the
optical axis remained to be shown. Moreover, the MINFLUX implementation was
limited to the acquisition of a single molecular species, preventing the study of inter-
molecular distances within biological objects. In this work, I present a MINFLUX
nanoscopy approach offering isotropic nanometer precision in three dimensions. This
is achieved by probing single molecules with a minimum of excitation light that is
confined and targetable in all dimensions. I demonstrate high-fidelity multicolor
MINFLUX imaging with molecular resolution in two and three dimensions. I further
address the simultaneous tracking of more than one molecular species, which can
potentially be applied for studying the dynamics of multi-component objects like
protein assemblies. I demonstrate the applicability of 3D multicolor MINFLUX for
biological imaging of proteins inside a cellular organelle. Together with an extensive
analysis framework, I exploit the 3D isotropic nanometer localization precision as
well as the multicolor imaging scheme for quantitatively studying the distribution
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INTRODUCTION 1
Biological structures of interest to medicine and biological research span several
orders of magnitude in size, ranging from whole multi-cellular organisms (1 mm–10 m)
and organelles (∼ 1 µm) down to single proteins (∼ 10 nm) or atoms (∼ 1Å). Aiming
for the understanding of biological mechanisms and functions on different scales,
a multitude of imaging modalities has been invented over the last centuries. The
oldest form of biological imaging is optical imaging. It makes use of the interaction
of the biological object with visible light. In its native form, optical imaging happens
in the human sensory system when we perceive our environment with the naked
eye. Early on, the detail that could be observed with visible light was enhanced
by the manufacturing of lenses. In the 16th century, a combination of lenses was
used for the first time to observe biological structures, marking the invention of the
optical microscope. These early microscopes already revealed new details of life,
including the first observation of a cell by Robert Hooke in 1665. Over the centuries,
the resolution of optical microscopes, meaning the size of the smallest structure
that could be observed, was improved by the optimization of the employed optical
components. In 1873, Ernst Abbe postulated that these optimizations could never
lead to unlimited resolution because even when using perfect optical elements, the
observed image would still be blurred by the diffraction of light [1]. This implied
that only structures about 200 nm apart should be discernible with visible light. The
postulated limit remained valid for more than a century, also after the invention of
fluorescence microscopy that tremendously improved the specificity of the imaging by
tagging the structure of interest with a probe. The fluorescent probe absorbs light and
subsequently emits light of a longer wavelength, so that only the structure of interest
is observed, while its surrounding appears dark. In 1994, Stefan Hell proposed to
exploit the properties of fluorescent dyes to break the diffraction limit, marking
the advent of super-resolution microscopy or nanoscopy [51]. A first experimental
demonstration exploiting stimulated emission to control the electronic state of the
fluorescent molecules, followed only a few years later [63]. At about the same time, US
scientists developed approaches to detect the fluorescence from single molecules [76],
later leading to another class of nanoscopy approaches [10, 93].
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With the resolving power of nanoscopy reaching down to few tens of nanometers
in experiments, important discoveries were made including the periodicities in the
cytosceletal network of neurons [18, 122], the detailed measurement of changes in
neuronal morphologies inside living tissue [109, 111] or even in the brain of a living
mouse [9] as well as the observation of the ring-like structure of Bax assemblies in
apoptosis [37, 96].
As a consequence, the Nobel foundation awarded the Nobel Prize in Chemistry
2014 to Eric Betzig, Stefan W. Hell and William E. Moerner for the development of
super-resolved fluorescence microscopy.
In theory, super-resolution microscopy techniques provide molecular resolution. In
experiments, the finite number of photons that a fluorescent molecule can emit
before it transitions to a permanent dark state, limits the resolution to few tens of
nanometers. MINFLUX, introduced in 2016, achieves true molecular resolution by
fundamentally improving the fluorescence photon usage of the molecular observation
while keeping the photon budget unaltered [6]. Single fluorescent molecules are
illuminated with an excitation beam of known shape. The beam features an intensity
minimum that is targeted to positions as close to the molecule as possible. The
target positions define an adapted coordinate system for the localization. By addi-
tionally exploiting the knowledge of the beam shape, the illumination thus provides
supplementary information for the localization. This implies that, in comparison
to standard camera-based approaches, fewer fluorescence photons are required for
precise knowledge of the molecule’s location. So far, MINFLUX facilitated the
localization of single molecules with 22-fold improved photon efficiency compared
to a standard camera-based localization. Moreover, imaging with single nanometer
precision and tracking of single molecules in living cells with unprecedented spatio-
temporal resolution was demonstrated [6, 26]. Up to recently, the technique only
allowed a precision improvement in 2D without providing axial information. Further,
it only allowed imaging of small objects, because the field of view (FOV) was confined
to about 100 nm in diameter.
Recently, iterative MINFLUX facilitated the acquisition of cellular structures with
nanometer precision in a micrometer-sized field of view [42, 43]. In this thesis, I set
forth multicolor and 3D MINFLUX imaging. The results have been published in
Nature Methods alongside iterative MINFLUX [42]. I further study the applicability
of the technique for biological imaging of cellular organelles. The results have been
published in [81] after the oral examination of this thesis.
In the present chapter, I provide the reader with an overview of super-resolution
microscopy approaches for 2D and 3D imaging and elaborate on the theoretical back-
ground and experimental realization of static and iterative MINFLUX localization.
2
1.1 SUPER-RESOLUTION IMAGING IN TWO AND THREE DIMENSIONS
1.1 Super-resolution imaging in two and three
dimensions
When relying solely on the focusing of light, the resolution of an optical microscope,
meaning its ability to discern close-by features, is limited to
dxy = 0.51
λ
n sin θ = 0.51
λ
NA , (1.1)
where the resolution dxy is defined to be the full-width at half-maximum (FWHM) of
the point spread function (PSF) of a microscope with a numerical aperture NA. The
numerical aperture is defined as the product of the refractive index n of the immersion
medium and the sine of the half-opening angle of the objective lens θ. Several advances
were made to push the resolution limit, including confocal microscopy [82, 121],
structured illumination microscopy [40, 46, 71], 4Pi microscopy [52] or two-photon
microscopy [20], all of them leaving the physical boundaries imposed by diffraction
in place.
In contrast, optical super-resolution microscopy techniques break the resolution limits
imposed by the wave-nature of light by introducing a new concept to distinguish
close-by emitters, namely the preparation of fluorescent molecules in distinct elec-
tronic states [49]. By exploiting these molecular states, super-resolution microscopy
techniques can deliver molecular resolution in theory.
Stimulated emission depletion (STED) microscopy was the first super-resolution
technique truly breaking the diffraction limit by distinguishing close-by fluorescent
emitters through control of their electronic states [49]. The technique was theoretically
proposed in 1994 [51] and experimentally demonstrated a few years later [63]. It
relies on the targeted suppression of fluorescence in the rim of a focused excitation
beam. This is implemented based on stimulated emission through illumination with a
donut-shaped STED beam. Photons from spontaneous emission are distinguished by
wavelength-separation. The optical resolution of a STED microscope dSTED increases





where dconf is the resolution of the underlying confocal microscope, ISTED is the
intensity at the donut crest and Is is the saturation intensity, at which the fraction of
spontaneously emitted photons drops to 1/2 [49]. The saturation intensity depends on
the wavelength and pulse length of the STED beam as well as on the photo-physical
properties of the employed fluorescent dye [44].
Super-resolution microscopy techniques that use the spatially targeted switching of
molecules, as for example STED microscopy, will here-after be called coordinate-
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targeted super-resolution microscopy techniques. A widefield-based approach to
super-resolution, later termed coordinate-stochastic, was presented few years after
the first implementation of stimulated emission depletion (STED) [10, 93, 100]. The
approach uses the stochastic on-/off-switching of fluorescent emitters in time, so
that within a diffraction-limited region on the camera, only one emitter is allowed
to fluoresce at a time. The emitter’s position can be estimated with much higher
precision σloc,xy than the optical resolution of the microscope would suggest, so that
a high-resolution image can be reconstructed from a series of sparse camera images.






when disregarding experimental imperfections [11, 47, 78]. N describes the number
of photons detected for a given localization. When using an unbiased position




2 ln (2) · σloc, (1.4)
defining resolution again as the FWHM of the expected image of a point source.
In coordinate-stochastic as well as in coordinate-targeted super-resolution techniques
imaging emitters with nanometer isotropic resolution also along the direction of the
optical axis remains challenging. Two main classes of approaches were implemented
by (i) encoding axial information through modification of the point-spread-function in
the illumination (coordinate-targeted, [63]) or fluorescence (coordinate-stochastic [62,
102]) or (ii) by using the interference of light focused (coordinate-targeted, [12, 50,
97] or detected (coordinate-stochastic, [4, 103, 112]) by two opposing objective lenses.
Stochastic 3D super-resolution microscopy techniques are well-summarized in [21,
117] and are of ongoing interest regarding improved localization precisions as well as
an extended axial imaging range [55, 59, 101]. Recently, a theoretical study presented
the measurement-independent quantum Cramér Rao bound (CRB) on the precision
that can be achieved with any standard camera-based 3D localization approach and
studied how well the quantum CRB is reached by the proposed techniques [5]. The
authors derived that a two-objective approach combined with an interferometric
detection can indeed reach the quantum-theoretical bound with values
σxy ∼ 70 nm/
√
N (1.5)
σz ∼ 50 nm/
√
N, (1.6)
for a numerical aperture of NA = 1.4 and a wavelength λ = 670 nm when using N
photons for a single localization. Equation 1.6 readily shows that even in an ideal
experimental situation, the photon budget of the fluorescent molecules, meaning how
many photons the molecule emits before bleaching, can limit the attainable resolution.
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Coordinate-targeted approaches do not require many fluorescence photons to achieve
high resolution because targeting the illumination beam defines the position of the
molecule that is allowed to emit. High switching intensities increase the photo-
bleaching rates of the illuminated molecules, however, so that molecular resolution
has not been achieved in biological imaging. Several approaches have been presented
that reduce the bleaching rate of the molecules. Besides the direct modification
of fluorescent dyes, these include buffer optimization [114], moving to cryogenic
temperatures [119, 120] or repeatedly exchanging the fluorescent molecule that
targets a structure of interest [61, 100].
MINFLUX, first presented in 2016, improved the photon efficiency of the localization
process compared to standard camera-based approaches rather then engineering the
photon budget. The technique thus requires an order of magnitude fewer fluorescence
photons for a certain localization precision [6]. The concept combines elements of
both coordinate-targeted and coordinate-stochastic approaches. Like in coordinate-
stochastic approaches, the emission state of the molecules is controlled, so that
only one single molecule is allowed to emit within a diffraction-limited volume. By
targeting a minimum of excitation light, e.g. a donut-shaped beam, several times as
precisely as possible to the emitting molecule, the beam positions define a reduced
coordinate system in the nanometer-vicinity of the fluorophore. The information
that the fluorescence photons have to carry is thus substantially reduced compared
to a conventional camera-based localization scheme.
Within a limited FOV, MINFLUX allowed an improvement of roughly 20-fold in
photon efficiency. In imaging experiments, a localization precision of about 1 nm was
measured. The resolution power was demonstrated by imaging molecules only 6 nm
apart. In tracking experiments in living bacterial cells, MINFLUX delivered 100-fold
more localizations per trace compared to conventional camera-based single molecule
tracking approaches. A localization precision of 2 nm with a temporal resolution of
400 µs was demonstrated later [26].
Following the introduction of the MINFLUX concept, combinations of structured
illumination with stochastic blinking of single molecules were proposed to overcome
the limitations of the first MINFLUX implementation with respect to the reduced
field of view [16, 38, 89]. These techniques offer a mild improvement in localization
precision compared to standard camera-based approaches, but allow the simultaneous
localization of single molecules in a micrometer-sized FOV. With the introduction
of iterative MINFLUX (see Section 1.3), image regions of several micrometers size
in (living) cells are also accessible with MINFLUX, reaching much higher photon
efficiencies than any camera-based approach [43]. An extension of MINFLUX for
localizing with nanometer isotropic precision in 3D, a multicolor implementation
and first biological applications were developed within this work and are presented
in Chapters 3-5. In the next section, the MINFLUX concept and the underlying
theory are introduced in more detail (Section 1.2), followed by an explanation of the
iterative MINFLUX approach (Section 1.3).
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1.2 The MINFLUX localization concept
In MINFLUX, single emitting molecules are illuminated with a targeted minimum
of excitation light using a beam of known intensity distribution. The position of the
molecule is obtained exploiting both the unlimited photon number of the illuminating
light and the limited number of fluorescence photons. The MINFLUX principle is
readily explained in the one-dimensional (1D) case using excitation beams with a
quadratic shape Ii = cbx2 with cb denoting the constant intensity scaling of the
beam. If the intensity zero of the illumination beam coincides with the position of
the fluorescent molecule, meaning xm = 0, no fluorescence photons are collected,
but the molecule’s position can still be estimated. Assuming the molecule to be
displaced with respect to the intensity minimum, so that xm 6= 0, the number of
collected fluorescence photons scales with the illumination intensity leading to a
mean Poissonian emission of λi = bm · Ii (xm) = bm · cb ·x2m with bm being the effective
molecular brightness depending on the detection efficiency of the microscope and
the photo-physical properties of the fluorescent molecule.
When illuminating the molecule with a single beam and assuming bm to be known
with arbitrary precision, the distance between the molecule and the zero position
can be estimated from the photon number n. Using the estimator λ̂ = n with
standard deviation ∆λ̂ =
√
n, the estimate of the distance between molecule and the






















The error of the distance estimate thus only scales with the gradient of the illumination
function and does not depend on the position of the molecule nor the number
of emitted photons. With decreasing distance between molecule and excitation
minimum, fewer photons are emitted for the same illumination conditions, relating
to an increased photon efficiency. If the position of the molecule coincides with the
excitation minimum, the molecule does not emit any photons. Still, the localization
error does not diverge, but remains constant.
Due to the symmetry of the excitation beam, two exposures are necessary to estimate
6
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the absolute position of the molecule. Assume we illuminate the molecule in two
subsequent exposures with their zero positions at x0 = −L/2 and x1 = +L/2 in
a distance L. We collect two photon numbers n0 and n1. As before, the mean of
each photon number is proportional to the illumination intensity at the position of
the molecule λi = bm · Ii (xm). The estimator for the mean of each of the Poisson
distributions is again given by λ̂i = ni with an error of ∆λ̂i =
√
ni. The molecule’s
position is readily estimated by combining
λ0 = bmcb (xm − x0)2 (1.11)























− L2 , (1.16)
which we observe to be independent of the molecular brightness and beam power.
This is an important outcome, as the molecular brightness for a single molecule is
usually hard to assess and can vary strongly depending on the experimental situation.
With a rigorous approach to the prediction of an achievable localization precision
(Section 1.2.2) and the general derivation of position estimators (Section 1.2.3), we
will reconsider the presented 1D case in Section 1.2.4.
To convince the reader of the experimental applicability of MINFLUX, we here
continue with a description of the first experimental implementation and discuss
published MINFLUX acquisition modalities.
1.2.1 Experimental implementation
In the last section, we showed how using a targeted minimum of excitation light can
improve the photon efficiency of the localization. This section is dedicated to a brief
explanation of the experimental implementation of MINFLUX [6, 26] and summarize
the results that were achieved for different experimental modalities of MINFLUX.
Both studies used a 2D donut-shaped beam, as known from STED microscopy, for
targetable excitation (Figure 1.1). The excitation beam sequentially pointed to each
of four multiplex positions. The positions were arranged in a triangle with additional
7
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central exposure (Figure 1.2). The arrangement of positions used for MINFLUX
multiplexing is called targeted coordinate pattern (TCP) throughout this work. The
combinations of photons collected in the individual exposures within a multiplex
cycle were then used to infer the position of the molecule.
The employed microscope was essentially a confocal microscope as schematically
displayed in Figure 1.1. The excitation beam was amplitude-modulated to adjust
the emission rate of the single molecule under observation and to switch the beam
off while repositioning. A vortex phase mask modulated the wavefront of the beam,
so that a donut-shaped intensity distribution with a central minimum was formed
at the focal plane of the objective lens. Electro-optical deflectors repositioned the
beam for multiplexing. The same objective lens collected the fluorescence light that
was then spatially filtered using a confocal pinhole and detected on a single-photon
counting device. A beam of ultraviolet (UV) light was co-aligned with the excitation
beam and focused into the sample to photo-activate or photo-convert individual











Figure 1.1: Basic 2D MINFLUX system. An excitation beam (green) is amplitude
and phase-modulated (inlet, vortex phase mask and resulting intensity distribution), deflected
in xy for MINFLUX multiplexing and focused into the sample, where it forms a donut-shaped
pattern. The activation beam (violet) is co-aligned with the excitation beam using a dichroic
mirror, so that a Gaussian-shaped activation spot is formed in the sample. Fluorescence
(orange) is collected in a confocal detection. A field-programmable gate array (FPGA) board
controls the scanners and reads out the detector. Adapted from [43].
We can differentiate between two MINFLUX modalities: single molecule localization
microscopy (nanoscopy) and single molecule tracking. When using MINFLUX for
nanoscopy (Figure 1.2a), molecules are forced to emit sequentially in time, for
example by using the cyanine dye Alexa Fluor 647 in combination with a redox
buffer system as known from STORM microscopy [113]. The molecule positions are
thus individually probed and estimated, so that an image can be assembled from
all estimated molecule positions. Using DNA origami samples, MINFLUX achieved
∼ 1 nm localization precision in 2D using only 500 photons and resolved molecules
8
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that were only 6 nm apart, a regime previously inaccessible to super-resolution
microscopy using conventional probes [6]. The improvement in photon efficiency was
limited to the region within the targeted coordinate pattern (TCP), however, so that
the position of the origami had to be pre-assigned based on a widefield camera image.
An approach for the extension of the field of view for cellular MINFLUX imaging
with nanometer resolution [43] is presented in Section 1.3.
When using MINFLUX for single molecule tracking (Figure 1.2b), either continuously
emitting spatially isolated organic dye molecules [26] or photo-convertible fluorescent
proteins in living cells [6] were localized. To follow the movement of molecules
over regions larger than the TCP, the position of the molecule was continuously
estimated on an FPGA board. Based on the estimated position, the TCP center
was re-adjusted, to continue the MINFLUX acquisition of the molecule in the
photon-efficient region [6]. In tracking experiments over extended regions, MINFLUX
reached an up to 100-fold improvement compared to conventional camera-based
single-molecule tracking implementations, so that 100 times more localizations were







Figure 1.2: Experimental modalities of MINFLUX. a, MINFLUX imaging using
an on-/off transition to acquire single molecules (red stars) sequentially in time [6]. Colored
dots represent the TCP. b, MINFLUX tracking to follow single, continously emitting molecules
(red stars) over extended regions (left) [6] or within the confined MINFLUX FOV (right) [26].
be achieved when probing small movements within a TCP-sized region [26], so that
no repositioning of the TCP is required (Figure 1.2b, right). This approach allowed
for localizations with ∼ 2 nm precision within time intervals of only 400 µs [26]. It
is important to note that by changing the photon collection time for an individual
localization, the MINFLUX tracking experiment can be tuned between high temporal
and high spatial resolution.
Based on the improved photon efficiency, MINFLUX entered a new spatio-temporal
regime of single molecule experiments that is further extend within this work (see
Section 1.4).
1.2.2 Calculating a lower bound on the localization precision
All MINFLUX modalities benefit from the possibility to tune the photon efficiency
of the localization by changing the size of the TCP and the negligible influence of
the wavelength on the localization precision. Based on an information-theoretical
9
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approach, these important properties of MINFLUX localization are deduced in detail
in [6], [25] and [41]. Here, we only briefly outline how this information-theoretical
approach based on a statistical treatment of the photon collection can be used to
predict a lower bound on the localization precision for any MINFLUX experiment.
Assume we illuminate a molecule located at a position ~rm with a series of K excitation
beams with spatially varying intensity Ii(~r) = I(~r − ~r (b)i ), displaced to a position
~r
(b)





· e−λi , (1.17)
where λi(~rm) = ce · βm · Ii (~rm) = bm · Ii (~rm) is a function of the molecule’s position
~rm. In the following we do not explicitly write the dependence in order to improve
legibility. The apparent brightness bm of the molecule is determined by the detection
efficiency ce of the imaging system, and the intrinsic brightness βm of the molecule.
The intrinsic molecular brightness depends on the quantum yield and the absorption
cross section at the excitation wavelength. Without loss of generality, we assume to
collect a total number of N photons. The conditional probability for collecting a set
of photons {ni}, given that
∑K−1
i=0 ni = N , follows a multinomial distribution
P ({ni}|N) =
N !











for i ∈ [0, . . . , K − 1]. The approximation looses validity if there is more than one
molecule emitting at a given time (see Section 4.2). For a detailed derivation of the
multinomial distribution from the Poisson distribution the reader is referred to [41].
We derive a lower bound on the localization precision by calculating the Fisher
information that the photon numbers hold on the position of the molecule. We
assume a probability density function (PDF) P ( ~X|~θ ), where ~X is a set of random
variables, here the photon numbers {ni}, and ~θ a parameter vector of the PDF, here
the parameter vector of the multinomial distribution ~p. The information that the
realization ~X carries on the parameters ~θ depends on the average sharpness of the




. In more mathematical terms, the Fisher
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with E ~X denoting the expected value with respect to the set of random variables ~X.
In the case of a MINFLUX localization, we can calculate the Fisher information I (~p )
that the photon numbers {ni} hold on the multinomial parameter vector ~p. Based
on a re-parametrization, the Fisher information on the molecule position I (~rm) is
then given by
I (~rm) = J TI (~p) J (1.21)





describing the coordinate transformation from the spatial coordinate space ~rm to the
reduced ~p-space. The space of multinomial parameters is reduced because it contains
only K − 1 independent parameters for K exposures, as ∑K−1i=0 pi = 1 holds. This
means that the indices i and j are restricted to i ∈ {0, . . . , K−2} and j ∈ {1, . . . ,∆},
respectively, where K is the number of exposures, and ∆ is the number of spatial
variables to be estimated. The number of spatial variables is determined by the
dimensionality of the localization and the number of molecules to be localized.
Further, we know that the likelihood for ~p, given that we measure {ni}, equals the
conditional probability function
L (~p | {ni}) = P ({ni}|N) . (1.23)
Using the above definitions, the Fisher information on the parameter vector ~p is









leading to the Fisher information on the position of the molecule
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As stated in the Cramér Rao inequality [17, 88], the lower limit on the covariance
matrix Σ of any unbiased estimator is given by the inverse of the Fisher information
matrix
Σ (~rm) ≥ I−1 (~rm) =: Σ(CRB) (~rm) , (1.26)
so that the inverse of the Fisher information matrix defines the CRB. Throughout
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of the localization, where λ(CRB)i is the i-th eigenvalue of the CRB matrix Σ(CRB).
1.2.3 Estimating the position of the molecule
The CRB formulated in Section 1.2.2 defines a lower bound on the localization
precision when using an unbiased estimator. Three types of estimators have been
presented for MINFLUX localization approaches [6]. A maximum likelihood estimator
(MLE) was used for asymptotically unbiased position estimation in post-processing.
A numerically simple modified least mean square estimator (mLMSE) allowed for live
position estimation on an FPGA board. Due to the strong bias of the MLE in the
low-photon regime, a numerically unbiased least mean square estimator (numLMSE)
was developed for unbiased position estimation in post-processing, if localizing based
on few photons. In this work, only MLE and mLMSE were used and are introduced
in this section.
Maximum likelihood estimator
The MLEmaximizes the likelihood L (~rm| {ni}) that a molecule is located at a position
~rm given a measured set of photon numbers {ni}. By definition, maximum-likelihood
estimators are (1) consistent, meaning that they converge to the true parameter
value ~rm for N → ∞, (2) asymptotically Gaussian as the estimates approach a
Gaussian distribution for N → ∞ and (3) asymptotically efficient, meaning that
the covariance of the estimated parameters reaches the CRB for N →∞. Another









with g (θ) being a function Rn → Rm.
To evaluate the estimator performance for a MINFLUX localization under given
12
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conditions, the localization is repeated for M sets of randomly generated photon
counts. The multinomial photon counts are generated based on the parameter vector
~p (see Equation 1.19) assuming a molecule position µxi . For each set of photon
numbers m, the position x̂i,m is estimated. The average estimated position in the







(x̄i − x̂i,m)2. (1.31)
A comparison of the covariance matrix of the estimated positions to the CRB indicates
whether estimator efficiency has been reached. The average 1D bias of the position
estimation is defined as
βi = x̄i − µxi (1.32)
and provides information on the consistency of the estimator. Often, the aim is to
minimize the total localization error given by
Ei =
√
σ2i + β2i . (1.33)
The localization properties formulated in Equations 1.31, 1.32 and 1.33 are used to
quantify estimator performances throughout this work. For some geometries, an
analytic expression for the maximum-likelihood estimation of the molecule position
can be found (see e.g. Section 1.2.4 for analytic expression of estimators in 1D). In
this work, a numerical implementation of the MLE was used in post-processing or
for the numerical evaluation of the MINFLUX performance. Details of the numerical
implementation are described in Section 2.3.2.
Modified least mean square estimators
To obtain a numerically simple estimator for the molecule position, assuming that the
molecule is positioned close to the TCP center, we can use the linear approximation
of the multinomial parameter vector ~p (~r ) (Equation 1.19) around the origin ~r = 0
using a Taylor series expansion













The approximation of the multinomial parameter vector is then given by
~p (~r) ≈ ~p (~r = 0) + J 0 · ~r, (1.35)
with J 0 being the Jacobian matrix of the coordinate transformation from ~r-space
to reduced ~p-space evaluated at the TCP center. Using the invariance property of
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the MLE (Equation 1.30) we can write
~̂p− ~p (~r = 0)−J 0 · ~̂rm = 0. (1.36)
Equation 1.36 is an overdetermined system of linear equations that can be solved
using a least mean square approach
~̂rLMS = argmin
~rm
∥∥∥~̂p− ~p (~r = 0)−J 0 · ~̂rm∥∥∥2 (1.37)
that has the solution
~̂rLMS =
(




~̂p− ~p (~r = 0)
)
. (1.38)
For a detailed derivation of Equation 1.38 the reader is referred to [104]. We should
note here, that Equation 1.38 assumes J 0 to have full rank for the inverse of J >0 J 0
to exist.
We can derive the mLMSE for the 4-point 2D-donut excitation pattern displayed in
Figure 1.2. We assume exposures with intensity distribution
I (~r) = A04e ln(2)
(







where ~rbi describes the position of the intensity minimum in the ith exposure
and FWHM the full width at half-maximum of the beam. In the described case,






p̂i · ~r (b)i , (1.40)
where the parameter L describes the size of the TCP. Unsurprisingly, the estimator
does not show any dependence on the multinomial success probability of the central
exposure as the first derivative of p0 vanishes. To also consider the counts in the











p̂i · ~r (b)i
)
, (1.41)
with constant estimator parameters βj. The modification introduces an increased
radial scaling of the estimated position with growing p̂0, so that the parameters βj
have to be numerically optimized for a given signal-to-background ratio (SBR) and
beam separation L [6]. Due to its numerically simple form, we used the mLMSE
with estimator orders j ∈ {0, 1} for live position estimation similarly to previous
14
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works (see Section 2.2) [6, 26, 43].
1.2.4 Revisiting localizations in 1D
As an illustrative example, we consider bounds and estimators for a 1D localization
with two exposures. We first write the general CRB and MLE for a 1D localization
and then compare the results for quadratic and Gaussian excitation beam shapes
to motivate the use of an intensity minimum for localization. For the localization
performance when using other beam shapes the reader is referred to [6].
Assume a molecule is fixed at a 1D position xm and subsequently excited by displaced
intensity distributions of the form I0 (x) = I(x− L/2) and I1 (x) = I(x+ L/2), so
that we detect photon numbers n0 and n1 adding up to N = n0 + n1. Following
Equation 1.19 the multinomial success probability is given by
pi (x) =
Ii (x)
I0 (x) + I1 (x)
. (1.42)
Lower bound on the localization precision Based on Equation 1.24, we determine
the Fisher information








that the counts n0 and n1 hold on the multinomial parameters. Using the Jacobian




together with Equation 1.21, we obtain the Fisher information








that the photon counts hold on the position of the molecule. In the 1D case, the
CRB is simply the lower bound on the variance for any unbiased position estimation,
so that the minimal standard deviation of localizations obtained from an unbiased













Maximum likelihood estimator We first consider the estimator of the multinomial
parameter vector and use the likelihood function as defined by Equations 1.23
and 1.18, so that we obtain






for the 1D case with two exposures. As the logarithm is a monotonic function, we
can reduce computational complexity by determining the maximum of the logarithm
of the likelihood function instead of the maximum of the likelihood function directly.
We write


































Similarly, we can calculate the maximum likelihood estimate of the molecule position
by using the likelihood function







I0 (x) + I1 (x)
]ni
(1.53)
and again calculating the maximum of the log-likelihood function
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Quadratic beams
Like in Section 1.2, we define the intensity distributions as










where the scaling factor cb, influenced by changing the exposure time or by adjusting
the overall beam power, determines the curvature of the beam. Using Equation 1.42,















1 + ( x
L/2
)2 , (1.58)
notably scaling with the beam separation L, meaning that the photon efficiency can
be easily improved by reducing the distance between the illuminating beams. Further,
the lower bound is independent of the curvature of the illumination. Remarkably,
the best localization precision can be achieved in the center x = 0 between the
two exposures. The localization error increases towards the beam positions x =













Equation 1.54, the maximum likelihood position estimator has two solutions. Only






− L2 , (1.59)
delivering the result already derived in Section 1.2.
Gaussian beams
Analogously we consider two exposures with Gaussian-shaped beams with intensity
scaling constant cb and width FWHM positioned in a distance L





I1 (x) = cb · e−4 ln(2)
(x−L/2)2
FWHM2 . (1.61)















is obtained based on Equation 1.47. Using the first-order series expansion cosh (ax) =
1 +O (x2) at x = 0, we immediately see an inverse scaling of the precision with the
beam separation L. Notably the error shows a quadratic dependence on the beam
width FWHM for molecules close to the TCP center. This implies that the presented
localization scheme only delivers a better precision than conventional camera-based
approaches if L > FWHM holds. The MLE
x̂MLE =
FWHM2






is again derived from Equation 1.54 as demonstrated in more detail in [6]. Due to
its simple form, the MLE for Gaussian beams in 1D is also used for live position
estimation. The position estimation is readily expanded to 2D when using a cross-like
TCP, for which the localizations in x and y are linearly independent.
When comparing the lower bounds on the localization precision for excitation with
Gaussian and parabolic beams, we see that in both cases, the precision can be tuned
with the beam separation L. This is an important result on its own, as it implies
that we can modify the localization precision with a geometric parameter that we
can adapt easily, especially compared to the photon number N or the size of the
diffraction-limited beam. In a first order approximation, the precision for Gaussian
illuminations follows an inverse dependence on the beam separation L. This implies
a reduced localization error for large beam separations and molecules close to the
TCP origin. The opposite is true for parabolic excitation beams, where shrinking the
beam separation reduces the error on the position estimation. This makes the use of
an excitation minimum favorable for localization, as aberrations usually influence
the rim of the excitation beams, making the intensity distribution for x > FWHM
hard to control experimentally. Also, with growing distance to the beam center, the
approximation of the regularly focused excitation beam with a Gaussian function
looses validity, whereas a donut beam is well approximated with a parabola in the
photon-efficient regime assuming L FWHM. For covering larger areas, the weak
dependence of the localization precision on the position of the molecule within the
TCP can make the use of Gaussian beams favorable (see Section 1.3). For photon-
efficient localization steps, we exploited a targetable minimum of excitation light
throughout this work.
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1.2.5 Considering background
Under experimental conditions, background emission due to auto-fluorescence from
the coverslip, buffer or sample or due to fluorescence emission from other molecules
cannot be avoided. The theory presented until here, however, did not take background
emission into account. Here, we introduce a background treatment as previously
described [6]. When assuming the background to obey a Poisson distribution with
mean λ(bg)i and the emission of the molecule to take a mean λ
(m)
i , the multinomial






























Under the assumption of equal background contributions in all exposures, we can
combine Equations 1.64 and 1.66 and obtain
pi (~rm, SBR) =
SBR (~rm)
SBR (~rm) + 1
· p(0)i (~rm) +
1




with p(0)i being the background-free p-function as defined in Equation 1.19.
The signal level in a MINFLUX acquisition depends on (i) the brightness of the
molecule bm, (ii) the position of the molecule ~rm with respect to the beam positions
and (iii) with respect to the confocal detection as well as (iv) on the beam separation
L. An important conclusion is, that there is an optimal value Lopt for each background
level as lowering the beam separation L decreases the SBR. If choosing L too small,
background contributions will dominate and impede a photon-efficient localization
[26]. The dependencies of the signal level also imply the that SBR can strongly vary
between localizations, so that it has to be determined individually (see Section 2.3.2).
1.3 Iterative MINFLUX localization
The drastic improvement in photon efficiency in the static MINFLUX implementation
is restricted to emitters that are located within the TCP region of size L. The
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Figure 1.3: Iterative MINFLUX concept in two dimensions. a, Predefined
TCP steps with beam separation L and discrete beam positions (colored dots) were used to
approach the molecule (white star) by performing a live estimation of the position. Different
beam shapes were used in the iterations, as depicted in form of a green sketch and overlaid
with the last exposure (yellow dot). b, Photon count traces for the different iterations. The
count rate of the central exposure (blue) is reduced upon centering the TCP onto the molecule.
c, The MINFLUX TCP is applied in discrete steps by switching off the excitation beam and
moving to the next position in between exposures. The photon count numbers are combined
to form count traces as displayed in (b). d, Simulated localization precision for iteration steps
as depicted in (a). Photon numbers Ni = {150, 100, 120, 230} delivering a total photon number
of Ntot = 600 and beam separations Li = {300 nm, 150 nm, 90 nm, 40 nm} were used. In the
first iteration, Gaussian beams were used for excitation. In iterations 2-4 donut-shaped beams
excited the molecule. The covariances of the position estimation (green shades) are shown
as ellipses of e−1/2 level. The activation area determines the region that has to be covered
with the iterative scheme (purple: FWHM = 200 nm with 50 % activation probability, pink:
2 ·FWHM with 95 % activation probability). e, Spatial average of precisions σ1···4 shown in (d)
(colored dots), together with the CRB in the iterations (green shades). The quantum CRB for
a conventional camera-based localization is shown (dashed line). Material from: Gwosch, K.C.*,
Pape, J.K.*, Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D multicolor nanometer
resolution in cells, Nature Methods, 2020, Springer Nature.
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illustrated in Section 1.2.4 and experimentally studied for the 2D case in [6]. This
trade-off between photon efficiency and FOV impedes the photon-efficient imaging
of larger regions. This is especially true for non-isolated objects in cells, where the
diffraction-limited activation beam can photo-activate molecules outside the TCP.
Iterative MINFLUX overcomes the limitations imposed by the trade-off between
information content and range of action [43]. This imaging procedure offers high
photon efficiency in arbitrarily large regions and facilitates imaging in fixed and living
cells. This is accomplished by iteratively approaching each photo-activated emitter
with a set of TCP arrangements, while gradually shrinking the TCP size L. This
allows to (i) reach any fluorophore within a photo-activated region (typically 200 nm
FWHM), (ii) have an isotropic localization precision in 2D and (iii) surpass the
typical ∝ 1/
√
N dependence, as photons are made increasingly informative as they
are acquired. The concept of iterative MINFLUX was first theoretically described
in [41] and experimentally demonstrated in [43].
The power of iterative MINFLUX is readily explained in 1D. Consider a molecule at
xm = 0 that is excited with two subsequent quadratic beams at positions x0 = −L0/2
and x1 = L0/2. After acquiring a total number of N0 photons, the CRB on the
position estimation (Equation 1.58) is given by





After collecting N0 photons and localizing the molecule, we can shrink the distance
between the excitation beams to L1 = 3σ0, so that the new localization precision
scales with













Repeating the same process k times leads to
σk(xm = 0) =
1√
N0N1 · · ·Nk
3k
4k+1L0. (1.72)
Choosing the photon number to be equal in all iterations and using an overall photon
number Ntot, so that Ntotk+1 = N0 = · · · = Nk holds, we obtain









demonstrating that centering and shrinking the excitation beam distance onto the
molecule can outperform the waiting for more photons. In this way, iterative
MINFLUX breaks the σ ∝ 1√
N
dependence that limits conventional camera-based
localization techniques and static MINFLUX approaches.
Experimental implementation of iterative MINFLUX in 2D for scanning large
image regions
In a first experimental implementation, 2D iterative MINFLUX used a number of
discrete zooming steps as depicted in Figure 1.3a. Beam shapes, beam separations
Li and photon numbers Ni were predefined for each iteration. After applying the
discrete positions of the TCP in iteration i (Figure 1.3c) and acquiring the photon
trace (Figure 1.3b) until collecting Ni photons, the position of the molecule was
estimated using the live position estimator for the employed TCP. The center
position of the TCP was re-adjusted and the settings for the TCP of the next
iteration applied as depicted. As described in Section 1.2.5, the choice of the final
beam separation was adjusted to an optimum for the present SBR. Figure 1.3c shows
an ellipse representation of the simulated localization precision in each iteration
for different molecule positions within the activation region. The final localization
precision is largely isotropic and independent of the position of the molecule, which
is in stark contrast to static MINFLUX implementations [6]. When inspecting the
spatially averaged localization precision in each iteration (Figure 1.3d), it becomes
apparent that using iterative MINFLUX, the localization error indeed does not
scale with 1/
√
N . For the given implementation, the error approximately followed a
1/N2 behavior. The photon efficiency of conventional camera-based localization was
surpassed at roughly Ntot ∼ 400 photons and reached a 1D precision of 1 nm when
using a total photon number of about Ntot ∼ 600. By scanning the iterative FOV
together with the activation beam over the sample, large image regions were acquired
with a localization precision of about 1 nm [43]. Also proof-of concept measurements
in living cells were performed demonstrating the compatibility of MINFLUX imaging
with living cells [43].
1.4 Outline of this thesis
Iterative MINFLUX, as presented so far, allows imaging of cellular samples with
nanometer localization precision in both lateral dimensions. It does not allow,
however, to extract any information about the axial position of the fluorophores.
Biological processes inherently happen in three dimensions, so that knowing the
position of the fluorophores in the axial direction as well is essential especially to
draw quantitative conclusions.
Further, fluorescence labeling offers very high specificity at the cost of rejecting
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any information about the environment of the fluorescent molecules. To interpret
fluorescence images, it is thus often required to image at least two target structures
simultaneously.
The aim of this work was the development and implementation of a multicolor
3D MINFLUX nanoscopy approach that allows drawing quantitative conclusions
from imaging data acquired with nanometer isotropic precision. To this end, I
first developed a three-dimensional MINFLUX scheme for imaging with isotropic
nanometer localization precision in a micrometer-sized FOV (Chapter 3). I estab-
lished a multicolor imaging approach to distinguish two or more fluorescent species
in a single specimen, preserving nanometer precision for both species (Chapter 4).
With the aim of recording the time evolution of molecular distances, I theoretically
studied the MINFLUX localization of two simultaneously emitting fluorophores with
distinct spectral properties. I performed first proof-of-concept measurements with
two immobile, but simultaneously emitting fluorophores (Chapter 4). I optimized
and applied a protocol for first 3D multicolor MINFLUX imaging of structures
inside an organelle. More specifically, the experiments allowed to study the protein
distribution within the heterooligomeric MICOS protein complex that is located at
crista junctions in human mitochondria. I worked out an analysis pipeline to extract
distance information and to isolate molecular arrangements of single crista junctions.
Based on these tools, I studied the distances and distributions of components within
the MICOS complex with unprecedented precision (Chapter 5).
All methods and materials used in this work are introduced in Chapter 2.
Parts of this thesis have been published in [42] with pre-release in [43], so that figures
as well as written text are partially adapted from this work. Further, the data shown





In the previous chapter I laid out the theoretical grounds of MINFLUX required
for the understanding of this thesis and formulated the goals of the presented work.
The present chapter is dedicated to the introduction of experimental methods and
materials that are required to meet these goals. This includes aspects of optics
design, electronics, software development and data or image processing as well as
protocols for the preparation of reference and biological samples.
I first describe the hard- and software design of the MINFLUX microscope (Sec-
tions 2.1.1 and 2.1.2). Further, I elaborate on calibration procedures specifically
developed for 3D MINFLUX localization, including an approach for the measurement
of the axial scaling introduced by a refractive index mismatch between the coverslip
and the sample medium (Section 2.1.3) and a pupil-segmentation-based measurement
scheme for the correction of system aberrations (Section 2.1.4). I further comment
on daily alignment procedures and MINFLUX data acquisition schemes (Section 2.2).
I elaborate on the basic MINFLUX data analysis (Section 2.3), including a trace
segmentation for the identification of molecular emission events and a maximum
likelihood estimation for localization. The reaction to background or emission events
outside the MINFLUX imaging region require a reliable event filtering approach that
I describe in detail. I define data rendering strategies and present an approach for
the quantification of the experimental localization precision. I conclude the chapter
with protocols for the preparation of all buffers and technical as well as biological
samples used within this work (Section 2.4).
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2.1 MINFLUX microscope for 3D and multicolor
imaging
The microscope used and expanded within this work was based on the hardware
design already described in [6, 26] as well as the software introduced in [43]. In brief:
the hardware was constituted of a confocal fluorescence microscope with ability for
fast beam position and power modulation as well as arbitrary phase modulation of
the excitation beam wavefront allowing for the generation of an excitation minimum
(Section 2.1.1). We addressed the main hardware components using an FPGA
board that additionally enabled real-time position estimation based on the detected
photons and subsequent re-adjustment of the TCP (Section 2.1.2). We describe
the beam position calibration along the optical axis (Section 2.1.3) as well as an
aberration correction approach that we used reduce beam distortions to a minimum
(Section 2.1.4).
2.1.1 Hardware design
This section is dedicated to the in-detail description of the microscope hardware that
was used in this work. The minimal functional components of a MINFLUX system
suitable for 2D acquisitions have already been introduced in Section 1.2.1. In brief,
MINFLUX requires the generation of an intensity minimum that can be targeted
to different positions in the sample. Fluorescence photons emitted by the labeling
molecules in the specimen have to be collected, so far all MINFLUX implementation
have used a confocal detector for this task. A photo-activation beam switched single
fluorescent molecules for individual registration.
The full design of the optical microscope used in this work is schematically displayed
in Figure 2.1 and Table 2.1 contains a list of all specialized hardware components. The
design of the microscope can be subdivided in different segments that are indicated
in Figure 2.1 and described below. Concisely, we used a widefield illumination
and camera detection to identify a region of interest in the sample. The region of
interest was addressed using either the sample stage or a large-range piezo-scanner.
During MINFLUX acquisition, the sample was illuminated with different point
illumination beams, including the photo-activation beam and two types of targeted
excitation beams. Fluorescence was detected on confocal detectors that additionally
allowed for multicolor classification. To avoid drift of the sample during MINFLUX
measurements, a stabilization system actively controlled the sample position. The
software and hardware interfaces that were used for the microscope control are
described in Section 2.1.2.
Point illumination For MINFLUX acquisition, we selected between three point
illumination beam paths. For excitation, we either used a Gaussian or a donut-
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Figure 2.1: MINFLUX microscope for 3D multicolor imaging. We used a point
illumination in combination with a confocal detection for MINFLUX acquisition. To choose a
region of interest in the sample, we used a widefield illumination and a single-molecule sensitive
camera. A stabilization system ensured nanometer stability during MINFLUX acquisition.
An FPGA and other data acquisition boards controlled the hardware components. Table 2.1
contains a list of all components shown here. Material from: Gwosch, K.C.*, Pape, J.K.*,
Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D multicolor nanometer resolution in
cells, Nature Methods, 2020, Springer Nature.
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shaped beam (560 nm or 642 nm), for photo-activating single fluorescent molecules
we illuminated the sample with UV light of 405 nm wavelength. An acousto-optic
tunable filter (AOTF) allowed to adapt the beam power and wavelength. We selected
one of the two excitation beam types using a combination of two electro-optic
modulators (EOMs). We mode-cleaned all illumination beams using single-mode
polarization-maintaining fibers. A varifocal lens (VFL) quickly defocused the donut-
shaped beam to axially displace the excitation volume in the sample. A spatial light
modulator (SLM) phase-modulated the excitation beam to imprint the vortex (2D
donut) or annular phase mask (3D donut) onto the wavefront and to compensate for
system aberrations. We used a phase-grating in combination with a pinhole in the
Fourier plane to omit the polarization fraction that was not phase-modulated by the
polarization-sensitive SLM. Two differentially driven electro-optic deflectors (EODs),
both located in planes conjugate to the back-focal plane of the objective lens, quickly
re-positioned the excitation beams for MINFLUX multiplexing. A piezo-based tip-tilt
mirror scanned the illuminating beams in a region of roughly 10 µm side length. The
scanner was imaged into the back-focal plane of the oil-immersion objective lens
using a 4f system. We mounted the sample on a manual stage integrated with a
piezo-driven stage to adjust the sample position. We ensured circular polarization of
the excitation beam by placing a λ/4 retarder wave plate in the last section of the
excitation beam path.
Widefield illumination A polarizing beam splitter combined the point excitation
beams with the point activation and widefield excitation. We used another AOTF to
select wavelength and power of the widefield illumination (488 nm, 560 nm or 640 nm).
Again, we mode-cleaned the beams using a single-mode polarization-maintaining
fiber. We focused the beams into the back-focal plane of the objective lens to achieve
a collimated illumination of the sample.
Detection The objective lens collected fluorescence light emitted by the sample that
was subsequently de-scanned on the tip-tilt mirror and separated from the illumination
light using a quad-band dichroic mirror. We selected one of three detection paths by
means of electrically driven flip mirrors. We used a camera detection to acquire large
sample regions in widefield-mode and to select the MINFLUX imaging regions. For
co-aligning the illumination beams and to measure the excitation PSF we used a large-
area fiber-based confocal detector (pinhole size several airy units). For MINFLUX
acquisition, a true confocal detection (pinhole size 500 nm in the sample plane)
collected the emitted photons to facilitate background suppression. After passing a
multi-mode fiber serving as the confocal pinhole, we separated the fluorescence into
two spectral ranges using a dichroic mirror with a cut-off wavelength of 685 nm.
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Stabilization We ensured nanometer stability of the sample with an active stabi-
lization system. For measuring the axial sample position, an infrared laser beam
(905 nm) illuminated the sample in total internal reflection mode, so that the displace-
ment of the reflected beam detected on a camera encoded the axial sample position.
For measuring the lateral sample position, we used a second camera and a broad
wavelength range for illumination (around 950–1000 nm). We acquired dark-field
images of one or several scattering nanorods immobilized on the coverslip as fiducial
markers encoding the sample position. A proportional–integral–derivative (PID)
controller commanded the piezo-stage upon change in the measured sample position.
An example measurement of the sample as well as the beam pointing stability is
displayed in Figure A.1.
Lasers
Laser 1 VFL-P-1500-642 MPB Communications Inc., Pointe-Claire, Que-
bec, Canada
Laser 2 Cobolt Jive™ 150-561 Cobolt AB, Solna, Sweden
Laser 3 405-50-COL-004 Oxxius, Lannion, France
Laser 4 Cobolt Jive™ 25-561 Cobolt AB, Solna, Sweden
Laser 5 LDH-D-C-485 PicoQuant, Berlin, Germany
Laser 6 LDH-D-C-640 PicoQuant, Berlin, Germany
Laser 7 LuxX® 905-150 Omicron-Laserage Laserproodukte GmbH,
Rodgau-Dudenhofen, Germany
Laser 8 Koheras SuperK Extreme NKT Photonics, Birkerød, Denmark
Beam modulation
AOTF1 AOTFnC VIS-TN AA Sa, Orsay, France
AOTF2 AOTFnC VIS-TN AA Sa, Orsay, France
AOTF3 AOTFnC 400.650-TN AA Sa, Orsay, France
EOM LM 0202 P 5W and LIV 20 Qioptiq Photonics GmbH Co. KG, Göttingen,
Germany
SLM LCOS-SLM X13267-06 Hamamatsu Photonics Deutschland GmbH,
Herrsching am Ammersee, Germany
Scanning
EODx/y M-311-A and WMA-300 Conoptics Inc., Danbury, CT, USA and Falco Sys-
tems BV, Amsterdam, The Netherlands
VFL KLMS2D0700-00 KTN vari-
focal lens module and AMPS-
2B200-03
NTT Advanced Technology Corporation, Omiya-
cho Saiwai-ku, Kawasaki-shi, Japan and Matsu-
sada Precision Inc., Aojicho Kusatsu, Japan
Tip/tilt
piezo
PSH-10/2 and EVD300 piezosystem jena GmbH, Jena, Germany
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Piezo stage P-733.3-DD and E725 Physik Instrumente (PI) GmbH & Co. KG, Karl-
sruhe, Germany
Polarization and beam transport
GT Glan-Thompson polarizer B. Halle Nachfl. GmbH, Berlin, Germany
PBS polarizing beam splitter cube B. Halle Nachfl. GmbH, Berlin, Germany
BS beam splitter cube 50:50 B. Halle Nachfl. GmbH, Berlin, Germany or Thor-
labs Inc., Newton, NJ, USA
FC fiber collimator 60FC-* Schäfter and Kirchhoff, Hamburg, Germany
λ/2 half wave plate B. Halle Nachfl. GmbH, Berlin, Germany or Thor-
labs Inc., Newton, NJ, USA
λ/4 achromatic quarter wave
plate
Thorlabs Inc., Newton, NJ, USA
PM-fiber polarization maintaining sin-
gle mode fiber
Thorlabs Inc., Newton, NJ, USA or Schäfter and
Kirchhoff, Hamburg, Germany
MM-fiber 1 multimode fiber M31L01 Thorlabs Inc., Newton, NJ, USA
MM-fiber 2 multimode fiber M42L02 Thorlabs Inc., Newton, NJ, USA
Lenses and mirrors
Objective HC PL APO 100x/1.40 Oil
CS2
Leica Microsystems GmbH, Wetzlar, Germany
L1-L14 achromatic lens with VIS or
NIR AR coating
Thorlabs Inc., Newton, NJ, USA or Qioptiq Pho-
tonics GmbH & Co. KG, Göttingen, Germany
T1-T6 telescope
ID iris diaphragm
FM mirror on motorized flip
mount
PH pinhole
BSPM back side polished mirror Thorlabs Inc., Newton, NJ, USA
Dichroic mirrors and filters
DM1 H 568 LPXR superflat AHF Analysetechnik GmbH, Tübingen, Germany
DM2 Z500-RDC-XT Chroma Technology Corp., Bellows Falls, VT,
USA
DM3 Z620SPRDC Chroma Technology Corp., Bellows Falls, VT,
USA
DM4 ZT405/488/561/640rpc AHF Analysetechnik GmbH, Tübingen, Germany
DM5 FF685-Di02 Semrock Inc., Rochester, NY, USA
DM6 FF925-Di01 Semrock Inc., Rochester, NY, USA
F1 ZET561/10x Chroma Technology Corp., Bellows Falls, VT,
USA
F2 488/6 BrighLine HC Semrock Inc., Rochester, NY, USA
F3 FF01-842/SP-25 and Quad-
Band 446/523/600/677 HC
Semrock Inc., Rochester, NY, USA
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F4 FF01-775/SP-25 and Quad-
Notch 405/488/560/635
Semrock Inc., Rochester, NY, USA
ET700/75m or BLP02-561R-
25
Chroma Technology Corp., Bellows Falls, VT,
USA or Semrock Inc., Rochester, NY, USA
F5 FL905/10 Dynasil, Littleton, MA, USA
F6 FELH0950 Thorlabs Inc., Newton, NJ, USA
F7 FESH1000 Thorlabs Inc., Newton, NJ, USA
F8 66-230 long pass filter 950 Edmund Optics®, Barrington, NJ, USA
Detectors
APD 1 SPCM-AQR-13-FC Excelitas Technologies, Waltham, MA, USA
APD 2,3 SPCM-AQRH-13-TR Excelitas Technologies, Waltham, MA, USA
Camera 1 Ixon EMCCD DU897-BV, Andor Technology Ltd., Belfast, UK
Camera 2 DMK 22BUC03 The Imaging Source Europe GmbH, Bremen, Ger-
many
Camera 3 DMK 23UP1300 The Imaging Source Europe GmbH, Bremen, Ger-
many
Computers
PC 3 personal computers run-
ning Windows 7 and Lab-
View 2016
Microsoft Corp., Redmond, WA, USA and Na-
tional Instruments, Austin, TX, USA
DAQ NI PCIe-6353 and NI PCI-
6259
both National Instruments, Austin, TX, USA
USB-3133 Measurement Computing Corporation, Norton,
MA, USA
FPGA NI USB-7856R National Instruments, Austin, TX, USA
Table 2.1: Hardware components and devices used in the optical microscope
displayed in Figure 2.1.
2.1.2 Experiment control software
We controlled all hardware components using custom-written software in LabView
2016 (National Instruments, Austin, TX, USA). We additionally used the software
Imspector [99] for simple beam- and stage-scanning schemes. Software and hardware
components and their connections are schematically displayed in Figure 2.2. We
programmed a USB-connected FPGA board to facilitate the iterative MINFLUX
acquisition in large fields. Functions of the FPGA board included photon-detection
input, live-estimation of the emitter position and control of the beam positions
according to predefined parameters and the estimated emitter position. A host
program allowed online changes to the FPGA settings and displayed and saved the
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SLM control (PC1)MINFLUX host + FPGA (PC1) Microscope control (PC1)
FPGA USB BoardNIDAQ
AOTF 1 Flip mirrors















Figure 2.2: Schematic of experiment control software. Software components
(blue), hardware interfaces (orange) and hardware components (gray).
photon numbers, beam positions and FPGA settings streamed from the FPGA.
The MINFLUX host program communicated with the microscope control, another
Labview-written software, to adjust illumination and detection schemes according
to the selected settings. Before starting a MINFLUX measurement, we selected a
region of interest based on a widefield image acquired in a custom-written camera
program. The FPGA host retrieved the scan positions from the camera image. We
wrote an SLM program to control the phase distribution displayed on the SLM and
to upload the phase image to an additional personal computer (PC) connected to
the SLM. We commanded the sample stage using a panel with manual adjustment
knobs or via universal serial bus (USB) controlled by the stabilization software.
2.1.3 Calibrating the beam position
MINFLUX imaging relies on the precise knowledge of the shape and position of the
employed excitation beam. We mapped the voltage applied to the scanners to a
physical position in the sample by calibrating the xy-scanners for both excitation
lines as previously described [6]. We additionally calibrated the electro-optical lens
that displaced the excitation beam along the optical axis. We first measured the 3D
excitation PSF for different input voltages UEOL using fluorescent microspheres. To
obtain the PSF offset ∆zGlass for each input voltage, we modeled the region around
the minimum position by a forth-order polynomial. A fit to the quadratic curve
∆zGlass = aGlass · U2EOL then revealed the parameter aGlass of the calibration curve.
In all 3D MINFLUX experiments, we positioned the beam along the optical axis
according to this calibration curve.
As the microspheres were located directly at the coverslip-buffer interface, the
calibration curve did not incorporate the axial scaling caused by a refractive index
mismatch between the cover glass and the sample ∆zSample = cSample∆zGlass [48]. We
measured the scaling factor cSample with a DNA origami nanoruler labeled with two
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90 nm




























Figure 2.3: Calibration of the beam position along the optical axis.
a, deoxyribonucleic acid (DNA) origami ruler with two Alexa Fluor 647 molecules sepa-
rated by a distance of 90 nm that can take different orientations when immobilized on a
coverslip. b, Fluorophore positions measured with 3D iterative MINFLUX after assigning
localizations to single molecules (blue, red). The black line symbolizes the distance between
the positions of the molecules. c, Calculated 3D donut with axial profile. The profile was used
to determine the axial scaling in simulations. d, Calculated beam position in the sample for
different defocus values taking the glass-water interface into account. Scale bars: 50 nm (b),
200 nm (c).
Alexa Fluor 647 molecules in a distance of 90 nm (GATTA-STED 3D 90R – custom,
GATTAquant GmbH, Hiltpoltstein, Germany). We prepared the sample as described
in Section 2.4.1. After immobilization, the rulers can take a distribution of slightly
different orientations (Figure 2.3a). We measured the position of both fluorophores
using 3D iterative MINFLUX. Following our standard post-processing steps (see
Section 2.3), we extracted localizations with high precision (p0 < 0.06). We selected
origamis with two fluorophores by extracting measurements with an overall standard
deviation of the localizations much larger than the localization precision (>10 nm),
which was the case for about 20 % of the measurements. Using Matlab’s kmeans
clustering algorithm, we assigned each of the localizations to one of the molecules. We
subsequently discarded measurements with a single molecule localization precision
larger than 5 nm. An ensemble of resulting measurements is displayed in Figure
2.3b. We calculated the scaling factor cSample = 90 nm−
√
∆x2 + ∆y2/∆zGlass based
on the measured projected distances ∆x, ∆y and ∆zGlass. We obtained an average
scaling of cSample = 0.690 ± 0.022, with the error being the standard deviation of
13 measurements. We additionally performed a simulation based on a focus field
calculation for high numerical apertures [68] using the realistic beam size and shape as
well as realistic objective lens properties. To determine the axial position of the beam
in the simulation, we applied an annular phase mask with phase step π, so that the
propagation of the electric fields resulted in a 3D-donut-shaped intensity distribution
(Figure 2.3c). To offset the beam by a certain amount, we imprinted a defocus term
on the wavefront. We recovered the simulated beam position by determining the
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pixel with lowest intensity within the vicinity of the 3D donut center. To account
for uncertainties caused by the finite pixel size, we assumed a linear dependence
of the axial shift on the imprinted offset (Figure 2.3d). The simulation delivered a
scaling factor cSample = 0.6876± 0.0063 being in excellent agreement with the purely
experimental result. We applied a scaling factor cSample = 0.7 in post-processing to
correct the axial position estimation in all 3D MINFLUX measurements.
2.1.4 Aberration correction
Due to the interference-based generation of the intensity minimum for MINFLUX
excitation, optical aberrations in the excitation beam path can deteriorate the zero
quality and consequently the intensity contrast that leads to a precise MINFLUX
localization. This is especially true for the beam generated from an annular phase
mask. For this reason, we measured aberrations induced by the optical system based
on a pupil segmentation approach as proposed in [33, 34]. A similar approach has
also been applied by other groups to measure sample-induced aberrations [58].
We obtained phase distortions for the entire wavefront by measuring the phase shift
of a small area with respect to a reference beam, chosen to be the central region of
the very same beam. We inhibited light from any other region of the beam from
entering the objective lens by applying the phase-grating on the SLM only for the
described regions (see Section 2.1.1). For a beam area of 4 mm on the SLM we
typically distributed overlapping circular pupils of 0.7 mm diameter, resulting in
a total number of 36 pupils. We consecutively applied a phase offset ∆φi to the
pupil of interest and detected the interference based on an xy-scan of a fluorescent
microsphere, expected to deliver an intensity distribution
I(j) (∆φi) =

















where the difference between the reference phase and the pupil phase φref − φ(j)pupil is
the aberration that we aimed to measure. Without loss of generality we assumed
φref = 0, so that Equation 2.2 simplifies to














In the experiment, we applied the phase shifts ∆φi ∈ [0, π/2, π, 3π/2], so that,
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2.2 DAILY ALIGNMENT AND DATA ACQUISITION
For legibility, we omitted the spatial dependence of all electric fields present in all
equations. In the experiments we focused (z ∼ 0) and centered the fluorescent
microsphere and derived the phase for all pixels xy of the image. Following a phase
unwrapping step for avoiding phase jumps within pupils, we fit and subtracted the
linear component of the phase in each pupil. We rejected outliers by comparing the
median absolute deviation multiplied with a sensitivity factor (typically 4) to the
fit error and repeated the fit with rejecting outliers. We selected the phase of an
individual pupil to be the value retrieved for one specific pixel. Before interpolating
the phase in between the pupils using a thin plate smoothing spline (Matlab function
tpaps with smoothing parameter 10−3) we subtracted the linear term of the wavefront
based on a linear fit to all pupil phases. Aberration correction delivered an almost
fully symmetric excitation PSF as displayed in Figure 3.1.
2.2 Daily alignment and data acquisition
We validated the microscope performance on a daily basis using fluorescent micro-
spheres (see Section 2.4.2). We re-examined the co-alignment of activation beam,
Gaussian excitation beam and donut-shaped excitation beam and re-adjusted the
confocal detection to optimize the overlap with the excitation volume. We imaged
the excitation PSF within the area or volume around the donut minimum by scan-
ning over a fluorescent microsphere. For scanning, we used the EODs (xy) and
the sample stage (z) respectively. For MINFLUX acquisition, we first mounted the
sample as described in Section 2.4.8. We selected a region of interest using widefield
illumination and fluorescence detection on a camera. We carefully adjusted the focal
plane to ensure full coverage of the structure of interest within the axial range of
3D MINFLUX of roughly 400 nm. When imaging or tracking isolated objects, we
determined the center of mass of the fluorescence image of each object on the camera
and carried out the MINFLUX scheme at each of the selected objects separately.
For imaging large regions, we defined scan positions in a distance of 200–250 nm
to ensure homogeneous photo-activation in the whole MINFLUX image area. We
scanned either on a rectangular grid or selected an arbitrarily shaped region on the
camera image.
Iterative MINFLUX imaging For MINFLUX imaging, we first transferred the
fluorescent molecules into a long-lived dark state by scanning the region of interest
with a Gaussian-shaped excitation beam. In this off-switching step we applied beam
powers of 100–200 µW in the back-focal plane. We photo-activated single fluorescent
molecules by conditionally applying UV activation light (405 nm). In a range of about
0.5–5 µW we manually adjusted the power of the photo-activation beam depending
on the molecular density. The FPGA controlled activation pulses of 0.5 ms duration,
interleaved with probing the presence of a molecule with the beam configuration of
35
2 METHODS
the first iteration (typically a Gaussian 4-point pattern repeated for 0.1 ms time or
until 40–100 photons were collected). We assumed a molecule to be present if the
photon count rate, low-pass filtered with a filter width of 1–10 ms, raised above a
predefined threshold of 5–50 kHz. As soon as a molecule was detected in the first
iteration, the iterative MINFLUX scheme resumed with the succeeding iterations.
For this, the molecule was first excited and the emitted photons collected using a
predefined TCP and photon number. The FPGA estimated the molecule position
and re-centered the subsequent TCP accordingly. The FPGA additionally adapted
the excitation beam type and modified the beam separation as defined in the iteration
protocol (see Section 1.3). The iterative scheme ended upon collecting a predefined
photon number in the last iteration or when the low-pass filtered count rate dropped
below an individually defined value in one of the iterations. In the first case, the
iterative scheme restarted without illumination with activation light, in the latter
case, activation light was conditionally applied until the next molecule was detected.
The iterative scheme either stayed at a single scan position until a predefined time
period (0.3–20 s) without emission events had passed or until a predefined number of
10 000–30 000 activation pulses had been applied.
Live position estimators The experimental implementation of iterative MINFLUX
requires the on-line estimation of the position of the molecule for subsequent centering
of the TCP onto the molecule. Due to the computational complexity, a numerical
implementation of the MLE is not suitable for this task. Instead we used the
trivial extension of the analytic expression of the mLMSE (Equation 1.38) to three
dimensions. We assumed a FWHM of 360 nm and numerically optimized estimator
parameters for a given SBR. For 3D position estimation, the optimization was based
on a purely quadratic approximation of the excitation beams. For optimizing the
2D position estimation we provided the experimental PSF. The resulting estimator
parameters are listed in Table 2.2. For iterations with Gaussian exposures arranged
in a cross-like pattern, we used a modified form of the analytic expression of the 1D






8 ln (2)L [ln (n0)− ln (N − n0)] , (2.5)
where N is the total photon number, n0 is the photon number in the first of the two
exposures along one spatial dimension, L is the beam separation and SBR is the
signal-to-background ratio. We assumed a Gaussian width FWHM = 300 nm and
scaled the resulting estimation with an empirical factor of 0.8.
Static MINFLUX For the static MINFLUX experiment resulting in the data
shown in Section 4.2, we used the acquisition as described in [26]. We adapted the
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Acquisition TCP L (nm) Nk β0 β1
Simulations G 300 150
Z 400 100 optimal optimal
D7 150 150 optimal optimal
D7 90 150 optimal optimal
D7 40 450 optimal optimal
3D imaging G 300 100
G 300 100
Z 300 100 0.55
Z 200 100 0.55
D7 150 150 0.88 23.5
D7 100 200 0.58 31.5
D7 100 10000 0.58 31.3
2D imaging G 300 40
G 300 60
D 150 100 1.16 8
D 100 100 0.95 8.8
D 50 100 0.58 11.6
D 30 Inf 0.4 13.5
Table 2.2: Iteration paramters used within this work. The following abbreviations
were used for the TCP: G – cross-like TCP with four Gaussian exposures, D – two dimensional
four-point triangular pattern with 2D donut exposures, Z – two exposures with three-dimensional
(3D) donut displaced along the optical axis, D7 – seven-exposure cross-pattern in 3D using
exposures with 3D donut. L describes the diameter of the circle connecting the outer exposures.
Nk is the number of photons collected in iteration k. β0 and β1 are the estimator parameters
of the mLMSE. All TCPs are visualized in Figures 1.3 and 3.6.
excitation power to obtain count rates of about 100 kHz in order to avoid saturation
of the emitting fluorescent molecules.
2.3 Data analysis
The data analysis routines used in this work mainly followed the steps that were
previously described [6]. First, we segmented the photon count traces to extract
the photon counts detected during molecular emission events (Section 2.3.1). For
each photon collection, we estimated the position of the molecule (Section 2.3.2)
leading to a set of localizations. To omit localizations resulting from an erroneous
reaction to background emission or events with impaired convergence in the iterative
MINFLUX scheme, we applied localization filters in post-processing (Section 2.3.3).
We displayed the localization data in several ways that are detailed in Section 2.3.4.
37
2 METHODS
For a quantitative assessment of the localization precision, we used two approaches
that are described in Section 2.3.5.
2.3.1 Segmenting the photon count trace
For MINFLUX imaging, we transferred molecules into a long-lived dark state before
starting an acquisition. During acquisition we collected photon count traces for each
iteration and multiplex position. Single molecules were photo-activated, leading to
photon bursts occurring sequentially and isolated in time. By segmenting the photon
count trace, we extracted the molecular photon bursts and removed segments con-
taining only background emission. Based on the extracted molecular photon counts,
we subsequently estimated the position of the emitting molecule (see Section 2.3.2).
Molecular emission events were characterized by a sharp increase or decrease in
the overall photon count rate. We isolated the photon counts detected in the last
MINFLUX iteration and assigned all time points to one of the emission states "on"
(1), "off" (2) or "blinking" (3) by applying a Hidden Markov model to the sum of
counts collected in all TCP positions (Matlab algorithm hmmviterbi). For this,
we first estimated the emission rates for molecular emission λ(m) and background
emission λ(bg). We split the median-filtered photon count trace (20–30 samples) at a
customarily chosen threshold and calculated the average emission above (molecule)
and below (background) the threshold. We assumed Poisson distributions with mean
values λ(m) and λ(bg) as initial emission probabilities in the Hidden-Markov model.
The transition probability matrix Tij for a transition from state i to state j was
described by
T11 = 1− T12 − T13 (2.6)
T12 = ts/toff (2.7)
T13 = 0 (2.8)
T21 = ts/ton (2.9)
T22 = 1− T21 − T23 (2.10)
T23 = ts/t(blink,on) (2.11)
T31 = 0 (2.12)
T32 = ts/t(blink,off) (2.13)
T33 = 1− T31 − T32 (2.14)
with ts = 0.1 ms being the sampling time, toff = 0.1 s, ton = 0.5 s the estimated on and
off-times of the molecule and t(blink,on) = 1 ms and t(blink,off) = 0.1 ms the estimated
blinking on and off times. We run two iterations of the hmmviterbi algorithm, both
using the same transition probability matrix. In the second iteration we refined
the emission rate distribution based on the states assigned in the first run. To
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avoid unnecessary splitting of single emission events, we merged successive emissions
that had been assigned to states “on” or “blinking”. To assess the experimental
localization precision, we aimed at extracting several localizations for each molecular
emission event. To this end, we split the segmented photon traces at a predefined
photon number of N = 2000, usually resulting in 5–10 localizations per event. We
further assigned localizations to the same molecule and identifier (ID) if no activation
light had been applied in between iteration cycles.
2.3.2 Position estimation
We used an MLE to estimate the molecule positions in 2D or 3D data sets from the
photon count traces similarly to previously described approaches [6]. In contrast
to static MINFLUX realizations, the SBR in iterative MINFLUX depends on the
position of the molecule within the TCP and within the confocal volume. As a
consequence the SBR varied not only between iterations, but also for successive
events from the same molecule, so that we could not extract the SBR directly from
the photon count trace. Instead, we estimated the SBR together with the position
of the molecule ~rm using
~̂rm = argmax
~rm,SBR
{L (~rm, SBR)} (2.15)
= argmin
~rm,SBR






nj · ln [pj (~rm, SBR)]
 (2.17)
with the previously defined SBR (Equation 1.66) and multinomial success probabilities
~p (Equation 1.67). We applied the axial scaling factor (see Section 2.1.3) after position
estimation with the MLE to obtain the refractive-index corrected position estimate
along the optical axis. For the analysis of MINFLUX imaging data, we used a
custom-written grid search implementation of the MLE [6]. For the analysis of the
experimental data shown in Section 4.2, we employed a simulated-annealing-based
optimization using the Matlab function simulannealbnd.
2.3.3 Localization filtering
In the iterative data acquisition scheme, we manually defined a count rate threshold
to identify the presence of a single molecule. This static threshold definition led
to two classes of false-positive iteration events. On the one hand, we misallocated
background for emission events because we chose the molecule detection threshold
as low as possible to avoid missing out emission events with low emission rates. On
the other hand, we reacted to molecules outside the MINFLUX region that were
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unintentionally activated either thermally or by the excitation light.
To omit false-positive events while keeping as many molecular localizations as possible,
we applied localization filters in post-processing. The experimental distributions of
all filter variables as well as the applied filter values are displayed in Section A of
the appendix for all datasets shown in this work.
Emission probability in the central exposure p0 When reacting to background
as well as when detecting molecules emitting far outside the MINFLUX region, we
expect equal mean counts in all exposures, so that the probability of detecting a
photon in the central exposure becomes independent of any molecule position and is
distributed around p0 = 1/K with K being the number of exposures. Using only
localizations with p0 < c/K, c < 1 being a customarily chosen constant, allowed to
omit background events. Further restricting the employed p0 values by reducing the
filtering threshold improved the localization precision of the remaining localizations
at the expense of omitting more and more valid localizations. Background emission
limited the use of a filter based on p0, because for SBR → 0 also molecular emission
events tend towards p0 → 1/K. This behavior manifests itself in a larger overlap of
the p0-distribution for true emission and false-positive events.
Distance to TCP center A measure of the event quality that proved to be more
robust to a reduction in SBR was the relative distance of the estimated localization
to the TCP center in the final iteration, given by
rrel =
√
x2rel + y2rel + z2rel (2.18)
=
√
(xest − xTCP)2 + (yest − yTCP)2 + (zest − zTCP)2. (2.19)
Background events and events of molecules far outside the TCP were estimated
close to the edge of the TCP with rrel ∼ L2 . By using a filter value rrel ∼ 0.8 ·
L
2 , we
omitted most of the false-positive events and kept almost all true emission events
independently of the SBR.
Estimated position in the MLE grids For false-positive events some MLE es-
timates failed due to an almost constant or ambiguous likelihood function. In
consequence, we omitted events, for which the estimated localization coincided with
any of the grid edges in the gridsearch MLE implementation (Exitflag MLE 6= 0).
Photon number N To guarantee a particular localization precision we omitted
localizations with a low photon number in the last iteration.
Emission count rate We discarded events with simultaneous emission from two
molecules by defining a count rate threshold. This was only possible for the DNA
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origami dataset, because all cellular acquisitions showed stronger variability in the
count rate distribution due to a larger spread of molecule positions in the confocal
volume and with respect to the last TCP position.
2.3.4 Data rendering
We chose three data rendering strategies to display MINFLUX localizations within
this work.
1. We displayed 2D localizations as simple 2D histograms with the bin size
chosen to be smaller than half the localization precision according to the
Nyquist-Shannon sampling theorem (Figure 4.3).
2. For an image-like representation of the data, especially suitable for study-
ing multicolor data, we replaced each estimated position with a Gaussian
distribution. Summing up pixel entries for overlapping distributions and
normalizing the pixel values delivered the final image matrix Iij. We used










with σx = σy
chosen to be the 1D localization precision estimated from all co-aligned localiza-
tions. For multicolor data (Figures 4.3 (histogram), 4.4 (Gaussian rendering),
5.2 (Gaussian rendering)), we calculated a red-green-blue color space (RGB)
image with the color components being
I
(red)










ij = 0.7 · I
(CF660C,CF680)
ij , (2.22)
where the factors α(red/green) were chosen to balance the two imaged molecular
species for best visibility.
3. Further, we displayed localization data as scattered dots in a two-dimensional
(2D) or 3D coordinate system (Figures 3.8, 3.10, 4.8, 5.9). We chose the size of
the dots for best visibility and independently of the experimental localization
precision. For some datasets presented, we additionally displayed a surface for
visual aid. We estimated the surface shape by clustering the localization using
one of the following approaches:
a) Agglomerative hierarchical clustering based on the Matlab functions
linkage and cluster using the median to measure the distance between
clusters and using an estimated number of clusters (here the number of
nuclear pores) in the image as an input (Figure 3.8).
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b) Density-based clustering with the Matlab function dbscan with eps ∼
2 ·σ1D and minPts chosen manually for the displayed dataset (Figure 3.10).
We additionally split the localization data into two surface elements using
the Matlab implementation of the kmeans clustering algorithm.
We estimated the surface based on the cluster centers using the Matlab function
tpaps with a smoothing parameter of 0.996–0.999. More elaborate cluster
analysis approaches for assigning localizations to single molecules are further
described in Section 5.3.
2.3.5 Estimating the localization performance
We estimated the localization precision from the MINFLUX images based on local-
ization groups that originated from the same emission event. We obtained several
localizations per event by splitting the photons collected within a single MINFLUX
iteration cycle (i) or by combining localizations from subsequent iteration cycles that
were performed without applying activation light in between (ii).
For estimating the localization precision based on the assigned localization groups or
molecule IDs, we determined either the median value of the 1D standard deviation
distribution for all molecule IDs (i) or co-aligned all mean localization group positions
and determined the spread of single localizations around the co-aligned center based
on a 1D Gaussian fit (ii). For both approaches we only considered clusters with at
least five localizations.
2.4 Sample preparation
Within this work, we used a range of different samples to demonstrate the capabilities
of MINFLUX localization. On the one hand, artificial test samples like DNA origamis
(Section 2.4.1) or fluorescent microspheres (Section 2.4.2) served for measuring the
performance of the setup. In first proof-of-concept measurements, 3D and multicolor
MINFLUX images of Nup96, part of the nuclear pore complex (NPC), were acquired
in mammalian cells (Section 2.4.3). 3D MINFLUX was used to image PSD-95,
part of the post-synaptic protein assembly in hippocampal neurons (Section 2.4.4).
Mitochondrial proteins were imaged in several cell types using a staining protocol
with directly labeled primary antibodies (Section 2.4.5 and 2.4.6). In all experiments
special buffer systems were used for best control of the fluorophores’ photophysics
(Section 2.4.7), requiring a specialized sample mounting procedure (Section 2.4.8).
2.4.1 DNA origami
Annealing For pre-annealing the Rothemund DNA origami template [90] without
dye molecules, we mixed the scaffold strands (M13mp18, N4040S, New England
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Biolabs Inc., Ipswich, MA, USA) with 10-fold excess of staple strands (see Table
B), both dissolved in Tris-acetate-EDTA (TAE) 1x containing 27 mM MgCl2. We
annealed the strands by heating to 85 ◦C for 3 min followed by cooling down in steps
of 0.5 ◦C/min until reaching 4 ◦C. We purified the origami template by adding 15 %
polyethylene glycol (PEG) in TAE 1x containing 0.5 mM NaCl and 16 mM MgCl2 to
the cooled-down solution. While maintaining a temperature of 4 ◦C, we centrifuged
the solution at 13 000 rpm for 30 min. After removing excess solution and again
supplying 15 % PEG solution, we repeated the centrifugation. We repeated the
purification step three times. We stored the DNA origami template in TAE 1x
containing 10 mM MgCl2 at −20 ◦C.
Prior to experiments, we annealed the template with the commercially available
imaging strands that were 5’-labeled with a fluorescent molecule. We added a 25-fold
excess of the labeled strands to the DNA origami template solution and incubated
over night at room temperature. We again purified the labeled DNA origami as
described above. For the DNA origami used in multicolor MINFLUX imaging (see
Figure 4.3), we repeated annealing and purification with a 250x excess of labeled
strands.
Immobilization For immobilization of DNA origamis or single DNA strands on
a coverslip, we prepared a home-built flow channel based on single-molecule clean
coverslips. For cleaning, we sonicated 2–3 times for 15 min in a 2 % Hellmanex®III
solution (Hellma GmbH & Co. KG, Müllheim, Germany) after placing the coverslips
in a home-built teflon holder. To remove remaining detergent, we rinsed the coverslips
with Milli-Q water and dried with pressurized air. In a second step, we immobilized
gold nanorods on the cleaned coverslips. We diluted the nanorods (A12-25-980-
CTAB-DIH-1-25, Nanopartz Inc., Loveland, CO, USA) 1:3 in Milli-Q and disposed
30–100 µl of the nanorod solution on the coverslips after sonicating the nanorod
solution for 10 min. After incubating for less than a minute, we rinsed the coverslips
with Milli-Q and dried them with pressurized air. We built the flow channel using
double-sided tape (Scotch®, 3M, Saint Paul, MN, USA) to maintain a flow volume of
roughly 15 µl between microscope slide and nanorod-coated coverslip. We incubated
the channel first with Biotin-BSA (1.5 mg/ml in phosphate-buffered saline (PBS),
A8549, Sigma-Aldrich, St. Louis, MO, USA) for 10 min, subsequently washing with
PBS to avoid binding in solution. We incubated with Streptavidin (0.5 mg/ml in
PBS, RSTREP-RO, Sigma-Aldrich, St. Louis, MO, USA) for 10 min, followed by
another washing step with PBS. We replaced the PBS in the flow channel with folding
buffer (TAE 1x with 10 mM MgCl2) and immobilized the biotinylated and labeled
DNA origami diluted to 5–50 pM by incubating for about 5 min. After removing
unbound DNA origamis by washing with folding buffer, we filled the flow channel
with blinking buffer for MINFLUX nanoscopy or stabilizing buffer for MINFLUX
tracking (see Section 2.4.7) and sealed the flow channel using picodent twinsil®speed
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22 (picodent®Dental-Produktions- und Vertriebs-GmbH, Wipperfürth, Germany) to
avoid oxygen influx.
2.4.2 Fluorescent microspheres
For calibrating the axial beam shift introduced by the VFL, for measuring the
PSF of the microscope and for daily alignment of the illumination beams and the
confocal detection volume we used references samples with immobilized fluorescent
microspheres (FluoSpheres®, 0.02 µm, dark red fluorescent; Thermo Fischer Scientific,
Waltham, MA, USA). We cleaned the coverslips and immobilized gold nanorods as
described in Section 2.4.1. We incubated the coverslips with Poly-L-Lysine (50 µl,
0.01 % Poly-L-Lysine solution, Sigma-Aldrich, St. Louis, MO, USA) for 5 min. After
sonicating the fluorescent microsphere solution for 10 min, we diluted it to 1:106
in PBS. We incubated the coverslips with 20 µl of the bead solution for 1 min and
washed with Milli-Q water. We mounted the coverslip on a home-built flow channel
(see Section 2.4.1) that we filled with PBS. We sealed the sample using epoxy glue
(Loctite Hysol®, Henkel, Düsseldorf, Germany).
2.4.3 U-2 OS cells for imaging the nuclear pore complex
For imaging the NPC in mammalian cells we used a cell line available from Cell Line
Services (CLS, clsgmbh.de, Nup96-SNAP 293 300444). We handled and prepared
the cells as described in [108]. We cleaned the coverslips before seeding the cells
by incubating them in a stirred methanol/hydrochloric acid (50/50) solution and
rinsing them in water to recover a neutral pH value before irradiating them with
UV light for 30 min. Cells were seeded on clean coverslips two days prior to fixation
and incubated at 37 ◦C in an atmosphere of 5 % CO2 and 100 % humidity. We used
Dulbecco’s modified Eagle’s medium (DMEM) without phenol red (1180-02, Thermo
Fisher Scientific, Waltham, MA, USA), containing 1x MEM NEAA (11140-035,
Thermo Fisher Scientific, Waltham, MA, USA), 1x GlutaMAX (35050-038, Thermo
Fisher Scientific, Waltham, MA, USA), ZellShield (13-0050, Minerva Biolabs, Berlin,
279 Germany) and 10 % [v/v] fetal bovine serum as growth medium. We prefixed
the seeded coverslips in 2.4 % [w/v] formaldehyde in PBS for 30 s, permeabilized
in 0.4 % [v/v] Triton X-100 in PBS for 3 min before fixing again for 30 min. We
incubated the sample in 100 mM NH4Cl in PBS for 5 min to quench autofluorescence
of formaldehyde. We applied Image-IT FX Signal Enhancer (I36933, Thermo Fischer
Scientific, Waltham, MA, USA) for 30 min prior to staining to enhance specificity of
binding. For staining, we left the sample with 1 µM BG-Alexa Fluor 647 (S9136S,
New England Biolabs Inc., Ipswich, MA, USA) and 1 µM dithiothreitol (DTT) in
0.5 % [w/v] bovine serum albumin (BSA) in PBS for 50 min at room temperature.
Prior to mounting, we washed three times for 5 min in PBS to remove any unbound
dye. To label the center of the pore, we additionally incubated the coverslips with
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wheat germ agglutinin CF680 conjugate (29029, Biotium, Inc., Fremont, CA, USA)
diluted to 0.02 µg/ml in PBS containing 1 % BSA for 5 min. We washed at least
three times in PBS to remove any unbound dye.
2.4.4 Primary hippocampal neurons for PSD-95 imaging
For imaging PSD-95 in hippocampal neurons, we prepared neuron cultures from
transgenic PSD-95-HaloTag mice [74] following the protocol described in [18]. The
neurons grew 35 days in vitro before we fixed them by supplying formaldehyde solution
(4 % in PBS, pH 7.4) for 15 min at room temperature. We washed the cells in PBS
before incubating them in NH4Cl (100 mM) for 10 min to reduce autofluorescence
background. We permeabilized the neurons using 0.1 % [v/v] Triton X-100 in PBS
for 10 min and incubated with an Alexa Fluor 647-HaloTag ligand (1 µM, synthesized
in house) for 30 min at room temperature. We washed several times with PBS before
we mounted the coverslips for imaging (see Section 2.4.8).
2.4.5 Cell culture and staining for mitochondrial imaging
We cultured human primary dermal fibroblasts (HDFa, ATCC, Manassas, VA, USA)
as well as HeLa cells (gift from Prof. Dr. Stefan Jakobs) in DMEM containing 4.5 g/l
Glucose and GlutaMAX™ additive (Thermo Fischer Scientific, Waltham, MA, USA)
supplemented with 100 U/ml penicillin and 100 µg/ml streptomycin (Merck Millipore,
Burlington, MA, USA), 1 mM sodium pyruvate (Sigma Aldrich, St. Louis, MO, USA)
and 10 % [v/v] fetal bovine serum (Merck Millipore, Burlington, MA, USA). We
equivalently cultured U-2 OS cells (ATCC, Manassas, VA, USA) in McCoy’s medium
(Thermo Fischer Scientific, Waltham, MA, USA). We seeded cells on coverslips two
days prior to fixation and kept them at 37 ◦C and 5 % CO2. For imaging Mic10 we
used a Mic10-TO HeLa cell line, where a Mic10-FLAG fusion protein replaced the
endogenous Mic10. To this end, Mic10 C-terminally fused with a FLAG-T2A-EGFP
tag was intergrated into the genome of HeLa Mic10 knockout (KO) cells under the
control of a tetracycline-dependent (TetOn) promoter. Induction with doxycycline
led to the expression of the fusion protein. The self-cleaving T2A-peptide [94] caused
the release of cytosolic enhanced green fluorescent protein (EGFP) as an expression
reporter, whereas the FLAG-tagged Mic10 was transported into the mitochondria.
Mic10-TO HeLa cells were a gift from Prof. Dr. Stefan Jakobs. We induced Mic10-
TO HeLa cells for Mic10-FLAG expression by adding DMEM containing 0.025 µM
doxycycline hyclate (Sigma Aldrich, St. Louis, MO, USA) for 24 h.
Before labeling, we fixed the cells by adding 2 ml of a pre-warmed solution (37 ◦C)
of 8 % formaldehyde in phosphate buffered saline (PBS, 137 mM NaCl, 2.68 mM
KCl and 10 mM Na2HPO4, pH 7.4) to 2 ml DMEM culture medium. After 5 min we
exchanged the solution for 8 % formaldehyde in PBS and incubated an additional
5 minutes. We permeabilized the fixed cells by applying 0.1 % [v/v] Triton X-100
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in PBS for 5 minutes and blocked with 5 % [w/v] BSA in PBS/Glycine (0.1 M) for
30 minutes. For staining, we diluted the directly labeled primary antibodies (see
Section 2.4.6) in PBS/Glycine (0.1 M) containing 5 % BSA [w/v]. We incubated the
samples for 1 h at room temperature before washing six times with PBS to remove
any unbound labels. For dual-color labeling of Mic10 and Mic19 along with Mic60
we incubated the samples with primary antibodies against Mic10 or Mic19 over night
at 4 ◦C. Afterwards, we incubated the samples with antibodies against Mic60 for
1 h at room temperature. For labeling of the antibodies we used the protocol as
described in Section 2.4.6.
Target Type Company Dyes






mouse, monoclonal Sigma Aldrich, St. Louis,
MO, USA
CF680
Mic19 rabbit, polyclonal Atlas antibodies, Bromma,
Sweden
CF680
ATPb mouse, monoclonal abcam, Cambridge, United
Kingdom
Alexa Fluor 647
Table 2.3: Primary antibodies for mitochondrial imaging. All antibodies were
directly labeled as described in Section 2.4.6.
2.4.6 Direct labeling of primary antibodies
We labeled primary antibodies directly using amine-reactive crosslinker chemistry
at the primary amines of the lysine side chains natively present in the antibodies.
First, we purified the antibodies using a centrifugal concentrator (Vivaspin 500,
MWVO 10.000, Sartorius, Göttingen, Germany) and re-solved them in PBS (pH
7.4), resulting in an amount of roughly 200 µg of antibody at a concentration of
1 µg/µl. We added 20 µl NaHCO3 (1 M, pH 8.3-8.5) to the solution and supplied
about 20 µg of the commercially available 1-Hydroxy-2,5-pyrrolidinedione (NHS)
ester derivative of the fluroescent dye (Alexa Fluor 647 NHS Ester, A37573, Thermo
Fisher Scientific, Waltham, MA, USA; CF660C Succinimidyl Ester, 92137 and
CF680 Succinimidyl Ester, 92139, both Biotium, Inc., Fremont, CA, USA) solved
in dimethylformamid (DMF) at a concentration of 10 mg/ml. We protected the
solution from light and incubated at room temperature for 1–2 h while gently stirring.
For purification, we pre-washed a gel filtraction column (PD MiniTrap G-25, GE
Healthcare Life Sciences, Little Chalfont, Buckinghamshire, United Kingdom) several
times with PBS (pH 6.5) before adding the antibody solution and eluting again with
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PBS (1x, pH 6.5). A fraction of 200 µl was collected and the protein concentration
verified using a micro-volume spectrometer (NanoDrop, Thermo Fisher Scientific,
Scientific, Waltham, MA, USA). All antibodies and combinations with dyes employed
in this work are listed in Table 2.3.
2.4.7 Buffers
For the MINFLUX experiments presented in Chapters 3, 4 and 5, the emission
behavior of the fluroescent molecules was controlled using two different buffer systems
that are described here.
Blinking buffer for MINFLUX nanoscopy For MINFLUX imaging of samples
labeled with Alexa Fluor 647, CF660C or CF680, we used a standard STORM
blinking buffer [113]. It contained 0.4 mg/ml glucose oxidase (G2133, Sigma Aldrich,
St. Louis, MO, USA), 64 µg/ml catalase (C100-50MG, Sigma Aldrich, St. Louis,
MO, USA), 50 mM TRIS/HCl pH 8.0/8.5, 10 mM NaCl, 10–200 mM cysteamine
hydrochloride (MEA) (M6500, Sigma Aldrich, St. Louis, MO, USA) and 10 % [w/v]
glucose. For DNA origami samples, we prevented dehybridization of the DNA strands
by adding 10 mM MgCl2 to the buffer solution.
Buffer for continuous emission in MINFLUX tracking experiments For MIN-
FLUX tracking experiments, we used a reducing and oxidizing system (ROXS) that
prevented the blinking and fast photobleaching of the employed molecules [114].
It contained PBS with 10 % [w/v] Glucose and 0.5 mg/ml Trolox (Tertramethyl-
chroman-2-carbocylic acid, 391913-1G, Sigma Aldrich, St. Louis, MO, USA) that
we dissolved by stirring and sonicating, followed by a sterile filtering step to remove
any undissolved substance. Additionally, the buffer contained 0.6 µg/ml methylviolo-
gen-dichloride hydrate (MV, 856177-1G, Sigma Aldrich, St. Louis, MO, USA) and
an oxygen scavenging system based on 0.4 mg/ml glucose oxidase (G2133, Sigma
Aldrich, St. Louis, MO, USA) and 64 µg/ml catalase (C100-50MG, Sigma Aldrich,
St. Louis, MO, USA) as for the blinking buffer.
2.4.8 Mounting of cell samples
For active sample stabilization during MINLFUX acquisition, we also treated all
cell samples with fiducial markers (gold nanorods, A12-25-980-CTAB-DIH-1-25,
Nanopartz Inc., Loveland, CO, USA). We diluted the supplied solution of gold
nanorods 1:3 in single-molecule clean PBS (P4417 Sigma-Aldrich, St. Louis, MO,
USA), sonicated for 5–10 min, and incubated the coverslips at room temperature
with 100–500 µl of the nanorod solution for 5–15 min. We removed freely floating
nanorods by washing the sample at least 3–4 times in PBS. We filled a singe-
welled microscope slide with the imaging buffer solution, mounted the coverslip on
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top, removed excess of the buffer solution and sealed the samples with picodent
twinsil®speed 22 (picodent®Dental-Produktions- und Vertriebs-GmbH, Wipperfürth,
Germany) to prevent air exchange.
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As outlined in Section 1.1, several super-resolution methodologies aimed for improving
the resolution in all spatial dimensions, while isotropic nanometer-scale resolutions
remained difficult to achieve. In this chapter, I present an approach for MINFLUX
3D single-emitter localization based on a beam with a 3D intensity minimum that can
be targeted to the molecule in all spatial dimensions. By adopting the lower bounds
on the localization precision for 3D MINFLUX, I show that a 3D isotropic nanometer
precision can be achieved under realistic conditions. To study the convergence of the
position estimators to the theoretical bounds, I numerically test their performance
(Section 3.1). I further elaborate on the performance of iterative 3D MINFLUX
for imaging micrometer-sized fields of views, demonstrating a further increase in
photon efficiency during acquisition, thus theoretically outperforming any standard
camera-based localization scheme (Section 3.2). Iterative MINFLUX is used for
an experimental validation of 3D MINFLUX by imaging Nup96 and PSD-95 in
fixed cells, reaching an isotropic single digit nanometer localization precision over
micrometer-sized regions (Section 3.3). I conclude the chapter with a discussion of
advantages and limitations of iterative 3D MINFLUX localization (Section 3.4).
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3.1 Static 3D MINFLUX single emitter localization
The MINFLUX principle relies on a preferably steep intensity gradient of the excita-
tion beam in the direction of localization (i), on the targeted pointing of the beam
coordinate, again in the direction of localization (ii) and on the Poisson statistics
of the emitted photons (iii). Keeping these three prerequisites in mind, a minimal
3D MINFLUX implementation needs an intensity gradient in all spatial dimen-
sions (i), ideally showing similar magnitudes, so that an isotropic precision can be
achieved, and a spatial displacement of the beam position relative to the sample in
all three dimensions (ii). The photon statistics of the emission is independent of the
localization’s dimensionality and remains unaltered (iii).


















Figure 3.1: Beam shape used for experimental 3D MINFLUX localization.
a, Annular phase mask with phase jump of amplitude π for the generation of the 3D donut.
b, Calculated 3D donut PSF based on an annular phase mask (a) assuming circularly polarized
light [68]. c, Experimental beam shape. The wavefront was controlled with an SLM. The
beam shape was measured using a fluorescent microsphere. Scale bars: 300 nm (b, c).
For 2D MINFLUX, a donut-shaped beam with small z-gradient and especially
vanishing difference and intensity along the line of x = y = 0 was employed. This
beam is unsuitable for a 3D MINFLUX localization. Another donut beam shape
readily employed in 3D STED microscopy [63] clearly fulfills the requirements for
3D MINFLUX. The 3D donut-shaped intensity distribution can be generated from a
Gaussian-shaped beam by applying an annular phase mask to the beam’s wavefront,
so that the phase of the inner and outer regions of the beam are shifted by π with
respect to each other (Figure 3.1a). Fully destructive interference consequently occurs
at the focal point with the intensities increasing with growing radial distance (Figure
3.1b for a calculated beam shape). We experimentally realized the 3D-donut-shaped
beam by introducing an SLM into the excitation beam path (see Section 2.1.1).
The SLM displayed an annular phase mask with a π-jump at a radius at around
70 % of the aperture radius, heuristically optimized for minimal intensity of the
excitation PSF at the focal point; for details on the PSF measurement the reader is
referred to Section 2.2. We further lowered the residual intensity at the focal point
and improved the beam’s symmetry by measuring wavefront distortions based on
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a pupil-segmentation approach (see Section 2.1.4). We compensated the wavefront
error by applying the opposite of the measured wavefront to the SLM, resulting in a
close-to ideal excitation PSF (Figure 3.1c).
To displace the excitation beam in both lateral dimensions, scanning schemes had
already been implemented for 2D MINFLUX, including a fast beam positioning
with electro-optical deflectors (see Section 2.1.1). Two possibilities allowed for a
displacement along the optical axis: a movement of the piezo-driven sample stage or
the introduction of a defocus to the beam’s wavefront by means of an electrically
adjustable lens. We opted for the integration of an electro-optically tunable lens (see
Section 2.1.1) for defocussing with less than 10 µs optical response time, thus not
substantially slowing down the MINFLUX data acquisition. Displacing the beam
rather than the sample also allowed for a unaltered use of the active stabilization
system. We carefully calibrated the amplitude of beam displacement introduced by
the tunable lens. We also took the change in beam displacement into account that
occurs when focusing into a medium with refractive index different from the coverslip
(see Section 2.1.3) [48].
3.1.1 Theoretical bounds on the localization precision
With the requirements for a minimal 3D MINFLUX implementation fulfilled, we
studied the theoretically expected precision based on the approaches introduced
in Chapter 1. We calculated the lower bounds on the localization precision for an
unbiased position estimator in all three dimensions and characterized the performance
of two position estimators, namely the MLE and the mLMSE.
For a 3D MINFLUX localization, a beam of intensity distribution I (~r) excites a single
molecule, where ~r ∈ R3 is considered to be a three-dimensional vector. The beam
is targeted to several positions ~r (b)i ∈ R3, so that a photon number ni is collected
in each exposure i with excitation light. As already introduced in Equation 1.19
for a background-free case and in Equation 1.67 in the presence of background, the





where λi (~rm) is the mean Poisson emission at the position of the molecule and K is
the number of exposures with excitation light.
We studied the square-root of the diagonal entries of the CRB matrix expressing the
1D errors of the localization along the coordinate system axes (Equation 1.27). To
evaluate the expected deformation of the localization cloud, we considered the isotropy
of the 1D errors (Equation 1.29). We examined the lower bounds on the localization
precision for different TCP arrangements, including a cross-like 7-point pattern, a
tetrahedron-shaped pattern with central exposure and a two-layer triangular 4-point
51
3 IMAGING IN 3D
a b c
Figure 3.2: TCP arrangements for 3D MINFLUX localization. a, Cross-like
7-point pattern. b, Tetrahedron-shaped pattern with central exposure. c, Two-layer triangular
4-point pattern.
pattern (Figure 3.2). We again assumed that the photo-physical properties of the
molecule, the detection efficiency and the background remained constant for all
exposures. The conditional probability to detect a set of photon numbers {ni} given
a total number of collected photons N consequently follows a multinomial distribution
(Equation 1.18). This means that the information-theoretical approach introduced in
Section 1.2.2 is applicable. In the case of a three-dimensional localization, the Fisher
information on the 3D position of the molecule (Equation 1.21) and consequently
also the CRB (Equation 1.26) take a 3 × 3 form. We numerically evaluated the
CRB for a volume of molecule positions ~rm around the TCP center resulting in 3D
arrays of 1D standard deviations as defined in Equation 1.27 (Figure 3.3). For the
evaluation, we chose a specific TCP arrangement, beam distance L, total photon
number N and signal-to-background ratio SBR. We reduced the computational load
by using a purely quadratic shape of the excitation beam I(x, y, z) = x2 + y2 + z2.
Here, we exclusively show the results for the cross-like 7-point TCP (Figure 3.2a) as
it outperformed the other patterns with respect to estimator bias, the size of the
photon-efficient region and the isotropy of the localizations. Also in the experimental
demonstration, the cross-like 7-point TCP was exclusively used.
For experimentally realistic parameters L = 100 nm, N = 2000 and SBR = 2, the
theoretical bound on the 1D error σx showed an average value of 1.7 nm within the
volume |xm, ym, zm| < 25 nm of molecule positions (Figure 3.3a). In the yz-plane,
the error σx showed a radially symmetric dependence on the position of the molecule.
The best precision was obtained for xm = ym = zm = 0. An offset in the molecule
position along x had a stronger influence on σx than an offset along y or z. This
is presumably an effect of the non-diagonal entries of the covariance matrix. We
observed an equivalent behavior for σy and σz (Figure 3.3b-c). The isotropy α
(Equation 1.29) reached α = 0.7 in volume average. At the TCP center, full isotropy
(α = 1) was reached. The average 1D error showed full 3D radial symmetry with
respect to the center of the TCP (Figure 3.3e).
The numerical evaluation of the lower bounds on the 1D errors demonstrated that
for experimentally realistic parameters, a MINFLUX approach based on a cross-like
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Figure 3.3: Dependence of 1D errors and isotropy on the position of the
molecule for a cross-like 7-point TCP. For the numerical evaluation of the 1D errors
we assumed an ideal quadratic beam shape and used the parameters L = 100 nm, N = 2000
and SBR = 2. We calculated the errors for molecule positions on a regular 3D grid. a, Spatial
distribution of 1D error σx (color-coded) for three slices x = 0, y = 0, z = 0 through the volume
of molecule positions. The spatial average 〈σi〉 for the volume |xm, ym, zm| < L/4 (white circle)
is displayed on the left. The individual beam targets are indicated with white crosses. b, Same
as in (a), but for 1D error σy. c, Same as in (a), but for 1D error σz. d, Same as in (a), but
now showing the isotropy α (color-coded). e, Same as (a), but showing the average 1D error
along all three dimensions (color-coded). Scale bars: 20 nm (a–e).
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7-point TCP and quadratic excitation beams delivers an almost isotropic precision
below 2 nm. The symmetries expected from the TCP as well as the beam shape were
clearly reflected in the spatial dependence of the theoretical bounds on the position
of the molecule.
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Figure 3.4: Lower bound on the average 1D error for a cross-like 7-point
TCP with molecule at the TCP origin. We assumed a purely quadratic beam shape
for the evaluation of the 1D error. The given SBR values were obtained for L = 100 nm.
a, Dependence of the average 1D error σ1D on the total number of collected photons N for
different beam separations L using SBR = 50. b, Dependence of the average 1D error on the
beam separation L in the presence of background using N = 2000.
We further studied the influence of the total photon number N , the signal-to-
background ratio SBR and the beam separation L on the 3D localization performance.
The average 1D error for a molecule at the TCP center showed a 1/
√
N dependence
that was maintained for any beam separation and signal-to-background ratio (Figure
3.4a). For a high signal-to-background ratio SBR = 50, reducing the beam separation
linearly increased the photon efficiency for a given photon number (Figure 3.4a).
Further shrinking the TCP size led to a diverging error of the localization with the
beam separation for highest photon efficiency depending on the present background
level (Figure 3.4b). Lowering the signal-to-background ratio additionally decreased
the overall photon efficiency. We defined all signal-to-background ratio values for
L = 100 nm, as the effective SBR decreases with smaller beam separations. For
smaller beam separations, the signal level is reduced, as the illumination intensity
scales quadratically with the distance from the excitation minimum, while the
background remains constant. This dependence of the signal level on the beam
separation readily explains the behavior observed in Figure 3.4b — with decreasing
signal level, the background photons shield the information carried by the emission
from the molecule under observation, eventually rendering a localization impossible.
Overall, the theoretical bounds on the localization precision in 3D showed a similar
dependence on the MINFLUX parameters as already studied for 2D MINFLUX [6].
Even for a very low signal-to-background of 2, the bound on the 1D error fell below
2 nm for N = 2000, a range of precision that is inaccessible for localization techniques
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with lower photon efficiency. We further observed that the localization precision was
indeed isotropic. The cross-like 7-point TCP decoupled the localization along each
spatial dimension as much as possible. Consequently, tuning Lx, Ly and Lz would
allow to independently adjust the localization precision along the coordinate axes.
3.1.2 Position estimators
The CRB describes the lower bound on the localization precision when using an
unbiased estimator. This implies that, depending on the estimator properties (see
Section 1.2.3), the lower bound is not necessarily reached when deducing the position
of the molecule from photon count numbers. Here, we studied the convergence of
MLE and mLMSE to the theoretical bound for increasing photon numbers.
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Figure 3.5: Performance of 3D position estimators for MINFLUX.We applied
a cross-like 7-point TCP and an ideal quadratic beam shape. For evaluation of the localization
error, we generated 10000 sets of multinomial photon count combinations for a molecule
situated at the TCP origin. a, Depende ce of the lower bound for the 1D error (line) and of
the MLE localization error (dots) on the total photon number N using the indicated beam
separations L and SBR = 30. b, Same as in (a), now using SBR = 2 and L = 100 nm, which
are realistic values for measurements in cells. Next to the MLE localization error (dots) the
error of the mLMSE is shown (asterisks). The mLMSE parameters were optimized for each
photon number by minimizing the localization bias in a spherical volume of radius 0.4L.
Due to its beneficial properties stated in Chapter 1, we aimed for using an MLE to
estimate the molecule positions in post-processing. The estimator was implemented
in a gridsearch optimization approach as described in Section 2.3.2. We numerically
evaluated the estimator performance by randomly generating 10000 sets of multino-
mial photon count combinations (Matlab function mnrnd, see Equation 1.18) for a
given total photon number N while assuming the position of the molecule to coincide
with the TCP origin. We used SBR = 30, a value that was previously obtained for
the measurement of isolated objects, to study the convergence of the MLE under
close-to-ideal conditions. We observed that the spread of the MLE estimates reached
the theoretical bound for N ≥ 150 almost independently of the beam separation L
(Figure 3.5a). For SBR = 2, a value obtained in cellular measurements later in this
chapter, the MLE converged at around N ' 500 (Figure 3.5b).
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Due to its computational complexity and its convergence to the CRB only for higher
photon numbers, the MLE is not suitable for live position estimation of the FPGA
board.
Instead, we extended the analytic expression of the mLMSE as introduced in Sec-
tion 1.2.3 to 3D (see Section 2.2) and obtained a numerically simple estimator
suitable for online position estimation on the FPGA board. As in previous 2D
MINFLUX implementations, we used estimator orders k = {0, 1} [6]. We numerically
optimized the estimator parameters β0 and β1 by minimizing the overall bias within
a spherical volume of radius 0.4L for each combination of total photon number
N , beam separation L and signal-to-background ratio SBR. Again, we randomly
generated 10000 multinomial photon count combinations for a molecule at the TCP
origin to evaluate the performance of the estimator. Even for SBR = 2, the spread
of the position estimates reached the CRB already for low photon numbers N < 100
(Figure 3.5b). We observed that for a molecule at x = y = z = 0, the mLMSE
displayed a slightly smaller spread than expected from the CRB when using an
unbiased estimator. This means that the mLMSE was slightly biased under the
given conditions. Overall, the mLMSE showed good convergence for experimentally
relevant conditions despite its numerical simplicity. The estimator is thus highly
suitable for live-position estimation in an iterative scheme or for MINFLUX tracking.
For a localization without any bias, the mLMSE would have to be unbiased for each
individual molecule position as presented in [6] for the 2D case. When using the MLE
with high-enough photon numbers unbiasing is not required due to the estimator’s
consistency property. For this reason, we used the MLE for 3D MINFLUX position
estimation in post-processing.
3.2 Iterative MINFLUX in 3D
Up to this point, we studied the theoretical bound on the performance of 3D
MINFLUX single emitter localization under the assumption that the TCP shape and
extent remained unaltered during photon collection. We confirmed that by using a
static TCP, 3D MINFLUX can reach single digit nanometer isotropic localization
precision in all three dimensions. We further verified that MLE and mLMSE both
reach the CRB values under experimentally relevant conditions. Similarly to 2D
MINFLUX, 3D MINFLUX with a static TCP does not allow for cellular imaging.
MINFLUX nanoscopy requires the photo-activation of single fluorescent molecules
by illumination with UV light. The photo-activation beam of 405 nm wavelength,
however, covers a diffraction-limited volume. The MINFLUX localization is thus
required to work in the full activation volume to avoid loosing molecular localizations.
The photon efficiency of the localization improves with shrinking the TCP size, while
reducing the TCP size also linearly decreases the size of the FOV. As in the 2D case,
we developed an iterative 3D MINFLUX approach that allowed localizing with high
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efficiency in extended regions by adjusting the TCP shape and size upon more precise
knowledge of the molecule’s position (see Section 1.3). For this, we predefined TCP
shapes and sizes as well as a numbers of photons to be collected in each iteration step.
Using the detected photons, we estimated the molecule’s position with an mLMSE
before re-adjusting the TCP center position and starting the acquisition in the next
iteration. In this way we reduced the TCP size over time, rendering photons more
informative as the measurement progressed. We determined the beam separation L
for the last iteration based on the background level to achieve good photon efficiency
(Figure 3.4).
We numerically evaluated the performance of the 3D iterative MINFLUX scheme
using three different TCP arrangements and an idealistic signal-to-background ratio
(Figure 3.6a). In a first step we assumed Gaussian excitation beams in a cross-like
pattern with L = 300 nm to cover the lateral extent of the activated region of
roughly FWHM = 200 nm spread. We used the available photons to estimate the
position of the molecule in both lateral dimensions based on an analytic expression
of the MLE (see Section 2.2). In a second iteration, we probed the position of the
molecule with a 3D-donut-shaped beam with two exposures displaced along the
optical axis. We estimated the molecule’s position along z using an mLMSE estimator
(see Section 2.2). Together with the first iteration, this delivered a preliminary 3D
estimate of the molecule’s position. We centered a cross-like 7-point TCP with
reduced L onto the molecule to refine the position estimate and consecutively shrank
the beam separation after re-centering the TCP while keeping the same TCP type.
We numerically evaluated the localization precision in each iteration for an array
of molecule positions across the activation volume (Figure 3.6b). We observed a
reduction of the localization bias, an improved precision as well as an improved
isotropy for subsequent iterations. The final localization precision was spatially
homogeneous and isotropic. We assessed the achieved precision in a more quantitative
way by studying the spatial average of the lateral and axial localization precision
(Figure 3.6c) for the volume shown in Figure 3.6b. The dependence of the lateral and
axial precision on the total number of acquired photons decayed faster than 1/
√
N ,
approximately following a 1/N2 behavior for the given choice of iteration parameters
(Figure 3.6d). As in the 2D case [43], the exact dependence on the photon number
could be tuned by adjusting number of photons, beam type and beam separation
in each iteration. We observed that the lateral as well as axial precision of the
evaluated iterative MINFLUX scheme surpassed the quantum CRB on the position
estimate of any standard camera-based localization approach [5]. The approach even
outperformed the theoretical bounds for a conventional coherent 4π camera-based
detection scheme at about Ntot ∼ 650 photons. Overall, we obtained an isotropic 3D
precision of ∼ 1 nm using only 1000 photons for all iterations.
The simulation demonstrated that a 3D iterative MINFLUX scheme can deliver
spatially homogeneous and isotropic nanometer localization precision within the full
activation region in xy. The scheme was not able to cover the full axial extent of
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the activation beam. This is because the size of the effective region of the 3D donut
beam between the intensity maxima limits the largest possible beam separation along
the optical axis. To overcome this limit, other beam shapes are required.
As in the two-dimensional case, we observed an increase in photon efficiency with
progressing iterations that can be attributed to the growing information content of
each photon as the TCP is gradually reduced, fundamentally breaking the 1/
√
N
dependence dominating any static localization scheme. In this way, iterative 3D
MINFLUX proofed to outperform all standard camera-based acquisition schemes in
theory.
Iter5, median 1D error: 1.6251
100 nm










Iter5, median 1D error: 1.6251
100 nm










100 200 300 4005006007008009001 00

















CRB i=1 L=300nm N=150
CRB i=3 L=150nm N=150
CRB i=4 L=90nm N=150






100 200 300 4005006007008009001 00

















CRB i=2 L=400nm N=100
CRB i=3 L=150nm N=150
CRB i=4 L=90nm N=150
























































































Figure 3.6: Numerical evaluation of iterative 3D MINFLUX. a, Iterative
scheme for 3D MINFLUX using a purely 2D localization with Gaussian excitation beams to
center the molecule with the 3D donut axis (1), a purely axial localization using the 3D donut
beam in two axial positions (2) and 3D localizations using the 3D cross pattern introduced
before (3-5). b, Covariance matrices of the estimator for each iteration (green shades) displayed
as ellipses of e−1/2 level. Several molecule positions within the activated volume were evaluated.
The activation beam covers a region with FWHMxy = 200 nm and FWHMz = 600 nm with
29 % activation probability (purple) and a volume of 2 ·FWHM with 86 % activation probability
(pink). c, Spatial average of the lateral precision σxy and the axial precision σz of the localiza-
tions (green dots) in (b) together with the MINFLUX CRB range for the regions and iterations
(green shades). Additionally, the quantum CRB for a coherent camera-based 4π configuration
is given. For the axial localization, the CRB for camera-based detection using an astigmatism
for encoding the axial emitter position and the quantum CRB for a camera-based 2π detection
are shown. The iteration steps are: Li = {300 nm (Gauss) , 400 nm, 150 nm, 90 nm, 40 nm},
Ni = {150, 100, 150, 150, 450} delivering a total number of Ntot = 1000 photons. Material
from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D
multicolor nanometer resolution in cells, Nature Methods, 2020, Springer Nature.
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3.3 MINFLUX imaging in 3D
For proof-of-concept 3D MINFLUX imaging in fixed cells, we combined the iterative
MINFLUX scheme (Section 3.2) with the minimal experimental 3D MINFLUX
elements, the optimized TCP and reliable position estimators (all described in
Section 3.1). We adapted the iteration scheme and the estimator parameters to the
cellular background levels, resulting in two additional iteration steps (see Table 2.2),
so that we collected a total number of 750 photons, including background photons,
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Figure 3.7: Expected distribution of Nup96 in a single nuclear pore com-
plex. The 32 protein copies are arranged in two rings of eightfold symmetry. Nucleoplasmic
layer (green), cytoplasmic layer (magenta) and proteins hidden in the background (gray).
Distances from [108]. Material from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al.,
MINFLUX nanoscopy delivers 3D multicolor nanometer resolution in cells, Nature Methods,
2020, Springer Nature.
Imaging of Nup96 For a first experimental demonstration of large FOV 3D
MINFLUX imaging in cells, we chose a three-dimensional structure that was well-
characterized with electron- as well as with optical microscopy, namely the nuclear
pore complex (NPC) [115]. We used a U-2 OS cell line that endogenously expressed
a fusion protein of the nucleoporin Nup96 to a SNAP tag, a self-labeling protein tag
of few nanometers in size [95]. Nup96 is arranged on two rings, one nucloplasmic and
one cytoplasmic. The protein distribution shows an eight-fold symmetry with two
Nup96 proteins per edge, resulting in a total of 32 Nup96 copies per NPC (Figure
3.7) [108]. After fixation and permeabilization, we labeled the cells with Alexa Fluor
647 (see Section 2.4.3). From an earlier publication using the same cell line and dye
for the quantitative characterization of super-resolution microscopy, we expected
labeling efficiencies of 40–60 % [108]. We acquired micrometer-sized 3D MINFLUX
images as described in Section 2.2 and analyzed the data according to Section 2.3. 3D
MINFLUX resolved the eightfold symmetry and the cytoplasmic and nucleoplasmic
layers of Nup96 in U-2 OS cells (Figure 3.8). A spline interpolation based on the
average locations of single nuclear pores further recovered the shape of the nuclear en-
velope over an axial range of roughly 300 nm. We quantified the localization precision
in 3D MINFLUX imaging based on groups of localizations from a single molecule.
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Figure 3.8: 3D MINFLUX image of Nup96 in U-2 OS cells. a, Each Nup96
protein was linked to a SNAP-tag in a stable cell line and stained by reaction of the SNAP-tag
with an Alexa Fluor 647-BG substrate. The color represents the axial position estimate for
each localization. The size of the scatter dots are unrelated to the localization precision. The
contour lines indicate the shape of the nuclear envelope, obtained from clustering single NPC
units and spline interpolating the cluster centers. b, Side view of marked regions in (a) showing
the distance between the nucleoplasmic and cytoplasmic layers of Nup96. Scale bars: 200 nm
(a), 20 nm (b). Material from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al., MINFLUX
nanoscopy delivers 3D multicolor nanometer resolution in cells, Nature Methods, 2020, Springer
Nature.
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Figure 3.9: Estimating the experimental localization precision in 3D MIN-
FLUX imaging. We used the dataset shown in Figure 3.8. a, 1D histograms of standard
deviations for each group of localizations assigned to a single molecule. Photon counts from
single emission events were split after N = 2000 photons in the last iteration, delivering several
localizations for a single emission event. Emission events with less than 5 localizations were
discarded. b, Co-aligned localizations for all emission events by subtracting the average position
of each localization group from the individual localizations. The errors were obtained from
a 1D Gaussian fit to the corresponding 1D distributions (σ-value and white ellipses of major
axis length 2σ, 4σ and 6σ, respectively). Scale bar: 5 nm (b). Material from: Gwosch, K.C.*,
Pape, J.K.*, Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D multicolor nanometer
resolution in cells, Nature Methods, 2020, Springer Nature.
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We grouped localizations that we obtained from a consecutive train of molecular
emission without application of activation light in between (see 2.3.5). We artificially
split the photons after 2000 counts in the last iteration, so that many molecular
emission events delivered 5–10 localizations. We excluded localization groups with
less than 5 elements from further analysis. We estimated the localization precision
based on two measures. First, we calculated the median of standard deviations of
singe localization groups (Figure 3.9a), resulting in σxy ∼ 2.6 nm and σz ∼ 1.8 nm.
Secondly, we co-aligned the mean position of all localization groups and determined
the spread of the resulting distribution based on a 1D Gaussian fit, delivering slightly
better localization precision values (Figure 3.9b). We should keep in mind, however,
that our localization precision estimate based on co-aligned localizations is slightly
biased towards lower values due to the low sample size for the estimation of the
mean position for individual localization groups.
Imaging of PSD-95 in cultured neurons We further studied the applicability
of 3D MINFLUX for imaging synaptic proteins in dissected hippocamapal neuron
cultures. We chose PSD-95 as a target, which is part of an electron-dense region of the
post-synapse. PSD-95 is thought to play a key role in the anchoring and distribution
of glutamate receptors, thus influencing the transmission strength at the level of
single synapses [32, 73]. The protein was target of a number of super-resolution
studies, most of them limited to high-resolution 2D imaging [72]. Observing only
the projection of synapses that are randomly oriented in 3D, however, can lead to
artifacts. For imaging PSD-95 with 3D MINFLUX we used neuron cultures from
transgenic mice expressing a PSD-95-Halo-tag fusion protein [74], so that we could
label the C-terminus of PSD-95 with Alexa Fluor 647 after fixation (see Section 2.4.4).
We observed MINFLUX localizations in confined clusters at roughly 40 nm nearest-
neighbor distance that were distributed on a slightly curved surface of 100–400 nm
side length (Figure 3.10). We obtained a 1D standard deviation of 4–6 nm for the
localizations in a single cluster. Each cluster contained a median number of ∼ 30
localizations. In combination with the experimental 1D localization precision of
2–3 nm (Figure 3.10c), the high number of localizations per cluster suggests that a
single cluster was composed of more than one Alexa Fluor 647 molecule. This result
indicates that C-termini of several PSD-95 proteins might be spatially aligned.
3.4 Summary and discussion
In this chapter, we outlined the theoretical background for 3D MINFLUX single
molecule localization by studying the Cramér-Rao lower bound on the localization
precision for different MINFLUX imaging parameters, namely total photon number
N , beam separation L and signal-to-background ration SBR. We showed that a
nanometer isotropic 3D localization precision can be reached within a spherical
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Figure 3.10: 3D MINFLUX image of PSD-95 in cultured hippocampal neu-
rons. a, Two perspectives of a 3D MINFLUX image of PSD-95 labeled with Halo-Alexa Fluor
647. The average distance to the next five nearest neighbors, encoding the density of localiza-
tions is indicated by color. A spline interpolation based on the localization cluster centers led
to two independent surfaces shown as gray surfaces and contour line projections onto the lower
xy bounding plane. b, Schematic drawing of the synapse with the post-synapse being part of
the dendritic spine and the pre-synapse located at the axon. c, 1D histograms of localization
distributions in MINFLUX acquisition of PSD-95 after co-aligning localizations according
to the estimated average position of the molecule. 1D Gaussian fits (black lines) deliver a
localization precision of σx,y,z =2–3 nm. Scale bar: 100 nm (a). Material from: Gwosch, K.C.*,
Pape, J.K.*, Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D multicolor nanometer
resolution in cells, Nature Methods, 2020, Springer Nature.
volume of 25 nm when using only N = 2000 photons. This turned out to be true
even in the presence of strong background delivering SBR = 2 at the TCP origin
for a beam separation of L = 100 nm. We showed that the estimators used for
the experimental analysis (MLE) and for the re-centering of the TCP during the
experiment (mLMSE) reached the CRB under the experimental conditions.
We demonstrated that iterative 3D MINFLUX can lift the constraint in FOV of the
static 3D MINFLUX approach, so that a homogeneous and isotropic 3D localization
precision is achievable even in micrometer-sized regions. The image can be assembled
by scanning the TCP and the activation beam over the sample. The proposed
iterative 3D MINFLUX scheme outperformed all standard camera-based approaches
in theory, including coherent two-objective arrangements, when collecting more
than Ntot = 650 photons in all iterations. The photon efficiency was increased in
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anymore, but decayed approximately with 1/N2.
We applied 3D MINFLUX to imaging micrometer-sized regions of the nuclear enve-
lope, where Nup96, part of the NPC, was labeled with Alexa Fluor 647. We achieved
an experimental precision of 1.5–3 nm in all spatial dimensions, demonstrating that
a single digit nanometer localization precision is feasible when using iterative 3D
MINFLUX for cellular imaging. We achieved a slightly better localization precision
along the optical axis, which arises most likely due to the refractive index mismatch
at the coverslip-buffer interface, leading to an effective reduction in beam separation
along the optical axis, directly relating to a higher localization precision.
Current limitations in performance are mostly related to the experimental imple-
mentation. The axial range that can be covered is confined by the finite defocus
that the varifocal lens (VFL) can apply to the excitation beam, leading to a focal
displacement of maximally 300–400 nm, so that not all molecules within the acti-
vation volume can be reached. Different approaches could be used for defocussing,
including stage scanning or the use of mechanically actuated mirrors, both at the
expense of acquisition speed. A further restriction arises from the beam shape in the
first axial localization, as the region of high gradient between the intensity maxima
of the 3D donut beam does not allow to cover the full activated region. Using
other beam shapes, for example tilted 2D donut beams, could also be beneficial
for reducing background emission, partially arising due to the strong axial lobes
of the employed 3D donut. We should note that we did not reach the CRB in the
experimental implementation of 3D MINFLUX. This can have different reasons, one
being the uncertainties in the beam shape. For the analysis we assumed an ideal
quadratic beam shape, which neglects the x4 dependence of the realistic 3D donut.
Further, we noted a change in the experimental PSF over hours, presumably being
related to charges accumulating in the electro-optical crystals used for defocussing.
Also here, different approaches for axial scanning might reduce experimental errors.
An approach for measuring the 3D PSF should be developed, so that the accuracy
of the 3D MINFLUX measurement can be further increased. Another reason for
the deviation of our experimental precision from the CRB can emerge from the
simultaneous estimation of molecule position and SBR as described in Section 2.3.2
that is not covered in the CRB calculation.
Regarding biological applications, imaging speed is a major obstacle. The imaging
speed hardly differs between 2D and 3D MINFLUX imaging, but scales with the
number of molecules within the FOV as well as with the size of the FOV itself. The
number of molecules plays a role as only one molecule is imaged at a time with
additional waiting times arising from a tunable activation probability that is chosen
to avoid simultaneous activation of several molecules. The development of paralleliza-
tion approaches promises to strongly increase imaging speeds. In contrast to STED
imaging, the employed beam powers are rather low, so that a parallelization can be
achieved similarly to previously proposed reversible saturable optical fluorescence





In the previous chapter, I established a 3D MINFLUX approach for imaging
micrometer-sized volumes in cells. I dedicate the present chapter to multicolor
MINFLUX localization for measuring inter-species distances. I present two ap-
proaches – one suitable for MINFLUX nanoscopy (Section 4.1), the other allowing
MINFLUX tracking experiments (Section 4.2).
In MINFLUX nanoscopy, fluorophores with similar excitation spectra can be distin-
guished based on a subtle difference in their emission spectra. The difference can
be observed by spectrally splitting the emission light onto two or more detectors.
I elaborate on the assignment of the emission events to one of the imaged species
based on the photon numbers detected on each spectral channel and demonstrate
the viability of this approach for nanometer-scale multicolor MINFLUX imaging.
Acquiring a two-color 2D MINFLUX image of a custom-made DNA origami structure,
I achieved a localization precision of around 1 nm. In multicolor 3D cellular imaging
of the NPC, I measured an isotropic precision below 4 nm for both molecular species.
For multicolor MINFLUX tracking, two or more fluorophores are required to emit
simultaneously so that their positions and their distance can be monitored over time.
I present a theoretical description of the photon collection process for simultaneously
emitting molecules and discuss the advantages and limitations based on a numerical
evaluation of the localization performance and a first proof-of-concept measure-
ment. I found that the two emitters can be localized simultaneously with nanometer
precision, recovering the expected distance of 24 nm between two molecules on a
custom-made DNA origami structure. The localization relied on the reproducibility
of the photo-physical properties of the dyes, however, which poses an additional
challenge for tracking applications. I conclude the chapter with a discussion of the
results on multicolor MINFLUX localizations. In the next chapter, I then apply




4.1 Multicolor MINFLUX for imaging applications
Numerous approaches have been presented for multicolor super-resolution microscopy.
One class of approaches uses a difference in molecule kinetics as for example the
fluorescence lifetime [107] or the switching characteristics or binding/unbinding
kinetics in DNA-PAINT [60, 118] to distinguish molecular species. It is also possible
to discriminate groups of dyes based on a difference in their molecular spectra, either
in absorption [23], by using activator-reporter dye pairs [8] or in the fluorescence
emission [125].










































Figure 4.1: Spectra of employed dyes and dichroic mirror. Absorption (left)
and emission (right) spectra for the three fluorescent dyes employed in this work. The
excitation wavelength (λ = 642 nm, dashed line) is shown together with the absorption
spectra. The transmission spectrum of the dichroic mirror (dashed line) used for color
separation is shown together with the emission spectra. All spectra were obtained from
https://searchlight.semrock.com/.
By using a difference in the emission spectra, exciting with a single wavelength and
detecting confocally, we chose an approach void of any chromatic aberrations. In
any point scanning MINFLUX concept, chromatic aberrations can only play a role
in the illumination of the sample, as the coordinate in the sample is fully defined
by the illumination beams. Chromatic defects in the confocal detection path can
reduce the detected signal, but in contrast to standard camera-based approaches they
do not introduce systematic errors in the position estimation. Based on previous
publications, we chose dye combinations of Alexa Fluor 647, CF660C and CF680
requiring only minor changes in sample preparation protocols and buffer systems [125].
Using a dichroic mirror, we spectrally split the emitted fluorescence light at around
685 nm and detected both fractions on single photon counting detectors without
making considerable modifications to the main beam paths (see Section 2.1.1). We
excited all three dyes at 642 nm wavelength, but observed a difference in the photon
count ratios on the two detectors due to the shift between the emission spectra of
the employed dyes (Figure 4.1).
We performed the MINFLUX localization by adding the photons from both spectral
channels and treating the resulting photon counts as usual. We classified the emitter
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Figure 4.2: Spectral classification in multicolor MINFLUX nanoscopy.
a, Distribution of pblue in last iteration for all localizations shown in Figure 4.3 with Alexa
Fluor 647 (green) and CF660C (magenta). Colors were assigned based on the classification
in (b). b, Classification of two molecular species for the DNA origami measurement, based
on the first principal component of a principal component analysis (PCA), using the photons
collected in all iterations. The classification threshold (dashed line) was manually chosen to
minimize spectral cross-talk. c, As in (a), but with the distributions for the cellular acquisition
in Figure 4.4. The NPC was stained with Alexa Fluor 647 (Nup96, green) and CF680 (wheat
germ agglutinin (WGA), magenta). Colors were assigned based on classification (dashed line)
in (d). d, Classification of two molecular species based on a PCA as in (b), now for cellular
measurement. Material from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al., MINFLUX
nanoscopy delivers 3D multicolor nanometer resolution in cells, Nature Methods, 2020, Springer
Nature.
species for individual localizations by adding the photon counts from all MINFLUX
exposures for each spectral detector. During measurements we classified molecules






in the last iteration (Figure 4.2a and c). We observed displaced peaks for Alexa Fluor
647 (pblue ∼ 0.5), CF660C (pblue ∼ 0.4) and CF680 (pblue ∼ 0.25) (Figure 4.2a,c).
Cellular environments led to a broadening of the peaks (Figure 4.2c), presumably
due to interactions of the dyes with their local chemical environment. To further
reduce classification errors, especially for the acquisition of densely labeled cellular
structures (see Chapter 5), we exploited the photon counts from all MINFLUX
iterations in post-processing. We performed a principal component analysis on p(k)blue
from all iterations k, using the probabilities obtained for each individual localization.
We then chose a classification threshold based on the distribution of localizations in
the first principal component (Figures 4.2b,d). This approach delivered negligible
spectral cross-talk in most acquisitions.
DNA origami imaging We studied the performance of multicolor MINFLUX based
on a custom-made DNA origami structure with Alexa Fluor 647 and CF660C
molecules immobilized at distances of 10–12 nm (Figure 4.3a) [19] . Multicolor
MINFLUX recovered the position of the labels and correctly classified molecular
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Figure 4.3: 2D two-color MINFLUX image of a custom DNA origami. a, De-
signed positions of the fluorescent molecules at a distance of 10–12 nm based on a modified
Rothemund rectangular origami. b, MINFLUX image of DNA origami showing the two dye
species. c, Histogram of localizations along the area indicated in (b). The average positions
have a distance of 10–12 nm. The FWHM for the individual localizations ranges between
1–2 nm. Scale bar: 10 nm (b). Material from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.*
et al., MINFLUX nanoscopy delivers 3D multicolor nanometer resolution in cells, Nature
Methods, 2020, Springer Nature.
species (Figure 4.3b). Single localizations showed a full-width at half-maximum of
1–2 nm corresponding to a localization precision of σ ∼ 1 nm. We should note that
an offset of the designed distances to the actual positions of the molecules on the
order of our localization precision can arise due to varying MgCl2 concentrations,
buffer specifications and immobilization strategies [98].
Nuclear pore imaging in 3D We applied 3D MINFLUX combined with the multi-
color detection scheme to image the NPC in U-2 OS cells. We used the same cell line
as before, so that we could stain Nup96-SNAP using Alexa Fluor 647. Additionally
we incubated the cells with wheat germ agglutinin (WGA) conjugated to CF680,
known to bind to the center of the NPC [70]. We indeed observed CF680 to reside in
the center of the pore laterally as well as axially (Figure 4.4a,c), while Alexa Fluor
647 showed a similar distribution as before. Based on a co-alignment of the average
position of all molecules, we obtain a 1D localization precision of 2–4 nm for both
color channels and all dimensions, slightly worse than in the single-color acquisition.
Again the precision along the optical axis was slightly better. Also, Alexa Fluor
647 localizations showed slightly better precision than the positions obtained with
CF680. To evaluate the distribution of Nup96 and WGA perpendicular to the nuclear
envelope, we clustered single NPCs and estimated the shape of the nuclear envelope
by spline interpolation (see Section 2.3.4). We subtracted the estimated shape of the
nuclear envelope from the localizations. The two Nup96 layers show a distance of
about 46 nm, with the WGA staining residing in between (Figure 4.4c).
In conclusion, we could show that MINFLUX allows multicolor 3D imaging in cells
with nanometer localization precision and negligible cross-talk in the molecular
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Figure 4.4: Two-color 3D MINFLUX image of Nup96 and center of the
NPC in a U-2 OS cell. a, Nup96-SNAP labeled with Alexa Fluor 647 (green) and WGA
conjugated to CF680 (magenta), expected to stain the center of the pore. xy- and xz-projection
of MINFLUX localizations rendered as Gaussian spots, with the color chosen according to
the molecule classification. xz slice with projection of the xy-region enclosed with dashed
lines. b, 1D localization precision for both species after co-aligning the localizations from
all molecules. c, Axial average of localizations after subtracting a spline interpolation of the
nuclear envelope surface. The two Nup96 layers are estimated to be 46 nm apart. Scale bar:
500 nm (a). Material from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al., MINFLUX
nanoscopy delivers 3D multicolor nanometer resolution in cells, Nature Methods, 2020, Springer
Nature.
classification. Compared to a single-color acquisition (see Section 3.3), we obtained
slightly inferior localization precision values. This could be due to an increased
background level arising from a higher labeling density. Further, Alexa Fluor
647 delivered a superior localization precision compared to CF680. One possible
explanation is the lower signal level of CF680 compared to Alexa Fluor 647 leading
to a reduced SBR value. The lower signal level can, among others, be attributed to
the lower absorption cross section at the excitation wavelength. Another possible
reason is the close proximity of the labels at the center of the pore, so that dye-dye
interactions become more likely. If, as a consequence, simultaneous emission of more
than one CF680 molecule occurs, the obtained localization represents the average
position (weighted by the effective molecular brightnesses) of all emitting molecules.
Nevertheless, we demonstrated first multicolor imaging with MINFLUX achieving
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nanometer isotropic localization precision in 3D. This approach is likely to commence
a new era of quantitative distance measurements in optical microscopy.
4.2 Multicolor MINFLUX for tracking applications
In the previous section we studied multicolor MINFLUX for imaging of static samples.
Even if multicolor MINFLUX imaging can allow for the distance measurements of
protein species in fixed cells (see Chapter 5) it does not permit to study the dynamics
of molecular distances. This is mainly because molecules from both species are
registered stochastically and sequentially in time, so that the image acquisition
takes minutes to hours. In consequence, the resulting image would be blurred by
movements in the sample rather than resolving the underlying dynamics.
If only one fluorescent molecule is present within an enlarged diffraction-limited
volume, the switching of the employed molecules is not required for precise localization,
so that movements can be followed in time with nanometer precision [26, 123]. To
study dynamic molecular distances at the level of single molecules, single-molecule
fluorescence resonance energy transfer (FRET) is commonly used, profiting from the
distance-dependent interaction of close-by fluorophores [30]. The interaction range of
fluorescent dyes is restricted to 2–8 nm for a dye pair with Förster radius of 5 nm [92].
This means that FRET does not allow for the measurement of conformational
changes or states of large proteins or protein complexes. Several approaches aimed
at nanometer-precision co-localization studies of pairs or groups of single emitters
within >10 nm distance, staying far below the diffraction limit. Most of them did
not achieve time-resolved acquisitions.
One group measured the distance between quantum dots or energy-transfer fluorescent
beads with spectrally shifted emission at 10 nm precision. The group used a confocal
microscope to avoid errors due to chromatic aberrations [3, 67]. The employed
fluorescent markers have not been broadly applied for fluorescent tagging of bio-
molecules. Other techniques avoided chromatic aberrations by localizing molecules
of the same species based on the step-wise photo-bleaching observed in intensity
traces [35, 86]. These approaches used the information about the position of the
remaining molecule to infer the other molecule’s position, which essentially prohibits
time-resolved measurements. A third type of techniques used pairs of dyes with
different excitation wavelengths in combination with an extensive color registration
scheme to study the molecular distances with nanometer precision [15, 80, 84]. In
these studies a significant fraction of the photon budget of the employed dyes was
used for a single distance measurement, rendering studies of changes in distance
almost impossible. Additionally, camera-based methods do not only suffer from
chromatic aberrations when using spectrally shifted dyes, but are also sensitive to the
dipole orientation of the involved molecules. This can potentially lead to significant
systematic localization errors [27, 69].
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Here, we studied the applicability of MINFLUX for the simultaneous registration of
multiple emitters with shifted emission spectra. By design, the proposed localization
scheme is void of any chromatic aberrations and is not influenced by the molecular
orientation. Additionally, the improved photon efficiency observed for single-emitter-
based MINFLUX, if applicable to the multi-emitter case, can potentially allow for the
observation of movements within a range of molecular distances not covered by any
other technique. This can, for example, allow to capture the movements involved in
protein synthesis or help to unravel the dynamics of intrinsically disordered proteins.
4.2.1 Theory of multicolor MINFLUX tracking
We studied the expected performance of the simultaneous registration of spectrally
shifted molecules by using the information theoretical approach described in Sec-
tion 1.2.2. We assumed a group of molecules at positions ~r0, · · · , ~rM−1, omitting
any time dependence of the position for legibility. The molecules are illuminated
with K spatially and temporally displaced exposures with intensity distributions
Ii (~r) with i ∈ {0, . . . , K − 1}. The photons are collected on D spectrally different
detectors. We define a detection probability matrix Ω describing the probability of
photon-detection for each molecule and detector
Ω =

p (det0,mol0) · · · p (detD−1,mol0)
... . . . ...
p (det0,molM−1) · · · p (detD−1,molM−1)
 , (4.2)
so that ∑D−1d=0 Ωdm = 1 holds for all m ∈ {0, . . . ,M − 1}.
Following Equation 1.19, we obtain the multinomial parameters
pi,d (~r0, . . . , ~rM−1) =
∑M−1
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for the i-th exposure and the d-th detection channel, assuming the background
photons to follow a Poisson distribution with mean λ(bg)i,d and an effective molecular
brightness bm for each molecule. The last step is equivalent to Equation 1.67,
where we don’t explicitly write the dependence of the SBR on all molecule positions
~r0, . . . , ~rM−1. We defined the signal-to-background ratio as a combined value for all
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molecules, detectors and exposures













In Equation 4.5 we further assumed the background contribution to be constant for
all exposures and detection channels. We observed this to be a good approximation
even for our spectrally different detectors (see Section 4.2.2), where about 40 % of
the background photons were detected in the blue-shifted channel. For a situation
with low SBR, this assumption should be reconsidered. We represent the effective
molecular brightness of molecular species m as bm containing contributions from
both the overall detection efficiency and the photo-physical properties of the dye for
excitation at a chosen wavelength. We capture all spectral characteristics of emission
and detection in the detection probability matrix, so that bm does not depend on the
detector index d. Notably, the multinomial parameter vector here depends on the
relative molecular brightness of the employed dyes, so that it cannot be approximated
by ratios of intensities as in the case of a single emitter localization (see Equation 1.19).
We inspected the lower bound on the two-dimensional localization precision in the
absence of background. We used two detection channels, two molecules and four ex-
posures arranged in a triangular shape with additional exposure in the center (Figure
4.5a). Based on a quadratic approximation of the excitation intensity distribution,
we numerically evaluated the lower bounds on the 4D localization precision providing
analytic expressions for the multinomial parameter vector and its derivatives to cut
down computation time. To reduce the parameter space, we kept the molecules fixed
at positions ~r1 = [−8 nm,−8 nm], ~r2 = [4 nm, 4 nm] from the TCP center. We used a
beam separation L = 50 nm, a total number of N = 500 photons emitted from both
molecules and counted on both detectors. Further, we assumed a spectral splitting
of Ω00 = 0.5, Ω01 = 0.3 as observed for Alexa Fluor 647 and CF680 respectively
(see Section 4.1) and relative molecular brightnesses of b0 = b1 = 1. We studied the
localization precision for the red-shifted molecule 2 if not indicated otherwise.
Similarly to the single-emitter case, the CRB on the localization precision depended
approximately linearly on the beam separation L (Figure 4.5b). We identified the
spectral overlap of the dyes as a critical factor for the achievable precision (Figure
4.5c). The lowest error was achieved for full spectral separation of the dyes (Ω00 = 1,
Ω01 = 0), reaching 0.76 nm for 1000 collected photons. Under the same conditions,
single-emitter MINFLUX delivered a lower bound on the precision of about 0.5 nm
for an emitter at the TCP center. The numbers cannot be compared directly as (1)
in the two-emitter case the photons are split between the two molecules, depending
on their exact positions in the TCP and (2) the molecules are not located at the
TCP center. For equal photon emission from both molecules located at the TCP
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center, we would expect a precision of 0.5 nm ·
√
2 ∼ 0.7 nm, slightly lower than what
we observe. For the spectral separation obtained for Alexa Fluor 647 (Ω00 = 0.5)
and CF680 (Ω01 = 0.3) when splitting the fluorescence light at λ ∼ 685 nm (see
Section 4.1), the precision was already reduced by a factor of about 3.2, delivering a
1D error of 2.5 nm for 1000 collected photons.
We further considered the dependence of the precision on the distance between the
molecules by radially modifying the position of the blue-shifted molecule (Figure
4.5d). The precision hardly depended on the distance, but there was a slight tendency
towards larger errors for increasing distances. The effect grew with stronger spectral
overlap. Two reasons possibly play a role. With the blue-shifted molecule located
closer to the TCP center, it absorbs fewer excitation photons. The relative photon
collection is thus shifted towards the molecule under observation, leading to an
improved 1D error. For the single emitter case, we further know that moving the
molecule closer to the TCP center increases the localization precision. The decreasing
distance of the second molecule to the TCP (minimal for d ≈ 5.5 nm), might also
render the photons emitted by the molecule under observation more informative.
We suspected the emission from the second molecule to have a similar effect like
background emission. To test this hypothesis, we calculated the dependence of the
CRB on the beam separation L for different detection probability matrices (Figure
4.5e). In contrast to a simple background contribution, a second molecule with
known emission characteristics in the field of view led to an increased slope of σ1D (L)
with stronger spectral overlap. This means that the gain in photon efficiency when
reducing the beam separation L is larger for spectrally similar molecules. The photon
efficiency was decreasing for L < Lopt, which can be attributed to the positions of
the molecules not coinciding with the TCP center. The optimal Lopt showed a slight
dependence on the spectral overlap, however, not comparable to the dependence
on the background levels (Figure 3.4 for 3D case and [6] Figure S3 for 2D case).
This means that the second molecule has an effect different from background on
the localization precision of the first molecule. This difference can most likely be
attributed to the spatial and spectral dependence of its photon count contribution.
The different steepness in photon efficiency indicates that a strong spectral overlap
can, up to a certain point, be compensated by clear differences in the photon counts
from different multiplex positions. The contrast between the beam target positions
becomes larger for a smaller L, so that shrinking L compensates more and more for
the strong spectral overlap.
We further studied the effect of spectral overlap in more detail by calculating the
CRB for a larger number of detection probability matrices (Figure 4.6a). The 1D
error followed curved isolines reflecting an improved precision if the photon counts
were not equally split on both detectors or equivalently Ω00 + Ω01 6= 1. When
moving away from the line of equal detection probability Ω00 = Ω01 while keeping
Ω00 + Ω01 constant (dashed lines in Figure 4.6a), the localization precision diverges
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Figure 4.5: CRB on the localization of one molecule when localizing two
emitters simultaneously. a, TCP with L = 50 nm and molecule positions ~r1 =
[−8 nm,−8 nm], ~r2 = [4 nm, 4 nm] that were used for (b, c, e). For (d) molecule 2 was kept in
the same position while molecule 1 was moved radially. b, Dependence of the CRB for the
estimation of molecule position 2 (solid lines) on the total number of photons emitted from
both molecules for different beam separations L and Ω00 = 0.5, Ω01 = 0.3. Equal molecular
brightness b0 = b1 = 1 and negligible background contributions were assumed. c, Dependence
of the CRB for the estimation of molecule position 2 (red lines) on the total number of photons
emitted from both molecules for different detection probability matrices. Same parameters as in
(b) and L = 50 nm. d, Dependence of the CRB for the estimation of molecule position 2 (dots
and connecting lines) on the distance to the other molecule for different detection probability
matrices using L = 50 nm and N = 500. e, Dependence of the CRB for the estimation of
molecule position 2 on the beam separation L for different detection probability matrices with
N = 500. The same color assignment as in (d) holds. Scale bar: 10 nm (a).
with identical emission properties cannot be localize confidently. For |Ω00 − Ω01| → 1
the improvement in photon efficiency is not as strong any more. The isotropy shows
a similar dependence on the spectral splitting compared to the localization precision
(Figure 4.6c). This indicates an overall gain in performance for improved spectral
separation of the employed dyes. The isotropy never reaches unity, meaning that
there is always a difference in localization precision either between the two molecules
or between spatial directions.
We additionally found that using more spectral detection channels helps to improve
the CRB. Moreover, using more exposures, in the limit meaning to perform contin-
uous scanning along Lissajou patterns can reduce anisotropies in the localization.
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Figure 4.6: Influence of detection probability matrix on CRB and isotropy.
We used N = 2000, L = 50 nm and molecule positions ~r1 = [−8 nm,−8 nm], ~r2 = [4 nm, 4 nm].
We further assumed negligible background contributions. a, CRB for the estimation of molecule
position 2 (color-coded) for different spectral detection probabilities with lines of constant sum
of detection probability Ω00 + Ω01 (dashed). The corresponding line profiles are shown in (b).
b, Line profiles for Ω00 + Ω01 = const. following dashed lines in (a). c, Overall istoropy of the
covariance matrix for both molecules using different detection probability matrices Ωdm.
We further studied the performance of the MLE for the simultaneous estimation
of 4 position values (two for each molecule). We implemented the MLE in a 4D
gridsearch for L = 50 nm, with a red-shifted molecule at position [4 nm, 4 nm] in the
presence of a blue-shifted molecule at position [−8 nm,−8 nm] (Figure 4.7). If the
molecules did not overlap spectrally, the MLE reached the CRB at about N = 300
photons collected from both molecules (Figure 4.7a). In comparison, the MLE for
a single emitter at the TCP center reaches the CRB at around N ∼ 100 photons
under the same conditions, but using donut-shaped excitation beams instead of a
quadratic approximation [6]. For slight spectral overlap (Ω00 = 0.8, Ω01 = 0.2),
the MLE reached the CRB even for photon numbers below N = 100, for even
larger spectral overlap, the MLE delivers lower standard deviations than the CRB
suggested. This directly implies that the MLE delivers a biased estimate of the
molecules’ positions because no consistent estimator can reach lower errors than the
CRB. We studied the consistency of the estimator by calculating the bias on the
position estimation (see Equation 1.32). The bias decreased with increasing photon
numbers, but did not reach a constant level, indicating that consistency was not fully
reached even when localizing with 10000 photons. Using about 10000 photons under
experimental conditions (yellow curve), the bias was an order of magnitude lower
than the spread of the localizations. Using typical photon count rates of 200 kHz,
the collection of 10000 photons corresponds to time bins of about 50 ms. To achieve
higher temporal resolutions in tracking experiments by using fewer photons per
localization, the development of an unbiased estimator would be necessary similarly
to the numerically unbiased least mean square estimator as presented in [6]. Also
increasing the photon count rate can improve the temporal resolution while keeping
the localization precision constant. For MINFLUX to be functional, the mean of the
molecular photon emission has to be proportional to the illumination intensity at
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Figure 4.7: Performance of the MLE when localizing two emitters simulta-
neously. We used L = 50 nm, molecule positions ~r1 = [−8 nm,−8 nm], ~r2 = [4 nm, 4 nm]
and b0 = b1 = 1 for the simulation and omitted background contributions. We used 10000
photon realizations to evaluate the performance of the MLE. a, CRB (lines) and 1D error
reached with the MLE (dots) for molecule 2 using different photon numbers N . The employed
detection probability matrices are indicated in (b). b, Bias of the position estimation (dots
and dashed line).
the position of the molecule. This means that saturation of the fluorescence emission
has to be strictly avoided.
Overall, the theoretical bounds on the localization precision for two-emitter MIN-
FLUX with potential application in tracking experiments promise major improvement
over published camera-based or confocal approaches. When using a single excitation
wavelength, the approach is void of chromatic aberrations and polarization-induced
errors due to a fixed dipole orientation of the emitters. Further, it potentially allows
several hundreds of nanometer-scale localizations from the photon budget of two
emitters, allowing for highly improved time-resolved observation of distances. Due
to the cross-talk in the spectral detection of the fluorophores we cannot expect the
same performance as for single-emitter MINFLUX tracking [26].
4.2.2 Experimental implementation
We performed first proof-of-concept measurements on rectangular DNA origami
structures with two molecules immobilized in a distance of roughly 24 nm (see
Section 2.4.1). We pre-annealed the rectangular template and added the marker
strands later to maintain flexibility in the choice of dyes. For a first experiment
we chose the dye combination ATTO 647N and ATTO 665, exciting at 642 nm
and spectrally splitting the fluorescence at around 685 nm, using the microscope
described in Section 2.1. We measured the detection probability matrix by acquiring
MINFLUX traces of double-stranded DNA labeled with the according dye diluted in
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Figure 4.8: Experimental demonstration of simultaneous two-emitter local-
ization. a, e, Position of a single ATTO 647N molecule (green) in a distance of 24 nm from a
simultaneously emitting ATTO 665 molecule (magenta), both immobilized on a DNA origami
structure for two different measurements. Single localizations are displayed as semi-transparent
scatter points. The size of the points is unrelated to the obtained precision. Mean position
for both molecules (white cross) and the position of the emitter remaining after the first
photo-bleaching step (white circle). b, f, Individually localized emitter remaining after first
bleaching step (green/magenta) with mean position (white circle). c, g, Photon count traces of
the molecules shown in (a, b, e, f) for all MINFLUX exposures and detection channels. In the
first manually selected trace segment (dashed lines) both molecules emit (green and magenta).
After a bleaching step, only one molecule remains in the second segment (green (c) or magenta
(g)). The photon counts after the second bleaching step are used for background estimation.
d, h, Spectral detection probability for the photon count trace shown in (c, g). Scale bars:
20 nm (a, b, e, f).
where we assigned molecule index 0 to ATTO 647N and molecule index 1 to ATTO
665. We further measured the brightness of individual emitters by immobilizing
biotinylated double-stranded DNA labeled with a single dye molecule on the coverslip.
We acquired a confocal image of the single molecules, fit Gaussian distributions to
isolated single molecules and used the peak intensity of the fit result as a measure of
the molecular brightness. We obtained a brightness ratio of
bATTO 665
bATTO 647N
= 0.31± 0.10, (4.8)
where the error is the propagation of the standard deviation of the peak intensities
measured for the individual molecules.
We acquired MINFLUX traces of the two-emitter sample in ROXS buffer (see
Section 2.4.7) using the static MINFLUX approach with a beam separation of L =
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70 nm as described in [26]. To avoid the observation of DNA origami agglomerations,
but observe exactly two emitters, we carefully selected traces with two bleaching
steps and manually segmented the traces into two-emitter region, single-emitter
region and background region (Figure 4.8c, g). With the bleaching steps we usually
observed a mild, but visible change in the detection probability for the spectrally
separated detectors (Figure 4.8d, h). We used a Poisson fit to the histogram of
background photons to determine the average background value in each time bin. We
subsequently determined the SBR value individually for each photon bin containing
molecular emission. For the photons collected within the time span where both
emitters fluoresced, we split the photons into bins of 500 MINFLUX multiplex cycles,
corresponding to 50 ms time intervals. In this way we obtained a median of 77
localizations from two emitters containing an average of about 4000± 850 photons
each. With an MLE using a simulated-annealing based optimization (Matlab function
simulannealbnd), we obtained the two emitter positions (Figure 4.8a, e). We used
the simulated annealing algorithm because it found the optimum of the 4D problem
faster than the gridsearch-based approach used for MINFLUX nanoscopy analysis.
For position estimation we used the experimentally obtained PSF that we analyzed
as described before [6]. For the fraction of the trace with one emitting molecule, we
equivalently estimated the position, now using the p-functions as reported in [6] and
described in Section 1.2.5 (Figure 4.8b,f).
We determined the distance of the molecules by calculating the difference between
the mean positions of all localizations. From all 12 measurements with two bleaching
steps, we obtained an average and standard deviation (26.7± 6.8) nm of all distances.
More than half of the measurements contained the true distance value of 24 nm
in their 1σ error margin. We obtained an average 1D error of (2.5± 1.3) nm for
ATTO 647N molecules and a slightly worse value of (4.2± 2.8) nm for all ATTO 665
molecules, where we give the standard deviation of all localization errors. Individual
measurements sometimes showed larger errors (Figure 4.8a). For some measurements,
we further observed the individual molecule positions to significantly deviate from
the position obtained in the simultaneous localization of both molecules.
We could demonstrate that the simultaneous localization of several molecules can
allow the observation of distances between two molecules with an error of several
nanometers. The development of an improved position estimator can further reduce
uncertainties as well as the number of photons that has to be used for each localization.
This approach promises reduced bias between the localization of both molecules
and the localization of a single molecule. A more thorough treatment of the photo-
physical parameters influencing the position estimate can further allow to lower
systematic errors in the localization. The overall performance can be improved by
optimizing the dye combination as well as the wavelength at which the fluorescence
is split. An increased number of detection channels or exposures can be used to
further enhance the localization precision or isotropy of the localization respectively.
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4.3 Summary and discussion
In this chapter we introduced multicolor MINFLUX modalities for nanoscopy (Sec-
tion 4.1) and tracking (Section 4.2) with nanometer precision.
We demonstrated that the positions of two molecular species can be obtained in a
single MINFLUX image acquisition. Based on a single excitation line and detection
with two spectral channels, we distinguished classes of molecules by their emission
spectra with virtually no spectral overlap. We correctly recovered the designed
fluorophore positions and species in a custom-made DNA origami structure. By map-
ping a two-color staining of the NPC we demonstrated that the proposed multicolor
MINFLUX approach is compatible with 3D cellular MINFLUX imaging.
We observed only a slight reduction in localization precision compared to a single-
color acquisition. Factors limiting the localization precision and image quality are
mainly the less beneficial photophysical properties of the red-shifted dye variants
CF660C and CF680. On the one hand, these dyes show a less stable off-state com-
pared to Alexa Fluor 647 molecules, so that localizations are lost due to spontaneous
activation of molecules outside the MINFLUX acquisition region. On the other hand,
less stable off-states lead to a higher background level, thus to lower SBR values,
which directly relate to a loss in localization precision. The SBR values for the
localization of CF660C and CF680 molecules are further reduced by a lower signal
level of these dyes compared to Alexa Fluor 647 when exciting at a wavelength of
642 nm. As the registration of all present molecules happens sequentially in time,
multicolor acquisitions require more time due to the increased number of molecules
within the FOV. In case of predominance of one species, the second species can be
strongly underrepresented by the stochastic nature of the single molecule activation.
Development of dyes with more stable off-states or subsequent labeling of different
species [60] can help to improve multicolor MINFLUX acquisition schemes. With
the improved photon efficiency, MINFLUX lowers the demands on the number of
photons needed to achieve molecular resolution. This relaxes the constraint on the
photon budget in dye engineering, eventually leading to a new class of dye molecules
with lower photon budget, but enhanced switching properties.
We further studied the applicability of MINFLUX for multicolor tracking experiments
that require the simultaneous localization of more than one molecule. Based on the
calculation of the lower bounds on the localization precision and a first preliminary
experiment, we demonstrated that MINFLUX allows for the simultaneous localization
of two emitting fluorophores with nanometer precision. In the experiment, we were
able to recover the expected distance of the fluorophores of 24 nm with an error of
6.8 nm and localized individual emitters with 1D errors of few nanometers.
In its current implementation, this approach suffers from three main drawbacks.
First, the approach relies on the knowledge of photo-physical properties of the
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employed molecules, as we used experimentally determined values for the brightness
ratio of the dyes and the detection probability matrix for the localization. Due
to changes in the local environment, however, the emission of individual emitters
can substantially change, leading to an erroneous position estimation. One possible
solution is to obtain the spectral information of one molecule after photo-bleaching
of the second and estimating the brightness ratio and the spectral distribution of
the other emitter together with the molecules’ positions. Due to a higher number
of estimated parameters, this would diminish the overall localization performance.
Secondly, the MLE showed non-negligible bias for spectrally overlapping molecules,
so that the development of an unbiased estimator, for example similarly to the
numerically unbiased least mean square estimator [6], would be required for a
reliable position estimation, especially when using fewer photons. Finally, the overall
performance could be strongly improved by reducing the spectral overlap of the
employed dyes. This can be achieved by generating a library of dye combinations
with the respective spectral splitting and brightness ratio. The measured brightness
ratio as well as the detection probability matrix deviated from expectations based
on published photo-physical properties, so that the screening would have to be
performed experimentally. In the experiments, it is also possible to access the overall
photon budget of single dye molecules under different buffer conditions to increase
the photon budget for the generation of long localization traces for both molecules.
Another approach to reduce the spectral overlap is to optimize the spectral splitting
of the fluorescence in the detection. For this we readily implemented a detection with
spectrally tunable filters in a MINFLUX microscope that we built during this work.
The same system allows for the excitation with three different wavelengths (488 nm,
560 nm and 647 nm) thus offering more flexibility in the choice of dyes. In simulations,
using more than two detection channels further reduced the localization errors, while
more exposures per multiplex cycle improved the isotropy of the localizations. If
giving up the benefit of not having to consider chromatic aberrations, the spectral
overlap can be reduced by using the spectral difference in the excitation spectra of
the molecules by interleaved illumination with light of different wavelengths. The
previously mentioned microscope provides all technical prerequisite for this type of
experiment. If observing molecules in a smaller distance, energy transfer between the
dyes has to be considered for a correct position estimation. With a strong increase in
complexity regarding the choice of dyes and data analysis, the presented approach can
be extended to observe three or more molecules simultaneously. A straightforward
extension to 3D localization should allow absolute distance measurements within
three-dimensional arrangements.
Even without optimized experimental conditions with respect to the choice of dyes,
the spectral detection and the buffer conditions and a non-optimal estimator, multi-
emitter MINFLUX resolved a distance of 24 nm in about 80 localizations per molecule
pair. The approach thus opens completely new possibilities for the observation of




In the previous chapters, I presented the development of a MINFLUX localization
scheme for 3D and multicolor imaging. The scheme allowed mapping single molecules
of more than one species with molecular resolution in all dimensions. So far, the
technique has been demonstrated by imaging sparse biological structures close to
the cell membrane of eucaryotic cells. In this chapter, I set forth multicolor 3D
MINFLUX imaging of a complex organelle sub-structure, namely the mitochondrial
crista junction. I further present the development of a data analysis framework based
on unsupervised machine learning algorithms to exploit the molecular resolution of
MINFLUX for quantitative image analysis. Overall, this chapter demonstrates the
applicability of MINFLUX to tackle complex biological questions quantitatively, but
also shows, how the improved precision increases the requirements for strict photo-
physical control of the employed dyes as well as for the labeling approach. I start
with a brief introduction on mitochondrial architecture and function (Section 5.1),
followed by a proof-of-concept demonstration of two-color 3D MINFLUX imaging
in mitochondria with ∼ 5 nm localization precision (Section 5.2). I describe the
development and characterization of an analysis framework for quantitative analysis
of MINFLUX data on the molecular level based on simulated data (Section 5.3).
Finally, I apply the developed tools for biological imaging and data analysis to unravel
information about the protein distribution within the heterooligomeric MICOS
protein complex that is located at the crista junctions (Section 5.4). I isolated the
distribution of Mic60, the core component of this complex, at single crista junctions
from a 3D MINFLUX image of a U-2 OS cell, observing pores of roughly 40–50 nm
size, again with an isotropic localization precision of ∼ 5 nm. Moreover, I used
two-color 3D MINFLUX to analyze the spatial relation between different subunits of
the MICOS complex. I measured the difference in distance from Mic60 to Mic10 and
Mic19, respectively, and found that Mic10 resides significantly farther away from
Mic60 compared to Mic19. Thereby, MINFLUX provided remarkable new insights
into the spatial organization of MICOS subunits at crista junctions.
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5.1 Introduction to mitochondrial imaging
Mitochondria, often called the powerhouses of the cells, are organelles with crucial
importance for the energy provisioning in complex organisms. They efficiently convert
the energy provided in form of glucose or fat into adenosine triphosphate (ATP) and
generate 15 times more ATP from a single glucose molecule compared to anaerobic
glycolysis. Mitochondria thus played a major role in the evolution of complex
organisms. Moreover, mitochondrial dysfunction or mutations of mitochondrial









Figure 5.1: Simplified picture of the mitochondrial architecture. The mito-
chondrion is bounded by two membrane layers, the outer and inner mitochondrial membrane.
The inner mitochondrial membrane is usually divided into three sub-domains: crista membrane,
inner boundary membrane and crista junctions, which mark the transition between inner
boundary and crista membrane.
Mitochondria are bounded by two lipid bilayers, called outer and inner membrane
(Figure 5.1). The outer membrane shapes the organelle and is responsible for
communication with the rest of the cell as well as for protein transport. The inner
membrane contains, among others, the enzymes of the respiratory chain, which
preserve an ionic gradient between the matrix and the intermembrane space. The
respiratory chain complexes include F0F1-ATP-synthase responsible for the conversion
of adenosine diphosphate (ADP) to the energy-rich ATP. The inner membrane can
be subdivided into three domains: the inner boundary membrane, the cristae and the
connecting crista junctions. The inner boundary membrane runs parallel to the outer
membrane while the cristae are invaginations into the mitochondrial matrix that
increase the surface area of the inner membrane (Figure 5.1). The crista junctions
connect inner boundary membranes and crista membranes and are thought to play a
key role in compartmentalizing the inner mitochondrial membrane and controlling
the transport of proteins and other biomolecules. Crista junctions were for the first
time observed and morphologically described based on electron tomography [83],
later four studies independently identified a large heterooligomeric protein complex
located at the crista junctions [2, 45, 54, 116], now called mitochondrial contact site
and cristae organizing system (MICOS) complex [85]. A depletion of MICOS leads
to a loss of crista junctions and a disturbed inner membrane structure, underlining
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its importance for the architecture of the organelle. Numerous publications have
studied the detailed role of the MICOS complex for mitochondrial structure and
function as recently reviewed in [66] and [87]. Functions include the bending of
the inner membrane for cristae formation as well as the interaction of outer and
inner membrane [87]. Most of the studies have been carried out based on either
electron microscopy data or biochemical assays. These studies demonstrated, that
the MICOS complex consists of two sub-complexes named after their core-subunits,
respectively. In humans, the Mic60-subcomplex includes Mic60, Mic25 and Mic19
whereas a Mic10 sub-complex includes Mic10, Mic27, Mic26 and Mic13 [31, 39,
116]. The spatial organization of the two MICOS sub-complexes remained unknown,
however, since conventional fluorescence microscopy could not address this question
due to its limited resolution. In recent years, super-resolution microscopy has allowed
to image the distribution of numerous mitochondrial proteins [22, 56, 57, 64] and
demonstrated a coordinated distribution of Mic60 clusters along yeast and human
mitochondria [105].
As the resolution of the employed techniques was still limited to tens of nanometers,
imaging single crista junctions and their protein composition remained elusive. Here
we developed two-color 3D MINFLUX imaging of mitochondrial proteins as a tool to
quantitatively study the arrangement of different components of the MICOS complex
at the level of single crista junctions.
5.2 3D MINFLUX imaging of mitochondrial proteins
One of the most prevalent strategies to label proteins for fluorescence microscopy uses
an indirect staining of the target structure. An unlabeled primary antibody targets
the protein of interest while a secondary antibody that targets the primary antibody
is decorated with fluorescent molecules. Indirect immunostaining approaches offer
(1) a lot of flexibility in the choice of dyes and (2) often deliver a bright staining
because numerous fluorescent molecules label a single target. The signal amplification
happens because several secondary antibodies target a single primary antibody and
because one secondary antibody usually carries a number of fluorescent molecules. For
quantitative microscopy, indirect immunostaining suffers from three main drawbacks,
however. On the one hand, the number of fluorescent molecules per target protein is
unknown, shadowing information on the stoichiometry of the structure of interest.
On the other hand the fluorescence labels can be located as far as ∼ 30 nm away
from the target structure and can be distributed over a volume of roughly 15 nm
in extend, corresponding to the linear size of a single immunoglobulin G (IgG)
antibody molecule [29]. Moreover, the size of the antibody can additionally lead
to steric hindrance, which effectively reduces the labeling efficiency. Numerous
alternative labeling strategies as comprehensively summarized in [29] or [95] allow














































ATPb (Alexa Fluor 647)
Figure 5.2: Two-color 3D MINFLUX acquisition of mitochondrial proteins
in a human dermal fibroblast. a, xy- and yz-projection of localizations rendered as 2D
Gaussian distributions with σ = 5 nm. Magenta: Mic60, green: β-subunit of the F0F1-ATPase
(ATPb). b, Localization precision for both species (colors as in (a)) estimated from a 1D
Gaussian fit (dashed line) to aligned localizations (histograms). Scale bar: 1 µm (a). Material
from [81].
Some of the labeling approaches cannot be established easily and with high binding
affinity for all proteins of choice (Fab fragments and nanobodies). Others require
endogenous labeling thus eventually hampering the protein function in the living
cell (SNAP-tag, Halo-tag or peptide tags). For this work, we chose a compromise of
binding specificity, simplicity in the sample preparation process and size of the label
by labeling primary antibodies directly with the organic dyes used for MINFLUX
microscopy (see Section 2.4.6). In this way, the distance of the label to the target
structure was reduced and the stoichiometry of the labeling improved compared to
an indirect immunostaining protocol, while established protocols could be used for
the sample preparation. In theory, up to 8 amino acid residues per antibody can
carry a fluorescent molecule. By using MINFLUX imaging of isolated antibodies we
found that most of the antibodies were only decorated with one or two fluorescent
molecules, however.
For MINFLUX imaging of mitochondrial proteins we first selected a mitochondrion
of interest in a widefield fluorescence image. We chose MINFLUX scan points in
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the mitochondrial region, usually not following a rectangular pattern, but a custom
shape to avoid increased acquisition times.
We quantified the performance of multicolor 3D MINFLUX imaging inside mito-
chondria by staining different domains of the inner mitochondrial membrane. In
human dermal fibroblasts, we labeled Mic60, located at crista junctions, and the
β-subunit of F0F1-ATPase, located at crista membranes (Figure 5.2a). Due to it’s
more controllable switching behavior, we chose Alexa Fluor 647 to label the abundant
ATPase and CF660C for Mic60, respectively. As expected, we observed that the
F0F1-ATPase molecules resided closer to the mitochondrial axis in average while
Mic60 was arranged on a variable cylindrical structure. We resolved the protein
distributions within the inner mitochondrial membrane with a 3D isotropic local-
ization precision of roughly 5 nm for both species (Figure 5.2b). We could thus
demonstrate the first successful MINFLUX acquisition in any organelle. Due to the
photon-efficient localization, MINFLUX further delivered images of mitochondrial
proteins with unprecedented isotropic 3D resolution.
Due to the pointilistic nature of the MINFLUX acquisition, especially prominent for
sparse structures or low labeling efficiencies in combination with high localization
precision, only a reduced amount of information can be assessed by visual inspection
of a 3D dataset. In the next section we present a framework that we developed for
quantitative molecular analysis of MINFLUX data showing mitochondrial proteins.
5.3 Quantitative molecular analysis of MINFLUX
data
The outcome of any localization-based super-resolution measurement is a coordinate
list of localizations usually following Gaussian distributions around the position
of each fluorescent molecule. Solving the inverse problem, meaning to assign each
localization to a molecule to infer information about molecular clusters, distances
and distributions with high fidelity as recently reviewed in [79] remains challenging.
This is especially true if localization precision and molecular distance have a similar
magnitude. Most developments demonstrated clustering in two dimensions only,
because an anisotropic localization precision, as present in most conventional camera-
based localization techniques, poses an additional challenge.
By achieving higher localization precision, MINFLUX can substantially push the
labeling density range accessible for quantitative microscopy. Here, we developed
a clustering algorithm for molecular identification of localizations from any 2D or
3D MINFLUX measurement (step 2 in Figure 5.3). We optimized and verified the
molecular identification by simulating localizations for a simplified mitochondrial
model. Based on this model, we studied and optimized our biological analysis



















Figure 5.3: Analysis pipeline for biological MINFLUX acquisitions. A MIN-
FLUX experiment with basic analysis delivers localization coordinates distributed around
positions of molecules. Localizations are assigned to individual molecules by means of a cluster
analysis, so that subsequent quantitative processing steps can be performed on a molecular
basis. Biological features can be studied by the distance distribution of molecules or by
segmenting features of interest, so that molecular distances, shapes and ideally also protein















































Figure 5.4: Simulation of mitochondrial localization data. a, Simulated local-
ization clouds of roughly 100 molecules at a density of ρ = 100 molecules/µm2. Molecules were
randomly distributed on a cylinder with diameter D = 160 nm with a mean of 10 localizations
per molecule, based on a Poisson distribution. A localization precision of σ = 5 nm was
assumed. A clustering with eps = [10 nm, 6 nm], minPts = [3, 8] and σgmm = 5 nm delivered
molecular assignments (one color for each assigned molecule). b, The distributions of standard
deviations and number of localizations for the ground truth (top) and the clustering result
(bottom). Scale bar: 100 nm (a).
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for two spatially associated molecular species and estimated their average distance
(step 3 and 4 in Figure 5.3). We further applied the clustering algorithm with
optimized parameters for segmenting features from the simulated data allowing to
study shape and stoichiometry of molecular arrangements (step 3 and 4 in Figure 5.3).
In Section 5.4, we apply all presented data analysis tools to study the distribution of
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Figure 5.5: 3D clustering algorithm dbscan2 for molecular identification of
localizations. The assignment of localizations to molecules is based on a three-step process.
In a first step a density-based clustering algorithm dbscan assigns all points within a sphere of
radius eps to the same cluster, whenever the sphere contains more than minPts localizations
(green and red). If a region around a point contains less than minPts localizations and this point
is not a boarder point of a cluster, it is referred to as noise (blue). In a second step, a second
dbscan with reduced eps finds clusters that are composed of two or more localization-dense
regions (green and orange). Within each of these regions, subclusters are found based on
a Gaussian mixture model (green and orange) with the mean determined from the second
dbscan clustering step and σgmm given as an input parameter. Each localization is assigned
to the Gaussian component with highest probability at the localization coordinate. Material
from [81].
Simulation of localization data For the simulation of localizations in a mitochon-
drial model, we assumed a straight tube of diameter D and length L. We defined a
density ρ in units of molecules per surface area and distributed the molecule positions
randomly on the cylinder. We generated localizations around each of the molecule
positions assuming an isotropic Gaussian localization distribution with spread σ in
all three dimensions. We chose the number of localizations per molecule based on a
Poisson distribution with mean 10. An example of a generated dataset is shown in
Figure 5.4a. To simulate a second molecular species for distance studies, we randomly
placed the second molecule on a circle of distance d from the first molecular species.
To introduce an uncertainty in the simulated distance we assumed d to follow a
Gaussian distribution with spread σd. To simulate a model of the crista junction, we
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distributed junctions rather than molecules randomly on the mitochondrial cylin-
der. For each junction we simulated a predefined number of molecules uniformly
arranged on a circle with radius r oriented with the mitochondrial surface. To avoid
overlapping junctions, we regenerated positions closer than 3r together.
Molecular identification of localizations For molecular identification of localiza-
tions we studied the performance of well-known unsupervised machine learning
algorithms. Most of the algorithms (e.g. kmeans) require the number of molecules in
the image as an input, a variable usually not known in advance. A suitable candidate
among established clustering algorithms is the density-based approach dbscan [28]. In
brief, the algorithm distinguishes point-dense regions from empty regions by counting
the number of points in the vicinity of radius eps of a single starting point. If the
number exceeds a predefined threshold minPts, all points are assigned to the same
cluster. If the number does not pass the threshold and none of the points belongs to
another cluster, the points are referred to as noise. The process is repeated until all
points are assigned to a cluster or defined as noise (see left panel Figure 5.5).
We found that a simple dbscan algorithm allowed the identification of molecules fairly
well, but no parameter set {eps, minPts} allowed to separate close-by molecules
while not splitting localizations of single emitters. For this reason, we developed a
three-step process as depicted in Figure 5.6. Following a standard dbscan clustering
step (left panel), we separated the clusters and applied a second dbscan with modified
parameters to each cluster (central panel). Using the mean position of the subclusters
identified in the second step and a predefined spread σgmm, we re-assigned individual
points to the subcluster with highest probability at the point coordinate based
on a Gaussian mixture-model (right panel). We applied the clustering approach











































































Figure 5.6: Measurement of the clustering error. Errors δ1−δ6 (color-coded) were
obtained from a simulation using a mean number of 10 localizations with precision σ from
molecules of density ρ on a cylinder with diameter D = 400 nm. The length of the cylinder was
adjusted, so that the simulated region contained roughly 500 molecules. The mean clustering
error for 100 trials is given. Detailed error definitions, all comparing the clustering result to the
ground truth are introduced in the text. For clustering eps = [20 nm, 4 nm], minPts = [4, 3]
and σgmm = 5 nm were used.
to a simulated dataset and obtained clusters mainly corresponding to individual
molecules (Figure 5.4a). The clustering roughly recovered the distribution of standard
deviations and number of localizations per molecule (Figure 5.4b). We took a more
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quantitative approach to evaluate the clustering error for different molecular densities
ρ and localization precisions σ (Figure 5.6). As not only whole molecules, but also
single localizations can be wrongly classified, the error of the molecular assignment
can be defined in numerous ways. We tested six error metrics, based on either
the number of clusters and molecules, or on the nearest-neighbor distances. All
metrics compared the ground truth with the clustering result. Using the number of
molecules in the model nmol, the number of classified molecules nclus and the number

























δ6 = d̄nn,mol→clus. (5.6)
based on the average nearest-neighbor distance of ground truth molecules d̄nn,mol and
assigned clusters d̄nn,clus, respectively, and the average distance of a ground-truth
molecule to the nearest assigned cluster d̄nn,mol→clus. We repeated the simulation
100 times for each combination of localization precision and molecular density to
reduce the uncertainty on the clustering error estimate. All error metrics except
δ2, describing the probability of assigning true localizations to noise, increased
continuously with density and scaled inversely with the localization precision (Figure
5.6). Interestingly, this tendency broke, especially visible for δ2, at a localization
precision slightly below the clustering radius eps = 4 nm of the second clustering
step. In this case the number of molecules was underestimated. Error metrics δ1
and δ3–δ6, show very similar shape, but different amplitudes. For further analysis,
we chose error metric δ4 because it (1) differentiated between over-clustering and
under-clustering by its sign, (2) is dimensionless.
Based on error metric δ4, we evaluated the dependency of the clustering error on
the clustering parameters. We found the clustering to be robust towards parameter
modification.
By studying the clustering errors and their dependence on the localization density as
well as on the clustering parameters, we could confirm, that the presented clustering
approach can indeed be used for molecular identification of localizations. As the
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clustering quality did not strongly depend on the clustering parameters, we chose the
parameters empirically rather than using a numerical optimization. It is important
to note that for a localization precision of ∼ 5 nm demonstrated for MINFLUX
measurements of mitochondrial proteins (Figure 5.2), δ4 / 20 % holds even for very
high molecular densities of 200 molecules/µm2. The analysis of the clustering error
further demonstrated the power of increased localization precision for quantitative
microscopy. Many biological structures, if fully labeled, contain dense protein
arrangements that are impossible to resolve and quantitatively study with a standard
camera-based precision.
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Figure 5.7: Nearest-neighbor distance distributions of two molecular
species in simulations. Both species were assumed to be present at a density of
ρ = 100 molecules/µm2 on a cylinder of diameter D = 160 nm. The length of the cylin-
der was adjusted to obtain roughly 500 molecules of each species. A Poisson-distributed
number of localizations with mean 10 and a spatial spread σ = 5 nm were used for both
species. The second species was positioned in a Gaussian-distributed distance d = 40 nm
with σd = 4 nm. a, Distribution of inter-species nearest-neighbor distances (histogram) with
Gaussian fit (dashed and dotted line) and median value (dashed line) for ground truth (left)
and clustering result (right). The error indicates the 95 % confidence interval. The molecular
identification used the parameters eps = [10 nm, 6 nm], minPts = [3, 8] and σgmm = 5 nm.
b, Distribution of nearest neighbors within the species. The distribution is expected to follow
p (dnn) = 2aπρdnne−πρd
2
nn with molecular density ρ and scaling constant a (fit, dashed and
dotted line). The fit result for the parameter ρ is given in the legend for ground-truth molecule
distribution (left) as well as for the distribution of identified clusters (right).
Studying molecular distances based on clustered data Based on the molecular
identification of localizations, a quantitative analysis of species distances could be
carried out. For this, we studied the distribution of nearest-neighbor distances
between two species, where the individual inter-species distances were simulated to
follow a Gaussian distribution. The resulting distribution of inter-species nearest-
neighbor distances consequently followed a Gaussian distribution with an additional
tail towards lower distances (Figure 5.7a). This was true for both simulated molecules
and clustering result. We estimated the mean distance based on a Gaussian fit to the
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distribution. Using the ground-truth molecule positions delivered a distance value of
dmol = (38.40± 0.81) nm with the error describing the 95 % confidence interval, thus
slightly underestimating the true distance d = 40 nm. When using the identified
molecule positions, this effect was even stronger, estimating a molecule distance
of dclus = (34.90± 0.64) nm. Using the median value of distances, we obtained an
even worse estimate of the distances for ground-truth molecules and clusters. The
standard deviation of simulated distances σ = 4 nm was slightly overestimated by
the ground-truth-based Gaussian fit (σmol = (5.19± 0.81) nm) as well as when using
the clustered data (σclus = (6.79± 0.64) nm). We suspected that a population of
molecules with a random nearest neighbor closer than the associated nearest neighbor
led to the described systematic deviations. To study this in more detail, we evaluated
the inner-species nearest-neighbor distance distribution accounting for randomly
distributed molecules. As deduced in [77], the distribution of nearest-neighbor
distances dnn for molecules of density ρ randomly distributed on a surface follows
p (dnn) = 2aπρdnne−πρd
2
nn , (5.7)
with a being a constant. We estimated the density ρ of the molecules by fitting
the given probability density function, resulting in density values slightly below the
expected. We further observed a tightening of the probability density function for
the clustered data compared to the molecular data. The latter is most likely due to
the clustering algorithm not separating close-by molecules.
In conclusion, we can estimate the distance between spatially associated species
based on a Gaussian fit to the inter-species nearest-neighbor distance distribution.
The estimate is biased towards lower values due to a population of random distances
that are smaller than the associated distance. This means, that we cannot reliably
deduce the absolute distance values using this approach, a comparison of different
distance values, however, is possible.
Feature segmentation for isolation of crista junction models The molecular
identification of localizations can additionally be used to study the molecular ar-
rangement of proteins within the cell. To extract cellular features, we adapted
the parameters of the dbscan2 algorithm displayed in Figure 5.5 and used it for
molecular identification of localizations. We avoided the propagation of errors in
the molecular assignment by applying the algorithm directly to the localization
data, not to the identified molecule positions. We tested the approach by simu-
lating protein arrangements around the crista junction, assuming 6 molecules to
be uniformly distributed on a circle with radius 15 nm (Figure 5.8a). We indeed
successfully identified single junctions (Figure 5.8b). To visualize individual junctions
that were aligned with the curved surface of the mitochondria (Figure 5.8c), we
rotated the junctions by calculating the diagonal matrix of eigenvalues from the
covariance matrix of isolated localizations. After rotation, the axis of lowest variance
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Figure 5.8: Simulation of localizations for a MICOS protein in the crista
junction. We assumed a localization precision of σ = 2 nm, a mean number of 10 localizations
per molecule and a labeling efficiency of 100 %. We assumed six molecules per junctions equally
distributed on a circle with radius 15 nm. a, Unwrapped cylinder (D = 160 nm) containing lo-
calizations of roughly 80 junctions at a density of 30 junctions/µm2. b, Isolated single junctions
(one color per junction) and molecule positions within junctions by applying the previously de-
scribed three-step dbscan2 clustering to the simulated localizations using epsloc = [10 nm, 6 nm],
minPtsloc = [3, 4], σgmm,loc = 5 nm, epsjunction = [25 nm, 15 nm], minPtsjunction = [3, 10] and
σgmm,junction = 20 nm. c, Isolated junctions oriented with the cylinder surface. d, Isolated
junctions rotated to the xy-plane by using the eigenvectors of the covariance matrix of the
localizations. Localizations are rendered as Gaussian distributions with σ = 2 nm, identified
molecule positions are marked (gray). Scale bars: 100 nm (b), 20 nm (c,d).
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coincided with the projection direction (Figure 5.8d). We also observed successful
molecular assignment (Figure 5.8d). For comparison, we performed an analogous
evaluation with increased localization errors and 50 % labeling efficiency (Figure A.6).
In summary, we developed a simulation framework for the generation of mitochondrial
localization data to optimize and validate new data analysis approaches. For data
analysis, we first assigned localizations to molecules based on a combination of
unsupervised machine learning algorithms that we termed dbscan2. We showed
that the quality of the assignment strongly depends on localization precision and
molecular density. We obtained errors in the recovered molecule number of / 20 %
for experimental localization precisions and densities. The molecular identification
recovered the distance between molecular species with slightly more than 10 % error.
Further a dbscan2 approach with adapted parameters allowed isolating molecular
features that we were able to align for visualization and further analysis.
5.4 3D MINFLUX can resolve protein distributions
within the crista junction
In the last section, we presented a simulation and data analysis approach to quantita-
tively analyze MINFLUX acquisitions of mitochondrial proteins. Here, we apply the
developed techniques to study the protein distribution within single crista junctions.
We isolated the distribution of Mic60 from single junctions (Section 5.4.1). We
further compared the distance between two protein pairs within the MICOS protein
complex (Section 5.4.2).
5.4.1 Mic60 distribution at single crista junctions
To study the distribution of Mic60 within single crista junctions, we acquired single-
color 3D images of Mic60 in U-2 OS cells using a primary antibody labeled with
Alexa Fluor 647 (Figure 5.9a). Already by visual inspection we observed larger
arrangements that presumably do not originate from single molecules. To analyze
the shape of the arrangements, we applied the developed feature segmentation
approach and again rotated the localizations and identified molecule positions to
study the isolated junctions (Figure 5.9b). As the feature segmentation recognized
also a number of single molecules as junctions, we manually selected a subset of the
identified junctions. We observed that the Mic60 proteins tended to be arranged in
regions of roughly 40–50 nm with individual molecules separated by roughly 20 nm.
Note that the alignment of the arrangement with the y axis is caused by the rotation
based on the covariance matrix eigenvalues.
We, for the first time, observed indications for Mic60 arrangements within single
crista junctions in U-2 OS cells with optical microscopy. Our data suggest that
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the crista junctions, which have a diameter of about 20 nm on electron micrographs
(unpublished data), are surrounded by a group of Mic60 molecules, delivering a
diameter of 40–50 nm in our measurements using a staining with antibodies. As
Mic60 is essential for the formation of crista junctions and bends lipid vesicles into
tubular structures in vitro [53, 106], it is attempting to assume, that these groups of
Mic60 surround and thereby form the crista junctions. To draw more quantitative
conclusions regarding the shape and stoichiometry of the identified pores, higher
labeling efficiencies and a statistical analysis of a larger dataset would be required.
We should note that 3D resolution is strictly necessary for the observation of these
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Figure 5.9: Single-color 3D MINFLUX acquisition of Mic60 in a U-2 OS
cell. a, MINFLUX localizations with the axial position color-coded. Mic60 was labeled with
Alexa Fluor 647. b, Isolated crista junctions (subplots) with localizations (dots) and assigned
molecules (crosses) aligned based on the covariance matrix of the localizations. The third
dimension after rotation zrot is color-coded for all datapoints. Scale bars: 500 nm (a), 50 nm
(b). Material from [81].
5.4.2 Distances of subunits within the MICOS complex
We studied the difference of protein distances within the MICOS complex using
two-color MINFLUX nanoscopy. Again, we required the isotropic 3D resolution of
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Figure 5.10: Distances of MICOS proteins based on a molecular identifica-
tion of localizations. For all distance measurements, the less abundant species was
identified and the nearest-neighbor distance to the other species calculated. a, Distri-
bution of nearest-neighbor distances between Mic10 and Mic60 for acquisitions from 11
cells on 5 coverslips. A Gaussian fit (dashed line) delivers the mean distance and the
spread of distances as indicated. Measurements with less than 30 molecules in the less
abundant species (not used, num points) or either coefficient of determination R2 < 0.5
or negative mean values (not used, fit quality) were excluded from further analysis.
b, Same as (a), but measuring the distance between Mic19 and Mic60. c, Average
distance (left) and distance spread (right) for all measurements. The data points show
individual measurements. The plot indicates the median value of the distribution (red
line and numbers), the 25 % and 75 % percentiles (blue box) and the extreme values
(error bar). Outliers are marked with a red cross. The hypothesis that the distances
and spreads for Mic10 and Mic19 belong to the same distribution was tested based on
a whitneyU test (Matlab function ranksum). The resulting p-value is given for both
tested parameters. Material from [81].
MINFLUX, as distance measurements based on projected positions of molecules that
natively reside on a tube are highly error-prone. We imaged HeLa cells, where we
labeled Mic60 as a reference along with Mic10 and Mic19, respectively. We observed
that Mic19 occurred at a lower molecular density than Mic10, which could be due
to a lower abundance of the Mic19 protein, but also due to a lower binding affinity
of the employed antibody. For all datasets we used the same filtering values as in
Figure 5.2 (see Section 2.3.3 and Figure A.4).
To compare the distances between Mic10 and Mic60 to the distance of Mic19 to
Mic60, we identified molecules based on the approach described in Section 5.3. We
selected the species of lower abundance and found the nearest neighbors in the
other species for all molecules to obtain a distance distribution for all acquired
datasets (see Figure 5.10a, b). The resulting inter-color nearest-neighbor distance
distributions roughly followed a Gaussian distribution. We used a Gaussian fit to
identify the expected molecular distance and the standard deviation of molecular
distances in each measurement (Figure 5.10a, b). We excluded datasets with less
than 30 molecules in the less abundant species and measurements with low fit quality
(coefficient of determination R2 < 0.5 or negative mean value) from further analysis
as indicated.
We compared the resulting distributions of expected distances and σ values (Figure
5.10c). We obtained a median distance of ∼ 50 nm for Mic10-Mic60 and a lower
median distance of ∼ 20 nm for Mic19-Mic60 without considering the size of the
antibody used for labeling. A WhitneyU hypothesis test delivered a probability
of only p = 0.00058 for both distance measurements to originate from the same
distribution, indicating that the distances of Mic60 to Mic10 and Mic19 respectively
were significantly different. Also the median value of σ for all distance distributions
was larger for the distance Mic60-Mic10 compared to Mic60-Mic19.
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In conclusion, we were able to measure a difference in distance of three proteins that
are known as subunits of one large heterooligomeric complex. We observed Mic10
and Mic60 to be significantly farther apart than Mic19 and Mic60. This result is
consistent with biochemistry data showing that Mic19 belongs to the same MICOS
subcomplex as Mic60 whereas Mic10 is part of a different subcomplex [31, 39, 116].
5.5 Summary and discussion
In this chapter we demonstrated for the first time multicolor 3D MINFLUX imaging
of an organelle in mammalian cells. We showed first proof-of-concept measurements
in human dermal fibroblasts where we labeled Mic60 and F0F1-ATPase. For label-
ing we used primary antibodies decorated with fluorophores suitable for multicolor
MINFLUX imaging. We achieved an isotropic localization precision of ∼ 5 nm. We
presented a data analysis framework, developed based on the simulation of local-
izations. The framework allowed to assign localizations to individual fluorescent
molecules, based on a combination of unsupervised machine learning algorithms that
we termed dbscan2. The molecular assignment enabled further analysis using the
molecule positions rather than the individual localizations. We used the obtained
molecule positions to establish a distance measurement based on the distribution
of nearest-neighbor molecular distances. An adapted version of the density-based
clustering used for molecular identification allowed the isolation of molecular arrange-
ments from the simulated data.
We applied the analysis framework to study the distribution of Mic60 in U-2 OS cells
based on 3D MINFLUX imaging data. We isolated regions that resembled crista
junctions, and observed pores of ∼40–50 nm in size. Other publications already
suggested that Mic60 forms oligomers [53] and that Mic60 can bend lipid vesicles
into tubular structures in vitro [53, 106]. Further, crista junctions in U-2 OS cells
showed a diameter of roughly 20 nm in electron micrographs (unpublished data).
Taking this information together, it is thus tempting to assume that the groups of
Mic60 molecules observed in the MINFLUX data, indeed surround and thereby form
single crista junctions.
Using two-color 3D MINFLUX imaging of HeLa cells, we compared the molecular
distance of Mic60 to Mic10 and Mic19, respectively. We obtained a sample median
of ∼ 50 nm for the distance Mic10-Mic60 and a significantly lower value of ∼ 20 nm
for Mic19-Mic60. This measurement is in agreement with biochemistry experiments
that demonstrate, that Mic10 belongs to a different MICOS subcomplex than Mic60,
whereas Mic19 resides in the same subcomplex [31, 39, 116]. An interpretation of
absolute distance values rather than a distance comparison is difficult, as the size of
the antibodies in combination with the stochastic labeling of the antibodies alter
the measured distances. If a more quantitative labeling approach was used, we
would further need to compensate the bias in the distance estimation based on the
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nearest-neighbor distribution. Taking these uncertainties into account, our data still
suggest that, different to Mic60, the Mic10 molecules do not reside exclusively in
small well-defined areas at the center of the crista junctions. This is remarkable
as previous studies in yeast found Mic10 oligomerization to be responsible for
membrane curvature. Hence, it was expected that Mic10 is located at the highly
curved membrane regions that are present in the center of the crista junction [7, 13].
Based on an evaluation of the clustering error, we observed the importance of
localization precision and molecular density for the reliability of the molecular
assignment and further analysis. As the clustering errors decreased with increased
precision, improving the localization precision is very desirable. In Chapter 3, we
showed experimental 3D MINFLUX data reaching localization errors of 2–3 nm.
In acquisitions of mitochondrial proteins we only reached a precision of ∼ 5 nm.
One possible reason for the increased localization errors are the lower SBR values
obtained in mitochondrial imaging compared to the imaging of sparser structures
close to the cell membrane as shown in Chapter 3. Another source of error are
movements in the sample, either due to an incomplete fixation or from movements of
the non-covalently bound antibodies. A potential source of background is increased
autofluorescence induced when focusing inside the cell. Autofluorescence background
could be reduced by using a time-gated detection. A more severe source of background
is the uncontrolled chemical interaction of the employed fluorescent molecules with
their surrounding. Using a reducing agent, Alexa Fluor 647 can be transferred to
a long-lived non-fluorescent triplet state by illumination with excitation light [113].
Under ideal conditions, the lifetime of the non-fluorescent state is on the order of
hours, so that the molecules can be activated to fluoresce in a very controlled manner
using UV illumination. In reality, the transition probability from the non-fluorescent
triplet state to the singlet ground state strongly depends on the local environment
of the dyes. Under certain conditions we also observed molecules to photo-activate
by illumination with excitation light. Additionally, thermally induced transitions
can occur. The described processes lead to spontaneously occurring molecular
events inside and outside the MINFLUX imaging region. This can lead to events
overlapping in time that induce shifted localizations. If these are not filtered out as
described in Section 2.3.3, they induce larger localization errors. This problem can be
approached by further engineering the buffer conditions according to the molecular
environment. The approach of buffer engineering is very time-consuming, however,
as different conditions are necessary for each new sample preparation. Moreover, the
range that the buffer optimization offers might not be sufficient for certain sample
conditions. More promising is the use of photo-switchable or photo-convertible
probes (e.g. [91]) with more stable non-fluorescent states. This change of probe
is facilitated by the improved photon efficiency of MINFLUX, which relaxes the
constraints on the photon budget of the employed dyes. Another important limitation
faced in the presented measurements is the lack of an efficient labeling strategy.
Despite their large size compared to the localization precision and the unknown
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stoichiometry of the fluorophore decoration, primary labeled antibodies were still
the most suitable available labeling approach. Our attempts for stable homozygous
expression of a fusion protein of Mic60 with a protein tag (e.g. SNAP- or HALO-tag)
remained unsuccessful so far. This might be due to the interaction of Mic60 with
a number of proteins in the outer membrane [87] that can be easily impaired by
protein modification. Possible approaches can be the use of much smaller peptide
tags, like the ALFA-tag that can be targeted with nanobodies after expression [36].
Reducing the size of the label as well as improving the stability of the non-fluorescent
state of the employed dyes can allow for improved apparent labeling efficiencies
that simplify the interpretation of the acquired data. When working with resolution
at the nanometer-scale, also fixation artifacts need to be considered. A careful
comparison of different fixation techniques with respect to their ability to preserve
cellular structures at the nanoscale would be required to reduce the uncertainty of
biological MINFLUX measurements in fixed cells. Even more desirable is to image
living cells. Mitochondrial components like the crista junctions are highly dynamic
structures [65], however, so that strongly reduced acquisition times would be required.
This could be achieved by using more controlled fluorescent dyes with fewer emission
events and by parallelizing the MINFLUX image acquisition. Reduced acquisition
times would further facilitate biological studies on a larger scale.
In summary, we could show that the improved and isotropic 3D resolution of
MINFLUX can indeed be used to observe protein structures within an organelle at
the nanoscale. In combination with the presented novel data analysis approach for the
molecular identification of localizations, this can pave the way for quantitative studies
of protein arrangements. It is of crucial importance, however, to keep uncertainties
in mind that are introduced by the probe, the labeling strategy or the chemical




Within this thesis, I extended the MINFLUX approach for use in quantitative bio-
logical studies. To this end, I developed combined 3D and multicolor imaging as well
as a multicolor tracking approach. I established a framework for quantitative analysis
of MINFLUX imaging data that I applied to the first dual color 3D MINFLUX
acquisitions of a cellular organelle. I exploited the unprecedented 3D localization
precision and multicolor capability of MINFLUX nanoscopy for studying the spatial
distribution of proteins in the heterooligomeric MICOS protein complex that is
localized at the crista junction in mitochondria.
In contrast to other super-resolution techniques, MINFLUX achieves molecular
resolution because it uses the photons emitted by single fluorescent molecules more
efficiently without altering the overall fluorescence photon budget. This is achieved
by targeting the minimum of an excitation beam to a pattern of coordinates as close
to the fluorescent molecule as possible. In this way, the photon-load is partially
shifted from the weak fluorescence emission to the excitation beam that is inherently
unlimited in photon-budget. The separation L of the beam target positions serves
as a ruler for the single molecule localization, so that the photon efficiency can
be tuned by modifying L. This happens at the cost of a smaller photon-efficient
region. Depending on the exact localization scheme, the localization precision can
additionally be anisotropic and spatially inhomogeneous. In contrast to standard
camera-based localization approaches, the MINFLUX localization precision does not
show a substantial dependence on the wavelength nor on the numerical aperture of
the microscope [6]. Furthermore, by localizing emitters purely based on the shape
and position of an excitation beam, MINFLUX with a single excitation wavelength is
completely void of any chromatic aberrations. MINFLUX is additionally insensitive
to the orientation of the emission dipoles, which can lead to substantial artifacts in
standard camera-based localization schemes [27, 69]. The best achievable photon
efficiency depends on the signal-to-background ratio of the localization. By adjusting
the pinhole size in the confocal detection, however, the signal-to-background ratio
of the localization can be tuned. The background can be further reduced based
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on a time-gated detection. The temporal resolution of the single-pixel detectors
employed for MINFLUX localization can additionally be exploited to obtain fluo-
rescence lifetime information. In its static form with predefined target positions
for the illumination beams, the photon-efficient region of MINFLUX localization is
limited to the region covered by the target coordinates. Any localization in extended
regions requires the online estimation of the position of the molecule and subsequent
repositioning of the targeted coordinate pattern (TCP). A first implementation of
a self-adapting MINFLUX approach was used to track the position of individual
molecules in space and time [6]. Recently, iterative MINFLUX allowed imaging in
regions of several micrometers in size by scanning the TCP and the photo-activation
beam over the sample while zooming onto individually appearing molecules. Iterative
MINFLUX facilitated first proof-of-concept (live) cell imaging with isotropic and
homogeneous nanometer localization precision in two dimensions [43].
I extended the photon-efficient localization of MINFLUX to 3D by probing the
position of the molecule with an intensity minimum confined in all three dimensions.
The minimum was generated using an annular phase mask [63]. An electro-optical
lens targeted the beam to coordinates along the optical axis. The lower bounds on
the errors for a static 3D localization under experimental conditions were studied.
I found that 3D MINFLUX using a cross-like symmetric TCP of size L = 100 nm
can deliver 1–2 nm localization precision even for an SBR value as low as 2 using
N = 2000 photons. Iterative 3D MINFLUX outperformed the theoretical bounds of
any standard camera-based localization scheme in simulations, including coherently
used two-objective arrangements. The iterative approach further allowed the imaging
of regions larger than the TCP size while preserving an isotropic and homogeneous
localization precision in all dimensions. Proof-of-concept measurements of the nuclear
pore complex protein Nup96 in U-2 OS cells and PSD-95 in cultured hippocampal
neurons demonstrated an almost isotropic localization precision of around 2–3 nm
in a micrometer-sized field of view. MINFLUX clearly resolved the nucleoplasmic
and cytoplasmic layer of Nup96. It was, however, not possible to distinguish pairs of
proteins residing in 12 nm distance. This is most likely due to missing labels or an
interaction between the molecules located within nanometer vicinity. The observed
PSD-95 distribution suggests the agglomeration of C-terminal ends of PSD-95 across
the post-synapse with the agglomeration sites occurring in distances of about 40 nm.
I used a total maximal number of 2750 photons for each 3D localization, which
included the iterative zooming onto the molecule. Assuming the same number of
detected photons, an interferometric 4Pi camera-based approach can, in the quantum
theoretical limit and in the absence of background, localize with an error of 1.3 nm
laterally and 0.95 nm axially (see Equation 1.6) [5]. 3D MINFLUX reached a similar
regime with an experimental error 2–3 times larger than the quantum theoretical
bound of an interferometric 4Pi camera approach. MINFLUX does not rely on an
interferometric detection with two objective lenses. This is beneficial because the
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4Pi detection is technically challenging to implement and additionally limits the
thickness of the samples that can be observed. Due to technical reasons that are
discussed later in this chapter, experimental 3D MINFLUX has so far not reached
the Cramér Rao bound. In addition, the experimental parameters, including the
control of the intensity distribution of the excitation beam as well as background
contributions, have not been fully optimized yet, so that in the near future further
improvements in precision are expected.
Single-color fluorescence images, despite of molecular resolution in all dimensions,
can only provide insight on the distribution of a single biological compound. In
many cases, the function of bio-molecules arises from their reciprocal action with
partners in the cell. I applied a multicolor concept well known from stochastic
optical reconstruction microscopy (STORM) imaging [125] for MINFLUX multicolor
acquisitions. I excited all molecular species with light of 642 nm wavelength and
exploited a spectral shift in their fluorescence emission for emitter classification. For
this, I used two spectrally different confocal detection channels. By using a single
excitation line, this approach is completely void of chromatic shifts between the
localizations of different species. Based on a principal component analysis of the
photon counts detected in the different MINFLUX iterations, I distinguished the
species with high fidelity. In a 3D acquisition of the NPC, I observed a slightly
reduced precision of 2–4 nm compared to a single-color image. I attribute this to
a lower SBR caused by a higher number of fluorescent molecules present in the
illuminated region. I further observed that the red-shifted dyes CF660C and CF680
delivered slightly higher errors, most likely related to their lower signal levels due to
less efficient excitation.
Using the same fluorescent molecules in a coherent 4Pi STORM approach, resolutions
of around 10–20 nm were achieved in imaging of different structures in fixed cells
[124]. At the expense of longer acquisition times and reduced image volumes, 3D
multicolor MINFLUX with a single objective thus surpasses even this 4Pi localization
approach in resolution.
In contrast to MINFLUX tracking, the consecutive registration of single molecules
in MINFLUX nanoscopy hampers the observation of dynamic processes in living
environments. Here, I developed a multicolor MINFLUX tracking approach that
can be used to follow the position of several molecules at the same time. I chose an
approach void of chromatic aberrations by using only a single excitation wavelength.
This required the simultaneous localization of emitters with potentially overlapping
emission spectra. I observed that the spectral overlap increased the lower bounds
and worsened the localization performance of the position estimator compared to
the single emitter case [6, 26]. I could still correctly recover the distance of 24 nm
between two immobile molecules with a sample size of 12 measurements. By using
about 4000 photons per localization, I obtained time bins of 50 ms length and about
80 localizations per molecule pair. The localizations for each molecule showed an
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average spread of 2–5 nm. It is promising to further enhance the temporal resolution
by developing an unbiased and efficient estimator for lower photon numbers or screen
the available dyes for reduced spectral overlap. In this way, MINFLUX multicolor
tracking is poised to outperform other approaches that were either limited to the
observation of static molecules [80] or achieved about 500–3000 ms temporal reso-
lution [84]. MINFLUX can thus deliver a new tool for the observation of dynamic
biological processes on length scales not accessible by any other microscopy technique
or fluorescence resonance energy transfer.
I further explored the applicability of 3D multicolor MINFLUX imaging for the
observation of complex and dense protein structures inside organelles. An almost
isotropic localization precision of about 5 nm was achieved for both molecular species
when labeling two different domains of the inner mitochondrial membrane in human
dermal fibroblasts. I acquired 3D localizations from single mitochondria over a length
of about 10 µm. I developed an unsupervised-machine-learning-based data analysis
framework for the molecular assignment of localizations in a 2D or 3D MINFLUX
acquisition. This data analysis framework allowed to study components of single
heterooligomeric MICOS protein complexes, located at the crista junctions. I com-
pared the distance between Mic60, the core component of the complex, and Mic10 or
Mic19, each representing a different subunit of the MICOS complex. I deduced that
Mic10 resides significantly farther away from Mic60 than Mic19. This is in agreement
with other results showing that Mic19 belongs to the same sub-complex as Mic60 [31,
39, 116]. Taken together with the MINFLUX data indicating that Mic60 surrounds
and thereby forms single crista junctions, the distance measurements suggest that
Mic10 molecules do not exclusively reside in a well-defined region at the center of
crista junctions. This is noteworthy because previous studies in yeast assigned Mic10
a role in membrane bending and consequently expected Mic10 to be located at the
center of the pore [7, 13].
Especially in the imaging of mitochondrial structures, two factors were limiting the
quality of the resulting datasets: the state control of the employed dyes and the
labeling approach. Iterative MINFLUX only acquired molecules appearing within
the region of photo-activation. Instabilities in the dark state of the fluorescent
molecules introduced background emission because fluorescent molecules outside the
TCP were still excited. If molecules got activated outside the TCP, the acquired
photons were unusable and filtered out in post-processing. This led to a two-fold
loss of localizations, as neither the randomly appearing molecule nor the initially
activated molecule were properly captured, resulting in a reduced apparent labeling
efficiency. The probability of random activation or activation by the excitation light
depends on the labeling density as well as on the local environment of the dyes.
High labeling densities can additionally lead to interaction between the fluorescent
molecules, meaning that a single emitting molecule can activate molecules that are
close-by. This is visible as a step in the photon count trace, but the localization
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is not easily filtered out as described in Section 2.3.3 if the molecular distance is
much smaller than the TCP size L. The resulting localization reflects the average
position of the involved emitters, weighted by the individual molecular brightness,
so that the localization precision is in fact limited to the interaction range of the
fluorescent molecules. The described effects are more severe for CF660C and CF680
as these dyes display less stable off-states compared to Alexa Fluor 647. Using
the listed fluorescent dyes additionally impedes live-cell imaging, as the molecules
can not permeate through the intact cell membrane. These limitations could be
improved on by exploring different markers for MINFLUX nanoscopy. Examples are
photo-switchable dyes [91] or the use of proteins with a photo-induced change in
emission state, including photo-conversion, photo-switching or photo-activation [24].
Photo-convertible proteins have already facilitated MINFLUX imaging of the NPC in
living mammalian cells in two dimensions [43] and single-molecule tracking in living
bacteria [6], but have not been used for 3D imaging so far. Also negatively reversibly
switching fluorescent protein variants or uncoupled reversibly switching proteins as
reviewed in [24] might prove useful for MINFLUX imaging of densely labeled struc-
tures. The photo-physical properties at the single molecule level, however, remain
to be explored for many of the variants. Combining MINFLUX with DNA-PAINT
[61] could further enhance the achievable labeling efficiency. This approach would
also allow the imaging of a higher number of species in MINFLUX. To date, the
switching properties of the employed molecules impede the observation of more
species with MINFLUX, whereas the current detection scheme can accommodate for
the classification of three or more distinct molecular species.
The labeling efficiency is further influenced by the labeling strategy [29, 95]. If
aiming for quantitative microscopy, three aspects of the labeling approach have to
be considered. The labeling stoichiometry describes how many fluorescent molecules
decorate a single target molecule. The size of the label determines how large the
bias in the resulting localization will be. Finally, the affinity of the labeling molecule
regulates what fraction of the target molecules are actually captured and determines
the level of unspecific labeling. Ideally, we aim for a 1:1 decoration as close as possible
to the molecule of interest. Moreover, we aim for a labeling approach that does not
require fixation or permeabilization of the structure of interest, as these treatments
can introduce additional systematic errors. These errors can become relevant when
imaging with molecular resolution. Also here, the homozygous endogenous expression
of a fusion of the target protein with a suitable fluorescent protein is an auspicious
strategy, as it promises a 1:1 labeling stoichiometry by design, assures close proximity
of marker and target protein and does not require any fixation.
Next to the discussed aspects of sample preparation including fixation, labeling and
especially the choice of fluorescent markers, the performance of 3D MINFLUX was
hindered by the focusing capability of the electro-optic lens, limiting the observable
volume to about 400 nm axial extent. Extending this range with different defocusing
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approaches, e.g. a deformable mirror or by stage-scanning, would additionally require
a different beam shape, e.g. a Gaussian shaped beam for the first axial iteration.
Using a different defocusing device would also be beneficial for an even better control
of the excitation beam shape that was observed to deteriorate over hours, presumably
due to accumulation of charges in the electro-optic crystal. To achieve an even higher
localization precision, we further deem it necessary to measure and employ the true
experimental PSF in the analysis.
The acquisition of the datasets shown in this work took tens of minutes to almost
two hours. The achieved precision thus requires a reliable stabilization system. In
this work, we used the total internal reflection and a dark field image of scattering
nanorods for measuring the sample position in z and xy respectively. Both required
the illumination of the sample with an infra-red laser beam. Especially in the xy
sample lock system, we observed background signal due to scattering of the infra-red
illumination from cellular components. This background signal impaired the MIN-
FLUX imaging in some regions, thus limiting the choice of the region of interest.
Long acquisition times can also be a limiting factor for biological applications, as
acquiring enough samples for drawing a biological conclusion can be overly time
consuming. A possible solution is the parallelized implementation of the MINFLUX
concept similarly to RESOLFT nanoscopy [14]. Parallelization of the MINFLUX
approach is facilitated by the low laser powers employed in the acquisition.
For further enhancement of the photon efficiency in biological imaging, a reduction
of the background signal would be necessary. This is because the background de-
termines the minimal beam separation L, for which the photon efficiency is still
improved [26]. Possible approaches for background reduction include a time-gated de-
tection scheme or the exploration of more efficient beam shapes for excitation. These
improvements in combination with a two-photon activation and the development of
3D live-cell imaging can facilitate the observation of structures or dynamics in living
tissue. The photon-efficient 3D MINFLUX localization can also be exploited for
tracking applications. With a further extension of the MINFLUX multicolor tracking
approach to three dimensions, MINFLUX could become a possible alternative to
single molecule FRET experiments, delivering absolute positions and the distance
between molecules independent of the dipole orientation of the observed emitters.
Correlating electron microscopy with MINFLUX could further combine the specificity
and accuracy of MINFLUX with the cellular context obtained in electron microscopy.
By developing a 3D and multicolor modality as well as a data analysis framework for
the molecular assignment of localizations, I paved the way for quantitative biological
imaging with molecular resolution. I expect that this new regime of fluorescence
microscopy will allow to answer longstanding questions in biology. It is important
to keep in mind, however, that to fully exploit the molecular resolution, each step
in the sample preparation procedure must preserve the structure of interest at the
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nanometer scale and ensure close proximity of the target structure and the marker
molecule. The best that fluorescence microscopy can do is to correctly map the
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Figure A.1: Measurement of the stability of the imaging system. For
measuring the beam stability, we co-aligned a laser of 870 nm wavelength with the excitation
beam exiting the electro-optical deflectors. The beam was partially transmitted through a
back-side polished mirror and focused onto a camera. For measuring and actively compensating
sample drift along the optical axis, we imaged the reflection of a beam of 905 nm wavelength
in total internal reflection (TIR) incidence at the glass-water interface in the sample. For
controlling the lateral position of the sample, we acquired a dark-field image of scattering gold
nanorods illuminated with light of 950–1000 nm wavelength. a, Time evolution of the absolute
piezo-stage position in x, y and z. We observed that the stage compensates sample drift on the
order of 2 nm/min. b, Beam position on the camera in x and y together with the cumulative
power spectral density. c, The sample position in x, y and z is kept constant over time by
actively compensating for sample drifts. d, Linear cumulative power spectral density of the
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Figure A.2: Filter values and distributions for single-color 3D imaging. Top:
distribution of photon numbers in the last iteration N , probability of photon detection in the
central exposure p0 and distance of the localization to the TCP center in the last iteration
rrelative for the dataset shown in Figure 3.8. All filters are defined in section 2.3.3. In gray:
full distribution. In blue: filtered distribution. Filter values are indicated with black lines
and on top of the histograms. Bottom: same as top for dataset in Figure 3.10. Material
from: Gwosch, K.C.*, Pape, J.K.*, Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D
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Figure A.3: Filter values and distributions for two-color imaging. Top: dis-
tribution of photon numbers in the last iteration N , probability of photon detection in the
central exposure p0, distance of the localization to the TCP center in the last iteration rrelative
and first principal component of the count fraction on the detection channel for shorter wave-
lengths pblue,PCA used for species classification. Shown for dataset in Figure 4.4. In gray: full
distribution. In magenta: filtered distribution of CF680. In green: filtered distribution of
Alexa Fluor 647. Filter values are indicated with black lines and on top of the histograms.
Bottom: same as top, but for dataset in Figure 4.3. Additionally showing the average count
rate of the localizations. In gray: full distribution. In magenta: filtered distribution of CF660C.
In green: filtered distribution of Alexa Fluor 647. Material from: Gwosch, K.C.*, Pape, J.K.*,
Balzarotti, F.* et al., MINFLUX nanoscopy delivers 3D multicolor nanometer resolution in
cells, Nature Methods, 2020, Springer Nature.
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Figure A.4: Filter values and distributions for two-color 3D imaging of
mitochondrial proteins. All distributions correspond to the data shown in Figure 5.2.
Distribution of photon numbers in the last iteration N , first principal component of the count
fraction on the detection channel for shorter wavelengths pblue,PCA used for species classification,
distance of the localization to the TCP center in the last iteration rrelative and exitflag of the
MLE as introduced in section 2.3.3. Exitflag values larger than 0 indicate coincidence of the
localization result with one of the grid edges. In gray: full distribution. In magenta: filtered
distribution of CF660C. In green: filtered distribution of Alexa Fluor 647. Filter values are
indicated with black lines and on top of the histograms. The same filtering thresholds were


























Figure A.5: Filter values and distributions for single-color Mic60 acquisi-
tion in U-2 OS cells. All distributions correspond to the data shown in Figure 5.9.
Distribution of photon numbers in the last iteration N , distance of the localization to the
TCP center in the last iteration rrelative and exitflag of the MLE as introduced in section 2.3.3.
Exitflag values larger than 0 indicate coincidence of the localization result with one of the grid
edges. In gray: full distribution. In blue: filtered distribution of Alexa Fluor 647. Filter values
are indicated with black lines and on top of the histograms. Material from [81].
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Figure A.6: Simulation of a localizations for a MICOS protein in the crista
junction. a, Unwrapped cylinder (D = 160 nm) containing localizations of roughly 80
junctions at a density of 30 junctions/µm2. We assumed a localization precision of σ = 5 nm,
an average number of 10 localizations per molecule and a labeling efficiency of 50 %. We
assumed six molecules per junctions equally distributed on a circle with radius 15 nm. b, We
isolated single junctions (one color per junction) and molecule positions within a junction by
applying the previously described three-step dbscan2 clustering to the simulated localizations.
We used the following parameters: epsloc = [10 nm, 6 nm], minPtsloc = [3, 4], σgmm,loc = 5 nm,
epsjunction = [25 nm, 15 nm], minPtsjunction = [3, 10] and σgmm,junction = 20 nm. c, Isolated
junctions oriented with the cylinder surface. d, Isolated junctions rotated to the xy-plane by
using the eigenvectors of the covariance matrix of the localizations. Localizations are rendered
as Gaussian distributions with σ = 5 nm, identified molecule positions are marked (gray). Scale























For ATTO 647N labeling site 
75 TTATTCCTGTAGTATATGGCAATGAAATTATACTGGATAACGGAACAACATTATTACCTTATG 
For ATTO 665 labeling site 
77 ACTAGCGGCAACGGCCCAACTATCCATTTTCCAAAATATAATGCAGATACATAAACACCAGA 
Marker strands  
Dye conjugated to 5‘ end, PAGE/HPLC purified 
Alexa Fluor 647/ ATTO 647N TAATTTCATTGCCATATACTACAGGAATAA 










































































































103 Modified > Biotin 
104 TCGCAAATGGGGCGCGAGCTGAAATAATGTGT 
105 ATCGGCTGCGAGCATGTAGAAACCAGCTATAT 
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