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Context-Aware Person Identification
in Personal Photo Collections
Neil O’Hare and Alan F. Smeaton, Member, IEEE
Abstract—Identifying the people in photos is an important need
for users of photo management systems. We present MediAssist,
one such system which facilitates browsing, searching and semi-au-
tomatic annotation of personal photos, using analysis of both image
content and the context in which the photo is captured. This semi-
automatic annotation includes annotation of the identity of people
in photos. In this paper, we focus on such person annotation, and
propose person identification techniques based on a combination of
context and content. We propose language modelling and nearest
neighbor approaches to context-based person identification, in ad-
dition to novel face color and image color content-based features
(used alongside face recognition and body patch features). We con-
duct a comprehensive empirical study of these techniques using the
real private photo collections of a number of users, and show that
combining context- and content-based analysis improves perfor-
mance over content or context alone.
Index Terms—Context and content, person identification, per-
sonal photo management.
I. INTRODUCTION
T ECHNOLOGIES for efficiently managing and organizingdigital photos assume more and more importance as users
wish to efficiently browse and search through larger and larger
photo collections. It is accepted that content-based image re-
trieval techniques alone have failed to bridge the so-called se-
mantic gap between the visual content of an image and the se-
mantic interpretation of that image by a person. Personal photos
differ from other images in that they have an associated context,
often having been captured by the user of the photo manage-
ment system. Users will have personal recollection about the
time, place and other context information relating to the envi-
ronment of photo capture, and digital personal photos make a
certain amount of contextual metadata available in their EXIF
header1, which stores the time of photo capture and camera set-
tings such as lens aperture and exposure time. GPS location in-
formation is also supported by EXIF and, although not currently
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captured by most commercial cameras, there are ways of “loca-
tion-stamping” photos using data from a separate GPS device
[1], and camera phones are inherently location-aware. Systems
for managing personal photo collections could thus make use
of this contextual metadata in their analysis and organization of
personal photos.
One of the more important user needs for the management
of personal photo collections is the annotation of the identities
of people [2]. In this paper, we present the MediAssist system
for personal photo management, a context-aware photo man-
agement system that includes person annotation technologies
as one of its major features. The system uses context- and con-
tent-based analysis to provide powerful tools for the manage-
ment of personal photo collections, and facilitates semi-auto-
matic person-annotation in personal photo collections, powered
by automatic analysis. Traditional face recognition approaches
do not generally cope well in an unconstrained photo capture
environment, where variations in lighting, pose and orientation
represent major challenges. It is possible to overcome some of
these problems by exploiting the contextual information that
comes with personal photo capture. We propose a number of
approaches to person identification based on analysis of both
the image content and the context of their capture. We conduct
a large-scale evaluation of these proposed approaches, and show
that by combining context- and content-based analysis we can
improve performance compared to content or context alone.
The rest of this paper is organized as follows. In the next sec-
tion, we discuss related work in person identification in personal
photo collections. In Section III, we describe the main features
of the MediAssist photo management system. In Section IV,
we propose context- and content-based approaches to person
identification, as employed by the MediAssist system. After in-
troducing an evaluation methodology in Section V, we discuss
evaluation results in Section VI and finish in Section VII with
some conclusions and avenues for future work.
II. RELATED WORK
Many researchers have focused on methods of identifying
people in photo collections, having first detected faces using
face detection techniques [3]. Traditional face recognition tech-
nologies [4] model the faces of a database of people in order
to identify unknown faces. Personal photo collections represent
challenging environments for face recognition techniques due
to varying lighting conditions, facial expressions, pose, occlu-
sion etc. In spite of this, a number of researchers have proposed
the use of standard face recognition techniques for identifying
people in personal photo collections [5], [6]. The Riya2 on-
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line photo management system also uses face recognition tech-
nology in the management of personal photos.
While personal photo collections are, on one level, an uncon-
strained environment for photo capture with a wide variety of
capture conditions, subsets of an individual’s photo collection
can exhibit a large degree of uniformity in capture conditions.
For example, in photos taken at the same event people will tend
to wear the same clothes. Since personal photographs include
capture time information it is possible to exploit this character-
istic, and a number of researchers have proposed a “body patch”
feature to exploit this regularity [7]–[10]. Such approaches are
‘contextual’ in that the body patch feature is only useful within
a limited context, but they do not make direct use of context
in the sense of context outside the image’s content, in partic-
ular the spatial and temporal context of photo capture. A few
existing systems make direct use of context in the person clas-
sification process, such as Naaman et al. [11], which proposes
an approach that estimates the probability of a person occurring
in a given photo based on previous annotations of other photos
with a similar context to the given photo. This approach is com-
bined with body patch and face recognition features by Zhao et
al. [12], who use these features to cluster faces for automatic
person annotation. Unlike the approach proposed in this paper,
they [12] do not use spatial proximity for their context-based
analysis and our work also differs in that we propose alterna-
tive approaches to context-based person identification, namely
a language model probabilistic approach and a nearest neighbor
approach. Gallagher and Chen [13] make use of a “group prior”
(similar to co-occurrence, as proposed in [11]) in combination
with face recognition to improve person identification. The Mo-
bile Media Metadata system also makes direct use of both con-
tent and context for person classification [14]. This work uses
standard face recognition tools combined with spatial and tem-
poral contextual features, along with bluetooth co-presence in-
formation and photo sharing information about the people the
user shared the photo with. The approach makes limited use of
temporal information, using a weekend/weekday feature, and an
hour of the day feature, for example, rather than the spatial and
temporal proximity used in our work, and it limits content-based
analysis to face recognition alone.
The contribution of this paper is a thorough examination of
the use of context for person identification. For context-only
person identification (i.e., without visual analysis) our contri-
bution is twofold: firstly, we extend existing probabilistic ap-
proaches by using smoothing techniques to improve the sta-
tistical estimation; secondly, we introduce a nearest neighbor
context-based approach as an alternative to the probabilistic ap-
proach. For person identification based on visual analysis, we
introduce two new content-based features, face color and image
color, which can be considered contextual in the sense that, like
body patch, they assume an environment constrained by con-
text (i.e., the same event). We conduct a large-scale evaluation
of these content- and context-based approaches, used both in
isolation and combined with each other, using the private per-
sonal photo collections of nine users, with an average of over
2000 photos and 50 distinct people per user collection.
III. MEDIASSIST CONTEXT-AWARE PHOTO
MANAGEMENT SYSTEM
The MediAssist Photo Management System is a context- and
content-based photo managment system, and its main features
are illustrated in Fig. 1 and outlined as follows.
• Context-based Photo Analysis. The system provides a
number of context-based analysis tools. Photos are in-
dexed using temporal information, such as time of the day,
day of the week and month, facilitating queries such as
all photos taken at the weekend during the Summer. Lati-
tude/longidude coordinates are converted into placenames
using the Geographic Names Information System3 and the
GEOnet Names Server4. Time and location information
are used to automatically detect events, corresponding to
‘bursts’ of photo-capturing activity, using the approach
proposed in [15]. Detecting such events allows us to effi-
ciently summarize photo collections (indeed, this feature
has recently been added to Apple’s iPhoto5), and these
events are also used to facilitate event-filtering for anal-
ysis techniques which assume photos are captured within
the same event, as described later. Other context-based
analysis classifies the light status at the time of photo
capture as day/night/dusk/dawn using standard astronom-
ical algorithms, determines the weather status at the time
of photo capture similar to [16], and classifies photos as
indoor/outdoor using EXIF metadata similar to [17]. More
details of these tools can be found in [18].
• Content-based Photo Analysis. Content-based analysis
tools provided by the system include building detection
using edge orientation histogram-based features [19]
and face detection using an extension of the Bayesian
Discriminating Feature approach, as proposed in [20].
Person identification uses both content- and context-based
features and will be described in Section IV.
• Search, Browse and Annotation Interfaces. MediAssist
provides tools for browsing, searching and semi-automatic
annotation of personal photograph collections. Searching,
based on annotations created by the automatic analysis
tools described above, can be carried out using a number of
filters for structured searching or free-text search powered
by a conventional text search engine.
• Semi-Automatic Person-Annotation based on Content and
Context. Since automatic person identification is not yet
100% accurate, a practical alternative is semi-automatic
person annotation, whereby the system can use automatic
analysis to suggest names for unannotated faces, to be con-
firmed by the user [6], [7]. Some authors propose batch
semi-automatic annotation to annotate multiple faces si-
multaneously [5], [21], [22]. MediAssist facilitates semi-
automatic person-annotation by suggesting a list of candi-
date names for a given face, and batch annotation by sug-
gesting, at appropriate moments as the user browses their
collection, a set of faces to be annotated with a specific




O’HARE AND SMEATON: CONTEXT-AWARE PERSON IDENTIFICATION IN PERSONAL PHOTO COLLECTIONS 3
Fig. 1. Overview of the MediAssist photo management system.
by context- and content-based analysis, which is the main
focus of this paper.
IV. PERSON IDENTIFICATION
In a partially annotated personal photo collection, automatic
analysis of the context and content of annotated photos can sug-
gest names for un-annotated ones. Since the system facilities
two styles semi-automatic annotation, such analysis must sup-
port both of these:
• Person Classification. Given a face, the system can suggest
a list of candidate names. We do not use the term “face
recognition” because it is normally restricted to approaches
based on analysis of the face.
• Person Retrieval. Given a specific name, the system can
suggest a list of faces corresponding to that name, to facili-
tate batch annotation. We call this person retrieval because,
as in general information retrieval, the task is to retrieve
documents (faces) corresponding to an information need
(a specific person).
In the remainder of this section we will introduce our proposed
approaches to person identification. Firstly, we describe two
novel context-based approaches: a probabilistic language model
approach and a nearest neighbor approach. We will then de-
scribe the content-based approaches that we use: face recogni-
tion, body patch and two novel features for person identifica-
tion, face color and image color. Finally, we describe how we
combine context-based and content-based approaches to person
identification.
A. Context-Based Person Identification
An existing context-based approach to person identification
estimates the probability of a person occurring in a given photo
based on the relative frequency of that person in previous anno-
tations [11]. The simplest such estimator calculates the proba-
bility of a person given all annotations in the user’s collection
, as follows: , where
is the number of annotated occurrences of person and is
the number of annotations in the user’s collection. In a similar
manner, temporal proximity, spatial proximity, and co-occur-
rence estimators are proposed that estimate probabilities based
on context. Using temporal proximity, for example, it is pos-
sible to calculate the probability of a person given all annota-
tions within, say, one hour of the time of capture of the query
photo. Co-occurrence is calculated based on how often given
people co-occur in the same photo or, alternatively, within the
same event. In this section we present two novel approaches to
context-based person identification: a language modelling ap-
proach which extends the above idea, and a nearest neighbor
approach.
1) Language Model Approach: A language model is a prob-
ability distribution that models the stochastic process behind the
generation of a series of tokens in a language, such as words in
text. The simplest language model, the unigram model, assumes
complete independence between terms. In language modelling
approaches to information retrieval, a separate language model
is created for each document in the collection and, given an in-
formation need, the query likelihood for each document is cal-
culated, which is the probability of the language model for that
document creating the query [23]:
(1)
where is the sequence of query terms and is the language
model of the document, and this query likelihood can then be
used to rank documents. This simple model reduces the infor-
mation retrieval task to the task of estimating the probabilities
of the individual terms for each document.
It is also possible to view the creation of personal photos
as being created by a stochastic process, determined by factors
such as the people present at the time of photo capture, the lo-
cation etc. For person identification we can view the vocabu-
lary of the language model as all the people who can appear
in the user’s photo collection. We create a language model for
every photo representing the probability of occurrence of each
person in the user’s collection and, since we are only interested
in one person at a time, a retrieval query will only have one term,
namely the person we are searching for. So we use person like-
lihood, the probability of a specific person, given the language
model: , where is the specific person. This model
can easily be extended and used to support queries for photos
containing many people. This language modelling approach cal-
culates the probability of a specific person occurring for each
photo, which can then be adapted for either classification or re-
trieval. For classification the document is fixed, and we rank all
possible person names in order of decreasing person likelihood.
For person retrieval the person is fixed, and we rank all docu-
ments according to the probability, , of creating that
person given the language model for the photo.
We calculate maximum likelihood estimates (MLE) of the
language model parameters using the estimators from [11] de-
scribed above: user collection, temporal proximity, spatial prox-
imity and co-occurrence. The language modelling approach ex-
tends that approach by giving a well-understood model for re-
trieval in addition to classification, and allowing us to make
use of smoothing techniques developed by the language mod-
elling community to improve our probability estimates. MLE
estimates are problematic because they do not deal well with
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Fig. 2. Hierarchical smoothing for temporal proximity language models.
sparse or missing data, which will affect proximity-based es-
timators which use narrow windows. A five-minute temporal
proximity window, for example, will often lead to a probability
of zero because only a small number of photos of people will
be present during such a short time span. Smoothing techniques
address this problem by assigning a portion of the probability
distribution to terms with zero frequency [24]. Jelinek–Mercer
smoothing smoothes the probability distribution of the language
model by interpolation with a background model which does
not suffer from missing data, and this type of smoothing is il-
lustrated in Fig. 2(a). A hierarchical smoothing technique in
video retrieval can be used to model the hierarchical structure of
shots and scenes of which a video is composed [25]. A similar
hierarchical model can be applied to context-based photo lan-
guage models with temporal proximity, for example, made of
a structure composed of years, which are composed of months,
which are composed of days, which are composed of hours. We
propose 3-layer and 4-layer hierarchical smoothing language
models to exploit this hierarchy, with a 3-layer Jelinek-Mercer
hierarchical smoothing scheme for temporal proximity, spatial
proximity and co-occurrence language models defined as fol-
lows:
(2)
where is the most specific context in the hierarchy and
is a wider context. The values for must sum to 1 and are typ-
ically learned empirically on a test collection. Fig. 2(b) shows
an example of hierarchical smoothing for temporal proximity.
For spatial proximity, we can create an accurate, but sparse,
1 km spatial proximity language model (based on all annota-
tion within 1 km radius of the candidate) and then smooth this
by coarser language models, such as 100 km spatial proximity,
etc. We can create a 3-layer co-occurrence hierarchy by using
the more accurate photo-based co-occurrence (where co-occur-
rence is calculated based on people appearing in the same photo)
for the base estimator, and smooth this with event-based co-oc-
currence (where co-occurrence is calculated based on people ap-
Fig. 3. Nearest neighbor classification using temporal proximity.
pearing in the same event). We can expect photo-based co-oc-
currence to be more accurate but to be sparser, as it is a subset
of event-based co-occurrence in the same way that five-minute
temporal proximity is a subset of one hour or one week temporal
proximity, for example.
2) Nearest neighbor Approach: An alternative nearest
neighbor approach assigns a test point to the class of the closest
labelled point [26]. In the semi-automatic annnotation scenario
we are interested in ranking suggested person names, given a
specific face, instead of assigning the face to a single class. We
do this by ranking person names based on their distance from
the query face. Since there are numerous annotated occurrences
of each candidate name, the score assigned to a name, given a
face, is the minimum of these. Let be the set
of all faces annotated as person . The nearest neighbor score,
, for person and face , is:
(3)
is a function which returns the distance between and
. For nearest neighbor person classification, we will rank can-
didate names in increasing order of this score. For retrieval we
rank suggested faces based on their minimum distance from a
given person name. For temporal proximity, the distance is cal-
culated as the temporal distance, in seconds, between the cap-
ture times of the photos containing the faces, as illustrated in
Fig. 3. For spatial proximity, we calculate the distance in me-
ters between two geographic coordinates. Since there is no nat-
ural nonprobabilistic distance measure of social proximity, we
do not calculate a nearest neighbor equivalent of the co-occur-
rence language model.
B. Content-Based Person Identification
We propose two novel features for content-based person iden-
tification, face color and image color, in addition to using face
recognition and body patch features, as illustrated in Fig. 4. Con-
tent-based person identification for each feature uses a nearest
neighbor approach, with Manhattan distance [26] as the distance
measure:
(4)
where and are two feature vectors. As we are primarily
interested in the relative performance of different features for
person identification, we do not explore alternative distance
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Fig. 4. Content-based features for person classification and recognition.
measures in this work. For each of the color-based features,
the MPEG-7 scalable color descriptor, with 256 bins, is used
[27]. Some of the features make the assumption that they will
be used in a highly constrained environment, such as within an
event, in order to be useful for person identification. To take
advantage of this assumption, we filter by event (as defined in
Section III) when using content-based features, meaning that
when calculating nearest neighbor distances we only compare
candidate faces with annotated faces from that same event. This
event-filtering can be contrasted with user-filtering, where only
candidate faces within the same user’s collection are consid-
ered, ignoring annotated faces from other users’ collections.
The content-based features used are now outlined.
1) Face Recognition: We position, scale and rotate each face
to create a normalized face image, which is then used for ex-
tracting facial features for recognition. The eyes are located
using principal component analysis (PCA) projections of candi-
date eye regions, and the independent component analysis (ICA)
subspace method [28] extracts a 48-feature vector for each face.
2) Body Patch: We extract body patches corresponding to
detected faces, located below the lower level of the face, as de-
scribed in [8]. This feature can be used for person identification
based on the observation that, within a given event, a person
is unlikely to change their clothes. Not all faces have a corre-
sponding body patch region: very large faces and faces towards
the bottom of the photo will not have it.
3) Face color: In addition to using conventional face recog-
nition techniques, we use a color-based feature to represent
faces in personal photo collections. Our justification for this
is that personal photo collections will often create highly con-
strained environments for photo capture, with similar lighting
conditions and similar photo capture situations. This suggests
that a simple, color-based face representation could be a salient
feature, useful for person identification because faces of the
same person within the same context should exhibit similar
color characteristics, due to skin color or occluding objects like
hair or sunglasses.
4) Image color: In personal photo collections, photos which
contain the same people are often taken using the same camera
setup, with the photographer often taking multiple near-du-
plicate photos in succession. In addition, photos taken at the
same event are likely to share visual characteristics due to the
fact that they were all taken in the same location under similar
lighting conditions. This means that photos which contain the
same people will sometimes contain the same image-level
visual characteristics. Accordingly, we use an image color
TABLE I
DETAILS OF EVALUATED USER COLLECTIONS
feature for person classification and retrieval, which represents
each face using the global, color-based characteristics of the
image containing the face.
C. Combined Approaches to Person Identification
In order to combine the various approaches to person iden-
tification presented above, we use the standard CombSum ap-
proach, which by summing the normalized scores from each
different approach. We will also use Weighted CombSum, which
multiplies the normalized score from each approach by a weight
before summing. These standard linear interpolation based ap-
proaches have been shown to perform well in diverse fusion sce-
narios [29]–[31]. We normalise the scores from each individual
approach as follows [32]:
(5)
where refers to the score for person in the classification
scenario (or face in the retrieval scenario). We will combine
different context-based approaches, different content-based ap-
proaches, and finally we will combine content and context. All
of these will use CombSum and Weighted CombSum, with the
exception of the combined language model approach, which
uses linear interpolation to combine temporal, spatial and co-oc-
curence hierarchcial smoothing approaches to create a com-
bined language model that estimates its parameters based on
time, location and co-occurrence.
V. TEST COLLECTION AND EVALUATION METHODOLOGY
The MediAssist personal photo archive contains 23 774 geo-
tagged photos from 29 users, taken as part of their private per-
sonal photo collections. Of these, nine users have collections
suitable for evaluation of person identification, with the other
user collections not containing enough known people. Table I
summarizes the nine individual personal photo collections used.
As the focus of this evaluation is on person identification we do
not want the effect of imperfect face detection to add noise to our
results. Accordingly, the presence of all faces in the collection
was manually annotated to give a collection of faces to be eval-
uated, and the names of all of these faces were manually anno-
tated to give a ground truth for evaluation. This manual face an-
notation also means that nonfrontal or occluded faces that would
often by missed by automatic detection techniques are included
for the evaluation of person identification, giving us a a more
challenging test collection.
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For evaluation purposes each collection was split into a
training set and a test set of equal size, modelling the situation
where the user has 50% of their collection already annotated
and the system is using this information to learn suggested
annotations for the remaining 50% of the collection. In some
of their work Naaman et al. [11] show that, for context-based
person identification, performance improved sharply as the
training set increased from 0 to 10%, but the improvement
was slow and gradual as the training set was expanded from
10% to 50%. The work also showed that results using 20%
training set are consistent with those using 40% training set,
so we can expect that our results from using a 50% training
set will be representative of what we would find with a smaller
training set. Although this high ratio of prior annotation may
not always be realistic in a real world scenario, it is very useful
for evaluation purposes; with a smaller training set, while the
proposed techniques would still work, the lack of training data
would likely minimise the differences between system variants.
Given this, we prefer a richer training set that allows the system
to learn properly from all available features.
We use a simple approach to modelling the user annotation
process, essentially assuming that the user annotates all identi-
ties in their collections in a random order. Since a user is gener-
ally only interested in annotating the most popular identities in
their collection, we use the top 20-most popular people in each
collection for evaluation, assuming that the user is not interested
is less popular faces.
Although we propose person identification approaches that
can be applied in classification or retrieval, we only present eval-
uation results for the classification scenario here, though else-
where we have found that person retrieval gives broadly sim-
ilar results [33]. We use the H-hit rate evaluation measure for
semi-automatic annotation, proposed by [34], which takes a list
of suggested names for a given face, and if the correct name
is present in this list then this is considered a “hit.” The H-hit
rate is the proportion of -hits within the collection:
(6)
where is the set of known faces to be evaluated and is the
number of faces evaluated. is 1 if is present in the
list of suggested names, and 0 otherwise.
The weights for all language model smoothing approaches
and Weighted CombSum combined approaches are learned on
the test set by optimising the evaluation criterion, 5-hit rate: we
use a brute force approach to evaluate all possible values for
the weights and use the values that give the best performance
for 5-hit rate. The weights are learned separately for each user
collection and are biased, “oracle,” weights and cannot be said
to represent weights that we could expect a system to learn
automatically. By learning these oracle weights, however, we
can discover which smoothing schemes, and which combina-
tions of features, are the most powerful for person identification,
giving a useful upper bound on the performance of weighted
approaches. This is useful for evaluation purposes because we
know that there is no noise in terms of inappropriate weighting
distorting the difference in performance between different fea-
tures; it is also very useful for comparing weighted and un-
Fig. 5. Results for Context-based person classification.
weighted approaches, as we are comparing the unweighted ap-
proaches to the best possible parameters for weighted combina-
tion.
We use hold-out cross-validation [35] to create a number of
independent partitions between training and test set. The results
we present are averaged over five such partitions. We calculate
the results for each user, and calculate an average of these, en-
suring that users with a larger number of test faces do not bias the
results. We use randomization testing [36] to test if differences
between approaches are statistically significant. The input into
the tests are the H-hit rate results for each user, so we are testing
if the differences between runs are consistent across users, or if
they are due to chance variations between users. If one approach
is better than another at a significance level of 0.05 we will say
it is significant, and if it is better at a significance level of 0.01
we will say it is highly significant.
VI. EVALUATION RESULTS
In this section we will present our person identification eval-
uation results. Firstly, we will present the results of context-
based personal classification, followed by content-based classi-
fication results. Finally, we present combined context- and con-
tent-based results.
A. Evaluation of Context-Based Person Classification
Fig. 5 summarizes the 5-hit rate results for context-based
person classification approaches. For MLE, Smoothing and Hi-
erarchical Smoothing language models a large number of alter-
native variations were evaluated, with varying window sizes and
hierarchical structures explored, and the best-performing vari-
ation for each is shown here. For spatial proximity, temporal
proximity and co-occurrence, smoothing always improves per-
formance over MLE, and this is highly significant in all cases.
Also, the performance improves as we move towards deeper hi-
erarchies, with the 4-layer hierarchical smoothing approach sig-
nificantly outperforming shallower hierarchies.
The simple nearest neighbor approaches perform very well,
with temporal proximity nearest neighbor outperforming all
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temporal proximity smoothing approaches except 4-layer hi-
erarchical smoothing, and it is not significantly outperformed
by that. It is not necessary to learn optimal parameter weights
for the nearest neighbor approach, which gives it an advantage
over smoothing approaches. Also, it should not need as many
annotations to achieve reasonable performance because it does
not use annotation frequencies to estimate probabilities. Spatial
proximity nearest neighbor does not perform quite so well, and
we believe this is because many photos will have identical or
near-identical locations (on the other hand every image has a
unique time-stamp), meaning that ranking by distance from a
given location will not always give useful information.
Temporal proximity is the best performing context-based
modality, highly significantly outperforming spatial proximity
for both language model and nearest neighbor approaches.
Combining temporal proximity information with other con-
text-based approaches gives only a small improvement in
performance, even if we learn optimum weights, suggesting
that the other context-based features tend to be somewhat
redundant in the presence of temporal proximity information.
Although Zhao et al. [12] do not include full details of their
context-based approaches and so a direct comparison is not
possible, we can consider their approach to be broadly similar
to our temporal proximity 3 layer hierarchical smoothing: it is
clear from these results that this is outperformed by temporal
proximity 4 layer hierarchical smoothing and nearest neighbor
proximity hierarchical smoothing, and by our combined ap-
proaches that make additional use of location information.
B. Evaluation of Content-Based Person Classification
Fig. 6 shows the 5-hit rate results for content-based person
classification. For user-filtering, the global image color feature
significantly outperforms all of the region-level features for this
coarse evaluation measure. This is surprising, but we believe
the reason for this is that user-filtered image color classification
will often rank photos from the same event highly because sim-
ilar lighting conditions and similar locations mean that photos
within the same event should be most similar to the query
image, naturally performing event-filtering that region-based
approaches do not achieve. Event-filtering always improves
performance over user-filtering, a difference that is statistically
significant for face recognition and face color. Face color
performs surprisingly well, showing that within the constrained
environment of personal photo collections it can be a useful
feature for identity classification due to its ability to model skin
tone and other color-based variations between identities (e.g.,
color of hair occluding face, sunglasses).
Fig. 7 shows the H-hit rate for event-filtered content-based
approaches and combined content-based approaches for various
values for . Event-filtered body patch is highly significantly
better than all other approaches for 1-hit rate and significantly
better than all other approaches for 2-hit rate, showing that the
simple, color-based, body patch feature is more powerful than
other region-based features for identity classification in highly
constrained environments. The fact that not all faces have a cor-
responding body patch region, in addition to the occasional oc-
clusion of the torso and the fact that sometimes multiple people
wear very similar clothes at the same event, are factors which
Fig. 6. User-filtered versus event-filtered content-based person classification.
Fig. 7. Results for content-based person classification.
inhibit the performance of body patch when evaluating with a
larger H-hit rate.
Weighted and unweighted combined content-based ap-
proaches give a highly significant improvement over all
individual approaches for 3-hit rate, 4-hit rate and 5-hit rate,
and a significant improvement over all individual approaches
except body patch for 1-hit rate and 2-hit rate. Although both
improve over body patch for 1-hit rate or 2-hit rate, this is
not statistically significant. There is no significant difference
between weighted and unweighted combination for 1-hit rate,
2-hit rate and 3-hit rate, suggesting that there is little benefit to
be gained from weighting when combining these content-based
approaches to person classification.
C. Evaluation of Context- and Content-Based Person
Classification
Fig. 8 shows combined content-only, combined context-only
and combined context and content event-filtered classification
results, evaluated using H-hit rate for different values of ,
with both the best weighted and the best unweighted combi-
nations shown. For weighted combination we use combined hi-
erarchical smoothing as the context-based approach, while we
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Fig. 8. Combined content- and context-based person classification.
use combined nearest neighbor approaches for evaluation of
unweighted combination. Comparing content-based approaches
with context-based approaches, we can see that content-based
approaches outperform context-based approaches for 1-hit rate
and 2-hit rate, with weighted and unweighted content-based
approaches both outperforming context-based approaches for
these evaluation measures. For 4-hit rate and 5-hit rate, how-
ever, context-based approaches perform better, with the differ-
ence statistically significant for 5-hit rate. The better 4-hit rate
and 5-hit rate of the context-based approaches reflects the fact
the event-filtered content-based approaches sometimes suffer
when there are no annotations of the correct person name in the
current event.
Combined context-based and content-based approaches
outperform content-only and context-only approaches for all
values of . The weighted combined hierarchical smoothing
language model combined with content highly significantly
outperforms all content-only and context-only approaches for
2-hit rate, 3-hit rate, 4-hit rate and 5-hit rate. The unweighted
combination of context and content performs significantly
better than unweighted content-only and context-only ap-
proaches for all values of , and although it is outperformed
by the weighted language model approach, this difference is
quite small and is only significant for 4-hit rate and 5-hit rate,
encouragingly suggesting that, for the scenario presented in
this paper and using the features we have extracted, this simple,
unweighted, approach, can achieve equivalent performance to
an approach tuned with optimum weights.
Our results show that it is possible to improve the results from
content-based approaches to person identification with the addi-
tional use of context. While acknowledging that the face recog-
nition technique used here is relatively simple and that more
sophisticated approaches would yield improved performance,
there will always be cases where content-based approaches fail,
for example due to occlusion, nonfrontal faces etc, and we can
expect contextual information to be useful in these cases. Also,
for technologies that can detect people where the face is not nec-
essarily visible [37], additional contextual cues can aid identifi-
cation.
VII. CONCLUSION
We have proposed context- and content-based approaches
to person identification in partially annotated personal photo
collections, and have conducted a large scale evaluation of these
approaches for the person classification scenario, where the task
is to suggest a list of names given an un-annotated face. The
proposed context-based smoothing and nearest neighbor ap-
proaches perform well, outperforming the MLE approach. The
best-performing context-based modality is temporal proximity,
and spatial proximity and co-occurrence tend to be redundant
in combination with this feature. The proposed content-based
features, image color and face color, have been shown to be
useful for person identification and, while body patch is the
best performing feature in isolation, it is possible to achieve a
significant improvement by using a simple unweighted com-
bination with other content-based features. Most importantly,
we have shown that it is possible to improve performance by
combining context and content, and it is not necessary to learn
weights to achieve this. Although not reported here, person
retrieval yields similar results.
Possible directions for future work in this area include
applying the techniques to automatic annotation of people,
without prompting the user for confirmation, reserving such
automatic annotation for those cases with the highest confi-
dence. Other batch annotation approaches automatically create
clusters of similar faces, which can be annotated in a batch
manner: the context- and content-based features presented in
this paper could improve the quality of the clusters for such
approaches. In large online photo-sharing communities such
as Flickr6, friends’ annotations, if known to be from the same
event, can be used to support the techniques presented here
when none of the user’s own photos from that event have been
annotated. Other sources of context for person identification,
such as bluetooth co-presence, have been proposed elsewhere
(e.g., [14]), and could be integrated with our approach.
We believe our results show that there is a place for con-
text-based person identification techniques alongside traditional
techniques such as face recognition, even as these more tradi-
tional techniques continue to improve. The presence of contex-
tual information can reinforce content-based information, and
will always be able to provide good annotation suggestions in
situations where these content-based approaches fail.
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