Introduction
This paper is concerned with the construction of transparent boundary conditions for evolution partial di erential equations of the type @ t u = ? i c @ 2
x u + V (x; t)u ; x 2 R; t > 0 (1) u(x; 0) = u 0 :
Here c is a real constant and V (x; t) denotes the potential to be speci ed later.
Prototypes of this equation are the Schr odinger equation for an electron with mass m 0 i h@ t = ? h 2 2m 0 @ 2 x + V (x; t) and Fresnel's equation for the evolution of an paraxial electrical eld E along the z-direction in a Cartesian coordinate system 2in 0 k 0 @ z E = @ 2 x E + n 2 (x) ? n 2 0 k 2 0 E :
The evolution equation (1) is de ned in the in nite domain = fx; t 2 R j t > 0g, where the physical boundary conditions are imposed. For example, if u 0 (x) has support only in a nite interval and ku 0 (x)k L 2 is bounded, we expect that u(x; t) must vanish if x ! 1 at any time t > 0. For practical purposes, however, the required computational e ort is limited by the fact that we wish to compute the solution of (1) only in a nite sub-domain of in order to examine the time evolution in the surrounding of a speci ed object. In our 1D-case, we accordingly separate the in nite domain into three slab-like parts: an interior domain of nite thickness i = fx; t 2 R j x l x x r ; t > 0g containing the physically relevant part of the solution and two neighboring slabs of in nite thickness l = fx; t 2 R j x x l ; t > 0g and r = fx; t 2 R j x x r ; t > 0g. The general question is then how to transform the zero-boundary conditions at in nity to the boundary conditions at the boundaries of the interior domain.
There are a large number of methods for constructing such boundary conditions, a few of which are discussed below. The methods can be grouped into two classes:
Arti cially absorbing layers. One set of simple but powerful boundary conditions continuously modify the potential functions in the exterior domain in order to simulate a physical absorber. The parameters have to be adjusted such that backward di raction from the absorber is small over a prescribed spectral range (e. g. Kosloff and Kosloff 6] or Yevick 9] . The main advantage of such an approach, as has been remarked by a large number of authors, is its simplicity for two and three-dimensional problems.
Approximate solutions in the entire physical domain. A second class of methods is obtained by analytically constructing boundary conditions in such a manner that the solutions in the interior domain approximate as accurately as possible the whole-space solution of the evolution equation. Following the pioneering work of Engquist and Majda 3] on hyperbolic equations, a number of approximation techniques have been proposed for mixed parabolic-hyperbolic systems (Halpern, 4] ) or parabolic equations (Hagstrom, 5] ). In these papers, by Laplace transforming in time the partial di erential equation is converted to an second-order ordinary di erential equation, which is then solved allowing only for decaying modes in the exterior domains. After transforming into the time-domain the resulting transparent boundary conditions in general become nonlocal in time but are local in space. Computationally advantageous approximations that require little additional computational e ort are then obtained by applying a rational approximation to the dispersion relation in the dual frequency domain.
However, for problems in which minimizing the magnitude of the re ected eld is more important than computational cost, nonlocal boundary conditions are generally advantageous. The two main categories of nonlocal conditions are, rst, methods in which the continuous problem is solved rst and then discretized with respect to time, as suggested by Baskakov and Popov 2] . However, such approaches may lead to numerical instabilities. Alternatively, the analytical problem can be consistently formulated for discrete time. In this manner, Arnold 1] compose a boundary condition which incorporates both a uniform space and a uniform time discretization. In contrast, the approach by Schmidt and Deuflhard 8] supposes a given, possibly nonuniform, time-discretization and solves the related exterior ordinary di erential equations in the spatial domain with the aid of the Laplace transform. We will label this approach the semi-discrete method. The advantage of the latter procedure is that the exterior space problem is solved exactly and independently of the solution method for the inner problem. Accordingly, the formalism may be easily extended to non-uniform interior discretizations and adaptive methods. On the other hand, Arnold's technique should generally be advantageous in simulations of wave propagations on uniform grids since re ections due to space-discretization e ects are fully eliminated.
In this paper we demonstrate that the semi-discrete approach can encompass a uniform time-discretization in a consistent fashion, generating a simple, yet highlyaccurate transparent boundary condition. Further we show that this approach may similarly be extended to a uniform space-discretization of the exterior domain and thus to the full discrete case. Our procedure employs both Laplace and Z-transforms in the space variable (and not in time) and the Mikusi nski representation 7] of the time-discrete problem. We can accordingly construct the desired boundary conditions directly without transforming from the dual to the original domain.
In our analysis, we assume the following two properties of the domain decomposition and the potential function. u 0 is supported in i V (x; t) = const for (x; t) 2 l and for (x; t) 2 r , While the rst of these conditions is not required, it signi cantly simpli es the analysis by allowing us to assume the asymptotic behavior u(x; t) ! 0 if x ! 1 for any time t > 0. The second condition, which can in fact be replaced by the weaker form V (x; t) = V (t) as in 8], is satisifed by many practical problems and thus has similarly been chosen to permit a compact solution. Let us rewrite (1) (2) The notation above will be particularly useful in our later implementation and stability analysis of the transparent boundary conditions in x 3.3 and x 3.4. However, for constructing transparent boundary conditions, the following sequence of ordinary di erential equations resulting from the time-discretization of the underlying partial di erential equation, is more convenient:
= 1 ? 2 (x; t i + ) = ic ? V (x; t i + ) 2 (x; t i + ) = ? ic ? V (x; t i + ) : We now seek solutions u i , i 1 of (3) that vanish at in nity. While we will eventually employ a discretization such as a nite-di erence or nite-element representation to solve the interior problem, we focus here on obtaining an exterior solution which enables the boundary conditions to be constructed. For this purpose, we x the right boundary at x r = 0, t > 0 and search for solutions u i (x), i 1, x 0 in the right exterior domain.
Preliminary consideration
We rst consider the solution, u 1 (x), of Eq. To satisfy the zero-boundary-condition at in nity, the values of u 1 (0) and @ x u 1 j 0 must insure that c 1 = 0, leading to the desired form of the solution:
This yields the required transformation of the boundary conditions at in nity to the boundary condition at x r for the rst time step. By induction, representing each u i (x) by a convolution of the homogeneous part of the solution of (3) with the right-hand side of (3) we derive that the general exterior solution can be written as
where P j?1 (x) denotes a polynomial in x of degree j ? we can reformulate the condition (6) as U i (p) < 1 for all p with <(p) 0 ;
which insures that U i (p) is bounded in the whole right half-plane. Thus, in order to verify the condition (7) for any time-step, we must analyze the sequence U 1 (p); : : :; U i+1 (p) (where the index here refers to the the propagation step number)
of Laplace-transformed solutions in the exterior domain. The recurrence relation for this sequence is given directly by the Laplace transformation of (3); namely,
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To verify the condition (7), we investigate the poles of U i+1 (p) in the right half-plane. We express each U i (p) as quotient of two polynomials. Since U 1 (p), given according to (4) by U 1 (p) = u 1 (0) p + ; has the form U 1 (p) = P 1 (p)=Q 1 (p), we may assume that each U i (p) possesses the same structure, that is,
From (8) we then obtain
whereP i+1 (p) is an as yet undetermined polynomial. However, the above expression is in general unbounded for p = and <( ) > 0. Thus the related solutions u i+1 will diverge for x ! 1.
We therefore arrive at the central issue of the paper, namely the speci cation of appropriate boundary conditions which insure the niteness of U i+1 (p = ) for bounded U i (p) in the right half-plane. That is, we wish to combine u i+1 (0) and @ x u i+1 j 0 inP i+1 (p), in such a manner that P i+1 ( ) = 0 :
(10) As can easily be veri ed, the two free coe cients associated with the boundary value and the normal derivative) can be combined in such a manner that the result factors asP i+1 (p) = (p ? )P i+1 (p) : This leads to a rational expression for U i+1 (p) given by
Q i+1 (p) ; and therefore to a polynomial Q i+1 , which does not contain zeros in the right halfplane if such zeros are absent in Q i . Hence the solution u i+1 (x) corresponding to Q i+1 possesses the required asymptotic behavior.
Operator Formulation
We now formalize the above approach in such a manner that the desired boundary condition is automatically satis ed at each propagation step. As the method is based on the recursive strategy discussed above, it leads to a compact numerical procedure. 
Evidentially if the denominator of (12) Therefore, the necessary condition that guarantees the exact solution of (3) is p + u i+1 (0) + @ x u i+1 j x=0 + (p + u i (0) + @ x u i j x=0 ) = 0; i 0 :
The recursive structure of (13) 
For future implementation it is convenient to split p into a s-independent part and a second expression which has the property that each term in its 
Finite-Di erence Implementation
Having developed the continuous formulation of our transparent boundary condition, we now examine nite-di erence and nite-element implementations. Considering rst the nite-di erence formalism, we wish to transform (3) into its corresponding discrete approximation. That is, we must replace @ 2 x u by its discrete analogue on both the right and the left-hand side of (3). In the case of a uniform computational grid with a step-width x i ? x i?1 = h for all inner points we substitute in standard 
Finite-Element Implementation
Next, we derive and discuss a transparent boundary condition analogous to that of the previous section, but based on a nite-element discretization (14) of (2). The nite-element method automatically satisi es the symmetry properties required for numerical stability. However, many other discretization methods such as the nitedi erence approach can be shown to possess identical symmetries and are therefore equally stable. The weak form of (2) and the related discrete L 2 -norm is kuk = q hu; ui M : We now show that given matrix A which is self-adjoint with respect to the Euclidean inner product, for 0:5 1 the discrete L 2 ( i ) norms of u 1 ; : : :; u i+1 obtained using (21) remain bounded for any time step . Hence our numerical scheme is unconditionally stable under these conditions. To prove our assertion, we again invoke the weak form of (2) that forms the basis of (21). We now however rearrange the expression as follows, In all test cases a uniform nite-di erence discretization in x-direction has been utilized together with the implicit midpoint rule in the direction of propagation (zaxis). In order to visualize the residual re ections the 10 ?10 , 10 ?8 , 10 ?6 , 10 ?4 , 10 ?2 , 14 10 ?1 iso-lines of ju(x; z)j 2 , where u(x; z) is the numerically calculated electric eld pro le normalized such that ju(x; 0)j = 1, are plotted.
Semidiscrete Approach: Fig. 1 In order to verify that the magnitude of the re ection depends on the accuracy of the inner solution rather then on the shape of the propagating eld, we have repeated our numerical experiments for N = 8192 transverse discretization points, generating the results given in Fig. 3 and Fig. 4 . It is evident from these gures that the spurious re ections are supressed as the the accuracy of the inner solution increases.
In Fig. 5 , we instead present the discrete L 2 -norm of the eld, u(x; z), remaining inside the computational window as a function of the number of transverse discretization points. The plateaus in the gures indicate the power re ection coe cient after an integer number of re ections. Clearly, these results con rm that magnitude of the re ection coe cient varies with the x-discretization error of the problem in the interior domain. We nally demonstrate that the spurious re ections of the previous examples can be avoided with the aid of our full discrete approach, for uniformly spaced grid points. Repeating our test examples with N = 1024 grid points, we thus obtain the iso-lines of Fig.'s 6 and 7 which contain no observable re ected power. The corresponding evolution of the discrete L 2 -norm is presented in Fig. 8 . We infer from these gures that the full discrete approach is preferable numerically in this special case (uniform meshes) although, as noted above, the quality of the discrete approximation on the exterior domain is reduced in this procedure.
Conclusions
We have constructed general transparent boundary conditions for uniformly discretized 1D Schr odinger-type equations based on a recursive semi-discrete formulation presented in 8]. As our method is derived directly from the Mikusi nski' operator theory, Z-transforms in the time variable of the eld at the boundary are not present. Accordingly, our derivations and formulas are particularly simple in nature, yielding additional insight into the structure and behavior of re ectionless boundary conditions.
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