Abstract. Particle Filter (PF) method is an efficient tool for non-rigidity objects tracking. The paper presents a Bayesian-based PF method for objects tracking in dynamic scenes. The paper discusses the Bayesian estimation algorithm and the PF process. The color histograms are used as the measurement to obtain the optimized posteriori probabilities by comparing the histogram of the particles' rectangles in the sequence images with the reference histogram. The robust mean technique is applied to ascertain the objects' positions. The author performed single object and multi-objects tracking in the experiments. In this paper, I compared the PF method with the meanshift algorithm, and the result shows that the PF method is more efficient.
Introduction
Non-rigidity object tracking in the sequence images is the problem of motion estimation. The characteristic of the estimation is the ruleless motion and difficult to describe. The frame difference method could be used in the static scenes tracking but not in the dynamic scenes because the frame difference method could not get the results. The method base on statistics should be employed in this case.
The methods based on the statistics always using the theory of Markov Random Field (MRF) to estimate the object model in the image sequence [1, 2] . The Bayesian Filter (BF), Dynamic Monte Carlo (DMC) theory, Kalman Filter (KF), Sequential Monte Carlo (SMC) method and so on, are included in the theory framework. The Sequence Monte Carlo method is also named Particle Filter (PF) [3] [4] [5] . The Mean-Shift is also an important and efficient method.
The KF algorithm estimates the non-linear motion of the object approximately by parameter optimization [6] . The main short point of them is the strict request for filter error and measurement error. If the errors could not fit the request, the tracking would be failed completely. The PF method is used in the dynamic scenes for object tracking using the object probability obtained according to the object characters [7, 8] . So, the tracking would not be affected by the similar objects in the scenes. The PF is non-parameter MC simulation method. It gets the optimization estimation by iterative BF. The Mean-Shift algorithm could also track the object in the dynamic scenes. But for the multi object tracking, the objects in the image sequence will be affected by each other that make the tracking result fail. Using the algorithm proposed in this paper, the effect from the other objects would be avoided by weight updating and particle resample.
The Bayesian Estimation is discussed in the second part of this paper. The PF theory based on the BF was depicted in the third part in this paper. In the fourth part, we used the histogram of the object as the measurement to perform the PF tracking procedure. The fifth part of the paper is the experiments. In this part, the image sequence "tennis" and the image sequence shoot in the real scene. The image sequence "hockey" is used to compare with the Mean-Shift algorithm so that to prove the efficiency of the method proposed.
Bayesian Estimation
We assume that discrete system state formula and the measurement formula can be expressed as following.
( 
is the measurement image sequence till the time k. The optimization estimation needs the posteriori probability density
, and the posteriori probability density could give us minimum variance error and many optimization estimation results [9] . The method that got the posteriori probability density was Bayesian algorithm in principle and the state probability density will be got according to the following formula
(3) In the Bayesian estimation,
could be expressed as
though the updating procedure and the Bayesian estimation could be got by the combination of
and the formula (3). In the KF, the main method is also Bayesian estimation. But in KF, the state formula and the measurement formula are all assumed to be linear and the noise is assumed as Gaussian noise. So, it can not solve the non-linear problems as the object motion estimation. The PF algorithm uses the sampling method to simulate the posteriori probability density.
Particle Filter Theory
The PF algorithm expresses the posteriori probability , the posteriori probability can be shown as the combination of the particles and weights. The particle can be regarded as the swatch sampled from the weightiness distributed formula. The posteriori probability can be got through an iterative procedure as follows [10] . Firstly, we assumed that
is the posteriori probability at time k-1 and it was already be obtained. The particles set is } ,..., { 
is Kronecker Delta function. According to the description above,
(5) The recursion procedure defines the current state posteriori probability as the function of the prior probability and the current measurement data. The model of state space is realized by defining the state transform probability
and measurement probability
is obtained by the transform procedure of the state function.
After this, we can get the measurement k y of the time k. As the formula (3), the prior distribution
can be got by model updating. In the process, the weights set can be obtained by importance sampling method and the weight of the ith particle is
(6) The importance distribution function can be segmented as 
, that is the importance distribution function depend on the current measurement . So, according to the weight formula (6), we get the weight updating formula
(8) At last, the particle retrogression in the performing procedure should be noticed. After some iterative steps, the weights of the particles become very small except one particle and this makes the calculating time wasted in the useless particles updating. The case described above is called particle retrogression. To solve this problem, we can take two methods including choosing the importance distribution function and resample.
The best importance distribution function 
Particle Filter in the Object Tracking
In the color image sequence object tracking, we can set the state vector as
(11) This vector is the position of the particle. (14) According to formula (12) and (14), the Bayesian posteriori probability will be got based on the color histogram.
In the next step, we should find the position of the object according to the distribution of the particles. Three methods are regularly used including particle mean, the best particle and the robust mean technique. In the particle mean method, we calculate the mean of the particles at last. In the best particle method, we choose the particle with the biggest weight to express the position of the object. In the last method, we use the particles in a small window around the best particle. After analysing, the particle mean method should not be chosen for the case of multi objects. And the best particle method should not be used for the discrete error. The calculation account is big in robust mean technique. In this paper, we use the robust mean technique.
Experiments
In the experiments, the standard image sequences and shot image sequences are used. The first experiment is aimed at an image sequence about the basketball game. The color of the object is different with the scenes color. So, it is not tended to be affected by the dynamic scenes. But the resolution is low and the tracking is tended to be affect by the noise. The PF method proposed in this paper is employed in this experiment and the result is good. The result is shown in the Figure 2 The second experiment uses the standard image sequence named "hockey". The method proposed in this paper is compared with the Mean-Shift algorithm. The tracking is done for the 81 st to the 170 th frame of the sequence. The tracking results of the Mean-Shift are shown in Figure 3 and the results of the proposed method are shown in Figure 4 . In the images, the first object is marked by the blue rectangle, the second object is marked by the green rectangle. The results are generally same in the first part of the sequence tracking. In the following tracking, object 1 and object 2 does not tough each other (shown in image (b) and (c) of Figure 3 . and Figure 4 ). From image (d), the object 1 and 2 tough each other and the result are natural in the two tracking sequence. From the 154 th frame, in the Mean-Shift result, the object 2 is affected by the object 1 and in the 160 th frame, the object 2 is lost. But in the proposed method tracking, the object 2 tracking is successful in the whole procedure.
Conclusions
Statistical algorithm is a very important way for image modeling in image segmentation and reversion especially the EM and the MRF method. But the classical EM method did not introduce the spatial information to the image model. The classical MRF potential functions always do not involve the relationships of pixel intensities and the distances between pixels. So, for image segmentation, the results were negatively affected by these factors. To overcome these problems, a novel potential function, which involved the pixel intensity and distance values, is introduced to the traditional MRF image model. Then, the segmentation problem is transformed to MAP procedure and the ICM method is employed to obtain the MAP solution. The experiment results prove that the algorithm proposed in this paper is an efficient method for images segmentation. The 146th frame; The 151st frame; The 154th frame; The 160th frame; The 170th frame.
