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1. DEFINICIÓN DEL PROBLEMA 
 
De acuerdo a las cifras presentadas por la Superintendencia de la Economía 
Solidaria, al cierre del año 2014 existían en Colombia 1.282 fondos de empleados 
agrupando 871.049 asociados y 13.588 empleados, dichas organizaciones 
reportan una cartera de crédito de $ 4.661.065.841.657 con unos ingresos 
operacionales de $ 678.790.069.968. 
 
Un fondo de empleados es una empresa sin ánimo de lucro, constituida 
legalmente con el objetivo de ejecutar programas que beneficien a sus asociados 
con los recursos financieros obtenidos a partir de la actividad crediticia y bajo los 
principios de la economía solidaria. Se deduce entonces que la principal fuente de 
ingresos operacionales proviene de la tasa de interés aplicada a los créditos 
colocados por el fondo de empleados a sus asociados 
 
Los fondos de empleados invierten parte de su presupuesto en la sistematización 
de los procesos contables y crediticios de manera que logran optimizar en cierto 
grado la operación diaria en el análisis de las solicitudes de crédito. Dicha 
sistematización no contempla el análisis del riesgo en la colocación de un crédito 
empleando métodos o modelos computacionales modernos 
 
El Fondo de Empleados de Salud en Risaralda – FESER tiene su sede principal 
en la ciudad de Pereira y lleva 43 años de operaciones en ahorro y crédito. Agrupa 
con el modelo asociativo solidario aproximadamente a 2.200 empleados del sector 
salud o sectores afines a la salud. El fondo de empleados capta de sus asociados 
un valor a ahorrar especificado por cada asociado entre el 5% y el 10% de su 
salario, constituyendo así una línea de Aportes y Ahorros habilitándolos a 
beneficiarse de los servicios ofrecidos, algunos sin costo y otros a bajo costo. La 
actividad crediticia se fundamenta en la oferta de un conjunto de líneas de crédito 
con características especiales en requisitos, plazo, tasa y monto, que constituye la 
principal actividad económica como fuente de ingresos. 
 
FESER en cumplimiento de las disposiciones legales y estatutarias, constituye un 
comité de crédito, conformado por asociados que cumplen los requisitos definidos 
por el reglamento de crédito, quienes analizan y aprueban o rechazan una 




Tabla 1. Informe de colocación crediticia FESER 2014 
 
Fuente: Informe Financiero Anual FESER - 2014 
 
Tabla 2. Calificación de cartera FESER 2014  
 
Fuente: Informe Financiero Anual FESER - 2014 
 
Siendo la categoría A la clasificación de una cartera que se encuentra por fuera de 
atrasos en los pagos, las categorías B, C, D, E representan mora de 30, 60, 90 y 
120 días respectivamente, estos últimos indicadores dan inicio a procesos internos 
de seguimiento, control y recuperación de dicha cartera. 
 
Los créditos son estudiados para aprobación o negación por la gerencia si son por 
la línea Rapicrédito o Rotativo y las otras líneas si el ahorro del solicitante es 
menor o igual al monto solicitado, las demás solicitudes son estudiadas por el 
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comité de crédito. El proceso de crédito inicia con la información diligenciada en el 
formulario de solicitud de crédito y los anexos requeridos, con dicha información 
se realiza el estudio, el cual se basa en un método no estandarizado y 
fundamentado en la experiencia del evaluador empleando una hoja de cálculo 
creada en Microsoft Excel (ver Anexo A). 
 
En el proceso del estudio del crédito para su aprobación o negación se hace 
necesario establecer un mecanismo estandarizado, automatizado 
computacionalmente, independiente de variables subjetivas y de posibles sesgos 
del evaluador, muy aproximado a la realidad financiera, social y asociativa del 










El problema planteado se presenta debido a la carencia en la oferta de sistemas 
automatizados de análisis crediticio que utilicen la información empresarial como 
fuente de datos para clasificar y calificar un potencial usuario que sea sujeto activo 
de crédito basándose en la parametrización particular de la organización. 
 
Si un fondo de empleados normaliza el proceso de solicitud, estudio y aprobación 
de un crédito estaría cumpliendo con la primera premisa para toda organización 
exitosa: la calidad. Si adicionalmente automatiza dicho proceso vinculando su 
propia información como fuente de datos en el proceso de estudio de un crédito 
estaría cumpliendo con el más importante factor administrativo: la mitigación del 
riesgo. 
 
La inteligencia artificial ofrece actualmente diversos modelos que han demostrado 
ser muy eficientes en diversas áreas del conocimiento, principalmente en la 
construcción de métodos de aprendizaje automático, predicción y planificación.  
 
Adicionalmente, el momento tecnológico actual permite diseñar esquemas de alto 
rendimiento con un costo aceptable, software libre, conectividad a alta velocidad y 
talento humano en ingeniería financiera e ingeniería de sistemas disponible en la 
región. 
 
El formato que actualmente se utiliza para la evaluación del riesgo de un crédito 
consiste en una hoja de cálculo en Excel, a la cual se le ingresan datos básicos 
como monto solicitado, línea, tasa, valor de la cuota, plazo, valor a recoger de otro 
crédito, valor en los ahorros, ingreso mensual, gastos mensuales, valor de la 
garantía del crédito y como resultado de las formulas empleadas en Excel 
basadas en promedios se muestra un mensaje indicando el nivel de riesgo. Se 
deduce entonces que el método descrito anteriormente utiliza pocas variables y 
ninguna se relaciona con el comportamiento crediticio del asociado. Es entonces 
indispensable diseñar un modelo computacional para que el comité de crédito de 
FESER pueda visualizar la predicción del riesgo de una solicitud de crédito 
basándose en métodos de inteligencia artificial que construyan un esquema 





3. OBJETIVOS GENERALES Y ESPECÍFICOS 
 
3.1. OBJETIVO GENERAL 
 
Plantear un modelo computacional basado en la inteligencia artificial como 
herramienta complementaria al proceso vigente de estudio de crédito que permita 
la predicción del atraso en pagos de una solicitud de crédito. Dicho modelo 
utilizará parámetros particulares del Fondo de Empleados de Salud en Risaralda 
basándose en las políticas de crédito, de mitigación de riesgo y las características 
del asociado. 
 
3.2. OBJETIVOS ESPECÍFICOS 
 
A. Revisar el procedimiento de una solicitud de crédito y su estudio en el 
Fondo de Empleados de Salud en Risaralda  
B. Definir los modelos computacionales a ser utilizados como herramienta de 
credit scoring para el Fondo de Empleados de Salud en Risaralda  
C. Realizar las pruebas de los modelos documentando y comparando los 
resultados  
D. Escoger el mejor modelo de inteligencia artificial que genere un credit 
scoring de una solicitud de crédito. 
E. Presentar las conclusiones del proyecto de búsqueda de un modelo de 






4. MARCO DE REFERENCIA 
 
4.1. MARCO TEÓRICO 
 
4.1.1 El cooperativismo y Fondos de Empleados.  El ser humano es un ser social 
por naturaleza, lo que indica que la cooperación ha estado presente desde el 
hombre primitivo en busca de soluciones a sus necesidades. En el siglo XVII 
surgen ideologías cooperativas, el holandés Peter Cornelius Plockboy, publica en 
1659 un ensayo en el cual propone la creación de asociaciones sin ánimo de lucro 
pero con principios de igualdad y equidad en la distribución de los excedentes 
generados por la unión laboral, en el mismo año, el inglés Jhon Bellers presentó 
en su trabajo titulado “Proposiciones para la creación de una asociación de trabajo 
de todas las industrias útiles y de la agricultura” los fundamentos de la 
asociatividad. 
 
Luego, en el siglo XIX Robert Owen, Philippe Buchez y Louis Blanc desarrollaron y 
masificaron la doctrina cooperativa de forma que los mismos trabajadores tuvieran 
autonomía y autogobierno en su organización con equidad y reinversión de las 
ganancias operativas. 
 
Los pioneros de Rochdale fueron un grupo de trabajadores de las fábricas de 
Lancashire (Inglaterra), quienes al exigir mejores salarios en una huelga realizada 
en 1843 quedaron sin empleo y se organizaron para crear un almacén cooperativo 
de consumo, esta experiencia se considera el inicio del cooperativismo moderno, 
propuesta que se irradio por otros países como Alemania, Francia, entre otros. 
 
Los antecedentes del cooperativismo en Colombia se encuentran en ciertos 
comportamientos indígenas como la minga, el convite, la mano prestada en los 
cuales la ayuda mutua, el interés común y la solución de necesidades de la 
comunidad eran la prioridad sobre la riqueza y el poder. 
 
En la época de la colonia se encuentran las cajas de comunidad, los pósitos, los 
montepíos, que eran referencias a las actuales cooperativas de ahorro y crédito, 




En la época de la independencia las sociedades de auxilio mutuo se fortalecen 
como medida para defender los intereses de los asociados, lo que más tarde se 
transformaría en sociedades democráticas. 
 
La Sociedad de Caridad de 1864 y la Sociedad de Auxilio Mutuo del Señor del 
Despojo en 1899 son las organizaciones precursoras del cooperativismo en 
Colombia, planteando una ideología social y demócrata con dosis de humanismo. 
 
El primer proyecto cooperativo fue presentado al congreso de la república en 
1916, en el cual se fomentaba la asociatividad agrícola en el país. 
 
El presbítero Adán Puerto en 1920 y después de un viaje a Europa, difundió el 
pensamiento cooperativo que encontró muy desarrollado en dicho continente. 
 
En el congreso de 1931 se aprobó la primera ley cooperativa, número 134, en la 
cual inicia la regulación estatal de las asociaciones. 
 
Entre la década de los 30´s y los 60´s la actividad cooperativa incrementó de 
1.800 asociados a 450.000 
 
Entre la década de finales de los 60 y hasta los 80´s, el cooperativismo financiero 
no tuvo un desarrollo notable, se encontraba como una actividad relegada y sin 
evolución importante. 
 
Después de la crisis financiera del país en 1982 se inicia el crecimiento del 
cooperativismo con la expedición de varias leyes que aún se encuentran vigentes, 
las cuales regulan, fomentan, vigilan y supervisan las organizaciones asociativas. 
 
En 1997 ocurrió una crisis en el sector cooperativo colombiano que causo la 
liquidación de Uconal y Bancoop, la conversión y transformación de otras 
cooperativas en sociedades anónimas, esto afecto a más de un millón de 
asociados y aun hoy en día hay secuelas de dicha crisis. 
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Actualmente la Superintendencia de la Economía Solidaria reporta con corte a 
diciembre de 2014, 3.687 organizaciones con 5.805.362 asociados, teniendo en 
cuenta que 2.125 de dichas organizaciones ejercen la actividad crediticia se 
deduce que las asociaciones solidarias administran una cartera muy importante en 
la economía nacional. 
 
4.1.1.1. Fondo de Empleados de Salud en Risaralda – FESER. De acuerdo al 
artículo 1 de los estatutos de FESER: “Se denomina Fondo de Empleados de 
Salud en Risaralda, se identifica con la sigla “FESER”. El Fondo de Empleados es 
una empresa asociativa de derecho privado, sin ánimo de lucro, regida por las 
disposiciones legales vigentes, en especial la legislación sobre Fondos de 
Empleados y el presente estatuto”. Además en el Articulo 5 (Actividades y 
Servicios) numeral 3 se tiene que: “Hacer préstamos a sus asociados, a bajo 
interés manteniendo la línea de competitividad y sostenimiento financiero del 
Fondo, en la modalidad de corto, mediano y largo plazo, respaldados por sueldos, 
salarios e ingresos demostrables, depósitos de ahorros en el fondo, garantizados 
mediante la suscripción de títulos valores y otras garantías, debidamente 
aceptadas y con fines de mejoramiento personal, familiar, educativo, de vivienda, 
desarrollo micro empresarial, entre otros, conforme a la reglamentación expedida 
por la Junta Directiva.” 
 
Con 43 años de existencia jurídica, FESER es una organización de la Economía 
Solidaria que reúne a los empleados del sector salud para promover el ahorro y 
ofrecer un servicio competitivo de crédito, cumpliendo lineamientos legales, 
administrativos y filosóficos de la economía solidaria, en donde prima el ser y sus 
necesidades por encima del dinero, de manera que permanentemente FESER 
reinvierte los resultados económicos en beneficios a sus asociados. La política de 
calidad de FESER se fundamenta en: 
 MISION: Somos el mejor Fondo de Empleados del Risaralda, líderes en 
prestación de servicios de carácter económico y social para proporcionar 
mejor bienestar y calidad de vida a nuestros asociados y su grupo familiar. 
 VISION: Consolidarnos en el 2020 como el primer Fondo de Empleados del 
Eje Cafetero, en número de asociados capaces de ser gestores de su 
propia felicidad, satisfacción  económica y social  basados en la prestación 
de servicios de manera ágil, responsable y oportuna.  
 POLITICA DE CALIDAD: El Fondo de Empleados de Salud en Risaralda 
está comprometido con la satisfacción de las necesidades y expectativas de 
los asociados a través de: 
o La atención efectiva y amable de un capital humano capacitado 
continuamente 
o El cumplimiento de los servicios de calidad ofrecidos 
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o Con el fin de lograr el posicionamiento y expansión en el sector 
gracias al mejoramiento continuo de la organización. 
 VALORES CORPORATIVOS:  
o Responsabilidad: FESER y sus asociados asumen su 
responsabilidad mutua, en el mantenimiento y desarrollo futuro del 
Fondo.  
o Eficiencia: Todos los recursos de FESER serán utilizados de la mejor 
forma, de manera que los resultados que generen sean los mejores 
en servicio y bienestar para los asociados y en solidez y rentabilidad 
para el Fondo.  
o Compromiso: Capacidad de asumir con entusiasmo y dedicación las 
tareas, retos y responsabilidades que se deriven de la participación y 
vinculación con FESER.  
o Equidad: Todos los asociados tienen derecho a los servicios por el 
hecho de ser asociados y, por lo tanto, serán tratados con los 
mismos privilegios y calidad  
o Honestidad: Toda la labor administrativa y de dirección de FESER se 
realizará con base en principios y valores y se comunicará a los 
asociados sin deformaciones, ni ocultamientos.   
o Respeto: Todos los asociados seremos tratados con amabilidad, 
calidez y reconocimiento, independientemente de sus creencias, 
condición económica y social, orientación política y cultura.  
o Trabajo en equipo: para el logro de los resultados de FESER, los 
directivos y asociados trabajaremos convencidos que nos 
necesitamos unos a otros y que cada quien aportará sus 
capacidades y labores como integrantes del Fondo, para el 
fortalecimiento y desarrollo del mismo y bienestar de los asociados.  
o Servicio: FESER ofrecerá servicios de gran calidad a sus asociados, 
con el fin de lograr satisfacción plena entre los mismos. 
 
Actualmente FESER está conformado por 2.200 asociados de la región cafetera 
con la mayoría radicados en el área metropolitana de Pereira, un grupo directivo 
conformado por 7 asociados, el comité de control social por 3 asociados, diversos 
comités de apoyo como educación, bienestar, crédito, y un grupo administrativo de 
13 colaboradores ubicados en la oficina de la Carrera 8 No 20-67 of 301. En la 
Figura 1 se aprecia la estructura organizacional. 
 
FESER obtiene sus ingresos operativos a partir de la actividad crediticia, la cual se 
realiza dentro de los parámetros legales vigentes y cumpliendo todos los 








4.1.2 La Inteligencia Artificial. Fue introducida en la comunidad científica en 1950 
por el inglés Alan Turing en su artículo "Maquinaria Computacional e Inteligencia". 
Dos de las contribuciones más importantes de Turing en la Inteligencia Artificial 
fueron el diseño de la primera computadora capaz de jugar ajedrez y el 
establecimiento de la naturaleza simbólica de la computación. 
 
Después del fallecimiento de Turing, su trabajo fue continuado en los Estados 
Unidos por John Von Neumann durante la década de los cincuentas. Su 
contribución central fue la idea de que las computadoras deberían diseñarse 
tomando como modelo al cerebro humano. Von Neumann fue el primero en darle 
forma humana al lenguaje y la concepción de la computación al hablar de la 
"memoria", los "sensores" de las computadoras, entre otros. Construyó una serie 
de máquinas utilizando lo que a principios de los cincuentas se conocía sobre el 




Sin embargo, esta línea de investigación pronto encontró serias limitaciones. La 
concentración en la imitación de la constitución físico-química del cerebro, no 
permitió ver, a Von Neumann y sus seguidores, que la analogía sería mucho más 
eficiente si se estudiaran las funciones del cerebro, es decir, sus capacidades 
como procesador de información. 
 
A mediados de los cincuentas, Warren McCulloch, formula una posición 
radicalmente distinta al sostener que las leyes que gobiernan al pensamiento 
deben buscarse entre las reglas que gobiernan a la información y no entre las que 
gobiernan a la materia. Esta idea abrió grandes posibilidades a la IA. En esta 
línea, Marvin Minsky (1959), uno de los padres fundadores de la IA, modificó su 
posición y sostuvo que la imitación del cerebro a nivel celular debería ser 
abandonada. 
 
En el congreso en Darthmouth (1956), donde se reunieron los padres fundadores 
de la disciplina, se llegó a la definición de las suposiciones básicas del núcleo 
teórico de la IA: 
o El reconocimiento de que el pensamiento puede ocurrir fuera del cerebro, 
es decir, en máquinas 
o La presuposición de que el pensamiento puede ser comprendido de manera 
formal y científica 
o La presuposición de que la mejor forma de entenderlo es a través de 
computadoras digitales 
 
Desde fines de los cincuentas la investigación en IA se expande y se multiplica en 
direcciones diversas. La capacidad simbólica de las computadoras es estudiada, 
entre otros, por Claude Shanon (1950) y por Allen Newell, J.C. Shaw y Herbert 
Alexander Simon (1958) quienes diseñan el primer programa inteligente basado 
en su modelo de procesamiento de información. Este modelo de Newell, Shaw y 
Simon habría de convertirse pronto en la teoría dominante en psicología 
cognoscitiva. 
 
Algunos investigadores se dedicaron al estudio de la naturaleza del aprendizaje en 
las computadoras y a los procesos de reconocimiento de patrones visuales. Como 
resultado de ello Oliver Selfridge y Dinneen consiguen diseñar el primer programa 
capaz de aprender por experiencia. 
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Basándose en los estudios sobre memoria asociativa, el equipo Newell-Shaw-
Simon construyó los primeros lenguajes de procesamiento de información (IPL-I, 
IPL-II) utilizados en el diseño de su "Logic Theorist Machine" que se convirtió en la 
primera máquina "inteligente". Esta máquina fue capaz no sólo de memorizar y 
aprender, sitio que consiguió demostrar de una manera original y "creativa", es 
decir no prevista por sus creadores, algunos de los teoremas propuestos por 
Bertrand Russell. 
 
Hacia mediados de los sesentas la IA se convierte en un área en la que se 
interesan e interactúan especialistas de diversas disciplinas: lógicos, psicólogos, 
matemáticos, lingüistas, filósofos, etc. Uno de los grandes temas de IA en esta 
década fue el estudio del lenguaje. En la mayoría de los estudios iniciales sobre 
lenguaje, se atacó el problema de diseñar una máquina que fuera capaz de 
traducir de un idioma a otro. El énfasis se hizo en el análisis de la sintaxis, en lugar 
del significado, estrategia que se abandonó relativamente pronto. Los 
investigadores interesados en esta área de la IA pronto descubrieron que 
traducción no es lo mismo que transformación, y que, como consecuencia de ello, 
de alguna manera la máquina tendría que "entender" un texto antes de poder 
traducirlo. Los esfuerzos se orientaron hacia una definición de la comprensión que 
pudiera simularse en una computadora. 
 
Actualmente la inteligencia artificial plantea gran cantidad de modelos algorítmicos 
con aplicaciones que van desde la predicción de situaciones específicas hasta la 
simulación del comportamiento humano. 
 





Uno de los principales objetivos en la investigación de la IA es el aprendizaje, 
encontrando aquí un campo de la ciencia computacional en inteligencia artificial: El 
aprendizaje de maquina o Machine Learning. 
 




4.1.2.1. La Red Neuronal Artificial. El objetivo de un algoritmo de análisis 
predictivo es modelar a relación entre las variables de entrada y salida. La técnica 
de la red neuronal enfoca este problema desarrollando una explicación 
matemática que se asemeja al proceso biológico de una neurona. Una RNA se 
utiliza para modelar relaciones no lineales entre variables de salida y de entrada, 
esto es posible por las capas ocultas, que contienen nodos que se conecta las 
entradas desde la capa previa y aplica una función de activación. La salida se 
calcula entonces por una compleja combinación de los valores de entrada. 
 
Un sistema complejo puede descomponerse en elementos más simples, con el fin 
de posibilitar su entendimiento y también elementos simples pueden ser reunidos 
para producir un sistema complejo. Las redes son un enfoque para la consecución 
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de este último. Hay un gran número de diferentes tipos de redes, pero todos se 
caracterizan por los siguientes componentes: un conjunto de nodos y conexiones 
entre los nodos. Los nodos pueden ser vistos como unidades de computación. 
Ellos reciben entradas y las procesan para obtener una salida. Este procesamiento 
puede ser muy simple (por ejemplo, sumando las entradas), o bastante complejo 
(un nodo puede contener otra red). Las conexiones determinan el flujo de 
información entre los nodos, pueden ser unidireccional, cuando la información 
fluye en un solo sentido, y bidireccional, cuando el flujo de información se da en 
uno u otro sentido. 
 
En las interacciones de los nodos las conexiones conducen a un comportamiento 
global de la red, que no se puede observar en los elementos de la red. Este 
comportamiento global se dice que es emergente. Esto significa que las 
capacidades de la red sustituyen a los de sus elementos, lo que hace de las redes 
una herramienta muy poderosa. 
 
Existe un tipo de red que ve los nodos como neuronas artificiales. Estos se llaman 
redes neuronales artificiales (RNA). Una neurona artificial es un modelo 
computacional inspirado en la neurona natural. Una neurona natural recibe 
señales a través de la sinapsis localizada en las dendritas o membrana de la 
neurona. Cuando la señal recibida es lo suficientemente fuerte (superar un cierto 
umbral), la neurona se activa y emite una señal a través del axón. Esta señal 
podría ser enviada a otra sinapsis, y podría activar otras neuronas 
 





La complejidad de las neuronas reales es muy alta cuando se modela como una 
neurona artificial, la cual consiste básicamente en entradas (como sinapsis), que 
se multiplican por pesos (intensidad de las señales respectivas), y luego calculada 
por una función matemática que determina la activación de la neurona. Otra 
función (que puede ser la identidad) calcula la salida de la neurona artificial (a 
veces en dependencia de un determinado umbral). Las RNA combinan neuronas 
artificiales con el fin de procesar la información 
 




Cuanto mayor sea el peso de una neurona artificial, más fuerte es la entrada que 
es multiplicada por lo que será. Los pesos también pueden ser negativos, en este 
caso la señal es inhibida. Dependiendo de los pesos, el cálculo de la neurona será 
diferente. Mediante el ajuste de los pesos de una neurona artificial se puede 
obtener la salida necesaria buscada para entradas específicas. Cuando se tiene 
una RNA de cientos o miles de neuronas, sería bastante complicado de encontrar 
manualmente todos los pesos necesarios. Pero es posible encontrar algoritmos 
que pueden ajustar los pesos de la RNA con el fin de obtener la salida deseada de 
la red. Este proceso ajustar los pesos se denomina aprendizaje o entrenamiento. 
 
Los tipos de RNA’s y sus usos es muy alta. A partir del primer modelo neuronal de 
McCulloch y Pitts en 1943 se han desarrollado cientos de diferentes modelos 
considerados como RNA’s. Las diferencias en ellas podrían ser las funciones de 








Dependiendo del problema a resolver se puede utilizar una topología con múltiples 
capas ocultas e incluso con ciclos en donde la salida de una capa es utilizada 
como entrada de las capas que preceden. 
 
La función de activación utilizada en el nodo de salida consiste en una 
combinación de una función de agregación, la cual usualmente es la suma, y una 
función de transferencia, la cual puede ser desde la función sigmoide, hiperbólica, 
o alguna función lineal. El propósito de la función sigmoide es proporcionar una 
transformación lineal para un rango de valores en particular y una transformación 
no lineal para los demás valores. Gracias a la función de transferencia y la 
presencia de múltiples capas ocultas es posible modelar casi cualquier relación 
matemática continua entre un conjunto de valores de entrada y salida. 
 
Un método de aprendizaje consiste en el algoritmo de backpropagation (Rumelhart 
y McClellan, 1986) se utiliza en RNA’s con capas feedforward. Esto significa que 
las neuronas artificiales se organizan en capas, y enviar sus señales "hacia 
adelante", y luego los errores se propagan hacia atrás. Para una topología de red 
y una función de activación dada, la clave del entrenamiento consiste en encontrar 
los pesos de los vínculos entre capas. El modelo utiliza cada registro entrenado 
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para estimar el error entre la salida obtenida y la salida esperada, utiliza este error 
para ajustar los pesos y así minimizar el error en el próximo ciclo de entrenamiento 
repitiendo esto hasta que el error llegue a un rango aceptable. La tasa de 
corrección debe ser revisada cuidadosamente para que el modelo no se 
sobreentrene. 
 
4.1.2.2. El árbol de decisión. Como método de clasificación basado en reglas 
dentro del área de la Inteligencia Artificial se fundamenta en un diagrama que 
representa en forma secuencial, condiciones y acciones. Consiste en elaborar un 
modelo esquemático de las alternativas disponibles para tomar una decisión así 
como sus posibles consecuencias, dicho modelo se presenta en forma de árbol 
que contiene un nodo raíz, nodos internos y nodos terminales (hojas), un árbol de 
decisión descompone un conjunto de datos en subconjuntos cada vez más 
pequeños y al mismo tiempo los asocia a un árbol de decisiones incrementado 
gradualmente hasta llegar a nodos terminales. 
 




Se utiliza para separar un conjunto de datos en clases pertenecientes a la variable 
resultado, la cual usualmente tiene los valores: Si o No (1 o 0). 
 
Un árbol de decisión se utiliza de derecha a izquierda, y se realizan los cálculos 
para mostrar los beneficios o áreas con problemas potenciales. Un nodo evento se 
representa con un cuadrado; un nodo de decisión está representado con un 
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círculo. Visualmente un árbol de decisión típico parece un árbol de lado (que 
también puede verse un árbol de decisión desde arriba hacia abajo); las ramas 
están representados por las opciones disponibles, acompañados con el factor de 
probabilidad. 
 
La probabilidad de cada opción se muestra por encima de cada rama. Las dos o 
más ramas que brotan del mismo nodo deben añadir hasta un (100%); Por 
ejemplo, si un nodo tiene dos opciones, y una de las probabilidades ramas es 40 
por ciento, entonces la otra rama de probabilidad debe ser 60 por ciento. La 
probabilidad porcentual se basa en hechos históricos; por desgracia no siempre 
hay datos históricos a seguir, por lo que un árbol de decisiones es sólo tan buena 
como la investigación y suposiciones que la sustenta. 
 
En aprendizaje de árboles de decisión, el esquema que se utiliza para seleccionar 
atributos está diseñado para minimizar la profundidad del árbol final. La idea es 
elegir el atributo que proporcione una clasificación lo más exacta posible de los 
ejemplos. Un atributo perfecto divide los ejemplos en conjuntos que contienen sólo 
ejemplos positivos o negativos. 





4.1.2.3. Máquina de vectores de soporte. Es un método de clasificación basado en 
kernel. Consiste en un algoritmo que usa un mapeo no lineal para transformar los 
datos de entrenamiento originales en una dimensión superior donde se busca el 
hiperplano óptimo de separación, el cual es la “frontera de decisión” separando las 
tuplas de una clase de otras. Con un apropiado mapeo no lineal para una 
dimensión lo suficientemente alta los datos de las dos clases pueden siempre ser 
separados por un hiperplano. La máquina de vectores de soporte encuentra este 
hiperplano usando vectores de soporte (tuplas de entrenamiento esenciales).  
 
La MVS tiene tres propiedades: 
1. Construye un separador con márgenes máximas, una frontera de decisión 
con la distancia más larga posible entre los puntos de entrenamiento, esto 
ayuda a generalizarlos muy bien 
2. Crea un hiperplano de separación lineal aunque tiene la habilidad de 
incrustar los datos en un espacio de mayores dimensiones utilizando el 
“Kernel”, de manera que los datos que no son separables linealmente en el 
espacio de entrada original, es fácilmente separable es dicho hiperplano 
superior. 
3. Son un método no paramétrico, es decir, retiene los casos de 
entrenamiento con la posibilidad de almacenarlos todos, aunque en la 
práctica solo retiene una pequeña porción de ejemplos. 
 
Los algoritmos de Maquinas de Vectores de Soporte son un concepto 
relativamente reciente, Cortes y Vapnik en 1995 dieron una de las primeras 
introducciones formales a su concepto mientras investigaban algoritmos para 
reconocimiento óptico de caracteres en los laboratorios de AT&T Bell. 
 
El término “Maquina de vectores de soporte” es un nombre algo confuso para un 
algoritmo de análisis predictivo, ya que en realidad no hay hardware especializado. 
Aunque es un poderoso algoritmo que se ha demostrado exitoso en aplicaciones 
que van desde reconocimiento de patrones hasta minería de texto. 
 
Una máquina de vectores de soporte es un método de clasificación que trabaja 
bajo el principio de ajustar una frontera en una región de puntos que pertenecen a 
una misma clase, una vez dicha frontera es establecida (en la muestra de 
entrenamiento), para cada nuevo punto (en la muestra de prueba) que necesita 
ser clasificado, simplemente se revisa si queda dentro de la frontera o no.  
Entonces es indispensable un conjunto de puntos clave que identifican y fijan 
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dicha frontera, estos puntos son llamados “vectores de soporte”. Se denominan 
vectores porque cada punto de datos es un vector: una fila de datos que contienen 
valores para un diferente número de atributos.  
 
La frontera es conocida como hiperplano, en un ejemplo simple de dos 
dimensiones (dos atributos), esta frontera puede ser una línea recta o una curva, 
en tres dimensiones puede ser un plano o una superficie irregular compleja, para 
mas dimensiones no es posible visualizar el hiperplano, de manera que hiperplano 
es el nombre genérico para una frontera con más de tres dimensiones. 
 
Se denomina margen a la distancia n-dimensional que asegura como máxima 
entre dos regiones. Por lo tanto el algoritmo de MVS ejecuta un esquema de 
optimización de dicha margen. 
 
En la figura 6 (a) se aprecian dos clases de puntos (blanco y negro) y tres 
candidatos como separadores lineales y en (b) se definió el máximo margen de 
separación (línea gruesa) como el punto medio de la margen (área entre las líneas 
punteadas). Los vectores de soporte son los casos más cercanos al separador 
marcados con un círculo 





No siempre se puede garantizar que los datos pueden ser separados limpiamente, 
es decir que pueden haber muchos puntos dentro de la margen o más allá de la 
frontera de su clase, cuando esto ocurre el mejor hiperplano es el que contenga el 
mínimo numero de dichos puntos, un “penalty” es aplicado por cada contaminante 
dentro de la margen y es elegido entonces el hiperplano con el mínimo valor 
penalizado. 
 
Las funciones Kernel ofrecen la opción de transformar espacios no lineales en 
lineales, las cuales pueden ir desde funciones basadas en polinomios simples 
hasta funciones sigmoidales. Los más usados son funciones en base radial y 
polinómica. En la figura 7 (a) se observan dos clases no separables linealmente y 
en la figura 7 (b) se observa su transformación a linealmente separable mediante 
la función kernel z=√x2+y2 
 




Actualmente, son uno de los algoritmos de aprendizaje supervisados más 
utilizados en la investigación. Han demostrado ser muy útiles y se han aplicado a 
una gran variedad de problemas relacionados con el reconocimiento de patrones 
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en bioinformática, reconocimiento de imágenes, categorización de textos, entre 
otros. Se ha probado que su sesgo de aprendizaje es muy robusto y que se 
obtienen muy buenos resultados en muchos problemas. Se están dedicando 
también muchos esfuerzos en la comunidad investigadora internacional en las 
posibilidades que ha abierto el uso de kernels. 
 
Cuando se aplica este algoritmo, se debe tener en cuenta: que se está 
combinando el uso de kernels con un algoritmo de optimización. Si se aplica un 
kernel que no encaja bien con los datos, puede ocurrir que el algoritmo tarde en 
converger o que dé una mala solución. El tiempo que tarda en construir el modelo 
y el número de vectores que genera proporciona pistas de la calidad de la solución 
en la práctica y de la separabilidad del conjunto de datos con el kernel dado. El 
número de vectores de soporte es un número inferior al del conjunto de 
entrenamiento. La diferencia entre los dos conjuntos suele ser directamente 
proporcional a la precisión de la solución y del hiperplano. 
 
4.1.3 El credit scoring.  Los métodos o modelos de credit scoring, denominados 
también como “score-cards” o “classifiers”, son algoritmos que de manera 
automática evalúan el riesgo de crédito de un cliente de una entidad crediticia. 
Tienen una dimensión individual, ya que se enfocan en el riesgo de incumplimiento 
del individuo, independientemente de lo que ocurra con el resto de la cartera de 
préstamos. 
 
Las técnicas de credit scoring comenzaron a ser aplicadas a partir de 1960 en los 
Estados Unidos para determinar si los individuos que solicitaban créditos podrían 
ser sujetos de dicho crédito utilizando una forma automatizada. Estas técnicas se 
comenzaron a usar debido al gran volumen de solicitudes de crédito 
especialmente de tarjetas de crédito a procesar que hacían a las técnicas 
tradicionales de evaluación de crédito poco eficientes. 
 
Estas técnicas tradicionales suponían realizar una evaluación de los candidatos a 
recibir crédito basado en las 5 C: 
 
1) Carácter del solicitante de crédito, 
2) Capacidad de pago, 
3) Capital disponible como respaldo, 
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4) Colateral como garantía del préstamo y 
5) Condiciones de la economía en general. 
 
Estas evaluaciones estaban basadas en la experiencia de los asesores o gerentes 
de crédito y en lo que habían aprendido de sus antiguos jefes y no solo tomaba en 
cuenta información histórica sino que trataba de realizar proyecciones de la 
probable situación futura de los clientes y de su capacidad de repago del crédito. 
La información clave era obtenida a través de la relación con el cliente y de la 
experiencia de la institución financiera con este. Esto establecía un vínculo con el 
cliente que hacía difícil para este último cambiar de institución financiera. Este tipo 
de evaluación tradicional, basada en las relaciones, era apropiada para 
comunidades donde el prestamista y el cliente tenían mutuo conocimiento 
personal pero se tornó ineficiente en una era donde las relaciones tienden a ser 
impersonales en las grandes ciudades y donde los clientes pueden tener alta 
movilidad geográfica. 
 
Al mismo tiempo se produjo una migración desde créditos con garantía hacia 
créditos sin garantías basados en información. De tal manera, la recolección de 
información estadística sobre los individuos va reemplazando a la experiencia 
humana en la valuación crediticia. Si bien las técnicas de scoring no proyectan 
hacia delante la situación de los clientes, sino que se basan en información 
histórica, presentan una gran ventaja en términos de costo para la evaluación de 
créditos pequeños principalmente para consumo y de tarjetas de crédito. Esto no 
quiere decir que la evaluación por parte de los funcionarios de las instituciones 
financieras y la garantía hayan desaparecido sino que las técnicas de credit 
scoring son usadas para los productos de alto volumen y de bajo valor en tanto las 
técnicas tradicionales son usadas en productos de bajo volumen pero de alto valor 
y la garantía es usada cuando el tamaño del crédito es lo suficientemente alto tal 
que justifica el costo de operar con dicha garantía. 
 
Las técnicas de credit scoring determinan el riesgo de prestarle a un determinado 
cliente. Para realizar un crédito se deben efectuar dos tipos de decisión: Primero, 
otorgar o no crédito a un nuevo solicitante, y segundo, como tratar a los antiguos 
clientes, incluyendo la decisión de incrementar o no su límite de crédito. En ambos 
casos, el punto central es que existe una gran muestra de antiguos clientes con 
datos detallados y una historia de crédito posterior disponible. Además existe la 
información de las empresas de información crediticia y la central de información 
financiera. Todas las técnicas usan la muestra y demás información disponible 
para identificar las relaciones entre las características de los clientes y que tan 
“buena” o “mala” es su historia de crédito posterior. 
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Muchos de los métodos conducen a una tabla de puntuación donde las 
características de los clientes reciben un valor específico y la suma de los puntajes 
determina si el riesgo del cliente de ser un mal cliente es demasiado grande para 
ser aceptado para crédito o se le debe cargar una tasa de interés en particular. 
Otras técnicas no conducen a una tabla de puntuación pero en su lugar indican 
directamente la probabilidad de que el cliente sea bueno o malo en su 
comportamiento de pago. 
 
 Métodos estadísticos: Cuando los métodos de credit scoring fueron 
desarrollados en los años 1950 y 1960, los únicos métodos usados eran 
métodos estadísticos: discriminación estadística y métodos de clasificación. 
Aún hoy los métodos estadísticos son los más comunes. La ventaja que 
tienen es que se pueden usar las propiedades de los estimadores y las 
herramientas de los intervalos de confianza y del testeo de hipótesis. Se 
puede conocer el poder de discriminación de la scorecard construida y la 
importancia relativa de las diferentes características (variables). Estas 
técnicas estadísticas posibilitan identificar y descartar características que 
son irrelevantes y asegurar que las características importantes estén en la 
scorecard. La primera técnica usada fue el análisis discriminante lineal 
basado en el trabajo de Fischer (1936). Este puede ser considerado como 
una forma de regresión lineal lo que llevó a la investigación de otras formas 
de regresión con supuestos menos restrictivos.  
El método más exitoso de estos es la regresión logística, siendo este el 
modelo estadístico más común. Otro método utilizado en los últimos 20 
años es el método de partición recursiva o árboles de clasificación. En este 
método, se segmenta el conjunto de postulantes en un número de 
diferentes subgrupos dependiendo de sus atributos y entonces se clasifica 
cada subgrupo en satisfactorio o no satisfactorio. Si bien este método no da 
un peso a cada atributo da una forma de decidir si un nuevo postulante 
debe ser clasificado como satisfactorio o no satisfactorio. En este método 
hay diferentes formas de segmentar siendo las más comunes el estadístico 
de Kolmogorov-Smirnov, el índice básico de impureza, el índice de Gini, el 
índice de entropía y maximizar la media suma de cuadrados. 
 
 Métodos no estadísticos. Hasta 1980 los métodos disponibles eran solo 
estadísticos. Freed and Glover (1981) se dieron cuenta que encontrar la 
función lineal de las características que mejor discrimina entre grupos 
puede ser modelado como un problema de programación lineal. El enfoque 
de la programación lineal mide la bondad del ajuste tomando la suma de los 
errores absolutos. Si se toma el número de casos en los cuales la 
discriminación es incorrecta como medida de bondad de ajuste, entonces 
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se debe introducir variables enteras en el programa lineal, y esto lleva a 
modelos de programación entera. 
 
En la década de 1970 se realizó mucha investigación en el área de 
inteligencia artificial y se trataba de programar computadoras para que 
replicaran habilidades humanas. Uno de los intentos más exitosos fueron 
sistemas expertos. En ellos se le daba a la computadora una base de datos 
de información de algún campo del conocimiento obtenida por expertos en 
el campo y un mecanismo para generar reglas. El programa de 
computadora usaba esta combinación para analizar nuevas situaciones y 
encontrar formas de tratar estas nuevas situaciones de tal manera que las 
decisiones sean tan buenas como los expertos podrían lograrlo. Se 
construyeron sistemas pilotos para diagnóstico médico y como esto es 
esencialmente un problema de clasificación se aplicaron estas ideas de 
sistemas expertos para credit scoring. 
 
En los 1980 otra variante de inteligencia artificial recibió atención: las redes 
neuronales. Las redes neuronales son formas de modelar el proceso de 
decisión como un sistema de unidades de procesamiento conectadas entre 
ellas cada una de las cuales da un output cuando recibe un input.  Si los 
inputs son las características del cliente y el output es si su desempeño 
crediticio es bueno o malo se puede usar este enfoque en credit scoring. 
 
Otra forma de pensar el problema del credit scoring es que se tiene un 
número de parámetros, por ejemplo los posibles puntajes dados a varios 
atributos y una manera de medir que tan bueno es el conjunto de 
parámetros, por ejemplo el error de clasificación cuando una scorecard es 
aplicada a una muestra de antiguos clientes. Con un procedimiento 
sistemático de búsqueda a través de la población de soluciones potenciales 
se debe encontrar la solución candidata que resulta más próxima a resolver 
el problema de optimización. En términos muy simples esta es la idea de los 
algoritmos genéticos propuestos en primer lugar por Holland (1975). 
 
Los métodos estadísticos y no estadísticos de clasificación descritos pueden ser 
usados para decidir si se debe otorgar crédito a nuevos clientes y para decidir cuál 
de los actuales clientes están en peligro de no pago en el corto o mediano plazo. 
Este último uso es un ejemplo de scoring de comportamiento que es modelar la 
forma de repago y comportamiento del uso del crédito de los clientes. Estos 
modelos son usados por las entidades de crédito para ajustar los límites del 
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préstamo y decidir sobre las políticas de comercialización a ser aplicadas a cada 
cliente. También se puede modelar el repago y el uso del crédito de los clientes 
utilizando cadenas de Markov cuyos parámetros son estimados utilizando datos de 
una muestra de antiguos clientes. Esta idea puede ser combinada con 
programación dinámica para desarrollar modelos de procesos de decisión de 
Markov para optimizar la política de límites de crédito. 
 
4.2 MARCO CONCEPTUAL 
 
Crédito: “De credere, confiar, el término crédito se utiliza en el mundo de los 
negocios como sinónimo de préstamo o endeudamiento. Una operación crediticia 
consiste en la transferencia o cesión temporal del acreedor al deudor de un 
derecho de propiedad del primero sobre un determinado bien (generalmente 
dinero) para que el segundo disponga de él de la manera que más le convenga 
por un tiempo determinado, al término del cual habrá de devolvérselo al deudor 
junto con sus intereses, que reciben el nombre de descuento cuando son pagados 
por anticipado.” (www.economia48.com, 2009) 
 
Riesgo crediticio: “Es la posibilidad de pérdida debido al incumplimiento del 
prestatario o la contraparte en operaciones directas, indirectas o de derivados que 
conlleva el no pago, el pago parcial o la falta de oportunidad en el pago de las 
obligaciones pactadas”. (Vélez, 2008) 
 
Tasa de interés: “La tasa de interés es el precio del dinero en el mercado 
financiero. Al igual que el precio de cualquier producto, cuando hay más dinero la 
tasa baja y cuando hay escasez sube. Cuando la tasa de interés sube, los 
demandantes desean comprar menos, es decir, solicitan menos recursos en 
préstamo a los intermediarios financieros, mientras que los oferentes buscan 
colocar más recursos (en cuentas de ahorros, CDT, etc.). Lo contrario sucede 
cuando baja la tasa: los demandantes del mercado financiero solicitan más 
créditos, y los oferentes retiran sus ahorros. Existen dos tipos de tasas de interés: 
la tasa pasiva o de captación, es la que pagan los intermediarios financieros a los 
oferentes de recursos por el dinero captado; la tasa activa o de colocación, es la 
que reciben los intermediarios financieros de los demandantes por los préstamos 
otorgados. Esta última siempre es mayor, porque la diferencia con la tasa de 
captación es la que permite al intermediario financiero cubrir los costos 
administrativos, dejando además una utilidad. La diferencia entre la tasa activa y la 




Credit Scoring: “Un credit scoring es un sistema de calificación de créditos que 
intenta automatizar la toma de decisiones en cuanto a conceder o no una 
determinada operación de riesgo, normalmente un crédito. La virtud de este 
sistema es la de acortar el tiempo de análisis además de simplificarlo, lo que 
contribuye a mejorar el nivel de servicios proporcionados a la clientela. Por 
ejemplo, mediante la aplicación de un sistema de credit scoring y su posible 
consulta a través de cajeros automáticos, el cliente podrá conocer la respuesta 
que dará el banco a su petición, sin necesidad de acudir a una entrevista personal 
o acordar cita con antelación. Se puede aplicar tanto a personas físicas como 
jurídicas, siendo lo normal el utilizarlo para créditos personales o al consumo, 
establecimiento de límites a tarjetas de crédito, créditos a PYME, etc.” 
(Domínguez, 2013) 
 
Fondo de Empleados: “Según el decreto 1481 de 1989, un fondo de empleados es 
una empresa asociativa, de derecho privado, sin ánimo de lucro y constituida por 
trabajadores dependientes, es decir, por trabajadores vinculados con una empresa 
o persona natural”. (Gerencie.com, 2009) 
 
Inteligencia Artificial: “La inteligencia artificial (IA) es un área multidisciplinaria que, 
a través de ciencias como las ciencias de la computación, la lógica y la filosofía, 
estudia la creación y diseño de entidades capaces de resolver cuestiones por sí 
mismas utilizando como paradigma la inteligencia humana”. (Wikipedia, 2015) 
 
Red neuronal artificial (RNA): “Las redes de neuronas artificiales (denominadas 
habitualmente como RNA o en inglés como: "ANN" ) son un paradigma de 
aprendizaje y procesamiento automático inspirado en la forma en que funciona el 
sistema nervioso de los animales. Se trata de un sistema de interconexión de 
neuronas que colaboran entre sí para producir un estímulo de salida. En 
inteligencia artificial es frecuente referirse a ellas como redes de neuronas o redes 
neuronales”. (Wikipedia, 2015) 
 
Perceptrón multicapa: “Las RNA de tipo Perceptrón Multicapa (PM) se encuentran 
entre las arquitecturas de red más poderosas y populares. Están formadas por una 
capa de entrada, un número arbitrario de capas ocultas, y una capa de salida. 
Cada una de las neuronas ocultas o de salida recibe una entrada de las neuronas 
de la capa previa (conexiones hacia atrás), pero no existen conexiones laterales 
entre las neuronas dentro de cada capa. La capa de entrada contiene tantas 
neuronas como categorías correspondan a las variables independientes que se 
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desean representar. La capa de salida corresponde a la variable respuesta, que 
en este caso es una variable categórica”. (Castillo, 1999) 
 
4.3 MARCO LEGAL 
 
Constitución Nacional: En el artículo 38 se garantiza el derecho de libre asociación 
para el desarrollo de diferentes actividades, en el artículo 58 se establece al 
estado como protector y promotor de las formas asociativas y solidarias de 
propiedad y en el artículo 333 se indica que el estado fortalecerá las 
organizaciones solidarias y estimulará el desarrollo empresarial 
 
Ley 79 de diciembre 23 de 1988: Con esta ley se establece un marco propicio para 
el adecuado desarrollo del sector cooperativo estableciendo sus objetivos, 
restricciones, deberes, derechos, organización y control. 
 
Ley 1481 de julio 7 de 1989: Se establece la naturaleza jurídica, características, 
constitución, responsabilidades, sanciones y fomento a los fondos de empleados 
 
Ley 454 de agosto 4 de 1998: Se determina el marco conceptual que regula a  la 
Economía Solidaria. Se establecen disposiciones de control, garantía y normas 
sobre la actividad financiera de ahorro y crédito para las organizaciones solidarias. 
 
Ley 1391 de 2010: Se modifica parte de la ley 1481 en cuanto a los vínculos de 
asociación de los fondos de empleados, la distribución de los excedentes y otros 
temas. 
 
Circular básica jurídica y la Circular básica contable y financiera de la 
Supersolidaria: Son las disposiciones emitidas por el órgano de control de las 
organizaciones solidarias, la Superintendencia de la Economía Solidaria, 
contienen los lineamientos a cumplir por parte de las entidades bajo su 
supervisión. 
 
Carta Circular 31 y la Circular Externa 11 de 2002 de la Superintendencia 
Financiera de Colombia: Se exige que todas las instituciones financieras deben 
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implementar un Sistema de Administración del Riesgo Creditico (SARC), teniendo 
en cuenta la volatilidad de las variables financieras gracias a la globalización de 
los mercados financieros mundiales y la importancia de un sistema financiero 
fuerte. 
 
4.4 ESTADO DEL ARTE 
 
Alrededor del mundo se utilizan actualmente modelos de scoring automatizados 
con técnicas como el análisis estadístico, minería de datos, inteligencia artificial, 
arboles de decisión, algoritmos genéticos, aprendizaje de máquina e incluso 
modelos híbridos que combinan características entre sí. 
 
En el artículo “Credit granting: A comparative analysis of classification procedures. 
Journal of Finance” de Srinivasan y Kim (1987) se puede encontrar un estudio 
acerca de la eficiencia relativa al estudiar los modelos de credit scoring, bajo 
enfoques paramétricos y no paramétricos. Dicho artículo presenta evidencia en 
favor de usar los métodos de clasificación recursiva (árboles de decisión). 
También se puede consultar el trabajo de Thomas (2000) en “A survey of credit 
and behavioural scoring: forecasting financial risk of lending to consumers”, para 
una inspección de las técnicas estadísticas y de optimización, usadas al construir 
modelos de otorgamiento de créditos. Por su parte, Baesens (2003) en 
“Developing Intelligent Systems for Credit scoring using Machine Learning 
Techniques” realiza un estudio cuidadoso a partir de ocho bases de datos usando 
ocho métodos diferentes y 17 modelos, para evaluar la precisión del scoring: dos 
modelos lineales, regresión logística, programación lineal, cuatro diferentes 
variantes de máquinas de soporte vectorial, cuatro diferentes árboles de decisión, 
dos variantes de la técnica de vecinos más cercanos (nearest neighbours), redes 
neuronales y dos técnicas bayesianas de segmentación. Baesens confirmó que la 
eficiencia del scoring más pobre, estadísticamente hablando, se consiguió con el 
método de Naïve Bayes, mientras que los mejores resultados se lograron al 
emplear regresiones logísticas, redes neuronales o árboles de clasificación. 
Finalmente, Crook, Edelman y Thomas (2007) en “Recent development in 
consumer credit risk assessment” hacen un compendio acerca de los resultados 
encontrados en la literatura especializada, con respecto a las técnicas usadas a lo 
largo de un par de décadas. En dicho artículo, se muestra que la tendencia a 
modelar el scoring a través de técnicas de segmentación, como los árboles de 
decisión, ha prevalecido con el tiempo, a pesar del avance considerable de la 
literatura con respecto al aprendizaje artificial (algoritmos genéticos, redes 




De hecho, se puede encontrar en dicha tabla, que la precisión de los árboles de 
decisión estadística es igual o incluso algunas veces mejor, que aquellos que 
emplean tecnologías más avanzadas. Lo mismo sucede con los métodos 
econométricos de variables dependientes limitadas, los cuales han sido aplicados 
en la industria bancaria debido, posiblemente, a su sencilla conceptualización y a 
que ambas técnicas se encuentran disponibles, casi en cualquier paquete 
estadístico. 
 
El International Journal of Neural Systems publicó el artículo “Artificial 
metaplasticity neural network applied to credit scoring” por A. Cedeño y J. Trillo 
(2011) en donde proponen la implementación de un modelo como un 
procedimiento de aprendizaje probabilístico que produce grandes modificaciones 
en los pesos sinápticos con patrones menos frecuentes que los patrones 
frecuentes, como una forma de extraer más información de los primeros que de 
los segundos. Como la metaplasticidad biológica, el AMP favorece el 
fortalecimiento sináptico de la actividad neuronal de bajo nivel, mientras que 
ocurre lo contrario para la actividad de alto nivel.  
 
De acuerdo al artículo publicado por CNN “China's chilling plan to use social credit 
ratings to keep score on its citizens”, en octubre de 2015, el gobierno trabaja con 
al menos dos de las empresas tecnológicas más relevantes de China, Alibaba y 
Tencent, en el desarrollo de un nuevo sistema para medir la fiabilidad crediticia de 
sus ciudadanos. Su principal ventaja, en comparación al anterior, sería su 
capacidad para rastrear los movimientos económicos de aquellos alejados del 
sistema bancario. 
 
Sesame Credit Management, el nombre del proyecto, serviría para reactivar el 
flujo de crédito tanto hacia las compañías y empresas más pequeñas como a los 
ciudadanos de menor actividad económica. Sería un modo sencillo de medir su 
credit score a través no sólo de su situación financiera, sino también de otras 
variables personales derivadas de su actividad en la red (como las compras 
digitales). 
 
Sesame Credit ponderaría todos sus parámetros, los volcaría en su base de datos 
y los subiría a la red. A partir de ahí, cada ciudadano chino tendría la posibilidad 
de descargar una app en la que podría contemplar, en forma numérica, cuál sería 
su puntuación. Sesame Credit contaría también con las amistades, actividades de 
ocio y estilos de vida (equivalentes a Amazon, Facebook o Twitter) a la hora de 
medir el nuevo y más social credit score, en aras de permitir a las entidades 
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bancarias tener un cuadro más completo del grado de vulnerabilidad en el 
momento de ofrecerte un crédito. 
 
La puntuación de los usuarios oscilaría entre los 350 puntos, indicadores de un 
alto riesgo para el banco dispuesto a prestar dinero, y los 950, idóneos. En el 
proceso, Alibaba ofrecería recompensas y premios cuanto más alto sea el credit 
score. 
 
De modo que a la hora de acceder a un crédito, y por tanto de realizar una vida 
más o menos normal, los ciudadanos chinos tendrán que reprimir de forma 
automática sus preferencias políticas o sus opiniones político-sociales para con su 
entorno. La publicidad de sus puntuaciones y el hecho de que estén ligadas a las 
de su entorno cercano pueden crear un estado de presión social inmediato. Si un 
ciudadano observa que la puntuación de un amigo suyo es baja y está afectando a 
la suya propia, tendrá el incentivo de tratar de reprimir su comportamiento porque 
le perjudica. Se pretende implementar este sistema en el 2020. 
 
En Estados Unidos como en otros países de Europa ya hay compañías que 
evalúan la tendencia al incumplimiento de pagos de un crédito en función de los 
amigos de Facebook o de otras preferencias manifestadas en la red, como explica 










De lo expuesto previamente se deriva la siguiente hipótesis:  
La utilización de un modelo computacional basado en inteligencia artificial 
para credit scoring durante el estudio de un crédito en el Fondo de 
Empleados de Salud en Risaralda permitirá al analista conocer la predicción 
del riesgo de incurrir en mora para un crédito solicitado mejorando la cartera 




Cuando un asociado solicita un crédito en FESER debe diligenciar todos los datos 
requeridos en el respectivo formato denominado “FORMATO DE SOLICITUD DE 
CREDITO” (Ver Anexo B), varios de ellos son transferidos a otro formato 
denominado “FORMATO ESTUDIO DE CREDITO” (Ver Anexo C), en el cual se 
recopilan las variables empleadas por el comité de crédito para realizar el 
respectivo análisis de la solicitud y decidir si es aprobado o no. 
 





En la gráfica 1 se aprecia la cantidad de créditos realizados entre el 27 de febrero 
de 2009 y el 30 de junio de 2015 y su estado final (aprobado, pendiente, 
rechazado o anulado), el software de gestión empresarial de solicitudes de crédito, 
cartera y contabilidad fue instalado en el 2008 y el proceso de adaptación a dicha 
aplicación fue gradual, de manera que en el 2009 se puede determinar que ya 
existía un conocimiento y uso óptimo de la herramienta y de los nuevos procesos 
de crédito. 
 
En la revisión realizada sobre la base de datos de solicitudes de crédito se 
encontró que 1.145 solicitudes fueron aprobadas y han sido canceladas entre el 
27 de febrero de 2009 y el 30 de junio de 2015, lo anterior compone el conjunto de 
datos a utilizar. 
 
De cada solicitud fue posible extraer la información descrita más adelante y que 
conforma el grupo de datos inicial para el análisis en el modelo de inteligencia 
artificial. Las variables fueron seleccionadas de acuerdo al proceso de crédito 
vigente en FESER y que constituyen la información básica mínima para el estudio 
de una solicitud de crédito y son una combinación entre las variables relativas a la 
operación del crédito como monto, plazo, entre otros, las variables que se refieren 
al perfil del solicitante como edad, tiempo de vinculación. Dichas variables serán 
obtenidas de la base de datos de la entidad. Se realizara una descripción 
estadística de cada variable. 
 
5.2.1. Id: Es el identificador de cada solicitud de crédito realizada en el lapso de 
tiempo indicado previamente y que ha sido cancelada, va desde 1 hasta 1.145, es 
un numero entero consecutivo asignado a cada dato a utilizar tanto en el 
entrenamiento como en la prueba de los modelos de IA. 
 
5.2.2 Empresa: Corresponde al código con el cual es identificada la empresa a la 
cual se le envía el descuento por nómina del crédito, va desde el 1 al 150, la única 
empresa que no aplica descuentos por nomina es la identificada como 24. Se 
observa en la gráfica 1, que la empresa por la cual se han solicitado más créditos 
corresponde a la 24, cuya principal característica es que los créditos para este 












5.2.3. Línea: Esta variable hace referencia al código interno utilizado para 
identificar la línea de crédito bajo la cual se presentó la solicitud. La tabla 3 indica 
los nombres de las líneas de crédito utilizadas en este análisis y la gráfica 3 
muestra la frecuencia en la que son utilizadas dichas líneas en el conjunto de 
datos. 
 
Tabla 3. Líneas de crédito 
Código de la 
línea de 
crédito 
Nombre de la línea de crédito 
1022 Ordinario con libranza 
1023 Vivienda con libranza 
1025 Inversión con libranza 






1057 Libre destinación 









5.2.4. Monto: Corresponde al valor del crédito solicitado, en la gráfica 4 se indica 
la descripción estadística de la variable, sus valores van desde 100.000 hasta 
53.094.034, es necesario tener en cuenta que en todos los casos el valor 
solicitado es igual al valor analizado en el presente trabajo.  
 




 5.2.5. Plazo: Hace referencia al tiempo en el cual se va a cancelar el crédito, sus 
valores van de 2 a 180. Se aprecia que los plazos más frecuentes de las 
solicitudes de crédito son 6,12 y 24 meses y que se reducen considerablemente 











5.2.6. Edad: Es la edad del asociado cuando presenta la solicitud de crédito. 
 






5.2.7. AFM: Es la Antigüedad en el Fondo en Meses y consiste en el tiempo transcurrido desde que el solicitante de 
crédito se afilio al fondo de empleados hasta el momento de presentar la solicitud de crédito. 





5.2.8. ALA: Hace referencia a los años en los que ha estado vinculado el asociado 
a la empresa en la cual labora. 
Grafica 7. Descripción variable antigüedad laboral en años 
 
Fuente: Propia 
5.2.9. FP: Hace referencia al medio mediante el cual cada deudor realizara los 
pagos mensuales del crédito: por descuento de nómina (1) o por consignación 
bancaria (2). 





5.2.10. Garantía: Se refiere al tipo de garantía presentada en el momento de 
solicitar el crédito, la cual se mantendrá vigente durante toda la existencia de la 
obligación. 
Tabla 4. Garantías utilizadas en las solicitudes de crédito 
Código de 
la garantía 














5.2.11. TC: Es el código utilizado para identificar el tipo de contrato entre el 
solicitante del crédito y la empresa donde labora. 












7 Labor determinada 
Fuente: FESER 




5.2.12. Mora: Es la variable dependiente, la cual toma los valores de 0 si el crédito 
nunca incurrió en mora en los pagos y 1 si el deudor incurrió en mora de 11 o mas 
días, ya que los primeros 10 días son el plazo dado después del vencimiento de 
pago de la cuota. 
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Gráfica 11. Descripción de la variable Mora. 
 
Fuente: Propia 
Existen variables para las cuales no existe información sistematizada para el 
conjunto de datos utilizado, tales como: valor en mora en el momento de la 
solicitud, calificación central de riesgo, calificación del asociado, probabilidad de 
mora según central de riesgo, entonces estas variables no se consideraran en 




La información fue recolectada directamente desde la base de datos de FESER, 
son datos reales y no se realizó ningún tipo de ajuste o cambio así como tampoco 
se afectó la protección de los datos personales de los asociados.  
 
5.3.1. SQL Server Express 2014. Es la base de datos de FESER desde donde se 
realizaron las consultas respectivas para generar los archivos con formato de 
columnas separadas por comas y que contienen la información utilizada en este 










5.3.2. Microsoft Excel. Se utilizó dicho programa desarrollado por Microsoft, 
versión 2013, para construir un archivo con columnas separadas por comas 
(formato csv) con el conjunto de datos de entrenamiento y prueba a partir del 
archivo generado en la consulta a la base de datos. Además fue utilizado para 
generar las gráficas de histograma de las variables 
 
Figura 12. Microsoft Excel 
 
Fuente: Microsoft Excel 
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5.3.3. IBM SPSS Statistics. Fue empleada la versión de prueba para generar la 
información estadística que describe algunas variables. 
 
Figura 13. IBM SPSS Statistics 
 
Fuente: Programa IBM SPSS Statistics  
 
5.3.4. Rapidminer. RapidMiner es una herramienta de Minería de Datos 
ampliamente usada y probada a nivel internacional en aplicaciones empresariales, 
de gobierno y academia. Implementa más de 500 técnicas de pre-procesamiento 
de datos, modelación predictiva y descriptiva, métodos de prueba de modelos, 
visualización de datos, etc. 
RapidMiner ha sido utilizada en más de cuarenta países y en compañías como 
Ford, Honda, E.ON, Nokia, IBM, Cisco, Hewlett Packard, Elexso, Akzo Nobel, 
PharmaDM, Bank of America, Merrill Lynch, entre muchas otras. 
En la encuesta anual (2015) del portal internacional de Minería de Datos 
KDnuggets (www.KDnuggets.com), RapidMiner obtuvo el segundo lugar (después 
de R) como la herramienta de Data Mining más utilizada por expertos en 
DataMining.  
 
Es el software donde se aplicaran los modelos de inteligencia artificial a los datos 
depurados y seleccionados previamente en Excel bajo los parámetros descritos en 
el capitulo anterior. 
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Figura 14. Rapidminer 
 
 




6. DISEÑO DE UN MODELO DE CREDIT SCORING PARA FESER 
 
6.1 ASPECTOS GENERALES 
 
La evaluación del riesgo crediticio será realizada a partir del análisis del perfil del 
asociado solicitante de manera que se logre una predicción altamente confiable 
del incumplimiento futuro en el pago de la obligación adquirida. El análisis del perfil 
del asociado se realizara a partir de la documentación vigente de solicitud y 
estudio del crédito, a esto se sumara el resultado de la aplicación de cada variable 
expuesta en el capítulo anterior en un modelo de inteligencia artificial que será 
seleccionado como el más óptimo para obtener un valor 0 al predecir que no 
incurrirá en mora futura o 1 si va a incurrir en mora. Es decir que al proceso actual 
se agregara la aplicación del modelo que se defina en este proyecto para 
respaldar la decisión de aprobar o no una solicitud de crédito. 
 
El modelo a proponer en este proyecto es un instrumento adicional para el estudio 
de crédito, no es decisivo, fundamental ni obligatorio ya que en la información de 
la solicitud de crédito existen otras variables para tener en cuenta, el estudio de 
crédito es integral y el modelo a proponer hace parte de todo el engranaje de 
estudio. La importancia del modelo a proponer radica además de agilizar la 
decisión en prevenir la cartera morosa en la entidad. 
 
Se considerara en este análisis que el incumplimiento o mora es la falta de pago 
dentro del periodo pactado como fecha de pago de la cuota de la obligación, este 
atraso genera un costo para FESER afectando principalmente su operación de 
negocio que es el crédito en donde se debe disponer de recursos permanentes 
para mantener el servicio y administrativamente significan recursos para dar 
seguimiento y control de los deudores morosos. 
 
En la Figura 15 se visualiza el proceso completo para lograr el objetivo del 
presente proyecto, es fundamental iniciar con el entendimiento del negocio y los 
datos particulares de la empresa, ya que sus características son propias desde los 
clientes hasta la información que se maneja en la base de datos, posteriormente la 
preparación de los datos para ingresar al modelo de IA disponible en RapidMiner 
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6.2 SOLICITUD Y ESTUDIO DE CREDITO 
 
En los anexos B y C se encuentran los respectivos formatos que se están 
utilizando en la entidad para dichos procesos de solicitud y crédito desde el 
software que se emplea en la operación diaria, se encuentra que los formatos 
contienen la información más relevante para el conocimiento específico del 
asociado, ya que se solicitan datos personales, financieros, laborales, referencias 
e historial de pagos en FESER.  
Se concluye que la información disponible en dichos formatos es suficiente para 
alimentar las variables a utilizar y toda la información que se obtiene de dichos 




Los aspectos encontrados como debilidades en el formato surgen en el momento 
de ingresar la información en el software, en donde se puede cometer errores de 
digitación, poco entendimiento de lo escrito en el formato físico o falsedad en la 
información proporcionada cuando no existen los debidos soportes o verificación 
de datos. 
 
6.3 DEFINICION DE LA MUESTRA 
 
En FESER se implementó el actual software de gestión de crédito, contabilidad y 
cartera en el 2008, por lo tanto se seleccionó la información contenida en dicha 
base de datos desde Febrero de 2009 hasta Junio de 2015 que corresponden a 
los créditos cancelados por los deudores en ese lapso. 
 
En la Base de datos existe el registro de 8.055 solicitudes de crédito entre el 6 de 
mayo de 1998 y el 7 de mayo de 2015, de las cuales se aprobaron 6.842 créditos , 
en ese  grupo de créditos aprobados  2.685 entraron en mora,   correspondiendo a 
39.2% del total. 
 
Para la selección de los datos a entrenar el modelo de inteligencia artificial se 
seleccionaron 1.145 registros, obtenidos después de filtrar aspectos tales como: 
información completa, rango de datos válidos y que hayan sido cancelados entre 
Enero de 2014 y Junio de 2015, de este grupo de datos 469 créditos entraron en 
mora significando el 41% del total lo que estaría en concordancia con la 
información de mora global. 
 
Del conjunto de datos de entrenamiento se seleccionaron los créditos cancelados 
el primer semestre de 2015 como grupo de prueba, los cuales corresponden a 194 
créditos de los cuales 70 entraron en mora, correspondiendo a un 36%. 
 
Existen variables que pueden ser consideradas en un estudio futuro ya que desde 
abril de 2015 han empezado a ser utilizadas dentro del sistema: solvencia, 




6.4 MODELO DE RED NEURONAL ARTIFICIAL 
 
Utilizando el framework RapidMiner versión 6.5 de libre distribución se inició el 
modelado de la red neuronal con el conjunto de datos de entrenamiento. Como se 
puede apreciar en la figura 13. 
 




En RapidMiner el modelo RNA se encuentra disponible en la carpeta 
Classification, hay tres tipos de modelos disponibles: Un perceptron simple con 
una entrada y una capa de salida, un modelo de red neuronal artificial flexible 
llamado Neural Net, con todos los parámetros para la construcción completa del 
modelo y una AutoMLP (Automatic Multilayer Perceptron), el cual combina 
conceptos de algoritmos genéticos y estocásticos. En este estudio se utilizara el 
operador Neural Net. 
El modelo de RNA de RapidMiner consiste en un perceptron multicapa de 
aprendizaje supervisado con la función de activación sigmoidea y con 
backpropagation, tendrá 11 nodos de entrada y un nodo de salida, los valores de 
las entradas son normalizadas por el operador con valores entre -1 y 1, los 
parámetros siguientes son los disponibles en el modelo: 
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 Hidden layer: Determina el número de capas ocultas, tamaño y nombres 
para su fácil identificación en la pantalla de salida. 
 Training cycles: Es el número de veces que es repetido el ciclo de 
entrenamiento, por defecto es 500. Cada vez que se considera un registro 
para ser entrenado los pesos previos son muy diferentes, por lo que se 
hace necesario repetir el ciclo muchas veces. 
 Learning rate: Determina que tan sensible es el cambio en los pesos 
considerando el error en el ciclo anterior. Toma valores de 0 a 1, un valor 
cercano a 0 significa que el nuevo peso debe basarse más en el peso 
previo y menos en la corrección del error, un valor cercano a 1 significa que 
se basaría principalmente en la corrección del error. 
 Momentum: Se utiliza para prevenir locales máximos y buscar resultados 
globales optimizados agregando una fracción del peso anterior al peso 
actual. 
 Decay: Durante el entrenamiento de la red neuronal, idealmente el error 
seria mínimo en la porción final de los registros, no sería conveniente un 
error grande debido a algún registro aislado que se encuentre en la porción 
final de los datos impactando el rendimiento del modelo. Este parámetro 
reduce el valor de la tasa de aprendizaje y lo lleva próximo a cero para los 
últimos datos de entrenamiento. 
 Shuffle: Si los datos de entrenamiento esta ordenados, este parámetro los 
organiza aleatoriamente. La secuencia de los datos tiene un impacto en el 
modelo, particularmente si el grupo de registros exhibe características no 
lineales y están agrupadas en el último segmento de los datos de 
entrenamiento. 
 Normalize: Los nodos utilizan una función de transferencia sigmoidea y 
requieren que las entradas estén entre -1 y 1. Este parámetro normaliza 
cualquier valor real en la entrada. 
 Error épsilon: El objetivo de la RNA es minimizar el error pero no hacerlo 
cero, en el cual el modelo memoriza el conjunto de entrenamiento y 
degrada el rendimiento. Se puede detener el proceso de creación del 
modelo cuando el error es menor que un umbral denominado error épsilon. 
 
Se inicia con el ingreso de los datos de entrenamiento y el respectivo formato 
adecuado de los datos que se importan desde el archivo xlsx y definiendo la 
variable mora como la que se va a predecir. 
 
 







Se ingresan los datos de prueba, los cuales validaran el funcionamiento del 
modelo de red neuronal, en los cuales la variable mora está vacía ya que es el 
valor a predecir 
 







Se ingresa el operador de red neuronal que contiene Rapidminer y se conecta con 
los datos de entrenamiento, además se coloca el operador que aplicara el modelo 
sobre los datos de prueba y se conecta a la salida para verificar el resultado. 
 







En la figura 5 se muestra el resultado al ejecutar el proceso 
 







La salida provee el modelo visual de la topología de la red, la intensidad del color 
de la línea que une los nodos indica los pesos relativos. 
 
Los resultados fueron: 




Al día 124 (63.9%) 134 (69.1%) 114 (58.8%) 20 (10.3%) 
En mora 70 (36.1%) 60 (30.9%) 50 (25.8%) 10 (5.2%) 
Porcentaje 100% 100% 84.6% 15.5% 
 
Para mejorar la predicción acertada se realizaron ajustes en los parámetros de la 
red neuronal 
Parámetro Valor Inicial Valor Final 
Ciclos de entrenamiento 500 10000 










Al día 124 (63.9%) 123 (63.4%) 114 (58.8%) 9 (4.6%) 
En mora 70 (36.1%) 71 (36.6%) 61 (31.4%) 10 (5.2%) 
Porcentaje 100% 100% 90.2% 9.8% 
 
Medida de evaluación: 
Error: Mide el número de ejemplos que se han clasificado incorrectamente sobre el 
total de ejemplos: 
       
  
   
       
Exactitud: Corresponde a los ejemplos que se han clasificado correctamente sobre 
el total de ejemplos: 
           
   
   
      
Precisión o valor predictivo positivo: Corresponde a los ejemplos positivos bien 
clasificados sobre el total de ejemplos con predicción positiva: 
             
   
   
      
Sensibilidad: Son los ejemplos positivos bien clasificados sobre el total de 
ejemplos positivos 
             
   
   
      
 
6.5 MODELO DE ARBOL DE DECISION 
 
Los datos de entrenamiento consisten en las mismas 11 variables que se 
emplearon en la RNA y 1 atributo de salida (mora). Se utiliza el mismo conjunto de 
datos de entrenamiento y de prueba. 
 










Los parámetros del árbol de decisión en RapidMiner son: 
 Information gain: Se calcula como la información antes de la división 
menos la información después de la división. El atributo con minima 
entropía es el seleccionado para la división. Este método tiene un sesgo 
hacia la selección de atributos con un gran número de valores. 
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 Gain ratio: Es una modificación de information gain que reduce su sesgo. 
Supera el problema de information gain teniendo en cuenta el número de 
ramas que podrían resultar antes de la división. Se ajusta la ganancia de 
información en cada atributo para permitir que la amplitud y la uniformidad 
en sus valores. 
 Gini index: Esta es una medida de la impureza del conjunto ejemplo. La 
división en un atributo elegido da una reducción en el promedio del Gini 
index de los subconjuntos resultantes. 
 Accuracy: Se utiliza para divisiones que maximicen la precisión de todo el 
árbol 
 
Al evaluar el modelo se obtuvo: 
 








Los resultados fueron: 




Al día 124 (63.9%) 124 (63.9%) 113 (58.2%) 11 (5.7%) 
En mora 70 (36.1%) 70 (36.1%) 59 (30.4%) 11 (5.7%) 




Para mejorar la predicción acertada se realizaron ajustes en los parámetros del 
árbol de decisión: 
 
Parámetro Valor Inicial Valor Final 
Criterio Gain_ratio Information_gain 
Confidence 0.25 0.1 
 
Se obtiene: 




Al día 124 (63.9%) 173(89.2%) 113 (58.2%) 10 (5.2%) 
En mora 70 (36.1%) 21 (10.8%) 60 (30.9%) 11 (5.7%) 
Porcentaje 100% 100% 89.1% 10.9% 
 
Medida de evaluación: 
       
  
   
      
          
   
   
      
             
   
   
      
             
   
   
      
 
6.6 MODELO DE MAQUINA DE VECTORES DE SOPORTE 
 






















Los resultados fueron: 




Al día 124 (63.9%) 169 (87.1%) 122 (62.9%) 47 (24.2%) 
En mora 70 (36.1%) 25 (12.9%) 23(11.9%) 2 (1.0%) 
Porcentaje 100% 100% 74.8% 25.2% 
 
Para mejorar la predicción acertada se realizaron ajustes en los parámetros del 
MVS: 
 
Parámetro Valor Inicial Valor Final 







Los resultados fueron: 




Al día 124 (63.9%) 123 (63.9%) 113 (58.2%) 10 (5.2%) 
En mora 70 (36.1%) 70 (36.1%) 60(30.9%) 11 (5.7%) 
Porcentaje 100% 100% 89.2% 10.8% 
 
Medida de evaluación: 
       
  
   
      
           
   
   
      
           
   
   
      
             
   
   
      
 











7.1.1. Ingeniero de Sistemas.  Perfil: Ingeniero en sistemas, estudiante de último 
semestre. Cantidad: 1. Funciones: Diseñar el modelo de inteligencia artificial y 
realizar las validaciones en un entorno de trabajo simulado. 
 
7.1.2. Director de Proyecto: Perfil: Ingeniero en sistemas, Maestría en Ingeniería 
de sistemas. Cantidad: 1. Funciones: Asesorar la realización del proyecto de 




Hardware: Computador con configuración mínima, procesador dual core, 4 Gb de 
RAM, disco duro de 500 Gb, acceso a redes e internet 




El presente proyecto utiliza infraestructura existente en el fondo de empleados y 









CRONOGRAMA DEL PROYECTO 
                     SEMANA 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
Actividad del Proyecto                                     
Planteamiento del problema                                     
Revisión bibliográfica y metodológica                                     
Realización del anteproyecto                                     
Solicitud Director de Proyecto                                     
Reunión con Director de Proyecto                                     
Ajustes al anteproyecto                                     
Entrega anteproyecto                                     
Recopilación de datos de créditos                                     
Preparación de datos y software                                     
Definición de los modelos de IA a utilizar                                     
Comparación de los modelos                                     
Selección del mejor modelo de IA                                     
Verificación de resultados  y comparación con modelo 
tradicional                                     
Conclusiones del proyecto                                     








Al evidenciar la validez de un modelo de inteligencia artificial para el credit scoring 
de FESER empleando la información histórica de los créditos cancelados se 
deduce que la implementación de un sistema del tipo presentado en este proyecto 
tiene un alto impacto en la reducción de la cartera al contar con una predicción 
confiable de la posibilidad de incurrir en mora y así realizar los ajustes necesarios 
a la solicitud de crédito o negarla, siendo el modelo de la Red Neuronal el más 
preciso (90.2%). 
 
En la Figura 26, se observa la cartera vencida con al corte de noviembre de 2015. 
 






La cartera vencida de más de 1 día es de 48.7% teniendo su valor más alto en la 
cartera vencida de más de 360 días. Es decir que el modelo actual de estudio de 
crédito es preciso en un 51.3% ya que este volumen de créditos no ha incurrido en 
mora. El modelo propuesto en este trabajo tiene una precisión de 90.2%, es decir 
una diferencia de 38.9% que significaría una diferencia con la cartera vencida 
actual de $157.184.361. Entonces implementar un modelo de inteligencia artificial, 
específicamente una red neuronal como herramienta complementaria en el estudio 
de crédito de FESER, mejoraría la cartera en un 38.9% aproximadamente, lo que 
impactaría directamente en el flujo de recursos disponibles por la entidad. 
 
Considerando que el gasto administrativo de la cartera morosa consiste en el pago 
de un empleado para dicha función, el valor de la correspondencia despachada y 
en general todo lo que implica el seguimiento al asociado para que se coloque al 
día en el crédito, se tiene determinado que el costo aproximado es de $ 2.250.000 
al mes, FESER podría disminuir principalmente el costo en papelería, 
comunicación y asesoría jurídica por cartera vencida en un 38.9%, siendo posible 
además redireccionar la carga operativa del empleado hacia la colocación, es 
decir que en lugar de gestionar morosos se buscarían más clientes de crédito. 
 
La reducción de la cartera morosa también implica un mejor posicionamiento 
corporativo entre los indicadores de gestión administrativos, lo que sería un factor 
a ser tenido en cuenta por las empresas vinculadas FESER y los indicadores 








El presente trabajo abre las puertas a muchas posibilidades de investigación y de 
complemento, como puede ser: 
 Validar modelos estadísticos y comparar resultados con los presentados 
 Crear una aplicación que implemente el modelo de inteligencia artificial 
vinculado a la base de datos y que sea herramienta permanente de FESER 
en el estudio de crédito 
 Revisar las variables del estudio de crédito de manera que se puedan 
optimizar en su cantidad y precisión. 
 Comparar con otros modelos de inteligencia artificial como algoritmos 
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Class '0' (Sigmoid) 
------------------- 
Node 1: -22.408 
Node 2: -31.171 
Node 3: 12.582 
Node 4: 16.361 
Node 5: -40.711 
Node 6: 21.555 
Node 7: 28.257 
Threshold: -0.306 
 
Class '1' (Sigmoid) 
------------------- 
Node 1: 22.408 
Node 2: 31.171 
Node 3: -12.582 
Node 4: -16.361 
Node 5: 40.711 
Node 6: -21.555 






Anexo E. Archivos de datos utilizados 
En el CD donde se almacena el presente trabajo se incluyen tres archivos de hoja 
de calculo formato xlsx que consisten en: 
1. Dataset completo: Contiene todo el conjunto de datos utilizados en el 
trabajo. 
2. Dataset Entrenamiento: Son los datos extraidos del archivo anterior que 
conforman el grupo de entrenamiento de los modelos de inteligencia 
artificial. 
3. Dataset Prueba: Son los datos extraidos de Dataset completo y conforman 
la información de prueba de los modelos de inteligencia artificial. 
