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Section A:                                                                                                       [50 Marks] 
             
1) Define the following terms                                                                       (2 Marks each) 
a) An experiment 
b) A simple event 
c) A sample space 
d) A random variable 
2) Explain the difference between a discrete and continuous random variable. Give an 
example of each.                                                                                                          
2.1) If A and B are two set, draw Venn diagrams to verify the following: 
a) 𝐴 = (𝐴 ∩ 𝐵) ∪ (𝐴 ∩ ?̅?)                                                                           (1.5 Marks) 
b) If 𝐵 ⊂ 𝐴 then 𝐴 = 𝐵 ∪ (𝐴 ∩ ?̅?)                                                              (1.5 Marks) 
2.2) Let Y be a discrete random variable with mean 𝑢 and variance 𝜎2. If 𝑎 and 𝑏 
are constant. Prove that 
a) 𝐸(𝑎𝑌 + 𝑏) = 𝑎𝜇 + 𝑏                                                                         (1.5 Marks) 
b) 𝑉(𝑎𝑌 + 𝑏) = 𝑎2𝜎2                                                                            (1.5 Marks) 
                                                                                                     
3) Demonstrate mathematically that the expectation and variance for the Poisson 
distribution.                                                                                                       (6 Marks) 
                                                                                                              
4) Find expectation and variance of the following:       
 
 
y 2 9 0 4 
P(y) 0.3 0.1 0.4 0.2 
                                                                                                                                                    (4 Marks)    
𝑓(𝑦) = 𝐶𝑦2(2 + 5𝑦)2 for  0 ≤ 𝑦 ≤ 1  and   0 elsewhere                                           (4 Marks) 
5) Given this expression 𝑓(𝑦) = (𝑦 − 2)(6 − 𝑦)  for  0 ≤ 𝑦 ≤ 2, and 0 elsewhere 
 
Find F(y)                                                                                                             (1.5 Marks) 
Find 𝑃(0.5 ≤ 𝑦 ≤ 1)                                                                                           (1.5 Marks) 
                                                                                                        
6) Of the 10 executives in a business firm, five are married, three have never married 
and two are divorced. Three of the executives are to be selected for promotion. Let 𝑌1 
denote the number of married executives and 𝑌2 denote the number of never-married 
executives among the three selected for promotion. Assuming that the three are 
randomly selected from the 10 available. 
a)  Find the joint probability function.                                                            (4 Marks)  
b) Find the marginal of 𝑌2equals to 3.                                                              (1 Mark)  
c) Find 𝑃(𝑌1 = 1\𝑌2 = 2)                                                                                (1 Mark) 
 
7) Let 𝑌1 and 𝑌2 have the joint probability density function. 
𝑓(𝑌1,𝑌2) = 6𝑌1𝑌2  for 0 ≤ 𝑦1 ≤ 1 and  0 ≤ 𝑦2 ≤ 1 
Find the 𝑓(𝑌1\𝑌2)                                                                                                          (3 Marks) 
8) The joint density functions of  𝑌1 and 𝑌2 are given by 
 
𝑓(𝑌1, 𝑌2) = 𝑌1𝑌2
2   for    0 ≤ 𝑌1 ≤ 1;      0 ≤ 𝑌2 ≤ 1     and       0 elsewhere  
 
a) Are the random variable 𝑌1 and 𝑌2 independent?                                            (2 Marks)  
b) Calculate the E(𝑌1),  E(𝑌1𝑌2) and Cov(𝑌1,𝑌2)                                                  (6 Marks) 
c) Given the Moment generating function:   [𝑝𝑒𝑡 + (1 − 𝑝)]𝑛 , find the mean and 
variance                                                                                                            (2 Marks)  
 
 
 
 
 
 
 
 
 Section B 
9) Let 𝜃 be a point estimator of the parameter 𝜃. Write down the conditions for the 
following to be true      (2 marks each) 
a) 𝜃 is an unbiased estimator of 𝜃 
b) 𝜃 is a biased of the estimator 𝜃 
c) The mean square error estimator 𝜃 it is a biased of the estimator 𝜃    
 
10)  If 𝑋 has the binomial distribution with parameters 𝑛 and 𝜃, show that the sample  
proportion, 
𝑋
𝑛
 , is an unbiased estimator of  𝜃                                                (3 marks) 
 
 
11)  If 𝑋1, 𝑋2, … , 𝑋𝑛 constitutue a random sample from a population given by   (3 marks) 
𝑓(𝑥) = {𝑒
−(𝑥−𝛿), 𝑥 > 𝛿
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 
            Show that the sample mean, ?̅?, is a biased estimator of  𝛿 
12)  If a random sample of size 𝑛 = 20 from a normal distribution with variance        
𝜎2 = 225 has the mean ?̅? = 64.3, construct a 95% confidence interval for the 
population mean 𝜇.                                                                                        (4 marks) 
 
13)  Show that the mean square error of an estimator 𝜃 of  parameter 𝜃 is given by                                        
 𝑀𝑆𝐸(𝜃) = 𝑉(𝜃) + (𝐵(𝜃))2    Where    𝑉(𝜃)  is the variance and 𝐵(𝜃) is the bias of 
the estimator                                                                                                   (4 marks) 
 
14)  Let 𝑌1, 𝑌2, … , 𝑌𝑛 denote a random sample from the normal distribution with mean 𝜇 
and variance 𝜎2. Two unbiased estimators of 𝜎2 are given by 
 
                     ?̂?1
2 = 𝑆2 =
1
𝑛−1
∑ (𝑌𝑖 − ?̅?)
2𝑛
𝑖=1   and ?̂?2
2 =
1
2
(𝑌1 − 𝑌2)
2   
 
Find the relative efficiency of ?̂?1
2 and ?̂?2
2.                                                      (4 marks) 
 
15) Let 𝑌1, 𝑌2, … , 𝑌𝑛 denote a random sample from the normal distribution with mean 𝜇 
and variance 𝜎2. Find the maximum likelihood estimator (MLE) of 𝜇 and 𝜎2  
                                                                                                                       (6 marks) 
 
16)  Let 𝑌1, 𝑌2, … , 𝑌𝑛 denote a random sample from the Poisson distribution with mean 𝜆 
a) Find the maximum likelihood estimator (MLE) ?̂? for 𝜆                         (6 marks) 
b) Find the expected value and variance of  ?̂?                                             (4 marks) 
c) Show that the estimator ?̂? is consistent for 𝜆                                          (4 marks) 
 
17)  Suppose that 𝑌1, 𝑌2, … , 𝑌𝑛 denotes a random sample from a Weibull distribution.  
𝑓(𝑦|𝜃) = {(
1
𝜃
) 𝑒−𝑦/𝜃, 0 ≤ 𝑦 < ∞
0,  𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
 
 
Show that ?̅? is a sufficient statistic for the parameter 𝜃 
                                                                                                                     (6 marks) 
 
 
 
 
 
                                         
                                   
 
 
 
 
 
 
 
 
 
 
