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Abstract
Solving the nonlinear systems arising in the discretization in space and time of Volterra–Fredholm integral
equations by Newton iteration leads to dense linear systems whose dimension depends on the spatial mesh. The
solution of these linear systems can hence be very costly. Here we try to reduce these costs by solving each Newton
iteration by a non-stationary inner iteration process. Each inner iteration again requires the solution of a linear system.
However, since the splitting matrix is diagonal, now the components or sets of components can be computed in
parallel. The performance of this iteration method is illustrated by means of a few signiﬁcative examples.
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1. Introduction
In this paper we investigate (parallel) iterative solvers for discretized versions of nonlinear Volterra–
Fredholm integral equations of the form
u(t, x) = f (t, x) +
∫ t
0
∫

G(t, s, x, , u(s, )) d ds, (1.1)
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t ∈ I := [0, T ], x ∈ , where  is a closed subset on Rd (d = 1, 2, 3). Equations of type (1.1) often
arise from the mathematical modelling of the spreading, in space and time, of some contagious disease
in a population living in a habitat  [6,11], in the theory of nonlinear parabolic boundary value problems
[10], and in many physical and biological models.
In the following we assume that the given real-valued functions f =f (t, x) andG=G(t, s, x, , u) are
at least continuous on D=[0, T ]× and S×R (where S := {(t, s, x, ) : 0s tT ; (x, ) ∈ ×}).
Existence and uniqueness results for (1.1) may be found in [6,10,11].
The literature on numerical methods for solving Eqs. (1.1) mainly consists of projection methods,
collocation methods and the trapezoidal Nyström method. The main goal in numerical solving equations
(1.1) is to suitably combine discretization in space and time in order to generate high-order approximations
at a reasonable computational cost. In [9] for the linear case and in [3] in the general case, the numerical
solution of integral equations of Volterra–Fredholm type is carried out by continuous-time and discrete-
time spline collocation methods, while in [5] the time stepping is carried out by a certain choice of direct
quadrature (DQ) methods and in [7] the trapezoidal Nyström method is used both along space and time
and the Richardson extrapolation is performed in order to increase the accuracy of the numerical solution.
In this paper we use linear methods both for the Fredholm and for the Volterra part of (1.1) and we focus
our attention on an efﬁcient solution of the nonlinear systems which come out from the discretization.
In Section 2 we give an illustration of the system of nonlinear Volterra integral equations (VIEs) which
arises in the semidiscretization in space byNyström techniques andwecharacterize the nonlinear algebraic
system deriving from the application of a DQ method to the Volterra equations together with an analysis
of the discretization error in space and time and the study of the overall order of convergence. In Section
3 we describe the Newton method to solve the nonlinearities and we investigate its convergence behavior.
Sections 4 and 5 are devoted to the formulation of a (parallel) iteration process and to the analysis of its
convergence. Section 6 contains numerical results for some examples taken from the literature, and in
Section 7 some concluding remarks and open problems are reported.
2. Spatial semidiscretization and time stepping
Weshall restrict our description to the caseswhere is rectangular. Suppose that the domain is divided
up by an uniform rectangular grid h := {x0, x1, . . . , xM} whose side is h. The semidiscretization in
space by the Nyström method leads to
Uh(t) = fh(t) + hd
∫ t
0
G(t, s, Uh(s)) ds, t ∈ [0, T ], (2.1)
where fh(t) is the M +1 vector (f (t, x0), f (t, x1), . . . , f (t, xM))T and the M +1 components Uhi(t) of
Uh(t) represent the numerical approximations to the exact solutions u(t, xi). Furthermore, for any vector
Uh(t), (G(t, s, Uh(s)))i =
∑M
k=0 wkG(t, s, xi, xk, Uhk(s)), for i = 0, . . . ,M , where the coefﬁcients wk
deﬁne the Nyström method. The Nyström equation (2.1) represents a system of M +1 nonlinearVIEs for
the unknowncontinuousfunctionsUh0(t), Uh1(t), . . . , UhM(t).LetN := {tn : 0=t0 < t1 < · · ·< tN=T }
be a partition of the time interval [0, T ] with constant stepsize  = tn+1 − tn, n = 0, . . . , N − 1. The
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discretization in time of the semidiscrete problem (2.1) by a DQ method [4,12] yields
Unh = fh(tn) + hd
n∑
j=0
njG(tn, tj , U
j
h ), nk, (2.2)
where the mth component Unhm of U
n
h represents an approximation to the exact solution u of (1.1) at point
(tn, xm) and U0h = fh(0), U1h, . . . , Uk−1h are given. Here, nj , n, j = 0, . . . , N, are the weights of the
DQ method.
Remark 1. When the spatial domain  is discretized by a non-uniform rectangular grid with parameters
h1, . . . , hd , formulas (2.1) and (2.2), with hd replaced by the product h1, · · · , hd , still hold, and all the
discussions and the results stated in the theorems below remain valid provided that h=max{h1, . . . , hd}.
The convergence properties of the Nyström–DQ method are analyzed in the following theorem:
Theorem 1. Assume that p is the order of the Nyström method (2.1) and let Unhm be the discrete time
solution to (2.1) in (tn, xm) obtained by a DQ method of order q. Then, for u ∈ Cp,q([0, T ] × ), the
total error E(t, x) satisﬁes
|E(t, x)| = O(hp) + O(q), (t, x) ∈ N × h.
The proof is essentially identical with that in [5].
3. Solution of the nonlinear algebraic systems
It is clear from the previous section that time-stepping for solving (2.1) leads to a system of nonlinear
algebraic equations for Unh = (Unh0, Unh1, . . . , UnhM)T of the form
Unh = hdnnG(tn, tn, Unh ) + n, (3.1)
where n = fh(tn) + hd∑n−1j=0 njG(tn, tj , Ujh ). Eq. (3.1) will be referred as the corrector equation.
The conventional way of solving this nonlinear system is the (modiﬁed) Newton iteration scheme: its
application to (3.1) yields
(I − hdnnJn)(Un(+1)h − Un()h ) = −R(Un()h ),  = 0, 1, . . . , (3.2)
where for any X ∈ RM+1, R(X) = X − hdnnG(tn, tn, X) − n, Jn stands for the Jacobian of G
evaluated at (tn, tn, Un()h ) and I is the (M + 1)× (M + 1) identity matrix. In (3.2) Un(0)h is generated by
an appropriate predictor formula (e.g., extrapolation or last point value).
We now analyze the total error E()(t, x) at the mesh points after  Newton iterations by means of the
following theorem:
Theorem 2. In the hypothesis of Theorem 1 assume that Un(0)h is an approximation to the solution of
(2.1) of order q∗ (i.e., ‖Uh(tn) − Un(0)h ‖ = O(q
∗
)) and that q is the order of the DQ time-stepping, if u
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is sufﬁciently smooth, then
|E()(t, x)| = O(hp˜) + O(q˜ ), (t, x) ∈ N × h,
with p˜ = min{p, 2d(2 − 1)} and q˜ = min{q, 2+1(1 + q∗) − 2}.
Proof. The total error after  iterations at the points (tn, xm) ∈ N × h can be written as
E()(tn, xm) = u(tn, xm) − Un()hm
= ehm(tn) + Uhm(tn) − Un()hm ,
where |ehm(tn)| = |u(tn, xm) − Uhm(tn)|C′hp. Let us write ()n = Unh − Un()h , thus
‖Uh(tn) − Un()h ‖‖()n ‖ + Cq ,
where q is the DQ order and ‖ · ‖ = ‖ · ‖∞. From the error recursion
(+1)n = ()n − (I − hdnnJn)−1R(Un()h ), (3.3)
we have that
R(U
n()
h ) = Un()h − hdnnG(tn, tn, Un()h ) − Unh − hdnnG(tn, tn, Unh )
· (I − hdnnJn)()n + C1hd()
2
n .
By substituting in (3.3)
‖(+1)n ‖C2hd‖()n ‖2
and thus
‖()n ‖C3(hd)2
−1‖(0)n ‖2

since ‖(0)n ‖C4q¯ with q¯ = min{q, q∗},
‖()n ‖D(hd(2
−1))2(q¯+1)−1D1h2d(2
−1) + D22+1(q¯+1)−2.
This yields the result stated in the theorem. 
4. A parallel iteration process
Each Newton iteration in (3.2) requires the solution of an (M + 1)-dimensional linear system for
the correction Un(+1)h − Un()h . If these linear systems are solved by a direct linear solver, then the LU-
decomposition of the (M+1)×(M+1)matrix (I −hdnnJn)would require O((M+1)3) ﬂoating-point
operations. In order to achieve a reduction of the computational complexity of the process, we introduce
an iterative method for solving the linear systems in (3.2). This “inner” iteration process reads
(1 − hdnn	
)(U(
+1) − U(
)) = −(I − hdnnJn)U(
) + C()n ,
C()n = (I − hdnnJn)Un()h − R(Un()h ), (4.1)
where U stands for Un(+1)h and 	
 is the splitting parameter for each 
.
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The iterativemethod (3.2) (4.1)may be considered as an outer–inner iteration processwhere theNewton
iteration represents the outer iteration [8].
Remark 2. Note that C()n does not depend on 
, so that the application of the inner iteration process
requires only one evaluation of the functionR. The total computational effort of the iteration process (3.2)
(4.1) is O(v × s × matvet) for each time-step, where v is the number of inner iterations, s the number of
Newton iterations and matvet represents the cost for a matrix-vector multiplication. Since the iterations
in (4.1) are diagonal, for each 
 the components of the solution U can all be computed in parallel.
5. Convergence of the iterative linear solver
The convergence of the method (3.2) and (4.1) depends on the Newton iteration process (3.2) and
the inner iteration process (4.1). As shown in Theorem 2 the Newton iteration converges relatively fast
and few iterations sufﬁce to solve the corrector equation (3.1). The convergence of the inner iteration
process is highly dependent on the parameters 	
, 
 = 1, 2, . . . , of the method. In order to analyze the
convergence of the inner iteration process, we consider the error recursion
U(
+1) − U = Jn − 	
I
1/hdnn − 	

(U(
) − U).
Thus,
U(
+1) − U = P
(Jn)
P
(1/hdnn)
(U(0) − U),
whereP
(z)=(z−	
)(z−	
−1) · · · (z−	0) is a 
+1 degree polynomial whose zeros are the method pa-
rameters. The values of the method parameters 	0, 	1, . . . , 	
 will be then responsible for the convergence
and for the speed of convergence. Of course the choice 	i = i , i = 0, . . . ,M , with i the eigenvalues
of Jn, leads to a vanishing error in M + 1 iterations. However, from the computational point of view,
this approach is not convenient because M is usually large and, what is more, the spectrum of Jn is not
generally known.
A suitable choice for 	i will be the subject of the following sections, where different approaches are
proposed depending on the nature of (1.1).
5.1. Degenerate kernels
Our starting point consists in examining Volterra–Fredholm equations (1.1) where the kernel G is
ﬁnitely decomposable (or degenerate) with respect to the spatial variables, that is,
G(t, s, x, , u) =
L∑
j=1
Aj(t, s, x)Bj (t, s, , u). (5.1)
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For (5.1) the jacobian Jn of G in (2.1) takes the form
Jn =
L∑
j=1
AjB
T
j , (5.2)
where
Aj = [Aj(t, s, x0), . . . , Aj (t, s, xM)]T
and
Bj =
[
w0
Bj(t, s, x0, Uh0)
u
, . . . , wM
Bj(t, s, xM,UhM)
u
]T
.
Therefore Jn has at most L nonzero eigenvalues corresponding to the eigenvalues of the L × L matrix
H =
⎡
⎣
BT1
...
BTL
⎤
⎦ · [A1 . . . AL ] . (5.3)
Then it is easy to show that the convergence of the inner iteration process (4.1) is characterized by the
following theorem:
Theorem 3. Assume that G is of the form (5.1) and let 0, . . . , L−1 be the L eigenvalues of H in (5.3),
then the inner iteration process (4.1) with parameters 	0 = 0, . . . , 	L−1 = L−1, and 	L = 0 converges
to the Newton solution in L + 1 iterations.
5.2. Non-degenerate kernels
In this section we conﬁne our investigations to Volterra–Fredholm equations where the kernel is of
Hammerstein type, that is,
u(t, x) = f (t, x) +
∫ t
0
∫

G(t, s, x, )g(u(s, )) d ds. (5.4)
This class of problems is quite representative since most nonlinear equations which appear in the applica-
tions (see [6,10,11]) are of this form, in particular we refer to [6] and assume that the sufﬁcient conditions
on G and g for the existence and uniqueness of the solution of (5.4) are valid.
If the kernel does not have an exact decomposition like in (5.1), we intend to use standard techniques
in order to approximate G by a ﬁnitely decomposable kernel GL and to study how the approximation
error affects the solution and the numerical solution of (1.1).
We deﬁne the approximating degenerate kernel of rank L by
GL(t, s, x, ) =
L∑
j=1
Aj(t, s, x)Bj (t, s, ). (5.5)
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Now uL(t, x) represents the exact solution of the corresponding degenerate Volterra–Fredholm equation
uL(t, x) = f (t, x) +
∫ t
0
∫

GL(t, s, x, )g(uL(s, )) d ds, (5.6)
where we suppose that GL satisﬁes the existence and uniqueness conditions stated in [6]. Now we follow
a procedure that is similar to that developed in [2] for Volterra equations. We suppose that there exists a
function (t, ·, x, ·) ∈ L1([0, T ] × ) such that, if we set (t, x) =
∫ t
0
∫
 (t, s, x, ) d ds, we have that
 is uniformly bounded with respect to t,∀x ∈ , and
|G(t, s, x, ) − GL(t, s, x, )|(t, s, x, ).
Then
|u(t, x) − uL(t, x)|
∫ t
0
∫

(t, s, x, )|g(uL(s, ))| d ds
+
∫ t
0
∫

|G(t, s, x, )| |g(u(s, )) − g(uL(s, ))| d ds.
Hence, if
M = max‖y‖‖uL‖∞ |g(y)|,  = sup[0,T ]×
∣∣∣∣
∫ t
0
∫

G(t, s, x, ) d ds
∣∣∣∣
and l is the Lipschitz constant for g, then
‖u − uL‖ M1 − l , (5.7)
where
 = sup
[0,T ]×
∫ t
0
∫

(t, s, x, ) d ds.
We are now in the position to give an upper bound for the total error at the mesh points:
Theorem 4. If UnLhm is the numerical solution of (5.6) at (tn, xm) obtained by (3.2) (4.1), then
|u(tn, xm) − UnLhm|
M
1 − l  + Ch
p + C′q . (5.8)
Proof. Straightforward by using (5.7) and the result stated in Theorem 2. 
In order to show the practical meaning of the upper bound (5.8), we choose d = 1 (= [0, b]) and the
polynomial interpolation technique for approximating a non-degenerate kernel G(·, ·, x, ) by (5.5) (see
[1,2]). Choose points 0 = z1 < · · ·<zL = b and 0 = 1 < · · ·<  L = b and let
Xi(x) =
L∏
k=1
k =i
x − zk
zi − zk , Υj () =
L∏
k=1
k =j
 − k
j − k , i, j = 1, . . . , L,
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then the function
GL(t, s, x, ) =
L∑
i=1
L∑
j=1
Xi(x)Υj ()G(t, s, zi, j ) (5.9)
is the polynomial in x and  interpolating G on the grid (zi, j ), i, j =1, . . . , L. By setting Ai(t, s, x) :=
Xi(x) andBi(t, s, ) := ∑Lj=1 Υj()G(t, s, zi, j ), GL coincides with our approximating rank-L kernel
of the form (5.5).
The choice of the nodes depends on the nature of the problem itself. In the case of a uniform mesh
zi = i = (i − 1)z, i = 1, . . . , L, it is easy to show that (t, s, x, )(z)L, for some > 0 and then,
from (5.8),
|u(tn, xm) − UnLhm|T b
M
1 − l (z)
L + Chp + C′q . (5.10)
This bound gives us interesting information on the convergence of the method. It follows that in order to
preserve the order of the numerical integration method one has to choose
(z)Lconsthp. (5.11)
Thus, the effect of the approximating error  becomes negligible as soon as (5.11) is satisﬁed.
Remark 3. Since GL is an interpolating polynomial, the use of GL instead of G produces a reduction
of the computational cost, in terms of function evaluations, of a factor ((M + 1)/L)2, that is quite a
considerable gain if we consider that in general M  L (L grows approximately like p ln M). Of course
we should take into account the cost for evaluating Xi and Υj , which is approximately 2(L2 +LM) ﬂops.
6. Numerical experiments
In this section we illustrate the performance of method (3.2) (4.1). We performed our experiments on
the following test problems: the linear Volterra–Fredholm integral equation given in [9],
u(t, x) = f (t, x) +
∫ t
0
∫ 2
0
(− cos(x − )) exp(−(t − s))u(s, ) d ds, (6.1)
t ∈ [0, 2], with f (t, x) such that the exact solution of (6.1) is u(t, x) = cos(x) exp(−t); the nonlinear
Volterra–Fredholm integral equation given in [3],
u(t, x) = f (t, x) +
∫ t
0
∫ 1
0
x(1 − 2)
(1 + t)(1 + s2)(1 − exp(−u(s, ))) d ds, (6.2)
t ∈ [0, 1], with f (t, x) such that u(t, x) = − log(1 + xt/(1 + t2)), the problem
u(t, x) = f (t, x) +
∫ t
0
∫ 2
1
log(x + 1) cos(t − s)u(s, ) d ds, (6.3)
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Table 1
cd values for problem (6.2), s = 1
h =  v = 1 v = 2
0.5 1.96 1.96
0.25 2.53 2.53
0.125 3.13 3.13
0.0625 3.73 3.73
0.03125 4.34 4.34
Table 2
cd values for problem (6.1), v = L + 1
h =  L cd
0.5 4 2.27
0.25 5 2.87
0.125 6 3.47
0.0625 7 4.07
0.03125 7 4.68
t ∈ [0, 2], with f (t, x) chosen such that u(t, x) = x3 cos(t) and the two-dimensional equation
u(t, x, y) = f (t, x, y) +
∫ t
0
∫ 2
1
∫ 2
1
log(x + 1) log(y + 1) cos(t − s)u(s, , ) d d ds, (6.4)
t ∈ [0, 1], with f (t, x, y) such that u(t, x, y) = xy cos(t).
For problems (6.1) and (6.2), the kernel is degenerate of rank 2 and 1, respectively, therefore, according
to Theorem 3, the inner iteration process (4.1) with parameters 0 and the non-zero eigenvalues of the
jacobian converges to the Newton solution in, respectively, 3 and 2 iterations. In our experiments we use
order two Nyström–DQ methods (p = q = 2), constant stepsizes h=  and we generate Un(0)h by the last
point value predictor, hence, for Theorem 2, one Newton iteration sufﬁces to solve the corrector equation
(3.1).
Our ﬁrst concern is to analyze the convergence behavior of the iteration process depending on the
number of inner and outer iterations v and s. We illustrate this by means of the nonlinear equation (6.2).
The tests were carried out for different values of h, the accuracy is deﬁned by the number of correct digits
cd at the end point (the maximal absolute end point error is written as 10−cd ).
In Table 1, the cd values are listed as function of v for different values of h and for s = 1. It is clear
that although the theory asks for v = 2, in practice one inner and one outer iteration are enough to solve
the corrector equation.
Now we investigate the effects of approximating the kernels in (6.1) and in (6.3) by polynomial
interpolation as described in Section 5.2. Notice that the kernel in (6.1) is exactly decomposable, hence
no approximation is really necessary. Nevertheless, Tables 2 and 3 give an insight on the approximation
errors. In the following s = 1 and v =L+ 1 where the degree L of the interpolator is chosen according to
(5.11). Once again the non-stationary iteration parameters 	0, 	1, . . . , 	L−1 are chosen as the L non-zero
eigenvalues of the approximating kernel GL and 	L is set to zero.
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Table 3
cd values for problem (6.3), v = L + 1
h =  L cd
0.5 3 0.82
0.25 4 1.36
0.125 4 1.96
0.0625 5 2.54
0.03125 5 3.12
Table 4
cd values for problem (6.4), v = 2
h =  L cd
0.5 3 0.57
0.25 4 1.21
0.125 4 1.81
0.0625 5 2.42
0.03125 5 3.03
Table 5
Speed-up factor for problem (6.3), v = L + 1
M 24 36 48
S2 1.6 1.8 1.9
S4 2.7 3.3 3.8
In Tables 2 and 3 it is clear that, as soon as the inequality (5.11) is satisﬁed for any ﬁxed value of h, the
accuracy of the corrector equation is attained. As an example of the remark in the previous section let us
consider Table 3. For h = 0.03125 we have M = 32 and L = 5 thus the number of function evaluations
needed is reduced by a factor 40.
As pointed out earlier, these experiments were carried out with v =L+ 1, however, in practice 2 inner
iterations already produce comparable accuracies at a very reduced computational cost.
Analogous considerations can be done for the two-dimensional VFIE (6.4) whose numerical results
are listed in Table 4.
In order to show how the method (3.2) (4.1) performs on a r-processor computer, we implemented
the order 2 (3.2) (4.1) on an IBM RS/6000 workstation cluster and integrated the (6.2) using constant
integration steps. Table 5 lists the speed-up factors of the runs on two and four processors with respect to
the runs in one-processor mode as function of the dimension M of the spatial grid.
From Table 5 we conclude that the (3.2) (4.1) methods have a satisfactory parallel performance already
for coarse meshes.
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7. Concluding remarks
In this paper we proposed the (3.2) (4.1) method, which is a combination of a Newton process applied to
a Nyström/DQ method with a linear iteration solver. The nonlinear equations that arise in a Nyström/DQ
are usually solved by a (modiﬁed) Newton process, in which we have to solve linear systems of dimension
M + 1, where M is the dimension of the spatial mesh. The method (3.2) (4.1) computes the solutions of
these linear systems by means of an inner iteration process, in which we solve M + 1 decoupled scalar
equations. To achieve this decoupling, we have to produce a split of the coefﬁcient matrix by a diagonal
matrix. We use a non-stationary splitting and we suitably choose the parameters in order to fasten the
convergence. It turns out that:
• the number of inner iterations used in practice to obtain a certain accuracy is usually less than required
by the theoretical results;
• the approximation of a non-degenerate kernel by a rank L one for certain choices of L does not affect
the accuracy of the underlying method and leads to a considerable reduction of the computational
effort in terms of number of function evaluations;
• the speed-up values show performances very close to the optimal values.
It is also worthwhile pointing out that:
• the approach described in this paper for a Nyström/DQ method produces the same high performances
on a Collocation/DQ (described in [5]);
• in a comparison with the Chebychev semi-iterative method, our outer–inner iteration process shows a
reduction of the computational cost that is proportional to M2 when M is large.
Many of the results obtained in this paper can be generalized to the case of unbounded spatial domain.
Since in many applications  is unbounded, we intend to investigate this situation in another paper.
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