We demonstrate that with an optimally tuned scheduling function, adiabatic quantum computing (AQC) can solve a quantum linear system problem (QLSP) with O(κ/ ) runtime, where κ is the condition number, and is the target accuracy. This achieves the optimal time complexity with respect to κ. The success of the time-optimal AQC implies that the quantum approximate optimization algorithm (QAOA) can also achieve the O(κ) complexity with respect to κ. Our method is applicable to general non-Hermitian matrices (possibly dense), but the efficiency can be improved when restricted to Hermitian matrices, and further to Hermitian positive definite matrices. Numerical results indicate that QAOA can yield the lowest runtime compared to the time-optimal AQC, vanilla AQC, and the recently proposed randomization method. The runtime of QAOA is observed numerically to be only O(κpoly(log(1/ ))).
Linear system solvers are used ubiquitously in scientific computing. Quantum algorithms for solving large systems of linear equations, also called the quantum linear system problem (QLSP), have received much attention recently [1] [2] [3] [4] [5] [6] . The goal of QLSP is to efficiently compute |x = A −1 |b / A −1 |b 2 on a quantum computer, where A ∈ C N ×N , and |b ∈ C N is a normalized vector (for simplicity we assume N = 2 n ). The groundbreaking Harrow, Hassidim, and Lloyd (HHL) algorithm obtains |x with cost O(poly(n)κ 2 / ), where κ is the condition number of A, and is the target accuracy. On the other hand, the best classical iterative algorithm is achieved by the conjugate gradient method, where the cost is at least O(N √ κ log(1/ )), with the additional assumptions that A should be Hermitian positive definite and a matrix-vector product can be done with O(N ) cost [7] . The complexity of direct methods based on the Gaussian elimination procedure removes the dependence on κ, but the dependence on N is typically super-linear even for sparse matrices [8] . Therefore the HHL algorithm is exponentially faster than classical algorithms with respect to n. The undesirable dependence with respect to is due to the usage of the quantum phase estimation (QPE) algorithm. Recent progresses based on linear combination of unitaries (LCU) [2] and quantum signal processing (QSP) [4, 9] have further improved the scaling to O(κ 2 poly(log(κ/ ))) under different query models, without using QPE.
Adiabatic quantum computing (AQC) [10, 11] and a closely related method called the randomization method (RM) [5, 12] can offer alternative routes for solving QLSP. Assume that a Hamiltonian simulation can be efficiently performed on a quantum computer, it is shown that the runtime of RM scales as O(κ log(κ) −1 ) [5] . The key idea of the RM is to approximately follow the adiabatic path based on the quantum Zeno effect (QZE) using a Monte Carlo method. On the other hand,the complexity of AQC is found to be at least O(κ 2 −1 ) [5] . Therefore the RM is found to be at least quadratically faster than AQC with respect to κ. We also remark that with the help of the variable time amplitude amplification (VTAA) algorithm [13] , the HHL, LCU and QSP algorithms can all be modified so that the complexity with respect to κ is reduced to O(κpoly(log κ)) [2] . However, VTAA makes use of a number of QPE operations, and its implementation can be considerably more complex than RM.
In this Letter, we argue that the optimal dependence on κ can readily be achieved by AQC, after properly rescheduling the time needed to traverse the adiabatic path. We propose a family of rescheduled AQC algorithms called AQC(p). We demonstrate that for any A ∈ C N ×N with A 2 = 1 (possibly non-Hermitian or dense), when 1 < p < 2, the dependence of AQC(p) is only O(κ), thus further removing the logarithmic factor in Ref. [5] and reaches the lower bound with respect to κ [1] . Our scheduling function is closely related to the time-optimal AQC for Grover's search algorithm [14] , which approximately corresponds to AQC(p=2). This is more generally related to the concept of quantum adiabatic brachistochrone [15] . Interestingly, though not explicitly pointed out in the RM method, the success of RM for solving QLSP in fact relies on the existence of a scheduling function, which approximately corresponds to AQC(p=1). We find that it is this scheduling function, rather than the QZE or its Monte Carlo approximation per se that improves the complexity with respect to κ. Through the connection between AQC and the quantum approximate optimization algorithm (QAOA) [16] , our result immediately suggests that the time-complexity for solving QLSP with QAOA is O(κ) with respect to κ. Our results can be summarized into the following relation
Here AQC(p * ) refers to the optimally scheduled AQC(p) algorithm. Hence QAOA reaches the optimal performance with respect to the runtime, and AQC(p) generally outperforms RM due to the explicit use of optimal arXiv:1909.05500v1 [quant-ph] 12 Sep 2019 scheduling. AQC(p) also has the advantage of not requiring the Monte Carlo step, and the latter is the key in RM. Not surprisingly, all these methods can outperform the vanilla AQC without rescheduling, at least in terms of the asymptotic complexity with respect to κ.
We first assume A ∈ C N ×N is Hermitian and positive definite and will discuss the generalization later. For simplicity we assume A is scaled to satisfy A 2 = 1, so the smallest eigenvalue of A is 1/κ. Let Q b = I N − |b b|. We introduce
then H 0 is a Hermitian matrix and the null space of H 0 is Null(H 0 ) = span{| b , |b }. Here |b = |0, b , |b = |1, b . The dimension of H 0 is 2N and one ancilla qubit is needed to enlarge the matrix block. We also define
Here
, and Null(H 1 ) = span{| x , |b }. Since Q b is a projection operator, the gap between 0 and the rest of the eigenvalues of H 0 is 1. The gap between 0 and the rest of the eigenvalues of H 1 is bounded from below by 1/κ (see supplemental materials).
Let
is called a scheduling function, and is a strictly increasing mapping with f (0) = 0, f (1) = 1. The simplest choice is f (s) = s, which gives the "vanilla AQC". We sometimes omit the s-dependence as H(f ) to emphasize the dependence on f . Note that for any s, |b is always in Null(H(f (s))), and there exists a state | x(s) = |0, x(s) , such that Null(H(f (s))) = {| x(s) , |b }. In particular, | x(0) = | b and | x(1) = | x , and therefore | x(s) is the desired adiabatic path. Let P (s) be the projection to the subspace Null(H(f (s))), which is a rank-2 projection operator P (s) = | x(s) x(s)| + |b b |. Furthermore, the eigenvalue 0 is separated from the rest of the eigenvalues of
Consider the adiabatic evolution
where 0 ≤ s ≤ 1, and the parameter T is called the runtime of AQC. Our goal is to maximize the fidelity
The quantum adiabatic theorem [10, Theorem 3] states that for any 0 ≤ s ≤ 1,
where
The derivatives of H are taken with respect to
Here and throughout the paper we shall use a generic symbol C to denote constants independent of s, ∆, T .
Note that b |ψ T (0) = 0, and H(f (s)) |b = 0 for all 0 ≤ s ≤ 1. So the Schrödinger dynamics implies b |ψ T (s) = 0, and we have P (s) |ψ T (s) = | x(s) x(s)|ψ T (s) . Therefore the estimate (2) becomes
This also implies that (see supplemental materials)
. Therefore η(1) can be an upper bound of the distance of the projector, and 1−η 2 (1) bounds the fidelity from below. If we simply assume H
2 are constants, and use the worst case bound that ∆ ≥ κ −1 , we arrive at the conclusion that in order to have η(1) ≤ , the runtime of AQC is T κ 3 / . Our goal is to reduce the runtime by choosing a proper scheduling function. The key observation is that the accuracy of AQC depends not only on the gap ∆(f (s)) but also on the derivatives of H(f (s)), as revealed in the estimate (3). Therefore it is possible to improve the accuracy if a proper time schedule allows the Hamiltonian H(f (s)) to slow down when the gap is close to 0. We consider the following schedule [10, 11] 
Note that as s → 1, ∆ * (f (s)) → κ −1 , and therefore the dynamics of f (s) slows down as f → 1 and the gap decreases towards κ −1 . We refer to the adiabatic dynamics (1) with the schedule (4) as the AQC(p) scheme. Our main result is given in Theorem 1.
N ×N be a Hermitian positive definite matrix with condition number κ. For any choice of 1 < p < 2, the error of the AQC(p) scheme is
Therefore in order to prepare an −approximation of the solution of QLSP it suffices to choose the runtime T = O(κ/ ). Furthermore, when p = 1, 2, the bound for the runtime becomes T = O(κ log(κ)/ ). 2 and the gap ∆(f (s)) in the error bound. The computation is given in the supplemental materials.
The complexity of the AQC(p) method with respect to κ is only O(κ). The κ dependence cannot be expected to be improvable to O(κ 1−δ ) with any δ > 0 [1] . Compared to Ref. [5] , AQC(p) further removed the log(κ) dependence when 1 < p < 2, and hence reaches the optimal complexity with respect to κ. In fact, the natural parameterization of the randomization method implies a certain scheduling function f (s) as well [5] , which is the key to reach the desired O(κ log κ) scaling. Furthermore, the scheduling function f (s) is similar to the choice of the schedule in the AQC(p=1) scheme. The speedup of AQC(p) versus the vanilla AQC is closely related to the quadratic speedup of the optimal time complexity of AQC for Grover's search [10, 11, 14, 15] , in which the optimal time scheduling reduces the runtime from T ∼ O(N ) (i.e. no speedup compared to classical algorithms) to T ∼ O( √ N ) (i.e. Grover speedup). In fact, the choice of the scheduling function in Ref. [14] corresponds to AQC(p=2) and that in Ref. [10] corresponds to AQC(1<p<2).
Due to the natural connection between AQC and QAOA [16] , the success of the AQC(p) scheme immediately implies that QAOA can be used to efficiently solve QLSP. More specifically, the QAOA scheme employs the following ansatz
Here θ denotes the set of 2P adjustable real parameters
. When P is sufficiently large, the dynamics of AQC can be approximately represented in the form (7) using an operator splitting scheme such as Trotter splitting. Theorem 1 then implies that the time complexity of QAOA, defined to be T := P i=1 (|β i | + |γ i |), with respect to κ is bounded by O(κ). On a quantum computer e −ıβH0 , e −ıγH1 corresponds to a Hamiltonian simulation process, which can be implemented via techniques such as LCU and QSP [2, 9] .
Instead of the choice of θ imposed by AQC, we may choose the optimal θ to maximize the fidelity as
The maximization of the fidelity requires the knowledge of the exact solution | x which is not practical. However, we may equivalently solve the following minimization problem
For every choice of θ, we evaluate the expectation value ψ θ |H 1 |ψ θ . Then the next θ is adjusted on a classical computer towards minimizing the objective function. The process is repeated till convergence. In order to show that Eq. (8) indeed maximizes the fidelity, we notice that by the variational principle the minimizer |ψ θ maximizes ψ θ |P (1)|ψ θ . However, similar to the AQC
where we have used that e −ıβH0 |b = e −ıγH1 |b = |b for any β, γ. Then ψ θ |P (1)|ψ θ = ψ θ | x x|ψ θ = F θ . Efficient classical algorithms for the optimization of parameters in QAOA are currently an active topic of research, including methods using gradient optimization [17, 18] , Pontryagin's maximum principle (PMP) [19, 20] , reinforcement learning [21, 22] , to name a few. Algorithm 1 describes the procedure using QAOA to solve QLSP, which is very simple to implement.
6: Choose θ (k+1) using a classical optimization method.
7: end for
Compared to AQC(p), QAOA has three notable advantages. The first advantage is that it does not explicitly require the knowledge of the scheduling function, or even an upper bound of the condition number κ. The optimization should automatically (at least in principle) achieve or even exceed the result obtained by AQC with the best scheduling function. Second, the implementation of AQC(p) using an operator splitting method requires the time interval to be explicitly split into P ∼ T = O(κ/ ) intervals. On the other hand, numerical results indicate that the number of intervals P , and in fact the runtime T as well in QAOA be smaller. Third, QAOA can have a much weaker dependence on as indicated by our numerical results, which scales as O(poly(log(1/ ))) instead of O( −1 ). Now we discuss the case when A is not Hermitian positive definite. First we still assume that A is Hermitian (but not necessarily positive definite). In this case we adopt the family of Hamiltonians introduced in [5] , which overcomes the difficulty brought by the indefiniteness of A at the expense of enlarging the Hilbert space to dimension 4N (so two ancilla qubits are needed to enlarge the matrix block). Here we define
where Q +,b = I 2N − |+, b +, b|, and |± = 1 √ 2 (|0 ± |1 ). The null space of H 0 is Null(H 0 ) = span{|0, −, b , |1, +, b }. We also define
Note that Null(H 1 ) = span{|0, +, x , |1, +, b }. Therefore the solution of the QLSP can be obtained if we can prepare the zero-energy state |0, +, x of H 1 . The family of Hamiltonians for AQC(p) is still given by H(f (s)) = (1 − f (s))H 0 + f (s)H 1 , 0 ≤ s ≤ 1. Similar to the case of Hermitian positive definite matrices, there is a double degeneracy of the eigenvalue 0, and we aim at preparing one of the eigenstate via timeoptimal adiabatic evolution. More precisely, for any s, |1, +, b is always in Null(H(f (s))), and there exists a state | x(s) with | x(0) = |0, −, b , | x(1) = |0, +, x , such that Null(H(f (s))) = {| x(s) , |1, +, b }. Such degeneracy will not influence the adiabatic computation starting with |0, −, b for the same reason we discussed for Hermitian positive definite case (also discussed in [5] ), and the error of AQC(p) is still bounded by η(s) given in Eq. (3).
Furthermore, the eigenvalue 0 is separated from the rest of the eigenvalues of H(f (s)) by a gap ∆(f (s)) ≥
(1 − f (s)) 2 + (f (s)/κ) 2 (see [5] ). For technical simplicity, note that
we define the lower bound of the gap to be
which is exactly proportional to that for the Hermitian positive definite case. Consider the time schedule defined by Eq. (4). The explicit schedule for 1 < p ≤ 2 is still given by Eq. (5) due to the cancellation of the factor √ 2. Properties of AQC(p) with this time schedule is stated in the following theorem.
Theorem 2. Let A ∈ C N ×N be a Hermitian matrix (not necessarily positive definite) with condition number κ. For any choice of 1 < p < 2, the AQC(p) scheme gives
Therefore in order to prepare an −approximation of the solution of QLSP it suffices to choose the runtime T = O(κ/ ). Furthermore, when p = 1, 2, the bound of the runtime becomes T = O(κ log(κ)/ ).
The proof of Theorem 2 is basically the same as that of Theorem 1 and is given in the supplemental materials.
For a general square matrix A ∈ C N ×N , we may transform it into the Hermitian case at the expense of further doubling the dimension of the Hilbert space. Introduce the solution of the adjoint QLSP |y = (A † ) −1 |b / (A † ) −1 |b 2 , and consider an extended QLSP A |x = |b in dimension 2N where
Note that A is a Hermitian matrix of dimension 2N , with condition number κ and A 2 = 1, and |x := (|1, x + |0, y ) solves the extended QLSP. Therefore we can directly apply AQC(p) for Hermitian matrix A to prepare an -approximation of x and y simultaneously. The total dimension of the Hilbert space when applying AQC(p) becomes 8N for non-Hermitian matrix A (therefore three ancilla qubits are needed).
We now report the performance of AQC(p) and QAOA for Hermitian positive definite and non-Hermitian matrices, together with the performance of RM and vanilla AQC. The AQC schemes are carried out using a symmetric Trotter splitting method with a time step size 0.2. We use the gradient descent method to optimize QAOA and record the running time corresponding to the lowest error in each case. In QAOA we also use the true fidelity to measure the error. RM is a Monte Carlo method, and each RM calculation involves performing 50 independent runs to obtain the expectation value. We report the runtime of each single RM calculation. We perform calculations for a series of 64-dimensional Hermitian positive definite dense matrices A 1 , and 32-dimensional non-Hermitian dense matrices A 2 with varying condition number κ (see supplemental materials for details). Fig 1 shows how the total runtime T depends on the condition number κ and the accuracy for the Hermitian positive definite case. The numerical scaling is reported in Table I . For the κ dependence, despite that RM and AQC(1) share the same asymptotic complexity with respect to κ, we observe that the preconstant of RM is significantly larger. In fact, up to κ = 30 the runtime of RM is higher than that of the vanilla AQC, though the asymptotic scaling of the vanilla AQC is indeed at least O(κ 2 ). When higher fidelity (0.999) is desired, the cost of the RM as well as vanilla AQC becomes too expensive, and we only report the timing of AQC(p) and QAOA. We find that the runtime for QAOA and AQC(p) depends approximately linearly on κ, while QAOA has the smallest runtime overall. It is also interesting to observe that although the asymptotic scaling of both AQC(1) and AQC(2) is bounded by O(κ log κ) instead of O(κ), the numerical performance of AQC (2) is much better than AQC(1); in fact, the scaling is very close to that with the optimal value of p. For the dependence, the scaling of AQC(p) is O(1/ ), which agrees with the error bound. The numerical scaling of QAOA with respect to is found to be only O(log 1.5 (1/ )), which is much weaker than that of AQC(p). Table II demonstrate the simulation results for non-Hermitian matrices. RM was only originally formulated for Hermitian matrices [5] , and therefore is excluded in the study here. We remark that our generalization based on the adjoint solution should be applicable to RM as well. We find that again QAOA obtains the optimal performance. The numerical scaling of the optimal AQC(p) is found to be O(κ/ ), while the time complexity of QAOA is only around O(κ log(1/ )).
In summary, standard error analysis indicates that the runtime of AQC should be at least O(∆ −2 −1 ), which translates to O(κ 2 −1 ) in the context of solving QLSP. We demonstrate that with the optimal choice of the scheduling function, the complexity of the AQC(p) method is readily O(κ −1 ), which yields the optimal scaling with respect to κ. The improvement is closely related to the time-optimal AQC for Grover's search. Numerical results indicate that AQC(p) can significantly outperform the recently proposed randomization method. Due to the close connection between AQC and QAOA, the complexity of QAOA for solving QLSP is also O(κ) with respect to κ. We find that QAOA yields the lowest runtime among all methods tested in this work, and numerical results suggest that the runtime complexity of QAOA is only O(κpoly(log(1/ ))). This is essentially the optimal scaling that can be expected with respect to both κ and . Furthermore, the implementation of QAOA is rather simple and does not even require the prior knowledge of κ to explicitly construct the scheduling function. The theoretical understanding of the dependence of QAOA will be our future work. Quantum linear system solver based on time-optimal adiabatic quantum computing and quantum approximate optimization algorithm: Supplemental Materials
The Hamiltonian H(f ) can be written in the block matrix form as
Let λ be an eigenvalue of H, then
where the second equality holds because the bottom two blocks are commutable. Thus λ 2 is an eigenvalue of ((1 − f )I + f A)Q 2 Q b . Note that |b is the unique eigenstate corresponding to the eigenvalue 0, all eigenstates corresponding to non-zero eigenvalues must be orthogonal with |b . Therefore
and ∆(f ) ≥ ∆ * (f ) = 1 − f + f /κ.
RELATIONS AMONG DIFFERENT MEASUREMENTS OF ACCURACY
The quantum adiabatic theorem [10, Theorem 3] states that for any 0 ≤ s ≤ 1, |1 − ψ T (s)|P (s)|ψ T (s) | ≤ η 2 (s).
We will show that η(s) also serves as an error bound for the density distance and 1 − η 2 (s) bounds the fidelity from below.
Note that |b is the eigenstate for both H 0 and H 1 corresponding the 0 eigenvalue, we have H(f (s)) |b = ((1 − f (s))H 0 + f (s)H 1 ) |b = 0, and thus Since | ψ T (s)| x(s) | 2 is exactly the fidelity F T , the fidelity can be bounded from below by 1 − η 2 (1). 
