The present paper develops a collaborative scheme whereby cognitive radios cooperate to localize active primary transmitters and reconstruct the power spectral density (PSD) maps (one per frequency band) portraying the power distribution across space. The sensing scheme relies on a parsimonious linear system model that accounts for the narrow-band nature of transmit-PSDs compared to the large swath of sensed frequencies, and for the group sparsity emerging when adopting a spatial grid of candidate primary user locations. Combining the merits of Lasso, group Lasso, and total least-squares (TLS), the proposed group sparse (GS) TLS approach yields hierarchically-sparse PSD estimates, and copes with model uncertainty induced by channel randomness and grid mismatch effects. Taking advantage of a novel low-complexity solver for the GS-Lasso, a block coordinate descent scheme is developed to solve the formulated GS-TLS problem. Simulations demonstrate the superior localization and PSD-estimation performance of GS-TLS compared to approaches that do not account for model uncertainties.
I. INTRODUCTION
To alleviate the inefficiency of the current rigid licensebased spectrum management, and make a swath of frequencies opportunistically available for wireless services, research efforts have focused on dynamic spectrum reutilization techniques [11] . Prominent in this context is the hierarchical access model, where cognitive radios (CRs) are envisioned as autonomous devices able to opportunistically re-use the licensed bands in a non-intrusive manner.
Recently, the possibility of spatially reusing the licensed spectrum has received growing attention [5] . Even if a primary band is occupied, there could be locations where the transmitted power is low enough so that these frequencies can be reused by CRs without suffering from or causing harmful interference to any primary user (PU).
Spatial spectrum reuse motivates the need for CR networklevel sensing. To this end, the present paper presents a collaborative scheme whereby CRs cooperate to localize the This work was supported by NSF grants CCF-0830480, CCF-1016605, ECCS-0824007, ECCS-1002180; and QNRF grant NPRP 09-341-2-128.
actively transmitting primary users (PUs) and estimate their power spectral density (PSD) across space. The proposed sensing scheme is based on a parsimonious system model accounting for the scarce presence of active PUs in the same band, in the monitored area, due to mutual interference. It relies on a virtual grid of candidate PU transmitter locations, which brings up sparsity in the model since active PUs are located at only a few grid points. A basis expansion is also employed to approximate each PU's transmit PSD, which translates the sensing objective into a spatial PSD estimation problem. Since individual PU transmissions are narrow-band compared to the large swath of frequencies a CR can scan, PSD coefficients of the PU transmitters are inherently sparse. This parsimonious system model entails a form of hierarchical sparsity [4] in the PSD basis coefficients that are to be estimated, in the sense that groups of coefficients corresponding to locations with no PUs will be collectively zero. In addition, some of the basis coefficients within groups corresponding to active PU locations will be non-negative. Capitalizing on this form of hierarchical sparsity, a group sparse linear regression problem [4] is formulated. Solving this problem, CRs can identify not only the primary subbands occupied, but also the locations where PUs reside. Being able to localize active sources, a traditionally nonlinear estimation task, is reduced here to a sparse linear regression problem by employing a grid-based approach.
However, the resultant regression matrix is perturbed because of (i) shadowing in addition to path loss-only effects in the grid-to-CR channel gains; (ii) grid offsets; and (iii) basis approximation errors. The main contribution in this direction consists in an extension of the sparse total leastsquares (TLS) framework developed in [12] to account for the hierarchical sparsity present in the network-level CR sensing scenario. The proposed group sparse (GS-) TLS offers a hierarchically-sparse PSD estimate, and copes with model uncertainties induced by channel randomness and grid mismatch effects. In spite of the non-convexity of the underlying optimization problem, a block coordinate descentbased solver is introduced with guaranteed convergence to (at least) a local optimum of the GS-TLS problem. The scheme takes advantage of a novel low-complexity algorithm for solving sparse group Lasso problems using the alternating direction method of multipliers (ADMoM) [2] .
II. SYSTEM MODEL
Consider an incumbent PU system comprising transmitters (sources) located in a geographical area ⊂ ℝ 2 . Their activity over a frequency band is to be monitored via cooperation of CRs, positioned in . Let := {x ∈ } =1 denote the PU locations. The sensing objective consists in localizing the PU sources, and revealing available portions of for the CRs to transmit opportunistically. Let Φ ( ) denote the transmit-PSD of PU . The goal of revealing which sub-bands are available for CRs to transmit, suggests that the estimate of the transmit-PSD does not need to be super accurate. This motivates approximating Φ ( ) by employing the following basis expansion model [1] 
with sufficiently large, and { } denoting the nonnegative basis coefficients. Possible choices of { ( )} =1 include, but are not limited to, the set of non-overlapping rectangles or overlapping raised cosines of unit energy.
The PSD Φ ( ) experiences path loss, shadowing, and small-scale fading in its propagation from x to any location x ∈ , where it can be received in the presence of a noise with known variance 2 . To mitigate the effects of small scale fading, receiving CRs form exponentially weighted moving averages of the (instantaneous) periodograms as detailed in [1] . Then, per frequency { } =1 , the received-PSD estimate at CR is given bŷ
where x s →x r is the averaged channel gain accounting for path loss and shadowing, and ( ) the estimation error.
As neither the number of PU sources nor their locations are known to the CRs, a set of candidate transmit-PUs is postulated on a grid of locations := {x ∈ } =1 . Without prior knowledge of the area(s) where PU activity is more likely, the set of candidate locations can be simply formed by discretizing to the set of grid points .
Define the
] collecting the basis coefficients that correspond to location x , and let
∈ ℝ , the received PSD at CR location x , sampled at frequencies { } =1 , can be compactly written aŝ
Based on the linear model (3), the sensing objective is to estimate from the received-PSD estimateˆ:= [ˆx 1 , . . . ,ˆx ] gathered at CR locations {x } =1 .
III. SENSING VIA GROUP SPARSE TLS
The number of active PUs transmitting over the same spectral band in a given area is naturally limited by mutual interference. As a consequence, the number of PU sources is far smaller than , for a sufficiently dense grid. Absence of PU sources in most grid locations x ∈ ∖ gives rise to a group sparsity of the vector ; i.e., = 0 , for each of the locations x that are not occupied by a PU transmitter. Sparsity is also manifested at the singlecoefficient level within each group . In fact, compared to the possibly large swath of frequencies that the CRs can sense, individual PU transmissions typically occupy small portions of the spectrum (say, in the order of MHz). Thus, the parsimonious system model entails a form of hierarchical sparsity in the PSD basis coefficients.
Combining Lasso [8] with group Lasso [10] , the so-called group sparse (GS-)Lasso [4] provides a parsimonious model estimate, where sparsity is accounted for both at the groupand at the single-coefficient levels. This hierarchical sparsity is possible by regularizing the conventional least-squares (LS) cost with the term ℛ ( ) := ∑ =1 ∥ ∥ 2 combined with the ℓ 1 -norm of .
Taking also into account the non-negativity of PU power spectra, can be estimated by solving the following sparse regression problem:
where¯:=ˆ− 2 1 and B := [B x1 , . . . , B x ] . Coefficient 1 ≥ 0 enforces sparsity at a single-entry level, whereas 2 ≥ 0 promotes group sparsity. For 1 = 0 ( 2 = 0), (4) reduces to the Lasso (group Lasso) based estimate. Note that PU localization and PSD estimation was re-casted as a sparse linear regression model in [1] ; here, the formulation of [1] is considerably broadened by taking into account not only sparsity at a single-entry level of the estimand, but also the group sparsity.
To obtain matrix B, the gains { x g →x r } need to be estimated. To this end, CRs can simply neglect shadowing and as in [1] resort to the distance-dependent path loss model
− }, where 0 and are preselected constants depending on the propagation environment. Alternative techniques accounting for the shadow fading can be employed otherwise [3] , [7] .
III-A. Incorporating model uncertainties: GS-TLS
Recovery of via (4) requires knowledge of the regression matrix B. However, uncertainty in the matrix B is manifested because of (i) errors in the estimates of { xg→xr } (with or without accounting for shadowing), (ii) grid model inaccuracies when PUs are located between grid points and (iii) basis expansion approximation errors.
The total least-squares (TLS) approach [6] is the workhorse used for estimating non-sparse vectors obeying an over-determined linear system of equations with uncertainty present in both the regression matrix and the observations (fully-perturbed model). Sparsity in the estimate was taken into account in [12] , where the TLS framework was extended to solve sparse under-determined fully-perturbed linear systems. The sparse TLS approach is broadened here to account for sparsity present both at individual entries, and also at groups of entries.
Let E be a × matrix capturing perturbations corrupting the matrix B. Then, the estimate of is given by solving the following group sparse (GS-)TLS problem:
Compared to the classical TLS [6] , the cost in (5) is augmented with the regularization terms accounting for the two forms of sparsity inherent to . Compared to [12] , problem (5) includes also the term 2 ℛ ( ).
Problem (5) is generally non-convex due to the presence of the product E ; thus, it is in general difficult to obtain a globally-optimal solution. However, a novel reduced-complexity algorithm with provable convergence to a stationary point of (5) will be developed in the ensuing Section IV.
III-B. PSD atlas
It is worth stressing that identifying the support of the vector reveals not only the primary sub-bands occupied, but also the locations where the active PU transmitters reside. Complementing this information with either a path lossbased propagation model, or an estimate of the PU's channel gains obtained e.g., via [3] , CRs can readily reconstruct the PSD atlas; that is, estimate the PSD at any location of the monitored area aŝ
withˆx g →x the estimate of xg→x [1] , [3] . Having available estimates of the PSD map across space per frequency band (hence the term atlas), CRs can adjust their transmit power to prevent harmful interference inflicted to the PUs. In fact, the positions of potential PU receivers can be deduced from the PSD atlas [3] ; and thus, CR transmission powers can be properly adapted.
IV. ALTERNATING DESCENT SOLVER
Problem (5) will be solved here iteratively using a block coordinate descent algorithm, which cyclically minimizes the cost with respect to (w.r.t.) E (keeping fixed), and w.r.t. after fixing E [9] . Specifically, the following two steps are performed at the -th iteration:
, and updateˆ(
, and obtainÊ ( ) aŝ
The quadratic convex problem (8) admits the following closed-form solution
which can be obtained after equating the derivative of the cost in (8) with zero. As for the GS-Lasso problem, a lowcomplexity algorithm attaining the optimal solution of (7) will be developed in Section IV-A by using the alternating direction method of multipliers (ADMoM). Before doing do, convergence of the block coordinate descent algorithm to a stationary point of (5) is asserted next. 
Proposition 1. For any initialization {ˆ(
0) ,Ê (0) }, the it- erates {ˆ( ) ,Ê ( ) } in (7)-(
IV-A. ADMoM-based GS-Lasso Solver
Problem (7) will be reformulated first to a form solvable via ADMoM. To this end, introduce the × 1 auxiliary vector variables and ; then, neglecting irrelevant terms, the GS-Lasso problem (7) can be equivalently re-written as:
where
and
Let and denote the Lagrange multipliers associated with the equality constraints = and = , respectively. Then, the quadratically augmented Lagrangian of (10) is
where 1 , 2 > 0 are arbitrary constants. The ADMoM algorithm cyclically minimizes the Lagrangian (12) w.r.t. → → , keeping fixed the rest of the variables to their most up-to-date values, and then updating the Lagrange multipliers as ( is the ADMoM iteration index)
The -th iteration of the ADMoM starts with the minimization of the Lagrangian (12) w.r.t. . The global minimizer
admits the following closed-form solution (proofs are omitted due to space limitation)
] .
Next, problem min ℒ
) can be separated into the following sub-problems
where and are × 1 sub-vectors of and , respectively, formed by entries { } = ( −1)+1 and { } = ( −1)+1 . It can be shown that the global minimizer of each sub-problem is given by
where [ ] + := max{0, }. Continuing the cycle, minimization of (12) w.r.t. can be obtained upon solving the following non-smooth convex problem
which admits the following closed-form solution
with
. . , max{0, − 1 }] denoting a vector soft-thresholding operator. The distinct feature of the proposed ADMoM-based algorithm for solving the GS-Lasso problem (10) is its computationally affordable implementation, offered by the closedform expressions for the primal variable updates; as well as the simple updates of the dual variables ( ) and ( ) . The overall GS-TLS is tabulated as Algorithm 1.
Algorithm 1 GS-TLS
Initializeˆ( 0) = 0 andÊ (0) = 0 × . while stopping criterion is not satisfied ( iteration index) do Form A ( −1) = B +Ê ( −1) . Set (0) = 0 , (0) = 0 , (0) = 0 ,(0)
V. SIMULATIONS
Consider a set of = 50 CRs uniformly distributed in an area of 100m × 100m, cooperating to localize = 2 active PUs and estimate their PSD map. CRs and primary sources are marked with circles and triangles, respectively, in Transmitted signals are searched over a set of = 10 evenly spaced center frequencies = 95 + , ∈ {1, . . . , 10}, and over a grid of = 100 equidistant locations. The PSD generated by source experiences shadowing and small-scale fading in its propagation from x to any location x. Small-scale fading was simulated using a 6-tap Rayleigh model with exponential power delay profile. The standard deviation of the generated zero-mean shadowing is set to 6dB. Each CR formsΦ x ( , ), = 1, . . . , 64, by exponentially averaging 100 consecutive periodogram samples [1] with forgetting factor 0.99. The signal-to-noiseratio (SNR) is set to −5 dB. Fig. 1 depicts the true PSD map formed by summing spatial PSDs across frequencies. It peaks at the location of the PU sources, and depicts clearly the radially-decaying path loss effect. The estimated PSD maps obtained by solving the "plain" GS-Lasso problem in (4) and the GS-TLS one in (5) are compared in Fig. 2 , which also provides Fig. 2(a) illustrates that the GS-Lasso is unable to localize the two PUs, as clouds of PU sources are falsely revealed around the actual locations of "PU 1" and "PU 2". Also, it does not accurately estimate their PSDs. On the other hand, the GS-TLS algorithm reveals the exact location of both PUs, although a rather small amount of spurious power is leaked to a grid point close to "PU 1". Note also that the transmitpowers are estimated with a considerably higher accuracy. Additional simulated tests have shown that only few (five to ten) iterations suffice to attain convergence of the alternating descent algorithm. 
