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ABSTRACT
The fast solar wind shows a wide spectrum of transverse magnetic and velocity field perturbations.
These perturbations are strongly correlated in the sense of Alfve´n waves propagating mostly outward,
from the Sun to the interplanetary medium. They are likely to be fundamental to the acceleration
and the heating of the solar wind. However, the precise origin of the broadband spectrum is to date
unknown. Typical periods of chromospheric Alfve´n waves are limited to a few minutes, and any longer
period perturbations should be strongly reflected at the transition region. In this work, we show that
minute long Alfve´nic fluctuations are unstable to the parametric instability. Parametric instability
enables an inverse energy cascade by exciting several hours long periods Alfve´nic fluctuations together
with strong density fluctuations (typically between 1 and 20R). These results may improve our
understanding of the origin of the solar wind turbulent spectrum and will be tested by the Parker
Solar Probe.
1. INTRODUCTION
Alfve´nic perturbations have been observed in the solar
wind for almost 50 years (Belcher & Davis 1971). Mostly
present in fast solar wind streams, they are thought to be
involved in the acceleration process of the solar plasma
coming from coronal holes. Fast streams are indeed nec-
essarily created through an extended energy deposition
(see Leer et al. 1982), which makes the weakly dissi-
pative Alfve´n waves a good candidate to transport the
energy from the convective motions at the photosphere
up to the corona. Observations from the Hinode satel-
lite demonstrated the existence in the chromosphere of
Alfve´n waves with enough power to drive the solar wind
(De Pontieu et al. 2007). The wave periods have been
characterized between 100 and 500 seconds while their
amplitudes reached 20 to 50 kilometers per second. How-
ever, the study of the solar wind magnetic perturbations
at large distances shows a broadband power spectrum
with frequencies as low as 10−4-10−5 Hz. Moreover, we
observe two regimes in the fast solar wind spectrum with
a 1/f slope at low frequencies that differ from the typical
Kolmogorov or Kraichnan slope observed in the higher
frequency inertial range (see Bruno & Carbone 2013, and
references therein).
Matthaeus & Goldstein (1986); Matthaeus et al. (2007)
have suggested that the 1/f fast wind power spectrum
observed at low frequencies could be due to reconnec-
tion related magnetic processes occurring in the photo-
sphere and/or the lower corona. Alternatively, it has
been shown that the nonlinear interaction between out-
ward and inward fluctuations in the solar wind can give
birth to a broadband spectrum (Velli et al. 1989; Ver-
dini & Velli 2007; Verdini et al. 2009; Perez & Chan-
dran 2013), with the observed slope break (Verdini et al.
2012). The simplest mechanism to generate these in-
ward waves is reflection. In the incompressible limit,
MHD equations predict that any large scale gradient in
the solar wind speed and in the Alfve´n speed will reflect
forward Alfve´n waves coming from the Sun, reflection be-
coming stronger for decreasing frequency. A frequency
dependent transmission coefficient can thus be studied
to characterize their propagation (see Velli et al. 1991,
for a review). Significant reflection occurs for low fre-
quency waves with periods over a few hours, which are
dominant in the corona, hence providing the necessary
ingredients for an incompressible solar wind turbulence.
However, at the transition region, the very sharp gradient
of the Alfve´n speed should prevent hour long fluctuations
from freely propagating into the low corona. Some early
studies have indeed shown that the transmitted power
from the photosphere to the corona would present reso-
nant peaks that would transmit very little power upward
(Hollweg 1972, 1978; Leroy 1981). Velli (1993) later re-
marked that these peaks could be in principle be removed
using a more regular Alfve´n speed profile (more precisely
C1, i.e. with a continuous derivative), making the tran-
sition region essentially a high pass filter (see Appendix
B for an extended discussion).
The question therefore remains: how do low frequency
waves reach the corona and how do they come to domi-
nate the solar wind spectrum given that higher frequen-
cies should be more easily transmitted through the tran-
sition region? One possibility is to assume that the
longer periods are created by an inverse cascade process
in the low corona. This process should be able to recon-
struct the solar wind power spectrum from the transmit-
ted waves typically observed in the chromosphere. The
parametric decay instability (PDI) is a credible candi-
date, creating from a mother forward Alfve´n wave two
daughter waves: a forward acoustic wave and an inward
Alfve´n wave at a longer wavelength. This compressible
process has been studied extensively from a theoretical
point of view (see Galeev & Oraevskii 1963; Goldstein
1978; Derby 1978; Jayanti & Hollweg 1993; Malara &
Velli 1996; Chandran 2018) and within numerical simu-
lations (Malara et al. 2000; Del Zanna et al. 2001; Tanaka
et al. 2007; Tenerani & Velli 2013; Shi et al. 2017). While
PDI is undoubtedly an important process in low beta
plasmas, it is still a matter of debate whether the dy-
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2namics of the solar wind, namely the expansion and the
acceleration (or even kinetic effects, see e.g, Fu et al.
2018, for 3D hybrid simulations), prevent this process to
be a significant ingredient of solar wind turbulence (see
Tenerani & Velli 2013).
The recent study of Shoda et al. (2018b) has tackled
the onset of the parametric decay instability in a realis-
tic wind profile. They find large density perturbations,
which they assume to be due to the instability, to de-
velop for frequencies higher than 10−3 Hz. In this paper,
we adopt a similar approach, including the transition re-
gion, hence accounting for the reflection of low frequency
waves. We characterize precisely the onset of the insta-
bility for f ≥ 2× 10−3 Hz. We further demonstrate that
the PDI is first responsible for the creation of an inward
wave and an inverse cascade, yielding a broadband per-
turbation spectrum in a solar wind solution. The para-
metric decay instability relies fundamentally on acoustic
perturbations, and we solve the fully compressible MHD
equations in a single flux tube, while injecting Alfve´n
waves from the photosphere and through the transition
region. In Section 2, we describe the numerics of our
model and the steady state atmosphere capturing the
transition region. In Section 3, we analyze the propaga-
tion of monochromatic, circularly polarized waves from
the chromosphere to the corona. We show that low fre-
quency waves (f ≤ 10−3 Hz) are systematically filtered
(through an almost total reflection). Then, we precisely
characterize the parametric decay occurring for frequen-
cies f > 10−3 Hz inside the domain and we show that the
growth rate is in general in agreement with theory. We
further consider in Section 4 non-monochromatic sources
of constant ||B⊥||. We show that the parametric decay
process is not altered by a broadband spectrum injection,
if not enhanced in some cases. Finally, we describe the
inverse and forward cascade occurring after the non lin-
ear evolution of the Alfve´n and acoustic waves in Section
5. We discuss the implications, limits and perspectives
of our findings in Section 6.
2. NUMERICAL SETUP
2.1. MHD model
We solve the time dependent ideal magnetohydro-
dynamics (MHD) equations using the PLUTO code
(Mignone et al. 2007):
∂
∂t
ρ+∇ · ρv = 0, (1)
∂
∂t
ρv +∇ · (ρvv −BB+ Ip) = −ρ∇Φ, (2)
∂
∂t
(E + ρΦ) +∇ · ((E + p+ ρΦ)v−B(v ·B)) = Q, (3)
∂
∂t
B+∇ · (vB−Bv) = 0, (4)
where E ≡ ρe + ρv2/2 + B2/2 is the total energy, B is
the magnetic field, ρ is the mass density, v is the velocity
field, p = pth +B
2/2 is the total (thermal plus magnetic)
pressure and I is the identity matrix. The vectors fields
have three components along the radial, poloidal and az-
imuthal directions (r, θ, ϕ), but depend only on r, the
distance to the Sun, describing the evolution of a single,
radial flux tube under a gravity potential
Φ = −GM
r
. (5)
The source term Q added to the energy equation is
made of three components:
Q = Qh −Qr −Qc, (6)
where the usual heating, cooling and thermal conduction
sources are implemented as follows:
Qh = Fh/H
(
R
r
)2
exp
(
−r −R
H
)
, (7)
with H = 1R, the heating scale-height, and Fh =
1.5 × 105 erg.cm−2s−1 the energy flux from the photo-
sphere (see section 2.2). We then used an optically thin
radiation cooling prescription,
Qr = n
2Λ(T ), (8)
with n the electron density and T the electron temper-
ature. Λ(T ) is defined as in Athay (1986). The thermal
conduction flux combines a collisional and a collisionless
prescription :
Qc = ∇ · (αqs + (1− α)qp), (9)
qs being the usual Spitzer-Ha¨rm collisional thermal con-
duction with κ0 = 9 × 10−7 cgs, and qp = 3/2pthv the
free-stream heat flux (Hollweg 1986). The coefficient
α = 1/(1 + (r − R)4/(rcoll − R)4) creates a smooth
transition between the two regimes at a characteristic
height of rcoll = 5R. Finally, an ideal closure equation
relates the internal energy and the thermal pressure,
ρe =
pth
γ − 1 , (10)
with γ = 5/3, the ratio of specific heat for what we con-
sider a fully ionized hydrogen gas.
The equations are solved using an improved Harten,
Lax, van Leer Riemann solver (HLLD, see Miyoshi &
Kusano 2005), combined with a parabolic reconstruction
method and minmod slope limiter. We maintain ∇·B =
0 using a hyperbolic divergence cleaning method (Dedner
et al. 2002).
2.2. Steady Atmospheric Structure
In this specific study we limit our domain to
[1R, 20R], discretized with 16384 grid points. A first
set of 128 cells are used to describe the domain up to
1.001R at very high resolution. Then, a stretched grid
of 2048 cells is used to progressively decrease the resolu-
tion up to 1.5R. The last grid is uniform and can, with
a resolution of ∼ 10−3R, accurately describe the prop-
agation of the waves up to the upper boundary for all
frequencies. In a first step, we evolve the system keeping
zero transverse velocity and magnetic field. The steady
coronal structure is shown in figure 1. The lower bound-
ary is alike a photosphere/chromosphere, i.e. a stratified
atmosphere at a fixed temperature T = 6000K, close to
hydrostatic equilibrium. The phenomenological heating
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Fig. 1.— Steady-state atmosphere. On the left panel we show the outflow speed v, the sound speed cs and the Alfve´n speed vA. The
middle panel shows the temperature and density profiles and the right panel the balance of heating, radiation and thermal conduction of
equation 6 in units of Fh (negative when dashed).
term Qh heats the atmosphere, up to a maximum tem-
perature around 1.7 MK. The atmosphere thus sustains
a transition region located between 10−3R and 10−2R
above the solar surface. MK temperatures then drive a
wind that becomes supersonic at rc = 3.6R and super-
alfve´nic at rA = 13R.
The heating rate Fh has been chosen to obtain a mass
loss consistent with observations, M˙ = 3× 10−14M/yr.
Its value is somewhat lower that what can be found in
other works, because we neglect the superradial expan-
sion of the flux tube (see Appendix A). The magnetic
field hence decays as 1/r2 and the surface field B = 1.5
G. The base density is n = 1012 cm−3. The wind speed is
around 380 km/s at the edge of the domain. This value
varies only little with the value of Fh chosen, but has
a strong positive dependence on the scale height. The
value of H = 1R is typical of such single flux tube
setup (see Pinto et al. 2009; Grappin et al. 2010), and
can represent various heating sources in the low corona:
acoustic heating and shock dissipation or resistive heat-
ing through reconnection processes such as nanoflares
(Parker 1988). This wind solution is typical of a slow
wind with relatively low speed and mass loss on the up-
per range of the observed values. In the following, we
use this solution as an equilibrium background to prop-
agate Alfve´n waves, which provide an additional source
of heating and momentum to produce a faster wind (see,
e.g., Shoda et al. 2018a, for a specific study on the ter-
minal wind speed and comparison with in-situ data at 1
AU).
3. ALFVE´N WAVE PROPAGATION, REFLECTION
AND PARAMETRIC DECAY
3.1. Monochromatic wave injection
We now inject circularly polarized Alfve´n waves at the
low boundary of the domain. These waves are known to
be hard to dissipate and can be as such seen as the rem-
nants of the dynamic forcing at the photosphere, which
are able to go through the transition region and the lower
corona, as shall be seen further. We define the Elsa¨sser
variables:
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Fig. 2.— Propagation of a circularly polarized Alfve´n wave of
frequency 2 × 10−3 Hz and base amplitude 2 km/s at t = 0.7tA,
before the onset of the parametric decay. In the top panel we
show the azimuthal velocity and magnetic field (through the Alfve´n
velocity) that are in phase opposition. We display the theoretical
WKB envelope in gray. In the bottom panel we see the outwardly
propagating waves z− with no sign of reflected wave z+ outside
the transition region.
z± = v⊥ ± b⊥√
µ0ρ
, (11)
corresponding to fluctuations that propagate parallel
(lower sign, in our case propagating outwards) or an-
tiparallel (upper sign, in our case propagating inwards)
to the background magnetic field, and we impose the out-
wards propagating Alfve´n wave from the lower boundary
as:
z− = 2|δv|(cos(ω0t)eθ + sin(ω0t)eϕ), (12)
where ω0 = 2pif0 is the input pulsation. The amplitude
and frequency are typical of what is observed both in
the photosphere/chromosphere and in the lower corona.
We consider |δv| ∈ [1, 2] km/s and a range of periods
P = 1/f0 ∈ [50, 100, 200, 500, 1000, 10000] seconds. The
pump wave is forced from the inner boundary condition
throughout the simulation.
4In Figure 2, we show the propagation of the Alfve´n
wave inside the computational domain at the Alfve´n
speed. We define
tA =
∫ 20R
R
dr
v + vA
= 18072 s, (13)
the time for Alfve´n waves to cross the computational do-
main. In Figure 2, t = 0.7tA, and the input wave as prop-
agated beyond r = 14R. The amplitude is around 25
km/s at r = 1.5R. In the bottom panel of Figure 2, we
can see a significant z+ component below the transition
region, almost equal in amplitude to z−. This component
is created by reflections on the very sharp gradient of the
Alfve´n speed at the transition region (r−R ≈ 5×10−3,
see Figure 1). We impose a zero gradient boundary con-
dition on reflected incoming waves at the lower bound-
ary ∂z+/∂r = 0, while other quantities are maintained
at their equilibrium value. The transition region acts as
a fully self-consistent inner boundary for the transmitted
waves. Outside the transition region, we see the ampli-
tude of the Alfve´n waves growing with distance accord-
ingly to the Wentzel–Kramers–Brillouin (WKB) theory
(Parker 1965; Belcher 1971, for which we used the base of
the corona as a reference value). A weak z+ inward com-
ponent is necessarily present as a result of the continuous
reflections in the corona, but appears to have a negligible
amplitude (see Tenerani & Velli 2017, for an analytical
derivation with a two-scale approach and Section 3.2 and
4). For the outer boundary we use characteristic bound-
ary conditions to avoid non physical reflections as the
outward waves escape the domain (see the appendix of
Landi et al. 2005).
3.2. Reflections in the transition region
The amount of reflected wave on the steep gradient
of vA at the transition region is a function of frequency.
Defining a proper transmission coefficient in a stratified
atmosphere is non trivial as a reference state with con-
stant Alfve´n speed is in general required (see Velli et al.
1991). We can however use the conservation of wave ac-
tion (Bretherton & Garrett 1968; Jacques 1977) to quan-
tify the wave energy that is able to reach the corona (see
Heinemann & Olbert 1980; Chandran et al. 2015, for a
generalization of this result). We define the wave action
flux
S± =
(v ∓ vA)2
vA
ρr2
|z±|2
8
, (14)
for the forward and inward Alfve´n waves. In the absence
of non linear interactions, the total wave action is con-
served, which means that S−−S+ = constant in steady
state (see e.g. Verdini & Velli 2007). As shown in Figure
2, past the transition region the forward wave amplitude
follows the WKB profile, meaning that S+ is negligible
and S− is constant in the corona.
In Figure 3, we plot the evolution of the outward wave
action flux in the domain for different frequencies. Be-
yond the transition region, S− reaches a plateau, which
defines the transmission coefficient of the forward Alfve´n
waves T . The values are reported in Table 1. Waves are
more and more reflected as their period increases, and T
is below 10% for f0 ≤ 10−3 Hz, around 3% for f0 = 10−4
Hz.
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Fig. 3.— Outward wave action flux at t = 0.1tA for different fre-
quencies and δv = 1km/s. Outside the transition region the wave
action flux is roughly constant which allow to define an transmis-
sion coefficient T , shown with the dashed lines. Signs of parametric
decay start to be visible at the highest frequencies.
TABLE 1
Case parameters and results
f0 (Hz) δv (km/s) T ton (tA) γp (s−1) γth (s−1)
2× 10−2 1.0 0.75 0.73 2.5e-3 4.2e-3
1× 10−2 1.0 0.57 0.81 1.0e-3 3.2e-3
5× 10−3 1.0 0.48 1.32 1.0e-3 1.5e-3
2× 10−3 1.0 0.30 - - -
1× 10−3 1.0 0.09 - - -
1× 10−4 1.0 0.027 - - -
2× 10−2 2.0 0.67 0.14 9.0e-3 1.0e-2
1× 10−2 2.0 0.57 0.27 4.2e-3 5.0e-3
5× 10−3 2.0 0.49 0.57 2.0e-3 3.0e-3
2× 10−3 2.0 0.30 1.37 8.0e-4 8.1e-4
1× 10−3 2.0 0.09 - - -
1× 10−4 2.0 0.027 - - -
Note. — Parameters and characteristics of monochromatic cases:
the transmission coefficient T , the time of the instability onset ton,
the simulation and theoretical growth rates γp, γth.
In Table 1 we see that the transmission coefficient
varies strongly with frequency, but very little with am-
plitude, at least for the parameter range chosen. Many
models have tried to give an analytical estimate for T ,
we review and compare some of them with our results in
Appendix B. One reliable feature in all these models is
that the chromosphere and the transition region behave
as a high pass filter for Alfve´n waves, which is verified
with our simulations. Low frequency waves are strongly
reflected and hardly reach the corona. Hence, their ex-
istence in the solar wind may be an indicator of inverse
cascade processes.
3.3. Parametric decay: resonance and growth rate
We observe the development of parametric decay in a
subset of our simulations. In our model, the plasma beta
parameter, which we define as the squared ratio of the
sound speed over the Alfve´n speed β = c2s/v
2
A, is of the
order 0.1 in the corona and the relative perturbations
δb/B ≈ 0.1. In this regime, Alfve´n waves are known to
be unstable to parametric decay. However, the onset of
the instability on time scales shorter or comparable to the
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Fig. 4.— Profiles of the parametric instability onset phase for f =
5× 10−3 Hz and δv = 2 km/s. Wave packet of density and radial
velocity perturbations form in multiple locations in the domain and
create an inward z+ propagating Alfve´n wave (shown in km/s).
The forward wave has not yet reached the outer boundary of the
domain (t = 0.88tA).
Alfve´n crossing time is a function of the wave frequency
and the wave amplitude in the corona, itself modified by
the frequency dependent transmission through the tran-
sition region. Wind expansion and acceleration also act
to suppress the instability and, for the present parameter
space we find the onset threshold of the instability to be
around f0 = 2× 10−3 Hz. At this frequency, we observe
the onset of the instability for δv = 2 km/s, while the
case δv = 1 km/s remains stable. For all higher frequen-
cies, the instability grows for all base amplitude. For
f0 ≤ 10−3 Hz we only observe weak reflection driven in-
ward waves without non linear interactions for at least
3tA.
In Figure 4, we illustrate a typical case of the paramet-
ric decay instability growth phase. The top panel shows
the forward (z−) and inward (z+) Alfve´n waves. The
pump forward Alfve´n waves is propagating into the com-
putational domain (t = 0.85 tA) and we observe within
the domain density and radial velocity perturbation in
the middle panel and bottom panel respectively with:
δρ =
ρ− ρ0
ρ0
, δv =
v − v0
v0
, (15)
the 0 subscript corresponding to the steady state solu-
tion described in 2.2. It is worth noting that the insta-
bility is triggered in multiple regions at the same time.
Tanaka et al. (2007) have shown similar structure for the
perturbations that were located in one region only. We
observe wave packets of various periods and an inverse
cascade characterized by the longer wavelength modula-
tions. The growth region of density and velocity pertur-
bations can clearly be associated with the creation of an
inward Alfve´n wave and the corresponding decay of the
pump forward waves (see Figure 4, top panel).
To perform a more quantitative characterization of
the instability we rely on the resonance conditions be-
tween the outward propagating mother Alfve´n waves, the
daughter inward Alfve´n wave and outward sound wave.
We must have :
Fig. 5.— Fourier transform of the transverse magnetic field and
the density variation as a function of f and k¯ ≡ k/2pi. The top
panel show the pump Alfve´n mode at k¯ = 7R−1 , f = 10
−2 Hz, and
the reflected Alfve´n wave at k¯ = −5R−1 , f = 3 × 10−3 Hz. The
averaged dispersion relations f = (〈v〉±〈vA〉)k¯ are shown in white.
In the bottom panel the forward sound wave appear clearly along
the curve f = (〈v〉+〈cs〉)k¯ at k¯ = 12R−1 . The resonance condition
for the parametric instability is verified in space and time.
fA,out = fS + fA,in, (16)
and
kA,out = kS + kA,in. (17)
In Figure 5, we illustrate these resonance conditions
for f0 = 10
−2 Hz, δv = 2 km/s, using a 2D discrete
Fourier transform for the growing phase of the instabil-
ity (see Tanaka et al. 2007). In the top panel we show
the (f, k¯ ≡ k/2pi) spectrum of one of the perpendicu-
lar component of the magnetic field. The spectrum is
obtained considering the growth region (here between
1.5R and 7R) and the growth time span (between
0 and 1tA) for this specific case. The power is located
at two main points, the pump forward and the daugh-
ter inward Alfve´n waves at k¯ = 7R−1 , f = 10
−2 Hz
and k¯ = −5R−1 , f = 3 × 10−3 Hz respectively. The
white lines represent the approximate dispersion relation
f = (〈v〉±〈vA〉)k¯, where brackets denote the spatial aver-
age taken over the growth domain of the perturbations.
As can be seen, the pump and resonant modes are in
excellent agreement with the dispersion relation.
Similarly, in the bottom panel of Figure 5, we plot the
(f, k¯) spectrum of the density perturbations δρ1. The
1 The analysis of the radial velocity perturbations yields the
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Fig. 6.— Growth of the acoustic mode associated with the para-
metric instability. Plain lines are for δv = 2 km/s and dot-dashed
lines for δv = 1 km/s. The dashed gray lines fit equation (19) with
A = 10−6 and the values reported in Table 1 for ton and γp.
curve f = (〈v〉+ 〈cs〉)k¯, where
cs =
√
∂p
∂ρ
, (18)
is the effective sound speed, is shown again in white.
The power is concentrated on a forward sound wave at
k¯ = 12R−1 , f = 7 × 10−3 Hz. Here, and in all the cases
reported in Table 1, the resonance conditions are symp-
tomatic of the parametric decay occurring in the simu-
lation. This process is the dominant and first non linear
process breaking the WKB approximation, giving birth
to an inward Alfve´n wave.
We go further in Figure 6, where we show the growth
of the forward acoustic mode for different simulations.
For all unstable cases, the acoustic mode follows an ex-
ponential phase led by a saturation phase. We fit the
exponential phase with the law :
|δρk|2(t) = A exp(2γp(t− ton)), (19)
and report the result in Table 1. The growth rate γp is
an increasing function of the frequency and scales almost
linearly with f0, especially for δv = 2 km/s. We note
also that the growth rate is naturally lower for lower
base amplitudes. The onset time ton follows the opposite
trend, i.e is a decreasing function of the growth rate.
We can compare the value obtained in Table 1, with an-
alytical estimates. We first consider the classical homo-
geneous dispersion relation (Goldstein 1978; Derby 1978)
:
(ω−k)(ω2−b2k2)[(ω+k)2−4] = a2k2(ω3+kω2−3ω+k),
(20)
where a = δb/B and b =
√
β = cs/vA and ω and k
are normalized by the pump frequency and wavenumber.
From Jayanti & Hollweg (1993) we have in the case of
small a an estimate for the maximum growth rate
γmax = ω0
a(1− b)1/2
2b1/2(1 + b)
. (21)
same results.
2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
(r R )/R
10 5
10 4
10 3
10 2
10 1
th
 (s
1 )
f=2.0e-02 Hz
f=1.0e-02 Hz
f=5.0e-03 Hz
f=2.0e-03 Hz
f=1.0e-03 Hz
Fig. 7.— Theoretical estimate of the growth rate for the daugh-
ter sound wave γth for various frequencies and |δv| = 2 km/s. The
dashed line corresponds to the estimate without taking into ac-
count the expansion and acceleration of the wind. For the wind pro-
file considered in this study, the theory gives an unstable f = 10−3
Hz case and a stable f = 10−4 Hz. Our study shows that both are
stable.
where we immediately notice the linear relation between
γest and f0 and the wave amplitude. We note also
that when b > 1, i.e β > 1, the system is stable. In
our steady-state atmosphere the sound speed crosses the
Alfve´n speed beyond 20R and thus all the domain is
potentially unstable to parametric decay.
Following Tenerani & Velli (2013); Shoda et al.
(2018b), we correct this estimate taking into account the
effect of the expansion and of the acceleration of the solar
wind, we define
γth = γmax − γacc − γexp, (22)
where
γacc =
∂
∂r
(vr,0 + cs), (23)
and
γexp = (vr,0 + cs)
∂
∂r
lnA = (vr,0 + cs)
2
r
, (24)
where A is the area of the flux tube, here purely radial.
Figure 7 shows the value of the estimate γth as a func-
tion of the radial distance for various periods. The pro-
file of b = cs/vA is computed using the steady solution
of section 2.2 while δb in a is computed using the WKB
approximation from the value outside the transition re-
gion (see Figure 2). Hence, the transmission coefficient
T is fully taken into account. The value γth reported in
Table 1 is averaged over a sub-domain where the instabil-
ity develops in each simulation, and shown between the
two dots in Figure 7. This sub-domain is also used to
compute the Fourier transform in space and extract the
simulation growth rate γp. We see an overall good agree-
ment between the theoretical values and those obtained
with the simulations, peculiarly for δv = 2km/s. It is
worth noting here that the instability develops further
from the Sun at lower frequencies, increasing the aver-
aged value of the theoretical growth rate estimate2. This
2 The growth rate is an increasing function of the distance from
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Fig. 8.— Power spectrum (in arbitrary units) of the pump for-
ward wave, whose phase in given by equation (25). Here we chose
f0 = 2 × 10−3 Hz. The spectral slope lies between f0 and f−2
depending on the value of ε.
effect seems to compensate the smaller transmission co-
efficient for lower frequency waves, and allow to conserve
the linear relationship between γp and f0 (see equation
(21)) for δv = 2km/s.
Our estimation of the effect of the expansion and accel-
eration of the solar wind is independent of the frequency
and amplitude and lower f0 and δv are more sensitive to
these effects. This could explain the lower growth rate
we obtain for δv = 1 km/s compared to the maximum
theoretical estimate. Also, the theory gives a positive
value for γth when f0 = 10
−3 Hz, while we found this
case to be stable in our simulations for all amplitudes.
More theoretical developments, beyond the linear anal-
ysis resulting in equation (22), might be necessary to
accurately describe the transition to stability.
4. WEAKLY NON MONOCHROMATIC AND
BROADBAND SPECTRA
We further consider small and large deviations to the
monochromatic wave injection. We use a similar formu-
lation to the one introduced in Malara & Velli (1996) and
Tenerani & Velli (2013). The phase of the injected wave
is given by:
φ(f0, t) = 2pif0t+ ε
N∑
n=2
n−α cos(2pinf0t+ φn), (25)
where φn ∈ [0, 2pi] is a random phase and ε controls
the deviation from a monochromatic wave. N = 512
typically sets the width of the spectrum, here about 3
decades above the fundamental frequency f0. From equa-
tion (25), it can be seen that the average of φ(f0, t) re-
mains at the fundamental frequency. The spectral slope
of the wave created is a decreasing function of α, al-
though the precise value depends on the properties of
the random numbers φn and of ε (see Malara & Velli
1996). Only playing with the phase allows to maintain
the circular polarization of the pump Alfve´n wave.
Figure 8 shows typical spectra of the pump wave at the
base of the domain with ε ∈ [0, 0.1, 0.5, 1.0] (with ε = 0
the Sun as can be seen in Figure 7.
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Fig. 9.— Growth of the unstable acoustic modes for ε = 0, 0.1, 0.5
and f0 = 5 × 10−3 Hz (green variations), f0 = 2 × 10−3 Hz (red
variations). Here δv = 2 km/s. The growing non monochromatic
parameter has no significant influence for the well established un-
stable case (green), while it somewhat enhances the growth of the
instability for threshold frequencies (red), thanks to higher fre-
quency forcing.
corresponding to the monochromatic case), f0 = 2×10−3
Hz, α = 1. As we depart from monochromatic waves
the power spectrum becomes flatter and flatter and the
power in the fundamental frequency f0 diminishes. For
ε > 0.1 the power spectrum of input perturbation is well
developed with a slope close to 1/f .
In this section, we consider α = 1 and two frequencies,
one for which the instability is clearly well developed
in the monochromatic case f0 = 5 × 10−3 Hz, and the
second being near the threshold of the onset f0 = 2×10−3
Hz (we have seen that the system is decaying for δv =
2 km/s but not in the case of δv = 1 km/s when the
wave is monochromatic). In Figure 9, we plot the growth
rate of the unstable acoustic mode for ε = 0, 0.1, 0.5 for
those two cases (one can verify that cases with ε = 0
correspond with Figure 6).
The greenish curves represent the first case. When
ε increases, the instability still onsets and develops at
roughly the same time. However the growth rate is
slightly smaller for larger ε. This result has been first
obtained in Malara & Velli (1996), where it is shown that
the difference between the growth rate of the monochro-
matic and the one with the phase formulation (25) is a
positive value, O(ε2). Hence, for high frequency aver-
age forcing, the parametric instability is only marginally
affected by a non monochromatic input.
When ε > 0, higher frequency forward Alfve´n waves
coexist in the simulation and can trigger the instability.
For a weakly non monochromatic input (ε = 0.1, orange
curve), the first growing acoustic mode is the same as
the monochromatic case. The instability shows a first
slow growth phase that is triggered slightly before the
monochromatic exponential growth. As shown in Malara
et al. (2000), this first phase can be explained by dissi-
pation, here due to the numerical scheme. The acous-
tic mode then experiences a exponential growth with a
rate similar to the monochromatic cases but with higher
levels of saturation. For larger deviations (ε = 0.5, yel-
low curve), it is a higher frequency wave (f ∼ 2f0) that
first launches the instability, before the onset time of the
8monochromatic case. The growth rate is at first higher
than in the monochromatic case and eventually reaches a
similar level. Hence, we see that in all our cases, a broad-
band input spectrum does not prevent the instability to
develop and for some cases near the stability threshold,
it can accelerate the onset and enhance the growth rate.
Nevertheless, we find that the monochromatic study is
a good proxy to characterize the presence of the para-
metric decay. Although we observe small density per-
turbations for the case ε = 0.1, f0 = 2 × 10−3 Hz and
δv = 1km/s, they are not enough to trigger an expo-
nential phase and do not yield inward Alfve´n daughter
waves. For lower frequencies, the instability is suppressed
and the threshold for the instability onset remains un-
changed when ε > 0.
5. NON LINEAR EVOLUTION: FORWARD AND
INVERSE CASCADE
As noted in section 3, the parametric decay is able
to provide an inverse cascade from the pump waves fre-
quency to lower ones. In this section, we take a closer
look at the effect of the onset of the parametric instabil-
ity on the power spectrum of the solar wind. We plot in
Figure 10, the power spectrum at 10R, of the forward
z− and inward z+ component of Alfve´nic perturbations
for three different frequencies. The spectra have been
computed over a time range of 3tA, letting time for non
linear interactions to evolve. The monochromatic case is
shown in plain blue while a similar case with ε = 0.1 is
shown in faint yellow.
We first discuss the monochromatic cases (ε = 0, blue
curves). In the left panel, the instability has not de-
veloped. The forward wave (z−, top panel) spectrum is
essentially a single peak at the input frequency. The bot-
tom panel confirms that a small amplitude inward wave
is created by continuous reflections as an order one pro-
cess (with a small parameter  = dvA/dr/ω0 ∼ 5× 10−3,
see Velli et al. 1989; Tenerani & Velli 2017). The inward
wave (z+) maximum peak at f0 = 10
−3 Hz is more than
4 orders of magnitude smaller than for the two other
input frequencies shown in the middle and right panel,
where the parametric decay has been triggered. We can
thus say that, at least for this range of frequencies where
reflections are weak in the corona (Velli et al. 1991), the
parametric instability is a much more efficient process to
create a significant inward component.
On the middle and right panel, with input frequencies
unstable to PDI, we observe the forward and inverse cas-
cade process occurring for z+. It is striking to see that
the maxima of the inward Alfve´n waves are well below the
input frequency, namely at 1.9× 10−4 Hz and 1.6× 10−4
Hz for f0 = 5 × 10−3 Hz, f0 = 10−2 Hz respectively.
The non-linear interaction between z+ and z− is visible
through the resonant peaks beyond the input frequency
(particularly in the middle panel). The spectral slopes of
the inward component are very close to a f−2 law, con-
sistent with what has been predicted in the theoretical
work of Chandran (2018).
Consequently, low frequencies are recovered in the for-
ward wave spectra (upper panels) with comparable power
to the one found at the input frequency, which remain
the first maximum. For f0 = 5 × 10−3 Hz, the sec-
ondary maximum of the z− spectrum is around 2×10−4
Hz, while for f0 = 10
−2 Hz, the secondary maximum
is around 3 × 10−3 Hz. The inverse cascade is however
covering a broad range of frequencies and with an input
period of 100 seconds, we excite periods up to 30 min-
utes, while with an input period of 200 seconds the in-
verse cascade significantly excites periods up to 3 hours.
We notice a consequent change of slope that is occurring
at the input frequencies or, in other words, at the limit
between the forward and the inverse cascade. We fitted
the forward cascade spectral slopes for the two unstable
cases and found spectral indices of −2.2 and −2.3 for the
middle and right panel respectively. They are close to
f−2 as shown in Figure 10.
When ε = 0.1, i.e for a weakly non monochromatic
input, the spectral slopes of the forward cascade of the
forward wave (z−) are enhanced with indices of −1.5 and
−1.8 for the middle and right panels respectively. This is
very likely coming from the input signal as shown in Fig-
ure 8. However, the dynamics created by the parametric
instability, namely the creation of the inward wave and
the inverse cascade remain globally unchanged.
6. DISCUSSION
In this study, we have shown that the parametric de-
cay instability is triggered in the low corona (1− 20R)
when high frequency (≥ 2 × 10−3 Hz) Alfve´n waves are
launched from the photosphere. These waves, which do
not have to be monochromatic, but only to have a signif-
icant power at high frequency, are then able to generate
low frequency (∼ hour long) perturbations in the solar
atmosphere through an inverse cascade process. This
mechanism may be the reason for the presence of hour
long periods in the solar wind perturbation spectrum.
We show indeed that these low frequencies are strongly
reflected at the transition region.
The precise values of the transmission coefficient and of
the frequency stability threshold can certainly vary with
the adopted background solar wind model. Specifically,
the addition of coronal superradial expansion would am-
plify the wave amplitude and possibly displace (to lower
values) the stability frequency limit, here at 2 × 10−3
Hz). Also, the exponential heating prescription, which
shapes the Alfve´n speed profile at the transition region,
is an external source and is consequently not fully self-
consistent.
The model of Shoda et al. (2018b) includes a coro-
nal superradial expansion (ftot = 10) and turbulence in-
duced heating. They find the parametric instability to
onset at a similar -although lower- threshold (10−3 Hz).
This slight difference may be explained by our modeling
of the transition region that significantly reflects low fre-
quency modes near 10−3 Hz and makes their amplitude
in the corona too low to trigger the instability and/or the
expansion accounted for in their model. Nevertheless,
both studies show that several hundreds of seconds pe-
riods, i.e. typical frequencies of observed chromospheric
Alfve´n waves, will very likely trigger the decay despite
the expansion and the acceleration of the solar wind.
Another, perhaps more critical, limit of our model is
the flux tube approximation that implies a purely par-
allel Alfve´n wave propagation. The study of Similon
& Zargham (1992), using an axisymmetric equilibrium
model, has shown that a very large value of the expansion
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Fig. 10.— Power spectrum of z−θ and z
+
θ at 10R (arbitrary units). The left, middle and right panel correspond to frequencies f0 = 10
−3
Hz, 5 × 10−3 Hz and 10−2 Hz respectively (shown by the black dashed lines). The faint yellow curves use a weakly non monochromatic
pump wave (ε = 0.1). In both cases, the inverse cascade is clear for f > 10−3 Hz, where the parametric instability develops. The left panel
gives a reference of a stable pump wave with a weak reflection driven inward component. Gray areas represent the superposition of blue
and yellow curves.
factor (ftot = 400), associated to the expansion from the
intergranular network, could smooth the Alfve´n speed
profile to obtain a more or less flat transmission coeffi-
cient profile. More realistic configurations, where open
regions emerge from complex and multipolar magnetic
structure, could also strongly enhance the dissipation
and affect the propagation of waves, through phase mix-
ing for instance (Heyvaerts & Priest 1983; Pucci et al.
2014). Multidimensional simulations are needed to un-
derstand the contributions of all these effects (see e.g.,
Matsumoto & Suzuki 2012) and are considered as a fol-
low up of this paper.
Although the spectra shown in Figure 10 are the result
of the non linear evolution of the system, it is important
to stress that PDI creates an inward Alfve´n wave much
more efficiently than reflection, which is very small, at
high frequency. The PDI seems also necessary for the
onset of the inverse cascade. These results suggest that
the generation of solar wind turbulence is made in-situ
in the low corona and that this process must be com-
pressible. Sign of strong density perturbations have been
recently observed in the very low corona by Hahn et al.
(2018), where they are identified as possible indicators of
the parametric instability. Chandran (2018) has shown
that the PDI can be responsible for the 1/f slope of the
fast wind perturbation spectrum, in a model that damps
acoustic perturbation immediately. So far, observations
have shown that down to 0.3 AU, the density pertur-
bations are very weak in the fast wind (as well as the
inward component), although signs of local parametric
decay have been inferred from statistical study of the
solar wind at 1 AU (Bowen et al. 2018). In our simu-
lations, when a pseudo steady state is reached after the
onset of parametric decay, we observe density perturba-
tions δρ going from 0.5 to 0.1 when moving outward from
5 to 20R, showing that they are already damped within
the MHD framework, likely through shock dissipation.
Moreover, as we go further out and that the plasma be-
comes less and less collisional, kinetic processes such as
Landau damping will help make vanish density pertur-
bations.
Parametric instability also destroys the Alfve´nic cor-
relation of the outward mode. If parametric instabil-
ity is actually occurring in the low corona, then some
other process acts to create or recreate this correlation
in the expanding wind. This will be directly tested in-
situ by Parker Solar Probe, whose orbit will go down to
9.8R while continuously measuring plasma parameters
and electromagnetic fields.
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APPENDIX
A. MINIMUM POYNTING FLUX FOR AN EXPANDING WIND
Considering a single flux tube allows to make an energy budget between arbitrary surfaces crossed by this flux tube
(see e.g. Suzuki 2006). From the total energy conservation equation we have in steady state:
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Fig. 11.— Alfve´n speed profiles given by the bi-exponential approximation of Leroy (1981) for different values of H2 (left panel). The
black line is the steady profile of our study. The corresponding transmission coefficient T is shown on the right panel. T is computed at
the end of the transition region hence does not depend on H2. The asymptotic value for high frequencies is shown in dashed black. Values
from our simulations are scattered in black (see Table 1)
∇ ·
[
ρv(1/2v2 +
c2s
γ − 1 −
GM
r
) + Fh + Fc
]
+Qr = 0, (A1)
where ∇ · Fh = −Qh and ∇ · Fc = Qc are the Poynting and the thermal conduction flux. Considering A0 a surface
at the photosphere where we neglect everything but the Poynting flux and the gravity potential, and a surface A1 at
where we neglect everything but the kinetic bulk energy of the wind, we are left with:
FhA0 − ρ0v0A0GM
R
= A1ρ1v1
1
2
v21 +
∫ A1
A0
QrdV (A2)
For the wind to escape we must have v1 ∼ vesc =
√
2GM/R. Using mass conservation and given that Qr ≥ 0 we
have
Fh ≥ A1
A0
ρ1v
3
esc = ftot
(
r1
r0
)2
ρ1v
3
esc. (A3)
We see that the minimum Poynting flux is linearly related to the total expansion factor ftot. For typical values solar
wind parameters at earth orbit, and ftot ≈ 10 (see e.g. Pinto et al. 2016; Re´ville & Brun 2017), the minimum Poynting
flux is around 106 erg.cm−2.s−1. In this study, where ftot = 1, the Poynting flux should be above 105 erg.cm−2.s−1.
Computing a posteriori the radiative losses in our steady-state solution, we find that they account for about 1/3 of
the input flux. The value we chose for our simulations Fh = 1.5 × 105 erg.cm−2.s−1 is thus fully coherent with this
analysis.
B. ANALYTICAL COMPUTATIONS OF THE TRANSMISSION COEFFICIENT THROUGH THE
TRANSITION REGION
In this appendix, we discuss some models of the transmission coefficient through the transition region. We rely
mostly on the model of Leroy (1981). In this model, the lower layers of the solar atmosphere are described using a
bi-exponential profile of the density corresponding to two stratified isothermal regions at T1 and T2 and a transition
region at a height h. Two characteristic scale heights, H1 and H2, are defined for each isothermal layer.
The height of the transition region and the first scale height H1 can be easily constrained to model our chromosphere,
the density being very close to a hydrostatic equilibrium profile at T1 = 6000 K before the transition region. In Figure
11, we show the profile of the Alfve´n speed of our simulations, and several analytical profiles for increasing values of
H2. It is clear that the second exponential cannot be a reasonable approximation for the solar corona, even for very
small distance beyond the transition region. This is key to what follows.
Hollweg (1972, 1978) has first discussed the problem of the transmission of Alfve´n waves into the corona through a
sharp transition region. He found peaks of transmitted power for ”resonant” frequencies. Following the work of (Leroy
1981), which displayed similar resonances, a debate rose to determine whether these were due to the exponential profiles
or to the discontinuity at the transition region. In Figure 11, we show the values of T obtained with our simulations.
There are little reasons to believe that these values do not follow a somewhat continuous, smooth profile. The blue
profile of the left panel shows a solution of the model of Leroy (1981), obtained nonetheless with some subtleties. By
computing this coefficient at the top of the transition region, we do not take into account the second scale height but
11
only the density jump at the transition region (∝ T1/T2, where T2 = 60000 K). The transmission profile is considerably
smoothed compared to the results displayed in Leroy (1981) where T was computed at a height of 3R. This profile
fit fairly well the values we obtain in the simulations.
This indicates that a large part of the resonances are due to the exponential profiles used to model the corona in
both Hollweg (1978) and Leroy (1981). Moreover, as shown in Figure 2 and 3, the inward Alfve´n wave is negligible
before the onset of the parametric decay instability. This is equivalent to say that the corona is at least for some time
a transparent medium for Alfve´n waves. The blue profile in Figure 11 keeps however some oscillatory features that
are likely related to the discontinuity in scale heights (or derivative) of the density profile of the model, as shown by
Velli (1993).
Resonant peaks are thus probably pure artifacts of the analytical models. The general behavior that remains is that
low frequencies (< 10−3 Hz) are strongly reflected, even more so than what is predicted by the model of Leroy (1981),
which loses some validity for long periods (see the numerical solutions of Similon & Zargham 1992; Verdini & Velli
2007). Hence, the argument of Hollweg (1978) that hour long Alfve´n waves are transmitted through resonances seems
unlikely and the most reliable feature of the transition region is to be a high pass filter when a significant gradient
of Alfve´n speed is present. However, in the presence of very large expansion around the transition region, which acts
to smooth the Alfve´n speed, the transmission coefficient could loose this property and yield a flat profile around 30%
(Similon & Zargham 1992).
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