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Abstract—The paper addresses a sequential changepoint
detection problem for a general stochastic model, assuming
that the observed data may be non-i.i.d. (i.e., dependent
and non-identically distributed) and the prior distribution
of the change point is arbitrary. Tartakovsky and Veeravalli
(2005), Baron and Tartakovsky (2006), and, more recently,
Tartakovsky (2017) developed a general asymptotic theory
of changepoint detection for non-i.i.d. stochastic models,
assuming the certain stability of the log-likelihood ratio
process, in the case of simple hypotheses when both pre-
change and post-change models are completely specified.
However, in most applications, the post-change distribution
is not completely known. In the present paper, we general-
ize previous results to the case of parametric uncertainty,
assuming the parameter of the post-change distribution
is unknown. We introduce two detection rules based on
mixtures – the Mixture Shiryaev rule and the Mixture
Shiryaev–Roberts rule – and study their asymptotic prop-
erties in the Bayesian context. In particular, we provide
sufficient conditions under which these rules are first-order
asymptotically optimal, minimizing moments of the delay
to detection as the probability of false alarm approaches
zero.
Index Terms—Asymptotic Optimality; Changepoint
Problems; Expected Detection Delay; General Stochastic
Models; Hidden Markov Models; Moments of the Delay to
Detection; r-Complete Convergence.
I. INTRODUCTION
SUppose X1, X2, . . . are random variables observedsequentially, which may change statistical properties
at an unknown point in time ν ∈ {0, 1, 2, . . . }, so that
X1, . . . , Xν are generated by one stochastic model and
Xν+1, Xν+2, . . . by another model. The value of the
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change point ν is unknown and the fact of change must
be detected as soon as possible controlling for a risk
associated with false detections.
More specifically, let Xn = (X1, . . . , Xn) denote a
sample of size n and let {fθ,n(Xn|Xn−1)}n>1 be a
sequence of conditional densities of Xn given Xn−1. If
ν =∞, i.e., there is no change, then the parameter θ is
equal to θ0, so that fθ,n(Xn|Xn−1) = fθ0,n(Xn|Xn−1)
for all n > 1. If ν = k < ∞, then θ = θ1 6= θ0, so
that fθ,n(Xn|Xn−1) = fθ0,n(Xn|Xn−1) for n 6 k and
fθ,n(Xn|Xn−1) = fθ1,n(Xn|Xn−1) for n > k.
A sequential detection rule is a stopping time T with
respect to an observed sequence {Xn}n>1. That is,
T is an integer-valued random variable, such that the
event {T = n}, which denotes stopping and taking an
action after observing the sample Xn, belongs to the
sigma-algebra Fn = σ(Xn) generated by observations
X1, . . . , Xn. A false alarm is raised when the detection
is declared before the change occurs, T 6 ν. The goal of
the quickest changepoint detection problem is to develop
a detection rule that stops as soon as possible after the
real change occurs under a given risk of false alarms.
In early stages, the work focused on the i.i.d. case
where fθ,n(Xn|Xn−1) = fθ(Xn), i.e., when the obser-
vations are independent and identically distributed (i.i.d.)
according to a distribution with density fθ0(Xn) in the
pre-change mode and with density fθ1(Xn) in the post-
change mode. In the early 1960s, Shiryaev [1] developed
a Bayesian sequential changepoint detection theory when
θ1 is known. This theory implies that the detection
procedure based on thresholding the posterior probability
of the change being active before the current time is
strictly optimal, minimizing the expected delay to de-
tection in the class of procedures with a given weighted
probability of false alarm if the prior distribution of the
change point is geometric. At the beginning of the 1970s,
Lorden [2] showed that Page’s CUSUM procedure [3] is
first-order asymptotically optimal in a minimax sense,
minimizing the maximal expected delay to detection in
the class of procedures with the prescribed average run
length to false alarm (ARL2FA) as ARL2FA approaches
infinity. In the mid-1980s, Moustakides [4] established
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exact minimaxity of the CUSUM procedure for any
value of the ARL2FA. Pollak [5] suggested modifying
the conventional Shiryaev–Roberts statistic (see [1], [6],
[7]) by randomizing the initial condition to make it an
equalizer. His version of the Shiryaev–Roberts statistic
starts from a random point sampled from the quasi-
stationary distribution of the Shiryaev–Roberts statistic.
He proved that, for a large ARL2FA, this randomized
procedure is asymptotically third-order minimax within
an additive vanishing term. The articles [8], [9] indicate
that the Shiryaev–Roberts–Pollak procedure is not ex-
actly minimax for all values of the ARL2FA by showing
that a generalized Shiryaev–Roberts procedure that starts
from a specially designed deterministic point performs
slightly better. Shiryaev [1], [6] was the first who estab-
lished exact optimality of the Shiryaev–Roberts detection
procedure in the problem of detecting changes occurring
at a far time horizon after many re-runs among multi-
cyclic procedures with the prescribed mean time between
false alarms for detecting a change in the drift of the
Brownian motion. Pollak and Tartakovsky [10] extended
Shiryaev’s result to the discrete-time i.i.d. (not necessar-
ily Gaussian) case. Third-order asymptotic optimality of
generalized Shiryaev–Roberts procedures with random
and deterministic head-starts was established in [11].
Another trend related to evaluation of performance of
CUSUM and EWMA detection procedures was initiated
by the SPC (statistical process control) community (see,
e.g., [12]–[22]).
In many practical applications, the i.i.d. assumption
is too restrictive. The observations may be either non-
identically distributed or correlated or both, i.e., non-
i.i.d. Lai [23] generalized Lorden’s asymptotic theory [2]
for the general non-i.i.d. case establishing asymptotic
optimality of the CUSUM procedure under very general
conditions in the point-wise, minimax, and Bayesian
settings. He also suggested a window-limited version
of the CUSUM procedure, which is computationally
less demanding than a conventional CUSUM, but still
preserves asymptotic optimality properties. Tartakovsky
and Veeravalli [24], Baron and Tartakovsky [25], and
Tartakovsky [26] generalized Shiryaev’s Bayesian theory
for the general non-i.i.d. case and for a wide class
of prior distributions. In particular, it was proved that
the Shiryaev detection rule is asymptotically optimal
– it minimizes not only the expected delay to detec-
tion but also higher moments of the detection delay
as the weighted probability of a false alarm vanishes.
Fuh and Tartakovsky [27] specified the results in [24],
[26] for finite-state hidden Markov models (HMM),
finding sufficient conditions under which the Shiryaev
and Shiryaev–Roberts rules are first-order asymptotically
optimal, assuming that both pre-change and post-change
distributions are completely specified, i.e., the post-
change parameter θ1 is known. Fuh [28] proved first-
order asymptotic minimaxity of the CUSUM procedure
as the ARL2FA goes to infinity. Pergamenchtchikov and
Tartakovsky [29] established point-wise and minimax
asymptotic optimality properties of the Shiryaev–Roberts
rule for the general non-i.i.d. stochastic model in the
class of rules with the prescribed local conditional prob-
ability of false alarm (in the given time interval) as well
as presented sufficient conditions for ergodic Markov
processes.
In a variety of applications, however, a pre-change
distribution is known but the post-change distribution
is rarely known completely. A more realistic situation
is parametric uncertainty when the parameter θ of the
post-change distribution is unknown since a putative
value of θ is rarely representative. When the post-
change parameter is unknown, so that the post-change
hypothesis “Hϑk : ν = k, θ = ϑ”, ϑ ∈ Θ is composite,
and it is desirable to detect quickly a change in a broad
range of possible values, the natural modification of the
CUSUM, Shiryaev and Shiryaev–Roberts procedures is
based either on maximizing over ϑ or weighting over a
mixing measure W (ϑ) the corresponding statistics tuned
to θ = ϑ. The maximization leads to the generalized
likelihood ratio (GLR)-based procedures and weighting
to mixtures. Lorden [2] was the first established first-
order asymptotic minimaxity of the GLR-CUSUM pro-
cedure for the i.i.d. exponential families as the ARL2FA
goes to infinity (see also Dragalin [30] for refined
results). Siegmund and Yakir [31] established third-
order asymptotic minimaxity of the randomized mixture
Shiryaev–Roberts–Pollak procedure for the exponential
family with respect to the maximal Kullback–Leibler in-
formation. Lai [23] established point-wise and minimax
asymptotic optimality of the window-limited mixture
CUSUM and GLR-CUSUM procedures for general non-
i.i.d. models. Further detailed overview and references
can be found in the monographs [32], [33].
A variety of applications where sequential change-
point detection is important are discussed, e.g., in [17],
[32]–[49].
In this paper, we generalize the asymptotic Bayesian
theory, developed in [24], [26] for a simple post-change
hypothesis, to the more important and typical case of the
composite post-change hypothesis where the post-change
parameter is unknown. We assume that the observations
can have a very general structure, i.e., can be dependent
and non-identically distributed. The key assumption in
the general asymptotic theory is a stability property of
the log-likelihood ratio process between the “change”
and “no-change” hypotheses, which can be formulated
in terms of a Law of Large Numbers and rates of
convergence, e.g., as the r-complete convergence of the
properly normalized log-likelihood ratio and its adaptive
TARTAKOVSKY: DETECTING CHANGES IN GENERAL STOCHASTIC MODELS 3
version in the vicinity of the true parameter value.
The rest of the paper is organized as follows. In
Section II, we introduce the mixture Shiryaev and the
mixture Shiryaev–Roberts rules. In Section III, we for-
mulate the asymptotic optimization problems in the class
of changepoint detection procedures with the constraint
imposed on the weighted probability of false alarm,
which we address in the following sections. In Sec-
tion IV, we establish the first-order asymptotic optimality
of the mixture Shiryaev rule and, in Section V, we
study the performance of the mixture Shiryaev–Roberts
rule as the weighted probability of false alarm goes
to zero. In Section VI, we prove asymptotic optimality
of the mixture Shiryaev and mixture Shiryaev–Roberts
rules in a purely Bayesian setup when the cost of delay
in change detection approaches zero. In Section VII,
we use several examples to illustrate general results.
Section VIII concludes.
II. THE SHIRYAEV AND SHIRYAEV–ROBERTS
MIXTURE RULES
Let P∞ denote the probability measure corresponding
to the sequence of observations {Xn}n>1 when there
is never a change (ν = ∞) and, for k = 0, 1, . . .
and ϑ ∈ Θ, let Pk,ϑ denote the measure corresponding
to the sequence {Xn}n>1 when ν = k < ∞ and
θ = ϑ (i.e., Xν+1 is the first post-change observation),
where θ ∈ Θ is a parameter (possibly multidimensional).
Further, let pk,ϑ(Xn) = p(Xn|ν = k, θ = ϑ) denote
a joint density of the sample Xn = (X1, . . . , Xn),
i.e., density of the restriction P(n)k,ϑ of the measure
Pk,ϑ to the sigma-algebra Fn = σ(Xn) with re-
spect to a non-degenerate sigma-finite measure. Let
{gn(Xn|Xn−1)}n>1 and {fθ,n(Xn|Xn−1)}n>1 be two
sequences of conditional densities of Xn given Xn−1.
With this notation, the general non-i.i.d. changepoint
model, which we are interested in, can be written as
pν,θ(X
n) = p∞(Xn) =
n∏
i=1
gi(Xi|Xi−1) for ν > n,
pν,θ(X
n) =
ν∏
i=1
gi(Xi|Xi−1)×
n∏
i=ν+1
fθ,i(Xi|Xi−1)
for ν < n.
(1)
Therefore, gn(Xn|Xn−1) and fθ,n(Xn|Xn−1) are the
pre-change and post-change conditional densities. Note
that the post-change densities may depend on the change
point ν, i.e., fθ,n(Xn|Xn−1) = f (ν)θ,n(Xn|Xn−1) for n >
ν. We omit the superscript ν for brevity. While often the
pre-change density gn belongs to the same parametric
family as the post-change one fθ,n, i.e., gn = fθ0,n for
some known value θ0, this is not necessarily the case,
so that we consider a more general scenario.
Let Ek,ϑ and E∞ denote expectations under Pk,ϑ and
P∞, respectively.
The likelihood ratio (LR) of the hypothesis “Hϑk :
ν = k, θ = ϑ” that the change occurs at ν = k
with the post-change parameter θ = ϑ against the no-
change hypothesis “H∞ : ν = ∞” based on the sample
Xn = (X1, . . . , Xn) is given by the product
LRk,n(ϑ) =
n∏
i=k+1
fϑ,i(Xi|Xi−1)
gi(Xi|Xi−1) , n > k
and we set LRk,n(ϑ) = 1 for n 6 k.
Assume that the change point ν is a random variable
independent of the observations with prior distribution
pik = P(ν = k), k = 0, 1, 2, . . . with pik > 0 for
k ∈ {0, 1, 2, . . . } = Z+. We will also assume that a
change point may take negative values, which means that
the change has occurred by the time the observations
became available. However, the detailed structure of
the distribution P(ν = k) for k = −1,−2, . . . is not
important. The only value which matters is the total
probability q = P(ν 6 −1) of the change being in effect
before the observations become available.
Let Ln(ϑ) = fϑ,n(Xn|Xn−1)/gn(Xi|Xn−1). In [24],
[26] for detecting a change from {gn(Xn|Xn−1)} to
{fϑ,n(Xn|Xn−1)} it was proposed to use the Shiryaev
statistic
Sn(ϑ) =
1
P(ν > n)
(
q
n∏
i=1
Li(ϑ) +
n−1∑
k=0
pik
n∏
i=k+1
Li(ϑ)
)
,
n > 1, S0(ϑ) = q/(1− q),
(2)
where
∏s
i=j Li = 1 for s < j.
When the value of the parameter is unknown there
are two conventional approaches to overcome uncer-
tainty – either to maximize or average over ϑ. The
second approach is usually referred to as Mixtures. To
be more specific, introduce a mixing measure W (θ),∫
Θ
dW(θ) = 1, which can be interpreted as a prior
distribution if needed. Define the average (mixed) LR
ΛWk,n =
∫
Θ
LRk,n(ϑ) dW (ϑ), k < n (3)
and the statistic
SWn =
∫
Θ
Sn(ϑ) dW (ϑ)
=
1
P(ν > n)
(
qΛW0,n +
n−1∑
k=0
pikΛ
W
k,n
)
,
n > 1, SW0 = q/(1− q),
(4)
where Sn(ϑ) is the Shiryaev statistic tuned to the pa-
rameter θ = ϑ defined in (2). We will call this statistic
the Mixture Shiryaev (MS) statistic.
4 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , 2018 (ACCEPTED)
In the sequel, we study the MS detection rule that
stops and raises an alarm as soon as the statistic SWn
reaches a positive level A, i.e., the MS rule is nothing
but the stopping time
TA = inf
{
n > 1 : SWn > A
}
, (5)
where A > 0 is a threshold controlling for the false
alarm risk. In definitions of stopping times we always
set inf{∅} =∞.
Another popular statistic for detecting a change from
{gn(Xn|Xn−1)} to {fϑ,n(Xn|Xn−1)}, which has cer-
tain optimality properties [9]–[11], [33], is the general-
ized Shiryaev–Roberts (SR) statistic
Rn(ϑ) = ωLR0,n(ϑ) +
n−1∑
k=0
LRk,n(ϑ)
= ω
n∏
i=1
Li(ϑ) +
n∑
k=1
n∏
i=k
Li(ϑ), n > 1
(6)
with a non-negative head-start R0(ϑ) = ω, ω > 0.
The mixture counterpart, which we will refer to as the
Mixture Shiryaev–Roberts (MSR) statistic, is
RWn =
∫
Θ
Rn(ϑ) dW (ϑ),
= ωΛW0,n +
n−1∑
k=0
ΛWk,n, n > 1, RW0 = ω,
(7)
and the corresponding MSR detection rule is given by
the stopping time
T˜A = inf
{
n > 1 : RWn > A
}
, (8)
where A > 0 is a threshold controlling for the false
alarm risk.
In Section IV, we show that the MS detection rule
TA is first-order asymptotically optimal, minimizing
moments of the stopping time distribution for the low
risk of false alarms under very general conditions. In
Section V, we establish asymptotic properties of the
MSR rule, showing that it is also asymptotically optimal
when the prior distribution becomes asymptotically flat,
but not in general.
III. ASYMPTOTIC PROBLEMS
Let Ppiθ (A × K) =
∑
k∈K pikPk,θ (A) denote the
“weighted” probability measure and Epiθ the correspond-
ing expectation.
For r > 1, ν = k ∈ Z+, and θ ∈ Θ, introduce the
risk associated with the conditional r-th moment of the
detection delay
Rrk,θ(T ) = Ek,θ [(T − k)r |T > k] . (9)
In a Bayesian setting, the average risk associated with
the moments of delay to detection is
R¯rpi,θ(T ) := Epiθ [(T − ν)r|T > ν]
=
∞∑
k=0
pikRrk,θ(T )P∞(T > k)
1− PFA(T ) ,
(10)
where
PFA(T ) = Ppiθ (T 6 ν) =
∞∑
k=0
pikP∞(T 6 k) (11)
is the weighted probability of false alarm (PFA) that
corresponds to the risk associated with a false alarm.
Note that in (10) and (11) we used the fact that Pk,θ(T 6
k) = P∞(T 6 k) since the event {T 6 k} depends on
the observations X1, . . . Xk generated by the pre-change
probability measure P∞ since by our convention Xk is
the last pre-change observation if ν = k.
In Section IV, we are interested in the Bayesian
optimization problem
inf
{T :PFA(T )6α}
R¯rpi,θ(T ) for all θ ∈ Θ. (12)
However, in general this problem is not manageable for
every value of the PFA α ∈ (0, 1). So we will focus
on the asymptotic problem assuming that the PFA α
approaches zero. Specifically, we will be interested in
proving that the MS rule is first-order asymptotically
optimal, i.e.,
lim
α→0
infT∈C(α,pi) R¯rpi,θ(T )
R¯rpi,θ(TA)
= 1 for all θ ∈ Θ, (13)
where C(α, pi) = {T : PFA(T ) 6 α} is the class of
detection rules for which the PFA does not exceed a
prescribed number α ∈ (0, 1). In addition, we will prove
that the MS rule is uniformly first-order asymptotically
optimal in a sense of minimizing the conditional risk (9)
for all change point values ν = k ∈ Z+, i.e.,
lim
α→0
infT∈C(α,pi)Rrk,θ(T )
Rrk,θ(TA)
= 1
for all θ ∈ Θ and all k ∈ Z+.
(14)
In Section VI, we consider a “purely” Bayes problem
with the average (integrated) risk, which is the sum of
the PFA and the cost of delay proportional to the r-th
moment of the detection delay and prove that the MS
rule is asymptotically optimal when the cost of delay to
detection approaches 0.
Asymptotic properties of the MSR rule T˜A will be
also established.
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For a fixed θ ∈ Θ, introduce the log-likelihood ratio
(LLR) process {λk,n(θ)}n>k+1 between the hypotheses
Hk,θ (k = 0, 1, . . . ) and H∞:
λk,n(θ) =
n∑
j=k+1
log
fθ,j(Xj |Xj−1)
gj(Xj |Xj−1) , n > k
(λk,n(θ) = 0 for n 6 k).
Let k ∈ Z+ and r > 0. We say that a sequence
of the normalized LLRs {n−1λk,n(θ)}n>1 converges
r−completely to a number Iθ under the probability
measure Pk,θ as n→∞ if
∞∑
n=1
nr−1Pk,θ
{∣∣n−1λk,n(θ)− Iθ∣∣ > ε} <∞
for all ε > 0,
(15)
and we say that {n−1λk,n(θ)}n>1 converges to Iθ
uniformly r−completely as n→∞ if
∞∑
n=1
nr−1 sup
06k<∞
Pk,θ
{∣∣n−1λk,n(θ)− Iθ∣∣ > ε} <∞
for all ε > 0.
(16)
Assume that there exists a positive and finite num-
ber Iθ such that the normalized LLR n−1λk,n+k(θ)
converges to Iθ r−completely. Then it follows from
[26] that when the parameter θ is known the Shiryaev
detection rule that raises an alarm at the first time
such that the Shiryaev statistic Sn(θ) exceeds threshold
(1−α)/α is asymptotically (as α→ 0) optimal in class
C(α, pi).
Below we extend this result to the case where θ is
unknown. Specifically, we will show that the MS rule
(5) is asymptotically optimal in problems (13) and (14)
under condition (15) and some other conditions for a
large class of priors and all parameter values θ ∈ Θ.
IV. ASYMPTOTIC OPTIMALITY OF THE MIXTURE
SHIRYAEV RULE
To study asymptotic optimality we need certain con-
straints imposed on the prior distribution {pik} and on
the asymptotic behavior of the decision statistics as the
sample size increases (i.e., on the general stochastic
model (1)).
The following two conditions are imposed on the prior
distribution:
CP1. For some 0 6 µ <∞,
lim
n→∞
1
n
∣∣∣∣∣log
∞∑
k=n+1
pik
∣∣∣∣∣ = µ. (17)
CP2. If µ = 0, then in addition
∞∑
k=0
pik| log pik|r <∞ for some r > 1. (18)
The class of prior distributions satisfying conditions
CP1 and CP2 will be denoted by C(µ).
Note that if µ > 0, then the prior distribution has
an exponential right tail, in which case, condition (18)
holds automatically. If µ = 0, the distribution has a
heavy tail, i.e., belongs to the model with a vanishing
hazard rate. However, we cannot allow this distribution
to have a too heavy tail, which will generate very large
time intervals between change points. This is guaranteed
by condition CP2. Note that condition CP1 excludes
light-tail distributions with unbounded hazard rates (e.g.,
Gaussian-type or Weibull-type with the shape parameter
κ > 1) for which the time-intervals with a change point
are very short. In this case, prior information dominates
information obtained from the observations, the change
can be easily detected at early stages, and the asymptotic
analysis is impractical. Note also that constraint (18)
is often guaranteed by finiteness of the r-th moment,∑∞
k=0 k
rpik <∞.
For δ > 0 define Γδ,θ = {ϑ ∈ Θ : |ϑ − θ| < δ}.
Regarding the general model for the observations (1), we
assume that the following two conditions are satisfied:
C1. There exists a positive and finite number Iθ such
that n−1λk,k+n(θ) converges to Iθ in Pk,θ-probability
and for any k ∈ Z+ and ε > 0
lim
N→∞
Pk,θ
{
1
N
max
16n6N
λk,k+n(θ) > (1 + ε)Iθ
}
= 0
for all θ ∈ Θ;
(19)
C2. For any ε > 0 there exists δ = δε > 0 such that
W (Γδ,θ) > 0 and for every θ ∈ Θ, for any k ∈ Z+, any
ε > 0, and for some r > 1
Υk,r(ε, θ) :=
∞∑
n=1
nr−1Pk,θ
(
1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ) < Iθ − ε
)
<∞.
(20)
Note that condition C1 holds whenever λk,k+n(θ)/n
converges almost surely to Iθ under Pθ,k,
1
n
λk,k+n(θ)
Pk,θ−a.s.−−−−−→
n→∞ Iθ for all θ ∈ Θ. (21)
In order to establish asymptotic optimality we
first obtain, under condition C1, an asymptotic
lower bound for moments of the detection de-
lay R¯rpi,θ(T ) = Epiθ [(T − ν)r |T > ν] and Rrk,θ =
Ek,θ [(T − k)r |T > k] of any detection rule T from
class C(α, pi), and then we show that under condition C2
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this bound is attained for the MS rule TA when A = Aα
is properly selected.
Asymptotic lower bounds for all positive moments
of the detection delay are specified in the following
lemma. Condition (19) (and hence, the a.s. convergence
condition (21)) is sufficient for this purpose.
Lemma 1. Let, for some µ > 0, the prior distribution
belong to class C(µ). Assume that for some positive and
finite function I(θ) = Iθ, θ ∈ Θ condition C1 holds.
Then, for all r > 0 and all θ ∈ Θ
lim inf
α→0
inf
T∈C(α,pi)
R¯rpi,θ(T )
| logα|r >
1
(Iθ + µ)r
(22)
and for every k ∈ Z+, all r > 0, and all θ ∈ Θ
lim inf
α→0
inf
T∈C(α,pi)
Rrk,θ(T )
| logα|r >
1
(Iθ + µ)r
. (23)
Proof: The lower bound (22) follows from Lemma 1
in Tartakovsky [26]. The proof of (23) is a modification
and generalization of the argument in the proof of
Theorem 1 in [29] provided in the Appendix.
The following lemma provides the upper bound for
the PFA of the MS rule.
Lemma 2. For all A > q/(1 − q) and any prior
distribution of ν, the PFA of the MS rule TA satisfies
the inequality
PFA(TA) 6 1/(1 +A), (24)
so that for α < 1− q
A = Aα = (1−α)/α implies PFA(TAα) 6 α. (25)
Proof: Clearly,
PFA(TA) = E
pi[P(TA 6 ν|FTA);TA <∞].
Using the Bayes rule and the fact that
∏n
i=j+1 Li(θ) = 1
for j > n, we obtain
P(ν = k|Fn) =
pikΛ
W
k,n
qΛW0,n +
∑n−1
j=0 pijΛ
W
j,n + P(ν > n)
,
so that
P(ν > n|Fn) =
∞∑
k=n
P(ν = k|Fn)
=
P(ν > n)
qΛW0,n +
∑n−1
j=0 pijΛ
W
j,n + P(ν > n)
=
1
SWn + 1
.
Therefore, taking into account that SWTA > A on {TA <∞}, we have
PFA(TA) = E
pi[1/(1 + SWTA);TA <∞] 6 1/(1 +A)
and the inequality (24) follows. Implication (25) is
obvious.
The following theorem is the main result in the general
non-i.i.d. case, which shows that the MS detection rule
is asymptotically optimal to the first order under mild
conditions for the observations and prior distributions.
Its proof is given in the Appendix.
Theorem 1. Let r > 1 and let the prior distribution
of the change point belong to class C(µ). Assume that
for some 0 < Iθ < ∞, θ ∈ Θ, right-tail and left-tail
conditions C1 and C2 are satisfied.
(i) Then, for all 0 < m 6 r and all θ ∈ Θ as A→∞
Rmk,θ(TA) ∼
(
logA
Iθ + µ
)m
for all k ∈ Z+ (26)
and
R¯mpi,θ(TA) ∼
(
logA
Iθ + µ
)m
. (27)
(ii) If A = Aα is so selected that PFA(TAα) 6 α and
logAα ∼ | logα| as α → 0, in particular A = Aα =
(1 − α)/α, where 0 < α < 1 − q, then TAα is first-
order asymptotically optimal as α→ 0 in class C(α, pi),
minimizing moments of the detection delay up to order
r, i.e., for all 0 < m 6 r and all θ ∈ Θ as α→ 0
inf
T∈C(α,pi)
Rmk,θ(T ) ∼
( | logα|
Iθ + µ
)m
∼ Rmk,θ(TAα)
for all k ∈ Z+
(28)
and
inf
T∈C(α,pi)
R¯mpi,θ(T ) ∼
( | logα|
Iθ + µ
)m
∼ R¯mpi,θ(TAα). (29)
Theorem 1 covers a very wide class of non-i.i.d.
models for the observations as well as a large class
of prior distributions. However, condition (17) does not
include the case where µ is strictly positive, but may go
to zero, µ→ 0. Indeed, as discussed in detail in [26] the
distributions with an exponential right tail that satisfy
condition (17) with µ > 0 do not converge as µ→ 0 to
heavy-tailed distributions for which µ = 0. As a result,
the assertions of Theorem 1 do not hold with µ = 0 if
µ approaches 0 with an arbitrary rate. The rate has to
be matched somehow with α. For this reason, we now
consider the case where the prior distribution piα = {piαk }
of the change point depends on the PFA constraint α and
becomes “flat” when α vanishes.
In the next lemma, which is analogous to Lemma 1,
we provide asymptotic lower bounds for moments of the
detection delay in class C(α) = C(α, piα) when the prior
distribution piα = {piαk } depends on α and µ = µα → 0
as α→ 0.
Lemma 3. Let the prior distribution piα = {piαk } of the
change point satisfy condition (17) with µ > 0 such
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that µ = µα → 0 as α → 0. Assume that for some
0 < Iθ < ∞, θ ∈ Θ, condition C1 holds. Then, for all
r > 0 and θ ∈ Θ
lim inf
α→0
inf
T∈C(α)
R¯rpiα,θ(T )
| logα|r >
1
Irθ
(30)
and
lim inf
α→0
inf
T∈C(α)
Rrk,θ(T )
| logα|r >
1
Irθ
for all k ∈ Z+. (31)
Proof: The lower bound (30) follows from Lemma 3
in [26]. A proof of the lower bound (31) is given in the
Appendix.
Using this lemma, we now establish first-order asymp-
totic optimality of the MS rule when µ = µα approaches
zero as α → 0. To simplify the proof, we strengthen
condition C2 in the following uniform version:
C3. For any ε > 0 there exists δ = δε > 0 such that
W (Γδ,θ) > 0 and for every θ ∈ Θ, for any ε > 0, and
for some r > 1
Υr(ε, θ) :=
∞∑
n=1
nr−1 sup
k∈Z+
Pk,θ
( 1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ)
< Iθ − ε
)
<∞.
(32)
Theorem 2. Let r > 1. Assume that the prior distribu-
tion piα = {piαk } of the change point ν satisfies condition
(17) with µ = µα → 0 as α→ 0 and that µα approaches
zero at such rate that
lim
α→0
∑∞
k=0 pi
α
k | log piαk |r
| logα|r = 0. (33)
Assume that for some 0 < Iθ <∞, θ ∈ Θ, the right-tail
condition C1 and the uniform left-tail condition C3 are
satisfied. If A = Aα is so selected that PFA(TAα) 6 α
and logAα ∼ | logα| as α→ 0, in particular Aα = (1−
α)/α, then the MS rule TAα is asymptotically optimal
as α → 0 in class C(α), minimizing moments of the
detection delay up to order r: for all 0 < m 6 r and
all θ ∈ Θ as α→ 0
inf
T∈C(α)
R¯mpiα,θ(T ) ∼
( | logα|
Iθ
)m
∼ R¯mpiα,θ(TAα) (34)
and for all k ∈ Z+
inf
T∈C(α)
Rmk,θ(T ) ∼
( | logα|
Iθ
)m
∼ Rmk,θ(TAα). (35)
The proof of this theorem is given in the Appendix.
V. ASYMPTOTIC PERFORMANCE OF THE MIXTURE
SHIRYAEV–ROBERTS RULE
Consider now the MSR detection rule T˜A defined in
(7) and (8).
The following lemma shows how to select threshold
A = Aα in the MSR rule to embed it in class C(α, pi).
Write
ν¯ =
∞∑
k=0
k pik = (1− q)
∞∑
k=1
k P(ν = k|ν > 0)
= (1− q)E[ν|ν > 0].
Since we are not interested in negative values of ν we
will refer to ν¯ as the mean of the prior distribution.
Recall that ω (ω > 0) is a head-start of the MSR statistic
RWn (see (7)).
Lemma 4. For all A > 0 and any prior distribution of ν
with finite mean ν¯, the PFA of the MSR rule T˜A satisfies
the inequality
PFA(T˜A) 6
ωb+ ν¯
A
, (36)
where b =
∑∞
k=1 pik, so that if
A = Aα = (ωb+ ν¯)/α
then PFA(T˜Aα) 6 α, i.e., T˜Aα ∈ C(α, pi).
Proof: Evidently, E∞[Rn(ϑ)|Fn−1] = 1+Rn−1(ϑ)
and hence
E∞[RWn |Fn−1] =
∫
Θ
dW (ϑ) +
∫
Θ
Rn−1(ϑ) dW (ϑ)
= 1 +RWn−1.
So {RWn − ω − n}n>1 is a zero-mean
(P∞,Fn)−martingale and the MSR statistic RWn is a
(P∞,Fn)−submartingale with mean E∞[RWn ] = ω+n.
Applying Doob’s submartingale inequality, we obtain
that for j = 1, 2, . . .
P∞(T˜A 6 j) = P∞
(
max
16i6j
RWi > A
)
6 (ω + j)/A
and P∞(T˜A 6 0) = 0. Thus,
PFA(T˜A) =
∞∑
j=1
pijP∞(T˜A 6 j)
6
ω
∑∞
j=1 pij +
∑∞
j=1 jpij
A
,
which proves inequality (36). Therefore, assuming ν¯ <
∞, we obtain that setting A = Aα = (ωb+ ν¯)/α implies
T˜Aα ∈ C(α, pi) and the proof is complete.
The following theorem, whose proof is postponed to
the Appendix, establishes asymptotic operating charac-
teristics of the MSR rule T˜A.
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Theorem 3. Let ν¯ < ∞ and 0 6 ω < ∞. Let r > 1.
Assume that for some function 0 < Iθ < ∞, θ ∈ Θ,
conditions C1 and C2 are satisfied.
(i) Then, for all 0 < m 6 r and θ ∈ Θ
lim
A→∞
Rmk,θ(T˜A)
(logA)m
=
1
Imθ
for all k ∈ Z+ (37)
and
lim
A→∞
R¯mpi,θ(T˜A)
(logA)m
=
1
Imθ
. (38)
(ii) If A = Aα is so selected that T˜Aα ∈ C(α, pi) and
logAα ∼ | logα| as α → 0, in particular Aα = (ωb +
ν¯)/α, then for all 0 < m 6 r and θ ∈ Θ
lim
α→0
Rmk,θ(T˜Aα)
| logα|m =
1
Imθ
for all k ∈ Z+ (39)
and
lim
α→0
R¯mpi,θ(T˜Aα)
| logα|m =
1
Imθ
. (40)
The next theorem addresses the case where the head-
start ω = ωα of the MSR statistic and the mean value
ν¯ = ν¯α of the prior distribution approach infinity as
α → 0 with a certain rate. The proof is given in the
Appendix.
Theorem 4. Assume that ωα → ∞ and ν¯α → ∞ with
such rate that the following condition holds:
lim
α→0
log(ωα + ν¯α)
| logα| = 0. (41)
Assume further that for some 0 < Iθ < ∞ and r > 1
conditions C1 and C3 are satisfied. If threshold Aα is
so selected that PFA(TAα) 6 α and logAα ∼ | logα|
as α→ 0, in particular Aα = (ωαbα + ν¯α)/α, then for
all 0 < m 6 r and θ ∈ Θ, as α→ 0
R¯mpiα,θ(T˜Aα) ∼
( | logα|
Iθ
)m
∼ inf
T∈C(α)
R¯mpiα,θ, (42)
and for all k ∈ Z+
Rmk,θ(T˜Aα) ∼
( | logα|
Iθ
)m
∼ inf
T∈C(α)
Rmk,θ(T ). (43)
Therefore, the MSR rule T˜Aα is asymptotically optimal
as α → 0 in class C(α), minimizing moments of the
detection delay up to order r.
VI. ASYMPTOTIC OPTIMALITY WITH RESPECT TO
THE INTEGRATED RISK
Instead of the constrained optimization problem (12)
consider now the unconstrained, “purely” Bayes problem
with the loss function
Lr(T, ν) = 1l{T6ν} + c (T − ν)r1l{T>ν},
where c > 0 is the cost of delay per unit of time
and r > 1. The unknown parameter θ is now assumed
random and the weight function W (ϑ) is interpreted as
the prior distribution of θ. The expected loss (integrated
risk) associated with the detection rule T is given by
ρc,rpi,W (T ) = P
pi(T 6 ν) + c
∫
Θ
Epiϑ[(T − ν)+]r dW (ϑ).
Below we show that the MS rule TA with a certain
threshold A = Ac,r that depends on the cost c is
asymptotically optimal, minimizing the integrated risk
ρc,rpi,W (T ) over all stopping times as the cost vanishes,
c→ 0.
Define
Rrpi,W (T ) =
∫
Θ
R¯rpi,ϑ(T ) dW (ϑ).
Observe that, if we ignore the overshoot, then
PFA(TA) ≈ 1/(1+A) and that using approximation (27)
we may expect that for a large A
Rrpi,W (TA) ≈
∫
Θ
(
logA
Iϑ + µ
)r
dW (ϑ) = (logA)rDµ,r
where
Dµ,r =
∫
Θ
(
1
Iϑ + µ
)r
dW (ϑ).
So for large A the integrated risk of the MS rule is
approximately equal to
ρc,rpi,W (TA) = PFA(TA) + c [1− PFA(TA)]Rrpi,W (TA)
≈ 1/A+ cDµ,r(logA)r := Gc,r(A).
The threshold value A = Ac,r that minimizes Gc,r(A),
A > 0, is a solution of the equation
rDµ,rA(logA)
r−1 = 1/c. (44)
In particular, for r = 1 we obtain Ac,1 = 1/(cDµ,1).
Thus, it is reasonable to conjecture that threshold Ac,r
optimizes the performance of the MS rule for a small
c, and hence, makes this rule asymptotically optimal as
c→ 0.
In the next theorem, whose proof is given in the
Appendix, we establish that the MS rule TAc,r with
threshold Ac,r that satisfies (44) is indeed asymptotically
optimal as c→ 0 under conditions C1 and C2 when the
set Θ is compact.
Theorem 5. Let the prior distribution of the change
point belong to class C(µ). Assume that for some
0 < Iθ < ∞, θ ∈ Θ, right-tail and left-tail conditions
C1 and C2 are satisfied and that Θ is a compact set.
Let A = Ac,r be the solution of the equation (44). Then,
as c→ 0,
inf
T>0
ρc,rpi,W (T ) ∼ Dµ,r c | log c|r ∼ ρc,rpi,W (TAc,r ). (45)
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Finally, the results analogous to Theorems 2 and 4 in
the case where the prior distribution has an exponential
tail, i.e., µ > 0, but µ = µc → 0 as c→ 0 also hold for
the integrated risk. Specifically, let Dr = Dµ=0,r, i.e.,
Dr =
∫
Θ
(
1
Irϑ
)
dW (ϑ).
Note that the values of the mean of the prior distribution
of the change point ν¯ =
∑∞
j=1 jpi
c
j = ν¯c, the head-
start of the MSR statistic ω = ωc, and the value of
b =
∑∞
j=1 pi
c
j = bc are the functions of the cost c. The
following theorem spells out details. The proof is given
in the Appendix.
Theorem 6. Assume that for some 0 < Iθ <∞, θ ∈ Θ,
right-tail and left-tail conditions C1 and C3 are satisfied
and that Θ is compact.
(i) If the prior distribution pic = {pick} satisfies condition
(17) with µ = µc → 0 as c→ 0 at such rate that
lim
c→0
∑∞
k=0 pi
c
k| log pick|r
| log c|r = 0 (46)
and threshold A = Ac,r of the MS rule TA is the solution
of the equation
rDrA(logA)
r−1 = 1/c, (47)
then, as c→ 0,
inf
T>0
ρc,rpic,W (T ) ∼ Dr c | log c|r ∼ ρc,rpic,W (TAc,r ). (48)
Therefore, the MS rule TAc,r is asymptotically optimal
as c→ 0.
(ii) If the head-start ωc and the mean of the prior
distribution ν¯c approach infinity at such rate that
lim
c→0
log(ωc + ν¯c)
| log c| = 0 (49)
and if A = Ac,r of the MSR rule T˜A is the solution of
the equation
rDrA(logA)
r−1 = (ωcbc + ν¯c)/c, (50)
then, as c→ 0,
inf
T>0
ρc,rpic,W (T ) ∼ Dr c | log c|r ∼ ρc,rpic,W (T˜Ac,r ). (51)
Therefore, the MSR rule T˜Ac,r is asymptotically optimal
as c→ 0.
VII. EXAMPLES
Remark 1. Obviously, the following condition implies
conditions C2 and C3:
C4. For any ε > 0 there exists δ = δε > 0 such that
W (Γδ,θ) > 0. Let the Θ → R+ function I(θ) = Iθ
be continuous and assume that for every compact set
Θc ⊆ Θ, every ε > 0, and for some r > 1
Υ∗r(ε,Θc) := sup
θ∈Θc
Υr(ε, θ) =
∞∑
n=1
nr−1 sup
θ∈Θc
sup
k∈Z+
Pk,θ
( 1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ)
< Iθ − ε
)
<∞.
(52)
Hence, it is sufficient for asymptotic optimality of the
MS rule as well as for asymptotic results related to the
MSR rule. Note also that if there exists a continuous
Θ×Θ→ R+ function I(ϑ, θ) such that for any ε > 0,
any compact Θc ⊆ Θ and for some r > 1
Υ∗∗r (ε,Θc) :=
∞∑
n=1
nr−1 sup
k∈Z+
sup
θ∈Θc
Pk,θ
(
sup
ϑ∈Θc
∣∣∣ 1
n
λk,k+n(ϑ)
− I(ϑ, θ)
∣∣∣ > ε) <∞,
(53)
then condition C4, and hence, conditions C2 and C3 are
satisfied with Iθ = I(θ, θ) since
Pk,θ
(
1
n
inf
|ϑ−θ|<δ
λk,k+n(ϑ) < Iθ − ε
)
6 Pk,θ
(
sup
ϑ∈Θc
∣∣∣∣ 1nλk,k+n(ϑ)− I(ϑ, θ)
∣∣∣∣ > ε) .
As we will see, conditions C4 and (53) are useful
in checking of applicability of theorems in particular
examples.
Example 1 (Detection of Signals with Unknown Am-
plitudes in a Multichannel System). Assume there is a
multichannel system with N channels (or alternatively an
N -sensor system) and one is able to observe the output
vector Xn = (X1n, . . . , X
N
n ), n = 1, 2, . . . , where the
observations in the ith channel are of the form
Xin = θiS
i
n1l{n>ν} + ξ
i
n, n > 1.
Here θiSin is a deterministic signal with an unknown
amplitude θi > 0 that may appear at an unknown time ν
in additive noise ξin. For the sake of simplicity, suppose
that all signals appear at the same unknown time ν.
Assume that noises {ξin}n∈Z+ , i = 1, . . . , N , are mu-
tually independent pi-th order Gaussian autoregressive
processes AR(pi), i.e.,
ξin =
pi∑
j=1
βijξ
i
n−j + w
i
n, n > 1, (54)
where {win}n>1 are mutually independent i.i.d. nor-
mal N (0, 1) sequences and the initial values ξi1−pi ,
ξi2−pi , . . . , ξ
i
0 are arbitrary random or deterministic num-
bers, in particular we may set zero initial conditions
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ξi1−pi = ξ
i
2−pi = · · · = ξi0 = 0. The coefficients
βi1, . . . , β
i
pi are known and all roots of the equations
zp
i − βi1zp
i−1 − · · · − βipi = 0 are in the interior of the
unit circle, so that the AR(pi) processes are stable. Let
ϕ(x) = (2pi)−1/2 e−x
2/2 denote density of the standard
normal distribution. Define the pin-th order residual
X˜in = X
i
n −
pin∑
j=1
βijX
i
n−j , n > 1,
where pin = p
i if n > pi and pin = n if n 6 pi. Write
θ = (θ1, . . . , θN ) and Θ = (0,∞) × · · · × (0,∞) (N
times). It is easy to see that the conditional pre-change
density is
g(Xn|Xn−1) =
N∏
i=1
ϕ(X˜in)
and the post-change density is
fθ(Xn|Xn−1) =
N∏
i=1
ϕ(X˜in − θiS˜in), θ ∈ Θ,
where S˜in = S
i
n −
∑pin
j=1 β
i
jS
i
n−j . Obviously, due to the
independence of the data across channels for all k ∈ Z+
and n > 1 the LLR has the form
λk,k+n(ϑ) =
N∑
i=1
ϑi k+n∑
j=k+1
S˜ijX˜
i
j −
ϑ2i
∑k+n
j=k+1(S˜
i
j)
2
2
 .
Under measure Pk,θ the random variables {X˜in}n>k+1
are independent Gaussian random variables with mean
Ek,θ[X˜
i
n] = θiS˜
i
n and unit variance, and hence, under
Pk,θ the normalized LLR can be written as
1
n
λk,k+n(ϑ, θ) =
N∑
i=1
ϑiθi − ϑ2i /2
n
k+n∑
j=k+1
(S˜ij)
2
+
1
n
ϑi
k+n∑
j=k+1
S˜ijη
i
j ,
(55)
where {ηij}j>k+1, i = 1, . . . , N , are mutually inde-
pendent sequences of i.i.d. standard normal random
variables.
Assume that
lim
n→∞
1
n
sup
k∈Z+
k+n∑
j=k+1
|S˜ij |2 = Qi, (56)
where 0 < Qi < ∞. This is typically the case in most
signal processing applications, e.g., for harmonic signals
Sin = sin(ωin+ φ
i
n). Then for all k ∈ Z+ and θ ∈ Θ
1
n
λk,k+n(θ)
Pk,θ−a.s.−−−−−→
n→∞
N∑
i=1
θ2iQi
2
= Iθ,
so that condition C1 holds. Furthermore, since all mo-
ments of the LLR are finite it is straightforward to show
that conditions (52) and (53), and hence, conditions C2
and C3 hold for all r > 1. Indeed, using (55), we obtain
that I(ϑ, θ) =
∑N
i=1(ϑiθi − ϑ2i /2)Qi and for any δ > 0
Pk,θ
(
sup
ϑ∈[θ−δ,θ+δ]
∣∣∣∣ 1nλk,k+n(ϑ)− I(ϑ, θ)
∣∣∣∣ > ε
)
= Pk,θ
(|Yk,n(θ)| > ε√n) ,
where
Yk,n(θ) =
N∑
i=1
θi√
n
k+n∑
j=k+1
S˜ijη
i
j , n > 1
is the sequence of normal random variables with mean
zero and variance σ2n = n
−1∑N
i=1 θ
2
i
∑k+n
j=k+1(S˜
i
j)
2,
which by (56) is asymptotic to
∑N
i=1 θ
2
iQi. Thus, for
a sufficiently large n there exists δ0 > 0 such that
σ2n 6 δ0 +
∑N
i=1 θ
2
iQi and we obtain that for all large n
Pk,θ
(
sup
ϑ∈[θ−δ,θ+δ]
∣∣∣∣ 1nλk,k+n(ϑ)− I(ϑ, θ)
∣∣∣∣ > ε
)
6 P
(
|ηˆ| > δ0 +
∑N
i=1 θ
2
iQi
σ2n
ε
√
n
δ0 +
∑N
i=1 θ
2
iQi
)
,
6 P
(
|ηˆ| > ε
√
n
δ0 +
∑N
i=1 θ
2
iQi
)
,
where ηˆ ∼ N (0, 1) is a standard normal random vari-
able. Hence, for all r > 1
∞∑
n=1
nr−1 sup
k∈Z+
sup
θ∈Θc
Pk,θ
(
sup
ϑ∈[θ−δ,θ+δ]
∣∣∣ 1
n
λk,k+n(ϑ)
− I(ϑ, θ)
∣∣∣ > ε) <∞,
which implies (53) for all r > 1.
Thus, the MS rule minimizes as α → 0 all positive
moments of the detection delay. All asymptotic asser-
tions for the MSR rule presented in Section V also hold
with Iθ =
∑N
i=1 θ
2
iQi/2. In particular, by Theorem 4,
the MSR rule is also asymptotically optimal for all r > 1
if the prior distribution of the change point is either
heavy-tailed or asymptotically flat.
Since by condition C2 the MS and MSR procedures
are asymptotically optimal for almost arbitrary mixing
distribution W (θ), in this example it is most convenient
to select the conjugate prior, W (θ) =
∏N
i=1 F (θi/vi),
where F (y) is a standard normal distribution and vi > 0,
in which case the MS and MSR statistics can be com-
puted explicitly.
Note that this example arises in certain interesting
practical applications, as discussed in [33]. For example,
surveillance systems (radar, acoustic, EO/IR) typically
deal with detecting moving and maneuvering targets that
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appear at unknown times, and it is necessary to detect
a signal from a randomly appearing target in clutter
and noise with the smallest possible delay. In radar
applications, often the signal represents a sequence of
modulated pulses and clutter/noise can be modeled as
a Markov Gaussian process or more generally as a p-th
order Markov process (see, e.g, [36], [50]). In underwater
detection of objects with active sonars, reverberation
creates very strong clutter that represents a correlated
process in time [51], so that again the problem can be
reduced to detection of a signal with an unknown inten-
sity in correlated clutter. In applications related to detec-
tion of point and slightly extended objects with EO/IR
sensors (on moving and still platforms such as space-
based, airborne, ship-board, ground-based), sequences of
images usually contain a cluttered background which is
correlated in space and time, and it is a challenge to
detect and track weak objects in correlated clutter [44].
Yet another challenging application area where the
multichannel model is useful is cyber-security [46], [47],
[49]. Malicious intrusion attempts in computer networks
(spam campaigns, personal data theft, worms, distributed
denial-of-service (DDoS) attacks, etc.) incur significant
financial damage and are a severe harm to the integrity
of personal information. It is therefore essential to de-
vise automated techniques to detect computer network
intrusions as quickly as possible so that an appropriate
response can be provided and the negative consequences
for the users are eliminated. In particular, DDoS attacks
typically involve many traffic streams resulting in a large
number of packets aimed at congesting the target’s server
or network. As a result, these attacks usually lead to
abrupt changes in network traffic and can be detected
by noticing a change in the average number of packets
sent through the victim’s link per unit time. Figure 1
illustrates how the multichannel anomaly Intrusion De-
tection System works for detecting a real UDP packet
storm. The multichannel MSR algorithm with the AR(1)
model and uniform prior W (θi) on a finite interval [1, 5]
was used. The first plot shows packet rate. It is seen that
there is a slight change in the mean, which is barely
visible. The second plot shows the behavior of the multi-
cyclic MSR statistic Wn = logRWn , which is restarted
from scratch every time a threshold exceedance occurs.
Threshold exceedances before the UDP DDoS attack
starts (i.e., false alarms) are shown by green dots and
the true detections are marked by red dots.
Example 2 (Detection of Changes in a Hidden Markov
Model). The following example, which deals with a two-
state hidden Markov model with i.i.d. observations in
each state may be of interest, in particular, for rapid
detection and tracking of sudden spurts and downfalls in
activity profiles of terrorist groups that could be caused
by various factors such as changes in the organizational
dynamics of terrorist groups, counterterrorism activity,
changing socio-economic and political contexts, etc. In
[52], based on the analysis of real data from Fuerzas
Armadas Revolucionarias de Colombia (FARC) terrorist
group from Colombia (RDWTI) it was shown that two-
state HMMs can be recommended for detecting and
tracking sudden changes in activity profiles of terrorist
groups. The HMM framework provides good explanation
capability of past/future activity across a large set of
terrorist groups with different ideological attributes.
Specifically, let υn ∈ {1, 2} be a two-state Markov
chain with the transition matrix
[Pθ(υn−1 = i, υn = l)] =
[
1− βθ βθ
γθ 1− γθ
]
and stationary initial distribution Pθ(υ0 = 2) = 1 −
Pθ(υ0 = 1) = piθ(2) = γθ/(βθ + γθ) for some
βθ, γθ ∈ [0, 1], where the parameter θ equals θ0 in
the pre-change mode (θ0 is known) and θ ∈ Θ in the
post-change mode (unknown). Suppose that conditioned
on υn the observations Xn are i.i.d. with densities
pθ(Xn|υn = l) = p(l)θ (Xn), l = 1, 2.
Introduce the probabilities Pθ,n := Pθ(Xn, υn = 2)
and P˜θ,n := Pθ(Xn, υn = 1). Straightforward computa-
tions show that for n > 1
Pθ,n =
[
Pθ,n−1 (1− γθ) + P˜θ,n−1 βθ
]
p
(2)
θ (Xn);
P˜θ,n =
[
Pθ,n−1 γθ + P˜θ,n−1 (1− βθ)
]
p
(1)
θ (Xn)
with initial values Pθ,0 = piθ(2) and P˜θ,0 = piθ(1) =
1− piθ(2). Denote p0,θ(Xn) = pθ(Xn) and p∞(Xn) =
pθ0(X
n). Since pθ(Xn) = Pθ,n + P˜θ,n we obtain that
pk,θ(X
n
k+1|Xk0) =
Pθ,n + P˜θ,n
Pθ,k + P˜θ,k
and
λk,k+n(θ) = log
(
Pθ,k+n + P˜θ,k+n
Pθ0,k+n + P˜θ0,k+n
· Pθ0,k + P˜θ0,k
Pθ,k + P˜θ,k
)
.
For the sake of simplicity, consider now the symmetric
case where βθ = γθ = 1/2 for all θ ∈ Θ + θ0. Then
Pθ,n =
1
2n
p
(2)
θ (Xn)
n−1∏
i=1
[
p
(1)
θ (Xn) + p
(2)
θ (Xn)
]
,
P˜θ,n =
1
2n
p
(1)
θ (Xn)
n−1∏
i=1
[
p
(1)
θ (Xn) + p
(2)
θ (Xn)
]
and we obtain that the LLR is
λk,k+n(θ) =
k+n∑
i=k+1
log
(
p
(1)
θ (Xi) + p
(2)
θ (Xi)
p
(1)
θ0
(Xi) + p
(2)
θ0
(Xi)
)
.
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Fig. 1. Detection of the UDP DDoS packet storm attack: upper picture — raw data (packet rate); bottom — log of the MSR statistic.
Condition C1 holds with
Iθ =
∫
log
(
p
(1)
θ (x) + p
(2)
θ (x)
p
(1)
θ0
(x) + p
(2)
θ0
(x)
)
p
(1)
θ (x) + p
(2)
θ (x)
2
dx
being the Kullback–Leibler information number since by
the SLLN n−1λk,k+n(θ) → Iθ Pk,θ-a.s. (assuming that
Iθ <∞). Condition (52) usually holds if the (r + 1)-th
absolute moment of the increment of the LLR is finite:∫ ∣∣∣∣∣log
(
p
(1)
θ (x) + p
(2)
θ (x)
p
(1)
θ0
(x) + p
(2)
θ0
(x)
)∣∣∣∣∣
r+1
×
1
2
[
p
(1)
θ (x) + p
(2)
θ (x)
]
dx <∞.
This is the case, for example, if the observations are
Gaussian with unit variance and different mean values
in pre- and post-change modes as well as for different
states, i.e., p(l)θ (y) = ϕ(y − µ(l)θ ) (θ = θ0 or θ 6= θ0,
l = 1, 2). It is easily verified that the Kullback–Leibler
number Iθ is finite and that condition (52) is satisfied
for all r > 1. Therefore, in this case, the MS and MSR
detection rules are asymptotically optimal, minimizing
asymptotically all positive moments of the detection
delay.
VIII. CONCLUDING REMARKS
1. In the case where the increments {∆λi(θ)} of
the LLR λk,n(θ) =
∑n
i=k+1 ∆λi(θ) are independent
(but not necessarily identically distributed), condition
C2 in Theorem 1 and Theorem 3 and condition C3
in Theorem 2 and Theorem 4 can be relaxed in the
following condition: for all ` > k and k ∈ Z+
Pk,θ
(
1
n
∫
Γδ,θ
λ`,`+n(ϑ) dW (ϑ) < Iθ − ε
)
−−−−→
n→∞ 0.
(57)
More specifically, the MS rule asymptotically minimizes
all moments of the delay to detection under the right-tail
and left-tail conditions C1 and (57). Also, assertions of
Theorem 2 and Theorem 4 for the MSR rule hold for all
r > 1 under conditions C1 and (57). The proof can be
built by considering the cycles [k+(n−1)NA, k+nNA],
n = 1, 2, . . . of the length NA = 1+blogA/(Iθ+µ−ε)c
and slightly modifying of the technique developed by
Tartakovsky [26] in the case of complete knowledge of
the post-change distribution.
2. Since we do not assume a class of models for
the observations such as Gaussian, Markov or HMM
and build the decision statistics on the LLR process
λk,k+n(θ), it is natural to impose conditions on the
behavior of λk,k+n(θ), which is expressed by conditions
C1, C2 and C3, related to the law of large numbers
for the LLR and rates of convergence in the law of
large numbers. The assertions of Theorems 1–4 hold if
n−1λk,k+n(θ) and n−1 log ΛWk,k+n converge uniformly
r-completely to Iθ under Pk,θ, i.e., when for all ε > 0
and θ ∈ Θ
∞∑
n=1
nr−1 sup
k∈Z+
Pk,θ
(∣∣∣∣ 1nλk,k+n(θ)− Iθ
∣∣∣∣ > ε) <∞,
∞∑
n=1
nr−1 sup
k∈Z+
Pk,θ
(∣∣∣∣ 1n log ΛWk,k+n − Iθ
∣∣∣∣ > ε) <∞.
(58)
However, verifying the r-complete convergence condi-
tion (58) for the weighted LLR log ΛWk,k+n is typically
much more difficult than checking conditions C2 and
C3 for the local values of the LLR in the vicinity of
the true parameter value. For the simple post-change
hypothesis, sufficient conditions for the class of ergodic
Markov models are given in [29] and for HMMs in [27].
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In these cases, the LLR process is a Markov random
walk and one of the key conditions is finiteness of the
(r + 1)-th moment of its increment.
3. As expected, the results indicate that the MSR rule
is not asymptotically optimal when the prior distribution
of the change point has an exponential tail (i.e., µ > 0),
but it is asymptotically optimal for heavy-tailed prior
distributions (i.e., µ = 0) and also when µ → 0 with a
certain rate.
4. The results show that first-order asymptotic op-
timality properties of the MS and MSR procedures
hold for practically arbitrary weight function W (θ), in
particular for any prior that has strictly positive values on
Θ. Therefore, the selection of W (θ) can be based solely
on the computational aspects. The conjugate prior is
typically the best choice when possible. However, if the
parameter is vector and the parameter space is intricate,
constructing mixture statistics may be difficult. In this
case, discretizing the parameter space and selecting the
prior W (θ = θi) concentrated on discrete points θi,
i = 1, . . . , N , suggested and discussed in [53] for the
hypothesis testing problems, is perhaps the best option.
Then one can easily compute the MS and MSR statistics
(as long as the LR Λk,k+n(θ) can be computed) at the
expense of losing optimality between the points θi since
the resulting discrete versions are asymptotically optimal
only at the points θi.
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APPENDIX: PROOFS
Proof of Lemma 1: For ε ∈ (0, 1) and δ > 0, define
Nα = Nα(ε, δ, θ) = (1− ε)| logα|/(Iθ +µ+ δ). By the
Chebyshev inequality,
Rrk,θ(T ) > Ek,θ[(T − k)+]r
> NrαPk,θ(T − k > Nα)
> Nrα [Pk,θ(T > k)− Pk,θ(k < T < k +Nα)] ,
where Pk,θ(T > k) = P∞(T > k), so that
inf
T∈C(α,pi)
Rrk,θ(T )
> Nrα
[
inf
T∈C(α,pi)
P∞(T > k)
− sup
T∈C(α,pi)
Pk,θ(k < T < k +Nα)
]
.
(A.1)
Thus, to prove the lower bound (22) we need to show
that, for arbitrary small ε and δ and all fixed k ∈ Z+,
lim
α→0
inf
T∈C(α,pi)
P∞(T > k) = 1 (A.2)
and
lim
α→0
sup
T∈C(α,pi)
Pk,θ(k < T < k +Nα) = 0. (A.3)
First, note that
α >
∞∑
i=k
piiP∞(T 6 i) > P∞(T 6 k)P(ν > k),
and hence,
inf
T∈C(α,pi)
P∞(T > k) > 1−α/P(ν > k), k ∈ Z+, (A.4)
which approaches 1 as α → 0 for any fixed k ∈ Z+.
Thus, (A.2) follows.
Now, introduce
Uα,k(T ) = e
(1+ε)IθNαP∞ (k < T < k +Nα) ,
βα,k(θ) = Pk,θ
(
1
Nα
max
16n6Nα
λk,k+n(θ) > (1 + ε) Iθ
)
.
By inequality (3.6) in [24],
Pk,θ (k < T < k +Nα) 6 Uα,k(T ) + βα,k(θ). (A.5)
Using inequality (A.4) and the fact that by condition
(17), for all sufficiently large Nα (small α), there exists
a (small) δ such that
| logP(ν > k +Nα)|
k +Nα
6 µ+ δ,
in just the same way as in the proof of Lemma 1 in [26]
we obtain that for a sufficiently small α
sup
T∈C(α,pi)
Uα,k(T ) 6 exp
{
−Iθε
2| logα|
Iθ + µ+ δ
+ (µ+ δ)k
}
.
(A.6)
The right-hand side approaches zero as α → 0 for any
fixed k ∈ Z+ and any ε > 0 and δ > 0. Also, by
conditionC1, βα,k(θ)→ 0 for all k ∈ Z+, and therefore,
(A.3) holds. This completes the proof of the lower bound
(22).
Proof of Theorem 1: (i) For k ∈ Z+, define the
stopping times
τ
(k)
A = inf{n > 1 : log ΛWk,k+n + | logP(ν > k + n)|
> log(A/pik)}.
Obviously, for any n > k,
logSWn > log
(
pik
P(ν > n)Λ
W
k,n
)
= log ΛWk,n + log pik − logP(ν > n),
and hence, for every A > 0, (TA − k)+ 6 τ (k)A .
Let NA = NA(ε, θ) = 1 + blog(A/pik)/(Iθ +µ− ε)c.
Using the same chain of equalities and inequalities as
14 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO. , 2018 (ACCEPTED)
in (A.5) in [26], we obtain that for any k ∈ Z+ the
following inequality holds:
Ek,θ
[
(TA − k)+
]r 6 Ek,θ [(τ (k)A )r]
6 NrA + r2r−1
∞∑
n=NA
nr−1Pk,θ
(
τ
(k)
A > n
)
. (A.7)
It is easily seen that for all k ∈ Z+ and n > NA
Pk,θ
(
τ
(k)
A > n
)
6 Pk,θ
{
log ΛWk,k+n
n
<
1
n
log
(
A
pik
)
− | logP(ν > k + n)|
n
}
6 Pk,θ
{
log ΛWk,k+n
n
< Iθ + µ− ε
− | logP(ν > k + n)|
n
}
.
Since, by condition CP1, N−1A | logP(ν > k+NA)| →
µ as A → ∞, for a sufficiently large value of A there
exists a small κ = κA (κA → 0 as A→∞) such that∣∣∣∣µ− | logP(ν > k +NA)|NA
∣∣∣∣ < κ.
Hence, for all sufficiently large A,
Pk,θ
(
τ
(k)
A > n
)
6 Pk,θ
(
1
n
log ΛWk,k+n < Iθ − ε− κ
)
.
Also,
log ΛWk,k+n > inf
ϑ∈Γδ,θ
λk,k+n(ϑ) + logW (Γδ,θ),
where Γδ,θ = {ϑ ∈ Θ : |ϑ − θ| < δ}. Thus, for all
sufficiently large n and ε1 > 0,
Pk,θ
(
τ
(k)
A > n
)
6 Pk,θ
( 1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ)
< Iθ − ε− κ− 1
n
logW (Γδ,θ)
)
6 Pk,θ
(
1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ) < Iθ − ε1
)
. (A.8)
Using (A.7), (A.8), and inequality P∞(TA > k) >
1− [AP(ν > k)]−1 (see (A.4)), we obtain
Rrk,θ(TA) =
Ek,θ
[
(TA − k)+
]r
P∞(TA > k)
6
(
1 +
⌊
log(A/pik)
Iθ+µ−ε
⌋)r
+ r2r−1 Υk,r(θ, ε1)
1− 1/(AP(ν > k)) . (A.9)
Since, by condition C2, Υk,r(θ, ε1) <∞ for all k ∈ Z+
and θ ∈ Θ, this implies the asymptotic upper bound
Rmk,θ(TA) 6
(
logA
Iθ + µ
)m
(1+o(1)), A→∞ (A.10)
(for all 0 < m 6 r and θ ∈ Θ), which along with the
lower bound
Rmk,θ(TA) >
(
logA
Iθ + µ
)m
(1+o(1)), A→∞ (A.11)
proves the asymptotic relation (26). Note that the lower
bound (A.11) follows immediately from the lower bound
(23) in Lemma 1 by replacing α with 1/(A + 1) since
it follows from (24) that TA ∈ C(1/(A+ 1), pi).
We now get to proving (27). Since the MS rule
TA belongs to class C(1/(A + 1), pi), replacing α by
1/(A+1) in the asymptotic lower bound (22), we obtain
that under the right-tail condition C1 the following
asymptotic lower bound holds for all r > 0 and θ ∈ Θ:
R¯rpi,θ(TA) >
(
logA
Iθ + µ
)r
(1 + o(1)), A→∞. (A.12)
Thus, to prove (27) it suffices to show that, under the
left-tail condition C2, for 0 < m 6 r and θ ∈ Θ
R¯mpi,θ(TA) 6
(
logA
Iθ + µ
)m
(1 + o(1), A→∞. (A.13)
Using (A.7) and (A.8), we obtain that for any 0 <
ε < Iθ + µ
Epiθ [(TA − ν)+]r =
∞∑
k=0
pikEk,θ
[
(TA − k)+
]r
6
∞∑
k=0
pik
(
1 +
log(A/pik)
Iθ + µ− ε
)r
+ r2r−1
∞∑
k=0
pikΥk,r(θ, ε1).
(A.14)
This inequality together with the inequality 1 −
PFA(TA) > A/(1 +A) yields
R¯rpi,θ(TA) =
∑∞
k=0 pikEk,θ [(TA − k)+]r
1− PFA(TA)
6
∞∑
k=0
pik
(
1 + log(A/pik)Iθ+µ−ε
)r
+ r2r−1
∞∑
k=0
pikΥk,r(θ, ε1)
A/(1 +A)
.
(A.15)
By condition C2,
∑∞
k=0 pikΥk,r(θ, ε1) < ∞ for any
ε1 > 0 and any θ ∈ Θ and, by condition (18),∑∞
k=0 pik| log pik|r <∞, which implies that, as A→∞,
for all 0 < m 6 r and all θ ∈ Θ
R¯mpi,θ(TA) 6
(
logA
Iθ + µ− ε
)r
(1 + o(1)).
Since ε can be arbitrarily small, the upper bound (A.13)
follows and the proof of the asymptotic expansion (27)
is complete.
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(ii) Setting A = Aα = (1 − α)/α in (26) and (27)
yields as α→ 0
Rmk,θ(TAα) ∼
( | logα|
Iθ + µ
)m
,
R¯mpi,θ(TAα) ∼
( | logα|
Iθ + µ
)m
,
(A.16)
which along with the lower bounds (23) and (22) in
Lemma 1 completes the proof of (28) and (29). Obvi-
ously, all assertions in (ii) are correct if threshold Aα is
so selected that TAα ∈ C(α, pi) and logAα ∼ | logα| as
α→ 0. The proof is complete.
Proof of Lemma 3: Let Nα = (1−ε)| logα|/(Iθ+
µα + δα), where δα > 0 and goes to 0 as α → 0.
Analogously to (A.1),
inf
T∈C(α)
Rrk,θ(T )
> Nrα
[
inf
T∈C(α)
P∞(T > k)
− sup
T∈C(α)
Pk,θ(k < T < k +Nα)
]
>Nrα
[
1− α/P(ν > k)
− sup
T∈C(α)
Pk,θ(k < T < k +Nα)
]
,
(A.17)
where we used the fact that infT∈C(α) P∞(T > k) >
1− α/P(ν > k) (see (A.4)). Using (A.5) and (A.6), we
obtain
sup
T∈C(α)
Pk,θ(k < T < k +Nα) 6 βα,k(θ)
+ exp
{
− ε
2Iθ| logα|
Iθ + µα + δα
+ (µα + δα)k
}
.
By condition C1, βα,k(θ) goes to zero as α→ 0 for all
k ∈ Z+. Obviously, the second term vanishes as α→ 0
for all ε ∈ (0, 1) and all k ∈ Z+. It follows that, for all
k ∈ Z+ and θ ∈ Θ,
sup
T∈C(α)
Pk,θ(k < T < k +Nα)→ 0 as α→ 0
and using (A.17) we obtain that for all 0 < ε < 1, r > 0,
and θ ∈ Θ as α→ 0
inf
T∈C(α)
Rrθ,k(T ) > (1− ε)r
( | logα|
Iθ
)r
(1 + o(1)).
Since ε can be arbitrarily small, the lower bound (31)
follows.
Proof of Theorem 2: Setting A = (1 − α)/α in
inequality (A.15), we obtain
R¯rpiα,θ(TA) 6 (1− α)−1
∞∑
k=0
piαk
(
1 +
log((1− α)/αpiαk )
Iθ + µα − ε
)r
+ r2r−1 sup
k∈Z+
Υk,r(θ, ε1).
Using conditions (33) and C3 and taking into account
that µα → 0 as α→ 0 yields
R¯rpiα,θ(TAα) 6
( | logα|
Iθ − ε
)r
(1 + o(1)).
Since ε can be arbitrary small, we obtain the asymptotic
upper bound
R¯rpiα,θ(TAα) 6
( | logα|
Iθ
)r
(1 + o(1)),
as α→ 0, which along with the lower bound (30) proves
(34). Clearly, this upper bound holds if we take any A =
Aα such that PFA(TAα) 6 α and logAα ∼ | logα| as
α→ 0.
Next, substituting A = (1 − α)/α in (A.9) (or
more generally any A such that logA ∼ | logα| and
PFA(TA) 6 α), we obtain
Rrk,θ(TA) 6[
1 +
⌊
log
((α/(1−α)piαk )
Iθ+µα−ε
⌋]r
+ r2r−1 Υk,r(θ, ε1 + δα)
1− 1/(AP(ν > k)) ,
which due to conditions C3 and (33) and the fact that
µα, δα → 0 implies that, for all fixed k ∈ Z+ and all
θ ∈ Θ as α→ 0,
Rrk,θ(TA) 6
( | logα|
Iθ
)r
(1 + o(1)).
This upper bound together with the lower bound (31)
yields (35) and the proof is complete.
Proof of Theorem 3: (i) For ε ∈ (0, 1), let MA =
MA(ε, θ) = (1 − ε)I−1θ logA. Similarly to (A.1) we
obtain
Rrk,θ(T˜A) >MrA
[
P∞(T˜A > k)
− Pk,θ(k < T˜A < k +MA)
] (A.18)
and similarly to (A.5),
Pk,θ
(
0 < T˜A − k < MA
)
6 UA,k(T˜A) + βA,k(θ),
(A.19)
where
UA,k(T˜A) = e
(1+ε)IθMAP∞
(
0 < T˜A − k < MA
)
,
βA,k(θ) = Pk,θ
(
1
MA
max
16n6MA
λk,k+n(θ) > (1 + ε) Iθ
)
.
Since
P∞
(
0 < T˜A − k < MA
)
6 P∞
(
T˜A < k +MA
)
6 (k + ω +MA)/A,
we have
UA,k(T˜A) 6
k + ω + (1− ε)I−1θ logA
Aε2
. (A.20)
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Therefore, UA,k(T˜A) → 0 as A → ∞ for any
fixed k. Also, βA,k(θ) → 0 by condition C1, so that
Pk
(
0 < T˜A − k < MA
)
→ 0 for any fixed k. Since
P∞(T˜A > k) > 1 − (ω + k)/A, it follows from (A.18)
that for an arbitrary ε ∈ (0, 1) as A→∞
Rrk,θ(T˜A) >
(
(1− ε) logA
Iθ
)r
(1 + o(1)),
which yields the asymptotic lower bound (for any fixed
k ∈ Z+ and θ ∈ Θ)
Rrk,θ(T˜A) >
(
logA
Iθ
)r
(1 + o(1)), A→∞. (A.21)
To prove (37) it suffices to show that
Rrk,θ(T˜A) 6
(
logA
Iθ
)r
(1 + o(1)), A→∞. (A.22)
For k ∈ Z+, define the stopping times
τ˜
(k)
A = inf{n > 1 : log ΛWk,k+n > logA}.
Obviously, for any n > k, logRWn > log ΛWk,n, and
hence, for every A > 0, (T˜A−k)+ 6 τ˜ (k)A . Analogously
to (A.7), we have
Ek,θ
[
(T˜A − k)+
]r
6 Ek,θ
[(
τ˜
(k)
A
)r]
6 M˜rA + r2r−1
∞∑
n=M˜A
nr−1Pk,θ
(
τ˜
(k)
A > n
)
, (A.23)
where M˜A = M˜A(ε, θ) = 1 + blog(A)/(Iθ − ε)c. For a
sufficiently large n similarly to (A.8) we have
Pk,θ
(
τ˜
(k)
A > n
)
6 Pk,θ
(
1
n
inf
ϑ∈Γδ,θ
λk,k+n(ϑ) < Iθ − ε
)
.
(A.24)
Using (A.23) and (A.24), we obtain the inequality
Ek,θ
[(
T˜A − k
)+]r
6
(
1 +
⌊
logA
Iθ − ε
⌋)r
+ r2r−1 Υk,r(θ, ε),
(A.25)
which along with the inequality P∞(T˜A > k) > 1 −
(ω + k)/A implies the inequality
Rrk,θ(T˜A) =
Ek,θ
[(
T˜A − k
)+]r
P∞(T˜A > k)
6
(
1 +
⌊
logA
Iθ−ε
⌋)r
+ r2r−1 Υk,r(θ, ε)
1− (ω + k)/A . (A.26)
Since, by condition C2, Υk,r(θ, ε) <∞ for all k ∈ Z+
and θ ∈ Θ, this implies the asymptotic upper bound
(A.22) and completes the proof of the asymptotic ap-
proximation (37).
We now continue with proving (38). By the Chebyshev
inequality,
R¯rpi,θ(T˜A) > Epiθ [(T˜A − k)+]r
>MrAPpiθ (T˜A − ν > MA)
>MrA
[
Ppiθ (T˜A > ν)− Ppiθ (ν < T < ν +MA)
]
>MrA
[
1− ν¯ + ω
A
− Ppiθ
(
0 < T˜A − ν < MA
)]
.
(A.27)
Let KA be an integer number that approaches infinity
as A → ∞. Using (A.19) and (A.20), we obtain the
following upper bound
Ppiθ (0 < T˜A − ν < MA)
=
∞∑
k=0
pikPk,θ
(
0 < T˜A − k < MA
)
6 P(ν > KA) +
∞∑
k=0
pikUA,k(T˜A) +
KA∑
k=0
pikβA,k
6 P(ν > KA)
+
ν¯ + ω + (1− ε)I−1θ logA
Aε2
+
KA∑
k=0
pikβA,k, (A.28)
where the first two terms go to zero as A→∞ since ν¯
and ω are finite (by Markov’s inequality P(ν > KA) 6
ν¯/KA) and the last term also goes to zero by condition
C1 and Lebesgue’s dominated convergence theorem.
Thus, for all 0 < ε < 1, Ppiθ (0 < T˜A − ν < MA)
approaches 0 as A → ∞. Using inequality (A.27), we
obtain that for any 0 < ε < 1 as A→∞
R¯rpi,θ(T˜A) > (1− ε)r
(
logA
Iθ
)r
(1 + o(1)),
which yields the asymptotic lower bound (for any r > 0
and θ ∈ Θ)
R¯rpi,θ(T˜A) >
(
logA
Iθ
)r
(1 + o(1)), A→∞. (A.29)
To obtain the upper bound it suffices to use inequality
(A.25), which along with the fact that Ppi(T˜A > ν) >
1− (ν¯ + ω)/A yields (for every 0 < ε < Iθ)
R¯rpi,θ(T˜A) =
∑∞
k=0 pikEk[(T˜A − k)+]r
Ppi(T˜A > ν)
6
(
1 + logAIθ−ε
)r
+ r2r−1
∑∞
k=0 pikΥk,r(θ, ε)
1− (ω + ν¯)/A . (A.30)
Since by condition C2,
∞∑
k=0
pikΥk,r(θ, ε) <∞ for any ε > 0 and θ ∈ Θ,
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we obtain that, for every 0 < ε < Iθ as A→∞,
R¯rpi,θ(T˜A) 6
(
logA
Iθ − ε
)r
(1 + o(1)).
Since ε can be arbitrarily small, this implies the asymp-
totic (as A→∞) upper bound
R¯rpi,θ(T˜A) 6
(
logA
Iθ
)r
(1 + o(1)), (A.31)
which along with the lower bound (A.29) completes the
proof of (i).
(ii) To prove (40) and (39) it suffices to substitute
logA ∼ | logα| (in particular, we may take A = (b ω +
ν¯)/α) in (38) and (37).
Proof of Theorem 4: Previous results make the
proof elementary. Indeed, substitution A = Aα =
(bαωα + ν¯α)/α in (A.30) yields the upper bound
R¯rpiα,θ(T˜Aα) 6(
1 + log((ωα+ν¯α)/α)Iθ−ε
)r
+ r2r−1 supk>0 Υk,r(θ, ε)
1− α ,
which implies the asymptotic upper bound
R¯rpiα,θ(T˜Aα) 6
( | logα|
Iθ
)r
(1 + o(1)), α→ 0,
since, by condition (41), log[(ωα+ν¯α)/α] ∼ | logα| and
by condition C3, supk>0 Υk,r(θ, ε) <∞ for all θ ∈ Θ.
This upper bound along with the lower bound (30) in
Lemma 3 proves (42).
Finally, the asymptotic upper bound
Rrk,θ(T˜Aα) 6
( | logα|
Iθ
)r
(1 + o(1)), α→ 0,
for all k ∈ Z+ and θ ∈ Θ follows immediately from
(A.26) with A = Aα = (cαωα + ν¯α)/α, which along
with the lower bound (31) in Lemma 3 proves (43).
Proof of Theorem 5: Since Θ is compact it follows
from the asymptotic approximation (27) in Theorem 1
that as A→∞∫
Θ
R¯rpi,ϑ(TA) dW (ϑ) =
∫
Θ
(
logA
Iϑ + µ
)r
dW (ϑ)(1 + o(1))
= Dµ,r(logA)
r(1 + o(1)).
Since PFA(TA) < 1/A, we obtain the following asymp-
totic approximation for the integrated risk
ρc,rpi,W (TA) ∼ Dµ,r c (logA)r as A→∞. (A.32)
Next, it is easily seen that, for any r > 1 and µ ∈
(0,∞), threshold Ac,r goes to infinity as c → 0 with
such rate that logAc,r ∼ | log c|. As a result, we obtain
that
ρc,rpi,W (TAc,r ) ∼ Dµ,r c | log c|r as c→ 0.
All it remains to do is to prove the lower bound
inf
T>0
ρc,rpi,W (T ) > Dµ,r c | log c|r(1 + o(1)) as c→ 0.
(A.33)
In fact, since
lim
c→0
Gc,r(Ac,r)
Dµ,r c | log c|r = 1,
it suffices to prove that
infT>0 ρ
c,r
pi,W (T )
Gc,r(Ac,r)
> 1 + o(1) as c→ 0. (A.34)
This can be done by contradiction. Indeed, suppose that
(A.34) is wrong, i.e., there exists a stopping rule T = Tc
such that
ρc,rpi,W (Tc)
Gc,r(Ac,r)
< 1 + o(1) as c→ 0. (A.35)
Let αc = PFA(Tc). First, αc → 0 as c→ 0 since
αc 6 ρpi,Wc,r (Tc) < Gc,r(Ac,r)(1+o(1))→ 0 as c→ 0.
Second, it follows from Lemma 1 that, as αc → 0,
Rrpi,W (Tc) >
∫
Θ
(Iϑ + µ)
−rdW (ϑ)| logαc|r(1 + o(1)),
and hence, as c→ 0,
ρc,rpi,W (Tc) = αc + c (1− αc)Rrpi,W (Tc)
> αc + cDµ,r| logαc|r(1 + o(1)).
Thus,
ρc,rpi,W (Tc)
Gc,r(Ac,r)
> Gc,r(1/αc) + cDµ,r| logαc|
ro(1)
minA>0Gc,r(A)
> 1 + o(1),
which contradicts (A.35). Hence, (A.34) follows and the
proof is complete.
Proof of Theorem 6: (i) Using (A.14), we obtain∫
Θ
Epi
c
ϑ [(TA − ν)+]r dW (ϑ)
6
∞∑
k=0
pick
∫
Θ
(
1 +
log(A/pick)
Iϑ + µc − ε
)r
dW (ϑ)
+ r2r−1
∫
Θ
Υr(ϑ, ε1) dW (ϑ),
where the last term is finite since Θ is compact and
Υr(ϑ, ε1) < ∞ for all ϑ ∈ Θ due to condition C3 and
where
∞∑
k=0
pick| log pick|r = o(| log c|r) as c→ 0
by assumption (46). Recall that, as established in the
proof of Theorem 5 above, logAc,r ∼ | log c| as c → 0
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when Ac,r satisfies (47) and that µc → 0. Therefore, as
c→ 0, ∫
Θ
Epi
c
ϑ [(TAc,r − ν)+]r dW (ϑ)
6
∫
Θ
( | log c|
Iϑ − ε
)r
dW (ϑ)(1 + o(1)).
Since ε can be arbitrary small, we obtain
c
∫
Θ
Epi
c
ϑ [(TAc,r − ν)+]r dW (ϑ)
6 Dr c | log c|r(1 + o(1)) as c→ 0.
Since PFA(TAc,r ) < 1/Ac,r = o(c| log c|r) it follows
that
ρc,rpic,W (TAc,r ) 6 Dr c | log c|r(1 + o(1)) as c→ 0.
(A.36)
The lower bound
inf
T>0
ρc,rpic,W (T ) > Dr c | log c|r(1 + o(1)) as c→ 0
(A.37)
can be deduced using Lemma 3 and the argument essen-
tially similar to that used in the proof of the lower bound
(A.33) above with Gc,r(A) = 1/A+ cDr(logA)r.
Using the asymptotic upper bound (A.36) and the
lower bound (A.37) simultaneously, we obtain (48),
which completes the proof of (i).
(ii) In order to prove (51) it suffices to prove the
asymptotic upper bound
ρc,rpic,W (T˜Ac,r ) 6 Dr c | log c|r(1 + o(1)) as c→ 0.
(A.38)
Define
G˜c,r(A) = (ωcbc + ν¯c)/A+ cDr(logA)
r.
Threshold Ac,r that satisfies equation (50) minimizes
G˜c,r(A), and it is easily seen that logAc,r ∼ | log c| as
c→ 0 since, by assumption (49), ωcbc + ν¯c = o(| log c|)
as c→ 0.
Using inequality (A.25), we obtain∫
Θ
Epi
c
ϑ [(T˜A − ν)+]r dW (ϑ)
6
∫
Θ
(
1 +
logA
Iϑ − ε
)r
dW (ϑ)
+ r2r−1
∫
Θ
Υr(ϑ, ε) dW (ϑ),
where the last term is finite since Θ is compact and
Υr(ϑ, ε) < ∞ for all ϑ ∈ Θ due to condition C3.
Therefore, for an arbitrary small ε as c→ 0,∫
Θ
Epi
c
ϑ [(T˜A − ν)+]r dW (ϑ)
6
∫
Θ
( | log c|
Iϑ − ε
)r
dW (ϑ)(1 + o(1)),
which implies that, as c→ 0,
c
∫
Θ
Epi
c
ϑ [(T˜A−ν)+]r dW (ϑ) 6 Dr c | log c|r(1+o(1)).
Since PFA(T˜Ac,r ) 6 (ωcbc+ν¯c)/Ac,r = o(c| log c|r), we
obtain (A.38), which along with the lower bound (A.37)
proves (51). The proof of (ii) is complete.
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