ABSTRACT In this paper, we introduce a new color filter array interpolation based on edge map prediction using the Bayesian theorem. The edge information obtained at the position of the green component sampled in the quincunx grid using the Bayer pattern is used to predict the edge of the red and blue component positions distributed in the rectangular grid. In this process, the edge distribution of the entire image, local area, and nearest neighbors is analyzed to determine the smooth/edge characteristics stochastically. If the pixels at the red and blue positions are determined to be edge pixels, the edge direction is inherited from the edge pixels of the local region. By combining a new decision technique with directional weighted interpolation in the green plane reconstruction process, the interpolation accuracy can be improved compared with the existing demosaicking algorithms. After interpolating the green channel, the color difference between the interpolated green channel and the red/blue channel is used to refine the reconstructed green plane. The other color planes can then be interpolated using this refined green plane. Experimental results show that our algorithm improves both the objective and subjective image qualities compared with the conventional state-of-the-art demosaicking algorithms.
I. INTRODUCTION
To represent a digital color image, three color channels are required for each pixel [1] . Three sensors should be used to obtain information about each channel. However, because of the portability and cost of a camera, a single sensor-based digital imaging device is used in most camera types. A single image sensor obtains information about one color per pixel through a color filter array (CFA). The most common CFA is the Bayer CFA pattern [2] , where the green (G) component is sampled on a quincunx grid, and the red (R) and blue (B) components are sampled on rectangular grids, as shown in Fig. 1 . Thus, 50% of the CFA image is the G component, with 25% each for the R/B components. A color information estimation process is performed to obtain the remaining unknown color information that does not exist at each pixel position. This interpolation technique is called CFA interpolation or demosaicking [3] .
The G component is sampled twice as much as the R/B components. This is because the human visual system (HVS) [4] has the highest sensitivity at medium wavelengths, which occupy the G color part. Therefore, a luminance image without aliasing is first generated through G component interpolation at the R/B positions. Because the interpolated G image is used to generate the remaining R/B components, the prediction of the G component is important. The R/B components are predicted based on the assumption that the color difference signals are locally constant. If necessary, the color components of the pixel are modified using a postrefinement process. The overall process described above is a general CFA interpolation process.
Various demosaicking algorithms based on the Bayer pattern have been proposed over the past few decades [7] - [16] . In order to accurately and effectively estimate non-existent components, it has been widely assumed that the color differences are constant in a small region [5] . This assumption, however, produces bad results for regions where drastic changes exist such as the presence of edges. Accordingly, many algorithms have been developed that first perform edge prediction and then perform interpolation along the edge direction [6] .
Adams and Hamilton [7] proposed the adaptive color plane interpolation (ACPI) algorithm to predict the direction of the edge. ACPI performs adaptive interpolation through a classifier using the Laplacian second-order value, gradient value, and color difference bias value. In [8] , an effective directional weighted interpolation method (DWI) was proposed to reconstruct a full color image using spectral correlation in a specific direction. The authors use a Sobel filter to approximate the directional gradient, and the absolute value of gradients in order to improve the computation speed. Effective color interpolation (ECI) [9] performs interpolation using the color difference between the G and R/B color planes to obtain a completely reconstructed image. Using the property that the HVS is sensitive to chromatic changes rather than luminance changes in low spatial frequency regions, the authors suggested a demosaicking system with low complexity. Through the above algorithms, the necessary theories in the demosaicking process have been established, and the improved algorithms have been proposed.
Because the ACPI method determines the interpolation direction based on the horizontal and vertical gradient approximations, it can result in unsatisfying results in regions with textures or thin objects. Therefore, studies for predicting more accurate edges have continued. Chung and Chan [10] proposed the local variance of color differences (VCD) as a homogeneity criterion in order to apply a more reliable method to edge direction selection. Su and Kao [11] proposed effective demosaicking using subband correlation (EDUSC) utilizing the property of a wavelet transform to classify edge pixels. In [12] , the authors proposed an edge strength filter (ESF) that provides local, orientation-free luminance transition information and applied it to the demosaicking problem.
Algorithms have been developed to eliminate extreme color artifacts that occur because ECI does not consider edge directionality in the interpolation process. An effective demosaicking algorithm based on the edge property (EDAEP) [13] was proposed to improve the performance of the existing ECI algorithm and eliminate color artifacts. The authors effectively detected the edges of an image and generated more accurate weights for image interpolation based on the horizontal or vertical directionality. Color demosaicking with directional filtering and weighting (CDDFW) [14] was proposed based on a combination of directional filtering, an a posteriori decision method, and enhanced ECI. The authors analyzed the advantages and limitations of the conventional demosaicking methods and tried to eliminate the errors that are still obvious.
Since existing algorithms have been specialized for specific image dataset with high spectral correlations [5] , demosaicking algorithms using natural images [25] , [26] as test sequences have also been developed. In [15] , the authors presented the successive refinement demosaicking algorithm (SRD), which is based on DWI and gradient inverse-weighted filtering. The DWI-based refinement method proposed in SRD is effective in reducing interpolation artifacts, with a slight increase in complexity and better results than existing interpolation enhancing approaches. An effective demosaicking technique based on the Taylor series and adaptive directional selection (TAD) was proposed for adaptive direction and weight selection to achieve high efficiency in real time [16] . The authors used a large local window and a small local window together to increase the accuracy of the interpolation, and experimentally selected a function to determine the weight. In recent years, researchers have been able to acquire improved images by proposing a learningbased demosaicking technique [17] - [19] .
The conventional edge sensing-based demosaicking algorithms commonly perform edge detection for the interpolation of the G components at the R/B pixel positions. However, their performances may be inaccurate because they simply detect edges by comparing the differences between neighboring pixels. In addition, because the edge distribution of the surrounding pixels is not considered, an outlier occurs in some cases. Although incorrectly determining that a smooth pixel is an edge pixel has no significant effect on the demosaicking result, if an edge pixel is determined to be a smooth pixel, this has a large effect on the demosaicking result.
In this paper, we propose an edge map prediction using Bayesian theorem to obtain accurate edge information used in the interpolation process. First, edge detection is performed on existing G pixels to determine smooth/edge characteristics information. Next, Bayesian theorem-based smooth/edge decision probabilities at R/B pixel positions are calculated by analyzing the edge distribution of the entire image, local area, and nearest neighbor pixels. Finally, when the R/B pixel position is determined as an edge, the edge direction is inherited from the surrounding G pixels having the edge characteristics. Then, CFA interpolation is performed according to the generated edge map.
The remainder of this paper is organized as follows. In section II, we describe the Bayesian theorem-based edge map prediction. Section III describes the demosaicking algorithm used in this paper. Experimental results using test images are presented in section IV. Finally, some conclusions are presented in section V.
II. BAYESIAN THEOREM-BASED EDGE MAP PREDICTION
As shown in Fig. 2 , the proposed decision-based demosaicking system is divided into two processes, an edge map generation process and a CFA interpolation process using the edge map. The conventional edge determination method directly determines the smooth/edge characteristics and edge VOLUME 6, 2018 FIGURE 2. Flowchart of proposed demosaicking system. direction using the difference between neighboring pixels at the R/B positions. Moreover, the prediction accuracy is low because the edge distribution of the surrounding pixels is not considered. In this section, we propose a new edge map generation method, as shown in Fig. 3 . The strength of the edge prediction process using Bayesian theorem is that the edge information of the G pixels can be utilized in the R/B pixel positions. 
A. EDGE DETECTION
The edge determination method proposed in this paper predicts the smooth/edge characteristics of the R/B pixel positions using the edge information of the original G component. Therefore, it is necessary to determine whether the original G pixel is a smooth pixel or an edge pixel through edge detection at the G component position, and to determine the directionality. In this process, the gradients (sum of absolute differences) in the horizontal and vertical directions are calculated.
In the Bayer pattern, G pixels are fully sampled in diagonal directions [20] . However, in the R/B pixel positions, the G pixels are distributed in the cardinal directions, and the edge information of the diagonal directions is meaningless. In addition, since HVS is more sensitive to horizontal and vertical edges than diagonal edges [21] , we only consider cardinal directions in edge map generation and G plane interpolation process.
As shown in Fig. 4 , we use eight surrounding G pixels to determine the edge information at the G5 location. The gradient changes in the horizontal and vertical directions are obtained using (1) and (2). It can be said that a sharp edge exists when one of the horizontal and vertical gradient changes is relatively large compared to the other value.
The edge determination is performed by comparing the ratio values of H 5 and V 5. If the larger value of H 5/V 5 or V 5/H 5 is greater than the predetermined threshold T , the G5 position is determined to be a strong edge. In the opposite case, the G5 position is classified as a smooth pixel. If the larger value is H 5/V 5, it is said to have a vertical edge because the horizontal gradient change is larger. Conversely, if the V 5/H 5 value is larger, it is said to have a horizontal edge.
B. BAYESIAN THEOREM-BASED EDGE MAP PREDICTION
The Bayesian theorem is used to calculate the smooth/edge determination probability when interpolating the G component at the R/B pixel positions. In this process, the edge distributions of the entire image and local region, and the large cross-shaped pattern (LCSP) G component edge distribution are synthetically considered. In other words, a greater number of edges for the entire image or adjacent region will lead to a higher probability that the characteristics of the G component to be interpolated is an edge. The edge prediction of the small cross-shaped pattern (SCSP) is performed by analyzing the edge distribution of the LCSP G components. The shape of these two patterns is shown in Fig. 5 .
The probability of the smooth/edge characteristics at the R/B positions based on the Bayesian theorem when using the edge map of the original G component is obtained by
where Case represents the edge distribution of the nearest neighbors and is shown as sixteen cases in Fig. 6 . Type indicates the smooth/edge characteristics of the corresponding pixel position. For example, p(Type = Smooth|Case = 1) indicates the probability that the type of the current pixel is a smooth when all of the closest neighbors are smooth pixels. p(Case|Type) is the likelihood that plays the most important role in finding the probability of the smooth/edge determination. p(Type) represents the distribution of smooth or edge pixels in a given region, and p(Case) represents the occupancy rate of a specific case in a given cross grid. For simplicity, we use the lowercase alphabet to represent p
(t|c), p(c|t), p(t), and p(c).
In order to determine whether the pixel position to be interpolated is a smooth or an edge, all of the information on the right side of (3) is needed. Our final goal is to find the smooth/edge decision probability of the R/B pixel locations in SCSP. Thus, we use (4) below.
where p SCSP (c) is the case probability according to the surrounding edge distribution in the SCSP. The edge distribution of a given region can be expressed by p SCSP (t). In this paper, we use the edge distribution of the original G pixels in a 5×5 region. Because p SCSP (c|t) is an unknown likelihood, we must derive the value using the information obtained from the LCSP edge analysis. Because images usually have geometric duality properties which means the consistency of geometric structure across resolutions, high-resolution parameters can be estimated from low-resolution samples [22] - [24] . Therefore, we can derive p SCSP (c|t) by analyzing the LCSP edge map. To obtain the unknown likelihood p SCSP (c|t), we use (5).
To obtain p LCSP (c|t), we calculate the p LCSP (t|c), p LCSP (c), and p LCSP (t) probability tables with a raster scan over the entire image as the pseudo code in Fig. 7 . In the LCSP grid, the frequency of cases is increased according to the surrounding edge distribution and divided by the sum of all the cases to obtain p LCSP (c), as shown in (6) .
where N c i is the number of occurrences of case c i and i = 1, 2, · · · , 16. The above procedure can be used to calculate p LCSP (t|c) according to the smooth/edge type of the center pixel. In addition, we use the smooth/edge ratio of the G pixels over the entire image as the probability of p LCSP (t), as shown in (7).
where t|c i means that the case of CSP is c i and the type of the center pixel is t ∈ {Smooth, Edge}. N t|c i is the number of occurrences of the center pixel type according to the case of surrounding pixels of the CSP grid within the image. And N t is the number of occurrences of the center pixel type t. Using this information, a 16×2 p LCSP (c|t) probability table can be calculated for sixteen cases and two pixel types. The method of obtaining p LCSP (c) from the LCSP grid is applied to the SCSP grid to obtain p SCSP (c). Then, the p SCSP (t|c) of the R/B pixel positions in (4) is obtained using the above information. If p SCSP (Smooth|c) is greater than p SCSP (Edge|c), the corresponding pixel is classified as a smooth pixel.
C. EDGE DIRECTION DETERMINATION
When the pixels at the R/B positions are determined to be edge pixels, the edge direction is inherited from the edge pixels of the specific region. As shown in Fig. 8 , the edge direction of the X position is determined by using the edge information of twelve G pixels. The directionality of a plurality of edge pixels is defined as the directionality of X . 
III. COLOR FILTER ARRAY INTERPOLATION
The CFA interpolation process shown in Fig. 9 is used to interpolate missing color components. Using the edge information obtained in section II, the interpolation is performed using the gradient inverse value as a weight according to the pixel characteristics. The color difference model is used to reduce color artifacts in the high-frequency region. This is because the HVS is sensitive to the high-frequency region, and the existing color ratio model produces bad results in the edge region. The assumption used in the color difference model is that the three channels (R, G, and B) have similar high-frequency components. In addition, because the G channel has the property of a luminance component, the high-frequency map of the G component can replace the high-frequency map of the image. Therefore, the G channel with low aliasing error is preferentially interpolated in the R/B pixel locations using the predicted G component-based edge map. We then perform a refinement step to obtain an accurate G plane. The missing R/B components are interpolated to complete the demosaicking process.
In the interpolation process, the original color components are expressed as R, G, and B using capital letters, and the components used in the intermediate interpolation process are represented by r, g, and b in lower case. The final interpolated components are represented byr,ĝ, andb.
A. GREEN CHANNEL INTERPOLATION
Because the HVS is more sensitive to the G component, it has twice the distribution in the CFA image as the R/B components. In other words, it can be said that the G component contains the structural information of the image, and the interpolation of the G component affects the interpolation of the other color components. Therefore, the G channel interpolation is performed first using the DWI algorithm. A relatively simple demosaicking method is applied considering the complexity of the proposed edge map prediction process using the Bayesian theorem. To interpolate theg R3 of R3, we use the first-order derivative in the four directions of north (N ), south (S), west (W ), and east (E) using the neighboring pixels. Directional information for these four directions is shown in (8) .
An appropriate weight is assigned to a predicted value in each direction in order to perform the correct interpolation according to the image details. For this purpose, we use (9) to obtain the color gradients using the color differences in the corresponding direction.
48140 VOLUME 6, 2018 where ε is added so that the denominator of the weight does not become zero. The weight related to the predicted value in each direction is determined by the reciprocal of the color gradient, as shown in (10) . A smoother area results in a smaller color gradient and larger value for the weight. In a region where a color change is large and color artifacts can occur, the color gradient is large, and the value of the weight is small. Therefore, the initial interpolatedg R3 is obtained by applying the weights according to the pixel characteristics.
Finally, the G channel interpolation using the weighted average method is performed according to the smooth/edge characteristics and edge direction of R3. If the characteristics of the R3 pixel is a smooth, the interpolation method of (11) is applied. The distribution of the characteristics of all the surrounding pixels is taken into consideration without specific directionality.
If the characteristics of the R3 pixel is an edge and shows vertical or horizontal directionality, directional interpolation is performed using (12) or (13) . This process makes it possible to avoid interpolation across the edge.
The initial interpolated G plane can be obtained using the above procedure. To improve the prediction accuracy of the R/B components, it is essential to update the G plane using a refinement process.
B. GREEN PLANE REFINEMENT PROCESS
After interpolating the G channel according to the pixel characteristics, the color difference between the interpolated G channel and the R/B channel is used to refineg (see the reference area in Fig. 10) . In this process, we use the four nearest G components with the highest color correlation, and calculate the color gradients to obtain the weight values in four directions. We use (14) to obtain the color gradients.
The refinement process is applied by specifying an appropriate weight according to the characteristics of each direction. We use the inverse of the color gradients in the weight calculation process, as shown in (15) .
For the pixel positions classified as a smooth in the edge map prediction process, the final G component is obtained through a refinement process considering all directions using (16) , as shown at the bottom of this page.
For pixel positions classified as a vertical or horizontal edge, we apply (17) or (18) to refine the interpolated G pixels.
The remaining process is predicting the R/B components using the color difference plane. The R/B components are first predicted at the G position. Next, the R (B) component prediction at the B (R) position is performed.
C. R/B CHANNEL INTERPOLATION
After theĝ plane is obtained through the interpolation and refinement process, the interpolation of the R/B components is performed. Because R/B pixels are strongly associated with G pixels, interpolation is performed using the color difference model.
FIGURE 11.
The reference blocks used to interpolater andb. Fig. 11 shows the reference blocks used in the R/B interpolation. First, the R/B components at the G pixel positions are interpolated. In the case of G pixels with the shapes shown in Fig. 11(a) and 11(b) , ther G /b G components are interpolated using (19) and (20), respectively.
Finally, for those shown in Fig. 11 (c) and 11(d), ther B /b R components are obtained using (21) and (22), respectively.
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It is now possible to fully reconstruct the color image.
IV. EXPERIMENTAL RESULTS
This section shows how we verified the superiority of the proposed algorithm through comparisons with existing algorithms (VCD [10] , EDUSC [11] , ESF [12] , EDAEP [13] , CDDFW [14] , SRD [15] , and TAD [16] ). Post-processing was performed using median filtering to remove demosaicking artifacts. We used the McMaster (McM) dataset (with a size of 500×500) [25] to compare and evaluate the performances of the algorithms, as shown in Fig. 12 . In addition, Laurent Condat's (LC) Image Database [26] (Fig. 13 ) is used to evaluate the subjective performance of the proposed CFA interpolation system. Since the Kodak images used as test images in the existing demosaicking process are scanned version from film-based photos, they are not suitable as test images for the CFA interpolation method [5] . Also, because the spectral correlations of these test images are significantly higher than typical color images, they yield biased experimental results in the design of the demosaicking system [15] . Therefore, the experiments are conducted using McM and LC datasets with lower spectral correlations and close to images captured by color sensors.
FIGURE 12.
McM dataset (size of 500 × 500 in TIFF format) [25] .
The objective performance was assessed in terms of the color peak signal-to-noise ratio (CPSNR) [3] , feature similarity index measure for color images (FSIMc) [27] , S-CIELAB E * [28] , zipper effect ratio (ZER) [8] , and CPU time. We also investigated the performance of the proposed algorithm using a subjective image quality comparison. Our experiment was performed on an Intel Core i7-8700K CPU @ 3.70GHz with MATLAB R2018a. In the edge detection process, the threshold value T = 2 was used. Experiments with the reference algorithms used the MATLAB code published by the authors. 
A. OBJECTIVE PERFORMANCE ANALYSIS
The objective performance results were evaluated using five quality assessment measures and are listed in Tables 1-5 . Because the algorithm proposed in this paper focuses on the edge decision process, it uses a relatively simple interpolation technique compared to the reference algorithms. Nevertheless, the experimental results showed the superiority of the proposed algorithm. Table 1 shows that the CPSNR performance of the proposed algorithm was the best for half of the test images. The average CPSNR result was the best for SRD, but because CPSNR is an evaluation measure that does not take human visual characteristics into account, it must be accompanied by an evaluation using HVS-based measures. Tables 2 and 3 present the results of experiments using the FSIMc and S-CIELAB E * metrics based on the HVS to determine whether the structural characteristics of the images match. When the FSIMc is closer to 1.0, the demosaicked image is more similar to the original image. Because S-CIELAB E * compares perceptual differences, the performance of the demosaicking algorithm could be accurately compared. The experimental results showed the superior performance of the proposed algorithm. Table 4 lists experimental results showing how the zipper effect occurs in each algorithm in the demosaicking process. The zipper effect, which refers to an on-off pattern in regions with saturated colors, is one of the most common artifacts in CFA interpolation. It can be seen that a lower ZER is associated with fewer zipper artifacts in the image. The proposed algorithm had the lowest ZER average as a result of the correct prediction of the edge map. Finally, Table 5 lists the average CPU execution times. 
B. SUBJECTIVE PERFORMANCE ANALYSIS
Figs. 14-17 shows a subjective image comparison of the demosaicked images of McM images (#3, #5, #8, and #13). We compared the performances of the algorithms by comparing the quantities of zipper and color artifacts that occurred in the images. As can be seen from the plant stem in Fig. 14, we can see distorted parts in the resulting images of most algorithms. However, the result image of the proposed algorithm shows that the artifacts are less. As shown in Fig. 15 , the color artifacts on the red line are also noticeably severe. This is due to the wrong orientation in the edge determination process. As shown in Fig. 16 , the superiority of the proposed algorithm can be seen even for images with repeated patterns. The pattern disappears in all the algorithms except the proposed algorithm. Moreover, the image quality degradation is severe at the color saturated boundary. Although the thin line color on the left side of Fig. 17 is actually red, it is purple in the results of all of the algorithms except the proposed algorithm. Through previous experiments using the McM dataset, the superiority of the proposed algorithm is fully demonstrated. However, in order to show that the proposed algorithm is not biased in the McM dataset, additional subjective image quality evaluation was performed. Figs. 18-23 presents a subjective image comparison of the demosaicked images of LC dataset. Overall, the resulting images of the SRD, TAD, and proposed algorithms show relatively good results. On the other hand, the results of EDUSC and ESF algorithms show noticeable degradation in image quality due to zipper artifacts. Fig. 18 shows that the image quality degradation due to zipper artifacts also occurs in VCD, EDAEP, and CDDFW demosaicked images. The proposed algorithm partially generates color artifacts that occur in the cardinal directionbased algorithm, but there are no on-off pattern artifacts. Figs. 19(h) and 20(h) show that artifacts occur at the boundary of the object because TAD uses a large kernel window during the interpolation process. In Figs. 21(g) and 22(g), the SRD result images can be partially observed to have demosaicking artifacts. Notice that the resulting images in Fig. 23 undergo color artifacts. However, if we look at Fig. 23(i) , which is the result of the proposed algorithm, it can be seen that no zipper artifacts due to misjudgment of the edge direction occur.
As can be seen from the various experimental results, the accuracy of the Bayesian theorem-based edge map prediction of the proposed demosaicking algorithm is high. Based on the well-predicted edge map, the interpolation process can generate images closer to the original compared to other existing algorithms.
V. CONCLUSION
In this paper, we proposed a new demosaicking algorithm based on edge map prediction using the Bayesian theorem. Compared to the existing edge sensing algorithms, accurate edge prediction was possible and effectively eliminated color artifacts due to interpolation in the wrong direction. Our proposed method was shown to have superior performance compared to conventional algorithms through objective and subjective performance analyses. VOLUME 6, 2018 
