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Using the local coordinate transformation, any types of two-dimentional auto-oscillators can be
modeled by a forced pendulum for each stable auto-oscillatory state. This can be confirmed to
be equivalent to the universal model. Based on this fact, we adopt the pendulum-like model to
analytically study the mutual synchronization of a pair of perpendicular-to-plane polarizer Spin-
Torque Nano-Oscillators (PERP-STNOs) by magnetic dipolar coupling, which are in electrically
parallel and serial connections, respectively. In this paper, the phase diagram for synchronization
as a function of current and separation, locked phase angle, locking frequency, and transient
states of synchronization can be analytically predicted. Here, all of them are well evidenced by
macrospin simulation.
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1. Introduction
Spin-Transfer Torque (STT),1–5 as a negative
damping effect, can maintain persistent magnetic
auto-oscillations at GHz to sub-THz frequency
range by continuously injecting energy to mag-
netic system to resist its energy dissipation. Such
auto-oscillators are termed as Spin-Torque Nano-
Oscillators (STNOs). So far, there have been several
kinds of STNOs being reported, such as STNOs
based on quasi-uniform mode in nano-pillars
(NPs),6–8 nano-contacts (NCs),9 non-uniform mag-
netic solitons,10–14 and anti-ferromagnetism.15–17
Owing to their nonlinear scientific researches and
promising applications such as microwave radiation
sources,6 communication devices,18,19 as well as
neuromorphic computation,20 STNOs have become
an emerging research topic in the field of spintron-
ics.
However, limited by too low emitted power
and large linewidth of STNOs, they fail to be prac-
tical for applications. To improve these drawbacks,
mutual synchronizing an array of multiple STNOs
by some coupling mechanisms has been consid-
ered to be a feasible way. So far, there has been
three types of coupling mechanisms to be proposed
such as propagating spin waves based on NC struc-
ture;9, 21 electric coupling existing in the circuit
based on NP structure;22,23 magnetic dipolar cou-
pling based on NPs structure (quasi-uniform or vor-
tex modes),24–30 NCs structure (droplets),31, 32 and
nano-constriction NC structure driven by spin Hall
effect (SHE).33 Among the above synchronization
schemes, only the synchronization of perpendicular-
to-plane (PERP)STNOs by dipolar coupling is
more promising because it can be trigged solely
by current without the assistances of applied fields
or exterior circuit devices.25, 27 Also, since PERP-
STNOs can be trigged by opposite currents, the
synchronization state can exist in both cases of elec-
trical parallel and serial connections. This means
that the synchronization of PERP-STNO pairs can
be easily generalized to the case of multiple oscilla-
tors.
To get insight into the synchronization of
PERP-STNO pairs, the pendulum-like model based
on a strong demagnetization energy has been de-
veloped,24, 25, 27 which can be valid only in the
lower current regime and only applicable to PERP-
STNOs in the spherical coordinate. However, re-
cently, we also developed a new theoretical ap-
proach based on the macrospin model to study the
stability of PERP-STNOs,34 which is termed as
local rotational coordinate transformation. Where,
the STT effect with a Slonczewski’s spin polariza-
tion factor for the whole current regime as well as
the applied field are both exactly taken into consid-
eration. Based on this new theory, one can derive a
new pendulum-like model to deal with the synchro-
nization in the whole current regime very precisely.
More importantly, the theoretical approach sug-
gests that the stabilities of auto-oscillations defined
in the rotating frame should be a common feature
belonging to all kinds of auto-oscillators, which
is not limited to STNOs, such as superconductor
Josephson junctions.35 That is, the pendulum-like
model could be applicable to any types of auto-
oscillators.
In this paper, we present the theoretical anal-
ysis of the mutual synchronization of PERP-STNO
pairs by dipolar coupling in parallel and serial con-
nections, respectively. The paper is organized as
follows: In section 2, we develop a new pendulum-
like model (see also appendices A and B) to deal
with the synchronization of PERP-STNOs based on
the local rotational coordinate transformation. The
sufficient and necessary parametric ranges for the
synchronization are addressed, such as the phase-
locking windows of current and edge-to-edge sepa-
ration. In addition, we present locking phase angles,
locking frequencies, and transient state of the syn-
chronization predicted by the pendulum-like model.
Meanwhile, we perform the macrospin simulation to
support our analytical results. And then, a general-
ized pendulum-like model is proposed for any types
of auto-oscillatory systems, which can be proven to
be equivalent to the universal model(see appendix
C).36 Finally, a brief summary and discussions are
given in section 3.
2. Model and Theory
As depicted in figure 1, we consider two types
of electrically connected nano-pillar-based PERP-
STNO pairs, which are separated by an edge-to-
edge separation dee. One type is connected in par-
allel (figure 1(a)), and another one is connected
in series (figure 1(b)). Each pillar is composed of
a spin polarizer layer (P) with a perpendicular-
to-plane magnetization, a free layer (F) with an
in-plane magnetization, and a synthetic antiferro-
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Fig. 1. Schematics of a PERP-STNO pair which are (a) in parallel and (b) in serial connections, respectively. Here, P, F, and
SAF indicate pinned, free, and synthetic anti-ferromagnetic layers, respectively. I is an injected current. dee is an edge-to-edge
separation. Here, the two red arrows mark the respective precession directions of the two free layer moments.
magnetic (SAF) trilayer as an analyzer on the top of
the free layer. The thickness of the analyzing layer
is designed as to be one-tenth of the spin diffusion
length.7 Here, we would like to first stress that in
parallel case the same injected current direction
implies the pair of free layer magnetic moments
precess with the same direction.7, 37–39 In contrast,
in serial case the two moments will precess oppo-
sitely due to the opposite injected currents.
The magnetization dynamics of the free lay-
ers in the laboratory frame of reference is gov-
erned by the Landau-Lifshitz-Gilbert-Slonczewski
(LLGS) equation containing the STT effect:
dmi
dτ
= − (∇miE)×mi + αmi ×
(
dmi
dτ
)
+aJi (miz) [mi × (mi × z)] , (1)
where mi = Mi/Ms is the unit vector of the free
layer magnetizations and Ms is the saturation mag-
netization. τ is the scaled time τ = (4piMsγ)t, where
γ = 1.76× 107 Oe−1 · s−1 is the gyromagnetic ratio.
α is the Gilbert damping constant. In the macrospin
model, the total scaled energy density E of the sys-
tem which has been scaled by a factor of (4piM2s )
−1
reads as
E (m) = E (mz, φ)
=
1
2
2∑
i=1
m2iz
+
1
2
2∑
i=1(i 6=j)
UI (miz,mjz, φi, φj) . (2)
In which, we use cylindrical coordinate (miz, φ) to
express the energy. The terms on the right-hand
side are in turns demagnetization and anisotropic
interaction energies. For UI , we here take magnetic
dipolar interaction as an example25, 27
UI (m1z,m2z, φ1, φ2) = −Adisc(dee)
×
{
1
2
√
(1−m21z)(1 −m22z)
×[3 cos(φ1 + φ2)
+ cos(φ1 − φ2)] +m1zm2z
}
,
(3)
where Adisc(dee) means that the dipolar coupling
strength is calculated from the quasi-uniformly
magnetized circular disc model,25 rather than the
point dipole one, i.e. Apoint(dee). Here, we would
like to stress that when dee reduce to smaller than
the radius of the disc, e.g. 30 nm, Adisc(dee) would
be significantly larger than Apoint(dee). This is due
to the fast-reducing effective distance between the
magnetic surface charges accumulated on the inner
edge of the discs.25
The third term on the right-hand side of Eq.
(1) is the STT term, where p = z is the unit vec-
tor of magnetization of the PL layer. aJi(mi) =
AJi(mi)(4piMsγ)
−1 = aJi0εi(miz, Pi,Λi) is the
scaled STT strength, and aJi0 = (~Ji/8pieM
2
s d).
Here, J is the injected current density flowing
through the STNO, d is the free layer thickness,
and mz is the projection of the FL magnetiza-
tion unit vector on p. In addition, εi(miz, Pi,Λi) =
PiΛ
2
i /[(Λ
2
i + 1) + (Λ
2
i − 1)miz] is the asymmet-
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Fig. 2. Model schematic of local rotational coordinate transformation of OP magnetization precession state in a pair of
PERP-STNOs, which are connected serially. (a)Laboratory frame of reference. The green and blue arrows represent the damp-
ing torque Tdamp and STT TSTT, respectively. (b)Rotating frame of reference. Here, the coordinates of STNO-1 and STNO-2
are rotating relative to the laboratory frame about the z-axis with two opposite angular velocities ω1z(m1z) and ω2z(m2z),
respectively. Besides, the amplitude of ωz is the function of mz. The cyan arrows are the virtual torques Trot,i due to the
coordinate transformation. hrot,i are the virtual anisotropic fields with amplitudes of ωiz(miz), which are both normal to the
film plane.
ric factor of the Slonczewski STT.4 In which, P
and Λ are dimensionless quantities, giving the spin-
polarization efficiency. In our study, the lateral di-
mension of FL is supposed to be 60 × 60 nm2 and
the thickness d = 3 nm. The standard material pa-
rameters of Permalloy (Ni80Fe20) are used for the
FL: Ms = 866 emu/cm
3, P = 0.38, and Λ = 1.8.
2.1. LLGS Equation in the
Rotating Frame
In ref. [34], we have developed an unique theoret-
ical approach based on the LLGS equation to ex-
plore the dynamics of an individual PERP-STNO.
Where, we noticed that due to the axial symmetry
of the total energy E and spin polarization vector
z, the dynamic process of mz in any frames of refer-
ence which rotates around the symmetric axis (the
z-axis) must be invariant. As a result, the preces-
sional states, i.e. excited states, in the laboratory
frame of reference can be turned into stationary
ones, i.e. (meta-)stable or ground states, in the ro-
tating frame through a local rotational coordinate
transformation. Here, the term local means the an-
gular velocity ωz of the rotating frame depends on
mz.
When ωz meets with a proper condition, the
STT with either a constant or a Slonczewski’s asym-
metric factor can be completely cancelled by a
virtue torque Trot in the rotating frame, as illus-
trated in figure 2. Meanwhile, the STT effect will
be transformed into a new anisotropic energy to the
effective total energy Erot in the rotating frame. Ac-
cordingly, by directly analyzing the stability of the
equilibrium points of Erot, one can easily obtain the
dynamic phase diagram of precessional states as a
function of current or applied field.34 Importantly,
this study concluded that at any stable precessional
states satisfying ∂Erot/∂mz = 0, Erot must possess
positive curvature, i.e. ∂E2rot/∂m
2
z > 0. For which,
we would like to emphasize that this feature should
be possessed by not only PERP-STNOs but also
other types of STNOs. Besides, this feature should
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be independent on the coordinate systems.
In order to qualitatively study the synchroniza-
tion of the pair of PERP-STNOs, in the past we
have developed an approximative theoretical model
termed as pendulum-like model, which is based on
the LLGS equation under a strong demagnetiza-
tion energy assumption.25, 27 Although the model
gave a description full of inspiration, its shortages
are also quite obvious: First, the model can only
describe the motion of the magnetic moment near
the in-plane, so it is limited to deal with the case
in the lower current regime; Second, the pendulum
mass in PERP-STNO associated to the demagneti-
zation energy with a positive curvature at mz = 0
is present only in cylindrical (mz, φ) or spherical
(θ, φ) coordinates. So, in this sense, the pendulum
mass seems to be unrelated to the STNOs of other
kinds. However, just as stressed previously, due to
the positive curvatures of Erot for any stable auto-
oscillations in whatever coordinate systems, one can
always relate these curvatures to pendulum mass in
terms of the canonical formalism. In addition, the
STT effect can be completely taken into account
in Erot in the whole current regime. Therefore, in
the following, a new pendulum-like model will be
derived in the rotating frame to analytically study
the mutual synchronization of PERP-STNO pairs
(see appendices A and B). And then, we further
generalize the pendulum-like model for any type of
auto-oscillatory systems, and demonstrate our the-
ory is equivalent to the universal model formulated
by a complex amplitude (see appendix C).36
 ER,10q
 ER,20q
Fig. 3. Eigen state energies ER,i0 of the pair of PERP-
STNOs connected serially as a function of mz. Here, the in-
jected current is I = 0.3 mA. The black and red solid curves
denote energies for STNO-1 and STNO-2, respectively. The
dash curves are quadratic expansions of the eigen energies
ER,i0q about the stable equilibrium points miz,0.
Next, we here give the transformation of the
magnetization derivative, which can be used to get
the LLGS equation in the rotating frame[
dmi
dτ
]
Rot
=
[
dmi
dτ
]
Lab
− [ωiz(miz)z]×mi, (4)
where, Rot and Lab denote rotating and laboratory
frames, respectively. Using Eq. (4), Eq. (1) in the
rotating frame takes the following form:[
dmi
dτ
]
Rot
= − (∇miER)×mi + αmi ×
[
dmi
dτ
]
Rot
.
(5)
Here, ωiz(miz) meets with the condition of
aJi(miz) = αωiz(miz), so the STTs has been com-
pletely cancelled by the virtue torques Trot, as illus-
trated in figure 2(b) for the serial case as an exam-
ple. Notably, with different from the conventional
rotational transformation (see refs. [40, 41] for the
detail), ωiz(miz) appearing in Eq.(4) depends on
miz, meaning that such a transformation is a local
transformation. However, we have to point out here
that though the appearance of Eq. (4) looks similar
to the conventional one, its more profound origin
can be traced back to the local coordinate trans-
formation on two-dimensional phase plane, which
is not limited to the axial symmetric systems, as
shown in Eq. (C.6)(see Appendix C.1). Also, the
total energy ER reads as
ER(mz,Φ, τ)
=
2∑
i=1
[
1
2
m2iz + URi(miz)
]
+
1
2
2∑
i,j=1(i 6=j)
UI(miz,mjz,Φi + ωiz(miz)τ
,Φj + ωjz(mjz)τ).
(6)
In which, according to Eq. (4), the relationship be-
tween the old coordinate (miz, φi) and the new one
(miz,Φi) in the rotating frame reads as follows (see
also figure 2(b))
φi = Φi + ωiz(miz)τ,
(miz)Lab = (miz)Rot = miz. (7)
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URi(miz) =
∫
dm′izωiz(m
′
iz) are effective rotational
energies associated to the STT effect. Notably, the
first term on the right-hand side of Eq. (6) is the
eigen state energy ER,0 with positive curvature for
the stable precessional states.34 As an example, for
a serial connected pair of PERP-STNOs with a STT
Slonczewski’s asymmetric factor, ER,0 has the fol-
lowing form
ER,0(miz) =
2∑
i=1
ER,i0(miz),
=
2∑
i=1
1
2
m2iz +
(
aJ0
α
){
P1Λ
2
1
(Λ21 − 1)
× ln [(Λ21 + 1) + (Λ21 − 1)m1z]
− P2Λ
2
2
(Λ22 − 1)
ln
[
(Λ22 + 1)
+(Λ22 − 1)m2z
]}
.
Here, due to opposite current directions, i.e. I1 =
−I2 = I, we have aJ10 = −aJ20 = aJ0. Addi-
tionally, we here assume the spin-polarization effi-
ciencies of the two PERP-STNOs are non-identical
to each other, that is, (Λ1, P1) = (2, 0.38) and
(Λ2, P2) = (1.8, 0.44). We plot the eigen energies
ER,i0 as a function of miz for the serially connected
pair of PERP-STNOs in figure 3. In which, we no-
tice that due to the opposite currents the stable
equilibrium points of the two STNOs are shifted
oppositely along the z-axis, respectively, by virtual
anisotropic fields hrot,i related to the STTs (see also
figure 2(b)).
2.2. Pendulum-like Model for
PERP-STNOs
With the positive curvature of ER for the stable
states, one can derive the pendulum-like equation
of motion, i.e. Eq. (B.13), from the rotating frame
(see Appendices A and B). To get insight into the
synchronization of PERP-STNO pairs, it is inspir-
ing to understand how to phase-lock a forced pen-
dulum, as shown in figure 4. For a forced pendu-
lum, it actually contains all four ingredients of a
typical auto-oscillator, including eigen state energy
(kinetic energy), positive damping (friction force
−αφ˙), negative damping (dc driving force Fdc),
and stability for oscillatory states (mass m). Once
αφ˙ and Fdc come to a balance, the pendulum will
rotate continuously around the pivot with a ter-
minal angular velocity of φ˙T = Fdc/α without the
assistance of ac driving force Fac. However, the
fourth ingredient, i.e. pendulum mass, is an easily
neglected but indispensable feature for a typical
auto-oscillator. This can be easily seen from the
transient state of the forced pendulum when the
particle velocity deviates slightly away from φ˙T ,
that is, φ˙(τ) = Ce−(α/m)τ − Fdc/α. This means
that only when m is positive can the velocity re-
turn to φ˙T . Hence, there must exist an intrinsic
relation between the stability of auto-oscillators
and the pendulum mass.
Intuitively speaking, it seems reasonable that a
forced pendulum could be phase-locked by adding a
small ac component Fac(t) to Fdc (figure 4(a)). How-
ever, in the viewpoint of the rotating frame, whose
angular velocity is φ˙T , the pendulum can oscillate
around anywhere of Φ0 ∈ [0, 2pi] without binding
force to trap it, as also can be seen from the follow-
ing equation of motion
Φ¨ + αΦ˙ = −ω˙0(t) = (Fac/α) sin(ω0t+ η0).
Here, the transformation of φ = Φ+
∫
dt′ω0(t
′) has
been used, and the pendulum mass m and its mass-
less rod length l are both normalized to 1 for sim-
plicity. This means it is failed to phase-lock a forced
pendulum simply by an ac driving force. Neverthe-
less, this failed approach gives us a clear hint that
only the anisotropic force can bind the phase an-
gle of the pendulum in the rotating frame, such as
a uniform gravity g(x) = g0 (figure 4(b)). In this
simplest case, the equation of motion for the pen-
dulum reads as
Φ¨ + αΦ˙ = −g0 sin (Φ− Φ0) .
Here, Φ0 is the angle between g and the x-axis,
meaning that the pendulum will be stable at
Φ = Φ0. Interestingly, when returning back to
the laboratory frame, the constant gravity will be
turned into a circularly polarized oscillating gravity
g(x, t) = g0[x cos(ωet+Φ0) + y sin(ωet+Φ0)] with
the same angular frequency of the forced pendulum,
i.e. ω0 = ωe = Fdc/α (figure 4(b)). And then, the
equation for this case takes the following form
φ¨+ αφ˙ = Fdc − g0 sin (φ− ωet− Φ0) . (8)
Thus, one can conclude that to phase-lock a forced
pendulum an effective time-dependent anisotropic
force on the phase angle, which oscillates with a
frequency ωe close to that of the free-running auto-
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Fig. 4. Visualized interpretation of the synchronization for PERP-STNO pairs by a forced pendulum in the views of the
laboratory (Lab.) and rotating (Rot.) frames, respectively. Here, the rotating frame is rotating at the velocity of ω0(t) = F0/α.
(a)Lab: Pendulum in free space is driven by a force of F0 = Fdc + Fac cos(ω0t + η0). Rot: Pendulum in free space is driven
by an effective force of −ω˙0(t) = (Fac/α) sin(ω0t + η0). (b) Rot: Pendulum is placed in a constant gravity g(x) = g0, which
has an angle Φ0 relative to the x-axis. Lab: Pendulum driven by a dc force Fdc is subject to a circularly polarized oscillating
gravity of g(x, t) = g0[x cos(ωet+ Φ0) + y sin(ωet+ Φ0)]. Here, ωe = ω0.
oscillator, has to be utilized. Moreover, due to the
periodicity of the anisotropic force on φ, Eq. (8) can
be generalized to the case for a non-uniform gravity
by the Fourier expansion
φ¨+ αφ˙ = Fdc − g(φ − ωet− Φ0),
= Fdc − Im
[(
∞∑
n=−∞
gn0e
inφ
)
e−iωet−Φ0
]
,
= Fdc −
∞∑
n=−∞
gn0 sin (nφ− ωet− Φ0) . (9)
Here, we would like to point out that the expansion
coefficients gn0 depends not only on the form of the
anisotropic force, but also on the geometric shape
of the conservative trajectory. That is, if the the
conservative trajectory has no axial symmetry (see
appendix C), the projection of the force with even
the simplest from like a uniform gravity, on the
trajectory will also have a complicated anisotropic
form.
Similarly, to phase-lock a STNO the coupling
potential has to be a time-dependent anisotropy on
the phase angle with a frequency close to that of the
free-running oscillator, such as exchange coupling,
magnetic dipolar coupling, ac driving current cou-
pling, and etc. Here, for ac driving current coupling,
we would like to carefully emphasize that only when
the spin-polarization vector is not collinear to the
symmetric axis of the total energy E can such an
anisotropic potential be therefore produced by ac
STT.23 This is because the non-zero component of
the ac STT projected on the precessional orbits can
be combined into a conservative part of the LLGS
eqaution, namely, a field-like torque (see appendix
B.4.1.). For a PERP-STNO, owing to the collinear-
ity between its spin polarization vector z and the
symmetric axis of the demagnetization energy, the
ac component of the STT originating from the P
layer fails to be an effective coupling mechanism.
As for the ac component of the STT induced by
the SAF layer, though its non-collinearity with z,
in view of its much smaller strength than that of
the P layer, its strength must be also much smaller
than that of the dipolar coupling. This can be easily
seen by the threshold driving STT strength, which
equals to the dipolar coupling strength, as given
in the following section. Thus, we here treat the
magnetic dipolar coupling as a primary coupling
mechanism.
From Eq. (B.13), one can write down the set
of pendulum-like equations for the coupled PERP-
STNO pairs
meff(p10)φ¨1 + α(1 − p210)φ˙1 = −∂φ1UI
+(1− p210)aJ1(−p10),
meff(p20)φ¨2 + α(1 − p220)φ˙2 = −∂φ2UI
+(1− p220)aJ2(−p20).
(10)
8 Author’s Name
Here, the effective mass meff and the dipolar inter-
action energy UI are given as
meff(pi0) =
[
1−
(
aJ0iPiΛ
2
i
α
)
× (Λ
2
i − 1)
[(Λ2i + 1)− (Λ2i − 1)pi0]2
]−1
.(11)
and
UI(p10, p20, φ1, φ2) = −Adisc(dee)
×
{
1
2
√
(1− p210)(1− p220)[
3 cos(φ1 + φ2)
+ cos(φ1 − φ2)
]
+ p10p20
}
.
(12)
respectively. The last terms on the right-hand side
of Eq. (10) are the effective driving forces associ-
ated to the STT effects. Besides, pi0 appearing in
Eq. (10) are the stable equilibrium point, which in-
dicates the existence of single stable OP precession,
and can be given from Eqs. (B.1) and (B.2) as
pi0 =
(Λ2i + 1)
2(Λ2i − 1)
−
√
(Λ2i + 1)
2 − 4(Λ2i − 1)(aJi0PiΛ2i /α)
2(Λ2i − 1)
.
(13)
Notably, as illustrated in the dynamical state phase
diagram (see ref.34), the allowing field and current
regions for pi0 are hzi = 0 and Iui < Ii < Ici, re-
spectively. Where, Iui and Ici are critical currents,
which can be given as
Iui = −
(
8pieM2s V
~
)(
2α
Pi
)
, (14)
and
Ici =
(
8pieM2s V
~
)(
2α
PiΛ
2
i
)
, (15)
respectively. Compared with Eq. (8), the magnetic
dipolar coupling forces appearing in Eq. (10) have
an anisotropy on not only φ1 but also φ2. That
means when the pair of oscillators are both driven
by current, they are each other’s driving source,
emitting an effective circularly polarized oscillating
uniform gravitational force on another oscillator.
Note, here, that the strength of the driving source
shown in Eq. (12) depends not only on the sepa-
ration dee but also on pi0, which can be tuned by
current.
2.3. Mutual Synchronization for
Parallel and Serial
Connections
In general, for stable synchronization state, one
could reasonably assume that the angular veloci-
ties φ˙i approach a time constant, that is, φ¨i ≈ 0.
Accordingly, the set of eqs. (10) can be simplified
as
φ˙1 = ω01(p10)− ∂φ1UI
α(1− p210)
,
φ˙2 = ω02(p20)− ∂φ2UI
α(1− p220)
. (16)
Here, ω0i(pi0) = aJi(−pi0)/α are the terminal angu-
lar frequencies. As illustrated in figure 1(a), the cur-
rents flowing through the parallel connected STNO
pairs are assumed to be the same, i.e. I1 = I2 = I,
we thus have aJ10 = aJ20 = aJ0 = (~/8pieM
2
s V )I.
As for the serial connection configuration (figure
1(b)), due to I1 = −I2 = I, we have aJ10 = −aJ20 =
aJ0.
Using a new set of variables of φ+ ≡ φ1 + φ2
and φ− ≡ φ1−φ2, analytical results of synchroniza-
tion can be obtained in a more straightforward way.
Then, the above set of equations further become as
φ˙+ = ω0+ − 1
α
[
∂φ1UI
(1− p210)
+
∂φ2UI
(1− p220)
]
, (17)
φ˙− = ω0− − 1
α
[
∂φ1UI
(1− p210)
− ∂φ2UI
(1− p220)
]
. (18)
Here, ω0± ≡ ω01(p10)± ω02(p20), and
∂φ1UI
(1− p210)
= −1
2
Adisc(dee)
√
1− p220
1− p210
×(−3 sinφ+ − sinφ−),
∂φ2UI
(1− p220)
= −1
2
Adisc(dee)
√
1− p210
1− p220
×(−3 sinφ+ + sinφ−).
2.3.1. Threshold Current
From Eq. (13), when the current is turned on, the
magnetization must be driven from the initial state
at pi0 = 0. Thus, from the form of Eqs. (17) and
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(18) at pi0 = 0,
φ˙+ = ω0+(0)− 3Adisc(dee)
α
sinφ+,
φ˙− = ω0−(0)− Adisc(dee)
α
sinφ−,
one can easily obtain the threshold conditions for
the OP precessions are |ω0+(0)| > 3Adisc(dee)/α
and |ω0−(0)| > Adisc(dee)/α, respectively. With the
same precessional direction in the parallel case, the
threshold current can thus be given from the first
condition as
|Ith,p| =
(
8pieM2s V
~
)
3Adisc(dee)∑2
i=1
(
PiΛ2i
Λ2i+1
) . (19)
Similarly, owing to the opposite precessional direc-
tions in the serial case, the threshold current is given
by the second condition as
|Ith,s| =
(
8pieM2s V
~
)
Adisc(dee)∑2
i=1
(
PiΛ2i
Λ2i+1
) . (20)
According to the material parameters taken as pre-
viously, we have |Ith,p| = 0.206mA and |Ith,s| =
0.069mA.
2.3.2. Synchronization Bandwidth
When |I| > |Ith,p(s)| in the parallel (serial) case, due
to φ± ≈ ω0±τ , sinφ± would be a fast time-varying
term compared to sinφ∓, which can be thus ne-
glected here. So that, for the parallel (serial) case,
the equation of the phase-locking angle φ∓ can be
approximated from Eqs. (17) and (18) as
φ˙− ≈ ω0− − Adisc(dee)
2α
[√
1− p220
1− p210
+
√
1− p210
1− p220
]
× sinφ−, (21)
φ˙+ ≈ ω0+ − 3Adisc(dee)
2α
[√
1− p220
1− p210
+
√
1− p210
1− p220
]
× sinφ+. (22)
Here, ω0∓ are the frequency mismatch for parallel
(serial) connection. By requiring φ˙∓ = 0, one can
solve the stable locking-phase of φ∓, which satisfies
| sinφ∓| = |ω0∓|
ω0∓,M
.
Where, due to parallel (serial) connection, ω0∓
means the difference of angular velocities between
the two STNOs, and the maximum mismatches of
angular frequency ω0∓,M are
ω0−,M =
Adisc(dee)
2α
[√
1− p220
1− p210
+
√
1− p210
1− p220
]
,
ω0+,M =
3Adisc(dee)
2α
[√
1− p220
1− p210
+
√
1− p210
1− p220
]
,
respectively. And then, by requiring | sin φ∓| < 1,
one can easily obtain the criterion for the phase-
locking as follows:
|ω0∓| < ω0∓,M. (23)
So that, from |ω0∓| = ω0∓,M, one can numeri-
cally solve the positive and/or negative upper cur-
rent limits for phase-locking as (Ip−,p, Ip+,p) =
(−2.2mA, 0.68mA) in the parallel case, and
(Ip−,s, Ip+,s) = (−0.58mA, 0.64mA) in the serial
one, respectively. Therefore, there are two current
windows generating phase-locking for both cases,
one is Ip−,p(s) < I < −|Ith,p(s)|, and another is
|Ith,p(s)| < I < Ip+,p(s). In these two current regions,
one can calculate the stable locked phase angle φ∓
as a function of current by the following equation
φ∓ = sin
−1
(
ω0∓
ω0∓,M
)
.
As shown in figure 5, we display φ∓ as a
function of current, which are given by analyti-
cal model and macrospin simulation, respectively.
One can find the analytical result is basically in
good agreement with that of simulation whether
qualitatively or quantitatively except for the in-
consistency of Ip−,p in parallel case (figure 5(a)),
i.e. Ip−,p = −1.3mA for the macrospin model. We
think such an inconsistency is due to the omission
of φ¨i in Eq. (16). After all, owing to p10 6= p20, the
effective masses meff(pi0) of the two pendulums are
actually not the same to each other, as can be seen
in Eq. (10). For this problem, we recalculate Ip−,p
by directly conducting the numerical simulation of
Eq. (10), in which we obtain a result closer to that
of the macrospin model, i.e. Ip−,p = −1.66mA.
From figure 5, we would like to point out
here that the even function-like dependence of φ+
against current means that the frequency mismatch
ω0+ is also an even function on current. The rea-
son is that for positive current the asymmetric fac-
tor ε of STNO-1 is larger than that of STNO-2,
i.e. ε1 > ε2 for I > 0. Conversely, for I < 0, we
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Fig. 5. Stable phase sum φ+ and phase difference φ− as a function of current I . Here, the edge-to-edge separation dee is
taken as 20 nm. (a) and (b) indicate the cases for parallel and serial connections, respectively. The black curves denote the
results of the analytical model. The red square curves denote the macrospin simulation results. The gray regions mark the
phase-locking region for simulation result.
have ε1 < ε2. Moreover, from Eqs. (17) and (18),
we can easily obtain the phase-locking frequencies
fp,p(s) for parallel (serial) cases as
fp,p =
4piMsγ
2(2pi)
|〈φ˙+〉T |,
=
4piMsγ
2(2pi)
∣∣∣∣ω0+ − Adisc(dee)2α
×
(√
1− p220
1− p210
−
√
1− p210
1− p220
)(
ω0−
ω0−,M
)∣∣∣∣,
fp,s =
4piMsγ
2(2pi)
|〈φ˙−〉T |,
=
4piMsγ
2(2pi)
∣∣∣∣ω0− − 3Adisc(dee)2α
×
(√
1− p220
1− p210
−
√
1− p210
1− p220
)(
ω0+
ω0+,M
)∣∣∣∣,
(24)
respectively. Here, the fast time-varying contribu-
tions related to sinφ± has been averaged out. In
addition, the free-running frequency of oscillators
are
fi =
4piMsγ
2pi
|ω0i|.
As shown in figure 6, we display the current de-
pendence of the frequencies of phase-locking and
free-running states, respectively. Obviously, figure 6
shows that the analytical results are well evidenced
by the macrospin simulation ones. Compared the
parallel case with the serial one, one can observe
the synchronized frequency against current in the
serial case is more symmetric and closer to linear
dependence than that in the parallel one.
2.4. Phase Diagrams of
Synchronization
In figure 7, we present the synchronized frequen-
cies against edge-to-edge separation dee in parallel
and serial cases, which are given by the theoretical
model and the macrospin simulation, respectively.
A very good agreement is achieved between the
theoretical model and the simulation for either the
synchronized frequencies or the phase-locking range
of dee. When dee reduces to a certain critical value,
the dipolar coupling is strong enough to induce
the synchronization of the free-running oscillator
pairs, and the two oscillators abruptly begin to os-
cillate with the same frequency. In addition, due to
the broader phase-locking separation dee as well as
larger frequency mismatch (figure 7(b)), the capa-
bility of synchronization in the serial case is better
than in the parallel one.
Next, we present the dynamical phase-diagram
of the stable synchronization states as a function of
current I and separation dee in figure 8 for parallel
(figure 8(a) and (c)) and serial connection (figure
8(b) and (d)) cases, which are given by the the-
oretical model and the macrospin simulation, re-
spectively. The theoretical result are basically very
well evidenced by the macrospin simulation both
numerically and qualitatively. Because the dipolar
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Fig. 7. Frequencies of STNO pairs as a function of edge-to-edge separation dee. Panels (a) and (b) indicate the cases for
parallel and serial connections, respectively. The blue and red square lines denote the theoretical and macrospin simulation
results, respectively. The gray regions mark the synchronization dee regions of the simulation result. In parallel and serial
cases, I are taken as −1.0 mA and −0.4 mA, respectively.
coupling strength decreases with the increase of dee,
the phase-locking current region also reduces with
an increasing dee, as shown in the yellow regions
of figure 8. Also, both parallel and serial cases can
induce the synchronization state in either positive
or negative current regions, implying that both the
two kinds of connection can be easily generalized to
form a two dimensional dipolar coupling array with
multiple PERP-STNOs.
2.5. Transient States of
Synchronization
We present the transient states of synchronization
in parallel and serial connections, respectively, as
shown in figure 9. The numerical results are given
by conducting the simulations of Eq. (10) and the
macrospin models, respectively. As indicated in fig-
ure 9, one can observe the transient state processes
for the two kinds of connections both belong to un-
der damped situation, where the transient time of
synchronization is around 2 − 4 ns and indepen-
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dent on the coupling strength. This is confirmed
both by the theoretical and the macrospin mod-
els. By linearizing Eq. (10) about the stable phase-
locking state, one can easily estimate the critical
value of dipolar coupling strength [Adisc(dee)]c, over
which the under damped situation will take place.
In the parallel case, we thus have [Adisc(dee)]c =
2[αS(pi0)]
2/[(S(p10)S(p20))
1/2meff(pi0)] ∼ 4.5 ×
10−4 at I = 0.4 mA, where the factor S(p0) =
(1 − p20). Obviously, for dee = 20 nm, the dipolar
coupling strength Adisc(dee) = 1.81×10−3 is signifi-
cantly larger than [Adisc(dee)]c, confirming that the
parallel case meets with the under damped condi-
tion, so does the serial case. Similar phenomena can
also be seen in other types of STNOs.29, 31
And then, one can easily estimate the order
of the transient time as tp ∼ 1.71 ns at I = 0.4
mA when the decaying factor of e−[αS(p0)/meff (p0)]τp
approaches 0.01, where the factor S(p0) = (1− p20).
Note, here, that the forms of S(p0) and meff(p0)
depend on the coordinate system that we use, but
their ratio S(p0)/meff (p0) is observable in experi-
ment, which is independent on coordinate system.
In addition, the phase-locking means the lock-
ing not only of the phase angles but also of the
angular velocities φ˙i (figure 9(b) and (f)) or miz
(figure 9(d) and (h)). In parallel (serial) cases, the
lockings of φ˙i and miz meet with φ˙1 = ±φ˙2 and
m1z = ±m2z, respectively, reflecting the fact that
(mz, φ) or (φ˙, φ) are a set of conjugate variables. Fi-
nally, we would like to point out that the values of
locked angular velocities calculated by the theoret-
ical model are very close to those of the macrospin
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Adisc(dee) is taken as 0.00181..
simulation, which can be seen from the locked miz.
This is due to φ˙i = pi = −miz.
3. Conclusions
In this work, we extract the common character of
two-dimensional auto-oscillatory systems in the ro-
tating frame, where the eigen state energy, positive,
and negative dissipation effects can work together
to form a (meta-) stable states with a canyon-like
shape of the energy contour on the phase plane.
Based on this fact, one can conclude that for each
stable auto-oscillatory state there must exist a cor-
responding effective kinetic-like energy in terms
of the canonical formalism, where a generalized
pendulum-like model for these stable states can be
thus derived. And then, by analyzing a forced pen-
dulum in the rotating frame, we see that only when
the coupling force has a time-dependent anisotropy
on the phase angle can potentially achieve the
phase-locking of the auto-oscillators. Thus, we think
our proposed theoretical model can be well appli-
cable to auto-oscillatory systems of and kinds.
As an example, we adopt the generalized
pendulum-like model to analytically study the mu-
tual synchronization of PERP-STNO pairs cou-
pled by the magnetic dipolar coupling in parallel
and serial connections, respectively. This theoret-
ical model quite precisely predict the dynamic be-
haviors of the synchronization, including the thresh-
old currents, the phase-locking current and sepa-
ration windows, phase-locked angles, synchronized
frequencies, and the transient states, all of which
are well evidenced by the simulation results. Finally,
we would like to stress that both in parallel or se-
rial connections the synchronization can be trigged
without the assistance of external field, meaning
that our scheme can be easily extended to a two-
dimensional array with multiple PERP-STNOs.
Appendices
Appendix A Canonical Formalism of the
Conservative LLGS Equation
In the absence of damping torque, if we let
pi ≡ −miz and Φi ≡ Φi, the conservative part of
Eq. (5) has a canonical form:
p˙i = −∂HR
∂Φi
,
Φ˙i =
∂HR
∂pi
. (A.1)
Where, the pair of dynamical variables (pi,Φi)
forms a set of canonical momenta and coordinates,
meaning that the conserved LLGS equation can be
derived from the variational principle.40 Also, the
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Hamiltonian HR ≡ ER. Note that, Eq. (A.1) im-
plies that the effective particle always moves along
the direction orthogonal to the conservative force
(−∇HR) on the phase plane, which actually orig-
inates from the constraint of conserved magneti-
zation (|mi| = 1) in the LLGS equation. By the
way, the conserved Thiele equation (gyrotropic force
G × X˙ = −∇XU(X)) governing the two dimen-
sional motion of rigid magnetic solitons, e.g. vortex
core or skyrmion, can also be expressed in terms of
Eq. (A.1). This is originating from the constraint
of conserved magnetization as well. And then, HR
is the Hamiltonian in the rotating frame and takes
the form as
HR(p,Φ, τ) =
2∑
i=1
HR,i0(pi)
+
1
2
2∑
i,j=1(i 6=j)
U ′I(pi, pj,Φi,Φj, τ),
=
2∑
i=1
[
1
2
p2i + U
′
Ri(pi)
]
+
1
2
2∑
i,j=1(i 6=j)
U ′I(pi, pj,Φi,Φj, τ).
(A.2)
In which, U ′Ri(pi) ≡ URi(−pi) =
∫
(−dpi)ωiz(−pi)
and U ′I(pi, pj,Φi,Φj, τ) ≡ UI(−pi,−pj ,Φi +
ωiz(−pi)τ,Φj + ωjz(−pj)τ). Since HR,i0(pi) is only
the function of pi, the phase angle Φi is a cyclic
coordinate in terms of classical mechanics.40
Appendix B Pendulum-like Model
Appendix B.1. Conservative Pendulum-like
Particle
In general, in order to assure the eigen states
are deformed very slightly by the anisotropic in-
teraction U ′I when the synchronization takes place,
we have to make the order of |HR,i0| be dominant.
Thus, the equilibrium points pi0 can be approxima-
tively obtained by requiring [∂HR,i0(pi)/∂pi]pi0 = 0.
And then, we have
pi0 = ωiz(−pi0). (B.1)
In which, due to |pi0| < 1, |ωiz| is smaller than one.
Furthermore, the curvature of the Hamiltonian can
be given as:
H
(2)
R,i0(pi0) =
[
∂2HR,i0(pi)
∂p2i
]
pi0
,
=
[
1− ∂
∂pi
ωiz(−pi)
]
pi0
. (B.2)
Notably, the (meta-) stable states in the rotating
frame means H
(2)
R,i0(pi0) > 0. If we expand HR,i0 at
these stable states to the second order of (pi− pi0),
Eq. (B.6) can be approximated as:
HR(p,Φ, τ) ≈ 1
2
2∑
i=1
H
(2)
R,i0(pi0)(pi − pi0)2
+
1
2
2∑
i,j=1(i 6=j)
U ′I(pi, pj ,Φi,Φj , τ).
(B.3)
Here, the constant and high order terms of (pi−pi0)
has been neglected, because they only have little
impacts on the dynamics of the stable states (see
also the dash curves in figure 3). Meanwhile, due to
| U ′I |≪ 1 ∼ H(2)Ri0, the order of stable state energy
| ER | should be around | U ′I | at pi = pi0+ δpi with
a very small amount of the deviation δpi.
According to the energy conservation law, we
know that the conservative trajectories around pi =
pi0 given by Eq. (B.3) satisfy
HR(p0,Φa, τa) = HR(p0 + δp,Φb, τb),
here, a and b denote the initial and final states,
respectively. The order of the deviation | δpi |=|
pi− pi0 | induced by the perturbation of U ′I , can be
easily estimated as
| δpi |∼

 | ∆U ′I |
H
(2)
R,i0(pi0)


1/2
, (B.4)
in which, ∆U ′I ≡ U ′I(pi0, pj0,Φia,Φja, τa)−U ′I(pi0+
δpi, pj0 + δpj ,Φib,Φjb, τb). According to Eq. (B.4),
for | ER |∼| U ′I |, we have∣∣∣∣
(
∂U ′I
∂Φi
)
pi0
∣∣∣∣≫
∣∣∣∣
(
∂2U ′I
∂pi∂Φi
)
pi0
(pi − pi0)
∣∣∣∣,
∣∣H(2)R,i0(pi0)(pi − pi0)∣∣≫
∣∣∣∣
(
∂U ′I
∂pi
)
pi0
+
(
∂2U ′I
∂p2i
)
pi0
(pi − pi0)
∣∣∣∣.
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Accordingly, Eq. (A.1) can be approximated as:
p˙i ≈ −
(
∂U ′I
∂Φi
)
pi0
,
Φ˙i ≈ H(2)R,i0(pi0)(pi − pi0). (B.5)
Thus, as can be seen from Eq. (B.5), the main
action of the anisotropic interaction on the eigen
states is introducing an effective anisotropic force
−(∂U ′I/∂Φi)pi0 on their phase angle Φ to induce the
phase-locking dynamics. And then, the correspond-
ing Hamiltonian becomes as
HR(p0,Φ, τ) =
1
2
2∑
i=1
H
(2)
R,i0(pi0)(pi − pi0)2
+
1
2
2∑
i,j=1(i 6=j)
U ′I(pi0, pj0,Φi,Φj , τ).
(B.6)
Using the Legendre transformation: LR =∑2
i=1 Φ˙ipi −HR, we have the Lagrangian as:
LR(Φi, Φ˙i, τ) =
2∑
i=1
meff(pi0)
2
[
Φ˙i +
pi0
meff(pi0)
]2
−1
2
2∑
i,j=1(i 6=j)
U ′I(pi0, pj0,Φi,Φj, τ).
(B.7)
In which, the constant term has been neglected,
and the first and second terms on its right-hand
side are the effective kinetic and potential ener-
gies, respectively. meff(pi0) ≡ [H(2)Ri (pi0)]−1 is the
effective mass, which is dependent on the equilib-
rium momentum pi0. Furthermore, using the varia-
tional principle, i.e. the Euler-Lagrangian equation:
(∂Φi − ∂t∂Φ˙i)LR = 0, the conservative pendulum-
like particle in the rotating frame can be obtained
as:
meff(pi0)Φ¨i = −∂ΦiU ′I(pi0, pj0,Φi,Φj , τ). (B.8)
Appendix B.2. Non-conservative Pendulum-
like Particle
In order to add the damping effect to the
pendulum-like model, we can take the exact energy
balanced equation into consideration, that is,
dER
dt
= −α
2∑
i=1
[
p˙2i
1− p2i
+ (1− p2i )Φ˙2i
]
. (B.9)
Here, we would like to stress that due to smallness
of damping constant α, the damping torque can be
reasonably treated as a perturbation compared to
the precessional torque. Hence, for the stable states,
Eq. (B.9) can be approximated as:
dER
dt
≈ −α
2∑
i=1
[
δ˙p
2
i
1− p2i0
+ (1− p2i0)Φ˙2i
]
.
According to Eqs. (B.5) and (B.4), if |∆U ′I |1/2 ≫
|(∂ΦiU ′I)pi0 |/[(1−p2i0)[H(2)R,i0(pi0)]1/2] within |pi0| < 1
is confirmed, then the first term in the parentheses
on the right-hand side of the above equation can be
further neglected. So that, Eq. (B.9) can be further
approximated as:
dER
dt
≈ −α
2∑
i=1
(1− p2i0)Φ˙2i . (B.10)
Eq. (B.10) allows us to construct an effective dissi-
pation function:
Fdis,R(Φ˙i) =
1
2
α
2∑
i=1
(1− p2i0)Φ˙2i (B.11)
Through the Euler-Lagrangian Equation with dissi-
pation: (∂Φi−∂t∂Φ˙i)LR−∂ΦiFdis,R = 0, one can eas-
ily obtain a non-conservative pendulum-like equa-
tion of motion in the rotating frame as follows
meff(pi0)Φ¨i + α(1 − p2i0)Φ˙i
= −∂ΦiU ′I(pi0, pj0,Φi,Φj, τ). (B.12)
At last, by using Eq. (7), we obtain the equation of
motion in the laboratory frame from Eq. (B.12) as
meff(pi0)φ¨i + α(1− p2i0)φ˙i
= −∂φiUI(−pi0,−pj0, φi, φj) + (1− p2i0)aJi(−pi0).
(B.13)
Appendix B.3. Validity of small α
For the self-consistency of the pendulum-like
model, we have to estimate the orders of α as
follows. In the rotating frame, since α is small
enough, the energy dissipation during one period
T of the eigen state (conservative trajectory), i.e.
∆HR(T ) =
∫ T
0 H˙Rdτ , has to be significantly smaller
relative to the system’s total energy. In other words,
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according to Eq. (B.10), we have
|∆HR(T )| =
∣∣∣∣
∫ T
0
dHR
dτ
dτ
∣∣∣∣,
≈
∣∣∣∣− α
2∑
i=1
(1 − p2i0)
∫ 2pi
0
Φ˙idΦi
∣∣∣∣,
= 2piα
∣∣∣∣
2∑
i=1
(1− p2i0)H(2)R,i0(pi0)δpi
∣∣∣∣
<
1
2
2∑
i=1
H
(2)
R,i0(pi0)δp
2
i .
Accordingly, we can roughly estimate the order of
magnitude of α:
α < (∼) 1
4pi
(
1− p2i0
)
√√√√ U ′I
H
(2)
R,i0(pi0)
. (B.14)
Appendix C General Pendulum-like Model
for Auto-Oscillatory Systems
Appendix C.1. Generalized local Coordinate
Transformation
The local rotational coordinate transformation
presented in Eqs. (4) and (5) can be generalized to
any type of two-dimensional autonomous systems.
The general vector form for a two-dimensional au-
tonomous system can be written as41
dx
dt
= fc(x) + fnc(x). (C.1)
Here, x indicates the state vector of the system
on the two dimensional phase plane. The vector
fields fc(x) and fnc(x) are the conserved and non-
conserved parts of the equation, respectively. Ac-
cording to the Helmholz decomposition theorem,
fc(x) and fnc(x) are divergence free and curl free
vector fields, respectively. Thus, they are orthogo-
nal to each other everywhere on the phase plane. In
most cases for auto-oscillators, the order of |fc(x)|
is much larger than that of |fnc(x)|. The vector form
of fc(x) can read as
fc(x) = n×∇xE0(x), (C.2)
which defines a group of eigen energy trajecto-
ries(states) C(E0) designated by energy E0. Here, n
is an unit vector that is normal to the phase plane,
and E0(x) is the total energy scalar function. Since
fnc(x) is normal to fc(x) everywhere, Eq. (C.1) takes
the general form
dx
dt
= −(∇xE0)× n+ [(−Γ(x)) (−∇xE0)× n]× n,
= −(∇xE0)× n+
[
−A(x)dx
dt
]
× n. (C.3)
In which, the first and second expressions are both
equivalent, and the damping rates Γ(x) and A(x)
both contain the positive and negative damping ef-
fects. Note that, the non-conservative part in the
second expression takes the form derived from the
Rayleigh dissipation function. The above equations
can also be expressed as the form similar to that of
the LLGS equation
dx
dt
= −(∇xE0)× n+
[
−α(x)dx
dt
+ a(x, µ)(n × p)
]
×n.
(C.4)
In which, the unit vector p = ∇xE0/|∇xE0|, which
is normal to the conservative trajectories. In addi-
tion, the non-conservative part contains two terms:
first one is the positive damping term with α(x) >
0; second one is the negative damping term with
a parameter µ used to adjust its intensity, e.g. the
current in STT. Note that, only fnc(x) can lead to
the energy dissipation or injection, that is,
dE0
dt
=
(
∂E0
∂x
)
[fnc(x)]x +
(
∂E0
∂y
)
[fnc(x)]y ,
=
[
−α(x)dx
dt
+ a(x, µ)(n × p)
]
· dx
dt
. (C.5)
In order to cancel the negative damping effect
in the new frame, one can keep track of the effec-
tive particle moving on the phase plane at the same
speed of vp(x) as it has. That is,[
dx
dt
]
N
=
[
dx
dt
]
O
− vp(x),
=
[
dx
dt
]
O
− [vp(x)p]× n. (C.6)
Here, the abbreviations ”N” and ”O” denote new
and old coordinates, respectively. Besides, vp(x)
should be defined as a scalar velocity field on the
phase plane. By using Eq. (C.6), Eq. (C.4) in the
new frame takes the form[
dx
dt
]
N
= −∇xEN × n+
(
−α(x)
[
dx
dt
]
N
)
×n. (C.7)
Here, we have defined ∇xEN ≡ ∇x(E0 + U ′N )
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and U ′N (x) ≡
∫
x
dx′ · [vp(x′)p]. Also, α(x)vp(x) =
a(x, µ) has been used. Note that, in view of the form
of vp(x), it must belong to divergence free vector
field, otherwise, it can’t cancel the term of negative
damping. Thus, vp(x)p can be reasonably expressed
as a gradient of a scalar potential.
Appendix C.2. Generalized Canonical Cyclic
Coordinate
In principle, for stable auto-oscillatory sates,
the contour of EN will display canyon-like shapes.
At anywhere of the canyon bottom, the values
of EN are all equal, implying that the effective
particle can be static at anywhere of the bot-
tom. For these canyons, one can find them out by
walking along the energy steepest descent routes,
that is, along pN = ∇xEN/|∇xEN |. And then,
since the state vector in the new frame can be
expanded as x = pN (x)pN + φN (x)φˆN , where
φˆN ≡ n × pN , EN must be only the function of
pN (x). Thus, by requiring (∂EN/∂PN )PN0 = 0 as
well as (∂2EN/∂P
2
N )PN0 > 0, we can find out the
positions of these canyons and confirm their sta-
bility exactly. In other words, the cross-sections of
these canyons along pN looks like those illustrated
in figure 3. Notably, we would like to carefully stress
that except for canyons the other equilibrium points
of EN (x) satisfying (∇xEN )x0 = 0 must exactly co-
incide with those of E0(x) satisfying (∇xE0)x0 = 0.
That is, at these states we have (x˙)N = (x˙)O = 0.
Conversely, once the equilibrium points in the new
frame don’t coincide with those of E0, it is equiv-
alent to introduce an effective anisotropic energy
to system along the conservative trajectories of EN
such that Eq. (C.4) is no longer autonomous, which
can be inferred from Eq. (C.6).
For the auto-oscillatory systems without an
obvious axial symmetry like PERP-STNOs, the
form of EN would become too complicated to be
analyzed. Thus, in the following, we will adopt
a generalized approximative approach to obtain
the pendulum-like model for any type of auto-
oscillators. Comparing the form of the LLGS equa-
tion (Eq. (1)) with that of Eq. (C.4), one can easily
find that since the vector p is always parallel to
∇xE0, p can become the generalized symmetric
axis. This means that the state vector can be ex-
panded as x = p(x)p+φ(x)φˆ, where φˆ ≡ n×p, and
E0 must be only the function of p(x). And then,
one can derive the pendulum-like model in terms of
the representation of (p, φ) as follows.
Firstly, in terms of any type of curvilinear coor-
dinate systems (x, y), Eq. (C.2) generally takes the
form41
x˙ = β(x)
∂E0
∂y
,
y˙ = −β(x)∂E0
∂x
. (C.8)
Here, β(x) is a scalar function depending on the
choice of curvilinear coordinates. If E0(x) is a time
constant, one can take the energy itself as a canoni-
cal momentum, that is, p ≡ E0(x), just as indicated
previously. So that, in terms of (p, φ) Eq. (C.8) will
take a canonical form
p˙ = 0 ≡ −∂H0
∂φ
,
φ˙ =
2pi
T (E0)
≡ ∂H0
∂p
, (C.9)
in which, H0(p) =
∫
dp′φ˙(p′) is the Hamiltonian.
T (E0) is the period of the eigen state trajectories
C(E0), which can be calculated from Eq. (C.8) as
T (E0) ≡
∮
C(E0)
dl
v(x)
,
=
∮
C(E0)
dy
y˙
=
∮
C(E0)
dx
x˙
. (C.10)
Here, dx and dy are the components of the displace-
ment element dl along the eigen state trajectories
C(E0) that are projected on the x and y axes, re-
spectively. Notably, from the form of Eq. (C.9), φ
is a cyclic coordinate in terms of the canonical for-
malism.
Secondly, in terms of (p, φ), the exact energy
balanced equation can be expressed as
dE0
dt
= p˙(x). (C.11)
Here, it should be noted that because the energy
dissipation rate generally depends not only on p but
also on φ, as can be seen from Eq. (C.4), the time
rate of p may probably be dependent on φ. Thus,
we have to take an average of p˙ during one period
of T (E0) to obtain an averaged p˙ over φ, e.g. PMA-
STNO.8 So that, regard to the non-conservative
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part, we have
p˙av(p) =
〈
dp
dt
〉
T (E0)
,
=
[
1
T (E0)
∫ T
0
dt
dp
dt
]
,
=
[
1
T (E0)
∮
C(E0)
(
dy
y˙
)
p˙(x)
]
,
≡ −αS(p)
(
∂H0
∂p
)
+ a(p, µ). (C.12)
Here, the first term on the right-hand side of the
last equality is expressed by the general form of
the Rayleigh dissipation with a damping constant
α and a positive scalar function S(p) as measur-
ing the damping rate. The second term indicates
the negative damping effect. Thus, Eq. (C.1) can
be approximately expressed in terms of (p, φ) as
p˙ ≈ −αS(p)
[
∂H0
∂p
− a(p, µ)
αS(p)
]
,
φ˙ ≈ ∂H0
∂p
. (C.13)
Next, by using the local coordinate transformation,
(p)O = (p)N = p,
φ = Φ+ vp(p)t.
Eq. (C.13) in the new frame has the following form
p˙ = −αS(p)∂HN
∂p
,
Φ˙ =
∂HN
∂p
. (C.14)
In which, the Hamiltonian HN is given as
HN (p) = H0(p)−
∫
dp′
a(p′, µ)
αS(p′)
.
Additionally, we here have used vp(p) =
a(p, µ)/[αS(p)]. By requiring (∂HN/∂p)p0 = 0 as
well as (∂2HN/∂p
2)p0 > 0, one can easily find
out the stable equilibrium points p0, corresponding
to the stable oscillations in the laboratory frame.
Furthermore, by following the theoretical approach
mentioned previously, i.e. Eqs. (B.6), (B.7), (B.11),
and the inverse coordinate transformation, the gen-
eralized pendulum-like equation in the laboratory
frame can be derived as
meff(p0)φ¨+ αS(p0)φ˙ = a(p0, µ). (C.15)
Here, the effective mass meff(p0) = [H
(2)
N (p0)]
−1.
As for phase-locking dynamics of auto-oscillators,
HN can be added a weak anisotropic term on
Φ, i.e. U ′I(p,Φ). Following from the derivation of
Eq. (B.13), the pendulum-like equation for phase-
locking of auto-oscillators reads as
meff(p0)φ¨+ αS(p0)φ˙ = −∂φUI(p0, φ− ωet)
+a(p0, µ). (C.16)
Here, ωe is the angular frequency of the external
driving source.
Appendix C.3. Relation between the Gener-
alized Pendulum-like Model and the Universal
Model
We would like to prove the generalized
pendulum-like model can lead to the universal
theoretical model for any axial symmetric auto-
oscillatory systems, which is formulated by a com-
plex amplitude c as36
dc
dt
+ iω(|c|2)c+ Γ+(|c|2)c− Γ−(|c|2)c = 0.
(C.17)
Here, c is a complex number, which stands for the
state vector x on the phase plane. The second, third,
and fourth terms on the left-hand side of Eq. (C.17)
are in turns conservative oscillating, positive damp-
ing, and negative damping parts, respectively. In
general, the conservative oscillating part is a dom-
inant term relative to two other non-conservative
terms. From the form of Eq. (C.17), the conserva-
tive part implies the canonical formalism as shown
in Eq. (C.2), in which the effective particle moves
along the direction orthogonal to x preserving the
length of x or |c|. As for positive or negative damp-
ing, they can change the length of x or |c| along the
direction of x or p in Eq. (C.4). Through the trans-
formation of c =
√
peiφ, Eq. (C.17) can be expressed
in terms of power p and phase angle φ as
p˙ = −2[Γ+(p)− Γ−(p)]p,
φ˙ = −ω(p). (C.18)
Notably, the power p appearing in Eq. (C.18) must
be positive. Compared with Eq. (C.13), if the conju-
gate moment p can be confirmed to have a positive
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definite, then through the following replacements
ω(p) = −∂H0
∂p
,
Γ+(p) = −
(
α
2
)
S(p)ω(p)
p
,
Γ−(p) =
a(p, µ)
2p
, (C.19)
our theory can be easily lead to the universal model,
and visa versa. For the stable oscillatory states at
p = p0, they have to satisfy the following require-
ments, which are derived from the requirements
mentioned in our theory, i.e. (∂HN/∂p)p0 = 0 and
(∂2HN/∂p
2)p0 > 0,
Γ+(p0) = Γ−(p0), (C.20)
and
Γ′+(p0) > Γ
′
−(p0). (C.21)
In which, we have assumed ω(p0 > 0) 6= 0. Thus,
we exactly recover the conditions for the stable so-
lutions in the universal model.36 By the way, the ef-
fective mass of pendulum can be expressed in terms
of the theory
meff(p0) =
{
ω(p0)
[
Γ′−(p0)− Γ′+(p0)
]
Γ+(p0)
}−1
.
(C.22)
Interestingly, as a simple example, one can also
use the complex dimensionless spin wave ampli-
tude36 to obtain the pendulum-like model for a sin-
gle PERP-STNO from the LLGS equation. Here,
we maintain the notations defined in ref.36 That is,
for PERP-STNO, we have
ω(p) = 2 (4piM0γ)
(
p− 1
2
)
,
Γ+(p) = − (4piM0γαG)
(
1− 3p + 2p2) ,
Γ−(p) = σI (1− p) .
Note, here, that the asymmetric factor in the STT
has been simplified as a constant. By using the re-
quirement of Eq. (C.20), we can easily obtain the
equilibrium point of power p0 as a function of cur-
rent I:
p0 =
1
2
+
σI
4piγM0αG
.
In which, due to 0 < p0 < 1, the current range trig-
ging the OP precessions is |I| < 4piM0αG/σ. And
then, by using the requirement of Eq. (C.21), we
have the following inequality
4piM0αG − σI > 0, (C.23)
meaning that, within the range of |I| < 4piM0αG/σ,
the trigged precessional states are all stable. Fur-
thermore, using Eq. (C.19), one can easily obtain
the effective mass meff(p0), the factor S(p0), as well
as the driving force a(p0, I) as follows:
meff(p0) =
1
4piγM0
,
S(p0) =
1
2
[
1−
(
σI
4piγM0αG
)2]
,
a(p0, I) =
(
σI
2
)[
1−
(
σI
4piγM0αG
)2]
.
From this, we obtain the terminal-like phase an-
gle velocity as φ˙T = a(p0, I)/ [αGS(p0)] = σI/αG,
which is the exactly same as that obtained in
spherical or cylindrical coordinates. One can
also estimate the transient time scale tr from
the decaying factor e[−αGS(p0)/meff (p0)]t as tr =
(4piγM0αG/2)
−1
[
1− (σI/4piγM0αG)2
]−1
, which
is exactly the same as that obtained in spherical or
cylindrical coordinates as well. It is not surprising
for that because φ˙T and tr are experimental observ-
ables independent on coordinate systems.
Although Eq. (C.17) can be related to the
pendulum-like model, we hove to point out that it
fails to cover the situation for the forced pendulum
subjected to a static anisotropic force field, such as
a uniform gravity. This is because such a force field
without an axial symmetry fails to be attributed
to the conservative part of Eq. (C.17)(see also ref.
[39]).
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