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The vertices of  a threshold graph G are partitioned into a clique K and an independent set I 
so that the neighborhoods of  the vertices of  I are totally ordered by inclusion. The question of  
whether G is hamiltonian is reduced to the case that K and I have the same size, say r, in which 
case the edges of  K do not affect the answer and may be dropped from G, yielding a bipartite 
graph B. Let d I _< d 2_. . -  _< d r and e I _< e 2_<..- _< e r be the degrees in B of  the vertices of  I and K, 
respectively. For each q = 0, 1 . . . . .  r -  1, denote by Sq the following system of inequalities: 
dj>_j+ l, j=1 ,2 ,  .... q, 
ej>_j+l, j=  1,2, .... r -q -1 .  
Then the following conditions are equivalent: 
(1) B is hamiltonian, 
(2) Sq holds for some q = 0, 1 . . . . .  r -  1, 
(3) Sq holds for each q = 0, 1 . . . . .  r -  1. 
1. Threshold graphs and two lemmas 
Threshold graphs have many known characterizations, among which are the 
following (see Chvfital and Hammer [3], Hammer, Ibaraki and Simeone [5]): 
(1) There exists a hyperplane separating the characteristic vectors of the indepen- 
dent sets of vertices from the characteristic vectors of the dependent sets. 
(2) No induced subgraph is isomorphic to a cycle of length 4, a path of length 3, 
or a matching of size 2. 
(3) Every induced subgraph has an isolated vertex or a dominating vertex. 
(4) The vertices can be partitioned into a clique K and an independent set I so that 
the sets of neighbors of the vertices of I (and therefore also of K) are nested, i.e., 
totally ordered by inclusion. 
(5) The degree sequence has a unique realization as a labelled graph. 
(6) The degree sequence is not a convex combination of other realizable degree 
sequences. 
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Our purpose is to characterize those threshold graphs that have a hamiltonian 
cycle (HC). In general we use the terminology and notation of [6]. We use property 
(4) above as a characterization f threshold graphs. As a first step, the problem is 
reduced to the case that 111 = ]K]. 
For a threshold graph G=(IUK, E), let I={XI ,X2, . . . ,Xr},  K={yl ,y2, . . . ,ys},  
and 
dj=l{i:(xj, yi)eE}l, j=l,...,r, 
ej=[{i: (xi, yj)eE}[, j=  1,...,s. 
Thus, dj and e i are the degrees of x i and yj in the bipartite spanning subgraph B ob- 
tained from G by omitting the edges in K. Let the indexing satisfy: 
dl <_d2 <_... <_dr, 
e~ <e2<...<es. 
Then by the threshold property (4), the neighborhood of Xj+l (Yj+l) contains the 
neighborhood of xj (yj). 
Clearly, when r=0,  G is hamiltonian if and only if s_>3, and when r= 1, G is 
hamiltonian if and only if d~ >_ 2. Therefore we consider _  2. 
The following simple lemma holds not only for threshold graphs, but also for split 
graphs, namely graphs whose vertices can be partitioned into a clique and an in- 
dependent set - the nesting conditions on the neighborhoods of xj and yj are 
dropped. 
Lemma 1. I f  either r>s, or r<s with es_r=O J then the split graph G is not hamil- 
tonian. 
Proof. Let C be any HC of G. Along C, every vertex of I is followed by a vertex 
of K. If r>s, this forces C to repeat a vertex of K. If r<s but es_r=O, then only 
Ys-r+l, "" ,Ys have neighbors in I and could possibly follow vertices of I along C, 
so C must miss Yl , '" ,Ys-r.  Both cases are impossible. [] 
Lemma 2. I f  2<r  <s and es_r>O, then the threshold graph G is hamiltonian i f  and 
only i f  the threshoM subgraph G* obtained by deleting Yl, ... ,Ys-r is hamiltonian. 
Proof. First, let G* have a hamiltonian cycle C. By the argument of Lemma 1, C 
cannot use edges of K, and so it has the form (al, bl, aE, bE,...,ar, br, al), where 
ai~I, bi~K. Since es_r>O, Ys-r has a neighbor in / ,  say aj. Then Yl,---,Ys-r can 
be inserted in C between aj and bj, beginning with Ys-r and continuing in any 
fashion, to yield an HC of G. 
Conversely, let G have C as an HC. Then C has the form (al, Bl,a2,B 2, ...,at, 
B r, al ) ,  where {al, a2, . . . ,  ar} =/ ,  each Bi is a sequence of one or more vertices of K, 
and the B i partition K. Let b i be a vertex of largest degree in Bi, i = 1, 2,..., r. By 
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property (4) of threshold graphs, the neighborhood of bi contains all the neighbor- 
hoods of the vertices of Bi, and in particular ai and ai+ 1 (mod r) are neigbors of 
b i. It follows that the subgraph G' induced by a~,...,ar, b l , . . . ,b  r has the HC 
(al, bl, a2, b2, ..., ar, br, a 1). But by property (4) again, G' is isomorphic to a spann- 
ing subgraph of G*, because bl, .. . ,br are r vertices of K whereas Ys-r+l, . . . ,Ys 
have the r largest degrees in K (for if c~, ..., Cr is a rearrangement of bh. . . ,  br with 
nondecreasing degrees, then the neighborhood of Yi+s-r contains the neighborhood 
of c/, i= 1, . . . ,r).  Therefore G* is hamiltonian. [] 
2. Proof  o f  the characterization 
By Lemmas 1 and 2, the question of whether the threshold graph G is hamiltonian 
reduces to the case r = s >_ 2, which we stipulate from now on. In that case, the edges 
of K cannot be used by any HC and may be dropped from G, yielding the bipartite 
graph B mentioned above (with r = s_  2). We shall answer the question of whether 
B is hamiltonian in terms of the degrees dl - -" -  < dr in I and e~ _--- _< er in K. With 
a view to doing so, consider the systems So, St, . . . ,  Sr- 1 of linear inequalities defin- 
ed as follows: For q = 0, 1,..., r -  1, Sq consists of the inequalities 
d j> j+ l ,  j=  1,2,. . . ,q,  
ej>_j+l, j= l ,2 , . . . , r - l -q .  
Theorem 1. I f  r =s>_ 2, then the following conditions are equivalent: 
(a) B is hamiltonian, 
(b) Sq holds for  some q = O, 1,..., r -  1, 
(c) Sq holds for each q = O, 1,..., r -  1. 
Proof .  First we show the equivalence of (b) and (c). This is best visualized by the 
adjacency matrix A of B, with rows corresponding to xl, ...,Xr, columns cor- 
responding to Yl, ... ,Yr, and aij= 1 or 0 according as xi and yj are adjacent or not. 
Its row sums are dl <"" -  dr and its column sums are e l -<-" -  er. Property (4) is 
that each row and column of A begins with O's and then has only l 's. For each q, 
the r -  1 inequalities of Sq express the property that aij= 1 unless i+ j<r -  1, as il- 
lustrated below for r= 6, where the blank positions are O's or l 's and the positions 
marked x or • are l 's. 
1 2 3 4 5 6 
1 × × 
2 x x x 
3 X * * * 
4 x x * * * 
5 X X X * * * 
6 x x x * * * 
14 F. Harary, U. Peled 
For example, $2 says that the first two rows and three columns of A contain the 
l 's marked by the ×'s, from which it follows that they also contain the l 's marked 
by the . 's .  
To complete the proof, we show that (a) holds if and only if Sr- ~ holds. For the 
'if ' part, observe the particular HC 
Xl, Yr, X2, Yr_ 2, x4, Yr_4, ... ,Xr_ 2, Y2, Xr, Y l ,Xr_ l, y3, ... , Yr -  l,Xl 
Xl, Yr, X2, Yr-  2, X4, Yr-4,  "" ,Xr- 1, Yl,Xr,  Y2, Xr- 2, )'4, "" ,  Yr -  1,Xl 
which is illustrated below for r= 6, 7. 
1 2 3 4 5 6 1 2 3 4 5 6 
1 x x 1 x 
2 x x 2 x 
3 x x 3 x x 
4 x x 4 x x 
5 x x 5 x x 
6 x x 6 x x 






For the 'only if' part, we use the threshold condition as follows. If Sr_ ~ is 
violated, then dj<_j for some j<r -1 .  Thus xl, . . . ,xj have all their neighbors 
among Yr - j+ l ,  "",Yr" If B has C as an HC, let H<_A be the adjacency matrix of 
C, and let H '  be the submatrix consisting of the first j rows and the last j columns 
of H. Then the row sums of H '  are 2 and the column sums are at most 2. From this 
it follows that the column sums must also be 2, which means that C breaks into sub- 
cycles, a contradiction. [] 
3. Remarks 
Chv~ital's ufficient condition [2] for a (general) graph with degree sequence 
dl--<dE----" <dn to be hamiltonian is: 
dj>_j+ l or d,,_j>_n-j for j= l,2,...,[n/2]. 
To compare it with our conditions So,..., St_ 1, we use the degrees of y~,..., yr in G 
rather than in B, which are d~+j = ej + r -  1 for j = I, ..., r, so that dl - - ' -  - d2~. The 
system Sq now reads 
dj>_j+l for j=  1,2,. . . ,q, 
d2r_j>_2r-j for j=q+ l,q+2,.. . ,r-1. 
Even for split graphs with r= s, where So, ..., Sr-1 are not equivalent, any Sq im- 
plies Chv~ital's condition (for if dj<j<r-1, then by Sq j>_q+ 1, r- j<_r-q+ 1, 
er_j>>_r-j+ 1). On the other hand for threshold graphs with r=s, Chv~ital's 
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condition implies Sr_ 1 directly (for if dj<_j<r-1, then aj, r_j=O, er_ j<r- j ,  
d2r_j<_2r-j - 1, contradicting Chv~ital's condition). Thus Chv~ttal's condition for 
the existence of an HC is necessary even in the case of split graphs, and is easily 
sufficient in the case of  threshold graphs. 
Condition Sir~2 ] is known to be sufficient for the existence of an HC in the case 
of split graphs with r = s (equivalently bipartite graphs with r = s) from the work of 
Moon and Moser [7]. 
In the case of threshold graphs, a necessary and sufficient condition resembling 
Sr-1 is reported in [1] to have been found by G. Minty; the condition seems to be 
misstated, for it is not sufficient. 
Another necessary and sufficient condition for the case of threshold graphs, in 
terms of the numbers of vertices with given degrees, is stated as Exercise 6 in 
Chapter 10 of Golumbic [4]. 
For necessary conditions in the case of split graphs, see Burkard and Hammer [1] 
and Peem611er [81. 
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