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Abstract
This paper is concerned with the on-line problem of scheduling jobs with tight deadlines in a
uni-processor system. It has been known for long that in such a setting, no on-line algorithm is
1-competitive (i.e., optimal) in the sense of matching the optimal o6-line algorithm on the total
value of jobs that meet the deadlines; indeed, no algorithm can be better than k-competitive,
where k is the importance ratio of the jobs. Recent work, however, reveals that the competitive
ratio can be improved to a constant if the on-line scheduler is equipped with a processor O(1)
times faster (J. ACM 47(4) (2000) 617), and further to one when using a processor O(logk)
times faster (Proc. 12th Ann. ACM–SIAM Symp. on Discrete Algorithms, 2001, p. 755). This
paper presents a new on-line algorithm for scheduling jobs with tight deadlines and shows that
it is 1-competitive when using a processor that is only O(1) times faster.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is concerned with the following on-line >rm deadline scheduling problem
in real-time systems. In a uni-processor system, jobs are released in an unpredictable
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fashion, each requesting a certain amount of processing. The processing time, deadline,
and value of a job are known only when the job is released. Deadlines are >rm in the
sense that completing a job after its deadline gives zero value. Notice that a system
may be overloaded and there is no way to schedule every job released to meet the
deadline. The aim of a scheduler is to maximize the total value of jobs meeting the
deadlines. Preemption is allowed at no cost (i.e., a preempted job can be restarted from
the point of preemption at any time). The o6-line version of this problem is known to
be NP-hard and the on-line version has been studied intensively over the last decade
(see, e.g., [1,9,10]).
The design of a good scheduler is further complicated by the fact that jobs may
have di6erent value densities, i.e., di6erent ratios of value to processing time. The
importance ratio k of a system is de>ned as the ratio of the largest possible value
density to the smallest possible value density. When k=1, maximizing the total value
is equivalent to maximizing the processor utilization on jobs that meet the
deadlines.
Consider any number c¿1. An on-line algorithm for >rm deadline scheduling is
said to be c-competitive if it guarantees to achieve at least a fraction 1=c of the total
value obtained by the optimal o6-line algorithm. In this case, the number c is called
the competitive ratio of the on-line algorithm. Furthermore, the on-line algorithm is
said to be 1-competitive if it can always match the optimal o6-line algorithm on the
total value obtained. It has been known for long that no on-line algorithm for >rm
deadline scheduling [6] can be 1-competitive, and the best-known algorithm achieves
a competitive ratio of (
√
k + 1)2, where k is the importance ratio [10].
In recent years, a plausible approach to studying performance guarantee of on-line
algorithms (without making assumption on future inputs) is to allow on-line sched-
ulers to have faster processors (e.g., [3,7,9,14,8,12,13]). Speci>cally, we would like to
compare on-line schedulers using a faster processor against o6-line schedulers using
a normal speed processor. Intuitively, extra speed is needed to compensate an on-line
scheduler for the lack of future information. The key question is whether a moderate
increase in processor speed can lead to satisfactory competitiveness.
For the >rm deadline scheduling problem, Kalyanasundaram and Pruhs [9] showed
that the competitive ratio can be reduced to constant (i.e., independent of k) if the on-
line scheduler is given a slightly faster processor. For instance, with a processor that
is 2 times faster, the competitive ratio can be improved from (
√
k+1)2 to roughly 32.
Recently, Lam and To [13] proved that even a 1-competitive algorithm can be achieved.
Precisely, they showed that the earliest deadline >rst (EDF) algorithm supplemented
with a simple form of admission control is 1-competitive when given a processor that
is 4 log k times faster; for the special case where k=1, a processor that is 2 times
faster suMces. Note that when k is big, demanding a processor that is 4 log k times
faster may not be practical. A natural open question is whether the speed requirement
in the case of general k can be improved to o(log k) or even O(1).
In this paper, we address the above open problem with a focus on jobs with tight
deadlines, i.e., the deadline of each job is equal to its release time plus processing
time. Roughly speaking, scheduling jobs with tight deadlines is no easier than the
general problem. In fact, the best lower bound results on >rm deadline scheduling are
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based on the tight deadline setting. Even with the tight deadline assumption, no on-line
algorithm (using a processor of ordinary speed) can be 1-competitive and Baruah et
al. [2,1] actually showed that no algorithm can achieve a competitive ratio less than
(
√
k + 1)2. Note that when k=1 (
√
k + 1)2=4. If deadlines are known to be not
tight, only a weaker lower bound has been known—DasGupta and Palis [5] showed
that if all jobs have a stretch factor ¿1, 3 then no algorithm is 4=(4 − 3)-
competitive even when k=1. For example, when =2, this lower bound is 1.6,
which is smaller than the lower bound of 4 in the tight deadline setting. Regarding
1-competitive scheduling via a faster processor, Lam et al. [11] gave a lower bound
result that even with the tight deadline assumption, any 1-competitive on-line algorithm
for the case of k=1 must use a processor at least  times faster, where =(1+
√
5)=
2≈1:618.
In this paper we show how to analyze a simple on-line algorithm for scheduling
jobs with tight deadlines. Our result is that using a processor O(1) times faster is
suMcient to guarantee a competitive ratio of one even if jobs have general value den-
sities. Note that this algorithm, unlike the algorithms in [9,13], cannot guarantee its
performance when the deadlines of jobs are not tight. Nevertheless, we believe that
jobs with tight deadlines are the most diMcult to handle, and an O(1) times faster
processor should also be suMcient to give a 1-competitive algorithm for the general
case.
Organization: The remainder of this paper is divided into two sections. Section 2
describes the new on-line algorithm for >rm deadline scheduling. Section 3.1 gives
some basic properties of this algorithm, and Section 3.2 proves that this algorithm,
when given a processor 8 times faster, is 1-competitive for scheduling jobs with tight
deadlines.
Notations: For any job J , let r(J ); p(J ); d(J ), and v(J ) denote the release time,
processing time, deadline and value of J , respectively. De>ne the value density (J )
to be v(J )=p(J ), and the span of J to be the period [r(J ); d(J )].
A speed-s processor, where s¿1, means a processor that can complete one unit of
work in 1=s unit of time. We say that an on-line algorithm is speed-s 1-competitive
if for any sequence of jobs, the algorithm using a speed-s processor guarantees to
obtain a total value no less than any o6-line algorithm using a speed-1
processor.
2. Algorithm
In this section, we present an on-line algorithm called GD for >rm deadline schedul-
ing, which is essentially a greedy algorithm favoring jobs with high density. In the
next section, we will discuss some properties of GD and give a detailed analysis of
GD.
3 The stretch factor of a job is de>ned to be the ratio of the length of its span (i.e., the period starting
from the release time till the deadline) to its processing time.
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(1) Initialization:
(2) P←∅
(3)
(4) When Job J is released:
(5) if |P|¡2 or (J )¿2maxT∈P (T )
(6) P←P ∪{J}
(7) Schedule the primary and secondary processor to run the densest
and second densest job in P, resp. (Other jobs in P are left idle.)
(8)
(9) When Job J is completed:
(10) P←P − {J}
(11) if there exists a fresh job not in P
(12) Denote J0 as the densest fresh job not in P
(13) if |P|¡2 or (J0)¿2maxK∈P (K)
(14) P←P ∪{J0}
(15) Schedule the primary and secondary processor to run the densest
and second densest job in P, resp. (Other jobs in P are left idle.)
(16)
(17) When Job J ∈P misses its deadline:
(18) P←P − {J}
Fig. 1. GD—a greedy scheduling algorithm that favors jobs with high densities.
Fig. 1 gives the details of GD, which uses two speed-s processors, where s is any
integer greater than 1. The two processors are referred to as the primary and secondary
processor. Since two speed-s processors can be simulated by one speed-2s processor,
GD can also be considered as an algorithm using a speed-2s processor. GD has one
parameter w, which appears in the following de>nition of fresh jobs. Assume that w¡1
is a real number chosen in the range [1=s; 1].
Denition. A job J , once released, is said to be fresh up to the time d(J )− wp(J ).
Note that a job J can be processed by a speed-s processor in p(J )=s time. The
de>nition of fresh jobs ensures that starting from any time when a job J is still fresh,
it is feasible to complete J by its deadline using a speed-s processor. We will show
in the next section that setting w to 12 will minimize the speed requirement s.
GD maintains a pool P of jobs that have been admitted for possible scheduling.
Intuitively, if a job is still fresh and has suMciently large value density, the algorithm
will put it into the pool for possible scheduling. Among the jobs in the pool, the
algorithm always schedules the two densest jobs available. When a job is scheduled,
it can be preempted by a newly released job with suMciently high density. There is
no guarantee that a job, once put into pool or scheduled, will be completed.
In the following section, we will show that if all jobs have tight deadlines, GD,
when given two speed-4 processors, is 1-competitive, i.e., regarding the total value of
jobs completed by their deadlines, GD can match any o6-line algorithm that uses a
speed-1 processor.
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Like many deadline scheduling algorithms, GD looks simple but its analysis is quite
involved. To appreciate the diMculty in analyzing GD, we consider the following sce-
nario. Let J be a job which GD fails to complete and which an optimal o6-line
algorithm does complete. In this case, we can argue that during the span of J , GD
must schedule other jobs for a considerably long period and these jobs have reasonably
high value density. Yet GD may not complete these jobs to generate any value. In this
next section, we give a non-trivial amortization scheme to show that GD can always
complete some extra jobs within or beyond the span of J to pay o6 the value of jobs
like J . Details are given in the next section.
3. Analysis
Let I be any input sequence of jobs whose deadlines are tight. In this section we
show that if GD is equipped with two speed-4 processors, then GD can complete
some jobs of I with a total value no less than the jobs completed by an optimal
o6-line algorithm OPT (which uses one speed-1 processor). Thus, GD is a speed-8
1-competitive algorithm for scheduling jobs with tight deadlines.
In Section 3.1 we reveal some basic properties of OPT and GD. Then in Section
3.2 we compare the value obtained by OPT and GD. The analysis is based on an
amortization that reOects how OPT and GD schedule jobs.
3.1. Basic properties
Lemma 1. Consider any two jobs that OPT can complete by their deadlines. The spans
of these two jobs must be disjoint.
Proof. Since all jobs have tight deadlines, OPT can complete a job only by running
it throughout its entire span. Thus, any two jobs that can be completed by OPT must
have non-overlapping spans.
Recall that GD keeps track of a pool P of jobs for possible scheduling. By con-
struction, a job added into P has value density at least twice of any existing job in P.
Precisely, we have the following relationship.
Fact 2. At any time t, suppose P contains m jobs J1; J2; : : : ; Jm ordered in ascending
order of their value densities. Then (Jm)¿2(Jm−1)¿22(Jm−2)¿ · · ·¿2m−2(J2).
Note that (J2) is possibly equal to (J1).
Next, we turn to some non-trivial properties of GD.
Lemma 3. At any time t, if one of the jobs in P is idle, then (i) GD schedules
a job on each processor; and (ii) at least one of the two jobs is not completed
by OPT.
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Fig. 2. The relationship of I; C; A, and O. C ⊆ I denotes the set of jobs completed by both GD and OPT;
A and O denote the sets of other jobs that have ever scheduled by GD and OPT, respectively. Note that
A;O ⊆ I −C. We assume that OPT completes every job in O; thus, for any job J ∈O; J is not completed
by GD.
Proof. Statement (i) follows from the construction of GD. We prove (ii) by contra-
diction. Suppose on the contrary that both jobs are completed by OPT. By Lemma 1,
these two jobs have disjoint span. This contradicts that GD schedules both jobs at the
same time. Thus, statement (ii) follows.
Lemma 4. Suppose GD does not meet the deadline of a job J . Then at any time t
when J is fresh, GD schedules a job on the primary processor and the value density
of this job is greater than (J )=2.
Proof. Suppose GD misses the deadline of J . Consider any time t when J is fresh. If
J is in the pool P at time t, the densest job in P has density at least (J ), which is
scheduled by GD on the primary processor. It remains to consider the case where J is
not in P. In this case, J is not in P during the entire period [r(J ); t] (otherwise, once J
is put into P, it will not been removed until d(J )). By the construction of GD, at any
time during [r(J ); t]; P is non-empty and the densest job in P has density greater than
(J )=2. Thus, during the entire period [r(J ); t], GD schedules on the primary processor
a job with value density greater than (J )=2.
3.2. The 1-competitive analysis
We are ready to prove that GD can always match the value obtained by OPT. With
respect to a job sequence I with tight deadlines, let C be the set of jobs that can be
completed by both GD and OPT before the deadlines. Furthermore, let A (⊆ I − C)
be the set of other jobs that have ever been scheduled by GD, and similarly O for
OPT. See Fig. 2 for an illustration. Without loss of generality, we assume that every
job that has ever been scheduled by OPT can be completed by its deadline. But such
an assumption is not valid for GD. It is worth-mentioning that A∩O may or may not
be empty; that is, for a job J ∈O, GD may or may not schedule J but de>nitely GD
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does not complete J . Let ‖A‖ be the value of jobs in A that are completed by GD,
and let ‖O‖ be the total value of jobs in O.
Technically speaking, we are going to show that if GD is equipped with two speed-s
processors where s¿4, then ‖A‖¿‖O‖. Denote ‖C‖ to be the total value of jobs in
C. Note that in the course of scheduling I , GD can obtain a total value of ‖A‖+‖C‖,
which is at least ‖O‖+ ‖C‖, i.e., the total value OPT obtains.
To prove ‖A‖¿‖O‖, we make use of an amortization scheme based on the way GD
and OPT schedule I . Before giving the details of the amortization, we need to establish
a simple relationship between jobs in A and O.
Lemma 5. Let J be any job in O. At any time t when J is fresh, GD sched-
ules a job J1 on the primary processor such that J1 ∈C (i.e., J1∈A) and (J1)¿
(J )=2.
Proof. As J is in O; J is completed by OPT but not by GD. By Lemma 4, at any
time t when J is fresh, GD schedules a job J1 on the primary processor such that
(J1)¿(J )=2. It remains to argue that J1 ∈C. If J1=J , then J1 is in O. As O⊆ I−C;
J is not in C. If J1 =J , then J and J1 are distinct jobs whose spans overlap (at least
at time t). J is in O and OPT schedules J at time t. Thus, OPT will miss the deadline
of J1, and we can again conclude that J1 is not in C.
The amortization scheme deals with two types of accounts associated with jobs.
Each job J in A is associated with a type- account, denoted (J ); and each job
J in O with a type- account, denoted (J ). All accounts have zero credit initially.
Type- accounts can receive and give away credits, but type- accounts can receive
credits only. Speci>cally, there are three rules of credit movement, which are de>ned
in accordance with the way GD and OPT schedule I :
(1) Net deposit into type- accounts: When a job J ∈A is completed by GD, v(J )
credits are deposited into (J ).
(2) Transfer from a type- account to a type- account: At any time t when a job
K∈O is fresh, credits are transferred from (J ) to (K) at a rate of (1=1−w) (K),
where J is the job scheduled by GD on the primary processor at time t. Note that
Lemma 5 guarantees that J exists and is in A.
(3) Transfer among type- accounts: At any time t when a job K∈A is idling in the
pool P, credits are transferred from (J ) to (K) at a rate of (1=(w− 1=s)) (K),
where J ∈A is de>ned as follows:
If GD schedules a job on the secondary processor at time t and this job is
in A, then this job is chosen as J . Otherwise, by Lemma 3, the primary
processor is running a job in A at time t, which is chosen as J .
Fig. 3 depicts the three rules of credit movement.
Before we show how to make use of the credits and accounts to argue that ‖A‖¿
‖O‖, we need to observe some properties induced by the rules of credit transfer (see
Lemmas 6 and 7). At >rst glance, it seems possible that credits can be transferred
from a type- account using Rules (2) and (3) at the same time. The following lemma
shows that this is impossible.
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Fig. 3. The three rules of credit movement.
Lemma 6. At any time t, if credits are transferred from a type- account (J ) to
a type- account, then no credits are transferred from (J ) to any other type-
account.
Proof. Suppose, for the sake of contradiction, that at some time t, credits are transferred
from (J ) to a type- account (H) as well as a type- account (K), where H ∈O is
fresh and K∈A is idling in P at time t. By de>nition, this is only possible when K is
an idling job in P at time t, and J is the job scheduled by GD on the primary processor.
The existence of K guarantees that the secondary processor of GD is running a job
J1 at time t. Note that J1 is not in A (otherwise, by Rule (3), credits are transferred
from (J1) instead of (J ) to (H)). Thus, J1 is in C and it is completed by both
OPT and GD. In other words, OPT works on J1 during its entire span, which includes
time t. On the other hand, H is in O and is fresh at time t. That means, at time t,
OPT works on H , which is not in C. A contradiction occurs.
At any time t, there may be more than one job idling in the pool P, causing credit
transfer from a type- account to multiple type- accounts at the same time. The
following lemma gives an upper bound on the total rate of credits transferred out from
a job.
Lemma 7. At any time t, let J ∈A be a job scheduled by GD on any processor.
Credits are transferred from (J ) at a rate bounded above by max((2=(1− w))(J );
(1=(w − 1=s)) (J )).
Proof. We consider credit transfer due to Rules (2) and (3) separately and show that
at any time t,
(i) credits are transferred from (J ) to at most one type- account and the rate is at
most (2=(1− w)) (J ); and
(ii) credits are transferred from (J ) to other type- accounts and the total rate is at
most (1=(w − 1=s)) (J ).
Together with Lemma 6, we conclude that credits are transferred from (J ) at a rate
at most max((2=(1− w)) (J ); (1=(w − 1=s)) (J )).
Statement (i): By Lemma 1, any two jobs in O have disjoint spans. Thus, at
any time t, at most one job Jo in O is fresh and triggers credit transfer from (J ).
By de>nition, J is the job scheduled by GD on the primary processor at time t. By
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Lemma 5, (J )¿(Jo)=2, and the transfer rate from (J ) to (Jo) is (1=(1−w)) (Jo)¡
(2=(1− w)) (J ).
Statement (ii): Suppose there are m¿2 jobs in the pool P at time t. I.e., there are
m− 2 idling jobs in P. As J is scheduled by GD at time t; J is either the densest or
the second densest job in P. Thus, by Lemma 2, the value densities of the idling jobs
in P have a sum at most
(J )
2
+
(J )
22
+ · · ·+ (J )
2(m−2)−1
+
(J )
2(m−2)−1
:
Note that some of these idling jobs may be in C, i.e., not in A. Nevertheless, the rate
at which credits are transferred from (J ) to the type- accounts of all idling jobs in
A is bounded above by
1
w − 1=s
(
(J )
2
+
(J )
22
+ · · ·+ (J )
2(m−2)−1
+
(J )
2(m−2)−1
)
=
1
w − 1=s (J ):
We are now ready to show that ‖A‖¿‖O‖. Suppose that we have performed all
credit movements in accordance with the way GD and OPT schedule I up to the last
deadline. Then ‖A‖, the total value of jobs in A that GD can complete, is equal to the
sum of all net deposits into type- accounts. Notice that any credits, once deposited
into the accounts, are only transferred among the accounts and can never get lost.
‖A‖ is also equal to the >nal balance of all accounts. Below, we prove that type-
accounts have a total >nal balance exactly equal to ‖O‖, and every type- account
has a non-negative balance. Then we can conclude that ‖A‖¿‖O‖. Details are as
follows.
Lemma 8. (i) For any job J ∈O, the Anal balance of the account (J ) is equal to
v(J ). (ii) The total Anal balance of all accounts (J ), where J ∈O, is exactly ‖O‖.
Proof. Statement (i): By de>nition, J is fresh for a time period of (1 − w)p(J ).
During this period, (J ) is receiving credit at a rate of (1=(1 − w)) (J ). Therefore,
the >nal balance of (J ) is equal to v(J ).
Statement (ii): The type- accounts have a total >nal balance equal to
∑
J∈O v(J ),
which is equal to ‖O‖.
Next, we show that every type- account has a non-negative balance. To simplify
our discussion, we let (J ) denote the >nal balance of the account (J ), where J ∈A.
Lemma 9. Over the lifetime of each job J ∈A, at least v(J ) credits have been put
into (J ).
Proof. If J is completed by GD, v(J ) credits are deposited into (J ) and the lemma
holds. It remains to consider the case where J has been scheduled but not completed
by GD, i.e., J has been put into P but is eventually discarded from P at its deadline.
By de>nition, J was put into P when it is still fresh, i.e., it must stay in P for at least
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wp(J ) units of time. During this period, J is not completed by GD and is scheduled
for strictly less than p(J )=s units of time (recall that GD uses speed-s processors).
Thus, J has been idle in P for at least (w−1=s)p(J ) units of time. During this period,
(J ) receives credits at a rate of (1=(w − 1=s))(J ), accumulating a total of at least
(1=(w − 1=s))(J )× (w − 1=s)p(J )=(J )p(J )=v(J ) credits.
To argue that (J )¿0 for any job J ∈A, we make use of the fact that s¿4.
Lemma 10. If s¿4, then for all J ∈A; (J )¿0.
Proof. By Lemma 9, for each job J ∈A, the account (J ) receives at least v(J )
credits. Note that credits are given away from (J ) only when J is scheduled by GD,
i.e. for a period of at most p(J )=s units of time. Therefore, by Lemma 7, credits are
transferred from (J ) at a rate of max((2=(1−w)) (J ); (1=(w−1=s)) (J )). Recall that
w can be set arbitrarily and we now >x it to 12 . Assume s¿4. Then p(J )=s6p(J )=4
and
max
(
2
1− w (J );
1
w − 1=s (J )
)
6 4 (J ):
Therefore, at most 4(J )p(J )=4=(J )p(J )=v(J ) credits are given away from (J ).
Therefore, (J )¿0.
In summary, ‖A‖ is equal to the sum of the >nal balance of all types- and
- accounts, which is at least
∑
J∈A (J ) + ‖O‖¿‖O‖. Thus, GD using two speed-4
processors (or one speed-8 processor) can always match the value obtained by OPT.
We conclude this section with the following theorem.
Theorem 11. Assume that all jobs have tight deadlines. GD is a speed-8 1-competitive
algorithm.
4. Concluding remark
In this paper we have presented the >rst speed-O(1) 1-competitive algorithm for
scheduling jobs with tight deadlines. Note that the speed requirement of this algorithm
is constant even if jobs have an arbitrarily wide range of value densities. This is in
contrast with the speed-O(log k) 1-competitive result in [13].
Our work is the >rst step towards the conjecture that a speed-O(1) processor is
suMcient for attaining a 1-competitive algorithm without con>ning the value densities
of jobs. Several open problems are yet to be resolved. Recall that the best lower
bound on the speed requirement for any 1-competitive algorithm is ≈1:618, and our
algorithm GD is speed-8 1-competitive. We believe that a better algorithm can reduce
the gap. Another interesting direction is to extend the result to the multiprocessing
setting, i.e., for any m¿2, we want to >nd an on-line algorithm using m speed-O(1)
processors to match the value of any o6-line algorithm using m speed-1 processors.
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The ultimate question to be answered is how the tight deadline assumption can be
removed in both uni- and multi-processor setting.
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