Network coding and cooperative communication have received considerable attention from the research community recently in order to mitigate the adverse effects of fading in wireless transmissions and at the same time to achieve high throughput and better spectral efficiency. In this work, we design and analyze deterministic and random network coding schemes for a cooperative communication setup with multiple sources and destinations. We show that our schemes outperform conventional cooperation in terms of the diversity-multiplexing tradeoff (DMT). Specifically, it can offer the maximum diversity order at the expense of a slightly reduced multiplexing rate. We derive the necessary and sufficient conditions to achieve the maximum diversity order. We show that when the parity-check matrix for a systematic maximum distance separable (MDS) code is used as the network coding matrix, the maximum diversity is achieved. We present two ways to generate full-diversity network coding matrices: namely using the Cauchy matrices and the Vandermonde matrices. We also analyze a selection relaying scheme and prove that a multiplicative diversity order is possible with enough number of relay selection rounds.
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I. INTRODUCTION
C HANNEL fading is one significant cause of performance degradation in wireless networks. In order to combat fading, diversity techniques that operate in time, frequency or space are commonly employed. The basic idea is to send the signals that carry same information through different paths, allowing the receiver to obtain multiple independently faded replicas of the data symbols. Cooperative diversity tries to exploit spatial diversity using a collection of distributed antennas belonging to different terminals, hence creating a virtual array.
In [1] Ahlswede et al. introduced network coding to achieve the max-flow rate for single-source multicast that could be impossible to achieve by simply routing the data. Since then, network coding has been recognized as a useful technique in increasing the throughput of a wired/wireless network. The basic idea of network coding is that an intermediate node does not simply route the information but instead combines several input packets from its neighbors with its own packets and then forwards it to the next hop. However, since network coding is devised at the network layer, error-free communication from the physical and medium-access layer is usually assumed, which is a simplifying assumption for wireless communications. Efforts have also been made to apply network coding to Paper the physical layer, e.g. in [2] - [4] . Studies have been conducted to determine whether network coding provides any advantages over existing cooperative communication techniques [5] - [11] .
Relay selection was proposed in the cooperative diversity systems in [12] . Later, the idea was extended to multi-source cooperative networks [13] , and further to more general fading channels [14] . In [6] , a network-coded cooperation (NCC) with relay selection was proposed. NCC was shown to outperform conventional cooperation (CC) schemes which includes space-time coded protocols [15] and selection relaying [12] : It requires less bandwidth, and yield similar or reduced system outage probability while achieving the same diversity order. However, these results are based on an optimistic assumption that any destination node should receive the packets that are not intended for it without any error so that the intended packet can be recovered from the XOR'ed packet sent by the relay. When this assumption is removed the scheme can no longer achieve the full diversity order of + 1, where is the number of cooperating relays, but only a reduced diversity order of 2.
To improve the system diversity performance, in this paper we propose network coded cooperation schemes for sourcedestination pairs assisted with relays. The proposed scheme allows the relays to apply network coding on the data they have received using random or pre-designed coefficients. Our main contributions in this paper are as follows:
(i) We derive the DMT performance of the proposed scheme under multicast and unicast network models, and show that it is superior to previous NCC and CC schemes. (ii) We show that a maximum diversity order + 1 is achievable with slightly reduced multiplexing rate. (iii) We design the maximum diversity coding matrices, which is related to the conventional MDS error-control codes. We give two constructions for such matrices: using the Cauchy matrices and the Vandermonde matrices. (iv) We also analyze a selective relaying scheme, which possesses superior diversity performance under certain conditions.
The rest of the paper is organized as follows. Sec. II discusses the system model and a description of the proposed scheme. In Sec. III-A, performance analysis is established using DMT. Sec. IV presents our network code design. In Sec. V, we discuss unicast, random network coding, and selection relaying. In Sec. VI, the performance of the proposed scheme is compared in terms of DMT and average outage probability with the existing schemes in the literature. Sec. VII concludes the paper. 
II. SYSTEM MODEL

A. General System Description
The network studied in the paper is composed of source-destination pairs denoted as ( 1 , 1 ), . . . , ( , ), and relays denoted as 1 , . . . , in a single-cell where all the nodes can hear the transmissions of each other as shown in Fig. 1 . We assume that each packet is composed of bits: = [ ,1 , ,2 , . . . , , ]. We divide into smaller blocks of equal length and represent the ℎ block [ , +1 , , +2 , . . . , ,( +1) ], ∈ {1, . . . , } as a finite-field element , ∈ where = 2 and = / . Therefore, each packet is represented as a -tuple Θ = [ ,1 , ,2 , . . . , , ] ∈ 1× ; see e.g., [16] , [17] for representations of finite-field elements. Dividing each packet into small blocks enables us to work with a smaller field size which in return significantly reduces the complexity of the arithmetic operations. This is to be contrasted to the scheme in [18] where the field size is taken to be = 2 . We will give a lower bound on the field size in Sec. IV. We consider two different transmission scenarios. In the first scenario, each source node is trying to transmit the data packet Θ to all the destinations , = 1, . . . , which is known as the multicast scenario. In the second scenario, each source node is trying to transmit the data packet Θ to only destination and we will refer to this scenario as the unicast scenario. All the nodes are assumed to be equipped with halfduplex (i.e. cannot transmit and receive at the same time) single-antennas. Each data packet Θ is coded and modulated, and transmitted in time slots.
The channel between any pair of nodes is assumed to be frequency flat fading with additive white Gaussian noise (AWGN). Let ∈ ℂ denote the transmitted symbols from node and ∈ ℂ the received symbols at node . The additive noise ∼ ℂℕ(0, 1) has independent and identically distributed (i.i.d.) circularly symmetric entries. Let ℎ , ∈ ℂ denote the instantaneous channel realization. We assume that the channel coefficient ℎ , remains constant during the transmission time of a packet. Then, the channel within one block can be written as
where is the average received signal to noise ratio (SNR) at the destination. All the transmissions are made with equal power. In the above equation, the transmitter could be any of the sources or relays, the receiver could be any of the relays or destinations, as long as the transmitter and receiver are different (i.e., not the same relay). The channel coefficient ℎ , between any two nodes is modeled as i.i.d. with zero-mean, circularly symmetric complex Gaussian random variables with common variance 1/ . Therefore, |ℎ , | 2 is exponentially distributed with parameter ∀ , . A total of bits are transmitted by all sources in ( + ) channel uses, therefore the system rate is = /[( + ) ] bits per channel use (BPCU). The transmission rate 0 for each packet transmission is identical, equal to 0 = / = ( + )/ BPCU.
The instantaneous mutual information of the channel model in (1) with Gaussian input is:
where and denote the transmitted symbol by node and received symbol by node . We assume that powerful enough channel codes can be applied within each packet such that if ( ; ) > 0 , the packet can be decoded correctly. In case errors occur, we assume they can be detected. This can be realized through cyclic redundancy check (CRC) code or other parity check codes. When ( ; ) ≤ 0 , we say that the channel ℎ , is in outage. Otherwise, we say that the channel ℎ , is operational. Define = [2 [ ( + )]/ − 1]/ . Since |ℎ , | 2 is exponentially distributed, the outage probability for the channel in (1) is given by:
where we write
B. Network Coded Cooperation
Our transmission scheme consists of two stages; see Fig. 2 . In the first stage, direct transmissions from the sources to the destinations take place in orthogonal time slots. Thanks to the broadcast nature of the wireless medium, all the destinations and the relays overhear the transmissions. At the end of the first stage, each relay tries to decode all packets. Here one of the two strategies is possible: 1) Strategy : If a relay can successfully decode all the packets, then it participates in the second stage. Otherwise, it remains silent. In the second stage, the participating relays perform network coding. Specifically, relay will transmit the linear combination ∑ =1 Θ . 2) Strategy ℬ: If a relay can successfully decode at least one packet, then it participates in the second stage. Specifically, if relay was able to decode the packets correctly from the sources in the set where ⊂ {1, . . . , }, then it will transmit the linear combination ∑ , Θ . Unless otherwise specified, we study the first case when the Strategy is used until Sec. V. Strategy ℬ will be discussed in Sec. V.
C. Deterministic and Random Network Coding
We will consider two network coding schemes for the user cooperation: random coding and deterministic coding. In the random coding approach, which we will refer to as Random Network Coded Cooperation (RNCC), relay draws randomly from the finite field . After the random coefficients are drawn, a new packet is created by making
. . . a linear combination of the source data packets using the 's. In the deterministic approach which will be referred to as Deterministic Network Coded Cooperation (DNCC), the coefficients 's are predetermined and they are designed in a way to maximize the probability that the received linear combinations are actually decodable at the destination. We will discuss the problem of how to choose these predetermined coefficients in detail in Sec. IV.
2N time slots
In order to express the overall transmitted signal, we define the following matrix:
where (⋅) denotes transpose. Also define the × finite field vector corresponding to the original source packets as Θ = [Θ 1 , Θ 2 , . . . , Θ ] . Using matrices and Θ, we can express the potential transmitted signals by all the sources and relays, in that order, as Π = Θ where Π ∈ ( + )× . Note that Π represents the potential transmitted signals, since due to severe fading some of the channels might be in outage and therefore only a subset of packets can be successfully decoded by some relays. Under Strategy , such relays will not participate in the second stage and the rows of corresponding to these relays can be considered to be deleted. Under Strategy ℬ, however, only the coefficients in that correspond to the unsuccessful packets would be zero, as opposed to a whole row being deleted. Note that, from the destination 's perspective, some of the channels might also be in outage. We denote the corresponding submatrix of for destination by which satisfies Π = Θ where Π denotes all correctly decoded packets at destination .
III. PERFORMANCE ANALYSIS
A. Diversity-Multiplexing Tradeoff
As mentioned in the introduction, we will investigate the performance of the proposed scheme via DMT. DMT is accepted as a useful performance analysis tool in cooperative systems [6] , [12] . For completeness, we give the formal definitions as in [19] . Let ( ) denote packet error probability of user at SNR . Define = min , = 1, . . . , , then a scheme is said to achieve spatial multiplexing gain and diversity gain if the data rate is lim →∞ ( )/ log( ) = , and the minimum error probability satisfies lim →∞ log( ( ))/ log( ) = − .
B. Main Result
Next we define a new parameter which plays a key role in the derivation of the outage probability and hence the achieved diversity order. For any integer ∈ [1, min( , )], we define the Γ-rank, Γ ( ), of a × matrix as an integer such that 1) any collection of rows of is at least rank , and 2) there exists a collection of − 1 rows of that has rank − 1. Next, we derive the DMT of the system as a function of Γ ( ).
Theorem 1: The DMT of DNCC with source-destination pairs and intermediate relay nodes which choose their linear combination coefficients from the matrix for multicast using Strategy is given by:
where ∈
. Proof: 1) Multicast: In the multicast problem, the necessary and sufficient condition for destination to recover Θ is ( ) = . To analyze the outage probability, we define the following events:
⊂ by the first condition in the definition of Γ-rank. By the second condition in the definition of Γ-rank, there exist a collection of rows of that are rank − 1. Let˜denote a (Γ ( ) − 1) × submatrix of that consists of such rows. Let denote the event that relays fail to receive all the Θ 's correctly. Define
Notice that the probability that any relay can successfully decode all packets in the first stage is
As a result,
Having direct transmission from the sources and − transmissions from the relays, each destination can potentially receive and decode + − packets. Let ( + − , ) denote the event that out of + − channels were operational:
where 0 is given by (3) . Since ⊂ ⊂ , using (6) and (7) we have the following upper and lower bounds:
In (8), the first summation stands for the probability of the event that of the relays fail to receive all Θ 's correctly, leaving us with only − relays which will participate in the second stage. In total + − transmissions will be made. The destination may not be able to recover all Θ 's, if only Γ ( ) − 1 or less number of transmissions are successful.
Notice that, as → ∞, → 0. We need to find the following limit:
We consider the individual terms in the summations oneby-one and find the term with the smallest order of . Observe that lim →0 (1 − ( )) = and ( ) ∼ = where is:
Similarly,
The smallest order term happens when is equal to Γ ( )− 1. Hence, we have:
and
.
Similarly, (
. Now, choosing the fixed rate to be = log and substituting into (12), we obtain:
where ≤ ≤ , which is the desired result. 2) Unicast: In unicast we have a different problem: given the received packets at destination , we would like to recover only Θ from the set of linear equations = Θ. The error can only happen when the direct link is in outage. Notice that this implies that does not contain (the 'th row of the × identity matrix × ). In this case, a necessary and sufficient condition for Θ to be recoverable is that ∈ ( ), where ( ) is the row-space of . Here, we make another rank definition that will be useful for the proof of the unicast scenario. We define the Λ -rank, Λ ( ) of a × matrix as an integer such that 1) any collection of rows of spans a space that contains but 2) there exists a collection of − 1 rows of which does not span a space that contains . The DMT of the system as a function of Λ ( ) is given by the following lemma.
Lemma 1: DMT of DNCC for unicast for the ℎ destination is
where ∈ ( 0, + ) . Proof: See the Appendix A. Notice that from the definition of Γ-rank, we have Γ ( ) = max Λ ( ). Since the error probability is defined to be the minimum of individual error probabilities, we have ( ) = min ( ). After substituting ( ) in (15), we obtain the desired result in (5) .
Corollary 1: The maximum diversity is achieved if and only if Γ ( ) = .
Proof: The result follows immediately from (5) .
IV. DESIGN OF THE LINEAR NETWORK CODING MATRIX
In this section, we try to design a network coding matrix that can yield the maximum diversity order. Notice that, by definition we have Γ ( ) ≥ . Therefore, it is clear from Corollary 1 that we need to pick an that satisfies Γ ( ) = . Before going into the discussion on the design of the matrix , we would like to give another important rank definition that will be used in the design of .
The row Kruskal-rank [20] , [21] of , denoted by ( ), is the number such that every set of rows of is linearly independent, but there exist one set of + 1 rows that are linearly dependent. Lemma 2: ( ) = ⇔ Γ ( ) = .
Proof: We prove Γ ( ) = ⇒ ( ) = ; the other case is straightforward. When Γ ( ) = , from the definition of Γ-rank any collection of rows of is at least rank . But since ( ) ≤ , we have the first condition for the Kruskal-rank. Also since ( ) ≤ , any + 1 rows will be linearly dependent. The minimum Hamming distance between any two codewords for a ( , ) error-correcting code is upper bounded by the Singleton bound as ≤ − + 1. The codes that achieve this bound are called MDS codes [22] . The following result relates the column Kruskal-rank of the parity-check matrix of a linear block code to its minimum distance :
= ( ) + 1. This follows from a theorem in [22, p. 318] , which states that a code is MDS if and only if (iff) every − columns of its parity check matrix are linearly independent.
The transpose of the parity check matrix of a systematic ( + , , + 1) MDS code can be used as an encoding matrix for our DNCC scheme to minimize the total number of packets necessary at the destinations for decoding the source packets. If such an is used, then each destination needs and only needs packets (from the sources and relays) for correct decoding. Note that depending on the sizes and , finding a ( + , , + 1) MDS code may or may not be possible in a given finite field [22] , [23] .
A. Network Code Designs From Reed-Solomon Codes
Reed-Solomon (RS) Codes are MDS codes. There are two ways of constructing an RS Code: either using the Vandermonde matrices [24] or using the Cauchy matrices [25, Sec. 4.3] . Because of the special structure of in (4), we will be working on systematic RS codes.
1) Construction Based on Cauchy Matrices: The systematic generator matrix for the RS( , ) code has the form = [ | ] where is the identity matrix of order and is a × ( − ) matrix [25] and satisfies ( ) = − . is known as Cauchy matrix and is given by:
where , , and are elements of (2 ) and are defined as:
where is the primitive element for . Therefore, choosing = + and = , we construct the network code = [ | ] by choosing , = , which gives ( ) = .
2) Construction Based on Vandermonde Matrices: The Vandermonde matrices are defined from a vector of distinct generating elements { 1 , . . . , } of as:
The determinant for the square Vandermonde matrix is given by det( × ) = ∏ 1≤ < ≤ ( − )) and is nonsingular iff all the 's are distinct. To construct for given and , we do the following: 1) Choose a suitable with = 2 ≥ + . 
2) Choose
Proof: Pick ∈ (1, min( , ) ) arbitrary rows from and denote the resulting matrix by ′ . We need to show that if the rows of ′ are linearly dependent or linearly independent then so are the rows of ′ . This is the case because is fullrank and hence ′ = 0 implies and is implied by 
Notice that since ( ) = 2 and the destination will be able to recover Θ 1 , Θ 2 when at least two of the transmissions are successful. It is important to emphasize that unlike MDS code construction that we gave earlier, here we do not have any restrictions on the code size for any given and , we can find a large enough finite field satisfying = 2 , ≥ + .
V. DISCUSSIONS AND FURTHER IMPROVEMENTS
In the previous sections, we have established the DMT of DNCC for a given network coding matrix , and designed the network coding matrix for maximum diversity order. In this section, we study Strategy ℬ, and the case when only some selected relays are allowed to transmit. We also investigate the performance of RNCC.
A. Strategy ℬ
The assumption that the relay has to decode all the packets in order to be able to cooperate may be too restrictive for such schemes. We could relax this assumption and assume that the relays will participate cooperation even though they have not been able to decode all the packets.
Denote the outage event under Strategy ℬ by ℬ . Notice that under Strategy ℬ, not only the − relays as in (6) but also the rest of the relays contributes to the decoding at the destinations. Clearly the probability of not being able to solve the linear system of equations will decrease and hence the performance will get better, i.e. ( ℬ ) ≤ ( ). Taking Γ ( ) = , the probability of becomes
But using a similar analysis as in the proof of Theorem 1, it can be shown that even though Strategy ℬ offers lower packet error rate, the DMT is the same as that of Strategy . That is, even though Strategy ℬ improves the packet error rate performance, the DMT remains unchanged.
B. RNCC
In RNCC the linear combination coefficients , 's are chosen randomly from a finite field . Similar to the deterministic case, destination cannot recover Θ when the submatrix is rank deficient, i.e. = ( ) < . However, unlike the deterministic case there are two possible reasons to have a rank deficient : one is due to fading and the other is due to the choice of the random coefficients 's. The former happens when at most −1 channels are operational resulting in an matrix that has at most − 1 rows. We define this event to be the deterministic error event:
= { has at most − 1 rows}. The probability of this event is given by , ) ).
Notice that
⊂ . On the other hand, due to the random choice, relays may choose linearly dependent coefficients which will result in an matrix such that ( ) < . Denote this event by . But by the Corollary 1, this event will result in the outage events that have diversity order less than + 1. Therefore, the key idea of this proof is to isolate such events, and show that the probability of such events can be bounded by the field size as follows:
Lemma 4: The probability that any × square submatrix ′ of is rank deficient is upper bounded by ( | ) ≤ / .
Proof: The proof consists of an application of the Schwartz-Zippel Lemma to a carefully chosen error event as in the proof of [26, Thm. 2] . We skip the proof due to space limitations. Lemma 4 indicates that if the field size is large enough, the error event will be dominated by with high probability: lim →∞ ( ) ≤ ( ) + lim →∞ / = ( ). Note that, although the limit is taken asymptotically with → ∞, it is enough to have ∼ = +1 . The rest of the proof is the same with the above proof for DNCC. Below we summarize all the above proved results with the following theorem:
Theorem 2: DNCC with intermediate relay nodes which choose their linear combination coefficients from the rows of that satisfies Γ ( ) = and source nodes achieves the DMT in both the multicast and unicast scenario and under both strategies and ℬ:
) .
RNCC achieves the same DMT with probability at least 1− , where q is the field size.
C. Selection Relaying
We can also consider the case where not all of the relays transmit, but only selected relays transmit. The same selection rule based on the instantaneous wireless channel conditions can be adapted as in [6] . Define
Then, select the relays that maximizes ℎ , namely first choose with the rule: = arg max ℎ and continue the same process of choosing the maximum in the beginning of each relay transmission. Note that a relay can be selected more than one time. This selection mechanism can be implemented using a distributed protocol at the network layer as in [12] : relays choose a timer that is inversely proportional to the quality of their channels. Relays assess the quality of their channels from the request-to-send and clear-to-send (RTS-CTS) packets that were transmitted by the source and destination nodes respectively 1 . No channel state information (CSI) is required at the physical layer. Next, we give the DMT of this scheme.
Theorem 3: DNCC scheme with the selection of the best relay nodes out of and source nodes, Γ ( ) = in the multicast scenario achieves the DMT:
if < − 1, and otherwise achieves the DMT:
where ∈ ( 0, + ) . Proof: See the Appendix B. In [12] , for a single source single destination setup it was proved that instead of transmitting from all the relays, if a selection is performed and only the relay with the best channel coefficient transmits then the bit error rate (BER) at the destination enjoys a -fold diversity gain. Inspired by this idea, the authors in [6] proposed a NCC scheme for s-d pairs and relays where only the "best" relay selected according to (20) , XOR'es all the source packets and transmits to the destination (Fig. 2 (b) ). However, the -fold diversity order can only be achieved when an unrealistic assumption is made. The assumption is that the destination has to be able to decode all the other source packets successfully. When no such assumption is made, no gain from the selection process is obtained and only a diversity order of one is achieved. The significance of our result in Theorem 3 is that if enough number of relays could be used ( ≥ − 1), we can achieve + ( − ( − 1)) diversity order.
VI. COMPARISON WITH OTHER SCHEMES
A. DMT Comparison
In this section, we would like to compare DMT of the previously proposed schemes in the literature. The closest scheme in the literature is the NCC scheme considered in [6] . In NCC instead of all the relays, only one relay transmits which results in total of + 1 time slots. Using fewer time-slots NCC achieves a better spectral efficiency than the proposed scheme here. However, NCC can only provide a fixed diversity order of two, while the proposed scheme achieves the maximum diversity order of + 1. In the following, for comparison we include the DMT performance of NCC and that of CC which includes spacetime coded protocols [15] and selection relaying [12] . The diversity-multiplexing tradeoff of NCC is given by [6] : ( ) = 2 (1 − ( + 1)/ ) , ∈ (0, /( + 1)). The DMT of the decode and forward strategy with intermediate relay nodes is given by [15] : ( ) = ( + 1) (1 − 2 ) , ∈ (0, 0.5) .
To show the advantage of the proposed schemes, we present DMT of the existing schemes and the proposed schemes in Fig. 3 . As can be seen from the figure, both of the proposed schemes and CC provide the maximum diversity order of + 1 when → 0. However, the proposed schemes can provide a higher diversity gain than CC when the spectral efficiency increases.
B. Monte-Carlo Simulation
Here, we compare these schemes with the existing schemes via Monte-Carlo simulations. In the simulations, we only consider the channel conditions so as to isolate the diversity benefits. We generate an ( + ) × and an × matrix that contains the channel coefficients for each destination and each relay, respectively. Then, we decide that the transmission is successful for any link if the instantaneous channel is strong enough to support the given data rate and we update combining coefficients accordingly. After all the transmissions take place, we perform Gaussian elimination on the updated combining coefficient matrices to conclude whether each destination is able to recover the source packet Θ . We set = 1 and 0 = 1 BPCU. In all the figures only the unicast scenario is adapted since CC cannot be implemented in a multicast scenario. As can be seen from Fig. 4 and Fig. 5 gain but it is in terms of coding gain. This is validated through Monte-Carlo simulations as shown in Fig. 6 and Fig. 7 .
VII. CONCLUSIONS We studied the network coded cooperation schemes for source-destination pairs assisted with relays. We studied two different traffic network models: multicast and unicast. The proposed schemes allow the relays to apply network coding on the data it has received from its neighbors. We allow the relays to linearly combine the packets with coefficients either deterministically pre-designed or drawn from a finite field randomly. We established the diversity-multiplexing tradeoff performance of the proposed schemes for any network coding matrix, and showed its advantage over the existing schemes when the coding matrix is optimized. Specifically, it is capable of achieving the maximum diversity order + 1 at the expense of a slightly reduced multiplexing rate. We derived the necessary and sufficient conditions to achieve the maximum diversity order. We showed that when the paritycheck matrix for a ( + , , + 1) systematic MDS code is used as the network coding matrix, the maximum diversity is achieved. We presented two ways to generate the network coding matrix: using either the Cauchy matrices or the Vandermonde matrices. Both constructions guarantee maximum diversity order. When a relay selection is possible, we show that a multiplicative effect on the diversity order is possible when enough rounds of relay selection is performed.
APPENDIX
A. Proof of Lemma 1
Here we define the following relevant events.¯≜ { ∕ ∈ ( )},¯≜ { has at most Λ ( ) − 1 rows}. Notice that,¯⊂¯by the first condition in the definition of Λrank. By the second condition in the definition of Λ -rank, there exist a collection of Λ ( ) − 1 rows of that does not span . Let¯denote a (Λ ( ) − 1) × submatrix of that consists of such rows. Keeping the definition of definē ≜ { 0 ∩{ =¯}}. It follows that¯⊂¯. Sincē ⊂¯⊂¯, using (6) and (7) we have:
and (¯)≥ (¯)= ( 0 )
where the first 0 in (22) accounts for the outage of the direct link between and . The limits in the second summation in (22) is due to the fact that the destination may not be able to recover all Θ 's, if only Λ ( ) − 1 or less number of transmissions are successful. The rest of the proof can be completed by showing that the diversity orders of both the upper and the lower bound are equal to (15) as in the proof of the multicast scenario.
B. Proof of Theorem 3
Let = arg max ℎ where ℎ is as in (20) . The cdf for |ℎ | 2 (or |ℎ | 2 ) where can be a source (or a destination) node was derived in [6] as:
where , 's are the parameters of the exponential random variables associated with the corresponding channels between node and node , and = ∑ =1 [ , + , ] , = {1, . . . , }. Taking , = and using exponential expansion, a high-SNR approximation for (23) can be shown to be equal to: ( ) ∼ = (2 ) −1 . Now, the probability that any relay can successfully decode all packets in the first stage is ( ) = ∏ =1 ( |ℎ | 2 > ) = ∏ =1 (1 − ( )) = (1 − ( )) . Similar to the definition of , let denote the event that out of relays fail to receive all the packets: ( ) = ( ) ( ) − (1 − ( ) ) .
Using similar techniques as in the proof of Theorem 1, it can be shown that ( ) ∼ = 1 where 1 = ( ) (2 ) ( −1) . Also let , ( ) denote the event that channels out of source channels and channels out of − relay channels were operational. Then we have
Notice that, since Γ ( ) = we have = . Therefore, we have
It can be shown that ( − 1) ) . Now, rest of the proof can be completed using similar techniques as in the proof of Theorem 1.
