Abstract. We consider a class of random matching problems where the distance between two points has a probability law which, for a small distance l, goes like l r . In the framework of the cavity method, in the limit of an infinite number of points, we derive equations for p k , the probability for some given point to be matched to its kth nearest neighbor in the optimal configuration. These equations are solved in two limiting cases: r = 0 -where we recover p k = 1/2 k , as numerically conjectured by Houdayer et al. and recently rigorously proved by Aldous -and r → +∞. For 0 < r < +∞, we are not able to solve the equations analytically, but we compute the leading behavior of p k for large k.
Introduction
Let us consider a set of N points i = 1, . . . N, N even, and 'distances' between them l ij = l ji . A matching is a partition of this set into N/2 pairs. The 'length' of such a matching is
We focus on the properties of the minimal length matching. If the l ij are random variables, it is known that in many cases, the length of the optimal configuration and other quantities converge with probability 1 to their average value when N → +∞. A lot of different probability distributions of the l ij can be considered. In this note, we deal with the case where the l ij are independent and identically distributed random variables, with a law ρ(l) defined on [0, +∞[. As noted in [1], in the infinite N limit, the only relevant feature of ρ is its behavior around 0, say
In the following we stick to the tradition that r is an integer, which simplifies results though it should not be difficult to generalize our computations to a non integer r. The thermodynamic limit of this model has been studied for a long time from the point of view of the statistical physics of disordered systems. The replica method yielded predictions for the mean length and the distribution of the lengths of occupied links in the optimal configuration [2] . This was shown to be equivalent to a cavity approach [3] . a e-mail: giorgio.parisi@roma1.infn.it b e-mail: matthieu.ratieville@roma1.infn.it Numerical works checked the validity of the results obtained with these techniques [4, 5] , and dealt with another quantity, the probability p k for some given point to be connected to its kth nearest neighbor in the optimal matching. Houdayer et al. [5] conjectured that, in the case r = 0, one simply has
Recently, Aldous [6] confirmed the mentioned predictions by rigorous proof in the case r = 0, and gave heuristic indications to generalize his method to an arbitrary r.
In this paper, we show that insight on p k can also be gained through a cavity approach, and in particular we recover (3). It gives further evidence that this method, as well as the replica one, exactly describes the matching problem, though on non rigorous grounds.
The paper is organized as follows. In Section 2, given any r we derive cavity equations for p k and comment on their similarity with Aldous's ones [6] . In Section 3 we check that in the case r = 0 we recover (3). In Section 4 we derive, for 0 < r < +∞, the leading behavior of p k for large k. In Section 5 we compute p k in the limit r → +∞. Section 6 is the conclusion. All important results are supported by numerical simulations.
The cavity prediction for p k
The cavity equations at finite temperature have been derived in [3] (see also [7] ). Let us briefly recall the essential steps -basically we reproduce [8] . One writes down a partition function for the matching problem 
thanks to the following property
unless p = 2 and α 1 = α 2 ; in this case we have lim m→0 dµ(S i )(S 
This is easily computed, thanks to (6), and one gets
where we used the fact that m i , the magnetization of site i before the addition of the new point, is nothing but 1/h i .
Note that in principle N should be kept even, but it has no incidence on our results in the infinite N limit. The occupation number of link 0 − i reads
We are interested in the zero temperature limit β → ∞, for in this limit only the optimal configuration contributes. The probability distribution of the magnetizations in this limit has already been derived for another optimization problem, the travelling salesman problem [10] . We follow the same lines. It is useful to set
Let us then define
At zero temperature, equation (8) reduces to
and (9) yields
where i min is the index attaining the minimum in (12).
In the thermodynamic limit, the ϕ i are uncorrelated and all have the same probability law P (ϕ) over the distribution of links. The χ i are also independent random variables. Their common probability law is
Equation (12) yields a self-consistency equation for P (ϕ)
Let us define an auxiliary function
We have NΠ(ϕ) = G (ϕ), and
so that (15) reads
Plugging this into (16) 
We now proceed to the computation of the probability p k . Point 0 is connected to its kth nearest neighbor in the minimum matching when two conditions simultaneously hold: 
