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Abstract
Recent results by Harrow et. al. [2], and by Ta-Shma [5], suggest that quantum computers
may have an exponential advantage in solving a wealth of linear algebraic problems, over classi-
cal algorithms. Building on the quantum intuition of these results, we step back into the classical
domain, and explore its usefulness in designing classical algorithms. We achieve an algorithm for
solving the major linear-algebraic problems in time O(nω+ν) for any ν > 0, where ω is the optimal
matrix-product constant. Thus our algorithm is optimal w.r.t. matrix multiplication, and compa-
rable to the state-of-the-art algorithm for these problems due to [1]. Being derived from quantum
intuition, our proposed algorithm is completely disjoint from all previous classical algorithms,
and builds on a combination of low-discrepancy sequences and perturbation analysis. As such,
we hope it motivates further exploration of quantum techniques in this respect, hopefully lead-
ing to improvements in our understanding of space complexity and numerical stability of these
problems.
1 Introduction
1.1 General
Recent results by Harrow et. al. [2], and by Ta-Shma [5], suggest that quantum computers may have
an exponential advantage in solving a wealth of linear algebraic problems, over classical algorithms.
Specifically, [2] present an algorithm that given a linear system of equations Ax = b, when A is O(1)-
sparse (i.e. constant number of non-zeros in each row), produces a quantum state x, which implicitly
holds the solution to the set of equations. Using this state, one can compute certain predicates on the
solution. The algorithm runs in time O(κlog2(n)/ε), where κ is the conditioning number of A, and ε
is the additive error to the solution, thus providing an exponential speed up over the best classical
algorithm that one could hope for. A recent result by [5], shows that one can carry out such inversion
in logarithmic quantum space, compared to the best known classical space complexity standing at
O(log2(n)). In addition, [5] show how to to perform other linear-algebraic tasks such as SVD, and
eigenvalue decomposition in quantum logarithmic space - tasks which are not known to be possible
in classical space better than O(log2(n)).
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A turnkey for both algorithms above is the quantum procedure known as phase estimation [4],
where given a unitary matrix, and one of its eigenvectors, it produces an estimate of the correspond-
ing eigenvalue, to arbitrary precision. Here, we step back into the classical domain, and explore this
routine in the context of solving the major linear algebraic-problems on a classical computer. We
achieve an algorithm whose run-time bit-complexity is O(nω+ν), for any ν > 0, where nω is the op-
timal time for multiplying two integer matrices. Thus essentially, this is an optimal algorithm w.r.t.
matrix multiplication, comparable with the state-of-the-art algorithm due to [1].
Our algorithm does not use any of the known classical methods but takes a randomized ap-
proach to spectral analysis, building on quantum intuition. On a technical level, we critically use
low-discrepancy sequences, appended with linear perturbation analysis, to generate sufficient ran-
domness, at a sufficiently low computational cost. As such, it offers a new route to linear-algebraic
algorithms that is completely disjoint from current knowledge. We hope that this study serves as an
opening for renewed examination of these problems, both in respect to run-time analysis, numerical
stability, and space complexity.
1.2 Main Results
We define eigenvector sampling as a distribution, in which every unique eigenvector is sampled with
non-negligible probability, and returned with polynomially small error:
Definition 1 Eigenvector sampling LetA be a Hermitian n×nmatrix, with n unique eigenvalues λ1, . . . , λn,
and corresponding eigenvectors v1, . . . , vn We say that distribution E = E(A, δ) : C
n 7→ [0, 1] is an eigenvec-
tor sampler of A, if for any k ∈ [n] w.p. Ω(1/n), the sampler returns a unit vector v, such that ‖v − vk‖ ≤ δ.
Definition 2 Eigenvalue separation
Let A be a Hermitian n× n matrix, with eigenvalues λ1, λ2, . . . , λn. A has eigenvalue spacing ∆λ, if for any
i 6= j we have |{2piλi} − {2piλj}| ≥ ∆λ for all i 6= j, where {x} is the fractional part of x.
For example, any positive semidefinite matrix A, with ‖A‖ ≤ 1 −∆λ which also has |λi − λj | ≥ ∆λ
for all i 6= j, has eigenvalue separation∆λ.
Theorem 1 Efficient Sampler
For any ν > 0, there exists a randomized algorithm running in expected time O˜(nω) that for any Hermitian
positive-semidefinite matrix A,‖A‖ = O(1), with eigenvalue separation at least 2−polylog(n), and given δ =
Ω(1/poly(n)) samples from eigenvector sampling E(A, δ) w.p. Ω(n−ν).
Possessing an eigenvector sampler at one’s disposal, running in time O˜(nω) does not guarantee, how-
ever, that one can generate all eigenvectors in reasonable time, i.e. achieve complete diagonalization
at time O˜(nω). In fact, the trivial arithmetic bound in this case is even O(nω+1). However, we show
that in fact one can use a variant of our proposed eigenvector sampler, and run it in ”parallel” in n
separate processes, and w.h.p. collect all eigenvectors in O˜(nω). Specifically we show:
Theorem 2 Efficient Diagonalization
For any ν > 0, there exists a randomized algorithm running in expected time O(nω+ν) that for any Her-
mitian positive-semidefinite matrix A,‖A‖ = O(1), with eigenvalue separation 2−polylog(n) and eigenvectors
v1, . . . , vn and given δ = Ω(1/poly(n)) returns n vectors v
′
1, . . . v
′
n, such that for all k ∈ [n]∥∥vk − v′k∥∥ ≤ δ.
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Finally, we show that the translation of the spectral analysis problem into product of unitary ma-
trices, is advantageous also in terms of bit-complexity. This is shown in section (3.2.5), thus providing
an algorithm of bit complexity O(nω+ν) for eigenvector sampling and complete diagonalization. We
note that the algorithm above does not in fact require the matrix to be Hermitian: given a complex
matrix A, we can compute the absolute value of its singular values, by running the algorithm onA†A
and returning the square root of the eigenvalues. Also, our algorithm can be easily generalized to all
major linear-algebra operations, namely matrix-inversion, solving linear systems, etc.
1.3 Some Intuition
As stated before, our algorithm builds on thewell-known quantum routine called ”phase-estimation”
[4], which was devised in order to measure the eigenvalue corresponding to a quantum state, which
is an eigenvector of some unitary matrix. Specifically, given a complex vector v, the phase estimation
routine returns the eigenvalue λv of an n × n unitary matrix U , corresponding to v, up to arbitrary
precision. Given a Hermitian matrix A, we employ the phase estimation routine w.r.t. its exponen-
tiated matrix eiA, as is usually the case, when one solves the Schro¨dinger equation. We employ the
phase estimation routine as a ”filter”, essentially extracting the result up to 1 bit of precision, and
then ”post-select” on measuring a specific value ”0” of this bit. In that case, one can check that the
routine has the effect proportional to the following linear operator:
I + U
2
.
This operator, when raised to some p-th power has the following effect: any eigenvector correspond-
ing to an eigenvalue that is ”ε-close” to the origin of the unit [0, 1) is attenuated by a scalar approx-
imately (1 − ε2)p. So if there is just one eigenvector that is, say ε/2-close to the origin, whereas all
other eigenvectors are at least ε-far, then applying the phase estimation operator O(1/ε2) times will
result in a constant relative gain of this eigenvector w.r.t. all others. Moreover, iterating the phase-
estimation operator, say O(log(n)/ε2) will result in a polynomial gain of this eigenvector over all
other vectors, and essentially the output will be ”close” to being comprised of a single eigenvector.
From this simple observation, one could consider the following algorithm: draw a random vector
v, and assuming it has equal-magnitude components in all unique eigenvectors, randomly shift v by
a random phase e2piiθv, and then apply the phase-estimation operator, in the hope of ”filtering-out”
a single eigenvector. However, we immediately realize, that even ”reasonable” eigenvalue spacing
can be as small as say, 1/n3, one would require choosing the number of rotations to be some poly(n),
which is prohibitively large, if we wish to attain O(nω) complexity.
As such, we try to randomize the distribution of the eigenvalues so that it resembles a random
sample of a set of i.i.d. uniform variables. We observe that if that were the case, then we could hope
that in the above scheme we can sample w.p. Ω(1/n) a random eigenvector of A, i.e. achieve an
E(A, δ) sampler for some δ = 1/poly(n), that runs in time O(nω), regardless of eigenvalue spacing.
Therefore, the randomization process is cardinal.
A first attempt - multiplying e2piiA by some random unitary is undesirable, since the resulting
unitary has no immediate connection to the original operator. One could also try to raise eiA by a
very large number, so that its eigenvalues become randomly distributed. Such a result is known for
example, if the eigenvalues λi are irrational. In other words, multiplying the eigenvalues by a large
random number should cause their residuals to converge to a random distribution. However, such
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results stated in general as having zero deviation (discrepancy) from uniform i.i.d. distribution, in
the limit of large n, whereas we are constrained to raising e2piiA to a power at most, say 2polylog(n), and
by that - to achieve error which is at most 1/poly(n).
We observe however, that actually, the randomization and filtering process can be redesigned
so it requires a much weaker form of randomness. In fact, our analysis shows that we need the
eigenvalues not to be n-wise independent, but even s-wise independent for s = polylog(n). In this
case, one can use techniques from the theory of random number generation, to derive the following:
if one can make the eigenvalues be sampled independently and uniformly from some not-to-small
interval, then w.h.p. it is sufficient to raise eiA to a power which is polylog(n), and gain the property
that any s-tuple of eigenvalues is distributed i.i.d. up to some small error, called discrepancy. To
achieve approximate independent and uniform sampling of the eigenvalues (to which we have, of
course no direct access), we perturbate the matrix by a small Gaussian perturbation εwhich is on one
hand, small enough as not to deviate from the input by much, but on the other hand, large enough
to achieve the requirement above.
Finally, once we have in place an algorithm that samples uniformly an eigenvector, out of n pos-
sible eigenvectors, we arrive at the task of extracting all eigenvectors. Clearly, if each eigenvector
is sampled w.p. θ(1/n), then repeating the algorithm θ(n · log(n)) times, by the coupon-collector’s
bound, would achieve the desirable result, but at too-large a cost. We circumvent this problem, by
applying the eigenvector sampling routine ”in parallel” over n copies of the same random vector,
each rotated by a random complex phase. We then use fast matrix product to achieve asymptotic
complexity, which is essentially the same as that of the eigenvector sampling routine.
The important observation in this case, however, is that using just a random phase between the
different vectors, is sufficient to make the sampled eigenvector distributions independent, in some
sense. In fact, we show a possibly weaker but sufficient property: whenever some eigenvector vi is
sampled at some column k, the probability that it is sampled at another column k′ 6= k is at most
θ(1/n), i.e. its marginal probability. This tells us that though correlations between columns may
appear in general, in the event that a sampling event happens at some specific column (i.e. eigenvalue
i lands inside the filter at all trials, and all other eigenvalues miss the filter at least once) it would not
happen very often at the other columns.
1.4 Previous work
In 2007, Demmel, Dimitriou, and Holtz [1] have shown how to compute a set of linear-algebraic
problems, among which are QR-decomposition, matrix inversion, and solution of linear systems,
in bit-complexity O(nω+ν) for any ν > 0. Thus, essentially providing optimal run-time complexity,
w.r.t. the matrix-product algorithm. However, the authors of [1] observe that their algorithm is only
weakly stable in the following sense: if there exist two eigenvalues that are very close, then this could
affect all eigenvectors, even those whose eigenvalues are well-separated.
In more precise term, given the matrix A, denote its upper-left block A1,1, and bottom-right block
by A2,2. By [1] the conditioning of any eigenvector returned is upper-bounded by the minimal eigen-
value of:
σmin(A1,1 ⊗ I − I ⊗A2,2).
Choosing some A1,1, A2,2 that commute, we have that the above is equal to the minimal difference
mini,j
∣∣∣λi1 − λj2∣∣∣, where λi1 is the i-th eigenvalue of A1,1, and λj2 is the j-th eigenvalue of A2,2. We can
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further choose A1,1, A2,2 so that exactly two eigenvalues, one of A1,1 and one of A2,2 are at distance ε,
whereas all others are at distance at least
√
ε. In this case, the precision value for all eigenvectors will
be at most ε. The authors of [1] then point out, that currently the only way to bypass this problem is
to run another algorithm of complexity O(n3).
Let us now analyze how our algorithm behaves on this example. IfA1,2 = A2,1 = 0 and the matri-
ces A1,1, A2,2 to have each a well-separated spectrum, then the spacing between any two eigenvalues
of A is O(
√
ε)-large except for a single pair of eigenvalues. Applying our algorithm to this example
will generate each eigenvector with precision corresponding to the spacing of its eigenvalue: so any
eigenvector except for the close pair will have conditioning O(
√
ε). This is essentially the optimal
situation one could expect: if two eigenvalues are exactly equal - one cannot expect an ”informa-
tive” eigenvector to be returned. Hence our algorithm resolves the open question posed in [1] in this
respect.
2 Preliminaries
In this section we present the required technical tools for the analysis of the algorithm. These are
centered around eigenvalue perturbation and low-discrepancy sequences, and most importantly the
interaction of the two culminating in claim (1). The proofs of these claims are usually deferred to the
appendix.
2.1 Notation
1. The Hadamard transform: H[x, y] = [u, v], where ui =
xi+yi√
2
, vi =
xi−yi√
2
.
2. ω is the smallest constant such that multiplying two n × n matrices can be performed in arith-
metic complexity O(nω).
3. For matrix A, ‖A‖ is the l2 operator-norm of the matrix.
4. Given a real number x, we denote by {x} its fractional part in [0, 1). Sometimes we shall use
this notation to define sets - so it should be interpreted according to context.
2.2 Low-discrepancy sequences
Low discrepancy sequences are an immensely useful tool in randomMonte-Carlo methods. Roughly
speaking, these are sequences whose number of points that fall into an arbitrary set B is roughly
proportional to the volume of B.
Definition 3 Multi-dimensional discrepancy
For integer s, put Is = [0, 1)s. Given a sequence x = {xn}Nn=1, with xn ∈ Is the discrepancy DN (x) is
defined as:
DN (x) = supB∈B
{
1
N
N∑
n=1
χB(xn)− vol(B)
}
,
where χB(xn) is an indicator function which is 1 if xn ∈ B and 0 otherwise, and B is a non-empty family of
Lebesgue-measurable subsets of Is.
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Here, we shall define B as the set of all s-products of intervals∏si=1[ui, vi], with [ui, vi] ⊆ [0, 1).
Sometimes, given a sequence x, we shall use the notation x as a distribution: it is the distri-
bution derived by sampling uniformly an element of x. Under this notation, we interpret the dis-
crepancy DN (x), as the absolute difference in probability that sampling uniformly from x, generates
an element in B, and vol(B), optimized over all sets B ∈ B. Our deployment of low-discrepancy
sequences, stems however not from Monte Carlo motivation, but rather because they approximate
well an independent distribution of uniform random variables.
Fact 1 Let {gn}n∈[N ] be a s-dimensional sequence (gn ∈ Is) with discrepancy DN . Let {Ii}si=1 be a set of s
intervals of [0, 1). For event A on the space of s binary variables {xi}si=1, let P (A) be the probability function
induced by setting, for all i ∈ [s], the variable xi = 1 iff gn,i ∈ Ii, as n is chosen randomly in [N ]. Then, for
any such event A, P (A) = PU (A) ± 2sDN , where PU (A) is the probability of A in case the variables xi are
i.i.d., and P (xi = 1) = |Ii|.
Proof: Any such event A can be expressed as the union A =
⋃
iAi of at most 2
s disjoint events
Ai ∩Aj = φ, where each Ai is of the form x1 = a1, . . . , xs = as, for ai ∈ {0, 1}. Let Bi =
∏s
k=1[uk, vk],
where for each k ∈ s [uk, vk] = Ii, if ak = 1 and [uk, vk] = [0, 1)\Ii , otherwise. Then by definition
gn ∈ Bi iff Ai occurs. Each such Bi is a legal s-dimensional box in Is, so by the discrepancy of
{gn}n∈[N ], we have P (gn ∈ Bi) = PU (Ai) ± DN . Therefore, P (A) =
∑
i P (Ai) =
∑
i P (gn ∈ Bi) =∑
i PU (Ai)±DN = PU (A)± 2s ·DN .
The above claim easily generalizes to sampling independently from several low-discrepancy se-
quences, as follows:
Corollary 1 Let g1, . . . , gt be t independent random samples from t s-dimensional sequences, each of discrep-
ancy at most DN . Let {Ii}si=1 be a set of s intervals of [0, 1). For event A on the space of s · t binary variables
{xi,j}i,j let P (A) be the probability of A, induced by setting, for all i ∈ [s], j ∈ [t], xi,j = 1 iff {gj,i} ∈ Ii.
Then, for any such event A, P (A) = PU (A) ± 22stDN , where PU (A) is the probability of A in case the
variables xi,j are i.i.d. and P (xi,j = 1) = |Ii|.
Proof: The proof follows from the above claim, by definingA as a disjoint union of at most 2st events
Aj , where each Aj =
∧t
k=1Aj,k, and each Aj,k itself is a boolean CNF on s variables of the form
x1,k = a1,k ∧ . . .∧xs,k = as,k. By independence of gi(n), all t s-tuples of variables are independent, so
P (Aj) =
t∏
k=1
P (Aj,k),
where Aj,k is the boolean CNF corresponding to the k-th CNF of the j-th event. By the above claim,
P (Aj,k) = PU (Aj,k)± 2sDN , thus
P (Aj) =
t∏
k=1
(PU (Aj,k)± 2sDN ) =
t∏
k=1
PU (Aj,k)± t · 2sDN = PU (Aj)± t · 2sDN .
Therefore P (A) =
∑
j P (Aj) =
∑
j PU (Aj)± t · 2sDN = PU (A)± 2st · t · 2s ·DN = PU (A)± 22stDN .
An important technical tool is a method for generating low-discrepancy sequences on the unit
cube, while using only very small variance. While it is well known that if one samples g uniformly
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from the grid n/N for n ∈ [N ], the resulting sequence {gn/N}n∈[N ] is low discrepancy, we would like
to be able to sample g from a much tighter range. This, in order to prove that small-scale eigenvalue
perturbation, which does not change the input by much, causes the sequence generated by multiples
of these perturbed eigenvalues to have low-discrepancy. This is the focus of the following lemma.
Lemma 1 We are given integer N , with prime divisor M = θ(Na) for some constant a > 0, and an integer
s = O(log(N)). There exists a constant b > 0 such that the following holds: Let g = (g1, . . . , gs) ∈ Ns, such
that each coordinate gi is independently chosen uniformly on some interval Ii ⊆ [N ] of size M . Let S(g) be
the sequence
S(g) =
{gn
N
}N−1
n=0
.
Then
Probg
(
DN (S(g)) ≤ N−b
)
≥ 1−N−b.
2.3 Eigenvalue perturbation
Eigenvalue perturbation is a well-developed theory, examining the behavior of eigen-systems under
additive perturbation, usually much smaller compared to the original system. Here we apply the
standard analysis on symmetrized Gaussian perturbation to show that one can derive a simple form
for the distribution of the perturbed eigenvalues.
Fact 2 Low-complexity perturbation of well-separated spectrum
Let A be a Hermitian matrix with eigenvalues O(1) = λ1 > λ2 . . . > λn, and eigenvalue separation ∆λ ≤ ε.
Let G be the complex Gaussian matrix, with entries that are i.i.d. complex 0-mean, 1-std normally distributed.
For any constant a > 1 the following holds: the eigenvalues λ′i of A + ε
a · (G + G†) are each distributed as
Xi + Yi, where Xi = N (λi, ε2a), Yi is some r.v. with E
[|Yi|2]1/2 = O(ε2a−1), and the variables {Xi}ni=1 are
independent.
Fact 3 LetA be a Hermitian matrix with eigenvalues λi,∆λ ≥ ε, and let v1, . . . , vn be the unique eigenvectors
of A. Then for any E , ‖E‖ ≤ ε2, the eigenvectors v′i, and their corresponding eigenvalues λ′i of A + E , have
‖vi − v′i‖ ≤ ε, and ‖λi − λ′i| ≤ ε2, for all i ∈ [n].
This fact can be readily derived similarly to fact (2): for perturbation of magnitude at most ε2, the
first-order deviation in eigenvalues is O(ε2) and eigenvectors is O(ε).
2.4 Interaction of low-discrepancy sequences and eigenvalue perturbation
Here we describe, arguably the main technical tool used in the analysis of the algorithm, combining
eigenvalue perturbation and low-discrepancy sequences. It shows that if one has a set of eigenvalues
λ1, . . . , λs whose distribution, following perturbation,λ
′
1, . . . , λ
′
s is approximately independent Gaus-
sian, with sufficiently high variance, then w.h.p. the corresponding sequence {{mλ′1} , . . . , {mλ′s}} is
low-discrepancy. In the main proof of the algorithm, we shall then employ this claim and balance
the requirement for sufficient variance (to induce low-discrepancy) with not-too-large variance to
prevent the perturbed eigenvalues from becoming too close.
7
Claim 1 Given integer n, and ε = 2−polylog(n) there exists an integer constant l and integer M = 2polylog(n)
such that the following holds: If λ′1, . . . , λ
′
n be n random variables, where each λ
′
i is distributed according to
Xi + Yi, where for all i ∈ [n] the variables {Xi}ni=1 are i.i.d Xi ∼ N (λi, ε2l), for λi ∈ R, and E
[|Yi|2]1/2 =
O(ε2l−1) then for any subset of s = polylog(n) variables λ′1, . . . , λ
′
s, and randomly chosen m ∈ [M ], we have
w.p. 1−O(ε) that the s-dimensional sequence S(λ′) ≡ {{mλ′1} , . . . , {mλ′s}}m∈[M ] has discrepancy O(ε).
2.5 Technical Estimates
Fact 4 Approximating a Gaussian by a convex sum of uniform distributions
Let g = (g1, . . . , gn) be standard Gaussian measure in R
n. Then g is equal to a convex sum of two distribu-
tions: (1− p)DU + p · DV , where DU is the n-fold distribution of independent variables z1, . . . , zn, where each
zi, |zi| ≤
√
n, and zi is the convex sum zi =
∑m
j=1 tjwj ofm > n
2 i.i.d. uniformly distributed variables, with
wj ∼ U [Ij ], with |Ij| = 1/m, and p = O(n2/m).
Fact 5 Efficient approximation of exponentiated matrix
Given a Hermitian n × n matrix A, ‖A‖ = O(1), and error parameter ε = 2−polylog(n), one can generate a
matrix UA such that
∥∥eiA − UA∥∥ ≤ ε, in time O˜(nω).
Proof: Put s = log(ε) = polylog(n), and let UA be the Taylor approximation of e
iA up to the first s
terms. The approximation error can be bound by:∥∥∥∥∥eiA −
s−1∑
m=0
(iA)m
m!
∥∥∥∥∥ ≤
∞∑
m=s
‖Am‖
m!
=
∞∑
m=s
‖A‖m
m!
= O
( ∞∑
m=s
1
m!
)
= O(2−s) = ε, (1)
where we have used the fact that ‖A‖ = O(1). The complexity of the approximation is comprised of
polylog(n)matrix multiplications for a total of O˜(nω).
Fact 6 Random unit vectors have well-balanced entries
Let A be an n × n Hermitian matrix with n unique eigenvectors vi, and ε = Ω(1/poly(n)). Let v ∈ Cn be a
vector chosen uniform w.r.t. the Haar measure on the unit sphere onCn. For any i ∈ [n] let αi = 〈v|vi〉. Then
w.p. at least 1− ε, for all pairs i, j ∈ [n] |αi||αj | = O(log(n)).
3 Efficient eigenvector sampling
Here we prove theorem (1), and provide an algorithm for sampling approximately uniformly the
eigenvectors of a matrix with well-separated eigenvalues.
Algorithm 1 Given are δ, ν, and n × n Hermitian positive-semidefinite matrix A with eigenvalue separa-
tion ∆λ and ‖A‖ = O(1). Let a = 1/ν, p = 8 · log2a(n) · log(n3/δ), t = ν·log(n)log(log(n)) . Put DN = ε =
min
{
2−log
8a(n),∆λ
}
. Apply claim (1), to n, ε and compute integers 1 < l = O(1),M = 2polylog(n).
1. Set A0 = A, and let U0 be the Taylor approximation of e
2piiA0 using fact (5).
2. Randomly choose a vector v0 on the unit sphere inC
n w.r.t. the Haar measure. Set v = v0.
3. Execute t times:
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(a) Perturbate A: set Ak = Ak−1 + εl(G+G†), where G is standard complex Gaussian.
(b) Compute a Taylor approximation of e2piiAk , with error parameter ε/M , using fact (5), and denote
by Uk.
(c) Choose uniformly at random m ∈M .
(d) Compute Umk by repeated squaring.
(e) Repeat p times: Generate the 2n vector [w0, w1] = H
(
1√
2
[v, Umk · v]
)
.
(f) Set v = w0/ ‖w0‖.
4. If
∥∥(v†U0v) · v − U0 · v∥∥ ≤ δ, return v, else set v = v0, and go to (3).
3.1 Eigenvalue filtering
Step (3) filters eigenvectors according to the location of their corresponding eigenvalue. This is done
via the quantum phase estimation routine. We shall require two technical estimates in this respect,
whose proof is deferred to the appendix.
Fact 7 Let v =
∑n
i=1 αivi, be the eigen-decomposition of any vector v, i.e. vi is the i-th eigenvector of A,
corresponding to eigenvalue λi. For any integerm, and given v as above, after a single application of step (3e),
the projection of v on the i-th eigenspace is |αi|2 ·
(
1+cos(2pimλi)
2
)p
.
Let ai,j denote the scaling of the i-th eigenvector at the j-th iteration of step (3e):
ai,j =
(
1 + cos(2pimjλi)
2
)p
. (2)
From this point on denote xi,j = {mjλi}.
For any n ∈ N, let B′ ⊆ B ⊆ [0, 1) be the following sets:
B = 1
2
[
− 1
loga(n)
,
1
loga(n)
]
, B′ = 1√
2log(n3/δ)
· B
Fact 8 Let p = 8 · log2a(n) · log(n3/δ) be the global constant defined above. For any i ∈ [n], j ∈ [t], if
xi,j ∈ B′, then ai,j ≥ 1/e, and if xi,j /∈ B, then ai,j = O(δ/n3).
3.2 Putting it all together: proof of theorem 1
Proof: First, we note that the convergence criterion ensures, that the algorithm returns only vectors
that are δ-close to eigenvectors of A. We now have to show that this criterion is met in reasonable
time, and that the eigenvector returned is close to being uniformly random. At a high level, the proof
is as follows: we define events
E0 ⊇ E1 ⊇ E2, E3
E0 is the event that the values xi,j behave ”randomly” enough,E1 is the event that a single eigenvalue
falls into B at all trials, whereas all other eigenvalues fall outside B for at least one trial, E2 is the
event that the ”chosen” eigenvalue of E1, actually falls into B′ for all trials. E3 is the event that in the
initial vector v, the relative scaling of each eigenvector, is approximately uniform. We then show that
conditioned on E2 ∩ E3, the algorithm samples from E(A, δ). This event will be shown to happen
with probability Ω(n−ν)which is sufficient for theorem (1).
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3.2.1 The event E0
Assume first that the unitary approximation of step (3b) is without error. We shall then account for
this error in the next paragraph on the stability of the eigen-decomposition. Let Pj denote some
partitioning of the set of eigenvalues, at the j-th iteration of step (3) into sets, each of size polylog(n).
Let E0 denote the event in which for every part pj ∈ Pj , and for all j ∈ [t], the uniform distribution
on {xi,j}i∈pj has discrepancy at most DM , and for any step j, the i-th eigenvalue of Aj , λ′i compares
to the i-th eigenvalue of A0 as |λ′i − λi| < ε/2. We claim:
Fact 9 P (E0) ≥ 1− 2−polylog(n).
Proof: The number of iterations is t = O(log(n)). At each iteration we condition on all previous
iterations holding the properties promised by claim (1), i.e. that any subset of polylog(n) eigenvalues
is drawn w.h.p. from a sequence of discrepancy O(DM ). In addition we condition on the magnitude
of deviation of each eigenvalue being most ε2. The latter occurs w.p. 1− 2−polylog(n) by fact (3), since
l > 1.
Hence, at any given step k, conditioned on the success of all previous k−1 draws, the eigenvalues
deviate from the original eigenvalues by at most (k − 1) · ε2 < ε/2. Hence, the spacing between
the eigenvalues of the matrix Ak−1 is at least ∆λ − 2ε/2 ≥ ε. Therefore, by fact (2), at the k-th
application of step (3a), the eigenvalues λ′i of Ak are distributed as Xi + Yi, where Xi ∼ N (λi, ε2l),
and Yi has E
[|Yi|2]1/2 = O(ε2l). Therefore, by claim (1) each part pj ∈ Pj has discrepancy O(DM )
w.p. 1 − O(DM ). By the union bound over all parts pj ∈ Pj , and all trials j ∈ [t] we have P (E0) ≥
1− t · n ·O(DM ) = 1− 2−polylog(n).
Stability of eigen-decomposition In the event E0, we note that by fact (3) at each application of
step (3a), the eigenvectors of the perturbed matrix Ak deviate from the eigenvectors of A0, v1, . . . , vn
by O(ε). In addition, by fact (5) the approximation Uk of e
iAk at step (3b) is with error O(ε/M).
Therefore, the approximation error of e2piiAk·m is at most O(ε) for allm ∈ [M ]. So the eigenvectors of
Umk relate to v1, . . . , vn with error O(ε).
Hence, given an eigen-decomposition of the vector v according to the eigenvectors of A0, v =∑
i αivi, we can rewrite a decomposition of v, according to the eigen-vectors of U
m
k , v
′
i, using the
same coefficients, while absorbing the error into a new term of norm at most ε, i.e.
v =
∑
i
αiv
′
i + E , ‖E‖ = O(ε). (3)
Therefore, up to error at most O(tε), we can consider all iterations of steps (2)-(3) as acting on the
same set of eigenvectors vi. So from now on, we shall assume that the eigenvectors remain the same
throughout the algorithm, and account for the error at the final step. Furthermore, sorting the eigen-
values of A0 in descending order λ1 > λ2 > . . . > λn, then since by the same fact (3) these eigenval-
ues do not cross each other, we can uniquely refer to the eigenvalue of Ak corresponding to λi, as the
eigenvalue of Ak closest to the eigenvalue λi of A0. Hence, we can say that the random variables xi,j ,
for all j ∈ [t], correspond to the i-th eigenvector of A0.
3.2.2 The event E1
Fact 10 P (E1|E0) = Ω(1)
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Proof: Put s = log6a(n), and condition on E0. This implies that whenever we consider a part pj ∈ Pj
at any iteration j ∈ [t] we can assume it is sampled with discrepancy O(DM ). Fixing such a part
pj ∈ Pj , at a specific iteration j, by fact (1) the probability that for a randomm ∈ [M ], the number of
indices k ∈ [s], for which xik ∈ B, deviates from expectation |B| = 1/loga(n), by more than 1/log2a(n)
is at most what it should be for a random draw, up to an error at most 22s · O(DM ) = 2−Ω(log2a(n)).
Using the Hoeffding bound, for each pj ∈ Pj we have:
Prob
(∣∣∣∣ 1|pj | |xik ∈ B, λik ∈ pj| −
1
loga(n)
∣∣∣∣ ≥ 1log2a(n)
)
≤ 2−0.5(1/log2a(n))2s + 22s ·DN = 2−Ω(log2a(n))
(4)
Using this bound, we would now like to study the distribution of the number of eigenvalues
that ”survive” in the interval B for various times j ∈ [t]. This, because the ”surviving” eigenval-
ues experiences a relative gain, w.r.t. all the eigenvalues mapped outside of B, and therefore, the
”last surviving” eigenvalue in B will also be the eigenvalue whose eigenvector is returned by the
algorithm.
For all j > 1, let Sj ⊆ [n] denote the set of indices i ∈ [n] for which xi,k ∈ B for all 1 ≤ k < j. We
will show that the size |Sj | decays exponentially fast in j, up to the point where very few eigenvalues
remain in B. Our proof strategy is to regroup the ”surviving” eigenvalues from the previous round,
and partition them as a group into small low-discrepancy sets, so that the number of ”survivors”
decays exponentially fast with the number of trials. This will be essentially a ”tournament” between
the eigenvalues. For technical purposes, we will not explore the decay beyond the point where there
are O(polylog(n)) ”survivors” B because then the Hoeffding bound (4) above will not work. Instead,
for the very high regime, we shall apply discrepancy bounds directly.
By definition, the number of trials t, is such that (loga(n))t = n. Hence t = log(n)/(a · log(log(n))).
Consider now the following process. For j = 1 choose some arbitrary partition P1. For each 1 < j < t
if |Sj−1| ≥ 2s choose a partition Pj , such that all indices i ∈ Sj−1 are partitioned together as a group,
separately from all other indices. We assume here for simplicity, that the number of survivors is
divisible by s, but if it doesn’t we can have each group be as large as 2s, with only a constant change
to the discrepancyDM . If |Sj−1| < 2s we choose an arbitrary partition Pj such that Sj−1 is contained
in one part pj ∈ Pj . In both cases, all indices [n]− Sj−1 are partitioned arbitrarily. For any 1 ≤ j ≤ t
if |Sj | ≥ s then bound (4) holds so
|Sj| = |Sj−1| ·
(
1
loga(n)
± 1
log2a(n)
)
, (5)
Let now t′ be the random variable representing the number of trials so that |St′ | < 2s. By equation (4)
and the union bound over trials, we have that w.p. at least 1− 2−polylog(n) we have loga(n)t′ = n/s. In
other words, it is exactly the number of trials for which the expected number of ”survivors” is exactly
s.
We now denote |St′ | = s′, and estimate the probability that precisely a single element i ∈ [n], has
xi,j ∈ B, for all remaining trials j ∈ [t]. By E0 in each trial t, we draw independently an element from
a low-discrepancy sequence. Therefore, by corollary (1) the number of elements that are located in
B for all iterations t′ < j ≤ t is distributed as B(s′, 1/(loga(n))t−t′) = B(s′, 1/s), up to error at most
22s(t−t
′) ·DM . Since by assumption s′ = θ(s)w.h.p., then w.p. Ω(1) a single element of St′ is mapped
to B for all last t− t′ iterations. Let us denote this event by E1, i.e. after precisely t iterations, a single
element i has xi,j ∈ B for all j ∈ [t]. We say that index i is chosen by event E1, and denote by E1,i this
event. Hence E1 =
⋃n
i=1E1,i We observe that P (E1|E0) = Ω(1).
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3.2.3 Conditioned on E1 the selected eigenvalue is uniformly distributed
For any i ∈ [n], let E2,i ⊆ E1,i, denote the subset of event E1,i in which xi,j ∈ B′ for all j ∈ [t]. We
estimate the probability:
P (E2,i|E1) = Prob(xi,j ∈ B′ ∀j ∈ [t] | E1),
and claim
Fact 11
P (E2,i|E1) = Ω(n−ν−1).
Proof: Recall that E1 = E0 ∩B, where B is the event that a single value is mapped to B for all steps
1 ≤ j ≤ t. So,
P (E2,i|E1) = Prob(xi,j ∈ B′ ∀j ∈ [t] | E0 ∩B) = Prob(xi,j ∈ B
′ ∀j ∈ [t] ∧B | E0) · P (E0)
Prob(E0 ∩B)
In words, the first factor in the numerator above is the probability that xi,j falls into B′ for all trials,
and that it is a ”sole survivor”, i.e. all other i’s fall outside B in at least one iteration. We observe
that this probability, is up to a small error, the probability that xi,j is in B′ for all iterations, whereas
any other i′ 6= i, i′ ∈ St′ , falls outside B for at least one of the last t − t′ iterations, conditioned on
|St′ | = θ(s). This because, by the analysis of E0, the probability that the first t′ iterations reduce the
number of survivors to θ(s) is almost 1, i.e. 1−O(n−k), for any constant k > 0. Hence the numerator
is at least:
P (E0)·
(
Prob(xi,j ∈ B′ ∀j ∈ [t] ∧ ∀i′ 6= i, i′ ∈ St′∃j,t′ < j ≤ t s.t. xi′,j /∈ B | E0 ∧ |St′ | = θ(s))−O(n−k)
)
,
Let us apply corollary (1) to the set St′ . Since we condition on |St′ | = θ(s) then:
P (E2,i|E1) ≥ Prob(xi,j ∈ B
′ ∀j ∈ [t] | E0)Prob(E1)−O(n−k)
Prob(E0 ∩B) ≥
Prob(xi,j ∈ B′ ∀j ∈ [t] | E0)−O(n−k) = |B′|t −O(n−k)
where in the last equality we have used the low discrepancy by corollary (1) for s = 1. By our choice
of parameters we have:
P (E2,i|E1) ≥ |B′|t − 2tDM −O(n−k) = θ(n−1−ν). (6)
3.2.4 The event E2 ∩ E3
Fix ε = n−ν . By the fact (6) w.p. at least 1− ε, for any randomly chosen initial vector v, we have
|αi|2 ≤ O(log(n)) · |αj|2,
for all pairs i, j ∈ [n]. Define this event as E3. On the other hand, conditioned on E2,i, we have by
fact (8) that the cumulative scaling of the i-th eigenvector is:
t∏
j=1
ai,j ≥ e−t = Ω(1/n),
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whereas for any k 6= i, we have that xk,j /∈ B for some j ∈ [t], and hence
t∏
j=1
ak,j ≤ 1t−1 · δn−3 = δn−3.
We note that the relative scaling above does not change following normalization at step (3f). Hence,
conditioned on E2,i ∩ E3, and taking into account the slow-drift in the eigenvectors due to equation
(3), we have for the eigenvector vi corresponding to eigenvalue λi:
∥∥∥(v†U0v) · v − U0v∥∥∥ ≤ t · ε+O(log(n)) · 1∏t
j=1 ai,j
·
∑
k 6=i
|αk|2
t∏
j=1
ak,j ≤ o(δ) + n3 · δn−3 = O(δ),
Therefore, the convergence criterion holds, and the algorithm returns v, that is O(δ) close to the i-th
eigenvector. Accumulating the probabilities of E0, E1, E2 we get that for any i ∈ [n]:
P (E2,i) = P (E2,i|E1)P (E1) = θ(n−ν−1).
By independence of E2 and E3, we have P (E2,i ∩ E3) = θ(n−ν−1). Hence, conditioned on E2 ∩ E3,
the algorithm samples from E(A, δ), for the parameter δ of the input. Moreover, since P (E1) = Ω(1),
then P (E2 ∩ E3) =
∑n
i=1 P (E2,i ∩ E3) = Ω(n−ν). Therefore, w.p. Ω(n−ν) the algorithm samples from
E(A, δ).
Finally, the running time of the algorithm is comprised, at each iteration of at most O(log(M)) =
polylog(n)matrix products, each of which isO(nω) arithmetic operations. Hence, the overall expected
arithmetic running time is O˜(nω).
3.2.5 Bit-complexity
Wewould now like to claim, that the algorithm (1) can be executed in bit-complexity that is O˜(nω). We
note that multiplying two b-bit integers together can be done in bit-complexity O(b · log2(b)), hence
if we use registers of size at most polylog(n), we can absorb the overhead into the bit-complexity
function O˜(nω). We realize that we must handle a quantized version of the following operations:
Perturbation and discrepancy analysis, product of unitaries, and division:
1. Matrix product: we start with input of bit size b = polylog(n)), such that 2−b < 1/M3 << δ.
Whenever we encounter a product of unitary matrices, we extract the top b bits of each entry
of the output, introducing, by unitarity, an error of magnitude at most
√
n2−b, thus keeping the
number of bits b throughout the computation.
2. Gaussian perturbation: Instead of the continuous Gaussian perturbation, we use a quantized
version: We start by using some uniform random bits to approximate Gaussian random vari-
ables. Let b′ = log(ε−2a) = polylog(n), where ε2a is the parameter that appears in fact (2). We
take registers of b′ i.i.d. uniform bits, regard them as a real value z ∈ [0, 1] and compute for
them an approximation Φ−1(z), where Φ(z) is the standard Gaussian CDF in time O(poly(b′)).
By fact (12) this results in a variable zˆ that is ε−2a close Φ−1(z). Therefore
Prob(zˆ < z0) = Prob(Φ
−1(z)± 2−b′ < z0) = Prob(z < Φ(z0 ± 2−b′)) =
Prob(z < Φ(z0 ± 2−b′)) = Prob(z < Φ(z0) +O(2−b′)) = Φ(z0) +O(2−b′).
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In this case, the approximation-error of the Gaussian perturbation added to each Ak can be
absorbed into the error term of fact (2), and hence the analysis continues from there as in the
precise case. Thus, we can assume that the quantized perturbation has the same effect as the
continuous one.
3. Discrepancy: Since we raise any unitary to a power t most M , the added error to the eigen-
values of e2piiAt, as a result of the truncation to b bits, is at most M · √n2−b = O(M−1.9).
Thus, the quantized and continuous sequences xi,j are at pointwise distance at mostO(M
−1.9).
Hence, by lemma 2.5 of ([3]), the discrepancy of the resulting ”digitized” sequence is at most
O(DM ) +O(2
sM−1.9) = O(DM ).
4. Division: Finally, regarding the division operation, while it is not numerically stable in general,
in case we have E2 ∩ E3 it is numerically stable, because then ‖w0‖ = Ω(1), by fact (8). In that
case, division can be performed with the same b bits of precision, adding error at most O(δ).
4 Complete diagonalization
Here we prove theorem (2). We propose the following algorithm:
Algorithm 2 Given δ, ν, and n× n Hermitian positive-semidefinite matrix A, ‖A‖ = O(1), with eigenvalue
separation ∆λ, choose the parameters as in algorithm (1). Let A0 = A, and U0 be the Taylor approximation of
e2piiA0 using fact (5). Iterate until all n unique eigenvectors of A0 are sampled:
1. Randomly choose a vector v on the unit sphere in Cn w.r.t. the Haar measure.
2. Randomly choose n complex constants on S1:
{
e2piiθj
}n
j=1
, where each θj is uniform on the set
{
m
M
}M−1
m=0
.
Set D = diag[e2piiθ1v, e2piiθ2v, . . . , e2piiθnv].
3. Execute t times:
(a) Perturbate A: set Ak = Ak−1 + εl(G+G†), where G is standard complex Gaussian.
(b) Compute a Taylor approximation Uk of e
2piiAk , with error parameter ε/M using fact (5)
(c) Choose uniformly at random m ∈M .
(d) Compute Umk by repeated squaring.
(e) Repeat p times: Generate the n × 2n matrix [W0,W1] = H
(
1√
2
[V,Umk · V ·Dm]
)
. Set V as the
matrix in which we normalize each column ofW0, separately.
4. Return all columns v of V for which:
∥∥(v†U0v) · v − U0 · v∥∥ ≤ δ.
Proof: By theorem (1) we have that for each column k ∈ [n], w.p. Ω(1), at some point during the first
nν iterations, eventE2∩E3 occurs, and the algorithm samples fromE(A, δ). Suppose one could show
that the index i for which the above holds, is independent between the columns of V . If that were the
case, then O(nν) iterations of steps (1)-(4) would sample independentlyΩ(n) indices out of [n], so by
the coupon-collector’s theorem, after O(nν log(n)) repetitions of these steps, all n eigenvectors will
be returned, w.h.p. That would imply that the overall complexity is at most O(log(n)) times that of
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algorithm (1), or O˜(nω+ν). Choosing appropriate constant ν ′ < ν in the analysis of the first algorithm
we can force the overall complexity of the algorithm to O(nω+ν).
Since the eigenvalues sampled between different iterations of (1)-(4) are independent, it is suf-
ficient to show independence for a given iteration. Let ck denote the index sampled from E(A, δ),
following an event E2 ∩ E3, at the i-th column, at some fixed iteration. The variable ck gets values in
[n], and an additional value 0, in case no eigenvalue is sampled, i.e. event E2 ∩ E3 did not occur at
the k-th column during this iteration. We would now like to show that for any i, k ∈ [n], and values
for c1, . . . , ck−1, ck+1, . . . , cn,
Pr(ck = i|c1, . . . , ck−1, ck+1, . . . , cn) = Pr(ck = i) = P (E2,i) = θ(n−ν−1), (7)
where the probability is over all random coins tossed during the algorithm, and the last equality is
known by theorem (1). However, a simpler, still sufficient condition may be devised:
Pr(ck = i|∃k′ 6= k, s.t. ck′ = i) = O(n−ν−1). (8)
This condition is sufficient because by the union bound, the probability that index i is chosen at some
column k′ 6= k by E(A, δ) is at most (n − 1) · O(n−ν−1) = O(n−ν), and so the probability of index i
being chosen at index k by E(A, δ), given that it was not chosen by E(A, δ) for all k′ 6= k is Ω(n−ν−1).
In this case, the coupon-collector’s bound holds as if the indices sampled by the various columns are
independent.
Let ρi,j,k = {mj(λi + θk)}. At step (3e) at each iteration j of algorithm (2), the i-th eigenvector at
the k-th column is multiplied by a factor
1+cos(2piρi,j,k)
2 . Therefore, ck = i if ρi,j,k ∈ B′ for all j ∈ [t],
and for any i′ 6= i, ρi,j,k /∈ B, for some j ∈ [t]. For any k ∈ [n] consider the probability measure f of⋃
i,j ρi,j,k conditioned on
⋃
i,j,k′ 6=k ρi,j,k′.
f

⋃
i,j
ρi,j,k |
⋃
i,j,k′ 6=k
ρi,j,k′

 = g

⋃
i,j
{
ρi,j,k − ρi,j,k′
} | ⋃
i,j,k′ 6=k
ρi,j,k′

 = g

⋃
j
{mj · (θk − θk′)} |
⋃
i,j,k′ 6=k
ρi,j,k′


where g is the distribution on {mj(θk − θk′)}j , conditioned on the same set of variables as f . We
note here, that the difference ρi,j,k − ρi,j,k′ depends only on j and not on i, hence it can be written
as a probability measure on t variables, instead of n · t. But since θk′ is uniform on
{
2pim
M
}
m∈[M ], and
independent of the variables {λi}ni=1, {θk′}nk′=1,k′ 6=k and {mj}tj=1, then
f

⋃
i,j
ρi,j,k|
⋃
i,j,k′ 6=k
ρi,j,k′

 = g ({mj · (θk − θk′)}j) . (9)
Let us now return to inequality (8) and condition it further on the values of ρi,j,k′. To prove
inequality (8) it suffices to show that for every n(n − 1)t values of ⋃i,j,k′ 6=k ρi,j,k′, for which ∃k′ 6=
k, s.t. ck′ = i, we have:
Pr

ck = i|∃k′ 6= k, s.t. ck′ = i, ⋃
i,j,k′ 6=k
ρi,j,k′

 = O(n−ν−1).
But by definition, the condition ck = i implies in particular, that ∀j ∈ [t]ρi,j,k ∈ B′. Hence the above
can be upper-bounded by:
Pr

∀j ∈ [t] ρi,j,k ∈ B′|∃k′ 6= k, s.t. ck′ = i, ⋃
i,j,k′ 6=k
ρi,j,k′


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Choose some k′ 6= k, such that ck′ = i. By assumption, we know that such k′ exists. The above is
equal to:
Pr
(
∀j ∈ [t] {ρi,j,k − ρi,j,k′} ∈ Zj|{ρi,j,k′}i,j,k′ 6=k
)
,
where Zj is some interval of size |B′|, determined by the value of ρi,j,k′. Using equation (9), the above
is equal to:
Pr (∀j ∈ [t] {mj(θk − θk′)} ∈ Zj) .
Since θk, θk′ are independently uniform on
{
2pim
M
}
m∈[M ], then so is {θk − θk′}. Hence, by lemma (1)
the 1-dimensional sequence {m(θk − θk′)}m∈[M ] has discrepancyDM w.p. 1−1/poly(M) over choices
of θk, θk′ , so the above is at most
t∏
j=1
|Zj |+ 2tDM ≤ |B′|t + 2tDM = O(n−ν−1) ∀i ∈ [n].
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6 Appendix
6.1 Eigenvalue perturbation
6.1.1 Proof of fact (2)
Proof: We perform first-order variational analysis on the following equation:
Avk = λkvk,
where A(t) = A + t · (G + G†), and approximate λ′k, v′k using standard Taylor series expansion,
truncated to first-order:
λ′k = λk + ε
aλ˙k +
1
2
λ¨kε
2a + ...
1
t!
λ
(t)
i ε
at + . . . = λk + ε
aλ˙k +O(ε
2a−1) (10)
v′k = vk + ε
av˙k +
1
2
v¨kε
2a + ...
1
t!
v
(t)
i ε
at + . . . = vk + ε
av˙k +O(ε
2a−2) (11)
It is well-known that the following equations hold:
λ˙k = v
†
kA˙(t)vk (12)
v˙k =
∑
j 6=k
vj
λk − λj . (13)
We observe that since G is invariant under the diagonalizing basis of A, then so is the measure
G + G†. In this case we can assume that vk = ek for all k ∈ [n], where ek is the k-th standard basis
vector. Hence, the first-order derivatives behave as:
λ˙k = Gk,k (14)
v˙k =
∑
j 6=k
vj
λk − λj . (15)
Setting Xi = λi + ε
aGi,i we have by equation (12) that the Xi’s are independent and distributed as
stated by the claim. In addition we have λ′i = Xi + Yi with Yi having bounded second moment as
claimed.
6.2 Multi-dimensional discrepancy
6.2.1 Proof of claim (1)
Proof: Using l first as parameter, let p be the minimal prime that is at least ε−0.5l, and letM = p3. By
the prime number theorem, we can assume that ε−1.5l ≤ M ≤ ε−1.51l. For any z ∈ [0, 1) let zM be
the number closest to z in the grid m/M , m ∈ [M ]. We will first see how to simplify the analysis by
disregarding the Yi components in the r.v.’s. Then, we will reduce the Gaussian distribution of theXi
components to uniform distribution over relatively large intervals for lemma (1) to work. This will
allow us to claim that the r.v.’s {Xmi }m∈M behave well, i.e. with low discrepancy. Then, we will see
how the matrix perturbation helps us disregard the fact that the Xi’s do not fall exactly on them/M
grid.
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Removal of non-independent component. Consider the r.v.’s Xi + Yi. For sufficiently large
(constant) l, and using Chebyshev’s inequality and the union bound over all i ∈ [n], w.p. 1 − εa′ we
have |Yi| ≤M−1.3 for all i, for some constant a′ > 0, and so∣∣{mλ′i}− {mXi}∣∣ ≤ m ·M−1.3 ≤M−0.3
for allm ∈M . Suppose we show that the discrepancy of the sequence
S(X) = {{mX1} , . . . , {mXs}}Mm=0 ,
is at most some value DM (S(X)), w.p. at least 1− εa1 , for constant a1 > 0. Then by the union bound
over these last two events, and by lemma 2.5 of [3], we have:
Prob
(
DM (S(λ
′)) ≤ DM (S(X)) +O(2s ·M−0.3)
) ≥ 1− εa2 , (16)
for some constant a2 > 0, and where
S(λ′) ≡ {{mλ′1} , . . . {mλ′s}}M−1m=0 .
Reducing the Gaussian distribution to uniform sampling Let us now upper-bound the discrep-
ancy of the sequence S(X). Since each Xi ∼ N (λi, ε2l) then by fact (4), choosing there m = 1/ε we
have that w.p. at least 1 − n2 · ε each Xi is uniformly and independently drawn from an interval of
size Ω(εl+1).
εl+1 = M−(l+1)/1.5l ≥M−2/3, ∀a > 0
then each λ′i is sampled uniformly and independently from an interval of size at leastM
−2/3. In fact,
w.l.o.g. we can assume that each interval size is preciselyM−2/3. (this, by increasing the number of
intervals as necessary, and reducing the resulting approximation error of fact (4). Because of this, and
sinceM = p3 for prime p, we can apply lemma (1), using N = M,a = 1/3. We have:
Prob(DM (S(X
M )) = O(M−a3)) ≥ 1− εa3 , (17)
for constant a3 > 0.
Treating the residual w.r.t. theM -grid Consider now, for each i ∈ [s] the number ri = Xi −XMi .
Rewriting the sequenceXi via the variables ri we have:
{Xi ·m} =
{{
XMi ·m
}
+ {ri ·m}
}
=
{{
XMi ·m
}
+ zi
}
,
Since the variables Xi are i.i.d. uniform on an intervals of sizeM
−2/3, then w.p. at least 1− O(M−d)
for some d > 0, each variableXi is at distance at least 1/M from the edge of its corresponding interval
Ii, and so the variables ri are independent of the variables X
M
i . Hence, in this case, we can write
S(X) =
{
S(XM ) + Z
}
,
where Z is some distribution on [0, 1)s independent of S(XM ). In words, sampling uniformly m ∈
[M ] and returning them-th element of S(X), is the same distribution as sampling uniformlym ∈ [M ],
computing the m-th element v of S(XM ) and returning {v + z}, where z is sampled independently
from Z . Since the discrepancyDM () is invariant under shifts modulo 1, and S(X) is a convex mixture
of shifted sequences S(XM ), we get that
Prob
(
DM (S(X)) = DM (S(X
M )) = O(M−a3)
)
= 1−O(M−a3)−O(M−d) = 1−O(M−a4), (18)
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for some constant a4 > 0.
Concluding the proof: By equations (16) and (18) we get for some a5 > 0 that w.p. 1−O(εa5):
DM (S(λ
′)) ≤ DM (S(X)) +O(M−0.49) = O(εa6),
for some constant a6 > 0. Taking c = min {a5, a6}, we have that
Prob
(
DM (S(λ
′)) = O(εc)
)
= 1−O(εc).
One can check that c = αl for some constant α < 1. Hence there exists a constant integer l, such that
c = 1, and the proof follows.
6.2.2 Proof of lemma (1)
Proof: For integers P, s put C∗s (P ) as the set of all vectors in Zs with entries in [−P/2, P/2) ∩ Z,
excluding the all-zero vector. Following Niederreiter [3] for h ∈ Zs
r(h) =
s∏
i=1
r(hi),
where r(hi) = max(1, |hi|). For g = (g1, . . . , gs) ∈ Zs, we denote:
R(g, P ) =
∑
h·g=0(modP ),h∈C∗s (P )
r(h)−1.
By theorem [5.10] of [3] when each gi is randomly chosen on the entire interval [P ], for prime P , then
Eg [R(g, P )] = O
(
logs(P )
P
)
.
Since R(g, P ) ≥ 0 for all vectors g, then
Probg
(
R(g, P ) ≥ log
s(P )√
P
)
≤ 1/
√
P .
or
Probg
(
R(g, P ) ≤ log
s(P )√
P
)
≥ 1− 1/
√
P . (19)
Let us use the above equation to upper-bound the discrepancy of S(g). Recall that M is a prime
divisor ofN , withM = θ(Na). We first observe that:
R(g,N) =
∑
h·g=0(modN),h∈C∗s (N)
r(h)−1 ≤
∑
h·g=0(modM),h∈C∗s (M)
r(h)−1 +
∑
h·g=0(modM),h∈C∗s (N),∃i, s.t. |hi|≥M
r(h)−1
We note that the second term is at most
s
M
∑
h∈Zs−1
r(h)−1 =
s · logs−1(N)
M
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Regarding the first term, h · g = 0(modM) if and only if h · (g(modM)) = 0(modM), and since each gi
is uniform on some interval of sizeM , then gi(modM) is uniform on [M ]. SinceM is prime, we can
apply equation (19) to the first term with P = M . Using this equation and the upper-bound on the
second term we have:
Prob
(
R(g,N) ≤ 2log
s(M)√
M
)
≥ 1− 1/
√
M. (20)
According to theorem 5.6 of [3], the discrepancy of the sequence {gn/N}N−1n=0 is upper-bounded by:
DN (S(g)) ≤ s
N
+ 2−s · R(g,N). (21)
Plugging equation (20) into equation (21) implies:
Probg
(
DN (S(g)) ≤ 2log
s(M)√
M
)
≥ 1− 1/
√
M.
Choosing b = a · 0.49, finishes the proof.
6.3 Technical Estimates
6.3.1 Proof of fact (4)
Proof: Let us partition the interval [−√n/2,√n/2] intom · √n equal intervals, each of size 1/m, and
let pk denote the point of maximal absolute value in the k-th interval. Consider the real Gaussian
PDF Φ(x) : R 7→ [0, 1]: for any pair of neighboring intervals pk, pk+1, we have
|Φ(pk)− Φ(pk+1)| ≤ Φ(pk) ·
(
1− e
−(pk+1/m)2
e−(pk)2
)
≤ 1− e−2pk/m−1/m2
1− e−
√
n/m−1/m2 = O(
√
n/m).
Set tj = Φ(pj). Then by the above, for any j ∈ [m], we havemax {|tj − tj−1|, |tj − tj+1|} = O(
√
n/m).
Let zi : R 7→ [0, 1] denote the following function, which is a sum of uniform distributions on large
intervals, of size 1/m each:
zi =
m
√
n∑
j=1
tjU [pj − sgn(pj)/(m), pj ].
Then for each gi, we have that gi(x)− zi(x) > 0 for all x ∈ R, and in addition:
|gi − zi| =
∣∣∣∣∣∣gi −
m
√
n∑
j=1
Φ(pj)U [pj − sgn(pj)/m, pj ]
∣∣∣∣∣∣ ≤
1
m
m
√
n∑
j=1
max {|tj − tj+1|, |tj − tj−1|}+ 2 · e−n = O(n/m).
Hence each gi may be written as a convex combination (1− p) · zˆi + p · yi, where zˆi is the normalized
function zi, and p = O(n/m). Since the variables gi are independent, and the variables zˆi are indepen-
dent, then the n-fold distribution of g1, . . . , gn, can be written as a convex sum of the of distribution
zˆ1, . . . , zˆn, and another distribution, occuring w.p. O(n
2/m).
20
6.3.2 Proof of fact 7
Proof: By definition, and using Dirac notation:
Um|v〉 ∼ e2piiA·m|v〉 =
n∑
k=1
αke
2piim·λk |vk〉.
Hence:
1√
2
[v, UˆAv] =
1√
2
|0〉 ⊗ |v〉 + 1√
2
|1〉 ⊗ UˆA|v〉 = 1√
2
|0〉
n∑
k=1
αi|vi〉+ 1√
2
|1〉
n∑
k=1
αie
2piim·λk |vk〉.
Applying the Hadamard transformationH we get:
1
2
n∑
k=1
αk
((
1 + e2piim·λk
)
|0〉+
(
1− e2piim·λk
)
|1〉
)
⊗ |vk〉 =
1
2
|0〉 ⊗
n∑
k=1
αk
(
1 + e2piim·λk
)
|vk〉+ 1
2
|1〉 ⊗
n∑
k=1
αk
(
1− e2piim·λk
)
|vk〉.
Setting v = w0 amounts to post-selecting on the first qubit being |0〉. Hence, at step each step, the
projection onto the i-th eigenspace is multiplied by the factor∣∣∣∣∣1 + e
2pii(m·λk)
2
∣∣∣∣∣
2
=
1 + cos(2pimλk)
2
,
so after p iterations the overall factor is
(
1+cos(2pimλk)
2
)p
.
6.3.3 Proof of fact 8
Proof: By fact (7) and Taylor series approximation:
ai,j(xi,j) =
[
1
2
+
1
2
cos(2pixi,j)
]p
=
[
1
2
+
1
2
(
1− (2pixi,j)
2
2!
+
(2pixi,j)
4
4!
+ . . .
)]p
.
Hence, [
1− (2pixi,j)
2
4
]p
≤ ai,j ≤
[
1− (2pixi,j)2(1/4 − 1/48)
]p
.
For each i ∈ [n], j ∈ [t], for which xi,j ∈ B′ we have:
ai,j ≥

1− 1
4
(
1
loga(n) ·√2log(n3/δ)
)2
8·log2a(n)·log(n3/δ)
=
1
e
.
On the other hand, for any i, j, for which xi,j /∈ B, we have
ai,j ≤
(
1−
(
1
4
− 1
48
)(
1
loga(n)
)2)8·log2a(n)log(n3/δ)
≤
(
1
e
)log(n3/δ)
≤ δ/n3.
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Fact 12 Let Φ(x) : R 7→ [0, 1] be the standard Gaussian CDF. For any integer b > 0 there exists an algorithm
running in poly(b), that for each z ∈ [0, 1] represented to b = polylog(n) bits of precision, returns zˆ, such that∣∣zˆ − Φ−1(z)∣∣ ≤ 2−b.
For the above it is sufficient to use any root-finding algorithm (likeHouseholder, orNewton-Raphson)
for the function Φ(x) = z. Since Φ is d-continuously differential for any integer d, some O(log(n))
iterations of these algorithms suffice to achieve exponentially small error, in the number of bits.
6.3.4 Proof of fact 6
Proof: The Haar measure on the unit sphere in Cn can be realized by drawing a standard Gaussian
vector and normalizing to unity. Let U be the diagonalizing matrix of A. Let x = (x1, . . . , xn) be the
Gaussian vector drawn, before normalization. Then since U is unitary then U · x is also Gaussian-
distributed, i.i.d., each by N (0, 1). Hence for each i ∈ [n], zi ≡ 〈x|vi〉 is also distributed as a complex
Gaussian.
Now, using the Gaussian function, for any i ∈ [n], w.p. 1 − n−k, we have |zi| ≤
√
k · log(n),
and therefore, by the union bound, w.p. 1 − n−k+2 for all i, j ∈ [n], |zi|/|zj | ≤
√
k · log(n). Since
normalization does not change these ratios, then w.p. 1− n−k+2, for all i, j we have
|αi|
|αj | =
|xi|
|xj | ≤
√
k · log(n) =
√
2log(n) − log(ε).
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