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Abstract
In this paper we study the persistence of lower dimensional hyperbolic invariant tori for generalized
Hamiltonian systems. Here the generalized Hamiltonian systems refer to the systems which may admit
a distinct number of action and angle variables. In particular, systems under consideration can be odd-
dimensional. Under Rüssmann-type non-degenerate condition, by introducing a modified linear KAM
iterative scheme, we proved that the majority of the lower-dimensional hyperbolic invariant tori persist
under small perturbations for generalized Hamiltonian systems.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and result
The classical KAM theory [1,15,21], established by Kolmogorov, Arnold and Moser in the
last century, is a landmark of the development of Hamiltonian systems. It gave a reasonable
explanation for the stability of solar system and brought a new method into the study of Hamil-
tonian systems. The classical KAM theory established on 2n-dimensional smoothly manifold
asserts that the majority of the non-resonant tori of integrable systems can survive small pertur-
bations under the Kolmogorov non-degenerate condition. The KAM theory has been developed
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is weakened. Secondly, the classical KAM theory is generalized to some kinds of degenerate
circumstances (the Hessian matrix of the unperturbed system can be degenerate), e.g., Bruno
[5], Rüssmann [24,25], Cheng and Sun [6], Xu et al. [31], Sevryuk [26], etc. They proved
the persistence of invariant tori under some partial non-degenerate conditions. Among all the
non-degenerate conditions, the weakest one seems to be the Rüssmann geometry condition: the
frequency ω(y) = ∂h(y)/∂y does not lie in any hyperplane that passes through the origin. In
[31], Xu et al. proved that, under the analytic condition, the Rüssmann geometry condition is
equivalent to the following:
rank
{
∂αh(y)
∂yα
: 0 < |α| n− 1
}
= n,
but the former conditions is not sufficient in the C∞ case and there has to be replaced by the
latter [24] (which is only concerned with analytic systems).
The classical KAM theory is also generalized to symplectic manifold (Rl × T n,ω2), l < n,
l +n is even. The symplectic forms above are assumed to have constant coefficients. The case of
non-constant coefficients was treated by Cong and Li [9].
For the classical Hamiltonian systems on symplectic manifold, the symplectic structure brings
some special properties. Since there is no symplectic structure for odd-dimensional systems,
some results in classical Hamiltonian systems no longer hold. Hence the development of the
KAM theory for odd-dimensional system has been considered as a challenging problem [19,20,
27]. The KAM type of theory has been developed for volume preserving flows in the works of
Broer et al. [3,4]. For the case of diffeomorphism which are either volume preserving or satisfy
the intersection property, it was treated by Cheng and Sun [6], Xia [29], Cong et al. [10].
The persistence of lower-dimensional invariant tori under small perturbations is another study
direction of the KAM theory. On one hand, it provides an effective method for the study of
invariant tori on resonant surfaces, for example, Treshchev [28], Cong et al. [8], Li and Yi [17].
On the other hand, the study of the persistence of lower-dimensional invariant tori under small
perturbations is also important on its own right. In 1967, Melnikov announced that, under some
non-resonant conditions (Melnikov condition), the majority of elliptic type lower-dimensional
invariant tori will persist under small perturbations. But the complete proof was not carried out
until fifteen years later by Eliasson [12], Kuksin [16], Pöschel [22]. Under the first Melnikov
condition (one of the Melnikov conditions), similar result was given by Bourgain [2], Xu and
You [30]. The persistence of hyperbolic type lower-dimensional invariant tori was treated in
the work of Chierchia and Gallavotti [7], Eliasson [11], Graff [13], Rudnev and Wiggins [23],
Treshchev [28], Zehnder [32].
In the spirit of the KAM theory of generalized Hamiltonian systems and the persistence of
lower-dimensional invariant tori for the classical Hamiltonian systems, we concern in this paper
the persistence of the lower-dimensional invariant hyperbolic tori for generalized Hamiltonian
systems.
Consider the Poisson manifold (G× T n ×R2m,ω2), where G ⊂ Rl is a bounded, connected,
closed region, T n is the standard n-torus, l, n,m are positive integers. The structure matrix
I = (Aij ) :G× T n ×R2m → R(l+n+2m)×(l+n+2m)
associated with 2-form ω2 is a real analytic, antisymmetric, matrix valued function and satisfies
the following two conditions:
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(ii) Jacobi identity
l+n+2m∑
t=1
Ait
∂Ajk
∂wt
+Ajt ∂Aki
∂wt
+Akt ∂Aij
∂wt
= 0,
for all w = (y, x, z) ∈ G× T n ×R2m, i, j, k = 1,2, . . . , l + n+ 2m.
The 2-form ω2 is required to be invariant relative to T n. Suppose the unperturbed system asso-
ciated to the following equation (1.1) is completely integrable, i.e., y = (y1, . . . , yl)T ∈ G satisfy
the involution conditions: {yi, yj } = 0, i, j = 1,2, . . . , l. And suppose the part corresponding to
the variable z of structure matrix I is of constant coefficients. So the matrix I have the following
form:
I (y) =
(
E(y) O1
O2 J
)
, where E(y) =
(
O B(y)
−B(y)T C(y)
)
,
O = Ol×l , B(y) = Bl×n(y), C(y) = Cn×n(y), O1 = O(l+n)×2m, O2 = O2m×(l+n),CT = −C,
J is the standard 2m× 2m symplectic matrix.
Obviously, when n = l,m = 0 and E = J , (G× T n,ω2) is the standard symplectic manifold.
But for the Poisson manifold (G × T n × R2m,ω2), the 2-form ω2 or the structure matrix I is
degenerate for all y ∈ G when l > n or l + n is odd. This kind of singularity shows an essential
difference between a generalized Hamiltonian system and a standard one.
On the Poisson manifold (G× T n ×R2m,ω2), we consider the following generalized Hamil-
tonian system:
H˜ (y, x, z+, z−) = h(y)+
〈
z+,A(y, x)z−
〉+ εP (y, x, z+, z−), (1.1)
where y ∈ G,x ∈ T n, z+, z− ∈ Rm,G ⊂ Rl is a bounded, connected, closed region, I,h,A,P
are real analytic functions defined on a complex neighborhood D0 of G×T n×R2m, respectively,
ε > 0 is a small parameter, εP is the perturbation term.
For system (1.1) we make the following hypotheses:
(i) maxy∈G rank{∂iω(y)/∂yi : |i| n− 1} = n, where i ∈ Zn+, |i| =
∑n
j=1 |ij |;
(ii) Re〈λ,A(y, x)λ〉 > 2μ∗|λ|2, ∀λ ∈ Cm, where μ∗ is a positive number.
Let ε = 0 in (1.1). Then the equation of motion associated to (1.1) reads(
y˙
x˙
)
= E(y)grad(y,x) h(y)+E(y)grad(y,x)
〈
z+,A(y, x)z−〉,
z˙+ = AT(y, x)z+,
z˙− = −A(y,x)z−, (1.2)
where grad(y,x) f denotes the gradient vector of f with respect to (y, x).
Let
( l︷ ︸︸ ︷
0,0, . . . ,0,ω(y)
)T = E(y)grad(y,x) h(y).
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x ∈ T n}, carrying quasi-periodic flow x = x0 + ω(y0)t , also (1.2) implies for each y0 the ex-
istence of two unique stable and unstable manifolds M−(y0),M+(y0) which given by
M−(y0) =
{
(y, x, z+, z−): y = y0, z+ = 0
}
,
M+(y0) =
{
(y, x, z+, z−): y = y0, z− = 0
}
.
Now we study the persistence of the invariant tori Ty0 = {(y, x,0,0): y = y0, x ∈ T n} and the
corresponding stable and unstable manifolds M−(y0),M+(y0).
Our main result is the following:
Theorem A. Consider (1.1) and assume (i), (ii). Then there is an ε0 > 0 (depending on
l, n,H, I,D0, τ ) such that when 0 < ε < ε0, there exists a Cantor set Gε ⊂ G such that the
following holds:
1. For any y0 ∈ Gε , the unperturbed n-torus Ty0 = (y = y0, x,0,0) and the corresponding
stable and unstable manifolds M−(y0),M+(y0) survive the perturbation, the persistence tori
is of Diophantine type (γ, τ ), where 0 < γ  ε1/8, τ > max{0, l(l − 1) − 1, n(n − 1) − 1}.
Moreover, the perturbed tori form a Whitney smooth family;
2. The Lebesgue measure |G \Gε| = O(ε
1
8(a−1) ) → 0 (ε → 0), where
a =
{
2, n = 1,
max(l, n), n > 1.
Remark 1.1. When n 
= l, l + n even and I is a nonstandard simplectic matrix, then Theorem A
is reduced to the result of [14].
In this paper, a toral frequency ω ∈ Rn or its corresponding torus is said to be of the Diophan-
tine type (γ, τ ) if |〈k,ω〉| > γ/|k|τ ,∀k ∈ Zn \ {0}.
Throughout the paper, we shall use the symbol | · | to denote norm of vectors, matrices, ab-
solute value of functions and the Lebesgue measure of sets, etc. and use | · |D to denote the
supremum norm of functions on a domain D. They will have obvious meaning unless specified
otherwise. Also, for any two complex column vectors ξ, η of the same dimension, 〈ξ, η〉 always
stands for ξTη.
Let us outline the proof of Theorem A. In Section 2, we describe one cycle of KAM steps.
In Section 3 we provides an iteration lemma, which shows the validity of each step. Finally, in
Section 4, we give the proof of Theorem A.
2. KAM step
In this section we will give detailed construction and estimates for one KAM cycle in the
proof of Theorem A.
For any y0 ∈ G, consider the Taylor expansion of Hamiltonian (1.1) in the neighborhood
of y0
H˜ (y, x, z+, z−) = e(y0)+
〈
Ω(y0), y − y0
〉+ 1
2
〈
(y − y0),D(y0)(y − y0)
〉
+ h∗(y − y0)+
〈
z+,A(y, x)z−
〉+ εP (y, x, z+, z−), (2.1)
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e(y0) = h(y0), Ω(y0) = ∂h(y)
∂y
∣∣∣∣
y=y0
, D(y0) = ∂h
2(y)
∂y2
∣∣∣∣
y=y0
,
h∗(y − y0) = O
(|y − y0|3).
Using the transformation y − y0 → y, we have
H˜ = e(y0)+
〈
Ω(y0), y
〉+ 1
2
〈
y,D(y0)y
〉+ h∗(y)+ 〈z+,A(y + y0, x)z−〉
+ εP (y + y0, x, z+, z−) = N0 + P0, (2.2)
where
N0 = e(y0)+
〈
Ω(y0), y
〉+ 1
2
〈
y,D(y0)y
〉+ 〈z+,A(y + y0, x)z−〉,
P0 = P0(y, y0, x, z+, z−) = h∗(y)+ εP (y + y0, x, z+, z−).
Thus as ε = 0, for each y0 ∈ G, the invariant n-torus Ty0 = {(y0, x,0,0): x ∈ Tn} associated to
(2.1) corresponds to the n-torus T0 = {(0, x,0,0): x ∈ Tn} of (2.2).
For convenience, in the following we consider the Hamiltonian (2.2) on D(s, r) × G =
{|y| < s, |Imx| < r , |z+| < s, |z−| < s}×G, where I (y+y0), A(y+y0, x), P(y+y0, x, z+, z−)
are real analytic functions defined on D¯(s, r)×G.
Since I (y + y0),A(y + y0, x) are real analytic functions defined on D¯(s, r) ×G there exists
c˜ > 0, such that∣∣I (y + y0)∣∣ c˜.
Without loss of generality, we assume c˜ < 1.
Since our argument is based on iteration, now we set initial values O0 = G, A0 = A, r0 = r ,
β0 = s0, s0 = ε1/3, μ0 = ε1/6, γ0 = ε1/8. Without loss generality, let r0 = 1, β0, γ0,μ0, s0  1.
Obviously in (2.2),
|P0|D(s0,r0)×O0  γ0s20μ0
as ε is small.
Suppose at νth step, we get the following Hamiltonian:
H = Hν = N + P,
N = Nν = eν(y0)+
〈
Ων(y0), y
〉+ 1
2
〈
y,Dν(y0)y
〉+ 〈z+,Aν(y + y0, x)z−〉,
where (y, x, z+, z−) ∈ Dν = D(sν, rν), rν  r0, sν  s0, y0 ∈ Oν , eν(y0), Ων(y0), Dν(y0) are
real analytic functions defined on Oν , Pν = Pν(y, y0, x, z+, z−) is a real analytic function de-
fined on (y, x, z+, z−) ∈D(sν, rν), y0 ∈Oν , moreover
|Pν |Dν×Oν  γνs2νμν, (2.3)
Re
〈
λ,Aν(y + y0, x)λ
〉∣∣Dν×Oν  μ∗|λ|2 +
(
1 −
ν∑
k=0
1
2k+1
)
μ∗|λ|2
 μ∗|λ|2, ∀λ ∈ Cm, (2.4)
where 0 < rν < r0,0 < sν < s0.
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serving the 2-form ω2 invariant),
Φν+1 :Dν+1 ×Oν+1 →Dν, Dν+1 ⊂Dν,
such that under the transformation of Φν+1, Hν is changed into:
Hν+1 = eν+1(y0)+
〈
y,Ων+1(y0)y
〉+ 1
2
〈
y,Dν+1(y0), y
〉
+ 〈z+,Aν+1(y + y0, x)z−〉+ Pν+1,
and prove
|Pν+1|Dν+1×Oν+1  γν+1s2ν+1μν+1, (2.5)
Re
〈
λ,Aν+1(y + y0, x)λ
〉∣∣Dν+1×Oν+1  μ∗|λ|2 +
(
1 −
ν+1∑
k=0
1
2k+1
)
μ∗|λ|2
 μ∗|λ|2, ∀λ ∈ Cm. (2.6)
Below, we show the details for one KAM cycle by constructing the generalized canonical trans-
formation, giving the concrete form of the generalized Hamiltonian and their estimates. For
simplicity, quantities in the KAM cycle will be simply indexed by “+” and “−”, and we will
not specify the dependence of P−,P ,P+ on their arguments. All constants c1, . . . , c8 below are
positive and independent of the iteration process. We also use c0, c∗ to denote positive constants
independent of the iteration.
Let τ > max{0, l(l − 1) − 1, n(n − 1) − 1} be fixed. Define the following sequences induc-
tively:
rν = r0
[
1 − 1
8
ν∑
i=1
(
7
8
)i+1]
, γν = γ0
(
1 −
ν∑
i=1
1
2i+1
)
, βν = β0
(
1 −
ν∑
i=1
1
2i+1
)
,
α = μ1/3, μν = s1/2ν , s+ = αs = s7/6ν , μ+ = μ7/6ν ,
Kν =
[(
log
1
μν
)
+ 1
]3
, Γ (u) =
∑
0<|k|K+
|k|τ+2e−u/16, Dν =D(s, r),
D˜+(β+) =D
(
β+, r+ + 58 (r − r+)
)
, D∗ =D
(
s
4
, r+ + 58 (r − r+)
)
,
D∗∗ =D
(
s
2
, r+ + 68 (r − r+)
)
, D∗∗∗ =D
(
s, r+ + 78 (r − r+)
)
,
Di =D
(
iαs, r+ + i − 18 (r − r+)
)
, i = 1,2, . . . ,8,
c = max{1, c1, . . . , c8, c0},
Oν+1 =
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ , 0 < |k|Kν+1
}
.
B. Liu et al. / J. Math. Anal. Appl. 322 (2006) 251–275 2572.1. Truncation
Consider the Taylor–Fourier expansion of P :
P =
∑
k∈Zn, i∈Zl+, j,l∗∈Zm+
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉. (2.7)
Let R be the truncation of P ,
R =
∑(
pk000 + 〈pk100, y〉 + 〈y,pk200y〉 + 〈y,pk110z+〉 + 〈y,pk101z−〉
+ 〈pk010, z+〉 + 〈pk001, z−〉 + 〈z+,pk020z+〉
+ 〈z−,pk002z−〉 + 〈z+,pk011z−〉
)
e
√−1〈k,x〉, (2.8)
where
∑ = ∑k∈Zn, |k|K+ ,pk020 and pk002 are symmetric matrices (otherwise we replace
pk020,pk002 with (pk020 + pTk020)/2, (pk002 + pTk002)/2 instead), K+ is the truncation order in x
as specified above.
We have the following estimate:
Lemma 2.1. Assume that
(H1) α < 132 ;
(H2) ∫∞
K+ λ
ne−|λ|
r−r+
16 dλ μ,
then there exists a positive constant c1, such that
|P −R|D8  c1γ s2μ2. (2.9)
Proof. Let
I =
∑
|k|>K+
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉,
I I =
∑
|k|K+,|i|+|j |+|l∗|3
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉
=
∫
∂q
∂uq
∑
|k|K+,|i|+|j |+|l∗|3
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉du,
where u = (y, z+, z−),
∫
is the q-order antiderivative of ∂q
∂uq
, |q| = 3. Obviously
P −R = I + II.
By the Cauchy estimate, we have∣∣∣∣ ∑
i∈Zl+, j,l∗∈Zm+
Pkijl∗y
iz
j
+zl
∗
−
∣∣∣∣ |P |D(s,r)e−|k|r  γ s2μe−|k|r . (2.10)
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|I |D∗∗∗ 
∑
|k|>K+
γ s2μe−|k|re|k|
(
r++ 78 (r−r+)
)
 γ s2μ
∑
|λ|K+
|λ|ne−|λ| r−r+8
 γ s2μ
∞∫
K+
λne−|λ|
r−r+
16  γ s2μ2. (2.11)
So
|P − I |D∗∗∗  |P |D(s,r) + |I |D∗∗∗ < 2γ s2μ. (2.12)
By (H1), that D8 ⊂D∗∗∗, further by the estimates on D∗∗∗, we have
|II |D8 
∣∣∣∣
∫
∂q
∂uq
∑
|k|K+,|i|+|j |+|l∗|3
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉du
∣∣∣∣D8

∣∣∣∣
∫ ∣∣∣∣ ∂q∂uq (P − I )
∣∣∣∣D∗∗∗du
∣∣∣∣D8  γ s2μ
(
1
s − 8αs
)3∣∣∣∣
∫
du
∣∣∣∣D8
 2γ s2μ
(
1
s − 8αs
)3
(8αs)3 
(
4
3
)3
83γ s2μ2, (2.13)
where u = (y, z+, z−), |q| = 3.
From the estimates above, there is a constant c1 > 0 such that
|P −R|D8  c1γ s2μ2.  (2.14)
2.2. The modified homology equation
In the following we will find a generalized Hamiltonian F such that, under the transformation
of the time-1 map Φ+ generated by XF , we can eliminate all resonant terms in R:
Pkijl∗y
iz
j
+zl
∗
−e
√−1〈k,x〉, 0 < |k|K+, |i| + |j | + |l∗| < 3. (2.15)
First we construct the following Hamiltonian F :
F =
∑
k∈Zn,0<|k|K+,
(
fk000 + 〈fk100, y〉 + 〈y,fk200y〉 + 〈y,fk110z+〉 + 〈y,fk101z−〉
+ 〈fk010, z+〉 + 〈fk001, z−〉 + 〈z+, fk020z+ + 〈z−, fk002z−〉
+ 〈z+, fk011z−〉
)
e
√−1〈k,x〉 + 〈f0010, z+〉 + 〈f0001, z−〉 + 〈z+, f0020z+〉
+ 〈z−, f0002z−〉 + 〈y,f0110z+〉 + 〈y,f0101z−〉, (2.16)
such that F satisfies:
{N,F } − 〈gradT(y,x)〈z+,A(y + y0, x)z−〉,E(y + y0)gradT(y,x) F 〉+R − [R]
+ 〈p0010, z+〉 + 〈p0001, z−〉 + 〈z+,p0020z+〉 + 〈z−,p0002z−〉 + 〈y,p0101z+〉
+ 〈y,p0101z−〉 −Q1 −Q2 = 0, (2.17)
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[R] = 1
(2π)n
∫
Tn
R(y, x, z+, z−) dx,
Q1 =
∑
0<|k|K+
√−1 〈k, (BT(y + y0)−BT(y0))Ω(y0)〉(fk000 + 〈fk100, y + 〈y,fk200y〉〉
+ 〈y,fk110z+〉 + 〈y,fk101z−〉 + 〈fk010, z+〉 + 〈fk001, z−〉 + 〈z+, fk020z+〉
+ 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉,
Q2 =
∑
0<|k|K+
√−1 〈k,BT(y + y0)D(y0)y〉(fk000 + 〈fk100, y〉 + 〈y,fk200y〉
+ 〈y,fk110z+〉 + 〈y,fk101z−〉 + 〈fk010, z+〉 +
〈
fk001, z− + 〈z+, fk020z+〉
〉
+ 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉.
Putting (2.8), (2.16) into (2.17), we have∑
k∈zn,0<|k|K+
√−1 〈k,BT(y0)Ω(y0)〉(fk000 + 〈fk100, y〉 + 〈y,fk200y〉 + 〈y,fk110z+〉
+ 〈y,fk101z−〉 + 〈fk101, z−〉 + 〈fk010, z+〉 + 〈fk001, z−〉 + 〈z+, fk020z+〉
+ 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉
+
〈
(A(y + y0, x)z−,
∑
0<|k|K+
(
fk001 + 2〈z−, fk002〉 + 〈fk101, y + 〈z+, fk011〉
)
e
√−1〈k,x〉
〉
−
〈
AT(y + y0, x)z+,∑
0<|k|K+
(
fk010 + 〈fk110, y〉 + 〈fk020, z+〉 + 〈fk011, z−〉
)
e
√−1〈k,x〉
〉
+ 〈A(y + y0, x)z−, (f0001 + 〈f0101, y〉 + 2〈f T0002, z−〉+ 〈z+, f0101〉)〉
− 〈AT(y + y0, x)z+, (f0010 + 〈f0110, y〉 + 2〈z+, f0020〉 + 〈f T0011, z−〉)〉
+
∑
0<|k|K+
(
pk000 + 〈pk100, y〉 + 〈y,pk200y〉 + 〈y,pk110z+〉 + 〈y,pk101z−〉
+ 〈pk010, z+〉 + 〈pk001, z−〉 + 〈z+,pk020z+〉 + 〈z−,pk002z−〉
+ 〈z+,pk011z−〉
)
e
√−1〈k,x〉 + 〈p0010, z+〉 + 〈y,p0110z+〉 + 〈y,p0101z+〉
+ 〈p0002, z−〉 + 〈z+,p0020z+〉 + 〈z−,p0002z−〉 = 0, (2.18)
where
fk002 = f Tk002, fk020 = f Tk020, f0002 = f T0002, f0020 = f Tk0020.
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√−1 〈k,ω(y0)〉fk000 = −pk000, (2.19)√−1 〈k,ω(y0)〉fk100 = −pk100, (2.20)√−1 〈k,ω(y0)〉fk200 = −pk200, (2.21)√−1 〈k,ω(y0)〉fk110 − fk110AT(y + y0, x) = −pk110, (2.22)√−1 〈k,ω(y0)〉fk101 +A(y + y0, x)fk101 = −pk101, (2.23)√−1 〈k,ω(y0)〉fk010 −A(y + y0, x)fk010 = −pk010, (2.24)√−1 〈k,ω(y0)〉fk020 −A(y + y0, x)fk020 − fk020AT(y + y0, x) = −pk020, (2.25)√−1 〈k,ω(y0)〉fk001 +AT(y + y0, x)fk001 = −pk001, (2.26)√−1 〈k,ω(y0)〉fk002 +AT(y + y0, x)fk002 + fk002A(y + y0, x) = −pk002, (2.27)√−1 〈k,ω(y0)〉fk011 + fk011A(y + y0, x)−A(y + y0, x)fk011 = −pk011, (2.28)
AT(y + y0, x)f0001 = −p0001, (2.29)
A(y + y0, x)f0101 = −p0101, (2.30)
AT(y + y0, x)f0110 = −p0110, (2.31)
2AT(y + y0, x)f0002 = −p0002, (2.32)
AT(y + y0, x)f0010 = p0010, (2.33)
2AT(y + y0, x)f0002 = p0002, (2.34)
where ω(y0) = −BT(y0)Ω(y0).
Let
O+ =
{
y0 ∈O:
∣∣〈k,ω(y0)〉∣∣> γ|k|τ , 0 < |k|K+
}
. (2.35)
By (2.4), Lemma 6.1 and (2.35), we know (2.19)–(2.34) are solvable onO+, and the solutions are
unique and real analytic. And by (2.19)–(2.34) we have found the generalized Hamiltonian F and
by the argument above we know that F is real analytic for all y0 ∈O+, (y, x, z+, z−) ∈D(s, r).
Let Φ+ = φ1F be the time-1 map of the equation of motion associated to F , i.e.,
(y˙, x˙, z˙+, z˙−)T = I (y + y0)∇F(y, x, z+, z−). (2.36)
According to the theory of generalized Hamiltonian, Φ+ is a generalized canonical transfor-
mation, moreover
H+ = H ◦Φ+ = H ◦ φ1F = (N +R) ◦ φ1F + (P −R) ◦ φ1F
= N +R + {N,F } +
1∫
0
{Rt,F } ◦ φtF dt + (P −R) ◦ φ1F
= N + [R] − (〈p0010, z+〉 + 〈p0001, z−〉 + 〈z+,p0020z+〉 + 〈z−,p0002z−〉
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)
+
〈
gradT(y,x)
〈
z+,A(y + y0, x)z−
〉
,
E(y + y0)gradT(y,x)
∑
0<|k|K+
(
fk000 + 〈fk100, y〉 + 〈fk010, z+〉 + 〈fk001, z−〉
+ 〈z+, fk020z−〉 + 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉
〉
+
(
{N,F } −
〈
gradT(y,x)
〈
z+,A(y + y0, x)z−
〉
,
E(y + y0)gradT(y,x)
∑
0<|k|K+
(
fk000 + 〈fk100, y〉 + 〈y,fk200y〉
+ 〈y,fk110z+〉 + 〈y,fk101z−〉 + 〈fk010, z+〉 + 〈fk001, z−〉
+ 〈z+, fk020z−〉 + 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉
〉
+R − [R] + (〈p0010, z+〉 + 〈p0001, z−〉 + 〈z+,p0020z+〉 + 〈z−,p0002z−〉
+ 〈y,p0110z+〉 + 〈y,p0101z−〉
)−Q1 −Q2)
+Q1 +Q2 +
1∫
0
{Rt ,F } ◦ φtF dt + (P −R) ◦ φ1F , (2.37)
where Rt = {(1 − t)N,F } +R. Let
N+ = e+(y0)+
〈
Ω+(y0), y
〉+ 1
2
〈
y,D+(y0)y
〉+ 〈z+,A+(y + y0, x)z−〉, (2.38)
e+(y0) = e(y0)+ p0000, (2.39)
Ω+(y0) = Ω(y0)+ p0100, (2.40)
D+(y0) = D(y0)+ 2p0200, (2.41)〈
z+,A+(y + y0, x)z−
〉
= 〈z+,A(y + y0, x)z−〉+ 〈z+,p0011z−〉
+
〈
gradT(y,x)
〈
z+,A(y + y0, x)z−
〉
,
E(y + y0)gradT(y,x)
∑
0<|k|K+
(
fk000 + 〈fk100, y〉 + 〈y,fk200y〉 + 〈y,fk110z+〉
+ 〈y,fk101z−〉
)
e
√−1〈k,x〉
〉
, (2.42)
P+ =
1∫
{Rt,F } ◦ΦtF dt + (P −R) ◦Φ1F +Q1 +Q20
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〈
gradT(y,x)
〈
z+,A(y + y0, x)z−
〉
,
E(y + y0)gradT(y,x)
∑
0<|k|K+
(〈fk010, z+〉 + 〈fk001, z−〉 + 〈z+, fk020z+〉
+ 〈z−, fk002z−〉 + 〈z+, fk011z−〉
)
e
√−1〈k,x〉
〉
= P1 + P2 + P3 + P4 + P5. (2.43)
So
H+ = N+ + P+, (2.44)
is the new generalized Hamiltonian with normal form N+.
2.3. The estimate of transformation
Lemma 2.2. There exists a constant c2, such that the following hold:
(1) On O+
|fk000| c2|k|τ s2μe−|k|r , |fk100| c2|k|τ sμe−|k|r ,
|fk200| c2|k|τμe−|k|r , |fk110| 2m
1/2
μ∗
|pk110| c2γμe−|k|r ,
|fk101| 2m
1/2
μ∗
|pk101| < 2m
1/2
μ∗
γμe−|k|r  c2γμe−|k|r ,
|fk010| < 2m
1/2
μ∗
|pk010| < 2m
1/2
μ∗
γ sμe−|k|r  c2γ sμe−|k|r ,
|fk001| < 2m
1/2
μ∗
|pk001| < 2m
1/2
μ∗
γ sμe−|k|r  c2γ sμe−|k|r ,
|fk020| < 2m
1/2
μ∗
|pk020| < 2m
1/2
μ∗
γμe−|k|r  c2γμe−|k|r ,
|fk002| < 2m
1/2
μ∗
|pk002| < 2m
1/2
μ∗
γμe−|k|r  c2γμe−|k|r ,
|fk011| < 2m
1/2
μ∗
|pk011| < 2m
1/2
μ∗
γμe−|k|r  c2γμe−|k|r ,
|f0010| c2γ sμ, |f0001| c2γ sμ, |f0110| c2γμ, |f0101| c2γμ,
|f0020| c2γμ, |f0002| c2γμ, |f0011| c2γμ,
where 0 < |k|K+.
(2) There exists a constant c3 such that on D∗∗ ×O+, D˜(β+)×O+,
|F |, (r − r+)|Fx |, s|Fy |, s|Fz+|, s|Fz−|, (r − r+)s|Fyx | c3s2μΓ (r − r+)+ c3s2μ.
Proof. Part (1) of the lemma follows from Lemma 6.1, Eqs. (2.19)–(2.34) and the definition of
O+ and part (2) follows from (1), Cauchy estimate and the standard Whitney extension theo-
rem. 
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(H3)
c3s2μΓ (r − r+)+ c3s2μ
r − r+ < αs;
(H4)
c3s2μΓ (r − r+)+ c3s2μ
r − r+ + c3sμΓ (r − r+)+ c3sμ <
r − r+
8
;
(H5) c3sμΓ (r − r+)+ c3sμ < αs;
(H6) c3sμΓ (r − r+)+ c3sμ < β − β+.
Then we have the following result:
(1) Let φtF be the phase flow of Eq. (2.36). Then
φtF :D3 →D4, 0 t  1;
(2) Φ+ :D+ →D(s, r), D˜(β+) → D˜(β);
(3) There exists a constant c4 such that∣∣φtF − id∣∣D˜+×O+  c4μΓ (r − r+), ∣∣DφtF − Id∣∣D˜+×O+  c4μΓ (r − r+),
where 0 |t | 1;
(4) |Φ+ − id|D˜+×O+  c4μΓ (r − r+), |DΦ+ − Id|D˜+×O+  c4μΓ (r − r+).
Proof. (1) Let φtF1 , φtF2, φtF3 , φtF4 be the components of φtF in y, x, z+, z− planes, respectively,
XF denotes the vector field generated by Eq. (2.36). We have
φtF = id +
t∫
0
XF ◦ φλF dλ. (2.45)
For any (y, x, z+, z−) ∈ D3, let t∗ = sup{t ∈ [0,1]: ΦtF (y, x, z+, z−) ∈D4}. By (H1), we have
D4 ⊂D∗∗. By (H3), (H4) and Lemma 2.2,
∣∣φtF1 ∣∣ |y| +
∣∣∣∣∣
t∫
0
B
(
φλF1 + y0
)
Fx ◦ φtF dλ
∣∣∣∣∣ |y| + c˜|Fx |D∗∗ < 4αs,
∣∣φtF2 ∣∣ |x| +
∣∣∣∣∣
t∫
0
(−BT(φλF1 + y0)Fy ◦ φtF +C(φλF1 + y0)Fx ◦ φλF )dλ
∣∣∣∣∣
D∗∗

(
r+ + 3(r − r+)8
)
+ c˜(|Fx | + |Fy |)∣∣D∗∗ < r − r+2 ,
∣∣φtF3 ∣∣ |z+| +
∣∣∣∣∣
t∫
0
Fz− ◦ φλF dλ
∣∣∣∣∣D∗∗  3αs + αs = 4αs,
∣∣φtF4 ∣∣ |z−| +
∣∣∣∣∣
t∫ (−Fz+ ◦ φλF )dλ
∣∣∣∣∣D  3αs + αs = 4αs.0 ∗∗
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(2) Clearly follows from (1).
(3) By Lemma 2.2 and the argument above we have∣∣φtF − id∣∣D˜+×O+  c3sμΓ (r − r+).
Differentiating (2.45) we have
DφtF = Id +
t∫
0
D(I∇F) ◦ φλF · φλF dλ
= Id +
t∫
0
(
(DI ·DF) ◦ φλF ·DφλF +
(
I ·D2F ) ◦ φλF ·DφλF )dλ.
By Gronwall inequality we have
∣∣DφtF − Id∣∣D˜(β+) 
t∫
0
(|DI | |DF | + |I |∣∣D2F ∣∣)∣∣DφλF − Id∣∣D˜(β+) dλ
+ ∣∣(|DI | |DF | + |I |∣∣D2F ∣∣)∣∣D˜(β+)
 c3μΓ (r − r+)ec3μΓ (r−r+)  c4μΓ (r − r+), 0 t  1,
hence (3) holds.
By (3), (4) can easily be proved. 
2.4. The estimate of new Hamiltonian
Lemma 2.4. There exists a constant c5 > 0, such that when ε is sufficiently small the following
hold: ∣∣e+(y0)− e(y0)∣∣O+  c5γ s2μ, (2.46)∣∣Ω+(y0)−Ω(y0)∣∣O+  c5sγμ, (2.47)∣∣ω+(y0)−ω(y0)∣∣O+  c5sγμ, (2.48)∣∣D+(y0)−D(y0)∣∣O+  c5γμ, (2.49)
Re
〈
λ,Aν+1(y + y0, x)λ
〉∣∣Dν+1×Oν+1  μ∗|λ|2 +
(
1 −
ν+1∑
k=0
1
2k+1
)
μ∗|λ|2
 μ∗|λ|2, ∀λ ∈ Cm. (2.50)
Proof. By (2.39)–(2.41), (2.46)–(2.49) obviously hold. By induction and Cauchy estimate we
can prove that
∣∣Aν(y + y0, x)∣∣Dν×Oν  c˜ +
ν∑ 1
2j+1
< c˜ + 1, ν = 1,2, . . . , (2.51)j=0
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Then by the definition of A+, when ε is sufficiently small, we have∣∣Ak+1(y + y0, x)∣∣Dν+1×Oν+1

∣∣Ak(y + y0, x)∣∣Dν+1×Oν+1 + c0|γkμk| + (c˜ + 1)skμkΓk(rk − rk+1)(sk − sk+1)(rk − rk+1)
 c˜ +
ν+1∑
j=0
1
2j+1
 c˜ + 1. (2.52)
Thus (2.51) holds for all ν = 0,1, . . . (for detailed proof see (3.11) and (3.12)). By the argument
above and induction we have (2.50) holds for ν = 0,1, . . . . 
Lemma 2.5. Assume that
(H7) c5sγ0μ1/6 < (γ − γ+)/Kτ+1+ .
Then for any y0 ∈O+, 0 < |k|K+, we have |〈k,ω+(y0)〉| γ+/|k|τ .
Proof. By (H7) and (2.48) we have∣∣〈k,ω+(y0)〉∣∣ ∣∣〈k,ω(y0)〉∣∣− c5γ0sμ1/6K+  γ|k|τ − c5γ0sμ1/6K+ > γ+|k|τ . 
By the definition of P+, we have
|P+|D+×O+ 
5∑
i=1
|Pi |D+×O+ .
Lemma 2.6. Assume that
(H8) ∑5i=1 |Pi |D+×O+  γ+s2+μ+.
Then
|P+|D+×O+  γ+s2+μ+.
3. Iteration lemma
In this section, we shall prove an iteration lemma which guarantees the inductive construction
of the transformation in all KAM steps.
Let r0, s0,μ0,O0,H0,N0, e0,Ω0,A0,P0 be defined at the beginning of Section 2, D0 =
D(s0, r0),K0 = 0,Φ0 = id. In this Section we index all index-free quantities in Section 2 by ν
and index all “+”-indexed quantities in Section 2 by “ν+1”. Inductively, we define the following
sequences as in Section 2:
rν, sν,μν,Kν,Oν,Dν, D˜ν,Hν,Nν, eν,Ων,Aν,Pν,Φν, ν = 0,1,2, . . . ,
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tions defined on Oν , and Aν(y + y0, x),Pν(y, y0, x, z+, z−) are analytic functions defined on
Dν ×Oν , respectively.
Lemma 3.1 (Iteration lemma). Let μ˜ = μ1−σ0 , σ  1. If μ0(ε0) is sufficiently small, then thefollowing statements hold for all ν = 0,1, . . . :
(1) |eν − e0|Oν  2γ0μ˜, (3.1)
|eν+1 − eν |Oν+1 
γ0μ˜
2ν+1
, (3.2)
|Ων −Ω0|Oν  2γ0μ˜, (3.3)
|Ων+1 −Ων |Oν+1 
γ0μ˜
2ν+1
, (3.4)
|Dν −D0|Oν×Dν  2γ0μ˜, (3.5)
|Dν+1 −Dν |Oν+1×Dν+1 
γ0μ˜
2ν+1
, (3.6)
|Aν −A0|Oν×Dν  2γ0μ˜, (3.7)
|Aν+1 −Aν |Oν+1×Dν+1 
γ0μ˜
2ν+1
, (3.8)
|Pν |Dν×Oν  γνs2νμν. (3.9)
(2) Φν+1 : D˜ν+1 ×Oν+1 → D˜ν is a generalized canonical transformation, real analytic respect
to (y, x, z+, z−) ∈ D˜ν+1, y0 ∈Oν+1, moreover
Hν+1 = Hν ◦Φν+1, on D˜ν+1 ×Oν+1,
|Φν+1 − id|, |DΦν+1 − Id| μ˜2ν+1 . (3.10)
(3) Oν+1 = {y0 ∈Oν : |〈k,ω(y0)〉| > γν/|k|τ ,Kν < |k|Kν+1}.
Proof. We need to verify the conditions (H1)–(H8) in Section 2 for all ν = 0,1, . . . .
By the definition of μν, sν , we have
rν − rν+1 = 18
(
7
8
)2(7
8
)ν
, sν+1 = ανsν = μ1/3ν sν = (s0)(7/6)
ν
,
μν+1 = μ7/6ν = (μ0)(7/6)
ν
.
Notice
Γν(rν − rν+1) =
∑
0<|k|Kν+1
|k|τ+2e− rν−rν+18 
∞∫
1
λτ+2+ne−
rν−rν+1
8

([τ ] + 3 + n)![8 · 8(8
7
)2(8
7
)ν]([τ ]+3+n)
 c∗1 · (c∗2)ν, (3.11)
where c∗1 = ([τ ] + 3 + n)![8 · 8(8/7)2]([τ ]+3+n), c∗2 = (8/7)([τ ]+3+n).
For any a > 0, choose λ  1, such that
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1
λ6/a
 1,
then
μ1 = μ1/60 μ0 <
1
λ1/a
μ0, μ2 = μ1/61 μ1 <μ1/60 μ1 <
1
λ1/a
1
λ1/a
μ0,
...
μν = μ1/6ν−1μν−1 <μ1/60 μν−1 < · · · <
1
λν/a
μ0,
moreover
μaν <
1
λν
μa0, ν = 1,2, . . . . (3.12)
By the definition of αν , (H1) is obvious as ε is sufficiently small.
By the definition of rν, sν,μν,Kν+1, when ε is sufficiently small, we have
(rν − rν+1)
8
log
1
μν
= −1
8
(
7
8
)2(7
8
)ν(7
6
)ν
logμ0  1,
log(n+ 1)! + 3n log
[
log
1
μν
+ 1
]
− rν − rν+1
8
[
log
1
μν
+ 1
]3
 log(n+ 1)! + 3n log
[
log
1
μν
+ 1
]
− 3
(
log
1
μν
)
− log 1
μν
,
so
∞∫
Kν+1
λne−λ
rν−rν+1
8 dλ (n+ 1)!Knν+1e−Kν+1
rν−rν+1
8  μν,
i.e., (H6) and (H2) hold.
By (3.11), (3.12), we have
c3s2μΓ (r − r+)+ c3s2μ
(r − r+)αs =
c3sμΓ (r − r+)+ c3sμ
(r − r+)μ1/3
 8
(
8
7
)2(8
7
)ν(
c3μ
8/3
ν Γ (r − r+)+ c3μ8/3ν
)
< 1
as ε is sufficiently small, i.e. (H3) holds.
Similarly (H4), (H5), (H6) can be verified.
In the following, we prove
|Pi |D+×O+ 
1
5
γ+s2+μ+, i = 1,2, . . . ,5.
268 B. Liu et al. / J. Math. Anal. Appl. 322 (2006) 251–275As ε is sufficiently small, we have
|P1|D+×O+ 
∣∣∣∣∣
1∫
0
{{
(1 − t)N,F}+R,F} ◦ φtF dt
∣∣∣∣∣

∣∣∣∣∣
1∫
0
{R,F } ◦ φtF dt
∣∣∣∣∣D+×O+ +
∣∣∣∣∣
1∫
0
{
(1 − t){N,F },F} ◦ φtF dt
∣∣∣∣∣D+×O+

(|I |(|Ry | |Fx | + |Rx | |Fy |)+ |Rz+| |Fz−| + |Rz−| |Fz+|)∣∣D+×O+
+
∣∣∣∣∣
1∫
0
{
(1 − t){N,F },F} ◦ φtF dt
∣∣∣∣∣D+×O+
 c0(c∗)νs2μ2Γ 2(r − r+);
c0(c∗)νs2μ2Γ 2(r − r+)
γ+s2+μ+
 4c0(c
∗)νμ1/6Γ 2(r − r+)
γ0
<
1
5
;
|P2|D+×O+  |P −R|D8×O+  c1γ s2μ2,
c1γ s2μ2
γ+s2+μ+
 c∗μ1/6 < 1
5
;
|P3|D+×O+ = |Q1|D+×O+  c∗c3s+s2μΓ (r − r+),
c∗c3s+s2μΓ (r − r+)
γ+s2+μ+
 4c
∗c3
γ0
·μ3/2Γ (r − r+) < 15 ;
|P4|D+×O+ = |Q2|D+×O+  c∗c3s+s2μΓ (r − r+),
c∗c3s+s2μΓ (r − r+)
γ+s2+μ+
 4c
∗c3
γ0
·μ3/2Γ (r − r+) < 15 ;
|P5|D+×O+ 
(c˜ + 1)s2+
(s − s+)(r − r+) ·
c0s2μΓ (r − r+)
(r − r+)  c
∗
(
64
49
)ν
· s2+sμΓ (r − r+),
c∗
( 64
49
)ν · s2+sμΓ (r − r+)
γ+s2+μ+

4c∗
( 64
49
)ν ·μ11/6Γ (r − r+)
γ0
<
1
5
.
Therefore (H8) holds.
It is obvious that (3) holds for ν = 0. Now we suppose for some ν > 0 (3) holds. Then by
Lemma 3.1(3),
Oν =
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ , 0 < |k|Kν
}
.
So
Oν+1 =
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ , 0 < |k|Kν+1
}
=
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γντ , 0 < |k|Kν
}|k|
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{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ ,Kν < |k|Kν+1
}
=Oν ∩
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ , Kν < |k|Kν+1
}
=
{
y0 ∈Oν :
∣∣〈k,ω(y0)〉∣∣> γν|k|τ , Kν < |k|Kν+1
}
,
which completes the proof of the lemma. 
4. Proof of main result
Let μ∗ = μ1−σ0 be sufficiently small. Then Lemma 3.1 holds for all ν = 0,1,2, . . . . Denote
Ψ ν = Φ1 ◦Φ2 ◦ · · · ◦Φν, ν = 1,2, . . . .
Then by Lemma 3.1 we have:
Dν+1 ×Oν+1 ⊂Dν ×Oν, Ψ ν : D˜ν ×Oν+1 →D0,
H ◦Ψ ν = Hν = Nν + Pν,
Nν = eν(y0)+
〈
Ων(y0), y
〉+ 1
2
〈
y,Dν(y0)y
〉+ 〈z+,Aν(y + y0, x)z−〉.
Let
O∗ =
∞⋂
v=0
Oν, D0 =D
(
β0
2
,
15
64
r0
)
, G∗ =D
(
β0
2
)
.
By Lemma 3.1, eν,Ων,Dν converge uniformly on O∗ and Aν converge uniformly on G∗ ×O∗.
Let eν → e∞,Ων → Ω∞,Dν → D∞, Aν → A∞, so Nν converge uniformly on G∗ ×O∗, more-
over
N∞ = e∞(y0)+
〈
Ω∞(y0), y
〉+ 1
2
〈
y,D∞(y0)y
〉+ 〈z+,A∞(y + y0, x)z−〉.
By Lemma 3.1(2) we have |Φν − id|D0×O∗  μ˜/2ν . By the definition of Ψ ν , we have:
Ψ ν = id +
ν∑
i=1
(
Ψ ν −Ψ ν−1), Ψ 1 −Ψ 0 = Φ1 − id,
∣∣Ψ ν −Ψ ν−1∣∣D0×O∗ = |Φ1 ◦Φ2 ◦ · · · ◦Φν −Φ1 ◦Φ2 ◦ · · · ◦Φν−1|D0×O∗
=
∣∣∣∣∣
1∫
0
D(Φ1 ◦Φ2 ◦ · · · ◦Φν−1)
(
id + θ(Φν − id)
)
dθ(Φν − id)
∣∣∣∣∣D0×O∗

∣∣D(Φ1 ◦ · · · ◦Φν−1)(id + θ(Φν − id))∣∣D0×O∗ ◦ · · · ◦DΦν−1
◦ (id + θ(Φν − id))∣∣D0×O∗ |Φν − id|D0×O∗

(
1 + μ˜
2
)
· · ·
(
1 + μ˜
2ν−1
)
μ˜
2ν
 eμ˜ μ˜
2ν
,
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Ψ∞ = id +
∞∑
i=1
(
Ψ ν −Ψ ν−1), ∣∣Ψ∞ − id∣∣D0 = O(μ˜) = O(μ(1−σ)0 ).
This indicates that Ψ ν are uniformly close to the identity, and real analytic on D˜(β0/2). In the
same way we can prove the uniform convergence of DΨ ν . By the standard Whitney extension
theorem, we can prove that, for all y0 ∈O∗, Ψ∞ are Whitney smooth. So on G∗
Pν = H ◦Ψ ν −Nν
uniformly converge to
P∞ = H ◦Ψ∞ −N∞.
By Lemma 3.1, Pν is real analytic on Dν and
|Pν |Dν  γνs2νμν,
the Cauchy estimate yields that
∣∣∂ix∂p1y ∂p2z+ ∂p3z−Pν∣∣D( sν2 ,rν+|i|)  8
i
ri0
(
8
7
)2|i|(8
7
)ν|i|
γνμν, (4.1)
for all i ∈ Zn+, p1 ∈ Zl+, p2 ∈ Zm+ , p3 ∈ Zm+ , with |p1| + |p2| + |p3| 2. By (3.12), it is easy to
see that, for any i ∈ Zn+, the right-hand side of (4.1) converges to 0 as ν → 0, provided that μ
(hence μ0) is sufficiently small. Thus on D(0, 1564 r0)×O∗,
∂ix∂
p1
y ∂
p2
z+ ∂
p3
z−P∞ = 0, (4.2)
for i ∈ Zn+, p1 ∈ Zl+, p2 ∈ Zm+ , p3 ∈ Zm+ , |p1| + |p2| + |p3| 2.
In particular, for each y0 ∈O∗, the equation of motions for the generalized Hamiltonian H∞ =
N∞ + P∞ is described by(
y˙
x˙
)
= E(y + y0)grad(y,x)(N∞ + P∞),
z˙+ = AT∞(y + y0, x)z+ +
∂P∞
∂z−
,
z˙− = −A∞(y + y0, x)z− + ∂P∞
∂z+
.
By (4.2) and the expression of N∞ we can see that for each y0 ∈ O∗, the perturbed sys-
tem (1.1) admits an analytic, quasi-periodic n-dimensional hyperbolic invariant torus Ty0 = {0}×
T n × {0} × {0} with the Diophantine frequency ω∞(y0) = −BT(y0)Ω∞(y0), moreover these
invariant tori form a Whitney smooth family. It easy to see that the corresponding stable and
unstable manifolds M−(y0), M+(y0) are also persistence.
The following measure estimate is borrowed from [18]. Since hypothesis (i) implies that there
is an open set G0 with |G \G0| = 0 such that
rank
{
∂αω(y)
α
: |α| n− 1
}
= n,∂y
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rank
{
∂αω(y)
∂yα
: |α| n− 1
}
= n.
Then by (2.48), Cauchy estimate and Whitney extension theorem, ων, ν = 0,1, . . . , can uni-
formly extend to G, moreover∣∣∂αy (ων(y)−ω0(y))∣∣ csμ, y ∈ G, ν = 0,1, . . . , |α| n− 1.
So as ε is sufficiently small, for all y ∈ G, the following holds:
rank
{
∂αων(y)
∂yα
: |α| n− 1
}
= n. (4.3)
When n = 1 the result is obvious. When n > 1, we divide the proof into the following three cases.
(i) l = n. Let
Rν+1k =
{
y ∈Oν :
∣∣〈k,ων(y)〉∣∣ γν|k|τ
}
, k ∈ Zn \ {0}, ν = 0, 1, . . . ,
Rˆν+1k =
{
y ∈O0:
∣∣〈k,ων(y)〉∣∣ γν|k|τ
}
, k ∈ Zn \ {0}, ν = 0,1, . . . .
Then by Lemma 3.1 (3) we have
Oν+1 =Oν
∖ ⋃
Kν<|k|Kν+1
Rν+1k , O0 \O∗ =
∞⋃
ν=0
⋃
Kν<|k|Kν+1
Rν+1k .
By Lemma 6.2 and (4.3) we have
∣∣Rν+1k ∣∣ ∣∣Rˆν+1k ∣∣ c
(
γ
|k|τ+1
)1/(n−1)
,
where k ∈ Zn \ {0}, ν = 0,1, . . . , and c is a constant independent of ν. So we have
|G \O∗| = |G∩O∗| =
∣∣∣∣∣G∩
[+∞⋂
ν=0
Oν
]∣∣∣∣∣=
∣∣∣∣∣G∩
+∞⋃
ν=0
Oν
∣∣∣∣∣

+∞∑
ν=0
∑
Kν<|k|Kν+1
∣∣Rν+1k ∣∣ cγ 1/n−1 ∞∑
ν=0
∑
Kν<|k|Kν+1
1
|k|τ+1/n−1 = O
(
γ 1/n−1
)
.
(ii) l < n. Let G¯ = [1,2]n−l , and define
G˜ = G× G¯, O˜∗ =O∗ × G¯,
y˜ = (y, y¯)T, y¯ ∈ G¯, ω˜ν(y˜) = ων(y), ν = 0,1, . . . , y˜ ∈ G˜.
Similar to the argument of above, when ε small, for y ∈ G˜,
rank
{
∂αω˜ν(y˜)
∂y˜α
: |α| n− 1
}
= n, ν = 0,1, . . . .
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|G˜ \ O˜∗| = O
(
γ 1/(n−1)
)
.
By Fubini’s theorem,
|G \O∗| = O
(
γ 1/(n−1)
)
.
(iii) l > n. For all y ∈ G, (4.3) implies that there exist indexes
αi ∈
{
α ∈ Zl+: |α| n− 1
}
, i = 0,1, . . . , n− 1,
and positive integers i1, i2, . . . , in, such that
rank
{
∂α0ων(y)
∂y
α0
i1
, . . . ,
∂αn−1ων(y)
∂y
αn−1
in
}
= n.
Since rank{∂ων(y)/∂y} n, there exist yin+1, . . . , yil satisfying
∂ων(y)
∂yij
/∈
{
∂α0ων(y)
∂y
α0
i1
, . . . ,
∂αn−1ων(y)
∂y
αn−1
in
}
, j = n+ 1, . . . , l.
So if we let ω˜ν(y) = (ων(y), yin+1 , . . . , yil ), ν = 0,1, . . . , then
rank
{
∂αω˜ν(y)
∂yα
: |α| l − 1
}
= l.
Now let
R˜ν+1k =
{
y ∈Oν :
∣∣〈k, ω˜ν(y)〉∣∣ γν|k|τ
}
, k ∈ Zl \ {0}, ν = 0,1, . . . ,
O˜ν+1 = O˜ν
∖ ⋃
Kν<|k|Kν+1
R˜ν+1k , ν = 0,1, . . . , O˜∗ =
⋂
ν0
O˜ν.
Similar to the case (i) we have∣∣G \ O˜∗∣∣= O(γ 1/l−1),
and O˜∗ ⊂O∗. So we have
|G \O∗|
∣∣G \ O˜∗∣∣= O(γ 1/(l−1)).
This completes the proof of the Theorem A. 
5. Examples
Example 5.1. Consider the following generalized Hamiltonian:
(y˙, x˙1, x˙2, z˙+, z˙−)T = I (y)∇
(
1
2
y2 + 〈z+,A(y, x)z−〉+ εP (y, x, z)),
where y ∈ G ⊂ R1,G is a closed interval, x = (x1, x2) ∈ T 2, z = (z+, z−) ∈ R4, ε is a small
parameter, P is a real analytic function. Let
I (y) =
(
E(y) O1
O J
)
,2
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E(y) =
( 0 f1(y) f2(y)
−f1(y) 0 f3(y)
−f2(y) −f3(y) 0
)
, J =
⎛
⎜⎝
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞
⎟⎠ ,
A(y, x) =
(
y2 + 1 x1x2
−x1x2 y2 + 1
)
,
f1(y), f2(y), f3(y) are real analytic functions.
By a simple calculation we know that A(y,x) satisfies the condition (ii) of Theorem A, but if
to make I (y) a structure matrix, then for all f1(y), f2(y), f3(y), we have
rank
{
∂αω(y)
∂yα
: |α| 1
}
 1,
and so the condition (i) of Theorem A is not satisfied. But we can induce an extra parameter
ξ ∈ V ⊂ Rp , where V is a bounded and connected closed set, and replace the condition (i) of
Theorem A with
max
y∈G,ξ∈V rank
{
∂αω(y, ξ)
∂(y, ξ)α
: |α| n− 1
}
 n.
We can get a similar result to Theorem A (see [18]).
Example 5.2. Consider the following generalized Hamiltonian:
(y˙1, y˙2, x˙, z˙+, z˙−)T = I (y)∇
(
1
2
(
y21 + y22
)+ 〈z+,A(y, x)z−〉+ εP (y, x, z)),
where y = (y1, y2) ∈ G ⊂ R2, G is a bounded closed region, x ∈ T 1, z = (z+, z−) ∈ R4, ε is a
small parameter, P is real analytic.
Let
I (y) =
(
E(y) O1
O2 J
)
,
where
E(y) =
( 0 0 β
0 0 −γ
−β γ 0
)
, J =
⎛
⎜⎝
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞
⎟⎠ ,
A(y, x) =
(
y21 + 1 x
−x y22 + 1
)
,
β, γ are constants which are not zero at the same time.
We have: ω(y) = −βy1 + γy2, rank{ω(y), ∂ω(y)/∂y} = 1, and A(y,x) satisfies the condi-
tion (ii) of Theorem A. So by Theorem A we know that when ε is sufficiently small, the majority
1-dimensional invariant tori of the unperturbed system will persist.
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In the following we give several technical lemmas used during the proof of Theorem A.
Lemma 6.1. [13] Consider the equation
Vxω + V (x)Φ(x)+A(x)V (x) = F(x),
where ω = (ω1, . . . ,ωn), x = (x1, . . . , xn), Φ(x) and A(x) are real analytic matrix functions on
Σ : {| Imx| r}. Assume
Re
〈
γ,Φ(x)γ
〉
 μ|γ |2, Re〈γ,A(x)γ 〉 μ|γ |2
hold for all γ ∈ Cl . Then for every real analytic matrix F(x), there exists a unique real analytic
matrix V (x), such that∣∣V (x)∣∣ 2l1/2μ−1∣∣F(x)∣∣.
Lemma 6.2. [31] Let Λ ⊂ Rd , d > 1, be a bounded closed region and suppose g :Λ → Rd
satisfying
rank
{
∂αg
∂λα
: |α| d − 1
}
= d.
Then for a fixed τ > d(d − 1)− 1,∣∣∣∣
{
λ ∈ Λ: ∣∣〈g(λ), k〉∣∣ γ|k|τ
}∣∣∣∣ c(Λ,d, τ )
(
γ
|k|τ+1
)1/d−1
, k ∈ Zd \ {0}, γ > 0.
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