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ABSTRACT 
The Effects of Added Reinforcers on Resistance to Change 
by 
Christopher A. Podlesnik, Master of Arts 
Uta'1 State University, 2005 
Major Professor : Dr. Timothy A. Shahan 
Department: Psychology 
The fundamental unit of behavior, defined by the discriminated operant, can be 
reduced to the three-term contingency , which includes an antecedent stimulus , a 
response, and a reinforcing consequence. Behavioral momentum theory suggests that 
11 
resistance to disruption (i.e., resistance to change) of operant behavior is governed by the 
relation between the antecedent stimulus context and the rate of reinforcement within that 
context (i.e., Pavlovian stimulus-reinforcer relation) . Further, behavior momentum theory 
suggests that resistance to change is independent of the contingency between the response 
and the reinforcer (i.e., operant response-reinforcer relation). Thus, although additional 
response-independent food decreases response rates by greatly degrading the response-
reinforcer relation, resistance to change is increased because the stimulus-reinforcer 
relation is enhanced. Inconsistent with behavioral momentum theory, unsignaled delays 
decrease response rates and resistance to change by slightly degrading the response-
reinforcer relation while maintaining equal stimulus-reinforcer relations. Therefore , it is 
unclear exactly how degrading response-reinforcer relations with response-independent 
11l 
food and delayed reinforcers affects resistance to change because the stimulus-reinforcer 
relations have generally differed across components and studies. Thus, the present 
experiment examined whether differentially degrading response-reinforcer relations 
affects resistance to change while maintaining equal stimulus-reinforcer relations. In the 
present experiment, a three-component multiple schedule with equal rates of immediate 
response-dependent reinforcement (15 per hr) was used with pigeons keypecking for 
food. Equal rates ofresponse-independent food (60 per hr) and 3-s unsignaled delayed 
reinforcers (60 per hr) were added to two different components in baseline. Thus , the 
stimulus-reinforcer relations were equal in the two components with added reinforcers 
and were greater than in the component without added reinforcers . Any differences in 
resistance to change across the components with added reinforcers should reflect only 
differences in the response-reinforcer relations because the stimulus-reinforcer relations 
were equal. Consistent with behavioral-momentum theory, however , resistance to 
presession feeding , response-independent food presented during intercomponent 
intervals , and extinction was greater in the components with added reinforcers. There 
were no differences in resistance to change between the two components with added 
reinforcers. These results replicate the finding that adding response-independent food 
increases resistance to change and extends this finding to the effects of added delayed 
reinforcement. 
(73 pages) 
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INTRODUCTION 
The fundamental unit of operant behavior is the discriminated operant, which is 
defined by the three-term contingency (Skinner, 1938). The three-term contingency 
includes an antecedent stimulus, a response, and a reinforcing consequence. Skinner 
suggested that response rates provided the primary measure of the strength of operant 
behavior. Nevin (1974) noted, however, that it was unclear whether response strength 
differed as a function of high or low response rates produced by different contingencies. 
Nevin suggested that resistance to change provided a better index of response strength by 
examining the persistence of responding under conditions of disruption. Most studies 
have found that responding is more resistant to presession feeding (e.g., Nevin, 1984), 
intercomponent response-independent reinforcement, and extinction ( e.g., Nevin, 1974) 
in components of multiple schedules with higher rates ofreinforcement (see Nevin & 
Grace, 2000, for a review). 
The relation between rate of reinforcement and resistance to change was later 
conceptualized using an analogy to physical momentum (see Nevin, Mandell, & Atak, 
1983). Behavioral momentum theory suggests that two separable aspects of the three-
term contingency independently govern resistance to change and steady-state response 
rates (Nevin & Grace, 2000). The relation between the discriminative-stimulus context 
and the rate of reinforcement (Pavlovian stimulus-reinforcer relation) determines 
resistance to change, whereas the contingency between the response and reinforcement 
( operant response-reinforcer relation) governs steady-state response rates according to the 
relative law of effect (Hermstein, 1970). 
2 
Nevin, Tota, Torquato, and Shull (1990) provided support for the suggestion that 
baseline response rates are determined by the response-reinforcer relation, whereas 
resistance to change is governed independently by the stimulus-reinforcer relation. Nevin 
et al. degraded the response-reinforcer relation while increasing the stimulus-reinforcer 
relation in one component of a multiple schedule. Response rates decreased when either 
response-independent or response-dependent reinforcement for an alternative response 
was added to one component of a multiple schedule compared to the component where 
there was no added reinforcement. Resistance to change, on the other hand , increased in 
the component with added reinforcement. These results suggest that the overall rate of 
reinforcement determines resistance to change and that response-reinforcer contingencies 
have little or no influence on resistance to change. 
Several studies, however, have shown that the response-reinforcer relation may 
play an important role in determining resistance to change. Latta! (1989) and Nevin, 
Grace, Holland, and McLean (2001) found that low-rate responding was more resistant to 
change than high-rate responding in multiple schedules, despite the maintenance of equal 
reinforcer rates across components. Degrading the response-reinforcer relation by 
decreasing response-reinforcer contiguity also has been shown to influence resistance to 
change. Unsignaled delayed reinforcement decreases both steady-state response rates and 
resistance to change compared to equal rates of immediate reinforcement (Bell, 1999; 
Grace, Schwendiman, & Nevin, 1998). Thus, counter to behavioral momentum theory, 
the effects of differential response rates and delayed reinforcement suggest that the 
response-reinforcer relation can affect resistance to change. 
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Adding response-independent reinforcement (Nevin et al., 1990) or delaying 
reinforcement (Bell, 1999; Grace et al., 1998) degrades response-reinforcer relations. 
Delayed reinforcement decreases response-reinforcer contiguity, whereas response-
independent food removes the dependency between responding and reinforcement. These 
manipulations , however , have not been equally compared in tests of resistance to change . 
In one component , Nevin et al. greatly enhanced the stimulus-reinforcer relation while 
greatly degrading the response-reinforcer relation by adding response-independent food . 
On the other hand , Bell and Grace et al. maintained equal stimulus-reinforcer relations in 
both components while only slightly degrading the response-reinforcer relation in one 
component by delaying reinforcer presentation in that component. Therefore, from these 
studies it is unclear exactly how degrading the response-reinforcer relation affects 
resistance to change because the stimulus-reinforcer relations differed across components 
and across studies . To determine whether differentially degrading the response-reinforcer 
relation affects resistance change with response-independent food and delayed 
reinforcement , the stimulus-reinforcer relations must be equal across components . 
The present study added equal rates of response-independent food and response-
dependent unsignaled delayed reinforcers to two different components of a multiple 
schedule with equal rates of immediate response-dependent reinforcement. Because the 
stimulus-reinforcer relations were equal across these two components, differences in 
resistance to change should reflect only the differences in the response-reinforcer 
relations for the added response-independent and delayed reinforcers. 
4 
PREVIOUS WORK-LITERATURE REVIEW 
Operant behavior increases or decreases in rate and/or strength as a function of its 
consequences and roughly corresponds to what is often called voluntary behavior. The 
fundamental unit of operant behavior is the discriminated operant, which is defined by 
the three-term contingency (Skinner, 1938). The three-term contingency is a description 
of the antecedent stimulus, the response, and the: consequence that functions to maintain 
the response (i.e., reinforcer). The antecedent stimulus is generally referred to as the 
discriminative stimulus, or sD, which is defined as a stimulus that has been present when 
a response has led to reinforcement and has been absent when the response has not led to 
reinforcement (Michael, 1980). Because of this behavioral history, the probability of a 
response increases when the s0 is present. 
Response Strength 
Skinner (1938) suggested that the primary measure of the strength of operant 
behavior was response rate in the presence of an s0 . Thus, a response that occurs at a 
high rate would be of greater strength than a response that occurs at a low rate. Nevin 
( 197 4) questioned this notion of response strength because response rate is itself a 
conditionable dimension of behavior. For instance, variable-ratio (VR) schedules produce 
high steady response rates and differential-reinforcement-of-low-rate (DRL) schedules 
produces low steady response rates. Although VR responding occurs at a higher rate, it is 
unclear whether VR responding is stronger than DRL responding. Performance on both 
schedules is the final product of contingencies and, therefore, may be of equal strength . 
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Nevin suggested that a better index of response strength was the persistence of 
responding under conditions of disruption. This index of response strength was called 
resistance to change. 
Resistance to change is measured by the change in response rates in the presence 
of a disrupting variable relative to predisruption response rates. Most of the studies 
examining resistance to change have used multiple schedules of reinforcement. Multiple 
schedules consist of two or more schedules of reinforcement presented in alternation with 
different discriminative stimuli signaling each schedule component (Ferster & Skinner, 
1957). Multiple schedules allow variations in experimental parameters to be uniformly 
introduced with respect to responding in two separate contexts. Each component 
alternates successively and is separated by an intercomponent interval (ICI) that functions 
to decrease the interaction between the two component schedules. Resistance to change 
examines response strength as a measure of response persistence in the presence of a 
disrupter in one component relative to the persistence in another component. Thus, when 
comparing response rates during disruption across two components, resistance to change 
is greater in the component in which response rates decrease less relative to baseline 
response rates than in the component in which response rates decrease more relative to 
baseline. 
Nevin (1974) examined resistance to change using pigeons responding in a two-
component multiple schedule of reinforcement. A multiple variable-interval (VI) 60-s VI 
180-s schedule of reinforcement was used as the baseline schedule of reinforcement. 
With VI schedules, reinforcers are programmed according to a varied series of intervals 
of a certain mean and reinforcers are obtained following the first response after an 
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interval has ended (Ferster & Skinner, 1957). Once response rates reached stability, 
responding was disrupted by introducing response-independent food presentations during 
the ICI. Response rates in both components decreased as the amount of response-
independent food increased. Further, response rates decreased less relative to baseline in 
the VI 60-s (60 reinforcers per hr) component than did response rates in the VI 180-s (20 
reinforcers per hr) component. Thus, responding persisted more in the presence of the 
stimulus associated with the higher rate of reinforcement than in the presence of the 
stimulus associated with the lower rate of reinforcement. These differences in resistance 
to change as a function of reinforcement rate have also been found using other disrupters 
such as extinction and satiation by feeding the subject before the experimental session 
(hereafter presession feeding; e.g., Carlton , 1961; Nevin et al., 1990; Shahan, Magee , & 
Dobberstein, 2003). Nevin also found that resistance to change was greater with larger 
magnitudes of reinforcement and when reinforcement immediacy (inverse of delay to 
reinforcement) was greater. Nevin concluded that resistance to change is a function of a 
common variable called the strength of a discriminated operant. 
Other studies using multiple schedules support the finding that resistance to 
change is a function of the reinforcement rate within each component (e.g., Nevin et al., 
1983, 1990). This general finding suggests that resistance to change is determined by the 
relation between the stimulus associated with each component of a multiple schedule and 
the rate of reinforcement presented in the presence of that stimulus. The relation between 
rate of reinforcement and resistance to change was later conceptualized using an analogy 
to physical momentum (Nevin et al., 1983; see Nevin, 1992; Nevin & Grace, 2000, for 
reviews). 
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Behavioral momentum theory suggests that response rate in the presence of an s0 
is analogous to the velocity of a physical body in motion, whereas resistance to change is 
analogous to the mass of a physical body (Nevin, 1992; Nevin & Grace, 2000; Nevin et 
al., 1983). The velocity of an object with greater mass is perturbed less than an object 
with less mass when external forces of equal amounts contact each object. Similarly, 
behavior maintained by a higher rate of reinforcement persists more than a behavior 
maintained by a lower rate of reinforcement when a disrupter is introduced. Nevin and 
Grace suggest that the discriminated operant has two separable aspects that govern 
behavioral momentum: (a) the relation between the S0 and the reinforcing consequence 
(stimulus-reinforcer relation) and, (b) the relation between the behavior and the 
reinforcing consequence (response-reinforcer relation; Nevin & Grace, 2000). According 
to behavioral momentum theory, resistance to change is functionally independent of 
response rates in unchanging conditions. 
The response-reinforcer relation has been shown to govern steady-state 
responding as described by the relative law of effect (Hermstein, 1970), 
B = krl(r + ro) (1) 
where B is the rate of a target behavior, k is a free parameter describing the asymptotic 
response rate as reinforcer rate approaches infinity, r is the reinforcement rate for the 
target behavior, and ro is a free parameter describing the rate of all unspecified 
extraneous reinforcement. As r increases, B increases toward the asymptotic performance 
level designated by k. As r decreases, B moves further away from k. Further, increases in 
r0 produce decreases in Band decreases in ro produce increases in B. The relative law of 
effect describes the relation between response rates as a function of reinforcement rates 
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on interval schedules and has extensive generality (see Williams, 1988, for a review). 
Nevin and Grace (2000), however, claim that, unlike behavioral momentum theory, the 
relative law of effect is unable to address the effects of a reinforcement history on the 
persistence of responding because it only describes steady-state response rates. 
Behavioral momentum theory accounts for the effects of different reinforcement histories 
by examining relative changes in response rate across multiple-schedule components 
during conditions of disruption. 
Stimulus-Reinforcer Relations 
Nevin et al. (1990) examined the effects of both the stimulus-reinforcer relation 
and response-reinforcer relation on resistance to change in two experiments using 
pigeons. In Experiment 1, a multiple VI 60-s VI 60-s schedule was used. In one 
component , an additional 120 or 360 reinforcers per hr were presented response 
independently on variable-time (VT) schedules of reinforcement. The additional VT 
schedule decreased response rates by degrading the response-reinforcer relation (by 
increasing r0 in Equation I) . The added schedule also enhanced the stimulus-reinforcer 
relation by increasing the overall reinforcement rate in the component. Although steady-
state response rates were lower in the component with added VT reinforcement , 
resistance to change with presession feeding and extinction was also greater in the 
component with the added VT reinforcement. 
Experiment 2 also presented additional reinforcement; however, the added 
reinforcement was presented dependent on an alternative response in one component of a 
three-component multiple concurrent schedule. In each component, two schedules were 
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arranged independently and each key was associated with an independent schedule of 
reinforcement on the left and right keys. The right keys were the target response in each 
component. In one component, reinforcers were presented on VI schedules at 45 and 15 
reinforcers per hr, another component presented 0 and 15 per hr, and a third component 
presented 0 and 60 per hr, on the left and right keys, respectively. Thus, in the first and 
third components, 60 reinforcers were presented per hr. In the second component, only 15 
reinforcers were presented per hr. Conversely , 25% of the reinforcers were presented on 
the right key in the first component with 45 (left key) and 15 (right key) reinforcers per 
hr, whereas 100% of reinforcers were presented on the right key in the other two 
components. Response rates on the right key were greatest in the component with 60 
reinforcers per hr on the right key followed by the component with 15 per hr on the right 
key only. The component with 45 (left key) and 15 (right key) per hr had the lowest right-
key response rates . Resistance to change of responding to the right key under conditions 
of satiation , presession feeding, and extinction, however, was equal in the components 
with 60 reinforcers per hr on the right key and 15 and 45 reinforcers per hr on the right 
and left keys, respectively. Responding on the right key in both of these components was 
more resistant to change than in the component with only 15 reinforcers per hr. 
Therefore, the overall rate of reinforcement within the context determined resistance to 
change, regardless of whether the reinforcers were contingent on the target response 
(right-key peck) or not. 
The results of Nevin et al. (1990) demonstrate that resistance to change is greater 
when the stimulus-reinforcer relation is improved by providing additional reinforcement 
in the context. Further, this effect was present whether the additional reinforcement was 
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provided independently of the target response (Experiment 1) or contingent on another 
response (Experiment 2). These results have been replicated using other species. For 
example, Harper (1999) used rats leverpressing for food with drugs as disrupters. Grimes 
and Shull (2001) used rats leverpressing for food with response-independent sweetened-
condensed milk added to one component and found that resistance to change increased 
with qualitatively different response-dependent and response-independent reinforcers . 
Similarly , Shahan and Burke (2004) decreased leverpressing in rats responding for 
alcohol but increased resistance to extinction by adding response-independent food 
presentations. Mauro and Mace (1996) found decreased leverpressing and greater 
resistance to change with rats when responding on an alternative lever was reinforced. 
Mace et al. (1990, Experiment 2) found that rates of sorting different colored socks 
decreased and resistance to change increased with added response-independent 
reinforcers in two adult males with mental retardation. Cohen (1996) found that added 
response-independent points decreased response rates and increased resistance to change 
with college students engaged in a typing task. These results demonstrate that the effects 
of the stimulus-reinforcer relation on resistance to change can be generalized across 
several species and reinforcers . 
Nevin (1984) and Nevin , Smith , and Roberts (1987) obtained similar results using 
what they referred to as serial schedules . Serial schedules are similar to multiple 
schedules; however, at least two successive schedules signaled by different stimuli are 
arranged within a single component of a multiple schedule. When reinforcement rate was 
the same in each initial schedule of the multiple-schedule components , response rates 
were lower in the component in which the following schedule signaled a higher 
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reinforcement rate. Conversely, resistance to change was greater in the initial components 
followed by a higher reinforcement rate. Therefore, the overall context of reinforcement, 
which included both the initial and the following schedules within each component, 
determined differences in resistance to change. Also, these differences in resistance to 
change occurred regardless of whether access to the following component was dependent 
on responding or not. These findings are consistent with Nevin et al. (1990), suggesting 
that resistance to change is independent of the response-reinforcer relation and is 
dependent on the overall context of reinforcement (i.e., the stimulus-reinforcer relation). 
In each of the studies reviewed , resistance to change has been greater when the 
overall context of reinforcement is greater , regardless of response rates. These findings 
suggest that the overall rate of reinforcement within a context, the Pavlovian stimulus-
reinforcer relation, is the primary determinant of resistance to change . The operant 
response-reinforcer relation (i.e. , the contingency of reinforcement) had little or no 
influence on resistance to change in these studies. Nevin (1992) claimed "response rate 
and resistance to change are empirically as well as conceptually independent" (p. 302). 
The results of Nevin et al. (1990, Experiment 1) especially appear to challenge the role of 
the response-reinforcer relation in resistance to change because response-independent 
reinforcement weakened the response-reinforcer relation by degrading the dependency 
between the target response and the reinforcer. 
This conception of response strength as a function of the rate of reinforcement 
within a stimulus context is counter to the previously accepted notion of response 
strength. Previously, differences in response rates had been the index ofresponse strength 
(e.g., Skinner, 1938). Recent experiments examining resistance to change with added 
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response-independent reinforcers, however, suggest that response rate may not be a valid 
index of response strength. Although response rates decrease with added reinforcers, 
resistance to change is relatively greater in those contexts. Unfortunately, behavior-
modification techniques have frequently utilized response-independent consequences and 
added reinforcers for alternative behavior to decrease problematic behavior (see 
McDowell, 1988, for a review). For instance, McDowell (1982) reported that providing 
token reinforcement for alternative behavior (ro in Equation 1) decreased oppositional 
behavior (B) in an adult with a developmental disability. According to behavioral 
momentum, providing additional reinforcement decreases response rates; however, the 
persistence of responding is likely to increase under such circumstances. Thus, behavioral 
momentum may have broad significance in regards to treatment techniques in applied 
fields (Nevin, 1996; Nevin & Grace, 2000) . For instance, Ahearn, Clark, Gardenier, 
Chung, and Dube (2003) decreased rates of stereotypical behavior in individuals with 
autism using response-independent access to preferred stimuli. When responding was 
disrupted using access to an additional preferred item, responding persisted more in 
periods with added response-independent access to preferred stimuli compared to 
responding during periods without the added preferred stimuli. These results suggest that 
applied workers should be cautious when using response-independent reinforcers to 
decrease problematic behavior. 
Response-Reinforcer Relations 
Contrary to the suggestion that the stimulus-reinforcer relation alone determines 
resistance to change, several studies have shown that the response-reinforcer relation 
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does play an important role in determining resistance to change (Bell, 1999; Grace et al., 
1998; Lattal, 1989; Lattal, Reilly, & Kohn, 1998; Nevin, 1974, Experiment 4; Nevin et 
al., 2001). Lattal and Nevin et al. used pigeons to examine resistance to change with 
schedules that maintained equal reinforcer rates while varying the response-reinforcer 
relation to produce different response rates. Lattal used different pacing schedules 
whereas Nevin et al. used interval versus ratio schedules. In both studies, responding was 
more resistant to change when contingencies produced low response rates than when 
contingencies produced high response rates. Similarly, Lattal et al. found that 
progressive-ratio schedules and a yoked interval schedule produced similar overall 
response rates; however, responding persisted more in the presence of the yoked-interval 
schedule. These findings suggest that schedules that produce lower response rates such as 
interval and DRL schedules yield behavior that is more resistant to change (but see Fath, 
Fields, Mallott, & Grossett, 1983). Although the response-reinforcer relation can affect 
resistance to change, the mechanisms underlying the role of the response-reinforcer 
relation in determining resistance to change are not clear . 
Studies using delayed reinforcement provide additional evidence of the influence 
of the response-reinforcer relation on resistance to change when equal stimulus-reinforcer 
relations are arranged (Bell, 1999; Grace et al., 1998). Delayed reinforcement functions 
to decrease response-reinforcer contiguity because a delay occurs between the response 
that fulfills the reinforcement-schedule requirement and the delivery of the reinforcer 
( e.g., Gleeson & Lattal, 1987). Delays can be either signaled or unsignaled ( e.g., Schaal 
& Branch, 1988). With unsignaled delays, the response that produces the reinforcer starts 
a delay to the reinforcer presentation that is not accompanied by any environmental 
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changes. With signaled delays , on the other hand, an environmental change ( e.g., key-
light change, blackout) is present between the response that begins the delay and the 
reinforcer presentation. Schaal and Branch showed that signaled delays maintained 
response rates at levels similar to immediate reinforcement up to delays of 27 s, whereas 
unsignaled delays of only 1 s dramatically decreased response rates compared to those 
obtained with immediate reinforcement. 
Unsignaled delays degrade the response-reinforcer relation by reducing the 
contiguity between the target response and the delivery of the reinforcer (Catania & 
Keller , 1981; Gleeson & Lattal , 1987; Sizemore & Latta!, 1977, 1978; Williams , 1976; 
see Schneider , 1990, for a review) . With immediate reinforcement, the reinforcer 
presentation is always immediately contiguous with a defined response. Conversely, with 
nonresetting unsignaled delayed reinforcement , some reinforcers may occur contiguous 
with a response ; however , most are separated in time from a response . The separations 
between the response and reinforcer cannot exceed the duration of the scheduled delay. 
Obtained delays, which are the times between a response and the delivery of the 
reinforcer , directly measure reductions in response-reinforcer contiguity. Across subjects, 
greater obtained delays have been correlated with lower response rates (Gleeson & Latta!, 
1987). These co1Telations suggest that degradations in the response-reinforcer contiguity 
have a negative effect on steady-state response rates. 
As conceptualized by behavioral momentum theory, resistance to change of 
responding maintained by delayed and immediate reinforcement should be similar when 
reinforcement rates are equal (Nevin , 1992). Nevin (1974) examined the effects of 
signaled delayed reinforcement on resistance to change using pigeons. A two-component 
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multiple schedule was used with a VI 60-s schedule in each component. In both 
components, a signaled delay to reinforcement was presented following the first peck 
after the reinforcer was available. Delays were signaled by turning off the key light and 
houselight for the duration of the delay until the reinforcer was presented. Delay values 
always totaled 10 sand ranged from 0.4 sand 9.6 sin the two components to 5 sand 5 s 
in the two components. Response rates across all delay values were generally equal. 
Resistance to change , however, was greater in the components with the shorter delay. 
These differences in resistance to change suggest that degrading the response-reinforcer 
relation using signaled delays can affect resistance to change while not systematically 
affecting baseline response rates . Unfortunately , reinforcement rates were not controlled 
across components and, therefore, reinforcement rates decreased slightly in the 
components with the longer delays. Nevertheless, Nevin attributed the greater resistance 
to change obtained with shorter delays to greater response strength of the discriminated 
operant. These findings are counter to behavioral momentum theory, as subsequently 
developed (see Nevin et al., 1983). Behavioral momentum theory states that resistance to 
change is governed by the stimulus-reinforcer relation. Thus, early evidence suggested 
that resistance to change is not independent from the response-reinforcer relation as 
behavioral momentum theory describes . 
Similarly, when reinforcement rates are controlled, responding maintained by 
unsignaled delayed reinforcement should be as resistant to change as responding 
maintained by immediate reinforcement. Unsignaled-delayed reinforcement, however, 
produces responding that is less resistant to change than responding maintained by 
immediate reinforcement (Bell, 1999; Grace et al., 1998). Differences in resistance to 
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change between immediate and unsignaled-delayed reinforcement suggest that the 
degradations in the response-reinforcer relation associated with delayed reinforcement 
decrease resistance to change independently of the stimulus-reinforcer relation. 
Grace et al. (1998) examined the effects of immediate and unsignaled delayed 
reinforcement on resistance to change using a two-component multiple schedule of 
reinforcement. In one component, responding was reinforced immediately according to a 
VI 40-s schedule and, in the other component, responding was reinforced according to a 
VI 37-s schedule with a 3-s unsignaled delay to reinforcement. The stimulus-reinforcer 
relations were equal across components because reinforcers were scheduled at the same 
rate on average in both components. Baseline response rates were lower for all four 
pigeons in the delay component. Response rates ranged from 11 - 63% ofresponse rates 
in the immediate-reinforcement component across subjects. When disrupted with 
prefeeding and extinction, response rates for 3 out of 4 birds decreased more relative to 
baseline in the delay component than in the immediate component. Thus , degrading the 
response-reinforcer relation affected resistance to change independently of the stimulus-
reinforcer relation. 
In another study that examined the effects of delayed reinforcement on resistance 
to change, Bell (1999) used a three-component multiple schedule to examine the effects 
of immediate reinforcement, signaled-, and unsignaled-delayed reinforcement. 
Components alternated randomly and were separated by an ICI. Half of the pigeons were 
presented with 3-s unsignaled and signaled delayed reinforcement and the other half 
received 8-s unsignaled and signaled delays. A change in keylight color signaled the 
duration of the delay to reinforcement in the signaled-delay component. The VI values 
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were adjusted for both delay components to equate reinforcer rates with the immediate 
component. Although response-reinforcer contiguity was degraded in both the signaled-
and unsignaled-delayed reinforcement components, both signaled-delay and immediate 
baseline response rates were greater than unsignaled-delay response rates . On average, 
disruption using prefeeding, ICI food, and extinction was greatest in the unsignaled-delay 
component. Differences in resistance to change between responding in the immediate and 
signaled-delay components were inconsistent. On the other hand , the overall greater 
disruption of responding in the unsignaled-delayed component than in the immediate 
component demonstrates that degradations in the response-reinforcer relation can affect 
resistance to change. Further, these differences in resistance to change occurred 
independent of changes in the stimulus-reinforcer relation. 
In summary , the effects of differential response rates ( e.g., Latta!, 1989; Nevin et 
al., 2001) and delayed reinforcement (e.g. , Bell, 1999; Grace et al. , 1998) on resistance to 
change suggest that behavioral momentum theory does not account for all variables that 
can affect resistance to change. These findings are counter to the assumption of 
behavioral momentum theory that resistance to change is solely determined by the 
stimulus-reinforcer relation. 
Delayed Versus Response-Independent Reinforcement 
Nevin et al. (1990) showed that added response-independent food decreased 
baseline response rates while also increasing resistance to change. These findings 
strongly support a stimulus-reinforcer account of resistance to change because the added 
response-independent food greatly degraded the response-reinforcer relation. 
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Nonetheless, the added food also greatly enhanced the stimulus-reinforcer relation. These 
effects of adding response-independent food, however, are difficult to reconcile with the 
effects of delayed reinforcement on resistance to change (see Williams & Bell, 2000). 
Delayed reinforcement produces only minor degradations in the response-reinforcer 
relation compared to the degradation of this relation produced by response-independent 
reinforcement (Catania & Keller, 1981; Gleeson & Lattal, 1987; Sizemore & Lattal, 
1977; Williams , 1976). As previously mentioned , delayed reinforcement functions to 
increase the overall time between a response and reinforcer compared to immediate 
reinforcement. Response-independent food, on the other hand, eliminates the dependency 
between the response and reinforcer. With delayed reinforcement , the time between the 
response and reinforcer is necessarily bounded by the scheduled delay. Theoretically , 
with response-independent food, these durations between the response and the delivery of 
the reinforcer could be infinite. Thus, both response-independent food and delayed 
reinforcement degrade the response-reinforcer relation by decreasing response-reinforcer 
contiguity . Response-independent food, however , also removes the dependency between 
responding and food. 
The differential degradation of the response-reinforcer relation of Nevin et al. 
(1990) and those of Bell ( 1999) and Grace et al. (1998), however, have not been equally 
compared in tests of resistance to change. The added response-independent VT food in 
Nevin et al. may have functioned to increase the stimulus-reinforcer relation to a greater 
extent than degrading the response-reinforcer relation. In Bell and Grace et al., the 
stimulus-reinforcer relations were equal across the two components. Because the 
delayed-reinforcement did not enhance the stimulus-reinforcer relation in that component 
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but only degraded the response-reinforcer relation, the effects of the degradation in the 
response-reinforcer relation were isolated and had clear effects on resistance to change. 
To examine the different effects of degrading response-reinforcer relations with 
response-independent food and delayed reinforcement on resistance to change, the 
stimulus-reinforcer relations must be equal across the components. Therefore, equal rates 
of unsignaled delayed reinforcers and response-independent food presentations must be 
presented in two different components of a multiple schedule. Because responding is 
generally eliminated when only response-independent food is presented ( e.g., Gleeson & 
Lattal, 1987), a proportion of response-independent food would have to be added to a 
schedule of immediate reinforcement. Thus, equal rates of response-independent food 
and unsignaled-delayed reinforcers could be added to schedules of immediate 
reinforcement in two components of a multiple schedule. The stimulus reinforcer 
relations would be equal across components while differentially degrading the response-
reinforcer relations. Any differences in resistance to change would reflect only the 
differences in the response-reinforcer relation. Resistance to change of responding in the 
components with added reinforcers could also be compared to a component with only 
immediate reinforcement and no added reinforcement. The results of Nevin et al. (1990) 
would be replicated with added response-independent food and extended to responding in 
a component with added delayed reinforcers. 
Statement of the Problem 
The study of different manipulations of the response-reinforcer relation has lead 
to discrepant results within the resistance to change literature. Nevin et al. (1990) found 
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that enhancing the stimulus-reinforcer relation by adding response-independent food had 
only strengthening effects on resistance to change. The added response-independent food 
simultaneously degraded the response-reinforcer relation. Bell (1999) and Grace et al. 
(1998) found that degrading the response-reinforcer relation through delayed 
reinforcement had only negative effects on resistance to change when the stimulus-
reinforcer relation remained unchanged. To compare the effects of differentially 
degrading the response-reinforcer relations with response-independent food and delayed 
reinforcement, the stimulus-reinforcer relations must be equal. With equal stimulus-
reinforcer relations, any differences in resistance to change should reflect only 
differences in the response-reinforcer relations. By assessing these different methods of 
degrading the response-reinforcer relation with equal stimulus-reinforcer relations, a 
more specific role of the response-reinforcer relation in resistance to change can be 
examined. 
The present experiment directly examined these different manipulations with a 
three-component multiple schedule. In one component, response-independent food was 
added to an immediate schedule of reinforcement. In another component, response-
dependent unsignaled delayed reinforcers were added to an immediate schedule of 
reinforcement. These schedules also were compared to a component presenting 
immediate reinforcers and no added reinforcers. The comparison between the component 
with added response-independent food and the component with only immediate 
reinforcers replicated the procedures used in Nevin et al. (1990, Experiment I). In 
addition, the results of Nevin et al. were extended with the comparison between the 
component with added delayed reinforcers and the component with only immediate 
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reinforcers. Finally, the two components with added reinforcers were compared to 
examine the effects of adding equal rates of reinforcement (i.e., equal stimulus-reinforcer 
relations) in two components while differentially degrading the response-reinforcer 
relation. Overall, these procedures were designed to assess how differences in stimulus-
reinforcer relations and differences in response-reinforcer relations affect resistance to 
change of operant behavior. 
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METHOD 
Design 
The present experiment used a small-N "single-subject" design in which each 
animal experienced all the experimental conditions (Sidman, 1960). In these designs , 
each animal's responding in one condition serves as the control for its responding under 
other conditions. With this design, large quantities of data can be obtained using a 
relatively small number of subjects. Each condition was run for extended periods of time 
to minimize the number of subjects per experiment and intersubject variability. 
Judgments about stability of performance were made using visual inspection of 
individual subject data (Sidman, 1960). These procedures are standard in research on 
operant behavior and resistance to change. 
Subjects 
The subjects were 4 homing pigeons maintained at approximately 80% of their 
free-feeding weights(+ /- 15 g) by postsession supplemental feeding of pigeon chow as 
necessary. Pigeons 234, 284, 236, and 237 weighed approximately 401 g, 362 g, 398 g, 
and 360 g, respectively. The pigeons had experience with multiple schedules of 
reinforcement similar to those used in the present experiment. Pigeons were housed in 
individual cages in a temperature-controlled room with a 12: 12 hr light/dark cycle with 
lights on at 7 :00 a.m. All pigeons had free access to water in their home cages. 
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Apparatus 
The experiment was conducted in four BRS/L VE pigeon chambers constructed 
from painted metal with aluminum front panels. Each chamber measured 35 cm long, 
35.8 cm high, and 30.7 cm wide. Three translucent plastic response keys were 2.6 cm in 
diameter and were located on the front panel 24 cm above the floor and required a force 
of approximately 0.1 N to operate. The center key was illuminated red, gree::n, or blue. 
Response feedback was provided by turning off the houselight for 0.01 s during each 
response to a lighted key. Reinforcement presentations consisted of 2-s access to pigeon 
checkers from a hopper located on the midline of the work panel located with its center 
10 cm from the floor. When raised, the hopper was accessible through a 5 cm wide by 5.5 
cm tall aperture illuminated by a 28-V DC bulb. All other illumination was extinguished 
while the hopper was operated. A shielded 28-V DC bulb mounted 4.4 cm above the 
center key provided general illumination . White noise and a ventilation fan masked 
extraneous sounds. Control of experimental events and data recording were conducted by 
a microcomputer using Med Associates® interfacing and software located in an adjacent 
room. 
Procedure 
Baseline 
A multiple schedule presented equal rates of immediate response-dependent 
reinforcers in three separate components. In one component, response-independent food 
was added. In another component , response-dependent delayed reinforcers were added. 
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Specifically, a three-component multiple schedule with VI schedules in each 
component was used. Each VI schedule was comprised of 13 intervals (Fleschler & 
Hoffman, 1962) selected without replacement until all intervals were used. Each 
component was presented 14 times per session. Components were signaled by a red, 
green, or blue keylight. Each component had an equal probability of beginning each 
session and the components alternated randomly throughout the session. No component 
occurred more than twice in a row. Each component lasted 1 min including reinforcer 
time and a 20-s ICI separated components. During the ICI, the houselight was off and the 
keylight dark. 
The component signaled by the red key presented 15 reinforcers per hr (i.e., VI 
240-s schedule) with all reinforcers presented response dependently and immediately 
following a response (hereafter VI component). In the component signaled by the green 
key, a total of75 reinforcers per hr (i.e., VI 48-s schedule) were presented withp = .8 that 
the reinforcer was presented response independently. Thus, approximately 15 reinforcers 
per hr were presented immediately following a response and approximately 60 per hr 
were presented response independently (hereafter VI-FREE component). Another 
component signaled by the blue key presented 75 reinforcers per hr withp = .8 that 
reinforcement followed a 3-s unsignaled nonresetting delay (hereafter VI-DELAY 
component). Therefore, approximately 15 reinforcers per hr were presented immediately 
and approximately 60 per hr (i.e., VI 45.6-s schedule) were presented after a 3-s delay. 
The schedule ofreinforcement was a VI 45.6-s schedule because 0.8 of the reinforcers 
were presented after a 3-s delay and 0.2 were presented immediately. Thus, 0.8 of 3 s (the 
delay value) is 2.4 s, which was subtracted from a VI 48-s schedule to obtain 45.6 s. This 
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arrangement functioned to equate reinforcement rates between the response-independent 
and the delay components. 
The response-dependent reinforcers and the added reinf orcers were presented 
according to the same interval progression in the VI-FREE and VI-DELAY components. 
Therefore, if a response-dependent reinforcer was set up, the interval for the next 
reinforcer would not begin timing until the previous reinforcer was earned. As a result, 
the start of the next interval could be postponed for a response-independent or delayed 
reinforcer, depending on the component. The added reinforcers were scheduled as part of 
the same interval progression to preclude any problems with the order of reinforcer 
presentations in the VI-DELAY component if the immediate and delayed reinforcers 
were scheduled independently. For instance, if a response began the delay to a reinforcer 
and an immediate reinforcer was available, another response could have produced one of 
three possibilities. First, both the delayed and immediate reinforcers could be presented. 
Second, the immediate reinforcer could have been presented and the delayed reinforcer 
be canceled. Third, the delayed reinforcer could have been presented after the delay and 
the immediate reinforcer could be canceled. By scheduling both types of reinforcers 
according to the same interval progression, such problems were prevented because only 
one reinforcer could become available at a time. 
Baseline was used to compare the effects of various disrupters on stable response 
rates. Throughout the experiment, sessions occurred 7 days per week at approximately 
the same time. Once the stability criterion was reached, disruption tests began. Table 1 
presents the scheduled and obtained number of reinforcers per hr averaged over the final 
6 baseline sessions prior to disruption. Reinforcer rates also are presented separately for 
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Table 1 
Scheduled and Obtained Reinforcers Per Hour 
VI VI-FREE VI-DELAY 
Subject Condition VI VI Free VI 3-s delay 
BL 15 15 60 15 60 
234 PF 7.5% BL 12.24 16.58 53.29 14.81 56.24 
PF 5%BL 15.88 15.16 55.44 17.04 50.97 
VT 15-s BL 15.88 18.05 53.38 19.31 55.00 
VT 5-s BL 12.25 15.86 56.87 12.61 57.04 
EXT BL 14.46 14.43 58.31 9.60 54.65 
284 PF 7.5% BL 18.06 17. 18 62.67 11.11 59.97 
PF 5%BL 15.14 18.55 51.94 20.06 56.38 
VT 15-s BL 18.05 14.12 61.01 15.56 54.03 
VT 5-s BL 15.87 17.09 59.55 18.55 54.95 
EXT BL 13.69 14.12 61.05 11.13 62.37 
236 PF 5%BL 15.16 14.13 61.00 14.07 58.57 
PF 7.5% BL 10.08 17.08 54.92 14.05 53.96 
VT 15-s BL 20.28 14.82 53.34 20.02 54.89 
VT 5-s BL 15.15 23.85 56.70 16.32 57.11 
EXT BL 12.25 11.90 61.70 15.59 59.30 
237 PF 7.5% BL 13.67 19.33 51.98 54.06 81.92 
PF 5% BL 14.45 13.38 61.01 57.09 53.75 
VT 5-s BL 15.16 10.42 64.75 56.85 42.36 
VT 15-s BL 16.59 14.10 57.12 11.12 60.73 
EXT BL 12.27 16.34 56.47 10.38 59.25 
Note. The top line shows scheduled reinforcers per hr across each component. Below 
shows obtained reinforcers per hr averaged across the final 6 sessions of baseline prior to 
disruption for the VI, VI-FREE, and VI-DELAY components. Baselines (BL) are 
indicated by the following disrupter [presession feeding (PF), ICI VT food (VT), and 
extinction (EXT)] . Reinforcement rates are presented separately for immediate and added 
reinforcers in the VI-FREE and VI-DELAY components . 
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response-dependent and added reinforcers in the components with added reinforcers. 
Baseline conditions remained in effect until responses per min in all three components 
were stable with no consistent increasing or decreasing trends based on visual inspection. 
Following stability, disrupters were presented to examine changes in steady-state 
response rates ( cf. Nevin , 197 4 ). Disrupters used in the present study were presession 
feeding, response-independent ICI food, and extinction, in that order. 
Presession Feeding 
Following stability , each subject was prefed in the home cage 1 hr prior to the 
experimental session. In a counterbalanced order , the pigeons were fed 5% and 7.5% of 
their 80% free-feeding weights (cf. Nevin, 1984) for 5 consecutive sessions with each 
amount. Between 5-session blocks of presession feeding, baseline was reinstated for a 
minimum of six sessions and until responding stabilized in all three components. 
JC! Food 
Once responding reached stability in baseline following presession feeding , each 
subject received response-independent food during the ICI. In a counterbalanced order, a 
VT 15-s and a VT 5-s schedule of reinforcement were presented during the ICI for 5 
consecutive sessions at each amount (cf. Bell , 1999). Between blocks oflCI-food 
sessions, baseline was reinstated for a minimum of 6 sessions and until responding 
stabilized in all three components. 
Extinction 
Once responding reached stability in baseline following ICI food, each subject 
received 5 sessions of extinction in which component stimuli were maintained and no 
reinforcers were presented in any of the components (cf. Nevin, 1974). 
Dependent Measures 
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Average response rates from the last 6 sessions of baseline prior to each 
disruption condition and from each disruption session were used in the following 
analyses. Response rates were calculated as responses per min and were recorded 
individually for the three components across all sessions of baseline and disruption. 
Reinforcer time was excluded from all calculations. The measure used to assess 
resistance to change was response rates as a proportion of baseline. Proportion of baseline 
was calculated by dividing response rates in individual sessions of disruption by average 
baseline response rates prior to the disrupter. Relatively smaller decreases in response 
rates from average baseline response rates indicate greater resistance to change (i.e., 
greater strength). Such differences in response rates as a proportion of baseline allow 
comparisons of resistance to change across the three components. 
Median obtained delays in baseline were calculated in the VI-FREE and VI-
DELAY components over the 6 sessions of baseline prior to each disrupter. Obtained 
delays are the actual durations between a response and the delivery of the reinforcer. In 
the VI-DELAY component, each obtained delay was a maximum of 3 s (i.e., length of 
the delay) . In the VI-FREE component , response-independent food could be presented 
following a component change or previous reinforcer. Although no responding occurred 
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during these intervals, obtained delays were calculated from the previous component 
change or reinforcer ( cf. Gleeson & Lattal, 1987). A secondary analysis excluding the 
obtained-delay intervals with no responses produced similar conclusions to the analysis 
with those obtained-delay intervals included . The percentage of response-independent 
food presentations without a preceeding response within the total number of food 
presentations was calculated for the 6 successive sessions of baseline prior to disruption 
for each pigeon (Pigeon 234 : M = 7.25%, SD= 2.82% ; Pigeon 284: M = 1.57%, SD= 
1.45%; Pigeon 236 : M= 12.54%, SD= 4.09%; Pigeon 237: M= 6.79%, SD= 3.17%) . 
Because similar results were found whether or not these intervals were included , these 
intervals were included for the sake of consistency with Gleeson and Lattal. Increases in 
obtained delays indicate decreases in response-reinforcer contiguity , which were 
compared across the VI-FREE and VI-DELAY components . 
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RESULTS 
Baseline Response Rates 
Table 2 presents average response rates from the six sessions of baseline prior to 
each disrupter. Figure 1 shows average response rates in the three components for the 
final six sessions of each successive baseline prior to each disrupter. With the exception 
of Pigeon 234, response rates in the VI-FREE and VI-DELAY components were 
generally higher than in the VI component across baseline replications. There were no 
clear differences in response rates between the VI-FREE and VI-DELAY components. 
Overall , response rates did not show systematic differences between components across 
successive baselines for any of the subjects. 
Presession Feeding 
Absolute response rates and response rates as a proportion of baseline for 
individual disruption sessions are presented in Table 2. Figure 2 shows response rates 
during disruption by presession feeding as a proportion of predisruption baseline 
response rates for all three components. Response rates as a proportion of baseline are 
averaged across each five-session block of 5% and 7.5% presession-feeding amounts for 
all subjects. With the exception of Pigeon 234 in the VI-FREE component and Pigeon 
236 in the VI-FREE and VI-DELAY components , response rates decreased more relative 
to baseline with the larger amount of presession feeding. Thus , disruption tended to be 
greater when presession feeding was 7.5% than when it was 5% of running weights. 
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Table 2 
Conditions, Sessions, Response Rates, and Proportion of Baseline Across Subjects 
Reseonse rate Proeortion of baseline 
Subject Cond Sess VI VI-FREE VI-DELAY VI VI-FREE VI-DELAY 
234 PF 7.5% BL 7 54.29 46.11 44.70 
(3.36) (4.00) ( 4.17) 
PF 7.5% 31.58 37.52 37.63 0.58 0.81 0.84 
PF 7.5% 30.58 40.78 33.45 0.56 0.88 0.75 
PF 7.5% 34.37 39.42 42.26 0.63 0.86 0.95 
PF 7.5% 27.55 40.18 35.11 0.51 0.87 0.79 
PF 7.5% 43.28 35.40 35.55 0.80 0.77 0.80 
PF 5% BL 6 50.83 45.20 39.62 
(5.80) (3.49) (3.89) 
PF 5% 41.77 39.47 39.16 0.82 0.87 0.99 
PF 5% 36.03 35.05 33.37 0.71 0.78 0.84 
PF 5% 41.37 38.93 39.13 0.81 0.86 0.99 
PF 5% 41.51 35.76 36.49 0.82 0.79 0.92 
PF 5% 44.16 37.74 37.49 0.87 0.84 0.95 
VT 15-s BL 6 49.00 49.10 44.84 
( 4.21) (3.07) (4.32) 
VT 15 s 1 34.22 27.77 28.31 0.70 0.57 0.63 
VT15s 1 27.42 30.29 31.00 0.56 0.62 0.69 
VT 15 s 30.72 30.91 28.75 0.63 0.63 0.64 
VT15s 31.71 29.14 28.82 0.65 0.59 0.64 
VT 15 s 34.36 36.43 30.13 0.70 0.74 0.67 
VT 5-s BL 7 40.59 42.79 40.06 
(2.43) (3.65) (5.13) 
(table continues) 
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Reseonse rate Proportion of baseline 
Subject Cond Sess VI VI-FREE VI-DELAY VI VI-FREE VI-DELAY 
VT 5 s 11.75 23.64 20 .26 0.29 0.55 0.51 
VT 5 s 0.00 0.00 0.00 0.00 0.00 0.00 
VT 5 s 12.86 22.30 11.89 0.32 0.52 0.30 
VT 5 s 13.13 28.10 I 9.16 0.32 0.66 0.48 
VT 5 s 9.45 18.29 19.35 0.23 0.43 0.48 
EXT BL 7 51.55 45.91 44 .54 
(4.16) (3.24) (3.57) 
EXT 46.29 56.00 46.43 0.90 1.22 1.04 
EXT 43.64 73.71 53.50 0.85 1.61 1.20 
EXT 28.79 40.71 29.50 0.56 0.89 0.66 
EXT 7.86 19.29 17.07 0.15 0.42 0.38 
EXT 4.00 7.79 1.21 0.08 0.17 0.03 
284 PF 7.5% BL 38 57.07 76.95 91.07 
(4.23) (1.70) (6.40) 
PF 7.5% 39.04 60.50 60.97 0.68 0.79 0.67 
PF 7.5% 35.48 56.24 56.79 0.62 0.73 0.62 
PF 7.5% 41.47 57.77 65.74 0.73 0.75 0.72 
PF 7.5% 33.18 51.85 60.50 0.58 0.67 0.66 
PF 7.5% 39.79 58.77 67.38 0.70 0.76 0.74 
PF 5% BL 10 69.87 81.30 95.37 
(6.10) (4.06) (4.53) 
PF 5% 68.11 87.56 98.48 0.97 1.08 1.03 
PF 5% 57.49 80.17 92.39 0.82 0.99 0.97 
PF 5% 54.10 84.17 92.05 0.77 1.04 0.97 
PF 5% 51.86 78.40 86.16 0.74 0.96 0.90 
PF 5% 50.81 73.60 84.75 0.73 0.91 0.89 
VT 15-s BL 11 70.06 84.78 84.38 
(3.80) (4.45) (3.82) 
(table continues) 
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ResEonse rate Pro_eortion of baseline 
Subject Cond Sess VI VI-FREE VI-DELAY VI VI-FREE VI-DELAY 
VTl5s 43.49 70.88 70.45 0.62 0.84 0.83 
VTl5s 37.86 60.52 54.78 0.54 0.71 0.65 
VTl5s 46.81 78.73 77.63 0.67 0.93 0.92 
VTl5s 44.50 57.71 60.24 0.64 0.68 0.71 
VT15s 44.24 50.53 53.12 0.63 0.60 0.63 
VT 5-s BL 13 65.15 71.60 75.81 
(4.89) (4.24) (6.39) 
VT 5 s 32.04 32.96 38.25 0.49 0.46 0.50 
VT 5 s 32.52 34.00 40 .32 0.50 0.47 0.53 
VT 5 s 25.10 41.75 36.54 0.39 0.58 0.48 
VT 5 s 27.46 40.94 44.77 0.42 0.57 0.59 
VT 5 s 27.55 50.81 45.92 0.42 0.71 0.61 
EXT BL 14 58.45 67.45 71.68 
(7 . 14) (2 .77) (6.61) 
EXT 37.43 38.36 50.14 0.64 0.57 0.70 
EXT 49.43 79.93 79.29 0.85 1.18 I.II 
EXT 55.43 73.00 83.21 0.95 1.08 1.16 
EXT 36.36 54.93 67.79 0.62 0.81 0.95 
EXT 23.14 30.29 26.93 0.40 0.45 0.38 
236 PF 5%BL 12 51.98 68.16 71.89 
(6.14) (3.67) (2.57) 
PF 5% 43.13 60.01 67.05 0.83 0.88 0.93 
PF5% 36.91 52.25 58.49 0.71 0.77 0.81 
PF 5% 32.75 51.16 55.26 0.63 0.75 0.77 
PF 5% 39.11 48.79 49.63 0.75 0.72 0.69 
PF5% 28.35 44 .99 48.05 0.55 0.66 0.67 
(table continues) 
Subject Cond 
PF 7.5% BL 
PF 7.5% 
PF 7.5% 
PF 7.5% 
PF 7.5% 
PF 7.5% 
VT 15-s BL 
VT15s 
VTl5s 
VTl5s 
VT 15 s 
VTl5s 
VT 5-s BL 
VT 5 s 
VT 5 s 
VT 5 s 
VT 5 s 
VT 5 s 
EXT BL 
Sess 
7 
7 
13 
8 
VI 
36.43 
(4.55) 
17.88 
18.37 
22.34 
36.54 
23.42 
43.96 
(4.14) 
24.29 
15.79 
17.17 
18.14 
11.38 
40.21 
(3.85) 
11.37 
0.00 
8.79 
10.12 
3.81 
29.20 
(2.09) 
Reseonse rate 
VI-FREE VI-DELAY 
48.18 
(2.55) 
42.00 
40.55 
36.91 
39.31 
34.54 
52.85 
(4.66) 
39.74 
37.01 
33.24 
31.37 
35.1 I 
49.10 
(2.84) 
21.96 
0.58 
23.13 
20.80 
14.75 
43.24 
(3.81) 
49.79 
(2.36) 
43.52 
38.85 
40.66 
42.38 
35.79 
54.65 
(2.32) 
47.46 
42 .39 
35.74 
32.95 
36.22 
50.47 
(3.26) 
27.17 
0.00 
22.52 
22.57 
19.96 
43.34 
(3 .11) 
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Pro2ortion of baseline 
VI VI-FREE VI-DELAY 
0.49 0.87 0.87 
0.50 0.84 0.78 
0.61 0.77 0.82 
1.00 0.82 0.85 
0.64 0.72 0.72 
0.55 0.75 0.87 
0.36 0.70 0.78 
0.39 0.63 0.65 
0.41 0.59 0.60 
0.26 0.66 0.66 
0.28 0.45 0.54 
0.00 0.01 0.00 
0.22 0.47 0.45 
0.25 0.42 0.45 
0.09 0.30 0.40 
(table continues) 
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Reseonse rate Proeortion of baseline 
Subject Cond Sess VI VI-FREE VI-DELAY VI VI-FREE VI-DELAY 
EXT 28.79 54.93 52.36 0.99 1.27 1.21 
EXT 17.64 46.00 49.29 0.60 1.06 1.14 
EXT 8.43 22.64 28.71 0.29 0.52 0.66 
EXT 7.57 7.50 14.21 0.26 0.17 0.33 
EXT 4.57 6.93 6.50 0.16 0.16 0.15 
237 PF 7.5% BL 42 53.82 73.69 75.25 
(2.68) (6.61) (5.50) 
PF 7.5% 4.49 32.05 34.83 0.08 0.44 0.46 
PF 7.5% 4.82 21.00 17.65 0.09 0.29 0.23 
PF 7.5% 30.92 40.22 45.52 0.57 0.55 0.60 
PF 7.5% 44 .96 52.84 53.99 0.84 0.72 0.72 
PF 7.5% 27.07 39.98 49.82 0.50 0.54 0.66 
PF 5%BL 10 42.33 49.32 53.17 
(3.44) (3.57) ( 4.33) 
PF 5% 30.43 30.94 36.40 0.72 0.63 0.68 
PF 5% 29.50 29.48 33.50 0.70 0.60 0.63 
PF 5% 20.69 26.91 29.28 0.49 0.55 0.55 
PF 5% 8.33 38.65 35.19 0.20 0.78 0.66 
PF 5% 17.28 32.66 32.69 0.41 0.66 0.61 
VT 5-s BL 9 43 .72 43.33 44.76 
(3.65) (4.01) (4.35) 
VT 5 s 11.34 18.53 24.22 0.26 0.43 0.54 
VT 5 s 9.11 16.22 10.84 0.21 0.37 0.24 
VT 5 s 16.76 27.33 21.92 0.38 0.63 0.49 
VT 5 s 7.50 23.72 25.89 0.17 0.55 0.58 
VT 5 s 14.46 20.19 22.37 0.33 0.47 0.50 
(table continues) 
Subject Cond 
VT 15-s BL 
VT 15 s 
VT15s 
VT15s 
VTl5s 
VT15s 
EXT BL 
EXT 
EXT 
EXT 
EXT 
EXT 
Sess 
12 
11 
VI 
41.65 
(4.52) 
14.82 
13.71 
16.09 
10.82 
13.70 
38.29 
(5.93) 
3.36 
16.57 
35.79 
25.21 
16.43 
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Reseonse rate Proeortion of baseline 
VI-FREE VI-DELAY VI VI-FREE VI-DELAY 
50.57 47.73 
(9 .41) (6.82) 
25.28 28.02 0.36 0.50 0.59 
29.63 28.82 0.33 0.59 0.60 
24.46 24.37 0.39 0.48 0.51 
24.49 18.17 0.26 0.48 0.38 
22.56 16.87 0.33 0.45 0.35 
51.03 48.21 
(7 .19) (6.58) 
10.21 9.00 0.09 0.20 0.19 
41.50 43.00 0.43 0.81 0.89 
60.29 60.57 0.93 1.18 1.26 
57.36 62.21 0.66 I. 12 1.29 
36.86 41.86 0.43 0.72 0.87 
Note. Sessions in each baseline preceding each disruptor and average baseline response 
rates in all three components are presented on the left. Baseline averages include the last 
six sessions prior to disruption and standard deviations appear below in parentheses. 
Responses per min in each session of disruption are presented. Proportion of baseline for 
individual sessions of disruption are located on the right. Disrupters are presented in the 
order they occurred. 
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Figure 1. Successive baseline response rates. Mean responses per min across successive 
baseline conditions for the VI, VI-FREE , and VI-DELAY components. Means are 
calculated over the last six sessions of baseline prior to disruption. Error bars represent ± 
1 SD. 
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284 
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Figure 2. Presession feeding proportion of baseline. Response rates as a proportion of 
baseline in the VI, VI-FREE, and VI-DELAY components for presession feeding across 
5% and 7.5% of running weights . Baseline is averaged across six sessions prior to 
presession feeding for each component. Each data point represents averages across five 
consecutive sessions of presession feeding . 
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Response rates as a proportion of baseline were greater in the VI-FREE and VI-
DELAY components than in the VI component for all subjects at each presession-feeding 
amount. There were no systematic differences in response rates relative to baseline 
between the VI-FREE and VI-DELAY components. Overall, resistance to change was 
equal for the VI-FREE and VI-DELAY components and responding in both components 
with added reinforcers were more resistant to change than responding in the VI 
component. 
ICI Food 
Figure 3 shows response rates as a proportion of baseline during disruption by 
free ICI food. In all three components , response rates were averaged across each 5-
session block of VT 15 s (240 foods per hr) and VT 5 s (720 foods per hr) . The effects of 
providing different rates ofICI-food presentations were consistent with the results 
obtained with presession feeding . In all cases, response rates as a proportion of baseline 
systematically decreased in relation to the number of I CI-food presentations. With the 
exception of Pigeon 234 during VT 15 s, responding relative to baseline was greater in 
VI-FREE and VI-DELAY than in the VI component. No systematic differences were 
found in responding relative to baseline across the VI-FREE and VI-DELAY 
components. Once again, resistance to change was equal in the VI-FREE and VI-DELAY 
components and responding in both components with added reinforcers was more 
resistant to change than responding in the VI component. 
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Figure 3. ICI VT food proportion of baseline. Response rates as a proportion of baseline 
in the VI, VI-FREE, and VI-DELAY components for intercomponent-interval (ICI) 
variable-time (VT) food across VT 15 s (420 foods I hr) and VT 5 s (720 foods/ hr) . 
Baseline is averaged across six sessions prior to ICI VT food for each component. Each 
data point represents averages across five consecutive sessions of ICI VT food. 
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Extinction 
Figure 4 presents response rates as a proportion of predisruption baseline response 
rates for each individual extinction session across the three components. Response rates 
decreased less relative to baseline in the VI-FREE and VI-DELAY components as 
compared to the VI component. Response rates temporarily increased above average 
baseline rates during extine;tion for all subjects in the VI-FREE and VI-DELAY 
components. Proportion of baseline for Pigeons 234 and 236 increased above 1.0 within 
the first session of extinction , whereas response rates increased above 1.0 during the 
second session of extinction for Pigeon 284 and during the third session for Pigeon 237. 
Such increases in response rates previously have been shown to occur with responding in 
components with relatively high rates ofreinforcement ( e.g., Nevin et al., 1983). Overall , 
resistance to change of responding was consistent across presession feeding, ICI food, 
and extinction with no systematic differences in resistance to change in the VI-FREE and 
VI-DELAY components. Responding during both components with added reinforcers 
were more resistant to change than responding in the VI component. 
Obtained Delays 
Figure 5 shows the median obtained delays across the final six baseline sessions 
of the VI-FREE and VI-DELAY components for each successive baseline prior to 
disruption. The error bars indicate the 25th and 75th percentiles. There were no systematic 
differences in obtained delays between the two components or across subjects . In most 
cases, median obtained delays were less than 1 s with the exception of Pigeon 237. 
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Figure 4. Extinction proportion of baseline. Response rates as a proportion of baseline 
in VI, VI-FREE, and VI-DELAY components across five consecutive sessions of 
extinction (EXT). Baseline is averaged across six sessions for each component prior to 
beginning extinction. 
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Figure 5. Median obtained delays. Median obtained delays presented across 
successive baselines. Each data point represents the median obtained delay from the 
six sessions of baseline prior to disruption . Error bars indicate the 25th and 75th 
percentiles. The dotted horizontal line at 3 s indicates the uppermost possible value for 
the VI-DELAY component. 
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Structural Relations 
Figure 6 provides a convenient summary of response rates relative to baseline and 
is presented here to facilitate comparisons of resistance to change across components and 
with previous studies. These figures show logarithmic (log) proportion of baseline in one 
component relative to log proportion of baseline in another component. Decreases in 
resistance to change are indicated by negative shifts away from zero along the respective 
axis for the component. The dashed diagonal line represents where data would fall if 
responding in the compared components were equally disrupted. Relatively greater shifts 
along the respective axes away from zero indicate relatively greater disruption . Thus, if 
responding in the component represented by the y-axis was more resistant to change than 
responding in the component represented by the x-axis , the data points would tend to fall 
above the diagonal line. 
Data from each disruption session are included with the exception of those in 
which no responding occurred in at least one component (VT 5-s, session 2 for Pigeons 
234 and 236; see Table 2). The top left panel in Figure 6 compares log proportion of 
baseline in the VI-FREE component with log proportion of baseline in the VI-DELAY 
component. In general, the data fall along the diagonal , suggesting there were no 
differences in resistance to change between these two components. The top right panel 
compares log proportion of baseline in the VI-FREE component with log proportion of 
baseline in the VI component. A majority of the data points fall above the diagonal, 
suggesting that responding in the VI-FREE component was more resistant to change than 
responding in the VI component. 
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Figure 6. Structural relations. The top-left panel shows log proportion of baseline in the 
VI-FREE component during the disruption conditions plotted as a function of log 
proportion of baseline in the VI-DELAY component in the same conditions. The top-
right panel shows log proportion of baseline in the VI-FREE component during the 
disruption conditions plotted as a function of log proportion of baseline in the VI 
component in the same conditions. The bottom-left panel shows log proportion of 
baseline in the VI-DELAY component during the disruption conditions plotted as a 
function of log proportion of baseline in the VI component in the same conditions. Data 
from each session of each disruption condition are shown with the exception of the 
sessions where responding was zero in at least one component. Absolute response rates 
are available in Table 1. Log proportion of baseline from Nevin et al. (1990, Experiment 
1) is presented in the top-right and bottom-left panels as averages from each condition of 
presession feeding and extinction for each pigeon. Note that the Nevin et al. data are 
included in the bottom-left panel to explicitly compare the effects of adding response-
independent and delayed reinforcers on resistance to change. 
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The bottom left panel compares log proportion of baseline in the VI-FREE component 
with log proportion of baseline in the VI component. A majority of the data points fall 
above the diagonal, suggesting that the VI-DELAY component produced responding that 
was more resistant to change than responding in the VI component. Overall, these results 
show that equal reinforcement rates produced responding that was similarly resistant to 
change in the VI-FREE and VI-DELAY components. The 4: 1 differences in 
reinforcement rate produced responding that was more resistant to disruption in the VI-
FREE and VI-DELAY compared to responding in the VI component. 
The top right and bottom left panels of Figure 6 include the results from 
Condition 3 of Nevin et al. (1990, Experiment 1). Nevin et al. provided 300 reinforcers 
per hr in one component of a multiple schedule and 60 per hr in the other component. In 
the component with 300 reinforcers per hr, a VT 15-s schedule (240 reinforcers per hr) 
was added to a VI 60-s schedule (60 reinforcers per hr). The other component was a VI 
60-s schedule ofreinforcement (60 reinforcers per hr). Therefore, the 4: 1 difference in 
reinforcement rate across the components in Nevin et al. was the same as those from the 
present experiment. Response rates during disruption as average log proportion of 
baseline response rates for both presession feeding and extinction are represented by 
filled circles for all three subjects in Nevin et al. The data from Nevin et al. fall within the 
data from the present experiment. Therefore, the present experiment replicated the results 
of Nevin et al. with added response-independent food with the VI-FREE component and 
extended these results to added delayed reinforcers with the VI-DELAY component. 
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DISCUSSION 
Nevin et al. (1990) demonstrated that resistance to change increased for a target 
response in components with added response-independent food and when additional 
reinforcers were available contingent on an alternative response. The present experiment 
replicated the finding that added reinforcers function to increase resistance to change with 
added response-independent food and extended these results with reinforcers following a 
3-s unsignaled delay (see upper right and bottom left panel of Figure 6). No systematic 
differences in resistance to change were found across the components with added 
response-independent and added delayed reinforcers. Thus, the present findings and those 
from Nevin et al. support the claim that resistance to change is a function of the 
Pavlovian stimulus-reinforcer relation. Further, both studies support the claim that 
resistance to change is independent of the operant response-reinforcer contingency when 
the stimulus-reinforcer relations were enhanced , as suggested by behavioral momentum 
theory. 
VI-DELAY Versus VI 
Grace et al. ( 1998) and Bell ( 1999) compared resistance to change in components 
with equal rates of reinforcement and all delayed versus all immediate reinforcers. These 
studies found that when every reinforcer was scheduled according to unsignaled delays, 
resistance to change was reduced compared to responding in the component with 
immediate reinforcement. Thus, degrading the response-reinforcer relation decreased 
resistance to change when the stimulus-reinforcer relations remained unchanged. In the 
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present experiment, equal rates of immediate reinforcers were scheduled in two 
components and delayed reinf orcers were added to one component. Because the added 
delayed reinforcers did not function to decrease resistance to change, the enhancing 
effects of adding delayed reinforcers to the stimulus-reinforcer relation appears to be 
relatively greater than any degradation of the response-reinforcer relation. These 
response-strength enhancing effects of added delayed reinforcers can be seen in both in 
the greater absolute response rates (with the exception of Pigeon 234) and resistance to 
change when compared to the component without added reinforcement. 
Grace et al. (1998) attempted to reconcile the effects of delayed reinforcement on 
resistance to change with a Pavlovian stimulus-reinforcer account. One potential reason 
that delayed reinforcement decreased resistance to change was that pigeons might be able 
to discriminate that the first response following a component change or reinforcer 
delivery could never be followed immediately by another reinforcer. With delayed 
reinforcement, the first response is necessarily followed by the delay duration , whereas 
with immediate reinforcement, the scheduled reinforcer could potentially occur following 
the first response. Moore and Fantino (1975) demonstrated that such required responding 
at times of discriminated nonreinforcement is aversive and produces avoidance in 
concurrent-chain schedules. Grace et al. suggested such responding in times of 
nonreinforcement might be analogous to conditioned-inhibition trials from Pavlovian-
conditioning research. The required responding to initiate unsignaled delays may function 
similarly to a conditional stimulus (CS) that signals nonreinforcement in an otherwise 
excitatory context, thus producing inhibitory-stimulus control (see also Richards & 
Hittesdorf, 1978). Grace et al. suggested that the keylight signaling the context with 
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delayed reinforcement could then function "to counteract, to some extent, the strength of 
excitatory conditioning caused by temporal contiguity between the keylight and food" (p. 
259). Thus , the inhibitory control produced by degrading the response-reinforcer relation 
with delayed reinforcement degraded the stimulus-reinforcer relation. 
The problem of inhibitory-stimulus control may have been overcome in the 
present study by the presentation of immediate reinforcers in the component with added 
delayed reinforcers. These reinforcers potentially could have been presented after the first 
response following a previous reinforcer or component change. The impact of the 
immediate reinforcers , therefore , may have removed or attenuated the inhibitory control 
produced by the proportion of delayed reinforcers. 
VI-FREE Versus VI 
Response-independent food superimposed on a schedule of immediate 
reinforcement typically decreases response rates to levels below those maintained by only 
immediate reinforcement (e.g. , Grimes & Shull, 2001; Nevin et al., 1990; Rachlin & 
Baum, 1972; Shahan & Burke, 2004). In the present experiment, response rates in the VI-
FREE component tended to be higher than in the VI component. There may be at least 
two reasons for this result. First , the component lengths were 60 s long, whereas the 
components in Nevin et al. were 120 s long. Boakes, Halliday, and Poli (1975) found that 
response-independent food presentations added to one component of a multiple schedule 
increased response rates in that component, especially at the shortest component lengths 
(i.e., 20 s). It seems unlikely that component length was the main factor in the present 
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experiment for the failure to replicate the decrease in response rates because Shahan and 
Burke also found decreases in response rates with 1-min component durations. 
Second and more plausibly, the added response-independent and delayed 
reinforcers in VI-FREE and VI-DELAY, respectively, may not have not decreased 
response rates because they were not scheduled completely independently of immediate 
reinforcer presentations. In the present study, the immediate and added reinforcers were 
scheduled according to a single Fleschler and Hoffman (1962) interval progression. 
Traditionally, response-independent consequences are scheduled according to a separate 
independent interval progression (cf.Nevin et al., 1990). Therefore, in the present study, 
if an immediate response-dependent reinforcer was available, no response-independent 
food could be presented until the immediate reinforcer was obtained. Thus, the response-
independent food presentations were not entirely response independent. Response rates 
may have been maintained not only by the immediate reinforcers, but also by access to 
subsequent response-independent food presentations. This overarching 
"metacontingency" was a likely source of the increases in response rates found in the 
present experiment in the VI-FREE components when compared to response rates in the 
VI components. Because all reinforcers needed to be obtained prior to obtaining any 
additional reinforcers in the VI-DELAY component, the similarity in both response rates 
and resistance to change between the VI-FREE and VI-DELAY components may be a 
function of the same metacontingency in effect in both components. 
As in the present experiment, Lattal (1974) scheduled proportions of response-
independent food presentations according to the same interval progression but found that 
response rates decreased with increases in response-independent food. Unlike the present 
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study where response-independent food presentations were added to the VI-FREE 
component and not the VI component, Latta! did not add response-independent food 
presentations to a base schedule of immediate reinforcement. Lattal maintained the same 
overall rate of food presentations across conditions while manipulating only the 
proportion of response-independent food presentations. Thus, scheduling response-
independent food presentations when the overall food-delivery rate is consistent may 
generally decrease response rates. However, maintaining a dependency between fulfilling 
the response requirement for the immediate response-dependent reinforcers and for 
access to added response-independent food likely functioned to increase response rates. 
Response-rate increases may not have occurred if the added food was independently 
scheduled from the immediate reinforcers rather than from the same interval progression 
(cf. Nevin et al., 1990; Rachlin & Baum, 1972). Thus, scheduling the response-
independent food presentations on a separate independent VT schedule may produce 
decreases in response rates consistent with previous findings. 
VI-DELAY Versus VI-FREE 
The metacontingency also may have played a role in the lack of systematic 
differences in response rates and resistance to change across the VI-FREE and VI-
D ELA Y components. Such an interpretation is partially supported in the present study by 
the similar median obtained delays across the VI-FREE and VI-DELAY components (see 
Figure 5). Gleeson and Latta! (1987) found that responding for food in schedules with all 
response-independent food produced lower response rates and increased mean obtained 
delays when compared to responding maintained by unsignaled delayed reinforcers. They 
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suggested that response rates were a direct function of response-reinforcer contiguity as 
measured by obtained delays. Unfortunately, Grace et al. (1998) and Bell (1999) did not 
report obtained delays . Consistent with results from Gleeson and Latta!, it could be 
assumed that in those studies the lower baseline response rates in components with 
unsignaled-delayed reinforcers were a function of the decreased response-reinforcer 
contiguity. Also, the decreased contiguity in components with delays was likely the 
variable decreasing resistance to change (see also Nevin, 1974, Experiment 4). In the 
present experiment, Figure 5 shows that during baseline there were no systematic 
differences in median obtained delays for responding in the VI-FREE and VI-DELAY 
components. Thus, because there were no differences in response-reinforcer contiguities 
across the VI-FREE and VI-DELAY components, the contingencies may have produced 
functionally equivalent response-reinforcer relations across those components. Because 
response-reinforcer contiguity is likely an important factor in determining resistance to 
change, producing differences in obtained delays across the VI-FREE and VI-DELAY 
components may be necessary to produce differences in resistance to change. Removing 
the metacontingency between immediate and added reinforcers may produce such 
differences in contiguitiy. Therefore, scheduling the added delayed reinforcers and 
response-independent food presentations according to separate and independent 
schedules of reinforcement may produce differences in response-reinforcer contiguities 
across the two components . If such a manipulation differentially affects contiguities 
across the VI-FREE and VI-DELAY components , then distinct differences in the 
response-reinforcer relations would more likely produce differences in resistance to 
change. 
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Added Reinforcers Versus VI 
The present experiment attempted to assess how differentially degrading 
response-reinforcer relations affects resistance to change when equal stimulus-reinforcer 
relations were arranged. Adding equal amounts of response-independent food and 
delayed reinforcers allowed for any differences in resistance to change to be isolated with 
respect to the different response-reinforcer relations. Further , the present experiment 
provided a novel approach in that different mechanisms could be examined to determine 
what variables affect resistance to change ( e.g., response-reinforcer contiguity , response-
reinforcer dependency). Such an approach is needed because previous experiments did 
not provide insight into the specific variables responsible for the response-reinforcer 
relations affecting resistance to change. 
Unfortunately , the present experiment did not provide much insight into how the 
response-reinforcer relation affects resistance to change. The stimulus-reinforcer relations 
were enhanced in the VI-FREE and VI-DELAY components while the response-
reinforcer relations were differentially degraded. No additional reinforcers were 
presented in the VI component. Thus, both the stimulus-reinforcer relations and the 
response-reinforcer relations differed when comparing the VI-FREE and VI-DELAY 
components to the VI component. To determine whether degrading the response-
reinforcer relations had any effect on resistance to change in the VI-FREE and VI-
DELAY components at all, equal rates of reinforcement would have had to be scheduled 
in the VI component. Any decreases in resistance to change in the VI-FREE and VI-
DELAY components relative to in the VI component would indicate that degrading the 
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response-reinforcer relations did affect resistance to change. The results from the present 
experiment do suggest, however, that enhancing the stimulus-reinforcer relations in the 
VI-FREE and VI-DELAY components likely functioned to override any differential 
effects the response-reinforcer relations may have had on persistence between those 
components. 
If the VI component presented equal rates of response-dependent immediate 
reinforcement as the overall reinforcement rates in the VI-FREE and VI-DELAY 
components, then the effectiveness of degrading the response-reinforcer relations in 
general could be determined. The present procedure does not allow such a general 
comparison to be made. This alternative approach would likely provide a more sensitive 
method for examining whether differentially degrading the response-reinforcer relations 
with response-independent food and delayed reinforcers affect resistance to change. 
Such an experiment would clearly demonstrate the effects of degrading the 
response-reinforcer relation and also replicate conditions 5 and 6 of Nevin et al. (1990). 
In those conditions, equal rates of reinforcement were presented in two components. In 
one component, both response-dependent and response-independent food were presented. 
In the other component, only response-dependent reinforcers were presented. Responding 
was found to be more resistant to extinction in the component with all response-
dependent reinforcers for 2 out of 3 subjects. These results suggest that degrading the 
response-reinforcer relation with response-independent food does decrease resistance to 
change. In the next condition, however, both components provided equal rates of 
response-dependent immediate reinforcement (i.e., no response-independent food in 
either component). In this condition, resistance to extinction resembled the results from 
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the previous condition. Nevin et al. attributed these differences in resistance to change to 
a key-color bias rather than functional differences in the response-reinforcer relations. 
Such an effect should be replicated with key colors counterbalanced across subjects to 
verify that degrading the response-reinforcer relation with a proportion of response-
independent food does not negatively affect resistance to change. Further, a comparison 
with a component with a proportion of delayed reinforcement would in turn enable an 
examination of how differences in response-reinforcer relations comparatively affect 
resistance to change. Nonetheless, the present experiment makes clear that the impact of 
the response-reinforcer relation on resistance to change is probably relatively small 
compared to the impact of the stimulus-reinforcer relation. 
Applied Significance 
The finding that a higher reinforcement rate produces greater resistance to change 
has been extended to human behavior in a number of studies (e.g., Ahearn et al., 2003; 
Cohen, 1996; Dube & Mcllvane, 2001; Dube, Mcllvane, Mazzitelli, & McNamara , 2003; 
Mace et al., 1990). Ahearn et al. found that added response-independent reinforcers 
increased resistance to change of stereotypic behavior in children diagnosed with an 
autism spectrum disorder. Thus, presenting a qualitatively different reinforcer (i.e., food 
or access to activity) response independently functioned to decrease rate of stereotypic 
behavior, but increased its resistance to disruption. 
The finding that added response-independent reinforcement decreases response 
rates but increases resistance to change has serious implication for applied workers who 
utilize response-independent reinforcement , or "non-contingent reinforcement" (NCR), 
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as a treatment for decreasing problem behavior. For instance, Britton, Carr, Landaburu, 
and Romick (2002) found that providing access to preferred items ( e.g., playing with a 
ball or vibrating massagers) decreased rates of stereotypic responses. If these results were 
compared to those of Ahearn et al. (2003) in tests ofresistance to disruption, NCR may 
become a much less attractive treatment option for decreasing problem behavior . Treating 
problem behavior with NCR may actually increase the persistence of the remaining 
problem behavior. Borrero and Vollmer (2002) found that response rates decreased for 
problem behavior and increased for adaptive behavior when reinforcement rates for 
adaptive behavior increased. Nevin et al. (1990, Experiment 2) and Mauro and Mace 
(1996) have shown in animals that providing reinforcement for alternative responses 
within the same context also increases resistance to change. Vollmer and colleagues have 
been examining the effects of NCR and alternative reinforcement on decreasing response 
rates for problem behavior for over a decade, yet a review of their literature revealed no 
examinations of the effects on persistence of the problem behavior. 
The results of the present experiment show that response persistence does 
increase when reinforcers are added to a context and this effect extends beyond the 
addition of response-independent reinforcers and reinforcers for alternative responses. 
The fact that alternative sources of reinforcement are used so abundantly within applied 
behavior analysis suggests that the effects of introducing reinforcers into contexts with 
different response contingencies needs to be further examined. Unfortunately, the present 
experiment did not produce results that can clearly be interpreted with respect to how 
differences in response-reinforcer relations may affect resistance to change. The results, 
however, suggest that increases in the overall rate of reinforcement may be relatively 
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more effective in producing changes in resistance to change than manipulations in the 
response-reinforcer relation. Thus, applied workers should be aware that although the 
addition of alternative sources of reinforcement may be effective in decreasing response 
rates, resistance to change also might increase. 
If the addition ofresponse-independent and delayed reinforcers is functionally 
equivalent, the findings from the present experiment could add theoretically and 
practically to the tools of applied behavior analysts. Applied contexts are often 
understaffed and providing immediate reinforcement for each occurrence of an adaptive 
behavior may be either inconvenient or impossible. Thus, the present experiment 
suggests that providing additional response-independent or delayed reinforcers in the 
context where an appropriate behavior occurs may function similarly to increase the 
persistence of the adaptive behavior and could possibly reduce the burden on clinical 
staff. It is possible, however, that adding response-independent or delayed reinforcers to a 
context may increase the persistence of all behavior occurring within a context (see 
Mace, 2000, for a discussion). Because it is unclear whether added reinforcers increase 
persistence only to a target behavior, increasing the rate of reinforcement in a context 
could increase the persistence of all behavior occurring in that context, regardless of how 
those reinforcers are presented. Thus, a systematic examination of the effects of 
reinforcers on multiple responses occurring within the same context is needed to gain a 
clear understanding of how added reinforcers can be used in applied contexts. 
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Conclusion 
The present experiment found that adding delayed reinforcers and response-
independent food increases resistance to change of responding when compared to a 
component without added reinforcers. Resistance to change of responding, however, was 
equal in the component with added delayed and added response-independent food. Thus, 
the present experiment is consistent with the suggestion of behavioral momentwn theory 
that degrading the response-reinforcer relation should not decrease resistance to change, 
but enhancing the stimulus-reinforcer relation increases resistance to change. Further, the 
present findings suggest that the relative impact of enhancing the stimulus-reinforcer 
relation may override the effects of manipulations to the response-reinforcer relations. 
Thus, the relative effectiveness of the stimulus-reinforcer relation may be much greater 
than manipulations to response-reinforcer relations. These conclusions suggest that more 
sensitive methods may be needed before the roles of the stimulus-reinforcer and 
response-reinforcer relations in resistance to change of operant behavior can be resolved . 
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