Abstract-Energy being major constraint and data gathering the core operation, considerable attention has been given to energy efficient data gathering in wireless sensor network research and clustering has emerged as an efficient architecture to achieve it. Low energy adaptive clustering hierarchy (LEACH), proposed in past, guided significant portion of this research and is used as a benchmark in this area. However, use of probabilistic and randomized approach for clusterhead selection results in their variable number, during different rounds of data gathering. Use of spread spectrum technique, to allow interference free parallel communication in different clusters, results in increased data size. The variable number of clusterheads requires the spreading factor to be set corresponding to probable maximum number of clusterheads, to avoid interference. This additional increase in data size increases amount of energy required to transmit it to the base station, directly affecting network lifetime and energy efficiency, both. To reduce the spreading factor and to improve data gathering efficiency a distributed clustering scheme is proposed in this paper, which restricts the number of clusterheads whenever more than the desired numbers of nodes select them to acquire the role. Results of the simulations, carried out in NS2, show that with the proposed scheme the amount of data received at base station per unit of energy consumed is significantly more than the benchmark scheme used. Proposed scheme is observed to provide improvement of 58% in network lifetime and 48.76% in energy efficiency over LEACH.
I. INTRODUCTION
Use of clustering for energy efficient data gathering is widely discussed by wireless sensor network researchers, over last decade. These networks consisting of large number of tiny sensor nodes capable of sensing the environment, processing the data and communicating with each other or with the centralized administration, are envisioned to have numerous applications (like environment monitoring, traffic monitoring, health monitoring [1] [2] [3] etc.). Such applications demand unattended dense deployment of tiny sensor nodes. Use of wireless links, tiny nature of sensor nodes and their deployment environment imposes certain restrictions on operation of such networks and major among them is on the battery replacement. Further, communication activities of sensor nodes are considered to be more energy consuming than their computational activities [4] . Therefore, it becomes necessary to make wireless sensor network survive for longer time period with limited available battery power, by reducing communication burden on these nodes to a level as low as possible.
Dense deployment of sensor nodes helps in achieving high degree of fault tolerance during data gathering. Large number of nodes sense the same environment but transmission of similar data generated at these nodes not only result in their unnecessary energy consumption but also it increases redundancy in the data reported at centralized administrator (Most commonly referred as base station). To avoid such redundant data transmission, clustering is said to be more energy efficient and scalable architecture [5] [6] in which, with division of the network, sensor nodes organize them into small groups called clusters and then select one sensor node, termed as clusterhead, in each of these clusters to coordinate activities of their member sensor nodes. During data gathering phase, clusterhead collects data from all its cluster members and after aggregation transmits it to base station. With this approach, sensor nodes acting as clusterhead consume more energy compared to their cluster members, due to their long range transmissions to distant base station. When clusterhead energy reduces to a level at which it can not reach base station, the cluster data may not be communicated. This ends with uneven energy consumption of sensor nodes in the network.
A major breakthrough was provided by Low Energy Adaptive Clustering Hierarchy (LEACH) proposed in [7] , with suggestion of rotation of clusterhead role among the sensor nodes, for distribution of energy consumption over the network. Motivated from LEACH, so many clustering schemes are reported in the literature, for energy efficient data gathering which may broadly be categorized as Distributed Clustering with Restricted Number of Clusterheads for Energy Efficient Data Gathering in Wireless Sensor Networks Bhaskar P. Deosarkar, Member, IACSIT, Narendra Singh Yadav, Member, IACSIT and R.P.Yadav, FIETE centralized or distributed. In centralized schemes, e.g. [8] [9] [10], base station is responsible for cluster formation utilizing information like node locations, remaining energy communicated by sensor nodes, individually during each instance of cluster set up. However, collection of all the necessary information at the base station makes them both time and energy consuming. And in distributed schemes, sensor nodes take decision about their clusterhead role autonomously, either stochastically [7] [11] [12] or in deterministic fashion [13] [14] . Centralized schemes are guaranteed to select exactly equal number of nodes as clusterheads, during each round of data gathering, but collection of all the necessary information at the base station is energy consuming [5] and distributed schemes have advantage in this respect.
Among distributed schemes, LEACH is most popular protocol but is reported, in the literature [8] [16] , to have many limitations and most of them may be credited to its clusterhead selection strategy used [15] .
Apart from disadvantages listed in the literature, another factor affecting energy efficiency of clustering algorithm is the number of nodes selecting them as clusterheads. All clustering schemes use CDMA codes in clusters to avoid interference [16] . To use CDMA code, signal needs to be spread and hence number of bits to be transmitted gets multiplied by the amount of spreading used, increasing energy consumption. Due to randomized approach suggested for clusterhead selection, in LEACH scheme, number of clusterheads during different rounds is not fixed which demands use of enough amount of additional spreading [19] , to avoid loss of data due to inter cluster interference.
Secondly, in LEACH scheme, the role of clusterhead is proposed to be rotated among the sensor nodes after specific time, termed as round, and a node once become a clusterhead is not supposed to participate in clusterhead selection process for next 1/P rounds, where P is the desired percentage number of nodes to be selected as clusterhead during each round. After 1/P rounds, if selects it to be clusterhead, i.e. second time, a sensor node may not have sufficient energy to complete the round and in such cases early death of clusterhead may cause its cluster member data to get lost.
So, to restrict number of clusterheads during each data gathering round and to reduce loss of data due to sudden death of clusterhead, a clustering scheme termed as Restricted Clusterhead LEACH (RC-LEACH) is proposed, in this paper, which for increasing energy efficiency does not allow sensor nodes located in farthest network corners, as seen by the base station, to become clusterhead and then whenever more than specific number of nodes declare their candidature for clusterhead role, restricts the number to desired one.
The simulations carried out in NS-2 [17] , with incorporation of MIT uAMPS project sensor network framework [18] , show that the proposed approach has capability to provide an improvement, over LEACH, in terms of data gathering efficiency, energy efficiency and network lifetime.
Major contributions of this paper include:  Performance of LEACH scheme is evaluated to observe the effect of spreading factor and consistency of its performance.  A distributed clustering scheme with restricted number of clusterheads is proposed.  LEACH and RC-LEACH are simulated in NS-2.  Analysis of RC-LEACH is carried out in terms of energy efficiency, energy consumption rate, data gathering rate and number of nodes alive through comparison of its performance with LEACH. Rest of the paper is organized as follows. Network model used, for the study carried out, is described briefly in section II. Overview of LEACH scheme along with its performance in terms of its consistency over different runs of simulations and effect of spreading factor are presented in section III. Proposed clustering scheme is described in section IV. Parameters used for simulation of RC-LEACH are described and simulation results are presented in section V and finally, section VI concludes the paper.
II. NETWORK MODEL
In this section, network and radio energy models used for the study, carried out in this paper, are described.
A wireless sensor network consisting of S nodes (s1, s2, s3,…,…,Sp) is considered to be deployed over a rectangular region of size M x N with coordinates in the range of [0, 0] to [M, N] such that M > 0 and N > 0. Sensor nodes are considered to be deployed in a random fashion across the network and once deployed are assumed to be static. They are considered not to have any location information or location finding hardware installed with them and depends on Received Signal Strength Indicator (RSSI) for estimation of distance to the transmitter. The sink node or base station is assumed to be located outside the network at [Bs(x), Bs(y)] with a minimum distance d min from the network and is considered to be constraint free. In data centric applications like environment monitoring, sensor nodes are densely deployed over a comparatively smaller geographical region and in such scenario, sensor nodes are considered to be within the communication range of each other and are expected to be capable of reporting to base station. Hence, with no loss of generality these nodes are assumed to have sufficient range to reach each other. The nodes further are assumed to estimate their accurate distances to base station with received signal strength of the beacons transmitted by base station. The sensor nodes are assumed to have the capacity to eliminate data redundancy and to reduce the communication load through data aggregation. They are further assumed to be equipped with CDMA facilities.
Radio energy model as in [7] is used for this study which uses a 914 MHz radio. The node radio energy consumed in 
III. PERFORMANCE OF LEACH SCHEME
This section presents a brief overview of LEACH scheme, parameters used during simulations, targeted performance metric and performance of LEACH in terms of its consistency during different runs of simulations and effect of spreading factor.
A. Overview of LEACH Scheme
LEACH [7] , [19] is a distributed clustering protocol that utilizes randomized rotation of clusterheads for even distribution of energy consumption among sensor nodes in the network. Operation of LEACH is divided into rounds. Each round is of fixed time duration. During each round sensor nodes autonomously decide on their role as clusterhead or a general sensor node by evaluating a threshold function, which is dependent on the desired percentage of nodes to select as clusterhead (P), current round number (r) and total number of alive nodes (N), and its comparison with a random number generated. The sensor nodes once selected to perform the role of clusterhead are not allowed to compete for the role for next 1/P rounds. Each round consists of a set-up phase followed by a steady state phase. During set-up phase, nodes organize them into clusters with each cluster having its own clusterhead, with exchange of short cluster formation messages among them, utilizing CSMA/CA MAC [20] protocol. Clusterheads then prepare the TDMA schedule for their clusters and distribute it to their respective member nodes, to utilize for data forwarding during steady-state phase. The steady state phase consists of transmission of many data frames. Duration of the data frame is dependent on the data size generated at the sensor node and number of data frames during each steady phase is dependent on time required for cluster set up, frame size and round duration. Member nodes transmit their data to their respective clusterhead which then performing aggregation, to eliminate the redundancy, pass it on to base station. To reduce inter-cluster interference, nodes in different cluster communicate using different codes utilizing Direct-Sequence Spread Spectrum (DS-SS).
B. Simulation Parameters
Network simulator NS-2 was augmented with MIT uAMPS project (NS-2 extension) sensor network framework and different parameters were set for performance evaluation of LEACH scheme. NS-2, widely used and accepted simulator among network research community, has capabilities to simulate the wired as well as wireless environments. NS-2 is a discrete event simulator in which actions are associated to events. The proposed algorithm was implemented using the node structure as in MIT framework. The channel was assumed to be symmetrical and to have only system losses and not the propagation loss. 100 nodes were considered to be distributed over a network area of size 100 meter × 100 meter. The data packet of 500 bytes and packet header of 25 bytes were considered. Desired number of nodes to be selected as clusterheads during each round of data gathering was set to 5. Propagation model used was two ray ground. The clusterhead change time was set to 20 seconds. All nodes were assumed to have initial energy of 2 Joules and thus, the network to have 200 Joules of energy. Channel bandwidth was set as 1Mbps. Base station was assumed to be located at (50, 175), at a distance of 125 meters from the network center.
C. Performance Metrics
Following performance metric was targeted for this study. 1) Energy Efficiency: It is defined as the number of data units received at base station per unit of network energy consumed. This is a very important performance metric for data gathering algorithm as its effectiveness depends on the amount of data received under the given energy constraint.
2) Energy Consumption Rate:
It is defined as the amount of energy consumed per unit time. This also is an important parameter as it gives estimate about duration over which the network may continue to work with available energy and may be seen as a measure of network lifetime.
3) Data Gathering Rate: Number of data units received at the base station per unit time is defined as data gathering rate. This gives the quickness of the data gathering algorithm.
4) Number of Nodes Alive:
This plot of simulation run time versus number of nodes alive gives the time over which network runs. This may be used as a measure of uniformity of energy consumption. It may also be seen as another measure for network lifetime.
D. Simulation Results

1) Performance Consistency
To observe behavioral consistency of LEACH, scheme was simulated in NS-2.27 extended with MIT uAMPS project (NS-2 Extension) sensor network framework for five different runs and trace files were generated to record the data.
With analysis of the generated trace files, observations about energy efficiency, energy consumption rate, data gathering rate and network lifetime are presented below.
Following Fig.1 shows the amount of data units received with respect to energy consumed in Joules over different runs of simulation. It can be observed from the figure, that the amount of data units received during different runs of simulations is almost constant till the network consumes 80 Joules of energy and after which, a substantial variation is observed during different runs of simulation. This variation may be due to variation in selected number of clusterheads during different rounds and their distribution over the network. Observed 95% confidence interval is 56635±9254. Thus, it does not guarantee to produce similar results during different rounds. It can be concluded from these results that the number of clusterheads and their distribution over network greatly affects the energy efficiency of LEACH scheme.
Energy consumption in Joules is plotted as a function of simulation time for different runs of simulations of LEACH scheme in the Fig. 3 , to follow. It is observed that the time over which network runs successfully and gathers the data at the base station varies from 387.6 seconds to 560 seconds, with 17.1% standard deviation around the mean of 461.96 seconds. Variation observed with 95% confidence interval of 461.96±69.08 seconds may be credited to concentration of clusterheads only in a part of the network, selection of no clusterhead during some rounds and selection of variable number of clusterheads. In the case of selection of more than desired number of sensor nodes as clusterhead, increased number transmissions to base station increases the network energy consumption.
Secondly, with increase in number of clusters the number of codes required to avoid inter-cluster interference increases. If spreading factor is fixed as K, it can allow interference free communication for clusters up to K-1. If number of clusters exceed this limit and selected clusterheads get concentrated in a part of the network, the inter cluster interference in inevitable.
The number of data units received as a function of simulation time is plotted for five different runs of simulation of LEACH scheme, in the following Fig. 4 . It can be observed from the figure that, the reception rate of data units at base station is almost constant during different runs of simulation. However, the number of data units received before exhaustion of network energy varies during different runs of simulation. The numerical figures quoted in the legend brackets give the network lifetime which show a large variation in the time over which base station receives the data, during different runs of simulations. IACSIT Above Fig. 5 gives the number of nodes alive over a simulation run time for different runs of simulation of LEACH scheme. The time at which first node dies varies from 200 seconds to 400 seconds and time at which the number of nodes alive attains a value less that the desired number of clusterheads varies from 387.6 seconds to 560 seconds. Hence, a considerable variation in the rate of node death is observed, over different runs of simulation.
Thus, a general observation that can be made from above results is that there is a significant difference in performance of LEACH during different runs of simulations.
2) Effect of Spreading Factor
LEACH uses DS-SS to make simultaneous communication possible in different clusters. The number of codes required to achieve this is a function of desired number of clusters. One additional code is required for clusterhead to base station data transmission to avoid collisions of these data with the control messages within other clusters, generated during set up. But, LEACH scheme utilizes a randomized approach for clusterhead selection and sensor nodes can make their own decision regarding this role independently, during different rounds of data gathering. Hence, the number of clusterhead varies during different rounds of data gathering. It is observed during different trial runs of simulations that this number varies from 0 to 10, during different rounds of data gathering and during different runs.
To observe the effect of spreading factor on performance of LEACH, simulations were carried out with different spreading factors for sufficient number of times by varying it from 6 to 11 and the best result from each such set of results is presented to observe its capability.
For the set up used, expected number of clusters was set to 5 with 100 nodes forming the network over an area of 100m x 100m. Hence the minimum spreading factor required to be set is 6 and as there can be as much as 10 nodes selecting them as clusterheads, during some round, maximum spreading factor is considered to be 11. Hence, the spreading factor was varied from 6 to 11, to see its effect. The best observed results, among the results obtained by running the simulations several times, are presented below to highlight the effect of spreading factor on the performance of LEACH and to observe its capability. Above Fig. 6 gives a plot of number of data units received in thousands as a function of simulation time. It can be observed that the number of data units received linearly increase with time for different spreading factors. Variation in the slope for different spreading factors show that the number of data units received per unit time decreases with increase in the spreading factor. Secondly, the run time over which the network survives is almost constant with different spreading factors. This shows that the LEACH scheme may achieve a network lifetime up to 560 seconds. It is to be noted that the results presented in this section are the best results from the set of observed results, during several runs of simulations, due to which network lifetime appears to be almost same for different spreading factors but there observed is a large variation in it for each spreading factor over different runs of simulation.
The number of data units received in thousands at base station with respect to different spreading factor is plotted in following Fig. 7 . A significant reduction in data units received at base station is observed with increase in the spreading factor. This conclusion matches with the conclusion drawn from Fig. 6 . This is obvious due to the fact that, with increase in spreading factor number of bits required to be transmitted get increased and the amount of energy consumed is a linear function of number of bits transmitted. Thus there is a direct relation of spreading factor to the energy efficiency of clustering algorithm.
The energy consumption of the network as a function of simulation time is presented in above Fig. 8 . It can be observed that, over simulation run time energy consumption varies linearly and is almost same for different spreading factors. Due to this similar energy consumption and increase in number of bits transmitted with increase in the spreading factor, the number of data units received per unit time decreases as shown earlier in Fig. 6 . Thus it can be inferred from Fig. 6 and Fig. 8 that the amount of energy consumed per data unit increases with increase in the spreading factor thereby decreasing the energy efficiency of wireless sensor network.
Thus, a common conclusion that can be drawn is, that the spreading factor greatly affects energy efficiency and data gathering rate, both.
IV. PROPOSED CLUSTERING SCHEME
As discussed in earlier section, performance of LEACH, the benchmark clustering scheme, proposed for energy efficient data gathering is not consistent over different runs of simulations, which may be due to improper distribution of clusterheads over the network area and variable number of nodes selecting themselves as clusterheads during different rounds. Secondly, it is also clear that there is a great impact of spreading factor on the performance of LEACH which suggests selection of limited number of nodes, as clusterheads during different data gathering rounds, for it to be more energy efficient. Another observation about LEACH is that when number of rounds exceeds the ratio of number of nodes and expected number of clusterheads, threshold value is set to maximum by all the nodes which forces them all to select as clusterheads and transmit their data to base station and may cause many of them to die suddenly. So, to restrict the number of clusterheads to a desired number, a clustering hierarchy with restricted number of clusterheads is proposed as RC-LEACH in which whenever more than desired number of clusterheads is selected, the excess numbers of nodes voluntarily gets away from the competition and restrict the number. To avoid sudden death of nodes RC-LEACH reduces the clusterhead change time after specific number of rounds.
In proposed RC-LEACH, nodes estimate their distances to base station and based on this distance and the minimum and maximum distances of base station from the network, divides the network into concentric strips. Operation of RC-LEACH also is divided into rounds and each round consists of a set up phase and steady state phase. During set up phase sensor nodes take a probabilistic decision about their role during a particular round and decide to be a clusterhead or a general node. Sensor nodes in the farthest strips, from the base station, are restricted from selecting them as clusterhead.
The detailed operation of proposed RC-LEACH is as follows:
A. Base Station Distance Estimation
The base station advertises a Hello message. Upon receipt of this message each node in the network estimates its distance to base station (D tobs ) using RSSI. Due to work in [21] [22] and [23] it is fairly assumed that the nodes can estimate their distances to transmitter, using RSSI. Again it is assumed that base station knows its location with respect to the network and its distance from the network. Thus, base station has the knowledge of its minimum (D bsmin ) and maximum distances (D bsmax ) from the network.
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B. Clusterhead Selection:
After estimation of base station distance, threshold parameters termed as netwidth and nodewidth are computed by each sensor node using estimated distance and knowledge about the minimum and maximum distance of the base station from the network, as follows:
Based on these parameters a term is introduced as round cost and is defined as ) 10 ( cos netwidth
is evaluated. Less is the round cost; less is the amount of energy consumed by the sensor node, in transmission of its data to base station, when selected as clusterhead. With evaluation of above equation (5), virtually the network is divided in ten concentric strips with nodes in each strip having similar round cost. The nodes with larger round cost will be at a larger distance from base station and when selected as clusterhead are expected to consume more energy, as compared to the nodes with comparatively smaller round cost. Further sensor nodes located in farthest network corner (seen from base station), if select them as clusterheads, may get more penalized due to their distances to base station. Such farthest corner nodes are not better candidates for clusterhead role due to their own energy consumption also. Hence, sensor nodes with round cost more than or equal to seven are not allowed to take part in clusterhead selection process.
During each setup phase, sensor nodes evaluate a threshold function as in LEACH and compare it with a random number between 0 and 1 generated at each node, considering the parameters evaluated by equations (3), (4) and (5) . If the generated random number is smaller than the calculated threshold, the node decides to become a clusterhead otherwise as a general node. In the case of LEACH, threshold function increases with increase in round number which increases the probability of nodes selecting them as clusterhead creating more number of clusters. The increased number of clusters results in increased number of clusterheads transmitting aggregated cluster data to a distant base station and results in increased energy consumption of the network. This may cause early death of these nodes and reduce the overall network lifetime. So to reduce the probability of selection, the threshold function is scaled down by a factor introduced as scale factor which is defined as: netwidth nodewidth netwidth factor scale   (6) Thus, the threshold function Th(n) for any node n to be evaluated is defined as follows: 
For distribution of energy consumption over the network, sensor nodes selected as clusterhead during last 1/P rounds are not allowed to become clusterhead during current round, as in LEACH.
In LEACH, the role of clusterhead is rotated after a specific interval termed as clusterhead change time and when none of the sensor nodes select itself as a clusterhead during some data gathering round, all nodes are expected to transmit their sensed data directly to the base station. This forcefully consumes their energy and reduces the network lifetime. To avoid such energy consumption, whenever nodes do not receive any clusterhead advertise over a specific period, after entering in a setup phase, the setup phase is reinitiated as suggested in [24] .
When current round number equals totalrounds, current round number is reset to zero. With current round number equal to totalrounds, it is expected that all eligible nodes have been in the clusterhead role at least once and consumed their energy in transmitting their cluster data to base station. After resetting the current round number, if a node is selected as clusterhead it may not have sufficient energy to complete the round i.e. over clusterhead change time which may result in its earlier death and cluster data may not be reported to base station. To avoid such non-reporting of data and node death, clusterhead change time is then reduced or in other words, the round is shortened.
C. Clusterhead advertise
The selected clusterheads advertise their selection over the network area using CSMA/CA MAC protocol and all other nodes despite of their decision about clusterhead role listen to it. Use of CSMA/CA MAC protocol avoids the hidden terminal problem [25] and also ensures the ordered reception of clusterhead advertises at each node. To have exactly the same order at each node, each node creates a clusterhead list and if it decides to be clusterhead it advertises its selection over the network and simultaneously appends its clusterhead list. Thus clusterheads are listened by all other nodes in the order they advertise their selection and hence there expected are identical clusterhead lists at each node.
D. Restricting the number of clusterheads
If the number of clusterheads in the clusterhead list is more than the desired number of clusterheads required then the clusterhead list is truncated by keeping only first required number of clusterheads, by each node including the clusterheads. If the selected clusterhead is one from the truncated clusterhead, it behaves as a general node and leaves the clusterhead role for particular round. Thus, with maintenance of clusterhead list at each node and truncating it, if it exceeds the desired number, number of clusterheads during any round of data gathering are restricted to a desired number.
E. Join request
The nodes decided to be general nodes, send joining request to the nearest of clusterhead from clusterhead list, using CSMA/CA MAC protocol, so as to avoid collisions due to hidden terminal problem.
F. Schedule distribution
Each clusterhead prepares a TDMA schedule for the nodes in its cluster and advertises it over the network, again using CSMA/CA MAC protocol.
G. Data transmission (steady state phase)
Data transmission from sensor nodes to base station takes place in two phases: from sensor node to clusterhead and from clusterhead to base station, as in LEACH. During their designated time slot, sensor nodes transmit their sensed data to their respective clusterhead. Upon receiving data from all its member nodes, clusterhead aggregates the data and transmits thus aggregated data to base station.
V. SIMULATION RESULTS
The results of simulations carried out in NS2 are presented in this section. The proposed RC-LEACH scheme was implemented and simulated in NS-2 and its performance is compared with LEACH. As the number of clusterheads during any round were to be restricted to the desired number of clusterheads i.e. 5, the spreading factor was set to 6. Rest of the parameters, for RC-LEACH, was set similar to LEACH. Performance metric same as defined above for evaluation of LEACH scheme was used. For LEACH, the simulation set up as used, earlier in Section-III, to observe its performance consistency was used.
Following Fig. 9 shows the number of data units received as a function of energy consumption in Joules. It can be observed that, with increase in energy consumption number of data units received at the base station increases almost linearly but the number is always higher in case of LEACH-RC as compared to LEACH. This implies that, the proposed LEACH-RC outperforms LEACH scheme in terms of energy efficiency. Fig. 10 , to follow, shows the variation in the remaining network energy, in Joules, as a function of simulation time in seconds. It can be observed that, the remaining energy decreases with increase in simulation time in case of LEACH and LEACH-RC, both. However, the amount of energy expended per unit time is less for LEACH-RC as compared to LEACH due to which the time taken for network energy to exhaust is larger in the case of LEACH-RC. Thus, proposed LEACH-RC gives an extended network lifetime. Fig. 11 , given below, shows the number of data units received at base station as a function of simulation time in seconds. It can be observed that the amount of data units received increase, with increase in the simulation time. The line corresponding to LEACH is terminated at 560 second indicating that, at this point of time the number of nodes alive is reduced below the desired number of clusterheads. The number of data units received over network lifetime is larger in case of proposed LEACH-RC as compared to LEACH. However, the number of data units received per unit time is comparatively more in the case of LEACH. This implies that the data gathering rate of LEACH is better, but over the network lifetime LEACH-RC outperforms LEACH in terms of energy efficiency.
Number of nodes alive as a function of simulation run time is plotted in Fig. 12 , to follow. It can be observed that, in the case of LEACH after 400 seconds number of nodes alive reduces to 4 very quickly whereas in case of LEACH-RC it happens gradually. The sudden death of nodes in LEACH happens due to the fact that, in LEACH when all sensor nodes become clusterhead once round 15 number is set to zero and threshold evaluated for clusterhead 
VI. CONCLUSION AND FUTURE SCOPE
A distributed and energy efficient clustering scheme is proposed in this paper as an improvement over LEACH. RC-LEACH restricts the number of clusterheads during different data gathering round to the expected number of clusters to be formed and gives good energy as well as data gathering efficiency. RC-LEACH is shown to outperform LEACH in terms of network lifetime, data gathering efficiency and energy efficiency. Though RC-LEACH outperforms LEACH scheme, it allows more than desired number of nodes to contend for clusterhead role during current round. Communication of these excess nodes during cluster formation needs to be addressed. Hence, RC-LEACH needs to be improvised to a clustering scheme in which exactly equal number of nodes, that are distributed uniformly over the network area, select them as clusterheads, during each round.
