This study explores whether climate models with higher spatial resolution provide higher accuracy for 14 precipitation simulations and/or different climate change signals. The outputs from two convection-permitting 15 climate models (ALARO and CCLM) with a spatial resolution of 3-4 km are compared with those from the coarse 16 scale driving models or reanalysis data for simulating/projecting daily and sub-daily precipitation quantiles.
consecutive precipitation extremes are interpreted to be independent based on this criterion when the time between 23 the two events exceeds 12 hours. Extreme precipitation is defined in this study as precipitation with return period (T) 24 higher than 1 year. The return period is in this study calculated in two different ways: empirically based on the rank 25 of the extracted POT values (n/i, where n and i are the length of the study period and rank, respectively; i = 1 for the 26 highest value); and theoretically after calibrating an extreme value distribution to these POT precipitation extremes.
27
Also for the calculation of the precipitation change factors for given return periods, these two different approaches 
32
In addition to the quantile analysis, the historical simulations of the climate models are validated based on 33 precipitation intensity-duration-frequency (IDF) curves which are typically used for design storm calculations and 34 related designs, e.g., urban drainage systems and hydraulic structures. The IDF curves for 1-month, 1-year and 10-
35
year return periods and for durations from 10-15 minutes up to one month are developed for the control runs of the winter seasons. It is seen that hourly precipitation extremes in gridcell 5 covering Uccle station are consistent with 18 the ones in the neighboring gridcells. Another preliminary analysis is performed to compare point and pixel 19 interpolated Uccle precipitation observations, which are used as reference for the model performance evaluation 20 ( Fig. 2) . The comparison is done for the periods 1961-1990 and 2001-2010 , which are the control periods of the 21 ALARO and CCLM models, respectively. The precipitation extremes from the pixel E-OBS data follow the pattern of the point observations and the extremes are well represented in the pixel dataset. The smaller amounts from the 23 gridded dataset is due to the fact that spatial averaging smooths out the extreme values (Hofstra et al., 2010; Sunyer 24 et al., 2013) .
25
The validation results of the daily precipitation quantiles simulated by the ALARO convection-permitting 26 models and its boundary conditions based on the point and pixel interpolated Uccle observations for the summer 27 season (June-July-August: JJA) are shown in Fig. 3 . The precipitation extremes for each model run are evaluated on 28 the native model grids, and are then aggregated to a larger model grid size in order to ensure a fair comparison. For 29 the aggregation purpose, the coarsest grid is used as reference. It means that, for instance for the ALARO model, the for the ALARO ERA40 4 km model ( Fig. 3a ). However, this might be due to the precipitation decrease after the spatial 34 averaging. The overestimation of the ALARO runs nested in the ERA40 reanalysis data is also evident on the native In the case of daily duration, which are less important for urban drainage applications, the CCLM runs 23 underestimate (overestimate) precipitation intensity of 1-year return period in comparison with the point (gridded) 24 observations (Fig. 6 ). The underestimation of higher intensities by the CCLM 2.8 km run for summer has also been 25 reported in the literature (Fosser, 2014) . For the daily precipitation extremes of 10-year return period, the 2.8 km 26 runs and the CCLM EC-EARTH 25 km underestimate (overestimate) precipitation intensity from the point (gridded) 27 observations, while the rest of the CCLM runs show the opposite behavior. For the larger aggregation levels 28 between 5 and 30 days, the precipitation intensities of 1-year return period derived from both the point and pixel To cope with the scale difference and the biases shown in the previous section, state-of-the-art climate change 19 impact analysis makes use of statistical downscaling. One of the popular downscaling methods is the delta change 20 method. Different versions exist for that method: from the simple basic method to more advanced methods such as 21 the quantile perturbation method. In this type of methods, the intrinsic assumption is made that the bias under future 22 climate conditions is identical to the bias in current climate conditions. This is implemented through the use of 23 "change factors" applied for historical precipitation quantiles. Another important assumption that is made by these 24 methods is that the change factors are spatial scale independent, such that the scale difference, although it is an issue 25 for the absolute precipitation intensity values, is less an issue for the delta change methods at which relative changes 26 are applied. The latter assumption is tested next. In this context, the relative changes in precipitation quantiles 27 between the future and historical simulations of climate model runs were calculated to compare the convection-28 permitting models and their driving GCMs. These change factors were computed for winter and summer seasons as 29 sub-daily and daily precipitation quantiles from the scenario period divided by those from the control period with the 30 same return period (change factor equal to one means no change).
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The change factors derived from the empirical data, and the ones after use of the extreme value distribution in 32 precipitation extremes for winter and summer seasons computed by the ALARO CNRM-CM3 model and the driving 33 CNRM-CM3 GCM are shown in Fig. 7 . From a comparison between the empirical data based change factors and those based on the extreme value distributions, it is seen that the extreme value distribution fitting smooths out (the first one is nested in the EC-EARTH model from CMIP5 and the later in the CNRM-CM3 model from CMIP3) 1 resolution met office regional climate models in the simulation of multi-hourly precipitation extremes, J. Clim., station scale using statistical transformationsa comparison of methods, Hydrol. Earth Syst. Sc., 16, 3383- 
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