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Abstract
Let Xt be a Cauchy process in R
d ; dX1: We investigate some of the ﬁne spectral theoretic
properties of the semigroup of this process killed upon leaving a domain D: We establish a
connection between the semigroup of this process and a mixed boundary value problem for
the Laplacian in one dimension higher, known as the ‘‘Mixed Steklov Problem.’’ Using this we
derive a variational characterization for the eigenvalues of the Cauchy process in D: This
characterization leads to many detailed properties of the eigenvalues and eigenfunctions for
the Cauchy process inspired by those for Brownian motion. Our results are new even in the
simplest geometric setting of the interval ð1; 1Þ where we obtain more precise information on
the size of the second and third eigenvalues and on the geometry of their corresponding
eigenfunctions. Such results, although trivial for the Laplacian, take considerable work to
prove for the Cauchy processes and remain open for general symmetric a-stable processes.
Along the way we present other general properties of the eigenfunctions, such as real
analyticity, which even though well known in the case of the Laplacian, are not available for
more general symmetric a-stable processes.
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1. Introduction
The potential theory for the symmetric a-stable processes, 0oao2; in domains of
Euclidean space has been extensively studied by many researchers for many years. In
particular, many of the ‘‘ﬁne’’ and now well-known results for Brownian motion
ða ¼ 2Þ have been extended to these processes in recent years. These include, to name
but a few, the boundary Harnack principles [9,12,45], the identiﬁcation of the Martin
boundary for various types of domains [10,23], the Harnack inequalities and
conditional gauge theorems for a-stable Schro¨dinger semigroups [11,13,21,24], the
notion of intrinsic ultracontractivity [21,36], sharp estimates for Green functions and
Poisson kernels [22,42], and isoperimetric-type inequalities for heat kernels, Green
functions, the lowest eigenvalue, and electrostatic capacities [2,5,39]. We refer the
reader to [20] for a survey of some of these results. Despite the extensive literature on
extension of these ‘‘ﬁne’’ potential theoretic properties from the Brownian motion to
the symmetric a-stable processes, many of the more detailed and reﬁned spectral
theoretic properties for which there is also an extensive literature in the case of
Brownian motion (the Laplacian), remain completely open for general symmetric
stable processes. This is the case even in the simplest geometric setting when the
domain is the interval ð1; 1Þ: The purpose of this paper is to study some of these
detailed properties for the eigenvalues and eigenfunctions in the case of the Cauchy
process, a ¼ 1: Before we describe our result in more detail, and the reason why we
need to restrict to the Cauchy process, we recall the basic deﬁnitions and some of the
results for the Brownian motion which motivated the work presented in this paper.
Let Xt be a d-dimensional symmetric a-stable process of order aAð0; 2 in Rd : The
process Xt has stationary independent increments and its transition density
paðt; x; yÞ ¼ paðt; x  yÞ; t40; x; yARd is determined by its Fourier transform
expðtjxjaÞ ¼
Z
Rd
eixypaðt; yÞ dy; t40; xARd :
That is, for any Borel subset BCRd ; xARd ; t40;
P xðXtABÞ ¼
Z
B
paðt; x; yÞ dy:
These processes have right continuous sample paths and their transition densities
satisfy the following scaling property:
paðt; x; yÞ ¼ td=apað1; t1=ax; t1=ayÞ:
When a ¼ 2; Xt is just the usual d-dimensional Brownian motion Bt but running at
twice the speed. That is, if a ¼ 2; then Xt ¼ B2t and
p2ðt; x; yÞ ¼ 1
ð4ptÞd=2
exp
jx  yj2
4t
" #
; t40; x; yARd :
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When a ¼ 1; Xt is the Cauchy process in Rd whose transition densities are given
by the Cauchy distribution (Poisson kernel)
p1ðt; x; yÞ ¼ cdt
ðt2 þ jx  yj2Þdþ12
; t40; x; yARd ; ð1:1Þ
where
cd ¼ G d þ 1
2
 
p
dþ1
2 :
From this point on, unless otherwise clearly indicated, we assume that a ¼ 1: We
will write pðt; x; yÞ for p1ðt; x; yÞ: If DCRd is a non-empty bounded open set, we let
tD ¼ infftX0 : XteDg be the ﬁrst exit time of Xt from D and denote by P x and Ex
the associated probability and expectation for this process starting at x: We shall
denote the semigroup on L2ðDÞ of the Cauchy process killed upon leaving D by
fPDt gtX0: That is, for fAL2ðDÞ; xAD; t40;
PDt f ðxÞ ¼ Exð f ðXtÞ; tD4tÞ:
The semigroup has transition densities pDðt; x; yÞ and
PDt f ðxÞ ¼
Z
D
pDðt; x; yÞ f ðyÞ dy:
The function pDðt; x; yÞ is positive symmetric and
pDðt; x; yÞppðt; x; yÞ ¼ cdt
ðt2 þ jx  yj2Þdþ12
pcd
td
for all t40 and x; yAD: In addition, for each ﬁxed t40; pDðt; x; yÞ is continuous on
D  D as a functions of ðx; yÞ: We refer the reader to [21,36] for these elementary
properties. It follows from this bound on the function pDðt; x; yÞ that for any open
set D of ﬁnite volume, and in particular for any bounded set, the operator PDt
generates a self-adjoint semigroup on L2ðDÞ which is ultracontractive. That is, the
operator PDt maps L
2ðDÞ into LNðDÞ for all t40: Under these assumptions it follows
from the general theory of heat semigroups [26] that there is an orthonormal basis of
eigenfunctions fjng for L2ðDÞ and corresponding eigenvalues flng satisfying
0ol1ol2pl3p?
with ln-N as n-N: That is, the pair fjn; lng satisﬁes
PDt jnðxÞ ¼ elntjnðxÞ: ð1:2Þ
In addition, l1 is simple and the corresponding eigenfunction j1; often called the
ground state eigenfunction, is strictly positive on D: By the continuity of the kernel in
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both variables x and y; the eigenfunctions jn are continuous and bounded. These
general facts hold for all symmetric stable processes of index 0oap2: For more
general properties of these semigroups, see [6,21,32].
The above construction is analogous to the construction for Brownian motion. If
we replace the Cauchy process, a ¼ 1; by the process associated with a ¼ 2
(Brownian motion running at twice the speed) and assume in addition that D is
connected and that @D is regular, then PDt is just the heat semigroup associated with
the Laplacian in D with Dirichlet boundary conditions. In this case pDðt; x; yÞ is the
fundamental solution of the heat equation in D; also called the heat kernel for D: Let
us denote by fcn; mngNn¼1 the eigenfunctions and eigenvalues in this case. This pair is
then the classical eigenfunction/eigenvalue solution of the Dirichlet Laplacian in D:
That is, the pair satisﬁes
DcnðxÞ ¼ mncnðxÞ; xAD;
cnðxÞ ¼ 0; xA@D:

ð1:3Þ
The Dirichlet eigenvalue problem (1.3) has been extensively studied for many
years both analytically and probabilistically. It is well-known that geometric
information on D; such as convexity, symmetry, volume growth, smoothness of its
boundary, etc., provides information not only on the ground state eigenfunction c1
and the ground state eigenvalue m1; but also on the spectral gap m2  m1; and on the
geometry of the nodal domains of c2: We recall here some of the classical results for
the Laplacian which served as motivation for the investigations in this paper.
Recall that for any f :D-R; its nodal set is f 1f0g and a nodal domain of f is any
connected component of D\ f 1f0g: The celebrated Courant–Hilbert nodal domain
theorem guarantees that cn has no more than n nodal domains. In particular, c2 has
exactly two nodal domains. In [41], Payne proved that if D is a symmetric bounded
convex domain in the plane, then the nodal line N ¼ fxAD : c2ðxÞ ¼ 0g for c2 must
intersect @D in exactly two points. He conjectured that such a result should hold for
any planar convex domain, regardless of symmetry. This was proved by Melas [38]
for bounded convex domains in the plane with smooth boundary (see also [1]). This
kind of detailed information on the nodal line is crucial in proving m2  m143p2=d2D
[3,27] for bounded planar convex domain of diameter dD which are symmetric with
respect to both coordinate axes and convex in both axes. Indeed, for such domains
Payne [41] proved that the nodal line is one of the two axes of symmetry. For general
convex domains in Rd ; an important result of Brascamp and Lieb [18] asserts that the
eigenfunction c1 is log concave. This result has had many interesting applications in
the literature and in particular it can be used to prove that for general convex
domain, m2  m14p2=d2D [37,44]. (The general conjecture made in 1983 by van den
Berg [4] that for any planar convex domain m2  m143p2=d2D; remains open.) For
many other applications of the Brascamp–Lieb log-concavity result, including
applications to option pricing, and various other extensions, we refer the reader to
Borell [14–16].
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All of the above properties for the eigenvalues and eigenfunctions are completely
unknown for general symmetric stable processes (or for the Cauchy process) even for
the interval ð1; 1Þ: Of course, various general results on the eigenvalues and
eigenfunctions of the Cauchy process, and even for general symmetric stable
processes, are known. For example: (1) A version of the celebrated Wyel’s
asymptotic law was proved in [6]. This asserts that if D is an open bounded non-
empty set and NðlÞ denotes the number of eigenvalues which are smaller than or
equal to l; and mð@DÞ ¼ 0; then NðlÞEldmðDÞcdðGð1þ dÞÞ1 as l-N [6]. (2) It
was proved recently that for all bounded domains the semigroup PDt is intrinsically
ultracontractive [21,36]. Intrinsic ultracontractivity is closely related to the parabolic
boundary Harnack principle and to conditioned processes (the associated Doob h-
processes). It gives very sharp estimates on jn in terms of j1 and we will indeed use
some of these estimates below, (see (2.6) in Section 2). In addition, if @D is suitably
smooth then j1ðxÞ behaves like ðdistðx; @DÞÞ1=2: (3) It is known that among all
domains of ﬁxed volume the ball has the smallest l1 (the Faber–Krahn inequality)
and that among all convex domains of inradius RD (the radius of the largest ball
contained in D) l1 is minimized by the inﬁnite strip and maximized by the ball of
radius RD: We refer the reader to [2,39] for many other ‘‘isoperimetric-type’’ results
for general symmetric stable processes.
While an explicit expression for l1 is not known even for the interval ð1; 1Þ; the
comparison estimates in [2,39] lead to explicit upper and lower bounds for l1 for
ð1; 1Þ: As far as estimates on ln; nX2; and geometric properties of jn; nX2 for
ð1; 1Þ are concerned, nothing seems to be known. Indeed, it was this very simple
geometric situation which initially motivated our investigations that led to this
paper. We were particularly interested in obtaining bounds for l1; l2; l2  l1 and
geometric properties for j1 and j2 for ð1; 1Þ: It may be proved (Section 4) that
there exists an eigenfunction which is antisymmetric and (up to a sign) negative on
ð1; 0Þ and positive on ð0; 1Þ: One of the ﬁrst goals of this paper was to prove that
this is the second eigenfunction. Unlike the case of the Laplacian, the proof is not
easy. This is due in part to the fact that the Courant–Hilbert nodal line theorem is
not known for operators which are not local. We succeeded in obtaining properties
for j2 and l2 for ð1; 1Þ because of the connection of the Cauchy process to the
Steklov problem. We will now describe this connection.
The central difﬁculty from the analytic point of view in studying some of the ﬁne
properties of ln and jn for the semigroup P
D
t is that its inﬁnitesimal generator, AD; is
not a local differential operator. We may deﬁne AD formally by
AD f ¼ lim
tk0
PDt f  f
t
ð1:4Þ
for such fAL2ðDÞ for which this limit exists in L2ðDÞ: The set of such functions (the
domain of AD) is denote by DðADÞ: Similarly we deﬁne AD f ðxÞ ¼ limtk0 ðPDt f ðxÞ 
f ðxÞÞ=t for any fACðDÞ and xAD for which the limit exists. It may be shown that for
fAC2c ðDÞ and xAD; AD f ðxÞ is well deﬁned and we have AD f ðxÞ ¼ ðDÞ1=2f ðxÞ:
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The deﬁnition of (DÞ1=2 may be ﬁnd for example in [11] (Deﬁnition 3.2, Lemma
3.5). We want to emphasize that we will not use the operator ðDÞ1=2 in any essential
way in this paper, we just want to present the connection between the semigroup PDt
and the operator ðDÞ1=2:
The expression
Eð f ; gÞ ¼ /AD f ; gS ¼ 
Z
D
ðAD f Þg dx ð1:5Þ
deﬁnes a Dirichlet form with domain DðEÞCL2ðDÞ [31, Theorem 1.3.1, Corollary
1.3.1], here fADðADÞ; gADðEÞ:
It is well-known that jnADðADÞ; ðDÞ1=2jnðxÞ; ADjnðxÞ are well deﬁned for xAD
and ADjnðxÞ ¼ ðDÞ1=2jnðxÞ ¼ lnjnðxÞ; xAD: With this, we may write an
analog of (1.3) with D replaced by ðDÞ1=2: However, due to the non-locality of this
operator it is difﬁcult to use this representation to study the inﬂuence of the
geometry of D on jn and on ln: The main idea in this paper, and the reason why we
need to restrict our attention to the case a ¼ 1; is based on the connection between
the eigenvalue problem for the Cauchy process and a mixed boundary eigenvalue
problem for the Laplacian in one dimension higher, known as the ‘‘mixed Steklov’’
problem. Probabilistically, this amounts to thinking of the Cauchy processes as the
trace of Brownian motion in one dimension higher. This idea will help us avoid
dealing with ðDÞ1=2 and the difﬁculties related to the non-locality of this operator.
However, even for bounded domains DCRd the boundary value problem that arises
takes place in unbounded domains and has not, as far as we know, been treated in
the literature. Hence, we must deal with many basic questions and estimates for this
problem.
The connection between our eigenvalue problem (1.2) and the Steklov problem
arises as follows. For fAL1ðRdÞ we set
Pt f ðxÞ ¼
Z
Rd
pðt; x; yÞ f ðyÞ dy;
where pðt; x; yÞ is given by (1.1). For fAL2ðDÞ we extend it to all of Rd by putting
f ðxÞ ¼ 0 for xADc: Since D is bounded we see that such functions are also in L1ðRdÞ:
Thus Pt f ðxÞ is well deﬁned for fAL2ðDÞ by our bound on pðt; x; yÞ and in particular
it is well deﬁned for any eigenfunction jn of our eigenvalue problem (1.2) extended
to be zero outside of D: For any nAN; xARd and t40 we put
unðx; tÞ ¼ PtjnðxÞ and unðx; 0Þ ¼ jnðxÞ: ð1:6Þ
This deﬁnes a function in
H ¼ fðx; tÞ : xARd ; tX0g:
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Since jn is continuous at least on R
d\@D the function un is continuous at least on
H\fðx; 0Þ : xA@Dg: For many ‘‘regular domains’’ such as bounded Lipschitz
domains, jn is continuous on all of R
d (see (3.2)), so that un is continuous on all
of H: We will denote by Hþ the interior of the set H: That is, Hþ ¼
fðx; tÞ : xARd ; t40g: Let
D ¼
Xd
i¼1
@2
@x2i
þ @
2
@t2
denote the Laplace operator in Hþ:
Theorem 1.1. Let DCRd be a bounded domain. Then
Dunðx; tÞ ¼ 0; ðx; tÞAHþ; ð1:7Þ
@un
@t
ðx; 0Þ ¼ lnunðx; 0Þ; xAD ð1:8Þ
unðx; 0Þ ¼ 0; xADc: ð1:9Þ
The idea of transforming problems for the non-local generator of symmetric a-
stable processes to problems for local operator in Rdþ1 has been used in the past, see
for example [28,40]. This idea was also used in a very general context in [43].
If O is a bounded domain in Rd and we write its boundary @O as the disjoint union
of two pieces, ð@OÞ1 and ð@OÞ2 then the classical ‘‘mixed Steklov’’ eigenvalue problem
[29,30,34] is the following mixed boundary value problem:
DunðzÞ ¼ 0; zAO; ð1:10Þ
@un
@n
ðzÞ ¼ enunðzÞ; zAð@OÞ1; ð1:11Þ
unðzÞ ¼ 0; zAð@OÞ2; ð1:12Þ
where D ¼Pdi¼1 @2@x2
i
and @@n is the inner normal derivative. The basic difference
between our Steklov problems and the classical one in that our domain is
unbounded.
The transformation of our eigenvalue problem (1.2) for the Cauchy process to
(1.7)–(1.9) enables us to use variational methods, and in particular to derive a
variational formula for ln (Theorem 3.8) and to prove an analog of the Courant–
Hilbert nodal domain theorem (Theorem 3.11). Under some additional assumptions
on D; we will also show that lnp ﬃﬃﬃﬃﬃmnp : A comparison result of this type for all
0oao2 was proved in [2] for l1: In addition, we obtain various other results for the
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eigenvalues and eigenfunctions of the Cauchy process from the corresponding
Steklov problem.
The paper is organized as follows. In Section 2 we set some notation and present
various known facts for the Cauchy process which are needed in the sequel. We also
obtain a new upper bound estimate on l1 for balls in Rd which holds for all 0oao2:
In particular, if D ¼ ð1; 1Þ and a ¼ 1 we have 1pl1p3p=8: This estimate is better
than the previous best bounds contained in [2]. In Section 3, we establish the
connection between the Cauchy eigenvalue problem and the mixed Steklov boundary
eigenvalue problem and prove the variational characterization for ln:
In Section 4, we prove several results based on properties of the transition density
pDðt; x; yÞ: One of the main result in this section (Theorem 4.3) asserts that whenever
D is symmetric relative to one of the coordinate axis, then there exists an
antisymmetric eigenfunction which is positive on the portion of D which lies on one
side of the axis and negative on the portion of D which lies on the other side. It
comes as a surprise to us that such results are essentially trivial for the Brownian
motion (the Dirichlet Laplacian) but not so for the Cauchy processes. The basic idea
for this argument is to use the multiple integral representation of the kernel coming
from the semigroup property to construct a new semigroup.
In Section 5, we use the some of the results obtained in the previous sections to
perform a much more detailed study for the Cauchy eigenvalues and eigenfunctions
on what is perhaps the simplest geometric setting for these type of problems, the
interval D ¼ ð1; 1Þ: We will show that j1 is symmetric and concave on ð1; 1Þ (see
Theorem 5.1). It is in fact non-decreasing on ð1; 0Þ and non-increasing on ð0; 1Þ;
and hence it satisﬁes the Brascamp–Lieb [18] concavity result. However, the main
result of this section deals with geometric properties of j2 and l2: We shall prove
that 2pl2pp and that its corresponding eigenfunction j2 is antisymmetric and (up
to sign) negative on ð1; 0Þ and positive on ð0; 1Þ (Theorem 5.3), similar to the
situation for the Brownian motion. From this it will follow that j2 has two nodal
domains and one nodal set. Moreover, we will show that j2 is concave on ð0; 1Þ and
convex on ð1; 0Þ: In this section we also obtain various properties for l3 and j3
(Theorem 5.4). Furthermore, an application of our Courant–Hilbert nodal domain
theorem for the Cauchy process proved in Section 3 will give that jn; nX1; has at
most 2n  2 zeros in ð1; 1Þ: This implies that jn has at most 2n  1 nodal domains.
Again, we ﬁnd it remarkable that these properties, as simple as they are for
Brownian motion, take considerable work to prove for the Cauchy process and that,
outside of a ¼ 1 and 2, they remain unknown for other symmetric a-stable processes.
2. Preliminary results
In this section we introduce some more notation, prove Theorem 1.1 and obtain
some new bounds on the ground state eigenvalue. These bounds hold for all 0oao2
and are of independent interest. Let N ¼ f1; 2;yg denote the set of natural
numbers. For dAN; we denote by j  j the Euclidean norm in Rd : For any subset
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UCRd we use U c; %U; intðUÞ; and @U to denote its complement, closure, interior,
and boundary, respectively. Furthermore, for xARd ; r40 and U ; VCRd ; we
put Bðx; rÞ ¼ fyARd : jx  yjorg; rU ¼fry : yAUg; distðU ; VÞ ¼ inffjy  zj : yAU ;
zAVg and dUðxÞ ¼ distðx; @UÞ: By BðRdÞ we mean the Borel s-algebra of Rd : We
will write c ¼ cða; b;y; gÞ to indicate the dependence of a constant c on the
parameters indicated. The constants may change their value from one use to the next
and even on the same line in the same formula. However, the set of parameters on
which a constant may depend will not change from one use to the another. The
constants denoted with c will always be assumed to be ﬁnite and positive.
By a domain DCRd we shall mean an open non-empty set. For dX2 a bounded
domain DCRd is called a bounded Lipschitz domain if there exists a Lipschitz
constant M ¼ MðDÞ40 and a localization radius r0 ¼ r0ðDÞ40 satisfying the
following property: For every QA@D there is a Lipschitz function GQ :Rd1-R of
constant no worst than M and an orthonormal coordinate system CSQ such that if
y ¼ ðy1;y; yd1; ydÞ in the CSQ coordinates, then
D-BðQ; r0Þ ¼ fy : yd4GQðy1;y; yd1Þg-BðQ; r0Þ:
For completeness, a bounded Lipschitz domain on the real line (d ¼ 1) is the union
of a ﬁnite number of disjoint bounded open intervals with no common endpoints.
Notice that, unlike the usual deﬁnition, we do not assume that D is necessarily
connected. In dimensions dX2 a bounded domain DCRd is called a bounded CN
domain if it satisﬁes the same conditions as the bounded Lipschitz domain where the
Lipschitz function is replaced by CN-function. The deﬁnition of a bounded Ck
domain for any kX1; is analogous. A bounded CN domain or bounded Ck domain
on the real line is the same as the bounded Lipschitz domain.
As above, we denote the transition probabilities for the killed process in the
bounded domain D by pDðt; x; yÞ: A probabilistic representation for this kernel is
given by
pDðt; x; yÞ ¼ pðt; x; yÞ  rDðt; x; yÞ;
for t40; x; yAD; where
rDðt; x; yÞ ¼ ExðtDot; pðt  tD; XðtDÞ; yÞÞ: ð2:1Þ
We now recall some other useful properties related to the Cauchy semigroup. For
x; yAD let
GDðx; yÞ ¼
Z N
0
pDðt; x; yÞ dt
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and recall that
P xftD4tg ¼
Z
D
pDðt; x; yÞdy:
Hence,
ExðtDÞ ¼
Z N
0
P xðtD4tÞ dt ¼
Z N
0
Z
D
pDðt; x; yÞ dy dt ¼
Z
D
GDðx; yÞ dy:
We call GDðx; yÞ the Green function for D: This gives rise to the Green operator
GD : L
2ðDÞ-L2ðDÞ deﬁned by
GD f ðxÞ ¼
Z
D
GDðx; yÞ f ðyÞ dy
¼
Z N
0
Exf f ðXt; tD4tg dt ¼ Ex
Z tD
0
f ðXtÞ dt
 
for all xAD; fAL2ðDÞ: We note in particular that
GDjnðxÞ ¼ jnðxÞ=ln ð2:2Þ
for all nAN: In addition,
jjGDjj2-2 ¼ 1=l1; ð2:3Þ
where jjGDjj2-2 denotes the operator norm on L2ðDÞ: It follows from [3] that for all
domains D of ﬁnite volume, Ex tDð ÞpE0 tD
 
; where D is the ball of same volume as
D: In particular, for bounded domain, ExðtDÞALpðDÞ for any 0oppN: It is also
well-known that the function uðxÞ ¼ ExðtDÞ is in the domain of AD as deﬁned in (1.4)
and that ADuðxÞ ¼ 1; xAD:
In addition to the above properties, the semigroup PDt shares many other
important properties with the semigroup of Brownian motion and in some instances
is better behave. In particular, for all bounded domains DCRd our Cauchy
semigroup is intrinsically ultracontractive. (This is not the case for Brownian
motion.) That is, for all e40 there exists a constant c ¼ cðe; DÞ such that for all t4c
and all x; yAD;
ð1 eÞel1tj1ðxÞj1ðyÞppDðt; x; yÞpð1þ eÞel1tj1ðxÞj1ðyÞ: ð2:4Þ
We also have
c1ðDÞExðtDÞpj1ðxÞpc2ðDÞExðtDÞ ð2:5Þ
for all xAD and
jjnðxÞjpcðt; DÞelntj1ðxÞ; ð2:6Þ
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for all t40; xAD; nAN: Inequality (2.6) follows directly from (2.4) as does the
right-hand side of (2.5). We refer the reader to [36] for full details on these results.
Another result which we will need in the sequel asserts that if DCRd is a bounded
Lipschitz domain, then there exist constants b1 ¼ b1ðDÞAð0; 1Þ; b2 ¼
b2ðDÞAð0; 1Þ; c1ðD; b1Þ and c2ðD; b2Þ such that
c1ðD; b1Þdb1D ðxÞpExðtDÞpc2ðD; b2Þdb2D ðxÞ; xAD ð2:7Þ
and hence the same is true for the eigenfunction j1 by (2.5). The proof of (2.7) uses
the Ikeda–Watanabe formula [35] and boundary Harnack principle techniques, see
[9, Lemmas 3, 5]; [19, (2.9)].
The eigenvalues ln also satisfy the following useful scaling property: For any g40
we have lnðgDÞ ¼ lnðDÞ=g; where lnðDÞ is the eigenvalue for D and lnðgDÞ is the
eigenvalue for gD:
Proof of Theorem 1.1. Formula (1.7) follows from the fact that the Poisson kernel
for the half-space H; (where ðx; tÞAHþ; ðy; 0ÞA@H), is just pðt; x; yÞ given by (1.1).
Eq. (1.9) is obvious by the deﬁnition of unðx; 0Þ in (1.6). It remains to show (1.8). For
xAD we have
@un
@t
ðx; 0Þ ¼ lim
t-0þ
PtjnðxÞ  jnðxÞ
t
and
PtjnðxÞ  jnðxÞ
t
¼P
D
t jnðxÞ  jnðxÞ
t
þ PtjnðxÞ  P
D
t jnðxÞ
t
¼ðe
lnt  1ÞjnðxÞ
t
þ 1
t
Z
D
rDðt; x; yÞjnðyÞ dy;
where rDðt; x; yÞ is given by (2.1). Clearly ðelnt  1Þ=t- ln when t-0þ so to
prove (1.8) it is sufﬁcient to show that for each xAD;
lim
t-0þ
1
t
Z
D
rDðt; x; yÞjjnðyÞj dy ¼ 0: ð2:8Þ
By (2.1) and the fact that rDðt; x; yÞ ¼ rDðt; y; xÞ we obtain for any t40; x; yAD;
that rDðt; x; yÞ is equal to EyðtDot; pðt  tD; XðtDÞ; xÞÞ: Hence
1
t
rDðt; x; yÞ ¼ 1
t
Ey
cdðt  tDÞ
ððt  tDÞ2 þ jX ðtDÞ  xj2Þ
dþ1
2
; tDot
0@ 1A
p 1
t
Ey
cdt
ddþ1D ðxÞ
; tDot
 !
¼ cdP
yðtDotÞ
ddþ1D ðxÞ
: ð2:9Þ
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When t-0þ the last expression tends to 0: Since jnALNðDÞ; we get (2.8) by the
bounded convergence theorem. &
In Section 3 below we will present, as an application of our variational formulas,
upper bounds estimates for the Cauchy eigenvalues in terms of the eigenvalues for
the Laplacian. From these and our knowledge of the eigenvalues of the Laplacian,
one can obtain estimates on the eigenvalues of the Cauchy processes. This idea was
used in [2] to give estimates on the ﬁrst eigenvalue of a-symmetric stable processes for
various domains. For the unit ball in Rd ; the following proposition can be used to
improve upon the upper bound of [2].
Proposition 2.1. Let DCRd be a bounded domain. We have
1
supxAD E
xðtDÞpl1p
R
D
ExðtDÞ dxR
D
½ExðtDÞ2 dx
: ð2:10Þ
Proof. The lower bound is well known. In fact,
j1ðxÞ
l1
¼ Ex
Z tD
0
j1ðXtÞ dt
 
pjjj1jjNExðtDÞ: ð2:11Þ
For the upper bound we use the following equality [31, Lemma 1.5.3, p. 33] valid for
any Dirichlet forms. For any non-negative fAL1ðDÞ-L2ðDÞ;
sup
uADðEÞ
R
D
f juj dxﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
D
fGD f dx
s
:
This, Schwarz inequality and (2.3) gives that for all uADðEÞ;
Z
D
f juj dxp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
D
fGD f dx
s
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jj f jj2jjGD f jj2
q
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞ
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1
l1
jj f jj2jj f jj2
r
¼ jj f jj2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞ
p ﬃﬃﬃﬃﬃ1
l1
r
:
Taking uðxÞ ¼ f ðxÞ ¼ ExðtDÞ and observing, as we did earlier, that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eðu; uÞp ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
/1; uS
p
gives the right-hand side of the proposition. &
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We note that the above estimates for l1 hold for all 0oap2: For a ¼ 2 the upper
estimate follows from the variational formula for l1 and integration by parts.
Let us look at the special case of the ball Bð0; 1Þ in Rd : (For a general ball of radius
r similar estimates follow trivially by scaling.) For any 0oap2 we have by Getoor
[33]
ExðtBð0;1ÞÞ ¼ Ca; d 1 jxj2
 a=2
; ð2:12Þ
where
Ca;d ¼
Gðd
2
Þ
2aGð1þ a2ÞGðdþa2 Þ
:
Clearly
sup
xABð0;1Þ
ExðtBð0;1ÞÞ ¼ Ca;d
and a simple integration in polar coordinates givesZ
Bð0;1Þ
ExðtBð0;1ÞÞ dx ¼
Ca;dsd
2
B
d
2
;
a
2
þ 1
 
and Z
Bð0;1Þ
½ExðtBð0;1ÞÞ2 dx ¼
C2a;dsd
2
B
d
2
; aþ 1
 
;
where sd is the surface area of the unit sphere in Rd ðs1 ¼ 2Þ and
Bða; bÞ ¼ GðaÞGðbÞ
Gða þ bÞ
is the Beta function. These calculations and Proposition 2.1 give
Corollary 2.2. Let la;d be the smallest eigenvalue for the symmetric stable process of
order 0oap2; killed off Bð0; 1ÞCRd : Then
1
Ca;d
pla;dp
1
Ca;d
Bðd
2
; a
2
þ 1Þ
Bðd
2
; aþ 1Þ: ð2:13Þ
In particular, for the Cauchy process in unit interval ð1; 1Þ in R and the unit disk in R2
we have, respectively,
1pl1;1p
3p
8
E1:178 ð2:14Þ
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and
1:57E
p
2
pl1;2p
2p
3
E2:094: ð2:15Þ
Both (2.14) and (2.15) follow from (2.13) by a simple calculation, we leave it to the
reader. The left-hand side of (2.13) is already in [2]. However, the right-hand side
gives better estimates, at least in dimensions one and two, than those that follow
from [2].
3. The mixed Steklov problem
In this section we exploit the connection of the eigenvalue problem for the Cauchy
process to the Steklov problem described by Theorem 1.1. Using this we obtain a
variational characterization for the eigenvalues ln: Many of these results, such as the
variational formulas, are known for the Steklov problem (1.10)–(1.12) in bounded
smooth domains O: Obtaining this results for our problem (1.7)–(1.9) for the
unbounded domain HþCRdþ1 when DCRd is a bounded Lipschitz domain requires
close attention to several technical details.
Proposition 3.1. Let DCRd be a bounded domain. Let unðx; tÞ be as in (1.6). For
xAintðDcÞ; set
rnðxÞ ¼ lim
t-0þ
unðx; tÞ
t
and rnðxÞ ¼ 0 for xA %D: Then rnðxÞ is well defined for all xARd and for xAintðDcÞ;
rnðxÞ ¼
Z
D
cdjnðyÞ
jx  yjdþ1
dy: ð3:1Þ
Proof. For any t40 and xAintðDcÞ; we have
unðx; tÞ
t
¼ PtjnðxÞ
t
¼
Z
D
cdjnðyÞ
ðt2 þ jx  yj2Þdþ12
dy:
Note that for xAintðDcÞ we have
ðt2 þ jx  yj2Þðdþ1Þ=2pdd1D ðxÞ:
The bounded convergence theorem implies (3.1). &
Let us recall that if DCRd is a bounded Lipschitz domain then, by (2.6) and (2.7),
there exist b ¼ bðDÞAð0; 1Þ and a constant cðD;bÞ such that for all nAN; xAD we
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have
jjnðxÞjpcðD; n; bÞdbDðxÞ: ð3:2Þ
Proposition 3.2. Let DCRd be a bounded Lipschitz domain. Let bAð0; 1Þ be the
constant in (3.2). Then
(i) jrnðxÞjp
Z
D
cd jjnðyÞj
jx  yjdþ1
dypcðD; n; bÞminðdb1D ðxÞ; dd1D ðxÞÞ;
for all xAintðDcÞ:
(ii) h1jPhjnðxÞ  jnðxÞjpcðD; n; bÞdb1D ðxÞ;
for xAD; h40; and
(iii)
@un
@t
ðx; tÞ ¼ lnunðx; tÞ þ PtrnðxÞ; ð3:3Þ
for xARd ; t40:
Proof. (i) Let xAintðDcÞ: The upper bound cðD; n; bÞdd1D ðxÞ is easy. We haveZ
D
cd jjnðyÞjjx  yjd1 dypcddd1D ðxÞ
Z
D
jjnðyÞj dypcðD; nÞdd1D ðxÞ:
On the other hand, by (3.2) we getZ
D
cd jjnðyÞjjx  yjd1 dypcðD; n; bÞ
Z
D
dbDðyÞjx  yjd1 dy: ð3:4Þ
We will divide the integral over D into two integrals, one over the set
D-Bðx; 2dDðxÞÞ and the other one over the set D\Bðx; 2dDðxÞÞ: Note that for
yAD-Bðx; 2dDðxÞÞ we have dDðyÞpdDðxÞ and for yAD we have dDðyÞpjx  yj:
Hence the integral on the right-hand side of (3.4) is bounded above byZ
D-Bðx;2dDðxÞÞ
dbDðxÞjx  yjd1 dy þ
Z
D\Bðx;2dDðxÞÞ
jx  yjd1þb dy
pdbDðxÞ
Z
Bðx;2dDðxÞÞ\Bðx;dDðxÞÞ
jx  yjd1 dy þ
Z
Bcðx;2dDðxÞÞ
jx  yjd1þb dy:
A simple integration in polar coordinates shows that the sum is dominated above by
cðd; bÞdb1D ðxÞ:
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(ii) Let xAD and h40: As in the proof of Theorem 1.1, we obtain that
h1jPhjnðxÞ  jnðxÞj is bounded above by
h1jPDh jnðxÞ  jnðxÞj þ h1jPhjnðxÞ  PDh jnðxÞj
ph1jelnh  1jjjnðxÞj þ h1
Z
D
rDðh; x; yÞjjnðyÞj dy:
The ﬁrst term in the sum is controlled by jjjnjjNln: It remains to show that
h1
Z
D
rDðh; x; yÞjjnðyÞj dypcðD; n; bÞdb1D ðxÞ: ð3:5Þ
As in the previous argument, we divide the integral in (3.5) as an integral over
Bðx; dDðxÞÞ and an integral over D\Bðx; dDðxÞÞ: For yABðx; dDðxÞÞ we use (2.9) to
get h1rDðh; x; yÞpcddd1D ðxÞ: For yAD\Bðx; dDðxÞÞ we estimate h1rDðh; x; yÞp
pðh; x; yÞpcd jx  yjd1: Note that 2jy  xjXdDðyÞ for yAD\Bðx; dDðxÞÞ: Applying
(3.2) we obtain that jjnðyÞjpcðD; n; bÞð2dbDðxÞÞb for yABðx; dDðxÞÞ and jjnðyÞjp
cðD; n; bÞdbDðyÞpcðD; n; bÞð2jx  yjÞb; for yAD\Bðx; dDðxÞÞ: It follows that
h1
Z
D
rDðh; x; yÞjjnðyÞj dyp cðD; n; bÞdd1þbD ðxÞ
Z
Bðx;dDðxÞÞ
dy
þ cðD; n; bÞ
Z
D\Bðx;dDðxÞÞ
jx  yjd1þb dy
p cðD; n; bÞdb1D ðxÞ;
which proves (3.5) and (ii).
(iii) Let t40 and xARd :
@un
@t
ðx; tÞ ¼ lim
h-0þ
Z
pðt; x; yÞ PhjnðyÞ  jnðyÞ
h
dy
¼ lim
h-0þ
Z
intðDcÞ
pðt; x; yÞ PhjnðyÞ  jnðyÞ
h
dy ð3:6Þ
þ lim
h-0þ
Z
D
pðt; x; yÞ PhjnðyÞ  jnðyÞ
h
dy: ð3:7Þ
If yAintðDcÞ; then h1ðPhjnðyÞ  jnðyÞÞ ¼ h1PhjnðyÞ tends to rnðyÞ when h-0þ: If
yAD then by Theorem 1.1 h1ðPhjnðyÞ  jnðyÞÞ tends to lnjnðyÞ when h-0þ:
Hence, to show (3.3) it remains to justify the change of the limit and the integral in
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(3.6) and (3.7). For xAintðDcÞ we have
PhjnðxÞ  jnðxÞ
h
  ¼ PhjnðxÞh
 pZ
D
cd jjnðyÞj
jx  yjdþ1
dy:
By (i) this is bounded above by cðD; n; bÞminðdb1D ðxÞ; dd1D ðxÞÞ; where xAintðDcÞ
which is an integrable function on intðDcÞ: Similarly (ii) shows that h1ðPhjnðyÞ 
jnðyÞÞ for yAD is bounded above by the function cðD; n; bÞdb1D ðxÞ which is
integrable on D: Therefore by the bounded convergence theorem we can change
limits and integrals in (3.6) and (3.7). This proves (3.3) and completes the proof of
the proposition. &
Our aim now is to obtain a variational formulas for the eigenvalues ln of the
following type:
ln ¼ inf
uAFn
Z
H
jruðx; tÞj2 dx dt;
for a suitably chosen class of function Fn: For a function u : H-R we denote
ru ¼ ð @u@x1;y; @u@xd ; @u@tÞ: For e40 we put He ¼ fðx; tÞ : xARd ; t4eg: Recall that Hþ ¼
fðx; tÞ : t40; xARdg: We need some estimates on run: These are obtained
essentially by differentiating under the integral sign using our representation for
the functions unðx; tÞ in terms of the Cauchy (Poisson) kernel. These calculations are
in fact very similar to those in [46, Chapter IV].
Lemma 3.3. Let DCRd be a bounded domain. For any e40; ðx; tÞAHþ and i ¼
1;y; d; we have
(a)
@un
@xi
ðx; tÞ ¼ cd
Z
D
ðd þ 1Þtðxi  yiÞ
ðt2 þ jx  yj2Þdþ32
jnðyÞ dy;
(b)
@un
@t
ðx; tÞ ¼ cd
Z
D
jx  yj2  dt2
ðt2 þ jx  yj2Þdþ32
jnðyÞ dy;
(c)
@2un
@x2i
ðx; tÞ
¼ cd
Z
D
ðd þ 1Þtðt2 þ jx  yj2Þ þ ðd þ 1Þðd þ 3Þtðxi  yiÞ2
ðt2 þ jx  yj2Þdþ52
jnðyÞ dy;
ARTICLE IN PRESS
R. Ba *nuelos, T. Kulczycki / Journal of Functional Analysis 211 (2004) 355–423 371
and
(d)
@2un
@t2
ðx; tÞ ¼ cd
Z
D
3ðd þ 1Þtjx  yj2 þ dðd þ 1Þt3
ðt2 þ jx  yj2Þdþ52
jnðyÞ dy:
For any e40 there exists a constant c ¼ cðD; n; eÞ such that for all ðx; tÞAHe we
have
(e)
jrunðx; tÞjpcðt2 þ jxj2Þðdþ1Þ=2;
and
(f )
@2un
@t2
ðx; tÞ
 þXd
i¼1
@2un
@x2i
ðx; tÞ
 p c
ðt2 þ jxj2Þdþ22
:
In particular,
(g) Z
He
jrunðx; tÞj2 dx dtoN
and
(h) Z
He
@2un
@t2
ðx; tÞ
 þXd
i¼1
@2un
@x2i
ðx; tÞ
  dx dtoN:
Proof. Recall that unðx; tÞ ¼
R
D
pðt; x; yÞjnðyÞ dy: Formulas (a)–(d) follow from our
explicit expression for pðt; x; yÞ in (1.1) and the fact that
@un
@xi
ðx; tÞ ¼
Z
D
@
@xi
pðt; x; yÞjnðyÞ; dy ðx; tÞAHþ;
with a similar formula for @un@t ðx; tÞ:
Let a ¼ 2 diamðDÞ þ 2 distð0; DÞ: For yAD we have jyjpa=2: So, for jxjXa and
yAD we get
jx  yjXjxj  jyjXjxj  a=2Xjxj=2
and
jx  yjpjxj þ jyjpjxj þ a=2p3jxj=2:
For yAD and jxjoa we have jx  yjp3a=2: We will use these elementary
observations several times below.
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For t4e and jxjXa;
@un
@xi
ðx; tÞ
 p cdðd þ 1Þ Z
D
ð3=2Þtjxj
ðt2 þ jxj2=4Þdþ32
jjnðyÞj dy
p cðdÞ
ðt2 þ jxj2Þdþ12
Z
D
jjnðyÞj dy:
For t4e and jxjoa;
@un
@xi
ðx; tÞ
 p cdðd þ 1Þ Z
D
ð3=2Þta
tdþ3
jjnðyÞj dy
p cðD; nÞ
tdþ2
t
e
pcðD; nÞ
tdþ1
:
But for t4e and jxjoa; jxjota=e so
1
tdþ1
p 1
ðt2 þ jxj2Þdþ12
1þ a
2
e2
 dþ1
2
: ð3:8Þ
Therefore, for t; x as above,
@un
@xi
ðx; tÞ
 p cðD; nÞ
ðt2 þ jxj2Þdþ12
1þ a
2
e2
 dþ1
2
:
Similarly, for t4e and jxjXa;
@un
@t
ðx; tÞ
 p cd Z
D
ðdt2 þ ð9=4Þjxj2Þ
ðt2 þ jxj2=4Þdþ32
jjnðyÞj dy
p cðdÞ
ðt2 þ jxj2Þdþ12
Z
D
jjnðyÞj dy:
On the other hand, for t4e and jxjoa;
@un
@t
ðx; tÞ
 p cd Z
D
ðdt2 þ ð9=4Þa2Þ
tdþ3
jjnðyÞj dy
p cðD; n; eÞ
tdþ1
p cðD; n; eÞ
ðt2 þ jxj2Þdþ12
:
The last two inequalities follow from the fact that a2pt2a2=e2 and (3.8). Now, (e)
follows from the above inequalities.
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Estimate (g) is a simple consequence of (e). In fact,Z
He
jrunðx; tÞj2 dx dtpcðD; n; eÞ
Z
He
dx dt
ðt2 þ jxj2Þdþ1
oN:
We will now prove (f ). For t4e and jxjXa;
@2un
@x2i
ðx; tÞ
 p cðdÞ Z
D
ðt2 þ ð9=4Þjxj2Þ3=2
ðt2 þ jxj2=4Þdþ52
jjnðyÞj dy
p cðD; nÞ
ðt2 þ jxj2Þdþ22
and for t4e and jxjoa;
@2un
@x2i
ðx; tÞ
 pcðdÞ Z
D
ðt2 þ ð9=4Þa2Þ3=2
tdþ5
jjnðyÞj dyp
cðD; n; eÞ
tdþ2
:
But for t4e and jxjoa;
1
tdþ2
p 1
ðt2 þ jxj2Þdþ22
1þ a
2
e2
 dþ2
2
:
Therefore, for t and x as above,
@2un
@x2i
ðx; tÞ
 p cðD; n; eÞ
ðt2 þ jxj2Þdþ22
:
Similarly, for t4e and jxjXa;
@2un
@t2
ðx; tÞ
 pZ
D
cðdÞðt2 þ ð9=4Þjxj2Þt
ðt2 þ jxj2=4Þdþ52
jjnðyÞj dyp
cðD; nÞ
ðt2 þ jxj2Þdþ22
and for t4e and jxjoa;
@2un
@t2
ðx; tÞ
 pZ
D
cðdÞðt2 þ ð9=4Þa2Þt
tdþ5
jjnðyÞj dyp
cðD; n; eÞ
ðt2 þ jxj2Þdþ22
:
The previous two inequalities imply (f ). Finally, (h) follows from this. &
We will now introduce the class of function FðDÞ ¼F which we shall use in the
variational characterization of ln: Motivated by Lemma 3.3, we deﬁne this class as
follows.
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Deﬁnition 3.1. Let DCRd be a bounded Lipschitz domain. We deﬁneFðDÞ to be the
collection of all ﬁnite linear combinations of functions u : H-R satisfying the
following conditions:
(i) u is continuous on H except possibly on fðx; 0Þ : xA@Dg and u is bounded on H:
(ii) ruðx; tÞ exists for almost all ðx; tÞAHþ and ru is a measurable function. If
ðx; tÞAHþ and ruðx; tÞ does not exists then uðx; tÞ ¼ 0: Moreover, for all e40
there exists a constant cðeÞ such that for all t4e;
jruðx; tÞjpcðeÞðt2 þ jxj2Þðdþ1Þ=2;
for any ðx; tÞAH for which ruðx; tÞ exists.
(iii) uðx; 0Þ ¼ 0 for xADc\@D andZ
Rd
u2ðx; 0Þ dxoN:
(iv) Z
H
jruðx; tÞj2 dx dtoN:
The space FðDÞ is the linear space spanned by the functions u : H-R which
satisfy (i)–(iv). We will often simply write F for FðDÞ unless we want to stress the
dependence on D: Notice that the condition ‘‘if ruðx; tÞ does not exists, then
uðx; tÞ ¼ 0;’’ is the only condition which prevents the class of functions u : H-R
satisfying (i)–(iv) from being a linear space itself. This condition, as it turns out, will
be very important in the sequel. Finally, we note that unðx; tÞ satisﬁes (i)–(iii) by
Lemma 3.3 and via the Fourier transform one can easily show that it also satisﬁes
(iv). An alternative way to verify this which has some additional advantages, as we
shall see below, is to use Green’s theorem. In particular, we need to justify the use of
Green’s formula on expressions of the formZ
H
ruðx; tÞrunðx; tÞ dx dt;
for uAF: Some of the ‘‘Littlewood–Paley’’ formulas below can also be derived by
the Fourier transform. We choose to prove them by integration by parts since the
Fourier transform method does not sufﬁce for all our formulas.
Proposition 3.4. Let DCRd be a bounded Lipschitz domain. If u : H-R satisfies
conditions (i)–(iii) in Definition 3.1 then for any e40 and nAN we haveZ
He
ruðx; tÞrunðx; tÞ dx dt ¼ 
Z
Rd
uðx; eÞ @un
@t
ðx; eÞ dx: ð3:9Þ
In particular, both integrals finite.
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We interpret (3.9) as saying that Green’s formula can be applied toZ
He
ruðx; tÞrunðx; tÞ dx dt
in that Z
He
ruðx; tÞrunðx; tÞ dx dt ¼ 
Z
He
uðx; tÞDunðx; tÞ dx dt

Z
Rd
uðx; eÞ @un
@t
ðx; eÞ dx:
The ðÞ sign rather than the ðþÞ sign arises because we are using @@t for the inner
normal derivative at @He:
Proof. By the Lemma 3.3 and (ii) in Deﬁnition 3.1Z
He
jruðx; tÞjjrunðx; tÞj dx dtpcðe; D; n; uÞ
Z
He
ðt2 þ jxj2Þðdþ1Þ dx dtoN:
So the integral Z
He
ruðx; tÞrunðx; tÞ dx dt
is absolutely convergent. Moreover, this integral equals
Xd
i¼1
Z N
e
Z N
N
y
Z N
N|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ðd1Þ-integrals
Z N
N
@u
@xi
ðx; tÞ @un
@xi
ðx; tÞ dxi dx1ydxd|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
ðd1Þ times without dxi
dt
þ
Z N
N
y
Z N
N
Z N
e
@u
@t
ðx; tÞ @un
@t
ðx; tÞ dt dx1ydxd :
By Lemma 3.3 and (ii) in Deﬁnition 3.1 we get for each tXe;Z N
N
@u
@xi
ðx; tÞ @un
@xi
ðx; tÞ
  dxip Z NN cðD; e; n; uÞ dxiðt2 þ jxj2Þdþ1
p
Z N
N
cðD; e; n; uÞ dxi
ðe2 þ jxj2Þdþ1
oN:
We now claim thatZ N
N
@u
@xi
ðx; tÞ @un
@xi
ðx; tÞ dxi ¼ 
Z N
N
uðx; tÞ @un
@x2i
ðx; tÞ dxi: ð3:10Þ
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We may assume i ¼ 1: Let us ﬁx the coordinates x2;y; xd ; t and put O ¼
fx1AðN;NÞ : uðx; tÞ ¼ uðx1; x2;y; xd ; tÞ ¼ 0g: The set ðN;NÞ\O consists of at
most countably many intervals ðak; bkÞNk¼1 such that for all x1Aðak; bkÞ we have
uðx; tÞa0 (some of intervals ðak; bkÞ may be unbounded). For x1 ¼ ak or x1 ¼ bk
(when akaN; bkaN) we have uðx; tÞ ¼ 0: HenceZ N
N
@u
@x1
ðx; tÞ @un
@x1
ðx; tÞ dx1 ¼
XN
k¼1
Z bk
ak
@u
@x1
ðx; tÞ @un
@x1
ðx; tÞ dx1: ð3:11Þ
On the other hand,Z bk
ak
@u
@x1
ðx; tÞ @un
@x1
ðx; tÞ dx1 ¼ uðx; tÞ @un
@x1
ðx; tÞ
 !x1¼bk
x1¼ak

Z bk
ak
uðx; tÞ @
2un
@x21
ðx; tÞ dx1: ð3:12Þ
If ak ¼ N; then the expression
uðx; tÞ @un
@x1
ðx; tÞ
 !
x1¼ak
should be understood in the limit sense. By (i) in Deﬁnition 3.1 and (e) of Lemma
3.3, we get for ak ¼ N that this expression is equal to 0: Similarly, if bk ¼N; then
uðx; tÞ @un
@x1
ðx; tÞ
 !x1¼bk
¼ 0:
When akaN and bkaN; we have uðak; x2;y; xd ; tÞ ¼ 0 and we have
uðbk; x2;y; xd ; tÞ ¼ 0: Hence,
uðx; tÞ @un
@x1
ðx; tÞ
 !
x1¼ak
¼ uðx; tÞ @un
@x1
ðx; tÞ
 !x1¼bk
¼ 0:
Note also that by (i) in Deﬁnition 3.1 and by (f ) in Lemma 3.3, we haveZ N
N
juðx; tÞj @
2un
@x21
ðx; tÞ
  dx1oN
and it follows that Z N
N
uðx; tÞ @
2un
@x21
ðx; tÞ dx1
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is absolutely convergent. Therefore (3.11) and (3.12) give (3.10). By similar
arguments for any xARd ;Z N
e
@u
@t
ðx; tÞ @un
@t
ðx; tÞ dt
¼ uðx; tÞ @un
@t
ðx; tÞ
 !t¼N
t¼e

Z N
e
uðx; tÞ @
2un
@t2
ðx; tÞ dt:
Both integrals are well deﬁned for each xARd : As before, the expression
uðx; tÞ @un
@t
ðx; tÞ
 !t¼N
should be understood as a limit and it equals 0: By repeated integration, it follows
that the left-hand side of (3.9) is

Xd
i¼1
Z N
e
Z N
N
y
Z N
N|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
d integrals
uðx; tÞ @
2un
@x2i
ðx; tÞ dxi dx1;y; dxd|ﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄ}
ðd1Þ times without dxi
dt

Z N
N
y
Z N
N
uðx; eÞ @un
@t
ðx; eÞ dx1;y; dxd

Z N
N
y
Z N
N
Z N
e
uðx; tÞ @
2un
@t2
ðx; tÞ dt dx1;y; dxd :
By Fubini theorem this is

Z
He
uðx; tÞDunðx; tÞ dx dt 
Z
Rd
uðx; eÞ @un
@t
ðx; eÞ dx:
Since Dunðx; tÞ ¼ 0; we obtain (3.9). The use of Fubini theorem is justiﬁed by the
following observation. By (i) in Deﬁnition 3.1 and by (h) and (e) in Lemma 3.3, we
have Z
He
juðx; eÞj @
2un
@t2
ðx; tÞ
 þXd
i¼1
@2un
@x21
ðx; tÞ
 
 !
dx dtoN
and Z
Rd
juðx; eÞj @un
@t
ðx; eÞ
  dxpZ
Rd
jjujjNcðD; n; eÞ dx
ðe2 þ jxj2Þðdþ1Þ=2
oN:
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This also shows that the right-hand side of (3.9) is an absolutely convergent
integral. &
Proposition 3.5. Let DCRd be a bounded Lipschitz domain. If u : H-R satisfies
conditions (i)–(iii) of Definition 3.1, then for any nAN we have
lim
e-0þ
Z
Rd
uðx; eÞunðx; eÞ dx ¼
Z
D
uðx; 0ÞjnðxÞ dx ð3:13Þ
and
lim
e-0þ
Z
Rd
juðx; eÞjjPernðxÞj dx ¼ 0: ð3:14Þ
In particular,
lim
e-0þ
Z
Rd
uðx; eÞ @un
@t
ðx; eÞ dx ¼ ln
Z
D
uðx; 0ÞjnðxÞ dx: ð3:15Þ
Proof. Note that unðx; eÞ-jnðxÞ as e-0þ for any xARd (recall that jn is extended
to the whole of Rd). Similarly, by (i) in Deﬁnition 3.1 uðx; eÞ-uðx; 0Þ as e-0þ for all
xARd\@D: Hence this limit exists for almost all xARd : By (i) in Deﬁnition 3.1 u is
bounded and for any xARd and eAð0; 1Þ we have
junðx; eÞj ¼ jPejnðxÞjpcðDÞjjjnjjNð1þ dDðxÞÞd1:
Hence (3.13) follows by the bounded convergence theorem.
The proof of (3.14) is more complicated. By (2.6) and (3.1) we have
jrnðxÞjpcðn; DÞr1ðxÞ; so to prove (3.14) it is sufﬁcient to show that
lim
e-0þ
Z
Rd
juðx; eÞjPer1ðxÞ dx ¼ 0: ð3:16Þ
Fix h40 and put Dh ¼ fxARd : distðx; DÞphg: For xARd ; deﬁne
fhðxÞ ¼ r1ðxÞ1DhðxÞ and f˜hðxÞ ¼ r1ðxÞ1DchðxÞ
so that Per1 ¼ Pe fh þ Pe f˜h: Clearly, for any h; e40 we haveZ
Rd
juðx; eÞjPe fhðxÞ dxp jjujjN
Z
Rd
Z
Rd
pðe; x; yÞ fhðyÞ dy dx
¼ jjujjN
Z
Rd
fhðyÞ
Z
Rd
pðe; x; yÞ dx dy ¼ jjujjNjj fhjj1: ð3:17Þ
By (i) in Proposition 3.2 we see that r1AL1ðRdÞ: Also, suppðr1ÞCDc: It follows that
limh-0þ jj fhjj1 ¼ 0: Hence for any e40 the left-hand side of (3.17) tends to 0 as
h-0þ: Thus by choosing a sufﬁciently small h40; the integral on the left-hand side
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of (3.17) can be made arbitrarily small independently of our choice of e40:
Therefore to prove (3.16) it sufﬁces to show that for each ﬁxed h40 we have
lim
e-0þ
Z
Rd
juðx; eÞjPe f˜hðxÞ dx ¼ 0: ð3:18Þ
By Proposition 3.2 there exists b ¼ bðDÞAð0; 1Þ such that for all xAintðDcÞ;
f˜hðxÞ ¼ r1ðxÞ1Dc
h
ðxÞpcðD; bÞminðdb1D ðxÞ; dd1D ðxÞÞ:
It follows that f˜hALNðRdÞ-L1ðRdÞ:
Let us denote by D0 ¼ fxADc : dDðxÞpdiamðDÞg and D00 ¼ fxADc : dDðxÞ4
diamðDÞg: Let xAD: For any yADch we have jx  yjXh and jx  yjXdDð yÞ: It
follows that
Pe f˜hðxÞ ¼
Z
Dc
h
cde
ðe2 þ jx  yj2Þdþ12
f˜hð yÞ dy
p ecd jj f˜hjjN
Z
Dc
h
-D00
dy
ðdDð yÞÞdþ1
þ ecd jj f˜hjjN
Z
Dc
h
-ðD,D0Þ
dy
hdþ1
:
Hence Pe f˜hðxÞpcðD; hÞe for xAD: Obviously,Z
D
juðx; eÞjPe f˜hðxÞ dxpjjujjN
Z
D
Pe f˜hðxÞ dx:
Therefore by the bounded convergence theorem,
lim
e-0þ
Z
D
juðx; eÞjPe f˜hðxÞ dx ¼ 0: ð3:19Þ
Let xAD0\@D: Then lime-0þ uðx; eÞ ¼ 0 and Pe f˜hðxÞpjj f˜hjjN: Recall also that u is
bounded and the Lebesgue measure of @D is zero. Hence by the bounded
convergence theorem again,
lim
e-0þ
Z
D0
juðx; eÞjPe f˜hðxÞ dx ¼ 0: ð3:20Þ
Now, let xAD00: Note that for yABðx; dDðxÞ=2Þ we have dDð yÞXdDðxÞ=2 and
f˜hð yÞpr1ð yÞpcðD; bÞdd1D ð yÞpc0dd1D ðxÞ;
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where c0 ¼ 2dþ1cðD; bÞ: For yeBðx; dDðxÞ=2Þ we have jx  yjXdDðxÞ=2: Therefore,
Pe f˜hðxÞ ¼
Z
Dc
h
cde
ðe2 þ jx  yj2Þdþ12
f˜hð yÞ dy
p
Z
Bðx;dDðxÞ=2Þ
cdec0 dy
ðe2 þ jx  yj2Þdþ12 ddþ1D ðxÞ
þ
Z
Bcðx;dDðxÞ=2Þ
cde f˜hð yÞ dy
ðdDðxÞ=2Þdþ1
:
The ﬁrst integral is bounded by c0edd1D ðxÞ and the second one is bounded by
ecðDÞdd1D ðxÞjj f˜hjj1: The function dd1D ðxÞ is integrable on D00: Finally, for xAD00
we also have lime-0þ uðx; eÞ ¼ 0: Hence, by bounded convergence theorem,
lim
e-0þ
Z
D00
juðx; eÞjPe f˜hðxÞ dx ¼ 0:
This together with (3.19) and (3.18) gives (3.14). We have proved (3.14). Finally,
(3.15) follows from (3.13), (3.14) and (3.3). &
Proposition 3.6. Let DCRd be a bounded Lipschitz domain. ThenZ
H
jrunðx; tÞj2 dx dt ¼ ln; nAN:
In particular, we conclude that un satisfies (iv) of Definition 3.1 and hence unAF:
Proof. Since un satisﬁes conditions (i)–(iii) we can apply (3.9) and (3.15). This
gives Z
H
jrunðx; tÞj2 dx dt ¼ lim
e-0þ
Z
He
jrunðx; tÞj2 dx dt
¼  lim
e-0þ
Z
Rd
unðx; eÞ @un
@t
ðx; eÞ dx
¼ ln
Z
D
unðx; 0ÞjnðxÞ dx ¼ ln: &
Proposition 3.7. Let DCRd be a bounded Lipschitz domain and uAF: Then for any
nAN; Z
H
ruðx; tÞrunðx; tÞ dx dt ¼ ln
Z
D
uðx; 0ÞjnðxÞ dx: ð3:21Þ
In particular, both integrals are finite.
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We note that (3.21) is the ‘‘limiting’’ case of Proposition 3.4 and we again interpret
it as the statement that Green’s theorem can be applied in the sense thatZ
H
ruðx; tÞrunðx; tÞ dx dt ¼ 
Z
H
uðx; tÞDunðx; tÞ dx dt

Z
Rd
uðx; 0Þ @un
@t
ðx; 0Þ dx:
Identity (3.21) is a ‘‘polarized’’ version of Lemma 2 [46, p. 87], customized for our
purposes.
Proof. Since uAF; uðx; tÞ ¼Pkm¼1 cmwmðx; tÞ; where the functions wm satisfy (i)–(iv)
in Deﬁnition 3.1 and cmAR; m ¼ 1;y; k: Then
lim
e-0þ
Z
He
ruðx; tÞrunðx; tÞ dx dt ¼
Xk
m¼1
cm lim
e-0þ
Z
He
rwmðx; tÞrunðx; tÞ dx dt:
By Propositions 3.4 and 3.5 this is equal to

Xk
m¼1
cm lim
e-0þ
Z
Rd
wmðx; eÞ @un
@t
ðx; eÞ dx ¼
Xk
m¼1
cmln
Z
D
wmðx; 0ÞjnðxÞ dx
¼ ln
Z
D
uðx; 0ÞjnðxÞ dx:
Since un; u satisfy (iv),
lim
e-0þ
Z
He
ruðx; tÞrunðx; tÞ dx dt ¼
Z
H
ruðx; tÞrunðx; tÞ dx dt;
which proves the proposition. &
We now deﬁne our ‘‘variational’’ spaces for the Cauchy processes. For any
u : H-R we put u˜ðxÞ ¼ uðx; 0Þ; xARd and
jju˜jj2 ¼
Z
D
u˜2ðxÞ dx
 1=2
:
Let
F1ðDÞ ¼ fuAFðDÞ : jju˜jj2 ¼ 1g;
and for nX2; let
FnðDÞ ¼ fuAFðDÞ : u˜>j1;y;jn1; jju˜jj2 ¼ 1g:
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As before, if there is no danger of confusion, we simply write Fn for FnðDÞ: Our
variational formula for ln is
Theorem 3.8. Let DCRd be a bounded Lipschitz domain. Then
ln ¼ inf
uAFn
Z
H
jruðx; tÞj2 dx dt;
for all nAN:
Proof. To simplify notation, set
Qðu; vÞ ¼
Z
H
ruðx; tÞrvðx; tÞ dx dt: ð3:22Þ
We must show that ln ¼ infuAFn Qðu; uÞ: By Proposition 3.6,
inf
uAFn
Qðu; uÞpQðun; unÞ ¼ ln:
It remains to show that infuAFn Qðu; uÞXln: Fix uAFn: For any kAN and ðx; tÞAH;
set vkðx; tÞ ¼
Pk
m¼1 cmumðx; tÞ where cm ¼
R
D
u˜ðxÞjmðxÞ dx: SinceF is a linear space,
vkAF: Therefore
Qðu; uÞ ¼ Qðvk; vkÞ þ Qðu  vk; u  vkÞ þ 2Qðu  vk; vkÞ: ð3:23Þ
We have
Qðu  vk; vkÞ ¼
Xk
m¼1
cmQðu; umÞ 
Xk
m¼1
cmQðvk; umÞ:
By Proposition 3.7 this is equal to
Xk
m¼1
cmlm
Z
D
uðx; 0ÞjmðxÞ dx 
Xk
m¼1
cmlm
Z
D
vkðx; 0ÞjmðxÞ dx: ð3:24Þ
But Z
D
uðx; 0ÞjmðxÞ dx ¼ cm
and for m ¼ 1;y; k;Z
D
vkðx; 0ÞjmðxÞ dx ¼
Xk
l¼1
Z
D
cljlðxÞjmðxÞ dx ¼ cm:
So the expression in (3.24) must be 0. We also showed that Qðvk; vkÞ ¼
Pk
m¼1 c
2
mlm:
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Since uAFn; jju˜jj2 ¼ 1 and c1 ¼? ¼ cn1 ¼ 0 so we obtain
PN
m¼n c
2
m ¼ 1:
Therefore for kXn we get by (3.23)
Qðu; uÞXQðvk; vkÞ ¼
Xk
m¼n
c2mlmXln
Xk
m¼n
c2m:
Since kXn is arbitrary, we conclude that Qðu; uÞXln: &
With our variational formula established, our next goal is to prove an analogue of
the Courant–Hilbert nodal domain theorem for the Cauchy process. We need the
following deﬁnition. Each connected component of a set on which un has constant
sign will be called a nodal part for un. The nodal domain for jn have already been
deﬁned in the introduction as a connected component of a set on which jn has a
constant sign. It is important to keep in mind that a nodal part is a subset of H and
that a nodal domain is a subset of D:
We will also need the following auxiliary fact. The proof of this fact is standard.
We omit its proof.
Lemma 3.9. Let fAL1ðRdÞ and assume that the Lebesgue measure in Rd of the set
fxARd : f ðxÞa0g is positive. Let uðx; tÞ ¼ Pt f ðxÞ; ðx; tÞAHþ: Then the Lebesgue
measure in Rdþ1 of the set fðx; tÞAHþ : uðx; tÞ ¼ 0g is zero.
For any ACH we will set A˜ ¼ fxAD : ðx; 0ÞAAg:
Lemma 3.10. Let DCRd be a bounded Lipschitz domain. Let A be a nodal part for un:
Then 1AunAF and Z
H
jrð1AunÞðx; tÞj2 dx dt ¼ ln
Z
A˜
j2nðxÞ dx:
Proof. If ðx; tÞAHþ and rð1AunÞðx; tÞ does not exists, then ðx; tÞA@A-Hþ so
unðx; tÞ ¼ ð1AunÞðx; tÞ ¼ 0: Now the fact that 1AunAF follows easily from the fact
that unAF and Lemma 3.9. Note also thatZ
H
jrð1AunÞðx; tÞj2 dx dt ¼
Z
H
rð1AunÞðx; tÞrunðx; tÞ dx dt:
By Proposition 3.7 this equals
ln
Z
D
ð1AunÞðx; 0ÞjnðxÞ dx ¼ ln
Z
D
1Aðx; 0Þj2nðxÞ dx
¼ ln
Z
A˜
j2nðxÞ dx: &
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The next result is an analogue of the Courant–Hilbert nodal domain theorem for
our Steklov problem.
Theorem 3.11. Let DCRd be a bounded Lipschitz domain. The function un has no
more than n nodal parts.
Proof. Assume, for the purpose of contradiction, that un has at least n þ 1 nodal
parts. We denote these sets by A1;y; Anþ1: Observe that 1Am unAF and that
ð g1Am unÞ ¼ 1A˜m u˜n for each m ¼ 1;y; n: Put
uðx; tÞ ¼
Xn
m¼1
bmð1Am unÞðx; tÞ; ðx; tÞAH
so that
u˜ðxÞ ¼
Xn
m¼1
bmð1A˜m u˜nÞðxÞ; xARd :
Let us choose b1;y; bnAR such that u˜>j1;y;jn1 and jju˜jj2 ¼ 1: Such a choice is
possible because 1A˜1 u˜n;y; 1A˜n u˜n are linearly independent. From the linear
independence it follows that
1 ¼ jju˜jj22 ¼
Xn
m¼1
b2mjj1A˜m u˜njj
2
2:
By linearity and Lemma 3.10,
Qðu; uÞ ¼
Xn
m¼1
Xn
k¼1
Qðbm1Am un; bk1Ak unÞ
¼
Xn
m¼1
b2mQð1Am un; 1Am unÞ
¼
Xn
m¼1
b2mln
Z
A˜m
j2nðxÞ dx
¼ ln
Xn
m¼1
b2mjj1A˜m u˜njj
2
2
¼ ln: ð3:25Þ
For any kAN and ðx; tÞAH put
vkðx; tÞ ¼
Xk
m¼1
cmumðx; tÞ;
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where
cm ¼
Z
D
u˜ðxÞjmðxÞ dx:
Then vkAF and so
Qðu; uÞ ¼ Qðu  vk; u  vkÞ þ Qðvk; vkÞ þ 2Qðu  vk; vkÞ: ð3:26Þ
The same argument as in the proof of Theorem 3.8 shows that Qðu  vk; vkÞ ¼ 0 and
Qðvk; vkÞ ¼
Pk
m¼1 c
2
mlm: Since u˜>j1;y;jn1; c1 ¼? ¼ cn1 ¼ 0: Since jju˜jj2 ¼ 1;PN
m¼n c
2
m ¼ 1: Therefore for kXn we obtain by (3.26)
Qðu; uÞXQðvk; vkÞ ¼
Xk
m¼n
c2mlm:
Let N ¼ maxfmAN : lm ¼ lng: There are two cases to consider.
Case 1: There exists m04N; m0AN such that c2m040: If this is so, then for any
k4m0 we obtain that
Qðu; uÞX
Xk
m¼n
c2mlm4ln
Xk
m¼n
c2m:
Since
PN
m¼n c
2
m ¼ 1 and k4m0 is arbitrary, it follows that Qðu; uÞ4ln which is a
contradiction to (3.25).
Case 2: For all m4N; cm ¼ 0: Then
PN
m¼n c
2
m ¼ 1: In this case QðvN ; vNÞ ¼PN
m¼n c
2
mlm ¼ ln: On the other hand, we obtain
Qðu  vN ; u  vNÞX
Z
Anþ1
jrðu  vNÞðx; tÞj2 dx dt:
¼
Z
Anþ1
jrvNðx; tÞj2 dx dt;
where we used the fact that uðx; tÞ ¼ 0 for any ðx; tÞAAnþ1: But Anþ1-Hþ is a non-
empty open set and vN is a non-trivial harmonic function on Hþ: ThusZ
Anþ1
jrvNðx; tÞj240:
Hence by (3.26) we get
Qðu; uÞ ¼ Qðu  vN ; u  vNÞ þ QðvN ; vNÞ4ln:
This again is a contradiction to (3.25) and completes the proof of the theorem. &
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With our variational characterization of ln and our Courant–Hilbert nodal
domain theorem, we can now prove several estimates for ln which are similar to the
classical estimates for the eigenvalues of the Laplacian. Such estimates will become
useful in Section 5 below. To avoid confusion between eigenvalues of different
domains, we will write lnðDÞ in place of ln when the possibility of such confusion
arises.
Proposition 3.12. Let DCRd be a bounded Lipschitz domain. Let A be a nodal part for
un for the set D: Assume there exists a bounded Lipschitz domain OCRd such that
A˜CO: Then
lnðDÞXl1ðOÞ: ð3:27Þ
In particular, if A˜ is a bounded Lipschitz domain itself, this holds for O ¼ A˜:
Proof. Let vðx; tÞ ¼ jj1A˜u˜njj12 ð1AunÞðx; tÞ; ðx; tÞAH: Note that vAFðOÞ: Moreover,
jjv˜jj2 ¼ jj1A˜u˜njj12 jj1A˜u˜njj2 ¼ 1: Hence vAF1ðOÞ: By Theorem 3.8,
l1ðOÞ ¼ inf
uAF1ðOÞ
Qðu; uÞpQðv; vÞ:
On the other hand, by Lemma 3.10,
Qðv; vÞ ¼ jj1A˜u˜njj22
Z
H
jrð1AunÞðx; tÞj2 dx dt
¼ jj1A˜u˜njj22 lnðDÞ
Z
A˜
j2n dx ¼ lnðDÞ:
This proves the proposition. &
The following result is an analog of the Reylich-Ritz mini-max formula.
Proposition 3.13. Let DCRd be a bounded Lipschitz domain. Let L be a non-empty
linear subspace of F and L˜ ¼ fu˜ : uALg: Put
RðLÞ ¼ sup
Z
H
jruðx; tÞj2 dx dt : uAL; jju˜jj2 ¼ 1
 #
: ð3:28Þ
Then
ln ¼ inffRðLÞ : dimðL˜Þ ¼ ng; nAN:
Proof. Let Ln ¼ Spanfu1;y; ung: Then L˜n ¼ Spanfj1;y;jng and dimðL˜nÞ ¼ n:
Hence
inffRðLÞ : dimðL˜Þ ¼ ngpRðLnÞ ¼ ln: ð3:29Þ
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On the other hand, let L be an arbitrary linear subspace ofF such that dimðL˜Þ ¼ n:
Then there exist v1;y; vnAL such that
L˜ ¼ Spanfv˜1;y; v˜ng:
Put w ¼ c1v1 þ?þ cnvn: We have w˜ ¼ c1v˜1 þ?þ cnv˜n: Let us choose c1;y; cn so
that w˜>j1;y;jn1 and jjw˜jj2 ¼ 1: Such a choice is possible because of the linear
independence of v˜1;y; v˜n: Then wAFn and it follows that
RðLÞXQðw; wÞX inf
uAFn
Qðu; uÞ ¼ ln: ð3:30Þ
The proposition follows from (3.29) and (3.30). &
Let DCRd be a bounded connected Lipschitz domain. Recall that fcn; mng is the
solution of the Dirichlet eigenvalue problem
DcnðxÞ ¼ mncnðxÞ; xAD;
cnðxÞ ¼ 0; xA@D

ð3:31Þ
as discussed in the Introduction. We assume, as we did in the Introduction, that
fcngNn¼1 is an orthonormal basis in L2ðDÞ and recall that 0om1om2pm3p? and
mn-N as n-N: Multiplying the ﬁrst part of the equation in (3.31) by cm and
integrating gives Z
D
cmðxÞDcnðxÞ dx ¼ mn
Z
D
cmðxÞcnðxÞ dx:
Integrating by parts (apply Green’s theorem) and using the orthonormal properties
of the functions cn; it follows thatZ
D
rxcnðxÞrxcmðxÞ dx ¼
mn if m ¼ n;
0 if man;

ð3:32Þ
where
rx ¼ @
@x1
;y;
@
@xd
 
:
This identity in fact holds for a wider class of domains other than Lipschitz but for
our purpose this will sufﬁce. Using this we have the following application of
Proposition 3.13 which gives a comparison of the higher eigenvalues of the Dirichlet
Laplacian to those of the Cauchy process. A comparison between the ﬁrst eigenvalue
of any symmetric stable process of order 0oao2 and the ﬁrst eigenvalue for the
Laplacian is given in [2]. Our result here shows that comparison remains valid for
the full spectrum in the case of the Cauchy process. We of course expect this to be the
case for all aAð0; 2Þ as well, with upper bound ma=2n as in [2].
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Theorem 3.14. Let DCRd be a bounded connected Lipschitz domain. Then for any
nAN
lnp
ﬃﬃﬃﬃﬃ
mn
p
:
Proof. We extend cnðxÞ to all of Rd by setting cnðxÞ  0 for xADc: Let vnðx; tÞ ¼
expð ﬃﬃﬃﬃﬃmnp tÞcnðxÞ; ðx; tÞAH; nAN: Then
jrvnðx; tÞj2 ¼ jrxvnðx; tÞj2 þ @vn
@t
ðx; tÞ
 2
¼ expð2 ﬃﬃﬃﬃﬃmnp tÞjrxcnðxÞj2 þ mn exp 2 ﬃﬃﬃﬃﬃmnp t ðcnðxÞÞ2:
Integrating givesZ
H
jrvnðx; tÞj2 dx dt ¼
Z
D½0;NÞ
jrvnðx; tÞj2 dx dt
¼
Z N
0
exp 2 ﬃﬃﬃﬃﬃmnp t  dt Z
D
jrxcnðxÞj2 dx
þ mn
Z N
0
exp 2 ﬃﬃﬃﬃﬃmnp t  dt Z
D
ðcnðxÞÞ2 dx ¼
ﬃﬃﬃﬃﬃ
mn
p
:
For man; m; nAN;Z
H
rvnðx; tÞrvmðx; tÞ dx dt ¼
Z
D½0;NÞ
rxvnðx; tÞrxvmðx; tÞ dx dt
þ
Z
D½0;NÞ
@vn
@t
ðx; tÞ @vm
@t
ðx; tÞ dx dt:
The ﬁrst integral on the right-hand side equalsZ N
0
exp t ﬃﬃﬃﬃﬃmnp þ ﬃﬃﬃﬃﬃﬃmmp   dt Z
D
rxcnðxÞrxcmðxÞ dx
and the second integral equals
ﬃﬃﬃﬃﬃ
mn
p ﬃﬃﬃﬃﬃﬃ
mm
p Z N
0
expðtð ﬃﬃﬃﬃﬃmnp þ ﬃﬃﬃﬃﬃﬃmmp ÞÞ dt Z
D
cnðxÞcmðxÞ dx:
By the orthogonality of the functions cn and (3.23), both of these quantities
are 0. Note that vnAF; nAN: Let L0n ¼ fv1;y; vng: Then L˜0n ¼ fc1;y;cng and
dimðL˜0nÞ ¼ n: Let w ¼ c1v1 þ?þ cnvn be an arbitrary function from L0n such that
jjw˜jj2 ¼ 1: Then
1 ¼ jjw˜jj22 ¼
Xn
m¼1
c2mjjcmjj22 ¼
Xn
m¼1
c2m:
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Therefore
Qðw; wÞ ¼
Xn
m¼1
Xn
l¼1
cmclQðvm; vlÞ ¼
Xn
m¼1
c2m
ﬃﬃﬃﬃﬃﬃ
mm
p p ﬃﬃﬃﬃﬃmnp Xn
m¼1
c2m ¼
ﬃﬃﬃﬃﬃ
mn
p
:
Hence RðL0nÞ ¼
ﬃﬃﬃﬃﬃ
mn
p
: By Proposition 3.13 we obtain
ln ¼ inffRðLÞ : dimðL˜Þ ¼ ngpRðL0nÞ ¼
ﬃﬃﬃﬃﬃ
mn
p
;
which completes the proof. &
We now derive several results which will be needed in Section 5 when we study the
shape of j2 and the zeros of jn for the interval ð1; 1Þ: The next results do not use
the variational characterization of ln but follow instead more directly from the fact
that un is a solution of the mixed Steklov eigenvalue problem (1.7)–(1.9) (Theorem
1.1). We will use the notation of Proposition 3.1.
Proposition 3.15. Let DCRd be a bounded Lipschitz domain. Fix nAN: Assume that
rnðxÞX0 for all xARd : Then
(i) The Lebesgue measure of the set fxARd : rnðxÞ40g is positive. In particular, for
all ðx; tÞAHþ we have PtrnðxÞ40:
(ii) Suppose there is x0ARd and t0X0 such that unðx0; t0ÞX0: Then for all t4t0;
unðx0; tÞ40:
Proof. (i) Suppose on the contrary that the Lebesgue measure of the set
fxARd : rnðxÞ40g is zero. Then for all ðx; tÞAHþ; PtrnðxÞ ¼ 0: Hence by Proposition
3.2(iii) we obtain
@un
@t
ðx; tÞ ¼ lnunðx; tÞ; ðx; tÞAHþ:
Note that unðx; 0Þ ¼ 0 for xADc: So, from the above it follows that unðx; tÞ ¼ 0 for
all xADc and t40: The function un ¼ Ptjn is harmonic in Hþ: Since it vanishes in
Dc  ½0;NÞ; it must vanish in Hþ: This gives a contradiction to the fact that jn is not
trivial.
(ii) This will follow, as we shall see, from the weaker statement:
(ii0) Suppose there is x0ARd and t0X0 such that unðx0; t0Þ40: Then unðx0; tÞ40
for all tXt0:
To see this, suppose there exists t4t0 such that unðx0; tÞ ¼ 0: Let t1 ¼
infft4t0 : unðx0; tÞ ¼ 0g: It follows that t0ot1oN; unðx0; tÞ40 for tA½t0; t1Þ and
unðx0; t1Þ ¼ 0: Then
@un
@t
ðx0; t1Þ ¼ lim
h-0þ
unðx0; t1  hÞ  unðx0; t1Þ
h p0:
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On the other hand, unðx0; t1Þ ¼ 0 and Pt1rnðx0Þ40 so by Proposition 3.2(iii) we
obtain
@un
@t
ðx0; t1Þ ¼ lnunðx0; t1Þ þ Pt1rnðx0Þ40;
which gives a contradiction. This proves (ii0).
With the weaker form (ii0) proved, we have to consider the case unðx0; t0Þ ¼ 0: Let
t1 ¼ infft4t0 : unðx0; tÞ40g where we put t1 ¼N if the set ft4t0 : unðx0; tÞ40g is
empty. If t1 ¼ t0; that is, if there exists a sequence fskgNk¼1 such that sk4t0 and
limk-N sk ¼ t0; unðx0; skÞ40; then by (ii0) we obtain that for all t4t0; unðx0; tÞ40:
So, we can assume that t14t0: Let us take t2 such that t0ot2ot1: For all tA½t0; t2 we
have unðx0; tÞp0: By the mean value theorem there exists xAðt0; t2Þ such that
unðx0; t2Þ  unðx0; t0Þ ¼ ðt2  t0Þ @un
@t
ðx0; xÞ:
Since unðx0; t2Þp0 and unðx0; t0Þ ¼ 0; @un@t ðx0; xÞp0: We also have unðx0; xÞp0;
(xAðt0; t2Þ). So, by Proposition 3.2(iii) we get
@un
@t
ðx0; xÞ ¼ lnunðx0; xÞ þ Pxrnðx0Þ40;
which gives a contradiction. &
We need the following well-known lemma which can be proved from the reﬂection
principle and the Harnack inequality, or also from the general boundary Harnack
Principle in Lipschitz domains.
Lemma 3.16. Let r; h40 and let C ¼ fðx; tÞAH : jxj2pr; tA½0; hg be a cylinder in H:
Let u :C-R be non-negative, continuous in C and harmonic in the interior of C:
Assume in addition that u is positive on fðx; tÞAH : jxj2pr; t ¼ hg: Then there exists
c ¼ cðr; h; uÞ40 such that
uð0; tÞXc t; tA½0; h:
Proposition 3.17. Let DCRd be a bounded Lipschitz domain. Let x0AD and r; h40:
Fix nAN: Assume that un is positive on the set fðx; tÞAH : jx  x0j2pr2; tAð0; hg:
Then jnðx0Þ ¼ unðx0; 0Þ40:
Proof. On the contrary, assume that unðx0; 0Þ ¼ 0: By Lemma 3.16, we obtain
unðx0; tÞXc t for all tA½0; h; where c40 depends on un; r; h; x0: Hence
@un
@t
ðx0; 0Þ ¼ lim
t-0þ
unðx0; tÞ  unðx0; 0Þ
t
X lim
t-0þ
ct
t
¼ c40:
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On the other hand,
@un
@t
ðx0; 0Þ ¼ lnunðx0; 0Þ ¼ 0;
which gives a contradiction. &
In what follows, we will often refer to ‘‘smooth bounded connected domains.’’ By
this we will mean a bounded connected domain which is at least C2: Often these
results hold for more general domains but their proofs are more technical. For our
purposes, smooth domains sufﬁce. The next theorem is an auxiliary result but it will
be crucial in identifying the second eigenfunction for D ¼ ð1; 1Þ in Section 5.
Theorem 3.18. Let D be a bounded Lipschitz domain. Let A be a nodal part for un for
the set D: Assume there exists a smooth bounded connected domain O with OCD such
that ACO ½0;NÞ: Then we have
lnðDÞX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1ðOÞ
p
;
where m1ðOÞ is the solution of the Dirichlet eigenvalue problem (3.31) for the domain O:
In order to prove this theorem we will have to obtain a result similar to Theorem
3.8 but for O ½0;NÞ instead of H: Namely, we will show that for each nAN;
ﬃﬃﬃﬃﬃ
mn
p ¼ inf
uAGn
Z N
0
Z
O
jruðx; tÞj2 dx dt;
for a suitably chosen class of functions Gn; where mn are eigenvalues for the Dirichlet
problem (3.31) for O: We ﬁrst introduce the class of functions GðOÞ ¼ G for the
variational characterization of
ﬃﬃﬃﬃﬃ
mn
p
:
Deﬁnition 3.2. Let OCRd be a smooth bounded connected domain. We deﬁne GðOÞ
to be the collection of all ﬁnite linear combinations of functions u :O ½0;NÞ-R
satisfying the following conditions:
(i) u is continuous and bounded on O ½0;NÞ and for all t40 there exists a
constant ct such that for all xAO;
juðx; tÞjpct dOðxÞ:
(ii) ruðx; tÞ exists for almost all ðx; tÞAO ð0;NÞ andru is a measurable function.
If ðx; tÞAO ð0;NÞ and ruðx; tÞ does not exists, then uðx; tÞ ¼ 0: Moreover for
all t40; there is a c0t such that for all xAO;
jruðx; tÞjpc0t;
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for any ðx; tÞAO ð0;NÞ for which ruðx; tÞ exists.
(iii) Z
O
u2ðx; 0Þ dxoN
and
(iv) Z N
0
Z
O
jruðx; tÞj2 dx dtoN:
We will just write G for GðOÞ whenever O is ﬁxed. Recall that r ¼ @@x1;y; @@xd ; @@t
 
and that rx ¼ @@x1;y; @@xd
 
: As before, set vnðx; tÞ ¼ expð ﬃﬃﬃﬃﬃmnp tÞcnðxÞ for
ðx; tÞAO ½0;NÞ where cn is the Dirichlet eigenfunction corresponding to mn:
Lemma 3.19. Let OCRd be a smooth bounded connected domain. Then
(i) For any nAN; there exists constant C1ðn;OÞ such that for all ðx; tÞAO ½0;NÞ;
jrvnðx; tÞjpC1ðn;OÞ:
(ii) If uAG; t40; and nAN; then there is a constant C2ðu; t; n;OÞ such that for xAO
and i ¼ 1; 2;y; d;
uðx; tÞ @
2vn
@x2i
ðx; tÞ
 pC2ðu; t; n;OÞ:
(iii) For any nAN we have vnAG andZ N
0
Z
O
jrvnðx; tÞj2 dx dt ¼ ﬃﬃﬃﬃﬃmnp : ð3:33Þ
Proof. As before, a direct calculation gives,
jrvnðx; tÞjpexpð ﬃﬃﬃﬃﬃmnp tÞjrxcnðxÞj þ ﬃﬃﬃﬃﬃmnp expð ﬃﬃﬃﬃﬃmnp tÞjcnðxÞj:
By the smoothness of @O (C2 is enough here) and intrinsic ultracontractivity we have
jcnðxÞjpcðn;OÞc1ðxÞpcðn;OÞdOðxÞ; xAO: ð3:34Þ
Here we recall our convention that constants may change their value from one use to
the next even on the same line. By [25], Theorem 1
jrcnðxÞjpcðn;OÞ jcnðxÞj d1O ðxÞpcðn;OÞ; xAO;
and this proves (i).
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One more application of the upper bound of [25] gives
@2cn
@x2i
ðxÞ
 pcðn;OÞ @cn@xi ðxÞ
  1dOðxÞpcðn;OÞ 1dOðxÞ
and (ii) follows by (i) in Deﬁnition 3.2. We point out that Theorem 1, [25] is stated
for dX3: For d ¼ 1 the only smooth bounded connected domain O is an interval so
the above inequalities follow from explicit expressions for cn: For d ¼ 2 we may use
Theorem 1, [25] by adding extra dimension. In fact for d ¼ 2 Theorem 1, [25] may be
used for D  ð0; RÞ; for some R40 and function #cnðx1; x2; x3Þ ¼ cnðx1; x2Þ;
ðx1; x2ÞAD; x3Að0; RÞ:
Identity (3.33) was proved in the proof of Theorem 3.14. Continuity and
boundedness of vn are clear. The second part of condition (i) in Deﬁnition 3.2 follows
from (3.34). Condition (ii) is satisﬁed by (i) in this lemma. Conditions (iii) and (iv) of
Deﬁnition 3.2 follow easily. &
Next, we prove a result similar to Proposition 3.7.
Proposition 3.20. Let OCRd be a smooth bounded connected domain and uAG: Then
for any nAN; Z N
0
Z
O
ruðx; tÞrvnðx; tÞ dx dt ¼ ﬃﬃﬃﬃﬃmnp Z
O
uðx; 0ÞcnðxÞ dx: ð3:35Þ
We interpret this identity as the statement that Green’s theorem can be applied in
the sense thatZ N
0
Z
O
ruðx; tÞrvnðx; tÞ dx dt ¼ 
Z N
0
Z
O
uðx; tÞDvnðx; tÞ dx dt

Z N
0
Z
@O
uðx; tÞ @vn
@n
ðx; 0Þ dx dt

Z
O
uðx; 0Þ @vn
@t
ðx; 0Þ dx: ð3:36Þ
Here, @@n is the inward normal derivative at @O: Note also (see (3.39)) that
Dvnðx; tÞ ¼ 0 for ðx; tÞAO ð0;NÞ: We will show (3.35) and not (3.36). Eq. (3.36) is
only an interpretation and is not fully precise. For example, the functions u and vn
are not deﬁned on @O so the integral over @O should be understood in the sense of
limits.
Proof. The integral on the left-hand side of (3.35) equalsZ N
0
Z
O
rxuðx; tÞrxvnðx; tÞ dx dt þ
Z N
0
Z
O
@u
@t
ðx; tÞ @vn
@t
ðx; tÞ dx dt ¼ Iþ II:
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Since u; vn satisﬁes (iv) in Deﬁnition (3.2), it follows thatZ N
0
@u
@t
ðx; tÞ @vn
@t
ðx; tÞ
  dtoN
for almost all xAO: For such an x;Z N
0
@u
@t
ðx; tÞ @vn
@t
ðx; tÞ dt
¼ uðx; tÞ @vn
@t
ðx; tÞ
 !t¼N
t¼0

Z N
0
uðx; tÞ @
2vn
@t2
ðx; tÞ dt:
It follows that
II ¼ ﬃﬃﬃﬃﬃmnp Z
O
uðx; 0ÞcnðxÞ dx 
Z N
0
Z
O
uðx; tÞ @
2vn
@t2
ðx; tÞ dx dt ¼ III IV:
Hence, to prove the proposition it remains to show that I IV ¼ 0: In fact, it is
enough to show that for each t40;
V VI ¼
Z
O
rxuðx; tÞrxvnðx; tÞ dx 
Z
O
uðx; tÞ @
2vn
@t2
ðx; tÞ dx ¼ 0: ð3:37Þ
Notice that by condition (ii) in Deﬁnition 3.2, for each t40 the integral V is
absolutely convergent. Similarly, by the boundedness of u (condition (i) in Deﬁnition
3.2) and the explicit expression for vn; integral VI is absolutely convergent.
Fix t40: Extend u and vn to all of H by putting uðx; tÞ ¼ 0; vnðx; tÞ ¼ 0 for
ðx; tÞeO ½0;NÞ: We have
V ¼
Xd
i¼1
Z N
N
?
Z N
N
@u
@xi
ðx; tÞ @vn
@xi
ðx; tÞ dx1ydxd :
Now we need to show thatZ N
N
@u
@xi
ðx; tÞ @vn
@xi
ðx; tÞ dxi ¼ 
Z N
N
uðx; tÞ @vn
@x2i
ðx; tÞ dxi: ð3:38Þ
Observe that the integral on the left is absolutely convergent by condition (ii) in
Deﬁnition 3.2 and the integral on the right is well deﬁned by Lemma 3.19(ii). The
justiﬁcation of (3.38) is almost the same as the justiﬁcation of (3.10) in the proof of
Proposition 3.4 and therefore we omit it. It follows that
V ¼ 
Xd
i¼1
Z
O
uðx; tÞ @vn
@x2i
ðx; tÞ dx:
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On the other hand,
Dvnðx; tÞ ¼
Xd
i¼1
@vn
@x2i
ðx; tÞ þ @vn
@t2
ðx; tÞ ¼ 0: ð3:39Þ
This gives (3.37) and proves the proposition. &
We now deﬁne the ‘‘variational spaces’’ for the set O ½0;NÞ; where O is a
smooth bounded connected domain. For any u :O ½0;NÞ-R; we put u˜ðxÞ ¼
uðx; 0Þ; xAO and jju˜jjO ¼ ð
R
O u˜
2ðxÞ dxÞ1=2: Let G1ðOÞ ¼ fuAGðOÞ : jju˜jjO ¼ 1g and
for nX2; let
GnðOÞ ¼ fuAGðOÞ : u˜>c1;ycn1; jju˜jjO ¼ 1g
and as before, we will write GnðOÞ for Gn when the set O is well understood.
Proposition 3.21. Let OCRd be a smooth bounded connected domain. Then
ﬃﬃﬃﬃﬃ
mn
p ¼ inf
uAGn
Z N
0
Z
O
jruðx; tÞj2 dx dt;
for all nAN:
This proposition follows from Proposition 3.20 exactly in the same way as
Theorem 3.8 follows from Proposition 3.7 (see the proof of Theorem 3.8) and we
leave the details to the reader.
Proof of Theorem 3.18. For ðx; tÞAO ½0;NÞ; consider the function
uðx; tÞ ¼
Z
A˜
j2nðxÞ dx
 1=2
ð1AunÞðx; tÞ:
By Lemma 3.10,Z N
0
Z
O
jruðx; tÞj2 dx dt ¼
Z
A
jruðx; tÞj2 dx dt
¼
Z
A˜
j2nðxÞ dx
 1Z
A
jrð1AunÞðx; tÞj2 dx dt ¼ lnðDÞ:
Since ACO ½0;NÞ; we see that uAG: Note that jju˜jjO ¼ 1; so uAG1: Hence by
Proposition 3.21 we obtainﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1ðOÞ
p
p
Z N
0
Z
O
jruðx; tÞj2 dx dt ¼ lnðDÞ;
proving the theorem. &
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4. Eigenfunctions and eigenvalues
In this section we will derive several results which will be of use in Section 5 and
which are also of independent interest. Our ﬁrst result, the real analyticity of
eigenfunctions, is a basic regularity results that we believe should be known, and as
pointed out to us by A. Sa´ Barreto, it may follow from general considerations of
pseudo-differential operators as in [17]. However, we have not been able to ﬁnd an
appropriate reference in the literature for it. Therefore we provide the simple,
although technical, proof here. We point out that it is possible to generalize this
result to all aAð0; 2Þ but such a proof would demand more technical details. For
simplicity, and because our main application here is to the Cauchy process we
restrict ourselves to a ¼ 1: In a similar fashion, our second result (Theorem 4.3)
which gives the existence of an antisymmetric eigenfunction j; could be generalized
to aAð0; 2Þ and the assumptions on the domain in Theorem 4.3 such as Lipschitz
boundary and connectedness of the domain are not necessary. Such assumptions
make the arguments less technical and give the results we will need in our
applications.
Theorem 4.1. Let DCRd be a bounded domain. The Cauchy eigenfunctions jn are real
analytic in D:
We need some auxiliary facts and additional notation. Let L be the set of all multi-
index b ¼ ðb1;y; bdÞ with biAf0; 1; 2;yg and as usual set jjbjj ¼ b1 þ?þ bd : For
any f :Rd-R and bAL set
Dbx f ðxÞ ¼ Db1;y;bdx f ðxÞ ¼
@b1
@x
b1
1
?
@bd
@x
bd
1
f ðxÞ
whenever all the derivatives exist.
We will need some estimates on Dbxpðs; x; yÞ: Set FðxÞ ¼ ðs2 þ jxj2Þðdþ1Þ=2; xARd ;
s40:
Lemma 4.2. For any bAL;
DbxFðxÞ ¼ wbðxÞðs2 þ jxj2Þjjbjjðdþ1Þ=2; ð4:1Þ
where wbðxÞ ¼
P
gAL : jjgjjpjjbjj cg;b x
g1
1yx
gd
d and cg;bAR: For n ¼ 0; 1; 2;y set
an ¼ max
bAL : jjbjj¼n
X
gAL : jjgjjpjjbjj
jcg;bj
0@ 1A:
Then for any sp1 and n ¼ 0; 1; 2y
anpðd þ 3Þnðn!Þ: ð4:2Þ
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Also, for any bAL; sp1 and xARd ;
jDbxFðxÞjpmaxð1; jxj2jjbjjd1Þðd þ 3Þjjbjjðjjbjj!Þ: ð4:3Þ
In particular for bAL; sp1; x; yARd we obtain
jDbxpðs; x; yÞjpcd maxð1; jx  yj2jjbjjd1Þðd þ 3Þjjbjjðjjbjj!Þ: ð4:4Þ
Proof. We will prove (4.1) and (4.2) by induction. The proof is completely
elementary based on our explicit expression for F : We present it here for
completeness. Of course, for b ¼ ð0;y; 0Þ both formulas are true. Assume that
(4.1) and (4.2) are true for some bAL: For any iAf1;y; dg we see that @ðDbxFÞ@xi ðxÞ is
equal to
ðjjbjj  ðd þ 1Þ=2Þ2xiwbðxÞ þ @wb
@xi
ðxÞðs2 þ x21 þ?þ x2dÞ
 !
 ðs2 þ jxj2Þjjbjj1ðdþ1Þ=2: ð4:5Þ
This justiﬁes the induction step for (4.1). Eq. (4.5) and the assumption that sp1 also
gives
anþ1p ð2jjbjj þ ðd þ 1ÞÞan þ jjbjjðd þ 1Þan
¼ anðjjbjjðd þ 3Þ þ d þ 1Þpanðjjbjj þ 1Þðd þ 3Þ;
and (4.2) follows.
Now (4.3) will follow from (4.1) and (4.5). In fact, for sp1 we have
jwbðxÞjp
X
gAL : jjgjjpjjbjj
jcg;bjjx1jg1yjxd jgd ð4:6Þ
and
ðs2 þ jxj2Þjjbjjðdþ1Þ=2pjxj2jjbjjd1: ð4:7Þ
Also, if jxjp1 then the right-hand side of (4.6) is bounded above byX
gAL : jjgjjpjjbjj
jcg;bjpajjbjj
and (4.3) follows. On the other hand, if jxj41 then the right-hand side of (4.6) is no
larger than jxjjjbjjajjbjj: This also gives (4.3). Eq. (4.4) follows trivially from (4.3) and
our formula for pðs; x; yÞ as given in (1.1). &
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Proof of Theorem 4.1. Fix t40 and kAN: For any xAD; t40 and kAN;
elktjkðxÞ ¼ PDt jkðxÞ ¼ PtjkðxÞ 
Z
D
rDðt; x; yÞjkð yÞ dy;
where rDðt; x; yÞ is given by (2.1). Of course, the function x-PtjkðxÞ; is real analytic
in D: We must prove that the function
SDjkðxÞ ¼
Z
D
rDðt; x; yÞjkð yÞ dy
is also real analytic in D: Fix 0otp1: By (2.1) and the fact that rDðt; x; yÞ ¼
rDðt; y; xÞ;
SDjkðxÞ ¼
Z
D
Ey½t4tD; pðt  tD; x; X ðtDÞÞjkð yÞ dy; xAD:
Fix an arbitrary zAD and rAð0; dDðzÞ=2: We claim that
DbxðSDjkÞðxÞ ¼
Z
D
Ey½t4tD; Dbxpðt  tD; x; X ðtDÞÞjkð yÞ dy; ð4:8Þ
for any bAL and xABðz; rÞ: In particular we claim that the left-hand side of (4.8) is
well deﬁned. On the set ft4tDg; we get by (4.4) (recall tAð0; 1) that jDbxpðt 
tD; x; XðtDÞÞj is bounded above by
cd maxð1; jx  XðtDÞj2jjbjjd1Þðd þ 3Þjjbjjðjjbjj!Þ:
But jx  X ðtDÞjXdDðzÞ=2 for xABðz; rÞ; rAð0; dDðzÞ=2: Hence Dbxpðt  tD; x; X ðtDÞÞ
is bounded on Bðz; rÞ: Recall also that jk is bounded on D: This gives that
DbxðSDjkÞðxÞ is well deﬁned for xABðz; rÞ and that (4.8) holds. Moreover, for
xABðz; rÞ we get
jDbxðSDjkÞðxÞjp cðD; kÞmaxð1; ðdDðzÞ=2Þ2jjbjjd1Þ
 ðd þ 3Þjjbjjðjjbjj!Þ: ð4:9Þ
Thus the function ðSDjkÞ is CN in Bðz; rÞ: We may therefore expand this function
into its Taylor’s series on Bðz; rÞ about the point z and we must show that the
remainder goes to zero uniformly in Bðz; rÞ: Let us denote this remainder by
RnðSDjkÞ: For any nX1 and xABðz; rÞ we have
jRnðSDjkÞðxÞj ¼
1
n!
X
b : jjbjj¼n
½DbxðSDjkÞðz þ hðx  zÞÞcb
Yd
i¼1
jxi  zijbi 

;
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where hAð0; 1Þ depends on x; z and n; cb ¼ jjbjj!ðb1!ybd !Þ1: By (4.9) applied to the
point z þ hðx  zÞABðz; rÞ the above expression is bounded above by
cðD; kÞmaxð1; ðdDðzÞ=2Þ2nd1Þðd þ 3Þn
X
b : jjbjj¼n
cb
Yd
i¼1
jxi  zijbi : ð4:10Þ
But
X
b : jjbjj¼n
cb
Yd
i¼1
jxi  zijbi ¼
Xd
i¼1
jxi  zij
 !n
p d
Xd
i¼1
jxi  zij2
 !1=20@ 1Anodn=2rn:
Thus it is clear that for sufﬁciently small r40; (4.10) goes to 0 as n goes toN and
this completes the proof of the theorem. &
For any domain DCRd ; we set Dþ ¼ fxAD : x140g and D ¼ fxAD : x1o0g:
For each x ¼ ðx1; x2;y; xdÞ we put bx ¼ ðx1; x2;y; xdÞ: We say that D is
symmetric relative to the x1-axis if bxAD whenever xAD: If DCRd is a connected
bounded Lipschitz domain which is symmetric relative to the x1-axis, it is easy to
show that there exists an eigenfunction c with corresponding eigenvalue m for the
Dirichlet Laplacian, which is antisymmetric relative to the x1-axis ( cðxÞ ¼ cðbxÞ;
xAD) and (up to a sign) cðxÞ40 for xADþ and cðxÞo0 for xAD: We wish to
prove a similar result for the Cauchy process.
Theorem 4.3. Let DCRd be a connected, bounded Lipschitz domain which is
symmetric relative to the x1-axis. Then there exists an eigenfunction j for the
Cauchy process with corresponding eigenvalue l which is antisymmetric relative to the
x1-axis (jðxÞ ¼ jðbxÞ; xAD) and (up to a sign) jðxÞ40 for xADþ and jðxÞo0
for xAD: Moreover, if j is any eigenfunction with eigenvalue l such that j is
antisymmetric relative to the x1-axis and j is different from j (jeSpanfjg) then
lol: In other words, j has the smallest eigenvalue among all eigenfunctions which
are antisymmetric relative to x1-axis.
We ﬁrst need some lemmas. Let Rdþ ¼ fxARd : x140g: For any x; yARdþ; t40; put
p˜ðt; x; yÞ ¼ pðt; x; yÞ  pðt; x; byÞ: It is easy to check that p˜ðt; x; yÞ40: We wish to
prove a similar result for the killed process.
Lemma 4.4. Let D be as in Theorem 4.3. Fix t40 and let 0ot1ot2o?otnot: For
xADþ; yAD define R½t1ðx; yÞ ¼ pðt1; x; yÞ: Then
R½t1ðx; yÞ  R½t1ðx; byÞ ¼ p˜ðt1; x; yÞ:
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For nX2; xADþ; yAD; define
R½t1;y; tnðx; yÞ ¼
Z
D
R½t1;y; tn1ðx; zÞpðtn  tn1; z; yÞ dz
¼
Z
D
y
Z
D
pðt1; x; z1Þypðtn  tn1; zn1; yÞ dz1y dzn1:
Then for any x; yADþ;
R½t1;y; tnðx; yÞ  R½t1;y; tnðx; byÞ
¼
Z
Dþ
y
Z
Dþ
p˜ðt1; x; z1Þyp˜ðtn  tn1; zn1; yÞ dz1y dzn1: ð4:11Þ
Proof. For notational convenience, we will abbreviate R½t1;y; tnðx; yÞ to Rnðx; yÞ:
We will show (4.11) by induction. The case n ¼ 1 is obvious. Assume (4.11) holds for
n: For any x; yADþ we have
Rnþ1ðx; yÞ  Rnþ1ðx; byÞ
¼
Z
Dþ
Rnðx; zÞð pðtnþ1  tn; z; yÞ  pðtnþ1  tn; z; byÞÞ dz
þ
Z
D
Rnðx; zÞð pðtnþ1  tn; z; yÞ  pðtnþ1  tn; z; byÞÞ dz: ð4:12Þ
The integral in (4.12) equalsZ
Dþ
Rnðx;bzÞð pðtnþ1  tn;bz; yÞ  pðtnþ1  tn;bz; byÞÞ dz:
Note that for any s40; z; yARd we have pðs;bz; yÞ ¼ pðs; z; byÞ and pðs;bz; byÞ ¼
pðs; z; yÞ: Consequently the integral in (4.12) equalsZ
Dþ
Rnðx;bzÞð pðtnþ1  tn; z; byÞ  pðtnþ1  tn; z; yÞÞ dz:
It follows that for any x; yADþ
Rnþ1ðx; yÞ  Rnþ1ðx; byÞ
¼
Z
Dþ
ðRnðx; zÞ  Rnðx;bzÞÞð pðtnþ1  tn; z; yÞ  pðtnþ1  tn; z; byÞÞ dz:
Now (4.11) for n þ 1 follows from (4.11) for n: &
Lemma 4.5. For any x; yADþ; t40; put p˜Dðt; x; yÞ ¼ pDðt; x; yÞ  pDðt; x; byÞ: Then we
have p˜Dðt; x; yÞ40:
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Proof. We ﬁrst note that for a bounded Lipschitz domain PxfXtDA@Dg ¼ 0; for
xAD; as seen from [9], Lemma 6. Let xADþ; t40: For any Bð y0; rÞCDþ we haveZ
Bð y0;rÞ
pDðt; x; yÞ dy
¼ PxðXtABð y0; rÞ; totDÞ
¼ lim
n-N
PxðXjt=nAD; j ¼ 1; 2;y; n; XtABð y0; rÞÞ
¼ lim
n-N
Z
Bð y0;rÞ
R½t=n;y; ðn  1Þt=n; tðx; yÞ dy: ð4:13Þ
Similarly,Z
Bð y0;rÞ
pDðt; x; byÞ dy ¼ lim
n-N
Z
Bð y0;rÞ
R½t=n;y; ðn  1Þt=n; tðx; byÞ dy:
Therefore using Lemma 4.4 we obtain that
R
Bð y0;rÞ p˜Dðt; x; yÞ dy equals
lim
n-N
Z
Bð y0;rÞ
Z
Dþ
y
Z
Dþ
p˜ðt=n; x; z1Þyp˜ðt=n; zn1; yÞ dz1y dzn1 dy:
The function y-p˜Dðt; x; yÞ is continuous on D because y-pDðt; x; yÞ is
continuous. Since p˜ðt; x; yÞ40 it follows that p˜Dðt; x; yÞX0 for all x; yADþ; t40:
However, to show that p˜Dðt; x; yÞ is strictly positive requires additional work. To do
this we will use the fact that the Cauchy kernel may be represented as the
subordination of the Gaussian kernel p2ðt; x; yÞ which, to avoid confusion here, we
shall denote by
gðt; x; yÞ ¼ ð4ptÞd=2 expðjx  yj2=4tÞ;
by the one-sided stable transition function
ftðsÞ ¼ p1=2ts3=2 expðt2=4sÞ1½0;NÞðsÞ; t40; sAR
of index 1/2. That is, we have
pðt; x; yÞ ¼
Z N
0
gðs; x; yÞ ftðsÞ ds;
x; yARd ; t40: Similarly we have
p˜ðt; x; yÞ ¼
Z N
0
g˜ðs; x; yÞ ftðsÞ ds;
x; yARdþ; t40; where g˜ðs; x; yÞ ¼ gðs; x; yÞ  gðs; x; byÞ:
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Let us now denote by gOðt; x; yÞ; x; yAO; t40 the heat kernel of the Brownian
motion Yt (running at twice the speed with kernel gðt; x; yÞ) killed on OCRd : It is
trivial that for O1CO2 we have gO1ðt; x; yÞpgO2ðt; x; yÞ; x; yAO1; t40: In addition,
one easily checks that g˜ðt; x; yÞ ¼ gRdþðt; x; yÞ and in particular we have
gDþðt; x; yÞpgRdþðt; x; yÞ and gDþðt; x; yÞ40; x; yADþ; t40: Let us put
uDþðt; x; yÞ ¼
Z N
0
gDþðs; x; yÞ ftðsÞ ds:
Then by standard arguments uDþðt; x; yÞ satisﬁes the semigroup property.
That is,
uDþðt1 þ t2; x; yÞ ¼
Z
D
uDþðt1; x; zÞuDþðt2; z; yÞ dz; ð4:14Þ
for x; yADþ; t1; t240: Indeed,Z
Dþ
Z N
0
gDþðs1; x; zÞ ft1ðs1Þ ds1
Z N
0
gDþðs2; z; yÞ ft2ðs2Þ ds2 dz
¼
Z N
0
Z N
0
gDþðs1 þ s2; x; yÞ ft1ðs1Þ ds1 ft2ðs2Þ ds2:
Substituting s ¼ s1 þ s2; ds ¼ ds1 the previous expression equalsZ N
0
Z N
0
gDþðs; x; yÞ1½s2;NÞðsÞ ft1ðs  s2Þ ds ft2ðs2Þ ds2
¼
Z N
0
gDþðs; x; yÞ
Z s
0
ft1ðs  s2Þ ft2ðs2Þ ds2 ds:
But it is well known [8, p. 19] that ft1  ft2ðsÞ ¼ ft1þt2ðsÞ: This gives (4.14). It also
follows easily that for ﬁxed t40; xADþ; the function y-uDþðt; x; yÞ is continuous
on Dþ and uDþðt; x; yÞ40 for x; yADþ; t40:
Now, for x; yADþ we have
p˜ðt; x; yÞ ¼
Z N
0
gRdþ
ðs; x; yÞ ftðsÞ ds
X
Z N
0
gDþðs; x; yÞ ftðsÞ ds ¼ uDþðt; x; yÞ:
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It follows that for Bðy0; rÞCDþ; xADþ; t40;Z
Bðy0;rÞ
p˜Dðt; x; yÞ dy
¼ lim
n-N
Z
Bðy0;rÞ
Z
Dþ
y
Z
Dþ
p˜ðt=n; x; z1Þyp˜ðt=n; zn1; yÞ dz1ydzn1 dy
X lim
n-N
Z
Bðy0;rÞ
Z
Dþ
y
Z
Dþ
uDþðt=n; x; z1ÞyuDþðt=n; zn1; yÞ dz1ydzn1 dy
¼
Z
Bðy0;rÞ
uDþðt; x; yÞ dy;
where we used the semigroup property for uDþ in the last equality. From this we see
that
p˜Dðt; x; yÞXuDþðt; x; yÞ40;
for all x; yADþ; t40; and this completes the proof of the lemma. &
Lemma 4.6. For x; yAD we have pDðt; bx; yÞ ¼ pDðt; x; byÞ and pDðt; bx; byÞ ¼ pDðt; x; yÞ:
Proof. This follows immediately from formula (4.13), the corresponding properties
for pðt; x; yÞ and the fact that D is symmetric relative to the x1-axis. &
Proof of Theorem 4.3. It is easy to check that the kernel p˜Dðt; x; yÞ deﬁnes a
semigroup on L2ðDþÞ: Let us denote this semigroup by P˜Dt : By the general theory of
and the strict positivity of p˜Dðt; x; yÞ [26] there exists an orthonormal basis of
eigenfunctions fCng for L2ðDþÞ and corresponding eigenvalues fang satisfying
0oa1oa2pa3p? for this operator. That is, P˜Dt CnðxÞ ¼ expðantÞCnðxÞ; xADþ;
t40; nAN: All the eigenfunctions Cn are bounded and continuous by the properties
of the kernel p˜Dðt; x; yÞ: In addition, strict positivity of p˜Dðt; x; yÞ implies that the ﬁrst
eigenfunction C1 is strictly positive and a1 is simple. All this follows from the general
theory of heat semigroups as in [26].
Now deﬁne %CnðxÞ ¼ CnðxÞ for xADþ; %CnðxÞ ¼ CnðxˆÞ for xAD and %CnðxÞ ¼ 0
for xAD\ðDþ,DÞ: It is easy to check that %Cn is an eigenfunction for PDt with
corresponding eigenvalue an: That is,
PDt %CnðxÞ ¼ expðantÞ %CnðxÞ; xAD; t40; nAN:
In fact using Lemma 4.6 we get for xAD; t40; nAN
eant %CnðxÞ ¼  eantCnðbxÞ ¼ P˜Dt CnðbxÞ
¼ 
Z
Dþ
pDðt; bx; yÞCnðyÞ dy þ Z
Dþ
pDðt; bx; byÞCnðyÞ dy
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¼ 
Z
Dþ
pDðt; x; byÞCnðyÞ dy þ Z
Dþ
pDðt; x; yÞCnðyÞ dy
¼
Z
D
pDðt; x; yÞ %CnðyÞ dy þ
Z
Dþ
pDðt; x; yÞ %CnðyÞ dy ¼ PDt %CnðxÞ:
For xAD\ðDþ,DÞ and xADþ; this property may be checked similarly. Of course, a
priori we do not know that %Cn is continuous for xAD\ðDþ,DÞ: Since all
eigenfunctions for PDt have continuous extensions and Cn is continuous on Dþ; we
must have that %Cn (deﬁned as above) is continuous on D:
Analogously if jn is an eigenfunction which is antisymmetric relative to the x1-axis
ðjnðxÞ ¼ jnðbxÞÞ then we can show that *jnðxÞ ¼ 1DþðxÞjnðxÞ; xADþ is an
eigenfunction for P˜Dt with corresponding eigenvalue ln: Thus there is one-to-one
correspondence between the eigenfunctions for P˜Dt and the antisymmetric
eigenfunctions for PDt : It follows that j ¼ %C1 and l ¼ a1 and all the properties
of j and l follow from the corresponding properties for C1 and a1: This completes
proof of the theorem. &
Theorem 4.7. Let DCRd be a bounded Lipschitz domain and set
Dx ¼
Xn
i¼1
@2
@x2i
:
(i) For xAD we have Dxj1ðxÞp0:
(ii) If in addition D is connected and symmetric relative to the x1-taxis, then for xADþ
we have DxjðxÞp0:
Proof. Using Proposition 3.2(iii) twice we obtain
@2u1
@t2
ðx; tÞ ¼ l21u1ðx; tÞ  l1Ptr1ðxÞ þ
@
@t
ðPtr1ðxÞÞ; ðx; tÞAHþ:
Since u1 is harmonic in Hþ;
@2u1
@t2
ðx; tÞ ¼ Dxu1ðx; tÞ; ðx; tÞAHþ:
It follows that
Dxu1ðx; tÞ ¼ l21u1ðx; tÞ þ l1Ptr1ðxÞ 
@
@t
ðPtr1ðxÞÞ; ðx; tÞAHþ: ð4:15Þ
We know that for xAD we have u1ðx; tÞ-j1ðxÞ40; as t-0þ: Since r1AL1ðRdÞ and
equals 0 on D; we get that Ptr1ðxÞ-0 for xAD; as t-0þ: To ﬁnish the proof of the
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ﬁrst part of the theorem we must show that for xAD; limt-0þð @@t Ptr1ðxÞÞ exists and is
non-negative and that Dxu1ðx; tÞ tends to Dxj1ðxÞ as t-0þ: To do this observe that
for xAD and t40 we have
@ðPtr1Þ
@t
ðxÞ ¼
Z
Rd
@
@t
pðt; x; yÞr1ðyÞ dy:
Using the formula for @@t pðt; x; yÞ (Lemma 3.3(b)) and the fact that r1AL1ðRdÞ and
suppðr1ÞCDc; we obtain that for xAD
lim
t-0þ
@ðPtr1Þ
@t
ðxÞ ¼ cd
Z
Rd
r1ðyÞ
jx  yjdþ1
dy: ð4:16Þ
Since j1ðxÞ40 on D; r1ðxÞX0 on Rd so the limit in (4.16) is non-negative.
Now we will show that for xAD; Dxu1ðx; tÞ tends to Dxj1ðxÞ as t-0þ: Fix xAD;
zAD and r40 such that Bðz; 3rÞCD and xABðz; rÞ: Let fACNðRdÞ be such that
f  1 on Bðz; rÞ and f  0 on Bcðz; 2rÞ: Set gðyÞ ¼ 1 f ðyÞ; yARd : Recall that
pðt; x; yÞ ¼ pðt; x  yÞ (where pðt; yÞ ¼ pðt; 0; yÞ). For any t40;
u1ðx; tÞ ¼
Z
Rd
pðt; x  yÞðj1 f ÞðyÞ dy þ
Z
Rd
pðt; x  yÞðj1gÞðyÞ dy
¼
Z
Rd
pðt; yÞðj1 f Þðx  yÞ dy þ
Z
Rd
pðt; x  yÞðj1gÞðyÞ dy: ð4:17Þ
Note that j1 f ¼ 0 on Bcðz; 2rÞ: Since j1 is real analytic on D it follows that j1 f is
CN on Rd : Therefore for any t40 we have
Dx
Z
Rd
pðt; yÞðj1 f Þðx  yÞ dy
 
¼
Z
Rd
pðt; yÞDxðj1 f Þðx  yÞ dy:
However, the last integral tends to Dxðj1 f ÞðxÞ ¼ Dxj1ðxÞ; as t-0þ:
On the other hand,
Dx
Z
Rd
pðt; x  yÞðj1gÞðyÞ dy
 
¼
Z
Rd
Dxpðt; x  yÞðj1gÞðyÞ dy: ð4:18Þ
Note that j1g  0 on Bðz; rÞ and that j1g is bounded and has compact support. Using
the formula for Dxpðt; x  yÞ (Lemma 3.3(c)) it is easy to show that the integral on the
right-hand side of (4.18) tends to 0 as t-0þ: Hence (4.17) gives that Dxu1ðx; tÞ tends
to Dxj1ðxÞ as t-0þ which ﬁnishes the proof of the ﬁrst part of the theorem.
In the exact same way, we get (4.15) with u1 replaced by u; l1 by l and r1 by r;
where uðx; tÞ ¼ PtjðxÞ; rðxÞ ¼ limt-0þ ðuðx; tÞ=tÞ for xAintðDcÞ and rðxÞ ¼ 0
for xA %D: Notice that rðxÞ ¼ rðbxÞ and rðxÞX0 for xARdþ ¼ fxARd : x140g: It
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follows that for xADþ the expression on the right-hand side of (4.16) with r1
replaced by r is non-negative. The rest of the proof is the same as in (i). This proves
(ii) and completes the proof. &
Proposition 4.8. Let DCRd be a connected bounded Lipschitz domain which is
symmetric relative to the x1-axis. Then
lp
ﬃﬃﬃﬃﬃ
m
p
:
Proof. We will ﬁrst verify that
l ¼ inf
uAF
Z
H
jruðx; tÞj2 dx dt; ð4:19Þ
where
F ¼ fuAF : jju˜jj2 ¼ 1 and u˜ is antisymmetric relative to the x1-axisg:
Assume that l has multiplicity mX1 and that it corresponds to lk;ylkþm1; for
some kX2: Then by Theorem 3.8,
l ¼ lk ¼ inf
uAFk
Z
H
jruðx; tÞj2 dx; ð4:20Þ
where
Fk ¼ fuAF : u˜>j1;y;jk1; jju˜jj2 ¼ 1g:
We will show that j1;y;jk1 are all symmetric relative to the x1-axis. Toward this
goal, let lAf1; 2;y; k  1g: Set cðxÞ ¼ jlðxÞ  jlðxÞ: If jl is not symmetric
relative to the x1-axis, then c is non-zero. By the symmetry of pDðt; x; yÞ we get
that c is a non-zero eigenfunction corresponding to ll and of course it is
antisymmetric relative to the x1-axis. This however cannot occur due to Theorem
4.3. By the deﬁnition ofF andFk we see that FCFk and it follows from (4.20)
that
l ¼ inf
uAFk
Z
H
jruðx; tÞj2 dxp inf
uAF
Z
H
jruðx; tÞj2 dx;
which proves the right-hand side of (4.19).
To prove the other side of (4.19), set uðx; tÞ ¼ PtjðxÞ; ðx; tÞAHþ and uðx; 0Þ ¼
jðxÞ: Then uAF: By Proposition 3.6,
l ¼
Z
H
jruðx; tÞj2 dxX inf
uAF
Z
H
jruðx; tÞj2 dx;
and this proves the other half of (4.19).
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Put vðx; tÞ ¼ exp  ﬃﬃﬃﬃﬃmp t cðxÞ; ðx; tÞAH: By direct calculations as in the proof
of Theorem 3.14, we get Z
H
jrvðx; tÞj2 dx dt ¼ ﬃﬃﬃﬃﬃmp :
It is easy to check that vAF and from this it follows that
lp
Z
H
jrvðx; tÞj2 dx dt ¼ ﬃﬃﬃﬃﬃmp ;
proving the proposition. &
5. The one-dimensional case
In this section we study the Cauchy eigenvalue problem in one dimension for the
set D ¼ ð1; 1Þ: In such a simple case we will be able to prove several detailed
properties for the eigenfunctions functions jn similar to those discussed in the
introduction for the eigenfunctions of the Laplacian. Our main result in this section
is Theorem 5.3 which provides information on the second eigenfunction.
First, let us recall that the ﬁrst eigenvalue l1 is simple, its corresponding eigenvalue
j1 is positive (true for any domain of ﬁnite volume in any dimension) and that by
Corollary 2.2, 1ol1o3p=8: In addition to this, we also have the following additional
information on the shape of j1:
Theorem 5.1. Let D ¼ ð1; 1Þ: Then j1 is symmetric relative to the origin and
concave. It is non-decreasing on ð1; 0Þ and non-increasing on ð0; 1Þ:
Proof. Put bj1ðxÞ ¼ j1ðxÞ þ j1ðxÞ: It is easy to show that bj1 is also an
eigenfunction corresponding to l1: Since l1 has multiplicity 1 it follows that j1 is
symmetric. The concavity of j1 follows from Theorem 4.7. Since j1 is symmetric
and concave on ð1; 1Þ it must be non-decreasing on ð1; 0Þ and non-increasing on
ð0; 1Þ and this completes the proof. &
For our next result we need to recall a few facts for the one-dimensional Cauchy
process. In one dimension the transition densities are given by
pðt; x; yÞ ¼ 1
p
t
t2 þ ðx  yÞ2; ð5:1Þ
where t40; x; yAR: For any a40 and xAða; aÞ we have, by (2.12), that
Exðtða;aÞÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  x2
p
: ð5:2Þ
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The distribution of X ðtða;bÞÞ is given in [7] explicitly by the formula
P xðXðtða;bÞÞABÞ ¼ 1p
Z
B
ðr2  jx  x0j2Þ1=2
ðjy  x0j2  r2Þ1=2jx  yj
dy; ð5:3Þ
where a; bAR; aob; xAða; bÞ; BCða; bÞc; x0 ¼ ða þ bÞ=2; r ¼ ðb  aÞ=2:
Lemma 5.2. (i) For any aAð0; 1Þ and xAð1;aÞ;
P xðXðtð1;aÞÞAða; 1ÞÞpð1 aÞ
2
8pa2
:
(ii) For any aA½1=4; 1Þ and xAð1;aÞ,ða; 1Þ;
1
Exðtð1;aÞ,ða;1ÞÞ
XgðaÞ;
where
gðaÞ ¼ 2
1 a 1
ð1 aÞ2
8pa2
 !
¼ 8pa
2  ð1 aÞ2
4pa2ð1 aÞ :
The function g is positive and increasing on ½1=4; 1Þ:
Proof. By (5.3) we get
P xðXðtð1;aÞÞAða; 1ÞÞ ¼ 1p
Z 1
a
ðr2  jx  x0j2Þ1=2
ðjy  x0j2  r2Þ1=2jx  yj
dy; ð5:4Þ
where r ¼ ð1 aÞ=2 and x0 ¼ ð1 aÞ=2: For any xAð1;aÞ and yAða; 1Þ we
have r2  jx  x0j2pr2; jy  x0j2  r2Xð2aÞ2 and jx  yjX2a: Therefore (i) follows
from (5.4).
Let
q ¼ sup
xAð1;aÞ
Exðtð1;aÞÞ ¼ sup
xAða;1Þ
Exðtða;1ÞÞ ¼ ð1 aÞ=2
and
p ¼ sup
xAð1;aÞ
P xðXðtð1;aÞÞAða; 1ÞÞ ¼ sup
xAða;1Þ
P xðX ðtða;1ÞÞAða;1ÞÞ
p ð1 aÞ2=ð8pa2Þ:
ARTICLE IN PRESS
R. Ba *nuelos, T. Kulczycki / Journal of Functional Analysis 211 (2004) 355–423 409
By the strong Markov property we have that for any xAð1;aÞ,ða; 1Þ
Exðtð1;aÞ,ða;1ÞÞp
XN
k¼0
qpk ¼ q
1 p:
Note also that for aA½1=4; 1Þ we have ð1 aÞ2=ð8pa2Þo1 (the interval ½1=4; 1Þ is not
of course optimal). Therefore the estimate for Exðtð1;aÞ,ða;1ÞÞ follows from the
above bounds for p and q; and this proves (ii). &
Theorem 5.3. Let D ¼ ð1; 1Þ: Then 2pl2pp; it has multiplicity 1; its eigenfunction
j2 is negative on ð1; 0Þ; positive on ð0; 1Þ and antisymmetric relative to the origin. j2
is convex on ð1; 0Þ and concave on ð0; 1Þ: In particular, there is an aAð0; 1Þ such that
j2 is non-decreasing on ða; aÞ and non-increasing on ð1;aÞ and ða; 1Þ: The
antisymmetric property is inherited by u2 in the sense that u2ðx; tÞ ¼ u2ðx; tÞ;
ðx; tÞAH: In addition, u2 has two nodal parts (see Fig. 1).
A ¼ fðx; tÞAH : xo0; t40g,fðx; 0ÞAH : xAð1; 0Þg
and
B ¼ fðx; tÞAH : x40; t40g,fðx; 0ÞAH : xAð0; 1Þg:
with u2ðx; tÞo0 for ðx; tÞAA and u2ðx; tÞ40 for ðx; tÞAB:
Remark 1. Of course, whenever j2 is an eigenfunction with eigenvalue l2 so is j2;
hence the above statements should be interpreted ‘‘up to sign.’’
Proof. By Theorem 4.3 there exists an eigenfunction j with corresponding
eigenvalue l satisfying the following properties: jjjjj2 ¼ 1; j is antisymmetric,
negative on ð1; 0Þ and positive on ð0; 1Þ: By Theorem 4.7(ii), j is concave on ð0; 1Þ
and convex on ð1; 0Þ: If we denote uðx; tÞ ¼ PtjðxÞ; ðx; tÞAHþ; then u has two
nodal parts A and B such as in the formulation of the theorem.
By Proposition 4.8 we have lp ﬃﬃﬃﬃﬃm2p ; where m2 is the second eigenvalue of the
Dirichlet Laplacian in D ¼ ð1; 1Þ: Hence lpp: On the other hand, note that
A˜ ¼ ð1; 0Þ (recall that A˜ ¼ fxAD : ðx; 0ÞAAg). So by Proposition 3.12 and scaling
we get
lXl1ðð1; 0ÞÞ ¼ 2l1ðð1; 1ÞÞ ¼ 2l1X2:
ARTICLE IN PRESS
Fig. 1. Nodal parts for u2:
R. Ba *nuelos, T. Kulczycki / Journal of Functional Analysis 211 (2004) 355–423410
We will now show that l2 ¼ l and that j is the unique eigenfunction
corresponding to l2: Suppose on the contrary that there exists an eigenfunction j
(with jjjjj2 ¼ 1) corresponding to l2 which is different from j: That is, jaj and
ja j: By Theorem 4.1 jðxÞ is real analytic on D: In particular, the zeros of jðxÞ
have no accumulation points in D: We will say that a real analytic function f :D-R
changes sign at the point x0AD if there exists e40 such that f ðxÞ40 on ðx0; x0 þ eÞ
and f ðxÞo0 on ðx0  e; x0Þ or such that f ðxÞo0 on ðx0; x0 þ eÞ and f ðxÞ40 on
ðx0  e; x0Þ:
Consider vðx; tÞ ¼ PtjðxÞ; ðx; tÞAHþ and vðx; 0Þ ¼ jðxÞ; xARd : By Theorem 3.11
the function v has no more than two nodal parts. Since j is orthogonal to j1 it must
change its sign and hence v has exactly two nodal parts.
We will show that j changes sign at no more than two points in D: Assume this is
not the case. That is, j changes sign at more than two points. We may also assume
that jðxÞX0 for xAða0; a1Þ and xAða2; a3Þ and jðxÞp0 for xAða1; a2Þ and
xAða3; a4Þ; where
1pa0oa1oa2oa3oa4p1:
Let us denote Ai ¼ fðx; 0ÞAH : xAðai1; aiÞ and jðxÞa0g; i ¼ 1; 2; 3; 4: All sets
A1; A2; A3; A4 are non-empty. Let Pþ ¼ fðx; tÞAH : vðx; tÞ40g and P ¼
fðx; tÞAH : vðx; tÞo0g: Of course A1,A3 belongs to Pþ:
If Pþ is connected then P is not connected and v has more than two nodal parts
(see Fig. 2). If Pþ is not connected then again v has more than two parts. This gives a
contradiction and shows that j changes its sign at no more than two points in D:
By Theorem 4.3, j is not antisymmetric. This follows from the fact that jaj;
ja j and that every antisymmetric eigenfunction (with norm 1) different from
j (or j) has greater corresponding eigenvalue. Set bjðxÞ ¼ jðxÞ þ jðxÞ: By the
last remark bj is not identically zero. It easy to show that bj is an eigenfunction with
corresponding eigenvalue l2: Hence from our assumptions on j; it follows that there
exists a symmetric eigenfunction with corresponding eigenvalue l2: Therefore we
assume that j is symmetric. We have shown that v ¼ Ptj has two nodal parts and
that j changes its sign at no more than two points in D: Since it must change sign
and is symmetric, it must change sign at exactly two points in D: Therefore there is
an aAð0; 1Þ such that jðaÞ ¼ jðaÞ ¼ 0 and j change sign at a and a: We may
assume that jðxÞX0 for xAð1;aÞ,ða; 1Þ and jðxÞp0 for xAða; aÞ:
Let us denote
Uþ ¼ fðx; tÞAH : vðx; tÞ40g
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and
U ¼ fðx; tÞAH : vðx; tÞo0g:
If U is unbounded then Uþ would not be connected and v would have more than
two nodal parts (see Fig. 3). Hence, U is bounded. Denote by N ¼
fðx; tÞAHþ : vðx; tÞ ¼ 0g the nodal line for v: Note that we have used Hþ (and not
H) in the deﬁnition of N: The function j is analytic in D; hence its zeros have no
accumulation points in D: Thus the zeros at points a and a are isolated. If
%N-fðx; 0Þ : xARg is different from fa; ag; then either Uþ or U would not be
connected and v would have more than 2 nodal parts. We must therefore have
%N-fðx; 0Þ : xARg ¼ fa; ag: Let
lþ ¼ fðx; 0Þ : x41g and l ¼ fðx; 0Þ : xo 1g:
From the above it follows that for each point ðx; 0ÞAlþ,l there exist s ¼ sðxÞ40
such that for ðy; tÞAfðy; tÞAHþ : jðy; tÞ  ðx; 0Þjosg; we have vðy; tÞ40: Let rðxÞ ¼
limt-0þvðx; tÞ=t for jxj41 and 0 for jxjp1: This rðxÞ is nothing more than the
function deﬁned in Proposition 3.15 and it follows that rðxÞX0 for all xAR:
We shall now apply Proposition 3.15 which is the key argument in this
proof. From this it follows that if for some ðx0; t0ÞAH we have vðx0; t0ÞX0;
then for all t4t0 we have vðx0; tÞ40: Recall that for xAð1;a,½a; 1Þ we have
jðxÞ ¼ vðx; 0ÞX0 and for all jxjX1 we have jðxÞ ¼ vðx; 0Þ ¼ 0: Therefore for all
jxjXa and tX0 we get vðx; tÞX0: Thus UCða; aÞ  ½0;NÞ: Since the ﬁrst
eigenvalue m1 for the Dirichlet Laplacian in ða; aÞ is p2=4a2; it follows from
Theorem 3.18 that l2Xp=2a: On the other hand, for the interval ð1; 1Þ the second
eigenvalue of the Dirichlet Laplacian is p2 and hence Theorem 3.14 gives l2pp: We
conclude that
p
2a
pl2pp:
From this it follows that aX1=2: Since jðxÞp0 for all xAða; aÞ; it follows that
U˜þCð1;aÞ,ða; 1Þ; where U˜þ ¼ fxAD : ðx; 0ÞAUþg: The set ð1;aÞ,ða; 1Þ is
trivially a bounded Lipschitz domain. By Proposition 3.12, the fact that aX1=2; and
domain monotonicity of l1; we obtain
l2Xl1ðð1;aÞ,ða; 1ÞÞXl1ðð1;1=2Þ,ð1=2; 1ÞÞ:
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Put O ¼ ð1;1=2Þ,ð1=2; 1Þ: From Proposition 2.1 and Lemma 5.2 we conclude
that
l1ðOÞX 1
supxAO E
xðtOÞX
2
1 1=2 1
ð1 1=2Þ2
8pð1=2Þ2
 !
¼ 4 1 1
8p
 
:
Thus
pXl2Xl1ðOÞX sup
xAO
ExðtOÞ
 1
X4 1=ð2pÞ4p;
which gives a contradiction and completes the proof of the theorem. &
When dealing with Brownian motion (the Laplacian) in D ¼ ð1; 1Þ; we know the
full set of eigenfunctions and eigenvalues. The above theorem gives some
information, although not as precise, on the second eigenvalue and the second
eigenfunction for the Cauchy process. It would be very desirable to develop some
general techniques to study properties of higher eigenvalues and eigenfunctions for
the Cauchy process and, in particular, to gain a better understanding of their
geometric properties. For general eigenfunctions this goal seems too ambitious at
this point. In the next theorem we aim to gain some understanding for j3 and for the
corresponding Steklov function u3: We hope that even some limited knowledge on j3
and u3 can provide some intuition about other eigenfunctions.
Theorem 5.4. Let D ¼ ð1; 1Þ: Then, 3:4pl3p3p=2; it has multiplicity 1, its
eigenfunction j3 is symmetric and has two zeros at a; a; where aA½1=3; 0:6:
Moreover, j3 is positive on ð1;aÞ,ða; 1Þ and negative on ða; aÞ: The
corresponding Steklov function u3 satisfies u3ðx; tÞ ¼ u3ðx; tÞ; ðx; tÞAH and has
two nodal parts A and B: Assume that u3ðx; tÞ40 for ðx; tÞAA and u3ðx; tÞo0 for
ðx; tÞAB: Then BCða; aÞ  ½0;NÞ and B is bounded. If u3ðx0; t0ÞX0 for some
ðx0; t0ÞAH then for all tXt0 we have u3ðx0; tÞ40:
A remark similar to that after Theorem 5.3 applies here as well concerning the sign
of j3:
Proof. By Theorem 3.11 u3 has at most 3 nodal parts. In follows from the argument
of Theorem 5.3 that if u3 has 2 nodal parts then it changes its sign at no more than 2
points. In a similar way, it may be shown that if the function u3 has 3 nodal parts
then it changes sign at no more than 4 points. From this we conclude that if u3 has 2
nodal parts then it changes sign at no more than 2 points and if u3 has 3 nodal parts
then it changes sign at no more then 4 points.
Next we show that j3 is symmetric. Assume on the contrary that j3 is not
symmetric. Put jðxÞ ¼ j3ðxÞ  j3ðxÞ; xAD: Then j is antisymmetric and
orthogonal to the antisymmetric eigenfunction j2: Therefore j must change sign
at least at 3 points (including the origin 0). Let vðx; tÞ ¼ PtjðxÞ; ðx; tÞAH: Since j is
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antisymmetric and changes sign at at least 3 points, v must have at least 4 nodal
parts, which gives a contradiction. Therefore j3 is symmetric. From the above it
follows that only the following cases can occur:
Case 1: u3 has 2 nodal parts and j3 changes sign at 2 points.
Case 2: u3 has 3 nodal parts and j3 changes sign at 2 points.
Case 3: u3 has 3 nodal parts and j3 changes sign at 4 points.
Assume that Cases 2 and 3 do not occur. (These cases will be ruled out later, they
represent the most difﬁcult part of the proof.) Since we have not yet shown that l3
has multiplicity 1; our assumption is the following: For any eigenfunction
corresponding to l3; Cases 2 and 3 cannot happen. Under this assumption we will
show that the functions j3 and u3 have the properties asserted by the theorem.
As in the proof of Theorem 5.3, there exists an aAð0; 1Þ such that j3ðaÞ ¼
j3ðaÞ ¼ 0 and j3 change sign at a and a: We may assume that j3ðxÞX0 for
xAð1;aÞ,ða; 1Þ and j3ðxÞp0 for xAða; aÞ: Put A ¼ fðx; tÞAH : u3ðx; tÞ40g
and B ¼ fðx; tÞAH : u3ðx; tÞo0g (see Fig. 4). Let r3ðxÞ ¼ limt-0þ u3ðx; tÞ for jxj41
and r3ðxÞ ¼ 0 for jxjp1: By the same arguments as in the proof of Theorem 5.3 we
get that r3ðxÞX0 for all xAR: Proposition 3.15 now yields that if for some ðx0; t0ÞAH
we have u3ðx0; t0ÞX0; then for all t4t0 we have u3ðx0; tÞ40: Note that for all
xAð1;aÞ,ða; 1Þ we have j3ðxÞ ¼ u3ðx; 0ÞX0 and for all jxjX1 we have
u3ðx; 0Þ ¼ 0: Therefore for all jxjXa and tX0 we have u3ðx; tÞX0: Hence
BCða; aÞ  ½0;NÞ: Of course, B must be bounded or else, as before, A will not
be connected.
From Proposition 3.17 we get that j3ðxÞ40 for all xAð1;aÞ,ða; 1Þ: We will
also show that j3ðxÞo0 for all xAða; aÞ: We know that j3ðxÞp0 for all xAða; aÞ:
If j3ðx0Þ ¼ 0 for some x0Aða; aÞ then by Proposition 3.15, u3ðx0; tÞ40 for all t40
and B will not be connected. Therefore the eigenfunction j3 on the set D has exactly
2 zeros at points a and a:
We next estimate l3 and a: Since BCða; aÞ  ½0;NÞ; Theorem 3.18 gives
l3Xp=ð2aÞ: On the other hand, by Theorem 3.14 we have l3p ﬃﬃﬃﬃﬃm3p ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð3p=2Þ2q ¼
3p=2 (as before, m3 is the solution of the Dirichlet eigenvalue problem (3.31)).
Therefore p=ð2aÞp3p=2 and so aX1=3: This gives the desired upper bound for l3
and the lower bound for a:
We also have A˜ ¼ ð1;aÞ,ða; 1Þ (recall that A˜ ¼ fxAD : ðx; 0ÞAAg) and by
Proposition 3.12 we get
l3Xl1ðA˜ÞX sup
xAA˜
ExðtA˜Þ
 !1
:
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Since aX1=3; we obtain
l3X sup
xAA˜
ExðtA˜Þ
 !1
XgðaÞ;
where g is given in Lemma 5.2.
Put f ðxÞ ¼ p=ð2xÞ; xA½1=3; 1: We have
l3Xmaxf f ðaÞ; gðaÞg:
We note that f ; g are continuous on ½1=3; 1Þ; f is decreasing and g is increasing. We
also have f ð1=3Þ ¼ 3p=2; gð1=3Þp2=ð1 1=3Þ ¼ 3o3p=2; f ð1Þ ¼ p=2 and
limb-1gðbÞ ¼N: Therefore there is exactly one x0Að1=3; 1Þ such that f ðx0Þ ¼
gðx0Þ: Moreover,
l3Xmaxf f ðaÞ; gðaÞgXf ðx0Þ
and for any xAðx0; 1Þ we have l3Xf ðx0ÞXf ðxÞ: We will show that 0:464x0: Indeed,
gð0:46Þ43:48 and f ð0:46Þo3:42: Hence f ð0:46Þogð0:46Þ which gives 0:464x0: Thus
l3Xf ð0:46ÞX3:4:
We will show that ap0:6: We have 3p=2Xl3XgðaÞ: Since g is increasing it sufﬁces
to show that gð0:6Þ43p=2: In fact, gð0:6Þ44:843p=2:
Next we prove that l3 has multiplicity 1: As before, we argue by contradiction.
Assume there are two eigenfunctions F1; F2 corresponding to l3 which are
orthogonal ðR
D
F1ðxÞF2ðxÞ dx ¼ 0Þ and jjF1jj2 ¼ jjF2jj2 ¼ 1: Let us recall that we are
under the assumption that Cases 2 and 3 do not occur. Therefore both F1 and F2
satisfy the conditions of case 1: Hence the functions F1 and F2 are symmetric and
have exactly 2 zeros at points ai; ai: If a1 ¼ a2 then F1 and F2 would not be
orthogonal and this cannot happen.
We may assume that 0oa1oa2o1 and that for i ¼ 1; 2; we have FiðxÞ40 for
xAð1;aiÞ,ðai; 1Þ and FiðxÞo0 for xAðai; aiÞ: Consider functions ft ¼ ð1
tÞF2  tF1; tA½0; 1: Of course, for each tA½0; 1 the function ft is also an
eigenfunction corresponding to l3: Note that for xA½a2;a1,½a1; a2 ftðxÞo0:
Of course, f0 ¼ F2 and f0ðxÞo0 for xA½a1; a1: Let
s ¼ infftA½0; 1 : maxf ftðxÞ : xA½a1; a1g ¼ 0g:
Since f1 ¼ F1; so1: We have maxf fsðxÞ : xA½a1; a1g ¼ 0: Let us denote the point
at which this maximum is attained by y1: We have fsðy1Þ ¼ 0 and fsðxÞp0 for all
xA½a1; a1: Since for xA½a2;a1,½a1; a2 we have fsðxÞo0 and fs (as an
eigenfunction for l3) is orthogonal to j140; there exists y2Að1;a2Þ,ða2; 1Þ
such that fsðy2Þ40: Of course, fs is symmetric so we may assume that
y2Aða2; 1Þ and fsðy2Þ ¼ fsðy2Þ40: Now for sufﬁciently small e40 we have
fsþeðy2Þ ¼ fsþeðy2Þ40; fsþeðy1Þ40 and fsþeða2Þ ¼ fsþeða2Þo0 (because for all
tAð0; 1 ftða2Þo0) . Since y2o a2oy1oa2oy2 we obtain that fs changes sign in
more than at 2 points. But recalling again that we are under the assumption of
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Case 1, this cannot happen. So, (under assumption that Cases 2 and 3 cannot occur)
we obtain a contradiction, and conclude that l3 has multiplicity 1:
Our goal now is to show that for any eigenfunction corresponding to l3; Cases 2
and 3 cannot happen. To obtain a contradiction let us assume that there exists an
eigenfunction corresponding to l3; denote it again by j3; such that j3 satisﬁes
conditions of either Case 2 or Case 3. Recall that in both cases we may assume that
j3 is symmetric. We look at each of the two cases separately.
Case 2: u3 ¼ Ptj3 has 3 nodal parts and j3 changes sign at 2 points. Let aAð0; 1Þ
and assume that j3 changes sign at a; a and j3ðxÞX0 for xAð1;aÞ,ða; 1Þ and
j3ðxÞp0 for xAða; aÞ: We will consider two subcases.
Case 2a: The set fðx; tÞAH : uðx; tÞ40g is not connected.
Under this assumption, u3 has 2 nodal parts A; B; on which u340 and a nodal part
C on which u3o0; see Fig. 5.
Since the set fðx; tÞAH : uðx; tÞ40g ¼ A,B is not connected the nodal part C ¼
fðx; tÞAH : uðx; tÞo0g is not bounded and by the symmetry of j3; we must have
u3ð0; tÞo0 for all t40: On the other hand, we know that j3 is orthogonal to j1 and soZ 1
1
j3ðxÞj1ðxÞ dx ¼ 0:
Let us recall that j1 is positive, non-constant, symmetric, non-decreasing on ð1; 0Þ
and non-increasing on ð0; 1Þ: Therefore we getZ 1
1
j3ðxÞj1ðaÞ dx40;
which implies Z 1
1
j3ðxÞ dx40:
But for t40;
u3ð0; tÞ ¼ Ptj3ð0Þ ¼
1
p
Z 1
1
t
t2 þ y2 j3ðyÞ dy:
It follows that
tu3ð0; tÞ-1p
Z 1
1
j3ðyÞ dy
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as t-N: Therefore for sufﬁciently large t we have u3ð0; tÞ40 which contradicts the
fact that u3ð0; tÞo0 for all t40 and Case 2a cannot occur.
Case 2b: The set fðx; tÞAH : u3ðx; tÞ40g is connected.
Then u3 has 2 nodal parts A and B on which u3o0 and a nodal part C on which
u340; see Fig. 6.
As before, we have r3ðxÞX0 so (by Proposition 3.15) it follows that ACða; 0Þ 
½0;NÞ: Therefore by Theorem 3.18, l3Xp=a: Since 3p=2Xl3; we get 3p=2Xp=a:
Hence, aX2=3: Put O ¼ ð1;2=3Þ,ð2=3; 1Þ and recall that
C˜ ¼ fxAD : ðx; 0ÞACgCð1;aÞ,ða; 1Þ:
By Proposition 3.12 and domain monotonicity of l1; we have
l3X l1ðð1;aÞ,ða; 1ÞÞXl1ðð1;2=3Þ,ð2=3; 1ÞÞ
X sup
xAO
ExðtOÞ
 1
Xgð2=3Þ4543p=2;
which gives a contradiction (g is given in Lemma 5.2).
It remains to rule out Case 3.
Case 3: u3 has 3 nodal parts and j3 changes sign at 4 points. Let a; bAð0; 1Þ; aob
and assume that j3 changes sign at b; a; a; b and that j3ðxÞX0 for
xAð1;bÞ,ða; aÞ,ðb; 1Þ and j3ðxÞp0 for xAðb;aÞ,ða; bÞ: As above, we
will consider 2 subcases.
Case 3a: The set fx; tÞAH : u3ðx; tÞo0g is connected (see Fig. 7).
Under this assumption, u3 has 2 nodal parts A; B on which u340 and a nodal part
C on which u3o0: Note that r3ðxÞX0 for all xAR and therefore by Proposition 3.15
we obtain that u3ðx; tÞ has the following property: If u3ðx0; t0ÞX0 for some
ðx0; t0ÞAH then for all t4t0; u3ðx0; tÞ40: This contradicts the connectedness of the
set fðx; tÞAH : u3ðx; tÞo0g:
Case 3b: The set fðx; tÞAH : u3ðx; tÞo0g is not connected (see Fig. 8).
This is the most difﬁcult case to rule out. In this case u3 has 2 nodal parts A; B on
which u3o0 and a nodal part C on which u340: Note that r3ðxÞX0 for all xAR:
Therefore by Proposition 3.15, ACðb;aÞ  ½0;NÞ and BCða; bÞ  ½0;NÞ: By
Proposition 3.17 we get that j3ðxÞ40 for xAð1;bÞ,ðb; 1Þ: By Theorem 3.14 we
get l3Xp=ðb  aÞ and by Theorem 3.14, l3p3p=2: Therefore b  aX2=3: Put O ¼
ð1;bÞ: Then tOptD and by (2.2) for xAO we have
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l13 j3ðxÞ ¼GDj3ðxÞ ¼ Ex
Z tD
0
j3ðXtÞ dt
¼Ex
Z tO
0
j3ðXtÞ dt þ Ex
Z tD
tO
j3ðXtÞ dt
¼Ex
Z tO
0
j3ðXtÞ dt þ Ex
Z tD
0
j3ðXtÞ dt
 
3 ytO
 
:
By the strong Markov property this is
Ex
Z tO
0
j3ðXtÞ dt þ Ex EXðtOÞ
Z tD
0
j3ðXtÞ dt; XðtOÞAD\O
 
¼ GOj3ðxÞ þ ExðGDj3ðXðtOÞÞ; X ðtOÞAD\OÞ
¼ GOj3ðxÞ þ l13 Exðj3ðX ðtOÞÞ; X ðtOÞAD\OÞ:
It follows that for xAO we have
l3 ¼ j3ðxÞ
GDj3ðxÞ
¼ j3ðxÞ
GOj3ðxÞ þ l13 Exðj3ðXðtOÞÞ; XðtOÞAD\OÞ
: ð5:5Þ
We want to estimate Exðj3ðX ðtOÞÞ; XðtOÞAD\OÞ: Since j3 is orthogonal to j1;Z
D
j3ðyÞj1ðyÞ dy ¼ 0:
Since j1 is positive, symmetric on ð1; 1Þ; non-decreasing on ð1; 0Þ and non-
increasing on ð0; 1Þ; we obtain that
04
Z b
b
j3ðyÞj1ðyÞ dy
X
Z a
b
j3ðyÞj1ðaÞ dy þ
Z a
a
j3ðyÞj1ðaÞ dy þ
Z b
a
j3ðyÞj1ðaÞ dy
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and it follows that Z b
b
j3ðyÞ dyo0:
Using the density for P xðXðtOÞAÞ given by (5.3) we see that for xAO we have
Exðj3ðX ðtOÞÞ; XðtOÞAD\OÞ ¼
Z
D\O
j3ðyÞ f ðyÞ dy; ð5:6Þ
where
f ðyÞ ¼ 1
p
ðr2  jx  x0j2Þ1=2
ðjy  x0j2  r2Þ1=2jx  yj
;
r ¼ ð1 bÞ=2 and x0 ¼ ð1 bÞ=2: Of course, f depends on x and y but x may be
treated as ﬁxed. We have f ðyÞ ¼ cpðyÞqðyÞ; where c ¼ p1ðr2  jx  x0j2Þ1=2; pðyÞ ¼
ðjy  x0j2  r2Þ1=2; qðyÞ ¼ jx  yj1: We may assume that xo boyo1: For such
x; y we have
p0ðyÞ ¼ ðy  x0Þððy  x0Þ2  r2Þ3=2o0;
p00ðyÞ ¼ ð2ðy  x0Þ2 þ r2Þððy  x0Þ2  r2Þ5=240
and
q0ðyÞ ¼ ðy  xÞ2o0; q00ðyÞ ¼ 2ðy  xÞ340:
Therefore
f 00ðyÞ ¼ cð p00ðyÞqðyÞ þ 2p0ðyÞq0ðyÞ þ pðyÞq00ðyÞÞ40:
In other words, f ðyÞ is a convex function for yAðb; 1Þ: Let 0pyozob: We have
f ðzÞ  f ðyÞ ¼ ðz  yÞ f 0ðxÞ; xAðy; zÞ and f ðyÞ  f ðzÞ ¼ ðz  yÞ f 0ðZÞ; ZAðz;yÞ:
By convexity we see that f 0ðxÞXf 0ðZÞ; so f ðzÞ  f ðyÞXf ðyÞ  f ðzÞ: Therefore
f ðzÞ þ f ðzÞXf ðyÞ þ f ðyÞ for 0pyozob:
We know that j3 is symmetric, j3ðyÞX0 for yAða; aÞ and j3ðyÞp0 for
yAðb;aÞ,ða; bÞ: HenceZ b
b
j3ðyÞ f ðyÞ dy
¼
Z a
0
j3ðyÞð f ðyÞ þ f ðyÞÞ dy þ
Z b
a
j3ðyÞð f ðyÞ þ f ðyÞÞ dy
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p
Z a
0
j3ðyÞð f ðaÞ þ f ðaÞÞ dy þ
Z b
a
j3ðyÞð f ðaÞ þ f ðaÞÞ dy
¼ ð f ðaÞ þ f ðaÞÞ=2
Z b
b
j3ðyÞ dy:
But we know that the last integral is negative and thereforeZ b
b
j3ðyÞ f ðyÞ dyo0:
Thus for xAO ¼ ð1;bÞ we get by (5.6)
Exðj3ðXðtOÞÞ; X ðtOÞAD\OÞpExðj3ðX ðtOÞÞ; X ðtOÞAðb; 1ÞÞ:
Note also that for xAO the denominator on the right-hand side of (5.5) is positive.
Therefore for xAO we get from (5.5)
l3X
j3ðxÞ
GOj3ðxÞ þ l13 Exðj3ðXðtOÞÞ; X ðtOÞAðb; 1ÞÞ
: ð5:7Þ
Let jjj3jjO ¼ supfj3ðxÞ : xAOg and xAO be such that j3ðxÞ ¼ jjj3jjO: By
symmetry, supfj3ðxÞ : xAðb; 1Þg ¼ jjj3jjO: Putting x ¼ x in (5.7) we obtain
l3X
jjj3jjO
jjj3jjOGO1ðxÞ þ l13 jjj3jjOP x ðXðtOÞAðb; 1ÞÞ
¼ 1
Ex ðtOÞ þ l13 P x ðXðtOÞAðb; 1ÞÞ
: ð5:8Þ
By Lemma 5.2(i), formula (5.2) and the fact that bA½2=3; 1Þ; we get Ex ðtOÞpð1
bÞ=2p1=6 and
P x ðXðtOÞAðb; 1ÞÞpð1 bÞ
2
8pb2
p 1
32p
:
Also, l34l2X2: Therefore the expression in (5.8) is no smaller than ð1=6þ
1=ð64pÞÞ145: By (5.7) we get l34543p=2; which gives a contradiction and
completes the proof of the theorem. &
We conclude with a proposition providing some information for general ln’s and
general jn’s in D ¼ ð1; 1Þ:
Proposition 5.5. Let D ¼ ð1; 1Þ and nAN: Then lnpnp=2 and jn has no more than
2n  2 zeros in D:
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Proof. The inequality lnpnp=2 follows from Theorem 3.14 and the fact that for
D ¼ ð1; 1Þ; mn ¼ ðnp=2Þ2; where mn are the eigenvalues for the Dirichlet Laplacian
in D; problem (3.31).
For x0AD we will say that the Steklov function un changes the sign at ðx0; 0ÞAH if
for each r40 the set fðx; tÞAH : ðx  x0Þ2 þ t2or2g contains the points for which
unðx; tÞo0 and the points for which unðx; tÞ40: By Proposition 3.17 and Theorem
4.1 if jnðx0Þ ¼ 0; x0AD; then un must change sign at ðx0; 0Þ: If un changes sign at
ðx; 0Þ; xAD more than 2n  2 times, then un would have more than n nodal parts (we
omit the details here). But this is impossible by Theorem 3.11. It follows that jn has
no more than 2n  2 zeros in D as asserted by the proposition. &
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