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A B S T R A C T
Chemistry is hard. Simulating the full quantum-chemical interactions
involved in any complicated physical process is often impossible, due
to the huge amount of computing power required. Instead, model
systems which interact in simpler ways can be studied. The simplest
model is known as the ideal gas. This model consists of point parti-
cles which only interact through elastic collisions. Even a model this
abstract gives us the ideal gas law, one of the most prized equations in
all of physical chemistry. Moving one step further in complexity, we
can give the particles a diameter and prohibit them from overlapping.
This is the hard sphere model. This extra step in complexity gives hard
spheres a richer behaviour than the ideal gas. Hard spheres form the
familiar liquid and solid phases, with a full thermodynamic transition
between the two, just like real materials. This existence of the freezing
transition has been known since the 1950s, and new simulation tech-
niques have measured its speed (the nucleation rate). Ten years earlier,
experiments on particles suspended in a solvent (colloids), had shown
that the hard sphere model could be realised in experiment. However,
the experimental nucleation rates disagreed spectacularly with the
simulations, by up to 13 orders of magnitude. This discrepancy has
been described as the second worst failure in physics.
In this thesis, we attempt to resolve the discrepancy. First, we ex-
amine the impact of the sedimentation in the experiments, and show
that it can create a substantial change in the nucleation rates. Then
we examine the density fluctuations in the experimental system. We
demonstrate that they are significantly larger than in the simulations.
A detailed investigation into the cause of the increased fluctuations
is undertaken. We conclude that they are due to the particle tracking
methods applied in studying colloids, revealing an important experi-
mental limitation which has not been previously described. Finally, we
develop a new method for studying nucleation rates using confocal
microscopy, increasing the sample size by several orders of magnitude.
This allows us to measure the most extended nucleation barriers ever
seen experimentally. Unfortunately these barriers essentially agree
with previous experiments, leading us to conclude that the nucleation
rate discrepancy remains unresolved.
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I N T R O D U C T I O N

1
L I T E R AT U R E R E V I E W
1.1 hard spheres
Hard spheres are the second simplest model for atoms. One step up in
complexity from the point particles of the ideal gas, hard spheres add
an excluded volume. They interact similarly to billiard balls, when
they are not touching they do not interact, yet they are forbidden from
overlapping. The potential is zero at all points r > σ, and goes to ∞
when r = σ. as shown in equation 1.1.
UHS(r) =
∞ r < σ0 r > σ (1.1)
Despite this incredible simplicity, the physics exhibited by hard
spheres is rich1. Many model systems which include strongly re-
pulsive short range forces can be approximated by the hard sphere
system2. For example, the structure factor S(k) of the Lennard-Jones
model is very well approximated by hard spheres3. By finding an
effective hard sphere packing fraction (Φeff) through matching the
structure factors, the dynamics of many systems also collapse to that
of hard spheres4. This "quasi universality" of hard spheres can be un-
derstood by thinking of the structure and dynamics of simple liquids
as essentially determined by the packing of the molecules, determined
by the strongly repulsive potential. Meanwhile the attractive interac-
tions can be seen as providing a background potential that gives the
liquid a cohesive energy but does not affect its structure5.
1.1.1 Phase Diagram
The phase behaviour of hard spheres in completely determined by a
single parameter, the packing fraction Φ. Φ can be expressed in terms
of the number density n and the particle radius r as in equation 1.2
Φ = 43πr
3n (1.2)
This results in a simple one dimensional phase diagram. Hard






Figure 1.1: The equilibrium phase diagram of hard spheres. Φf = 0.491 and
Φm = 0.543. This is the equilibrium phase diagram, but in fact at
higher packing fractions the crystal forms only incredibly slowly,
as the system has undergone vitrification.
this packing fraction, they undergo a first order phase transition to a
crystalline state. They exhibit coexistence between a liquid and crystal
phase for Φf < Φ < Φm and are fully crystal for Φ > Φm, where
Φm is the melting volume fraction. The typical quoted values for
Φf and Φm are 0.494 and 0.545, as determined by Hoover and Ree6.
More recent simulation work, however has measured slightly lower
coexistence lines, at about Φf = 0.491 and Φm = 0.5437,8.
Above around Φ > 0.58 hard spheres become glassy (if they avoid
crystallisation)9. This transition to a glass is characterised by a rapid
increase in the relaxation times and the formation of a disordered
solid.
1.1.2 Crystallisation Mechanism
The first order phase transition to a crystal in hard spheres may initially
seem counter-intuitive in the absence of any attractive forces. Most
systems crystallise because the enthalpy gain from forming the crystal
outweighs the decrease in entropy caused by forming the more ordered
crystal. That is, T(SLiquid − SSolid) < HLiquid −HSolid. However, in
the case of hard spheres, the potential energy is always zero, meaning
the enthalpy cannot change upon crystallisation. Therefore, the hard
sphere solid must have lower entropy than the liquid at the same
volume fraction. At first sight, this seems impossible, as under the
common interpretation of entropy as a measure of “disorder”, the
ordered crystal structure must have less entropy than the disordered
liquid. However, the more accurate definition of entropy is related
to the number of microstates which can correspond to the observed
macrostate as S = kBlnW. Under this definition, the crystal can have
more entropy if more microstates correspond to the crystal phase
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than the liquid phase. That this is plausible can be seen from a simple
argument related to the close packing volume fractions. For the FCC or
HCP lattice Φ = 0.7410, whilst for random close packing Φ = 0.6411,12.
The RCP structure is jammed, the particles have no space in which
to move and therefore the entropy, S = 0. If we imagine expanding
the close-packed FCC or HCP lattice into a larger volume such that
the volume fraction becomes Φ = 0.64, the particles now have space
to move and a finite entropy. We therefore expect an entropy-driven
transition into the crystal lattice at some volume fraction below Φ =
0.6413.
Kirkwood predicted hard sphere freezing in 195314, but its existence
proved controversial. In fact, even the papers which are now seen as
decisive written by Alder and Wainwright15 and Wood and Jacobson16
were not enough for many. After the presentation of both sets of results
at a conference in New Jersey in 1957, a show of hands of the attendees
showed that half remained unconvinced that the transition was real17.
Only later, after the results from Molecular Dynamics and Mote Carlo
simulations had been completely reconciled, did the existence of the
transition become uncontroversial.18.
1.1.2.1 Classical Nucleation Theory
Simply cooling a liquid down past its freezing point does not re-
sult in instantaneous freezing. Water can be stored at −10◦C without
crystallising into ice19, for example. Water in this state is metastable,
kinetically trapped in a thermodynamically unfavourable state20. This
happens because there is a free energy barrier that the system must
overcome before crystallising, caused by the surface energy of the nu-
cleating droplet. In fact, all first order phase transitions must overcome
an energy barrier21.
Classical Nucleation Theory (CNT), was developed throughout the
1920s and 1930s. The original goal was to describe the condensation of
the liquid phase from the vapour, but the theory can also be applied to
the formation of the solid from the supercooled liquid. Indeed, some
elements of CNT are used in almost every simulation of the nucleation
of crystals22.
The crucial assumption underlying CNT is capillarity23. Under this
assumption, the nucleus is seen as a sphere, with the properties of
the bulk crystal phase, surrounded by the bulk liquid, with a sharply
defined interface between the two. This interface has a well defined
surface energy, equal to the product of the planar interfacial tension
between the two phases and the surface area of the cluster23. With the
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capillarity assumption, the change in energy caused by the formation
of a nucleus is given by equation 1.3.
∆G = 4πr2γ− 4π3 ρsr
3∆µ (1.3)
Where r is the radius of the nucleus, ∆µ is the chemical potential
difference between the two phases and γ is the planar interfacial
tension between the phases. For small values of r, the droplet energy
is dominated by the r2 term, and climbs rapidly with increasing r.
For larger values, however, the r3 term dominates, and the droplet
energy begins to fall with increasing r. Between these two, there is
a maximum crossover point, the energy of which which defines the







The higher the barrier, the more rare a nucleation event will become.
In fact the rate of nucleation events depends exponentially on the
negative of the barrier height, as in equation 1.525,26.
I = Γe−β∆Gmax (1.5)
with Γ , the kinetic prefactor, describing the rate of growth of the
nucleus27.
1.1.2.2 Non-Classical Crystallisation
Classical Nucleation Theory has been successful in giving a general
framework through which nucleation can be understood and analysed,
but its predictions are difficult to test28. Where it has been tested, CNT
has often been contradicted by experimental or simulation results.
For example, capillarity suggests that the interfacial surface tension
between the liquid and crystal nuclei should simply be equal to the
bulk value, but simulation work shows the the surface tension in-
creases with increasing supersaturation29. This effect can be recovered
by considering that the interface is not a sharp distinction, but has
a lengthscale over which the liquid and crystal are not completely
distinct30,31. CNT also predicts that nuclei should lower their surface
energy as much as possible by remaining compact spheres, but this
has been contradicted by experimental work which found highly non-
spherical critical nuclei32. Again, CNT can be extended to include these
effects. For example, a version of CNT which included fluctuations of
surface area can give highly non-spherical nuclei33.
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Another issue with CNT is the fact that it considers only a single
reaction co-ordinate (the radius of the largest nucleus). This means
that it is unable to capture more complex nucleation pathways, such as
those which occur in two steps. Whilst CNT predicts that all the order
parameters which change during nucleation do so at the same time,
there is much evidence that the liquid first forms crystal precursors,
from which the nuclei are generated. There is a great deal of literature
exploring this two-step nucleation pathway for hard spheres, which
can crudely be split into density-first and an order-first perspectives.
“Density first” suggests that initially a high density region is formed,
from which structurally ordered nuclei emerge34, whilst “order first”
suggests that the initial precursors are in fact no denser than the liquid,
but instead have a high degree of crystal like bond orientational order,
and these then become more dense35,36. It appears that there is now
more support for the order-first perspective28, but it also has been
argued that to take a binary view of structure first or density first is
misleading, and that the two-step process involves a complex interplay
of both37. Either way, the notion that nucleation in hard spheres is a
multistep process is now becoming widely accepted38,39
1.1.2.3 Density Functional Theory
Alternatively to CNT, a different formalism has been developed in
Density Functional Theory (DFT)40. DFT overcomes the capillarity
assumption that the crystal nuclei have a constant density equal to
the bulk density of the crystal. Instead of choosing a single parameter,
the radius of the nucleus, r, DFT considers the density profile ρ(r).
The free energy is then a functional dependent on the profile, and the
critical nucleus size of CNT becomes a series of critical density profiles
in DFT. These profiles are saddle points in the overall density-profile
space which separate growing clusters and shrinking clusters19. It
is then possible to determine rates by finding the free energy of the
critical nucleus23, and taking the kinetic prefactor from CNT. This has
been done for the gas-liquid transition for a Yukawa attraction41 and
the Lennard-Jones potential42,43, with results differing from CNT by
up to 5 order of magnitude23.
1.2 structural measurements
1.2.1 Radial Distribution Function
Liquids do not have a clear structure in the way crystals do. Instead
spacially averaged quantities may are used. The most fundamental
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of these is this pair correlation function, or g(r). The g(r) describes
the likelihood of a particle being at a given distance, r, from a test
particle at the origin. For a system of N particles, with potential energy
UN(r1, ..., rN), the probability of a configuration in which the positions
of n particles are found in positions r1, ..., rn is given by equation 1.644.












Assuming identical particles, we arrive at the n-particle density
ρ(n).
ρ(n)(r1, ..., rN) = N!(N−n)!P
(n)(r1, ..., rn) (1.8)
ρ(1) simply equals NV = ρ as expected (everything cancels with
the configurational integral, aside from 1∫
dr1
= 1V ). For an ideal gas,
the particles are uncorrelated, and so ρ(2)(r1, r2) = ρ(1)(r1)ρ(1)(r2) =
N(N− 1)/V2 ≈ ρ2.
We can now define g(r1, r2) = ρ(2)(r1, r2)/ρ245, the deviation from
the ideal gas result. For an isotropic liquid, all that matters is the
distance between r1 and r2, and so g(r1, r2) = g(r). A schematic
figure of a typical liquid structure and a g(r) is shown in Fig. 1.2.
Calculating the radial distribution function involves solving the
Ornstein–Zernike equation46. It is only in the case of hard spheres
that the an exact analytic solution has been found47, using the Percus-
Yevick approximation48,49.
1.2.2 Topological Cluster Classification
Whilst the radial distribution function and the static structure factor
measure quantities averaged across an entire system, many analysis
methods have been developed for measuring local structure. These
include Voronoi analysis50, common neighbour analysis51, and bond
orientation order52. This work uses the Topological Cluster Classi-
fication (TCC), developed by Stephen Williams and Alex Malins53.
The TCC breaks systems down into a number of local structures,
which correspond to minimum-energy structures for a given number
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Figure 1.2: a. A typical liquid local structure around a test particle (red).
Dashed red lines denote shells around the test particle at distances
of σ and 2σ. b. An example radial distribution, showing the
characteristic peaks at multiples of σ.
.
of particles (in isolation) for a variety of different potentials. These
potentials include the Lennard-Jones potential, the Morse potential,
the Wahnstrom and Kob-Anderson model glassformers, and the N = 6
minimum energy cluster from the Dzugutov model53,54.
The algorithm begins with a modified Voronoi analysis to build a
neighbour bond network. Each point of space is assigned to the nearest
particle, creating Voronoi polyhedra around each particle. Particles are
designated as neighbours if both their Voronoi polyhedra share a face
and the centre-centre line between the particles intersects that face.
The particles must also be closer than some cut off, here we use 1.4σ,
and the results shown are not sensitive to changing this threshold.
This bond network is then broken down into the shortest path rings
with 3, 4 and 5 members. By shortest path rings, we mean that the
shortest path through the bond network between any two particles
within the ring must be entirely contained within the ring55. A final
parameter is introduced, the fc parameter, which allows for some
degree of asymmetry in the particularly sensitive 4-membered rings56.
The TCC then proceeds to hierarchically identify gradually larger
locally favoured structures from these precursor rings54.
The TCC has been applied to a wide variety of problems, including
glassformers57, emulsions58 and gels59. Most importantly for this work,
the TCC has been used to study the hard sphere model. The TCC
demonstrated the importance of five-fold symmetric local order on
both the dynamic slowdown involved in vitrification60, and in the
suppression of crystallisation61. The TCC has also been used to help
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match colloidal hard sphere experiments with simulation62, which can
otherwise be fiendishly difficult63.
1.3 colloids
Insoluble particles suspended in a liquid without sedimenting are
known as colloids. The entire mixture of colloid and solvent is often
known as a colloidal suspension64. A colloidal suspension can be
thought of as existing between solutions, in which molecules are
dissolved in a solvent and will never settle, and suspensions, in which
particles much larger than molecules are dispersed in a solvent but
will eventually be dragged down by gravity65. Colloids are a very
common form of matter, being found in nature (blood, milk) as well
as in many artificial materials such as paints. Colloids are ultimately
defined by their size, to remain in suspension they must be smaller
than around 1µm, and the minimum size considered colloidal is about
1nm, but these length scales are somewhat arbitrary66 . This length
scale also determines the most important cause of their dynamics -
Brownian motion.
1.3.1 Colloids as Model Systems
Colloids can be used as experimental model systems. This approach
has a long history, starting with Jean Baptiste Perrin experimentally
measuring the density of colloids as a function of their height in a
container, and discovering the barometric distribution67. This distri-
bution is also obeyed by gas molecules in an atmosphere - meaning
that the much larger colloids are described by the same statistical
physics as much smaller molecules68. The rigorous justification from
the treatment of "colloids as atoms" comes from the solution theories
of McMillan and Mayer69 and Buff and Kirkwood70.
Colloids have now been used to study many different phenomena in-
cluding gels71, glasses72, liquid-liquid and crystal-crystal transitions73
as well as many others. One of the first uses of colloids as a model for
basic thermodynamic processes was Pusey and van Megen’s mapping
of the hard sphere phase diagram with PMMA colloids74. Subsequent
to this, light scattering studies began to give a detailed picture of hard
sphere crystallisation, beyond what was capable in simulation at that
time (see section 1.4).
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1.3.2 Colloidal Forces
1.3.2.1 Van der Waals Forces
The Van der Waals forces comprise a collection of several intermolec-
ular, distance dependent forces. Van der Waals forces are attractive
between particles made from materials of the same type, and are occa-
sionally repulsive between particles made from different materials75.
Van der Waals forces are not very important in the work described
in this thesis. Generally, the steric stabilisation (see section 1.3.2.3)
and electrostatic forces are enough to stop the colloids from getting
close enough to feel the attraction76. Furthermore, the refractive index
matching between the solvent and the particles substantially reduces
the magnitude of the Van der Waals interactions.77,78
1.3.2.2 Electrostatic Forces
Colloidal dispersions inevitably feel some degree of electrostatic inter-
action. Colloids acquire surface charges due to chemical processes such
as self-dissociation, where surface groups dissociate and ions pass
into the solvent79. The charges on the surface then attract counterions,
which form a double layer structure and screen the charge. The overall
effect of this double layer force is captured in the Derjaguin, Landau,
Verwey and Overbeek (DLVO) theory80. For low ion concentrations, as
in non-aqueous solvents, it suffices to use the Debye-Hückel linearised











β is 1kT , Z is the colloid charge, σ is the diameter of the particles,
κ is the inverse Debye length and λB is the Bjerrum length, which
represents the distance at which two particles have an interaction










Where ρion is the number density of monovalent ions, ε0 is the
permittivity of free space and εr is the solvent dielectric constant.
Equation 1.11 shows that we can control the Debye length and there-
fore the length of the attraction by adding monovalent ions in the form
of salt. Whilst the Debye length generally falls with increased salt,
recent results have suggested that at high salt concentrations equation
1.11 can break down, and this relationship becomes inverted82.
Given the above equations, almost every parameter is known either
a known constant, can be found in the literature (εr), or can easily
be measured (σ, ρion). Only Z remains. Z can be measured using
electrophoresis83, and results show that it can very wildly over par-
ticle synthesis, time, and solvent batch84. In the absence of detailed
electrophoresis measurements, a rough rule of thumb estimation for
the colloid charge is ZλB/σ = 676.
1.3.2.3 Steric Forces
Colloids can be stabilised using steric forces. This is done by grafting
polymer chains to the surface of the colloidal particles. When the
particles approach each other, their chains eventually make contact,
increasing the local polymer density in the contacting region. This
creates a repulsive force, both through the increase in the osmotic
pressure in the overlap region, and through the decrease in the con-
figurational entropy of the polymer chains85. This interaction creates
very high repulsions at lengths on the range on nanometers86, and so
can be used to model the sharp hard sphere potential, so long as there
are no other contributions to the potential74.
1.4 nucleation rate density - the discrepancy
Hard spheres are known to crystallise at the volume fractions shown
in Fig.1.1. This is an equilibrium phase diagram, but a very interesting
property is the nucleation rate density, which measures the rate at
which the system falls into the crystal equilibrium phase from the non-
equilibrium liquid. This quantity can be understood as the number
of nuclei above the critical size which form per unit volume per
unit time87. The nucleation rate density in hard spheres has been
measured using both experimental scattering techniques, and a variety
of simulation techniques.
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1.4.1 Scattering Methods
The time and length scales inherent in colloidal suspensions makes
them ideal for study with light scattering techniques88. Since the early
90s, much light scattering data has been taken on the nucleation of
hard sphere colloids89–93. The light scattering techniques employed
are Bragg Scattering (BS) and Small Angle Light Scattering (SALS).
BS occurs at large angles and is due to scattering from crystal planes,
whilst SALS measures long wavelength density fluctuations at very
small angles94. In order to measure the nucleation rate, the necessary
quantities are X(t), the crystallinity of the sample at time t, and
R(t), the average radius of the crystallites at time t. From these the
nucleation rate density can be found as J = X(t)/43πR(t)
3t. X(t) and
R(t) can be measured independently by BS and SALS91.
Focussing first on BS, the experimental measurement is the intensity
of scattered laser light I(q, t) at a wavevector q and at time t after it
passes through a refractive-index matched colloidal dispersion. The
static structure factor S(q, t) is then given by S(q, t) ∝ I(q, t)/P(q)95,
where P(q) is the single particle form factor. This can be measured
as the intensity at very low dilution (where S(q) = 1)93,95. In the case
where refractive index matching92 or solvent leeching96, precludes the
accurate measurement of the form factor, it can instead be estimated
by dividing the intensity profile either by the known Percus-Yevick
liquid structure factor at the relevant volume fraction92, or simply by
an early measurement of the intensity profile (although this will limit
later calculation of the crystal structure factor)96. The crystal structure
factor Sc(q, t) is found by subtracting the liquid structure factor Sl,
which it is presumed to be equal to the earliest measurement of the
overall structure factor S(q, 0), before any nuclei were formed. The
average crystal size is then related to the width of the Bragg peak at
half its maximum height, and the crystallinity to the area under the
peak92,96.
SALS, meanwhile, probes intermediate length scales of tens to hun-
dreds of microns97. Ackerson and Schatzel89 first used SALS to ring
patterns related to the depletion zone around forming crystal nuclei.
The intensity pattern is SALS is normalised by the the peak intensity
(I(qm), and the average radius is given by 1.8148/q 1
2
(t)96, where q 1
2
(t)
is the scattering wavevector at half the maximum intensity. Average
radii measured by SALS agree reasonably well, with the BS results
although SALS radii can be larger by up to a factor of 291,96.
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1.4.2 Simulation Techniques
Standard simulation techniques can be used to probe the nucleation
free energy barrier98. For example, a brute force molecular dynam-
ics simulation (MD) of supercooled hard spheres will eventually see
the formation of a crystal nucleus22, as will a Brownian dynamics
simulation99. However, the key issue for conventional techniques is
that at low-moderate supercooling, the nucleation barrier becomes
very high, and the formation of a critical nucleus becomes correspond-
ingly rare100,101. Enhanced techniques are therefore needed.
1.4.2.1 Umbrella Sampling
The traditional Monte-Carlo simulation approach is to sample phase
space, with the chance a particular configuration is sampled related
to its Boltzmann factor. For rare events like crystal nucleation at low
supercooling, the issue is that configurations with very low Boltzmann
weights contribute strongly to the ensemble average of the quantity of
interest, the cluster size distribution in the case of nucleation99,102,103.
However, the system can be biased to explore these configurations by
changing the weighting function to use a different potential, the bias
potential. For nucleation, the biasing potential used is related to the
size of the largest cluster n(rN) as ω[n(rN)] = 12kn[n(r
N)−n0]
2103,104.
The simulation then samples a window of cluster sizes with width
kn, centred around a cluster of size n0. By taking many windows
of increasingly larger clusters, the nucleation barrier can be fully
measured to high precision99,105.
1.4.2.2 Forward Flux Sampling
Forward flux sampling was introduced in 1995 by Allen et al.106. The
strategy for measuring rare events involves drawing interfaces in
phase space which correspond to increasing values of some reaction
co-ordinate107,108 (in the case of nucleation, the size of the largest
cluster is usually chosen109). The difference in the reaction co-ordinate
between two sequential interfaces is chosen such that a transition from
one to the next is not a rare event, and the probability of the transition
can then be readily measured. The probability of transitioning from
the liquid to the critical cluster size is then simply the product of
the probabilities of every transition between the reaction co-ordinate
values99.
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Figure 1.3: The nucleation rate density of hard spheres, across the literature.
Shown in coloured points is the experimental data, all taken
from scattering experiments. Shown in white points is simulation
work, which uses umbrella sampling, forward flux sampling and
brute force brownian simulations. The experimental data can be
split into two regimes, the first with Péclet numbers of around
0.2 nucleate very quickly,89–91 (shown in red-yellow), the second
have a Péclet number of around 0.0190,92,93(shown in blue-purple).
Simulation data can be found at Refs.35,62,99,105,110,111.
.
1.4.3 Literature Measurements
Shown in Fig 1.3 are the current literature results for nucleation rate
densities of hard spheres. It can be seen that in the less deeply super-
cooled regime, close the the freezing line, a very large gap opens up
between simulation calculations and the experimental measurements.
At the lowest volume fraction reached by experiments, Φ = 0.52,
this gap is over 10 orders of magnitude, described as the second




When using SI units, different experiments will nucleate at different
rates. This is due to the relative speeds of the experiments being
scaled by the size of the particles, the viscosity of the solvent and other
experimental parameters. In order to compare across experiments,
and between experiments and simulation, a reduced dimensionless









in units of m3s. Multiplying through by the nucleation rate density,
units m−3s−1 therefore returns a dimensionless number.
Choices of the relevant diffusion coefficient differ. Early work chose
the diffusion coefficient at infinite dilution105. Later work, however,
moved to the long time self diffusion coefficient111, which scales the
diffusion constant as equation 1.14.
DL = D0(1−Φ/ΦGlass)
ν (1.14)
Where the experimental glass transition occurs at ΦGlass = 0.58 and
with ν = 2.6. This value of ν comes from the mode coupling prediction
which fits the experimental data well113. It should be noted that the
choice of diffusion coefficient does not effect the discrepancy between




There is some possibility that the experimental potentials are not the
same as those in simulation, and this might be affecting the rates.
Importantly, the experiments are almost certain to be softer than the
experiments. The PHSA layer which gives the hard steric repulsion
is characterised by a length scale over which the repulsion increases.
Measurements of the repulsion using surface force apparatus find that
this length scale is around 15-20nm86. This is a small but appreciable
softness, especially for the smallest experimental systems in Figure
1.3, for which it is around 0.05σ90.
1.5 possible explanations 17
There are several problems with the potential as a potential expla-
nation for the discrepancy, however. Firstly, the particles which should
have the most soft potential are those which are smallest - the PHSA
chains are longer relative to their diameter. Moreover, any residual
repulsion caused by charge should also affect smaller particles more
as, for smaller particles, the Debye length is larger relative to the
diameter of the particles. This means smaller particles should exhibit
a larger nucleation rate density discrepancy - but in fact the opposite
is true, the smaller particles tend to agree with simulations better
than experiment. A second issue with this explanation is that small
pertubations to the potential seem to make only a small difference to
the nucleation rates. Whilst the first simulations with a nearly hard
sphere potential (the Weeks Chandler Anderson potential) showed a
sharp increase in the nucleation rates relative to hard spheres35, later
work corrected this finding, showing very little difference between the
WCA nucleation rates and those of hard spheres, for several different
simulation methods99. In fact the original WCA prediction was later
corrected due to an error in the calculated volume fractions110.
Auer et al.114 also checked for the effect of the steric stabilisation.
They matched the measured freezing and melting lines of Pusey and
van Megen74 with those calculated for a PSHA-stabilised system and
found that the required repulsion was a longer ranged by a factor
of two to three than than had previously been measured115,116. They
concluded that the discrepancy was likely due to charging, but when
simulating systems with the new longer ranged potential, found only
a modest 1-2 orders of magnitude increase in the nucleation rate
densities.
1.5.2 Hydrodynamics
A substantial difference between experiment and simulation of hard
spheres is that in experiment the colloids are suspended in a solvent,
whilst the simulations have no solvent. This means that there will be
some degree of hydrodynamic interactions in the experiments which
are not present in the simulations117. The interactions themselves
can expressed with the mobility tensors of Oseen, which finds the
induced velocity at a distance from a moving particle, and of Rotne-
Prager118, which extends this result to two particles119. Describing
the behaviour of more particles is possible using the Rotne-Prager-
Yamakawa approximation, but this assumes pairwise interactions,
ignoring the complex multi-particle interactions120. Both the Oseen
and Rotne-Prager tensors show a decay in the induced velocity which
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falls off as 1r - a long ranged interaction which is completely missing
from most simulation work.
The role of hydrodynamics in hard sphere crystal nucleation has
been directly studied by Schilling and Radu121. This work used multi-
particle collision dynamics to simulate an explicit solvent and event
driven molecular dynamics for the particle dynamics. The nucleation
rate was found by measuring the average induction time of a large
crystal cluster (80 particles). In order to study the effect of the hydro-
dynamics, the solvent viscosity was tuned. Crucially, the nucleation
rate density did not scale with the inverse of the viscosity, as would be
expected if the viscosity were simply reducing the diffusion constant.
In fact, at high viscosities the nucleation rate declined less than would
be expected. When the diffusion constant is measured and scaled out,
this corresponds to an increase in the nucleation rate density caused
by the solvent viscosity of up to one order of magnitude. The effect
of the viscosity increased with decreasing packing fraction, which is
in the correct direction for explaining the nucleation rate gap, which
also grows with decreasing packing fraction. This work did not reach
the deeply supercooled regime where the discrepancy becomes huge,
and so there is some possibility that the influence of hydrodynamics
could grow large enough to explain the gap. However, later in the
work it is demonstrated that the hydrodynamics make little difference
to the structure of the nuclei, and therefore the effect of the hydro-
dynamics appears to be constrained to the kinetic prefactor, not the
nucleation barrier. This would mean that the hydrodynamics would
have to change the dynamics of the colloidal systems by many orders
of magnitude to be explanatory. Whilst the kinetic prefactors deter-
mined in experiments are known to disagree with simulation122, the
disagreement is not this large.
1.5.3 Polydispersity
Polydispersity, the tendency for collections of particles to not be all
of perfectly the same size, has been discussed as a potential expla-
nation of the nucleation rate density gap88. The polydispersity of a
sample is defined as the standard deviation of the particle diameters
divided by the mean particle diameter123, assuming a normal diameter
distribution. Polydispersity could change the nucleation rates in two
ways. Firstly, polydispersity could be changing the positions of the
coexistence lines, leading to incorrect volume fractions. We discuss
this possibility in section 1.5.5.1. Secondly, the polydispersity could be
altering the nucleation barriers themselves.
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However, the experimental data seems to contradict this. The data
which disagrees most with simulation is taken with particle systems
of relatively low polydispersities - Schatzel et al.89 has s = 0.05, He et
al.90 has s = 0.05 and Sinn et al.91 has s = 0.045. Meanwhile, the ex-
periments which have better agreement with simulations have similar
or higher polydispersities. Iacopiniet al.93 has s = 0.065, Harland et
al.92 has s = 0.05 and the smaller He et al.90 data has s = 0.05. There-
fore, when it comes to polydisperisty, the experiments that model the
monodisperse hard spheres of simulation the worst tend to agree with
those simulations better, whilst the “best” experiments agree more
poorly. This appears to make polydispersity an unpromising avenue
for explaining the gap. Furthermore, as discussed in Section 1.5.5.1,
simulation work shows that polydispersity tends to make little differ-
ence to the nucleation rates, once the volume fractions are correctly
scaled. If polydispersity were to play a role, it would therefore need to
be coupling to some other property of the experiments.
1.5.4 Sedimentation
A further aspect of experiments which is not included in the biased
Monte Carlo simulations is the sedimentation of the colloidal particles.
The colloids are made of a different material to the solvent, meaning
there is a density mismatch between the two. This density mismatch
means the particles have an effective weight, and will undergo some
degree of sedimentation. This effect is especially pronounced in earlier
experimental work, which used quite large PMMA particles (around
1µm in diameter) in tetralin/decalin solvent mixtures89–91. The solvent
composition is tuned to give a good refractive index match, which
lowers the likelihood of multiple scattering events which hinder the
interpretation of the data124. However, tuning for a good refractive
index match ignores the density matching. Taking the proportions
given by He et al. which have a 46% tetralin 54% tetralin mix (by
weight) results in a final solvent density of 0.93gcm−1, in comparison
with the density of PMMA of 1.18gcm−1125. More recent work90,92,93
used either smaller PMMA particles91,92 which are less affected by
sedimentation (around 0.5µm in diameter), or polystyrene microgels.
These microgels use ethyl-naphthalene as a solvent, which matches
the refractive index very well and gives a reasonable density match
(ρEN = 0.992gcm−1, ρPS = 1.05gcm−1). This density match is im-
proved further by the microgel particles swelling in the solvent126
down to a density of ρPart = 1.01gcm−1.
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1.5.4.1 The Péclet number
The sedimentation of colloids can be characterised by their Péclet
number, which is the ratio of the time a particle takes to diffuse its
radius and the time it takes to sediment its radius. The time to diffuse
a radius a is given by equation 1.15, using the Stokes - Einstein form




Where a is the particle radius, µf is the dynamic viscosity of the
liquid, and kBT is the thermal energy. The time to sediment a radius is
given by the time taken for a particle to move a radius whilst travelling





Where ∆ρ is the difference in density between the colloid and the
solvent. The Péclet number then reads as in Equation 1.17.




We therefore expect that in the regime where Pe « 1, diffusion
dominates and determines the structure of the liquids, whereas at Pe »
1, sedimentation will dominate. The above equations are valid in the
regime of low Reynolds number, which for colloidal dispersions of the
type studied in this thesis (σ < 100µm) is a reasonable assumption127.
Table 1.1 shows the literature experiments, alongside their Péclet
numbers and nucleation rate density discrepancy. The two set of
experiment sort into two fairly distinct groups, the first have high
Péclet numbers (around 0.2) and also very high discrepancies, of
10-12 order of magnitude. The second group are the experiments
with low Péclet numbers (around 0.01) and smaller discrepancies,
of around 3-6 orders of magnitude. The Péclet number is the only
experimental parameter which splits the experimental data into the
two clear discrepancy groups, with no exceptions.
1.5.4.2 Literature Work on Sedimentation
Studying the effects of sedimentation therefore appears to be a very
promising route to take to understand the discrepancy. Some work
has explored this aspect of the problem. Russo et al. (2013)112 use
simulations to probe the effects of sedimentation on the nucleation rate.
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Table 1.1: Experimental systems previously used in the literature. The crucial
parameter for sedimentation is the Péclet number, which measures
the relative importance of sedimentation and Brownian effects.
The final column shows the discrepancy in the nucleation rate
density from the simulation values for each experiment. Unless
otherwise stated the discrepancy shown is that reported at Φ =
0.52. Otherwise we take the nearest data point. Work with a "not
applicable" discrepancy have no data points which reach the regime
where the discrepancy emerges.
Author Citation Minimum phi Péclet Number Discrepancy (10x)
Schatzel (1993) 89 0.52 0.1868 12
Sinn (2001) 91 0.518 0.179 10
He (1996) 90 0.517 0.1723 12
He (1996) 90 0.522 0.0075 6
Harland (1997) 92 0.53 0.006 3 ( Φ = 0.53)
Iacopini (2009) 93 0.535 0.018 n/a
Franke (2014) 128 0.525 0.009 3 (Φ = 0.53)
Taffs (2013) 62 0.54 0.00181 n/a
This work uses Brownian dynamics simulations and the nearly hard
sphere WCA potential. The work uses periodic boundary conditions
in the dimensions perpendicular to the applied gravitational field, and
places hard walls made of a frozen liquid equilibrium configuration
at the top and bottom of the box. The result of this work is that
nucleation is sped up dramatically in the presence of sedimentation,
enough to completely resolve the discrepancy. The mechanism for this
acceleration is a substantial density profile created by the gravitational
field. The density profile means that towards the bottom of the low Φ
simulations exist regions at a much higher volume fraction. Nucleation
then proceeds highly preferentially from these regions. In fact, even
a small region of liquid at around Φ = 0.55 is enough to almost
completely dominate the nucleation rate density, given how much
lower the nucleation barrier is in these regions.
It seems unlikely that the situation described in this work explains
the speed of nucleation of the experiments, for several reasons. Firstly,
whilst the authors choose to measure the effect of the equilibrium
sedimentation profile, it is far from clear that this is reached in the
experiments. Before readings are taken by small angle light scattering,
the samples are shear melted, destroying any existing sedimentation
profile. From here, the particles will take a long time to settle to their
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equilibrium profile. For example, Schatzel89 quotes a free particle
sedimentation speed of around 0.1mm/h. This will be lowered by
hydrodynamic effects. The extent is captured in the Richardson-Zaki
law, vs/v0s = (1−Φ)n with n ≈ 6.6129, which applies even down to
low Péclet numbers130. The Richardson-Zaki law predicts a reduction
in the sedimentation speed at a volume fraction of 0.52 of around
a factor of 100. Meanwhile, the time scale of crystallisation in these
experiments is quoted as 103s. Therefore, within the time scale of
the experiments the particles will have sedimented by only a few
diameters. The samples themselves are on the order of centimeters
in length (for example those used by Sinn91 are 20mm by 10mm by
5mm), so there is not enough time for the mass transport required to
generate the equilibrium density profiles.
Secondly, the simulations are taken at a relatively high Péclet num-
ber, 0.32, and so the equilibrium profiles that exist in the scattering
experiments will be less pronounced than those in the simulations.
Only a small change in the profile is enough to completely change
the likely result, the difference between a profile having a maximum
Φ = 0.53 or Φ = 0.54 will be enough to change the nucleation rate
by around five orders of magnitude. However it should be noted that
this discrepancy between the Péclet numbers used by Russo et al. and
those quoted here could be due to choices made in their calculation,
such as choosing a or σ as the relevant length scale.
Finally, even if the equilibrium sedimentation profile were reached,
and it was large enough to explain the nucleation rate, it should have
been noticed in the scattering experiments. Unlike the simulations, the
entire scattering cell is not measured, only the section of the cell in the
path of the beam contributes to the signal. Generally, this means that
less than one third of the height of the cell is included (although the
exact details of the set up can be hard to find in the original papers,
but see the methods section of Harland92 and Iacopini131). This means
that the entire profile will not be seen by the scattering, only a small
section. There are then two possibilities, either the laser is focussed
at the very bottom of the sample (quite unlikely, as this risks the
beam missing the sample), in which case the bottom of the profile is
measured, and the deviation from the bulk volume fraction should
be noticed in the structure factor. Alternatively, the laser is focussed
somewhere closer to the centre of the sample and therefore is in fact
looking at a liquid with a much closer density to the prepared density,
which should not nucleate especially quickly. It’s possible that nuclei
from the bottom of the sample could grow sufficiently to enter the
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laser path, but the emergence of only a few very large nuclei would
be noticed in a sudden increase in the average crystallite size.
The second piece of work which examined sedimentation is that
of Ketzetzi et al. (2018)132. This work used confocal microscopy and
relatively large PMMA spheres of diameter 2µm, sedimenting with Pé-
clet number 0.9. The authors found that sedimenting samples tended
to nucleate faster than density matched samples. However, the sedi-
mentation is studied in a similar way to that of Russo et al. (2013), in
that there exists a strong density profile. In the confocal experiments,
the image box is only a small fraction of the sample size, and so
only a part of the profile is seen. It appears that the region imaged is
towards the bottom of the sample, as the average volume fraction in
the sample climbs throughout the experiment. In fact, the sedimen-
tation is so pronounced that a sample prepared at Φ = 0.54 finishes
with an average density of around Φ = 0.60. This settling process is
likely to be dominating the nucleation rates, hence why only a very
small change is seen in the measured nucleation rates with decreasing
volume fraction, even all the way down to Φ = 0.52.
In fact, the authors argue against the conclusions of Russo et al.
(2013), who show that their nuclei preferentially emerge from regions
of high local volume fraction. Ketzetzi et al. measure the size distribu-
tion of nuclei at different local volume fractions and show that they
collapse onto each other. This also means that the nucleation barriers
for every region of every sample they study are essentially the same,
disagreeing with simulations which predict a strong Φ dependence.
The nuclei are therefore just as likely to emerge from a region that
has a low volume fraction as from a region that has a high volume
fraction. This seems very surprising - essentially this means that parti-
cles forming nuclei must be affected by the average volume fraction
of the entire sample, which may vary over the scale of hundreds of
diameters, rather than the local region with which particles have some
degree of positional correlation. In fact it is likely that this analysis
does not warrant this conclusion, as the local volume fraction appears
to be determined after the formation of the nuclei. The collapse of size
distribution in fact shows that the local volume fraction of the liquid
is not influenced by the presence of a nucleus, not vice versa. It could
be argued that the local volume fraction after the emergence of the
nucleus should correlate well with the volume fraction prior to the
emergence, but as the authors wish to rule out the role of transitory
density fluctuations, this does not seem clear. It should also be noted
that the analysis is very susceptible to small errors - results past nuclei
sizes of 10 particles invariably rely on the existence of just a single
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cluster, and lower nuclei sizes also rely on small samples. For example,
for n = 5, the 0.58 curve would agree well with the simulation barrier
if 15 nuclei had been measured rather than the 8 that were seen. These
numbers will be very sensitive to choices made in, for example, the
cutoffs used to determine nuclei, or the distance chosen to determine
the local volume fraction. As such, whilst the results in Ketzetzi et al.
are intriguing, further work is necessary to fully understand the role
of sedimentation in hard sphere nucleation.
1.5.5 Accuracy of Volume Fractions
Whilst most work has focussed on understanding possible errors
in the y-axis of Figure 1.3, errors in the x-axis could also play a
part. Measuring accurate volume fractions can be very difficult76, and
the difference in nucleation rate densities between experiments and
simulations appears to be a matter of a few percent in the volume
fraction.
1.5.5.1 Choosing the Correct Freezing Line
Pusey et al.133 say that an error in the original Auer and Frenkel
paper105 which first demonstrated the nucleation rate gap is the expla-
nation for the discrepancy. Auer and Frenkel took the experimental
nucleation rates directly from Schatzel’s 1993 work89, which scaled
the volume fractions to ΦF = 0.494. However, later work determined
that the freezing line for hard spheres with a polydispersity of 0.05, as
in the Schatzel work, is in fact rather higher134. In the words of Pusey
et al.:
"...experimental volume fractions were calculated assuming freezing
to occur at ΦF = 0.494, the value for a monodisperse system. In fact
... the appropriate value for s = 0.05 is ΦF = 0.508. Thus ... all the
experimental data should be shifted to higher volume fractions by the
factor 0.508/0.494 = 1.028. This operation leads to quite reasonable
agreement between experiment and theory for s = 0.05".133
Given this claim, we need to examine the experimental procedure
used in the literature experiments to measure the volume fraction.
Scattering work like that of Schatzel89, due to a variety of systematic
errors on the volume fraction, finds measured volume fractions which
do not match the true phase behaviour of hard spheres. As such, they
simply rescale their volume fractions. This is done by following Ack-
erson and Paulin135 sedimentation experiments, which measure the
crystallinity of a sample at a particular volume fraction. By measuring
the crystallinity of each of their samples, and linearly interpolating
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down to the highest value of Φ which would give zero crystal, the
freezing line (Φf(meas)) is measured. Then all volume fractions are
rescaled by the factor Φf=0.494fmeas to arrive at the given volume fractions.
Pusey’s argument is that this value of 0.494 is incorrect, and should be
0.508. This argument applied to the original Auer and Frenkel work,
but the argument itself would also apply to all future work on the
nucleation rate problem. The result of this argument is to shift all
the experimental data in Fig. 1.3 by 3% of the volume fraction, which
would result in an excellent agreement.
The scaled volume fractions, however, are important because they
can be used to compare the distance from the phase boundary of a given
sample. Experiments can never truly model hard spheres, there will
always be experimental imperfections. If we were to measure systems
at the same true volume fraction, we would see that the polydisperse
experiments nucleate very slowly, or not at all, relative to the simula-
tions. This is simply due to the fact that, at a given volume fraction, the
polydisperse experiments are more supercooled than the simulations
relative to their freezing line. A more reasonable comparison would be
to compare the experiments and simulations at a given distance from
their freezing line. By measuring the freezing line of their systems and
rescaling their volume fractions such that the measured freezing line
matches the hard sphere freezing line, the experimentalists achieve
this. Their quoted volume fractions are “effective“ hard sphere volume
fractions.
There are some caveats to this procedure however. It assumes that
the effect of polydispersity is to simply rescale the volume fractions of
hard spheres,without making a difference to the nucleation process
itself. At some level of polydispersity, this assumption must break
down, as highly polydisperse systems fail to nucleate at all. We need a
test to know when a polydisperse system can be reasonably compared
to a monodisperse system after a simple volume fraction rescale.
A sensible test is whether, in simulation, hard spheres at a given
polydispersity nucleate at the same rate as monodisperse hard spheres,
after the appropriate scaling. For the experimental polydispersities
this does appear to be the case, as the original Auer and Frenkel work
also plotted the rate curve for an unscaled polydisperse system, which
is almost exactly the same as the monodisperse curve scaled by the
factor 1.028. After scaling, this polydisperse nucleation curve would
agree very well with the monodisperse system. Indeed, the Pusey
paper133 itself demonstrates this - in Figure 5c the nucleation curves
for a variety of polydispersities (up to 0.06) are shown to collapse
onto a master curve when the volume fractions are scaled by the
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distance from the freezing line. We can therefore be confident that
the rescaling procedure performed in the scattering work results in a
fair comparison between the polydisperse systems they study and the
monodisperse simulations. The discrepancy persists.
1.5.5.2 Statistical Uncertainty in the Volume Fraction
The difficulties of determining the correct volume fraction in exper-
iments are profound76. The random error on the volume fraction in
Fig. 1.3 is likely to be at least ±0.00488. This means that the experi-
mental data could all lie within a reasonable error of the simulation
predictions. Indeed, Schilling et al.111 state “the previously observed
discrepancy between simulation and experiment does not necessar-
ily imply ‘missing physics’. It can be explained by uncertainties and
statistical errors."
It appears, however, that whilst errors in the volume fraction may
well explain part of the gap, they do not explain all of it. Whilst there
is random error associated with each set of data of around ±0.004, all
of the experimental data is systematically offset from the simulations
in one direction. If discrepancies were due to errors in measuring
the volume fractions, we would expect some data to nucleate more
quickly than the simulations, and other data to nucleate more slowly.
Furthermore, the experimental work of He (1996)90 uses two PMMA
species of different sizes, and measures two quite different nucleation
rates. However, the synthesis method and materials, characterisation
technique, and nucleation measurement method were identical for
these two different species. Any systematic error on the volume frac-
tion should therefore be equal between these two sets of particles, and
yet one set nucleated 103 times faster than the other.
Filion et al.99 also examine the claim that statistical error may explain
the gap. They point out that “the very large discrepancy between
experimental and numerical nucleation rates at lower densities cannot
be accounted for by a simple rescaling of the density axis." That is,
the behaviour of the experiments is qualitatively different rather than
merely quantitatively different. This can be seen clearly by examining
the slopes of the nucleation rate curves. The simulation work very
rapidly dives to incredibly small nucleation rate densities at low
supercooling, whereas the experimental curves are much shallower.
2
E X P E R I M E N TA L T E C H N I Q U E S
2.1 overview
This section will introduce and explain the experimental and analysis
techniques used throughout the results chapters. The majority of
experimental work involves the preparation and analysis of PMMA
confocal experiments.
2.2 experimental system
Throughout this work we make use of a PMMA colloidal model
system originally developed by Yethiraj and van Blaaderen136. This
system uses a mix cis-decalin and cyclohexyl bromide, the compo-
sition of which can be tuned to provide both density matching and
refractive index matching. The refractive index matching ensures
that attractive Van der Waals forces are minimised77,78. The parti-
cles are sterically stabilised using short chains of PHSA137, which
gives a short ranged hard interaction over a length scale of just a
few nanometers86. However, these are both low dieletric constant sol-
vents (ηr(cis− decalin) = 2.21138, ηr(CHB) = 7.9139), and so there is
a substantial degree of charging present76. This charging can be con-
trolled through the addition of the salt tetrabutyl ammonium bromide
(TBAB), which screens the charge, and gives a reasonable approxi-
mation to hard sphere behaviour76,136. However, as the charge is not
screened perfectly, the effective hard sphere diameters of the colloids
will be slightly larger than just their diameter added to the length of
the steric screening. As volume fractions depend on the radius cubed,
it is therefore important to carefully measure the true volume fractions
of the system, for example by measuring the coexistence lines.
2.3 solvent preparation
CHB is prepared with 4mM of salt to screen out charge. Generally
this is prepared by adding 0.0048g of Tetrabutylammonium bromide
(TBAB) to 5 g of CHB. This is a supersaturated solution, so the mixture
is left to sit for several days in a water bath at 40◦.C. The solvent is
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removed from the water bath only when there are no visible signs of
salt flakes remaining in the vial.
2.4 density matching
Generally our colloidal particles are stored in a single component
solvent, cis-decalin. To density match the solvent to the particles, they
are centrifuged with an Eppendorf 5415r Centrifuge at 13400 RPM
(relative centrifugal force ≈ 104g) for around 10 minutes, after which
time they have formed a sediment which will be at Φ = 0.64 to
good approximation140,141. The supernatant is withdrawn with a series
of pipettes of decreasing capacity, 1ml, followed by 100µl followed
by 10µl. This ensures that almost all supernatant is withdrawn. The
eppendorf is then weighed, and the weight of the pellet is calculated
by subtracting the initial weight of the eppendorf. By taking a rough
density of 1.077g/ml (0.64ρpmma + 0.36ρcisdecalin) the volumes of
both the PMMA and cis-decalin can be calculated. CHB is added to
be twice the volume of the volume of cis-decalin, giving a reasonable
start point for density matching. This mixture is then centrifuged
at 13400RPM for 15 minutes. If particles have risen to the top, this
indicates that the solvent is too dense, and so additional cis-decalin is
added. If they sink to the bottom, then the solvent is not dense enough
and additional CHB is added. The particles are then redispersed with
a vortex IKA ms 3 basic This is repeated with increasingly small
amounts of additional solvent until no noticeable movement up or
down has occurred after centrifugation. This entire process is then
repeated with a centrifuge time of 30 minutes, though usually this
only requires a small number of iterations.
The speed of sedimentation of spherical particles is given by equa-
tion 2.1, where ρp is the density of the particles, ρsol is the density of








Taking a worst case scenario that any bulk particle movement which
is less than 5mm will not be noticeable, this procedure will give a
solvent with a density error smaller than 0.01% of the PMMA density
for 2µm particles and within 0.1% for 600nm particles.
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2.5 preparing samples at a known volume fraction
The behaviour of Hard Spheres is controlled by a single parameter,
the volume fraction Φ. We therefore need to be able to establish the
volume fraction in our samples. There are several ways of doing this,
and the most immediate is to prepare samples with a known weight of
PMMA, and a known weight of solvent. By dividing these quantities
by their densities, we arrive at the volumes of the components, and
the ratio of these volumes gives the volume fraction. However, PMMA
is ideally stored in solvent, and both systems used in this work are
stored at low Φ in cis-Decalin, so simply weighing a known amount
of PMMA and a known amount of solvent is not possible.
Instead we take advantage of the fact that monodisperse hard
spheres at random packing have a Φ = 0.6411,142. First we density
match the sample using the procedure detailed in section 2.4. Then
the density matching is broken by heating the sample up to 36◦.C in
a temperature controlled centrifuge. At this temperature the solvent
becomes slightly less dense than the colloids, which sediment given
enough time. Forming a well sedimented pellet on the bottom of the
container takes between 90 minutes and 2 hours. This sediment will
be at random close packing, and will therefore have a Φ = 0.64. The
supernatant solvent can be withdrawn with a pipette, and weighing
the remaining pellet gives the volume VPellet, with the density given
by ρPMMA = 1.18. This volume multiplied by 0.64 gives the volume
of PMMA, VPMMA.
With the volume of the random close packing pellet established,
previously withdrawn density matched solvent can be reintroduced
to the sample, diluting the PMMA to the desired volume fraction
ΦDesired. The volume of solvent required for a given volume fraction





In practice this preparation method results in a PMMA suspension
reasonably close to the desired volume fraction. It is not perfect, as
there are multiple possible random and systematic errors76. When
density matching, there can sometimes be small amounts of PMMA
residue that become trapped on the walls and near the lid of the
container. This will be counted as part of the pellet, despite not con-
tributing to the density of the final sample, reducing the true Φ from
the preparation Φ. Similarly, small amounts of solvent can remain
clinging to the walls of the container, which will increase reducing the
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true Φ from the preparation Φ. This second effect can be reduced with
repeated centrifugation after the initial withdrawal of the supernatant
solvent
PMMA itself can have slightly different densities depending on
synthesis technique, and each batch of PMMA produced by a given
technique will have slightly different densities143. However, if the sam-
ple is density matched, it turns out that using the incorrect density for
the PMMA does not change the final prepared volume fraction. This
is because no volumes are actually measured during the procedure.
Weights are taken for both the PMMA/solvent Φ = 0.64 pellet, and for
the additional diluting solvent which is added. As long as the PMMA
and the solvent are at the same density, the weight ratio of additional
solvent and the pellet will be the same as the volume ratio, with the
density being a cancelled common factor. This means that we do not
need to worry about measuring precise densities to have consistent
and accurate volume fractions.
With some particle systems, however, the densities within the system
can differ. This become apparent when density matching - as the
density of the solvent approaches the mean density of the PMMA,
eventually some particles begin to move down whilst others move up.
The PMMA densities can be made more homogeneous by drawing off
those particles which rise to the top of the sample with a pipette. None
of the work detailed here, however, uses systems of this type. Particles
in this work never split - meaning that the width of the distribution
of densities within the system is within the error on the density of
the matched solvent. Even if they did split, so long as the distribution
of the densities is symmetric about the mean, the measured volume
fractions should remain accurate.
2.6 capillaries
The capillaries used to throughout this work are supplied by Vitro-
com. Square capillaries are cross-section mm by mm and rectangular
capillaries are cross-section mm by mm. The length of the capillaries
is generally between one and two centimeters, and they are cut down
from the longer stock capillaries using a diamond tip glass cutter.
Using smaller capillaries saves both the glass itself, as well as precious
PMMA sample. If the PMMA sample is re-diluted and place back into
a stock, very small amounts of dried PMMA can be made to last for
dozens of experiments, as each capillary only has a tiny volume.
The capillaries are filled by simply placing one end into a suspension
of colloidal particles made up at a known volume fraction. They are
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then sealed using either an 2-component epoxy glue which is mixed
up before the capillary is filled. Alternatively, a Norland 63 Optical
Adhesive UV glue can be used, which cures under a standard low-
wattage UV light in around 5 minutes. The UV glue has the advantage
of not having a mix-up procedure which must be carefully timed with
the filling of the sample. In this work, only very early experiments
used an epoxy glue, with Norland 63 being used for the vast majority
of the rest. Using this glue, samples are air tight for at least several
weeks. This is clear from observing samples which are improperly
sealed - the sections of the sample nearest to the leak will bear clear
signs of the solvent evaporation. Often a meniscus can be seen at
the new air-solvent interface, for example, or particles simply stop
moving as they become confined to a smaller and smaller region of
the capillary. When samples are properly sealed however, neither of
these effects are seen, even when imaging weeks later.
2.7 confocal imaging
Colloidal particles tend be between a few hundreds of nanometers
and a few microns in diameter. This means their length scale is on the
order of visible light, so optical microscopy techniques can be used144.
However, conventional light microscopy faces problems with samples
at high volume fractions, as the light scatters off multiple colloids
on its path to the lens, blurring the image. Marvin Minsky, whilst
attempting to image dense 3d networks of neurons, made two crucial
improvements changes to the conventional optical microscope. Firstly,
his microscope only imaged a single point of the specimen at a time,
avoiding the detection of light scattering from the points which are
not being imaged145. This eliminates some stray light, but not that
which has been scattered from the point of interest and then again
from another point. To eliminate most of this light, Minsky placed a
pinhole before the detector, which rejected light that was out of focus.
The illuminated point is then scanned across the entire sample, and
an image is gradually built up. The fact that the out of focus light is
rejected means that each two dimensional image is highly confined
to a single plane, and so multiple two dimensional images focussed
on slightly different planes can be taken to build up a full three
dimensional ’z-stack’. Further improvements to Minsky’s original
design include using a laser as the illumination source, which gives
brighter point illumination146. Fluorescently dyed samples further
improve the imaging, as light emitted from the dye after excitation
by the laser is at a different wavelength to the laser itself. By filtering
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the signal entering the lens to just that at the emission wavelength,
all light from the illumination source can be removed from the final
image147.
When taking confocal images of our colloids we generally have
a choice of several imaging parameters. We may decide to average
either with frame averaging over multiple images of the same region
or line averaging over multiple scans of the same scanning line, which
are then stitched together to form the final image, or both. These
generally improve the final image, so long as the particles move with
a Brownian time much longer than the imaging time. If this criterion
is not met the images will be blurred. In practise this means that
images of liquids at low packing fractions cannot be averaged, whilst
supercooled liquids, crystals and glasses can be averaged to increasing
degrees. Excitation and emission laser frequencies are determined by
the excitation and emission wavelengths of the relevant dye. Aperture
size and signal gain are chosen to ensure that the image is not under
or over sampled. This is achieved by ensuring that the distribution of
pixel intensities is Gaussian, preferably with essentially zero saturated
pixels (intensity = 255) and few pixels of 0 intensity. We choose a zoom
on the image according to the necessary image region size. For some
applications, for example particle resolved experiments that require
accurate particle centre tracking this might be relatively small, around
20σ in x and y. For qualitative experiments (checking by eye to see if a
sample has crystallised for example), or experiments with intensive
analysis that does not require particle tracking, a larger box can be
chosen of around 50σ. We also choose the size of the distance moved
by the focal plane between each z step. This is a "pixel size" in the z
dimension, and it is chosen to be equal to the pixel size in x and y.
This aids tracking and further analysis.
2.8 particle tracking
2.8.1 Crocker and Grier
The algorithm originally developed to extract colloidal particle posi-
tions from microscope images was developed by Crocker and Grier
in 1995148. The algorithm relies on finding local maxima within the
image - a pixel is a candidate particle if there are no brighter pixels in
a neighbouring region, and if it is in the brightest 30% of particles in
the image. In order to suppress the effects of noise Crocker and Grier
convolve their image with a Gaussian kernel, which smooths and blurs
the image. To further improve the position accuracy, the algorithm
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calculates the brightness-weighted centre of the region surrounding
the brightest pixel. If this is more than half a pixel from the brightest
point, the candidate centre can be moved slightly in the direction of
the brightest-weighted centre, and the brightest-weighted centre of the
new local environment can be calculated. The process is repeated until
the centroid centre is close to the candidate centre, and then the centre
is accepted. This can result in particle positions accurate to within one
tenth of a pixel length148,149
2.8.2 Colloids Multiscale
The Crocker and Grier algorithm works well for large monodisperse
particles. However for polydisperse particles, especially highly polydis-
perse particles, the algorithm can fail. This is because for polydisperse
particles there is not a clear choice of Gaussian kernel size which can
pick out all the particles. The code developed by Mathieu Leocmach150,
the “Colloids" package, includes a “multiscale” particle tracker. This
code implements the scale-invariant feature transform (SIFT) devel-
oped by Lowe151. It moves beyond Crocker and Grier by using a series
of Gaussian convolutions of different kernel sizes. As a Gaussian con-
volution discards high frequency information, by taking the difference
of Gaussian-blurred images blurred with slightly different kernel sizes
the final image essentially only frequency information that exists be-
tween those frequencies filtered out by the two Gaussian blurs, that is,
corresponding to a particular length scale. Particles can be located by
taking the local minima of these “difference of Gaussian" images, in a
similar way to the Crocker and Grier algorithm, but now the scale at
which the minima is lowest corresponds to the size of the particles.150
2.8.3 Tracking in Practice
In order to extract particle positions from our experimental images, we
use the Colloids Multiscale python package152. The code has several
tuneable parameters which can be chosen to improve tracking results
for different soft matter systems. The most important is k, which
controls the size of the Gaussian kernels used in the difference of
Gaussians part of the algorithm, and therefore sets the size of the
smallest particle which can be detected. There is a further parameter,
the number of octaves used, which sets the maximum scale of particles
which can be detected. As our systems are quite monodisperse, we
find changing the number of octaves makes very little difference to
the number of detected particles or their positions, and invariably
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leave this parameter unchanged at 1 octave. The final parameter is
the “remove overlaps” option. The multiscale tracking has a tendency
to find overlapping particles, for example if noise exists which gives
a single particle two maxima the code can find the original particle
and a much smaller particle overlapping it. Also, if a particular cluster
of particles is particularly bright the code can find the entire cluster
as a single, very large particle, as well finding the smaller particles
with which it is comprised. The remove overlaps feature finds all
pairs of particles which have centres closer than the radius of the
larger particle, and then removes the particle which has the lowest
intensity. We find that removing overlaps improves the quality of the
final co-ordinates.
This leaves k as our only free parameter in the tracking. Shown in
Fig. 2.1 is the behaviour of the number of particles we detect, expressed
as the volume fraction of particles found, as we change k. k begins
at 1.2 because this is the advised lowest value in the documentation,
choosing k lower than this would likely result in the detection of noise
as particles.
















Figure 2.1: The effect of changing the adjustable parameter on the measured
volume fraction for a sample prepared at Φ = 0.52. There is a
peak at around k = 1.6, and this peak is the feature used to choose
k. At this value the volume fraction agrees well with our expected
volume fraction from the weight of the PMMA and solvent.
2.9 sintering capillaries
When conducting experiments on crystallisation, it is important to
control the boundaries of the system. Crystallisation can occur either
heterogeneously, when a crystal nucleates from a wall or a large seed,
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or homogeneously, when the crystal nucleus is formed spontaneously
in the bulk liquid24. Heterogeneous nucleation occurs with a much
higher nucleation rate density than homogeneous nucleation. This can
be understood within the framework of classical nucleation theory by
considering that at a wall, the symmetry within the system is broken
and so a nucleus need not be spherical. Partial spheres will have lower
surface areas than spheres of the same volume, and therefore have
a lower surface tension and free energy barrier153. The nucleation
rate density depends exponentially on the barrier height, and so even
small differences in the barrier height result in huge changes to the
nucleation rate density. This means that in our experimental technique,
with a bulk colloidal fluid suspended in a capillary, the crystal will
nucleate preferentially from the walls. This will happen so quickly
as to render measuring the relevant homogeneous nucleation rate
densities essentially impossible.
In the case of non-flat walls, however, the situation is significantly
more complicated. Nucleation can be either favoured or disfavoured
depending on the wall curvature and texture. Walls with patterns
which are commensurate with the structure of the crystal phase will
tend to increase the nucleation rate, whereas patterns incommen-
surate with the crystal structure will slow nucleation or prevent it
altogether154. The introduction of impurities, spheres of larger size
than the liquid particles that act as seeds, is also complicated. Gen-
erally it is plausible that very large seeds, which approximate flat
walls will increase nucleation rates, whilst smaller seeds will inhibit
nucleation, as their high curvature creates too much internal stress
for the growing crystallite. Sandomirski et al155 state that for a seed
diameter σseed < 20σ, where σ is the diameter of the nucleating parti-
cles, nucleation will be suppressed. It is worth noting that Allahyarov
et al156 found that a seed with diameter(σseed = 15σ) will favour
initial nucleation, before the internal stress created by the curvature
of the seed in the nucleus causes it to split from the seed and grow
conventionally in the bulk.
If we wish to study homogeneous nucleation and do not have the
luxury of periodic boundary conditions available in simulations, we
can exploit the effects of patterning and curvature. Patterning the
walls of our confining capillaries with a random coat of polydisperse
spheres suppresses heterogenous nucleation. The randomness and
the polydispersity are both highly unlike the desired crystal structure,
which is ordered and made of reasonably monodisperse hard spheres.
Furthermore, choosing a mean wall particle size of 4-5 bulk particle
diameters creates high curvature at the particle level, which is also
36 experimental techniques
deleterious to crystal formation. This technique has been applied
in previous experimental work to study homogenous nucleation in
experiment62,157.
In order to pattern our capillaries in this manner, we choose a highly
polydisperse PMMA and swap the solvent to Hexane (usually from
cis-Decalin). Hexane is an ideal solvent because it dries rapidly, both
speeding up the process and reducing coffee-ring effects which cause
PMMA to be deposited preferentially at the ends of the capillary158.
The process for exchanging the solvent is a simple one, involving
centrifuging the PMMA into a pellet, replacing the supernatant solvent
with Hexane, and redispersing. This is repeated multiple times, which
can give an arbitrary hexane purity. In practise we repeat 4 times,
resulting in a hexane volume concentration cv > 0.99. Capillaries are
cut to around 2cm in length, and are placed in the disperse PMMA
solution. They are very rapidly filled as capillary forces draw the
PMMA and solvent to the top of the capillary. The capillaries are left
to dry for at least 2 hours, when all hexane appears to have dispersed,
leaving a thin sheet of PMMA particles on the walls of the capillary.
The capillaries are then placed in an oven at 130◦C for 90 minutes.
This sinters the PMMA particles, melting them to the glass surface of
the capillary. The capillaries are then viewed under a Lecia DMI3000B
optical microscope to ensure that the PMMA layer covers the entire
surface. If the layer is only partial, the process is repeated. Images of
this process can be seen in Fig. 2.2.
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Figure 2.2: The effect of sintering with increasing numbers of washes. By 10
washes, the wall has been fully coated with polydisperse PMMA.
These images are with a polydisperse PMMA of average size 1µm,
with a volume fraction in hexane of around 10%.
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T H E E F F E C T O F S E D I M E N TAT I O N O N T H E
S T R U C T U R E O F H A R D S P H E R E L I Q U I D S
3.1 introduction
The literature experimental results on hard sphere nucleation show
much larger reduced nucleation rate densities than biased Monte Carlo
simulations, forward flux sampling99, and seeding simulations100 (see
section 1.4). As discussed previously, sedimentation appears to be a
promising potential explanation for explaining this disagreement. Our
hypothesis is that the small amount of sedimentation present in the
experiments is inducing a change in the local structure of the hard
sphere fluid, which is favouring nucleation.
We can study this effect using simulations or experiments, or a
combination of both. The advantages of simulations are that they give
the precise positions and dynamics of all particles, meaning analysis
can be done with no need to worry about experimental error. However,
the drawback is they are constrained to the current limits of computing
power. This generally means that simulations can include aspects of a
complex nucleation process, including, for example, hydrodynamics121
or sedimentation112, or they can probe the deeply supercooled regime
where the discrepancy exists, but not both.
As discussed in Section 1 many different avenues have been explored
for explaining the nucleation rate density discrepancy between simula-
tions and experiment88. None of these have yet proved adequate99. The
two most promising routes appear to be those of sedimentation88 and
hydrodynamics121. Both constitute substantial differences between
the biased Monte Carlo simulations and the experiments they at-
tempt to recreate. Both are difficult to recreate in simulation. Hy-
drodynamics are inherently computationally expensive and therefore
difficult to combine with rare event techniques. Multiparticle collision
dynamics159, for example, is a natural choice for simulating colloids
embedded in a solvent, but at high volume fractions it is necessary to
resolve the solvent flows down to length scales smaller than a particle
radius, which can be challenging160.
Sedimentation, meanwhile, can be implemented in simulation fairly
easily by simply adding a gravitational force to all the particles, which
will then form a barometric profile112. However, the relatively small
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size of the simulations means that the choice of boundary condition
becomes important - implementing rough walls means that the system
very rapidly reaches its equilibrium density profile, whereas periodic
boundary conditions mean it will never reach the equilibrium density
profile. The rich behaviour of sedimenting experimental systems can
only be studied with much larger simulations, in which measuring
nucleation is prohibitively expensive. Even worse, sedimentation is
itself hugely affected by hydrodynamics. Even the most basic quantity,
the sedimentation velocity, is reduced by hydrodynamic interactions.
Roughly speaking, this reduction goes as the Richardson Zaki law,
vs/v
0
s = (1 −Φ)
n with n ≈ 6.6129. This means that at the volume
fractions relevant for nucleation, the reduction in the sedimentation
velocity is more than two orders of magnitude. To fully capture sed-
imentation in the experimental systems, then, we need to also take
hydrodynamics into account.
Given these issues, we run experiments rather than simulations to
explore the effect of sedimentation on hard sphere fluids. Running
experiments allow us to study the deeply supercooled regime, whilst
also giving access to samples which contain around 106 times more
particles than in a normal simulation. This means that we can examine
sedimentation across large length scales of many thousands of particle
diameters, the same length scale that exists in the scattering exper-
iments. Furthermore, we automatically capture the hydrodynamic
effects at no cost. The most obvious experimental design would be to
simply measure nucleation rate densities for sedimenting and non-
sedimenting samples. However, one difficulty in simulation which
is equally hard to overcome in particle-resolved experiments is that
of very slow nucleation rate densities at low supersaturations. Scat-
tering experiments overcome this by using much smaller particles
than can be particle tracked in confocal data, but the need for high
resolution, particle trackable images constrains us to rather larger
(2µm) particles161 which will nucleate very slowly. The feasible nu-
cleation rate density measurements would therefore be in the more
supersaturated regime (Φ & 0.54), where no discrepancy exists62. The
experiments we perform instead compare the local structure of the
hard sphere fluid with and without sedimentation. If the local struc-
ture is changed in a manner which is favourable to the formation of
crystal nuclei, this may explain some of the nucleation rate density
discrepancy.
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3.2 experimental design
3.2.1 Overview
Using real-space confocal microscopy techniques, combined with par-
ticle tracking and structural analysis tools, we can experimentally
probe changes in the structure of the hard sphere fluid with respect
to sedimentation. In order to control the sedimentation, we prepare
samples that are both density matched and samples which have their
density matching broken to a known degree. The Peclét number, Pe,
can be found to high precision from the weight composition of the
solvent. These samples are then imaged in 3 dimensions with confocal
microscopy and particle tracked. Applying the TCC algorithm53,54 to
the resulting particle positions, we obtain the population of particles
that exist within a large variety of different local clusters. We are
interested in seeing if these populations change with sedimentation,
and if so, to what degree.
In particular, we are interested in local structural motifs which con-
tain high degrees of five-fold symmetry. Interest in five-fold symmetry
dates back to an argument made by Sir Charles Frank in 1952162, ad-
dressing the question of vitrification. Frank calculated that the highly
five-fold symmetric icosahedron structure was in fact the lowest en-
ergy structure for 13 Lennard-Jones particles, and was therefore likely
to occur a great deal in the Lennard-Jones liquid. The icosahedron,
however, is unable to tile space163, and therefore is anathemic to
the highly positionally ordered crystal structure. Frank postulated
that this locally favoured structure played a key role in allowing the
Lennard-Jones liquid to bypass crystallisation and become a glass.
Later work on liquid structure also identified local five-fold symmetry
as important164,165. The modern work reviewed in section 1.1.2.2 em-
phasises the importance of crystal-like structure and regions of high
density in the formation of crystal nuclei, but other work has inter-
preted the crystallisation process as a competition between five-fold
symmetry and the six fold symmetry of the crystal62,166. In 2016, the
direct role of five fold symmetry in suppressing crystallisation through
increasing the solid-liquid surface tension was demonstrated61.
The most highly five fold symmetric cluster identified in the TCC is
the icosahedron, with twelve interlocking pentagons, one surrounding
each vertex. This cluster, however, is quite rare in the coexistence
regime where the nucleation discrepancy exists62. If we focus on icosa-
hedra populations then, it is likely that very large amounts of data
will need to be collected to discern any changes when sedimentation
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Figure 3.1: A scanning electron micoscope micrograph of the particles used
for this work.
is induced, as the error on the populations will be quite high. As
an alternative, we study the defective icosahedra (known as the 10B
in other work). This is an icosahedra with a single three membered
"cap" removed. It thus has ten particles which form three five mem-
bered rings. The defective icosahedron is very common in supercooled
hard sphere liquids60,167,168. Moreover its population decrease during
the crystallisation process is concomitant with the rise of the FCC
crystal61,62, suggesting that it is a good proxy for the five fold order
which must be suppressed throughout crystallisation. Defective icosa-
hedra structures are also very long lived in hard sphere liquids, with
average lifetimes at least double that of almost all competing local
structures169, with only the icosahedra itself having a similar lifetime.
3.2.2 Particles
These experiments use particles made from PMMA. They are stabilised
with a surface coating of short PSHA hairs, which stabilise the particles
and give a sharp repulsive potential at short distances (see section
1.3.2.3), as needed for a hard sphere potential.
3.2.2.1 Size and Polydispersity
In order to establish the size and polydispersity of the particles, they
are imaged using Scanning Electron Microscopy (SEM). A typical
image is shown in Fig. 3.1.
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Figure 3.2: The distribution of sizes, in microns, of 250 particles.
We measure the sizes of two hundred and fifty of these particles
by hand, which gives us a distribution of the particle sizes. This
distribution is shown in Fig. 3.2. We see two populations, one which
comprises the majority of the particles (more than 95%), centred
around 2µm and a second, more heterogeneous group of particles
with diameters less than 1.5µm. This second group is not seen in the
confocal images. This may be because when drawing a sample into
the capillary, it is generally taken from the centre of the centrifuged
pellet. These smaller particles will sediment rather more slowly than
the large group, and so will tend to be in the top of the pellet, meaning
they do not end up in the final sample. The standard deviation of the
diameters of just the particles in the larger group is 0.089µm, whilst
the mean is 1.97µm, giving a final polydispersity of 4.5%.
This measured size is likely to be slightly lower than the size of
the particles in a CHB/cis-Decalin solution. It is known that the
particles can swell in good solvents, such as CHB76,170. This could be
problematic for our experiments, as we use differing amounts of CHB
in our solvent compositions, and thus It is possible that our particles
will be slightly bigger in the creaming case (CHB Rich) than in the
sedimenting case (cis-Decalin rich). It is likely this won’t be a concern,
as the particles should only swell by a small amount (their crosslinking
restrains them from greatly expanding170), and so they should swell to
this maximum size in all three of our solvent compositions. However,
this is something that should be checked.
In order to check the degree of swelling, we leave our particles
for 2 weeks in the 3 separate solvent compositions. These are the
sedimentation, creaming, and density matched compositions discussed
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Figure 3.3: Measured radial distribution functions for all three solvent com-
positions.
in section 3.2.5. Dynamic Light Scattering was attempted, but the
refractive index of our solvent was too close to that of the particles for
clear results. Instead, we prepare three samples at a known volume
fraction of 55% (using the method described in section 2.5), and
compare the radial distribution functions. This is shown in Fig. 3.3.
The position of the first peak is unchanged in the the three cases, which
is highly suggestive that the particles have not swelled to different
degrees in the different solvents. The maximum of the first peak is at
around 2.2µm, so there has been a swelling of around 10% in all three
solvents, which is consistent with previous results63.
3.2.3 Measuring Crystallisation Times
The first step of our experimental work was to check that the crystalli-
sation times for our particles matched those of previous work in which
the volume fraction was carefully compared to simulations62. This is
done to check that the interaction potential is close to that of hard
spheres, and to give further confirmation that the packing fractions we
measure correspond well with the true hard sphere packing fraction
(see section 3.2.4).
This was done in capillaries sintered in the manner described in
section 2.9, using sintering particles with a radius of 3µm and polydis-
persity ∼ 50%. The protocol for measuring the crystallisation time was
the same as Ref.62, that is, when 40% of the sample was identified as
crystal by eye.
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Figure 3.4: Measured crystallisation times for this system relative to that
of Taffs (2013). Our data point at Φ = 0.54 did not crystallise,
whilst our data point at Φ = 0.57 had crystallised on the first
measurement after around 2 hours (3τα).
Figure 3.4 shows the measured crystallisation times against those of
Taffs et al.62 for a series of different volume fractions. The experimental
system used in Taffs (2013) is almost identical to ours, with the same
solvent choices and particle size and polydispersity. We therefore use
the measured alpha time, τα(Φ), of Taffs (2013) with respect to volume
fraction to scale our crystallisation times. The alpha time is a time
scale which characterised the dynamics of the colloidal particles at
a given volume fraction. It is found by performing a Vogel-Fuclher-
Tammann fit to an intermediate scattering function62. We choose to
normalise our raw crystallisation time data (measured in seconds)
by the alpha time, as it gives a better understanding of the speed of
the crystallisation process itself. In the raw data, crystallisation times
increase with increased volume fraction, but this is simply because the
entire system is slowing down, rather than because crystallisation is
becoming less energetically favoured. Normalising by the alpha time
corrects for this overall slowing, and we recover the expected trend of
crystallisation becoming faster with increased volume fraction.
Given the difficulties of measuring the crystallisation time, the result
in Figure 3.4 constitutes a good agreement. As the nucleation barrier
falls very rapidly with increasing supersaturation, crystallisation times
that are not an order of magnitude higher or lower than each other are
indicative of very similar volume fractions, within 1 percentage point
of each other. This is the case even for the experimental nucleation rate
density curves of scattering experiments, which are relatively shallow
compared to the simulations.
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3.2.4 Measuring Volume Fractions
The crucial parameter for the hard sphere system is the volume frac-
tion, Φ. We have a rough estimate of the volume fraction from the
crystallisation times, the parameters of the sample preparation, the
volume of the particles calculated from particle tracking, and by match-
ing our radial distribution function to the theoretical Percus-Yevick
form for hard spheres.
We also have an understanding of the volume fraction from the
procedure described in section 2.5. Given that we know that random
close packing of hard spheres gives an approximate packing fraction
of Φ = 0.6411,142, we can add a known amount of density-matched
solvent to bring a closely packed pellet to a desired packing fraction.
There are errors on this process however as described in section 2.5,
and so our determined packing fractions should be cross checked with
other methods.
From our particle tracking method we can find the total number of
particles in the imaged volume. Using the measured average particle






This measurement is quite prone to error, however. As the radius is
cubed, it contributes an error on the packing fraction equal to thrice
its own error. A 2% error in the radius, therefore, gives an error in
the packing fraction of 6%. Furthermore, finding the true volume of
our image is difficult. Whilst the microscope image metadata gives
a very accurate estimate of the x, y, and z dimensions, the relevant
volume of the image is not simply the product of these three length63.
This is because the tracking cannot usually identify particles which
are cut off by the edges of the imaging box, thus using the x, y,
z product will underestimate the true volume fraction. To account
for this, we use a reduced imaging volume, equal to the product
of the 3 dimensions after they have each been reduced in length by
one particle diameter (a radius on each side). However, this reduction
produces another error related to the radius. This error is much smaller
than that on the particle volumes, as an error of 2% on the radius
contributes only a 0.05% error to the length of the reduced dimensions
(if each is 20σ). The imaging volume therefore has an associated error
of 0.15%. The particle count therefore gives us a reasonable handle
on Φ, to within 6.15% or so. This is good enough to ensure that
our measurements from the sample preparation (which are generally
more precise) were broadly correct. For example, extreme errors on the
sample preparation resulting from mis-labelled capillaries, or typos
when entering weight information into calculation spreadsheets can
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be discovered at this stage. This measurement, however, is not good
enough alone for the very precise measurements in the volume fraction
needed for, for example, measuring nucleation rates.
3.2.5 Choice of Solvent Composition
3.2.5.1 Sample Prepatation
Our colloidal system allows precise control of the degree of sedimen-
tation, through the density matching protocol explained in section 2.4.
By density matching as before, and then adding a precise amount of
extra solvent, samples can be prepared at a given Peclét number. The
solvent composition can be changed to either be CHB rich (PMMA
particles cream) or cis-Decalin rich (PMMA particles sediment).
We decide for this study to examine colloidal liquids sedimenting
with Peclét number +/-1.5. This is in the high regime of sedimenta-
tion, and indeed is higher than that seen in the literature nucleation
experiments, which have Peclét numbers between 0.01 and 0.3. Indeed,
as Pe is above 1, we are seemingly in a different regime altogether -
the sedimenting rather than the Brownian regime. However, the choice
of Pe = 1 for this cut off is arbitrary - indeed “the specific dependence
on Pe is expected to depend on the investigated structural or dynamic
effect"171. As such, whilst the chosen Peclét number is high, this work
can set an upper bound on the importance of sedimentation to the
nucleation rate. If we see very little effect, even at this Peclét number,
we can draw the important conclusion that sedimentation coupling
to five fold symmetry is not an important factor in explaining the
nucleation rate gap.
We can reach these Peclét numbers by running samples with a
solvent composition that is almost entirely CHB for creaming, and
around 33% CHB, 67% cis-decalin for sedimenting. The density match-
ing mixture is around 67% CHB, 33% cis-decalin, assuming a PMMA
density of 1.18 and a linear behaviour of the mixture density with
CHB/cis-decalin composition. We can prepare samples with the sedi-
menting composition quite easily. Simply centrifuging our PMMA to
random close packing from the stock 100% cis-decalin solvent, remov-
ing the supernatant, and adding CHB until the correct proportions are
reached. The sample is then mixed for several hours, re-centrifuged,
and concentrated to the correct volume fraction, in a similar manner
to density matched work (except there is no need to heat the sample,
as it will naturally sediment due to the density mismatch). To prepare
the creaming sample, PMMA from the cis-decalin stock is washed
in CHB. The PMMA is centrifuged in cis-decalin stock, the amount
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of cis-decalin remaining in the pellet is weighed, and a volume of
CHB corresponding to 9 times the volume of cis-decalin is introduced.
After careful mixing, the process is repeated. Each wash brings the
concentration of cis-decalin in the solvent down by an order of magni-
tude, so after two washes, the CHB concentration is 99%, which gives
us the correct density mismatch. Concentrating the sample is more
challenging in this case, as when centrifuged the colloids move up
instead of down. The clear solvent must then be extracted using a
pipette tip which "breaks" the PMMA meniscus. Care must be taken
to avoid pipetting up any stray PMMA. The errors on this process are
certainly larger than in the density matching or sedimenting case, but
generally we were able to prepare samples at volume fractions which
agreed well with the results from other measurement methods.
3.2.5.2 Controlling for Solvent Composition Changes
Care must be taken when changing the solvent composition however.
Whilst this does affect the Peclét number as desired, the solvent com-
position also controls other aspects of our experimental system. The
electrostatics will change with different solvent composition, as the
dielectric constant will be altered. Similarly, the solvent composition
controls the refractive index match, and therefore the quality of the
imaging.
We can model the change in the electrostatics using a Yukawa poten-
tial (see section 1.3.2.2). One parameter that will change on altering the
solvent composition is the Bjerrum length, given by λB = βe2/4πη0ηr.
In our CHB rich solvent composition the dielectric constant will be
very close to that of CHB, ηr(CHB) = 7.9. The dielectric constant of
the cis-decalin rich solvent will be around 4.1. This assumes a lin-
ear dependence of the dielectric constant on the solvent composition,
which appears to be reasonable given that Leunissen172 measures a
dielectric constant of the density matched mixture of 5.6, very close
to a linear combination of the solvents. We therefore expect a Bjer-
rum length in the CHB rich solvent that is around half of that in the
cis-decalin rich solvent. This then affects the inverse Debye screening
length κ = (4πλBρion)
1
2 . We might also expect the density of ions to
be affected, but as we use 4mM of TBAB, the solution should be well
past supersaturation in both cases. Overall, we expect κ to be around
30% smaller in the CHB rich case than in the cis-decalin rich case.
Another factor that will be affected is the colloid charge. The em-
pirical rule of thumb is that ZλB/σ = 676. Therefore, Z will be around
twice the size in the CHB rich solvent than in the cis-decalin rich
solvent. This will feed through to the contact potential, which also
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Table 3.1: The Yukawa parameters for our three different solvent composi-
tions.
Composition εr λB(m) κ(m−1) βεY
Density Matched 5.6 1.00× 10−8 1.98× 107 16.5
CHB Rich 7.9 7.09× 10−9 1.67× 107 32.3
cis-Decalin Rich 4.1 1.037× 10−8 2.32× 107 8.99















Figure 3.5: The effect of changing the solvent composition on the Yukawa po-
tential of the colloids. It can be seen that the charging is strongest
in the CHB rich case and smallest in the cis-decalin rich case.
depends on κ and λB. The final change in the Yukawa parameters
is given in Table 3.1. The change this will make to the interaction
potential itself is shown in Fig. 3.5
We would therefore expect to see an increase in the measured
size of the CHB Rich particles and a decrease in the size of the Cis-
Decalin particles, as measured by the radial distribution function.
Interestingly, we do not measure this effect (see 3.3). The overall
size of the electrostatics therefore appears to be quite substantially
smaller than shown in Fig. 3.5. This is likely to be because the rule
of thumb used for finding the charge, ZλB/σ = 6 fails to correctly
ascertain the degree of charging in this system. Other work which
matched the measured experimental radial distribution function to
a simulated Yukawa radial distribution found βεY = 1.062. However,
the original Yethiraj - van Blaaderen work136 which introduced this
CHB-cis decalin model system found some considerable charging,
enough to move the phase diagram by around 20% in volume fraction.
Similarly, Sedgwick et al. measure the number of charges per particle
to be around 700e173, whilst Campbell et al directly measure a surface
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charge of 140e174. These differences likely owe to the fact that the ionic
strength of CHB can vary from batch to batch and over time76,172,175,
which will itself then change the degree to which the salt dissociates.
This explains how Yethiraj and van Blaaderen can measure a TBAB
dissociation of 0.5%, whilst Leunissen measures a dissociation of 2%,
which makes a huge difference to the size of the electrostatics. The
important point is that each experimental system must be carefully
measured, and the results of Figs. 3.4 and 3.3 suggest that we are very
close to hard sphere behaviour.
A further complicating factor in changing solvent compositions is
the refractive index matching. At a solvent composition that matches
the density of the particles, the refractive index is also well matched176.
Changing the solvent composition will change the refractive index
match. The relevant refractive indicies are: nPMMA = 1.4906,nchb =
1.495,ncis−decalin = 1.481 at a wavelength of 587nm. The refractive
index match at density matching has been measured at 1.4876172, a
very close match to the PMMA refractive index (a difference of 0.003).
The refractive index of our CHB rich solvent will essentially be that of
CHB, 1.495 (a difference of 0.004). Calculating the refractive index of
the cis-decalin rich solvent is slightly more challenging, and requires
taking into account the non-linearity of the refractive index on mixing
measured by Leunissen172. When this is done, the final refractive index
of the cis-decalin rich solvent is 1.4908, a difference of just 0.0002. This
means that our cis-decalin rich solvent in fact has a better refractive
index match than the density matched solvent. We therefore expect our
imaging to be better in the cis-decalin rich case, and worse in the CHB
rich case. This should have the effect of slightly harming our tracking
in the CHB rich case, reducing the number of large clusters detected,
whilst slightly improving the cis-decalin imaging and boosting the
large cluster populations.
The important thing to note about both of these effects (electrostatics
and imaging), is that they are antisymmetric about a change in the
composition of the solvent from sedimenting to creaming. It is hard to
say the precise effect of the net combination of the two effects, but we
do know that if they are substantial enough to shift the populations
measurably, they should shift them in different directions when the
samples are creaming versus when they are sedimenting. However,
if the sedimentation dominates the effects of the electrostatics and
refractive index matching, we would expect the change of defective
icosahedra populations to be the same about a movement from CHB
rich to cis-Decalin rich solvents. The symmetry is intuitive, as we
expect any hydrodynamic effects to be indifferent to the direction of
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sedimentation. This is the case only if the compositions are tuned such
that each have the same absolute Peclét number, as is the case in these
experiments.
We can therefore ascertain the cause of a change in our sedimenting
defective icosahedra populations from the density matched case. If the
change is symmetric about the sign of the Peclét number, it is likely
due to the sedimentation. If the change is antisymmetric about the
sign of the Peclét number, or if the change is only seen in one of the
sedimenting cases, it is likely due to a change to the potential or the
imaging quality.
3.2.6 Sedimentation Profiles
We are interested in the effect of sedimentation on the structure of
the colloidal liquid. The samples begin evenly dispersed in the square
capillary - their density profiles are flat in the direction of gravity (as
well as in the two perpendicular dimensions). As time progresses, the
system settles into an equilibrium density profile. For non-interacting
particles at low volume fraction this equilibrium profile mirrors the
barometric law of gasses n(z) = n0e
−z
lg (this approximation is too sim-
ple for our systems, which interact through the hard sphere potential
and are at high volume fractions)177.
Before the equilibrium profile is reached, an intermediate and time
dependent structure emerges. The system begins evenly dispersed at
a single density, Φ0. As settling begins, a dense (Φ = Φs), layered
region emerges at the wall of the container which the particles sedi-
ment toward178. This region can be either amorphous or crystalline,
depending on a complex interplay between the time scales of the
crystallisation process and the sedimentation179. For systems of the
type we study, we expect amorphous layered regions178. Above the
layered region is a further region known as the “fan”. In the fan, the
density increases smoothly from Φs to Φ0. Above the fan lies the
settling colloids, which remain at Φ = Φ0. Finally, above the settling
colloids, there is a gap which contains only solvent180.
The region of settling colloids, above the fan, is the region in which
we are interested. This region contains particles settling under grav-
ity, with complicated and potentially interesting hydrodynamic in-
teractions, but with no accompanying density profile. Studying the
structure of the colloidal liquid in the presence of a profile is a very dif-
ferent problem. For example, we expect nuclei to be preferentially born
in the regions of higher volume fraction112. We also expect a higher
number of defective icosahedra in the denser regions62. Studying the
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change in the structure of the hard sphere liquid on sedimentation in
the presence of a profile will therefore be dominated by the profile
itself. Subtle changes created by the hydrodynamics will very likely
be washed out. It should also be noted that the literature experimental
data which we are trying to explain was taken at rather low Péclet
numbers, which will have shallow, extended equilibrium density pro-
files. Studying a system with a sharp profile may not therefore give an
accurate picture of the liquid structure of the literature experiments.
As such, we focus on only the region above the fan - where the density
profile is flat.
3.2.7 Sampling
As sedimentation at high Péclet numbers is highly packing fraction
dependent, we sample across a wide range of different packing frac-
tions. The regime of interest in this work is especially the weakly
supercooled regime 0.495 < Φ < 0.54 in which the nucleation dis-
crepancy exists. We extend our sampling to include the dense liquid
below freezing 0.42 < Φ < 0.495 and the deeply supercooled liquid
0.54 < Φ < 0.57. This will allow us to see any interesting trends in the
structural changes before the freezing line and after the melting line.
For each packing fraction five independent image stacks are taken
on the confocal microscope. These stacks are taken far from each other,
separated by over 103σ (2mm). This ensures that the samples are
completely uncorrelated with each other, and each sample constitutes
an independent measurement of the structures of the liquid.
The size of each sample is 42µm ∗ 42µm ∗ 83µm or around 20σ ∗
20σ ∗ 40σ. The voxel size (3-dimensional pixel) is 0.164µm in all three
directions. Choosing a cubic voxel size is done by matching the z-step
size with the xy pixel size and allows for better particle tracking. The
reason for choosing a rectangular box is that an xy size of 256*256
pixels is the maximum that can be easily tracked, 512*512 stacks very
quickly begin to use too much memory and take too long to process
(>1 hour per stack). We ensure each colloidal particle is around 10
pixels in diameter, as experience has shown that this strikes a good
balance between high quality tracking results and obtaining good
statistics. However, we can gain better statistics by extending the
image in z, and this tends to be easier to process. In theory, we could
use a cluster supercomputer for the analysis allowing us to take very
large images, but 5 images each containing ∼ 104 particles already
gives us very good statistics for bulk cluster populations.
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The first set of experiments were for the density matched system. 5
samples were prepared across a range of packing fractions. We then
progressed to measuring creaming and sedimenting samples. For this
work we measured the same packing fraction regime, and tried to
prepare pairs of sedimenting/creaming samples at similar packing
fractions. This is very difficult, owing to the systematic and random
errors on the packing fraction preparation. However, generally we
were successful in preparing samples close to Φ = 0.44, 0.49, 0.52, 0.56.
The spread of points around these average values for the sedimenting
samples mean that we actually sample the whole range of densities
with more fidelity than the density matched samples.
3.3 results
3.3.1 Density Profiles
From our particle tracking, we can acquire density profiles of the
regions we image. This is done simply by binning the final identified
particle co-ordinates in the z-dimension, the direction of the gravita-
tional field. Fig. 3.6 shows the profiles each set of samples, separated
into creaming-sedimenting sample pairs of approximately the same
packing fraction. It can be seen that the density profiles are extremely
flat, with the standard deviation across our samples around 0.2%. This
means that we successfully sampled only the sedimenting regions
with no density profile.
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Figure 3.6: Sedimentation profile of all experimental samples. The Y error
bar is the standard deviation across all of our repeated samples.
.
3.3.2 Defective Icosahedra Populations
On inducing sedimentation, we observe a decline in the populations
of defective icosahedra (10B) clusters relative to the density matched
case. The extent of this decline is shown in Fig 3.7. This decline is
replicated with the change in the sign of the Peclét number, suggesting
that it is caused by the sedimentation of the particles. This decline
in defective icosahedra clusters is suggestive - it means that there is
less five fold symmetry in sedimenting experiments than in density
matched experiments. Therefore, we might expect that experiments,
when sedimentation is also present, are less geometrically frustrated
by five fold symmetry than simulations (which lack sedimentation)
and are able to nucleate more rapidly.
The fall in the defective icosahedra population follows a trend.
At high volume fractions, well past the melting line, the change in
defective icosahedra population is quite small, relative to the total
population. Indeed, at Φ = 0.57, the change cannot be clearly dis-
cerned from noise in the populations. As the samples become more
weakly supercooled, however, the size of the overall change remains
about constant, at about 2.5%, but as the defective icosahedra become
generally more rate, the relative size of the gap increases. At Φ = 0.44,
the change amounts to a reduction of more than 30% in the population.
3.3 results 57














Figure 3.7: The change in the population of defective icosahedra measured
when sedimentation or creaming are induced, across a range of
volume fractions. NdefI is given as the ratio of the number of
particles found in a defective icosahedron with the total number
of particles in the sample.
This trend is promising, as simulation and experiment only begin to
disagree at weak supercooling, whilst at high volume fraction little
discrepancy is seen between the two techniques. We would therefore
expect that an effect which could solve the discrepancy to be strong at
weak supercooling but weak at strong supercooling, as the defective
icosahedra population change appears to be.
Section 3.3.1 demonstrated that the density profiles of the entire
studied system are flat. It is also interesting to study the profile of the
defective icosahedra themselves. The structure of the entire sediment-
ing liquid is highly heterogenous. It is possible that hydrodynamic
interactions between the “fan" region of the liquid and the bottom
of our studied region could induce the formation of different local
structures than those which exist at the top of our region - which
would be more influenced by the top of the sample, which will have
lower density.
Shown in Fig. 3.8 is the distribution of defective icosahedra in the
direction of gravity (the z direction). This property, however, is inher-
ently a noisy statistic - around 10% of our particles are found in a
defective icosahedra, but as the defective icosahedra is ten membered,
these particles are highly clustered in space. This means our signal
size is of the order of 1% of the total number of particles, binned
across the entire capillary length. Furthermore, as five fold symmetric
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Figure 3.8: The distribution of the defective icosahedra along the axis of the
sedimentation or creaming. It appears that the overall signal is
fairly flat, although the signal is very susceptible to noise, as
discussed in the text. The displayed error bars are the standard
deviation for each point in the z dimension, measured across the
entire data set for each volume fraction.
structure cannot tile space, regions which include defective icosahedra
deplete their neighbouring regions, resulting in larger fluctuations
than would be expected for truly randomly distributed clusters. To the
extent that the error allows, it appears that the distribution of defective
icosahedra is flat in the z direction. This is consistent with the density
profiles shown previously, and suggests that our study measurements
of the defective icosahedra populations is unaffected by any emergent
structure in the bulk liquid due to sedimentation. This supports the
notion that the measured change in the defective icosahedra popula-
tions is due to the bulk motion created by the sedimentation. Further
work which examines the z-distribution of defective icosahedra would
need to collect around an order of magnitude more data to address
this question more clearly.
3.3.3 Other Five Fold Symmetric Structures
This work focusses on the defective icosahedron as it is the most long
lived, and therefore most stable, five fold symmetric structure in the
hard sphere liquid. However, it is not the most common structure, ow-
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ing to the fact that it is quite large, making it hard to form. Indeed, in
our results above, the defective icosahedra only filled at most around
20% of the system, and that was at deep supercooling. In the region
relevant to the nucleation discrepancy problem, Φ is around 0.52, and
here we see only about 10% of the system filled by defective icosa-
hedra. We may well be skeptical then that this structure can control
the nucleation rate to the degree needed to explain the nucleation
rate discrepancy. The discrepancy is almost 10 orders of magnitude,
and so it seems we need a mechanism which would change the entire
liquid - if there are regions which are several σ distant from a defective
icosahedra (and at Φ = 0.52 there certainly are), these regions should
nucleate at just the same rate as the unsedimenting system. If these
regions were only 10% of the entire system, then we’d expect a con-
comitant decrease in the nucleation rate to one tenth of its previous
rate, which is nowhere near enough to explain the discrepancy.
This back of the envelope argument applies to the case that the de-
fective iscosahedron is the only relevant five fold symmetric structure
in the supercooled hard sphere liquid. In fact there are many other five
fold symmetric structures which do exist at much higher populations
than the defective icosahedron. The defective icosahedra population
acts only as a proxy for all of these structures. This is a reasonable
assumption as the same five-fold rings which are necessary for the
defective icosahedron are the basic building blocks of all the other five
fold symmetric structures.
However, it is possible that the defective icosahedra is not a good
proxy for five fold symmetry in this case. For example, it may be that
the coupling of hydrodynamics and sedimentation break up large
structures in general, such as the defective icosahedra, whilst leaving
other structures, including smaller five fold symmetric structures,
untouched.
As such, we repeat our analysis for another, smaller five fold sym-
metric structure, the pentagonal bipyramid (also referred to as the
7A structure). This structure comprises of a single pentagonal ring
with particles above and below the centre of the ring. Shown in Fig-
ure 3.9 are the populations of the pentagonal bipyramid across a
range of volume fractions, and for density matched, sedimenting, and
creaming data. We see a similar reduction in the quantity of the pen-
tagonal bipyramid as was seen with the defective icosahedra. Clearly,
we do not have the same numerical change - but the same biasing
field strength is required to replicate the decrease in the pentagonal
bipyramid population in simulation. See 3.3.4 for details.
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Figure 3.9: The population of the pentagonal bipyramid across volume frac-
tion. Triangles facing up are creaming samples, triangles fac-
ing down are sedimenting samples, lime green circles are den-
sity matched samples. Fitting lines are linear fits to the density
matched data and all non-density matched data, respectively. A
reduction in the pentagonal bipyramid population can be seen
across all volume fractions sampled for both sedimenting and
creaming samples. Coloured circles at Φ = 0.52 are simulation
populations for various biasing field strengths, (ε)
3.3.4 Strength of Sedimentation Effect on Five-Fold Symmetry.
It has been shown that there is less five fold symmetry in our sediment-
ing experiments. What does this mean for the nucleation discrepancy
between simulation and experimental HS? It is not immediately clear
how much a decline in defective icosahedra populations of the mag-
nitude shown in Fig. 3.7 will affect the nucleation rate densities. We
could try to measure the effect size directly, by running confocal exper-
iments to determine the nucleation rate densities when sedimenting.
However there are two clear problems with this approach. The first
is that the system is sedimenting with quite a high Peclét number,
and so the emergent density profile would quite quickly emerge. The
second problem is that at lower volume fractions, the nucleation rate
is very incredibly low and therefore very hard to measure, and this is
where the discrepancy exists.
Instead, we choose a more indirect method. Following Taffs (2016)61,
we penalise the formation of the smallest five fold symmetric structure
that can be located by the TCC - the pentagonal bipyramid. Monte
Carlo simulations are performed where for each pentagonal bipyramid
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a particle makes up, an energetic penalty of ε is applied. This biases
the system against the formation of five fold symmetric structures. As
we increase the size of ε, fewer and fewer pentagonal bipyramids (and
therefore all other five fold symmetric TCC structures) are formed.
The simulations themselves were performed by Dr John Russo, and
all analysis was performed by the author.
We are interested in the value of the penalising field which causes a
reduction of defective icosahedra populations equal to that seen in our
sedimenting experiments. We take 100 configurations of 500 particles
at each field strength, meaning the sample size is the same order of
magnitude as the experiments, and the error on the populations is
similar. We choose a volume fraction of Φ = 0.52 for these simulations.
This value ofΦ is chosen because it is the value at which the nucleation
rate density discrepancy is largest, and therefore where our hypothesis
of sedimentation coupling to five fold symmetry must do the "most
work". If our effect size is large enough to explain the discrepancy at
this supersaturation, it would be very surprising if it didn’t explain
the discrepancy at higher supersaturations. This is especially the case
given that the reduction in defective icosahedra on sedimentation is
reasonably constant across volume fraction, whilst the nucleation rates
changes very rapidly.
Fig. 3.10 shows the behaviour of the defective icosahedra popu-
lations with the biasing field strength. When there is no field (ε =
0.00kBT ), the population matches our density matched result well. As
we turn up the field strength, the population of defective icosahedra
is reduced. At a field strength of around ε = 0.07kBT , the defective
icosahedra populations match the sedimenting/creaming trend line
from Fig. 3.7. Increasing the field strength further results in an over-
shoot of the sedimenting/creaming trend. This behaviour and final
value match the analysis of the pentagonal bipyramid quite well (see
Fig. 3.9). Here, the trend lines are matched at rather larger values of ε,
around ε = 0.11kBT .
We choose a field of ε = 0.07kBT , as it results in a defective icosa-
hedra decrease equal to that of our sedimenting experiments. By
performing umbrella sampling, it is possible to calculate the nucle-
ation barriers in the case of the field being applied and in the normal,
unbiased hard sphere case. The result is shown in Fig 3.11. Clearly, five
fold symmetry reduction of the size that we see in our sedimenting
experiments is very important for the nucleation rate density. Reduc-
tions of many kBT in the barrier are highly meaningful. We therefore
proceed to try to quantify how meaningful more precisely, to see if
this effect can resolve the nucleation rate density discrepancy.
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Figure 3.10: The effect of applying an effective field which biases against
the formation of five fold symmetric structure. As ε increases,
the quantity of defective icosahedra is reduced. For context, we
show a zoomed in version of Fig. 3.7, with the biased simulation
results overlaid. Shown in the inset is the dependence of the
defective icosahedra populations on the field strength, which
is linear to good approximation. Error bars are the standard
deviation of all 100 configurations.
3.3.5 Change in Nucleation Rate Densities
From these barriers, we can calculate nucleation rate densities. We
know that the nucleation rate density is related to the nucleation
barrier height as in Equation 3.1.
J = κe−∆Gcrit/kBT (3.1)
Where κ is the kinetic prefactor. We know ∆Gcrit, which is sim-
ply the maximum value of the nucleation rate barrier. The kinetic
prefactor, κ is given by Zρlf+nc , where Z is the Zeldovich factor, ρl
is the number density of the liquid, and f+nc is the attachment rate
of particles to the cluster. The Zeldovich factor can be found from
the second derivative of the nucleation barrier105, and ρl is known
perfectly from the simulation parameters. Finding the attachment rate
requires further simulations, we use results given in Auer and Frenkel
(2004)122. These results, though are not at the exact volume fractions
we use, so we take a simple linear interpolation between their points
to approximate the relevant values at our points. There will therefore
be an error of around an order 2 on our nucleation rates, which is
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Figure 3.11: The nucleation barrier for hard spheres with no biasing (solid
lines), and with a bias against pentagonal bipyramids equal to
ε = 0.07 (dashed lines). This is performed across three differ-
ent volume fractions. The effect of less five fold symmetry is to
substantially reduce the nucleation barriers (and therefore sub-
stantially increase the nucleation rate densities). For the lowest
volume fraction Φ = 0.52, this change in barrier height is around
11kBT .
fairly small. Also, as the first Auer and Frenkel point is at Φ = 0.5207,
the most important data point at Φ = 0.52, has only a very small error
caused by the interpolation.
We plot the new nucleation rate densities in Fig 3.12. Clearly the
change in five fold symmetry has substantially altered the nucleation
rate densities, in fact, the new perturbed data seems to agree quantita-
tively quite well with the weakly sedimenting experiments.
3.3.6 Effect on the Nucleation Discrepancy
We have shown that sedimentation brings about a substantial decrease
in the populations of 5-fold symmetric clusters in the supercooled
hard sphere liquid, and that this change makes a difference to the
nucleation rates of many orders of magnitude. However, this fails to
resolve the nucleation discrepancy, because the Peclét number used in
this work (1.5) is substantially larger than that used in the literature
experiments. This issue is especially pronounced for those experiments
which are in the slowly sedimenting arm, which use microgels or small
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Figure 3.12: Nucleation rates of the literature for hard spheres, as seen previ-
ously. New points are shown in black filled circles and squares.
Squares are perturbed simulations, with the same population of
defective icosahedra as in our sedimenting experiments. Circles
are unperturbed hard spheres. There is a clear difference in the
nucleation rate caused by the change in symmetry, of up to order
105 for the Φ = 0.52 case.
PMMA, as they have Peclét numbers around an order of magnitude
lower than this.
We could probe the effect of substantially smaller Peclét numbers
on the population of defective icosahedra. However, it will likely be
very difficult to resolve the effect of the sedimentation, our defective
icosahedra populations are different only by a few percent at high
volume fractions, and this is near the edge of our resolution ability.
Reducing the Peclét number by, say, an order of magnitude, will
require us to discern changes in the populations of a few fractions of
a percent, and without a huge data collection effort this will be very
challenging.
To illustrate the likely effect on the nucleation rates at low Peclét
number, we instead interpolate the effect through the region below our
experimental results. We know that a Peclét number of 1.5 corresponds
to a penalising field strength of 0.07kBT , and that this results in a
change in the nucleation barrier height of 11kBT . Further umbrella
sampling results at lower field strengths give quite a linear dependence
of the barrier height on the field strength, down to a field strength
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Figure 3.13: Interpolating our barrier height changes due to sedimentation
down to lower Peclét numbers, which are representative of the
degree of sedimentation present in the scattering experiments.
This interpolation is performed at a volume fraction of Φ = 0.52,
where the discrepancy is largest.
of 0.005kBT . We cannot probe field strengths any smaller than this as
the error on the barrier height is around 1kBT , and smaller fields will
perturb the barrier by less than this error. We also know that when
there is no gravitational field, there can be no change in the nucleation
barrier height. Overall, this gives us a reasonable linear dependence
of the barrier height on the size of the penalising field, and the result
is plotted in Fig. 3.13.
Given this linear dependence, we see that in the case of the strongly
sedimenting experiments, there is a reduction in the barrier height
of 1.65kBT , and for the weakly sedimenting experiments, there is a
reduction of 0.065kBT . We therefore expect the strongly sediment-
ing experiments to nucleate around 5 times faster than the weakly
sedimenting experiments. This resolves a part of the nucleation gap be-
tween the two experimental arms, but fails to explain the discrepancy
between experiment and simulation.
Further work could focus on clarifying the various dependencies
between the different variables. For example, does the defective icosa-
hedra population fall linearly with decreasing Peclét number? It is
possible that the hydrodynamics brings about quite large effects even
for small amounts of sedimentation, as it can do for the sedimentation
velocities130. If this is the case, then sedimentation and hydrodynamics
may play more of a role in the nucleation discrepancy than we mea-
sure. Further work could also examine different couplings between
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the field and the liquid, beyond that of five-fold symmetry. Even better
would be to directly measure the nucleation rates of hard spheres
with sedimentation and hydrodynamics, but this is very challenging
in experiments (systems will fully sediment before nucleating at low
supersaturations) and in simulations (which will need to include hy-
drodynamics with rare event sampling). A limitation of this work is
the size of the particles required. However, smaller particles could
be imaged with the use of super-resolution microscopy techniques60.
This would allow for direct measurements of nucleation rates in the
weakly supercooled regime, which can cross check the results of the
light scattering experiments.
4
D E N S I T Y F L U C T UAT I O N S I N E X P E R I M E N TA L
H A R D S P H E R E L I Q U I D S
4.1 introduction
The experimental literature review in 1 concluded that sedimentation
is the most promising potential avenue for explaining the increased
nucleation rate density. Section 3 explored the possibility that the
mechanism for this process is the coupling of sedimentation to five
fold symmetry. In this chapter we address whether sedimentation
is coupling to density fluctuations. The term density fluctuations
refers to the tendency of liquids, over short time and length scales,
to include regions with a density different to that of the bulk liquid
density. Density fluctuations may be important in the formation of
the crystal, as during the pre-nucleation stage the liquid has regions
which become both denser and more crystal-like in their ordering37,
from which nuclei form.
In fact, the presence of long range correlations in sedimenting sus-
pensions is well known. In 1997, Segrét et al. measured the spatial
correlation function of the velocity fluctuations, finding that they are
correlated on a scale of around 20 particle diameters181. This result has
proved robust for volume fractions from 10−4 to 0.4182,183. Moreover,
the amplitude of these fluctuations grows with increased packing
fraction184, suggesting that they may become important at the high
packing fractions needed for crystallisation to occur. However, the
velocity fluctuations are complex, their time-dependent behaviour is
strongly influenced by the container size and shape185. The velocity
fluctuations themselves are intimately connected to the density fluc-
tuations, as regions with higher or lower densities will tend to have
higher or lower (respectively) sedimentation velocities186. Despite this,
the amount of work that examines the microstructure of the sediment
is limited, and the results are contradictory, with some suggesting
that density fluctuations are enhanced by sedimentation, and others
suggesting they are suppressed184. It should be noted that most of
the work cited in this discussion is in the very high Peclét number
regime, in which the sedimentation dominates thermal fluctuations.
The situation is even more unclear for weakly sedimenting systems of
the type used when studying hard sphere nucleation (Pe < 0.5).
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Recent work132 has examined density fluctuations and the impact
they have on nucleation rates. The work of Bonn et al. uses a very
similar experimental methodology to this work - PMMA spheres
suspended in a density-matching mixture of CHB and cis-decalin,
imaged by confocal microscopy. After particle tracking, the nuclei
are identified using a local bond-order analysis. By examining the
size distribution of the nuclei, energy barriers can be calculated (see
Chapter 5 for more details). The authors examine nuclei found within
regions of a particular local density, and plot the energy barriers
for nuclei at these local densities. Their nucleation barriers collapse
onto the same curve to within reasonably good agreement, and the
authors claim that this demonstrates that density fluctuations are not
important to nucleation. However, it appears that the measurement of
the local density is done post hoc, after the nucleus has already formed.
Therefore, what the measured nucleation barriers are telling us is that
the local density of the liquid surrounding a nucleus is independent
of the size of the nucleus, which seems unsurprising. As such, this
work does not rule out density fluctuations as a possible mechanism
to higher nucleation rates in experiments. See section 1.5.4 for a full
discussion of this work.
4.2 algorithm
In order to study the magnitude of the density fluctuations in our
colloidal liquids, a simple algorithm was designed. This algorithm
operates on the "centers" files given by the tracking algorithm. These
files are simply the positions of each particle identified in the con-
focal image. Generally there are on the order of 104 particles per 3
dimensional image stack. This means that we can obtain fluctuation
distributions with good statistics from a single stack of images, and
excellent statistics when using multiple stacks taken from the same
sample.
The algorithm operates by examining each particle in turn. It calcu-
lates the distances of every other particle from this sample particle. It
then counts the number of particles within a threshold distance, which
is the only free parameter of the algorithm. The number of particles
within this threshold distance is then divided by the volume of the
binning sphere to arrive at a number density. This binning sphere is
simply the spherical volume defined by the threshold distance we
choose. By multiplying the number density by the volume of an indi-
vidual particle, a local volume fraction for each particle is calculated.























Figure 4.1: A schematic illustration of the method used to quantify density
fluctuations in this chapter. a. A typical liquid configuration of
interest. b. We examine those particles which lie within a binning
distance from the edge of the box, shown in purple. Using other
particles would result in the bin extending outside of the box
range. The number of particles in the box, N = 7. c. On our
first iteration, the first particle is considered, and the number
of neighbours is counted. In this case n = 10, resulting in a
local volume fraction Φl = 0.5. d. On our second iteration, our
second particle is considered, and the number of neighbours is
counted. In this case n = 6, resulting in a local volume fraction
Φl = 0.4. e. The measured local volume fraction are binned into
a histogram. f. As the number of sampled particles tends to N,
the histogram becomes normally distributed, with a mean value
equal to the bulk volume fraction Φbulk. The standard deviation
of this distribution σΦl is our final measurement of the density
fluctuations.
The particles in the centres file will lie at different distances from the
edges of the sample. Particles within a binning sphere radius of any of
the edges cannot be the centres of a local volume fraction calculation,
as a part of the binning sphere will lie outside of the sample, and the
volume fractions calculated will be artificially lowered. The solution to
this problem is to test whether each central particle is further than a
binning sphere radius from every wall and pass over those that are not.
This reduces the number of particles considered, and thus results in a
smaller sample size. This could be ameliorated by calculating the true
volume of the sphere which could be occupied by particles, however
as the statistics on the local densities are extremely good without this
procedure, it was deemed unnecessary.
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In simulations, no particle lies near the edge of a sample, because the
simulations use periodic boundary conditions. In simulation then, no
particles are lost to the edge of the wall, and the local density of every
particle can be sampled. All that is necessary is to take into account the
periodic boundary conditions when calculating the distances between
the sampled particle and every other particle.
4.2.1 Choice of binning distance
The choice of binning distance is important. If the binning spheres
are too large, any local fluctuations will be washed out. Too small,
however, and the density fluctuations become dominated by small
tracking position errors187.
A desired property of the analysis is for the mean local volume
fraction be equal to the bulk volume fraction of the entire sample.
This can quite easily not be the case, especially at fairly high volume
fractions. For example, take a binning sphere with a radius just over 1σ.
This binning sphere will generally contain the all of the first “shell” of
local neighbours. The full volume of these neighbours will be counted
as existing in the binning sphere, and the calculated local volume
fraction will be quite high, indeed it could be above 1.0. If we increase
the radius of the sphere from here, there will only rarely be new
particles and so the local volume fraction will drop. This will remain
the case until the second "shell" of neighbours is crossed, when the
local volume fraction will increase again.
In this way, the local volume fraction binning mirrors the radial
distribution function, g(r). This is shown in Fig 4.3 It is therefore
simple to choose a binning distance where the mean local density
equals the bulk density - simply choose a distance where the g(r) = 1.
There are clearly many values of r where g(r) = 1. We wish to
choose a value which captures the local density in the region of a
single particle, but if a value is chosen that is too small, a single
particle moving in and out of the desired region could result in a
substantial change to the local number density, and the error on our
final measured standard deviation will be relatively high, meaning
more particles will need to be measured. This means more samples
being imaged and more (computationally costly) particle tracking.
Furthermore, if a small value of r is chosen, this can lead to problems
in choosing the value of r such that g(r) = 1. This is because the
derivative of the radial distribution function is high at small r - small
changes in r lead to large changes in the g(r). Small errors in our
measured σ can therefore lead to large changes in the final average
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(x− 2r)(y− 2r)(z− 2r)
Number of Particles Sampled
Figure 4.2: The decrease in the number of particles sampled as the binning
sphere radius is increased. The red line is a fit to the expected
behaviour - the particle number should fall off with the volume of
the restricted box. The (x− 2r)(y− 2r)(z− 2r) fit is also multiplied
by Nparts(0)/Vbox(0). in order to give the correct starting value.
number density. As such, it is good to choose a reasonably large value
of r.
On the other hand, choosing a value of r which is too large will
wash out the local density fluctuations, and every bin will be found to
contain the number of particles which correspond to the bulk number
density. Also, small bins are desired as more particles can then be
examined, particles which lie closer than r to a wall are not included.
As r increases the number of particles included is therefore reduced.
This reduction goes as N ∝ (x− 2r)(y− 2r)(z− 2r), where x, y, and
z are the imaging dimensions. See Fig. 4.2 for the dependence of the
sampling size with respect to the binning sphere radius.
Given these considerations, we choose a value of r equal to 3.25σ.
This r gives a mean local density value equal to the bulk number den-
sity. It also gives a reasonably wide distribution of the local densities.
This value of r does mean many particles cannot be sampled - in fact
over half of particles are too close to the edges to be sampled. However,
this reduction does not compromise our statistical power enough to
be an issue - we can determine the mean and standard deviation of
the local densities to good error.
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Figure 4.3: The change in the average local density with the size of the
binning sphere. The bulk volume fraction for this sample is 0.5,
and it can be seen that at large bin lengths the average local
volume fraction tends to this value.
4.3 simulation details
In order to compare our experimental results to perfect hard spheres,
we run molecular dynamics simulations of hard spheres. These sim-
ulations use the DynamO event-driven package188. The simulations
hold the number of particles, the box volume, and the temperature
constant (the NVT ensemble). In order to prepare configurations of
hard spheres at equilibrium at the appropriate volume fraction, we
first seed a crystal of 2048 particle in a large box. On running the
simulations with an Anderson thermostat for one million timesteps,
the crystal melts and the system becomes a very low density liquid
(Φ = 0.05). We then use DynamO’s compression engine to slowly
reduce the size of the box until the desired volume fraction is reached.
The simulation is run forward for ten million time steps to equilibrate
the configuration at the new density. To collect data, every one million
time steps the configuration is saved, and the simulation is run for as
many time steps as required to generate the desired amount of data. In
the work in this chapter, generally 20 configurations are used for each
calculation, meaning the statistical power (around 40000 particles) is
of the same order as that of our experimental configurations.




Figure 4.4: A snapshot of an experimental configuration (left) and a sim-
ulation configuration (right), with each particle colour coded
according to their local density. Both systems have a bulk volume
fraction of Φ = 0.51. Only those particles far enough away from
the edges of the system to have a calculated local density are
included in these images.
4.4 density fluctuation results
Shown in Fig. 4.4 is a visualisation of density matched experimental
and simulation data, at the same bulk volume fraction, after the local
densities have been calculated. It can be seen that there are reasonably
large domains of both high and low densities in the experimental
case, but in the simulation the fluctuations about the mean are much
smaller. The full distribution of these fluctuations is shown in Fig. 4.5.
Fig. 4.5 shows that both experiment and simulation follow nor-
mal distributions, centred about the bulk mean volume fraction of
the configurations (as would be expected). However, the experimen-
tal distribution has a much wider distribution than the simulation
distribution. This can be seen in the standard deviations, which for
the experimental distribution is 0.020, whilst the simulations have a
standard deviation of just 0.011 (expressed as volume fractions).
We therefore see a quite substantial discrepancy in the density fluc-
tuations in our experimental data and our simulation data. This seems
very promising - a liquid with a wider distribution of local densi-
ties might well be expected to nucleate faster. After all, bulk systems
at higher densities nucleate orders of magnitude more quickly than
systems just a few percentage points less dense. In our experimen-
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Figure 4.5: The probability of a particle being found to have a given local
volume fraction. Shown in orange is the experimental configura-
tion from Fig. 4.4, and in turquoise is the total distribution from
20 simulation configurations of 2048 particles each, including the
simulation configuration from Fig. 4.4. This is not a continuous
probability density function, as each particle found in the binning
sphere adds a set amount of “local density", meaning that the local
density has a discrete set of possible values. Shown in turquoise-
black and orange-black dashed lines are normal distributions of
the same mean and standard deviation of the simulation and
experimental fluctuations respectively. This demonstrates that the
fluctuations are normally distributed.
tal systems, there are many more regions at relatively high volume
fraction than in our simulated systems. Nuclei may well preferen-
tially emerge from these regions, which could partially explain the
nucleation rate discrepancy between simulation and experiment.
4.5 density fluctuations - mechanism
If we wish to claim that the change in the distribution in the local den-
sities explain part or the entirety of the nucleation rate discrepancy, we
need to understand the mechanism underlying it. If this mechanism
is due to something fundamental about the experiments which would
be replicated across all of the literature work, we can say that the fluc-
tuations may be causing the discrepancy. If, however, the fluctuations
emerge due to a more system-specific mechanism, they will not help
to explain the gap. For example, if the fluctuations are due to some
electrostatic effect that is unique to our solvent and salt choice, that
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Figure 4.6: The size of the density fluctuations for all of the data taken in the
previous chapter. This allows us to study the effect of sedimenta-
tion on the fluctuations. The y-axis is chosen to drop to 0.01 as
this is roughly the size of the fluctuations in the simulations.
will not be enough, as different experiments in the literature do not
use this system. Similarly, if the mechanism is an error in our confocal
measurements, this will not explain the discrepancy, as the literature
work uses scattering techniques which will not be affected by these
errors.
4.5.1 Sedimentation
The immediate first test is whether these fluctuation differences are
caused by the sedimentation of colloids. Fortunately, we already have
the data for this test. By running our fluctuation algorithm on density
matched, cis-decalin rich, and CHB rich samples, we can see if the
sedimentation rate controls the fluctuations.
Fig 4.6 shows the result of running the fluctuations code on all
of the data from the previous chapter. There seems to be a small
trend at intermediate volume fractions (0.47 < Φ < 0.55), where
the sedimenting or creaming points are around 10% larger than the
density matched points. However, at higher or lower volume fractions
the sedimenting data is similar to, or below, the density matched trend.
Given that the simulation fluctuations are much lower than 90% of the
density matched data (closer to 50%), it therefore seems very unlikely
that the tiny amount of sedimentation present in the density matched
experiments could explain the anomalous fluctuations. The apparent
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Figure 4.7: The effect on the local density distribution in simulations when
changing the system size. We observe only a very limited change.
trend may simply be due to experimental noise. Alternatively, these
small differences may in fact be caused by the sedimentation, but
given that the difference in Peclét number behaviour between the
creaming/sedimenting samples and the density matched samples is
much higher than the difference between the density matched samples
and ideal non-sedimenting experiments, the sedimentation alone is
not a strong enough effect to resolve the discrepancy.
4.5.2 Simulation Parameters
There is some possibility that our simulations are incorrect, for ex-
ample, maybe the system size is too small and our low fluctuation
measurement is due to a finite size effect. We therefore run simulations
with different box sizes. The first is a much smaller box with just 256
particles, which should suppress fluctuations if they are caused by
a finite size effect. We also run simulations with a much larger box,
with 16384 particles. This box is close to the size of the experimental
systems and so should be able to capture fluctuations as they exist
in the experiments. All these simulations are run at the same volume
fraction of just over Φ = 0.52.
The result can be seen in Fig. 4.7. Clearly little difference is made to
the fluctuations by the system size. There is in fact a very small trend
in the fluctuation standard deviations which is hard to see in this
figure, the 256 particle system has a standard deviation of 0.0104, the
2048 system has a standard deviation of around 0.0112, and the 16384
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system has a standard deviation of 0.0113. There therefore probably is
a small system size effect, with the smallest systems unable to properly
explore the whole range of local densities. This effect is small, however,
and certainly does not explain the difference between the experiments
and the simulations.
We also checked to see if the simulation ensemble changes the den-
sity fluctuations. We ran simulations with 2048 particles at a volume
fraction just over Φ = 0.52 in the NVE, NPT, and NVE ensembles,
but again we found that there is almost no difference in the density
fluctuations.
4.5.3 Imaging Parameters
When we image our colloidal systems, certain decisions have to be
made about the imaging parameters. These include choices like the
laser power, number of scans per image, aperture size, and others. Gen-
erally these parameters are chosen to ensure a Gaussian distribution
of the pixel intensities, and if the tracking delivers an accurate radial
distribution function and topological cluster classification results the
imaging parameters are taken to be acceptable.
However, it is possible that the choice of imaging parameters is
affecting the density fluctuations, whilst leaving these other order
parameters unaffected. Two parameters in particular which may do
this are the laser intensity and the image averaging. The laser power
affects the overall image intensity, and is generally chosen to give the
widest possible dynamic range in the images (background at with an
intensity of zero and the most intense points at an intensity of 255),
whilst being low enough not to saturate the image. The laser, however,
may potentially heat the imaged region as it is scanned, leading to a
heterogeneous temperature field across the sample. This could affect
the structure of the colloidal liquid by creating non-equilibrium solvent
flows. The image averaging, meanwhile, is chosen to reduce noise in
the image, at the cost of increasing the time to take the images. So long
as the timescale to take the images is substantially below the time for
the colloidal particles to diffuse their radius, this should make little
difference to the final measured structure. In fact, the discrepancy in
the fluctuations grows with the volume fraction, which is likely to be
in the wrong direction. Higher volume fraction samples relax more
slowly, and so the impact of the averaging should be lower, not higher,
at higher volume fractions.
To test the effect of the laser power on the fluctuations, we run an
experimental sample at Φ = 0.51. We then take several image stacks,
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Figure 4.8: The effect on the local density distribution in experiments when
changing the laser power. Only a limited difference is seen be-
tween the three distributions.
at different laser powers. We choose laser powers of 10%, 25% and 50%
of the highest possible laser intensity. Choosing values higher than
50% led to unavoidable oversaturation of the image, which would lead
to poor tracking, whilst values less than 10% led to low intensity, noisy
images. We attempted to track an image taken at 5% laser intensity,
but found that our final calculated volume fraction was substantially
lower than that of the other three data points due to the tracking
missing particles. The images themselves are taken in different places
within the sample, to ensure that the potential effects of the imaging
process are not compounded in each new data set.
Fig. 4.8 shows the result of this experiment. The standard deviation
for the 50% distribution is 0.0224, for the 25% distribution it is 0.0237,
and for the 10% distribution it is 0.0256. Clearly, whilst there are small
changes to the distributions with different laser power, there is not a
substantial enough effect to suggest that the laser power is the cause of
the fluctuation difference. Whilst there is a trend, with the laser power
generally decreasing the width of the local density distribution as it
increases, this is in the opposite direction to the trend we would expect.
The high the laser power, the more the experimental system is being
perturbed, and yet the less it appears to differ from the simulation
result. As such, we conclude that this trend is likely just experimental
noise.
A similar experiment was performed to establish the effect of the
image averaging on the density fluctuations. Different regions were
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Table 4.1: The size of the density fluctuations for different amounts of aver-
aging.





selected from a sample prepared at Φ = 0.51 with increasing amounts
of averaging for each. The results can be seen in Table 4.1. The results
are familiar, with little clear systematic difference being made by
the averaging which might help to explain the large experimental
fluctuations.
4.5.4 Boundary Conditions
One of the key differences between the simulations and the experi-
ments during analysis is the way the boundaries are treated. Simula-
tions have a periodic boundary whereas experiments are sharply cut
off at the edges of the image. Small mistakes in how either boundary is
handled could lead to changes in the fluctuations. These would mostly
be due to errors in our code. We therefore check to see if proximity to
the boundary makes any difference to the density fluctuations.
Shown in Fig. 4.9 are average density fluctuations in a simulation
and experiment, both at Φ = 0.52. Here we are examining the local
densities for slices of particles a given distance from a boundary, and
finding the standard deviations of these sub-populations, and then
binning across every slice. Clearly the simulation fluctuations are
smaller throughout, as expected. However, there is no clear trend in
this data that suggests that the difference between experiments and
simulation might be due to problems with handling the boundaries,
as the density fluctuation profiles do not clearly peak or dip near the
boundaries.
4.5.5 Polydispersity
One parameter which is hard to control in our experiments is the
polydispersity of the colloidal particles. We can get some measure of
this using DLS and SEM imaging. Both have their limitations. SEM
imaging measures the particles whilst dry, and it is known that PMMA
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Figure 4.9: The density fluctuations according to position within the im-
age, for both simulations and experiment. Simulations encompass
more of their “sample” as they have periodic boundaries, meaning
local densities can be calculated for all particles in the simula-
tion configuration. The experiments are more restrained, as the
particles at the edge of the configuration are ignored.
swells slightly in CHB76. Different particles will have slightly different
PMMA network structures, for example the density of the particles
will likely have a narrow distribution. Furthermore, moving from
SEM images to distributions of sizes requires either image analysis or
manual measurement. This often uses some sort of thresholding and
labelling, which can be prone to error. They are at least dependent
on the correct choice of threshold, which can be underdetermined
by the image itself. It is also possible to analyse these images by eye,
though that incurs its own human error (in fact it is likely that eye
measurement will increase measured polydispersity artificially). DLS
is an alternative technique, but as it only measures the hydrodynamic
radius of particles, it is prone to missing asphericity, and there is
always some experimental error on the measured polydispersity.
The upshot of this is that our experimental particles have a finite
and somewhat uncertain polydispersity. It is possible that this poly-
dispersity leads to higher density fluctuations as larger particles will
allow fewer particle in their local region, whilst smaller particle will
allow more. To check this, we run simulations which include polydis-
persity (see Fig. 4.10). This is done by running DynamO simulations
as in section 4.3, except with each particle size diameter drawn from a
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Figure 4.10: The effect of polydispersity on the density fluctuations of a
simulated hard sphere system. We see a slight broadening of the
distribution.
Gaussian distribution centered on 1.0 and with a standard deviation
of 0.045, to match the size polydispersity of the experimental system.
Shown in Fig. 4.10 is the local volume fraction distribution for
monodisperse and polydisperse hard spheres, both at a volume frac-
tion of around 0.52. The standard deviation in the polydisperse case
is 0.0120, and in the monodisperse case is 0.114. This means there is
a difference of around 5%. Whilst the polydispersity does increase
the density fluctuations, it again does not explain the fluctuation
difference seen betwen simulations and experiments.
This seems to rule out polydispersity. However, there’s some pos-
sibility that the experiments are fractionating to a higher degree that
the simulations. Even systems with low polydispersities like these
are prone to some degree of fractionation189. If larger particles in the
experiments are grouping together, they might be forming regions of
particularly low apparent density, whilst the small particles would
form regions of particularly high apparent density, spreading the local
density distribution. We can check for this possibility using the radii
of the experimental particles. Our tracking package, Colloids150, gives
us these radii from its Multiscale algorithm (see section 2.8). We can
plot these detected radii against their local density to check for a
correlation. A probability distribution of these two variables is shown
in Fig. 4.11. We see no apparent correlation between detected size and
detected local density, the distribution is almost perfectly symmetric
through the mean density, implying that large and small particles are
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Figure 4.11: A 2d probability distribution showing the relationship between
measured particle size and local volume fraction. This sample
has a bulk volume fraction of Φ = 0.50.
just as likely as each other to be in the highest density or the lowest
density regions. In fact, there must be some small correlation, as large
particles by definition must be in less dense regions as they take up
more space than small particles. However, as our bin size is large this
effect is too small too see in this data. The distribution of sizes in the
figure is wider than that previously shown for this particles (see Fig.
3.2). This is because the tracking sizing results are less accurate that
those taken by SEM, due to particle motion, blurring in the z dimen-
sion and lower resolution images. However, we would still expect any
substantial trend in the local densities to be visible.
4.5.6 Potential
Our colloidal particles, to good approximation, interact through a
hard sphere potential. However, there is some residual, unscreened
charge, and our PSHA hairs will give a repulsion which increases
over a moderate length scale (some tens of nanometers86), rather than
an instant jump to very high values. It is possible that this slightly
more repulsive potential could change the density fluctuations in our
experiments. There’s also some possibility that the PSHA hairs are not
stabilising the particle well, and this is resulting in particles clumping
together through attractive Van der Waals forces. We therefore run
simulations of attractive Square Well and truncated-Morse - Yukawa
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Figure 4.12: The effect of implementing a nearly Hard Sphere Yukawa poten-
tial on the density fluctuations in our system.
parameters, to see if small perturbations to the hard sphere potential
could explain the density fluctuation disagreement.
4.5.6.1 Yukawa
Previous work has already identified truncated-Morse Yukawa param-
eters which closely track the real degree of charging in our system62.
The truncated Morse potential generates a very steep potential be-
low r = σ, modelling the steric hard sphere repulsion. It is trun-
cated at r = σ, where it is equal to 0. The Yukawa potential com-
ponent generates a long range repulsion at distances larger than
r = σ, which models the small repulsions induced by the incomplete
charge screening190. The truncated-Morse Yukawa potential is give
in equation 4.1. The work of reference62 matched the radial distri-
bution function of particles of the same size and suspended in the
same solvent as this work with that of simulated particles at a known
set of truncated-Morse Yukawa parameters. These parameters were
κσ = 30.0, βεY = 1.0,εM = 1.0,ρ0 = 25.0. These are the parameters




ρ0(1−r/σ)(eρ0(1−r/σ) − 2)] r < σ
βεy
e−κ(r/σ−1)
r/σ σ < r 6 2σ
0 r > 2σ
(4.1)
It can be seen from Fig. 4.12 that these parameters do not result in
a substantial change to the fluctuations. There is maybe a very slight
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shift away from the most high-density regions. This makes sense as the
Yukawa potential will make it harder for the spheres to pack tightly.
4.5.6.2 Square Well
If the PSHA coating of our particles breaks down, the steric stabilisa-
tion which gives the hard sphere repulsion will begin to weaken. This
may lead to attractions in the liquid which could disrupt the density
fluctuations. We model these attractions with a square well potential,
give by equation 4.2.
Usq(r) =

∞ ; r < σ
−βε ; σ 6 r < λσ
0 ; r > λσ
(4.2)
λ controls the length scale of the interaction, whilst ε controls
the strength. Shown in Fig. 4.13 is the impact on the fluctuations
caused by a square well potential. For a short range, shallow attraction
(ε = 10kBT , λ = 1.1) very little difference is made to the fluctua-
tions (σHS = 0.011, σSqWell = 0.012). Increasing the potential range
and strength begins to broaden the distribution, as clusters begin to
form, but again this is not enough to explain the experimental fluctua-
tions. A very deep well ε = 10kBT gives a much broader distribution
σSqWell = 0.019, which is close to the experimental observation. How-
ever, at this point the liquid structure has changed substantially, with
particles forming tightly-bound clusters. This can be seen clearly in
the radial distribution function at this potential strength. Furthermore,
a strength of 10kBT would be very high. Even in systems which have
an additional induced depletion attraction in order to cause gelation,
5kBT would be a normal value of the interaction strength191. Our
system should only have Wan Der Walls attractions, and the strength
of these should be greatly reduced by the refractive index matching
between the solvent and the colloids.
4.5.7 Volume Fraction
A further test is to check whether the density fluctuation change
is volume fraction dependent. This may shed some light as to the
mechanism of the fluctuations. We therefore run several samples at a
variety of different volume fractions, and measured the relative size
of the fluctuations with respect to the volume fraction. The results of
this analysis are shown in Figure 4.14. Similarly, we run simulations
to match the experiments and measure their fluctuations with respect
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Figure 4.13: The effect of implementing a square well potential on the density
fluctuations in our system.
to the volume fraction. We find that the simulations make a smooth
decline in the fluctuation size when measured in this way, falling from
about 7% at a volume fraction of 0.21 to about 2% at a volume fraction
of 0.52. Meanwhile, the experiments show non-monotonic behaviour,
declining between a volume fraction of 0.21 and 0.37, before increasing
again at a volume fraction of 0.42. Whilst the experimental fluctuations
agree very well with the simulations at a volume fraction of 0.21, the
discrepancy begins to emerge at higher density, with the gap already
existing at a volume fraction of 0.37. The gap then increases at a
volume fraction of 0.42, and then remains constant at around 2% of
the volume fraction for higher densities.
This result demonstrates that the fluctuation discrepancy only exists
at relatively high volume fraction. It isit is possible that experimental
inaccuracies may slowly emerge as the density increases. For example,
it is plausible that the slight softness in the potential may only become
important at high density, when particles regularly come into very
close contact with each other. However, the previous work in this
section has demonstrated that these inaccuracies struggle to explain
the full extent of the fluctuation error. Another possibility is that
at higher volume fraction, accurate particle tracking becomes more
difficult. Particles have a Gaussian distribution in intensities when
imaged by confocal microscopy, and at high packing fractions these
distributions tend to overlap more and more. We therefore turn to
examining the influence of tacking errors on the fluctuations.
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Figure 4.14: The size of density fluctuations measured with respect to the
bulk volume fraction for a variety of densities. Shown in or-
ange are experimental results, whilst in turquoise are simulation
results.
4.5.8 Tracking Code
The tracking code used throughout this work is based on the multiscale
colloidal tracking algorithm150. However, the first tracking algorithm
for images of this type was developed by Crocker and Grier148. Rather
than using a difference of Gaussian-convolved images, Crocker and
Grier’s algorithm found local maxima within the image after a single
Gaussian blur (see Section 2.8 for more details). It is possible that the
multiscale algorithm itself is causing our increased density fluctua-
tions, and so we also run Crocker and Grier’s tracking algorithm. The
implementation used is the Python package TrackPy192. The result is
shown in Fig. 4.15. We find that density fluctuations in Crocker-Grier
tracked configurations are actually broader than in multiscale tracking,
and we also are unable to locate all of the particles, leading to a slightly
reduced volume fraction.
4.5.9 Tracking Errors
Particle tracking algorithms are used to move from our confocal image
stacks to our final configurations. The particle tracking has an associ-
ated error in the output particle positions, and this error gets worse
as particles become closer together (that is, as the volume fraction
increases). For spheres at contact with perfect images this error is at 2.5%
of the particle radius150. There is a further error associated with noise
in the imaging148, as well as for an elongated point spread function
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Figure 4.15: Distribution of local densities for the same configuration (Φ =
0.51), for two different tracking methods. Crocker and Grier’s
algorithm (red) shows a larger spread of local volume frac-
tions than the multiscale algorithm, and a mean volume fraction
around 1% smaller owing to missed particles.
in the z dimension150 as with our confocal imaging. Furthermore,
the particle tracking can occasionally miss particles, or remove valid
particles when filtering out spurious overlapped particles150.
We model these errors by both randomly removing a small percent-
age of particles and slightly randomly displacing particles in simulated
systems. The displacement is chosen by choosing a random unit vector
in 3d space which determines the direction, and this is multiplied
by a sample from a Gaussian distribution centred on a chosen mean.
This chosen mean is generally a small fraction of the particle radius,
and controls the average tracking distance error. By modifying the
displacement error and the number of particles deleted we can explore
the effect of the tracking errors on the density fluctuations.
In order to understand the number of particles that should be re-
moved, we examine the positions identified by the tracking algorithm
from experimental data. If particles which exist are being completely
missed, then we expect to see voids in the configurations near the
size of a particle. We choose a random point within the experimental
box, and calculate how far away the nearest particle is. If the nearest
particle is more than one particle diameter away, then there is a void
of the size of a particle, which is indicative of a tracking error. In order
to ensure that this void isn’t found again, we place a new particle at
the point with the void.
Taking many millions of random points and testing in this way, the
measured number of voids of this size approaches the true number.
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Figure 4.16: Number of particles added to the configuration when voids
are located, as a percentage of the total number of particles
in the configuration. The growth has not quite stopped, but
finding many more voids will take orders of magnitude more
computing time. This analysis was performed for a configuration
with Φ = 0.52.
That a void of this size exists suggests a missing particle is a good
assumption at high volume fraction, when there are very few large
natural voids in the liquid, but is a poor assumption at lower volume
fractions. The fluctuation discrepancy emerges at high packing frac-
tion, so in the regime that we are interested this should be a good
assumption, even although it will only give us an upper bound on the
number of missing particles.
The results of this analysis are shown in Figure 4.16. The number of
voids located climbs rapidly at first, and becomes increasingly shallow
as the remaining voids become difficult to find. When terminated, the
number of voids located is still climbing incredibly slowly, and so we
can only give a sensible lower bound on the number. It seems likely
from Figure 4.16 that the number of voids found is unlikely to exceed
1.3% of particles in the system, and certainly not 1.4%, even if we give
the simulation 3 orders of magnitude more computing time.
This allows us to approximate the effect of tracking errors. We
randomly choose to delete 1.3% of particles from simulations, and
move the remaining particles by a small amount. The configurations
chosen are drawn from Molecular Dynamics DynamO simulations
which have been compressed to Φ = 0.52 and relaxed to equilibrium.
We choose 20 configurations, each ten million time steps apart to
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Figure 4.17: The size of the fluctuations on simulating standard particle
tracking errors. This are small random displacements of each
particle position (x axis), expressed as a percentage of the particle
diameter, and the code occasionally missing particle (y axis),
expressed as a percentage of the total number of particles. The
colour shows the size of the density fluctuations, and it is clear
that a difference is made, although the extent is too small to
explain the simulation-experiment discrepancy (note the small
range of the colourbar).
ensure they are independent from each other. All results quoted here
are averages from those 20 configurations, meaning they each include
around 40000 particles. For more details on the simulations, see section
4.3.
Figure 4.17 shows the effect of various choices of particle deletions
and movements (to model positioning errors) on the density fluctua-
tions. It can be seen that whilst both deletions and small movements
tend to increase the density fluctuations, the extent is relatively minor.
Certainly no reasonable choices of the number of particles to delete
or the extent of the displacement result in fluctuations close to those
found in experiment.
However, it should be noted that this analysis assumes that the
error on the tracking positions is random. That is, the error on a
particle is independent of the local environment of that particle. This
is a reasonable first order assumption. However, the particle tracking
errors may not be independent of the environment - for example if
particles which are very close to each other are systematically pushed
further apart193. This could create pockets of high or low density
which our fluctuation analysis is seeing.
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4.5.10 2d Tracking
The preceding series of experiments and tests cover every plausible
parameter, in experiment or simulation, that could explain the mea-
sured density fluctuation difference. As such, we attempt to find a
test in which we can match the density fluctuations. For example, we
can test the fluctuations in just two dimensions. This provides a split
between the experimental system itself and the particle tracking errors
related to the point spread function in z. If the tracking is accurately
measuring the structure of the colloidal liquid, which is different from
that of the simulation liquid, then that divergence should still be seen
when the analysis is restricted to just the xy plane.
However, clearly we have a three dimensional experimental system,
which cannot easily be constrained to two dimensions without adding
many other confounding factors. For example, using a highly density-
mismatched system would cause the particles to sediment to the
wall of the capillaries, and in this manner we could image them in
two dimensions. However, this adds new issues like a substantial
refractive-index mismatch between the solvent and the colloids and
interactions between the wall and the colloids themselves. We therefore
retain the images taken in three dimensions, but simply constrain our
analysis to two dimensions. This means taking single xy slices from
our experimental stacks, and tracking the particles in them with no
reference to the third dimension.
We can calculate fluctuations in 2d in a very similar way to our
3d algorithm, simply removing the z dimension and calculating dis-
tances in xy only. When comparing to simulations care must be taken,
however. Just taking a single slice from an experimental image stack
clearly does not constrain the experiment to 2 dimensions - the slice
will contain particles centred on a variety of different z planes. Any
particles which have centres less than a radius from the z slice will
appear in the image, and will appear smaller the further away they
are. Clearly, taking a simulation configuration, choosing a z value, and
only considering particles at exactly this value does not recreate this
situation (in fact, almost no particles will survive this filter). Instead, a
z value is chosen, and particles which have a z-position within a ra-
dius of this value are considered. This then replicates the experimental
constraint.
The result of this quasi-2d analysis is shown in Fig. 4.18. The fluctu-
ations of the experiments and the simulations agree very well in the
xy plane. However, when we take slices of the experimental images in
the XZ plane, we see a much broader distribution of the local densities.
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Figure 4.18: The distributions of local densities when analysis is restricted to
two dimensions. Two dimensional experiments agree very well
with simulations when the analysis is restricted to the XZ plane.
However, when images are analysed in XZ, a plane in which
the imaging is substantially inferior, the distribution broadens
significantly.
The implication is that the discrepancy is not due to a fault with the
experiments themselves, as this should be as clear in the xy plane as
in the full 3 dimensional images. Similarly, two dimensional tracking
in just the xy plane is quite accurate. However, relatively poor imag-
ing in z results in the tracking failing to recreate the fluctuations in
three dimensions accurately. This explains the observation that at low
volume fraction the simulations and experiments agree. With a larger
average distance between particles there will be less overlap, and so
the particles can easily be located accurately.
The further implication of this result is that these density fluctua-
tions are unlikely to be the cause of the nucleation rate discrepancy.
The nucleation rate discrepancy lies either with an error in the exper-
iments themselves (they do not recreate the theoretical hard sphere
rates), the interpretation of scattering data, or the simulations. The
density fluctuations are a result of particle resolved analysis, rather
than any of these three issues.
However, particle resolved studies can accurately reproduce the
theoretical radial distribution function, and even the qualitative be-
haviour of a wide variety of local structures with increasing volume
fraction. It is somewhat surprising then that the co-ordinates from
tracking are not good enough to reproduce
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4.6 modelling fluctuations
It has been shown that the density fluctuation increase occurs due
to the particle tracking method. The fact that tracking in the quasi 2
dimensional xy plane works well suggests that the poor resolution in
the z-dimension is the cause. However, we have not yet proven that
the tracking itself is the issue, nor have we elucidated clearly what
causes the tracking to fail. In order to move further, we examine the
performance of the tracking code closely.
4.6.1 Two Particle System
The first test to check for errors in the particle tracking is to simulate
the most basic case - two particles which can be moved relative to
each other. In order to do this, we simulate images which mimic
experimental images by defining a Gaussian intensity distribution
for each particle. The tracked co-ordinates from this image can then
be compared to the input positions of the mean of the Gaussian
distribution, any errors in the tracking appear as differences between
these values. The extended point spread function in z can be modelled
by increasing the variance of the distribution in the z direction, creating
a larger overlap between the particles in this direction.
4.6.1.1 Modelling Images
In order to accurately model our images, we fit our 3d Gaussian to
the intensity profiles of individual particles cropped from microscope
images. These images are taken at low volume fraction (Φ = 0.21),
to ensure that the particles are isolated so that only a single particle
contributes to each measured intensity distribution. Matching the av-
erage of ten such distributions gives us confidence that our modelling
reproduces the microscope images accurately.
4.6.1.2 Modelling Noise
Simply finding particles modelled with well defined Gaussians will
be an easier task for the particle tracking than tracking the true experi-
mental images. This is because the true images also have some degree
of noise. This noise will come from multiple scattering events from the
colloidal particles, dye which may leech into the solvent, and optical
imperfections in the microscope and sample cell. To model the noise,
we add or subtract a random amount from each pixel intensity. Each
random number is sampled from a normal distribution with known
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Figure 4.19: Modelling the size of a particle in our experimental system at a
low volume fraction. Above. Shown in red is the average of ten
particle intensity distributions in the x dimension, and in blue is
a Gaussian fit to this distribution. Shown in light grey are 10 of
the raw particle intensity distributions to show the noise in this
analysis, which is quite high. Below. The same analysis, but for
particles projected in the z dimension. It can be seen clearly that
the z imaging is substantially worse than the imaging in x and y,
and the particles are blurred in z (note the wider x axis in this
graph).
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mean and variance. It is difficult to measure the amount of noise
present in the experimental images, as we have no access to a noise-
less image with which to compare. Instead, we increase the extent of
the noise until the simulation images closely match the experimental
images.
4.6.1.3 Monitoring Tracking
Using the above profiles of the particles in x, y and z, we can create
test “experimental” images in which we control the position of the
simulated colloidal particles. This can be done by using a Gaussian
distribution quantised on a meshgrid of a size similar to that of our
experimental images. We can tune the degree of blurring of the three
dimensions independently by changing the standard deviations of the
Gaussian distributions which generate the image. In fact there is only
a need for two parameters, one which controls the standard deviation
in x and y and another which controls the standard deviation in z,
this is due to the fact that the point spread function of the microscope
is symmetric in x and y but extended in z. By centring the Gaussian
distributions at known positions and comparing the results of the
tracking, we can study errors in the tracking algorithm. We try to
model the images to replicate the experimental images as closely as
possible. That is, the particles themselves are around 10 pixels across,
with a similar intensity distribution between 0 and 150, as in the
average distributions shown in Fig. 4.19.
In order to model the tracking errors, we leave one particle fixed,
whilst moving a second particle nearby. We choose three angles, θ = 0
with respect to the axial dimension - particles aligned along z, θ = π2 ,
particles aligned along x, and θ = π4 , particles aligned diagonally
between the two dimensions. We then bring the free particle closer to
the stationary particle, from a maximum centre-centre distance of 2σ
to a minimum of 1σ (the minimum distance with a theoretical hard
sphere potential). The result of this analysis is shown in Fig. 4.20.
We find the tracking behaves in a complicated manner. When parti-
cles are side by side, with the same z position, there is little overlap of
the two distributions and the code performs very well. This replicates
the 2 dimensional tracking result, in which tracking images just in x
and y performed well against simulation fluctuations. However, when
particles have some overlap in z, the tracking performs more poorly. If
the two particles are very close, they can be registered as just a single
particle which is positioned between the two true positions. However,
if particles are slightly further away, they tend to be pushed closer
together than they truly are.
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Figure 4.20: The characterised results of our tracking code with realistic par-
ticle images. On the left are the input images for three different
angles, θ = 0, θ = π/4, θ = π/2. These images are shown at the
maximum distance between the particles, 2σ. On the right is
shown the results of the tracking as the test particle is brought
closer to the stationary particle, always along the vector con-
necting the centres of the two particles. Distances are along this
vector, with zero corresponding to the centre of the stationary
particle. In blue are the true seeded positions, whilst in yellow
are the results given by the particle tracking. When there is only
a single yellow particle, the tracking has only found a single
particle.
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This mechanism is the first possible explanation for the anomalous
fluctuations which could explain the widening of the local density dis-
tribution. What is arguably most surprising about the result discussed
is not just that experiments disagree with simulations, or that this is
due to an artefact of the tracking, It is that the experimental fluctua-
tions don’t look like an artefact. If the tracking just had a tendency
to delete particles, for example, this would manifest in too many re-
gions with low local volume fractions. Other effects, like slight particle
attractions, would be likely to create regions of higher density. The
fact that the tracking can both delete particles, creating low density
regions, and act as an effective attraction between particles means that
it can potentially explain the fact that high and low density regions
exist.
4.6.2 Resolving Particle Merging
What the above shows is that our analysis in section 4.5.9 was not
subtle enough. There we assumed that particles would be completely
missed by the tracking, leaving voids of a volume of roughly one
particle, and attempted to find signatures of this effect. In fact, it seems
more likely that particles will be merged than completely missed. This
merging will happen preferentially in the z direction, as this is the
dimension along which the particles are extended.
We can therefore look for signatures of this process in our tracked
configurations. This involves checking for voids that exist both above
and below individual particles in the z dimension. Our algorithm to
do this moves through every particle in our configurations, and checks
to see if there are no particles both above and below, which we refer
to as z-neighbours. This involves two cutoffs, the first filters out all
particles which might be z-neighbours according to their z position.
Particles are z-neighbours if their centre is closer than 1.5σ from the
test particle. The extra radius is to account for the fact that when we
insert two new particles, their centres are placed one radius above and
below the test particle’s centre. The second cutoff then selects from the
list of potential z-neighbours those which are close enough in xy to be
true z-neighbours. In order for their to be a void above or below the
test particle that could have accommodated a merged particle, there
needs to be no particle within 1σ in xy of our test particle. Once both
filters have been applied, we know if there are any particles which
are both within 1.5σ in Z and 1σ in xy. If there is at least one particle
like this, then there is not space in the new configuration for a particle
merging event. However, if there are no z-neighbours, then a merging
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event may have occurred. In order to check the upper bound of this
effect, for every particle found which has no z-neighbours, we split
the particle into two new particles at a distance 1σ from each other in
Z.
When we run this algorithm over a typical high volume fraction
configuration (Φ = 0.52), we find that there are particles which lack
z-neighbours. However, there are only a very small number of these
particles, and so the splitting process makes very little difference to
the density fluctuations in the whole configuration. For the parameters
for the cutoffs described above, there are generally fewer than five
particles which lack z-neighbours. However, we can relax our criteria
slightly, to account for the packing of spheres. The argument above
with respect to the xy cutoffs implicitly assumed that our particles
are cubic. In fact, a particle centred at 1.4σ above another and 0.9σ
away in xy is not a z-neighbour in the relevant sense, as it will not
block the entry of the upper split particle. As such, we can relax the
xy cutoff slightly, to 0.9σ, to account for the particle sphericity (in fact
this will then underestimate the number of z-neighbours). This does
increase the number of particles found without z-neighbours, up to
around 75 (still less then 0.5% of the total number of particles in the
configurations), and this decreases the fluctuation size from 0.0205 to
0.0203.
This effect does not appear large enough to explain the large ex-
perimental fluctuations. However, there’s some possibility that the
above analysis does not fully capture the effect of the merging. For
example, the fact that there is error on the particle positions may
mean that some particles which should have no z-neighbours in fact
are found with z-neighbours, with the voids being slightly crossed
by other particles. It is possible to reduce the fluctuations further by
tightening the conditions for z-neighbours to be found, moving down
to a standard deviation of 0.018 for an xy cutoff of 0.9σ and Z cutoff
of just 1σ. This results in very unphysical configurations, though, with
substantial overlapping between particles and high values of the radial
distribution function below r = σ.
4.6.3 Resolving Particle Errors
The errors which cause the fluctuations seem likely to come from two
sources, particle merging creating low density regions, and particles
being dragged closer to each other in z, creating high density regions.
We’ve modelled the former effect, but could the latter effect also
be modelled? For some time, an attempt was made to measure the
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effective “field" which alters a particle’s true position to its measured
position, given some set of surrounding particle co-ordinates. The
hope was that this field could then be used to establish the “true”
particle positions, given the measured positions. This, however, is a
difficult inverse problem - even given the field and a set of measured
co-ordinates, there are many different “true" positions which could
be mapped. Our original proposed algorithm was to choose each
particle, examine its surroundings, and then move the particle back to
a position more indicative of its real position. This has a clear problem
though, which is that moving a particle changes the surroundings
of every nearby particle, and so the final “true” position will be
highly dependent on the order with which we move the particles. We
conclude that this is not a very promising avenue for establishing the
real particle positions.
4.6.4 Creating Simulated Experimental Configurations
To explore the effect of the tracking errors further, we create model
experimental configurations from known simulation configurations.
To do this, we create images from the simulation configurations by
centring a Gaussian intensity distribution at the location of each parti-
cle in the simulation configuration, in a similar way to section 4.6.1.3.
However, this time we are interesting in exactly recreating the ex-
perimental situation, so we use a box size comparable to that of the
experiments. The experiments contain very close to 8 times more par-
ticles as the simulations at the same volume fraction, and so using
a 128x128x128 box size gives the same apparent particle density for
the same Gaussian standard deviation (particle diameter). We can
then increase the extent of the z-blurring by selectively increasing the
standard deviation of the Gaussian in z, and monitor the effect on the
measured configurations.
In fact, the methodology used in section 4.6.1.3 was found to not
be sufficient to accurately reproduce the experimental images by eye
effectively at high volume fraction. This is because images of our
particles are not Gaussian distributions, but rather from spheres of
uniform brightness convolved with a Gaussian distribution. As such,
we create images using this process, and find that the experimental
images are reproduced excellently (see Fig.4.21).
We can then control the extent of the blurring in the z direction
and monitor the size of the distributions. We also find that the extent
of the noise in the image is also an important variable. The effect of
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Figure 4.21: Generating experimental images from simulation configurations.
a) An initial ideal image of colloids unaffected by the point
spread function. b) The same configuration after convolution
with a Gaussian distribution. c) Adding noise to approximate
experiments. d) The same image shown in c), but sectioned
through the yz plane, demonstrating the increased blurring in
z. e) A sample experimental image in xy for comparison. f) A
sample experimental image in yz for comparison.



























0.010 0.015 0.020 0.025 0.030
σ(Φloc)
Figure 4.22: The behaviour of the density fluctuations when altering the
noise level and degree of blurring in the z direction. Blurring is
given as a ratio between the standard deviation of the Gaussian
distribution in xy, and the standard deviation in z. Noise level is
shown as a proportion of the maximum value of the image and
the mean of the Gaussian distribution from which the noise is
sampled (see section 4.6.1.2). Blue values correspond to parame-
ter choices which do not fully resolve the discrepancy between
simulation and experiment, whilst red values correspond to
parameter choices which do fully explain the discrepancy.
changing the blurring in z and the extent of the noise on the density
fluctuations is shown in Fig. 4.21.
From Fig. 4.22 we can clearly see that fairly normal imaging pa-
rameters are enough to induce density fluctuations of the necessary
size. The image in Fig 4.21 c) used a noise level of around 0.2 (noise
amplitude 50, maximum image intensity 256), whilst the blurring
is relatively high, with σz = 1.4σxy. These two effects therefore are
enough to fully explain the density fluctuation discrepancy between
simulation and experiment.
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4.7.1 Motivation
The above work demonstrates that overly large density fluctuations
are an artefact of real space confocal tracking techniques. However,
previous work has demonstrated that the quantitative and qualita-
tive behaviour of the local structure of tracked colloidal hard spheres
match simulations to a high degree of accuracy194. Given that cor-
rectly identifying local structures relies on quite precise and accurate
measurement of particle positions, it might be asked if we should be
suspicious of the local structure results, given that pattern of density
populations is hard to reproduce. To some extent we know that errors
do play a role in the TCC analysis, which is why the fc parameter is
changed to compensate. One possible question would be whether the
normal co-ordinate errors which reduce TCC populations also create
these density fluctuation errors.
In order to answer this question, we use Monte-Carlo simulations
to study the relaxation of our experimental configurations. As we run
more Monte-Carlo sweeps, our experimental liquid will relax towards
a “simulation" configuration, and in the limit of increasing numbers
of Monte-Carlo steps, all of the properties of the liquid should match
simulations, including the density fluctuations and the populations of
locally favoured structures. If the same tracking errors that cause the
fluctuation difference affect the populations of the local structures, we
would expect to see both relax on the same timescale.
Despite being able to match the populations of locally-favoured
structure to simulation configurations, we still expect the populations
to change as we go through the relaxation. This is because the TCC
analysis which locates the structures in the bond network is tuned
using the fc parameter to give matching populations at a given volume
fraction. This accounts for errors in the particle tracking, and once
this procedure is performed populations at all volume fractions match.
However, once we relax an experimental configuration to a simulation
configuration, the fc parameter will be “too high” for the simulation,
and we will therefore see an artificially large amount of local structure.
This could potentially be accounted for by lowering the fc parameter
as we increase the number of Monte Carlo steps. However, this would
require modelling the fc parameter change, and it is unclear how this
would be done. In the end, if this modelling were performed to keep
the population of local structure constant then the rate of change of
the fc parameter would itself become the measurement of interest.
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This is less transparent than simply looking at the timescale at which
the population of local structure grows directly, and so this is our
chosen measurement.
4.7.2 Method
Due to the fact that some particles slightly overlap in our initial
configuration, we cannot use the hard sphere potential itself, as it
will return infinite energies. Instead we choose a soft sphere potential
given in equation 4.3, with n = 20.
βU(r) = (σr )
n (4.3)
Unlike a normal simulation we cannot use periodic boundary con-
ditions as this would radically change the configuration, making
particles on opposite sides of the box into neighbours when in the
experiment they could have been up to 40σ away from each other.
To stop the particles leaving the box we freeze the layer of particles
closest to the walls - any particle within 1.5σ of a wall is frozen.
In order to relax the system, a standard Metropolis algorithm is
used195. Firstly, a particle is chosen at random, and is displaced by a
set amount in a random direction. The change in energy of the entire
configuration is then calculated by finding the distances between the
displaced particle and every other particle, and calculating the sum of
the potential in equation 4.3 over all these new distances. Doing this
once with the distances before the displacement and once with the
distances after the displacement, and subtracting gives the change in
energy. If this change in energy is negative then the displacement is
automatically accepted, the particle is moved to its new position and
a new sweep begins. If the change is larger than zero the Boltzmann
probability of the change is calculated as βe−(ε0−ε1). This probability
is then compared to a random number between 0 and 1, if it is larger
than this number then the displacement is accepted, if it is smaller
then the displacement is rejected and the configuration returns to its
previous state.
4.7.3 Results
Shown in Fig. 4.23 is the change in the density fluctuation standard
deviation when we relax our experimental configurations. We see
an initial rapid decline followed by a plateau, as would be expected.
However, this plateau value does not appear to drop to the pure
simulation result for monodisperse hard spheres, instead it seems to
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Relaxing Experiment
Figure 4.23: The decline of the density fluctuations as an experimental con-
figuration is relaxed with Monte Carlo steps. Three comparison
values are given, an ideal, monodisperse simulation (pink), a
simulation with 4% polydispersity (orange) and a simulation
with 4% polydispersity and 1% of particles deleted at random
(green). The experimental fluctuations decrease as expected with
increasing numbers of Monte Carlo steps.
correspond to the value for a system with some polydispersity. This is
very surprising, as all our particles have the same enforced potential,
the system is essentially being forced to become a monodisperse hard
sphere system.
When we explore this further, we see that this is due to the frozen
particles at the walls "locking in" some of the larger density fluctua-
tions, whilst particles which are close to the centre of the configuration
relax to the monodisperse hard sphere value. Shown in Figure 4.24
(above) is the same analysis, but each line now corresponds to a dif-
ferent subset of the particles. The first step are those 1000 particles
which are closest to the walls, each further dataset moves deeper into
the system, and it can be seen that the most internal particles relax to
the monodisperse level, as expected.
During this relaxation, we also expect the populations of local struc-
ture to be relaxing to their simulation values. As we study the defective
icosahedra (10B) populations previously in this work, this is the struc-
ture we focus on here. Shown in Fig. 4.24 (below) is the population of
the defective icosahedra throughout the relaxation, split by groups of
internal particles, as previously. We indeed see the relaxation of the
value up to the simulation value. There appears to be a similar trend
to the density fluctuations, with the populations tending to higher
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values with as the distance from the walls increases. However, this is
less pronounced the trend for the fluctuations. To some extent this
is expected, as the length scale of a defective icosahedra cluster is
considerably smaller than that of our density fluctuations, therefore
any residual effect from the walls should decay away more quickly
than for the fluctuations.
Figure 4.25 shows both the population of the defective icosahedra
and the standard deviation of the density fluctuations as the system
is relaxed in simulation. For consistency, only the results from the
interior 1000 particles are shown - therefore choosing a point along
the x axis gives the results of density fluctuations and defective icosa-
hedra population for precisely the same set of particles. The defective
icosahedra populations could be taken across the entire region, but as
there is no trend in the defective icosahedra with respect to distance
from the walls, this would make little difference to the result. We see
that for small numbers of Monte Carlo steps (fewer than around 200
per particle), the density fluctuations make a rapid decline, whilst
the defective icosahedra populations hardly change from their initial
value. This demonstrates that there is a separation between the errors
that result in the defective icosahedra populations being generally too
low from those which generate the density fluctuation error.
Given the low number of Monte Carlo sweeps required to substan-
tially reduce the density fluctuation artefact, it may be possible to
add this procedure into our tracking methodology. That is, if we can
arrive at more accurate configurations of particles, in the sense that
they are less affected by fluctuation error, whilst still remaining very
close to the original configuration, this might be thought of as simply
a new processing step. However, for this to be a valid processing
step, we cannot end up with a configuration a long way from the
original output of the particle tracking, or this will be closer to a new
simulation configuration, rather than the “real” experimental configu-
ration of interest. To quantify this, we check the distance that particles
move from their staring points throughout the Monte Carlo relaxation.
The results of this are shown in Fig 4.26. Unfortunately, by the time
the density fluctuations have relaxed, after around 200 Monte Carlo
steps per particle, more than 50% of particles have moved more than
1
3σ from their starting positions. This limits the potential for a small
Monte Carlo relaxation to be integrated into a tracking methodology.
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Figure 4.24: Above. The decrease of the density fluctuations as an experimen-
tal configuration is relaxed with increasing Monte Carlo steps.
Below. The increase of the defective icosahedra population as
an experimental configuration is relaxed with increasing Monte
Carlo steps. All experimental data is divided into distances from
the edge of the frozen containing walls. Particles 1-1000 are the
most internal 1000 particles, particles 1001-2000 are the one thou-
sand and first to the two thousandth most internal particles, and
so on.
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Figure 4.25: The trend in the defective icosahedron population and the den-
sity fluctuations with increasing number of Monte Carlo steps.
Data shown here is for only the most internal 1000 particles, to




























Figure 4.26: The extent to which particles have moved from their initial
positions with increasing numbers of Monte Carlo steps.
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4.8 conclusion
Initially when this work was begun, it was to serve as a follow up to
the work in Chapter 3, to check another possible parameter which
could be coupling with sedimentation. Instead we found an important
limitation of real-space confocal microscopy techniques, which give
experimental density fluctuations that are much larger than those seen
in simulation. This is due to a systematic error in particle tracking
combined with poor z-resolution. However, we show a decoupling of
the density fluctuation error and the topological cluster classification
results, suggesting that whilst the tracking is too error prone to study
density fluctuations at these volume fractions, it is good enough to
accurately reproduce bulk cluster populations. This raises the question
of the limitations of real-space confocal studies. At the very least,
results need to be checked carefully against simulation work and
discrepancies carefully investigated.
This work also sheds new light on the nucleation barrier results
of Ketzetzi et al. (2018)132. Instead of their barriers collapsing due to
the insensitivity of nucleation to density fluctuations, it may be that
they collapse because the measured density fluctuations themselves
are incorrect. If tracking errors are causing a very large error on the




M E A S U R I N G N U C L E AT I O N R AT E D E N S I T I E S I N
C O N F O C A L M I C R O S C O P Y
5.1 introduction
Confocal microscopy allows for particle-resolved imaging techniques
to probe processes like nucleation. However, no systematic measure-
ments of the nucleation rate have been taken using confocal mi-
croscopy. Some work has measured nucleation rate densities, such as
Gasser et al. (2001)32. This work is limited in scope, however, quoting
only high upper bounds for J across a range of high and low volume
fractions. In the crucial coexistence intermediary region, where the
discrepancy exists, only a general statement of the order of magnitude
is given. Whilst these results were within the range of the literature
scattering results, they are not precise enough to constitute an inde-
pendent test of the scattering work. Ketzetzi et al. (2018)132 also quote
nucleation rate densities, but as previously discussed, these are likely
dominated by the sedimentation profile.
A key issue with confocal measurements is that they are limited by
the size of the particles they can study. In order to resolve the particles
to the precision required for particle tracking, they generally need
to be quite large. The resolution of particle tracking using confocal
microscope images is around 50nm161,196, meaning particles need
to be at least 1µm, and preferably as large as 2µm161. For example,
the Gasser et al. (2001) particles had a radius of 1.26µm, whilst the
Ketzetzi et al. (2018) used particles with a radius of 0.97µm. Larger
particles will tend to move more slowly, and therefore take longer to
nucleate than the smaller particles used in scattering. The scattering
work uses particles just under half the size of the confocal work, and
the relaxation time scales with r3. There will therefore be about an
order of magnitude longer to wait for the confocal experiments to
nucleate, experiments that took a few hours to nucleate will now take
on the order of days. Worse, the scattering experiments have access
to a macroscopically large volume, whilst the confocal experiments
generally only consider volumes a few dozens of particles across at
most. Gasser et al. (2001) measure a box that is 58µm by 55µm by
20µm, which has a volume roughly ten million times smaller than
Sinn et al.’s (2001)91 20mm by 10mm by 5mm imaging box. This means
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that we expect a nucleus to take ten million times longer to emerge in
the confocal work than in the scattering work, which quickly pushes
accurate measurements in the weakly supercooled regime out of reach.
It’s unclear exactly how the Gasser (2001)32 work, for example,
calculated nucleation rate densities, but it was likely by measuring
the time it took for the system to crystallise, and dividing by this time
multiplied by the volume. This has three major drawbacks. Firstly if
multiple nuclei form at once, or if one forms whilst another is growing,
this measurement will systematically underestimate the the nucleation
rate density. Secondly, only one event is seen per sample. As nucleation
is inherently a random process, this means that many different runs
need to be taken and averaged to find an accurate nucleation rate
density197. Finally, there is some ambiguity as to the correct volume to
consider. For example, the Gasser work observed a volume of 58µm by
55µm by 29µm, a volume of 6.38x10−11 litres, whilst the total volume
of the sample was 50µL, almost a million times larger. Therefore, the
chance of any given nucleation event occurring within the imaged
volume is incredibly tiny, and any observed crystallisation is likely
to have begun occurred outside of the imaging box. This means that
the size of the imaging box itself is not the appropriate volume. The
size of the entire sample could be chosen, but it is not clear that this
is correct either. There is an excluded volume caused by the sintering
itself, and a zone near to the walls where nuclei will be suppressed,
both of which reduce the true volume. Furthermore, if we are trying
to measure rates in the coexistence regime (where the nucleation rate
discrepancy emerges), very often our imaged sample simply won’t
crystallise, whilst the nucleation event takes place elsewhere in the
sample. If we claim that our imaging volume is representative of the
whole sample by taking the volume measured to be the entire sample,
we will understate the true nucleation rate density. It’s possible that
enough samples will ameliorate this issue, but it make an already
formidable data collection challenge substantially more difficult.
A further issue is present, which is that of measuring the volume
fraction accurately. In 2 the systematic and random errors on an
accurate measurement of the volume fraction are discussed. These
mostly relate to errors in the sample preparation, but it is also difficult
to extract accurate volume fractions from post processing of the images.
Methods like matching the radial distribution function can get close,
and confirm the prepared volume fraction to within a few percent,
but a few percent in the volume fraction can make the difference
between excellent agreement with simulations and staggeringly poor
agreement. This issue can be clearly seen in the Gasser (2001) work,
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which only quotes volume fractions in a vague way, referring to the
important low Φ regime as simply “0.45 < Φ < 0.53”. Furthermore,
the Gasser work quotes nucleation rates below Φ = 0.45, suggesting
that their volume fractions are not calibrated to coincide with the
phase diagram of hard spheres.
We therefore develop a new technique for performing real-space
confocal microscopy. This is motivated by the need to increase the
proportion of the system sampled, whilst also increasing the speed
of nucleation by using smaller particles. We also develop a new and
more accurate method for measuring volume fractions in real space,
influenced by the original scattering work.
5.1.1 A Hybrid Reciprocal-Real Space Technique
Given the difficulties listed above, it seems clear that confocal measure-
ment of rare events like nucleation will be difficult when those events
become truly unlikely. This is the case due to large particles and rela-
tively small measurement volumes. However, these limitations only
exist due to the attachment to particle-resolved experiments. Particle
resolved experiments are a key strength of confocal microscopy, as they
allow extremely precise measurement of things like the structure of
crystal nuclei32 or kinetic pathways during crystallisation38. However,
we need not necessarily perform particle tracking to measure real space
quantities and effects. For example, measuring nucleation rates may
only require some ability to check if a particular region is crystalline
or not. Abandoning particle tracking allows us to make our particles
smaller, both physically and in terms of their size in our images. Using
smaller particles speeds up the nucleation process, whilst using a
larger imaging volume speeds up our experiments. In this chapter a
technique to study crystallisation in this way is developed.
The typical method for measuring nucleation rate densities with
confocal microscopy is described above, simply measuring the crys-
tallisation time and dividing by the volume of the containing box.
This process has some degree of error associated with it, as discussed
previously. Another issue is that at the low volume fractions where the
discrepancy exists, it is very difficult to observe a full nucleation event,
as this can take months to years even for reasonably small particle
systems. However, a different property can instead be measured, and
indeed is what is measured with biased Monte Carlo methods - the
nucleation barrier itself. From the nucleation barrier, the nucleation
rate density can be determined if the kinetic prefactor is also mea-
sured. A positive aspect of measuring the nucleation barrier is that
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we can image small, pre-critical nuclei which exist throughout the
supercooled liquid and use the populations of these nuclei to measure
the barrier at small nucleus sizes. This then can give us some estimate
of the nucleation barrier even in the weakly supercooled regime. This
could allow us to establish whether the nucleation barrier heights in
our experiment grow rapidly with decreasing supersaturation, as in
simulations, or much more slowly, as in experiments, without hav-
ing to measure the barrier heights themselves, with the associated
prohibitively long experimental times.
Inspired by the work of Ketzetzi et al.132 we therefore propose
measurements of the nucleation barrier. This is done by counting the




WhereNn are the number of clusters of size n, ∆G(n) is the effective
free energy of forming a cluster of size n, and N is the total number
of particles in the system. For a full derivation of this relationship see
Auer and Frenkel (2004)122.
5.2 experimental system
This work uses PMMA particles purchased from Edinburgh Innova-
tions. These particles have a quoted 303nm diameter as found through
x-ray crystallography. They are sterically stabilised using short PHSA
chains. The particles are dyed with the commercial NBD-TMA dye,
which has a fluorescent excitation maximum at 458nm and an emission
maximum at 530nm198. The solvent used is a CHB cis-decalin mixture
which matches the refractive index and the density simultaneously, as
before. To check the size the particles were imaged with a scanning
electron microscope, and the sizes measured in the images by hand.
Fig. 5.1 shows the size distribution of the particles. We found they
were in fact distributed with a mean diameter of 392nm, and standard
deviation of 28nm, giving a polydispersity of 7%.
5.3 measuring crystal nuclei
We wish to measure nucleation rate densities, and so therefore we
wish to count nuclei. In order to do this, we need a technique which,
given a large confocal image, can return the location and, ideally,
size and shape of any crystalline regions that exist within that image.
Given that we wish to leave aside particle-tracked methods, one option
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Figure 5.1: The size distribution of the particles used in this chapter, taken
from an SEM micrograph.
is to return to a scattering-style reciprocal space method. A Fourier
transform of an image that contains crystal regions should look very
different to that of a liquid region - the crystal region will show sharp
peaks corresponding to the lattice spacing of the crystal, whilst the
liquid will show a ring pattern, with the most intense point of the ring
existing at a distance of 1σ from the centre (corresponding in real space
to the first peak of the radial distribution function). We can therefore
identify when a region of the sample is crystal, and when it is liquid.
However, simply taking the Fourier transform of our images and
identifying peaks is unlikely to be very helpful. If we wish to take
very large images of very small particles in order to increase our
sampled volume, a single image may contain many nuclei. These will
be oriented differently with respect to the focal plane of the microscope,
and therefore will contribute low-intensity peaks in various different
places which will be difficult to detect. The alternative to this is to
section the images into smaller parts, and run a Fourier transform on
each of these smaller images. This method allows us to locate crystal
nuclei in space, and understand something about their shape and size,
without having to run costly particle tracking. A schematic diagram
of the method is shown in Fig. 5.2.
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Figure 5.2: A schematic diagram of the real space-reciprocal space method
used in this chapter. This is shown in 2 dimensions, but the full
analysis is performed in 3. a. The initial image is cropped to
a smaller subimage. This is repeated across a lattice in which
sub-regions are allowed to overlap, to increase resolution and
limit the importance of the location of the grid. b. A fast Fourier
transform is performed on the subimage, and four crystal peaks
are revealed. These are identified and their number is stored in a
result array, which contains the result for every subimage. c. After
every subregion is scanned, a full results array has been built up.
d. The results array is processed. This involves filtering, which
has removed a spurious crystal detection in the upper left corner,
and potentially other processing. It also involves labelling distinct
regions of crystal, shown by the green outline. e. The final result
is a list of nuclei sizes in the detected image.
5.3.1 Choice of Imaging Parameters
A typical deeply-zoomed out image is shown in Figure 5.3. This image
size is chosen by eye to be the maximum size image which still has
features which can be resolved over the natural imaging noise. This
image is 43.4µm across, meaning each single xy image contains around
5000 particles, already a 5 times improvement on the work with larger
particles. When taking into account a full z-stack the improvement
in the number of particles is around 20 times - with on the order
of 106 particles instead of around 5 ∗ 104 particles196,199. By taking
multiple stacks across the entire sample of this size, we can improve
this much further, and finally end up with around 2 to 3 orders of
magnitude more particles imaged than in a previous typical confocal
measurement. Combining this with the order of magnitude increase
in the relaxation time from the smaller particles opens up a whole
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Figure 5.3: A representative deeply zoomed out image of the particles used
in this work.
region of the range of nucleation rate densities to confocal techniques
for the first time.
In order to keep the analysis time to a reasonable length, we com-
promise on the z-resolution of our images. Instead of having around
10 pixels per particle, as in XY, just 3 are taken in Z. This number
was chosen considering that good images of any crystal nuclei which
have planes near parallel to the image plane will only be taken if the
imaging plane intersects with the crystal plane. The choice of 3 slices
per particle diameter means that the maximum distance between the
crystal plane and the imaging plane is 16σ which was deemed to be
acceptable.
5.3.2 Identifying Crystal Peaks
Once we have the Fourier transform of the subsection of the micro-
scope image, we need to locate any crystalline peaks. There are many
existing implementations of algorithms which can find local maxima
within images, in this work we use the peak_local_max algorithm
from the python scikit-image library200. This function has two free
parameters. The minimum peak separation removes the less bright
peak from pairs of peaks which are closer than the threshold distance,
whilst the intensity threshold removes any detected peaks which have
a lower intensity than a chosen fraction of the maximum intensity
of the image. Choosing a threshold value of around half the average
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Figure 5.4: a. A typical crystalline subregion. b. The fourier transform of
this subimage. c. The four crystal peaks as identified by the
peak_local_max algorithm (we remove the central bright spot).
This subregion would therefore be coded as containing 4 crystal
peaks.
image intensity and a minimum peak separation that corresponds
to just under σ in reciprocal space does a good job of finding peaks
which exist in clearly crystal regions.
However, with these parameters the peak detection algorithm can
sometimes find peaks in non-crystalline regions, which are clearly
disordered liquids. The liquid ring pattern is itself more intense than
the rest of the image, and if noise breaks up the ring sufficiently, parts
of it can be seen as peaks. A further method to distinguish spurious
from non-spurious peaks is therefore required. One way of doing
this is by testing for the presence of the liquid ring. The ring is a
clear feature which exists at a known distance from the centre of the
image, and will not exist in regions which are clearly crystalline. By
calculating the average image intensity at the ring distance, and divide
the average intensity of the detected peaks by the ring intensity, we
arrive at a measure of the likelihood that the peaks in fact belong to
a ring structure. A threshold value can be chosen to separate true
crystal from spurious crystal, though it should be noted that not all
spurious crystal is misidentified liquid - images which are of the
border between liquid and crystal can often contain both a reasonably
intense ring and identified peaks.
Figure 5.5 shows the amount of identified pure crystal as we increase
the required threshold for crystallinity. It was hoped that there would
be a sharp distinction between the spurious liquid regions and the
border regions, such that a particular choice of the threshold would
remove the former but retain the latter. Unfortunately, this does not
appear to be the case, and in fact there is a smooth change in the
threshold from all crystal being found to be spurious and none at all.
This is somewhat to be expected given that sub-images which include
5.3 measuring crystal nuclei 117
















Figure 5.5: The effect on the measured amounts of crystal and liquid as we
change the liquid ring threshold. The higher the value of the
threshold, the more intense the crystal peaks have to be relative
to the liquid ring for the subimage to be classified as crystal. We
see that almost all detected crystal peaks are 10% higher than
the ring thresholds, but more stringent thresholding reduces the
amount of crystal.
the liquid-crystal border will show peaks and a ring, and the height
of the ring will vary continuously with the ratio of liquid and crystal
contained in the sub-image. We therefore take a very high choice of
the threshold 1.08, which filters only the most obviously liquid-like
regions out, whilst retaining almost everything else as crystal. In fact,
the issue of spurious liquid is dealt with in a more complete way with
other processing tools (see below).
5.3.3 Further Analysis
When we have completed our “Fourier scan” of the image, we have an
array which breaks the image up into regions of crystal and regions
of liquid. We would like to move from these images to a measurement
of nucleation barriers, and from there to a measurement of the nucle-
ation rate density. To measure the nucleation barriers, we require the
size distribution of the nuclei. The size distribution of nuclei can be
measured from our “Fourier scan” images, we simply need to count
the volume of each nucleus, and then plot a histogram of the number
of nuclei at each volume.
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The first step then is to separate the nuclei. This means moving from
our array in which each element is numbered according to the crystal
status of the corresponding chunk of the original image, to one in
which each independent, unconnected region of crystal is labelled sep-
arately. The algorithm written in python which can do this efficiently
is from the scipy library - “scipy.ndimage.measurements.label”201. The
only choice made when using this algorithm is the structuring ele-
ment, which defines the condition for neighbourhood between two
points. We choose a cross structuring element, meaning that crystalline
points which are diagonally adjacent but with no horizontal or vertical
neighbours are not counted as being part of the same nucleus.
When we perform this labelling, we often find many tiny nuclei
(volumes smaller than a single particle) or very extended nuclei (lines
of crystal with a very small width). These are due to erroneous peak
detections or imagine artefacts. We can be certain, however, that these
regions do not correspond to real nuclei, as real nuclei have to be
made of particles, and so any nucleus with any dimension lower than
a particle diameter cannot be real. This issue could potentially be
resolved with a simple filter removing any nuclei which are too small.
However, some of these spurious crystallites are not isolated in space,
where they could be identified as nuclei and filtered out. Instead, the
protrude out from larger, genuine nuclei, sometimes connecting two
quite separate crystal nuclei into a much larger, highly non-spherical
nucleus. In fact, when we run the algorithm as described so far, we find
that almost 30% of the sample is contained within one huge, highly
non-spherical cluster. A simple size filter will not address these effects
alone. Whilst we apply a filter to ensure that no nucleus is smaller
than the volume of a single particle, we also perform an erosion
operation. This erosion shaves away the edges of the nuclei, meaning
that thin tendrils are removed, breaking up the spurious huge non-
spherical clusters. The side-effect of this operation is that true nuclei
are eroded, reducing their volume. This effect can be compensated for
by applying a dilation step to the eroded clusters, which undoes the
erosion operation and (approximately) corrects their volume.
There is a tradeoff to be made when choosing the extent of the
erosion that should be performed on our Fourier scan images. Too
little erosion and the spurious nuclei may not all be removed, but
too much and we remove the fine surface detail of our real nuclei.
Whilst we can compensate the measured volume of the nuclei quite
well by dilating the nuclei, this loses the real surface of the nuclei
which we might be interested in. The more times we erode, the more
information we lose. We therefore want to erode as little as possible.
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5.3.3.1 Choosing Correct Number of Erosion/Dilation Cycles
When we erode and dilate our nuclei, we expect that for small numbers
of erosion/dilation cycles, we should mostly be removing thin tendrils
which are spuriously connecting multiple nuclei. We may also be
destroying small clusters that just survived the initial size filter. In
the case that the former effect is most important, we should see an
increase in the number of clusters we find after the erosion, whereas
if the latter is most important, we should see a decrease in the cluster
numbers. As the number of erosion cycles increases, eventually the
tendrils will all be broken, and we will see a decrease in the number
of clusters as the erosion removes more and more. We should also
see a sharp increase in the average sphericity of our nuclei for small
number of steps as the highly non-spherical nuclei are broken up. This
will be followed by a shallower increase in sphericity as the erosion
removes the finer detail of the nuclei surfaces. We therefore wish to
pick the number of erosion steps which is associated with an increase
in the number of nuclei, and a rapid increase in their sphericity.
The sphericity of a cluster can be found by measuring its surface area
and volume, and taking the ratio of the surface area of the cluster to
the surface area of a perfect sphere of the same volume. This quantity








Where V is the volume of the sphere and A is the surface area of the
sphere. It is equal to one for a perfectly spherical cluster, but for any
non-spherical cluster it is smaller than one (as the sphere is the lowest
possible surface area for a given volume). To find the surface area of
the clusters, we test each region identified as crystal for neighbours
which are not themselves part of the same region of crystal. We then
count the total number of neighbours in both XY and Z (as the surface
area of an XZ or YZ face is not equal to that of an XY face), and
multiply by the surface area of a single face. The final cluster surface
area is the sum of these faces. The volume is simply given by the
number of pixels found in the cluster multiplied by the volume of a
single pixel. We can then calculate the final sphericity from Equation
5.2.
Fig. 5.6 shows the behaviour of the number of nuclei and their mean
sphericity with more erosion/dilation cycles. We see the expected
behaviour, with nuclei populations increasing sharply for low numbers
of cycles, and then falling. The sphericity also climbs rapidly, before
flattening out. We choose to use 2 erosion dilation cycles for the
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Figure 5.6: The behaviour of the number of nuclei (left, yellow), and the
mean nucleus sphericity (right, blue), with increasing numbers of
erosion and dilation cycles. This data is taken from a sample of
PMMA particles at Φ = 0.33.
processing, as this strikes a good balance between preserving the
small nuclei, whilst removing spurious, highly non-spherical nuclei.
Fig. 5.7 shows the steps from Fig 5.3, but now with real images and
processing steps.
5.4 calibrating results
The image analysis so far gives us a method to locate crystal nuclei.
However, so far the size of the nuclei have not been determined. We
can find regions which return crystal-like fourier transforms, but
mapping these to real particle sizes is not trivial. Regions with only
a small amount of crystal on the edge may show crystal peaks, but
we would count the entire region as crystalline, we will therefore
substantially over-count crystal regions using the results naively. We
need some way to move from our crystal maps to real nucleus sizes.
We also need to characterise the quality of this analysis - how often are
truly crystal regions correctly classified, and what is the false-positive
rate on liquid regions?
In order to answer these questions, we run simulations of crystal
nuclei surrounded by liquid. These simulations are performed using
LAMMPS molecular dynamics code203. The crystal nucleus is created
at the centre of the simulation box with an FCC lattice at Φ = 0.545,
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Figure 5.7: The process of scanning an image and categorising it into liquid
and crystal regions. a. The original 1024 by 1024 microscope image.
This image is chosen as it displays clear crystalline ordering in
the upper portion of the image, and a clearly disordered liquid in
the lower portion. b. The result of running the Fourier scanning
algorithm on the image. This image is smaller than the original
microscope image due to the scanning algorithm losing the edges
of the images. c. Result after binarising into crystal and non
crystal regions. d. After 2 erosion/dilation cycles, the noise in the
image is removed, leaving only the larger crystal structure for
labelling and sizing.
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Figure 5.8: The process of generating calibration data. a. A simulation con-
taining a crystal seed with a radius of seven particle diameters.
Shown in red are the crystalline particles, and in blue the sur-
rounding liquid. b. The same configuration as a simulated experi-
mental image. c. A real experimental image for comparison. This
image shows both crystalline and liquid regions, and is shown so
a particle diameter in both images is the same size. d. The result
of analysing the image in b. with the Fourier scanning code.
whilst the surrounding liquid is at Φ = 0.52. The liquid is generated
by taking random positions, and then relaxed using an energy/force
minimisation, whilst the crystal is held in position. The potential used
is the Week-Chandler-Anderson (WCA)204, which can be mapped to
the hard sphere model by use of an effective diameter5. The configura-
tions are then run in the NVT ensemble for 1000 timesteps to allow
the crystal to relax away from a perfect lattice.
Using the technique described in section 4.6.1.3, we can move from
these simulation configurations to representative experimental images.
See Fig. 5.8 b, c, for a comparison between real experimental images
and those generated from the simulation configurations. These images
are sliced in Z to give the same resolution as the experimental images
in all three dimensions (see section 5.3.1). As the process of generating
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Figure 5.9: The size of the nucleus found when seeding simulated experimen-
tal images with nuclei of known sizes. Error bars are plotted for
the same set of simulated images with separate noise generation
steps, but the are smaller than the points shown. Y axis volumes
are shown in the unit of final scanned “pixels” measured.
the images is expensive, we choose to only generate simulations that
are 50 particle diameters wide in XY and 20 particle diameters in Z.
This means that in XY we are looking at a representative image which
is 463 pixels wide, and in Z, 60 sections deep. This is in contrast to the
real experimental images which are 1024 pixels wide and 300 sections
deep. These are large enough boxes to contain large nuclei and liquid
regions which can be scanned over, whilst restraining the time to
generate each set of images to around 2 hours. All other scanning
parameters (thresholds for peak detection, erosion steps, labelling
choices etc) are as described previously.
Fig. 5.8 shows the full process of moving from a simulation configu-
ration through a simulated experimental image, and on to a final result.
The crystal in Fig. 5.8 d. is larger than it appears in the simulation or
simulated experimental image. This is because the scanning process
is seeing crystalline peaks even when the centre of the subregion is
reasonably far from the crystal. These peaks then cause the entire
subregion to be classified as crystalline, even when the majority of
the image may be a liquid. This boosts the overall size of the crystal
nuclei.
The result of this analysis is shown in Fig. 5.9. We have a clear linear
dependance of the measured size of the nucleus on the volume of the
seeded nuclei. The linear fit in Fig. 5.9 is not forced through the origin,
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it intercepts the y axis at a value of -33. The gradient of the linear fit
line is 36.88, implying that this is the volume of a single crystalline
particle in the results space after the Fourier scanning algorithm. This
can be used to normalise our results when calculating nucleation
barriers. There is some clear scatter of our points away from the line
of best fit. In fact, the average distance from the best fit line is around
25% of the nucleus size. This is an estimation of the error on our
nucleus sizes, which we will use in later analysis. We found some false
positive nuclei that were not fully removed by the erosion/dilation
steps. These were quite small however, with volumes less than 100
pixels in the Fourier results space, a true volume of less than 4 particle
volumes.
5.5 determining volume fractions
5.5.1 Method
Given the difficulty of determining volume fractions accurately, we
might well ask how we know that the literature experimental volume
fractions are accurate. The answer lies in the fact that the literature
experiments used scattering techniques which measure the final equi-
librium crystallinity (X) of the samples at a given volume fraction (see
section 1.5.5.1). This has many advantages.
Measuring the crystallinity of the sample is very preferable to mea-
suring the raw volume fraction, as the measurement of the crystallinity
collapses onto only the coexistence region, which is only about 5% of the
total range of the volume fraction. The difficulty in measuring the raw
volume fraction is that errors of just 1% make a huge difference to the
expected nucleation rate. However, errors of 1% in the crystallinity
correspond to an error of just 0.05% in the volume fraction. We there-
fore have quite some leeway in measuring the crystallinity, whilst still
finding reasonable volume fractions.
Generally, experimentalists using scattering techniques to measure
nucleation embedded small pieces of paramagnetic wire into their
sample, which could be used to shear melt and re-randomise the
colloids. This meant that a single sample could have its volume fraction
measured, be shear melted, and the nucleation rate could then be
measured several times. We do not use paramagnetic wire, which
means that we can only take measurements on each sample once.
The experimental method we devise to measure the volume fractions
and the rates of our samples uses several capillaries. Generally three
capillaries are used to measure the volume fraction, and one more is
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used to measure the nucleation rate. We split the samples for several
reasons. Firstly, the capillaries which measure the volume fraction
mean we have 3 independent samples, which give us a more accu-
rate volume fraction and some understanding of its error. Secondly,
splitting the samples means we can use non-sintered, rectangular cap-
illaries for the crystallinity measurements. Making sintered capillaries
is a difficult process with relatively low yields, and it is best to keep
sintered capillaries for only those experiments which require them.
Our sintered capillaries are also square, and their depth is larger than
the microscope can fully reach, meaning measuring the final amount
of crystal in them would have a very large error. Our microscope can
travel the entire length and depth of rectangular non-sintered capil-
laries, so we can check the crystallinity of the entire sample. Samples
contained within non-sintered capillaries will also crystallise much
more quickly than sintered capillaries, as the nucleation barrier against
the walls will be much smaller. However, the final crystallinity in the
non-sintered capillaries will be equal to the final crystallinity in the
sintered capillaries, as changing the nucleation barrier should only
change the rate of crystallisation, not the thermodynamics uniquely
controlled by the volume fraction which determines the crystallinity.
In order to actually determine the final crystallinity, we originally
simply filled our capillaries with a colloidal dispersion, waited for
several days when the crystallisation process should have finished.
Then by taking microscope images across the entire length and depth
of the capillary (in practise many hundreds), and testing each image
for crystallinity. The crystallinity of the sample is then simply the
number of images with crystal divided by the total number of images.
This could be developed further by counting the amount of crystal in
each image, and weighting the contribution to the crystallinity by this
amount. The problem with this method is that it has a relatively high
error, as even with hundreds of images the entire sample cannot be
measured. The crystal nucleates from the walls preferentially, but does
this at random, resulting in a complex crystal pattern which is hard to
sample properly. By chance, an alternative method was found. When
a capillary was accidentally not completely filled, the colloidal crystal
preferentially nucleated from the air-solvent interface, rather than the
air-wall interface. This resulted in quite a clean separation between
colloidal crystal and colloidal liquid, and the task is then to determine
the position of the interface between the two phases. This can be
measured quite precisely - even if we have an error of 100 particle
diameters, as the capillaries are on the order of several centimetres
long this is an error of 0.3% on the crystallinity, or 0.015% on the
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volume fraction. This is quite easily the most precise determination of
the volume fraction done in confocal experiments.
5.5.2 Results
In order to reliably assess the position of the liquid-crystal interface
we take images across the entire capillary. By eye, we then establish
the approximate position of the interface. A more detailed scan is then
taken, imaging the entire sample in the region around the interface
in XY in one Z plane. We run 3 of these XY scans at different heights
through the capillary to make sure that the boundary position is
not changing in Z. These scans are at one quarter, one half, and 3
quarters of the depth of the capillary. We can use the known position
of the microscope stage to measure the distance from one corner of
these XY scans to the edge of the sample, near the air bubble. We can
therefore find the distance from the bubble to the edge of the interface,
and by dividing this length by the length of the entire capillary we
arrive at the crystallinity. There is therefore a further error on the
crystallinity, that is the length of the entire capillary. Whilst we could
simply measure each capillary with a ruler before filling them with
the sample, this method would not truly capture the volume actually
available to the particles. This is because the glue used to seal the
capillary tends to slightly invade the sample by a few tens to hundreds
of microns. To accurately account for this reduction, during the data
collection we can measure the location of the particles closest to the
glue which are still moving. These particles should be the first which
are unaffected by the presence of the glue, and this gives us a more
accurate estimation of the true length of the capillary.
Once we have these images, we need an objective way of measuring
their crystallinity. In order to do this, we measure the relative height
of the liquid ring signal relative to the rest of the image. We know that
the liquid ring should have a maximum intensity at a distance which
corresponds to the diameter of the particles in reciprocal space. In
the case of our particles, which are about 8.5 pixels across in the 1024
by 1024 image, this means the ring maximum should be at around
120 pixels from the centre of the Fourier image. The final measured
quantity is the ratio of the average intensity of the pixels which are 120
pixels from the centre of the image, divided by the average intensity
of the rest of the image. The ring intensity in a region which is clearly
liquid is around 3% higher than the rest of the image. In a crystalline
region, meanwhile, the signal is concentrated in the crystal peaks, and
the average ring intensity is essentially equal to the intensity of the
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Figure 5.10: The crystal-liquid boundary in 3 different z planes for a sample.
X, Y numbers are distances in milimeters. Colour coding is by
the intensity of the liquid ring in the fourier transform of each
images. The boundary becomes slightly less clear in the deepest
image (the bottom image), this is because the imaging is slightly
worse in the deeper planes. Nevertheless, the position of the
boundary can be clearly measured, giving an estimate of the
crystallinity of the sample.
rest of the image. Whilst a 3% difference does not seem huge, in fact
there is a sharp delineation between the crystal regions and the liquid
regions, see Figure 5.10. From fitting the coexistence line in Fig. 5.10,
we find Φf = 0.293 and Φm = 0.330 for this system.
It is therefore possible to measure the crystallinity of the hetero-
geneously nucleating samples, and therefore arrive at an estimate of
the volume fraction. However, as discussed previously, it is unlikely
that our particles will crystallise at the theoretical hard-sphere volume
fraction. This is due to several factors, most notably charge and poly-
dispersity. The particles are around 7% polydisperse, which will shift
the phase boundaries by several percent134. The charge, meanwhile,
will cause the particles to have slightly increased effective diameters,
which will mean that the measured volume fractions from the experi-
mental preparation will be too low. As the volume fraction increases
with the diameter cubed, even small changes in the effective diameter
can shift the volume fractions very substantially. It’s therefore neces-
sary to rescale our measured volume fractions to the freezing line of
hard spheres, as was done in the scattering literature.
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Figure 5.11: The measured crystallinities of samples with their prepared
volume fraction. Colours show separate experimental runs and
the dates on which they were performed. Samples above Φ =
0.45 were a mixture of crystal regions and amorphous glass, and
are shown here for completeness.
Figure 5.11 shows the measured crystallinity of samples with in-
creasing volume fraction. As expected, there is a sharp transition from
a liquid to a solid state, with an intermediary coexistence zone, in
which the amount of crystal varies linearly with volume fraction. The
volume fractions here are quoted from the experimental preparation,
which explains the difference from the theoretical phase boundaries.
The freezing line at Φ = 0.30 is fairly similar to that of Gasser et al.32,
who observed freezing to begin at Φ = 0.38. The error bars show
the standard deviation on the measured crystallinities for all of the
samples for each prepared volume fraction point.
Clearly the errors on our measurement are worse than described
in section 5.5.1. Instead of a crystallinity error of 0.3%, we instead
see errors on the order of 5%. This increased error likely results
from nucleation elsewhere in the sample than the section that we
measure. Even with the crystal nucleating preferentially from one
wall, heterogenous nucleation will likely take place throughout the
sample, and so the procedure from section 5.5.1 will underestimate
the true crystallinities. The are other sources of error as well, such as
defects in the crystal region which will increase the measured volume.
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Table 5.1: The Yukawa parameters for the σ = 392nm PMMA particles
εr λB κ βεY
5.6 1.00× 10−8 1.98× 107 58.92
5.5.3 Understanding The Phase Diagram
As mentioned, Figure 5.11 is not in agreement with the hard sphere
phase diagram, which has a freezing line at Φ = 0.494 and a melting
line at Φ = 0.545. To some extent, this can be explained by system-
atic errors in our preparation as discussed in section 2.5. These are
not large enough to fully explain a 19% change in the freezing line,
however. We therefore explore two possibilities to explain this change,
polydispersity and charge.
Polydispersity does change the freezing and melting lines of hard
spheres, but it pushes them in the wrong direction. A polydisper-
sity of 7% should increase the coexistence lines by about 0.02189. It
might be thought that the polydispersity itself could change the mea-
sured volume fractions, but as we measure the solid mass of PMMA
(rather than say, the number of particles), volume fractions of samples
prepared using our method should be insensitive to the polydispersity.
To account for charge, we repeat the analysis of section 3.2.5.2 to find
the relevant Hard Core Yukawa parameters for our particle system. As
the chemistry is identical, with PMMA in a density/refractive index
matching binary mixture of cis-decalin and CHB, this means only
changing the particle size. For particles with σ = 392nm we expect
the Yukawa parameters given in table 5.1.
These parameters give us some feel for where we would expect
the phase boundaries to exist. We could perform a “mapping" of this
system onto hard spheres, taking a Barker-Henderson effective Hard
Sphere diameter, for example, as given in equation 5.3205.
σBH =
∫∞
0 [1− exp(−βu(r))]dr (5.3)
Performing this integration for the parameters given in Table 5.1
gives a final effective hard sphere diameter of 605nm. We would
therefore expect a sample prepared at a volume fraction of 0.3 to
have an effective volume fraction of more than 1.0, as particles with
diameter 605nm have almost four times more volume than those with
a diameter of 392nm. This is clearly not what we see, and there are
two possible reasons for this.
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To understand the first, we need to re-examine the preparation
process. Particles of PMMA are centrifuged to a pellet at random
close packing, Φ = 0.64. This pellet is then weighed, and through the
PMMA density we arrive at the volume of PMMA in the pellet. The
pellet is then diluted with extra density matched solvent to reach the
desired packing fraction. The key question is whether the particles
truly pack to Φ = 0.64, meaning that the centrifuge can push the
particles through the Yukawa repulsion until they are separated by
just the steric stabilisation layer, or whether the particles remain some
further distance apart due to the Yukawa potential. In the former case,
we expect that the particles to later expand to their effective size, and
we’d expect an effective diameter scaling to be quite effective. In the
latter case, however, it is unclear that an effective diameter scaling will
work.
We can roughly calculate which of these two is likely. The negative
of the derivative of the potential with respect to distance gives us the
force needed to overcome the potential. The negative of the derivative
of the Yukawa potential at contact is 1.660× 10−18N. This is the force
needed. The force exerted on the particle by the centrifuge can be
found simply using F = ma, with a = (2πn)2r206. The apparent mass
of the particles depends on the size of the density difference between
them and the solvent. They are density matched, but a small amount
of heating breaks the matching by altering the densities of the solvent.
Data quoting density as a function of temperature for CHB is difficult
to find, but data for cis-decalin207 shows a 1.5% change in density from
20 to 30 degrees Celsius, similar to our conditions. This gives a final
force on each particle equal to around 6.21× 10−18N. We’d therefore
expect the centrifuge to be able to overcome the Yukawa potential, but
only by around half an order of magnitude. Indeed, smaller particles
which are located close to the tip of the centrifuge (and therefore feel
a smaller acceleration), may not entirely meet at the steric length scale.
Given these calculations, we wouldn’t expect every particle to be
perfectly close-packed, and therefore our supernatant will not be
at Φ = 0.64. We therefore are unable to simple scale to a Barker-
Henderson effective volume fraction, as our initial volume fractions
will likely be wrong due to the Yukawa repulsion.
The second reason to be sceptical of a Barker-Henderson style
scaling is that we are by no means certain that the parameters quoted in
Table 5.1 are correct. The same solvent was used for these experiments
as those in Chapter 3, and we saw a substantially smaller degree of
electrostatic interaction to the theoretical prediction. In fact, there’s
another good reason to be sceptical of these numbers. We can cross
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reference with the work of Auer and Frenkel25 and Hynninen and
Dijkstra208, who measured the positions of the phase boundaries for
hard-core Yukawa particles with different parameter choices. The
values given in Table 5.1 result in substantially lower positions of
the phase boundaries, with freezing occurring closer to Φ = 0.2 than
Φ = 0.3. A freezing line at Φ = 0.3 would require βεY ≈ 15 for a
1/κσ = 0.13, as in Table 5.1, or 1/κσ ≈ 0.5 for βεY = 58.92. If we leave
the empirical rule of thumb for the surface charge of ZλB/σ = 676,
and alter only the degree of dissociation of the salt to match the phase
boundaries, we find an increase to 3.5% from the 2% measured by
Leunissen172. This would also explain the results from section 3.2.5.2,
if the salt is dissociating to this extent then the Barker-Henderson
diameter for the CHB rich system will be 2.15µm, whilst for the cis-
decalin rich system it is 2.07µm, a difference of around 4% which
will be difficult to resolve using the radial distribution function. This
argument is only indicative, and it is likely that the cause of the
electrostatics being weaker than expected is a combination of the
ionic strength of the solvent76,172,175, a different degree of surface
charging than predicted by the empirical rule76, and alteration of the
electrostatics on increasing volume fraction209–211.
We therefore proceed not by mapping to an effective hard sphere
diameter, but by quoting just the prepared volume fractions. If we wish
later to compare to other weakly charged systems, or hard spheres,
we can compare using the distances from the freezing line. This is
in line with the procedure followed by Pusey et al. when studying
nucleation of polydisperse hard spheres, and Auer and Frenkel25 when
studying nucleation of weakly charged colloids. This will preclude
measuring nucleation rates which can be directly compared to the
simulations of Fig. 1.3. However, we can still directly compare to the
weakly charged rates given by Auer and Frenkel25, who measure an
incredibly steep dependence of the nucleation rate on the packing
fraction, similar to the hard sphere case. A similar discrepancy exists
in the weakly charged case, with Gasser et al.32 measuring a much
weaker dependence.
5.6 nucleation barriers - results
We perform the full nuclei size analysis on three samples in the
coexistence regime. These are the data from the 6th June 2018 (Φprep =
0.30), 21st May 2018 (Φprep = 0.31) and 20th August 2018 (Φprep =
0.32). These three samples are chosen as they give a good spread
across the coexistence regime.
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Figure 5.12: The distributions of the sizes of the detected nuclei in three
experimental samples. The sizes are measured in units of number
of constituent particles in each nucleus, n. The x-error bar shows
the 25% error in the nucleus size, as determined in section 5.4
Fig. 5.12 shows the measured nuclei size distributions for these three
samples. We see robust results up to around a nucleus size of n = 30,
after which the measurement becomes more noisy, as we see fewer
than 20 nuclei for each cluster size larger than this. Interestingly, the
sample at Φprep = 0.30 contains more small nuclei than the sample
at Φprep = 0.31, but fewer large nuclei. The sample at Φprep = 0.32
always contains many more nuclei at all sizes, than the other two
samples, as expected. These results are similar to those of Bonn et al.
but we see around 2 orders of magnitude more clusters for each size,
and see clusters around 5 times larger than their maximum size.
In order to move from the distributions in Fig. 5.12 to nucleation
barriers, we need to know the total number of particles122. This is
found by multiplying the total volume of all of the samples by the
prepared particle number density. Using equation 5.1 we can then
calculate the barriers.
Fig 5.13 shows the measured nucleation barriers. The barriers for
Φprep = 0.30 agrees reasonably well with the hard sphere result
for Φ = 0.53, whilst the other barriers are both curving below this
result. A noticeable difference between our barriers and those of the
simulations is that our barriers show a very sharp increase in the free
energy for small nucleus sizes, sharper than even that for the deeply
supercooled ΦHS = 0.52. This may be due to a systematic error in our
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Φprep = 0. 32
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Figure 5.13: The measured nucleation barriers for three experimental sam-
ples. The x-error bar shows the 25% error in the nucleus size,
as determined in section 5.4. Dashed and filled lines are hard
sphere umbrella sampling results for comparison (as previously
shown in Fig. 3.11)
measured nucleus sizes. This could have occurred due if the fit in Fig.
5.9 erred on the side of underestimating the nucleus sizes. Future work
could attempt to improve this by taking more samples and obtaining
a better fit in Fig. 5.9.
We can use the CNT form of the nucleation barrier to estimate the
barrier heights. This form is given in equation 5.4, where ρs is the
number density of the solid, ∆µ is the chemical potential difference





ρs and ∆µ are taken from Auer and Frenkel25, using κ = 5 and
βε = 20, which gives coexistence lines reasonably close to those
measured in these experiments. γ is taken as a free fitting parameter.
We perform the fit for theΦprep = 0.30 data for all clusters n < 40, and
for the Φprep = 0.30, 0.32 data for clusters n < 50. This avoids fitting
to the very noisy regions which are dominated by small fluctuations
in the counted number of clusters. We found that reasonable CNT
fits could only be obtained after scaling the experimental nucleation
barriers to coincide with the simulation n when βδG(n) = 13. These
changes mean the final barrier heights are purely indicative. Our





Table 5.2: Estimated barrier heights for our experimental samples.
















Figure 5.14: A comparison of our nucleation barrier heights and those of
Frenkel and Auer25 for similar Yukawa parameters κ = 5,βε =
20. Left. Barrier heights with the distance from the freezing line.
Ref25 does not give a freezing line for their system, instead we
take the freezing line from ref208 for the same set of parameters.
Right. Barrier heights with the raw liquid volume fraction.
results for γ were clustered around 0.16kBT/σ2. This result is in line
with literature measurements for hard spheres, which range between
0.11kBT/σ2 and 0.78kBT/σ232,92,105,212–214. We show the final barrier
heights in Table 5.2.
As shown in Fig 5.14, we do not observe the very sharp dependence
of the nucleation barrier on the volume fraction, as we would expect
in both the hard sphere case88 and in the Yukawa case25. This is the
same result as observed by Bonn et al., who found little dependence
of the nucleation barrier on the local volume fraction. However, this
measurement goes further, indicating that the barrier does not depend
strongly on the global volume fraction either. We have therefore failed
to resolve the nucleation problem, even using very small particles
which should be almost unaffected by sedimentation, and using a
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technique which is completely independent of the original scattering
results.
5.7 conclusion
In this section, a novel method for taking and analysing confocal
data of crystallising systems has been developed. This real space-
reciprocal space technique allows for far larger systems to be analysed,
and therefore much rarer events can be studied than was previously
possible32,132 We also adapt the original scattering methods for estab-
lishing precise volume fractions to confocal methods, and use this
technique to measure volume fractions within the coexistence region
with an error of around 0.25%. This is much more precise than was
previously believed possible63,88.
These techniques have been applied to studying the nucleation
barriers of a colloidal system at a variety of supercooled volume
fractions. We find similar results to previous scattering and real-space
measurements, with the height of the nucleation barrier depending far
more weakly on the supersaturation than it measured in simulations.
However, the particles used were not true hard spheres, and exhibit
noticeable polydispersity and charging, which will both affect the
nucleation rates. We can therefore not clearly compare these results
to the simulation work on hard spheres, and the simulation work on
weakly charged spheres is less abundant, meaning a true like for like
comparison is difficult. Further work should use more monodisperse,




C O N C L U S I O N
The aim of this thesis has been to address the huge gap in hard
sphere nucleation rate densities between experiments and simulations.
This gap has been outstanding for nearly 20 years, since the original
umbrella sampling work of Auer and Frenkel105. The size of the gap
(13 orders of magnitude at worst) has been described as the second
worse outstanding discrepancy in physics112. This work has failed
to resolve the discrepancy, but it has shed light on several potential
causes that have been discussed in the literature.
6.1 the effect of sedimentation on the structure
of hard sphere fluids
Our first results chapter probed the local structure of hard sphere
fluids on inducing sedimentation. The small amount of sedimentation
that exists in experiment has been discussed as a promising avenue
for explaining the nucleation discrepancy88. In fact, sedimentation is
the only clear experimental imperfection which remains outstanding.
Charge25, polydispersity29, steric softness114, hydrodynamics121 and
simulation methodology99 have all been tested and fail to resolve the
discrepancy.
We performed carefully controlled, particle resolved experiments to
test whether sedimentation could explain the nucleation rate density
gap. Inspired by the long tradition of examining five-fold symmetry
when considering crystallisation, we used the Topological Cluster
Classification to measure the population of the defective icosahedra
structure. We saw a pronounced decline in populations when sedimen-
tation was induced. By running experiments in which the particles
moved both upwards as well as downwards, we isolated the cause of
this effect to the sedimentation.
We then moved to determine the importance of the population de-
cline on the nucleation rate density. By matching the decline seen in
our experiments to biased simulations, we could prepare simulation
configurations that had the same populations of five-fold symmetric
structures as our experiments. Umbrella sampling simulations (per-




We saw a huge decline in the nucleation barriers. This decline
was enough to account for around five orders of magnitude in the
nucleation discrepancy, essentially resolving the discrepancy for the
weakly sedimenting experiments. However, our experiments were run
at a high Peclét number, 1.5. This meant that the decrease in barrier
height in the literature experiments would not be as large as that we
measured, and so the discrepancy remains. Sedimentation remains
a highly promising avenue for future work, and we are currently
running simulations uniting hydrodynamics and sedimentation in
order to understand if it may be coupling to a parameter other than
five fold symmetry.
6.2 density fluctuations in experimental hard sphere
fluids
Following on from the work previously described, we attempted to
measure the effect of the sedimentation on the density fluctuations in
the hard sphere liquid. We developed a measurement technique which
found the standard deviation of the local densities of each particle
as a proxy for the density fluctuations. Very little change between
density matched and sedimenting experiments was seen. However,
we found a substantial and surprising increase in fluctuations in all
of our experiments in comparison to simulations. This was itself a
possible explanation for the nucleation rate gap, and so we attempted
to isolate the cause.
We first studied a variety of experimental imperfections which
might have been creating the anomalous fluctuations. These included
imaging parameters such as the laser power and image averaging,
changes in the chemistry such as particle charge and polydispersity,
and problems with our simulations, such as errors handling particles at
the boundary or a finite size effect. None of these proved explanatory.
It was only after attempting to match the fluctuations in quasi-2d that
we turned our attention to the particle tracking.
Particle tracking is arguably the most crucial step in confocal exper-
iments, as it is the bridge from the experimental output, the images,
to the analysable data. After carefully simulating images that match
real confocal images, we were able to show that the tracking alone is
responsible for the enhanced fluctuations. This means that the track-
ing was substantially affecting our measured configurations, in ways
which were invisible to global order parameters like the radial distri-
bution function and even the local analysis of the TCC. Further work
could explore the exact mechanism of the fluctuations, this is now
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possible as simulated images allow for the comparison between the
true particle positions and those identified by the tracking.
6.3 measuring nucleation rate densities in confo-
cal microscopy
Almost all previous experimental work on the nucleation rate density
discrepancy was done with scattering techniques. These are incredibly
powerful techniques, in that they are able to average over an entire
sample which contains many billions of particles. On the other hand,
they are hampered by having to infer information about complex
processes like nucleation from quite crude measurements, like the
heights and widths of Bragg peaks. Particle resolved studies allow for
a much more detailed examination of the crystal nuclei themselves,
and this has shed light on aspects of nucleation that are off limits to
scattering32,38.
Unfortunately, the limitations of particle tracking make measure-
ments of nucleation rate densities very difficult when the formation of
a crystal nucleus becomes a truly rare event. This is also the crucial
region, where the largest part of the discrepancy exists. We there-
fore developed an entirely new technique to take measurements of
nucleation rate densities, returning to a reciprocal-space technique,
which nevertheless gives detailed data about real-space quantities.
In doing so, we were able to increase the number of particles mea-
sured by several orders of magnitude in comparison to conventional
particle tracking techniques. This in turn allowed for the first measure-
ment of nucleation rate barriers where the discrepancy exists, using
a methodology completely independent from that of the scattering
experiments.
Unfortunately, we found very similar results to previous experimen-
tal work. We measured only a very weak dependence of the nucleation
barrier height on the volume fraction. Future work could attempt to
repeat this work on particles which have an interaction potential that
is closer to hard spheres
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