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ABSTRACT
A FREQUENCY SELECTIVE BOLOMETER CAMERA
FOR MEASURING MILLIMETER SPECTRAL ENERGY
DISTRIBUTIONS
MAY 2009
DANIEL WILLIAM LOGAN
B.Sc., UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Grant W. Wilson
Bolometers are the most sensitive detectors for measuring millimeter and sub-
millimeter wavelength astrophysical signals. Cameras comprised of arrays of bolome-
ters have already made significant contributions to the field of astronomy. A challenge
for bolometer cameras is obtaining observations at multiple wavelengths. Tradition-
ally, observing in multiple bands requires a partial disassembly of the instrument to
replace bandpass filters, a task which prevents immediate spectral interrogation of
a source. More complex cameras have been constructed to observe in several bands
using beam splitters and dichroic filters, but the added complexity leads to physi-
cally larger instruments with reduced efficiencies. The SPEctral Energy Distribution
camera (SPEED) is a new type of bolometer camera designed to efficiently observe in
multiple wavebands without the need for excess bandpass filters and beam splitters.
vii
SPEED is a ground-based millimeter-wave bolometer camera designed to observe
at 2.1, 1.3, 1.1, and 0.85 mm simultaneously. SPEED makes use of a new type of
bolometer, the frequency selective bolometer (FSB), to observe all of the wavebands
within each of the camera’s four pixels. FSBs incorporate frequency selective dipole
surfaces as absorbing elements allowing each detector to absorb a single, narrow
band of radiation and pass all other radiation with low loss. Each FSB also contains
a superconducting transition-edge sensor (TES) that acts as a sensitive thermistor
for measuring the temperature of the FSB.
This thesis describes the development of the SPEED camera and FSB detectors.
The design of the detectors used in the instrument is described as well as the the
general optical performance of frequency selective dipole surfaces. Laboratory results
of both the optical and thermal properties of millimeter-wave FSBs are also presented.
The SPEED instrument and its components are highlighted and the optical design of
the optics which couple SPEED to the Heinrich Hertz Telescope is given. This thesis
concludes with an introduction to the jiggle mapping data analysis of bolometer
instruments like SPEED.
viii
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CHAPTER 1
INTRODUCTION AND MOTIVATION
1.1 Millimeter Spectral Energy Distributions
Astronomical sources are known to exhibit a wide range of spectral properties.
Their spectral profiles arise from emission, absorption, scattering, or, most likely,
some combination of all three. The processes by which most astronomical sources
produce or interact with radiation typically have a well known behavior with fre-
quency. Observing a source at multiple bands plays a crucial role in quantifying how
each astrophysical process contributes to the final, observed spectral profile. Charac-
terizing the nature of the source ultimately becomes a question of characterizing its
frequency dependent behavior.
Emission processes are generally classified into one of two categories: continuum
emission or line emission. Line emission is generated from very specific atomic or
molecular transitions. The relative strength and frequency of an emitted line is due
primarily to the atomic or molecular structure of the emitter. The absolute strength of
an emitted line will depend on the species’s density and temperature. The emission
lines seen from an astronomical source arise from either rotational, vibrational, or
electronic transitions. The majority of astronomical emission lines seen at millimeter
wavelengths are the collisionally excited rotational lines of molecules (e.g. CO, HCO+,
and HCN) found in high density environments.
Continuum emission, on the other hand, arises from distributions of particles
or from collections of free electrons. Sources of continuum radiation can be classi-
fied by whether their emission arises from thermal mechanisms or from non-thermal
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Figure 1.1. Plot of the CMB and SZ effect spectra as a function of frequency.
Also plotted are the spectral dependencies of several astronomical emission measures:
synchrotron emission, free-free (Bremsstrahlung) emission, and the thermal emission
from warm interstellar dust. The amplitudes of the sources vary strongly with the
nature and location of the particular source.
processes. Thermal emission mechanisms are continuum processes with an explicit
temperature dependence. In astrophysical contexts, thermal emission mechanisms
include blackbody radiation and thermal Bremsstrahlung (free-free emission). At ra-
dio wavelengths the dominant source of non-thermal emission arises from synchrotron
radiation. Of particular importance to millimeter studies of distant galaxy clusters
is the Sunyaev-Zel’dovich effect [74], though not strictly a emission source, that pro-
duces a unique spectral signature that is non-thermal. Fig. 1.1 plots the thermal
emission from the cosmic microwave background as a function of frequency in the
millimeter regime. Also plotted are the frequency dependent behaviors of a number
of thermal and non-thermal continuum sources.
The cosmic microwave background (CMB) emanates from the surface of last scat-
tering when matter decoupled from radiation. The CMB is a “snapshot” of the
universe at approximately 3 × 105 years old, is isotropic, and, to a high degree, is
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isothermal with a temperature of 2.725±0.002 K [53]. The CMB peaks at 160 GHz,
in the middle of the millimeter waveband, and is described by the Planck spectrum.
Bremsstrahlung, or free-free emission, is the emission radiated by a free electron as
it is accelerated by encounters with ions. As an electron moves past a charged particle,
the electron will change trajectory and emit radiation. The frequency of encounters is
related to the electron density, the electron temperature, and the opacity to free-free
emission. For millimeter wavelengths in optically thin regions with ionized particles
(hν ≪ kT ):
Sff(ν) ∝ 2kTν
2
c2
τν (1.1)
where τν is the optically thin opacity and proportional to ν
−2.1 [65].
Interstellar dust radiates as a blackbody like the CMB, but its spectrum is modi-
fied by the frequency-dependent emissivity of the dust grains themselves. The emis-
sivity is generally given as a power law dependence with νβ [91] where β is between 0
and 2 [30]. For dust that is not optically thick, the spectral index of emission includes
this extra factor of νβ such that:
Sdust(ν) ∝ 2kTν
2
c2
νβ. (1.2)
Non-thermal synchrotron radiation is caused by relativistic electrons spiraling
around magnetic fields. Unlike thermal processes, synchrotron emission decreases
as a function of frequency at millimeter wavelengths. Due to the energies involved,
synchrotron radiation is produced from highly energetic sources like supernovae, ac-
tive galactic nuclei, neutron stars, and any body producing a strong magnetic field.
Synchrotron radiations produces a power law ν−α spectrum where 0.7 < α < 0.8 [91].
The Sunyaev-Zel’dovich effect (SZ effect) is not a strict emission mechanism;
rather, the SZ effect is a distortion in the CMB radiation caused by the CMB photons
inverse Compton scattering off hot electrons. However, due to the importance the
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millimeter waveband has with the SZ effect, its spectral contribution is included in
Fig. 1.1. The SZ effect is the preferential frequency boosting of CMB photon by hot
electrons. The resulting change to the thermal CMB spectrum is a decrement at low
frequencies and an excess flux at high frequencies.
Measuring the strength of an astronomical signal over a variety of frequencies
produces a spectral energy distribution, or SED. SEDs trace the intrinsic luminosity
function of the source and provide limits on the relative strengths of the emission
processes. SEDs are often used to fit templates corresponding to the dominant emis-
sion features of the source. SEDs of protostellar objects, for example, often show
a complex signature of bright warm thermal emission and a weaker cooler thermal
source (see, for example, Akeson et al. [1]). The template fits to the measured SEDs
lead to the interpretation of a warm central source surrounded by a cooler a disk.
Given more data that span a very wide spectral range, the relative strengths of
different emission processes can be inferred. Fig. 1.2 reproduces Fig. 1 of Yun & Car-
illi [91] and plots the radio to far-infrared SED of the starburst galaxy Arp 220. At
long wavelengths, the SED is dominated by synchrotron radiation and at millimeter
and far-infrared wavelengths by the thermal emission from warm dust. The millime-
ter wavelength section of the SED is sensitive to the temperature and emissivity of
the dust. Coupling the millimeter wavelength SED with radio or far-infrared obser-
vations leads to estimates of the global properties of starburst galaxies such as their
photometric redshift, dust temperature, dust emissivity, and star formation rates [91].
Measuring millimeter wavelength SEDs requires a broadband continuum instru-
ment. The most sensitive detectors at these wavelengths are bolometers [64]. Bolome-
ters measure the total power from electromagnetic radiation using a temperature sen-
sitive thermistor. The remainder of this chapter will focus on the current and future
prospects for measuring the millimeter and sub-millimeter spectral energy distribu-
tions.
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Figure 1.2. Radio to far-infrared SED of Arp 220 overplotted by three models of
the dust temperature (from Yun & Carilli [91]).
1.2 Existing Millimeter Bolometer Cameras
For the past decade, advances in bolometer technologies at millimeter and sub-
millimeter wavelengths have been targeted at making focal planes with large numbers
of pixels. The Submillimetre Common User Bolometer Array (SCUBA) [33] on the
15 m James Clerk Maxwell Telescope (JCMT) began scientific observations in 1997
and laid the foundation for large focal plane arrays. The ambitious project upgraded
the single pixel photometer to a dual array bolometer camera capable of observing in
two frequencies simultaneously. The long-wavelength bolometer array (37 elements)
was optimized for observing at 850 µm but by selecting appropriate filters, could
observe at 750 and 600 µm as well. The short-wavelength array was composed of 91
pixels and could observe at 350 and 450 µm. Shortly after SCUBA was commissioned
on the JCMT, Hughes et al. [36] measured a previously undetected population of
luminous sub-millimeter sources.
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The success of SCUBA and the potential of mapping large areas of sky encour-
aged other instrument groups to develop large format arrays at millimeter and sub-
millimeter wavelengths. Instruments like BOLOCAM [25], MAMBO (and the up-
graded MAMBO-2) [43], and now AzTEC [84] have arrays with more than 100 pixels
and are successfully mapping areas of the sky ∼1 deg2. Future large scale sub-
millimeter cameras like SCUBA-2 [31] are designed with thousands of pixels.
Despite the success of instrument builders in fabricating larger arrays of bolome-
ters, the largest bolometers are still only designed for single frequency observing.
Some instruments, like BOLOCAM, are capable of observing multiple bands but
require the physical disassembly of the instrument to change the feedhorns and
band-defining filters. The best example of multi-frequency observing is the upgraded
Sunyaev-Zel’dovich Infrared Experiment (SuZIE) [35], a bolometer camera capable
of observing four millimeter wavebands simultaneously through a system of multiple
dichroic filters and detectors. However, this instrument, as the name suggests, is
optimized for measuring the SZ effect in clusters.
The difficulty in constructing multi-wavelength bolometer cameras lies in the ef-
ficiency and complexity of the instrument. In bolometer cameras like SCUBA and
SuZIE, observing at multiple wavelengths requires dichroic filters, individual band-
pass filters, and separate detectors for each frequency. The maximum efficiency of
the detectors decreases with each added filter. More importantly, the size and com-
plexity of the focal plane array and cryostat increase significantly with each observing
frequency.
The goal of frequency selective bolometers (FSBs) described in this thesis [41] is
to reduce the complexity of multi-frequency bolometer arrays by removing dichroic
and bandpass filters from the optical path and compacting the detectors into one
common light pipe. This goal is accomplished by integrating the bandpass filter
into the absorbing element of the bolometer allowing the bolometer to absorb only
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a specific, narrow band of radiation. Any radiation not absorbed by a given FSB
is then passed through the detector to be absorbed by additional FSBs tuned to
different resonant frequencies. A series of FSBs stacked together creates a compact
multi-frequency pixel that is capable of measuring a source in all of the spectral bands
simultaneously. For a single observation, the SED of the source is measured without
the need for repeated observations.
The need for multi-frequency followup observations of millimeter and sub-millimeter
detections is already pressing. The advent of large format detector arrays at millime-
ter wavelengths will only augment the list of targets to examine. Although a majority
of these sources will have optical, radio, and/or infrared counterparts, many of the
sources found in millimeter surveys may only be characterized at millimeter wave-
lengths. The demand for an efficient, multi-band bolometer camera is great, and the
frequency selective bolometer camera is ideally suited to fulfill this need.
1.3 Outline of Dissertation
This document describes the development of a new bolometer camera for measur-
ing millimeter wavelength SEDs. The SPEctral Energy Distribution camera (SPEED)
is a prototype instrument for the demonstration of frequency selective bolometers.
Chapter 2 provides an introduction to bolometer theory in general and a more spe-
cific description of the design and development of FSBs. The optical modeling of
FSBs is presented in Chapter 3. Chapter 4 describes the SPEED instrument as a
whole as well as identifies targets of scientific interest for a ground-based millime-
ter bolometer camera. How the instrument optically couples to the Heinrich Hertz
Telescope is the focus of Chapter 5. This dissertation concludes in Chapter 6 with a
look at a type of scientific observation for which SPEED is well suited, high redshift
galaxies, through analysis of millimeter wave bolometer observations from AzTEC of
the COSMOS field.
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CHAPTER 2
INTRODUCTION TO FREQUENCY SELECTIVE
BOLOMETERS
2.1 Bolometer Theory
A bolometer is a device that measures the total power of electromagnetic radiation
within a fixed passband. A bolometer absorbs incident radiation which causes a small
change in the temperature of the detector which then is measured by a temperature
dependent resistor. At wavelengths from a few millimeters through the sub-millimeter
band, bolometers are the most sensitive broad-band detectors available [64]. The
following chapter describes the components and performance of bolometers as they
relate to the development of frequency selective bolometers at millimeter and sub-
millimeter wavelengths. Detailed overviews of the history, variety, and applications
of bolometers can be found in Richards et al. [63]. A short review of the relevant
aspects of bolometer construction and operation follows below.
A general bolometer consists of three distinct components: an absorber, a weak
link to a thermal bath, and a thermistor. The absorber is designed to absorb incident
radiation and defined thermally by a heat capacity, C(T ), and optically by a frequency
dependent absorption spectrum. This absorber is connected to a thermal bath by a
weak link of thermal conductance G(T ). Finally, a temperature dependent resistor is
strongly coupled to the absorber to accurately measure small temperature variations
of the absorber. A cartoon view of a simple bolometer system is shown in Fig. 2.1.
The operation of a bolometer is fundamentally an issue of balancing input and
output powers. The power incident on a bolometer is the sum of the optical power
and the Joule heating caused by the dissipation of electrical power:
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Figure 2.1. Cartoon depiction of a generic bolometer. An absorber with a heat ca-
pacity C(T) is connected through a weak thermal link of thermal conductivity G(T) to
a reservoir at temperature Tbath. Attached to the absorber is a temperature sensitive
resistor R(T). Passed through the thermistor is a bias current, Ibias, whose dissipation
causes the thermistor and absorber to raise to a temperature, Tbolo above the bath
temperature. As an electromagnetic field of power Q is absorbed, the temperature of
the absorber increases and is measured by the thermistor. The thermal link to the
bath provides an avenue for this excess energy to dissipate and restore the system to
equilibrium.
P = Q+ IboloVbolo (2.1)
The measured optical power arises from the absorption and thermalization of
photons by the absorber. This input power is balanced by the amount of power that
can be removed from the absorbing system through the connection to the thermal
bath. This connection is defined by the thermal conductivity, G(T ), and sets the
amount of power that can be removed as a function of the bolometer temperature,
Tbolo:
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Pg =
∫ Tbolo
Tbath
G(T )dT (2.2)
Equating these equations and adding the heat capacity term to account for any
power that raises the temperature of the device as a whole yields:
Q+ IboloVbolo =
∫ Tbolo
Tbath
G(T )dT + C(T )
dT
dt
(2.3)
The optical and dissipated electrical powers initially will heat the absorber from
the bath temperature until the thermal conductivity can remove all of the input power
at temperature Tbolo. In equilibrium, the additional heat capacity term drops out
and the thermal conductivity balances the input power. The thermal time constant,
τtherm, of the device is a measure of how much heat the device can store as it changes
temperature divided by how quickly heat flows through the thermal link:
τtherm =
C
G
(2.4)
where G = G(Tbolo).
2.1.1 Semi-conducting Bolometers
The electronic operation of bolometers falls into two classifications: current-bias
and voltage-bias. Current-biased bolometers are bolometers whose thermistors are bi-
ased in series with a load resistor by means of a voltage source. Today’s current-biased
bolometers typically are fabricated by attaching a doped semi-conductor (usually Ge)
directly to a broad-band absorber. The absorbers that are paired with semi-conductor
bolometers are either coated solid disks, e.g. bismuth coated silicon, or metal-coated
silicon nitride meshes known as “spiderwebs” [8].
In operation, current-biased bolometers have resistances of ∼10 kΩ to ∼10 MΩ
and are wired in series with >10 MΩ load resistors. By biasing the circuit with a
voltage source, the load resistors ensure that a constant current flows through the
bolometer. By measuring the changes in voltage across the thermistor, it is possible
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Figure 2.2. Left: Resistance vs. temperature plot for a typical semi-conducting
bolometer. Right: Sample voltage vs. current load curves for three different optical
powers. For a given bias, the operating point of the bolometer follows a line of the
slope indicated by the dashed line for changing optical loads.
to determine the changes in resistance and, hence, temperature of the bolometer. The
availability of low-noise voltage amplifiers has lead to the wide use of current-biased
bolometers.
Semi-conducting bolometers typically have resistances that exponentially decay
with the square root of their temperature (see Fig. 2.2, left). With dR/dT < 1, semi-
conducting bolometers are well suited for current-biasing. As the detector absorbs
more optical power, the resistance of the bolometer decreases and, consequently, the
electrical power dissipated by the thermistor also decreases (Pelec = I
2
biasRbolo).
A loadcurve is a useful tool in maximizing the sensitivity of a bolometer and
investigating thermal properties of the detector. Loadcurves measure as a function
of the bias current the current through (I-I curve) or voltage across (I-V curve) a
bolometer. Such measurements indicate the ideal current to bias a bolometer for best
performance. An example of several I-V loadcurves for a semi-conducting bolometer
are shown in Fig. 2.2, right. Each loadcurve shows how the voltage across the bolome-
ter changes as a function of the current through the detector. The figure illustrates
how the loadcurves change with differing levels of optical loading, Q.
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Although semi-conducting bolometers are referred to as current-biased, the bias is
generated with a constant voltage applied across the load resistor-bolometer combi-
nation. For a given bias voltage, the current through the bolometer changes slightly
with changes in the bolometer resistance. The dashed line in Fig. 2.2 (right) illustrates
how the operating point of the bolometer changes with different optical loading. The
chosen bias voltage sets the offset of the line and the slope is equal to −RL, where
RL is the load resistance. Biasing the bolometer near the peak of the curve with the
lowest optical loading yields the greatest output voltage difference for a given change
in optical power.
2.1.2 Transition Edge Superconducting Bolometers
In contrast to semi-conducting bolometers, voltage-biased bolometers are biased
in parallel with a shunt resistor of a few mΩ. By running a known current through
the thermistor/shunt circuit, it is possible to maintain a constant voltage across the
thermistor. As the temperature and resistance of the bolometer changes, the amount
of current that flows throw the thermistor path changes. The change in current can
then be measured with a superconducting quantum interference device, or SQUID,
wired in series with the bolometer. Voltage-biased bolometers are formed with super-
conducting thermistors that are biased in their superconducting transition, these are
also known as transition-edge superconducting sensors, or simply TESs. TESs have
operating resistances of ∼50 mΩ up to ∼5 Ω. A short review of TES operation is
provided here to place in context the remainder of this chapter but a more thorough
description of TESs can be found in Irwin & Hilton [38].
Like all superconductors, TESs behave as normal resistors above a transition
temperature Tc below which the resistance of the TES quickly drops to 0 Ω. The
transition between a normal resistor and a superconductor occurs over a range of 2-5
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Figure 2.3. Superconducting transition of a Mo-Au bilayer TES with a Tc = 492
mK
mK although broader transitions have been observed. The superconducting transition
of a typical TES is plotted in Fig. 2.3.
A simplified electronic readout circuit for a single TES is shown in Fig. 2.4. The
TES, identified as the variable resistor RTES, is wired in parallel with a shunt resistor,
Rs. The shunt resistance is chosen such that the vast majority of the bias current flows
through the shunt resistor. This condition is satisfied when Rs ≪ Rnorm where Rnorm
is the resistance of the TES at the normal edge of the transition curve. Typically
RTES is determined by the bias voltage and is commonly set to RTES ∼ 0.5Rnorm. Also
in series with the TES is an inductor, often referred as the input inductor Lin, that
produces a magnetic field proportional to the current through the TES, ITES. This
magnetic field is then measured by a superconducting quantum interference device
(SQUID) located in close proximity to the inductor. The biased SQUID will produce
a voltage that is periodic with the magnetic flux through the device. The voltage
produced by the SQUID is amplified and passed through a second inductor, Lfb, near
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Figure 2.4. Schematic of TES electronic circuit
the SQUID. The feedback through the second inductor cancels the flux from Lin and
linearizes the output from the SQUID to small changes in the input field.
The electronic operation of the TES begins by passing a known current through
the parallel circuit, Ibias. The majority of the bias current will flow through Rs and
produce a constant voltage across the TES-inductor arm of the circuit. Ibias is chosen
such that the TES is biased in the superconducting transition giving the maximum
change in detector resistance as a function of TES temperature.
When optical power is absorbed by the bolometer, the temperature of the TES
increases causing an increase in the TES resistance. The added resistance of the
TES reduces the current that flows through the TES and inductor. The reduction in
current induces a change in the magnetic field generated by the inductor. The SQUID
amplifier located near the inductor measures the change in the magnetic field. The
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SQUID’s voltage output is amplified and ultimately measured. The amplified output
of the SQUID is also feedback through a second inductor near the SQUID whose
function is to create a canceling magnetic field at the SQUID. The SQUID operates
as a null detector such that its output sinusoidal output is linearized.
The reduction in current produces another effect on the TES system beyond the
change in the inductor’s magnetic field. The decreasing current through the TES also
reduces the Joule heating of the TES. With less electrical power dissipated, the TES
quickly returns to its bias temperature in a process called negative electrothermal
feedback. This electrothermal feedback is so strong in TES systems that, when prop-
erly working, the TES remains at the same operating temperature adding increased
stability to the TES.
Before proceeding further, a brief review of TES operation is presented here fol-
lowing the discussion of Lee et al. [46]. If a time change in the optical power mea-
sured by the TES varies as δQeiωt and generates a temperature change δTeiωt with
δT << Tbolo − Tbath then Eq. 2.3 can be rewritten as:
Q+δQeiωt+
V 2bias
RTES
− V
2
bias
R2TES
∂R
∂T
δTeiωt = G¯(TTES−Tbath)+ G¯δTeiωt+ iωCδTeiωt (2.5)
where we explicitly reference the TES bolometer and where G¯ is the time-independent
average thermal conductivity. Eq. 2.5 can be broken into a time-independent equa-
tion:
Q+
V 2bias
RTES
= G¯(TTES − Tbath) (2.6)
and a time-dependent equation:
δQeiωt − V
2
bias
R2TES
∂R
∂T
δTeiωt = G¯δTeiωt + iωCδTeiωt (2.7)
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which can be rewritten as:
δQeiωt =
(
V 2biasα
TTESRTES
+ G¯+ iωC
)
δTeiωt (2.8)
where α is the dimensionless measure of the steepness of the superconducting transi-
tion:
α =
T
R
δR
δT
(2.9)
Eq. 2.8 can be written as:
δQ = GeffδT (2.10)
Geff is an “effective” thermal conductivity equal to the terms within the paren-
theses of Eq. 2.8. To complete the circuit analogy to TESs, the strength of the
electrothermal feedback can be described through the loop gain, L, as the ratio of
the change in bias power to the total change in power:
L = −δPbias
δPtot
(2.11)
Here, δPbias is the change in bias power with temperature:
δPbias = − V
2
biasα
TTESRTES
δT (2.12)
The total power, δPtot, is the sum of the bias power change and the change in power
given by the time-dependent Eq. 2.8.
δPtot = (G¯+ iωC)δT (2.13)
yielding a loop gain of:
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L(ω) = V
2
biasα
G¯TTESRTES(1 + iωτtherm)
(2.14)
The most important advantage voltage-biased bolometers have over current-biased
versions is the strength of the negative electrothermal feedback. In addition to the
increased stability of the device, electrothermal feedback also reduces the overall time
constant of the device. The current sensitivity of a TES is defined as the ratio of the
change in TES current to the change in power:
SI =
δI
δQ
(2.15)
Using the previous definition of δQ from Eq. 2.8 and the DC loop gain, LDC =
L(ω = 0) , the current sensitivity of a TES can be written as:
SI =
−LDC
Vbias(1 + LDC)(1 + iωτeff) (2.16)
where τeff is an effective time constant that is shorter than the thermal time constant
by a factor of (1 + L).
τeff =
τtherm
1 + L (2.17)
As a consequence of electrothermal feedback the TES always operates at the
same position in the superconducting transition where it is biased. Furthermore,
any deviations from the steady-state bolometer temperature should trace the same
section of the superconducting curve (see Fig. 2.3) yielding a linear output over a
much broader range of input powers when compared with traditional current-biased
bolometers.
Due to the wider availability of multiplexed SQUID amplifiers, TESs have become
a focus of detector development for not only millimeter wave detectors but other
wavelength ranges as well (e.g. x-ray, γ-ray). For millimeter and sub-millimeter wave
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detectors coupling TESs with SQUID multiplexors has lead to the development of
instruments like SCUBA-2 [32], GISMO [72], and APEX-SZ [67]. At optical and
x-ray wavelengths, TES instruments also have been designed for photon counting
applications which measure the arrival times and energies of individual photons. More
thorough descriptions of these types of instruments can be found in Porter et al. [57]
and Cabrera & Romani [10].
2.2 Frequency Selective Bolometers
Frequency selective bolometers, or FSBs, are a special class of bolometers that
are designed such that only a narrow band of radiation is absorbed and measured by
the bolometer. A conventional bolometer is designed with an absorption band many
times larger than desired and requires a series of external filters to define the ultimate
absorption profile. FSBs, however, are specifically designed such that radiation within
a specific band is preferentially absorbed and radiation outside that band is rejected
by or passed through the detector. This frequency selection is typically carried out
by means of frequency sensitive absorbers [41] or with bolometer-coupled antennas
and strip lines [37]. The frequency selective bolometers that will be described in the
rest of this and following chapters are expansions from the ideas first put forward by
Kowitt et al. [41] and utilize frequency sensitive absorbers to achieve their frequency
selective nature.
2.2.1 Frequency Selective Surfaces as Patterned Absorbers
Unlike traditional broadband bolometers which require external filters to define
the shape of the absorbing band, FSBs incorporate lossy frequency selective surfaces
(FSSs) as absorbing elements. By adjusting the geometric properties of the lossy
FSSs, it is possible to create a stopband that is both highly absorptive in band and
almost completely transparent to radiation at frequencies out-of-band. It is this
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transparency to out-of-band radiation that is the key advantage of FSBs: the ability
to stack many differently tuned FSBs together to form a compact photometer capable
of observing several different bands without the need for complex lossy optics.
FSBs derive their frequency selective nature from patterning the bolometer’s ab-
sorber as a regular grid of lossy FSSs. The absorption of the device can be enhanced
by pairing the absorber with a conducting backshort to create a quasi-optical in-
terference filter. Much of the early research on FSSs was conducted by Ulrich [79]
on inductive and capacitive grids. Later work by Tomaselli et al. [75], Chase and
Joseph [12] and Page et al. [55] expanded the use of FSSs to astronomical applica-
tions by designing bandpass filters of FSSs. These bandpass filters were formed by
perforating a conducting sheet with a pattern of crossed dipoles and were shown [80]
to be effective bandpass filters. These crossed dipole filters, however, were designed
with very low passband loss and independent of any accompanying detector. Based
on the concept of complimentary structures first presented by Ulrich [79], Kowitt et
al. [41] demonstrated that lossy frequency selective elements could be used as an ab-
sorptive bandstop filter and created a prototype FSB. FSBs have patterned patches
of resistive metal whose geometric properties preferentially absorb specific frequencies
of radiation. Attaching a thermistor to these lossy FSSs created a bolometer whose
inherent absorption profile was a narrow band about a frequency of interest.
Each absorber’s optical performance is defined by its geometry. One of the sim-
plest geometric patterns capable of absorbing a narrow bandwidth is the dipole. For
FSSs in general and FSBs in particular, a metallic dipole, or bar, element is patterned
on an optically transparent (within the bandwidth of interest) substrate. A second
dipole can then be patterned perpendicular to the first to create a crossed dipole
structure, or simply a cross. The cross geometry used in our FSBs is illustrated in
Fig. 2.5 where l and w are the length and width of each dipole element respectively. g
is the periodicity of the square grid. In its simplest form, the crossed dipole geometry
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Figure 2.5. Definition of crossed dipole FSS.
behaves like other standard dipoles whose resonant wavelength is slightly more than
twice the dipole length. Accurate modeling of these structures has proven difficult due
to a number of effects such as finite dipole widths and heights, surface impedance,
grid interactions, as well as the effects of pairing dipoles into resonant structures.
Chapter 3 delves further into this issue and describes modeling results of FSSs using
a finite-element method solver
Absorption of incident radiation is created by adding a resistive component to
FSSs. The absorption of an FSS can be further enhanced with the addition of a
backshort element, a similarly tuned reflective FSS located one quarter wavelength
behind the absorbing layer. By controlling the geometric parameters and resistive
nature of the absorbing and backshort FSSs, it is possible to create an efficiently
absorbing and narrow (λ/δλ ∼ 5− 10) bandstop.
In addition to the standard cross, different surfaces can be patterned onto the
substrates of FSBs if a more complex absorption profile is needed. One such important
surface is the standard dipole that can be used for polarization sensitive FSBs. In
a standard dipole FSB, polarized radiation parallel to the dipole is absorbed and
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radiation polarized perpendicular to the dipole passes through the FSB with low
loss. As the need for more complex absorption profiles arise, FSBs can be made from
more complex patterns such as the Jerusalem cross [44], rings [11], or the patterned
grid designs built upon any of the previous studies of FSSs (e.g. Munk [54] and
Vardaxoglou [81]).
2.2.2 Practical Implementation of TESs
TESs have been fabricated using a variety of techniques to control the final Tc of
the device. Three techniques have emerged to create superconductors with repeat-
able Tcs and are broadly based on the number and thickness of superconducting and
normal metal thin films used in the fabrication. Young et al. [89] have demonstrated
a technique for tuning the transition temperature of mono-layer films of W by ion
implanting magnetic-atoms. On the other extreme, Chow et al. [17] describe fabri-
cating multilayer TESs of alternating thin films of Mo and Cu. These TESs have ∼40
layers whose Tc is adjusted by varying the thickness ratios of the two metals. Despite
these two alternate techniques, the majority of TESs are comprised of bi- or tri-layers
of normal and superconducting metals. In these TESs, like in the multilayer TESs,
the superconducting transition is a function of the proximity effect [15, 14] and the
transition temperature is dictated by the ratio of the thicknesses of the two metals.
The TESs developed for our FSBs are fabricated at the Detector Development
Laboratory of the NASA Goddard Space Flight Center (GSFC). Based on the prior
experience of the fabrication engineers at GSFC, the TESs for our FSBs are comprised
of bi-layers of 50 nm thick Mo and 50 nm thick Au and come in two dimensions:
100× 100µm and 200× 200µm. At these thicknesses Tc ∼ 450 mK. Fig. 2.3 plots the
superconducting transition of a typical Mo-Au TES with a Tc ∼ 492 mK. Although
the exact physical process of how the TES transitions to a superconductor remains
open for debate [48], there is some evidence that the macroscopic design of the TES
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can alter the noise properties of the device [77, 73]. It is for these noise considerations
that different TES geometries were included in the development of FSBs.
The transition temperatures of TESs are driven by the observational demands
on the detector. The difference between the transition temperature of the TES and
the thermal reservoir determine the operating limits of the detector. As seen in
Eq. 2.3, the sum of the input optical power and the bias power is always constant.
Therefore, the current through the TES can always be reduced to accommodate
excess optical loading until the optical loading is greater than the Pg at which point
the detector saturates. The Tc thus determines the amount of optical power that can
be absorbed before the detector goes “blind” and drives the difference between Tc
and Tbath greater. However, at low frequencies the noise of the TES is dominated
by fluctuations in the heat flow through the thermal link and is proportional to the
square of the TES temperature. By reducing both the bath and TES temperature,
the detector performance increases. Space-based X-ray TES systems have more stable
and lower backgrounds and been designed with Tbath < 100 mK with Tc < 150 mK
to take advantage of the lower noise. Millimeter TES detectors like those discussed
in this thesis must contend with a fluctuating atmosphere and often sacrifice noise
performance for a larger operating dynamic range. Thus the TESs described here are
fabricated for Tbath ∼ 250 mK and have Tc ∼ 450 mK.
2.2.3 Putting it together: A complete FSB
By combining frequency selective absorbing surfaces with TESs it is possible to
make working FSBs for millimeter and sub-millimeter wavelengths. A brief descrip-
tion of the FSBs that were produced as part of the SPEctral Energy Distribution
Camera is presented in this section. The actual fabrication of FSBs has been de-
scribed in Chen et al. [14] and is beyond the scope of this dissertation.
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Our FSBs are fabricated on a 0.5µm thick sheet of low stress silicon nitride (S3N4)
that is suspended from a solid frame of silicon. At the millimeter wavelengths of
interest, the silicon nitride is almost completely transparent (> 99%). The silicon
nitride is in the shape of a dodecagon 12.36 mm across and truncated by a square
with sides of length 10.36 mm aligned with the square silicon frame. The silicon
nitride is attached via narrow legs to the silicon frame. These legs form the thermal
path between the absorber/TES and the thermal bath of the silicon frame. It is,
therefore, the width of these legs that set the thermal conductivity, G, of the detector
and is different for each detector band. All of the legs are 1.316 mm long and have
widths that range from 30 µm to 140 µm for FSBs optimized between 150 and 350
GHz.
A photograph of the absorbing layer of an FSB is shown in Fig. 2.6 with a close
up view of the TES shown in Fig. 2.7. The optically active area measures 10 mm in
diameter and contains a grid of crossed dipole FSSs of length 473 µm that are tuned
to absorb radiation at λ ∼ 270 GHz. The silicon nitride is suspended from a solid
frame of silicon (dark outer square) which is attached to an alumina mounting board.
Aluminum wire bonds can be seen in the lower left corner of the image and trace the
path of the electrical current between the alumina board and the silicon frame. Once
on the frame the TES current flows through pairs of Mo traces, down the thin silicon
nitride legs to the TES. The device pictured has a pair of TESs on opposite sides of
the detector, these are seen with their leads in the upper-left and lower-right corners
of the optically active area.
Surrounding the FSSs and the optically active area is a Au ring that is included
for thermal purposes. Silicon nitride is a poor thermal conductor and the Au ring
around the edge of the detector is designed to keep the detector isothermal. The
gold ring also acts as the dominant heat capacity of the detector. As mentioned
in §2.1.2, an increased heat capacity also increases both the thermal and effective
23
Figure 2.6. Photograph of the absorbing layer of an FSB. The key components of
the device are labeled. The portion of the device that is exposed to incident radiation
is the central 10 mm of the disk within the Au ring. Two TESs are seen as dark
squares in the upper-left and lower-right corners of the suspended silicon nitride. The
Al wire bonds in the lower-left corner of the image carry the TES current on and
off the device. The scale for the photograph can be determined from the 473 µm
frequency selective dipoles.
time constant of the device. Knowing that the silicon nitride is not an efficient
conductor of heat, “slowing” the detector is required such that the entire detector
has time to thermalize before measuring the detector’s change in temperature with
the TES. Although not mentioned in §2.1.2, the internal time constant, τdisk, is the
time constant that describes the flow of heat from the frequency selective absorbers
to the TES. Ideally, τdisk << τeff such that the absorber and TES can be considered
in thermal equilibrium. However, the combination of the poor thermal conductance
of silicon nitride and the reduction of the thermal time constant by electrothermal
feedback challenges the time constant inequality. The gold ring that surrounds the
FSSs achieves both a reduction in τdisk by maintaining a constant temperature at
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Figure 2.7. Close up photograph of the TES on the absorbing layer of the FSB
shown in Fig. 2.6. Identified in the photo is the square Mo-Au TES with Mo leads
extending to the silicon frame. Also shown in more detail are the cross dipole FSSs.
the edge of the optically active area and an increase in τeff by adding overall heat
capacity. The thermal time constant of the disk, τdisk = Cdisk/Gdisk, is estimated from
bulk properties and measured silicon nitride membrane conductivities [86]. Due to the
uncertainty of Cdisk, the internal time constant is estimated between 60 <∼ τdisk <∼ 250µs.
The thermal time constant, and thus the effective time constant, are sensitive to the
amount of gold deposited on the disk. With the gold ring as the dominant heat
capacity, the thermal time constant of the device can be adjusted nearly independently
of both the TES or FSS properties. The SPEED FSBs have a gold ring around the
optically active center of the disk to bring τeff ∼ 300µs. Although adding the gold
rings lengthens the effective time constant, the inequality between the effective and
disk time constants is only marginally satisfied. The definitive consequences of these
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time constants remains unclear. However, laboratory tests of early prototype versions
of the detectors showed lack of stability at low TES resistances which maybe caused
by the similar time constants.
To enhance the absorption of optical radiation a backshort is paired with the
absorbing layer to complete the FSB. This backshort is similar to the absorbing layer
but has none of the thermal features required for the absorbing layer. Each backshort
layer is a continuous sheet of silicon nitride and has no TES nor gold ring. However,
the geometric parametersof the FSSs also differ. The FSSs deposited are 2000 A˚
thick, much thicker than the 280 A˚ thick absorbing layer. At this thickness the FSSs
act as pure conductors to reflect, not absorb, in-band radiation. By placing these
two layers one quarter of the FSSs’ resonant wavelength apart, the pair of FSS layers
becomes an interference filter with near 80% absorption in-band.
In the development of millimeter-wave detectors for the ground-based SPEctral
Energy Distribution camera, we fabricated a series of complete FSBs tuned to a
number of resonant frequencies. Most of the detectors fabricated were designed to
absorb radiation at either 220 or 270 GHz. Additional FSBs were fabricated at 150,
350, 1100, and 1500 GHz.
2.3 Laboratory Performance of Frequency Selective Bolome-
ters
2.3.1 Optical Performance
The testing and development of FSBs occurs along two parallel paths: optical
and thermal development. The optical development focuses primarily on the optical
characterization of the FSSs. The discussion of how the FSS parameters were chosen
will be discussed in the next chapter.
The design of an FSB is such that the optical components (absorptive FSSs) can
be designed, modified, and optimized independent of the thermal properties of the de-
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Figure 2.8. Transmission measurement of an FSB absorbing and backshort pair with
FSSs only. Overlaying the measured transmission spectrum in red is a prediction of
the transmission based on a numerical model.
tector. The first prototype FSBs, therefore, were fabricated without thermal features
and contained only FSSs on a thin silicon nitride layer. These devices were then tested
in Fourier Transform Spectrometers (FTS) both at the University of Massachusetts
- Amherst and the University of Chicago. Fig. 2.8 shows a sample transmission
measurement for one of these optical element only prototype FSBs. Overlaying the
transmission measurements is the transmission of a simulated structure using a finite-
element numerical solver. These initial devices validated the numerical model used to
predict the appropriate FSS parameters. More information about the optical model-
ing of FSBs will be discussed in the next chapter.
Unfortunately, these initial FTS measurements only measured the room temper-
ature transmission properties through the FSS. Although the near unity out-of-band
transmission is critical to the success of FSBs, these measurements were unable to
address the absorption characteristics of the devices. To measure the absorption pro-
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Figure 2.9. Illustration of the test cryostat mounted with optical filters and FSB
stack in the “FTS configuration”. The locations and descriptions of the filters are
noted in the picture.
file, the FSS elements must be coupled to a TES. The need for the TES or thermal
component of the FSBs lead to the second development path.
2.3.2 Experimental Setup for Thermal Measurements
An illustration of the experimental setup used for FSB testing at UMass is pictured
in Fig. 2.9. The illustration includes the relevant components of the optical system
and excludes the cryogenic and electronic components.
The FSBs are stacked sequentially with the highest resonant frequency detector
first and terminated in a broadband absorber. The stack and supporting SQUIDs are
then inserted into a superconducting enclosure (e.g. aluminum) and capped with a
piece of cold rolled steel. The superconducting enclosure serves both as a magnetic
shield for the sensitive SQUIDs and a thermal shield. The detectors nominally absorb
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radiation from π steradians and thermal radiation from 4K surfaces adds significant
excess optical power. However, the superconducting container is coupled to a pair
of back-to-back Winston cones and thermally attached to the working surface of the
cryostat at 250mK. The back-to-back Winston cones limit the e´tendue of the system
and the radiation to ±7.5◦ from normal incidence. The Winston cones also act as a
high pass filter which limits radiation whose wavelength is larger than the throat of
the cones, λ = 1.35 mm .
A radiation shield mounted to a tank of liquid He (4K) surrounds the sub-Kelvin
working surface. Attached to the radiation shield are two filters, 0.095 inch thick
sheet of polytetrafluoroethylene (fluorogold) [59] which acts as a low pass filter with
a cutoff frequency around 600 GHz and a 1.3% transmissive neutral density filter
(NDF). Surrounding the liquid He tank and shield is another cryogen tank that holds
liquid nitrogen at 77K. At this radiation shield light passes through another filter for
optical and near-infrared wavelengths, a 1/8 inch thick sheet of Teflon (GoreTex) [60].
Before emerging from the cryostat, the light path intersects a 0.495 inch thick sheet
of a Zotefoam (Propozote PPA30). This material not only acts as the initial optical
filter but also provides the vacuum window for the system. Straight light pipes are
used to guide the beam between the various filters and temperature stages.
Three variations of the configuration depicted in the Fig. 2.9 were required to
characterize the detectors. The first configuration described above is called the “FTS”
configuration and is required to measure the relative absorption profile of the detectors
on an FTS. Without the 1% NDF the 1500 K blackbody source of the FTS saturates
the bolometers. The second optical configuration (“dark” configuration) blanks off
the optical path at 300 K by covering the Zotefoam with a solid Al disk and at 250 mK
with a reflective piece of aluminized mylar placed over the upstream opening of the
back-to-back Winston cones. The final optical configuration, the “calibrated load”
configuration, couples the FSBs to a calibrated load source. Zotefoam is removed
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from the configuration and a second cryostat with a calibrated load source is mated
to the original cryostat. Attached to the second cryostat is a blackbody that is heated
in a controlled manner between 4-40 K.
2.3.3 Transition Temperature
The first test of any detector verifies the transition of the TES. Our TESs are
designed with transition temperatures around 450 mK. Variations in the processing
of TESs during fabrication lead to an acceptable range of Tcs between 450 and 500
mK. The “dark” experimental setup is used for transition temperature measurements
such that no excess power is absorbed and Tbolo ≈ Tbath. Transition temperatures are
measured by first heating both the detector and thermal bath well above the expected
Tc. Next a small modulated current biases the TES and the temperature of the bath
and detector slowly decrease through the superconducting transition. Given the value
of the shunt resistance and the ratio of the RMS magnitudes of the bias and TES
currents the resistance of the TES is determined as a function of temperature.
Accurately measuring the transition temperature of the TES requires that the
detector be at the same temperature as the bath. Because the TES is only weakly
connected thermally to the bath (both the silicon frame and the cold stage of the
cryostat) any additional power on the FSB raises the detector temperature above
the temperature of the bath. This excess power can originate from absorption of
thermal radiation or from Joule heating in the TES. The former issue is mitigated by
performing transition measurements in the “dark” and encapsulating the detectors
within a sub-Kelvin enclosure. Joule heating is minimized by recording the transition
measurement at the minimum bias current possible. The common modulated bias
current generated for these tests was Ibias = 5 µA-rms at 100 Hz which generates much
less than 1 pW of Joule heating. The bias of the TES is generated by a sine-wave
generator and the output of the SQUID is sensed by a lock-in amplifier. The TES
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is then slowly cooled while the TES current is monitored. After the TES transitions
to a superconducting state, the refrigerator is allowed to warm again through the
transition temperature to trace the resistance vs. transition curve of the TES. The
transition of a typical TES device is shown in Fig. 2.10. There is evidence of hysteresis
because the thermometer that measures the temperature of the system is tied more
strongly to the refrigerator than the TES. The temperature of the TES lags slightly
behind the recorded temperature of the stage. As the device is cooled through its
superconducting transition, the measured Tc will be below the actual Tc of the device.
Faster transitions to the device’s superconducting state lead to greater differences
between the measured Tc and the actual Tc of the superconductor. The actual Tc of
the device shown in Fig. 2.10 is much closer to the Tc measured when heating the
device through its superconducting transition than when cooling the TES because
the slower transition allowed the thermometer temperature to more closely match
the TES temperature. The resistance of the TES, RTES, is calculated from the bias
current, Ibias, the current through the TES, ITES, and the shunt resistance, Rs, as
follows:
RTES = Rs
Ibias − ITES
ITES
(2.18)
2.3.4 Load Curves
As mentioned in §2.1.1, a load curve is a diagnostic for determining thermal prop-
erties of bolometers. Load curves of TES bolometers provide not only information
about the TES itself, but thermal parameters of the whole detector can be gleaned
from these measurements. For TES bolometers, load curves trace the TES current as
a function of bias amplitude. Fig. 2.11 shows three load curves from a single Mo-Au
TES FSB.
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Figure 2.10. Transition temperature measurement of a Mo-Au TES. The transition
temperature was measured once while cooling (dT/dt < 0) and once while letting
thermal stage slowly heat (dT/dt > 0). The lack of uniformity in the warming
transition is caused by the small but sudden increases to the stage temperature.
A TES load curve can be understood as composed of three regions: supercon-
ducting, transition, and normal regions. To measure a load curve the TES is biased
with a large current such that the Joule heating maintains the TES in a normal state.
As the bias current is reduced through the normal state, the TES current is linearly
proportional to bias current as:
ITES = Ibias
(
Rs
Rs +RTES
)
(2.19)
Measuring the slope of the normal state region of the load curve provides a con-
firmation of the normal resistance determined from the transition temperature mea-
surements.
When lowering the bias current further no longer provides enough Joule heating to
keep the TES normal the TES enters its superconducting transition. It is this region
where the voltage across the detector is independent of bias current. As the bias
current decreases, the temperature and resistance of the TES drops quickly and more
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Figure 2.11. Typical load curve of an FSB bolometer with Tc = 471 mK. The three
curves are load curves taken at three different bath temperatures: 274, 390, 427 mK.
The normal state, transition region, and superconducting state are identified.
current flows through the TES. When the bias current drops below the level at which
the Joule heating can no longer keep the TES in its transition region, the TES becomes
a superconductor and all of the bias current flows through the resistanceless TES. In
this superconducting state, the load curve once again becomes a linear function of
the bias current.
If the TES is truly superconducting, all of the bias current flows through the
superconducting TES and the slope of the superconducting region will be 1. However,
any parasitic resistance that is in series with the TES will cause a non-unity slope
in the load curve such that the parasitic resistance, Rp, can be determined from the
shunt resistance and the slope, m, of the superconducting state of the load curve:
Rp = Rs
(
1
m
− 1
)
(2.20)
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Parasitic resistance can arise from a number locations along the electronic path.
The most common sources of parasitic resistance are poor solder joints, poor wire
bonds, and non-superconducting wiring. Both the solder joints and the wire bonds
require clean electrical contacts for any contamination imparts small, but measurable,
resistances. The severity of the parasitic resistance depends upon the location of the
parasitic resistance. If the parasitic resistance is thermally tied to the cold reservoir,
then the effects are minimized and will only limit the range of currents that can flow
through the TES. If, however, the parasitic resistance occurs in or near the TES the
parasitic resistance will dissipate electrical power directly onto the detector and cause
a reduction in the dynamic range of the device.
In between the superconducting and normal regions of the loadcurve lies the tran-
sition region, the region in which the TES neither behaves as a normal resistor nor a
superconductor. As a result of the electrothermal feedback, the detector traces out a
hyperbola in this region. If the TES is voltage biased, the electrical power dissipated
in the TES is constant:
I2TESRTES = const (2.21)
and rewriting Eq. 2.19 as:
RTES ∝ Ibias
ITES
(2.22)
gives the expected behavior of the TES current as a function of bias current in the
transition:
ITES ∝ 1
Ibias
(2.23)
Load curves at different temperatures are expected to overlap at both the normal
and superconducting states since the normal and superconducting resistances are
independent of the bath temperature (see Fig. 2.11). Load curves differ at which
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bias currents the TES enters the transition and superconducting states. Lower bath
temperatures require larger bias powers to keep the device normal or remain in the
transition region. Fig. 2.11 illustrates this effect with the Tbath = 274 mK load
curve requiring an Ibias of 700 µA, almost twice as much as the bias current required
for Tbath = 427 mK, to keep the TES normal. Since the total power dissipated
in the TES is constant for all load curves, the differences in bias currents provide a
means of calculating the amount of power the detector is capable of dissipating before
saturation at various stage temperatures and bias currents.
In addition to measurements of the superconducting and normal resistances, esti-
mates of the thermal conductivity of the bolometer are also obtained from a series of
load curves. The first step for this estimation measures the saturation power of the
detector. Referring to Eq. 2.3, if the detector is measured on long time scales (i.e.
dT/dt = 0) and blanked off to all thermal radiation above the operating temperature
(i.e. Q ∼ 0) then all of the power dissipated by the thermal link is from the electrical
power dissipated by the TES:
Pg = I
2
TESRTES (2.24)
The electrical power dissipated by the TES as a function of bias current is plotted
in Fig. 2.12. The detector was exposed to minimal optical loading and the measure-
ments were taken over a time scale much longer when compared with the thermal-
ization time. The ordinates in this case could also be understood to approximate the
total saturation power of the device.
Like the TES current vs. bias current loadcurves described earlier, the power vs.
bias current plots have three distinct sections. At low bias currents the TES is in
the superconducting state and does not dissipate any electrical power. At high bias
currents the TES is normal and behaves as a normal resistor. The power dissipated
in the normal-state TES increases as the square of the bias current (see Eq. 2.24). In
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Figure 2.12. Electrical power dissipated in the TES vs. bias current of the load
curves plotted in Fig. 2.11
the transition region, the power dissipated by the TES is constant with bias current.
The electrothermal feedback of the system ensures that while the total bias current is
decreased, the TES resistance is decreased but the current through the TES increases
to compensate for the change.
The saturation power is the maximum amount of power removed from a bolome-
ter without driving the detector from its superconducting state to its normal resistive
behavior. Electrothermal feedback guarantees the sum of the optical and electrical
powers equals the saturation power in TES bolometers. With no optical power de-
posited on the detector, the electrical power dissipated by the TES in the transition
is a measure of the total saturation power.
The saturation power of a device changes with different bath temperatures. The
power removed from the bolometer to the thermal bath is a function of the difference
between the transition and bath temperatures (see Eq. 2.2). When the bath tem-
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perature is near Tc, the thermal link is unable to remove as much power from the
absorber-TES system as when the bath temperature is much lower. The effect of this
change is seen in Fig. 2.12 as the colder bath temperature leads to higher saturation
powers and transition regions at higher bias currents.
Ideally the transition region of the power vs. bias current plot is a line whose
slope is zero and every point in the transition will yield the same saturation power.
In practice the superconducting transition has a finite width and the temperature
of the TES decreases throughout the transition resulting in a small decrease in the
saturation power with bias current. Looking closely at Fig. 2.12 shows the slight
decrease in electrical power dissipation as the bias current is lowered. It is therefore
necessary to compare the various curves at common resistances, not common bias
currents, to correctly estimate the thermal conductivity of the device.
A model of the temperature dependent thermal conductivity is produced by com-
paring the saturation powers of the TES at similar resistances but differing bath
temperatures. Fig. 2.13 plots the saturation power as a function of bath temperature
of a TES detector. The saturation power was determined at a TES resistance of 110
mΩ (Rnormal = 260 mΩ) with a Tc of 492 mK. Drawn over the measured data points is
the best fit curve of a thermal conductivity model. The model describes the thermal
conductivity as a power law and has two degrees of freedom:
G(T ) = G0T
n (2.25)
Plugging this equation into Eq. 2.2 yields:
Psat =
∫ Tc
Tbath
G0T
ndT (2.26)
where Psat is the saturation power, Tbath is the varied bath temperature and G0 and
n are the variables that are fit.
37
Figure 2.13. Saturation power vs. stage temperature
The best fit parameters for the data given in Fig. 2.13 areG0 = 72 and n = 3.7 such
that the units of G(T ) are in nW/K. TESs typically have 3 < n < 4 depending on the
dominate thermal impedances in the device. Kapitza resistances generally dominate
the thermal conductivities of thicker films causing the temperature dependence to be
cubic [49]. For thinner films, like the layer of silicon nitride used in our detectors,
electron-phonon decoupling is the dominate effect and tends to push the thermal
conductivity to behave with a T 4 dependence [82].
Understanding and controlling the thermal conductivity of a device is crucial to
designing a bolometer. The thermal conductivity determines the amount of optical
power that can be removed from the absorber. Bolometers designed for ground-based
observing will have much higher background optical powers than bolometers designed
for balloon or space-based missions due to the atmosphere. Creating detectors with
large enough thermal conductivities allows the detectors to function under their ex-
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pected optical loads. However, raising the thermal conductivity leads to an increase
in the noise of the detector. The noise equivalent power (NEP) of a bolometer is
determined, in part, by the thermal fluctuations in the heat flow through the thermal
conductance as:
NEP 2phonon = 4kBT
2G¯ (2.27)
Optimizing the detector balances the need to raise the saturation power to accom-
modate the expected range of input powers with the desire to minimize the phonon
noise in the detector.
2.3.5 Absolute Efficiency
After an FSB has been characterized “in the dark” without added optical power,
the detector is exposed to a controlled optical load. Measuring the response of a
detector to a variable (but known) load allows determination of the absolute efficiency
of the detector. The absolute efficiency is the ratio of how much power is measured by
the TES to how much power an ideal bolometer would measure. The measurement
of the absolute efficiency is conducted in two distinct steps. The first step consists of
calculating how much power an ideal bolometer would absorb, and the second step is
to measure the power detected by the bolometer given a known optical input.
Calculating the amount of power absorbed by an ideal bolometer is ultimately
a measurement of the frequency dependent absorption profile of the detector. To
measure this profile, the detector is mounted in a cryostat modified to accept an
incident beam of radiation, the “FTS configuration” (see Fig. 2.9). The cryostat fitted
with the detectors and filters then attaches to the output of a polarizing Michelson
Fourier Transform Spectrometer (FTS) [24] to measure the relative absorption profile.
The FTS is illuminated with a 1200K blackbody source and the spectral profile of
the bolometer’s absorption is then measured.
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Figure 2.14. Normalized absorption profile taken with two different FTSs. The
University of Massachusetts measurements are shown with the thin black line and
the University of Chicago measurements are shown with the thicker blue line. See
text for differences between the spectra.
Fig. 2.14 plots the normalized absorption profile of an FSB whose resonant fre-
quency is 230 GHz. Two absorption profiles are plotted from two separate mea-
surements of the relative absorption, one measurement from the University of Mas-
sachusetts - Amherst (UMass) and the other measurement from the University of
Chicago taken by Tom Downes and Dr. Thushara Perera. As expected the FSB
selectively absorbs radiation near its resonance while passing all other radiation with
low loss.
As discussed in §2.2.1, the expected absorption profile of these detectors should
be that of a simple dipole, however a small rise in absorption is seen in Fig. 2.14 near
300 GHz. This rise is not an increase in the absorption at these frequencies but a
consequence of the experimental setup of the device during testing; the FSB tuned to
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230 GHz was placed in the optical path directly behind an FSB tuned to 270 GHz.
Radiation in the resonance of this preceding FSB is absorbed prior to reaching the
lower tuned FSB. The absorption spectrum of this preceding detector can be inferred
from the measured absorption spectrum of the 230 GHz FSB. The high frequency
side of the absorption profile is much steeper than the corresponding low frequency
edge. It should also be noted that the absorption measured by the 230 GHz bolometer
approaches zero at the resonance of the 270 GHz device.
The most obvious difference between the two measurements is the level of noise.
Several explanations attempt to explain the excess noise in the UMass measurements.
At the time of these measurements the UMass FTS system was newly constructed
and this measurement was the first conducted with the given cryostat and electronics.
This setup proved extremely difficult to ground properly due to the positions of both
the cryostat and electronics while operating the FTS. Another difference between the
two FTS experiments was the cryogenic refrigerators used during the measurement.
The University of Chicago’s measurements were conducted with a 3He adsorption
refrigerator and the UMass cryostat’s temperature was regulated with an adiabatic
demagnetization refrigerator (ADR) whose operation requires a 3-T electromagnet to
be partially energized. Despite the magnetic shielding around the magnet and the
placement of the FSB sample within a superconducting cylinder, the sensitivity of the
SQUID multiplexer to magnetic fields causes concern. One of the most salient effects
of the magnetic sensitivity is the trapping of flux in the multiplexer when it becomes
superconducting. Once the multiplexer is superconducting, the magnetic fields within
the device will remain trapped. This issue is remedied by a pulse of current which
temporarily drives the multiplexer into its normal resistive state. However, for the
FTS measurements, the cryostat is placed in the neighborhood of several strong mag-
net driven motors which may have caused excess noise in the results. Nonetheless,
the UMass measurements are plotted to confirm the general spectral profile of the
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Figure 2.15. Illustration of the “calibrated load” configuration. The gold colored
dewar on the left side of the image has a single cryogen tank that is filled with liquid
He. The calibrated load is weakly linked to the tank and heated by Joule heating
from imbedded resistors. The calibrated blackbody is positioned at the end of the
GoreTex capped light pipe at 77 K.
less noisy University of Chicago measurements. In the calculations of the absolute
efficiency presented below the absorption profile from the Chicago measurements are
used to define the bolometer’s spectral response.
After establishing the relative absorption profile, the next step to calculate the
absolute efficiency of the detector is to determine the amount of power measured by a
TES for given a known optical input power. Two methods exist to measure the optical
power and differentiated by the time varying (AC) or independent (DC) nature of the
optical input power. Measuring the optical power absorbed from DC measurements
consists of an extensive analysis of loadcurves like those described §2.3.4. A calibrated
blackbody is placed in the optical path of the bolometer in lieu of blanking off the
detector to minimize the absorbed optical power (see Fig. 2.15).
The blackbody design allows temperatures to be maintained between the boiling
point of liquid He (4.2 K) and the approximate temperature at which the radiative
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Figure 2.16. Load curves taken with different blackbody temperatures. + = 11.6K,
× = 14.7K, △ = 19.0K, ∗ = 25.0K, 2 = 28.7K
power of the blackbody saturates the FSB. For the detectors tested in this experiment,
the saturation temperature is between 50 and 70 K. For experiments conducted at
UMass, the blackbody connects to a small liquid He dewar through thin G-10 posts
to minimize the thermal contact between the working surface of the dewar and the
blackbody. Joule heating by a series of resistors provides the blackbody temperature
control. The small dewar-blackbody pair then attaches to the main cryostat such
that the two dewars share a common vacuum.
With the bolometer in the optical path of the equilibrated blackbody, a load
curve is taken from the normal resistance of the TES through the superconducting
transition. After driving the bolometer normal again the blackbody is set to a new
temperature and a second load curve is measured. This process is repeated for a
variety of blackbody temperatures. After a number of blackbody temperatures are
recorded and load curves measured, all of the load curves are plotted as in Fig. 2.16.
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Each load curve measures a different electrical power in the transition (horizontal)
region because of the different optical loads on the detector. For these measurements
the optical power is constant for each load curve and Eq. 2.3 can be rewritten as:
Q = Pg − I2TES
[
Rs
(
Ibias
ITES
− 1
)
−Rp
]
(2.28)
In this equation, Q is a constant for each load curve and Pg is well known given
G(T ) and the transition temperature of the TES. Measurements of the bath tem-
perature, bias current, and shunt, parasitic, and TES resistances lead directly to a
measure of the optical power absorbed by the bolometer.
Due to small variations in the load curve and temperature through the transition,
this analysis only considers the electrical power dissipated at a specific TES resistance
(50 mΩ in this example) such that the Pg and ITES in the right hand side of Eq. 2.3.5 is
as constant as possible. The total saturation power is determined from the functional
form of Pg determined from load curves with Q = 0. For the measurements plotted
in Fig. 2.16 the zero load saturation power is ≈ 107 pW with the actual saturation
power depending upon Tbath.
It is now possible to compare the optical powers calculated from load curves with
the optical power calculated from an ideal blackbody. The power absorbed by the
detector from a blackbody source at temperature T can be calculated as follows:
Q = AΩǫ
∫
∞
0
f(ν)Bν(T )dν + PDC (2.29)
where AΩ is the throughput of the system, ǫ is the absolute efficiency of the detector,
f(ν) is the normalized spectral profile measured with an FTS, and Bν(T ) is the
blackbody spectrum of the variable temperature load at temperature T . PDC is
an additional term to account for any extra background loading absorbed by the
bolometer that is independent of the load temperature. Fig. 2.17 plots the measured
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Figure 2.17. Absorbed optical power vs. load temperature for a single FSB. A
model fit to the optical power is also plotted and best fit with an absolute efficiency
of 50% and an excess temperature independent load of 12 pW.
optical power as a function of load temperature. Overplotting these data is the best
fit model of Q from Eq. 2.29. For this detector, the calculated efficiency, ǫ, is 50±5%
and the temperature independent background loading on the detector is 12 pW. The
source of this excess loading most likely is light from a warm surface “leaking” onto
the optically active surface of the detector.
The second method for determining the overall efficiency of our FSBs requires
modulating the temperature of the calibrated load by hundreds of milliKelvin and
measuring the modulated TES current. The load must be modulated on a time
scale that is long compared with the optical time constant of the device. The results
presented here modulate the calibrated load at ∼8 mHz.
At a given bias voltage the sum of the electrical power dissipated by the TES and
the optical power on the detector is constant. That is, as the optical loading increase,
45
Figure 2.18. Time streams of the oscillating TES current (crosses) and the changing
temperature of the calibrated load (plusses). As expected the TES current increases
and the TES dissipates more electrical power when the optical power is decreased.
the electrical power dissipated by the TES will drop identically to compensate. By
modulating the optical power in a controlled way, the modulations of the blackbody
temperature and the TES current are correlated. Calculating the efficiency of the
bolometer becomes a measure of the ratio of the modulated electrical power to the
modulated optical power. Because two time dependent signals are compared, the
time-independent components of the optical and electrical powers do not need to
be known nor calculated. Plotted in Fig. 2.18 is a sample of the modulated load
temperatures and corresponding TES currents.
By fitting both sets of data in Fig. 2.18 to sine waves a comparison between the
predicted power from the blackbody and the measured power changes in the TES is
made through:
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AΩǫ
∫
∞
0
f(ν) [Bν(T + δT )− Bν(T )] dν = δITESIbiasRs
(
1− 2Rs
Rs +RTES
)
(2.30)
which can be solved for the efficiency, ǫ. From the data plotted in Fig. 2.18, an effi-
ciency of 51±5% is calculated which matches very closely with ǫ = 50±5% calculated
through the load curve method. The dominate sources of error in both efficiency cal-
culations arise from systematic, not measurement, errors in the experiments. Since
the efficiency is a ratio of the power absorbed as measured by the detector to the
power absorbed by an ideal detector, the systematic errors arise from errors in mea-
suring the absorbed power and errors in estimating the ideal bolometer performance.
Measurement errors include measured errors in the shunt resistance and estimated
errors of the thermal conductivities of the detectors. Also included are estimates of
the errors caused by assuming that the TES resistance is current independent. Addi-
tional error estimates are included for the gains in the electronics and the finite loop
gain of the feedback system.
Calculating the errors associated with the power absorbed by an ideal detector
involves estimating the errors in the incident radiation. Included in these errors are
the thermometry errors in the temperature of the calibrated load and an estimate
of the suboptimal performance of the light pipes and Winston cones. Both the light
pipes and Winston cones may absorb or scatter radiation due to geometric defects
in their construction or lower than unity emissivities at the frequencies of interest.
Additional errors are considered for differences between the measured and modeled
spectral performance of the different lowpass filters used in the two tests [28].
A series of FSBs with resonant frequencies of 220 and 270 GHz has been char-
acterized by both methods. The spectral response of a pair of detectors with their
efficiencies is plotted in Fig. 2.19. The absolute efficiencies of bolometers character-
ized to date range from ǫ ∼ 30−50% and are described in Perera et al. [56]. The cause
of the variation has been ascribed to differences in the thermal conductivity of the
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various devices. During the measurements the lower frequency detector was stacked
behind the higher frequency detector which affects the lower frequency bolometer’s
absorption profile. This effect is most clearly seen in the 220 GHz detector’s spectrum
at the frequencies of peak absorption of the 270 GHz bolometer. However, the 270
GHz bolometer does not significantly alter the profile of the 220 GHz detector as its
transmission at those frequencies is near unity. Furthermore, while the optical model-
ing of the detectors overestimates the width of the absorption profile, the model does
predict the appropriate suppression of absorption caused by other detctors as well as
non-zero absorption away from the resonance. Even without further improvements
to FSBs that are pending fabrication, the absolute efficiencies of FSBs measured by
our collaboration already approach the efficiencies of conventional bolometers coupled
with band-defining filters [33, 76].
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Figure 2.19. Absolute efficiency of two stacked FSBs, one centered at 220 GHz and
one centered at 270 GHz. The solid line shows the spectral response of the absorber
normalized to the efficiencies calculated using the techniques described in the text.
The dotted and dashed lines overplot the HFSS models of the detectors normalized
to the absolute efficiency.
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CHAPTER 3
OPTICAL MODELING OF FREQUENCY SELECTIVE
BOLOMETERS
3.1 Motivation
Traditional bolometers in the millimeter regime are designed to absorb radiation
over a broad range of frequencies. Typically, such bolometers’ inherent bandwidths
span from several hundred GHz up to a THz. To limit absorbed radiation to a
desired bandwidth, bandpass filters precede the bolometer in the light path. Out-of-
band radiation in this configuration is then reflected or scattered away leaving only
radiation within the desired band to pass to the bolometer. In such systems, the
development of bolometers and band-defining filters were performed in parallel with
little design dependencies between the two entities.
Frequency selective bolometers (FSBs), in contrast, remove the need for additional
band-defining filters by incorporating those band-defining filters into the bolometer
itself. Unfortunately, merging the bolometer with frequency selective filters limits the
efficiency at which the desired bandpass is designed, tested, and modified. The trans-
missive and reflective properties of FSBs can be measured in the absence of a working
bolometer, but measuring the absorption of FSBs requires the expensive proposition
of fabricating a complete, working detector. Although some design improvements
are realized from transmission measurements only, optimizing the absorption of the
detectors requires additional measurements. Designing and optimizing the optical
performance of FSBs with computer simulations drastically reduces the design and
modification time and expense by removing costly stages of fabrication and testing.
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Furthermore, the optical modeling of FSBs is conducted independently from the ther-
mal properties of the detectors. By simulating only the optically active components
of FSBs, optical models permit optimization without impacting the thermal perfor-
mance of FSBs.
Given models that generate optical performances similar to the detectors them-
selves, computer simulations also test the tolerances of any model. Tweaking the
parameters of FSB models in computer simulations determines how critical those pa-
rameters are to the final absorption/transmission profile. These tweaks can be to the
bolometers themselves (e.g. misregistration of the absorbing and backshort layers) or
to the incident radiation (e.g. non-normal incidence). Exploring these issues through
simulations, numerous, complex, and costly laboratory experiments are avoided and
a greater understanding of the tolerances required to optimize FSBs achieved.
The following chapter briefly discusses how computer simulations of FSBs are
created and how the results of those simulations drive absorber design. It concludes
by looking at the future of FSB optical design through simulation.
3.2 Modeling
FSBs require stricter spectral performance when compared to frequency selective
structures (FSSs) used as reflective filters. Unlike the inductive or conductive grid
filters whose performance is based on the transmission and/or reflection of the surface,
the optical performance of an FSB is determined by its transmission, reflection, and
absorption. The absorption of radiation by an FSB is the key determinant to the
overall efficiency of the detector itself, while the high transmission of out-of-band
radiation is vital to the overall efficiency of detectors located farther down the optical
chain. Most studies of FSSs focused entirely upon the transmission or reflection
profiles which are largely dependent upon the geometric properties of the surfaces.
When absorption by the surfaces is critical, additional care must be taken with the
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material properties of FSSs in addition to the geometric properties. Although much
research on FSSs has been discussed in the literature, there exists almost no references
to absorptive frequency selective elements and their design.
The optical properties of frequency selective surfaces have been solved both ana-
lytically as well as numerically. Pioneering work with FSSs conducted by Ulrich in
the 1960s led to the modeling of FSSs in the framework of electrical transmission
line models [78, 79]. Since these early papers, transmission line models have become
more complex and detailed to capture the complexity of new FSSs (e.g. Langley et
al. refine a Jerusalem cross transmission line model to include seven elements [44]).
In addition to the transmission line formalism put forth by Ulrich, other analytical
models have been developed including Floquet decomposition and mode-matching.
The Floquet decomposition technique analyzes the scattering by FSSs by calculating
the currents induced on the surface of the FSS by an incident plane wave. Schimert
et al. described the use of this technique to model the infrared scattering by simple
rectangular surfaces [66]. Mode-matching is a technique developed to account for
the finite thickness of FSSs by identifying the transverse electric (TE) and transverse
magnetic (TM) modes of an aperture [20].
More powerful computers permitted the analysis of FSSs through numerical sim-
ulations. Many of the analytical methods already described make extensive use of
numerical methods to calculate the spectral profile of FSSs [29, 66]. However, comput-
ers also have simulated the spectral profiles of FSSs with entirely numerical methods.
Three such methods have shown to be effective alternatives to the analytical methods
described above: finite-difference time-domain, method of moments and finite element
method. The finite-difference time-domain (FDTD) method is a straight forward im-
plementation of Maxwell’s differential equations which calculates the changes in the
electric and magnetic fields in the time domain. This method has been used with suc-
cess in analyzing 2-D FSS grids where symmetric boundary conditions can easily be
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identified [51]. The method of moments (MoM) technique is the numerical realization
of Floquet mode analysis. The finite element method (FEM) is a numerical technique
that breaks down the entire domain of the problem into discrete subdomains, or a
mesh, over which Maxwell’s equations can be solved.
3.2.1 Transmission Line
Ulrich [79] has developed an analytical method for determining the optical prop-
erties of metallic mesh filters based upon the well developed transmission line theory.
Under this theory, a 2-dimensional grid in free space is represented by a shunt of
some admittance between a transmission line. The shunt consists of frequency inde-
pendent inductances, capacitances, and/or resistors. Furthermore, interference filters
of multiple grids are represented by multiple shunts in the transmission line spaced
at the same distance as the interference filters. The transmission line is solved for the
voltage transmission and reflection coefficients which predict the optical transmission
and reflection for a normally incident plane wave.
Ulrich [80] presented the transmission line description of a bandpass and bandstop
filter using a single inductor and capacitor and, if loss is present, a resistor (see
Fig. 3.1). The resonant frequency of both filters is:
ωres =
1√
LC
(3.1)
The individual elements of the transition line model for bandpass and bandstop
filters can qualitatively be understood as the following. The inductance represents the
conducting metal in the direction of the E-field. The capacitance in the transmission
line arises from the space between the conducting metal where adjacent conductors
act as the parallel plates of a conductor. Losses that occur in the conductive metal
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Figure 3.1. Transmission line representation of a bandpass filter (left) and bandstop
filter (right)
are replaced by a resistor. The transmission line model of has been used with some
success to model the performance of bandpass filters in the infrared [51, 58].
Modeling FSSs given a lumped element transmission line model first involves mea-
suring the transmission profile of a particular FSS and fitting the circuit parameters
to produce a voltage transmission. Once a transmission line model is calibrated, the
performance of scaled or stacked FSSs can be modeled by scaling or stacking the in-
dividual circuit components in a new transmission line model. The major drawback
of such a modeling approach arises from the model’s inability to predict the perfor-
mance for an arbitrary FSS geometry; each new geometry requires a calibration of
the lumped element parameters. Nonetheless, the transmission line model provides
a quick method to estimate the optical performance of FSSs and provides the initial
guesses from which to begin more detailed modeling.
3.2.2 HFSS
In addition to transmission line theory, numerical modeling to predict the optical
performance of FSBs was also investigated by modeling FSSs with Ansoft’s High
Frequency Structure Simulator (HFSS)[2], an adaptive mesh finite-element method
solver. The principles of FEM programs have been discussed in the literature in
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general [93] and with respect to FSSs [50]. The key advantage of FEM solvers is their
ability to measure the spectral profile of an arbitrary complex model. Most of the
purely analytical methods rely on simplified, ideal conditions. These models often
reduce the problem to one or two dimensions, assume symmetries, or only consider
one aspect of a complete model at a time. FEM solvers like HFSS are capable of
constructing very complex systems of multiple, asymmetric surfaces. HFSS requires
no a priori knowledge that it is solving a FSS or some other surface. The flexibility
of HFSS allows studies of a broad range of FSSs and other components that affect
optical performance.
A general HFSS model is analyzed as follows. A 3-dimensional model is first
created that has the 3 and 2-dimensional structures to be evaluated. Next, boundary
conditions and excitation conditions are applied to the model. To solve the optical
performance of the model, HFSS generates a 3-dimensional mesh of tetrahedra within
the bounds of the model and interpolates the electric and magnetic fields within the
tetrahedra based on the vertices and edge midpoints of the tetrahedra. Given these
ten nodes, Maxwell’s equations are solved with matrix equations using traditional
numerical methods. By comparing the calculated fields in the mesh, HFSS adaptively
refines the mesh until the differences in the calculated fields at equivalent locations
in the mesh are reduced below a user defined threshold. From the final mesh, HFSS
then calculates the reflection and transmission of an incident plane wave excitation
by calculating the Poynting vectors on input and output planes.
Although HFSS is capable of solving the reflection and transmission of arbitrary
structures, the computation time and memory required to solve electrically large
structures prohibits modeling an entire FSB. The computational limitations are dic-
tated by the number of tetrahedra in the mesh. The smallest geometries in the model
drive HFSS to create small tetrahedra to accurately simulate the electromagnetic ef-
fects at that surface. Electrically large models are those models with a large dynamic
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Figure 3.2. HFSS unit cell model. The black crosses represent the absorbing and
reflecting FSSs and are located on 0.5 µm thick films of silicon nitride (thin gray
planes). An incident wave is polarized in the xˆ direction and propagates in the zˆ
direction, normal to the FSSs. The planes outlined in dashed lines are the reference
planes where the transmission and reflection are calculated. A PML terminates the
incident wave at both ends of the model (dark boxes). Periodic electric walls are
defined on the left and right side of the model and periodic magnetic walls define the
front and back boundaries.
range in the modeled geometries. To minimize the dynamic range for computation,
the general FSB model developed employs periodic boundaries around a unit cell to
simulate an infinite array of structures. The FSBs designed for the SPEctral Energy
Distribution camera (see Sec. 3.5) have a minimum of five periodic structures across
the optically active area. Optical testing has shown that for even this moderate
number of FSSs, the periodic boundary condition is justified.
The general unit cell model used to simulate FSBs in HFSS is shown in Figure 3.2.
Each unit cell models a volume of free space with periodic boundary conditions. A
polarized plane wave propagates through the length of the box. The two sides of
the volume normal to the electric field’s polarization are defined to be electrical walls
and the two box sides parallel to the electric field are assigned magnetic boundary
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conditions. The periodic nature of these boundary conditions forces the electric field
to be normal to the electric walls and parallel to the magnetic sides. The two planes
normal to the direction of propagation are capped with perfectly matched layers, or
PMLs [5, 87]. PMLs are materials that are constructed to minimize any spurious re-
flections that may occur at the boundaries of the model volume. The calculation of the
material properties of PMLs requires a mathematical “split” to Maxwell’s equations
and defines separate electrical and magnetic conductivities and, as a consequence, are
not physical. Adding PML layers to the model approximates the plane wave excita-
tion arriving from and propagating to infinity. Inside the box the frequency selective
elements and their supporting structures are defined. Extending across the cross sec-
tion of the box is the 0.5 µm thick Si3N4 membrane. Located on each membrane is
the 2-dimensional FSS. Located between the PMLs and FSSs are two reference planes
which define the area over which the Poynting vector is integrated to calculate the
reflection and transmission of the entire model.
A number of approximations are necessary to reduce the computational time and
memory required to solve the HFSS models. The optically active region of our de-
vices is 10 mm which prohibits modeling the entire region. As mentioned above, the
model construct mimics an infinite plane of resonant structures through a unit cell
and periodic boundary conditions. Transmission measurements of our longest wave-
length devices, prototypes of resonant structures with 1.9 mm periodicity, confirm
that modeling the devices with periodic boundary conditions are justified even with
grids of approximately 20 structures. Also, each FSS is modeled as a 2-dimensional
impedance layer instead of its full 3-dimensional structure. Approximating the FSSs,
with thicknesses < .001λ, with a sheet impedance is required to minimize the dynamic
range of the entire model, greatly reducing the computation time. Furthermore, the
thickest FSSs (200 nm), are several skin depths thick at the frequencies of interest
57
and can be replaced by a perfectly conducting layer without impacting the validity
of the model.
After each model has been defined and adequately meshed, the transmission and
reflection are calculated for a sweep of wavelengths that covers the resonance of the
structure. Due to the nature of the periodic boundary conditions, this model can
only accurately predict the performance for wavelengths between 1/2 g and g, where
g is the side length of the unit cell.
3.3 Optical Dependencies upon Physical Characteristics
Each model is defined by three or four geometrical parameters and an additional
electrical parameter. For single layer grids of FSSs (see Fig. 2.5), the cross dimensions
l and w define the length and width of the cross arms. The periodicity of the unit cell,
g, defines the length and width of the models’ boundaries. The separation between
the layers is a fourth geometrical parameter when a second layer is added to the
model. In addition to the geometric parameters, the conductivity of the surface must
also be defined. Because each surface is modeled as a two dimensional structure, this
conductivity takes the form of a sheet resistance. The following section explores how
these parameters affect the overall optical spectra of the devices.
To quantify the optical response of the models the absorption, transmission, and
reflection profiles are fit to a Lorentz profile. The Lorentz distribution is expected for
the forced resonance of the electrons caused by the plane excitation. Each modeled
spectrum is fit to the following function with the three unknown parameters fit via a
least-squares method:
f =
A
1 + ( ν−ν0
νhwhm
)2
(3.2)
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where A represents the peak absorption or reflection, ν0 equals the frequency of
maximum absorption or reflection, and νhwhm sets the half-width half-maximum. The
transmission profile is fit by subtracting the above function from 1.
3.3.1 Scalability
Although the following sections explore how changing the model parameters result
in changes to the transmission, reflection, and absorption, the first test of the FSB
models addresses their scalability. Unit cells and the infinite grids they represent are
expected to scale linearly. That is, nothing is inherent in the design of the unit cell
nor model that sets bounds on their use. It should be noted, however, that physical
constraints in an FSB system define practical limits on the acceptable wavelengths of
that system. Typical constraints at long wavelengths include the physical size of the
detector which limits the periodicity, g, as well as any waveguide structure required
to collimate incident radiation on the detector. At shorter wavelengths, the typical
constraint is the size and quality of the fabricated dipole elements. At the time of
this writing, our lift-off fabrication process limits the smallest dimension, the width,
of the dipoles to larger than 5 µm [14].
To confirm the scalability of our devices, a series of models with identical l/g
and w/g ratios were simulated and compared. Fig. 3.3 plots the resonant wavelength
of the dipole as a function of the dipole length over a broad range of wavelengths
where FSBs remain viable detectors. The linearity of devices is shown through the
dashed line. The slope of the best fit line yields the relation λres ∼ 2.1 l seen by
other authors [12, 22, 55]. Differences in the periodicity and width will change the
proportionality constant slightly and will be discussed below.
In addition to the resonant wavelength scaling linearly, we expect the absolute
bandwidth of the device to scale linearly as well (see Fig. 3.4). When both the
bandwidth and resonant wavelength vary linearly, the quality factor, Q, defined as
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Figure 3.3. Resonant wavelength versus dipole length for a set of single surface
models with l/g = 0.6, w/g = 0.01, and resistivity = 0 Ω/2.
λ/∆λ, is a constant. The exact constant for a given set of dimensions changes and
will be discussed later in this chapter, but any model scaled by a constant from a
second model will have the same Q.
Since the HFSS FSB models scale linearly, the critical dimensions of the model
become a combination of the three geometrical parameters and the scale factor. The
next two sections of this chapter will explore the spectral effects of varying the pa-
rameters l/g and w/g on the resonant frequency and the bandwidth. An additional
section describes how the resistance sets the absorption of each cross.
3.3.2 Resonant Wavelength
The length of the dipole is the primary parameter defining the resonant wavelength
of absorption. An incident electric field (E-field) that is parallel to the length of the
dipole will exert a force on the dipole’s electrons. This force will cause the conduction
electrons to oscillate the length of the dipole. The energy required to oscillate the
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Figure 3.4. Full-width-half-maximum bandwidth versus dipole width for a set of
models with l/g = 0.6 and w/g = 0.01, and resistivity = 0 Ω/2.
electrons comes from the electrical energy of the incident wave. For wavelengths near
the dipole resonance, almost all of the electrical energy is converted to kinetic energy
and no transmission occurs. For an E-field that is polarized perpendicular to the
length of the dipole almost all of the incident E-field is transmitted. The conduction
electrons are prohibited from oscillating at the resonant frequency.
Analogous to a standard half-wave dipole, the length of the crossbar roughly de-
fines the half-wavelength of absorbed radiation. Earlier studies of perfectly conducting
frequency selective dipoles have empirically shown a relation between the length of
the patterned dipole and the resonant wavelength as
λres ∼ 2.1l (3.3)
with a small correction due to the width of the dipole [12, 22, 55]. FSSs and FSBs,
like standard half-wave dipoles, are shorter than one-half the desired wavelength of
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absorption, a consequence known as the “end-effect”. Typical half-wave dipoles are
a few, even up to ten percent shorter than the resonant wavelength depending upon
the material and geometric properties of the dipole.
A suite of model frequency selective dipoles was simulated in HFSS to test the
relations between the resonant wavelength and the dipole parameters. These models
varied the dipole length, dipole width, and grid periodicity in a controlled way to
determine how each parameter affects the optical performance. To minimize the
effects caused by resistance, the crosses were constrained to be perfect conductors.
To provide a better understanding of how the parameters affect performance, the
models are divided into two groups based upon the dipole width. For the majority
of models studied w ≪ l, (l− g), and the inter-cross capacitance is negligible. In this
limit, the dipole length and periodicity are the dominant geometries that determine
the optical characteristics of the dipole. Models of dipoles with w <
∼
l, (l − g) also
were simulated and illustrate how the width of the dipole changes both the resonant
wavelength and quality factor of the surface.
The dipole length has already been shown to be linear with scaling over the wave-
lengths of interest (see Fig. 3.3). The constant of proportionality that accompanies
the linear behavior has a slight dependence upon the length to periodicity ratio l/g.
A series of linear relations for several values of l/g is plotted in Fig. 3.5. As the l/g
ratio increases, the resonant wavelength decreases for a given dipole length. This
effect is more clearly seen in Fig. 3.6 which plots the slopes of the lines in Fig. 3.5 and
additional models versus l/g. Although the general formula given in Eq. 3.3.2 applies
for the dipoles modeled, the actual proportionality constant varies from ∼ 2.3− 1.95
depending upon the relative lengths of the dipole and the grid constant.
The best fit line to the slopes in Fig. 3.6 is:
λres
l
= −0.61 l
g
+ 2.50 (3.4)
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Figure 3.5. Resonant wavelength versus dipole length for w ≪ (l − g). To ease
visibility only the linear fit lines are shown for three ratios of l/g. The color coded
lines correspond to fits of l/g ratios: 0.55 (blue), 0.6 (black), and 0.7 (red).
The change in λres with grid spacing has been seen but not described quantita-
tively [29, 62, 61]. As the dipole arrays are placed closer together, the interaction
between adjacent dipoles plays a more critical role in the resonant properties. This
interaction is best understood when considering the electric field generated near the
end of the dipole. As the ends of adjacent dipoles are brought closer, the electric field
generated at one end of the dipole couples more efficiently to the oppositely charged
end of the adjacent dipole. The coupling is created by the mutual inductance be-
tween adjacent dipoles which lowers the reactance of each dipole. Since the dipoles
only resonate when the reactance is zero, stronger coupling between adjacent dipoles
lowers λres.
Another way to view how coupling affects the optical performance of dipole arrays
is to vary the w/g (or w/l) for a given l/g. Fitting the reflection curve to a Lorentz
profile begins to breakdown for moderate w/l ratios. It is empirically found that a
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Figure 3.6. λres/l versus l/g for w ≪ (l − g).
Lorentz profile can describe the reflection peak for w/l <
∼
0.1, a structure which still
resembles a dipole. For larger w/l, the structure begins to behave more as a traditional
low pass capacitive grid described by Ulrich [79]. As w/l increases, the low frequency
tail of the transmission curve rolls off more gradually and the high frequency side of
the bandstop asymptotically approaches a reduced maximum transmission. Although
the Lorentz profile no longer accurately describes the reflection curves, the resonant
frequency is well defined and can be compared for any w/l ratio. Fig. 3.7 plots the
effect of width on λres for l/g = 0.7. At small widths (w/l < 0.1) the resonant
wavelength is almost independent of w. There appears to be a minor increase in the
resonant wavelength as w increases. Chase and Joseph [12] observed this increase in
their measurements of cross-shaped apertures:
λres = 2.1l
(
1 +
w
l
)
(3.5)
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Figure 3.7. λres/l versus w/l for l/g = 0.7.
Although we have found varying proportionality constants, the models plotted in
Fig. 3.7 do comply with the the additional w/l term when w/l < .1
For w/l > .1 the resonant wavelength drops quickly and the resonant wavelength
is much less than twice the dipole length. The most prominent source for this sharp,
sudden decrease in resonant wavelength is the additional coupling between adjacent
dipoles. The mutual reactance between dipoles is negative and, near resonance, the
self reactance increases as the wavelength decreases [42]. For a larger coupling between
dipoles, the self reactance must increase to account for the additional negative mutual
reactance causing the dipoles’ resonant wavelength to decrease.
3.3.3 Bandwidth
Another property that defines the optical performance of an FSS is the bandwidth.
The bandwidth, ∆λ, is defined as the full-width at half-maximum of the profile and
the quality factor, Q is defined as the inverse of the fractional bandwidth:
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Figure 3.8. Q versus w/l for l/g = 0.7 (red), l/g = 0.6 (black), and l/g = 0.5 (blue).
Q =
λres
∆λ
(3.6)
Like all dipoles, FSS dipoles are expected to exhibit a wider bandwidth (smaller
Q) as the dipole width increases. Fig. 3.8 plots the quality factor as a function of
w/l for a series of models at different l/g ratios (l/g = 0.5, 0.6, and 0.7). Perhaps
the most obvious feature in the plot is the linearity of Q with log(w/l). Chase and
Joseph [12] reported a linear relation in w/(l − g) but their measurements fall into
one of two clusters of data that prevent a more detailed analysis.
Fig. 3.8 also highlights the differences in Q with different element density. For
a given w/g, frequency selective grids with greater densities of dipoles have much
broader fractional bandwidths, an effect seen by others [12, 29, 62]. The effect also
increases as the dipoles are made narrower. For most FSB applications, a reasonable
quality factor limits the grid density. However, when designing FSS for use as a
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general first stage bandpass filter, the relatively broad nature of densely packed array
may be beneficial.
When plotting the quality factor as a function of the ratio w/l, one expects all of
the models to converge to Q = 0 at w/l = 1.0 where the “dipole” becomes a square
capacitive grid (i.e. lowpass filter). The models show in Fig. 3.8, however, converge at
w/l ∼ 1.4. At the time of this writing, it is a unclear what is causing this difference.
3.3.4 Resistivity and Peak Absorption
The conventional use of FSSs as rejection filters requires each surface to be per-
fectly conducting to efficiently reflect or transmit in-band radiation [12, 22, 80]. FSBs,
in contrast, are designed with resistive or lossy FSSs to absorb radiation while min-
imizing both reflection and transmission in the desired band. In comparison to per-
fectly conducting FSSs, lossy FSSs significantly alter the transmission and reflection
spectra in addition to adding an absorptive component.
Of the two optical component layers of an FSB, the backshort element is the most
straightforward to model. The backshort element is a traditional FSS designed to
reflect in-band radiation. Efficient reflecting FSSs are created through perfectly con-
ducting surfaces. Achieving a perfectly conducting surface in fabrication involves cre-
ating a metallic surface several skin depths thick at the wavelengths of interest. Mod-
eling such a surface in HFSS is achieved by defining a 2-dimensional structure with
a perfectly conducting boundary condition. Modeling such structures with 0 Ω/2
produces zero absorption, near unity reflection in-band and near unity transmission
to out-of-band radiation. In operation, backshort elements are placed λres/4 behind
the absorbing layer. When placed at this distance, each backshort not only reflects in
band radiation back to the absorbing element but the pair form a resonant structure
that enhances the absorption near λres.
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The absorbing frequency selective layer is geometrically similar to the backshort
layer but fabricated with lossy FSSs. Adding resistance to a FSS is accomplished
by reducing the thickness of the surface until the bulk properties of the material
no longer describe the electronic behavior; the material behaves as a thin film. An
absorbing layer of gold whose thickness is on order of a few hundred Angstroms is
electromagnetically dominated by surface effects and not the bulk properties of the
material. Such layers can be modeled in HFSS as a thin (2-D) film characterized by
a sheet resistance.
Before prototype FSBs were fabricated, the sheet resistance of gold was determined
for a variety of thicknesses at room and cryogenic temperatures. Test strips of gold
were fabricated at thicknesses between 100 and 600 nm and each measured at 300
and 4 K. Two trends are clearly seen in the figure. As the temperature of the thin
film decreases the resistance of the film also decreases. This temperature dependence
is expected and caused by the same processes that apply to the bulk resistivity. The
resistance in conductors is dominated by electron collisions that are reduced when
the thermal motions of the particles are reduced.
Also apparent in Fig. 3.9 is the increase in sheet resistance with decreasing film
thickness. This effect, again, is expected due to the more restrictive electron mean
free path lengths of thinner films [71]. For a bulk conductor near room temperatures,
the resistance is inversely proportional to its thickness, or more generally, the cross
sectional area. In thin films, however, the calculation of the resistance is more com-
plicated due to the interactions of the conduction electrons with the surface of the
film. The measurements of thin film Au at 4 K display a power law relation with
thickness (see Fig. 3.9):
Rsheet ∝ t−1.77 (3.7)
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Figure 3.9. Measured sheet resistance of Au as a function of film thickness. Red
points represent measurements taken at room temperature. Black points are mea-
surements at 4 K. The blue line is a power law fit to the 4 K resistances with a
spectral index of -1.77.
where t is the film thickness. This best fit power law relation is shown in Fig. 3.9
with the blue line. Measurements of the sheet resistance as a function of the film
thickness allow fabricators to translate the desired sheet resistance into a parameter
appropriate for production. However, as the thickness of the film is further reduced
and its sheet resistance increases, the substrate’s conductivity will eventually provide
an alternative electrical path and the power-law relationship described here will break
down.
From a design perspective, choosing the proper sheet resistance is critical to max-
imizing the absorption of the FSSs. Fig. 3.10 plots the peak absorption and reflection
of frequency selective crosses as a function of dipole resistance. When the dipole
resistance is low, the surface behaves as a pure conductor with little absorption and
high reflection. For backshorts and notch filters with conductive surfaces, the FSSs
are purely reflective. As the dipole resistance increases, absorption also increases to
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Figure 3.10. Peak absorption (black) and reflection (blue) by a single cross element
as a function of dipole resistance.
a maximum around 70 Ω before slowly decreasing with added dipole resistance. The
reflection of the surface, quickly drops from unity before gradually decaying at higher
dipole resistances.
Fig. 3.10 is understood with regards to normal half-wave dipoles. In ideal half-
wave dipoles, resonance occurs when the dipole impedance equals 73 Ω. However,
this desired impedance is sensitive to the diameter (in 3-D) or width (in 2-D) of the
dipole. The FSS crossed dipoles fabricated here have ratios of w/l > 2%, larger than
typical dipoles. Larger w/l ratios, like larger diameter dipoles, lower the ideal dipole
impedance for absorbing radiation. Fig. 3.10 shows that the optimal dipole resis-
tance is lower than the ideal dipole impedance of 73Ω as expected for a wider dipole.
Fortunately the plot also highlights the relative insensitivity of the peak absorption
with dipole resistance near the maximum. With the typical number of squares (2)
in frequency selective crosses near 60, significant deteriorating performance only oc-
curs for large changes in the surfaces sheet resistance. However, repeatability in the
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fabrication of the surfaces’ thickness usually prevents dipole resistances from varying
far from the ideal resistance.
A secondary effect of adding resistance to FSSs is a shift in λres with resistance (see
Fig. 3.11). Although small, a∼ 2−3% upward shift in resonant wavelength is observed
between FSSs designed for maximum absorption and identically shaped, perfectly
conducting FSSs. This shift is caused by the difference between the physical length
(l) and the electrical length (i.e. λres/2) of the dipole. The ratio of the two lengths is
often called the velocity factor, v, because the velocity of the electromagnetic wave
in the dipole is less than the velocity of the wave in free space and is given in the
following equation:
v =
λres
2l
(3.8)
For the FSSs described here, the velocity factor for bulk gold is near unity but
measurably less than unity for resistive thin films. It should be noted that the upward
shift in resonant wavelength caused by more resistive dipoles is in addition to the
difference between the true dipole length (l) and λres of the purely conductive dipoles.
Naively, one would expect to construct the frequency selective backshort element of
an FSB to have the same geometrical pattern as the absorbing layer. Unfortunately, as
Fig. 3.11 indicates, the resistance of the absorbing layer leads to resonant wavelength
too long for the backshort. Therefore, to fully enhance the peak absorption in a FSB
each paired backshort should be made approximately 2.5% longer than its absorbing
layer to lengthen the backshorts’ resonance wavelength to match the resonance of the
absorbing layer.
Finally, the inherent absorption bandwidth of single cross layers is moderately
affected by an increased cross resistance. Fig. 3.12 plots the relationship between
resistance and the dipoles’ quality factor. As expected the added resistance in the
dipoles dampens the resonance and the bandwidth increases.
71
Figure 3.11. Resonant wavelength of absorption as a function of dipole resistance
normalized by the resonant wavelength of a pure conductor.
Although the dipole resistance can be used to adjust the total bandwidth of the
absorption profile, in practice, the sheet resistance of the absorbing crosses is opti-
mized to achieve the maximum absorption. Furthermore, the pairing of the absorbing
and backshort layers narrows the absorption profile. The bandwidth of the absorp-
tion profile is best managed by tuning the geometrical parameters (i.e. width and
periodicity) of the dipole elements.
3.4 Additional Modeling
3.4.1 Separation
When an absorbing layer is paired with a conducting backshort, the FSB behaves
as an interference filter. Normally a backshort is placed λ/4 behind the absorbing
layer such that at the resonant wavelength waves reflected by the backshort construc-
tively interfere with incident radiation at the absorbing layer. A series of models was
simulated with identical FSS parameters but whose separation between the absorbing
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Figure 3.12. Quality factor of absorption as a function of dipole resistance.
and backshort layers varied (see Fig. 3.13). Since the shape of the absorption profile
is dominated by the geometric properties of the FSS the resonant wavelength should
be independent of separation. Likewise, the bandwidth of the absorption profile, may
vary, but is predominately determined by the dipole parameters.
As seen in Fig. 3.13, the resonant wavelength is constant for all three separations
within the resolution of the models. However, two key effects are seen between the
curves. Although each model enhanced the peak absorption, the degree of enhance-
ment is related to how well the interference resonance (cross separation) is matched to
the dipole resonance (dipole length). When both resonances match, the peak absorp-
tion is near unity. But as the separation changes (either increases or decreases), the
interference resonance only partially enhances the absorption and results in a lower
peak absorption.
In addition to the magnitude of the absorption decreasing with separation changes,
the overall shape of the spectrum is modified. When the absorber-backshort separa-
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Figure 3.13. Absorption profile of three FSB pair models with different separations.
The absorber and backshort are l = 600µm, w = 10µm, and g = 1000µm. The nom-
inal separation for such as pair is s = 320µm. The three curves represent separations
of s = 320µm (black), s = 450µm (blue), and s = 250µm (red).
tion is shorter than λ/4, absorption at shorter wavelengths is enhanced. Although
the absorption profile is primarily determined by l, w, and g, the short backshort
spacing resonates wavelengths below λres. Similarly for larger spacings between lay-
ers, the absorption profile favors longer wavelengths and suppresses the absorption at
λ < λres. The skewing of the profile is more clearly illustrated in Fig. 3.14, a figure
which plots the frequencies where the absorption is equal to one-half the maximum
absorption. The dashed line in the figure shows the constant resonant wavelength
with separation. As expected the bandwidth is shifted toward longer wavelengths as
the separation increases.
It should be noted that the effects shown in this figure are predicated on the
assumption that the absorption profile is only slightly perturbed by the interference
resonances. That is, the profiles and trend lines breakdown for more extreme exam-
ples of separation. For very small separations, the interference resonance pushes the
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Figure 3.14. Modeled bandwidth vs absorber-backshort separation. The upper
and lower data points (triangles) are the measured frequencies at one half of the
maximum absorption for the same series of models described in the previous figure.
The dashed line is the resonant wavelength of model and the star indicates the ideal
λ/4 separation.
enhanced absorption to wavelengths much shorter than the dipoles’ resonant wave-
length resulting in a profile that is peaked at λres, drops to half maximum within
a moderate frequency range, then decays very slowly to zero absorption. At larger
separations, the interference will alternate between constructively and destructively
interfering at the dipole.
3.4.2 Silicon Nitride
The simulations in the previous sections modeled an ideal set of crossed dipoles
free from fabrication constraints and practical manufacturing limitations. Of these
fabrication constraints, of which there are many, a number of constraints arise from
fabrication tolerances. Two such examples of fabrication limitations that were faced
in this project are the roughness of the metallic boundaries of the crosses and the
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uniformity of cross thickness. Measurements of early fabricated crosses determined
the need to replace the patterning technique used with a lift-off process and con-
firmed the uniformity in the FSS thickness through sputtering. The majority of these
fabrication imperfections do not impact the quality of the modeling as the design
tolerances are much smaller than the effects presented in the preceding sections. Of
the remaining issues, a small number of models can be run to explore at which level
these issues degrade the simulated performance of the FSBs. This and the following
two subsections illustrate how HFSS is used to move beyond the ideal simulations of
the previous sections and comment on the tolerances of FSBs in their practical use.
The absorbing and backshort layers were modeled previously as isolated, “floating”
surfaces. Although this approach is convenient from a modeling perspective, in actual
devices these surfaces must be fabricated on a transparent substrate. For thermal
purposes, FSBs are fabricated on 0.5 µm thin films of silicon nitride (Si3N4). Puscasu
et al. [62] studied the effects of dipole surfaces on silicon and silicon dioxide layers
and presents the concept of an effective index of refraction. The effective index of
refraction is the ratio of the measured resonant wavelength of a FSS to the free space
resonant wavelength:
λres = λ0,resneff (3.9)
where the effective index of refraction, neff , is given in terms of the indices of refraction
above (n1) and below (n2) the surface by:
n2eff =
n21 + n
2
2
2
(3.10)
Together, these equations predict that any substrate will lead to a FSS whose
resonance is longer than that expected by the free space calculations above. A set
of FSSs was modeled both with and without silicon nitride substrates to quantify
any shift seen in the spectral response. All models have vacuum as the superstrate.
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Figure 3.15. Model absorption profiles for two geometrically identical FSS models.
The blue crosses are from a model with a 0.5µm thin silicon nitride substrate; the
black crosses have no substrate. The no substrate model has been multiplied by
neff = 1.06.
Because the nitride layer is independent of any FSS geometry, the effects of the silicon
nitride should be the same for all of our models. Calculating the ratio of resonant
wavelengths yields a constant effective index of refraction of neff = 1.06. Comparing
the simulated transmission profiles of FSB models with the actual measured profiles
indicates that the wavelength shift due to the substrate is required to match observed
spectra.
Inserting the measured value of neff from the simulation into Eq. 3.10 yields an
expected index of refraction of silicon nitride to be nSiN ≈ 1.12. This result is a
surprising given the published index of refraction for silicon nitride (nSiN ≈ 2.7) that
was used in defining the material properties of the substrate.
One possible explanation for the discrepancy may be related to how HFSS handles
the thin 3-dimensional membrane and 2-dimensional FSS. It could be argued that the
thin membrane forces finite element mesh to smaller elements near the FSS and yield
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more accurate results. This hypothesis has been disconfirmed through simulations in
which the thin membrane was defined but defined as an air box. These simulations
produced similar results to the no-substrate models.
3.4.3 Backshort Alignment
HFSS models were also simulated to test the tolerance in registration between the
absorbing and backshort layers. Due to the linear scaling of FSBs, errors in alignment
degrade optical performance at some fraction of g, the periodicity. For millimeter wave
FSBs with 700µm < g < 1500µm, alignment tolerances of even a few hundred µm
are easily achieved and pose no obvious deviations to in-band performance. However
for FSBs with resonant wavelengths near 100 − 200µm (see §3.6.2) the alignment
tolerances must be much tighter. Alignment effects were explored in HFSS after
failing to properly simulate the transmission of a λres ∼ 250µm FSB. Closer inspection
of the FSB under a microscope discovered a misregistration in x and y by 0.153g and
0.318g.
To address the question how accurately the layers must to align, controlled tests
were performed by measuring the transmission of a set of FSBs with known misreg-
istration to determine the alignment tolerances. Fig. 3.16 shows photographs from a
single crossed dipole grid for three misalignments: no misalignment in both x and y,
g/2 misalignment in one direction only, and g/2 misalignment in both directions. All
three alignments were modeled and measured for transmission (see Fig. 3.17).
As expected, the HFSS model accurately predicts the transmission profile of the
perfectly aligned layers (not shown). Additionally, HFSS performs adequately good
job at predicting the structure in the transmission profiles of the misaligned layers
too. The discrepancies between the measured and predicted transmission are most
likely due to modeling errors due to the forcing the model to have a square unit cell.
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Figure 3.16. Photographs highlighting three alignments of the crossed dipole absorb-
ing and backshort layers. Left: no misalignment in x or y. Middle: no misalignment
in x, g/2 misalignment in y. Right: g/2 misalignment in both x and y. (Photographs
courtesy of Dr. Thushara Perera)
Figure 3.17. Measured and modeled spectra for the FSB pictured in Fig. 3.16. The
left figure plots the data and model for an absorber-backshort layer offset by g/2 in y
(middle photograph). The right figure plots the data and model for an offset of g/2
in both directions (right photograph).
Additional modeling qualitatively sets a limit to the tolerance allowed in the reg-
istration of absorbing and backshort layers. For offsets less than 3/8g, the spectral
profile is only moderately impacted and the overall spectra retain their general form.
When the offsets exceed this amount, skewing of the profiles result in significantly
larger bandwidths and resonances with two local minima. Measuring the misalign-
ment of the THz FSB described above allows the construction of an HFSS model
that accounts for these translations. Given the correct model, HFSS produces a
transmission spectrum that more closely matches the measured transmission.
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3.5 The SPEctral Energy Distribution Camera: A Practical
Example of FSB Design
FSB geometries allow flexibility in the design of their spectral performance. Within
limits, the resonant wavelength and bandwidth can be arbitrarily chosen. How the
FSSs of FSBs are ultimately designed depends upon the particular application of an
FSB. For astronomical applications, the spectral performance of an FSB is driven by
the constraints imposed by environmental effects. The SPEctral Energy Distribution
camera (SPEED, see Chapter 5) is a ground-based astronomical camera that uses
FSB detectors. The optical design of the FSB frequency selective surfaces for this
instrument is the focus of this subsection.
When observing astronomical objects from ground based observatories, the design
of a detector’s absorption profile is constrained by the frequency dependent emission
from the atmosphere. At millimeter wavelengths the atmosphere is composed of a
continuum signal plus emission lines from water and oxygen molecules. The strength
of the atmospheric signal at these frequencies is a function of the observing altitude,
the elevation of the observation above the horizon, and the water content in the atmo-
sphere. The water content is measured by integrating over the column of atmosphere
above the telescope and is typically given in units of millimeters of precipital wa-
ter vapor (or mm pwv). Acceptable conditions for observing occur with less than 2
mm pwv, the median water content in winter at telescopes like the Large Millimeter
Telescope (LMT). To maximize observing time, however, ground based bolometers
should be designed to operate at an elevated pwv content. Operating in moderate at-
mospheric conditions requires the FSBs designed for millimeter applications to handle
an atmospheric loading of ∼4 mm pwv.
Fig. 3.18 plots the frequency dependent emissivity weighted temperature of the at-
mosphere with varying amounts of pwv. The models are generated by an atmospheric
transmission code developed by Grossman [27]. All of the models are predicted for
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Figure 3.18. Models of emissivity weighted atmospheric temperature as a function
of frequency for 2 mm pwv (solid), 4 mm pwv (dotted), and 8 mm pwv (dashed). The
altitude and elevation above the horizon are set to 15,000 ft. and 45◦ respectively.
an altitude of 15,000 (site of the LMT) and for a 45◦ viewing elevation. The solid
line in the figure is the modeled atmosphere for 2 mm pwv, an acceptable observing
condition. The dotted line is the model for 4 mm pwv, and the dashed line, 8 mm
pwv, is for the maximum water content allowed to observe with the FSBs.
SPEED is designed with four FSBs between 150 and 350 GHz. One band will be
centered at 150 GHz between the saturated O2 (120 GHz) and H2O (180 GHz) lines.
Two bands, one centered at ∼220 GHz and another at ∼270 GHz, will be designed to
fit in the 1 mm window between the two saturated water lines at 180 and 325 GHz.
The highest frequency band will be placed in the 850 µm window near 345 GHz.
Fitting the absorption bands within the relatively narrow atmospheric windows
drives the FSB design to narrow band widths and a low density of FSSs. To ease
the design process and minimize differences in the absorption profiles, all of the FSB
are designed with identical ratios of l/g = 0.56 and w/g = 0.0137. These ratios yield
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sharp absorption profiles for widths above the 5 µm fabrication limit. The geometrical
parameters for the FSBs designed for SPEED are given in Table 3.1.
Table 3.1. Frequency selective absorber parameters for FSBs designed for the SPEc-
tral Energy Distribution camera.
νo [GHz] l [µm] w [µm] g [µm]
145 880 21.4 1570
223 572 13.9 1021
271 473 11.5 844
330 385 9.4 687
The sheet resistance of the absorbing dipoles is chosen such that:
Rsheet = 65
w
l
Ω/2 (3.11)
which maximizes the absorption of the resistive dipoles. The separation, s, between
the backshort and absorbing layer also enhances the natural resonance of the dipole.
The layer separation is set by λres:
s =
λres
4
(3.12)
All four FSBs are ordered in a common light pipe by the resonant wavelength
with the shortest wavelength FSB first. Stacking the FSBs in this manner provides
additional high frequency filtering for lower resonant frequency FSBs in the stack.
Additional low pass or notch filtering can be accommodated before the initial FSB. A
model of the absorption of a single stack of FSBs was created from individual HFSS
models. The FSB stack also included four notch filters and a lowpass filter preceding
the 345 GHz channel. The absorption of each channel was calculated as the product of
the transmission of all of the preceding elements by the detectors absorption. Fig. 3.19
plots the calculated absorption for each of SPEED’s four bands.
The goal of the notch filters is to limit the absorbed emission from these saturated
lines up to the acceptable 8 mm pwv content. The effect of the notch filters is clearly
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Figure 3.19. Modeled absorption for each of the four SPEED channels. Overplotting
the absorption profiles is the 2 mm pwv emissivity weighted temperature spectrum
discussed in the previous figure.
seen in Fig. 3.19 as the absorption of the FSBs drops to zero within the saturated
oxygen and water lines. The notch filters limit the power absorbed by the detectors
from the saturated water and oxygen lines to less than 10% of the total power.
The odd shape of the 345 GHz FSB is primarily caused by the notch filters at 320
and 380 GHz. The inherent absorption profile of any FSB at 345 GHz is broader than
the width between the saturated atmospheric lines. Thus the notch filters above and
below the resonant frequency play a critical role in defining the absorption profile of
the detector even to the extent that the 320 GHz notch filter divides the absorption
band into two distinct peaks. Since the power absorbed from the atmosphere is
proportional to ǫskyTskyν
2, to first order, the power absorbed at frequencies above 360
GHz is much more problematic than absorption below 330 GHz. Given the nature
of notch filters around 345 GHz and the lower emissivity weighted temperature at
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lower frequencies, the most optimal design for a 345 GHz FSB places the resonance
frequency at ∼325 GHz, not centered within the band.
The peak absorptions of the higher frequency bands shown in Fig. 3.19 are much
lower than the absorption measured for any single FSB. The reduction is caused by
the addition of a lowpass filter to the FSB stack. Because the power emitted by a
blackbody in the Rayleigh-Jeans limit is proportional to ν2, any absorption of light
by “blue” leaks dominates the loading of the detector. Eliminating these “blue” leaks
requires an aggressive filtering scheme. The lowpass filter used in the simulated FSB
stack has almost unit transmission at low frequencies (ν <
∼
200 GHz) but is only 50%
transmissive at 345 GHz. The high absorption seen by the 150 GHz FSB, the ninth
element in the stack, is testament to the almost 100% transmission to out of band
radiation from the upstream FSBs and filters.
3.6 Future FSB Modeling
The future of FSBs extends beyond the millimeter-wave detectors of SPEED.
Two such avenues of interest in the near future are the developments of polarization
sensitive FSBs and FSBs that are capable of detecting THz radiation. This section
concludes with additional modeling considerations for future detectors.
3.6.1 Polarization Sensitive FSBs
Polarization detections are becoming increasingly important in all fields of astron-
omy, but the future direction of observational cosmological studies is trending heavily
toward polarization studies. The next generation of cosmological instruments at mil-
limeter wavelengths is populated with arrays designed to measure the polarization
signature found in the cosmic microwave background. Instruments like QUaD [9] and
BICEP [88] have already begun to provide initial estimates and limits on the polar-
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ization signal and those measurements will continue to be refined with data from the
Planck satellite which is expected to launch in May 2009.
Patterning the absorbers as simple dipoles, as opposed to the cross dipoles of the
FSBs described previously, creates a polarized version of an FSB. These detectors are
sensitive to polarized radiation along the direction of the dipoles. These polarized
FSBs, or pFSBs, also exhibit absorption behavior in one polarization nearly identical
to the absorption profiles of the unpolarized devices and are transparent to a few
percent to the cross polarized light.
Recognizing the need for pFSBs in future instruments, a limited number of pFSBs
were modeled and fabricated to confirm their optical properties. Fig. 3.20 below plots
the transmission spectra of only an absorbing layer of a pFSB with a resonant fre-
quency at 150 GHz. The two curves plotted are for light that is polarized parallel
(black) and perpendicular (blue) to the frequency selective dipoles. The transmission
minimum for the parallel E-field measurement only reaches ∼ 50% as expected for
a single layer. Also, as expected, the cross polarization is minimized, though not
removed, within the main dipole resonance. Unfortunately, the noise in the measure-
ment precludes a quantifiable determination of the level of cross polarization. The
role of polarization sensitive FSBs will expand in the future as the polarization prop-
erties of the CMB and other astronomical signals becomes increasingly important to
understanding their underlying nature and discriminates between current theoretical
predictions.
3.6.2 FSBs at THz Frequencies
One additional avenue for broadening the appeal of FSBs is the extension of the
technology to new wavelengths. FSB design is bound at low frequencies by the physi-
cal size of the detectors. At resonant wavelengths above a few millimeters the physical
size of the detector becomes significantly larger than a centimeter. For optically active
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Figure 3.20. Measured transmission of a pFSB (absorbing layer only) with a res-
onant frequency of 150 GHz. The response to polarized (black) and cross-polarized
(blue) light are plotted. The data have been smoothed to reduce the noise in the
measurements and highlight the low cross-polarization.
areas this size, two concerns must be addressed in the detector design: the assump-
tion of an isothermal detector and the robustness of such large free standing silicon
nitride membranes. At the time of this writing, the 11 mm suspended nitride disk
lowers the fabrication yield when compared with smaller nitride films.
Pushing FSB operation to higher frequencies, on the other hand, presents new
challenges to FSB design. As FSBs are designed for far-infrared wavelengths (∼200-
300 µm), the limitations of current fabrication processes become more critical. The
fabrication process that patterned the frequency selective absorbing grid of the SPEED
detectors required the deposition of a resist in a pattern that outlines the dipoles. Af-
ter hardening, this resist is removed in a “lift-off” process that leaves the dipoles’
with sharp edges. Fabricating dipoles with this “lift-off” process limits the size of the
patterned features to be no less than 5 µm. This process is perfectly adequate for
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millimeter wavelength surfaces, but dipoles with resonant frequencies above ∼1 THz
call for dipole widths less than the 5 µm fabrication limit. While it may be possible
in the future to lower this limit to produce narrower FSSs, the optical design of THz
FSSs should be further explored as a different geometry may efficiently couple to THz
radiation and still comply with the current fabrication limits.
As part of the effort to demonstrate FSBs at infrared wavelengths, we designed,
fabricated, and tested FSBs with resonant wavelengths at 1.2 and 1.5 THz. Table 3.2
gives the parameters for absorbers of these high frequency FSBs. As mentioned above,
the smallest width that can be fabricated is 5 µm and therefore the ratio of w/l is no
longer constant between channels.
Table 3.2. Frequency selective absorber parameters for THz FSBs
νo [GHz] l [µm] w [µm] g [µm]
1180 109 5 195
1500 86 5 153
There are several implications of this width limitation. Because the width is held
constant, the number of electrical “squares” (l/w) changes and, thus, the overall
resistance of the frequency selective surface drops. To compensate for this more con-
ductive surface, the absorber must be made thinner yielding a higher sheet resistance.
Another result of limiting the width is that the overall bandwidth of that absorber
will grow with respect to bands with larger l/w ratios. While these changes in the
optical performance may not necessarily be undesirable, it should be noted that the
level of “fine tuning” of the band may be decreased. Ultimately, a new patterning
process may be needed to overcome this 5 µm limit.
Limitations in both the electronics and optical infrared filters at the time of testing
prevented absorption measurements of these THz FSB detectors. However, by placing
the high frequency detectors in a Fourier transform spectrometer it was possible to
obtain a transmission measurement at frequencies up to 2 THz. Plotted in Fig. 3.21
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are the transmission spectra of a series of FSBs with resonant wavelengths from 200
to 1500 GHz. In addition to illustrating the near unity out-of-band transmission,
Fig. 3.21 shows the applicability of not only the HFSS model at high frequencies, but
also the ability to fabricate FSBs with desired profiles beyond 1 THz.
Figure 3.21. Overlapping transmission spectra and their models through individual
FSBs. The modeled transmission above unity below resonance is caused by numerical
artifacts in the simulation. The transmission data of the 230 GHz FSB was measured
at the University of Chicago’s FTS while the three higher bands were measured at
GSFC.
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CHAPTER 4
THE SPECTRAL ENERGY DISTRIBUTION CAMERA
The SPEctral Energy Distribution camera (SPEED) is a new millimeter-wave
camera that demonstrates a prototype bolometer technology, the frequency selective
bolometer. SPEED is a four pixel bolometer camera that observes at 2.1, 1.3, 1.1,
and 0.85 mm in each pixel simultaneously. Each pixel has four frequency selective
bolometer (FSBs) tuned to selectively absorb a narrow band of radiation around the
four detection bands. This chapter discusses the various components of the instru-
ment and concludes with a description of the role SPEED will play in observational
astronomy at millimeter wavelengths. More information on the SPEED instrument
can be found in Wilson et al. [83] and Wilson et al. [84].
4.1 Overview of Instrument
4.1.1 Cryostat and Cryogenics
The SPEED cryostat is designed to cool the focal plane and detectors to 4 K
through nested liquid nitrogen and helium tanks enclosed within a vacuum. The
cryostat copies the design of the cryostat used in the AzTEC experiment [84] and
provides an ample working volume for mounting the focal plane array and 4 K optics.
The superconducting FSBs are designed to operate near 450 mK with a bath
temperature of 250 mK. To cool the detectors to this temperature requires an extra
refrigerator. The SPEED focal plane is cooled to 250 mK during operation by a closed
cycle 3He evaporation refrigerator [13]. A general evaporation refrigerator consists
of two main components: a charcoal pump and a reservoir for holding condensed
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He. The charcoal pump contains a piece of charcoal capable of adsorbing He gas at
low temperatures. A resistor is mounted to the pump to heat the charcoal during
operation. Also attached to the pump is a reservoir to collect condensed He. The
refrigerator installed into the SPEED cryostat has two reservoirs/pumps, one for 4He
and one for 3He. The 4He reservoir achieves operating temperatures near 350 mK
and is used to pre-cool the focal plane. The 3He reservoir operates at a temperature
of 250 mK and is responsible for regulating the bath temperature for the bolometers.
To reach the desired cryogenic temperatures the refrigerator must be cycled. Each
cycle of the refrigerator begins by pulling a vacuum on the open liquid helium tank
to reduce the temperature of the refrigerator and focal plane near the lambda point
of He at 2.2 K. Next, electrical current is passed through the two resistors thermally
connected to the charcoal which heats the charcoal to ∼ 40 K. As the temperature
increases, the charcoal begins to release the adsorbed He gas. When both isotopes of
He are outgassed, they lose energy in collisions with the 2 K helium tank, eventually
condense, and pool in their respective reservoirs or heads. After expelling all of the
He from the charcoal, the heaters are switched off and the charcoal subsequently
cooled. When the temperature of the charcoal drops below ∼40 K He gas begins to
adhere to the surface of the charcoal. This adsorption leads to a drop in gas pressure
above the condensed He and lowers the temperature of the liquid He to temperatures
of approximately 350 mK for the 4He inter-head and 250 mK for the 3He ultra-head.
An intermediary temperature stage between the open He bath and the inter-head is
called the heat exchanger and maintains a temperature of ∼2.2 K during operation
and allows an additional thermal sink for components of the focal plane.
A test of the cryostat and refrigerator was conducted at the University of Mas-
sachusetts - Amherst to confirm the operating performance of the cryogenic system.
This test was performed with no thermal loads and represents the maximum operat-
ing time of the system. With nothing attached to the cold heads of the system, the
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Table 4.1. Refrigerator cycle recipe.
Time [min] Event
0 Pump on 4He tank
56 Apply 70 mA to inter-head heater
64 Apply 45 mA to ultra-head heater
67 Turn off inter-head heater
72 Turn off ultra-head heater
350 Return 4He tank to ambient pressure
refrigerator is able to maintain a temperature of ∼ 220 mK for 27.5 hours before all
of the 3He is evaporated. The refrigerator can continue to operate at the slightly ele-
vated temperature of ∼ 300 mK for an additional 6 hours until the 4He liquid finally
evaporates. For a operating time of 27.5 hours under no load conditions, we expect
to achieve an operating time under true working conditions of a loaded refrigerator
of 14-18 hours, more than adequate for observing at the telescope.
For reference Table 4.1 presents the times and temperatures for the “no load”
cycle described in the previous paragraph. The time to pump on the open 4He tank
depends upon the strength of the vacuum and requires the refrigerator and any load
attached to approach the equilibrium temperature of the pumped He. The open 4He
bath can be brought back to ambient pressure at any time once the cycle is complete.
However, once the open 4He bath’s temperature is returned to 4 K, the extra loading
on the inter-head will elevate its temperature by ∼30 mK and lead to a reduced
operating time.
Table 4.1 offers one sample of the refrigeration cycle. At the time of this writing
the full focal plane has yet to be installed and the actual performance of the refriger-
ation under fully loaded conditions has yet to be determined. It is possible that the
prescription presented by Table 4.1 may not be the most efficient cycle and further
tests will be conducted when the final instrument is assembled.
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Figure 4.1. Cartoon version of the SPEED photometer. (Courtesy of Dr. David
Cottingham)
4.1.2 Focal Plane
The heart of SPEED is the focal plane assembly (FPA). It is this assembly that
houses the FSBs, associated notch filters, and back-to-back Winston cones and is
cooled to the operating temperature of 250 mK. The FPA is designed to be a self-
contained unit, an assembly that can be easily inserted and removed from the cryostat
for maintenance or transportation. Fig. 4.1 shows a cartoon view of the FPA design.
The figure is presented in half-view to illustrate the inside of the FPA. The entire
cylindrical FPA is approximately 8 inches long and 3.5 inches in diameter. Surround-
ing the entire FPA is a thin Nb can that acts as a superconducting shield for the
magnetically sensitive SQUID multiplexers. Once complete, the FPA is placed into
the center of the cryostat such that it is surrounded by the annular liquid 4He tank.
Placing the FPA in this center position has two benefits: the FPA is easier to mount
mechanically and the liquid 4He tank acts as a thermally rigid 4 K radiation shield
against any light leaks.
The components of the FPA are color coded to aid the understanding of the ther-
mal design. Red components which include the end cap and the outer Nb magnetic
shielding are thermally tied to the liquid 4He bath which is maintained at 4 K quies-
cently or ∼ 2K when the bath is pumped on with a vacuum. Next the thin gold rod
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at the bottom of Fig. 4.1 is attached to the heat exchanger and maintains a temper-
ature of ∼ 2K during the entire operating cycle. Although there is no thermal load
attached to this rod, the heat exchanger is used as an intermediate temperature stage
to ensure a constant temperature midway down the G10 baffle. A support structure
of G10 is designed to be light-weight, rigid, and have a low thermal conductivity.
This structure is colored brown in the figure and represents a temperature gradient
between its ends.
Attached to the inter-head at ∼350 mK is the green rod that connects to the
Winston cones and their mount. Because the detectors will be looking through the
cones, reducing the thermal power emitted by the cones themselves becomes critical.
The back-to-back Winston cones are manufactured from Al and polished to reduce
their emissivity. The cones are also cooled to sub-K temperatures to minimize their
noise contribution to the system. The opening diameters of the Winston cones are set
by the physical dimensions of the bolometers. The Si frame that defines the extents
of each FSB in SPEED is 15 mm and sets the minimum distance between detectors.
Filling the focal plane with Winston cones sets the diameter of the opening to match
the 15 mm detectors. The throat of the Winston cones is chosen with a diameter of
1.4 mm to limit the e´tendue of the system to 4.5 mm2-sr. The Winston cones that
face the detectors expand the beam from the throat to a diameter of the optically
active area, 10 mm.
Finally, the ultra-head is attached to the blue rod and represents the coldest
temperature of the FPA. The 250 mK section of the FPA encompasses everything to
the right of the light blue end cap that is inside the yellow radiation shield. At this
temperature are mounted the notch filters, detectors, and SQUID multiplexers. The
detectors and notch filters are held apart by Al spacers to allow for the λ/4 spacing
of the respective backshorts. Each detector plane holds four detectors of the same
frequency, one for each pixel and a single SQUID multiplexer. Soldered to each plane
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is a hand-woven cable of twisted-pairs that snakes through holes in each thermal layer
(not shown) and out of the 4 K magnetic shield near the end cap on the left side of
the figure. These cables carry the electronic signals to and from the multiplexers on
each detector plane. At the end of the light pipes is a cone (also not shown) coated
with loaded stycast that acts as a broadband absorber to eliminate reflections back
through the detector chain.
4.1.3 SQUID Multiplexer
Superconducting quantum interference device (SQUID) amplifiers read out the
superconducting transition-edge sensors (TESs). SQUIDs are sensitive magnetome-
ters whose output voltage is periodic with flux. When a TES is connected in series
with an inductor, any change in current through the TES produces a small but mea-
surable, magnetic field in the inductor. By wrapping this inductor around a SQUID,
the magnetic field is sensed and produces a change in voltage across the SQUID.
Because the output voltage of the SQUID is periodic with flux an additional feedback
inductor is required to null the signal. The feedback inductor is passed a current that
produces a magnetic field that is both amplified and inverted to the magnetic field
sensed by the SQUID. This feedback converts the SQUID into a null detector and
linearizes the SQUID’s output voltage.
By chaining eight SQUIDs together and feeding their outputs to a common SQUID
array amplifier, Chervenak et al. [16] produced an 8x1 SQUID multiplexer. These
multiplexers are fabricated on a single silicon chip that includes all eight input
SQUIDs, input and feedback inductors, as well as an array of 100 SQUIDs in se-
ries for additional amplification. To maximize the benefit of the multiplexers, these
devices are placed on the focal plane and cooled to 250 mK. Their location on the
focal plane minimizes the number of electrical leads wired between 4 K and 250 mK
and places the multiplexers in the most magnetically shielded area of the cryostat.
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The SPEED collaboration received a small number of 8x1 multiplexers from the
National Institutes of Standards and Technology (NIST). Four multiplexers were
screened and deemed acceptable for deployment in the SPEED instrument. Two
additional multiplexers were wired for use in laboratory test cryostats at the Univer-
sity of Massachusetts - Amherst and the University of Chicago. Unfortunately the
majority of the multiplexers suffered from electrical connections between the inputs
of various channels which prevents multiplexing of the full eight channels. The best
multiplexers had between six and eight isolated, usable channels but others had less
than three isolated channels. Future use of multiplexers from NIST will be based on
the next generation design 32x1 multiplexer [23].
4.2 The Heinrich Hertz Telescope
The engineering observing run for SPEED will take place at the Submillimeter
Observatory’s Heinrich Hertz Telescope (HHT) on Mt. Graham, Arizona. The HHT is
a Nasmyth telescope with a 10-m diameter primary reflector optimized for millimeter
and submillimeter observing. The primary and secondary mirrors produce an f/13.8
beam at the Cassegrain focus. SPEED will be placed in the “right-hand side” of the
receiver cabin and attach directly to the elevation axis of the telescope.
Observing at the HHT requires that SPEED be mechanically attached to a mount-
ing flange connected to the elevation axis. The cryostat and supporting hardware
must be clear of the floor during observations as the elevation axis of the telescope
and the floor of the receiver cabin are not rigidly connected. Because of the massive
size of the SPEED cryostat, ∼350 lbs. when fully loaded with cryogens, there is an
explicit need to keep the cryostat as close to the mounting flange as possible to reduce
torque on the flange.
An additional consequence of mounting the cryostat to the elevation axis is that
the dewar does not rotate in elevation with the telescope. That is, the source rotates
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Table 4.2. Noise estimates for the four SPEED FSB channels
FSB Channel 145 GHz 223 GHz 271 GHz 345 GHz
NEP [aW/
√
Hz] 139 194 266 324
NEFDHHT [mJy/
√
Hz] 46.8 76.2 85.2 203.8
NEFDLMT [mJy/
√
Hz] 1.87 3.05 3.41 8.11
in the instrument field-of-view during long integrations. SPEED is primarily designed
for point-source observing so the consequences of source rotation are minimized. Ad-
ditional signal processing can be performed in software after the observations to cor-
rect these rotations.
Finally, the main observing strategy for SPEED will be a beam switched obser-
vation. The secondary of the HHT is designed to chop at frequencies up to 10-20
Hz depending upon the length of the throw. If an image is desired, a simple jiggle
pattern can be passed to the secondary to sample the spatial extent of a small source.
On the HHT, SPEED is expected to have a field of view of 120 arcsec with a beam
size of 62 arcsec.
The noise performance of SPEED’s four channels is presented in Table 4.2. The
noise equivalent power (NEP) is defined as the amount of power detected at a signal-
to-noise of one in one second of observation. The NEPs of the four channels are cal-
culated given assumptions about the final detectors [83] and from standard bolometer
theory [52]. Among these assumptions is that the peak absorption of the detectors
is a factor of two less than predicted by the HFSS simulations shown in Fig. 3.19.
Photon noise also is assumed to arise from an atmosphere with 2 mm of precipital
water vapor.
The noise equivalent flux density (NEFD) is the flux density that is measured
with a signal-to-noise of one in one second. The NEFDs presented in Table 4.2 are
calculated for the SPEED observing on the 10-m HHT (NEFDHHT) and 50-m LMT
(NEFDLMT).
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4.3 Observational Targets
SPEED fills a niche in the millimeter astronomy community by providing a bolome-
ter camera that observes in four frequency bands simultaneously. The majority of
instrument development at these wavelengths has been focused on creating large ar-
rays of many pixels for imaging purposes. Although many of these large format arrays
are capable of observing multiple frequencies, changing the spectral band of these in-
struments typically involves physically changing the filters that immediately proceed
the focal plane, a process that prevents multi-wavelength observing during the same
observing run. SPEED will be one of only a few instruments designed for multi-
wavelength observations at all times. Each observation yields a four band millimeter
spectral energy distribution (SED).
4.3.1 Thermal Sunyaev-Zel’dovich Effect
Millimeter-wavelength observations provide valuable SEDs of a host of various as-
trophysical phenomena and are especially suited for studies of the thermal Sunyaev-
Zel’dovich (SZ) effect. The SZ effect is the distortion of the cosmic microwave back-
ground (CMB) spectrum caused by inverse Compton scattering off hot electrons [74].
When CMB photons scatter off very hot electrons energy is preferentially transferred
from the electrons to the lower energy photons. The transfer of energy boosts the
frequencies of the photons. If the column density of hot electrons is high, a signif-
icant fraction of the CMB photons are boosted and the CMB blackbody spectrum
becomes distorted. The greatest number and temperatures of hot electrons are found
in the intracluster medium of massive galaxy clusters. Comparing the measured
CMB spectrum both through and near a massive galaxy cluster reveals the spectral
distortion caused by the SZ effect. An extensive review of the SZ effect is given by
Birkinshaw [6].
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The unperturbed spectrum of CMB radiation is given as the blackbody radiation
spectrum with the CMB radiation temperature:
I0(ν) =
2hν3
c2
(
ehν/kBTrad − 1)−1 (4.1)
The spectrum of the unperturbed CMB is very close to a thermal blackbody at a
temperature of Trad ≈ 2.7K. At this temperature, the spectrum peaks near 160 GHz
with an intensity of 3.7 aW m−2 Hz−1 sr−1.
The scattering of CMB photons is defined by the probability that a single photon
scatters from frequency ν0 to ν, P (ν, ν0). If, after a change of variables, the scattering
is calculated in terms of the logarithmic frequency, where:
P (s)
ν
= P (ν, ν0) (4.2)
and
s = ln(ν/ν0) (4.3)
then the distortion of the CMB spectrum is given as:
∆I(ν) =
2h
c2
∫
∞
−∞
P (s)ds
(
ν0
ehν0/kBTrad − 1 −
ν
ehν/kBTrad − 1
)
(4.4)
Choosing the correct scattering behavior depends upon the distribution of the hot
electrons. Initial SZ calculations relied on the scattering kernel derived by Kompa-
neets [40] which is valid of in the low-temperature, non-relativistic limit. With the
asset of numerical integration, more precise scattering probabilities can be realized.
If the SZ effect is caused by hot intracluster electrons, then a relativistic Maxwellian
distribution can be assumed in the calculation of the scattering probabilities. For
either distribution, the typical low opacities (τ ≪ 1) allow the assumption that the
photons scatter no more than one time, and the optical depth, τ , acts as an amplitude
reducer.
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Figure 4.2. Unperturbed (black) and distorted (blue) CMB intensity as a function
of frequency using the Kompaneets approximation. The SZ distortion arises from
a scattering atmosphere with Compton parameter y = 0.1 and τβ = 0.05. These
parameters are chosen unnaturally large to magnify the distortion of the CMB spec-
trum.
Fig. 4.2 plots the unperturbed CMB spectrum and a CMB spectrum modified by
the SZ effect whose parameters are exaggerated to clearly show the changes. The
distortion of the CMB spectrum by the SZ effect is strongest at millimeter wave-
lengths near the peak of the CMB intensity. Because CMB photons are preferentially
up-scattered to higher energies, the SZ effect appears as a decrement in the CMB
spectrum at frequencies below 218 GHz. The lower intensity at longer wavelengths
makes the cluster appear cooler than the unperturbed 2.7 K CMB radiation. How-
ever, above the cross over frequency the SZ effect produces an excess in the number of
photons compared to the unperturbed CMB and the CMB appears slightly warmer.
Typically, the SZ effect is best illustrated as the difference between the modified
and the unperturbed CMB spectrum. Fig. 4.3 plots the difference of the perturbed
and unperturbed CMB spectra as a function of frequency for typical (Te = 5 keV)
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Figure 4.3. SZ effect showing the difference between a perturbed and unperturbed
CMB spectrum. The solid line plots the SZ effect for a cluster with electron temper-
ature Te = 15 keV and the dashed line for a cluster with Te = 5 keV. Both models
assume an scattering optical depth of τ = 0.01. The 5σ errors bars for the SPEED
channels after 10 minutes of integration at the LMT are also plotted in red.
and high (Te = 15 keV) electron gas temperatures. The general shape of the spectra
are quite similar with both spectra showing a decreased intensity at low frequencies, a
null around 218 GHz, and an excess intensity a high frequencies. The detailed shapes
of the curves differ slightly due to the scattering probability differences at the two
energies.
The modeled SPEED bands and 5σ error bars are also plotted in Fig. 4.3. The
SPEED bands at 150, 220, 270, and 345 GHz are ideally placed for measuring the
decrement, null, and increment of the thermal SZ effect toward galaxy clusters. The
error bars are calculated by assuming that SPEED will observe at the LMT for 10
minutes and the noise performance of the detectors as given in Table 4.2.
When coupled with x-ray observations, the millimeter SZ measurements are used
as a diagnostic of cluster properties and their environments as well as constraints on
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cosmological parameters. Millimeter observations of the SZ effect are proportional to
the number of scattering events (electron-photon scattering) along the line of sight
and is proportional to the number density of electrons, ne. High resolution x-ray
measurements detect the emission from clusters and are proportional to ne
2. Applying
both sets of measurements constrains the electron density of the cluster and extracts
cluster properties such as the clumping and the thermal structure of the intracluster
gas.
Most recent research with SZ effect observations focuses on the effect as a cos-
mological probe. The SZ effect is well suited for cosmological studies because it is
redshift independent. The SZ effect is only a distortion in the CMB, not an emission.
In other words, a cluster with identical density and temperature properties will pro-
duce the same fractional effect on the CMB independent of the CMB temperature or
the distance to the observer. The SZ effect, together with x-ray surface brightness
observations and an estimate of the cluster gas distribution, leads to a direct mea-
surement of the angular diameter distance to the cluster. If spectroscopic redshifts
to the cluster are obtained a value of the Hubble constant can be determined from
the calculation of the angular diameter distance and the deceleration parameter [34].
SPEED will be used to target known clusters of galaxies to measure the SZ effect.
The four SPEED bands overlap the SZ null and the greatest deviations from the ther-
mal CMB background. With the angular resolution provided by the LMT, SPEED’s
10-arcsec beam will be small enough to resolve the hot cluster gas and begin to map
the SZ effect on sub-cluster scales. Variations in the SZ signal throughout the cluster
will yield insights in to asymmetries and clumping of the gas.
4.3.2 High Redshift Galaxies
The growth of structure formation can be traced by the redshift distribution of
galaxies. Large galaxy surveys of the nearby universe have shown the universe to have
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much structure at low redshifts (z <
∼
1) [18, 19]. Studies of the cosmic microwave
background (around z ∼ 1100) depict the universe in its infancy when the structure
of the universe is characterized by perturbations in the primordial density field [4].
Between these two extremes the universe created the first stars, galaxies, clusters,
and eventually all of the structure seen today. Additional surveys and targeted ob-
servations have begun to characterize the structure of the universe at moderate to
high redshifts (1 < z < 5) to identify how structure evolves with redshift. Most of
these observations are made at optical or near-infrared wavelengths and have made
considerable progress. However, these optical surveys are ill-suited for detecting the
earliest luminous objects in the universe. Identification of primordial galaxies requires
an efficient means of observing at redshifts of z > 6. If they exist, these high-z galaxies
will shine light on the earliest stages of structure formation.
At these distances optical wavelength identification of sources becomes increas-
ingly difficult for several reasons. Like all point sources of radiation, the flux from a
source falls as 1/r2 but emission from high-z sources also suffers additional dimming
due to the expansion of space itself. Furthermore, the emitted spectrum is redshifted
toward longer wavelengths and, for typical galactic emission at optical wavelengths,
the inherent galactic emission decreases at shorter wavelengths from dust reprocess-
ing and the Wien’s tail of the Planck spectrum. Together, these factors lead to
“dropouts” in multichroic observations where sources are seen in longer wavelength
bands but become too faint to observe at the shortest bands.
It is expected that the earliest galaxies in the universe are undergoing an intense
period of star formation [3, 7]. The starbursts produce many ultraviolet photons from
nascent OB stars which are immediately absorbed by the dust surrounding the star
formation regions. UV absorption heats the dust to temperatures of Tdust ∼ 30−100K
causing the dust to re-emit the radiation in the infrared.
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The most promising avenue for detecting sources above z > 6 is through millime-
ter observations of reprocessed dust emission. For galaxies at z <
∼
10, millimeter
observations measure the Rayleigh-Jeans portion of the thermal dust spectrum. De-
tecting this component of a galaxy’s SED is advantageous for two reasons. Although
the greater distance to these high-z sources leads to their dimming for a particu-
lar rest wavelength, the SED’s redshift to longer wavelengths shifts the inherently
brighter rest frame sub-millimeter and far-infrared emission into the observed mil-
limeter bands. This “negative K-correction” leads to an almost constant brightness
of a similar object at moderate redshifts (z ∼ 2-3) and at extremely high redshifts (z
∼ 8-10).
Fig. 4.4 shows a model SED for the nearby starbursting galaxy Arp 220 projected
to redshifts between z = 0.3 and z = 10. The model is based upon the dusty starburst
models of Siebenmorgen and Kru¨gel [70]. An additional synchrotron component is
added to the model as prescribed by Yun and Carilli [91]. SPEED’s four millimeter
wavelength bands are identified to illustrate the near constant flux received from the
same source across the wide redshift range. Fig. 4.4 also highlights the difficulty with
detecting high redshift galaxies at infrared wavelengths. For observations at 150µm
(2000 GHz), for example, galaxies at z = 5 appear over three orders of magnitude
dimmer than a comparable galaxy at z = 0.3.
Plotted in Fig. 4.4 are the 5σ error bars for the four SPEED bands. The flux limits
are calculated based upon the noise estimates presented in Table 4.2. Measuring a
5σ SED of a high-z galaxy requires a integration time of 15 minutes on the LMT.
Unlike other millimeter cameras, SPEED will obtain a four color SED during a single
integration.
From SED measurements of potential high-z targets it is difficult to determine
the redshifts of the objects from SPEED data alone. The K-correction that assists
in detecting high-z galaxies also leads to the degeneracy in identifying their redshift.
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Figure 4.4. Model spectral energy distributions of Arp 220 at redshifts of z = 0.3
(red), z = 1 (orange), z = 2 (yellow), z = 3 (green), z = 5 (blue), and z = 10
(purple). Also plotted in black are the SPEED spectral bands and their 5σ detection
limits for 15 minutes of integration on the 50-m LMT.
However, SPEED observations will be able to estimate the millimeter spectral index
to determine if the source is consistent with thermal emission from warm dust. The
planned observing strategy for SPEED will target potential high-z sources identified
with a millimeter wavelength survey instrument (e.g. AzTEC [84]). Obtaining the
SEDs of these sources and matching them with galactic templates like those shown
in Fig. 4.4 will narrow the list to the most promising high-z galaxy candidates. Given
the measured SEDs from SPEED, a wideband spectrometer at millimeter wavelengths
will followup a subset of the photometrically identified targets with deep integrations
to measure CO rotational lines and spectroscopically determine the redshift of the
emitter.
Ultimately SPEED will become a facility instrument at the nearly complete Large
Millimeter Telescope (LMT) in Mexico. This 50-m telescope will give SPEED a
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larger collecting area, smaller beam, and better atmosphere than the HHT reducing
integration times considerably.
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CHAPTER 5
OPTICS
The optics of the SPEctral Energy Distribution camera (SPEED) are developed to
couple the focal plane of the instrument to the Submillimeter Observatory’s Heinrich
Hertz Telescope (HHT) on Mt. Graham in Arizona. The optics that allow SPEED to
couple to the HHT transform the f/13.9 beam from the HHT’s Cassegrain focus to
a beam 15 mm in diameter at the Winston cone openings that immediately precede
the focal plane and detectors. This chapter describes the process that created the
coupling optics and highlights the various engineering and thermal constraints on that
design. Creating a viable optics model for the SPEED camera begins by identifying
a set of criteria to guide the design:
• The output beam must couple well to the Winston cones (opening radius = 7.5
mm) at the focal plane
• The input beam must match the beam created by the HHT primary and sec-
ondary mirrors
• The Lyot stop must be located within the working volume of the cryostat at
4 K
• The optics must fit within the receiver cabin of the telescope
• The cryostat’s position in the receiver cabin should minimize the cryostat sup-
port structure
• The number of optics should be minimized
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The purpose of these criteria fall into three categories: maximizing signal, mini-
mizing noise, minimizing the mounting structure. The first two criteria are devised
such that the maximum amount of light incident on the primary mirror reaches the
detectors. The ultimate goal of the optics design transforms the input beam at the
Cassegrain focus into the correct output beam at the detectors.
The next criterion is chosen to minimize the overall noise in the optics. The Lyot
stop is defined at the location of the image of the primary. At this plane there exists
a direct mapping between locations on the primary and locations at the Lyot stop.
Reducing the light that passes through the Lyot stop is functionally equivalent to
reducing the light accepted by the primary mirror. In this way, placing an aperture
stop at the Lyot stop minimizes excess power measured by the detector from spillover.
By positioning the Lyot stop within the working volume of the cryostat, the “spillover”
seen by the detectors arises only from thermal emission at a temperature of 4 K and
not the much hotter radiation from the receiver cabin or telescope housing.
Although maximizing the signal and reducing the noise are scientific endeavors,
designing optics for implementation also is an engineering challenge. Since individual
optics designs are not unique solutions, engineering considerations must also factor
into the final design. For this reason, two additional criteria are identified with the
mounting of the cryostat and supporting optics. The criterion of fitting the optics in
the receiver cabin is obvious but must be checked whenever a new design is developed.
Although the receiver cabin at the HHT poses almost no constraints in the lateral
dimensions, the height of the cabin is approximately 2.4 m tall and the beam from the
tertiary mirror places the optical axis 137.16 cm off of the floor. The second and more
pressing criterion concerns the mounting of the cryostat in the receiver cabin. The
SPEED cryostat is large and weighs approximately 140-180 kg when full of cryogens.
Because the telescope and receiver cabin are not rigidly connected, the cryostat must
be mounted directly to the elevation axis of the telescope and not to the receiver
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cabin. This mounting is accomplished by attaching the cryostat to a vertical plate
that is rigidly tied to the telescope structure. The maximum torque allowed on this
plate drives the placement of the cryostat and focal plane as near to the mounting
plate as possible.
The final criterion is necessary to satisfy all three categories. Reducing the number
of optical elements minimizes the scatter of the main beam as well as reducing the
number of emissive surfaces that add thermal shot noise and background loading to
the system. Furthermore, every mirror must be aligned and accurately placed. The
overall optical design and the engineering required to accurately position the mirrors
can greatly be simplified by minimizing the total number of surfaces in the optical
path.
The design of the optics for SPEED occurred in two distinct steps. The first
step consisted of developing an analytical model based on the theory of Gaussian
optics [26]. This model deals with the ideal behavior of on-axis optics. The optical
parameters generated by this model are then used to create a full optical model in a
commercial based software package, ZEMAX [92], that is based on ray tracing and
allows for off-axis elements. The rest of this chapter briefly presents the Gaussian
optics formalism and describes the analytical model that was developed from this
formalism. The chapter concludes by presenting the ZEMAX implementation of the
Gaussian optics model and the final optical parameters.
5.1 Introduction to Gaussian Optics
Gaussian optics is a mathematical construct developed for optical systems with
optical component dimensions of a few wavelengths. Typically these systems are too
large to be diffraction limited but are small enough that simple ray tracing does not
adequately describe the wave propagation. Simply stated, Gaussian optics describes
the propagation of a beam of light as its distribution changes when passing through
108
the optical system. These changes are described by the propagation of Gaussian
beam modes. Although Gaussian optics considers diffraction effects, unlike geometric
optics (ray tracing), the diffraction effects are only considered in the broadest limits
when axial symmetry still applies.
Gaussian optics are particularly well suited for millimeter wave applications like
the optical design of the SPEctral Energy Distribution camera (SPEED). At the mil-
limeter wavelengths of the SPEED spectral bands the associated optics are on order
of a few to tens of wavelengths in diameters, sizes where diffraction and beam diver-
gence plays a non-trivial role. Gaussian optics identifies this divergence and provides
a means by which to create focusing objects to maintain a manageable collimated
beam diameter. Unlike techniques for longer wavelength optical systems, Gaussian
optic systems are appropriate for multiple polarizations and very large bandwidths,
two critical requirements for the SPEED instrument.
A short review of the Gaussian optics formalism is presented here with further
discussion found in Goldsmith [26]. For an electromagnetic wave, a single spatial
component, ψ, propagates in free space according to:
∇2ψ + k2ψ = 0 (5.1)
where k is the wave number, 2π/λ. If we consider a plane wave that propagates along
the z-axis and further allow this plane wave to have variation in the field perpendicular
to this propagation axis, then the quasi-plane wave’s electric field can be written as:
E(x, y, z) = u(x, y, z)e−ikz (5.2)
with the time dependence once again suppressed. If the variation in the field along
the direction of propagation is small then Eq. 5.2 can be substituted into Eq. 5.1 to
yield:
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∂2u
∂x2
+
∂2u
∂y2
− 2ik∂u
∂z
= 0 (5.3)
This equation is sometimes called the paraxial wave equation. The solutions to Eq. 5.3
represent the various propagation modes of the radiation. In cylindrical coordinates,
this solution is:
E(r, z) = E0
w0
w(z)
exp
[−r2
w2
− ikz − iπr
2
λR(z)
+ i arctan
(
λz
πw20
)]
(5.4)
where E0 is an arbitrary scaling factor and w(z) is the 1/e beam radius of the field
and R(z) is the radius of curvature of the wave front and defined by:
w(z) = w0
[
1 +
(
λz
πw20
)2]1/2
(5.5)
R(z) = z
[
1 +
(
πw20
λz
)2]
(5.6)
We define z = 0 when w(z) is a minimum. At this position w = w0 and w0 is
defined as the beam waist. The beam waist is the location where the wave front is
perpendicular to the propagation axis like a plane wave and R =∞. The beam waist
is also the position that is analogous to a focal point in geometric optics.
The propagation of a Gaussian beam in free space is well described by the pre-
ceding equations, but the formalism for the transformation of the beam by optical
elements needs to be addressed. Like the thin lens formalism in geometrical optics,
Gaussian optics provides the transformation of a beam waist at a distance from an
optic into a second beam waist at a different distance. If the input beam waist, win,
is located a distance din from a thin lens with focal length f , then the output beam
waist and its location are calculated by:
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wout =
win
[(din/f − 1)2 + (πw2in/λf)2]0.5
(5.7)
dout = f +
din − f
(din/f − 1)2 + (πw2in/λf)2
(5.8)
From these transformation equations a set of optics is designed that transforms the
initial beam waist generated by a feedhorn into a beam waist of an appropriate size at
the focus of the Cassegrain telescope. The Gaussian optics formalism discussed above
assumes that the beams remain in the paraxial limit and the optics can be defined
by a set of thin lenses. As long as the Gaussian beam is moderately collimated
(θdivergence < 30
◦), the paraxial approximation remains valid. Supporting the large
bandwidth of the SPEED camera (120 - 370 GHz) precludes the use of dielectric
lenses as optical components and drives use of low-loss reflective surfaces. Although
a detailed calculation of the optics system will identify asymmetries in the beam,
the Gaussian optics formalism is an appropriate starting point for designing a valid
optics design. The following section describes the process of creating an optics model
which couples the assumed Gaussian beam produced by the Winston cones near the
detectors to the Cassegrain focus of the HHT under Gaussian beam assumptions.
§5.2.4 highlights some of the limitations of this model.
5.2 Gaussian Optics Model
An analytical model was created as a first step to designing the SPEED optics.
The aim of this process is to produce a set of optics that will couple SPEED to the
HHT efficiently under ideal conditions (i.e. on-axis design, thin lens approximations).
Producing these optics primarily involves setting the locations and focal lengths of the
coupling mirrors and the ideal illumination on the telescope’s primary mirror. From
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these locations and focal lengths the secondary parameters of the optics design can
be calculated. These secondary parameters include the edge taper, physical shapes
of the optics, how the mirrors and cryostat should be mounted in the receiver cabin,
and the beam sizes at intermediate points along the optical path.
The general prescription of this model first calculates all of the locations and
focal lengths of the mirrors as functions of the edge illumination of the primary. Next
the signal-to-noise of the system is calculated from those mirror parameters to find
the peak signal-to-noise ratio that defines the ideal edge illumination and, ultimately,
mirror parameters. As this instrument is designed to observe point sources, the signal-
to-noise calculation is maximized for a single point source centered within the beam
and dictated by the illumination pattern on the primary. This model was created and
optimized using the IDL programming language [39].
To minimize the number of optical elements required to satisfy all of the criteria
mentioned earlier, the optical model generated has two shaped optics: one paraboloid
and one ellipsoid. The paraboloid’s function is to focus the parallel beams from the
Winston cones to a focus at the Lyot stop and the ellipsoid transforms the beam waist
near the Lyot stop to the beam waist at the Cassegrain focus. This model thus has
only two shaped optics in addition to the primary and secondary telescope mirrors
and a series of folding flats to aid in the mounting of the cryostat. The paraboloid
will be cryogenically cooled to 4 K (the cold optic) and the ellipsoid will be outside
the cryostat at the ambient room temperature (the warm optic).
5.2.1 Calculation of the Optical Parameters
The fixed parameters of the model are given in Table 5.1 and are the parameters
that either are defined by the telescope (e.g. Rprimary), design constraints of the
instrument (e.g. AΩ) or other model parameters (e.g. Tsky).
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Table 5.1. Fixed parameters of analytical optical model
Variable Name Value Description
Dprimary 10000.0 mm Diameter of primary mirror
Dsecondary 686.034 mm Diameter of secondary mirror
fprimary 3500.0 mm Focal length of primary mirror
fsecondary -243.255 mm Focal length of secondary mirror
dprim sec 3262.915 mm Distance between primary mirror
and secondary mirrors
dsec cass 9347.915 mm Distance between secondary mirror
and Cassegrain focus
λ 2.0 mm Optical wavelength of interest
Lyotfrac 0.9 Fraction of the primary image radius
unblocked by Lyot stop
a 0.5 Detector absorption efficiency
AΩ 4.5 mm2 sr Throughput of the Winston cones
TLyot 4.0 K Temperature of Lyot stop
Tsky 230.0 K Temperature of the atmosphere
Ttel 230.0 K Temperature of the telescope
ǫsky 0.045 Emissivity of the atmosphere
ǫtel 0.12 Emissivity of the telescope
whorn 7.5 mm Radius of Winston cone waist
fp 210.0 mm Focal length of paraboloid
dhorn par 160.0 mm Distance between Winston cone and
paraboloid
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In addition to the known parameters in Table 5.1, two additional parameters must
be defined to calculate a unique optical solution. Theoretically, any two independent
parameters that remain to be calculated can be given. But considering the engineering
requirements, the final two parameters chosen for this optical model are the focal
length of the paraboloid, fp, and the distance that the paraboloid is placed from the
Winston cone and the final beam waist, dhorn par.
These two values are not unique and only chosen through “trial and error.” The
distance between the Winston cone and the cold optic, dhorn par, was chosen such that
the distance was less than the 20.3 cm height of the working volume of the cryostat
but large enough such that the reflected beam travels out of the 4 K radiation shield
using only one folding flat. The focal length of the cold optic strongly affects the
focal length of the warm optic and was chosen such that the distance between the
Cassegrain focus and the warm optic did not necessitate a complex mounting scheme.
Given this distance, focal length, and beam waist at the Winston cone, Eqs. 5.7 and
5.8 can be used directly to calculate the output beam waist and distance.
After the location and size of the output beam waist from the cold paraboloid are
found, the position of the warm ellipsoid and its focal length remain to be determined.
Unfortunately there are infinite combinations of the focal length and position that can
produce the two waists. This degeneracy is broken by calculating the signal-to-noise
of the system as combinations of the focal length and position.
The beam waist located at the Cassegrain focus determines the illumination pat-
tern on the primary mirror and the signal-to-noise of the system. It is therefore
necessary to determine the ideal Cassegrain beam waist size. The analytical model
discussed here calculates this beam waist and the ideal warm optic parameters in
two steps. A series of Cassegrain focus beam waists first are created and then all
of the optical parameters are solved as functions of this beam waist. In the second
step of the model, the signal-to-noise measured by the detector is calculated for each
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of these solved parameter combinations and the peak signal-to-noise determines the
ideal Cassegrain focus beam waist and ellipsoid mirror parameters.
To characterize the parameters of a powered optic the following five parameters
must be known: the input and output beam waist, the distances between the optic
and those waists, and the focal length of the optic. For a beam originating at the
primary mirror the input beam waist is the waist at the Cassegrain focus, and the
output beam waist is defined to match the position and size of the output beam waist
of the cold optic. However, the distances between those waists and the resulting
focal length of the object needs to be determined. Three equations are needed to
uniquely determine these three unknowns. The beam waist distances can be written
as functions of the focal length and the ratio of the output waist to input waist (see
Ref. [26] Eq. 3.32, 3.39). The final unknown in the system is the focal length of the
warm optic. Fortunately, another constraint has yet to be included in the calculations:
the cold optic must be one focal length distance away from the Lyot stop. With
this extra constraint, the focal length and distances between the waists are uniquely
determined for each value of the beam waist at the Cassegrain focus. Unfortunately,
there is not a straightforward analytical solution to calculate the focal length so this
model is solved recursively to a user defined tolerance, typically δ ∼ 0.1− 0.01 mm.
For appropriate values of the Cassegrain focus beam waist, there exists a unique
edge taper on the primary mirror (see Fig. 5.1). Because the edge taper on the
primary is identical to the edge taper of the Lyot stop, it is therefore acceptable to
view the optics in terms of the edge illumination rather than the Cassegrain beam
waist, a beneficial change when calculating the signal-to-noise.
5.2.2 Calculation of the Throughput
After the transformation of the Cassegrain beam waist to edge taper, the complete
optical parameters of the ellipsoid are determined as a function of the edge taper at
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Figure 5.1. Edge taper as a function of Cassegrain beam waist at the HHT.
the Lyot stop (see Fig. 5.2). The next section of the code determines at which of those
beam waists the signal-to-noise is maximized. One key to calculating the signal-to-
noise is determining the throughput of the system, the limiting AΩ. Although the
throughput of the Winston cone is 4.5 mm2sr, the actual throughput of the system
will be further restricted from the truncating of the primary image by the Lyot stop.
The limiting e´tendue is thus:
AΩ = ALSΩLS (5.9)
where ALS is the effective area of the Lyot stop and given by:
ALS =
∫ 2pi
0
∫ RLyot
0
e−2r
2/w2r dr dφ (5.10)
where RLyot is the radius of the unblocked primary image at the position of the Lyot
stop and w is the beam radius of the untruncated Gaussian at the Lyot stop. This
equation reduces to:
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Figure 5.2. Ellipsoidal optical parameters as a function of the primary/Lyot stop
edge taper. The focal length is plotted in black, the distance between the optic and
the Cassegrain beam waist is shown in red, and the distance between the ellipsoid
and the Lyot stop is shown in blue.
ALS =
2πw2(1− e−2R2Lyot/w2)
4
(5.11)
The solid angle seen by the Lyot stop can be calculated as follows:
ΩLS =
∫ 2pi
0
∫ pi
0
P (θ, φ)dΩ (5.12)
where P (θ, φ) is the Gaussian beam pattern generated by the Winston cone that
passes through the Lyot stop. A change of variables between the angle θ and the
radial variable ρ produces:
ΩLS =
∫ 2pi
0
∫ RLyot
0
P (ρ, φ)
∆ρ
(∆2 + ρ2)1.5
dρ dφ (5.13)
where ∆ is the distance between the output waist of the paraboloid and the Lyot
stop. Fig. 5.3 plots the throughput of the system (ALSΩLS) as a function of the edge
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Figure 5.3. Throughput of the system as a function of the edge taper.
taper. Below an edge taper ∼ -10 dB, the throughput of the system is set by the
constriction of the Lyot stop. Above a -10 dB edge taper, the constant 4.5 mm2-sr of
the Winston cones defines the AΩ of the system.
5.2.3 Calculation of the Signal-to-Noise
Given the throughput as a function of the edge taper, the expected noise measured
by a bolometer can now be calculated. Four sources of noise are identified in the setup:
three photon noise sources, and the intrinsic detector noise. The intrinsic detector
noise is just an additive term (in quadrature) that is independent of the edge taper.
The three photon noise sources arise from the atmosphere, the telescope, and the
4K Lyot stop screen and are calculated following the work of Mather [52]. From the
temperature and emissivity parameters listed in Table 5.1, the resulting photon noises
are plotted in Fig. 5.4 as a function of edge taper. The plot indicates that for any
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Figure 5.4. Photon noise vs. edge taper. The photon noise from the telescope is
plotted in black. The photon noises from the sky and Lyot stop screen are plotted
in blue and red respectively. At edge tapers above -10 dB there is not photon noise
contribution from the Lyot stop screen because the Winston cones define the limiting
AΩ.
reasonable values of edge taper, the photon noise contribution from the 4K Lyot stop
is negligible and the noise from the telescope dominates the total photon noise.
The calculation of the signal is the final step to determining the signal-to-noise.
For a point source of flux, Sν , the power received by the detector is given as:
P =
∫
∞
0
Sνf(ν)Aphysη(1− ǫtel)dν (5.14)
where f(ν) is the detector’s absorption efficiency (taken here to be a constant 0.5),
Aphys is the physical area of the primary mirror, ǫtel is the emissivity of the telescope,
and η is the value of the normalized overlap integral between a truncated plane wave
and a Gaussian beam at the primary and is calculated as follows:
η =
〈EGauss|Eplane〉2
〈EGauss|EGauss〉〈Eplane|Eplane〉 (5.15)
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where η is a function of the electric field produced by the Gaussian wave (EGauss) and
a plane-wave electric field (Eplane). Plugging in the functional forms of these fields
yields:
η =
| ∫ 2pi
0
∫ Rprimary
0
e−r
2/w2rdrdφ|2∫ 2pi
0
∫
∞
0
e−2r2/w2rdrdφ
∫ 2pi
0
∫ Rprimary
0
rdrdφ
(5.16)
which simplifies to:
η =
2w2primary
R2primary
(1− e−R2primary/w2primary)2 (5.17)
The power absorbed by the detector is then a strong function of Rprimary/wprimary
or, equivalently, the edge taper. At low edge tapers, the majority of the detector’s
solid angle is directed at the Lyot stop screen which limits the total signal. However,
focusing the solid angle into a narrow beam that passes almost entirely through the
Lyot stop illuminates only a small fraction of the available primary surface area which
also reduces the overall efficiency. The efficiency is maximized at some intermediate
edge taper.
The ideal edge taper is found when comparing the calculated signal with the
predicted noise. Different signal-to-noise curves for five different intrinsic detector
noises from 0 to 500 aW/
√
Hz are presented in Fig. 5.5. The key concept behind
this plot is not the absolute signal-to-noise but the location of the maximum signal-
to-noise with respect to the edge taper. For low intrinsic detector noises, the peak
signal-to-noise is found at extremely low edge tapers where the Gaussian beam couples
well to the plane wave signal. However, as the total noise increases, the maximum
signal-to-noise shifts toward high edge tapers and a more focused main beam.
The final choice of optic parameters for the ellipsoid has been reduced to estimat-
ing the inherent noise in the bolometer. For especially noisy bolometers, a higher edge
taper is more desirable. To date, we have measured noises of ∼ 500 aW/√(Hz) with
prototype detectors. We anticipate a slight improvement in the noise characteristics
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Figure 5.5. Signal-to-noise vs. edge taper. The different colored curves depict differ-
ent intrinsic noises of 0 (black), 50 (blue), 100 (red), 200 (green), and 500 aW/
√
(Hz)
(orange).
in the actual detectors used in the instrument (see Table 4.2). We therefore design
our optic system with an edge taper of -9.5 dB.
With the choice of the primary mirror edge taper, all of the optical parameters
are defined. The optical path of two off-axis beams originating from the Winston
cones based on these optical parameters is plotted in Fig. 5.6. This cartoon view of
the optics assumes that all of the physical optics are modeled as thin lenses and are
infinite in extent. This plot also assumes that no beam truncation occurs at the Lyot
stop.
The importance of the Lyot stop and the Cassegrain focus is illustrated by Fig. 5.6
. The off-axis optical centers all converge at the center of the Lyot stop just as the
centers converge at the surface of the primary. The Cassegrain focus is where the
beam radii are smallest between the ellipsoid and secondary mirror. Positions at the
Cassegrain focus correspond to different incident angles at the primary.
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Figure 5.6. Optical path generated from model parameters generated by the ana-
lytical model. The two off-axis beams are shown as the solid black and purple lines.
The dot-dash lines show the beam radius. Red vertical lines show the locations of the
powered optics and the tertiary. The Cassegrain focus is shown with a blue line. Also
shown in thick black lines are the Lyot stop and the Nasmyth tube through which
the beams must pass.
5.2.4 Limitations of the Analytical Model
Although the analytical model produces the parameters to construct the coupling
optics, the Gaussian model is not expected to generate more than a close approx-
imation to the final beam shapes. The analytical model suffers from two major
deficiencies: the inability to account for the off-axis nature of the beams and lack of
diffraction.
Although Fig. 5.6 shows the optical path of two off-axis pixels, the off-axis nature
of the model is only correct in ray tracing the center ray of those pixels (the solid
line in the figure). The accompanying beam widths are the beam radii for the on-axis
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pixel. Fortunately, the differences between the on-axis and off-axis optical paths are
small. The maximum path length difference between off and on-axis pixels occurs
between the paraboloid and ellipsoid and is slightly more than 1 mm. More detailed
calculations of the beam shape will be performed in the ray tracing package discussed
in the next section.
Perhaps more critical than the off-axis concerns of the model is the lack of diffrac-
tion in the model. In addition to the finite dimensions of the primary and secondary
mirrors, the Lyot stop is a position in the optical path that will truncate the assumed
Gaussian beam. At edge tapers of -9.5 dB the Lyot stop is only ∼2.1 Gaussian beam
radii in diameter, small enough to significantly truncate the Gaussian beam produced
by the Winston cones. The analytical model described above notes these restrictions
but does not alter the Gaussian beam upon passage through the Lyot stop.
5.3 Geometric Optics Model
Once calculated from the analytical model, the model parameters are passed as
inputs to create a more realistic model in the ray tracing optical package ZEMAX.
The advantage of this program over the analytical model is that a full 3-dimensional
version of the optics layout is constructed and the off-axis behaviors of the beams are
explored. Also, since ZEMAX is a ray tracing program, the optics are analyzed in
the geometrical optics (infinite mode) limit.
The 3-D model constructed in ZEMAX is displayed in Fig. 5.7. This model con-
firms the analytical model parameters to a very large degree. Examination of the
ZEMAX model shows the correct identification of the Lyot stop. Furthermore, the
ray tracing of the model shows the small shift in the Lyot stop position for the four
off-axis pixels.
Optical models that rely on ray tracing represents a beam with an infinite number
of modes while the Gaussian optics model depicts an optical model in the single mode
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Figure 5.7. 3-dimensional ZEMAX model of the four pixel SPEED camera. The
left portion of the image shows the entire ZEMAX model from the focal plane to the
primary mirror. The different color rays originate from different pixels. For clarity,
the rays only intersect the primary mirror in localized regions. The right plot shows
a close up view of the same model and illustrate the powered optics, Lyot stop, and
Cassegrain focus near the focal plane. Blue rays are included to show the behavior
of a single, on-axis pixel.
Table 5.2. Beam sizes at positions along the optical path
Model Tertiary Secondary Primary Beam Separation
Gaussian Optics 94.8 mm 290.6 mm 4.29 m 61.4 arcsec
Geometric Optics 96.0 mm 299.5 mm 4.42 m 61.7 arcsec
limit. In practice, the optical beam is expected to be somewhere between these two
limits. It is instructive, therefore, to calculate the beam sizes at the various positions
along the optical path in both limits. Table 5.2 highlights the differences between
the models by calculating the beam sizes at various optics and the resulting beam
separation on the sky. The beam size for the Gaussian optics model is calculated
as the beam radius (1w). The beam size given by the geometrical optics model is
defined by the rays that are emitted with a half-opening angle of 5◦ because the Lyot
stop limits the acceptance angle of the beam to these angles.
5.4 Final Optical Parameters
With confirmation of the initial optical design, the final optics parameters are
determined and the practical implementation of the optics and mounting structure
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Table 5.3. Paraboloid and ellipsoid parameters for SPEED on the HHT
Variable Name Value Description
fp 210.00 mm Focal length of paraboloid
dhorn par 160.00 mm Distance between Winston cone and paraboloid
dpar Lyot 210.00 mm Distance between paraboloid and Lyot Stop
fe 599.73 mm Focal length of ellipsoid
dhorn par 1037.41 mm Distance between ellipsoid and Cassegrain focus
dhorn par 635.65 mm Distance between ellipsoid and Lyot stop
can be designed. Table 5.3 gives the final optical parameters needed to place and to
create the ellipsoid and paraboloid.
In addition to the two powered optics, engineering constraints require the use
of three additional flat mirrors to redirect the beam. One of these folding flats is
thermally anchored to the 4 K working surface and the other two folding flats are
located outside the cryostat at the ambient temperature. The purpose of these mirrors
is to compact the optical path such that the cryostat can be located near the mounting
flange in the receiver cabin. Fig. 5.8 shows the potential mounting scheme for the
instrument and cryostat at the HHT. Mounting the optics in this manner places the
cryostat approximately 30 inches from the mounting flange, an acceptable distance
given the torque limits on the mounting flange and the complexity of the mounting
structure.
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Figure 5.8. Cartoon version of SPEED on the HHT. The optics system includes a
paraboloid and folding flat anchored to the 4 K working surface and an ellipsoid and
two folding flats outside the cryostat. The whole system is mounted off of a mounting
flange at the telescope (mounts not shown). This configuration keeps the cryostat 30
inches from the mounting flange. The green line traces the center of the optical axis.
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CHAPTER 6
JIGGLE MAPPING
6.1 Motivation
The SPEctral Energy Distribution camera (SPEED) is designed for deep, targeted
observations of known sources. With four frequency channels measured simultane-
ously, SPEED is ideally suited as a photometer to measure millimeter spectral energy
distributions. However, as a multipixel instrument, SPEED also can produce small
maps of the sky. Because SPEED couples the incident radiation to the detectors via
feedhorns, the focal plane is not completely filled and each instantaneous image of
the sky is under-sampled. This limitation is overcome by combining several under-
sampled images together into a fully-sampled map. How these under-sampled images
are measured and subsequently pieced together is determined by the observing strat-
egy. Two observing techniques are commonly used to produce fully sampled maps:
scan mapping and jiggle mapping. The main difference between the techniques is how
much of the total observing time is spent off-source (e.g. observing reference beams
or moving the telescope).
Scan mapping is an observing technique that reduces the amount of observing
time devoted to observing reference beams. In this observing mode, the telescope
is driven back and forth in a series of scans through the target patch of sky while
continually reading the detectors. The off-source time in scan mapping occurs at the
end of each scan as the detector array must be driven off of the target area. For
observing areas much larger than the footprint of the area, scan mapping is the most
efficient observing method becoming even more efficient with larger areas. Although
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most instruments built for scan mapping have a large number of focal plane elements,
the limitations of the field of view and available observing time mandate that these
large area maps are often observed to only moderate depth and are best utilized
for surveys. To measure a single compact object or point source another observing
technique is required, jiggle mapping.
However, with its small focal plane SPEED is more suited for jiggle mapping, a
mapping technique that involves fully sampling regions of the sky of similar size as the
array footprint. This technique is more ideal than scan mapping at imaging regions
immediately adjacent to point sources and single compact objects. Jiggle mapping
reduces the off-source observing by minimizing the motion of the primary mirror. As
discussed below, jiggle mapping involves nutating the secondary mirror to measure
a series of offset maps of the same region of the sky that are later pieced together
to produce a fully sampled map of the sky. The resulting map allows observers to
integrate on known compact objects and point sources to produce a small yet deep,
high signal-to-noise map.
With SPEED nearing completion, it is necessary to develop software to analyze
jiggle mapping observations for use during the commissioning run and beyond. To
this end, this chapter describes the theory and concepts behind the jiggle mapping
technique and presents jiggle maps of actual bolometric data from the bolometer in-
strument AzTEC [85]. Due to the similarities in the design of the analysis pipeline
between the two instruments, it is expected that the jiggle mapping software devel-
oped for the AzTEC experiment will port to the SPEED utilities archive with minimal
changes.
6.2 Theory of Jiggle Mapping
The Sub-millimetre Common User Bolometer Array (SCUBA) was one of the first
large format bolometer array cameras built that utilized the jiggle mapping tech-
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Figure 6.1. Cartoon illustrating the concepts of chopping and nodding. The plus
sign denotes the boresight direction (pointing of the primary mirror) for each nod.
Observations are first taken in the A configuration and then repeated in the B con-
figuration.
nique [33]. Jiggle mapping with SCUBA was first discussed prior to the instrument’s
deployment at the JCMT in a paper by Lightfoot et al. [47]. They identified jiggle
mapping as the preferred method for measuring sources smaller than the SCUBA
array. The jiggle mapping technique was refined over the years of SCUBA’s opera-
tion [21] and is now planned as the primary or additional observing technique with
current instruments (e.g. AzTEC) as well as future instruments (e.g. Herschel).
Before presenting actual jiggle maps, a brief description of jiggle mapping is dis-
cussed here. A jiggle map is produced through three independent telescope motions:
chopping, nodding, and jiggling. Chopping, or beam switching as it is also known,
is a technique that involves nutating the secondary mirror to produce two separate
beams on the sky; this process is shown graphically in Fig. 6.1. Initially the source is
observed in one beam (signal beam) of the telescope then the secondary “chops” to
observe a presumably vacant, nearby patch of sky (reference beam). The boresight of
the telescope, the direction the primary mirror points, is aligned halfway between the
signal and reference positions. This location permits the secondary mirror to move
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the main beam of the telescope between the two sky positions such that the primary
mirror is similarly illuminated in both the signal and reference positions.
In a chopped observation, the signal measured by the instrument when the beam
illuminates the source is composed of emission from the source, the telescope and
instrument optics including the primary and secondary mirrors, the atmosphere, and
the cosmic microwave background (CMB). When the secondary is chopped to the
reference position, the signal measured by the instrument is composed of emission
from the collective optics, the atmosphere, and the CMB. A difference between the
measurements (“chops”) of the two beams simply yields the emission from the source
with all of the common emission canceling. In practice, however, the signal and
reference beams do not see the same signal from the telescope, atmosphere, nor even
the background CMB, but beam switching effectively eliminates signals common to
both beams that do not change with time or change on time scales longer than the
chopping frequency. Mathematically, this differencing can be written as:
DnodA = Ssource +Nleftbeam −Nrightbeam (6.1)
where DnodA is the calculated chop difference between the two beams in nod posi-
tion A, Ssource is the astronomical signal from the targeted source, and Nleftbeam and
Nrightbeam and the non-source signals (noise) measured in the signal and reference
beams respectively.
Unfortunately, secondary chopping by itself will not completely eliminate all of
the non-source signal. Because the primary is not uniformly illuminated and other
asymmetries result from beam switching, it is necessary to take additional observa-
tions of the source to better remove these effects. For these additional observations,
the primary is slewed to a position on the opposite side of the source and a second
observation commences with the source in the original reference beam and a new
“blank” sky field is observed in the original signal beam. The slewing of the primary
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to opposite sides of the source and switching in which of the two beams the source is
located is called ”nodding” (see Fig. 6.1).
In the new nod position, the signal and reference beams are once again differenced.
These difference measurements also include systematics peculiar to that nod position
and which beam the source is measured. Again, mathematically, the differencing of
the two beams yields:
DnodB = Ssource +Nrightbeam −Nleftbeam (6.2)
where the DnodB is the difference between the two beams in nod position B and the
other terms are the same as those given in Eq. 6.1. If the differenced observations
from the two nods are themselves summed, the systematic errors from the first nod
cancel the systematic errors from the second nod with the remaining signal equaling
twice the inherent source signal:
DnodA −DnodB = 2Ssource (6.3)
The final motion of the telescope is called a jiggle. Unlike chopping and nodding
which are responsible for removing unwanted signals from the measurement, a jiggle
is responsible for fully sampling the map. Jiggling involves producing several off-
set maps of the same patch of sky such that when the individual maps are combined
they produce a single fully sampled map. This process is accomplished by moving the
secondary to center each new map less than half of a beam width from the previous
map. Typically a fully sampled map requires a few to tens of different jiggle positions,
depending upon the detector array layout. The series of jiggles, or jiggle pattern, is
determined by the observer with an understanding of the geometry of the detector
array and limitations of the primary and secondary mirrors. Fig. 6.2 illustrates two
sample jiggle patterns of 25 individual jiggles each observed with AzTEC. Both pat-
terns only change in either right ascension or declination, but not both, between any
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Figure 6.2. Two sample jiggle patterns. The black squares are the offset positions
of the boresight for each jiggle. The thick black lines that connect the jiggle positions
illustrate the sequence of the jiggle pattern. Left: A 25 point snake pattern. Right:
A 25 point spiral pattern.
two jiggles minimizing the motion of the secondary. Jiggle patterns are as simple or
as complex as the observer desires, but jiggle patterns should aim to produce a fully
sampled map of the sky with as much on source integration time as possible. Only
after all three telescope motions, chopping, nodding, and jiggling, are complete are
fully sampled, noise reduced maps produced.
The observing mode for jiggle mapping is as follows. First the source is aligned in
the signal beam for a given nod position (nod position A) at the first jiggle position.
A series of chopped measurements is recorded by moving the secondary at the chop
frequency between the source and reference beams. Observations with AzTEC consist
of two or four chop cycles per jiggle position with the secondary chopping between
2.7 and 3.0 Hz and a duty cycle of ∼ 85%. The chop frequency is limited at low
frequencies by the changing atmosphere and at high frequencies by the bolometer’s
optical time constant, 3-4 ms for AzTEC’s bolometers. The ∼ 3 Hz chop frequency
for AzTEC is chosen such that an adequate number (6-10) of samples are measured
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for each bolometer after the secondary mirror motion is complete and several time
constants have elapsed.
Next, the secondary is moved to the second jiggle position and another series
of chopped measurements are recorded. The combination of movement to a new
jiggle position followed by chopped measurements continues through the entire jiggle
pattern. The time to complete each jiggle pattern is about 35 seconds for observations
with four chops per jiggle position. After the last jiggle position’s measurement
is recorded, the primary nods to the alternate position (nod position B) and the
jiggle position resets and another complete jiggle pattern is commenced. At the
conclusion of this second jiggle pattern, two more complete jiggle cycles are observed
beginning with the primary in nod position B and finally returning to nod position A.
Starting the second pair of nods with nod position B reduces the already high (≈ 40%)
overhead time of the observations. For additional integration on a source, complete A-
B-B-A cycles can be remeasured and combined into a single, final map. For example,
each A-B-B-A map, with four chop cycles per jiggle position, takes approximately
150 seconds comprised of four 35 second jiggle patterns plus an additional 10 seconds
of overhead in nodding the telescope.
For an array with a small number of detectors, chopping the secondary with
moderate throws places the reference beam outside the array’s footprint on the sky.
With larger detector arrays, however, the field of view is often larger than the main
and reference beam separation. Under these circumstances, lobes of negative emission
appear in the maps near bright point sources along the direction of chopping. These
areas of negative emission occur because detectors whose reference beams include a
bright source overestimate the true sky signal as demonstrated in Fig. 6.3. While in
themselves these lobes appear to contaminate the map, the presence of negative lobes
in the map is used to produce a filtered map. Filtering jiggle maps will be discussed
in §6.3.5.
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Figure 6.3. Jiggle map of a bright point source, CRL 618, chopped in right ascension
to highlight the negative lobes at the separation of the main and reference beams
(θsep = 57 arcsec).
6.3 Jiggle Mapping in IDL
The jiggle mapping IDL [39] utility described here was developed for jiggle mapped
observations taken with AzTEC. AzTEC is a 144-pixel bolometer camera that oper-
ates at 1.1 mm. It is anticipated that SPEED will mimic the AzTEC data pipeline to
take advantage of the already developed AzTEC utilities like this jiggle mapping rou-
tine. Because of this overlap, the AzTEC jiggle mapping software and performance
is described in detail in the following sections.
6.3.1 Raw Data
Jiggle mapping analysis begins with the raw output from each bolometer: a time
stream of voltages sampled at 64 Hz. Fig. 6.4 plots a sample voltage time stream
of a single bolometer through a jiggle observation of two A-B-B-A nod cycles. The
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Figure 6.4. Voltage time stream from a single bolometer. Inset: Detailed view of 1.4
seconds of the voltage time stream showing the individual chops and samples. The
nod position (A or B) is indicated in blue below the time stream.
chopped signal (∼1 mV) is much smaller than both the bolometer’s DC value and
low frequency variations in the time stream caused by sky variability. As mentioned
in the preceding section, each jiggle measurement is comprised of differences between
chops and variations in the time stream on scales longer than a few chops are removed
in this differencing.
The inset of Fig. 6.4 shows a 1.5 second section of the time stream to highlight
the voltage differences between the main and reference beam observations. Data is
taken continuously during an observation and independently of the secondary mirror
position. As a consequence, the voltage time stream has intermediate samples between
the measured main and reference beam values. These extra samples are masked out
in the analysis and constitute approximately one-third of all the samples. Although
the duty cycle is responsible for 15% of the bad samples, extra samples are removed
at the beginning of each chop to accommodate the bolometer’s time constant as well
as times during the motion of the primary mirror.
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There are two critical time scales of variability to be considered when jiggle map-
ping, the chop frequency, fchop, and the sampling rate, fsamp. The chop frequency
is typically a few Hz (fchop = 2.7 Hz in Fig. 6.4) and mitigates the effects of sky
and bolometer variability on time scales longer than 1/fchop by the differencing of
adjacent chops. Although adjacent A-B nods have significant variations in the ab-
solute bolometer voltage, it is only the difference between adjacent chops that are
compared with chop differences in other nods. The DC bolometer level is removed in
the differencing of the chops.
The second time scale is determined by the sampling frequency. All of the AzTEC
observations presented in this document are sampled at a rate of fsamp = 64 Hz.
The sampling rate is set by the readout electronics and determined by the thermal
time constant of the bolometers. The sampling rate also must be significantly faster
than the chopping frequency to provide an adequate number of samples per single
chop. The inset of Fig. 6.4 shows the relation between fchop and fsamp. For every
chop cycle (1/fchop) there are ∼ 20 samples recorded. Furthermore, the 85% duty
cycle invalidates approximately 1-2 samples per half-chop, however additional samples
are removed due to bolometer constraints. Detailed analysis of sample removal is
discussed below and in the following sections.
The largest source of variability on all time scales during the observation is vari-
ability in the atmosphere. The atmosphere has a variability that is dependent upon
the elevation of the observation and a variability that is elevation independent. As the
average column density of the atmosphere changes with the elevation, observations
measured toward zenith have less column density and, therefore, less attenuation than
observations measured toward the horizon. As a source is tracked through an entire
jiggle map, variations in the elevation contribute to a time varying background. These
slow variations are generally removed by chopping and nodding. A more significant
contribution to the sky variability is turbulence. Turbulence produces changes in the
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atmospheric opacity at all spacial scales, and is responsible for most of the variability
in the voltage time stream of Fig. 6.4. Although most turbulence seen by a bolometer
is removed by differencing on and off signals, the turbulence extends to time scales
less than 1/fchop and contributes to the errors in the overall measurements.
Accompanying the raw bolometer signals are additional time streams that contain
signals from the telescope control system. These signals include the boresight pointing
and transistor-transistor logic (TTL) signals of the primary and secondary positions.
The boresight pointing signal plus a map of the physical bolometer array tags each
chop sample with its correct coordinates on the sky. Because the bolometers are
sampled continuously, the time stream contains outputs from bolometers during the
primary and secondary motions that must be removed. The primary and secondary
TTL signals are used to identify which samples of the time stream are taken with
the primary and secondary mirrors in their correct position. These TTL signals also
identify the nod and chop positions of the main and reference chops.
The raw time stream from a single bolometer during one jiggle position is shown
in Fig. 6.5. In this example, each jiggle position is comprised of four chops. The
raw data are first culled by consideration of the telescope’s TTL signals by removing
the samples that are taken during motions of the telescopes mirrors (blue samples in
Fig. 6.5).
6.3.2 Despiking
After the valid samples of the individual chops are identified, the code identifies
and rejects single samples of erroneous data, a process called despiking. Despiking
is necessary in circumstances where the bolometer or electronics measures a single
sample that is significantly different than is reasonably expected given the measured
noise in the system. We are confident that removing single samples does not remove
astronomical signal as the bolometer time constant acts a low-pass filter. Any single
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Figure 6.5. Voltage time stream of one jiggle position (four chops) from a single
bolometer. All of the raw data points of the time stream are shown. Blue points are
removed from the analysis because the primary and/or secondary mirror is not in the
correct position. The red data point is removed as an outlier from the other samples
in the same chop.
sample that significantly deviates from the average chop signal indicates an anomaly
generated in the electronics and not as a result of photon absorption in the bolometer.
Including these samples in the final analysis may produce average chop values that
significantly differ from the true value since the number of samples that contribute
to the average value of the chop is small.
We identify spikes by comparing two standard deviations. The first standard
deviation is calculated from all of the samples in the chop. The second is the standard
deviation of those same samples but with the largest outlier replaced by a surrogate
value. This value is calculated from the standard deviation of all the samples in the
chop excluding the largest outlier and multiplied by a factor m. The largest outlier
is rejected from the chop if:
σ2N >
N − 1
N
σ2N−1 +
m2
N
σ2N−1 (6.4)
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where σN and σN−1 are the standard deviations of all of the samples in the chop and
all of the samples except the largest outlier respectively. N is the number of samples
in the chop, typically 6 or 7, and m is the user defined upper limit to the “number
of σ” the largest outlier can be from the mean. m, however, does not represent the
true number of standard deviations from the mean due to the assumption that the
means of the samples both with and without the outlier remain the same, thus m is
an underestimate of the true deviation. To ensure that only the largest outliers are
removed from the time stream, we set m = 5. Using this criterion we expect only
∼ 1 in a million samples to be erroneously removed by this process. The conservative
rejection threshold is warranted because of the difficulty in sampling the true means
and standard deviations of the chops based upon only 6-7 individual samples. While
we expect the measured signal to follow Gaussian statistics, we cannot assume that
the limited measurements are sampling those underlying statistics. Fig. 6.5 plots
in red the one sample of the jiggle that is rejected by this criterion. In total, less
than 1% of the otherwise valid samples are removed through despiking. A future
improvement to the despiking routine would implement data rejection based upon
Pierce’s criterion.
6.3.3 Calculating the Chop Difference
With the remaining samples considered valid, the difference between the main and
reference beams is calculated. This process begins by identifying the mean time and
mean voltage of each half chop and interpolating from those means the bolometer
voltages at all times within the jiggle. Similarly, the reference beam voltages are
estimated from its mean times and voltages. Fig. 6.6 overplots the measured samples
with the interpolated values of the samples over the four chops of Fig. 6.5. The
interpolated values are not extrapolated beyond the times where the interpolation is
well defined for both the upper and lower chops.
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Figure 6.6. Voltage time stream of valid data. The measured data is shown as thick
black crosses. The interpolated values calculated from the mean time and voltage of
each chop are shown in blue. The dashed lines indicate the well defined interpolated
region.
The differences between the actual data samples and the interpolated values de-
termine the magnitude and errors of the chop difference for that jiggle position. The
magnitude of the individual chop differences is calculated by averaging the difference
between the actual bolometer voltages and the interpolated voltages of the opposite
chop. Differencing the actual samples from the interpolated values leads to a more
appropriate individual chop difference by accounting for changes in the signal level
at frequencies near and below the chop frequency. If the average values of adjacent
chops are differenced then the underlying signal will be over or underestimated due to
varying background (sky) signals which change on time scales approaching the chop
frequency (see, especially, Fig. 6.4 around t = 140 seconds). The standard deviation
of the individual chop difference is calculated from the actual samples and the in-
terpolated signal of the same chop. The weight of the individual chop is then given
as the inverse of the variance. Finally, all of the individual chops (3 in the example
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shown in Fig. 6.6) are combined through a weighted average determined by the noise
of the chop samples to yield the best estimate of the total chop difference and weight
for that jiggle position.
6.3.4 Building the Jiggle Map
When the individual chops are averaged together the time stream is reduced to a
series of jiggles for every primary mirror nod. Reducing the systematic differences of
the data between the two nod positions requires additional differencing. With refer-
ence to Eqs. 6.1, 6.2, 6.3, Nleftbeam and Nrightbeam are generic terms that encapsulate
every non-source signal, both static and temporal and common and unique between
the two beams. Chopping removes the static signals that are common between the
two beams. But nodding is necessary to remove the static signals that are unique be-
tween the two beams as the source is first observed in the left beam then re-observed
in the right beam. These systematic differences between the two nod positions include
asymmetries in the telescope or instrument optics, different background loading on
the detectors, etc. Each pair of nods (A and B) consists of a series of jiggles that are
defined by the chosen jiggle pattern. For pointing errors smaller than the desired map
pixel size, the measured signal for similar jiggle positions in the A and B nods should
be identical (within the noise) except for systematics dependent upon the nod posi-
tion. Differencing the jiggle signals between the two nods reduces those systematics
that are stationary on time scales of the length of a nod (∼1 minute). The difference
between common jiggles recovers twice the signal of the sky at a specific jiggle offset
for a specific bolometer (see Eq. 6.3).
The pointing observations calculated for each jiggle position are then used to bin
each jiggle observation into a grid of user defined pixel sizes. The binning of data
at this stage in the code allows for small drifts in the telescope pointing that occur
between successive A-B nod pairs. These small drifts arise because of sky rotation,
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Figure 6.7. Jiggle mapped observation of a bright point source. The pixel size of
the map is 6 arcsec. This is the unsmoothed map of Fig. 6.3.
for example. Binning the data onto an image map also allows combining the signal
from different bolometers at different jiggle positions. The signals in each bin are
averaged according to the individual weights calculated from the combined jiggles as:
Si =
∑
j
wi,jSi,j
wi,j
(6.5)
where the signal of the ith pixel in the map, Si, is given as the weighted average of
all the signals of the individual jiggles (Si,j) and their weights (wi,j) at that same
position.
Fig. 6.7 plots a sample jiggle map produced through the analysis described above.
The overall size and shape of the jiggle map are determined by the size and shape of
the bolometer array. AzTEC’s 144 bolometers are packed in a hexagonal pattern that
results in a similar hexagonal pattern on the sky. However, only 107 of the instruments
144 pixels were operational during the observations which results in areas of the map
with lower bolometer coverage (see Fig. 6.8). The effect of the missing bolometers
is most easily seen in the north-east corner of the map where the noise in the pixels
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Figure 6.8. Location of AzTEC’s working bolometers relative to a reference bolome-
ter near the center of the array. Note the large area near the center of the area devoid
of working bolometers.
is greatest. Although harder to see in the image, a “hole” exists in the array where
several adjacent bolometers do not work. For observations with longer integration
times, this area is often filled by nearby pixels from the slow drifts in the pointing
and additional jiggle maps with offsets that are combined later.
6.3.5 Combining Maps and Wiener Filtering
The noise in a jiggle map is further reduced by integrating longer on the field.
Coadding multiple jiggle maps together reduces the overall noise in the map as the
square root of the integration time (see §6.4). The noise in the map can also be
reduced by spatially filtering the map at the expense of losing information at the
highest spatial frequencies. The telescope’s beam size imposes a natural scale for
determining the filtering; astronomical structure in the map only exists on scales
143
larger than the beam size. The AzTEC data reduction pipeline provides a utility
for filtering images based in part on an adaptive Wiener filter algorithm described
in Laurent et al. [45]. Wiener filtering as applied to this data analysis is a spatial
filtering method that takes the noisy input map and convolves it to a user defined
template. The template is a map whose signal is the expected signal from a noiseless
(idealized) point source when all of the instrumental effects are included. Jiggle
mapping, however, requires a more complicated template due to the structure induced
by chopping. The nature of chopping and nodding adds structure to the template
not seen by scan mapped observations. The Wiener template for jiggle mapping is
a combination of three Gaussian beams aligned along the secondary’s chopping axis.
The bright central Gaussian is flanked by inverted Gaussians with half the amplitude
and spaced at the chop throw (see Fig. 6.9). Because the chopping direction and throw
often change between observations, each jiggle mapped image has a corresponding
template that best represents the point source response for that particular image.
For example, Fig. 6.9 has a chop throw of 57 arcseconds aligned along the direction
of right ascension.
The process of Wiener filtering compares the signal map to the Wiener template
on a pixel by pixel basis and calculates the scaling that best fits the template to the
signal map. For AzTEC jiggle maps, this filtering method reduces the noise on small
and extremely large spatial scales because the template is fit to the signal map on
scales of the beam size and, in one direction, the chop throw.
A practical example of Wiener filtering jiggle data is presented in Fig. 6.10. When
no filtering is applied (see the left figure), structure is present on scales much smaller
than the beam size (18 arcsec). Such small-scale structure cannot be astronomical
in origin and any filtering will not remove any useful information. After applying a
Wiener filter based upon the chopping template shown in Fig. 6.9, the small scale
structure is smoothed (right figure). Furthermore, the reduction in noise enhances
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Figure 6.9. Example of a jiggle map Wiener filter template composed of three 18
arcsec Gaussians. The pixel size of this template example is 3 arcsec.
the detection of the main source in the map. It should be noted, however, that the
extra two bright “sources” that are located two chop throws away from the central
source (in right ascension) are artifacts of the Wiener filtering process and the chosen
template. These spurrious sources arise from fitting the Wiener filter template (see
Fig. 6.9) to the negative emission lobes near the bright central source.
Another way to illustrate the noise reduction of the Wiener filtering technique is to
compare the actual reduction in the level of noise on a per pixel level. A comparison
of the absolute value of the signal measured in each pixel is shown in Fig. 6.11. The
blue histogram is calculated from the Wiener filtered map and shows more low noise
pixels and less high noise pixels than the non-filtered map (black histogram).
If multiple maps are observed then the individual jiggle maps are Wiener filtered
before any co-addition in an effort to remove most of the high spatial frequency noise.
The data from all of the filtered jiggle maps are then binned according to their position
on the sky in a sub-beam size pixel map. The pixel size is chosen large enough such
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Figure 6.10. Two jiggle maps of the calibration source CRL 618 produced from the
same data and presented with the same scaling. Left: unfiltered map. Right: Wiener
filtered map. The scale is stretched to show the detail in the sourceless section of the
map.
that small drifts in the pointing can accommodated in the same pixel but the pixels
are still smaller than the inherent beam size of the observations.
Within each bin, the integration times are summed and the signals are co-added
by their weighted means carried forward from the individual maps. If small drifts
in the pointing occur between individual jiggle maps, the “holes” produced in any
single jiggle map are gradually filled in with the additional maps (see, for example,
Fig. 6.17).
6.4 Noise Properties of Jiggle Maps
The following section addresses the existence and determination of noise seen
in jiggle maps. As will be demonstrated, the noise in the maps is dominated by
atmospheric noise. For a discussion of the noise contribution from the detectors and
instruments electronics see Wilson et al. [85].
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Figure 6.11. Histogram plot of the absolute value of the low noise pixels in the CRL
618 calibration maps. The black histogram is generated from the non-filtered map
and the blue histogram shows the Wiener filtered pixels.
6.4.1 Jackknife Tests
A critical component of analyzing data from a new instrument is understanding
its noise properties. While the obvious goal in any analysis is to reduce the noise
in the measurement as much as possible, characterizing the behavior of the observed
noise is essential to evaluating the performance of the instrument. Astronomical mea-
surements almost always have multiple sources that contribute to the noise. Some of
these noise sources are well characterized mathematically (e.g. as Poisson or Gaus-
sian noise sources). Given the sources’ mathematical nature, it is possible to develop
models that account for the expected signal that those noise sources produce. Once
these models are produced it becomes possible to identify “excess noise,” noise be-
yond what the model predicts, in the signal and quantify the performance of the
instrument.
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For AzTEC observations the preferred method of evaluating the noise properties
is through noise maps. Noise maps are reduced maps of the sky derived from original
observations but created such that any astronomical signal is nulled. The structure
of jiggle observations lends itself to creating noise maps via jackknifing. Creating a
jiggle noise map involves multiplying each A-B nod pair by a random factor of +1 or
-1 but otherwise following the standard data reduction scheme. When the final maps
are combined the average signal of each pixel becomes statistically zero since half of
the signal will be positive and the other half will be negative. Furthermore, since the
noise maps are created from original astronomical observations and through the same
process that creates the normal signal maps, the noise maps represent the underlying
nature of the noise in the image.
The map shown in Fig. 6.12 is a noise realization created using the same observa-
tion shown in Fig. 6.3. The map was created using the jackknife technique described
above. The normally processed map (signal map) clearly shows a bright source cen-
tered in the map with the characteristic negative half lobes in the direction of chopping
while the jackknifed map shows a field consistent with zero signal everywhere.
6.4.2 Sources of Noise and Excess Noise
Once jackknife maps like the one shown in Fig. 6.12 are produced, it becomes pos-
sible to characterize the noise in the maps and explore the role different noise sources
play in producing that noise. The dominant source of noise in the observations comes
from atmospheric noise. Using jackknife maps is a convenient method to characterize
the noise and to determine if the noise seen in the observations is primarily due to the
atmosphere. Once a jackknife map, or noise map, is created a histogram plot of the
pixels determines how close those pixels represent the expected theoretical Gaussian
behavior (see Fig. 6.13). The histogram plot (black) in Fig. 6.13 is comprised of the
average of five individual noise map realizations. Averaging is done to account for the
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Figure 6.12. Jackknife jiggle map of the calibration source CRL 618. This map is
produced from the same data that produced Fig. 6.3 but whose jiggles are randomly
assigned a +1 or -1 multiplication factor. The dominant signal of both the calibration
source and the negative lobes is canceled leaving a ”noise map”.
relatively small number of pixels in each noise map (∼160 pixels/map) and produce a
globally representative histogram. Overplotted in blue in Fig. 6.13 is a histogram de-
rived from the average measured bolometer noise (Noiseavgpixel), the integration time
of each pixel (t), and an observation dependent scale factor (A). The blue histogram
is comprised of calculated noise values (Noisecalc) determined by:
Noisecalc =
ANoiseavgpixeln√
t/2
(6.6)
where n is a Gaussian distributed random number with a mean of zero. The value
of Noiseavgpixel, 22.4087 mJy
√
s, is the average pixel noise value determined from
observations. There is no significant difference between using the average pixel noise
value and calculating noise values given the array of measured pixel noises. The
extra factor of 2 in the denominator accounts for the use of a noisy reference beam to
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Figure 6.13. Histogram of Noise Map Pixels. The above plot shows the average
histogram values of five noise map iterations, in black, and the average histogram
values of five noise maps calculated from the measured noise of the bolometers and
integration times in blue. The center of both histograms is consistent with a value of
0 mJy.
determine the correct chop difference. By including the integration time of each pixel
independently, the non-uniform coverage of the jiggle maps are included in the noise
map determination. A is an added multiplication factor used to match the observed
and theoretical histograms and its necessity is discussed below.
The overlapping histograms in Fig. 6.13 are consistent with the majority of the
noise in the noise maps deriving from the expected Gaussian noise sources and show
little evidence, at these levels, for non-Gaussian sources of error.
It should be noted, however, that an extra multiplication factor (hereafter, noise
factor) is required to match the observed and theoretical histograms. This extra noise
factor is a constant for a given observation but will vary between observations, the
noise factors have a range between ∼1.5 and ∼6. It is believed that this extra noise
factor arises from the spatial and temporal nature of the atmosphere. To investigate
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Figure 6.14. Excess Noise Factor vs. 225 GHz Opacity for all jiggle map science
observations.
this hypothesis, the noise factor determined from each observation is compared with
the atmospheric opacity at 225 GHz (τ225) of that observation. The best noise factor
for each observation is computed via least squares fitting by comparing an observed
pixel histogram with a series of theoretically generated pixel histograms with varying
noise factors. Fig. 6.14 shows the correlation between the extra noise factor and the
atmospheric opacity for jiggle map science observations.
Fig. 6.14 shows a strong correlation between the noise factor and τ225 with larger
noise factors found for observations with more opaque atmospheres. This positive
trend is expected given that higher opacities mean larger columns of atmosphere
within the line of sight and, thus, more atmospheric emission and turbulence. As an
ensemble, the opacity measurements indicate a range of expected noise factors. The
observed scatter in Fig. 6.14 precludes a one-to-one correlation and thus should only
be used as a guide in predicting the true extent of atmospheric noise contribution.
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The noise maps have demonstrated two properties of the noise seen in jiggle maps.
By generating histograms of the pixels in the noise maps, the Gaussianity of the noise
is confirmed. Secondly, the correlation of the atmospheric opacity with noise scaling
factor clearly shows that these jiggle maps are still atmospheric noise dominated at
all but the lowest opacities. At these low opacities, the atmosphere still comprises
approximately 50% of the noise seen in the maps.
6.4.3 Quietness of Jiggle Maps
Fig. 6.15 shows two plots demonstrating the reduction in noise as a function of
pixel integration time. The figure on the left shows the pixel noise for each pixel
in a sample noise map. The red line serves as a guide and with a slope of t−1/2.
The second figure highlights the noise behavior of the eight pixels with the longest
integration times. Once again, the red line is present to serve as a guide. Together,
these figures illustrate the well-behaved nature of the noise seen in jiggle maps over
two orders of magnitude in integration time. It is expected, therefore, that future
AzTEC jiggle map observations should obey Gaussian statistics albeit with an added
multiplicative noise factor determined primarily by the opacity of the atmosphere.
6.5 Jiggle Mapping Results: The COSMOS Field
6.5.1 Description of Field
The jiggle observations discussed in this section were recorded when AzTEC was
operating as a guest instrument on the 15-m James Clerk Maxwell Telescope (JCMT)
atop Mauna Kea, Hawai’i during the winter of 2005. During this observing run,
the bolometer array operated with only 107 working bolometers of the 144 original
bolometers (see Fig. 6.8).
The Cosmological Evolution Survey (COSMOS) [69] is a multi-instrument, multi-
wavelength survey designed to trace the formation and structure of galaxies as they
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Figure 6.15. Quietness plots of a single jiggle map. The noise of each pixel vs.
integration time (gray lines) is shown on the left. Overplotted as a guide is a line
proportional to the inverse square root of the integration time. The plot on the right
shows the pixels with greater than 200 seconds of integration time to highlight the
similar behavior between all of the pixels over the entire integration.
evolve with redshift. As part of the effort to provide millimeter observations to the
survey, AzTEC was granted 45 hours of observing to scan map a portion of the 2-deg2
COSMOS field to a sensitivity of ∼1 mJy.
A total of 34 hours of the project were successfully observed and the observations
produced a 30 arcminute × 30 arcminute scan map centered at α = 10:00:00, δ =
+2◦36’ (J2000). The center 0.15 deg2 of the map has uniform coverage with an rms
noise level of 1.3 mJy/beam. Full details of these observations are presented in Scott
et al. [68]. A ∼25 arcminute2 section of the scan map is presented in Fig. 6.16. Also
identified in Fig. 6.16 are sources whose signal-to-noise ratio is larger than 3. The
locations and strengths of these sources are presented in Table 6.1. Based on the
depth and size of the map, we expect a false detection rate of less than 0.05 sources
in the map.
In addition to this allotted time for scan mapping the region, AzTEC was also
tasked with targeted observation of a section of the COSMOS field through jiggle
mapping. The jiggle map targets one of the brighter millimeter sources in the COS-
MOS field. On 17 November 2005, AzTEC observed a ∼25 arcminute2 patch of the
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Figure 6.16. Section of the AzTEC scan map of the COSMOS field. Sources
identified with a signal-to-noise greater than 3σ are circled. The pixel size in the map
is 2 arcsec.
COSMOS data field centered on α = 9:59:42, δ = +2◦31.5’ (J2000) for 4.4 hours
while jiggle mapping. Of this total 4.4 hours, roughly one third of the time was spent
integrating “on source”, one third of the time observing the reference (chopped) field,
and one third of the time was lost to observational overheads caused by the motions
of the primary and secondary. For all jiggle observations, the secondary was chopped
at a frequency of 2.7 Hz with a chopper throw and nod separation of 57 arcsec in
Table 6.1. Source candidates in the scan mapped COSMOS field.
Source RA (deg.) Declination (deg.) Flux (mJy/beam) S/N
1 149.928 2.493 11.28 8.30
2 149.883 2.512 6.54 4.84
3 149.904 2.554 6.10 4.60
4 149.910 2.530 4.20 3.13
5 149.932 2.558 3.98 3.00
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Figure 6.17. AzTEC Wiener filtered jiggle map of the COSMOS field. The pixel
size of the map is 2 arcsec.
right ascension. Calibration observations of IRC +10216 were conducted before and
during the observations to ensure proper pointing and focusing. The observations
were divided into five separate jiggle observations each approximately one hour in
duration. The opacities at 225 GHz, τ225, as measured by the CSO taumeter for the
observations were 0.085 < τ225 < 0.095.
6.5.2 Maps of the COSMOS Field
Running the observations through the AzTEC jiggle analysis described in the
preceding sections produces a single jiggle map of the region (see Fig. 6.17). This
map shows the co-added and Wiener filtered map of all 4.4 hours of jiggle mapped
observations. There are a number of features of note in the jiggle map. The overall
shape of the map is determined by two main processes. During the course of the
observations, the focal plane array shifted with respect to the sky. Pointing drifts
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cause small variations in which map pixels are assigned to which bolometer and leads
to a more completely filled in map. Sky rotation also plays a role in determining the
overall shape of the map. While the effect is much bigger in large scan maps (see
Scott et al. [68]), the moderate 0.5-1.0 hour jiggle integrations lead to an asymmetric
final map. The edge of the map is determined to be the pixels whose weight is
greater or equal to 20% of the maximum pixel weight in the map. The weight of each
pixel is determined by the noise level of the individual chops and propagated through
combining the maps and correlated with the total integration time of the pixel. This
level is chosen such that the variations in the pixel weights caused by the “hole” in
the bolometer array are accommodated and that the weights on the edge of the map
are smoothly decreasing away from the center. Also, as discussed previously, the
Wiener filtering removes much of the sub-beam size structure in the noise resulting
in a smoothed map (see Fig. 6.18).
The map of the pixel noises is plotted in Fig. 6.18. The overall noise level is quite
variable across the map. It is no surprise that the edges of the map are the most
noisy as they are often only observed by one bolometer for only a few jiggles per
map. Ideally the center of the map should be well sampled and have a low, uniform
coverage. The broken bolometers concentrated around the “hole” in the array (see
Fig. 6.8) lead to a higher noise level in the center-west portion of the map. The effects
of other missing bolometers are seen in the higher noises seen in single pixels spread
through out the map. Although the mean value of the noise across the whole map
is 1.49 mJy-rms, a large patch in the central region of the map achieves noise levels
down below 1.2 mJy-rms, slightly better than the 1.3 mJy-rms noise seen in the scan
map of Fig. 6.16.
As an ultimate test of the validity of the jiggle mapping data analysis the sources
found from the scan map (Fig. 6.16) are compared with the sources found in the
jiggle map (Fig. 6.17). To highlight the source identifications the jiggle signal and
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Figure 6.18. Map of the noise in each pixel of the jiggle map. The contour levels
match the filled gradient map. The contours are labeled in the map as 1.1, 1.2, 1.3,
1.4, 1.5, and 1.8 mJy-rms. The higher noise region just south west of the center is
caused by the “hole” in the bolometer array.
noise maps are ratioed to produce a signal-to-noise map (Fig. 6.19). The sources of
both the jiggle and scan maps are indentified by circles in Fig. 6.19 and Table 6.2
lists the jiggle map sources’ details. The blue circles mark the >3.0σ sources found in
the scan map and the red circles identify the six sources detected in the jiggle map.
Six sources greater than 3.5σ are identified in the jiggle map. Two of these sources
(source 2 and source 4, Table 6.2) lie near the edge of the map where the noise is
higher. However, there is a source identified in the scan map in the region near source
2 in the jiggle map. The limited field of view of the jiggle map, unfortunately, prevents
a more thorough investigation of the relation between these potential sources. Source
4 is an interesting candidate in that, while there is no overlapping scan map source,
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Figure 6.19. Signal-to-noise map of COSMOS sources. Red circles are > 3.5σ
sources identified from the jiggle map. Blue circles are the > 3.0σ sources identified
from the scan map presented in Fig. 6.16.
a scan map source does lie almost a chop throw due west. Source 4 also appears to
be a significant detection (4σ) despite its location at the edge of the jiggle map. Like
source 2, the limited field of view keeps this source from being verified.
Source 6 unfortunately lies in the region of the map dominated by the non-working
bolometers. Although source 6 is located closest to the center of the jiggle map, its
location in higher pixel noise limits its signal-to-noise ration to 3.6. However, the
near coincidence of a scan mapped source gives credence to its authenticity.
The jiggle map also identifies two sources in the southeast corner of the map. One
of these two source is clearly identified with a peak of emission. Furthermore, the
recovered flux densities of the source between the two maps are also in agreement
within their 1σ errors. Follow-up observations using the SMA confirmed this source
(AzTEC7) with a signal-to-noise of 8 [90]. Using additional observations from IRAC
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Table 6.2. Source candidates in the jiggle mapped COSMOS field
Source RA (deg.) Declination (deg.) Flux (mJy/beam) S/N
1 149.928 2.493 10.20 7.69
2 149.882 2.513 10.08 4.50
3 149.937 2.497 5.93 4.25
4 149.946 2.557 7.71 4.08
5 149.948 2.514 4.58 3.69
6 149.908 2.532 4.77 3.61
and MIPS to generate an SED, the emission from this source is consistent with a
z∼2.5 starbursting galaxy.
The second source is centered on a broad extension from this first source with
only a moderate central peak. No corresponding scan mapped source is identified.
As the third most significant detection in the map it is surprising that no scan mapped
counterpart is visible. The proximity of this source to the bright confirmed source
may have caused a misidentification.
A final source, source 5, is identified east of the center of the map. There are no
scan map candidates anywhere close to this source. This is also the weakest source in
absolute sense in the map and lies just above the 3.5σ threshold. At this time, this
source remains to be confirmed by additional observations.
The scan map also identifies two other sources not seen in the jiggle map data.
Both of the other two sources identified in the scan map lie near the northern edges
of the jiggle map. As seen in the map of the pixel noises (Fig. 6.18), the ability
to identify faint sources at any significance decreases quickly. Although the region
chosen for jiggle mapping does not contain a large number of sources, the success
with which the jiggle mapping analysis identified the brightest source in the image
confirms the overall jiggle mapping analysis.
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6.6 Jiggle Mapping with the SPEED Camera
Adapting the jiggle mapping software for SPEED observations requires a number
of alterations. The biggest modification to the jiggle mapping software involves the
handling the raw data. Because SPEED is a voltage-biased bolometer instrument,
as compared to the current-biased scheme of AzTEC, the raw output will given as
a time stream of bolometer currents. Converting the output current to bolometer
resistance is no more complicated than converting a voltage to resistance.
SPEED also has the added complexity of a multiplexed output. Each bolometer
will have its own dedicated output, but the voltage time stream will be multiplexed
and only sample the TES current one-fourth of the total time. For SPEED, each of the
four multiplexers is connected to a single, four detector, frequency plane. One or more
additional time streams are required as input to the analysis code to de-multiplex the
continuous time stream recorded for each bolometer into the appropriate TES current
signals before continuing the jiggle mapping analysis.
More development will also be required to take advantage of the noise suppres-
sion between bolometers within the same detector stack. One advantage that the
SPEED instrument has over other multifrequency bolometer cameras is that differ-
ent frequency bolometers in the same pixel have correlated sky noise. SPEED will
be able to reduce the noise of its observations by removing this correlated signal, a
capability the monochromatic AzTEC does not have.
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CHAPTER 7
CONCLUSION
Frequency selective bolometers (FSBs) offer a promising avenue for creating the
next generation of multi-frequency bolometer cameras. As a demonstration of this
technology we undertook the design and construction of the SPEctral Energy Distri-
bution Camera (SPEED). This project began as a collaboration between the Univer-
sity of Massachusetts - Amherst (UMass), the University of Chicago, the University
of Wisconsin - Madison, and NASA Goddard Space Flight Center (GSFC). As the
project evolved, so too did the institutions. Due to fabrication constraints at NASA,
Case Western Reserve University and Argonne National Laboratories joined the col-
laboration while the University of Wisconsin’s participation diminished. In closing
this thesis, I review the status of the instrument and briefly identify the remaining
work to be completed before commissioning the instrument.
Although not described in this work, the electronics remain a critical component
of the instrument. In the process of testing prototype FSB detectors three separate
electronics designs have been built and tested. A fourth design has been created to act
as the front-end electronics for SPEED. All of the designs have improved performance
over the preceding designs and provided more diagnostic control. The test facilities
at UMass have been operating one set of the prototype electronics reliably for a
number of years. The experiences with the electronics in the lab give confidence in
the understanding of the final electronics design. The final design of the SPEED
electronics is now finished and in the process of fabrication.
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Four NIST 1x8 SQUID multiplexers have been identified as the set of multiplexers
that will read out SPEED’s sixteen bolometers. Each of these multiplexers has been
characterized at 4 K and has a minimum of five working channels. When integration
of the instrument commences, the multiplexers will be bonded to the focal plane
assembly and the four bolometers on each plane.
The actual FSB detectors, not surprisingly, have proven the most challenging com-
ponent of SPEED to produce. As with any new technology the length and difficulty of
development is difficult to foresee. Although the fabricators of the detectors borrowed
heavily from their superconducting transition-edge sensor (TES) experiences with x-
ray micro-calorimeters, the requirements of millimeter-wave FSBs initially produced
low fabrication yields. Most FSBs were destroyed when too much stress was placed on
the thin legs that support the suspended silicon nitride disk. Better understandings
of the fabrication process have led to the fabrication of over 120 prototype detectors.
Many of these prototype devices have been tested in the characterization facility at
UMass and their results have contributed to changes in the ultimate design of the
detectors.
At the time of this writing the future development of FSBs has shifted from NASA
GSFC to Argonne National Laboratories. Although the “Argonne” design for FSBs
is based on the “GSFC” design, one fundamental change was made. The source of
the thermal link between the absorber and the bath will no longer be thinned legs of
silicon nitride. The Argonne design calls for etching concentric rings of trenches in
silicon nitride to act as an impedance to thermal phonons. The number and geometry
of the etched rings will ultimately control the thermal conductivity of the bolometer.
It is hoped that these new detectors will be more robust, produce a higher yield, and
give better control of the thermal properties of FSBs. Argonne is currently in the
process of fabricating the first prototype devices.
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The focal plane assembly (FPA) is composed of the filter stack, the Winston cones,
and the superconducting magnetic shield. Of the three, the filter stack is the most
complete. The Al and G10 fiberglass support structure has been machined, and the
FPA circuit board has been designed. The Winston cones will be machined from a
block of Al and polished to a high emissivity. A sheet of Nb has been acquired for
the construction of the 4 K magnetic shield. The assembly of the FPA components
will commence as the final detectors are fabricated.
The cryogenic refrigerator has been installed into the SPEED cryostat and tested.
A performance test of the refrigerator has measured a hold time over a day under
no-load conditions. With the expected loading on the refrigerator, the hold time is
expected to drop to ∼16 hours, adequate for observing with SPEED.
The coupling optics between the telescope and the Winston cones of the focal plane
assembly have been designed and simulated with ZEMAX. A potential mounting
scheme of the cryostat and optics has also been proposed. The production of the
optical components and their support structure will begin as the final detectors are
fabricated.
The pursuit of developing a new, frequency sensitive bolometric detector has been
challenging but rewarding. The development of FSBs for the SPEED camera is
pioneering a new avenue for increased detector and observing efficiency. Over the span
of research involved in this thesis, we have created the first working FSBs coupled
with TESs, installed a working SQUID multiplexing systems a three institutions, and
have published efficiency measurements of the devices. As the SPEED project nears
completion, the need for FSBs and multi-spectral bolometric observations grows.
FSBs provides astronomers with simultaneous multi-wavelength information about
their sources. Such observations not only provide “detection” of source, but begin to
address their underlying emission mechanism.
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Three paths have emerged as the next focus for FSB development. As the Large
Millimeter Telescope begins science observations in the near future, a next generation
FSB instrument will expand the focal plane of SPEED to 256 pixels. The larger array
and collecting area of the LMT will allow an upgraded FSB camera to produce large,
multifrequency maps. One key science goal of an instrument of this nature would be
to resolve the structure of galaxy clusters to provide sub-cluster Sunyeav-Zel’dovich
measurements.
High frequency observations that are unable to be performed from ground based
observatories are often measured from balloon payloads or sub-orbital flights. The
relative ease at which FSBs can be modified from existing designs to absorb radiation
above 1 THz offers an unique opportunity to create a high frequency (> 1 THz)
astronomical instrument. The goals of a THz astronomy camera are to explore the
nature of cosmic microwave background (CMB) foregrounds like intergalactic dust
and the origins of the cosmic infrared background.
A third scientific progression of FSB development creates polarized FSBs (pFSBs)
to measure the polarization signature of the CMB. The polarized signal from the CMB
probes new levels of inflationary theory and leads to a more detailed understanding
of cosmology. The feasibility of a pFSB camera has already been demonstrated. Our
collaboration has fabricated a set of pFSBs at the SPEED wavebands and measured
their transmission and absorption profiles.
With the completion of SPEED, the demonstration of a frequency selective bolome-
ter camera will be realized. The FSB camera not only pioneered a novel means of
exploring astrophysical phenomena, but, with its added spectral coverage, pushed
millimeter and sub-millimeter bolometer cameras into the next generation. Yet, the
importance of SPEED lies in what science is derived from its capabilities, not the new
technologies themselves. Once complete, SPEED promises to be a useful tool in help-
ing to understand the natures of high redshift galaxies and the Sunyeav-Zel’dovich
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effect. The knowledge acquired with SPEED and its future inspirations will expand
our general understanding of the high redshift universe and the growth of structure
in the universe.
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