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Einf¨ uhrung
In der Theorie der Automaten und der formalen Sprachen betrachtet man verschiedene
Beschreibungsmechanismen wie zum Beispiel unterschiedliche Automaten- und Grammatik-
modelle und untersucht diese Mechanismen hinsichtlich ihrer generativen M¨ achtigkeit. Ein
klassisches Ergebnis ist die sogenannte Chomskyhierarchie [HU79], die verschiedenen Gram-
matiktypen entsprechende Sprachklassen zuordnet, die echt ineinander enthalten sind. So
charakterisieren regul¨ are, kontextfreie und kontextsensitive Grammatiken die regul¨ aren, kon-
textfreien und kontextsensitiven Sprachen. Unbeschr¨ ankte Grammatiken charakterisieren die
rekursiv aufz¨ ahlbaren Sprachen. F¨ ur alle genannten Sprachklassen sind auch Charakterisie-
rungen durch Automatenmodelle bekannt. So k¨ onnen die regul¨ aren, kontextfreien, kontext-
sensitiven und rekursiv aufz¨ ahlbaren Sprachen durch endliche Automaten, Kellerautomaten,
linear beschr¨ ankte Automaten und Turingmaschinen beschrieben werden. Beweise f¨ ur diese
Charakterisierungen ﬁnden sich beispielsweise in [HU79]. Alle genannten Automatenklassen
haben gemeinsam, daß sie sequentielle Modelle sind, denn alle Modelle besitzen eine endli-
che Zustandskontrolle, eine Speicherstruktur, zum Beispiel einen Keller oder ein Band, und
verarbeiten in jedem Berechnungsschritt h¨ ochstens ein Symbol der Eingabe. Ist die gesamte
oder ein Teil der Eingabe gelesen und ein akzeptierender Zustand erreicht, dann wird die
Eingabe akzeptiert.
Es ist eine naheliegende Verallgemeinerung, anstatt einem sequentiellen Automaten Systeme
von sequentiellen Automaten zu betrachten. In diesem Zusammenhang tauchen sofort einige
Fragen auf:
• Wird die Eingabe von diesem System sequentiell oder parallel verarbeitet?
• Wie wird die Eingabe akzeptiert? Welche Sprachklassen werden akzeptiert?
• Wie ist die Kooperation zwischen den verschiedenen Automaten organisiert? Arbeiten
die einzelnen Automaten synchron oder asynchron?
• Wie kommunizieren die verschiedenen Automaten miteinander? Wie sind die Kommu-
nikationsstrukturen konzipiert?
• Gibt es sinnvolle Beschr¨ ankungen an die ”Menge“ der zu kommunizierenden Informa-
tion zwischen den Automaten?
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• Besteht das System aus homogenen oder heterogenen Komponenten? Besteht es bei-
spielsweise nur aus endlichen Automaten oder aus kooperierenden endlichen Automaten
und Kellerautomaten?
Neben diesen Fragen stellen sich auch Fragen bez¨ uglich der Beschreibungskomplexit¨ at eines
Systems von Automaten im Vergleich mit einem einzelnen Automaten. Nat¨ urlich kann eine
formale Sprache durch viele verschiedene Mechanismen beschrieben werden. Im Rahmen der
Beschreibungskomplexit¨ at wird untersucht, wie sich die Gr¨ oße der Beschreibung einer Spra-
che ver¨ andern kann, wenn die Sprache mit verschiedenen Mechanismen beschrieben wird.
Im Zusammenhang mit Systemen von Automaten werden wir untersuchen, wie und in wel-
chem Maße die Gr¨ oße einer Beschreibung durch den Einsatz von mehreren kooperierenden
Automaten reduziert werden kann.
Systeme kooperierender Automaten gibt es in den unterschiedlichsten Auspr¨ agungen und
werden in der Literatur entsprechend behandelt. Exemplarisch werden wir an dieser Stelle ei-
nige Modelle kurz diskutieren. Mehrkopfautomaten [Ros66, HI68] kann man in gewisser Weise
als einfachstes Modell kooperierender Automaten auffassen, denn ein endlicher Automat wird
mit einer festen Anzahl von Lesek¨ opfen ausgestattet, die sich in einer oder beiden Richtungen
auf der Eingabe bewegen k¨ onnen. In jedem Berechnungsschritt liest ein Kopf ein Zeichen der
Eingabe und der Automat nimmt aufgrund dieser Informationen und dem aktuellen Zustand
einen Folgezustand an. Die Eingabe ist akzeptiert, sobald der Mehrkopfautomat einen ak-
zeptierenden Zustand annimmt. Wir haben also ein Modell mit einer zentralen Steuereinheit
und die Kooperation zwischen der Steuereinheit und den Komponenten besteht im Lesen der
Eingabe und der Positionierung der K¨ opfe. Als ¨ ahnliches Modell wurden auch Mehrkopfkel-
lerautomaten [HI68] betrachtet. Ein System verschiedener endlicher Automaten, die durch
geeignete Protokolle miteinander kommunizieren, wird in [BZ83] und [Kle96] beschrieben,
wobei in der letzten Arbeit neben verschiedenen Beschr¨ ankungen an die Kommunikations-
strukturen zwischen den Automaten und den Auswirkungen auf die generative M¨ achtigkeit,
auch Beschreibungskomplexit¨ atsfragen betrachtet werden. Ein parallel arbeitendes Modell
kooperierender endlicher Automaten wird in [MVMM02] eingef¨ uhrt und untersucht. In die-
sem Modell wird die Eingabe parallel gelesen und von den einzelnen Automaten verarbeitet.
Die Kommunikation zwischen den Automaten ist derart, daß ein Automat bei Bedarf den
aktuellen Zustand eines anderen Automaten anfordern und mit dieser Information dann wei-
terarbeiten kann. Unterschiedliche Varianten dieser Systeme und Ergebnisse zur generativen
M¨ achtigkeit ﬁnden sich in [MVMM02]. In ¨ ahnlicher Weise werden kooperierende Kellerauto-
maten in [CVMVMV00] untersucht. Neben Systemen kooperierender Automaten werden auch
Systeme kooperierender Grammatiken untersucht. Eine Zusammenfassung ¨ uber Grammatik-
systeme ﬁndet man in [DPR97] und [CVDKP94]. Man betrachtet dort Systeme kontextfreier
Grammatiken, die nacheinander oder gleichzeitig auf einer oder mehreren Satzformen ar-
beiten. Es gibt Grammatiksysteme in vielen unterschiedlichen Auspr¨ agungen. Es wird unter
anderem zwischen sequentieller und paralleler Verarbeitung, zwischen der Anzahl der Kom-
ponenten und zwischen den Arbeitsweisen der einzelnen Komponenten unterschieden.
Im allgemeinen sind kooperierende Systeme generativ m¨ achtiger als eine einzelne Komponen-
te. So k¨ onnen Mehrkopfautomaten und das in [MVMM02] eingef¨ uhrte parallele Automatensy-
stem kontextfreie und kontextsensitive Sprachen akzeptieren. Weiterhin k¨ onnen kooperieren-
de Kellerautomaten und Grammatiksysteme durch geeignete Kooperation kontextsensitive7
Sprachen akzeptieren. In diesem Zusammenhang sollte auch festgehalten werden, daß bis-
weilen bereits ein kleines System, also ein System mit wenig Komponenten, sehr m¨ achtig
sein kann. Zum Beispiel wird in [Kle96] gezeigt, daß jede rekursiv aufz¨ ahlbare Sprache durch
zwei geeignet kommunizierende endliche Automaten akzeptiert werden kann. Auch mit zwei
kooperierenden Kellerautomaten k¨ onnen die rekursiv aufz¨ ahlbaren Sprachen charakterisiert
werden [CVMVMV00].
Alle bisher betrachteten Systeme haben gemeinsam, daß sie ihre Berechnungsaufgabe auf ver-
teilte Art und Weise l¨ osen. Das heißt, die Gesamtaufgabe wird in Teilaufgaben zerlegt und an
die unterschiedlichen Komponenten verteilt, die dann diese Teilprobleme bearbeiten. Durch
geeignete Kommunikation werden die Teilberechnungen anschließend wieder zur Gesamtbe-
rechnung zusammengesetzt. Das hat zur Folge, daß die einzelnen Komponenten in der Regel
unterschiedlich strukturiert sind. Beispielsweise wird im Fall kooperierender Kellerautomaten
ein Kellerautomat f¨ ur die Teilaufgabe A anders deﬁniert sein als ein Kellerautomat f¨ ur die
Teilaufgabe B.
In dieser Arbeit werden wir nun mit Zellularautomaten ein massiv paralleles Berechnungs-
modell untersuchen. Im Gegensatz zu mehreren, strukturell unterschiedlichen Automaten be-
steht ein Zellularautomat aus sehr vielen identischen Automaten, die Zellen genannt werden.
Um ein m¨ oglichst einfaches System zu erhalten, werden wir in den Zellen einfache Automa-
ten, n¨ amlich deterministische endliche Automaten (DFA), betrachten. Die einzelnen Zellen
sind linear angeordnet und jede Zelle wird homogen mit ihrem linken und rechten Nach-
barn verbunden. Die Kommunikation zwischen Zellen ist sehr eingeschr¨ ankt, denn jede Zelle
erh¨ alt als Information von anderen Zellen nur den aktuellen Zustand der linken und rech-
ten Nachbarzelle. Ein Zellularautomat arbeitet, indem zu diskreten Zeitschritten eine lokale
¨ Uberf¨ uhrungsfunktion auf alle Zellen zum gleichen Zeitpunkt angewendet wird.
Zellularautomaten wurden von Ulam und von Neumann Mitte des vergangenen Jahrhun-
derts erstmals deﬁniert und beschrieben. Die urspr¨ ungliche Motivation war unter anderem,
ein theoretisches Modell einer Maschine zu ﬁnden, die sich durch eine Berechnung selbst re-
produzieren kann. Diese biologische Motivation spiegelt sich auch in einigen Eigenschaften
von Zellularautomaten wieder. Ein Grundprinzip von Zellularautomaten ist, daß einfache lo-
kale Regeln ein komplexes globales Verhalten bedingen. Dieses Prinzip l¨ aßt sich auch in der
Natur wiederﬁnden. Beispielsweise wird das Wachstum einer Pﬂanze oder die Kontraktion
eines Muskels vermutlich nicht durch eine zentrale Einheit gesteuert, die mit jeder physischen
Zelle kommuniziert und entsprechende Impulse zum Wachstum oder zur Kontraktion sendet.
Vielmehr bestehen beide Systeme aus vielen, im wesentlichen identischen physischen Zellen,
die nur mit einer begrenzten Umgebung oder Nachbarschaft in Kontakt treten k¨ onnen. Die
Kooperation zwischen den Zellen ist durch eine lokale Regel beschrieben, die zumindest auf
abstrakter Ebene f¨ ur alle Zellen identisch ist. Ausgehend von bestimmten Zellen, die einen Im-
puls bekommen, entwickelt sich dann das Gesamtsystem gem¨ aß der lokalen Regeln und man
kann ein globales Verhalten beobachten, das heißt, die Pﬂanze w¨ achst und der Muskel kon-
trahiert sich. Daher kann das theoretische Modell eines Zellularautomaten durchaus hilfreich
sein, um nat¨ urliche Ph¨ anomene aus der realen Welt zu beschreiben und zu untersuchen. In
diesem Bereich gibt es viele Untersuchungen und Anwendungen beispielsweise in der Biologie,
der Physik und sogar den Sozialwissenschaften. Dort wird zum Beispiel menschliches Sozi-
alverhalten durch Zellularautomaten modelliert und analysiert [NM93]. Die F¨ ahigkeit von8 KAPITEL 1. EINF¨ UHRUNG
Zellularautomaten zur Selbstreproduktion wurde in [Cod68] und [Lan84] untersucht. Mo-
dellierungen biologischer Fragestellungen wie R¨ auber-Beute-¨ Okosysteme und Muster in der
Natur ﬁnden sich in [vdLH92, CPPR87, CPPRS87]. Weitere genauere Informationen ¨ uber
diese praktischen Aspekte und Anwendungen von Zellularautomaten ﬁnden sich in [BMS01],
[Wei97] und [Gar95].
Auch aus technischer Sicht sind Zellularautomaten ein interessantes Konzept, denn eine we-
sentliche Eigenschaft von Zellularautomaten ist ihre Einfachheit. Da alle Zellen identisch auf-
gebaut und homogen miteinander durch einen einfachen Mechanismus verbunden sind, sollten
Zellularautomaten auch einfach auf Hardwareebene zu verwirklichen sein. In [BMS01, Wei97]
werden einige Beispiele f¨ ur Umsetzungen von Zellularautomaten auf Parallelrechner gegeben.
Da Zellularautomaten weiterhin ein paralleles Berechnungsmodell sind und Algorithmen auf
diesen Automaten bereits parallelisiert sind, ist die Realisierung auf einem Parallelrechner
oftmals recht einfach. Einen ¨ Uberblick ¨ uber den neueren Stand der hardwaretechnischen
Aspekte von Zellularautomaten ﬁndet man in [BMS01].
Nicht zuletzt sind Zellularautomaten auch aus theoretischer Sicht interessant. Einerseits kann
man ein weiteres paralleles Berechnungsmodell im Vergleich mit sequentiellen Modellen un-
tersuchen. Man kann die Vorteile und Grenzen dieser Form von Parallelit¨ at studieren. An-
dererseits arbeiten Zellularautomaten im Gegensatz zu vielen anderen parallelen Modellen
massiv parallel und sind homogen aufgebaut. Daher kann gerade der Vergleich mit anderen
parallelen Modellen zum Verstehen paralleler Prozesse beitragen. Benutzt man Zellularauto-
maten, um formale Sprachen zu akzeptieren, dann ist die generative M¨ achtigkeit der Auto-
maten trotz ihres einfachen und homogenen Aufbaus recht groß, denn bereits das einfachste
Zellularautomatenmodell kann bestimmte kontextsensitive Sprachen akzeptieren.
Zusammenfassend l¨ aßt sich sagen, daß Zellularautomaten ein interessantes Modell sowohl
aus praktischer als auch aus theoretischer Sicht sind. Daher sind Fragestellungen der Be-
schreibungskomplexit¨ at, n¨ amlich eﬃziente, kurze Darstellungen von formalen Sprachen durch
Zellularautomaten zu ﬁnden, obere und untere Schranken bez¨ uglich der Beschreibungsgr¨ oße
beim Wechsel von einem zellularen Beschreibungssystem in ein anderes zu beweisen und ef-
ﬁziente Minimierungsalgorithmen zu entwerfen, theoretische Fragen von hoher praktischer
Bedeutung. Diese Fragen werden in dieser Arbeit behandelt.
Die Beschreibungskomplexit¨ at verschiedener Automatenmodelle wird seit ¨ uber dreißig Jah-
ren untersucht. Ein grundlegendes Ergebnis ist die Arbeit von Meyer und Fischer von 1971
[MF71]. In dieser Arbeit wurde untersucht, wie sich die Gr¨ oße eines endlichen Automaten,
gemessen durch die Anzahl der Zust¨ ande, ver¨ andert, wenn man einen nichtdeterministischen
endlichen Automaten (NFA) in einen deterministischen endlichen Automaten (DFA) um-
wandelt. Durch die Potenzmengenkonstruktion ergibt sich im allgemeinen eine exponenti-
elle Vergr¨ oßerung der Zustandszahl. Meyer und Fischer haben nun nachgewiesen, daß es
Sprachen gibt, die diesen exponentiellen Gr¨ oßenzuwachs bei der Beseitigung von Nichtde-
terminismus tats¨ achlich verursachen. In der Folgezeit wurden auch andere Ressourcen in
endlichen Automaten und die Auswirkungen auf die Beschreibungsgr¨ oße bei der Reduktion
dieser Ressourcen betrachtet. Exemplarisch werden wir hier einige untersuchte Ressourcen
benennen. Zun¨ achst kann man endliche Automaten mit zweiseitiger Bewegung und das Zu-
sammenspiel mit der Ressource Nichtdeterminismus betrachten. Ergebnisse dazu ﬁnden sich
in [MF71, SS78, Bir93]. Als Erweiterung des Konzepts des Nichtdeterminismus werden in9
[Lei81] alternierende endliche Automaten untersucht. Weiterhin werden eindeutige und in un-
terschiedlichen Auspr¨ agungen mehrdeutige endliche Automaten in [Sch78, RI89] analysiert.
Schließlich wird in [KW80, GKW90] ein Maß f¨ ur den Nichtdeterminismus eines endlichen
Automaten eingef¨ uhrt und untersucht, wie sich graduelle Reduktionen des Nichtdeterminis-
mus auf die Beschreibungsgr¨ oße auswirken. Un¨ are Sprachen stellen einen Sonderfall dar, da
in diesem Fall ein endlicher Automat lediglich ”z¨ ahlen“ muß. Daher k¨ onnen dann Ergebnisse
der Zahlentheorie angewendet werden. Grundlegend auf diesem Gebiet ist die Arbeit von
Chrobak [Chr86].
Bereits in [MF71] wurde anhand endlicher Automaten und kontextfreier Grammatiken, die
eine regul¨ are Sprache erzeugen, gezeigt, daß der Zuwachs der Beschreibungsgr¨ oße beim Wech-
sel von einem Beschreibungssystem in ein anderes durch keine rekursive Funktion beschrie-
ben werden kann. Solche nichtrekursiven Tradeoﬀs wurden beispielsweise weiterhin zwischen
eindeutigen und deterministischen Kellerautomaten [Val76] und zwischen nichtdeterministi-
schen und eindeutigen Kellerautomaten [SS77] bewiesen. Eine wesentliche Erweiterung dieser
Ergebnisse ﬁndet man in [Her97, Her99]: Dort werden Kellerautomaten mit hierarchisch an-
wachsendem Grad an Nichtdeterminismus und hierarchisch anwachsender Mehrdeutigkeit
untersucht. Das wesentliche Ergebnis ist, daß Kellerautomaten mit mehr Nichtdeterminismus
oder Mehrdeutigkeit nichtrekursiv beschr¨ ankte Einsparungen gegen¨ uber Kellerautomaten mit
weniger Nichtdeterminismus oder Mehrdeutigkeit liefern k¨ onnen. Ergebnisse zur Beschrei-
bungskomplexit¨ at der eingangs erw¨ ahnten Mehrkopfautomaten und Grammatiksysteme ﬁn-
det man in [Kut03] und [DP91]. Ein genauerer ¨ Uberblick ¨ uber die Beschreibungskomplexit¨ at
unterschiedlicher Automatenmodelle wird in [GKK+02] gegeben.
Die Beschreibungskomplexit¨ at von Zellularautomaten und weiteren zellularen Modellen wur-
de in der Literatur bislang sehr wenig behandelt. In diesem Zusammenhang sind zwei Arbeiten
zu nennen: In [GMNP97] werden systolische bin¨ are Baumautomaten hinsichtlich ihrer Be-
schreibungskomplexit¨ at untersucht. Diese Automaten sind ebenfalls ein massiv paralleles Mo-
dell. Allerdings liegt dem Modell eine bin¨ are Baumstruktur zugrunde und es m¨ ussen mehr als
n Prozessoren bereitgestellt werden, um eine Eingabe der L¨ ange n zu akzeptieren. In [Okh02]
werden einige Aspekte der Beschreibungskomplexit¨ at von Trellisautomaten untersucht. Aber
auch diesem Modell liegt keine lineare Struktur zugrunde. Weiterhin ist ebenfalls die Anzahl
der ben¨ otigten Prozessoren gr¨ oßer als die L¨ ange der Eingabe. Die in beiden Arbeiten erzielten
Ergebnisse h¨ angen sehr von der zugrundeliegenden Baum- bzw. Trellisstruktur und der sich
ver¨ andernden Zahl der zur Berechnung verf¨ ugbaren Zellen ab. Im Vergleich dazu besitzen
die in dieser Arbeit untersuchten zellularen Modelle eine lineare Struktur, die sich im Laufe
der Berechnung auch nicht ver¨ andert. Daher sind die erzielten Ergebnisse von strukturellen
Eigenschaften des Modells im wesentlichen unabh¨ angig.
Die Arbeit l¨ aßt sich grob in zwei Teile gliedern: Im ersten Teil werden wir verschiedene
zellulare Modelle mit paralleler und sequentieller Eingabe, mit unterschiedlichen Zeitkom-
plexit¨ aten und mit unterschiedlichen Kommunikationsstrukturen hinsichtlich ihrer Beschrei-
bungskomplexit¨ at untersuchen. Das wesentliche Ergebnis wird sein, daß es zwischen zwei
Automatenklassen, deren entsprechende Sprachklassen entweder echt ineinander enthalten
oder unvergleichbar sind, nichtrekursive Tradeoﬀs gibt. Im zweiten Teil werden wir das allge-
meine Modell mit unterschiedlichen Einschr¨ ankungen betrachten. Hier erhalten wir aus Sicht
der Beschreibungskomplexit¨ at polynomielle und damit rekursive Tradeoﬀs beim Wechsel zwi-10 KAPITEL 1. EINF¨ UHRUNG
schen den verschiedenen Modellen. Im einzelnen gliedert sich die Arbeit wie folgt:
In Kapitel 2 stellen wir grundlegende Deﬁnitionen und Ergebnisse aus der Theorie der forma-
len Sprachen zusammen. Die in dieser Arbeit ben¨ otigten Automaten- und Grammatikmodelle
der Chomskyhierarchie werden eingef¨ uhrt. Weiterhin werden die Abschlußeigenschaften und
Entscheidbarkeitsfragen f¨ ur diese Modelle zusammengefaßt. Außerdem werden die notwendi-
gen Konzepte und Ergebnisse aus dem Bereich der Beschreibungskomplexit¨ at und Kolmogo-
rowkomplexit¨ at zusammengestellt.
Die in dieser Arbeit genauer untersuchten Konzepte ”Zellularautomat“ und ”iteratives Array“
werden in Kapitel 3 eingef¨ uhrt. Wir stellen Ergebnisse hinsichtlich der generativen M¨ achtig-
keit und Abschlußeigenschaften dieser Modelle und in sp¨ ateren Kapiteln ben¨ otigte Erweite-
rungen zusammen.
In Kapitel 4 werden wir die Beschreibungskomplexit¨ at von Zellularautomaten untersuchen.
Ein wesentliches Ergebnis wird der Nachweis nichtrekursiver Tradeoﬀs zwischen verschie-
denen Zellularautomatenmodellen sein. Weiterhin werden Entscheidbarkeitsfragen und die
Frage nach der Existenz eines Pumpinglemmas und eines Minimierungsalgorithmus f¨ ur Zel-
lularautomaten diskutiert.
Die im vierten Kapitel behandelten Fragen zur Beschreibungskomplexit¨ at von Zellularau-
tomaten ¨ ubertragen wir in Kapitel 5 auf iterative Arrays und erhalten ¨ ahnliche Ergebnisse
hinsichtlich der Existenz nichtrekursiver Tradeoﬀs und der Unentscheidbarkeit vieler Ent-
scheidbarkeitsfragen.
In Kapitel 6 werden Zellularautomaten mit einer beschr¨ ankten Zellenzahl und zweiseitiger
Kommunikation in unterschiedlichen Auspr¨ agungen untersucht. Die erhaltenen Modelle wer-
den hinsichtlich ihrer generativen M¨ achtigkeit und ihrer Beschreibungskomplexit¨ at im Ver-
gleich mit DFA und den unterschiedlichen Varianten beschr¨ ankter Zellularautomaten unter-
sucht.
Die Arbeit schließt in Kapitel 7 mit einer Zusammenfassung der erreichten Ergebnisse, einigen
oﬀenen Fragen und weiteren Fragestellungen, die in dieser Arbeit nicht behandelt werden
konnten.
Die Mehrzahl der in dieser Arbeit zusammengefaßten Ergebnisse ist bereits ver¨ oﬀentlicht wor-
den. Die in Kapitel 4 zusammengestellten nichtrekursiven Tradeoﬀs und Entscheidbarkeits-
fragen f¨ ur Zellularautomaten wurden in [Mal02] bewiesen. Die Erweiterung und ¨ Ubertragung
dieser Ergebnisse auf iterative Arrays ﬁndet man in [Mal04a]. Das Modell eines Zellularau-
tomaten mit beschr¨ ankter Zellenzahl und einseitiger Kommunikation wurde in [Mal03b] ein-
gef¨ uhrt und bez¨ uglich der Beschreibungskomplexit¨ at untersucht. Die Erweiterung des Modell
hinsichtlich zweiseitiger Kommunikation in unterschiedlicher Auspr¨ agung und die Auswir-
kung auf die Beschreibungskomplexit¨ at der Modelle wurde in [Mal03c, Mal04b] untersucht.Kapitel 2
Grundlagen und Deﬁnitionen
In diesem Kapitel stellen wir die allgemeinen Grundlagen, wesentliche Modelle aus der Theorie
der formalen Sprachen und Grundlagen der Beschreibungskomplexit¨ at zusammen.
2.1 Allgemeine Grundlagen
Deﬁnition 2.1. Mit N,Z,Q und R bezeichnen wir die Mengen der nat¨ urlichen, ganzen, ratio-
nalen und reellen Zahlen. Wir vereinbaren 0 ∈ N.
Zwei Mengen M und M′ heißen ¨ aquivalent, falls M = M′ ist. Die Schreibweise M ⊂ M′ be-
deutet, daß M eine echte Teilmenge von M′ ist. M ⊆ M′ bedeutet, daß entweder M eine echte
Teilmenge von M′ ist, oder M und M′ ¨ aquivalent sind. Mit \ bezeichnen wir die mengentheore-
tische Diﬀerenz und mit |M| die Kardinalit¨ at der Menge M.
Eine Menge M heißt abz¨ ahlbar, falls M endlich ist oder M und N gleichm¨ achtig sind, das heißt,
wenn es eine Bijektion f : M → N gibt.
Ein Alphabet Σ ist eine nichtleere, endliche Menge. Ein Wort ¨ uber dem Alphabet Σ ist eine
endliche Folge von Symbolen aus Σ. Mit ǫ bezeichnen wir das leere Wort. Σ∗ ist die Menge aller
W¨ orter ¨ uber dem Alphabet Σ. Wir deﬁnieren Σ+ = Σ∗ \{ǫ}. Eine Teilmenge L ⊆ Σ∗ bezeichnen
wir als formale Sprache. Das Komplement einer Sprache L ⊆ Σ∗ ist L = Σ∗\L. Ist das Alphabet
Σ nicht explizit angegeben, wird es als das kleinste Alphabet mit L ⊆ Σ∗ angenommen.
Mit |w| bezeichnen wir die L¨ ange eines Wortes w. Mit |w|x bezeichnen wir die Anzahl des Auftre-
tens des Teilworts x in w. Die Spiegelung (engl. reversal) eines Wortes w = w1 ...wn ist deﬁniert
durch wR = wn ...w1.
Ein Wort u ist ein Pr¨ aﬁx von w, falls es ein v gibt, so daß w = uv. Das Pr¨ aﬁx heißt echt, wenn
u  = w gilt. Ein Wort u ist ein Suﬃx von w, falls es ein v gibt, so daß w = vu.
Unter einer Sprachklasse verstehen wir eine Menge von Sprachen. Zwei Sprachklassen L1 und L2
heißen unvergleichbar, falls gilt: L1 \ L2  = ∅ und L2 \ L1  = ∅
Bemerkung 2.2. In dieser Arbeit unterscheiden wir nicht, ob eine Sprache L das leere Wort
ǫ enth¨ alt oder nicht. Das heißt, wir identiﬁzieren die Mengen L und L \ {ǫ}.
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Mit REG, LCF, DCF, CF, CS, REC, RE bezeichnen wir die Sprachklassen der regul¨ aren,
linear kontextfreien, deterministisch kontextfreien, kontextfreien, kontextsensitiven, rekursi-
ven und rekursiv aufz¨ ahlbaren Sprachen. Die Deﬁnitionen dieser Sprachklassen ﬁnden sich in
diesem Kapitel. Wir folgen weitgehend der Darstellung in [HU79].
Deﬁnition 2.3. Es seien Zahlen m ∈ N mit m > 0 und a,b ∈ Z gegeben. a ist kongruent zu b
modulo m, a ≡ b mod m, wenn m die Diﬀerenz a − b teilt.
Deﬁnition 2.4. Es seien f,g : N → R zwei Funktionen mit f(n) > 0 und g(n) > 0 f¨ ur alle
n ∈ N. Dann deﬁnieren wir
f(n) = O(g(n)) ⇐⇒ ∃C,m > 0 : f(n) ≤ C   g(n) f¨ ur alle n ≥ m
f(n) = Ω(g(n)) ⇐⇒ ∃C,m > 0 : f(n) ≥ C   g(n) f¨ ur alle n ≥ m
f(n) = Θ(g(n)) ⇐⇒ f(n) ∈ O(g(n)) und f(n) ∈ Ω(g(n))
f(n) = o(g(n)) ⇐⇒ ∀C > 0 : ∃m > 0 : f(n) ≤ C   g(n) f¨ ur alle n ≥ m
Mit log bezeichnen wir die Logarithmusfunktion zur Basis 2.
Im folgenden werden verschiedene Automatenklassen eingef¨ uhrt. F¨ ur einen gegebenen Auto-
maten A bezeichnet T(A) die von dem Automaten akzeptierte Sprache. Zwei Automaten A1
und A2 heißen ¨ aquivalent, falls sie die gleiche Sprache akzeptieren, das heißt T(A1) = T(A2).
2.2 Endliche Automaten
Die unterste Stufe der Chomskyhierarchie bilden die regul¨ aren Sprachen. Das sind die Spra-
chen, die von endlichen Automaten akzeptiert werden k¨ onnen. Ein endlicher Automat besteht
aus einer endlichen Menge von Zust¨ anden und einer endlichen Zustandskontrolle in Form ei-
ner ¨ Uberf¨ uhrungsfunktion, die jedem Zustand und jedem Eingabesymbol einen Folgezustand
zuordnet. Eine Folge von Eingabesymbolen wird akzeptiert, falls von einem bestimmten Start-
zustand aus unter Anwendung der ¨ Uberf¨ uhrungsfunktion ein Zustand aus einer vorher fest-
gelegten Menge von akzeptierenden Zust¨ anden erreicht wird. Formal deﬁnieren wir folgendes:
Deﬁnition 2.5. Ein deterministischer endlicher Automat (DFA) ist ein Tupel (Q,Σ,δ,q0,F),
wobei folgendes gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande,
(2) Σ ist das Eingabealphabet,
(3) q0 ∈ Q ist der Startzustand,
(4) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande und
(5) δ : Q × Σ → Q ist die ¨ Uberf¨ uhrungsfunktion.
Die ¨ Uberf¨ uhrungsfunktion δ wird folgendermaßen zu einer Abbildung δ : Q×Σ∗ → Q fortgesetzt:
δ(q,ǫ) = q f¨ ur alle q ∈ Q und δ(q,xa) = δ(δ(q,x),a) f¨ ur alle q ∈ Q, x ∈ Σ∗ und a ∈ Σ.2.3. KELLERAUTOMATEN 13
T(M) = {x ∈ Σ∗ | δ(q0,x) ∈ F} ist die von einem DFA M akzeptierte Sprache.
Die von DFA akzeptierte Sprachklasse ist die Menge der regul¨ aren Sprachen (REG).
Die Gr¨ oße |M| eines DFA M ist als die Anzahl der Zust¨ ande von M deﬁniert.
Ist die Funktion δ dahingehend abge¨ andert, daß jedem Paar (q,σ) ∈ Q × Σ ein Element der
Potenzmenge 2Q von Q zugeordnet wird, dann sprechen wir von einem nichtdeterministischen
endlichen Automaten (NFA). δ wird folgendermaßen zu einer Abbildung δ : Q × Σ∗ → 2Q
fortgesetzt: δ(q,ǫ) = {q} f¨ ur alle q ∈ Q und δ(q,xa) =
 
p∈δ(q,x) δ(p,a) f¨ ur alle q ∈ Q, x ∈ Σ∗
und a ∈ Σ. Die von einem NFA M akzeptierte Sprache ist T(M) = {x ∈ Σ∗ | δ(q0,x)∩F  = ∅}.
Deﬁnition 2.6. Es sei L ⊆ Σ∗ eine regul¨ are Sprache. Die Nerode-Relation ≡L auf Σ∗ ist
folgendermaßen erkl¨ art:
x ≡L y :⇐⇒ F¨ ur alle z ∈ Σ∗ gilt : xz ∈ L ⇔ yz ∈ L
In [HU79] wird bewiesen, daß ≡L eine ¨ Aquivalenzrelation ist. Weiterhin ist der Index von ≡L
(index(≡L)), also die Anzahl der verschiedenen von ≡L erzeugten ¨ Aquivalenzklassen genau
dann endlich, wenn L eine regul¨ are Sprache ist. Außerdem gilt folgender Satz:
Satz 2.7. Die minimale Gr¨ oße eines DFA, der die Sprache L akzeptiert, entspricht dem Index
der Nerode-Relation ≡L.
2.3 Kellerautomaten
Wird das Konzept des endlichen Automaten um einen zus¨ atzlichen (im Prinzip unendlichen)
Speicher mit Kellerstruktur erweitert, dann sprechen wir von Kellerautomaten. Ein ¨ aquiva-
lentes Beschreibungssystem sind die kontextfreien Grammatiken. Beide Modelle werden im
folgenden Abschnitt deﬁniert.
Deﬁnition 2.8. Ein Kellerautomat (PDA) ist ein Tupel (Q,Σ,Γ,δ,q0,Z0,F), wobei folgendes
gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande,
(2) Σ ist das Eingabealphabet,
(3) Γ ist das Kelleralphabet,
(4) q0 ∈ Q ist der Startzustand,
(5) Z0 ∈ Γ ist das Startkellersymbol,
(6) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande und
(7) δ ist die Menge der ¨ Uberf¨ uhrungsregeln; n¨ amlich eine Abbildung von Q × (Σ ∪ {ǫ}) × Γ in
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Eine Konﬁguration eines PDA M ist C = (q,x,w) ∈ Q×Σ∗ ×Γ∗, wobei q der aktuelle Zustand,
x die noch zu lesende Eingabe und w der aktuelle Kellerinhalt (mit dem obersten Symbol links)
ist. Eine Konﬁguration C = (q0,x,Z0) wird Startkonﬁguration f¨ ur die Eingabe x genannt. Eine
Konﬁguration C = (q,ǫ,w) mit q ∈ F wird eine akzeptierende Konﬁguration genannt. Eine
Konﬁguration C′ ist eine Folgekonﬁguration von C = (q,ax,Zw), falls es eine ¨ Uberf¨ uhrungsregel
(p,w′) ∈ δ(q,a,Z) gibt mit C′ = (p,x,w′w).
Zwischen Konﬁgurationen ist eine ¨ Uberf¨ uhrungsrelation | − M − deﬁniert, indem C | − M −C′ genau dann
gilt, wenn C′ eine Folgekonﬁguration von C ist. Mit | − M
∗ − bezeichnen wir die reﬂexive und transitive
H¨ ulle von | − M −.
Ein Schritt ist ein Paar von Konﬁgurationen   = (C,C′) mit C | − M −C′.
Eine Berechnung ist eine Folge von Schritten   =  1 ... n mit  i = (Ci−1,Ci) f¨ ur i = 1,...,n.
Eine Berechnung   = (C0,C1)...(Cn−1,Cn) heißt akzeptierende Berechnung f¨ ur die Eingabe x,
falls C0 Startkonﬁguration f¨ ur x und Cn akzeptierende Konﬁguration ist.
Die Sprache, die von M mit akzeptierenden Zust¨ anden akzeptiert wird, ist die Menge aller W¨ orter
aus Σ∗, auf denen eine akzeptierende Berechnung von M existiert:
Tf(M) = {x ∈ Σ∗ | (q0,x,Z0)| − M
∗ −(q,ǫ,w) f¨ ur ein q ∈ F,w ∈ Γ∗}
Die Sprache, die von M mit leerem Keller akzeptiert wird, ist die Menge aller W¨ orter aus Σ∗, f¨ ur
die es Berechnungen in M gibt, die in der Startkonﬁguration beginnen und in einer Konﬁguration
enden, in der die gesamte Eingabe gelesen und der Keller geleert ist:
Te(M) = {x ∈ Σ∗ | (q0,x,Z0)| − M
∗ −(q,ǫ,ǫ) f¨ ur ein q ∈ Q}
Die Menge der von PDA akzeptierten Sprachen, die mit akzeptierenden Zust¨ anden oder leerem
Keller akzeptiert werden, nennen wir die kontextfreien Sprachen (CF).
Ein PDA heißt deterministisch (DPDA), falls zu jeder Konﬁguration h¨ ochstens eine Folgekonﬁgu-
ration existiert. Das heißt, f¨ ur alle q ∈ Q,a ∈ Σ und Z ∈ Γ gilt: |δ(q,a,Z)| + |δ(q,ǫ,Z)| ≤ 1
Die Sprache, die von einem DPDA M akzeptiert wird, ist folgendermaßen deﬁniert:
Tf(M) = {x ∈ Σ∗ | (q0,x,Z0)| − M
∗ −(q,ǫ,w) f¨ ur ein q ∈ F,w ∈ Γ∗}
Die von DPDA akzeptierte Sprachklasse ist die Menge der deterministisch kontextfreien Sprachen
(DCF).
Als ǫ-Regel bezeichnen wir eine ¨ Uberf¨ uhrungsregel, in der kein Eingabesymbol gelesen wird. Einen
DPDA, der in jeder akzeptierenden Berechnung keine ǫ-Regel anwendet, bezeichnen wir als einen
DPDA ohne ǫ-Regeln (DPDAǫ). Die von DPDAǫ akzeptierte Sprachklasse bezeichen wir mit
DCFǫ.
Ein PDA macht eine Wendung, wenn f¨ ur eine Folge von Konﬁgurationen (q1,x1,w1), (q2,x2,w2)
und (q3,x3,w3) gilt, daß die H¨ ohe des Kellers |w2| echt gr¨ oßer ist als |w1| und |w3|. Gilt f¨ ur
einen PDA, daß in jeder Berechnung nach einem Schritt, in dem die Kellerh¨ ohe sinkt, nie mehr
ein Schritt folgt, in dem die Kellerh¨ ohe wieder steigt, dann macht ein solcher PDA h¨ ochstens eine
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Einige der eingef¨ uhrten Kellerautomatenmodelle lassen sich durch geeignete Grammatikmo-
delle charakterisieren. Daher deﬁnieren wir zun¨ achst, was unter einer kontextfreien Gramma-
tik zu verstehen ist.
Deﬁnition 2.9. Eine kontextfreie Grammatik (CFG) ist ein Tupel (V,Σ,P,S), wobei V eine
endliche Menge von Symbolen, Σ ⊆ V das Terminalalphabet, P ⊆ (V \ Σ) × V ∗ die Menge der
Produktionen und S ∈ V \Σ das Startsymbol ist. Die Symbole aus V \Σ werden Nichtterminale
genannt.
Zwischen W¨ ortern u,v ∈ V ∗ ist eine Ableitungsrelation ⇒G erkl¨ art, indem u ⇒G v genau dann
gilt, wenn es eine Produktion A → w gibt, so daß u = u1Au2 und v = u1wu2 gilt. Mit ⇒∗
G
bezeichnen wir die reﬂexive und transitive H¨ ulle von ⇒G.
Die von einer CFG erzeugte Sprache ist die Menge aller W¨ orter, die vom Startsymbol S aus mittels
der Relation ⇒G abzuleiten sind:
L(G) = {x ∈ Σ∗ | S ⇒∗
G x}
Deﬁnition 2.10. Eine kontextfreie Grammatik heißt linear kontextfreie Grammatik (LCFG),
wenn in allen rechten Seiten von Produktionen h¨ ochstens ein Nichtterminal vorkommt. Eine Spra-
che heißt linear kontextfreie Sprache (LCF), wenn sie von einer LCFG erzeugt wird.
Es sei k ≥ 2. Eine kontextfreie Grammatik heißt eine k-linear kontextfreie Grammatik (k-LCFG),
wenn das Startsymbol S in keiner rechten Seite einer Produktion auftritt, alle Produktionen f¨ ur
das Startsymbol S von der Form S → A1 ...An mit A1,...,An ∈ V \ {S} und n ≤ k sind, und
in allen rechten Seiten der ¨ ubrigen Produktionen h¨ ochstens ein Nichtterminal vorkommt. Eine
Sprache heißt k-linear kontextfreie Sprache (k-LCF), wenn sie von einer k-LCFG erzeugt wird.
Wir zitieren nun einige grundlegende Ergebnisse zum Zusammenhang zwischen Kellerauto-
maten und kontextfreien Grammatiken. Zun¨ achst ist f¨ ur PDA die Akzeptanz mit leerem
Keller und die Akzeptanz mit akzeptierenden Zust¨ anden ¨ aquivalent:
Satz 2.11. [HU79] Zu jeder Sprache L ∈ CF existieren PDA M und M′, so daß L = Te(M) =
Tf(M′).
Weiterhin sind Kellerautomaten und kontextfreie Grammatiken ¨ aquivalente Beschreibungs-
mechanismen f¨ ur die kontextfreien Sprachen.
Satz 2.12. [HU79] Zu jeder CFG G gibt es einen PDA M mit L(G) = Te(M). Zu jedem PDA
M gibt es eine CFG G mit Te(M) = L(G).
Ein ¨ ahnliches Ergebnis ist f¨ ur die linear kontextfreien Sprachen bekannt, die durch 1-turn
PDA und linear kontextfreie Grammatiken beschrieben werden k¨ onnen.
Satz 2.13. Zu jeder LCFG G gibt es einen 1-turn PDA M mit L(G) = Te(M). Zu jedem 1-turn
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2.4 Turingmaschinen
Das allgemeinste Modell, das im Rahmen der Chomskyhierarchie betrachtet wird, ist die Tu-
ringmaschine. Sie besteht aus einem unendlichen Arbeitsband, das anfangs mit der Eingabe
beschriftet ist, und einem Lese- und Schreibkopf, der sich in zwei Richtungen bewegen kann.
Weiterhin gibt es eine endliche Zustandskontrolle, die deterministisch oder nichtdetermini-
stisch einem Zustand und einem Bandsymbol einen Folgezustand, ein Ausgabebandsymbol
und eine Bewegungsrichtung des Kopfes zuordnet. Eine Eingabe wird akzeptiert, wenn aus-
gehend von einer Startkonﬁguration nach einigen Berechnungsschritten ein akzeptierender
Zustand erreicht wird. Da wir in dieser Arbeit fast ausschließlich deterministische Turingma-
schinen betrachten werden, verstehen wir unter dem Begriﬀ Turingmaschine eine determini-
stische Turingmaschine. Anderenfalls werden wir es ausdr¨ ucklich erw¨ ahnen.
Deﬁnition 2.14. Eine deterministische Turingmaschine (TM) ist ein Tupel (Q,Σ,Γ,δ,q0,B,F),
wobei folgendes gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande,
(2) Σ ⊆ Γ \ {B} ist das Eingabealphabet,
(3) Γ ist das Bandalphabet,
(4) q0 ∈ Q ist der Startzustand,
(5) B ∈ Γ ist das Blanksymbol,
(6) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande und
(7) δ ist die Menge der ¨ Uberf¨ uhrungsregeln dargestellt durch eine Abbildung von Q × Γ nach
Q × Γ × {L,R}.
Eine Konﬁguration einer TM M ist C = γ1qγ2 ∈ Γ∗ × Q × Γ∗, wobei q der aktuelle Zustand
ist und γ1γ2 der nichtleere Teil des Bandes beginnend mit dem ersten Nichtblanksymbol von
links und endend mit dem am weitesten rechtsstehenden Nichtblanksymbol. Dazwischen k¨ onnen
Blanksymbole auf dem Band stehen. Das Symbol unter dem Lesekopf ist das erste Symbol von
γ2 oder das Blanksymbol, falls γ2 = ǫ.
Zwischen Konﬁgurationen ist eine ¨ Uberf¨ uhrungsrelation | − M − deﬁniert. F¨ ur alle γ1,γ2 ∈ Γ∗ und
X,Z ∈ Γ gilt:
γ1ZqXγ2 | − M − γ1pZY γ2 falls δ(q,X) = (p,Y,L)
γ1Zq | − M − γ1pZY falls δ(q,B) = (p,Y,L)
γ1qXγ2 | − M − γ1Y pγ2 falls δ(q,X) = (p,Y,R)
γ1q | − M − γ1Y p falls δ(q,B) = (p,Y,R)
Gilt C | − M −C′, dann heißt C′ Folgekonﬁguration von C. Mit | − M
∗ − bezeichnen wir die reﬂexive
und transitive H¨ ulle von | − M −. Eine Konﬁguration q0x wird Startkonﬁguration f¨ ur die Eingabe x
genannt. Eine Konﬁguration γ1pγ2 mit p ∈ F wird eine akzeptierende Konﬁguration genannt.2.4. TURINGMASCHINEN 17
Wir sagen, daß eine TM mit einer Konﬁguration C anh¨ alt, wenn von C aus keine Folgekonﬁ-
guration erreicht werden kann. H¨ alt eine TM ausgehend von einer Startkonﬁguration mit einer
akzeptierenden Konﬁguration, wird die Eingabe akzeptiert und ansonsten nicht akzeptiert.
Die von einer TM M akzeptierte Sprache ist
T(M) = {x ∈ Σ∗ | q0x| − M
∗ −γ1pγ2 f¨ ur ein p ∈ F,γ1,γ2 ∈ Γ∗}
Die von TM akzeptierte Sprachklasse ist die Klasse der rekursiv aufz¨ ahlbaren Sprachen (RE).
Die Teilmenge der Sprachen aus RE, deren Komplement ebenfalls aus RE ist, wird die Klas-
se der rekursiven oder entscheidbaren Sprachen (REC) genannt. Mit DCS bezeichnen wir die
Sprachklasse der deterministisch kontextsensitiven Sprachen, das sind die Sprachen, die von TM
akzeptiert werden, deren Platz linear durch die L¨ ange der Eingabe beschr¨ ankt ist.
Es folgt unmittelbar aus der Deﬁnition, daß jede rekursive Sprache von einer Turingmaschine
akzeptiert werden kann, die auf allen Eingaben h¨ alt und entscheidet, ob die Eingabe akzeptiert
ist oder nicht. Jede rekursiv aufz¨ ahlbare Sprache wird von einer Turingmaschine akzeptiert,
die zumindest auf den positiven Eingaben, das heißt den Eingaben, die in der Sprache sind,
anh¨ alt.
F¨ ur die sp¨ ateren Beweise wird es wichtig sein, daß man ohne Beschr¨ ankung der Allgemein-
heit annehmen darf, daß eine Turingmaschine bestimmte Eigenschaften besitzt. Dazu dient
folgendes Lemma:
Lemma 2.15. Jede Turingmaschine M kann eﬀektiv in eine ¨ aquivalente Turingmaschine M′
mit folgenden Eigenschaften modiﬁziert werden:
(1) M′ schreibt nie das Blanksymbol.
(2) In jeder Berechnung in M′ werden mindestens zwei Berechnungsschritte ausgef¨ uhrt.
(3) M′ akzeptiert nie nach einer ungeraden Anzahl von Berechnungsschritten.
Beweis. Wir folgen dem Beweis aus [Her99]. Alle Eigenschaften lassen sich in der angegebe-
nen Reihenfolge Schritt f¨ ur Schritt herstellen, ohne bisher erreichte Eigenschaften wieder zu
zerst¨ oren.
(1) M′ schreibt ein neues Blanksymbol B′ statt des Blanksymbols B von M. F¨ ur B′ werden
die gleichen Regeln angewendet wie f¨ ur B.
(2) Es werden zwei neue Zust¨ ande eingef¨ uhrt und der Start der Berechnung wird um zwei
Schritte verz¨ ogert.
(3) M′ merkt sich in der Zustandsmenge, ob eine gerade oder ungerade Anzahl von Be-
rechnungsschritten ausgef¨ uhrt wurde. Wird in M nach einer geraden Anzahl von Be-
rechnungsschritten ein akzeptierender Zustand erreicht, dann wird in M′ zun¨ achst in
einen zus¨ atzlichen, nichtakzeptierenden Zustand gegangen, von dem aus dann in den ur-
spr¨ unglichen akzeptierenden Zustand gewechselt wird. Dadurch wird die akzeptierende
Berechnung um einen Berechnungsschritt verl¨ angert.18 KAPITEL 2. GRUNDLAGEN UND DEFINITIONEN
Damit besitzt M′ alle verlangten Eigenschaften.  
Mit dem Begriﬀ der Turingmaschine h¨ angt die Frage zusammen, ob bestimmte Eigenschaften
einer Sprache algorithmisch bestimmt, das heißt von einer Turingmaschine errechnet werden
k¨ onnen.
Deﬁnition 2.16. Es sei S eine Teilmenge der rekursiv aufz¨ ahlbaren Sprachen. Dann nennen wir
S eine Eigenschaft rekursiv aufz¨ ahlbarer Sprachen. Eine Eigenschaft S heißt trivial, wenn S leer
ist oder alle rekursiv aufz¨ ahlbaren Mengen enth¨ alt.
Eine Sprache L besitzt die Eigenschaft S, falls L ∈ S gilt. Sei LS die Menge {<M >| T(M) ∈ S},
wobei <M > die Kodierung einer Turingmaschine M ist. Dann heißt eine Eigenschaft S
• entscheidbar, falls LS eine rekursive Sprache ist;
• unentscheidbar, falls LS keine rekursive Sprache ist;
• semientscheidbar, falls LS eine rekursiv aufz¨ ahlbare Sprache ist;
• co-semientscheidbar, falls das Komplement LS eine rekursiv aufz¨ ahlbare Sprache ist;
Satz 2.17. (Satz von Rice) [HU79] Jede nichttriviale Eigenschaft der rekursiv aufz¨ ahlbaren
Mengen ist unentscheidbar.
Satz 2.18. (Satz von Rice f¨ ur rekursiv aufz¨ ahlbare Indexmengen) [HU79] LS ist rekursiv aufz¨ ahl-
bar ⇐⇒
(1) Gilt L ∈ S und L ⊆ L′ f¨ ur eine rekursiv aufz¨ ahlbare Sprache L′, dann ist auch L′ ∈ S.
(2) Ist L ∈ S eine unendliche Menge, dann gibt es auch eine endliche Teilmenge L′ ⊂ L mit
L′ ∈ S.
(3) Die Menge der endlichen Sprachen in S ist abz¨ ahlbar.
Wir betrachten nun die Menge der g¨ ultigen und ung¨ ultigen Berechnungen einer Turingma-
schine. Mit Hilfe dieser Mengen werden wir sp¨ ater Beschreibungskomplexit¨ atsergebnisse sowie
Unentscheidbarkeits- und Nichtsemientscheidbarkeitsaussagen beweisen k¨ onnen.
Deﬁnition 2.19. Sei M = (Q,Σ,Γ,δ,q0,B,F) eine Turingmaschine mit den Eigenschaften aus
Lemma 2.15. Eine g¨ ultige Berechnung der Turingmaschine M auf w ∈ Σ∗ ist ein Wort
ID0(w)#ID1(w)R#ID2(w)#ID3(w)R#...#ID2m(w)#
wobei folgendes gilt:
(1) F¨ ur 0 ≤ i ≤ 2m ist IDi(w) ∈ Γ∗QΓ∗ eine Konﬁguration von M, die nicht mit dem
Blanksymbol B endet.
(2) ID0(w) = q0w ∈ {q0}Σ∗ ist eine Startkonﬁguration.
(3) ID2m(w) ∈ Γ∗FΓ∗ ist eine akzeptierende Konﬁguration.
(4) IDi+1(w) ist die Folgekonﬁguration von IDi(w), das heißt IDi(w)| − M −IDi+1(w).
Mit VALC[M] bezeichnen wir die Menge aller g¨ ultigen Berechnungen einer Turingmaschine M.
Die Menge INVALC[M] der ung¨ ultigen Berechnungen einer Turingmaschine M ist das Komple-
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2.5 Abschlußeigenschaften
Da die Kenntnis, ob eine Sprachklasse gegen¨ uber gewissen Operationen abgeschlossen ist
oder nicht, ein sehr eﬃzientes Hilfsmittel f¨ ur Konstruktionen und Beweise ist, werden wir in
diesem Abschnitt die wesentlichen Operationen deﬁnieren und die Ergebnisse bez¨ uglich der
Sprachklassen der Chomskyhierarchie zusammenfassen.
Deﬁnition 2.20. Eine Sprachklasse L heißt abgeschlossen unter
• Vereinigung, falls f¨ ur alle L1,L2 ∈ L gilt: L1 ∪ L2 ∈ L
• Schnitt, falls f¨ ur alle L1,L2 ∈ L gilt: L1 ∩ L2 ∈ L
• Komplement, falls f¨ ur alle L ∈ L gilt: L ∈ L
• Homomorphismus, falls f¨ ur alle L ∈ L und jeden Homomorphismus h gilt: h(L) ∈ L
• ǫ-freiem Homomorphismus, falls f¨ ur alle L ∈ L und jeden ǫ-freien Homomorphismus hǫ gilt:
hǫ(L) ∈ L
• inversem Homomorphismus, falls f¨ ur alle L ∈ L und jeden Homomorphismus h gilt:
h−1(L) ∈ L
• Schnitt mit regul¨ aren Mengen, falls f¨ ur alle L ∈ L und R ∈ REG gilt: L ∩ R ∈ L
• Konkatenation, falls f¨ ur alle L1,L2 ∈ L gilt: L1   L2 ∈ L
• Linkskonkatenation mit regul¨ aren Mengen, falls f¨ ur alle L ∈ L und R ∈ REG gilt: R L ∈ L
• Rechtskonkatenation mit regul¨ aren Mengen, falls f¨ ur alle L ∈ L und R ∈ REG gilt: L R ∈ L
• Kleene-Abschluß, falls f¨ ur alle L ∈ L gilt:
 
i≥0 Li ∈ L
• Spiegelung, falls f¨ ur alle L ∈ L gilt: LR ∈ L
• markierter Konkatenation, falls f¨ ur alle L1,L2 ∈ L und ein neues Symbol c gilt: L1cL2 ∈ L
• markiertem Kleene-Abschluß, falls f¨ ur alle L ∈ L und ein neues Symbol c gilt:
 
i≥0(Lc)i ∈
L
Eine Sprachklasse, die unter Homomorphismus, inversem Homomorphismus, Vereinigung, Schnitt
mit REG, Konkatenation und Kleene-Abschluß abgeschlossen ist, nennen wir eine volle AFL
(abstract family of languages).
Satz 2.21. F¨ ur die Sprachklassen REG, LCF, DCF, CF, CS, REC und RE gelten die in
Tabelle 2.1 zusammengefaßten Abschlußeigenschaften.20 KAPITEL 2. GRUNDLAGEN UND DEFINITIONEN
REG LCF DCF CF CS REC RE
Vereinigung ja ja nein ja ja ja ja
Schnitt ja nein nein nein ja ja ja
Komplement ja nein ja nein ja ja nein
Homomorphismus ja ja nein ja nein nein ja
inv. Homomorphismus ja ja ja ja ja ja ja
Schnitt mit REG ja ja ja ja ja ja ja
Konkatenation ja nein nein ja ja ja ja
Kleene-Abschluß ja nein nein ja ja ja ja
Spiegelung ja ja nein ja ja ja ja
Tabelle 2.1: Abschlußeigenschaften der Sprachklassen der Chomskyhierarchie
2.6 Entscheidbarkeitsfragen
Eine naheliegende Frage zu einem formalen Automatenmodell ist, wie gut das Modell f¨ ur
praktische Zwecke eingesetzt werden kann. Eine praktische Frage bei der Speziﬁzierung eines
Problems durch Automaten ist zum Beispiel, ob zwei Automatenspeziﬁkationen ¨ aquivalent
sind, das heißt, ob beide Automaten das gleiche Problem beschreiben. Im folgenden werden
solche Entscheidbarkeitsfragen kurz deﬁniert und Ergebnisse bez¨ uglich der Automatenklassen
der Chomskyhierarchie zusammengefaßt.
Deﬁnition 2.22. Es seien A und A′ zwei Automaten aus einer Automatenklasse A. Wir be-
trachten folgende Entscheidbarkeitsfragen:
(1) ¨ Aquivalenz: Ist T(A) = T(A′)?
(2) Inklusion: Ist T(A) ⊆ T(A′)?
(3) Leere: Ist T(A) = ∅?
(4) Universalit¨ at: Ist T(A) = Σ∗?
(5) Endlichkeit: Ist |T(A)| < ∞?
(6) Regularit¨ at: Ist T(A) ∈ REG?
Satz 2.23. F¨ ur die Sprachklassen REG, LCF, DCF, CF, CS, REC und RE gelten die in
Tabelle 2.2 zusammengefaßten Entscheidbarkeitsfragen.
2.7 Beschreibungskomplexit¨ at
Die Beschreibungskomplexit¨ at formaler Modelle ist ein Teilgebiet der theoretischen Informa-
tik, in dem die Beschreibungsgr¨ oße verschiedener Automaten- oder Grammatikmodelle un-
tersucht und miteinander verglichen wird. Eine zentrale Frage ist, wie sich die Beschreibungs-
gr¨ oße einer Sprache ver¨ andert, wenn diese Sprache durch verschiedene Beschreibungssysteme2.7. BESCHREIBUNGSKOMPLEXIT¨ AT 21
REG LCF DCF CF CS REC RE
¨ Aquivalenz ja nein ja nein nein nein nein
Inklusion ja nein ja nein nein nein nein
Leere ja ja ja ja nein nein nein
Universalit¨ at ja nein nein nein nein nein nein
Endlichkeit ja ja ja ja nein nein nein
Regularit¨ at trivial nein ja nein nein nein nein
Tabelle 2.2: Entscheidbarkeitsfragen f¨ ur Sprachklassen der Chomskyhierarchie
beschrieben wird. Man untersucht, wie knapp ein Modell eine formale Sprache im Vergleich
mit anderen Modellen beschreiben kann. Ein grundlegendes Ergebnis zu diesen Fragen kommt
von Meyer und Fischer [MF71], die folgendes bewiesen haben: Es gibt eine unendliche Folge
regul¨ arer Sprachen (Ln)n≥1, so daß jede Sprache Ln von einem NFA mit n Zust¨ anden akzep-
tiert wird, aber jeder ¨ aquivalente DFA mindestens 2n Zust¨ ande ben¨ otigt. Andererseits weiß
man, daß jeder NFA mit n Zust¨ anden gem¨ aß der Potenzmengenkonstruktion in einen DFA
mit h¨ ochstens 2n Zust¨ anden umgewandelt werden kann. Also zeigt das Ergebnis von Meyer
und Fischer, daß es einen exponentiellen Gr¨ oßenunterschied oder Tradeoﬀ zwischen DFA und
NFA gibt.
In [MF71] wird außerdem gezeigt, daß der Tradeoﬀ zwischen zwei Beschreibungssystemen
unbeschr¨ ankt sein kann. Es wird dort bewiesen, daß der Tradeoﬀ zwischen kontextfreien
Grammatiken, die eine regul¨ are Sprache erzeugen, und DFA durch keine rekursive Funktion
beschr¨ ankt ist. Ein solcher Tradeoﬀ wird nichtrekursiver Tradeoﬀ genannt.
Im folgenden werden wir die Begriﬀe und Notationen genauer einf¨ uhren und folgen dabei der
Darstellung in [GKK+02].
Deﬁnition 2.24. Ein Beschreibungssystem D ist eine rekursive Menge endlicher Deskriptoren,
wobei jeder Deskriptor A ∈ D eine Sprache T(A) beschreibt. Weiterhin kann jeder Deskriptor
A ∈ D eﬀektiv in eine Turingmaschine MA umgewandelt werden, die T(A) akzeptiert, das
heißt T(MA) = T(A). Die von einem Beschreibungssystem D beschriebene Sprachklasse ist
T(D) = {T(A) | A ∈ D}. F¨ ur jede Sprache L deﬁnieren wir D(L) = {A ∈ D | T(A) = L}.
Deﬁnition 2.25. Ein Komplexit¨ atsmaß f¨ ur ein Beschreibungssystem D ist eine totale und re-
kursive Funktion | | : D → N. Das heißt, {|A| | A ∈ D} ist eine rekursive Menge. Außerdem gilt,
daß f¨ ur ein festes Alphabet die Funktion | | immer ein endliches Urbild besitzt und die Deskripto-
ren aus D bez¨ uglich wachsender Komplexit¨ at rekursiv aufz¨ ahlbar sind. Die Forderung nach einem
endlichen Urbild stellt sicher, daß es f¨ ur ein festes Alphabet immer nur endlich viele Deskriptoren
einer gewissen Gr¨ oße gibt. |A| ist die Komplexit¨ at oder Gr¨ oße eines Deskriptors A ∈ D.
Beim Vergleich zweier Beschreibungssysteme D1 und D2 fordern wir, daß der Schnitt beider
beschriebener Sprachklassen T(D1) ∩ T(D2) nicht leer ist.
Deﬁnition 2.26. Eine Funktion f : N → N mit f(n) ≥ n heißt eine obere Schranke f¨ ur den
Tradeoﬀ zwischen D1 und D2, falls f¨ ur alle L ∈ T(D1) ∩ T(D2) folgendes gilt:
min{|A| | A ∈ D2(L)} ≤ f(min{|A| | A ∈ D1(L)})22 KAPITEL 2. GRUNDLAGEN UND DEFINITIONEN
Eine Funktion g : N → N mit g(n) ≥ n heißt eine untere Schranke f¨ ur den Tradeoﬀ zwischen D1
und D2, falls f¨ ur unendlich viele L ∈ T(D1) ∩ T(D2) folgendes gilt:
min{|A| | A ∈ D2(L)} ≥ g(min{|A| | A ∈ D1(L)})
Notation:
D1 −→ D2
n ≤ f(n)
n ≥ g(n)
Ist keine rekursive Funktion eine obere Schranke f¨ ur den Tradeoﬀ zwischen zwei Beschreibungs-
systemen D1 und D2, dann heißt der Tradeoﬀ nichtrekursiv. Notation: D1
nonrec −→ D2
Eine obere Schranke f(n) zwischen zwei Beschreibungssystemen D1 und D2 bedeutet folgen-
des: Wenn eine Sprache L in beiden Beschreibungssystemen beschrieben werden kann, dann
gibt es eine Beschreibung A ∈ D1 der Gr¨ oße |A| und eine ¨ aquivalente Beschreibung B ∈ D2
der Gr¨ oße h¨ ochstens f(|A|). Eine untere Schranke g(n) zwischen zwei Beschreibungssystemen
D1 und D2 bedeutet, daß es unendlich viele Sprachen gibt, die in beiden Beschreibungssyste-
men beschrieben werden k¨ onnen, und der Wechsel zwischen beiden Beschreibungssystemen
f¨ uhrt bei diesen Sprachen immer zu einem Gr¨ oßenzuwachs um mindestens die Funktion g(n).
Beispiel 2.27. Ein klassisches Beispiel ist der Tradeoﬀ zwischen deterministischen und nicht-
deterministischen endlichen Automaten. Es sei D1 die Menge aller NFA und D2 die Menge
aller DFA. Als Komplexit¨ atsmaß |M| eines Automaten M deﬁnieren wir die Anzahl der
Zust¨ ande in M. Wir k¨ onnen beobachten, daß D1, D2 und |   | alle oben genannten Anforde-
rungen an ein Beschreibungssystem und im anderen Fall an ein Komplexit¨ atsmaß erf¨ ullen.
Durch die Potenzmengenkonstruktion (vgl. [HU79]) kann ein NFA mit n Zust¨ anden in einen
DFA mit h¨ ochstens 2n Zust¨ anden umgewandelt werden. Daher ist f(n) = 2n eine obere
Schranke f¨ ur den Tradeoﬀ zwischen NFA und DFA. Meyer und Fischer haben 1971 [MF71]
bewiesen, daß es eine unendliche Folge regul¨ arer Sprachen (Ln)n≥1 gibt, f¨ ur die folgendes gilt:
Jede Sprache Ln wird von einem NFA mit n Zust¨ anden akzeptiert, aber jeder DFA f¨ ur Ln
ben¨ otigt mindestens 2n Zust¨ ande. Also ist g(n) = 2n eine untere Schranke f¨ ur den Tradeoﬀ
zwischen NFA und DFA.
Oﬀenbar gilt bei einem nichtrekursiven Tradeoﬀ, daß jede rekursive Funktion eine untere
Schranke ist. Im Gegensatz zur Deﬁnition einer unteren oder oberen Schranke f¨ allt bei der
Deﬁnition eines nichtrekursiven Tradeoﬀs auf, daß dort von keinem bestimmten Komple-
xit¨ atsmaß die Rede ist. Dies ist aber keine Einschr¨ ankung: Bei einem nichtrekursiven Trade-
oﬀ impliziert der Wechsel von einem Beschreibungssystem zu einem anderen einen Zuwachs
in der Komplexit¨ at der Beschreibung, der durch keine rekursive Funktion beschr¨ ankt wer-
den kann. Da nach Deﬁnition jedes Komplexit¨ atsmaß eine rekursive Funktion ist, wird also
der Zuwachs in der Komplexit¨ at der Beschreibung nach wie vor durch keine rekursive Funk-
tion beschr¨ ankt. Daher sind nichtrekursive Tradeoﬀs unabh¨ angig von bestimmten (festen)
Komplexit¨ atsmaßen.
In [Har79, Har80] wird eine elegante Technik zum Nachweis nichtrekursiver Tradeoﬀs vorge-
stellt. Diese Technik wird in folgendem Satz etwas verallgemeinert und hilft in den folgenden
Kapiteln beim Nachweis nichtrekursiver Tradeoﬀs.2.7. BESCHREIBUNGSKOMPLEXIT¨ AT 23
Satz 2.28. Seien D1 und D2 zwei Beschreibungssysteme. Wenn zu jeder Turingmaschine M
eine Sprache LM ∈ T(D1) und eine Beschreibung AM ∈ D1 von LM eﬀektiv konstruiert werden
kann, so daß gilt:
”
LM ∈ T(D2) ⇔ T(M) ist endlich“, dann ist der Tradeoﬀ zwischen D1 und
D2 nichtrekursiv.
Beweis. F¨ ur einen Widerspruchsbeweis nehmen wir zun¨ achst an, daß der Tradeoﬀ zwischen
D1 und D2 rekursiv ist. Dann gibt es eine rekursive Funktion f, die eine obere Schranke
darstellt. Gibt es also f¨ ur eine Sprache L ∈ T(D2) eine Beschreibung A ∈ D1 mit L = T(A),
dann gibt es eine Beschreibung B ∈ D2, f¨ ur die gilt: T(B) = L und |B| ≤ f(|A|). Da f und
| | rekursive Funktionen sind, ist der Wert f(|A|) berechenbar. Gem¨ aß den Voraussetzungen
an die Funktion |   | k¨ onnen wir nun zu gegebenem A ∈ D1 alle Beschreibungen B1,...,Bn
in D2 mit |Bi| ≤ f(|A|) f¨ ur 1 ≤ i ≤ n rekursiv aufz¨ ahlen.
Dann gilt aber:
T(A)  ∈ T(D2) ⇐⇒ ∀1 ≤ i ≤ n : T(A)  = T(Bi)
⇐⇒ ∀1 ≤ i ≤ n : ∃xi : xi ∈ T(A) \ T(Bi) oder xi ∈ T(Bi) \ T(A)
Wir wandeln nun alle Beschreibungen B1,...,Bn eﬀektiv in Turingmaschinen MB1,...,MBn
um, so daß T(MBi) = T(Bi) f¨ ur 1 ≤ i ≤ n gilt. Wir konstruieren eine Turingmaschine, die A
und alle Turingmaschinen MB1,...,MBn simulieren kann. F¨ ur jedes i mit 1 ≤ i ≤ n werden
nacheinander alle Eingaben aus Σ∗ ¨ uberpr¨ uft, bis ein xi ∈ T(A)\T(MBi) oder xi ∈ T(MBi)\
T(A) gefunden ist. Sobald f¨ ur jedes i solch ein xi gefunden ist, h¨ alt die Turingmaschine an
und akzeptiert die Eingabe. Damit haben wir eine Turingmaschine konstruiert, die anh¨ alt und
akzeptiert, wenn T(A)  ∈ T(D2) ist. Daher ist die Menge R = {A | A ∈ D1,T(A)  ∈ T(D2)}
rekursiv aufz¨ ahlbar.
Wir konstruieren nun eine Turingmaschine M′, die als Eingabe die Kodierung <M> einer
Turingmaschine M bekommt. Anschließend konstruiert M′ eﬀektiv die Sprache LM und eine
Beschreibung AM ∈ D1 von LM. Dann wird ¨ uberpr¨ uft, ob AM ∈ R gilt. Ist dies der Fall, h¨ alt
M′ an und akzeptiert die Eingabe. Nach der Voraussetzung h¨ alt M′ daher an und akzeptiert
die Eingabe, wenn T(M) unendlich ist. Also ist die Menge
{M | M ist Turingmaschine und T(M) ist unendlich}
rekursiv aufz¨ ahlbar. Das ist aber ein Widerspruch zur Bedingung (2) in Satz 2.18 (Satz von
Rice f¨ ur rekursiv aufz¨ ahlbare Indexmengen). Also muß der Tradeoﬀ bereits nichtrekursiv
gewesen sein.  
Beispiel 2.29. Als Beispiel und Anwendung des Satzes untersuchen wir den Tradeoﬀ zwi-
schen den Beschreibungssystemen D1 bestehend aus der Menge aller kontextfreien Gramma-
tiken (CFG) und D2 bestehend aus der Menge aller DFA. Die Existenz eines nichtrekursiven
Tradeoﬀs zwischen diesen beiden Beschreibungssystemen wurde erstmals in [MF71] nachge-
wiesen. Hier wollen wir nun den nichtrekursiven Tradeoﬀ mittels Satz 2.28 beweisen. Dazu
ben¨ otigen wir zun¨ achst zwei Ergebnisse aus [HU79]: Zum einen wird dort gezeigt, daß zu
jeder Turingmaschine M eine kontextfreie Grammatik f¨ ur die Sprache LM = INVALC[M]
eﬀektiv konstruiert werden kann. Andererseits wird dort weiterhin gezeigt, daß LM genau
dann regul¨ ar ist, wenn die Turingmaschine M eine endliche Menge akzeptiert. Damit sind
alle Voraussetzungen aus Satz 2.28 erf¨ ullt, wir k¨ onnen den Satz anwenden und erhalten somit
einen nichtrekursiven Tradeoﬀ zwischen den Beschreibungssystemen CFG und DFA.24 KAPITEL 2. GRUNDLAGEN UND DEFINITIONEN
2.8 Kolmogorowkomplexit¨ at
In diesem Abschnitt fassen wir kurz einige Begriﬀe und Ergebnisse aus dem Bereich der
Kolmogorowkomplexit¨ at zusammen, die wir zur Anwendung eines Inkompressibilit¨ atsargu-
mentes in einem sp¨ ateren Kapitel ben¨ otigen. Wir folgen der Darstellung in [LV93], einer
umfangreichen Einf¨ uhrung in die Theorie der Kolmogorowkomplexit¨ at. Außerdem wird dort
die Inkompressibilit¨ atsmethode vorgestellt und anhand vieler Beispiele erl¨ autert.
Im Rahmen der Theorie der Kolmogorowkomplexit¨ at werden Objekte in der Regel als W¨ orter
aus {0,1}∗ dargestellt. Es seien zwei Objekte x,y ∈ {0,1}∗ gegeben. Intuitiv ist die Kol-
mogorowkomplexit¨ at Cφ(x|y) deﬁniert als die minimale Gr¨ oße eines Programms, das x un-
ter Kenntnis von y im Rahmen eines Beschreibungsmechanismus φ beschreibt, wobei φ im
wesentlichen einer Turingmaschine entspricht. Existiert kein solches Programm, dann ist
Cφ(x|y) = ∞.
Ein wesentliches Ergebnis ist der Invarianz-Satz, der besagt, daß es einen Beschreibungsme-
chanismus φ0 gibt, so daß es zu jedem anderen Beschreibungsmechanismus φ eine Konstante
cφ ≥ 0 gibt mit
Cφ0(x|y) ≤ Cφ(x|y) + cφ f¨ ur alle x,y ∈ {0,1}∗
Mit anderen Worten ist die Kolmogorowkomplexit¨ at eines Objektes bis auf eine additive Kon-
stante vom jeweiligen Beschreibungsmechanismus unabh¨ angig. Daher schreibt man C(x|y)
und spricht von der Kolmogorowkomplexit¨ at von x abh¨ angig von y. Ist x von einem gegebe-
nen y unabh¨ angig, deﬁnieren wir C(x) = C(x|ǫ) sprechen von der Kolmogorowkomplexit¨ at
von x. Da die Kolmogorowkomplexit¨ at eines Objektes also vom Beschreibungsmechanismus
im wesentlichen unabh¨ angig ist, kann man auch von einer ”strukturlosen“ Beschreibungs-
komplexit¨ at sprechen.
Als Beispiel betrachten wir die folgende Funktion f : N → N mit f(0) = 1 und f(i) = 2f(i−1)
f¨ ur i ≥ 1. Oﬀenbar w¨ achst die Funktion f sehr schnell, das heißt, die Funktionswerte werden
schnell sehr groß. Allerdings ist die Beschreibung eines Worts x = 1f(k) mit k ∈ N sehr einfach:
Der Funktionswert f(k) ist das k-fache Potenzieren von 2. Daher ist Gr¨ oße einer minimalen
Beschreibung von x durch die Gr¨ oße einer minimalen Beschreibung von k und einer additiven
Konstante c, die nicht von k abh¨ angt zu beschreiben. Damit gilt C(x) ≤ C(k)+c. Wir haben
also ein sehr langes Wort mit einer kleinen Kolmogorowkomplexit¨ at gefunden und bezeichnen
x daher als kompressibel.
Im Gegenzug nennen wir ein Wort x inkompressibel, wenn C(x) ≥ |x| gilt. Ein fundamentales
Ergebnis ist, daß es immer inkompressible W¨ orter beliebiger L¨ ange gibt, denn es gilt folgender
Inkompressibilit¨ ats-Satz:
Satz 2.30. [LV93] F¨ ur alle n ∈ N und y ∈ {0,1}∗ gibt es ein x ∈ {0,1}∗ mit C(x|y) ≥ |x| = n.
In ¨ ahnlicher Weise kann auch bewiesen werden, daß es unendlich viele inkompressible nat¨ urli-
che Zahlen gibt. Das heißt, es gibt unendlich viele n ∈ N mit C(n) ≥ logn.
Beispiel 2.31. Als Beispiel f¨ ur die Anwendung eines Inkompressibilit¨ atsarguments zeigen
wir, daß die Sprache L = {0n1n | n ≥ 1} nicht regul¨ ar ist (vgl. [LV93]). Angenommen2.8. KOLMOGOROWKOMPLEXIT¨ AT 25
die Sprache L ist regul¨ ar. Dann gibt es einen DFA M mit T(M) = L. Es sei 0n1n ∈ L.
Dann ist der Zustand q, der nach Lesen von 0n angenommen wird, zusammen mit einer
Beschreibung von M eine Beschreibung der Zahl n, denn n ist dann gerade die Anzahl an
Einsen, die M lesen muß, um von q aus in einen akzeptierenden Zustand zu gelangen. Die
Gr¨ oße einer Beschreibung von M und q ist oﬀenbar durch eine Konstante c beschr¨ ankt, die
nicht von n abh¨ angt. Damit gilt C(n) ≤ c+O(1). Da es aber unendlich viele inkompressible
nat¨ urliche Zahlen gibt, k¨ onnen wir ein n ∈ N ﬁnden mit C(n) ≥ logn > c+O(1). Das ist ein
Widerspruch. Daher kann L nicht regul¨ ar gewesen sein.26 KAPITEL 2. GRUNDLAGEN UND DEFINITIONENKapitel 3
Zellularautomaten
In diesem Kapitel werden die zellularen Modelle ”Zellularautomat“ und ”iteratives Array“
eingef¨ uhrt und es wird erkl¨ art, wie diese Automaten formale Sprachen akzeptieren k¨ onnen.
Schließlich werden grundlegende Ergebnisse zusammengefaßt und weitergehende Modelle be-
trachtet. Die Notationen und Deﬁnitionen der beiden Modelle folgen weitgehend der Darstel-
lung in [Kut01a] und [Kut01b]. In dieser Arbeit benutzen wir den Begriﬀ Zellularautomat als
Obergriﬀ und Synonym f¨ ur zellulare Modelle, aber auch als ein paralleles Berechnungsmodell
mit paralleler Eingabe, das im n¨ achsten Abschnitt deﬁniert wird.
3.1 Deﬁnition von Zellularautomaten
Ein Zellularautomat besteht aus einer Menge identischer DFA, die in einer Reihe angeordnet
sind. Die Automaten an den beiden Enden sind durch einen Grenzzustand # markiert. Jeder
DFA in dieser Reihe wird eine Zelle genannt und ist mit seinem linken und rechten Nachbarn
verbunden. Die Arbeitsweise eines Zellularautomaten ist folgendermaßen: Anfangs steht die
Eingabe in den Zellen. Von links nach rechts steht jeweils ein Eingabesymbol in jeder Zelle.
Daher ben¨ otigen wir so viele Zellen, wie die Eingabe lang ist. In diskreten Zeitschritten wird
nun eine lokale ¨ Uberf¨ uhrungsfunktion auf jede Zelle zur gleichen Zeit angewendet. Der n¨ achste
Zustand jeder Zelle h¨ angt vom Zustand der Zelle selbst und den Zust¨ anden des linken und
rechten Nachbarn ab. Somit sind Zellularautomaten ein paralleles Berechnungsmodell mit
paralleler Verarbeitung der Eingabe. Formal deﬁnieren wir:
Deﬁnition 3.1. Ein Zellularautomat, abgek¨ urzt CA (cellular automaton), ist ein Quintupel
(Q,#,Σ,δ,F), wobei folgendes gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande der Zellen,
(2) #  ∈ Q ist der Grenzzustand,
(3) Σ ⊆ Q ist das Eingabealphabet,
(4) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande und
(5) δ : (Q ∪ {#}) × Q × (Q ∪ {#}) → Q ist die lokale ¨ Uberf¨ uhrungsfunktion.
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# q1 q2 q3 q4 q5 q6 # - ￿ - ￿ - ￿ - ￿ - ￿ - ￿ - ￿
q1 q2 q3 q4 q5 q6 # ￿ ￿ ￿ ￿ ￿ ￿ ￿
Abbildung 3.1: Ein CA (oben) und ein OCA (unten).
Da in CA jede Zelle mit ihrem linken und rechten Nachbarn verbunden ist, haben wir in die-
sen Automaten eine beidseitige Kommunikation zwischen den Zellen oder einen zweiseitigen
Informationsﬂuß. Es ist eine naheliegende Beschr¨ ankung zu fordern, daß jede Zelle nur von
einer Seite Informationen erh¨ alt. In diesem Fall ist jede Zelle nur mit ihrem rechten Nachbarn
verbunden und die lokale ¨ Uberf¨ uhrungsfunktion δ ist dann eine Abbildung von Q×(Q∪{#})
nach Q. Diese Zellularautomaten mit einseitiger Kommunikation oder einseitigem Informati-
onsﬂuß werden OCA (one-way cellular automata) abgek¨ urzt.
In Abbildung 3.1 ist oben ein Zellularautomat mit zweiseitiger Kommunikation (CA) darge-
stellt. Unten ist ein Zellularautomat mit einseitiger Kommunikation (OCA) abgebildet. Die
linke Randzelle ist im Zustand q1 ∈ Q und die rechte Randzelle im Zustand q6 ∈ Q.
Zur Vereinfachung werden wir im folgenden Zellen mit nat¨ urlichen Zahlen bezeichnen.
Eine Konﬁguration eines Zellularautomaten zu einem bestimmten Zeitpunkt t ≥ 0 ist eine
Beschreibung des Gesamtzustands des Automaten. Formal deﬁnieren wir eine Abbildung
ct : {1,...,n} → Q mit n ∈ N. Die Anfangskonﬁguration zum Zeitpunkt 0 wird durch die
Eingabe w = x1 ...xn deﬁniert: c0,w(i) = xi, 1 ≤ i ≤ n.
W¨ ahrend einer Berechnung nimmt ein (O)CA nacheinander verschiedene Konﬁgurationen
an. Die Folgekonﬁgurationen werden gem¨ aß der globalen ¨ Uberf¨ uhrungsfunktion ∆ berechnet.
Sei ct mit t ≥ 0 eine Konﬁguration; dann ist die Folgekonﬁguration folgendermaßen f¨ ur CA
(oben) und OCA (unten) deﬁniert:
ct+1 = ∆(ct) ⇐⇒
ct+1(1) = δ(#,ct(1),ct(2))
ct+1(i) = δ(ct(i − 1),ct(i),ct(i + 1)),i ∈ {2,...,n − 1}
ct+1(n) = δ(ct(n − 1),ct(n),#)
ct+1 = ∆(ct) ⇐⇒
ct+1(i) = δ(ct(i),ct(i + 1)),i ∈ {1,...,n − 1}
ct+1(n) = δ(ct(n),#)
Wir sagen, daß ein (O)CA eine Eingabe w akzeptiert, falls es einen Zeitpunkt i w¨ ahrend der
Berechnung gibt, an dem die linke Randzelle einen akzeptierenden Zustand f ∈ F annimmt.
Deﬁnition 3.2. Sei A = (Q,#,Σ,δ,F) ein (O)CA.
(1) Ein Wort w ∈ Σ+ wird von A akzeptiert, falls es einen Zeitpunkt i ∈ N gibt mit ci(1) ∈ F
f¨ ur die Konﬁguration ci = ∆i(c0,w).
(2) T(A) = {w ∈ Σ+ | w wird von A akzeptiert} bezeichnet die von A akzeptierte Sprache.3.2. DEFINITION VON ITERATIVEN ARRAYS 29
(3) Sei t : N → N, t(n) ≥ n, eine rekursive Funktion und iw der minimale Zeitpunkt, an dem A
das Wort w ∈ T(A) akzeptiert. Falls alle w ∈ T(A) innerhalb von iw ≤ t(|w|) Zeitschritten
akzeptiert werden, dann sagen wir, daß T(A) die Zeitkomplexit¨ at t hat.
(4) Lt(OCA) = {L | L wird von einem OCA mit Zeitkomplexit¨ at t akzeptiert}
Lt(CA) = {L | L wird von einem CA mit Zeitkomplexit¨ at t akzeptiert}
(5) Falls t(n) = n, dann sagen wir, daß die Sprachen in Realzeit akzeptiert werden. Die entspre-
chenden Sprachklassen bezeichnen wir mit Lrt(OCA) und Lrt(CA). Die in Linearzeit ak-
zeptierten Sprachen Llt(OCA) und Llt(CA) sind folgendermaßen deﬁniert: Llt((O)CA) =
 
k∈Q,k≥1 L⌈k t⌉((O)CA) mit t(n) = n. Die entsprechenden Zellularautomatenklassen be-
zeichnen wir mit Realzeit-OCA, Realzeit-CA, Linearzeit-OCA und Linearzeit-
CA. Die Sprachklassen L(CA) und L(OCA) umfassen die Sprachen, die von einem CA
oder einem OCA in beliebiger Zeit akzeptiert werden k¨ onnen.
Bemerkung 3.3. Man kann sich leicht ¨ uberlegen, daß eine Sprache, die von einem (O)CA
in beliebiger Zeit akzeptiert wird, bereits zu einer Sprachklasse Lt((O)CA) geh¨ ort mit t(n) =
O(cn), wobei c eine Konstante ist: Da jeder Zellularautomat nur eine endliche Zustandsmenge
besitzt und bei gegebener Eingabe nur eine feste Anzahl von Zellen zur Verf¨ ugung steht,
werden nach sp¨ atestens O(cn) Zeitschritten die Konﬁgurationen periodisch. Ist also nach
O(cn) Zeitschritten die Eingabe nicht akzeptiert worden, dann wird sie nie akzeptiert.
Beispiel 3.4. Als Beispiel f¨ ur einen Zellularautomaten, der eine kontextfreie Sprache akzep-
tiert, betrachten wir einen Realzeit-OCA f¨ ur die Sprache {anbn | n ≥ 1}. Wir skizzieren die
Konstruktion: Es werden a’s mit b’s verglichen. Sobald eine Zelle mit dem Zustand a eine
rechte Nachbarzelle mit dem Zustand b hat, geht die Zelle in einen Zustand m ¨ uber. Die b’s
werden in jedem Zeitschritt um eine Stelle nach links geschoben. Die letzte Stelle der Einga-
be wird mit einem Zustand e f¨ ur Ende markiert. Sobald eine Zelle mit dem Zustand m eine
rechte Nachbarzelle mit dem Zustand e hat, geht die Zelle in einen akzeptierenden Zustand
g ¨ uber. Wird gegen die korrekte Formatierung verstoßen, wird ein Zustand f angenommen.
In Abbildung 3.2 ﬁnden sich zwei Beispielberechnungen.
3.2 Deﬁnition von iterativen Arrays
Zellularautomaten sind ein paralleles Berechnungsmodell mit paralleler Eingabe. Wir deﬁ-
nieren nun ein paralleles Berechnungsmodell mit sequentieller Eingabe. Dazu betrachten wir
wiederum eine Menge identischer Zellen, die in einer Reihe angeordnet sind. Anfangs beﬁn-
den sich alle Zellen in einem besonderen Ruhezustand q0. Wie bei Zellularautomaten ist jede
Zelle mit ihrem linken und rechten Nachbarn verbunden und die lokale ¨ Uberf¨ uhrungsfunktion
wird zu diskreten Zeitschritten synchron auf jede Zelle angewendet. Zus¨ atzlich gibt es eine
besondere Zelle, die Kommunikationszelle, die mit der Eingabe kommuniziert. Das heißt, in
jedem Zeitschritt wird von dieser Zelle ein Eingabesymbol verarbeitet. Ist die gesamte Ein-
gabe verarbeitet, dann wird ein besonderes Eingabeendesymbol ▽ gelesen. Formal deﬁnieren
wir ein iteratives Array wie folgt:
Deﬁnition 3.5. Ein iteratives Array, abgek¨ urzt IA, ist ein Tupel (Q,Σ,▽,δ0,δ,q0,F), wobei
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t = 0 # a a a b b b # # a b a a b b #
t = 1 # a a m b b e # # m f a m b e #
t = 2 # a a b b e # # f f a b e #
t = 3 # a m b e # # f f m e #
t = 4 # a b e # # f f g #
t = 5 # m e # # f f #
t = 6 # g # # f #
Abbildung 3.2: Beispielberechungen eines Realzeit-OCA f¨ ur die Sprache {anbn | n ≥ 1}
anhand der Eingaben aaabbb und abaabb. Im ersten Fall nimmt die erste Zelle nach sechs
Zeitschritten einen akzeptierenden Zustand an, im zweiten Fall nimmt die erste Zelle nie einen
akzeptierenden Zustand an. Die in den weiß dargestellten Zellen angenommenen Zust¨ ande
k¨ onnen aufgrund der Realzeitbedingung die Gesamtberechnung nicht mehr beeinﬂussen und
sind daher nicht abgebildet.
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande der Zellen,
(2) Σ ist das Eingabealphabet,
(3) ▽  ∈ Σ ist das Symbol f¨ ur das Eingabeende,
(4) δ0 : Q3 × (Σ ∪ {▽}) → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die mit der Eingabe
kommunizierende Zelle, im folgenden Kommunikationszelle genannt.
(5) δ : Q3 → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen, nicht mit der Eingabe
kommunizierenden Zellen.
(6) q0 ∈ Q ist der Ruhezustand, wobei gilt: δ(q0,q0,q0) = q0
(7) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande.
Eine Konﬁguration eines IA zum Zeitpunkt t ≥ 0 ist ein Paar (ct,wt), wobei wt ∈ Σ∗ die
verbleibende Eingabe ist und ct : Z → Q eine Funktion ist, die den einzelnen Zellen ihren
aktuellen Zustand zuordnet. Die Konﬁguration (c0,w0) zum Zeitpunkt 0 ist durch die Eingabe
w0 und die Abbildung c0(i) = q0 f¨ ur i ∈ Z deﬁniert. Die globale ¨ Uberf¨ uhrungsfunktion ∆
wird durch δ und δ0 folgendermaßen induziert: Sei (ct,wt) f¨ ur t ≥ 0 eine Konﬁguration.
(ct+1,wt+1) = ∆((ct,wt)) ⇐⇒
ct+1(i) = δ(ct(i − 1),ct(i),ct(i + 1)),i ∈ Z \ {0}
ct+1(0) = δ0(ct(−1),ct(0),ct(1),x),3.2. DEFINITION VON ITERATIVEN ARRAYS 31
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Abbildung 3.3: Ein iteratives Array (IA).
wobei x = ▽,wt+1 = ǫ (falls wt = ǫ) und x = x1, wt+1 = x2 ...xn (falls wt = x1 ...xn).
Eine Eingabe w wird von einem IA akzeptiert, falls es einen Zeitpunkt i w¨ ahrend der Berech-
nung gibt, so daß die Kommunikationszelle einen akzeptierenden Zustand annimmt.
Deﬁnition 3.6. Sei A = (Q,Σ,▽,δ0,δ,q0,F) ein IA.
(1) Ein Wort w ∈ Σ+ wird von A akzeptiert, falls es einen Zeitpunkt i ∈ N gibt mit ci(0) ∈ F
f¨ ur die Konﬁguration (ci,wi) = ∆i((c0,w0)).
(2) T(A) = {w ∈ Σ+ | w wird von A akzeptiert} bezeichnet die von A akzeptierte Sprache.
(3) Sei t : N → N, t(n) ≥ n, eine rekursive Funktion und iw der minimale Zeitpunkt, an dem A
das Wort w ∈ T(A) akzeptiert. Falls alle w ∈ T(A) innerhalb von iw ≤ t(|w|) Zeitschritten
akzeptiert werden, dann sagen wir, daß T(A) die Zeitkomplexit¨ at t habe.
(4) Lt(IA) = {L | L wird von einem IA mit Zeitkomplexit¨ at t akzeptiert}
(5) Falls t(n) = n + 1, dann sagen wir, daß die Sprachen in Realzeit akzeptiert werden. Das
ist die k¨ urzeste Zeit, um die gesamte Eingabe zu lesen und das Eingabeende zu erkennen.
Die entsprechende Sprachklasse bezeichnen wir mit Lrt(IA). Die in Linearzeit akzeptier-
ten Sprachen Llt(IA) sind folgendermaßen deﬁniert: Llt(IA) =
 
k∈Q,k≥1 L⌈k t⌉(IA) mit
t(n) = n+1. Die entsprechenden Automatenklassen bezeichnen wir mit Realzeit-IA und
Linearzeit-IA. Mit L(IA) bezeichnen wir die Klasse der Sprachen, die von IA akzeptiert
werden, die keiner Zeitbeschr¨ ankung unterliegen und deren Platzbedarf durch die L¨ ange der
Eingabe beschr¨ ankt ist.
Beispiel 3.7. Wir konstruieren ein iteratives Array, das L = {ancmbn | n,m ≥ 1} akzep-
tiert. Dazu wird ¨ ahnlich zur Konstruktion in [Kut01b] ein bin¨ arer Z¨ ahler konstruiert, dessen
niedrigstwertiges Bit in der Kommunikationszelle lokalisiert ist. Bei Bedarf wird der Z¨ ahler
nach links vergr¨ oßert. Bei einem Eingabesymbol a wird der Z¨ ahler um eins erh¨ oht, bei b um32 KAPITEL 3. ZELLULARAUTOMATEN
eins verringert und bei einem c nicht ver¨ andert. In [Kut01b] wird beobachtet, daß hierf¨ ur
einseitiger Informationsﬂuß ausreicht. Wir geben im folgenden die ¨ Uberf¨ uhrungsfunktionen
δ0 und δ eines IA an, wobei δ0 zun¨ achst alle Informationen von links und rechts und δ alle
Informationen von links ignoriert. Ein   bedeutet, daß dieser ¨ Ubergang nicht deﬁniert werden
muß, da bei jeder Eingabe eine solche Situation niemals auftreten kann.
δ0 a b c ▽
0 1 1− 0 g
0+ 1 1− 0 f
1 0+ 0 1 f
1− 0+ 0 1 f
und
δ 0 0+ 1 1−
0 0 1 0 1−
0+ 0   0 1−
1 1 0+ 1 0
1− 1 0+ 1  
Wir haben in einem IA beidseitigen Informationsﬂuß zur Verf¨ ugung. Das erm¨ oglicht uns, die
L¨ ange des bin¨ aren Z¨ ahlers an die tats¨ achlich ben¨ otigte L¨ ange anzupassen: Ist die erste Zelle
des Z¨ ahlers im Zustand 0+ und ihr linker Nachbar im Zustand 0, dann muß die L¨ ange um
eins erh¨ oht werden. Ist die erste Zelle des Z¨ ahlers im Zustand 1 und ihr rechter Nachbar im
Zustand 1−, dann muß die L¨ ange um eins verringert werden. Die erste Zelle des Z¨ ahlers ist
in den folgenden Beispielberechnungen grau hinterlegt.
Ein Realzeit-IA f¨ ur die Sprache L arbeitet nun folgendermaßen: Die korrekte Formatierung
wird von der Kommunikationszelle ¨ uberpr¨ uft. Bei Verst¨ oßen dagegen wird die Eingabe ver-
worfen. Bei korrekter Eingabe wird der Z¨ ahler bei Lesen von a’s erh¨ oht, beim Lesen von
c’s nicht ver¨ andert und beim Lesen von b’s verringert. Der Sonderfall, daß mehr b’s statt
a’s gelesen werden, wird wie folgt behandelt: Sobald die Kommunikationszelle die erste Zelle
des Z¨ ahlers ist, der bereits auf Null heruntergez¨ ahlt wurde, dann wird bei weiteren b’s in
der Eingabe ein Fehlerzustand f angenommen. Wird das Eingabeendesymbol gelesen, dann
wird gepr¨ uft, ob die Kommunikationszelle die erste Zelle des Z¨ ahlers ist und der Z¨ ahler auf
Null heruntergez¨ ahlt ist. Ist das der Fall, dann wird ein akzeptierender Zustand g angenom-
men, ansonsten wird die Eingabe verworfen. In Abbildung 3.4 auf Seite 33 werden einige
Beispielberechnungen angegeben. Da die Zellen 1,2,... nicht ben¨ otigt werden, sind sie nicht
abgebildet. Weiterhin wird in der Kommunikationszelle nicht die ¨ Uberpr¨ ufung der korrekten
Formatierung abgebildet.
Bemerkung 3.8. Es sei A ein Realzeit-IA. In [Kut01a] wird erkl¨ art, daß das Ergebnis einer
Berechnung bei einer verbleibenden Eingabe der L¨ ange m in A lediglich von den Zust¨ anden
der Zellen −m−1,...,0,...,m+1 abh¨ angt, da die ¨ ubrigen Zellen aufgrund der Nachbarschaft
das Ergebnis nicht mehr beeinﬂussen k¨ onnen. Wir bezeichnen daher die Zust¨ ande der Zellen
−m−1,...,0,...,m+1 mit dem Ausdruck m-Fenster. Oﬀenbar gibt es in einem Realzeit-IA
h¨ ochstens n2(m+1)+1 verschiedene m-Fenster, wobei n die Anzahl der Zust¨ ande bezeichnet.
3.3 Generative M¨ achtigkeit
In folgendem Satz fassen wir die bekannten Ergebnisse und Zusammenh¨ ange zwischen CA,
IA und Sprachklassen der Chomskyhierarchie zusammen.3.3. GENERATIVE M¨ ACHTIGKEIT 33
t = 13 0 0 0 g 0 0 0 f 0 0 0 f
t = 12 0 0 0 0 ▽ 0 0 0 f ▽ 0 0 1 1− ▽
t = 11 0 0 1 1− b 0 0 0 0 b 0 1 1− 0 b
t = 10 0 1 1− 0 b2 0 0 1 1− b2 0 1 0 1− b2
t = 9 0 1 0 1− b3 0 1 1− 0 b3 0 1 0 0 b3
t = 8 0 1 0 0 b4 0 1 0 1− b4 0 1 0 0 cb3
t = 7 0 1 0 1 b5 0 1 0 0 b5 0 1 0 0 c2b3
t = 6 0 1 0 1 cb5 0 1 0 0 cb5 0 1 0 0 c3b3
t = 5 0 0 0+ 1 c2b5 0 0 0+ 0 c2b5 0 0 0+ 0 c4b3
t = 4 0 0 1 0+ ac2b5 0 0 1 0+ c3b5 0 0 1 0+ c5b3
t = 3 0 0 1 1 a2c2b5 0 0 1 1 ac3b5 0 0 1 1 ac5b3
t = 2 0 0 0 0+ a3c2b5 0 0 0 0+ a2c3b5 0 0 0 0+ a2c5b3
t = 1 0 0 0 1 a4c2b5 0 0 0 1 a3c3b5 0 0 0 1 a3c5b3
t = 0 0 0 0 0 a5c2b5 0 0 0 0 a4c3b5 0 0 0 0 a4c5b3
−3 −2 −1 0 −3 −2 −1 0 −3 −2 −1 0
Abbildung 3.4: Berechnungen f¨ ur die Eingaben a5c2b5, a4c3b5 und a4c5b3 in Beispiel 3.7
Satz 3.9. Es gelten die in Abbildung 3.5 dargestellten Inklusionen und ¨ Aquivalenzen. Die Sprach-
klassen Lrt(OCA) und Lrt(IA) sind unvergleichbar.
Beweis. Beweise zu den einzelnen Aussagen sind zu ﬁnden in [Smi70],[CC84],[Kut01a] und
[BKK02].  
F¨ ur sp¨ atere Konstruktionen sind die beiden folgenden S¨ atze besonders wichtig, in denen
gezeigt wird, wie Teilklassen der kontextfreien Sprachen konstruktiv von Zellularautomaten
akzeptiert werden k¨ onnen.
Satz 3.10. [Smi70] Es sei G eine linear kontextfreie Grammatik. Dann kann ein Realzeit-OCA
A konstruiert werden, so daß T(A) = L(G) gilt.
Satz 3.11. [Kut01a] Es sei M ein DPDAǫ. Dann kann ein Realzeit-IA A konstruiert werden, so
daß T(A) = T(M) gilt.
Zur Unvergleichbarkeit zellularer Sprachklassen und kontextfreier Sprachen gibt es folgende
Ergebnisse:
Satz 3.12. [Ter95] 2-LCF und Lrt(OCA) sind unvergleichbar.
Satz 3.13. LCF und Lrt(IA) und DCF und Lrt(IA) sind unvergleichbar.
Beweis. In [Col69] wird gezeigt, daß L = {ww | w ∈ Σ∗} eine Realzeit-IA-Sprache ist. Da L
nicht kontextfrei ist, gilt Lrt(IA) \ LCF  = ∅ und Lrt(IA) \ DCF  = ∅. In [Kut01a] wird eine34 KAPITEL 3. ZELLULARAUTOMATEN
DCS = L(CA) = L(IA)
⊆
CF ⊂ L(OCA)
⊆
⊆
Llt(CA) = Llt(IA)
⊆
⊂
DCF ⊂ Lrt(CA) ⊃ Lrt(IA) ⊃ DCFǫ
=
Llt(OCA)R
⊂
REG ⊂ LCF ⊂ Lrt(OCA)
Abbildung 3.5: Beziehungen zwischen Sprachklassen der Chomskyhierarchie und Sprachklas-
sen, die von CA und IA erzeugt werden.
Sprache L′ ∈ DCF∩LCF konstruiert, von der gezeigt wird, daß sie keine Realzeit-IA-Sprache
ist. Also gilt LCF \ Lrt(IA)  = ∅ und DCF \ Lrt(IA)  = ∅.  
Wir werden sp¨ ater sehen, daß die von Zellularautomaten akzeptierten Sprachklassen kein
Pumpinglemma besitzen k¨ onnen. F¨ ur Realzeit-OCA-Sprachen, die zyklische W¨ orter enthal-
ten, also W¨ orter der Form z = wk mit w ∈ Σ∗ und k ≥ 0, ist es allerdings m¨ oglich, ein
Pumpinglemma zur Verf¨ ugung zu stellen.
Lemma 3.14. [Nak99] Sei L ∈ Lrt(OCA). Dann gibt es ein n ≥ 1, so daß f¨ ur jedes Wort w
und jede ganze Zahl k ≥ 1 folgendes gilt: Falls wk ∈ L und k > n|w| ist, dann gibt es eine ganze
Zahl m mit 1 ≤ m ≤ n|w|, so daß wk+j m ∈ L f¨ ur alle j ≥ 1.
F¨ ur sp¨ atere Konstruktionen ist die Abgeschlossenheit unter gewissen Operationen hilfreich.
Daher fassen wir die f¨ ur Zellularautomaten bekannten Abschlußeigenschaften in folgendem
Satz zusammen:
Satz 3.15. F¨ ur die Sprachklassen Lrt(OCA), Lrt(CA) und Lrt(IA) gelten die in Tabelle 3.1
zusammengefaßten Abschlußeigenschaften.
Beweis. Beweise zu den Aussagen ﬁnden sich in [Col69], [Sei79] und [CC84].  
Lemma 3.16. Die Sprachklasse Lrt(IA) ist unter markiertem Kleene-Abschluß abgeschlossen.
Beweis. Die Behauptung wird in [Kle99] bewiesen.  
Bemerkung 3.17. Die regul¨ aren Sprachen sind nach [HU79] unter Quotientenbildung mit
beliebigen Mengen abgeschlossen. Diese Abgeschlossenheit ist aber im allgemeinen nicht ef-
fektiv in dem Sinn, daß man einen DFA, der den Quotienten R/M einer regul¨ aren Menge R
mit einer beliebigen Menge M akzeptiert, algorithmisch bestimmen kann, da die Menge M
durchaus nicht rekursiv aufz¨ ahlbar sein kann. F¨ ur Einzelheiten sei auf die Diskussion nach
Theorem 3.6 in [HU79] verwiesen. Bei allen positiven Abschlußeigenschaften aus Tabelle 3.1
k¨ onnen wir allerdings beobachten, daß diese eﬀektiv sind. Das heißt f¨ ur eine bin¨ are Opera-
tion ◦: Sind zwei Sprachen einer Sprachklasse durch zwei Automaten A1 und A2 aus einer
Automatenklasse A gegeben, dann kann ein Automat A aus A eﬀektiv konstruiert werden
mit T(A) = T(A1) ◦ T(A2). F¨ ur un¨ are Operationen ist der Begriﬀ analog deﬁniert.3.4. WEITERE MODELLE 35
Lrt(OCA) Lrt(CA) Lrt(IA)
Vereinigung ja ja ja
Schnitt ja ja ja
Komplement ja ja ja
Homomorphismus nein nein nein
ǫ-freier Homomorphismus nein ? nein
inverser Homomorphismus ja ja ja
Linkskonkatenation mit REG ja ? nein
Rechtskonkatenation mit REG ja ja ja
markierte Konkatenation ja ja ja
Spiegelung ja ? nein
Tabelle 3.1: Abschlußeigenschaften der Sprachklassen Lrt(OCA), Lrt(CA) und Lrt(IA)
3.4 Weitere Modelle
Wir beschreiben nun noch einige erweiterte zellulare Modelle, die in dieser Arbeit ben¨ otigt
werden. Außerdem werden wir den Begriﬀ der Beschleunigung von Zellularautomaten und
das Konzept der Signale in Zellularautomaten einf¨ uhren.
Die Sprachklasse Lrt(OCA) ist nicht unter ǫ-freiem Homomorphismus abgeschlossen [Sei79].
In [BKK02] werden Realzeit-OCA untersucht, die im ersten Schritt nichtdeterministisch agie-
ren d¨ urfen. Die erhaltene Automatenklasse wird Realzeit-”One-guess“-OCA genannt und die
zugeh¨ orige Sprachklasse mit Lrt(1G-OCA) bezeichnet. Im weiteren werden wir das Ergebnis
verwenden, daß der Abschluß von Lrt(OCA) unter ǫ-freiem Homomorphismus ¨ aquivalent zu
Lrt(1G-OCA) ist.
Satz 3.18. [BKK02] Eine Sprache L ist genau dann in Lrt(1G-OCA) enthalten, wenn es einen
ǫ-freien Homomorphismus hǫ und eine Sprache L′ ∈ Lrt(OCA) gibt mit L = hǫ(L′).
Ein ¨ ahnliches Ergebnis ist f¨ ur iterative Arrays bekannt, die in Realzeit arbeiten und eine
nichtdeterministisch agierende Kommunikationszelle besitzen. Man spricht dann von nicht-
deterministischen iterativen Arrays (NIA). Die zugeh¨ orige Sprachklasse wird mit Lrt(NIA)
bezeichnet. In analoger Weise charakterisiert der Abschluß von Lrt(IA) unter ǫ-freiem Homo-
morphismus die nichtdeterministische Sprachklasse Lrt(NIA).
Satz 3.19. [Kle99] Eine Sprache L ist genau dann in Lrt(NIA) enthalten, wenn es einen ǫ-freien
Homomorphismus hǫ und eine Sprache L′ ∈ Lrt(IA) gibt mit L = hǫ(L′).
Unter Beschleunigung einer Berechnung bei Zellularautomaten verstehen wir folgendes: Wenn
ein Automat A eine Eingabe w in Zeit t(|w|) akzeptiert, dann akzeptiert ein ”beschleunigter“
Automat A′ die Eingabe w in Zeit t′(|w|) und t′(n) ≤ t(n) f¨ ur alle n ∈ N. F¨ ur CA und IA
mit beliebigen Zeitkomplexit¨ aten gilt, daß die Berechnungen immer um einen linearen Faktor
beschleunigt werden k¨ onnen. Man spricht daher von linearer Beschleunigung.36 KAPITEL 3. ZELLULARAUTOMATEN
Satz 3.20. [Kut01b] F¨ ur alle k ∈ N mit k > 0 existiert zu jedem CA (OCA, IA) A mit Zeit-
komplexit¨ at rt + r(n), r : N → N, ein CA (OCA, IA) A′ mit Zeitkomplexit¨ at rt +
 
r(n)
k
 
und
T(A′) = T(A).
Beispiel 3.21. Durch Anwendung des obigen Satzes wird in [Kut01b] gezeigt, daß Linearzeit-
OCA fast bis auf Realzeit beschleunigt werden k¨ onnen. Es gilt f¨ ur alle ǫ ∈ Q mit ǫ > 0:
Llt(OCA) = L(1+ǫ) rt(OCA)
Wir haben in Beispiel 3.7 gesehen, daß Z¨ ahler in Zellularautomaten und iterativen Arrays
konstruiert werden k¨ onnen. Wie wir in dieser Arbeit sehen werden, sind Z¨ ahler ein wichtiges
Hilfsmittel f¨ ur Konstruktionen in zellularen Modellen. F¨ ur weitere Z¨ ahlerkonstruktionen sei
auf [Kut01b] verwiesen. Ein weiteres Konstruktionsmittel sind Signale, die in [MT99] und
[Kut01b] ausf¨ uhrlich deﬁniert und diskutiert werden. Wir werden in dieser Arbeit den Begriﬀ
Signal nur in folgendem vereinfachten Sinn verstehen:
Ein Signal wandert mit Geschwindigkeit v von Zelle i nach rechts (links), falls die Zelle i zum
Zeitpunkt t im Zustand q ist und f¨ ur j ≥ 1 jede Zelle i+j (i−j) zum Zeitpunkt t+(1/v) j
den Zustand q annimmt.
Beispiel 3.22. Wir betrachten zwei Beispiele. In Abbildung 3.6 (rechts) ﬁndet man ein Signal
mit Geschwindigkeit v = 1, also mit maximaler Geschwindigkeit, von links nach rechts. In
Abbildung 3.6 (links) ﬁndet man ein Signal mit Geschwindigkeit v = 1/2 von rechts nach
links.
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t = 6 q
t = 5 q t = 5 q
t = 4 q t = 4 q
t = 3 q t = 3 q
t = 2 q t = 2 q
t = 1 q t = 1 q
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Abbildung 3.6: Signal mit Geschwindigkeit 1/2 von rechts nach links (links) und mit Ge-
schwindigkeit 1 von links nach rechts (rechts)Kapitel 4
Nichtrekursive Tradeoﬀs in
Zellularautomaten
Im vorigen Kapitel haben wir Zellularautomaten und iterative Arrays als parallele Berech-
nungsmodelle mit paralleler und sequentieller Eingabe deﬁniert und anhand von Beispielen
vorgestellt. In diesem Kapitel werden wir nun die Beschreibungskomplexit¨ at von Zellular-
automaten untersuchen. Wir vergleichen zun¨ achst Zellularautomaten mit sequentiellen Mo-
dellen wie beispielsweise endlichen Automaten und Kellerautomaten bez¨ uglich ihrer Beschrei-
bungskomplexit¨ at. Das Ergebnis wird sein, daß das parallele Modell im Vergleich zum se-
quentiellen Modell Gr¨ oßeneinsparungen liefern kann, die durch keine rekursive Funktion be-
schr¨ ankt sind. Wir haben also nichtrekursive Tradeoﬀs zwischen diesen Modellen. Um die
Ergebnisse zu erhalten, werden wir die in Satz 2.28 zusammengefaßte Methode benutzen, die
auf eine Technik von Hartmanis zur¨ uckgeht. Dazu ist es einerseits n¨ otig, daß man zu einer Tu-
ringmaschine M eine Sprache LM und einen Zellularautomaten, der diese Sprache akzeptiert,
konstruieren kann. Andererseits muß gezeigt werden, daß die Sprache LM nur dann von einem
DFA oder PDA akzeptiert werden kann, wenn die urspr¨ ungliche Turingmaschine eine endli-
che Menge akzeptiert. Hierzu werden wir f¨ ur LM die Mengen VALC[M] und INVALC[M] der
g¨ ultigen und ung¨ ultigen Berechnungen einer Turingmaschine M w¨ ahlen und in Kapitel 4.1 die
entsprechenden Behauptungen zeigen. Wir erhalten dann nichtrekursive Tradeoﬀs zwischen
Zellularautomaten und DFA bzw. PDA.
In Kapitel 3.1 wurden Zellularautomaten mit einseitigem und beidseitigem Informationsﬂuß
deﬁniert. Außerdem wurde bez¨ uglich der Zeitkomplexit¨ at zwischen Realzeit und Linearzeit
unterschieden. Nach Satz 3.9 f¨ uhrt beidseitiger Informationsﬂuß im Vergleich zu einseiti-
gem Informationsﬂuß unter Realzeitbedingungen zu einem Anstieg der generativen M¨ achtig-
keit. Ebenso f¨ uhrt in OCA Linearzeit im Vergleich zu Realzeit zu einer gr¨ oßeren generati-
ven M¨ achtigkeit. Bez¨ uglich der Beschreibungskomplexit¨ at erhalten wir in beiden F¨ allen, daß
das m¨ achtigere Modell zu nichtrekursiv beschr¨ ankten Einsparungen f¨ uhren kann. Wir haben
nichtrekursive Tradeoﬀs zwischen Realzeit-CA und Realzeit-OCA und zwischen Linearzeit-
OCA und Realzeit-OCA.
In den Kapiteln 4.2 und 4.3 besch¨ aftigen wir uns mit Entscheidbarkeitsfragen f¨ ur Zellularau-
tomaten. Wie wir bereits in Kapitel 2.6 erw¨ ahnt haben, kann man positive Entscheidbarkeits-
fragen als ein gutes Zeichen f¨ ur die praktische Verwendung eines Automatenmodells werten.
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Wir werden hier f¨ ur das allgemeine Modell zun¨ achst nur negative Entscheidbarkeitsergeb-
nisse beweisen k¨ onnen. Die Tatsache, daß die g¨ ultigen und ung¨ ultigen Berechnungen einer
Turingmaschine von Zellularautomaten akzeptiert werden k¨ onnen, f¨ uhrt dazu, daß viele Ent-
scheidbarkeitsfragen f¨ ur Zellularautomaten auf Entscheidbarkeitsfragen f¨ ur Turingmaschinen
reduziert werden k¨ onnen. Da nach dem Satz von Rice (Satz 2.17) jede nichttriviale Eigen-
schaft einer Turingmaschine unentscheidbar ist, erhalten wir, daß f¨ ur Zellularautomaten ”fast
nichts“ entscheidbar ist. Dar¨ uber hinaus k¨ onnen wir zeigen, daß viele Entscheidbarkeitsfra-
gen nicht einmal semientscheidbar sind. Das heißt, es gibt nicht einmal einen Algorithmus,
der f¨ ur positive Eingaben h¨ alt und die entsprechenden Fragen beantwortet. Als Konsequenz
aus den Unentscheidbarkeits- und Nichtsemientscheidbarkeitsergebnissen erhalten wir, daß
es f¨ ur zellulare Sprachklassen kein Pumpinglemma gibt. Ebenfalls gibt es f¨ ur Zellularauto-
maten keinen Minimimierungsalgorithmus, der einen gegebenen Zellularautomaten in einen
¨ aquivalenten Zellularautomaten mit einer minimalen Zustandszahl umwandelt.
Nach Satz 3.12 ist bekannt, daß die Klasse der kontextfreien Sprachen und die Klasse der von
Realzeit-OCA akzeptierten Sprachen unvergleichbar ist. In Kapitel 4.4 k¨ onnen wir zeigen,
daß Lrt(OCA) auch mit vielen anderen Teilklassen der Chomsky-Hierarchie, die zwischen
den kontextfreien und rekursiv aufz¨ ahlbaren Sprachen liegen, unvergleichbar ist.
4.1 Nichtrekursive Tradeoﬀs
Um sp¨ ater nichtrekursive Tradeoﬀs mit Hilfe von Satz 2.28 zeigen zu k¨ onnen, konstruieren
wir zun¨ achst zwei Realzeit-OCA f¨ ur die g¨ ultigen und ung¨ ultigen Berechnungen einer Turing-
maschine.
Satz 4.1. Sei M eine Turingmaschine. Dann k¨ onnen zwei Realzeit-OCA A1 und A2 eﬀektiv
konstruiert werden mit T(A1) = VALC[M] und T(A2) = INVALC[M].
Beweis. In [HU79] wird gezeigt, daß INVALC[M] eine kontextfreie Sprache ist. Wir betrach-
ten die Konstruktion nun etwas genauer und zeigen, daß INVALC[M] sogar eine linear kon-
textfreie Sprache ist. Daher k¨ onnen wir eine linear kontextfreie Grammatik G konstruieren
mit L(G) = INVALC[M]. Nach Satz 3.10 kann zu gegebener linear kontextfreier Gramma-
tik G ein Realzeit-OCA A mit T(A) = L(G) konstruiert werden. Also k¨ onnen wir einen
Realzeit-OCA A2 konstruieren mit T(A2) = INVALC[M]. Da Lrt(OCA) eﬀektiv unter Kom-
plementbildung abgeschlossen ist, k¨ onnen wir daher einen Realzeit-OCA A1 konstruieren mit
T(A1) = VALC[M].
Wir zeigen nun, daß INVALC[M] eine linear kontextfreie Sprache ist.
Sei M = (Q,Σ,Γ,δ,q0,B,F) die zugrundeliegende Turingmaschine. Ein Wort w ist eine
ung¨ ultige Berechnung, falls eine der folgenden Bedingungen zutriﬀt:
(1) w hat ein falsches Format, das heißt, w ist nicht von der Form
ID0(w)#ID1(w)R#ID2(w)#...#ID2m(w)# mit IDi(w) ∈ Γ∗QΓ∗ f¨ ur 0 ≤ i ≤ 2m.
(2) ID0(w) ist keine Startkonﬁguration, das heißt ID0(w)  ∈ {q0}Σ∗.4.1. NICHTREKURSIVE TRADEOFFS 39
(3) ID2m(w) ist keine akzeptierende Konﬁguration, das heißt ID2m(w)  ∈ Γ∗FΓ∗.
(4) Der ¨ Ubergang IDi(w)| − M −IDi+1(w) ist falsch f¨ ur ein gerades i.
(5) Der ¨ Ubergang IDi(w)| − M −IDi+1(w) ist falsch f¨ ur ein ungerades i.
Oﬀenbar k¨ onnen die Bedingungen (1), (2) und (3) jeweils von einem endlichen Automaten
¨ uberpr¨ uft werden. Wir zeigen jetzt, daß die Bedingungen (4) und (5) jeweils von einem 1-
turn-PDA ¨ uberpr¨ uft werden k¨ onnen. Ein 1-turn-PDA A, der die Bedingung (4) ¨ uberpr¨ uft,
r¨ at zun¨ achst eine Stelle in der Eingabe, der eine gerade Anzahl von #-Zeichen vorausgeht.
Die verbleibende Eingabe ist von der Form IDi(w)#z#z′ mit IDi(w),z ∈ Γ∗QΓ∗ und
z′ ∈ (Γ ∪ Q ∪ {#})∗. Es ist nun zu pr¨ ufen, ob z  = IDi+1(w)R ist. In diesem Fall wird
die Eingabe akzeptiert, anderenfalls verworfen. Dazu liest A die Eingabe IDi(w) ein und
schreibt die Folgekonﬁguration IDi+1(w) auf den Keller. Sobald ein # gelesen wurde, wird
die Eingabe z symbolweise mit dem Keller ¨ uberpr¨ uft. Sind das n¨ achste Eingabesymbol und
das oberste Kellersymbol identisch, wird das oberste Kellersymbol vom Keller entfernt und
das n¨ achste Eingabesymbol gelesen. Sind beide Symbole nicht identisch, dann heißt das, daß
z  = IDi+1(w)R ist. Dann liest A den Rest der Eingabe und geht in einen akzeptierenden
Zustand.
Seien p0,p0,p1,pa,pb,pc,pm,pr Zust¨ ande mit {p0,p0,p1,pa,pb,pc,pm,pr} ∩ Q = ∅. Weiterhin
sei Z0 ein neues Symbol mit {Z0} ∩ (Γ ∪ Q) = ∅. Wir deﬁnieren einen PDA
A = {Q ∪ {p0,p0,p1,pa,pb,pc,pm,pr},Γ ∪ Q ∪ {#},Γ ∪ Q ∪ {Z0},δ′,p0,Z0,{pa}}
mit den ¨ Uberf¨ uhrungsregeln
δ′(p0,ǫ,Z0) = {(p0,Z0),(pb,Z0)}
δ′(p0,γ,Z0) = {(p0,Z0)} f¨ ur γ ∈ Γ ∪ Q
δ′(p0,#,Z0) = {(p1,Z0)}
δ′(p1,γ,Z0) = {(p1,Z0)} f¨ ur γ ∈ Γ ∪ Q
δ′(p1,#,Z0) = {(p0,Z0)}
δ′(pb,γ,Z) = {(pb,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ {Z0}
δ′(pb,q,Z) = {(q,Z)} f¨ ur q ∈ Q,Z ∈ Γ ∪ {Z0}.
Diese Regeln stellen sicher, daß eine gerade Anzahl von #-Zeichen gelesen wurde, bevor vom
Zustand pb aus nun die Eingabe IDi(w) solange gelesen und auf den Keller geschrieben wird,
bis ein Zustand q ∈ Q in der Eingabe auftritt. Mit den folgenden Regeln wird dann das
Verhalten der Turingmaschine von q aus simuliert.
Seien γ,Z ∈ Γ und q ∈ Q. Dann deﬁnieren wir folgende ¨ Uberg¨ ange: (p ∈ Q und Y ∈ Γ)
δ′(q,γ,Z) = {(pc,pY Z)} falls δ(q,γ) = (p,Y,R)
δ′(q,γ,Z0) = {(pc,pY Z0)} falls δ(q,γ) = (p,Y,R)
δ′(q,#,Z) = {(pm,pY Z)} falls δ(q,B) = (p,Y,R)
δ′(q,#,Z0) = {(pm,pY Z0)} falls δ(q,B) = (p,Y,R)
δ′(q,γ,Z) = {(pc,Y Zp)} falls δ(q,γ) = (p,Y,L)
δ′(q,γ,Z0) = {(pc,Y BpZ0)} falls δ(q,γ) = (p,Y,L)
δ′(q,#,Z) = {(pm,Y Zp)} falls δ(q,B) = (p,Y,L)
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Anschließend dient der Zustand pc dazu, den Rest der Eingabe bis zum n¨ achsten #-Zeichen
auf den Keller zu schreiben. Der Zustand pm dient zum Vergleich des Kellerinhalts mit der
Eingabe. Sobald ein Fehler gefunden ist, wird die Eingabe akzeptiert. Stimmen Eingabe und
Kellerinhalt ¨ uberein, wird ein nichtakzeptierender Zustand pr angenommen.
δ′(pc,γ,Z) = {(pc,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ Q ∪ {Z0}
δ′(pc,#,Z) = {(pm,Z)} f¨ ur Z ∈ Γ ∪ Q ∪ {Z0}
δ′(pm,γ,Z) = {(pm,ǫ)} f¨ ur γ,Z ∈ Γ ∪ Q mit γ = Z
δ′(pm,γ,Z) = {(pa,Z)} f¨ ur γ ∈ Γ ∪ Q ∪ {#},Z ∈ Γ ∪ Q ∪ {Z0} mit γ  = Z
δ′(pm,#,Z0) = {(pr,Z0)}
δ′(pa,γ,Z) = {(pa,Z)} f¨ ur γ ∈ Γ ∪ Q ∪ {#},Z ∈ Γ ∪ Q ∪ {Z0}
Wir beobachten, daß der Keller nur dann abgebaut werden kann, wenn A im Zustand pm
ist. Von pm aus kann die Kellerh¨ ohe aber nicht wieder vergr¨ oßert werden. Daher ist der
konstruierte PDA ein 1-turn-PDA, der die Bedingung (4) ¨ uberpr¨ uft.
Ein 1-turn-PDA A′ zur ¨ Uberpr¨ ufung der Bedingung (5) kann ¨ ahnlich konstruiert werden. Es
ist die Stelle der Eingabe zu raten, der eine ungerade Anzahl von #-Zeichen vorausgeht. Die
verbleibende Eingabe ist dann von der Form IDi(w)R#z#z′ mit IDi(w),z ∈ Γ∗QΓ∗ und z′ ∈
(Γ∪Q∪{#})∗. Es ist nun zu pr¨ ufen, ob z  = IDi+1(w) ist. Dazu liest A′ die Eingabe IDi(w)R
und schreibt die Spiegelung der Folgekonﬁguration IDi+1(w) auf den Keller. Anschließend
wird der Keller mit der Eingabe verglichen. Tritt ein Fehler auf, wird die Eingabe akzeptiert,
anderenfalls verworfen. Die formale Konstruktion lautet:
A′ = {Q ∪ {p0,p1,pa,pb,pc,pm,pr},Γ ∪ Q ∪ {#},Γ ∪ Q ∪ {Z0},δ′,p0,Z0,{pa}}
mit den ¨ Uberf¨ uhrungsregeln
δ′(p0,γ,Z0) = {(p0,Z0)} f¨ ur γ ∈ Γ ∪ Q
δ′(p0,#,Z0) = {(p1,Z0),(pb,Z0)}
δ′(p1,γ,Z0) = {(p1,Z0)} f¨ ur γ ∈ Γ ∪ Q
δ′(p1,#,Z0) = {(p0,Z0)}
δ′(pb,γ,Z) = {(pb,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ {Z0}
δ′(pb,q,Z) = {(q,Z)} f¨ ur q ∈ Q,Z ∈ Γ ∪ {Z0}.
Seien γ,γ′ ∈ Γ und q ∈ Q. Dann deﬁnieren wir folgende ¨ Uberg¨ ange: (p ∈ Q und Y ∈ Γ)
δ′(q,γ,γ′) = {(pc,γY p)} falls δ(q,γ′) = (p,Y,R)
δ′(q,#,γ′) = {(pm,Y p)} falls δ(q,γ′) = (p,Y,R)
δ′(q,γ,Z0) = {(pc,γY pZ0)} falls δ(q,B) = (p,Y,R)
δ′(q,#,Z0) = {(pm,pY Z0)} falls δ(q,B) = (p,Y,R)
δ′(q,γ,γ′) = {(pc,pγY )} falls δ(q,γ′) = (p,Y,L)
δ′(q,#,γ′) = {(pm,pBY )} falls δ(q,γ′) = (p,Y,L)
δ′(q,γ,Z0) = {(pc,pγY Z0)} falls δ(q,B) = (p,Y,L)
δ′(q,#,Z0) = {(pm,pBY Z0)} falls δ(q,B) = (p,Y,L)4.1. NICHTREKURSIVE TRADEOFFS 41
Weiterhin deﬁnieren wir:
δ′(pc,γ,Z) = {(pc,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ Q ∪ {Z0}
δ′(pc,#,Z) = {(pm,Z)} f¨ ur Z ∈ Γ ∪ Q ∪ {Z0}
δ′(pm,γ,Z) = {(pm,ǫ)} f¨ ur γ,Z ∈ Γ ∪ Q mit γ = Z
δ′(pm,γ,Z) = {(pa,Z)} f¨ ur γ ∈ Γ ∪ Q ∪ {#},Z ∈ Γ ∪ Q ∪ {Z0} mit γ  = Z
δ′(pm,#,Z0) = {(pr,Z0)}
δ′(pa,γ,Z) = {(pa,Z)} f¨ ur γ ∈ Γ ∪ Q ∪ {#},Z ∈ Γ ∪ Q ∪ {Z0}
Wie eben beobachten wir, daß der Keller nur von pm aus abgebaut werden kann, und die
Kellerh¨ ohe von dort nicht vergr¨ oßert werden kann. Daher ist auch dieser konstruierte PDA
ein 1-turn-PDA.
Insgesamt ist INVALC[M] also die Vereinigung von regul¨ aren und linear kontextfreien Spra-
chen, die jeweils eﬀektiv zu konstruieren sind. Daher ist INVALC[M] linear kontextfrei, da
LCF eﬀektiv unter Vereinigung abgeschlossen ist.  
Eine Konsequenz aus Satz 4.1 ist, daß sich die rekursiv aufz¨ ahlbaren Sprachen durch das ho-
momorphe Bild von Lrt(OCA) charakterisieren lassen. Diese Tatsache wird sp¨ ater zu einem
Unvergleichbarkeitskriterium f¨ ur Lrt(OCA) f¨ uhren. Wir erhalten also folgenden Charakteri-
sierungssatz:
Satz 4.2. Eine Sprache L ist genau dann rekursiv aufz¨ ahlbar, wenn es einen Homomorphismus
h und eine Sprache L′ ∈ Lrt(OCA) gibt mit L = h(L′).
Beweis. Wir haben zwei Richtungen zu zeigen. F¨ ur die eine Richtung betrachten wir eine
rekursiv aufz¨ ahlbare Sprache L. Dann gibt es eine Turingmaschine M = (Q,Σ,Γ,δ,q0,B,F)
mit T(M) = L und nach Satz 4.1 einen Realzeit-OCA A mit T(A) = VALC[M]. Oﬀenbar
gilt mit Λ = Γ ∪ Q ∪ {#}:
w ∈ T(M) ⇐⇒ ∃w′ ∈ VALC[M] und x ∈ Λ∗ : w′ = q0w#x
Der gesuchte Homomorphismus h muß also q0 und alle Symbole in einem w′ ∈ VALC[M] ab
dem ersten # l¨ oschen. Wir werden daher zun¨ achst die zu l¨ oschenden Symbole markieren und
anschließend mit einem Homomorphismus l¨ oschen. Dazu deﬁnieren wir Λ′ als eine Kopie von
Λ und betrachten folgenden Homomorphismus h1 : Λ ∪ Λ′ → Λ∗ mit
h1(a) = a f¨ ur alle a ∈ Λ und h1(a′) = a f¨ ur alle a′ ∈ Λ′
Dann ist die Sprache
L′ = h−1
1 (VALC[M]) ∩ {q′
0}Σ∗{#′}(Λ′)∗
in Lrt(OCA), da die Klasse Lrt(OCA) unter inversem Homomorphismus und Schnitt mit
regul¨ aren Mengen abgeschlossen ist. Wir deﬁnieren nun den Homomorphismus h : Σ∪Λ′ → Σ∗
durch
h(a) = a f¨ ur alle a ∈ Σ und h(a′) = ǫ f¨ ur alle a′ ∈ Λ′
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Um die andere Richtung zu zeigen, beobachten wir, daß L′ ∈ Lrt(OCA) eine rekursiv aufz¨ ahl-
bare Sprache ist. Dann ist auch L = h(L′) eine rekursiv aufz¨ ahlbare Sprache, da die Klasse
der rekursiv aufz¨ ahlbaren Sprachen unter Homomorphismus abgeschlossen ist.  
Wir beweisen nun weitere notwendige Behauptungen, um Satz 2.28 anwenden zu k¨ onnen und
so die gew¨ unschten nichtrekursiven Tradeoﬀs zu erhalten.
Lemma 4.3. Sei M eine Turingmaschine und L[M] = {w|w|! |w ∈ {#0}VALC[M]{#1}}.
(1) INVALC[M] ∈ REG ⇔ T(M) ist endlich
(2) VALC[M] ∈ CF ⇔ T(M) ist endlich
(3) L[M] ∈ Lrt(OCA) ⇔ T(M) ist endlich
(4) L[M] ∈ Lrt(CA)
(5) L[M]R ∈ Lrt(OCA) ⇔ T(M) ist endlich
(6) L[M]R ∈ Llt(OCA)
Beweis. (2) Die Behauptung wird in Lemma 8.8 in [HU79] bewiesen.
(1) Ist T(M) endlich, dann ist auch die Menge VALC[M] endlich und damit regul¨ ar. Dann
ist auch das Komplement INVALC[M] regul¨ ar, da REG unter Komplementbildung
abgeschlossen ist. Ist umgekehrt INVALC[M] regul¨ ar, dann ist auch das Komplement
VALC[M] regul¨ ar und damit kontextfrei. Nach (2) ist dann T(M) endlich.
(3) ”⇐“: Ist T(M) endlich, dann ist die Menge VALC[M] endlich. Damit ist auch die Menge
L[M] endlich und somit regul¨ ar. Da REG eine Teilmenge von Lrt(OCA) ist, folgt damit
L[M] ∈ Lrt(OCA).
”⇒“: Wir benutzen das Pumpinglemma f¨ ur zyklische W¨ orter (Lemma 3.14) und zeigen,
daß folgendes gilt:
T(M) ist unendlich ⇒ L[M]  ∈ Lrt(OCA)
F¨ ur einen Widerspruchsbeweis nehmen wir an, daß L[M] ∈ Lrt(OCA) gilt.
Es sei n die Konstante aus Lemma 3.14. Da T(M) unendlich ist, k¨ onnen wir ein
w ∈ {#0}VALC[M]{#1} w¨ ahlen mit |w|! > n|w|. Dann gilt w|w|! ∈ L[M] und die
Voraussetzungen des Lemmas sind erf¨ ullt. Also gibt es ein m ∈ N mit 1 ≤ m ≤ n|w|, so
daß gilt:
w|w|!+j m ∈ L[M] f¨ ur alle j ∈ N
F¨ ur j = 1 gilt insbesondere: w|w|!+m ∈ L[M].
Aus der Absch¨ atzung
|w|! + m ≤ |w|! + n|w| < 2|w|! < (|w| + 1)   |w|! = (|w| + 1)!
folgt, daß |w|! + m keine Fakult¨ at ist. Damit kann es kein w′ ∈ {#0}VALC[M]{#1}
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(4) Wir beschreiben nun, wie ein Realzeit-CA konstruiert werden kann, der L[M] akzeptiert.
Es seien #0 und #1 zwei neue Alphabetsymbole mit {#0,#1}∩Σ = ∅. Wir betrachten
die folgenden drei Sprachen L1,L2 und L3:
L1 = {wx | w ∈ {#0}VALC[M]{#1},x ∈ ({#0}Σ+{#1})+}
L2 = {wn | w ∈ {#0}Σ+{#1},n ∈ N}
L3 = {wx | w ∈ {#0}Σ+{#1},x ∈ ({#0}Σ+{#1})+,|wx|#0 = |w|!}
Oﬀenbar ergibt der Schnitt von L1,L2 und L3 gerade L[M]. Die Sprache L1 stellt
das richtige Format sicher. Die Sprache L2 stellt sicher, daß L[M] nur zyklische W¨ orter
enth¨ alt und L3 z¨ ahlt die richtige Anzahl der Wiederholungen. Da Lrt(CA) unter Schnitt-
bildung abgeschlossen ist, brauchen wir daher nur zu zeigen, daß L1,L2 und L3 jeweils
von einem Realzeit-CA akzeptiert werden kann.
Nach Satz 4.1 gilt VALC[M] ∈ Lrt(OCA). Weiterhin ist Lrt(OCA) unter Konkatenation
mit regul¨ aren Mengen abgeschlossen. Also ist L1 ∈ Lrt(OCA) ⊂ Lrt(CA).
Wir betrachten nun die Sprache L:
L = {x | x = x1#0x2#1#0x3#1x4 ⇒ x2  = x3 mit x2,x3 ∈ Σ+,
x1,x4 ∈ ({#0}Σ∗{#1})∗}
L enth¨ alt gerade die W¨ orter, die keine aufeinanderfolgenden identischen Teilw¨ orter der
Form #0x#1 besitzen. Die Sprache L2 l¨ aßt sich daher wie folgt darstellen:
L2 = L ∩
 
{#0}Σ+{#1}
 +
Wir zeigen nun, daß L eine linear kontextfreie Sprache ist. Dann ist L ∈ LCF ⊂
Lrt(OCA). Da Lrt(OCA) unter Komplementbildung und Schnitt mit regul¨ aren Mengen
abgeschlossen ist, folgt daher L2 ∈ Lrt(OCA) ⊂ Lrt(CA). Wir skizzieren die Konstruk-
tion eines 1-turn-PDA M, der die Sprache L akzeptiert:
• Die Eingabe wird gelesen und die korrekte Formatierung ¨ uberpr¨ uft, bis vor einem
#0-Zeichen nichtdeterministisch entschieden wird, die weitere Eingabe auf den
Keller zu schreiben und zu pr¨ ufen, ob #0x2#1  = #0x3#1 gilt.
• Die Eingabe wird nun solange auf den Keller geschrieben, bis ein #1-Zeichen ge-
lesen ist oder diese Phase nichtdeterministisch verlassen wird. Im ersten Fall wird
die Eingabe verworfen.
• Im anderen Fall wird das n¨ achste Eingabesymbol in Form eines besonderen Zu-
stands ”gemerkt“ und die weitere Eingabe bis nach dem n¨ achsten #1-Zeichen wird
ignoriert.
• Danach wird zu jedem Eingabesymbol ein Kellersymbol entfernt, bis entweder das
Anfangskellersymbol erreicht ist, oder ein #1-Zeichen gelesen wurde.
Im ersten Fall wird das n¨ achste Eingabesymbol σ mit dem im Zustand gemerk-
ten Eingabesymbol verglichen. Sind beide Symbole voneinander verschieden, dann
akzeptiert M, sofern die restliche Eingabe w korrekt formatiert ist. Das heißt,
w ∈ Σ∗{#1}({#0}Σ∗{#1})∗, falls σ  = #1 und w ∈ ({#0}Σ∗{#1})∗, falls σ = #144 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
Im zweiten Fall gilt |#0x2#1| > |#0x3#1| und M akzeptiert, sofern die restliche
Eingabe von der Form ({#0}Σ∗{#1})∗ ist.
• In allen anderen F¨ allen wird die Eingabe verworfen.
Der so konstruierte PDA f¨ uhrt oﬀenbar nur eine Wendung aus. L wird daher von einem
1-turn-PDA akzeptiert und ist also linear kontextfrei.
Wir m¨ ussen nun nur noch zeigen, daß L3 von einem Realzeit-CA akzeptiert werden
kann. Wir konstruieren einen Realzeit-CA, in dem jede Zelle in vier Teilzellen unterteilt
ist. Daher k¨ onnen wir von vier Spuren sprechen.
• In der ersten Spur wird in der ersten Zelle die korrekte Formatierung der Einga-
be ¨ uberpr¨ uft. Das heißt, es wird gepr¨ uft, ob die Eingabe in der regul¨ aren Menge
({#0}Σ+{#1})+ enthalten ist. Die Eingabe wird verworfen, sobald ein Fehler fest-
gestellt wird.
• In der zweiten Spur merken wir uns die Anzahl der gelesenen #0-Zeichen. Das
heißt, falls die Eingabe m-mal das #0-Zeichen enth¨ alt, dann gibt es einen Zeit-
punkt, zu dem die ersten m Zellen mit einem besonderen Symbol $ gekennzeichnet
sind. Dies wird folgendermaßen realisiert: In jedem Zeitschritt wird jedes Einga-
besymbol S  = $ um eine Zelle nach links geschoben, sofern die linke Nachbarzelle
nicht das Symbol #0 oder $ enth¨ alt. In diesem Fall wird das Eingabesymbol S
nicht verschoben, sondern in das Symbol $ umgewandelt, falls S = #0 ist. Eine
Beispielberechnung f¨ ur die Eingabe #0a#1#0a#1#0a#1 ﬁndet man in Abbil-
dung 4.1. F¨ ur eine Eingabe der L¨ ange n, die m-mal das #0-Zeichen enth¨ alt, ist
n−m der Zeitpunkt, an dem die ersten m Zellen mit dem Symbol $ markiert sind
und in der (m + 1)-ten Zelle das Eingabeendesymbol steht.
t = 0 # #0 a #1 #0 a #1 #0 a #1 #
t = 1 # $ #1 #0 a #1 #0 a #1 #
t = 2 # $ #0 a #1 #0 a #1 #
t = 3 # $ $ #1 #0 a #1 #
t = 4 # $ $ #0 a #1 #
t = 5 # $ $ $ #1 #
t = 6 # $ $ $ #
Abbildung 4.1: Beispielberechnung f¨ ur die Eingabe #0a#1#0a#1#0a#1
• In der dritten Spur wollen wir die Fakult¨ at n! f¨ ur n = 1,2,... berechnen. Wir
verwenden dazu die Konstruktion von Mazoyer und Terrier [MT99]. In dieser4.1. NICHTREKURSIVE TRADEOFFS 45
Konstruktion wird die erste Zelle jeweils zum Zeitpunkt 1,2,6,24,... mit einem
besonderen Zustand markiert. Die Konstruktion wird nun etwas modiﬁziert: Auf
jeden Berechnungsschritt der Fakult¨ at folgt ein Verschiebungsschritt, der alle Zel-
len um eine Position nach rechts verschiebt. Im ersten Schritt wird die Fakult¨ at
berechnet, im zweiten Schritt werden alle Zellen nach rechts verschoben. Anschlie-
ßend folgt ein Berechnungsschritt, dann wird wieder verschoben und so weiter.
Das Ergebnis dieser Modiﬁkation ist, daß die n!-te Zelle von links zum Zeitpunkt
2   n! (n = 1,2,...) mit einem besonderen Symbol markiert werden kann.
• In der vierten Spur wird die |w|!-te Zelle von links identiﬁziert. Die Idee dazu ist fol-
gende: Die Anzahl der Zeichen bis zum ersten #1-Zeichen deﬁniert |w|. Nach jeder
Berechnung einer Fakult¨ at in der dritten Spur wird ein Zeichen der Eingabe von
rechts nach links und beginnend bei dem ersten #1-Zeichen ”abgestrichen“, das
heißt mit einer Markierung versehen. Wird das #0-Zeichen markiert, dann wurde
gerade die |w|-te Fakult¨ at berechnet. Diese wurde zum Zeitpunkt 2   |w|! in der
|w|!-ten Zelle der dritten Spur berechnet. Wir m¨ ussen also nur noch sicherstellen,
daß das Markieren von #0 in der |w|!-ten Zelle stattﬁndet. Dazu wird die Einga-
be mit Geschwindigkeit 1
2 nach rechts verschoben, das heißt, in zwei Zeitschritten
wird jede Zelle um eine Position nach rechts verschoben. Wird in der dritten Spur
eine Fakult¨ at berechnet, also zu den Zeitpunkten t = 2,4,12,48,..., wird in der
vierten Spur ein Signal R mit maximaler Geschwindigkeit nach rechts losgesendet,
das die letzte unmarkierte Zelle, beginnend mit dem ersten #1-Zeichen, markiert.
Zum Zeitpunkt t = 2 |w|!−1 tr¨ agt die |w|!-te Zelle das #0-Zeichen und die rechte
Nachbarzelle ist markiert. Im n¨ achsten Zeitschritt kommt aus der dritten Spur die
Information, daß eine Fakult¨ at berechnet wurde. Da #0 das erste Symbol der Ein-
gabe war, kann also die |w|!-te Zelle identiﬁziert werden. Eine Beispielberechnung
f¨ ur w = #0a#1 ﬁndet man in Abbildung 4.2 auf Seite 46.
Wir betrachten nun die Berechnung auf einer Eingabe wx mit w ∈ {#0}Σ+{#1} und
x ∈ ({#0}Σ+{#1})+. In der zweiten Spur wird die Anzahl n der #0-Zeichen gesammelt.
Das heißt, zum Zeitpunkt |wx| − n ist der Zustand der n-ten Zelle $, der rechte Nach-
bar tr¨ agt das Eingabeendesymbol und der linke Nachbar ist $. Zu diesem Zeitpunkt
¨ uberpr¨ ufen wir, ob die vierte Spur markiert ist.
• Ist dies der Fall, dann ist n = |w|! und wir senden ein Signal mit maximaler
Geschwindigkeit nach links, um die Eingabe zu akzeptieren, sofern der Rest der
Eingabe der korrekten Formatierung entspricht, die in der ersten Spur ¨ uberpr¨ uft
wird. Die Markierung der |w|!-ten Zelle von links geschieht zum Zeitpunkt 2 |w|!.
Da |wx| ≥ 3 |w|! gilt, beobachten wir, daß |wx|−n = |wx|−|w|! ≥ 3 |w|!−|w|! =
2   |w|! ist. Also ist zum Zeitpunkt, an dem die ¨ Uberpr¨ ufung der vierten Spur
stattﬁndet, diese bereits markiert.
• Ist zum Zeitpunkt |wx| − n die vierte Spur nicht markiert, dann ist n  = |w|! und
wir senden ein Signal mit maximaler Geschwindigkeit nach links, um die Eingabe
zu verwerfen.
Wir beobachten, daß die Berechnungen in den einzelnen Spuren und die Gesamtbe-
rechnung in Realzeit ausgef¨ uhrt werden k¨ onnen. Also kann ein Realzeit-CA konstruiert46 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
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Abbildung 4.2: Beispielberechnung in der vierten Spur f¨ ur |w| = 3
werden, der L3 akzeptiert.
(5) Aus (3) und der Abgeschlossenheit von Lrt(OCA) unter Spiegelung folgt unmittelbar:
L[M]R ∈ Lrt(OCA) ⇔ L[M] ∈ Lrt(OCA) ⇔ T(M) ist endlich
(6) L[M] ∈ Lrt(CA) = Llt(OCA)R nach (4) und Satz 3.9. Daher ist L[M]R ∈ Llt(OCA).
 
Nun sind alle Vorbereitungen getroﬀen und Satz 2.28 kann angewendet werden. Wir erhalten
damit folgende Ergebnisse:
Satz 4.4. Es existieren folgende nichtrekursiven Tradeoﬀs:
(1) Realzeit-OCA
nonrec −→ DFA
(2) Realzeit-OCA
nonrec −→ PDA
(3) Realzeit-CA
nonrec −→ Realzeit-OCA4.1. NICHTREKURSIVE TRADEOFFS 47
(4) Linearzeit-OCA
nonrec −→ Realzeit-OCA
Beweis. Wir wenden Satz 2.28 und Lemma 4.3 an: (1) und (2) folgen mit LM = INVALC[M]
und LM = VALC[M]. Mit der Setzung LM = L[M] und LM = L[M]R folgen die Behauptun-
gen (3) und (4).  
Korollar 4.5. Weiterhin existieren folgende nichtrekursiven Tradeoﬀs:
(1) Realzeit-OCA
nonrec −→ 1-turn PDA
(2) Realzeit-CA
nonrec −→ DPDA
(3) OCA
nonrec −→ PDA
Beweis. Nach Lemma 4.3(2) gilt VALC[M] ∈ CF genau dann, wenn T(M) endlich ist. Damit
gilt insbesondere VALC[M] ∈ LCF(DCF) genau dann, wenn T(M) endlich ist. Daher k¨ onnen
die Behauptungen (1) und (2) ¨ ahnlich zu Satz 4.4(2) mit LM = VALC[M] bewiesen werden.
Da Lrt(OCA) ⊂ L(OCA) gilt, folgt die Behauptung (3) unmittelbar aus Satz 4.4(2).  
Wir erhalten damit nichtrekursive Tradeoﬀs zwischen parallelen und sequentiellen Modellen,
zwischen zweiseitiger und einseitiger Kommunikation und zwischen Linearzeit und Realzeit.
Bemerkung 4.6. Nach Satz 3.12 von Terrier sind die Sprachklassen Lrt(OCA) und CF un-
vergleichbar. Daher ist der unter (2) genannte nichtrekursive Tradeoﬀ zwischen Realzeit-OCA
und PDA als Tradeoﬀ zwischen dem Beschreibungssystem D1, bestehend aus der Menge aller
Realzeit-OCA, und dem Beschreibungssystem D2, bestehend aus der Menge aller PDA, die
eine Realzeit-OCA-Sprache beschreiben, zu verstehen. Im folgenden verstehen wir nichtre-
kursive Tradeoﬀs zwischen unvergleichbaren Sprachklassen immer in diesem Sinn.
Wir haben gerade einen nichtrekursiven Tradeoﬀ zwischen Linearzeit-OCA und Realzeit-OCA
bewiesen. F¨ ur Linearzeit-OCA gilt nach Beispiel 3.21, daß diese fast bis auf Realzeit beschleu-
nigt werden k¨ onnen. In [KK03] werden Automatenklassen betrachtet, deren Zeitkomplexit¨ at
t(n) zwischen Realzeit und Linearzeit liegt. Diese Automaten und die entsprechenden Sprach-
klassen werden in [KK03] eingehend untersucht. Insbesondere gibt es zwischen Lrt(OCA) und
Llt(OCA) eine unendliche echte Hierarchie von Sprachfamilien. F¨ ur t(n) = n + logn gilt:
Lrt(OCA) ⊂ Lrt+logn(OCA) ⊂ Llt(OCA)
Wir verbessern nun den nichtrekursiven Tradeoﬀ zwischen Linearzeit und Realzeit auf einen
nichtrekursiven Tradeoﬀ zwischen Realzeit plus logn und Realzeit. Das Vorgehen ist ¨ ahnlich
wie in Lemma 4.3(3) und (4). Einerseits k¨ onnen wir wiederum das Pumpinglemma f¨ ur zy-
klische W¨ orter anwenden. F¨ ur die zweite Behauptung konstruieren wir einen OCA, der in
Realzeit plus logn arbeitet.
Lemma 4.7. Sei M eine Turingmaschine und L′[M] = {w22|w|
| w ∈ {#0}VALC[M]{#1}}.
(1) L′[M] ∈ Lrt(OCA) ⇔ T(M) ist endlich
(2) L′[M] ∈ Lrt+logn(OCA)48 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
Beweis. Zum Beweis von (1) haben wir zwei Richtungen zu zeigen:
”⇐“: Ist T(M) endlich, dann ist die Menge VALC[M] endlich. Damit ist auch die Menge
L′[M] endlich und somit regul¨ ar. Da REG eine Teilmenge von Lrt(OCA) ist, folgt damit
L′[M] ∈ Lrt(OCA).
”⇒“: Wie in Lemma 4.3(3) benutzen wir das Pumpinglemma f¨ ur zyklische W¨ orter (Lem-
ma 3.14) und zeigen, daß folgendes gilt:
T(M) ist unendlich ⇒ L′[M]  ∈ Lrt(OCA)
Wir nehmen an, daß L′[M] ∈ Lrt(OCA) gilt. Sei n die Konstante aus Lemma 3.14. Da T(M)
unendlich ist, k¨ onnen wir ein w ∈ {#0}VALC[M]{#1} w¨ ahlen mit 22|w|
> n|w|. Dann gilt
w22|w|
∈ L′[M] und die Voraussetzungen des Lemmas sind erf¨ ullt. Also gibt es ein m ∈ N mit
1 ≤ m ≤ n|w|, so daß gilt:
w22|w|
+j m ∈ L′[M] f¨ ur alle j ∈ N
F¨ ur j = 1 gilt insbesondere: w22|w|
+m ∈ L′[M].
Aus der Absch¨ atzung
22|w|
+ m ≤ 22|w|
+ n|w| < 2   22|w|
= 22|w|+1 < 22|w| 2 = 22|w|+1
folgt, daß die Zahl 22|w|
+ m keine doppelte Zweierpotenz ist. Damit kann es kein w′ ∈
{#0}VALC[M]{#1} geben mit 22|w′|
= 22|w|
+ m. Also gilt w22|w|
+m  ∈ L′[M], was ein Wi-
derspruch ist.
Beim Beweis von (2) m¨ ussen wir zun¨ achst beachten, daß wir die Konstruktion aus dem Beweis
von Lemma 4.3(4) nicht verwenden k¨ onnen, da dort explizit der beidseitige Informationsﬂuß
ausgenutzt wurde. Wir haben hier aber nur einseitigen Informationsﬂuß und etwas mehr Zeit
zur Verf¨ ugung. Wir beschreiben nun, wie ein OCA konstruiert werden kann, der L′[M] in
Zeit t(n) = n + logn akzeptiert. Wie im Beweis von Lemma 4.3(4) betrachten wir zwei neue
Alphabetsymbole #0 und #1 mit {#0,#1}∩Σ = ∅. Weiterhin seien die Sprachen L1,L2 und
L′
3 wie folgt deﬁniert:
L1 = {wx | w ∈ {#0}VALC[M]{#1},x ∈ ({#0}Σ+{#1})+}
L2 = {wn | w ∈ {#0}Σ+{#1},n ∈ N}
L′
3 = {wx | w ∈ {#0}Σ+{#1},x ∈ ({#0}Σ+{#1})+,|wx|#0 = 22|w|
}
Wie in Lemma 4.3(4) ist L′[M] oﬀenbar gerade der Schnitt der drei Sprachen L1, L2 und L′
3.
Da Lrt+logn(OCA) nach [KK03] unter Schnittbildung abgeschlossen ist, haben wir zu zeigen,
daß die Sprachen L1, L2 und L′
3 jeweils in Lrt+logn(OCA) sind. In Lemma 4.3(4) wurde
bereits gezeigt, daß die Sprachen L1 und L2 in Lrt(OCA) und damit auch in Lrt+logn(OCA)
sind.
Die Konstruktion eines OCA, der die Sprache L′
3 in Zeit t(n) = n + logn akzeptiert, kann
folgendermaßen skizziert werden: Jede Zelle ist wiederum in vier Teilzellen oder Spuren un-
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zweiten Spur werden Signale generiert, die zwei Dinge erm¨ oglichen: Zum einen wird in der
dritten Spur sichergestellt, daß die Anzahl der #0-Zeichen in der Eingabe eine doppelte Zwei-
erpotenz ist. Zum anderen wird in der vierten Spur sichergestellt, daß die in der dritten Spur
errechnete doppelte Zweierpotenz gerade die |w|-te doppelte Zweierpotenz ist. Im folgenden
bezeichne n die L¨ ange der Eingabe.
• In der ersten Spur wird die Eingabe zun¨ achst nicht ver¨ andert. Lediglich von der rechten
Randzelle, die sukzessive von rechts nach links wandert, wird die korrekte Formatierung
der Eingabe ¨ uberpr¨ uft. Das heißt, es wird von rechts nach links gepr¨ uft, ob die Eingabe
in der regul¨ aren Menge ({#1}Σ+{#0})+ enthalten ist. Sobald ein korrekt formatiertes
Suﬃx der Eingabe erkannt worden ist, wird dies in der entsprechenden Zelle durch einen
besonderen Zustand g vermerkt. Dieser Zustand wird im weiteren Verlauf der Berech-
nung nicht mehr ver¨ andert. Nimmt die linke Randzelle nach n Schritten den Zustand g
an, dann war die Eingabe korrekt formatiert. War die Eingabe nicht korrekt formatiert,
dann kann die linke Randzelle niemals den Zustand g annehmen. Insbesondere gilt ab
dem Zeitpunkt n: Die linke Randzelle ist genau dann im Zustand g, wenn die Eingabe
korrekt formatiert ist.
• In der zweiten Spur wird 22m
f¨ ur m ≥ 1 berechnet. Das heißt, nach 22m
+2m Zeitschritten
nimmt die 22m
-te Zelle von rechts einen bestimmten Zustand an. Dazu betrachten wir
zun¨ achst die Konstruktion eines OCA, der die Sprache {a2m
| m ≥ 1} in Zeit t(n) =
n + logn akzeptiert. Diese Konstruktion aus [BKK00b] wird anschließend modiﬁziert,
um die Sprache {a22m
| m ≥ 1} in Zeit t(n) = n + logn zu akzeptieren.
Die Idee der Konstruktion f¨ ur die Sprache {a2m
| m ≥ 1} ist, einen bin¨ aren Z¨ ahler
am rechten Rand zu konstruieren, der in jedem Zeitschritt um eins erh¨ oht wird und
um eine Stelle nach links wandert. Dieser bin¨ are Z¨ ahler startet mit einem Zeitschritt
Verz¨ ogerung. Bei Bedarf wird der Z¨ ahler rechts um eine Stelle verl¨ angert. Weiterhin
wird gepr¨ uft, ob der sukzessive durch eine Zelle wandernde Z¨ ahler nur aus Einsen be-
steht, das heißt, ob der gegenw¨ artige Z¨ ahlerstand 2m−1 f¨ ur ein m ≥ 1 ist. Triﬀt dies zu,
dann nimmt die Zelle einen akzeptierenden Zustand + an, sonst einen Fehlerzustand e.
Die niedrigstwertige Stelle des Z¨ ahlers erreicht die n-te Zelle von rechts nach n Schrit-
ten. Nun werden logn Zeitschritte ben¨ otigt, um den Z¨ ahlerstand zu ¨ uberpr¨ ufen und
gegebenenfalls zu akzeptieren. Da bei einem Z¨ ahlerstand von 2m − 1 akzeptiert wird
und die Berechnung mit einem Schritt Verz¨ ogerung startete, wurde genau die Anzahl
2m f¨ ur ein m ≥ 1 erkannt. Eine Beispielberechnung f¨ ur die Eingabe a16 ﬁndet man in
Abbildung 4.3 auf Seite 50. Die Zust¨ ande
•
0 und
+
1 kennzeichnen eine Null mit ¨ Ubertrag
und eine Eins, wobei bislang nur Einsen durch die Zelle gewandert sind.
Nun wollen wir diese Konstruktion modiﬁzieren, um die Sprache {a22m
| m ≥ 1} zu
akzeptieren. Dazu teilen wir die zweite Spur in zwei Teilspuren auf. In der linken H¨ alfte
wird mit der soeben geschilderten Konstruktion ein OCA f¨ ur die Sprache {a2m
| m ≥ 1}
installiert. W¨ ahrend in der linken H¨ alfte die L¨ ange der Eingabe gez¨ ahlt wird, wird
nun in der rechten H¨ alfte die L¨ ange des Z¨ ahlers der linken H¨ alfte gez¨ ahlt. Dazu wird
ein Z¨ ahler wie in der linken H¨ alfte konstruiert, allerdings wird dieser nicht in jedem
Zeitschritt um eins erh¨ oht, sondern nur dann, wenn in der linken H¨ alfte ein ¨ Uberlauf
stattﬁndet und der Z¨ ahler dort um eine Stelle verl¨ angert werden muß. Es muß dann50 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
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Abbildung 4.3: Ein OCA f¨ ur die Sprache {a2m
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das Linkswandern des rechten Z¨ ahlers um einen Zeitschritt verz¨ ogert werden. Dies wird
durch ein Aufteilen der rechten H¨ alfte in zwei Register realisiert: Sukzessive wandern die
Informationen durch beide Register und werden so um einen Zeitschritt verlangsamt.
Zum Zeitpunkt 2m + log2m = 2m + m nimmt die linke H¨ alfte den Zustand + an. Ab
diesem Zeitpunkt pr¨ ufen wir in der rechten H¨ alfte, ob der aktuelle Z¨ ahlerstand nur
aus Einsen besteht. Ist dies der Fall, dann haben wir zum Zeitpunkt 22m
+ log22m
+
loglog22m
= 22m
+ 2m + m eine Zelle 22m
identiﬁziert und k¨ onnen diese durch einen
besonderen Zustand markieren. Eine Beispielberechnung f¨ ur die Eingabe a16 ﬁndet man
in Abbildung 4.4 auf Seite 52. Wir beobachten, daß die Zeitkomplexit¨ at der Berechnung
n + logn + loglogn ≤ n + 2logn ist. Nach Satz 3.20 kann die Berechnung allerdings
auf t(n) = n + logn beschleunigt werden.
Also kann zum Zeitpunkt m +logm in der m-ten Zelle von rechts entschieden werden,
ob m eine doppelte Zweierpotenz ist oder nicht. Ist m eine doppelte Zweierpotenz, dann
werden in der dritten Spur ein Signal ζ2 und in der vierten Spur ein Signal ξ jeweils mit
maximaler Geschwindigkeit nach links gestartet. Ist m keine doppelte Zweierpotenz,
dann wird in der dritten Spur ein Signal ζ1 mit maximaler Geschwindigkeit nach links
gestartet. Das heißt, bis zum Zeitpunkt m+logm werden gerade m−⌊loglogm⌋ Signale
ζ1 in der dritten Spur und ⌊loglogm⌋ Signale ζ2 und ξ in der dritten und vierten Spur
gestartet.
• In der dritten Spur werden die Signale ζ1 und ζ2 verarbeitet. Aufgabe dieser Signale ist
es, die Anzahl der #0-Zeichen zu z¨ ahlen und sicherzustellen, daß letztlich die Anzahl
eine doppelte Zweierpotenz ist. Anfangs steht die Eingabe in der dritten Spur. Sobald
nun ein Signal ζ1 gestartet wurde, l¨ auft dieses solange mit maximaler Geschwindigkeit
nach links, bis eine Zelle mit dem Zustand #0 erreicht wird. Dann wird das Signal
gestoppt und die Zelle durch den Zustand m1 markiert. Wurde ein Signal ζ2 gestartet,
so ist das Vorgehen analog. Lediglich eine Zelle mit dem Zustand #0 wird durch den
Zustand m2 markiert.
• In der vierten Spur wird das Signal ξ verarbeitet. Dieses Signal soll sicherstellen, daß |w|
doppelte Zweierpotenzen errechnet werden und damit die Anzahl der #0-Zeichen gerade
22|w|
ist. ξ wird bei jeder errechneten doppelten Zweierpotenz gestartet. Daher wird
jedes Signal dazu verwendet, ein Symbol des Worts w ”abzustreichen“. Sind am Ende
der Berechnung alle Symbole des Worts w abgestrichen, dann waren mindestens 22|w|
viele #0-Zeichen in der Eingabe. Da wir aufgrund des einseitigen Informationsﬂusses
das Anfangswort w nicht lokalisieren k¨ onnen, wird ξ alle Teilw¨ orter aus {#0}Σ+{#1}
und damit auch w sukzessive abstreichen. Dies wird folgendermaßen realisiert: Am
Anfang steht die Eingabe auf der vierten Spur. Das Signal ξ wandert mit maximaler
Geschwindigkeit nach links ohne die Eingabe zu ver¨ andern. Sobald das Signal auf eine
Zelle mit dem Zustand #1 triﬀt, wird der Zustand m in diese Zelle geschrieben und das
Signal wandert weiter nach links. Ist das Signal in der linken Randzelle angekommen,
dann sind in der Eingabe alle #1-Zeichen mit m ¨ uberschrieben. Sobald das Signal ξ
auf eine Zelle triﬀt, die mit m markiert ist, wird die Zelle mit m markiert, die links
von dieser Zelle liegende Zelle wird mit m markiert und das Signal wandert weiter nach
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Abbildung 4.4: Ein OCA f¨ ur die Sprache {a22m
| m ≥ 1} mit der Eingabe a16.4.1. NICHTREKURSIVE TRADEOFFS 53
• Jeder Zustand, der in der ersten Spur mit g, in der dritten Spur mit m2 und in der
vierten Spur mit m markiert ist, wird als ein akzeptierender Zustand deﬁniert.
Wir betrachten nun die Berechnung auf einer Eingabe wx mit w ∈ {#0}Σ+{#1} und x ∈
({#0}Σ+{#1})+. Wir beobachten folgendes:
• Nach |wx| Zeitschritten ist die erste Spur der linken Randzelle mit g markiert.
• Zum Zeitpunkt 22|w|
+ 2|w| wurden 22|w|
− |w| Signale ζ1 und |w| Signale ζ2 und ξ
gestartet.
Wir behaupten nun: |wx|#0 = 22|w|
⇐⇒ Nach |wx| + 2|w| Zeitschritten erreichen die Signale
ζ2 und ξ die linke Randzelle und markieren diese mit m2 und im anderen Fall mit m.
Die Richtung ”⇒“ ist klar nach Deﬁnition der beiden Signale. Treﬀen umgekehrt die beiden
Signale zum Zeitpunkt |wx|+2|w| in der linken Randzelle ein, dann stellt das Signal ζ2 sicher,
daß die Anzahl der gelesenen #0-Zeichen in wx eine doppelte Zweierpotenz ist. Das Signal
ξ stellt sicher, daß das zuletzt eingetroﬀene Signal ζ2 das |w|-te Signal ζ2 ist. Daher ist die
Anzahl der gelesenen #0-Zeichen gerade die |w|-te doppelte Zweierpotenz, also 22|w|
.
Somit akzeptiert der OCA genau dann, wenn die Anzahl der gelesenen #0-Zeichen in wx
gerade 22|w|
ist. Wir m¨ ussen nun nur noch sicherstellen, daß der OCA nach sp¨ atestens |wx|+
log|wx| Zeitschritten akzeptiert. Sei also wx ∈ L′
3. Nach Konstruktion akzeptiert der OCA
nach sp¨ atestens |wx| + 2|w| Zeitschritten. Daher verbleibt zu zeigen: 2|w| ≤ log|wx|.
Es ist |w| ≥ 3 und x besitzt genau 22|w|
−1 #0-Zeichen. Daher ist |x| ≥ 22|w|
−1 ≥ 22|w|
−|w|
und damit |w| + |x| = |wx| ≥ 22|w|
. Also gilt 2|w| ≤ log|wx|.
Da alle im Beweis verwendeten Konstruktionen eﬀektiv sind, kann also ein OCA mit Zeit-
komplexit¨ at t(n) = n + logn eﬀektiv konstruiert werden, der die Sprache L′
3 und damit die
Sprache L′[M] akzeptiert. Damit ist (2) und das Lemma bewiesen.  
Satz 4.8. Es existiert folgender nichtrekursiver Tradeoﬀ: (rt + logn)-OCA
nonrec −→ Realzeit-OCA
Beweis. Der nichtrekursive Tradeoﬀ folgt unmittelbar aus obigem Lemma unter Anwendung
von Satz 2.28.  
Bemerkung 4.9. Eine oﬀensichtliche Folgerung aus obigem Satz ist die Existenz eines nicht-
rekursiven Tradeoﬀs zwischen Realzeit plus f(n) und Realzeit f¨ ur f(n) ∈ Ω(logn). Damit
impliziert der gerade bewiesene nichtrekursive Tradeoﬀ nat¨ urlich auch einen nichtrekursiven
Tradeoﬀ zwischen Realzeit und Linearzeit. Somit ist der Beweis der entsprechenden Behaup-
tungen in Lemma 4.3 in gewisser Weise redundant. Allerdings machen beide Beweise auch
den Unterschied in den Beweistechniken zwischen beidseitigem und einseitigem Informations-
ﬂuß deutlich. Daher k¨ onnen die vorgestellten Beweise beim Beweis weiterer nichtrekursiver
Tradeoﬀs zwischen Zellularautomaten hilfreich sein.
Wir haben in Satz 4.4(1) die Existenz eines nichtrekursiven Tradeoﬀs zwischen Realzeit-
OCA und DFA nachgewiesen. Mit folgendem Beispiel zeigen wir, daß rekursive Tradeoﬀs
von beliebiger Gr¨ oße nicht nur existieren, sondern explizit konstruiert werden k¨ onnen. Eine
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Beispiel 4.10. Sei f eine rekursive Funktion und n ∈ N eine feste nat¨ urliche Zahl. Dann gibt
es eine regul¨ are Sprache L(f,n), die von einem Realzeit-OCA mit O(n) Zust¨ anden akzeptiert
wird. Aber jeder DFA, der L(f,n) akzeptiert, ben¨ otigt Ω(f(n)) Zust¨ ande.
Beweis. Es sei f eine rekursive Funktion und n ∈ N eine feste nat¨ urliche Zahl. Dann gibt es
eine Turingmaschine M mit un¨ arer Eingabe und Ausgabe, die nur den Wert f(n) berechnet.
Daher besteht die Menge L(f,n) = VALC[M] aus einem Wort wn. Ein DFA, der dieses
Wort akzeptiert, ben¨ otigt |wn|+1 Zust¨ ande. Also braucht jeder DFA f¨ ur die Sprache L(f,n)
mindestens Ω(f(n)) viele Zust¨ ande.
Wir betrachten nun eine Turingmaschine M′, die f(n) nicht nur f¨ ur ein festes n berechnet,
sondern f¨ ur jede Eingabe der Gr¨ oße n. Solch eine Turingmaschine existiert, da f eine rekursive
Funktion ist. Nach Satz 4.1 k¨ onnen wir einen Realzeit-OCA A konstruieren, der die Menge
VALC[M] akzeptiert. Die Gr¨ oße von A bez¨ uglich der L¨ ange der Eingabe n ist eine Konstante.
Wir modiﬁzieren A nun dahingehend, daß nur die Menge L(f,n) f¨ ur ein festes n akzeptiert
wird. Dazu m¨ ussen wir lediglich die L¨ ange der Eingabe n z¨ ahlen. Also ben¨ otigt ein Realzeit-
OCA f¨ ur L(f,n) mit festem n h¨ ochstens O(n) Zust¨ ande.  
Bemerkung 4.11. Ein nichtrekursiver Tradeoﬀ zwischen zwei Beschreibungssystemen D1
und D2 impliziert auch, daß es keinen Algorithmus gibt, der eine Beschreibung M ∈ D1
in eine Beschreibung M′ ∈ D2 umwandelt. Existierte ein solcher Algorithmus, dann w¨ are
der oﬀenbar durch eine rekursive Funktion beschr¨ ankte Platzbedarf des Algorithmus eine
rekursive obere Schranke f¨ ur den Tradeoﬀ. Das heißt, f¨ ur regul¨ are und kontextfreie Sprachen
gibt es keinen Algorithmus, der einen Realzeit-OCA in einen ¨ aquivalenten DFA oder PDA
umwandelt. F¨ ur Realzeit-OCA-Sprachen gibt es keinen Algorithmus, der einen Realzeit-CA
oder einen Linearzeit-OCA in einen ¨ aquivalenten Realzeit-OCA umwandelt.
Bemerkung 4.12. Un¨ are Sprachen, die von Realzeit-OCA akzeptiert werden, bilden eine
Ausnahme. Es ist bekannt, daß diese Sprachen regul¨ ar sind [Sei79]. Dar¨ uber hinaus wird in
[Sei79] eine Konstruktion vorgestellt, die einen un¨ aren Realzeit-OCA mit n Zust¨ anden in
einen ¨ aquivalenten DFA mit h¨ ochstens n2 Zust¨ anden umwandelt. Der nichtrekursive Tradeoﬀ
zwischen Realzeit-OCA und DFA reduziert sich also im un¨ aren Fall auf einen quadratischen
Tradeoﬀ.
Wir k¨ onnen also zusammenfassen, daß es aus Sicht der Beschreibungskomplexit¨ at durch-
aus sinnvoll w¨ are, regul¨ are und kontextfreie Sprachen durch Realzeit-OCA zu beschreiben,
oder Realzeit-OCA-Sprachen durch Linearzeit-OCA oder Realzeit-CA zu beschreiben, da
wir Einsparungen ”beliebiger“ Gr¨ oße erzielen k¨ onnen. Leider muß man aber f¨ ur die K¨ urze
der Beschreibung einen hohen Preis zahlen, denn das Modell wird sehr unhandlich, da viele
Entscheidbarkeitsfragen nicht mehr entscheidbar sind.
4.2 Entscheidbarkeitsfragen
In [Sei79] wird durch Reduktionen vom Postschen Korrespondenzproblem gezeigt, daß viele
Entscheidbarkeitsfragen f¨ ur Zellularautomaten unentscheidbar sind. Zum Beispiel wird dies
f¨ ur die Fragen Leere, Endlichkeit, Unendlichkeit und Regularit¨ at gezeigt. In [CGS86] wird
die Unentscheidbarkeit der Fragen Leere, Universalit¨ at und ¨ Aquivalenz gezeigt.4.2. ENTSCHEIDBARKEITSFRAGEN 55
Im folgenden nutzen wir das Ergebnis von Satz 4.1 aus: Da die Menge VALC[M] von ei-
nem Realzeit-OCA akzeptiert werden kann, k¨ onnen wir Unentscheidbarkeitsaussagen ¨ uber
Realzeit-OCA recht einfach auf Unentscheidbarkeitsaussagen ¨ uber Turingmaschinen zur¨ uck-
f¨ uhren und erhalten so mit dem Satz von Rice (Satz 2.17) deren Unentscheidbarkeit. Dieses
Vorgehen vereinfacht die Beweise und zeigt ¨ uberdies die Nichtsemientscheidbarkeit der dis-
kutierten Fragen.
Zun¨ achst zeigen wir, daß Leere, Endlichkeit und Unendlichkeit f¨ ur Turingmaschinen nicht
semientscheidbar ist. Sp¨ ater k¨ onnen wir Entscheidbarkeitsfragen f¨ ur Realzeit-OCA auf diese
Fragen zur¨ uckf¨ uhren.
Lemma 4.13. F¨ ur eine Turingmaschine M sind folgende Fragen nicht semientscheidbar:
(1) Ist T(M) = ∅?
(2) Ist T(M) endlich?
(3) Ist T(M) unendlich?
Beweis. Wir erhalten die Nichtsemientscheidbarkeit der obigen Fragen, indem wir die Verlet-
zung der ersten oder der zweiten Bedingung aus dem Satz von Rice f¨ ur rekursiv aufz¨ ahlbare
Indexmengen (Satz 2.18) nachweisen.
(1) Sei L = ∅ und L′ ∈ RE eine nichtleere Menge. Dann gilt L ⊂ L′. Unter der Annahme,
daß (1) semientscheidbar ist, folgt mit Satz 2.18(1) L′ = ∅. Widerspruch.
(2) Sei L eine endliche Menge und L′ ∈ RE eine unendliche Menge mit L ⊂ L′. Unter der
Annahme, daß (2) semientscheidbar ist, folgt mit Satz 2.18(1), daß L′ eine endliche
Menge ist. Widerspruch.
(3) Sei L eine unendliche Menge. Dann kann es keine endliche Teilmenge L′ ⊂ L geben, die
unendlich ist. Also ist die zweite Bedingung aus Satz 2.18 verletzt und (3) somit nicht
semientscheidbar.
 
Mit obigem Lemma 4.13 und den Ergebnissen aus Kapitel 4.1 erhalten wir folgende Nichtse-
mientscheidbarkeitsaussagen:
Satz 4.14. F¨ ur Realzeit-OCA A und A′ sind folgende Fragen nicht semientscheidbar:
(1) Ist T(A) = ∅?
(2) Ist T(A) = Σ∗?
(3) Ist T(A) endlich?
(4) Ist T(A) unendlich?
(5) Ist T(A) = T(A′)?
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(7) Ist T(A) ∈ REG?
(8) Ist T(A) ∈ CF?
Beweis. Sei M eine Turingmaschine. Nach Satz 4.1 k¨ onnen zwei Realzeit-OCA A1 und A2
konstruiert werden mit T(A1) = VALC[M] und T(A2) = INVALC[M].
(1) Es gilt oﬀenbar: T(M) = ∅ ⇔ T(A1) = VALC[M] = ∅. Unter der Annahme, daß
Leere f¨ ur Realzeit-OCA semientscheidbar ist, ist Leere dann auch f¨ ur Turingmaschinen
semientscheidbar, was im Widerspruch zu Lemma 4.13(1) steht.
(2) Es gilt: T(M) = ∅ ⇔ VALC[M] = ∅ ⇔ T(A2) = INVALC[M] = Σ∗. Unter der An-
nahme, daß Universalit¨ at f¨ ur Realzeit-OCA semientscheidbar ist, folgt wiederum die
Semientscheidbarkeit der Leere f¨ ur Turingmaschinen, was im Widerspruch zu Lem-
ma 4.13(1) steht.
(3) Es gilt: T(M) ist endlich ⇔ VALC[M] ist endlich. Ist die Endlichkeit f¨ ur Realzeit-OCA
semientscheidbar, dann ist sie auch f¨ ur Turingmaschinen semientscheidbar. Das ist ein
Widerspruch zu Lemma 4.13(2).
(4) Es gilt: T(M) ist unendlich ⇔ VALC[M] ist unendlich. Ist die Unendlichkeit f¨ ur
Realzeit-OCA semientscheidbar, dann ist sie auch f¨ ur Turingmaschinen semientscheid-
bar. Das ist ein Widerspruch zu Lemma 4.13(3).
(5) Sei A′ ein Realzeit-OCA mit T(A′) = Σ∗. Ist nun f¨ ur Realzeit-OCA ¨ Aquivalenz se-
mientscheidbar, dann ist die Frage ”Ist T(A) = T(A′) = Σ∗?“ semientscheidbar. Das
steht im Widerspruch zu (2).
(6) Sei A ein Realzeit-OCA mit T(A) = Σ∗ und A′ ein Realzeit-OCA ¨ uber dem Alphabet
Σ. Ist nun f¨ ur Realzeit-OCA Inklusion semientscheidbar, dann ist die Frage ”Ist Σ∗ =
T(A) ⊆ T(A′)?“ ¨ aquivalent zu ”Ist T(A′) = Σ∗?“ und somit semientscheidbar. Das
steht im Widerspruch zu (2).
(7) Es gilt nach Lemma 4.3(1): INVALC[M] ∈ REG ⇔ T(M) ist endlich. Ist Regularit¨ at
f¨ ur Realzeit-OCA semientscheidbar, dann ist auch Endlichkeit f¨ ur Turingmaschinen
semientscheidbar, was ein Widerspruch zu Lemma 4.13(2) ist.
(8) Es gilt nach Lemma 4.3(2): VALC[M] ∈ CF ⇔ T(M) ist endlich. Ist Kontextfreiheit
f¨ ur Realzeit-OCA semientscheidbar, dann ist auch Endlichkeit f¨ ur Turingmaschinen
semientscheidbar, was ein Widerspruch zu Lemma 4.13(2) ist.
 
Oﬀenbar sind die obigen Aussagen nicht nur auf Realzeit-OCA beschr¨ ankt, sondern k¨ onnen
in folgender Weise verallgemeinert werden:
Korollar 4.15. Obige Fragen sind nicht semientscheidbar sowohl f¨ ur Automaten A und A′ aus
einer Automatenklasse, die Realzeit-OCA enth¨ alt, als auch f¨ ur Sprachen aus einer Sprachklasse,
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Bemerkung 4.16. F¨ ur zwei Realzeit-OCA A,A′ und eine regul¨ are Sprache R wird in Seidel
[Sei79] die Unentscheidbarkeit der folgenden Fragen bewiesen:
• Ist T(A) ∩ T(A′) = ∅?
• Ist T(A) = R?
• Ist R ⊆ T(A)?
• Ist T(A) = ∅?
Die Nichtsemientscheidbarkeit dieser Fragen folgt nun allerdings unmittelbar aus den Aussa-
gen (1) und (2) aus Satz 4.14. Wir w¨ ahlen A′ mit T(A′) = Σ∗, setzen R = Σ∗ und beachten
die Abgeschlossenheit von Lrt(OCA) unter Komplementbildung.
Nach Lemma 4.14(7) und (8) ist es f¨ ur Realzeit-OCA nicht semientscheidbar, ob der Au-
tomat eine Sprache aus einer bestimmten Teilklasse von Lrt(OCA) akzeptiert. In ¨ ahnlicher
Weise kann man sich fragen, ob man entscheiden kann, ob ein Realzeit-CA eine Sprache aus
Lrt(OCA) akzeptiert. Aber auch diese Frage ist nicht semientscheidbar.
Satz 4.17. F¨ ur einen Realzeit-CA A ist die Frage
”
Ist T(A) ∈ Lrt(OCA)?“ nicht semientscheid-
bar.
Beweis. Es sei M eine Turingmaschine. Nach Lemma 4.3(4) k¨ onnen wir einen Realzeit-CA A
konstruieren, der die Sprache L[M] akzeptiert. Nach Lemma 4.3(3) gilt: L[M] ∈ Lrt(OCA) ⇔
T(M) ist endlich. Ist die obige Frage also semientscheidbar, dann ist auch Endlichkeit f¨ ur
Turingmaschinen semientscheidbar, was ein Widerspruch zu Lemma 4.13(2) ist.  
Korollar 4.18. F¨ ur einen Automaten A aus einer Automatenklasse, die Realzeit-CA enth¨ alt,
ist die Frage
”
Ist T(A) ∈ Lrt(OCA)?“ nicht semientscheidbar. F¨ ur eine Sprache L ∈ Lrt(CA)
und jede Sprachklasse, die Lrt(CA) enth¨ alt, ist die Frage
”
Ist L ∈ Lrt(OCA)?“ nicht semient-
scheidbar.
Da die rekursiven Sprachen unter Komplement abgeschlossen sind, ist das Komplement ei-
ner unentscheidbaren Frage nat¨ urlich ebenfalls unentscheidbar. Die rekursiv aufz¨ ahlbaren
Sprachen sind nicht unter Komplement abgeschlossen. Also kann es durchaus sein, daß das
Komplement einer nicht semientscheibaren Frage selbst semientscheidbar ist. Wir bezeichnen
solch eine Frage dann als co-semientscheidbar. F¨ ur Turingmaschinen ist Leere nicht semient-
scheidbar, die Frage der Nichtleere ist allerdings semientscheidbar (vgl. [HU79]). Also ist
Leere f¨ ur Turingmaschinen nicht semientscheidbar, aber co-semientscheidbar.
Satz 4.19. F¨ ur Realzeit-OCA A und A′ sind folgende Fragen co-semientscheidbar:
(1) Ist T(A) = ∅?
(2) Ist T(A) = Σ∗?
(3) Ist T(A) = T(A′)?
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F¨ ur einen Realzeit-OCA A sind folgende Fragen nicht co-semientscheidbar:
(5) Ist T(A) endlich?
(6) Ist T(A) unendlich?
(7) Ist T(A) ∈ REG?
(8) Ist T(A) ∈ CF?
F¨ ur einen Realzeit-CA A ist folgende Frage nicht co-semientscheidbar:
(9) Ist T(A) ∈ Lrt(OCA)?
Beweis. (1) Nichtleere ist f¨ ur Turingmaschinen semientscheidbar (vgl. Corollary 2 zu Theo-
rem 8.7 in [HU79]) und daher auch f¨ ur Realzeit-OCA.
(2) T(A)  = Σ∗ ⇔ T(A)  = ∅. Da Lrt(OCA) unter Komplementbildung abgeschlossen ist,
kann Nichtuniversalit¨ at somit auf Nichtleere reduziert werden, und ist damit semient-
scheidbar.
(3) T(A)  = T(A′) ⇔ T(A) \ T(A′)  = ∅ oder T(A′) \ T(A)  = ∅ ⇔ T(A) ∩ T(A′)  = ∅
oder T(A′) ∩ T(A)  = ∅. Da Lrt(OCA) unter Schnitt- und Komplementbildung abge-
schlossen ist, kann Nicht¨ aquivalenz daher auf Nichtleere reduziert werden, und ist also
semientscheidbar.
(4) T(A)   T(A′) ⇔ T(A)\T(A′)  = ∅ ⇔ T(A)∩T(A′)  = ∅. Wiederum kann Nichtinklusion
auf Nichtleere reduziert werden und ist mithin semientscheidbar.
Endlichkeit (5) und Unendlichkeit (6) sind oﬀenbar nicht co-semientscheidbar.
(7) Es folgt aus Lemma 4.3(1): INVALC[M]  ∈ REG ⇔ T(M) ist unendlich. Ist Nichtregu-
larit¨ at f¨ ur Realzeit-OCA semientscheidbar, dann ist auch Unendlichkeit f¨ ur Turingma-
schinen semientscheidbar, was ein Widerspruch zu Lemma 4.13(3) ist.
(8) Es folgt aus Lemma 4.3(2): VALC[M]  ∈ CF ⇔ T(M) ist unendlich. Ist Nichtkontext-
freiheit f¨ ur Realzeit-OCA semientscheidbar, dann ist auch Unendlichkeit f¨ ur Turingma-
schinen semientscheidbar, was ein Widerspruch zu Lemma 4.13(3) ist.
(9) Es folgt aus Lemma 4.3(3): L[M]  ∈ Lrt(OCA) ⇔ T(M) ist unendlich. Ist das Nichtent-
haltensein in Lrt(OCA) f¨ ur Realzeit-CA semientscheidbar, dann ist auch Unendlichkeit
f¨ ur Turingmaschinen semientscheidbar, was ein Widerspruch zu Lemma 4.13(3) ist.
 
Die Aussagen k¨ onnen wieder folgendermaßen verallgemeinert werden:
Korollar 4.20. Die obigen Fragen (1) bis (4) sind co-semientscheidbar f¨ ur Automatenklassen,
deren entsprechende Sprachklasse in REC enthalten ist. Die Fragen (5) bis (8) sind nicht co-
semientscheidbar f¨ ur Automatenklassen, in denen Realzeit-OCA enthalten ist. Die Frage (9)
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Beweis. Es ist oﬀensichtlich, daß die Fragen (5) bis (9) nicht co-semientscheidbar sind. Sei
nun A eine Automatenklasse mit T(A) ∈ REC f¨ ur alle A ∈ A. Die Fragen (2) bis (4) k¨ onnen
unter Anwendung von Schnitt- und Komplementbildung auf Nichtleere reduziert werden.
Da A eine Sprachklasse erzeugt, die in REC enthalten ist, und REC unter Schnitt- und
Komplementbildung abgeschlossen ist, k¨ onnen diese Fragen auf Nichtleere f¨ ur REC reduziert
werden. Nichtleere ist aber f¨ ur Turingmaschinen semientscheidbar und damit auch f¨ ur REC.
Also sind die Fragen (1) bis (4) co-semientscheidbar.  
Nach Satz 3.15 ist Lrt(OCA) weder unter Homomorphismus noch unter ǫ-freiem Homomor-
phismus abgeschlosssen. Daher kann man sich fragen, ob das (ǫ-freie) homomorphe Bild einer
Sprache aus Lrt(OCA) regul¨ ar, kontextfrei oder selbst wieder aus Lrt(OCA) ist. Wir zeigen
jetzt, daß diese Fragen nicht semientscheidbar und auch nicht co-semientscheidbar sind.
Satz 4.21. Es sei A ein Realzeit-OCA, h ein Homomorphismus und hǫ ein ǫ-freier Homomor-
phismus. Dann sind folgende Fragen weder semientscheidbar noch co-semientscheidbar.
(1) Ist h(T(A)) ∈ REG?
(2) Ist h(T(A)) ∈ CF?
(3) Ist h(T(A)) ∈ Lrt(OCA)?
(4) Ist hǫ(T(A)) ∈ REG?
(5) Ist hǫ(T(A)) ∈ CF?
(6) Ist hǫ(T(A)) ∈ Lrt(OCA)?
Beweis. Es sei M eine Turingmaschine. Nach Satz 4.2 gibt es einen Realzeit-OCA A und
einen Homomorphismus h mit h(T(A)) = T(M). Sind die Fragen (1), (2) und (3) jeweils f¨ ur
Realzeit-OCA semientscheidbar, dann sind diese auch f¨ ur Turingmaschinen semientscheidbar.
Da Lrt(OCA) ⊆ Lrt(CA) ⊆ RE gilt, bekommen wir einen Widerspruch zu Korollar 4.15 und
Korollar 4.18.
Die Sprachklasse Lrt(OCA) ist nicht unter ǫ-freiem Homomorphismus abgeschlossen. Nach
Satz 3.18 ist der Abschluß von Lrt(OCA) unter ǫ-freiem Homomorphismus durch Realzeit-
One-guess-OCA charakterisiert. Es sei also A′ ein Realzeit-1G-OCA. Dann gibt es einen
Realzeit-OCA A und einen ǫ-freien Homomorphismus hǫ, so daß T(A′) = hǫ(T(A)) gilt.
Sind die Fragen (4), (5) und (6) jeweils f¨ ur Realzeit-OCA semientscheidbar, dann sind sie
auch f¨ ur Realzeit-1G-OCA semientscheidbar. Da nach [BKK02] die Inklusionen Lrt(OCA) ⊂
Lrt(1G-OCA) und Lrt(CA) ⊆ Lrt(1G-OCA) gelten, bekommen wir einen Widerspruch zu
Korollar 4.15 und Korollar 4.18.
Die Fragen (1) bis (6) sind nicht co-semientscheidbar nach Korollar 4.20.  
Die obigen Ergebnisse werden in folgendem Korollar auf allgemeinere Sprach- und Automa-
tenklassen ¨ ubertragen.
Korollar 4.22. Die Fragen (1), (2), (4) und (5) sind weder semientscheidbar noch co-semient-
scheidbar sowohl f¨ ur Automatenklassen, die Realzeit-OCA enthalten, als auch f¨ ur Sprachen aus
einer Sprachklasse, in der Lrt(OCA) enthalten ist. Die Fragen (3) und (6) sind weder semient-
scheidbar noch co-semientscheidbar sowohl f¨ ur Automatenklassen, die Realzeit-CA enthalten,
als auch f¨ ur Sprachen aus einer Sprachklasse, in der Lrt(CA) enthalten ist.60 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
4.3 Weitere Ergebnisse
Die eben bewiesenen Ergebnisse k¨ onnen nun angewendet werden, um zu zeigen, daß es kein
Pumpinglemma und keinen Minimierungsalgorithmus f¨ ur Zellularautomaten gibt. Zun¨ achst
deﬁnieren wir, was wir unter einem Pumpinglemma verstehen.
Nach [Bun95] sagen wir, daß eine Sprachklasse L ein Pumpinglemma besitzt, falls f¨ ur L
folgende Eigenschaft gilt: Zu jeder Sprache L ∈ L existiert eine aus einer Beschreibung von
L algorithmisch zu konstruierende Zahl n ∈ N und zu jedem z ∈ L mit |z| > n gibt es eine
Zerlegung z = uvw, so daß |v| ≥ 1 ist und f¨ ur unendlich viele i ∈ N gilt u′viw′ ∈ L, wobei u′
und w′ von u,w und i abh¨ angen k¨ onnen.
Satz 4.23. Lrt(OCA) und jede Sprachklasse, die Lrt(OCA) enth¨ alt, besitzt kein derartiges
Pumpinglemma.
Beweis. Sei A = (Q,#,Σ,δ,F) ein Realzeit-OCA. Wir nehmen an, daß es ein Pumpinglemma
gibt. Dann sei n die Konstante des Pumpinglemmas. Damit gilt:
T(A) ist unendlich ⇐⇒ ∃x ∈ T(A) : |x| > n
Die Richtung ”⇒“ ist oﬀensichtlich. F¨ ur die andere Richtung betrachten wir ein x ∈ T(A)
mit |x| > n. Dann sind die Voraussetzungen des Pumpinglemmas erf¨ ullt, und wir erhalten
unendlich viele W¨ orter in der Sprache durch Pumpen.
Dann kann aber eine Turingmaschine konstruiert werden, die sukzessive alle W¨ orter aus Σ∗
der L¨ ange gr¨ oßer als n generiert und den Realzeit-OCA A auf diesen Eingaben simuliert.
Gibt es ein x ∈ T(A) mit |x| > n, dann h¨ alt die Turingmaschine an. Damit ist die Frage ”Ist
T(A) unendlich?“ semientscheidbar, was im Widerspruch zu Satz 4.14(4) steht.  
Korollar 4.24. Jede Sprachklasse L, die zu einer Turingmaschine M die Menge VALC[M]
enth¨ alt, besitzt kein Pumpinglemma.
Beweis. F¨ ur das Ergebnis in obigem Beweis reichte die Nichtsemientscheidbarkeit der Un-
endlichkeit f¨ ur Realzeit-OCA aus. Um diese zu zeigen, wurde in Satz 4.14(4) die Tatsache
VALC[M] ∈ Lrt(OCA) ausgenutzt. ¨ Ahnliche ¨ Uberlegungen k¨ onnen daher f¨ ur alle Sprach-
klassen L mit VALC[M] ∈ L angestellt werden.  
Im folgenden bezeichnen wir mit A eine Zellularautomatenklasse mit Zeitkomplexit¨ at t. Wei-
terhin gelte Realzeit-OCA ⊆ A.
Satz 4.25. F¨ ur Zellularautomaten aus A gibt es keinen Minimierungsalgorithmus, der einen
beliebigen Zellularautomaten A ∈ A in einen Zellularautomaten A′ ∈ A umwandelt, der T(A)
akzeptiert und eine minimale Anzahl von Zust¨ anden besitzt.
Beweis. Oﬀenbar ben¨ otigt ein minimaler Zellularautomat A = (Q,#,Σ,δ,F), der L = ∅ mit
Zeitkomplexit¨ at t akzeptiert, genau |Σ| Zust¨ ande und besitzt keine akzeptierenden Zust¨ ande.
Wir nehmen an, daß es einen Minimierungsalgorithmus gibt. Es sei A ∈ A ein beliebiger
Zellularautomat. Wir wenden den Minimierungsalgorithmus an und erhalten einen minimalen
Zellularautomaten A′ ∈ A. Nun ¨ uberpr¨ ufen wir, ob A′ keine akzeptierenden Zust¨ ande hat
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und A′ akzeptierende Zust¨ ande besitzt, dann gibt es mindestens ein Alphabetsymbol, das
ein akzeptierender Zustand ist. Dann ist allerdings die akzeptierte Sprache nicht leer. Also
ist die Frage ”Ist T(A) = ∅?“ entscheidbar. Das ist ein Widerspruch zu Satz 4.14(1) und
Korollar 4.15.  
Neben den in Kapitel 4.2 betrachteten Entscheidbarkeitsfragen, sind f¨ ur Automaten oftmals
Erreichbarkeitsfragen interessant. Zum Beispiel kann man sich fragen, ob ein Zellularautomat
im Laufe seiner Berechnung eine bestimmte Konﬁguration jemals erreicht, oder ob eine Zelle
einen bestimmten Zustand jemals erreicht. Wir werden im folgenden einige Erreichbarkeits-
fragen formulieren und deren Entscheidbarkeit oder Unentscheidbarkeit beweisen.
Gegeben sei ein Zellularautomat A = (Q,#,Σ,δ,F) aus der Automatenklasse A mit Zeit-
komplexit¨ at t, ein Zustand q ∈ Q und eine Konﬁguration c ∈ Q+.
(E1) Gibt es eine Eingabe x ∈ Σ+ und einen Zeitpunkt l ≤ t(|x|), so daß ∆l(x) = c gilt?
(E2) Gibt es eine Eingabe x ∈ Σ+ und einen Zeitpunkt l ≤ t(|x|), so daß c ein Pr¨ aﬁx von
∆l(x) ist?
(E3) Gibt es eine Eingabe x ∈ Σ+ und einen Zeitpunkt l ≤ t(|x|), so daß eine Zelle i den
Zustand q annimmt?
Satz 4.26. Die Frage (E1) ist entscheidbar, die Fragen (E2) und (E3) sind nicht entscheidbar.
Beweis. (E1) Ein Algorithmus generiert sukzessive alle Eingaben der L¨ ange |c|, simuliert die
Berechnung von A auf diesen Eingaben und ¨ uberpr¨ uft, ob die gesuchte Konﬁguration
bis zum Zeitpunkt t(|c|) in einer Berechnung auftaucht. Sobald eine solche Eingabe
gefunden ist, terminiert der Algorithmus und gibt ja zur¨ uck. Anderenfalls terminiert
der Algorithmus und gibt nein zur¨ uck.
(E2) Wir nehmen an, daß die Frage entscheidbar ist. Wir testen nun f¨ ur jeden Zustand q ∈ F,
ob c = q ein Pr¨ aﬁx von ∆l(x) ist. Wird die Frage f¨ ur alle q ∈ F negativ beantwortet,
dann ist T(A) = ∅, anderenfalls ist T(A)  = ∅. Dann ist aber f¨ ur Zellularautomaten
A ∈ A entscheidbar, ob die akzeptierte Sprache leer ist. Das ist ein Widerspruch zu
Satz 4.14 und Korollar 4.15.
(E3) Wir nehmen an, daß die Frage entscheidbar ist. Wir testen f¨ ur jeden Zustand q ∈ F,
ob die erste Zelle (i = 1) den Zustand q annimmt. Wird die Frage f¨ ur alle q ∈ F
negativ beantwortet, dann ist T(A) = ∅, anderenfalls ist T(A)  = ∅. Wiederum ist dann
f¨ ur Zellularautomaten A ∈ A entscheidbar, ob die akzeptierte Sprache leer ist, was im
Widerspruch zu Satz 4.14 und Korollar 4.15 steht.
 
Bemerkung 4.27. Obige Aussagen gelten insbesondere f¨ ur Zellularautomaten, die in Real-
zeit und Linearzeit arbeiten. Nach Bemerkung 3.3 gibt es zu einem Zellularautomaten, der
eine Sprache in beliebiger Zeit akzeptiert, einen ¨ aquivalenten Zellularautomaten mit Zeit-
komplexit¨ at t(n) = O(cn) f¨ ur eine Konstante c. Also gelten obige Aussagen auch f¨ ur Zellular-
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Bemerkung 4.28. Alle in diesem Kapitel bewiesenen Unentscheidbarkeits- und Nichtse-
mientscheidbarkeitsaussagen gelten f¨ ur alle in Kapitel 3 eingef¨ uhrten Zellularautomatenklas-
sen. Also f¨ ur Realzeit-OCA, Realzeit-CA, Linearzeit-OCA, Linearzeit-CA, OCA,
CA, Realzeit-1G-OCA und OCA, die in Realzeit plus log arbeiten. F¨ ur alle diese Auto-
matenklassen gibt es außerdem kein Pumpinglemma und keinen Minimierungsalgorithmus.
Weiterhin sind einige Erreichbarkeitsfragen nicht entscheidbar. Mit anderen Worten: F¨ ur
Zellularautomaten ist fast nichts entscheidbar und semientscheidbar. Eine Ausnahme bilden
wiederum Realzeit-OCA, die un¨ are Sprachen akzeptieren. Da diese Automaten algorithmisch
in DFA umgewandelt werden k¨ onnen, reduzieren sich die Fragen auf Entscheidbarkeitsfragen
f¨ ur DFA und regul¨ are Sprachen und sind somit oftmals entscheidbar.
4.4 Unvergleichbarkeit
Nach Satz 4.2 lassen sich die rekursiv aufz¨ ahlbaren Sprachen durch das homomorphe Bild
von Lrt(OCA) charakterisieren. Daher k¨ onnen wir folgendes Unvergleichbarkeitskriterium
herleiten:
Satz 4.29. Lrt(OCA) ist unvergleichbar mit jeder Sprachklasse L f¨ ur die gilt: 2-LCF ⊆ L ⊆
L′ ⊂ RE und L′ ist abgeschlossen unter Homomorphismus.
Beweis. Nach Satz 3.12 ist 2-LCF nicht in Lrt(OCA) enthalten. Daher ist 2-LCF\Lrt(OCA)  =
∅. Damit ist L \ Lrt(OCA)  = ∅.
Wir nehmen nun an, daß Lrt(OCA) ⊆ L gilt. Dann gilt h(Lrt(OCA)) ⊆ h(L) ⊆ L′. Aus
Satz 4.2 folgt dann, daß RE ⊆ L′ gilt. Das ist aber ein Widerspruch zu der Annahme, daß L′
eine echte Teilmenge von RE ist. Also gilt: Lrt(OCA) \ L  = ∅.  
Korollar 4.30. Lrt(OCA) ist unvergleichbar mit jeder Sprachklasse L, f¨ ur die folgendes gilt:
CF ⊆ L ⊂ RE und L ist abgeschlossen unter Homomorphismus.
Korollar 4.31. Lrt(OCA) ist mit folgenden Sprachklassen L unvergleichbar:
(1) L = CF
(2) L = k-LCF f¨ ur k ≥ 2
(3) 2-LCF ⊆ L ⊆ CF
(4) Jede volle AFL L mit LCF ⊆ L ⊂ RE.
Beweis. (1), (2) und (3) sind unmittelbar klar. Zum Beweis von (4) beachten wir, daß L
insbesondere unter Konkatenation abgeschlossen ist und somit 2-LCF enth¨ alt.  
Eine Anwendung dieses Kriteriums zeigt, daß Lrt(OCA) mit vielen bekannten und gut un-
tersuchten Sprachklassen unvergleichbar ist. Beispielsweise mit den Sprachklassen, die von
folgenden Formalismen erzeugt werden. Wir werden die einzelnen Formalismen hier nicht
einf¨ uhren, sondern verweisen auf die entsprechende Literatur.
(1) Indexgrammatiken I (siehe [DPS97]): Es gilt CF ⊂ L(I) ⊂ RE und L(I) ist abgeschlos-
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(2) Verschiedene Grammatiken mit gesteuerter Ersetzung (siehe [DPS97]):
• Matrixgrammatiken ohne appearance checking λM, M: Es gilt CF ⊂ L(M) ⊂
L(λM) ⊂ RE und L(λM) ist abgeschlossen unter Homomorphismus.
• Vektorgrammatiken ohne l¨ oschende Regeln uV : Es gilt CF ⊂ L(uV ) ⊂ L(λM).
• Geordnete Grammatiken λO, O: Es gilt CF ⊂ L(O) ⊂ L(λO) ⊂ RE und L(λO)
ist abgeschlossen unter Homomorphismus.
• Regul¨ ar kontrollierte Grammatiken ohne appearance checking λrC, rC: Es gilt
CF ⊂ L(rC) ⊆ L(λrC) ⊆ L(λM).
(3) Verschiedene Lindenmayersysteme (siehe [KRS97]) wie beispielsweise ET0L. Es gilt
CF ⊂ L(ET0L) ⊂ RE und L(ET0L) ist abgeschlossen unter Homomorphismus.
(4) Verschiedene Grammatiksysteme (siehe [DPR97])
• Viele CD grammar systems, also Grammatiksysteme mit sequentieller Arbeits-
weise. In Theorem 3.1 und Theorem 3.2 in [DPR97] wird gezeigt, daß viele CD
grammar systems Sprachklassen erzeugen, die CF enthalten und selbst enthalten
sind in L(M), L(λM) oder ET0L. Mit den Ergebnissen aus (2) und (3) folgt dann
die Unvergleichbarkeit.
• Einige CD grammar systems mit teams: Die erzeugten Sprachklassen sind L(M)
oder L(λM). (Theorem 3.5 in [DPR97])
(5) Verschiedene contextual grammars (siehe [EPR97]), z.B. TCc. Es gilt CF ⊂ L(TCc) ⊂
RE und L(TCc) ist abgeschlossen unter Homomorphismus.
(6) Verschiedene Sprachklassen aus dem Gebiet des membrane computing (siehe [P˘ au02]).
Insbesondere folgt die Unvergleichbarkeit mit allen Teilmengen der genannten Sprachklassen,
die 2-LCF enthalten.
4.5 Zusammenfassung
Wir haben in diesem Kapitel die Beschreibungskomplexit¨ at von Zellularautomaten unter-
sucht und nichtrekursive Tradeoﬀs zwischen Realzeit-OCA und verschiedenen sequentiellen
Modellen bewiesen. Weitere nichtrekursive Tradeoﬀs existieren zwischen Linearzeit-OCA und
Realzeit-OCA sowie zwischen Realzeit-CA und Realzeit-OCA. Im Vergleich mit der Sprach-
hierarchie aus Satz 3.9 haben wir nichtrekursive Tradeoﬀs zwischen allen Beschreibungsme-
chanismen nachgewiesen, deren Sprachklassen echt ineinander enthalten sind. Die Tradeoﬀs
zwischen anderen Zellularautomatenklassen, z.B. zwischen Linearzeit-CA und Realzeit-CA
sind derzeit unbekannt. Um beispielsweise einen nichtrekursiven Tradeoﬀ zwischen Linearzeit-
CA und Realzeit-CA mit Satz 2.28 nachzuweisen, m¨ ußte man eine Sprache LM ∈ Llt(CA)
ﬁnden, die nur dann in Lrt(CA) ist, falls T(M) endlich ist. Da bislang keine Methoden be-
kannt sind, um zu zeigen, daß eine Sprache aus Llt(CA) nicht in Lrt(CA) ist, und dar¨ uber
hinaus noch nicht einmal klar ist, ob eine der Inklusionen oberhalb von Lrt(CA) echt ist,
k¨ onnen wir die in Satz 2.28 zusammengefaßte Methode daher nicht verwenden.64 KAPITEL 4. NICHTREKURSIVE TRADEOFFS IN ZELLULARAUTOMATEN
Wir haben weiterhin Entscheidbarkeitsfragen f¨ ur Zellularautomaten untersucht. Hier war
das Ergebnis, daß sehr viele Fragen f¨ ur Zellularautomaten unentscheidbar und auch nicht
semientscheidbar sind. Auch konnten wir nachweisen, daß es f¨ ur Zellularautomaten und den
entsprechenden Sprachklassen keine Werkzeuge wie beispielsweise ein Pumpinglemma oder
einen Minimierungsalgorithmus gibt. Diese Ergebnisse sind nat¨ urlich nicht befriedigend, wenn
man an die praktische Verwendbarkeit von Zellularautomaten denkt. Denn manche prakti-
sche Aufgaben, wie zum Beispiel das Minimieren eines Automaten oder die ¨ Uberpr¨ ufung, ob
zwei Automaten die gleiche Sprache akzeptieren, k¨ onnen nicht algorithmisch gel¨ ost werden,
sondern m¨ ussen aufgrund der Unentscheidbarkeitsergebnisse immer ad hoc erledigt werden.
Daher ist es zun¨ achst naheliegend, ¨ ahnliche Modelle und deren Beschreibungskomplexit¨ at zu
untersuchen. Weiterhin sind auch geeignete abgeschw¨ achte Modelle von Zellularautomaten
interessant, um ”handlichere“ Automatenklassen mit rekursiv beschr¨ ankten Gr¨ oßeneinspa-
rungen zu erhalten. Diese Untersuchungen werden in den folgenden Kapiteln unternommen.Kapitel 5
Nichtrekursive Tradeoﬀs in
iterativen Arrays
Im vorigen Kapitel haben mir mit Zellularautomaten ein paralleles Modell mit paralleler
Eingabe betrachtet. Als Abschw¨ achung untersuchen wir hier mit iterativen Arrays ein par-
alleles Modell mit sequentieller Eingabe. Aus Sicht der Beschreibungskomplexit¨ at ergeben
sich ¨ ahnliche Ergebnisse wie bei Zellularautomaten. Wir haben nichtrekursive Tradeoﬀs zwi-
schen Realzeit-IA und sequentiellen Modellen und zwischen Linearzeit-IA und Realzeit-IA.
Bez¨ uglich der generativen M¨ achtigkeit sind Lrt(OCA) und Lrt(IA) unvergleichbar. Wir er-
halten in diesem Kapitel das Ergebnis, daß beide Sprachklassen auch aus Sicht der Beschrei-
bungskomplexit¨ at unvergleichbar sind, da nichtrekursive Tradeoﬀs zwischen Realzeit-IA und
Realzeit-OCA und umgekehrt zwischen Realzeit-OCA und Realzeit-IA existieren. Die Ergeb-
nisse lassen sich ¨ ahnlich wie im vorigen Kapitel mit Satz 2.28 beweisen, und wir zeigen dazu in
Kapitel 5.2, unter welchen Bedingungen die g¨ ultigen und ung¨ ultigen Berechnungen einer Tu-
ringmaschine und Variationen dieser Sprachen von Realzeit-IA und Linearzeit-IA akzeptiert
werden k¨ onnen. Einige notwendige Vorbereitungen werden in Kapitel 5.1 zusammengefaßt.
In den Kapiteln 5.3 und 5.4 erg¨ anzen wir die Ergebnisse, die f¨ ur Zellularautomaten bekannt
sind: Auch f¨ ur iterative Arrays sind viele Entscheidbarkeitsfragen unentscheidbar und nicht
semientscheidbar. Ebenfalls gibt es f¨ ur iterative Arrays keinen Minimierungsalgorithmus und
kein Pumpinglemma f¨ ur die entsprechenden Sprachklassen. Schließlich l¨ aßt sich auch f¨ ur
Lrt(IA) ein Unvergleichbarkeitskriterium formulieren.
5.1 Technische Vorbereitungen
F¨ ur eine sp¨ atere Konstruktion wird es wichtig sein, daß ein Automat die Zust¨ ande, die im
ersten Berechnungsschritt angenommen werden, in sp¨ ateren Berechnungsschritten nicht mehr
erreicht. Diese Modiﬁkation wird in folgendem Lemma anhand einer Turingmaschine durch-
gef¨ uhrt, kann aber in analoger Weise auf Kellerautomaten und endliche Automaten ¨ ubertra-
gen werden.
Lemma 5.1. Es sei M = (Q,Σ,Γ,δ,q0,B,F) eine Turingmaschine und Q1 ⊆ Q die Menge der
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Zust¨ ande, die im ersten Berechnungsschritt von M erreicht werden k¨ onnen. Das heißt,
Q1 = {q ∈ Q | ∃γ1,γ2 ∈ Γ,S ∈ {L,R} : δ(q0,γ1) = (q,γ2,S)}
Dann kann eine ¨ aquivalente Turingmaschine M′ mit folgenden Eigenschaften konstruiert werden:
• Alle Zust¨ ande q ∈ Q1 werden nur im ersten Berechnungsschritt erreicht.
• Der Startzustand q0 wird nie wieder erreicht.
Beweis. Wir deﬁnieren eine Turingmaschine M′ = (Q∪Q′∪{q0},Σ,Γ,δ′,q0,B,F ∪F′), wobei
Q′ = {q′ | q ∈ Q} eine Kopie von Q und q0  ∈ Q ∪ Q′ ein neuer Zustand ist. F¨ ur p,q ∈ Q,
γ1,γ2 ∈ Γ und S ∈ {L,R} deﬁnieren wir
δ′(q0,γ1) = (p,γ2,S) falls δ(q0,γ1) = (p,γ2,S)
δ′(q,γ1) = (p′,γ2,S) falls δ(q,γ1) = (p,γ2,S)
δ′(q′,γ1) = (p′,γ2,S) falls δ(q,γ1) = (p,γ2,S)
Oﬀenbar ist M′ eine ¨ aquivalente deterministische Turingmaschine mit den verlangten Eigen-
schaften.  
Nach Satz 3.11 gilt DCFǫ ⊂ Lrt(IA). F¨ ur sp¨ atere Konstrukionen zeigen wir den Abschluß
von DCFǫ unter markierter Konkatenation und markiertem Kleene-Abschluß und als Vorbe-
reitung dazu folgendes Lemma:
Lemma 5.2. Es sei M = (Q,Σ,Γ,δ,q0,Z0,F) ein DPDAǫ. Dann kann ein ¨ aquivalenter DPDAǫ
M′ konstruiert werden, dessen Keller niemals vollst¨ andig geleert wird.
Beweis. Nach der Vorbemerkung zu Lemma 5.1 k¨ onnen wir ohne Beschr¨ ankung der Allge-
meinheit annehmen, daß die Zust¨ ande in M, die im ersten Berechnungsschritt erreicht werden,
in sp¨ ateren Berechnungsschritten nicht wieder erreicht werden k¨ onnen.
Sei Z′
0 ein neues Kellersymbol mit Z′
0  ∈ Γ. F¨ ur q ∈ Q, σ ∈ Σ und γ ∈ Γ∗ ersetzen wir
jede Transition (q,γ) ∈ δ(q0,σ,Z0) in M durch die Transition (q,γZ′
0) ∈ δ(q0,σ,Z0). Da die
Zust¨ ande q ∈ Q aus den ersetzten Transitionen in sp¨ ateren Berechnungsschritten nicht wieder
erreicht werden k¨ onnen, wird das neue Kellersymbol Z′
0 daher nur im ersten Berechnungs-
schritt auf den Keller geschrieben. Da es keine Transition gibt, die Z′
0 vom Keller entfernt,
wird der Keller also niemals vollst¨ andig geleert.  
Lemma 5.3. DCFǫ ist abgeschlossen unter markierter Konkatenation und markiertem Kleene-
Abschluß.
Beweis. Seien M1 = (Q1,Σ1,Γ1,δ1,q1
0,Z1
0,F1) und M2 = (Q2,Σ2,Γ2,δ2,q2
0,Z2
0,F2) zwei
DPDAǫ. Wir k¨ onnen ohne Einschr¨ ankung annehmen, daß Q1 ∩ Q2 = ∅ und Γ1 ∩ Γ2 = ∅
gilt. Wir k¨ onnen weiterhin gem¨ aß Lemma 5.2 annehmen, daß der Keller von M1 niemals
vollst¨ andig geleert wird. Sei $ nun das Markierungssymbol mit $  ∈ Σ1 ∪ Σ2. Wir deﬁnieren
nun M = (Q1 ∪ Q2,Σ1 ∪ Σ2 ∪ {$},Γ1 ∪ Γ2,δ,q1
0,Z1
0,F2), wobei die Transitionen wie folgt
deﬁniert sind:
δ(q,σ,Z) = δ1(q,σ,Z) f¨ ur q ∈ Q1,σ ∈ Σ1,Z ∈ Γ1
δ(q,$,Z) = {(q2
0,Z2
0Z)} f¨ ur q ∈ F1,Z ∈ Γ1
δ(q,σ,Z) = δ2(q,σ,Z) f¨ ur q ∈ Q2,σ ∈ Σ2,Z ∈ Γ25.1. TECHNISCHE VORBEREITUNGEN 67
Die Disjunktheit der beiden Zustandsmengen und der beiden Kelleralphabete stellt sicher,
daß vor dem Lesen des Markierungssymbols nur W¨ orter aus T(M1) akzeptiert werden und
danach nur W¨ orter aus T(M2) akzeptiert werden. Die Forderung, daß der Keller von M1
niemals vollst¨ andig geleert wird, stellt sicher, daß die Berechnung nicht blockiert wird, falls M1
urspr¨ unglich gleichzeitig in einen akzeptierenden Zustand ¨ ubergeht und den Keller vollst¨ andig
leert. Daher gilt: T(M) = T(M1)$T(M2)
Die Konstruktion f¨ ur den markierten Kleene-Abschluß ist ¨ ahnlich. Gegeben sei ein DPDAǫ
M1 = (Q1,Σ1,Γ1,δ1,q1
0,Z1
0,F1), dessen Keller niemals vollst¨ andig geleert wird. Wir k¨ onnen
weiterhin gem¨ aß Lemma 5.1 annehmen, daß der Startzustand w¨ ahrend einer Berechnung in
M1 nicht wieder angenommen wird. Wir deﬁnieren nun M = (Q1,Σ1∪{$},Γ1,δ,q1
0,Z1
0,{q1
0}).
Die Transitionen sind wie folgt deﬁniert:
δ(q,σ,Z) = δ1(q,σ,Z) f¨ ur q ∈ Q1,σ ∈ Σ1,Z ∈ Γ1
δ(q,$,Z) = {(q1
0,Z1
0Z)} f¨ ur q ∈ F1,Z ∈ Γ1
Wiederum stellt die Forderung nach Vermeidung einer vollst¨ andigen Kellerentleerung sicher,
daß eine Berechnung nicht blockiert wird, falls M1 urspr¨ unglich gleichzeitig in einen akzep-
tierenden Zustand ¨ ubergeht und den Keller vollst¨ andig leert. Daher ist T(M) = (T(M1)$)∗.
 
Das folgende technische Lemma zeigt, daß Lrt(OCA) unter einer ¨ ahnlichen Operation wie
markiertem Kleene-Abschluß abgeschlossen ist.
Lemma 5.4. Es sei A = (Q,#,Σ,δ,F) ein Realzeit-OCA und $  ∈ Σ ein Markierungssymbol.
Dann gilt: ({$}T(A))∗{$} ∈ Lrt(OCA)
Beweis. Ein Realzeit-OCA f¨ ur ({$}T(A))∗{$} kann folgendermaßen skizziert werden:
(1) Auf allen Teileingaben der Form {$}Σ∗{$} wird der gegebene Realzeit-OCA A simuliert,
wobei jedes Markierungssymbol $ als Randsymbol # aufgefaßt wird.
(2) Jede Zelle i, die $ als Eingabe hat, wird im ersten Zeitschritt besonders gekennzeichnet.
Gleichzeitig wird ein Signal L mit maximaler Geschwindigkeit nach links gestartet.
(3) In jedem Zeitschritt pr¨ uft eine $-Zelle, ob ihre rechte Nachbarzelle einen akzeptierenden
Zustand aus F angenommen hat. Ist das der Fall, wird ein Zustand qf angenommen,
der nicht mehr verlassen wird und alle ankommenden L-Signale stoppt. Erreicht die
rechte Nachbarzelle bis zum Eintreﬀen des Signals L keinen Zustand aus F, dann ist
die entsprechende Teileingabe nicht aus T(A){$}. Daher wird ein Fehlerzustand qe
angenommen, der ebenfalls nicht mehr verlassen wird und alle ankommenden L-Signale
stoppt.
(4) Ist die Eingabe der letzten Zelle $, dann wird ein Signal E mit maximaler Geschwindig-
keit nach links gestartet, das ¨ uberpr¨ uft, ob alle anderen Zellen, deren Eingabe $ war, in
einem Zustand qf sind. Ist das der Fall, dann sind alle Teileingaben in {$}T(A){$} und
die Gesamteingabe somit aus ({$}T(A))∗{$}. Daher wird ein akzeptierender Zustand
angenommen. In allen anderen F¨ allen wird die Eingabe verworfen.
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5.2 Nichtrekursive Tradeoﬀs
Wie in Kapitel 4.1 zeigen wir zun¨ achst, daß die g¨ ultigen und ung¨ ultigen Berechnungen einer
Turingmaschine von Realzeit-IA akzeptiert werden.
Satz 5.5. Sei M eine Turingmaschine. Dann k¨ onnen zwei Realzeit-IA A1 und A2 eﬀektiv kon-
struiert werden mit T(A1) = VALC[M] und T(A2) = INVALC[M].
Beweis. Nach [HU79] gilt: VALC[M] = L1 ∩ L2, wobei
L1 = L∗
3({ǫ} ∪ Γ∗FΓ∗{#})
L2 = {q0}Σ∗{#}L∗
4({ǫ} ∪ Γ∗FΓ∗{#})
L3 = {y#zR# | y | − M −z}
L4 = {yR#z# | y | − M −z}
Wir konstruieren zu einer Turingmaschine M zwei DPDAǫ, die jeweils L1 und L2 akzeptieren.
Da nach Satz 3.11 zu jedem DPDAǫ ein ¨ aquivalentes Realzeit-IA konstruiert werden kann
und die Sprachklasse Lrt(IA) eﬀektiv unter Durchschnitt abgeschlossen ist, k¨ onnen wir also
ein Realzeit-IA A1 konstruieren mit T(A1) = VALC[M]. Weiterhin ist Lrt(IA) eﬀektiv unter
Komplementbildung abgeschlossen. Also kann auch ein Realzeit-IA A2 konstruiert werden
mit T(A2) = INVALC[M].
Wir zeigen zun¨ achst, daß die Sprache L3 von einem DPDAǫ akzeptiert wird. In [HU79] wird
ein Kellerautomat konstruiert, der L3 mit leerem Keller akzeptiert. Wir modiﬁzieren nun diese
Konstruktion dahingehend, daß der Kellerautomat deterministisch arbeitet, keine ǫ-Regeln
ben¨ otigt und mit akzeptierenden Zust¨ anden akzeptiert.
Die Idee ist folgende: Der DPDAǫ liest die Eingabe y bis zum Sonderzeichen #. Dabei wird
¨ uberpr¨ uft, ob y von der Form Γ∗QΓ∗ ist. Gleichzeitig wird zR auf den Keller geschrieben,
wobei z die Folgekonﬁguration von y in M ist, das heißt y | − M −z. Anschließend wird die Ein-
gabe mit dem Kellerinhalt abgepr¨ uft. Tritt ein Fehler auf, dann wird die Eingabe verworfen.
Anderenfalls wird die Eingabe akzeptiert.
Dazu sei M = (Q,Σ,Γ,δ,q0,B,F) die zugrundeliegende Turingmaschine. Wir betrachten
Zust¨ ande p0,p1,pa,pm mit {p0,p1,pa,pm} ∩ Q = ∅. Weiterhin sei Z0 ein neues Symbol mit
{Z0} ∩ (Γ ∪ Q) = ∅. Wir deﬁnieren einen Kellerautomat
A = {Q ∪ {p0,p1,pa,pm},Γ ∪ Q ∪ {#},Γ ∪ Q ∪ {Z0},δ′,p0,Z0,{pa}}
mit den ¨ Uberf¨ uhrungsregeln
δ′(p0,γ,Z) = {(p0,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ {Z0}
δ′(p0,q,Z) = {(q,Z)} f¨ ur q ∈ Q,Z ∈ Γ ∪ {Z0}
Diese Regeln stellen sicher, daß A die Eingabe y bis zum ersten Symbol aus Q liest. Gleich-
zeitig wird die Eingabe auf den Keller geschrieben. Mit den folgenden Regeln wird nun das
Verhalten der Turingmaschine von q aus simuliert. Wir merken an, daß die folgenden Regeln
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Seien γ,Z ∈ Γ und q ∈ Q. Dann deﬁnieren wir folgende ¨ Uberg¨ ange:
δ′(q,γ,Z) = {(p1,pY Z)} falls δ(q,γ) = (p,Y,R)
δ′(q,γ,Z0) = {(p1,pY Z0)} falls δ(q,γ) = (p,Y,R)
δ′(q,#,Z) = {(pm,pY Z)} falls δ(q,B) = (p,Y,R)
δ′(q,#,Z0) = {(pm,pY Z0)} falls δ(q,B) = (p,Y,R)
δ′(q,γ,Z) = {(p1,Y Zp)} falls δ(q,γ) = (p,Y,L)
δ′(q,γ,Z0) = {(p1,Y BpZ0)} falls δ(q,γ) = (p,Y,L)
δ′(q,#,Z) = {(pm,Y Zp)} falls δ(q,B) = (p,Y,L)
δ′(q,#,Z0) = {(pm,Y BpZ0)} falls δ(q,B) = (p,Y,L)
Anschließend dient der Zustand p1 dazu, den Rest der Eingabe bis zum n¨ achsten #-Zeichen
auf den Keller zu schreiben. Danach wird in den Zustand pm gewechselt, der zum Vergleich
des Kellerinhalts mit der Eingabe dient. Sobald ein Fehler gefunden ist, wird die Eingabe
verworfen, da f¨ ur diesen Fall kein ¨ Ubergang deﬁniert ist. Wird die gesamte Resteingabe ohne
Fehler mit dem gesamten Keller abgepr¨ uft, dann landet der Kellerautomat schließlich in einem
akzeptierenden Zustand pa.
δ′(p1,γ,Z) = {(p1,γZ)} f¨ ur γ ∈ Γ,Z ∈ Γ ∪ Q ∪ {Z0}
δ′(p1,#,Z) = {(pm,Z)} f¨ ur Z ∈ Γ ∪ Q ∪ {Z0}
δ′(pm,γ,Z) = {(pm,ǫ)} f¨ ur γ,Z ∈ Γ ∪ Q mit γ = Z
δ′(pm,#,Z0) = {(pa,Z0)}
Wir k¨ onnen beobachten, daß der Kellerautomat A deterministisch arbeitet und keine ǫ-Regeln
ben¨ otigt. Also kann L3 von einem DPDAǫ akzeptiert werden.
Die Konstruktion eines DPDAǫ f¨ ur die Sprache L4 ist analog zur obigen Konstruktion; ledig-
lich die Regeln zur Simulation der Turingmaschine m¨ ussen folgendermaßen ersetzt werden:
Es seien γ,γ′ ∈ Γ und q ∈ Q.
δ′(q,γ,γ′) = {(p1,γY p)} falls δ(q,γ′) = (p,Y,R)
δ′(q,#,γ′) = {(pm,Y p)} falls δ(q,γ′) = (p,Y,R)
δ′(q,γ,Z0) = {(p1,γY pZ0)} falls δ(q,B) = (p,Y,R)
δ′(q,#,Z0) = {(pm,pY Z0)} falls δ(q,B) = (p,Y,R)
δ′(q,γ,γ′) = {(p1,pγY )} falls δ(q,γ′) = (p,Y,L)
δ′(q,#,γ′) = {(pm,pBY )} falls δ(q,γ′) = (p,Y,L)
δ′(q,γ,Z0) = {(p1,pγY Z0)} falls δ(q,B) = (p,Y,L)
δ′(q,#,Z0) = {(pm,pBY Z0)} falls δ(q,B) = (p,Y,L)
Damit sind also die Sprachen L3 und L4 in DCFǫ. Dann sind auch die Sprachen L∗
3 und L∗
4 in
DCFǫ, da DCFǫ nach Lemma 5.3 eﬀektiv unter markiertem Kleene-Abschluß abgeschlossen
ist und jedes zweite #-Zeichen als Markierungssymbol aufgefaßt werden kann. Letzteres kann
mit der endlichen Zustandskontrolle eines DPDAǫ gesteuert werden.
Wir wollen weiterhin zeigen, daß die Rechtskonkatenation der regul¨ aren Sprache R = ({ǫ} ∪
Γ∗FΓ∗{#}) mit den Sprachen L3 und L4 ebenfalls von einem DPDAǫ verwirklicht werden
kann. Dazu f¨ uhren wir in den Zustandsmengen der DPDAǫ f¨ ur L∗
3 und L∗
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Komponente ein. In der ersten Komponente wird der DPDAǫ f¨ ur L∗
3 bzw. L∗
4 simuliert. Wir
beobachten, daß in der ersten Komponente nach jedem zweiten #-Zeichen ein akzeptierender
Zustand angenommen wird, sofern die Eingabe in der Sprache ist. Daher wird dann in der
zweiten Komponente (ab jedem zweiten #-Zeichen) ¨ uberpr¨ uft, ob die folgende Eingabe bis
zum n¨ achsten #-Zeichen die Form ({ǫ}∪Γ∗FΓ∗{#}) besitzt. Ist das der Fall, wird ein akzep-
tierender Zustand angenommen. Ist zu diesem Zeitpunkt bereits die gesamte Eingabe gelesen,
dann wird die Eingabe somit akzeptiert. Ist die gesamte Eingabe noch nicht gelesen, dann
wird in der zweiten Komponente die folgende Eingabe bis zum n¨ achsten #-Zeichen ignoriert.
Danach wird wiederum ¨ uberpr¨ uft, ob die restliche Eingabe die Form ({ǫ}∪Γ∗FΓ∗{#}) besitzt.
Oﬀenbar f¨ uhrt die beschriebene Konstruktion keine ǫ-Regeln und keinen Nichtdeterminismus
ein. Daher sind die Sprachen L∗
3R und L∗
4R in DCFǫ.
Abschließend beobachten wir, daß auch die Sprache {q0}Σ∗{#}L∗
4R von einem DPDAǫ akzep-
tiert werden kann, da DCFǫ nach Lemma 5.3 unter markierter Konkatenation abgeschlossen
ist und das erste #-Zeichen als Markierungssymbol aufgefaßt werden kann.
Damit k¨ onnen also zwei DPDAǫ eﬀektiv konstruiert werden, die jeweils L1 und L2 akzeptieren.
Damit ist der Satz bewiesen.  
Aus beweistechnischen Gr¨ unden wollen wir die Anzahl der g¨ ultigen Berechnungen einer Tu-
ringmaschine vergr¨ oßern. Dazu erweitern wir eine beliebige Turingmaschine M dahingehend,
daß mit einem akzeptierten Wort der L¨ ange n auch alle anderen Eingaben der L¨ ange n ak-
zeptiert werden. F¨ ur die modiﬁzierte Turingmaschine M′ gilt dann: T(M) ist genau dann
endlich, wenn T(M′) endlich ist. Ebenfalls gilt f¨ ur die dazugeh¨ origen g¨ ultigen Berechnungen:
VALC[M] ist genau dann endlich, wenn VALC[M′] endlich ist. Zun¨ achst beweisen wir, daß
die gew¨ unschte Modiﬁkation m¨ oglich ist.
Lemma 5.6. Es sei M eine Turingmaschine, die eine Sprache L ⊆ Σ∗ akzeptiert. Dann kann M
in eine deterministische Turingmaschine M′ umgewandelt werden, die eine Sprache L′ ⊆ (Σ′)∗
akzeptiert, f¨ ur die folgendes gilt:
(1) Σ ⊆ Σ′ and |Σ′| ≥ 2
(2) F¨ ur alle y ∈ (Σ′)∗ gilt: y ∈ L′ ⇔ ∃x ∈ L mit |x| = |y|
Beweis. Falls Σ ein einelementiges Alphabet ist, deﬁnieren wir Σ′ = Σ ∪ {a}, wobei a  ∈ Σ
gilt. Ist |Σ| ≥ 2, deﬁnieren wir Σ′ = Σ.
Wir konstruieren eine nichtdeterministische Turingmaschine M0, die folgendermaßen arbeitet:
• M0 liest die Eingabe y ∈ (Σ′)∗ von links nach rechts. Nach jedem gelesenen Eingabe-
symbol bestimmt M0 nichtdeterministisch ein Symbol σ ∈ Σ und schreibt dieses auf
das Band. Nachdem die gesamte Eingabe gelesen ist, steht also eine ”geratene“ Eingabe
x ∈ Σ∗ der L¨ ange |y| auf dem Band.
• Dann kehrt der Kopf an das linke Ende der Eingabe zur¨ uck und M0 simuliert eine
Berechnung der gegebenen Turingmaschine M auf der Eingabe x. Wird x von M ak-
zeptiert, dann akzeptiert M0 die Eingabe y. Ansonsten wird die Eingabe verworfen.
• Schließlich wird die nichtdeterministische Turingmaschine M0 gem¨ aß der Konstruktion
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Oﬀenbar besitzt M′ die geforderten Eigenschaften.  
Wir betrachten im folgenden W¨ orter aus VALC[M′]R und beobachten, daß jedes Wort x ∈
VALC[M′]R mit einem Teilwort #yq0 endet, wobei # das Trennungssymbol, y ∈ Σ∗ die
Spiegelung der Eingabe und q0 der Startzustand von M′ ist. Wir deﬁnieren eine Abbildung
π : VALC[M′]R → Σ∗, die jedes Wort x aus VALC[M′]R auf die urspr¨ ungliche Eingabe
projiziert, indem wir π(x) = yR setzen.
Wir deﬁnieren nun zu jeder Turingmaschine M eine Sprache L′[M], so daß L′[M] genau dann
von einem Realzeit-IA akzeptiert werden kann, wenn M eine endliche Sprache akzeptiert. In
[Kut01a] wird von einer ¨ ahnlichen Sprache gezeigt, daß diese nicht in Lrt(IA) ist. Es sei also
M eine Turingmaschine, die eine Sprache L ⊆ Σ∗ akzeptiert. Nach Lemma 5.6 kann M in eine
Turingmaschine M′ mit den im Lemma 5.6 geforderten Eigenschaften umgewandelt werden.
Weiterhin seien $ und & zwei neue Alphabetsymbole mit {$,&} ∩ Σ′ = ∅. Dann deﬁnieren
wir
L′[M] = {$xk$...$x1&y1$...$yk$ | xR
i = yizi mit yi,zi ∈ (Σ′)∗ und xi ∈ VALC[M′]R}
Die notwendigen Voraussetzungen, um sp¨ ater Satz 2.28 anwenden zu k¨ onnen, fassen wir in
dem folgenden Lemma zusammen.
Lemma 5.7. Es sei M eine Turingmaschine und L[M] = {w|w|! | w ∈ {#0}VALC[M]{#1}}.
Dann gilt
(1) INVALC[M] ∈ REG ⇔ T(M) ist endlich
(2) VALC[M] ∈ CF ⇔ T(M) ist endlich
(3) L′[M] ∈ Lrt(IA) ⇔ T(M) ist endlich
(4) L′[M] ∈ Lrt(OCA)
(5) L[M] ∈ Lrt(OCA) ⇔ T(M) ist endlich
(6) L[M] ∈ Lrt(IA)
Beweis. Die Behauptungen (1), (2) und (5) wurden bereits in Lemma 4.3 bewiesen.
(3) ”⇒“: Wir benutzen eine ¨ ahnliche Vorgehensweise wie in [Kut01a] und zeigen, daß
L′[M]  ∈ Lrt(IA) gilt, falls T(M) unendlich ist. F¨ ur einen Widerspruchsbeweis nehmen
wir an, daß L′[M] von einem Realzeit-IA A = (Q,Σ,▽,δ0,δ,q0,F) akzeptiert wird.
Aufgrund der Deﬁnition der Sprache L′[M] und der Konstruktion der Turingmaschine
M′ k¨ onnen wir folgendes beobachten: Ist w ∈ VALC[M′]R und |π(w)| = k, dann gibt
es |Σ′|k viele W¨ orter x ∈ VALC[M′]R mit paarweise verschiedenen Eingaben der L¨ ange
k, das heißt |π(x)| = k. Daher f¨ uhrt jedes Wort w ∈ VALC[M′]R mit |π(w)| = k zu
einer Menge V (k) ⊆ VALC[M′]R und |V (k)| = |Σ′|k.
Zu einem beliebigen k ∈ N mit k > 0 betrachten wir zwei verschiedene Pr¨ aﬁxe w und
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ein 1 ≤ j ≤ k, so daß xj  = x′
j ist. Es bezeichne q0 den Anfangszustand von M′. Dann
gilt:
w$j−1q0π(xj)$k−j+1 ∈ L′[M] und w′$j−1q0π(xj)$k−j+1  ∈ L′[M]
Oﬀenbar gibt es
 
|Σ′|k k ≥ 2k2
verschiedene Pr¨ aﬁxe der obigen Form. Nach Bemer-
kung 3.8 kann A h¨ ochstens |Q|2(2k+2)+1 = |Q|4k+5 verschiedene (2k +1)-Fenster unter-
scheiden.
Da T(M) unendlich ist, k¨ onnen wir ein k ∈ N und eine Menge V (k) ﬁnden, so daß
2k2
> |Q|4k+5 ist. Daher nimmt A ein identisches (2k + 1)-Fenster beim Verarbeiten
zweier verschiedener Pr¨ aﬁxe w und w′ an. Damit gilt:
w$j−1q0π(xj)$k−j+1 ∈ L′[M] ⇔ w′$j−1q0π(xj)$k−j+1 ∈ L′[M]
Das ist ein Widerspruch und die Behauptung ist bewiesen.
”⇐“: Ist T(M) endlich, dann sind auch die Mengen VALC[M]R und VALC[M′]R
endlich. Wir betrachten nun eine Menge Φ bestehend aus Symbolen, so daß |Φ| =
|VALC[M′]R| gilt. Dann k¨ onnen wir jedes w ∈ VALC[M′]R eindeutig mit einem Sym-
bol φw ∈ Φ identiﬁzieren.
Wir skizzieren jetzt die Konstruktion eines DPDA A, der die Sprache L′[M] akzeptiert.
• Zun¨ achst liest A die Eingabe bis zum Symbol &. In der endlichen Zustandskon-
trolle von A wird das korrekte Format der Eingabe ¨ uberpr¨ uft. Außerdem werden
nacheinander die Teileingaben w ∈ {$}VALC[M′]R identiﬁziert und die entspre-
chende Symbole φw ∈ Φ auf den Keller geschrieben. Dies kann durch die endliche
Zustandskontrolle realisiert werden, da VALC[M′]R endlich ist.
• Sobald das Trennungssymbol & gelesen ist, entfernt A das oberste Kellersymbol
φw vom Keller und ¨ uberpr¨ uft in der endlichen Zustandskontrolle, ob die folgende
Eingabe bis zum n¨ achsten $-Zeichen ein Pr¨ aﬁx von wR ist. Dieses Verhalten wird
wiederholt, bis alle Symbole aus Φ vom Keller entfernt sind, und die entsprechen-
den Eingaben korrekt gelesen wurden.
• Nachdem das letzte Symbol aus Φ entfernt und die entsprechende Eingabe korrekt
¨ uberpr¨ uft wurde, wird ein akzeptierender Zustand angenommen.
Wir k¨ onnen beobachten, daß A gerade L′[M] akzeptiert. Oﬀenbar arbeitet A determi-
nistisch und ben¨ otigt keine ǫ-Regeln. Nach Satz 3.11 gilt DCFǫ ⊂ Lrt(IA). Daher ist
L′[M] ∈ Lrt(IA).
(4) Wir zeigen, daß sich L′[M] durch den Schnitt zweier Sprachen L1,L2 ∈ Lrt(OCA)
darstellen l¨ aßt. Wir deﬁnieren
L1 = {$xk$...$x1&y1$...$yk$ | xR
i = yizi mit yi,zi ∈ (Σ′)∗}
L2 = {w | w ∈ ({$}VALC[M′]R)∗{&}((Σ′)∗{$})∗}
Es wird in [Kut01a] beobachtet, daß L1 von einer linear kontextfreien Grammatik er-
zeugt werden kann. Nach Satz 3.10 ist dann L1 ∈ Lrt(OCA). In Satz 4.1 wurde ge-
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ist, folgt VALC[M′]R ∈ Lrt(OCA). Weiterhin beobachten wird, daß nach Lemma 5.4
({$}VALC[M′]R)∗{&} ∈ Lrt(OCA) gilt. Außerdem ist Lrt(OCA) unter Konkatenation
mit REG abgeschlossen. Daraus folgt L2 ∈ Lrt(OCA). Oﬀenbar gilt L′[M] = L1 ∩ L2.
Da Lrt(OCA) unter Schnitt abgeschlossen ist, erhalten wir also L′[M] ∈ Lrt(OCA) und
damit (4).
(6) Wir beschreiben nun, wie ein Realzeit-IA f¨ ur die Sprache L[M] konstruiert werden kann.
Zun¨ achst seien #0,#1 neue Alphabetsymbole mit {#0,#1} ∩ Σ = ∅. Wir betrachten
die drei folgenden Sprachen
L1 = {w | w ∈ ({#0}VALC[M]{#1})∗}
L2 = {wn | w ∈ {#0}Σ∗{#1},n ≥ 2 und n ist gerade}
L3 = {wx | w ∈ {#0}Σ∗{#1},x ∈ ({#0}Σ∗{#1})∗ und |wx|#0 = |w|!}
Oﬀenbar l¨ aßt sich L[M] durch den Schnitt der drei Sprachen darstellen. Die Sprache
L1 stellt sicher, daß alle Teilw¨ orter aus {#0}VALC[M]{#1} sind. Die Sprache L2 stellt
sicher, daß L[M] nur zyklische W¨ orter enth¨ alt und in L3 wird die richtige Anzahl der
Wiederholungen gez¨ ahlt. Da Lrt(IA) unter Schnittbildung abgeschlossen ist, m¨ ussen wir
nur noch zeigen, daß L1, L2 und L3 jeweils von einem Realzeit-IA akzeptiert werden
k¨ onnen.
Nach Satz 5.5 ist VALC[M] ∈ Lrt(IA) und damit gilt auch {#0}VALC[M] ∈ Lrt(IA).
Nach Lemma 3.16 ist Lrt(IA) unter markiertem Kleene-Abschluß abgeschlossen; daher
gilt L1 ∈ Lrt(IA), wobei #1 als Markierungssymbol dient.
In [Col69] wird gezeigt, daß die Sprache {ww | w ∈ Σ∗} von einem Realzeit-IA akzeptiert
werden kann. Durch eine kleine Modiﬁkation der Konstruktion erhalten wir daher
L = {ww | w ∈ {#0}Σ∗{#1}} ∈ Lrt(IA)
Wir k¨ onnen weiterhin beobachten, daß L∗ ∈ Lrt(IA) gilt, da L∗ in gewisser Weise als
markierter Kleene-Abschluß aufgefaßt werden kann, indem wir jedes zweite #1-Zeichen
als Markierungssymbol interpretieren. Lrt(IA) ist unter markierter Konkatenation ab-
geschlossen; daher gilt {#0}Σ∗{#1}L∗ ∈ Lrt(IA). Schließlich ist Lrt(IA) unter Rechts-
konkatenation mit regul¨ aren Sprachen abgeschlossen. Also gilt
{#0}Σ∗{#1}L∗{#0}Σ∗{#1} ∈ Lrt(IA)
Wir k¨ onnen nun L2 folgendermaßen darstellen:
L2 = L∗ ∩ {#0}Σ∗{#1}L∗{#0}Σ∗{#1}
Da Lrt(IA) unter Schnittbildung abgeschlossen ist, folgt L2 ∈ Lrt(IA).
Wir m¨ ussen nun noch zeigen, daß auch L3 von einem Realzeit-IA akzeptiert werden
kann. Dazu konstruieren wir ein iteratives Array, in dem jede Zelle in vier Teilzellen
(Spuren) unterteilt ist.
• In der ersten Spur ¨ uberpr¨ ufen wir, ob die Eingabe korrekt formatiert, also ein
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• In der zweiten Spur berechnen wir die Fakult¨ atsfunktion gem¨ aß der Konstruktion
von Mazoyer und Terrier aus [MT99]. Diese Konstruktion stellt sicher, daß die
Kommunikationszelle zu jedem Zeitpunkt, an dem eine Fakult¨ at errechnet wird,
also zu den Zeitpunkten t = 1,2,6,24,..., einen bestimmten Zustand annimmt.
• In der dritten und vierten Spur installieren wir bin¨ are Z¨ ahler, die mit Z¨ ahler1
und Z¨ ahler2 bezeichnet werden. ¨ Ahnlich wie in Beispiel 3.7 beﬁndet sich das
niedrigstwertige Bit in der Kommunikationszelle. Die Anzahl der Zellen, die f¨ ur
den bin¨ aren Z¨ ahler ben¨ otigt werden, h¨ angt von der Gr¨ oße der zu speichernden
Zahl ab. Wie in Beispiel 3.7 kann auch hier die erste Zelle eines Z¨ ahlers aufgrund
des beidseitigen Informationsﬂusses besonders markiert werden.
Nun wird die Eingabe gelesen. In jedem Zeitschritt bis zum ersten #1-Zeichen
in der Eingabe wird Z¨ ahler1 um eins erh¨ oht. Sobald in der zweiten Spur eine
Fakult¨ at errechnet wird, wird Z¨ ahler1 um eins verringert. Wir k¨ onnen beobach-
ten, daß Z¨ ahler1 genau zum Zeitpunkt |w|! auf Null heruntergez¨ ahlt wird. Bis
zu diesem Zeitpunkt wird Z¨ ahler2 in der vierten Spur in jedem Zeitschritt um
eins erh¨ oht. Wird ein #0-Zeichen gelesen, dann wird Z¨ ahler2 um eins verringert.
Beide Z¨ ahlerst¨ ande werden nicht ver¨ andert, wenn sie zum gleichen Zeitpunkt um
eins erh¨ oht und verringert werden sollen. Ist Z¨ ahler2 schließlich bis auf Null her-
untergez¨ ahlt, dann wurden bis dahin genau |w|! viele #0-Zeichen gelesen. Ist die
verbleibende Eingabe aus Σ∗{#1}, dann wird die Eingabe akzeptiert und ande-
renfalls verworfen.
Eine Beispielberechnung in der dritten und vierten Spur f¨ ur die Eingabe u =
(#0a#1)6 ist in Abbildung 5.1 dargestellt. Die erste Zelle des bin¨ aren Z¨ ahlers ist
grau hinterlegt. In der dritten Spur wird zum Zeitpunkt t = 1 und t = 2 der
Z¨ ahlerstand nicht ver¨ andert, da zu den Zeitpunkten jeweils eine Fakult¨ at in der
zweiten Spur berechnet wird. In der vierten Spur wird zum Zeitpunkt t = 1 und
t = 4 der Z¨ ahlerstand nicht ver¨ andert, da zu den Zeitenpunkten jeweils ein #0-
Zeichen gelesen wird.
Wir k¨ onnen beobachten, daß die Berechnungen in den einzelnen Spuren in Realzeit
ausgef¨ uhrt werden k¨ onnen. Also k¨ onnen wir ein Realzeit-IA f¨ ur L3 konstruieren. Damit
ist L[M] ∈ Lrt(IA) und (6) bewiesen.
 
Nun sind alle Vorbereitungen f¨ ur Satz 2.28 erf¨ ullt und wir erhalten nichtrekursive Tradeoﬀs
zwischen Realzeit-IA und sequentiellen Modellen, zwischen Realzeit-CA und Realzeit-IA,
zwischen Linearzeit-IA und Realzeit-IA und zwischen Realzeit-OCA und Realzeit-IA und
umgekehrt zwischen Realzeit-IA und Realzeit-OCA.
Satz 5.8.
(1) Realzeit-IA
nonrec −→ DFA
(2) Realzeit-IA
nonrec −→ DPDAǫ, Realzeit-IA
nonrec −→ PDA
(3) Linearzeit-IA
nonrec −→ Realzeit-IA5.3. ENTSCHEIDBARKEITSFRAGEN 75
t = 18 0 0 0 0 0 0 0 0
t = 17 0 0 0 0 #1 0 0 0 0 #1
t = 16 0 0 0 0 a#1 0 0 0 0 a#1
t = 15 0 0 0 0 #0a#1 0 0 0 1 #0a#1
t = 14 0 0 0 0 #1#0a#1 0 0 0 1 #1#0a#1
t = 13 0 0 0 0 a#1#0a#1 0 0 1 1− a#1#0a#1
t = 12 0 0 0 0 #0a#1#0a#1 0 0 1 0 #0a#1#0a#1
t = 11 0 0 0 0 #1(#0a#1)2 0 0 1 0 #1(#0a#1)2
t = 10 0 0 0 0 a#1(#0a#1)2 0 0 1 0 a#1(#0a#1)2
t = 9 0 0 0 0 (#0a#1)3 0 0 1 1 (#0a#1)3
t = 8 0 0 0 0 #1(#0a#1)3 0 1 1− 1 #1(#0a#1)3
t = 7 0 0 0 0 a#1(#0a#1)3 0 0 0+ 1− a#1(#0a#1)3
t = 6 0 0 0 0 (#0a#1)4 0 0 1 0+ (#0a#1)4
t = 5 0 0 0 1 #1(#0a#1)4 0 0 1 1 #1(#0a#1)4
t = 4 0 0 0 1 a#1(#0a#1)4 0 0 1 0 a#1(#0a#1)4
t = 3 0 0 0 1 (#0a#1)5 0 0 0 0+ (#0a#1)5
t = 2 0 0 0 0 #1(#0a#1)5 0 0 0 1 #1(#0a#1)5
t = 1 0 0 0 0 a#1(#0a#1)5 0 0 0 0 a#1(#0a#1)5
t = 0 0 0 0 0 (#0a#1)6 0 0 0 0 (#0a#1)6
−3 −2 −1 0 −3 −2 −1 0
Abbildung 5.1: Beispielberechnung in der dritten und vierten Spur f¨ ur die Eingabe u =
(#0a#1)6
(4) Realzeit-CA
nonrec −→ Realzeit-IA
(5) Realzeit-OCA
nonrec −→ Realzeit-IA
(6) Realzeit-IA
nonrec −→ Realzeit-OCA
Beweis. Wir wenden Theorem 2.28 und Lemma 5.7 an. (1) und (2) folgen mit LM =
INVALC[M] und LM = VALC[M]. F¨ ur (3), (4) und (5) setzen wir LM = L′[M] und be-
obachten, daß folgendes gilt: LM ∈ Lrt(OCA) ⊂ Llt(CA) = Llt(IA) [Sei79]. Schließlich kann
(6) mit der Setzung LM = L[M] gezeigt werden.  
5.3 Entscheidbarkeitsfragen
In Kapitel 4.2 wurde gezeigt, daß viele Entscheidbarkeitsfragen f¨ ur Realzeit-OCA unent-
scheidbar, nicht semientscheidbar und auch nicht co-semientscheidbar sind. Wesentlich f¨ ur76 KAPITEL 5. NICHTREKURSIVE TRADEOFFS IN ITERATIVEN ARRAYS
die Ergebnisse ist die Tatsache, daß die Menge VALC[M] der g¨ ultigen Berechnungen ei-
ner Turingmaschine von einem Realzeit-OCA akzeptiert werden kann. Damit k¨ onnen viele
Entscheidbarkeitsfragen f¨ ur Realzeit-OCA auf Entscheidbarkeitsfragen f¨ ur Turingmaschinen
reduziert werden. Aufgrund der S¨ atze von Rice sind aber sehr viele Entscheidbarkeitsfra-
gen f¨ ur Turingmaschinen unentscheidbar und nicht semientscheidbar. In Satz 5.5 wurde be-
wiesen, daß VALC[M] auch von einem Realzeit-IA akzeptiert werden kann. Daher k¨ onnen
wir viele Entscheidbarkeitsaussagen ¨ uber Realzeit-IA nahezu genauso wie die entsprechen-
den Entscheidbarkeitsaussagen ¨ uber Realzeit-OCA beweisen. Im folgenden werden wir die
Entscheidbarkeitsaussagen zusammenstellen und nur dann einen Beweis erbringen, wenn die
Vorgehensweise unterschiedlich zu der in Kapitel 4.2 ist.
Es sei darauf hingewiesen, daß einige Unentscheidbarkeitsaussagen zuerst von Seidel in [Sei79]
durch Reduktionen vom Postschen Korrespondenzproblem gezeigt wurden. Das in Kapitel 4.2
und hier vorgestellte Vorgehen vereinfacht die Beweise und macht außerdem Aussagen ¨ uber
die Nichtsemientscheidbarkeit.
Satz 5.9. F¨ ur Realzeit-IA A und A′ sind folgende Fragen nicht semientscheidbar, aber co-
semientscheidbar:
(1) Ist T(A) = ∅?
(2) Ist T(A) = Σ∗?
(3) Ist T(A) = T(A′)?
(4) Ist T(A) ⊆ T(A′)?
F¨ ur einen Realzeit-IA A sind folgende Fragen weder semientscheidbar noch co-semientscheidbar:
(5) Ist T(A) endlich?
(6) Ist T(A) unendlich?
(7) Ist T(A) ∈ REG?
(8) Ist T(A) ∈ CF?
F¨ ur einen Realzeit-CA oder Realzeit-OCA A oder einen Realzeit-IA A′ sind folgende Fragen weder
semientscheidbar noch co-semientscheidbar:
(9) Ist T(A) ∈ Lrt(IA)?
(10) Ist T(A′) ∈ Lrt(OCA)?
Beweis. Der Beweis von (1)-(8) ist analog zu den Beweisen von Satz 4.14 und Satz 4.19. Der
Beweis von (9) und (10) ist ¨ ahnlich zum Beweis von Satz 4.17, wenn man die Aussagen (3)
und (4) und im anderen Fall (5) und (6) aus Lemma 5.7 benutzt.  5.3. ENTSCHEIDBARKEITSFRAGEN 77
Korollar 5.10. Die Fragen (1) bis (9) sind nicht semientscheidbar sowohl f¨ ur Automaten A
und A′ aus einer Automatenklasse, die Realzeit-IA enth¨ alt, als auch f¨ ur Sprachen aus einer
Sprachklasse, in der Lrt(IA) enthalten ist. Die Fragen (1) bis (4) sind co-semientscheidbar f¨ ur
Automatenklassen, deren entsprechende Sprachklasse in REC enthalten ist. Die Fragen (5) bis
(9) sind nicht co-semientscheidbar f¨ ur Automatenklassen, in denen Realzeit-IA enthalten ist.
Die Frage (10) ist weder semientscheidbar noch co-semientscheidbar sowohl f¨ ur Automaten A
und A′ aus einer Automatenklasse, die Realzeit-OCA enth¨ alt, als auch f¨ ur Sprachen aus einer
Sprachklasse, in der Lrt(OCA) enthalten ist.
¨ Ahnlich zu Satz 4.2 lassen sich die rekursiv aufz¨ ahlbaren Sprachen durch das homomorphe
Bild von Lrt(IA) charakterisieren. Als Folgerung daraus kann man Unentscheidbarkeitsaus-
sagen ¨ uber das homomorphe Bild von Realzeit-IA-Sprachen beweisen.
Satz 5.11. Eine Sprache L ist genau dann rekursiv aufz¨ ahlbar, wenn es einen Homomorphismus
h und eine Sprache L′ ∈ Lrt(IA) gibt mit L = h(L′).
Beweis. Der Beweis von Satz 4.2 nutzt aus, daß VALC[M] von einem Realzeit-OCA akzep-
tiert wird und die Sprachklasse Lrt(OCA) unter inversem Homomorphismus und Schnitt mit
regul¨ aren Mengen abgeschlossen ist. Da aber Lrt(IA) ebenfalls unter den genannten Ope-
rationen abgeschlossen ist und VALC[M] ∈ Lrt(IA) ist, kann die obige Charakterisierung
analog bewiesen werden.  
Satz 5.12. Es seien A ein Realzeit-IA, A′ ein Realzeit-OCA, h ein Homomorphismus und
hǫ ein ǫ-freier Homomorphismus. Dann sind folgende Fragen weder semientscheidbar noch co-
semientscheidbar.
(1) Ist h(T(A)) ∈ REG?
(2) Ist h(T(A)) ∈ CF?
(3) Ist h(T(A)) ∈ Lrt(IA)?
(4) Ist h(T(A)) ∈ Lrt(OCA)?
(5) Ist h(T(A′)) ∈ Lrt(IA)?
(6) Ist hǫ(T(A)) ∈ REG?
(7) Ist hǫ(T(A)) ∈ CF?
(8) Ist hǫ(T(A)) ∈ Lrt(IA)?
(9) Ist hǫ(T(A)) ∈ Lrt(OCA)?
(10) Ist hǫ(T(A′)) ∈ Lrt(IA)?
Beweis. Der Beweis von (1) bis (5) ist analog zum Beweis von Satz 4.21 unter Verwendung
von Satz 5.11 und Korollar 5.10.
Zum Beweis von (6) bis (10) beachten wir, daß nach Satz 3.19 der Abschluß von Lrt(IA) unter
ǫ-freiem Homomorphismus durch Realzeit-NIA charakterisiert ist. Sind die Fragen (6) bis (10)78 KAPITEL 5. NICHTREKURSIVE TRADEOFFS IN ITERATIVEN ARRAYS
f¨ ur Realzeit-IA oder Realzeit-OCA semientscheidbar, dann sind sie auch f¨ ur Realzeit-NIA
semientscheidbar. Da Lrt(IA) ⊂ Lrt(NIA) und Lrt(OCA) ⊂ Lrt(NIA) [Kut01b], bekommen
wir einen Widerspruch zu Korollar 5.10.  
Die Entscheidbarkeitsfragen f¨ ur Realzeit-OCA, Realzeit-CA und Realzeit-IA sind in folgender
Tabelle zusammengefaßt.
Eigenschaft
Realzeit-OCA Realzeit-CA Realzeit-IA
semient. co-semi. semient. co-semi. semient. co-semi.
Leere nein ja nein ja nein ja
Universalit¨ at nein ja nein ja nein ja
¨ Aquivalenz nein ja nein ja nein ja
Inklusion nein ja nein ja nein ja
Endlichkeit nein nein nein nein nein nein
Unendlichkeit nein nein nein nein nein nein
Regularit¨ at nein nein nein nein nein nein
Kontextfreiheit nein nein nein nein nein nein
T(A) ∈ Lrt(OCA) trivial trivial nein nein nein nein
T(A) ∈ Lrt(IA) nein nein nein nein trivial trivial
h(T(A)) ∈ REG nein nein nein nein nein nein
h(T(A)) ∈ CF nein nein nein nein nein nein
h(T(A)) ∈ Lrt(OCA) nein nein nein nein nein nein
h(T(A)) ∈ Lrt(IA) nein nein nein nein nein nein
hǫ(T(A)) ∈ REG nein nein nein nein nein nein
hǫ(T(A)) ∈ CF nein nein nein nein nein nein
hǫ(T(A)) ∈ Lrt(OCA) nein nein nein nein nein nein
hǫ(T(A)) ∈ Lrt(IA) nein nein nein nein nein nein
Tabelle 5.1: Zusammenfassung der Entscheidbarkeitsfragen
Da VALC[M] ∈ Lrt(IA) gilt, folgt aus Korollar 4.24 unmittelbar folgender Satz:
Satz 5.13. Lrt(IA) und jede Sprachklasse, die Lrt(IA) enth¨ alt, besitzt kein Pumpinglemma.
Im folgenden bezeichnen wir mit A eine Automatenklasse iterativer Arrays mit Zeitkomple-
xit¨ at t. Weiterhin gelte Realzeit-IA ⊆ A.
Satz 5.14. F¨ ur Automaten aus A gibt es keinen Minimierungsalgorithmus, der einen beliebigen
Automaten A ∈ A in einen Automaten A′ ∈ A umwandelt, der T(A) akzeptiert und eine minimale
Anzahl von Zust¨ anden besitzt.
Beweis. Der Beweis ist analog zum Beweis von Satz 4.25, da auch f¨ ur A Leere unentscheidbar
ist und ein minimaler Automat A = (Q,Σ,▽,δ0,δ,q0,F), der L = ∅ mit Zeitkomplexit¨ at t
akzeptiert, genau einen Zustand besitzt, der nichtakzeptierend ist.  
Analog zu Zellularautomaten betrachten wir nun folgende Erreichbarkeitsfrage f¨ ur iterative
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Gegeben sei ein iteratives Array A = (Q,Σ,▽,δ0,δ,q0,F) aus der Automatenklasse A mit
Zeitkomplexit¨ at t und ein Zustand q ∈ Q.
(E1) Gibt es eine Eingabe x ∈ Σ+ und einen Zeitpunkt l ≤ t(|x|), so daß eine Zelle i den
Zustand q annimmt?
Satz 5.15. Die Frage (E1) ist nicht entscheidbar.
Beweis. Die Nichtentscheidbarkeit der Frage (E1) ist analog zu Satz 4.26 zu beweisen, da
auch f¨ ur iterative Arrays Leere unentscheidbar ist.  
Bemerkung 5.16. Alle in diesem Kapitel bewiesenen Unentscheidbarkeits- und Nichtse-
mientscheidbarkeitsaussagen gelten f¨ ur alle hier eingef¨ uhrten Automatenklassen iterativer
Arrays. Also f¨ ur Realzeit-IA, Linearzeit-IA, IA und Realzeit-NIA. F¨ ur alle diese Au-
tomatenklassen gibt es außerdem kein Pumpinglemma und keinen Minimierungsalgorithmus.
Also gilt auch f¨ ur iterative Arrays, daß fast keine Fragen entscheidbar oder semientscheidbar
sind.
5.4 Unvergleichbarkeit
Nach Satz 3.13 ist Lrt(IA) mit den Sprachklassen LCF und DCF unvergleichbar. Weiterhin
l¨ aßt sich nach Satz 5.11 die Menge der rekursiv aufz¨ ahlbaren Sprachen durch das homo-
morphe Bild von Lrt(IA) charakterisieren. Daher l¨ aßt sich ¨ ahnlich zu Satz 4.29 folgendes
Unvergleichbarkeitskriterium herleiten:
Satz 5.17. Lrt(IA) ist unvergleichbar mit jeder Sprachklasse L, f¨ ur die gilt:
• LCF ⊆ L ⊆ L′ ⊂ RE und L′ ist abgeschlossen unter Homomorphismus.
• DCF ⊆ L ⊆ L′ ⊂ RE und L′ ist abgeschlossen unter Homomorphismus.
Damit ist Lrt(IA) insbesondere mit allen Sprachklassen unvergleichbar, die in Kapitel 4.4
genannt werden. Außerdem kann obiges Kriterium n¨ utzlich sein, um die Unvergleichbarkeit
mit Formalismen, die LCF oder DCF enthalten, zu beweisen.
5.5 Zusammenfassung
Wir haben in diesem Kapitel die f¨ ur Zellularautomaten bekannten Ergebnisse bez¨ uglich ihrer
Beschreibungskomplexit¨ at und Entscheidbarkeitsfragen auf iterative Arrays ¨ ubertragen. Wir
haben auch f¨ ur iterative Arrays das Ergebnis, daß im Vergleich mit Satz 3.9 nichtrekursive
Tradeoﬀs zwischen allen Beschreibungsmechanismen existieren, deren Sprachklassen entweder
echt ineinander enthalten oder unvergleichbar sind. Wie in Kapitel 4 dargelegt wurde, k¨ onnen
wir derzeit keine Aussagen zu Tradeoﬀs zwischen Modellen machen, wenn deren Sprachklas-
sen bez¨ uglich der generativen M¨ achtigkeit nicht voneinander getrennt sind. Zum Beispiel ist
bislang ungekl¨ art, ob Llt(IA) echt in L(IA) enthalten ist. Daher ist auch unbekannt, ob es
zwischen IA und Linearzeit-IA einen nichtrekursiven Tradeoﬀ gibt oder nicht.80 KAPITEL 5. NICHTREKURSIVE TRADEOFFS IN ITERATIVEN ARRAYS
Wir haben ebenfalls kaum entscheidbare oder semientscheidbare Fragen f¨ ur iterative Arrays
und auch keine Werkzeuge wie ein Pumpinglemma oder einen Minimierungsalgorithmus.
Also ist die Abschw¨ achung von paralleler Eingabe auf sequentielle Eingabe hinsichtlich eines
handlicheren Modells wenig erfolgreich. Zwar ist Lrt(IA) echt in Lrt(CA) enthalten und es
existiert ein nichtrekursiver Tradeoﬀ zwischen Realzeit-CA und Realzeit-IA. Aber Realzeit-
IA sind immer noch m¨ achtig genug, um die g¨ ultigen und ung¨ ultigen Berechnungen einer
Turingmaschine zu akzeptieren. Dies f¨ uhrt zu nichtrekursiven Tradeoﬀs im Vergleich mit
sequentiellen Modellen und zu den bewiesenen negativen Entscheidbarkeitsergebnissen. Wir
werden daher im folgenden Kapitel eine weitere Beschr¨ ankung einf¨ uhren, um ein handlicheres
Modell zu erhalten.Kapitel 6
Zellularautomaten mit
beschr¨ ankter Zellenzahl
Wir haben in Kapitel 4 und Kapitel 5 zwei parallele Berechnungsmodelle mit paralleler und
sequentieller Eingabe untersucht. Beiden Modellen ist gemeinsam, daß die Anzahl der f¨ ur
die Berechnung verf¨ ugbaren Zellen abh¨ angig von der L¨ ange der Eingabe ist und daher belie-
big groß werden kann. Dies f¨ uhrt zu einem Anstieg der generativen M¨ achtigkeit, zur Existenz
von nichtrekursiven Tradeoﬀs und zur Unentscheidbarkeit vieler Entscheidbarkeitsfragen. Bei
Zellularautomaten wird gefordert, daß so viele Zellen bereitgestellt werden, wie die Eingabe
lang ist. Diese Forderung nach unbegrenzten Ressourcen ist sicherlich nicht sehr realistisch
aus praktischer Sicht. Außerdem f¨ uhrt die Forderung zu den bereits dargelegten Nachteilen
bez¨ uglich der Handlichkeit des Modells. Wir werden daher in diesem Kapitel Zellularautoma-
ten dahingehend beschr¨ anken, daß nur noch eine konstante Zellenzahl zur Verf¨ ugung steht.
Diese Beschr¨ ankung hat große Auswirkungen auf die generative M¨ achtigkeit des Modells,
denn es werden dann lediglich die regul¨ aren Sprachen akzeptiert. Allerdings haben wir aber
damit ein Automatenmodell mit beschr¨ ankter Parallelit¨ at f¨ ur die regul¨ aren Sprachen, und wir
k¨ onnen die Beschreibungskomplexit¨ at dieses Modells im Vergleich mit endlichen Automaten
untersuchen. In Zellularautomaten f¨ uhrt zweiseitige Kommunikation im Vergleich mit einsei-
tiger Kommunikation zu einem Anstieg der generativen M¨ achtigkeit. Wir werden in diesem
Kapitel eingeschr¨ ankte Modelle mit unterschiedlichen zweiseitigen Kommunikationsstruktu-
ren und die Auswirkungen auf die Beschreibungskomplexit¨ at der Modelle untersuchen.
Wir messen die Beschreibungskomplexit¨ at der eingeschr¨ ankten Zellularautomaten, indem wir
die Anzahl der Zust¨ ande z¨ ahlen. Es wird sich herausstellen, daß der Gr¨ oßenzuwachs zwischen
DFA und Zellularautomaten mit beschr¨ ankter Zellenzahl durch ein Polynom beschr¨ ankt wer-
den kann. Damit kann ein eingeschr¨ ankter Zellularautomat in polynomieller Zeit in einen DFA
umgewandelt werden. Somit sind alle Entscheidbarkeitsfragen, die f¨ ur DFA in polynomieller
Zeit gel¨ ost werden k¨ onnen, auch f¨ ur eingeschr¨ ankte Zellularautomaten in polynomieller Zeit
l¨ osbar. Im Gegensatz zu Zellularautomaten oder iterativen Arrays kann das eingeschr¨ ankte
Modell bez¨ uglich der Anzahl der Zust¨ ande minimiert werden. Allerdings ist im Gegensatz zu
DFA zur Zeit nicht bekannt, ob es einen eﬃzienten Minimierungsalgorithmus gibt.
Wir werden im n¨ achsten Abschnitt das eingeschr¨ ankte Modell deﬁnieren und zun¨ achst nur
mit einseitigem Informationsﬂuß ausstatten. Modelle mit minimaler, maximaler und graduell
8182 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
1 2 3 4 5 ￿ ￿ ￿ ￿
6
x1x2x3 ...xn▽▽▽...
Abbildung 6.1: Ein 5-Zellen Zellularautomat mit einseitiger Kommunikation (5C-OCA)
steigender zweiseitiger Kommunikation werden in den Abschnitten 6.2 und 6.3 betrachtet.
Im Abschnitt 6.4 untersuchen wir die Beschreibungskomplexit¨ at zwischen eingeschr¨ ankten
Zellularautomaten mit einer unterschiedlichen Zellenzahl. Fragen zur Minimierung der einge-
schr¨ ankten Modelle werden in Abschnitt 6.5 behandelt.
6.1 Zellularautomaten mit einseitigem Informationsﬂuß
F¨ ur ein k ≥ 1 deﬁnieren und untersuchen wir in diesem Abschnitt Zellularautomaten mit
beschr¨ ankter Zellenzahl k und einseitiger Kommunikation. Ein solcher Automat besteht aus
k Zellen, die jeweils mit ihrem rechten Nachbar verbunden sind. Die rechte Randzelle ist die
Kommunikationszelle f¨ ur die Eingabe. Ein Beispiel f¨ ur k = 5 ﬁndet man in Abbildung 6.1.
Zellularautomaten mit beschr¨ ankter Zellenzahl arbeiten ¨ ahnlich wie das unbeschr¨ ankte Mo-
dell. Der n¨ achste Zustand jeder Zelle h¨ angt vom Zustand der Zelle selbst und vom Zustand
ihres rechten Nachbarn ab. Die ¨ Uberf¨ uhrungsfunktion wird synchron in jeder Zelle zum glei-
chen Zeitpunkt angewendet. Die Eingabe im eingeschr¨ ankten Modell wird ¨ ahnlich wie in
iterativen Arrays verarbeitet. Anfangs sind alle Zellen im Ruhezustand q0. In jedem Zeit-
schritt wird von der Kommunikationszelle ein Eingabesymbol gelesen und verarbeitet. Alle
anderen Zellen arbeiten wie eben beschrieben. Sobald die erste Zelle einen akzeptierenden
Zustand annimmt, wird die Eingabe akzeptiert. Die minimale Zeit, um die Eingabe zu lesen
und alle Informationen von der Kommunikationszelle in die erste Zelle zu senden, ist die
L¨ ange der Eingabe plus die Anzahl der Zellen k. Daher verarbeitet die Kommunikationszelle
ein besonderes Eingabeendesymbol ▽, sobald die Eingabe gelesen wurde.
6.1.1 Deﬁnition
F¨ ur die formale Deﬁnition eines Zellularautomaten mit beschr¨ ankter Zellenzahl k passen wir
das unbeschr¨ ankte Modell aus Kapitel 3 an.
Deﬁnition 6.1. Ein Zellularautomat mit beschr¨ ankter Zellenzahl k und einseitigem Informati-
onsﬂuß, abgek¨ urzt kC-OCA (k cells one-way CA), ist ein Tupel (Q,Σ,q0,▽,k,δr,δ,F), wobei
folgendes gilt:
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(2) Σ ist das Eingabealphabet,
(3) ▽  ∈ Q ∪ Σ ist das Symbol f¨ ur das Eingabeende,
(4) k ist die Anzahl der Zellen,
(5) δr : Q × (Σ ∪ {▽}) → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die Kommunikationszelle,
(6) δ : Q × Q → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen Zellen,
(7) q0 ∈ Q ist der Ruhezustand, f¨ ur den folgendes gilt: δr(q0,▽) = q0 und δ(q0,q0) = q0
(8) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande.
Bemerkung 6.2. Falls k = 1 ist, dann entf¨ allt die Funktion δ. Wir haben dann einen DFA
mit der Akzeptanzbedingung eines kC-OCA. Das heißt, die Eingabe wird akzeptiert, sobald
ein akzeptierender Zustand erreicht wird.
Eine Konﬁguration eines kC-OCA zum Zeitpunkt t ≥ 0 ist ein Paar (ct,wt), wobei wt ∈ Σ∗
die verbleibende Eingabe ist und ct eine Beschreibung der Zust¨ ande der k Zellen ist. Formal
ist ct eine Abbildung ct : {1,...,k} → Q. Die Konﬁguration (c0,w0) zum Zeitpunkt 0 ist
durch die Eingabe w0 und die Abbildung c0(i) = q0 f¨ ur 1 ≤ i ≤ k deﬁniert. Die globale
¨ Uberf¨ uhrungsfunktion ∆ wird durch δ und δr folgendermaßen induziert: Sei (ct,wt) f¨ ur t ≥ 0
eine Konﬁguration. Dann ist:
(ct+1,wt+1) = ∆(ct,wt) ⇐⇒
ct+1(i) = δ(ct(i),ct(i + 1)),i ∈ {1,...,k − 1}
ct+1(k) = δr(ct(k),x)
wobei x = ▽, wt+1 = ǫ (falls wt = ǫ) und x = x1, wt+1 = x2 ...xn (falls wt = x1x2 ...xn).
Eine Eingabe w wird von einem kC-OCA akzeptiert, falls es einen Zeitpunkt i w¨ ahrend der
Berechnung gibt, so daß die erste Zelle einen akzeptierenden Zustand annimmt.
Deﬁnition 6.3. Sei A = (Q,Σ,q0,▽,k,δr,δ,F) ein kC-OCA.
(1) Ein Wort w ∈ Σ+ wird von A akzeptiert, falls es einen Zeitpunkt i ∈ N gibt mit ci(1) ∈ F
f¨ ur die Konﬁguration (ci,wi) = ∆i(c0,w0).
(2) T(A) = {w ∈ Σ+ | w wird von A akzeptiert} bezeichnet die von A akzeptierte Sprache.
(3) Der Automat A akzeptiert in Realzeit, falls alle w ∈ T(A) innerhalb von |w|+k Zeitschritten
akzeptiert werden. L(kC-OCA) = {L | L wird von einem Realzeit-kC-OCA akzeptiert}.
Als Maß f¨ ur die Beschreibungskomplexit¨ at eines kC-OCA z¨ ahlen wir die Anzahl der Zust¨ ande.
F¨ ur einen kC-OCA A = (Q,Σ,q0,▽,k,δr,δ,F) deﬁnieren wir daher: |A| = |Q|
Bemerkung 6.4. In diesem Kapitel betrachten wir ausschließlich Zellularautomaten mit
beschr¨ ankter Zellenzahl, die in Realzeit arbeiten. Daher werden wir die Begriﬀe ”kC-OCA“
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Beispiel 6.5. Als Beispiel betrachten wir die Sprache
Ln,k = {am | m ≥ nk}
und pr¨ asentieren die Konstruktion f¨ ur n = 2 und k = 4. Die Idee besteht darin, einen n-n¨ aren
Z¨ ahler in den k Zellen zu konstruieren. Dabei steht der Zustand + f¨ ur einen ¨ Ubertrag des
Z¨ ahlers. Sobald die erste Zelle den akzeptierenden Zustand + annimmt, wurden mindestens
nk Eingabesymbole gelesen und die Eingabe wird daher akzeptiert. Wir konstruieren einen
4C-OCA A = ({0,1,+},{a},0,▽,4,δr,δ,{+}), wobei δr und δ wie folgt deﬁniert sind:
δ 0 1 +
0 0 0 1
1 1 1 +
+ 0 0  
und
δr a ▽
0 1 0
1 + 1
+ 1 1
Die Arbeitsweise des Automaten k¨ onnen wir an zwei Beispielen in Abbildung 6.2 auf Seite 85
sehen. In der linken Spalte wird die Eingabe u = a20 verarbeitet. Nach 19 ≤ |u| + k = 24
Schritten nimmt die erste Zelle den akzeptierenden Zustand + an und akzeptiert somit die
Eingabe. In der rechten Spalte bekommen wir als Eingabe u = a8. Wir k¨ onnen beobachten,
daß die erste Zelle niemals den akzeptierenden Zustand + annehmen kann. Wir sagen in
einem solchen Fall, daß die Berechnung blockiert ist.
6.1.2 Umwandlung eines kC-OCA in einen DFA
Wir m¨ ochten nun zeigen, daß die Beschr¨ ankung auf eine feste Zellenzahl die generative
M¨ achtigkeit des Modells auf die regul¨ aren Sprachen reduziert. Dazu geben wir zun¨ achst eine
Konstruktion an, die einen kC-OCA in einen DFA umwandelt. Diese Konstruktion liefert
dann eine obere Schranke.
Lemma 6.6. Jeder kC-OCA A mit n Zust¨ anden kann in einen DFA M umgewandelt werden,
so daß T(M) = T(A) und |M| ≤ nk − nk−1 + 1 gilt.
Beweis. Ein DFA akzeptiert eine Eingabe w genau dann, wenn der DFA nach |w| Zeitschrit-
ten einen akzeptierenden Zustand annimmt. Die Akzeptierung bei einem kC-OCA ist nach
Deﬁnition folgendermaßen: Eine Eingabe w wird akzeptiert, sobald die erste Zelle einen ak-
zeptierenden Zustand annimmt. Dies kann einerseits zu einem Zeitpunkt t < |w| geschehen,
also bevor die gesamte Eingabe gelesen ist. Andererseits kann auch erst zu einem Zeitpunkt
t mit |w| ≤ t ≤ |w| + k akzeptiert werden, also nachdem die gesamte Eingabe gelesen ist.
Bei der Konstruktion eines DFA m¨ ussen wir nun diese beiden F¨ alle ber¨ ucksichtigen. Die
Konstruktion kann in drei Schritte eingeteilt werden: Zun¨ achst konstruieren wir das Kreuz-
produkt der k Zellen und erhalten so einen DFA, der ein Pr¨ aﬁx von w▽k akzeptiert, falls
w von dem gegebenen kC-OCA akzeptiert wird. Im n¨ achsten Schritt wird dieser DFA fol-
gendermaßen modiﬁziert: Sei t der Zeitpunkt der Akzeptierung. Ist t < |w|, dann wird die
restliche Eingabe in einer akzeptierenden Schleife verarbeitet. Ist |w| < t ≤ |w|+k, dann wird
die Menge der akzeptierenden Zust¨ ande geeignet erweitert, um die Eingabe zu akzeptieren.
Im letzten Schritt werden einige akzeptierende Zust¨ ande zu einem akzeptierenden Zustand
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+ 0 1 1 a
1 + 0 + a2
1 1 + 1 a3
1 1 1 + a4
1 1 1 1 a5
1 1 0 + a6
1 0 + 1 a7
1 0 1 + a8 1 0 0 1 ▽
1 0 1 1 a9 1 0 0 1 ▽
0 + 0 + a10 0 + 0 1 ▽
0 1 + 1 a11 0 1 + 1 ▽
0 1 1 + a12 0 1 1 + ▽
0 1 1 1 a13 0 1 1 1 a
0 1 0 + a14 0 1 0 + a2
0 0 + 1 a15 0 0 + 1 a3
0 0 1 + a16 0 0 1 + a4
0 0 1 1 a17 0 0 1 1 a5
0 0 0 + a18 0 0 0 + a6
0 0 0 1 a19 0 0 0 1 a7
0 0 0 0 a20 0 0 0 0 a8
Abbildung 6.2: Berechnungen f¨ ur die Eingaben u = a20 und u = a8 in Beispiel 6.5
1. Schritt:
Es sei A = (Q,Σ,q0,▽,k,δr,δ,F) der gegebene kC-OCA. Wir konstruieren nun einen DFA
M1 als das Kreuzprodukt der k Zellen wie folgt: M1 = (Q1,Σ1,δ1,q′
0,F1) mit
Q1 = Qk,
Σ1 = Σ ∪ {▽},
q′
0 = (q0,q0,...,q0),
F1 = F × Qk−1
F¨ ur qi,q′
i ∈ Q (1 ≤ i ≤ k) und σ ∈ Σ1 deﬁnieren wir
δ1((q1,q2,...,qk),σ) = (q′
1,q′
2,...,q′
k),
wobei q′
1 = δ(q1,q2),q′
2 = δ(q2,q3),...,q′
k−1 = δ(qk−1,qk) und q′
k = δr(qk,σ) ist.
Sei nun eine Eingabe w = w1 ...wn gegeben. Wir schreiben w▽k = w1w2 ...wnwn+1 ...wn+k,
wobei wn+l = ▽ f¨ ur 1 ≤ l ≤ k ist. F¨ ur 1 ≤ i ≤ n+k und 1 ≤ j ≤ k behaupten wir folgendes:
ci(j) = q ⇔ δ1(q′
0,w1w2 ...wi) = (q1,q2,...,qk) und qj = q.86 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Diese Behauptung kann durch eine Induktion nach i bewiesen werden, wobei die beiden F¨ alle
j < k und j = k zu unterscheiden sind.
Dann gilt:
w ∈ T(A) ⇔ ∃i ≤ |w| + k : ci(1) ∈ F
⇔ ∃w : w ist ein Pr¨ aﬁx von w▽k und δ1(q′
0,w) = (q1,q2,...,qk) mit q1 ∈ F
⇔ ∃w : w ist ein Pr¨ aﬁx von w▽k und w ∈ T(M1)
2. Schritt:
In diesem Schritt werden wir den DFA M1 dahingehend modiﬁzieren, daß nunmehr nicht nur
die Pr¨ aﬁxe von w▽k akzeptiert werden, sondern das vollst¨ andige Wort w, sofern w ∈ T(A)
ist. Dazu deﬁnieren wir einen DFA M2 = (Q1,Σ,δ2,q′
0,F2) mit folgenden Eigenschaften:
(1) δ2(q,σ) = δ1(q,σ) f¨ ur q  ∈ F1 und σ ∈ Σ
(2) δ2(q,σ) = q f¨ ur q ∈ F1 und σ ∈ Σ
(3) F2 = F1 ∪ F′
1 mit F′
1 = {q ∈ (Q \ F) × Qk−1 | ∃1 ≤ l ≤ k : δ1(q,▽l) ∈ F1}
Sei t der Zeitpunkt, an dem der kC-OCA akzeptiert. Dann stellt die Eigenschaft (2) sicher,
daß die komplette Eingabe gelesen und akzeptiert wird, falls t < |w|. Die Eigenschaft (3)
stellt sicher, daß M2 bereits nach |w| Zeitschritten akzeptiert, falls der kC-OCA erst nach
mehr als |w| Schritten akzeptiert. Zum formalen Beweis ben¨ otigen wir zun¨ achst die folgende
technische Aussage.
Behauptung 6.7. Es sei q ∈ Q1 und w ∈ Σ∗. Falls δ1(q,w′)  ∈ F1 f¨ ur alle echten Pr¨ aﬁxe w′ von
w gilt, dann ist δ2(q,w) = δ1(q,w). Falls δ2(q,w′)  ∈ F1 f¨ ur alle echten Pr¨ aﬁxe w′ von w gilt,
dann ist δ1(q,w) = δ2(q,w).
Die Behauptung wird durch eine Induktion nach |w| bewiesen. Wir beweisen nur die erste
Aussage; der Beweis der zweiten Aussage verl¨ auft analog.
Induktionsverankerung: F¨ ur |w| = 1 ist das leere Wort ǫ das einzige echte Pr¨ aﬁx von w. Nach
Voraussetzung ist δ1(q,ǫ) = q  ∈ F1. Nach Eigenschaft (1) ist dann δ2(q,w) = δ1(q,w).
Induktionsschritt: Die Behauptung sei f¨ ur |w| = n bewiesen. Nach Voraussetzung gilt f¨ ur die
echten Pr¨ aﬁxe P = {ǫ,w1,w1w2,...,w1 ...wn} von w1 ...wn+1: δ1(q,w′)  ∈ F1 f¨ ur w′ ∈ P.
Dann ist
δ2(q,w1 ...wnwn+1) = δ2(δ2(q,w1 ...wn),wn+1)
= δ2(δ1(q,w1 ...wn),wn+1) (nach Induktionsvoraussetzung)
= δ1(δ1(q,w1 ...wn),wn+1) (nach (1), da δ1(q,w1 ...wn)  ∈ F1)
= δ1(q,w1 ...wnwn+1)
Damit ist die Behauptung bewiesen.
Wir zeigen nun: Es gibt ein Wort w ∈ T(M1) und w ist ein Pr¨ aﬁx von w▽k ⇔ w ∈ T(M2)6.1. ZELLULARAUTOMATEN MIT EINSEITIGEM INFORMATIONSFLUSS 87
”⇒“: Gegeben ist ein Wort w, f¨ ur das gilt: w ∈ T(M1) und w ist ein Pr¨ aﬁx von w▽k. O.B.d.A.
k¨ onnen wir annehmen, daß w das k¨ urzeste Pr¨ aﬁx von w▽k ist, so daß w ∈ T(M1) ist. Wir
haben zwei F¨ alle zu unterscheiden:
1. w = w1 ...wi mit i ≤ n ⇒ δ1(q′
0,w) ∈ F1
⇒ δ2(q′
0,w) ∈ F1 (Behauptung 6.7)
⇒ δ2(q′
0,w) ∈ F1 (Eigenschaft (2))
⇒ w ∈ T(M2)
2. w = w▽l mit 1 ≤ l ≤ k ⇒ δ1(q′
0,w) = q  ∈ F1 und δ1(q,▽l) ∈ F1
⇒ δ2(q′
0,w) = q ∈ F′
1 (Behauptung 6.7 und (3))
⇒ w ∈ T(M2)
”⇐“: Ist w ∈ T(M2), dann gilt δ2(q′
0,w) ∈ F1 oder δ2(q′
0,w) ∈ F′
1.
1. δ2(q′
0,w) ∈ F1 ⇒ es gibt ein k¨ urzestes Pr¨ aﬁx w von w, so daß δ2(q′
0,w) = q ∈ F1
⇒ δ1(q′
0,w) ∈ F1 (Behauptung 6.7)
⇒ w ∈ T(M1) und w ist ein Pr¨ aﬁx von w und daher von w▽k
2. δ2(q′
0,w) ∈ F′
1 ⇒ ∃q  ∈ F1,l ≤ k : δ2(q′
0,w) = q und δ2(q,▽l) ∈ F1 (l ist minimal)
⇒ δ1(q′
0,w) = q und δ1(q,▽l) ∈ F1 (Behauptung 6.7)
⇒ δ1(q′
0,w▽l) = δ1(q′
0,w) ∈ F1 (w = w▽l)
⇒ w ∈ T(M1) und w ist ein Pr¨ aﬁx von w▽k
Zusammen mit den ¨ Uberlegungen aus dem 1. Schritt erhalten wir:
w ∈ T(A) ⇔ ∃w : w ist ein Pr¨ aﬁx von w▽k und w ∈ T(M1) ⇔ w ∈ T(M2)
Damit ist T(A) = T(M2).
3. Schritt:
In diesem Schritt wird die Anzahl der Zust¨ ande reduziert, da einige Zust¨ ande zusammengefaßt
werden k¨ onnen. Da es keine Transitionen von einem akzeptierenden Zustand in F1 zu einem
nichtakzeptierenden Zustand gibt, k¨ onnen wir alle akzeptierenden Zust¨ ande in F1 durch einen
einzigen akzeptierenden Zustand f ersetzen. Formal deﬁnieren wir:
M3 = ((Q1 \ F1) ∪ {f},Σ,δ3,q′
0,{f}) und δ3 ist f¨ ur q ∈ Q1 \ F1 und σ ∈ Σ folgendermaßen
deﬁniert:
δ3(q,σ) =
 
δ2(q,σ) falls δ2(q,σ)  ∈ F1
f sonst
δ3(f,σ) = f
Oﬀenbar ist T(M3) = T(M2) = T(A).
Die Anzahl der erreichbaren Zust¨ ande in M3 kann nun folgendermaßen abgesch¨ atzt werden:
Wir setzen n = |Q| und erhalten, da |F| ≥ 1 angenommen werden kann:
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Damit haben wir zu einem gegebenen kC-OCA mit n Zust¨ anden einen ¨ aquivalenten DFA mit
h¨ ochstens nk − nk−1 + 1 Zust¨ anden konstruiert.  
Wir zeigen nun mit Hilfe der Familie Ln,k un¨ arer Sprachen, daß die soeben in Lemma 6.6
bewiesene obere Schranke in der Gr¨ oßenordnung scharf ist. F¨ ur n ≥ 1 und k ≥ 1 sei
Ln,k = {am | m ≥ nk}
Lemma 6.8. Jeder DFA f¨ ur die Sprache Ln,k ben¨ otigt mindestens nk + 1 Zust¨ ande.
Beweis. Nach Satz 2.7 entspricht der Index der Nerode-Relation ≡L einer Sprache L der
Anzahl der Zust¨ ande eines minimalen DFA, der L akzeptiert. Wir verwenden nun die Nerode-
Relation ≡Ln,k auf Ln,k und zeigen, daß der Index von ≡Ln,k gr¨ oßer oder gleich nk + 1 ist.
F¨ ur x,y ∈ Σ∗ ist ≡Ln,k folgendermaßen deﬁniert:
x ≡Ln,k y :⇐⇒ xz ∈ Ln,k ⇔ yz ∈ Ln,k f¨ ur alle z ∈ Σ∗
Es seien i,j ∈ N mit 0 ≤ i < j ≤ nk. Dann ist aiank−i−1 = ank−1  ∈ Ln,k und ajank−i−1 =
ank+j−i−1 ∈ Ln,k, da j −i−1 ≥ 0. Daraus folgt ai  ≡Ln,k aj und daher haben wir mindestens
nk + 1 paarweise verschiedene ¨ Aquivalenzklassen. Daher gilt: index(≡Ln,k) ≥ nk + 1.  
Lemma 6.9. Ln,k kann von einem kC-OCA mit n + 1 Zust¨ anden akzeptiert werden und jeder
kC-OCA f¨ ur die Sprache Ln,k ben¨ otigt mindestens n + 1 Zust¨ ande.
Beweis. Das Beispiel 6.5 auf Seite 84 zeigt, daß es einen kC-OCA mit n + 1 Zust¨ anden gibt,
der Ln,k akzeptiert.
Wir zeigen nun, daß jeder kC-OCA, der Ln,k akzeptiert, mindestens n+1 Zust¨ ande ben¨ otigt.
Jeder kC-OCA A muß mindestens nk + 1 verschiedene Konﬁgurationen (inklusive der Start-
konﬁguration (q0,...,q0)) innerhalb der ersten nk Zeitschritte annehmen. Werden weniger als
nk + 1 verschiedene Konﬁgurationen angenommen, dann wird innerhalb der ersten nk Zeit-
schritte mindestens eine Konﬁguration zweimal angenommen. Seien t1 und t2 diese beiden
Zeitpunkte mit t1 < t2. Da at2ank−t2 ∈ Ln,k ist und nach Lesen von at1 und at2 die gleiche
Konﬁguration angenommen wird, gilt auch at1ank−t2 ∈ Ln,k. Das ist aber ein Widerspruch,
da nk − t2 + t1 < nk ist.
Wir nehmen nun an, daß der kC-OCA A h¨ ochstens n Zust¨ ande besitzt. Da A aber k Zellen
besitzt, kann A daher nur h¨ ochstens nk verschiedene Konﬁgurationen annehmen. Das ist aber
ein Widerspruch, da nach den obigen ¨ Uberlegungen mindestens nk + 1 Konﬁgurationen un-
terschieden werden m¨ ussen. Also muß A mindestens n+1 Zust¨ ande haben, damit mindestens
nk + 1 ≤ (n + 1)k verschiedene Konﬁgurationen unterschieden werden k¨ onnen. Damit folgt
die Behauptung.  
Wir fassen die Ergebnisse der Lemmata 6.6, 6.8 und 6.9 zusammen:
kC-OCA −→ DFA
n ≤ nk − nk−1 + 1 = O(nk)
n ≥ (n − 1)
k + 1 = Ω(nk)
Obwohl die obere Schranke nur in der Gr¨ oßenordnung scharf ist, l¨ aßt sich trotzdem eine echte
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mit n Zust¨ anden akzeptiert werden kann, wird oﬀenbar auch von einem kC-OCA mit n + 1
Zust¨ anden akzeptiert. Aber es gibt eine unendliche Sprachfolge Ln, so daß jede Sprache Ln
von einem kC-OCA mit n Zust¨ anden akzeptiert wird, aber von keinem kC-OCA mit weniger
als n Zust¨ anden.
Korollar 6.10. F¨ ur n ≥ 1 und k ≥ 1 gilt: Es gibt eine Sprache L(n,k), die von einem kC-OCA
mit n + 1 Zust¨ anden akzeptiert wird. Aber gibt es keinen kC-OCA f¨ ur L(n,k) mit weniger als
n + 1 Zust¨ anden.
Beweis. Wir setzen L(n,k) = Ln,k und erhalten die Behauptung unmittelbar aus Lemma 6.9.
 
6.1.3 Umwandlung eines DFA in einen kC-OCA
Bei der Simulation eines DFA durch einen kC-OCA ist wiederum zu beachten, daß die bei-
den Automatenmodelle unterschiedliche Akzeptanzbedingungen besitzen. Wenn wir einen
gegebenen DFA in der Kommunikationszelle eines kC-OCA simulieren, dann m¨ ussen wir si-
cherstellen, daß ein akzeptierender Zustand erst dann angenommen wird, wenn die gesamte
Eingabe gelesen ist. Dazu ist ein zus¨ atzlicher Zustand notwendig.
Lemma 6.11. Jeder DFA M mit n Zust¨ anden kann in einen kC-OCA A umgewandelt werden,
so daß T(A) = T(M) und |A| = n + 1 gilt.
Beweis. Sei M = (Q,Σ,δ,q0.F) ein DFA mit n Zust¨ anden. Wir konstruieren einen kC-OCA,
der in der Kommunikationszelle den DFA M simuliert. Nachdem die Eingabe gelesen ist,
senden wir einen akzeptierenden Zustand mit maximaler Geschwindigkeit nach links, falls
die Eingabe in T(M) ist. Ansonsten wird die Berechnung blockiert.
Sei nun g  ∈ Q ein neuer Zustand und Q′ = Q ∪ {g}. Wir deﬁnieren nun einen kC-OCA
A = (Q′,Σ,q0,▽,k,δ′
r,δ′,{g}), wobei f¨ ur δ′
r und δ′ folgendes gilt:
δ′
r(q,σ) = δ(q,σ) f¨ ur σ ∈ Σ und q ∈ Q
δ′
r(f,▽) = g f¨ ur f ∈ F
δ′
r(p,▽) = p f¨ ur p ∈ Q′ \ F
δ′(p,q) = q f¨ ur p ∈ Q′ und q ∈ Q′
Durch eine einfache Induktion nach i kann man zeigen:
δ(q0,u1u2 ...ui) = q ⇔ ci(k) = q
Damit gilt:
u ∈ T(M) ⇔ δ(q0,u) ∈ F ⇔ c|u|(k) ∈ F und w|u| = ǫ ⇔
⇔ c|u|+1(k) = g ⇔ c|u|+k(1) = g ⇔ u ∈ T(A)
Damit ist T(A) = T(M) und |A| = n + 1 und die Behauptung daher bewiesen.  90 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Wir zeigen nun, daß die soeben vorgestellte Konstruktion optimal ist. Das heißt, in manchen
F¨ allen ben¨ otigt ein paralles Berechnungsmodell sogar mehr Zust¨ ande als ein sequentielles
Modell. Zum Beweis der unteren Schranke betrachten wir eine feste Primzahl p ≥ 2 und die
Sprache
Lp = {an | n ≥ 0 und n ≡ 1 mod p}
Lemma 6.12. Jeder kC-OCA f¨ ur die Sprache Lp ben¨ otigt mindestens p + 1 Zust¨ ande.
Beweis. Gegeben ist ein kC-OCA A = (Q,Σ,q0,▽,k,δr,δ,F), der die Sprache Lp mit n
Zust¨ anden akzeptiert. F¨ ur 1 ≤ i ≤ k deﬁnieren wir Projektionen πi : Qk × Σ∗ → Qk−i+1
durch πi((q1,q2,...,qk),w) = (qi,qi+1,...,qk).
Wir betrachten nun die Folgen si = (πi(∆t(c0,at)))t≥0, die die Entwicklung der Zust¨ ande der
letzten k − i + 1 Zellen des kC-OCA A unter entsprechenden Eingaben at darstellen. Da A
eine un¨ are Eingabe verarbeitet und außerdem nur einseitiger Informationsﬂuß m¨ oglich ist,
werden die Folgen si ab einem Zeitpunkt periodisch. Da A gerade n Zust¨ ande und k Zellen
besitzt, sind zwei Elemente innerhalb der ersten nk−i+1 + 1 Elemente der Folge si identisch.
Mit li bezeichnen wir die L¨ ange der Periode zwischen dem ersten Auftreten zweier identischer
Elemente in si. Wir setzen pk = lk. Oﬀenbar gilt: lk = pk ≤ n
Nun ist lk−1 oﬀenbar ein Vielfaches von lk. Das heißt, lk−1 = pk−1pk, wobei 1 ≤ pk−1 ≤ n gilt,
da |A| = n. Mit der gleichen Argumentation erhalten wir: lk−2 = pk−2pk−1pk mit 1 ≤ pk−2 ≤
n Allgemein haben wir dann: li = pipi+1 ...pk mit 1 ≤ pj ≤ n f¨ ur 1 ≤ i ≤ k und i ≤ j ≤ k.
Dann ist l1 = p1p2 ...pk−1pk die L¨ ange der ”Periode von A“, da ∆l1(c,am) = (c,am−l1) f¨ ur
jede Konﬁguration (c,am) mit m ≥ l1 gilt.
Annahme 1: n < p
Daraus folgt unmittelbar, daß p nicht l1 = p1p2 ...pk teilt, da pi ≤ n < p f¨ ur 1 ≤ i ≤ k
gilt und p eine Primzahl ist. Wir w¨ ahlen jetzt eine ganze Zahl t′ so, daß t′p + 1 > nk + 1
gilt. Nun ist at′p+1 ∈ Lp. Also ist ∆t′p+1(c0,at′p+1▽k) = (c′,▽k) und es gibt eine ganze Zahl
k′ mit 1 ≤ k′ ≤ k, so daß ∆k′
(c′,▽k′
) = (c′′,ǫ) und c′′(1) ∈ F gilt. Wir betrachten nun
die Eingabe w = at′p+1+l1. Dann ist ∆t′p+1(c0,w▽k) = (c′,al1▽k), ∆l1(c′,al1▽k) = (c′,▽k)
und ∆k′
(c′,▽k′
) = (c′′,ǫ). Dann ist w ∈ Lp und daher gilt: t′p + 1 + l1 = t′′p + 1 mit einem
t′′ ≥ 1. Also ist t′p + l1 ein Vielfaches von p. Daher teilt p die Zahl l1 = p1p2 ...pk, was ein
Widerspruch ist.
Annahme 2: n = p
Wir beobachten, daß es mindestens eine Zelle j gibt, die alle p Zust¨ ande unter der Eingabe
am (m ≥ nk + 1) annimmt. Anderenfalls ist pi < n = p f¨ ur 1 ≤ i ≤ k und es folgt, daß p
nicht die Zahl l1 = p1p2 ...pk teilt. Wie eben k¨ onnen wir dann schließen, daß p doch die Zahl
l1 = p1p2 ...pk teilt und erhalten einen Widerspruch.
Die Sprache Lp ist so konstruiert, daß erst nach Lesen der gesamten Eingabe entschieden
werden kann, ob die Eingabe akzeptiert wird oder nicht. Daher kann bei einer Eingabe am▽k
(m ≥ 1) die erste Zelle fr¨ uhestens zum Zeitpunkt m+k einen akzeptierenden Zustand anneh-
men. Sei nun am ∈ Lp (m ≥ nk + 1) gegeben. Nachdem das Eingabeendesymbol ▽ das erste
Mal gelesen wurde, muß die Information, daß somit die gesamte Eingabe gelesen worden ist,
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m+k −j +1. Da die Information in Form eines Zustands transportiert wird, bezeichnen wir
mit q ∈ Q diesen Zustand, den die Zelle j zum Zeitpunkt m + k − j + 1 annimmt. Also gilt:
∆m+k−j+1(c0,am▽k) = (c,▽j−1) mit c(j) = q und ∆j−1(c,▽j−1) = (c′,ǫ) mit c′(1) ∈ F.
Wir deﬁnieren nun eine Projektion π : Qk → Qj durch π(q1,q2,...,qk) = (q1,q2,...,qj−1,qj).
Wir k¨ onnen beobachten, daß der Zustand q in der Zelle j zu einem akzeptierenden Zustand
in der ersten Zelle nach j−1 Zeitschritten f¨ uhrt, und zwar unabh¨ angig von der verbleibenden
Eingabe. Daher f¨ uhrt jede Konﬁguration d ∈ Qk mit π(d) = π(c) zu einem akzeptierenden
Zustand in der ersten Zelle nach j−1 Zeitschritten unabh¨ angig von den Zust¨ anden der Zellen
j + 1,...,k und der verbleibenden Eingabe. Da nun s1 periodisch ist, in A nur einseitiger
Informationsﬂuß m¨ oglich ist und die Zelle j alle Zust¨ ande in Q annimmt, gibt es eine ganze
Zahl m′ ≤ nk mit ∆m′
(c0,am′
) = (d,ǫ) und π(d) = π(c). Sei nun eine ganze Zahl m′′ ≥ j so
gew¨ ahlt, daß m′+m′′−1 kein Vielfaches von p ist. Dann gilt: ∆m′
(c0,am′+m′′
) = (d,am′′
) und
∆j−1(d,am′′
) = (d′,am′′−j+1) mit d′(1) ∈ F. Also ist am′+m′′
∈ Lp und daher ist m′ +m′′ −1
ein Vielfaches von p. Das ist ein Widerspruch zur vorherigen Annahme.
Da also beide Annahmen zu einem Widerspruch f¨ uhren, ben¨ otigt jeder kC-OCA f¨ ur die
Sprache Lp mindestens n ≥ p + 1 Zust¨ ande.  
Lemma 6.13. Jeder DFA f¨ ur die Sprache Lp ben¨ otigt mindestens p Zust¨ ande.
Beweis. Wie im Beweis von Lemma 6.8 benutzen wir Satz 2.7 und die Nerode-Relation ≡Lp
auf Lp. Es seien i,j ∈ N mit 0 ≤ i < j ≤ p − 1. Dann ist aiap−i+1 = ap+1 ∈ Lp und
ajap−i+1 = ap+1+j−i  ∈ Lp, da 0 < j − i < p gilt. Also ist ai  ≡Lp aj und wir erhalten
index(≡Lp) ≥ p.  
Da es unendlich viele Primzahlen gibt, ist g(n) = n+1 eine untere Schranke f¨ ur den Tradeoﬀ
zwischen DFA und kC-OCA. Wir haben also:
DFA −→ kC-OCA
n ≤ n + 1
n ≥ n + 1
Diese ¨ Uberlegungen zeigen, daß es Sprachen gibt, denen ein paralleles Berechnungsmodell
nicht hilft, um die Beschreibungsgr¨ oße im Vergleich mit einem sequentiellen Modell zu redu-
zieren. Es sollte erw¨ ahnt werden, daß das obige Ergebnis nicht von der speziellen Anzahl k der
Zellen eines kC-OCA abh¨ angt. Daher sind die Sprachen Lp f¨ ur kC-OCA inh¨ arent sequentiell
oder schwer zu parallelisieren, da jede Erh¨ ohung der Parallelit¨ at in Form von zus¨ atzlichen
Zellen nicht die Beschreibungsgr¨ oße reduzieren kann.
In der Konstruktion in Lemma 6.11 wurde ein zus¨ atzlicher Zustand g eingef¨ uhrt, der sicher-
stellt, ob die gesamte Eingabe gelesen wurde oder nicht. Die untere Schranke zeigt, daß dieser
zus¨ atzliche Zustand in manchen F¨ allen notwendig ist. Also haben wir das Ergebnis, daß in
manchen F¨ allen zus¨ atzlicher Aufwand notwendig ist, um ein Array von DFA zu verwalten im
Gegensatz zu einem einzelnen DFA.
6.2 Zellularautomaten mit zweiseitigem Informationsﬂuß
In diesem Abschnitt f¨ uhren wir zweiseitigen Informationsﬂuß in kC-OCA ein. Im unbe-
schr¨ ankten Fall f¨ uhrt zweiseitige Kommunikation gegen¨ uber einseitiger Kommunikation zu92 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
1 2 3 4 5 ￿ ￿ ￿ - ￿
6
x1x2x3 ...xn▽▽▽...
# 1 2 3 4 5 ￿ - - - - ￿ ￿ - ￿
6
x1x2x3 ...xn▽▽▽...
Abbildung 6.3: Ein 5-Zellen Zellularautomat mit zweiseitiger Kommunikation, 5C-CA (un-
ten), und ein 5-Zellen Zellularautomat mit einseitiger Kommunikation und zweiseitiger Kom-
munikationszelle, 5C-OCAt (oben).
einer gr¨ oßeren generativen M¨ achtigkeit und zu nichtrekursiven Tradeoﬀs. Wir betrachten hier
mit kC-CA die eingeschr¨ ankte Variante eines Realzeit-CA, das heißt, jede Zelle kann mit ih-
rem linken und rechten Nachbarn kommunizieren. Die linke Randzelle besitzt dann als linken
Nachbarn einen besonderen Grenzzustand. kC-CA sind ein eingeschr¨ anktes Modell mit ma-
ximalem zweiseitigem Informationsﬂuß. Wir werden außerdem mit kC-OCAt ein Modell mit
minimalem zweiseitigem Informationsﬂuß betrachten. Da sich die Kommunikationszelle von
allen anderen Zellen bereits unterscheidet, werden wir dort zus¨ atzlich Kommunikation mit
der linken Nachbarzelle erlauben. Alle anderen Zellen bleiben mit einseitiger Kommunika-
tion ausgestattet. Im n¨ achsten Abschnitt werden wir die beiden Modelle formal deﬁnieren.
Beispiele f¨ ur einen 5C-CA und 5C-OCAt ﬁnden sich in Abbildung 6.3.
6.2.1 Deﬁnition
Die Deﬁnition eines kC-OCA wird in naheliegender Weise auf beschr¨ ankte Modelle mit zwei-
seitigem Informationsﬂuß erweitert.
Deﬁnition 6.14. Ein Zellularautomat mit beschr¨ ankter Zellenzahl k und zweiseitigem Informa-
tionsﬂuß, abgek¨ urzt kC-CA (k cells CA), ist ein Tupel (Q,#,Σ,q0,▽,k,δr,δ,F), wobei folgendes
gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande der Zellen,
(2) #  ∈ Q ∪ Σ ist der Grenzzustand,
(3) Σ ist das Eingabealphabet,
(4) ▽  ∈ Q ∪ Σ ist das Symbol f¨ ur das Eingabeende,
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(6) δr : (Q∪{#})×Q×(Σ∪{▽}) → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die Kommu-
nikationszelle,
(7) δ : (Q ∪ {#}) × Q × Q → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen Zellen,
(8) q0 ∈ Q ist der Ruhezustand, f¨ ur den folgendes gilt: δr(q0,q0,▽) = q0, δr(#,q0,▽) = q0,
δ(q0,q0,q0) = q0 und δ(#,q0,q0) = q0
(9) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande.
Ein Zellularautomat mit beschr¨ ankter Zellenzahl, einseitigem Informationsﬂuß und zweiseitiger
Kommunikationszelle, abgek¨ urzt kC-OCAt (k cells OCA with two-way communication cell), ist
wie ein kC-CA deﬁniert. Lediglich die Funktion δ ist folgendermaßen beschr¨ ankt:
(7′) δ : Q×Q → Q ist die ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen Zellen. Es gilt: δ(q0,q0) = q0
Bemerkung 6.15. F¨ ur den Fall k = 1 entf¨ allt auch hier die Funktion δ und wir erhalten
einen DFA mit ver¨ anderter Akzeptanzbedingung.
Die Arbeitsweise von kC-OCAt und kC-CA ist nahezu identisch zur Arbeitsweise von kC-
OCA, denn wie in kC-OCA h¨ angt der n¨ achste Zustand jeder Zelle vom Zustand der Zelle
selbst und ihres rechten Nachbarn ab. Zus¨ atzlich h¨ angt der n¨ achste Zustand der Kommuni-
kationszelle in kC-OCAt und der n¨ achste Zustand aller Zellen in kC-CA vom Zustand der
linken Nachbarzelle ab.
Die Deﬁnition einer Konﬁguration eines kC-OCAt oder kC-CA ist analog zur Deﬁnition bei
kC-OCA (s. S. 83). Die globale ¨ Uberf¨ uhrungsfunktion ∆ wird durch δ und δr folgendermaßen
induziert: Sei (ct,wt) f¨ ur t ≥ 0 eine Konﬁguration.
F¨ ur kC-OCAt:
(ct+1,wt+1) = ∆(ct,wt) ⇐⇒
ct+1(i) = δ(ct(i),ct(i + 1)),i ∈ {1,...,k − 1}
ct+1(k) = δr(ct(k − 1),ct(k),x)
F¨ ur kC-CA:
(ct+1,wt+1) = ∆(ct,wt) ⇐⇒
ct+1(1) = δ(#,ct(1),ct(2))
ct+1(i) = δ(ct(i − 1),ct(i),ct(i + 1)),i ∈ {2,...,k − 1}
ct+1(k) = δr(ct(k − 1),ct(k),x),
wobei x = ▽, wt+1 = ǫ (falls wt = ǫ) und x = x1, wt+1 = x2 ...xn (falls wt = x1x2 ...xn).
Eine Eingabe w wird von einem kC-CA oder kC-OCAt akzeptiert, falls es einen Zeitpunkt i
w¨ ahrend der Berechnung gibt, so daß die erste Zelle einen akzeptierenden Zustand annimmt.
Die Sprachklassen L(kC-OCAt) und L(kC-CA) sind analog zu Deﬁnition 6.3 deﬁniert.94 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
6.2.2 Umwandlung eines kC-OCAt (kC-CA) in einen DFA
Als erstes Ergebnis ist festzuhalten, daß zweiseitiger Informationsﬂuß die generative M¨ achtig-
keit nicht erh¨ oht.
Lemma 6.16. Jeder kC-OCAt (kC-CA) A mit n Zust¨ anden kann in einen DFA M umgewandelt
werden, so daß T(M) = T(A) und |M| ≤ nk − nk−1 + 1 gilt.
Beweis. Die Konstruktion f¨ ur kC-OCAt und kC-CA ist im wesentlichen identisch zur Kon-
struktion f¨ ur kC-OCA aus Lemma 6.6. Lediglich die ¨ Uberf¨ uhrungsfunktion δ1 muß an die
entsprechende Nachbarschaft angepaßt werden. Das heißt, f¨ ur qi,q′
i ∈ Q (1 ≤ i ≤ k) und
σ ∈ Σ1 deﬁnieren wir
δ1((q1,q2,...,qk),σ) = (q′
1,q′
2,...,q′
k),
wobei q′
1 = δ(q1,q2),q′
2 = δ(q2,q3),...,q′
k−1 = δ(qk−1,qk) und q′
k = δr(qk−1,qk,σ) (kC-OCAt)
und q′
1 = δ(#,q1,q2),q′
2 = δ(q1,q2,q3),...,q′
k−1 = δ(qk−2,qk−1,qk) und q′
k = δr(qk−1,qk,σ)
f¨ ur kC-CA. Durch diese Anpassungen wird oﬀenbar die Anzahl der Zust¨ ande nicht ver¨ andert.
 
Auch f¨ ur kC-CA und kC-OCAt ist diese obere Schranke asymptotisch scharf. Daher ist die
Konstruktion im wesentlichen optimal.
Lemma 6.17. Ln,k kann von einem kC-OCAt (kC-CA) mit n+1 Zust¨ anden akzeptiert werden
und jeder kC-OCAt (kC-CA) f¨ ur die Sprache Ln,k ben¨ otigt mindestens n + 1 Zust¨ ande.
Beweis. Der Beweis f¨ ur kC-OCAt und kC-CA ist identisch zum Beweis f¨ ur kC-OCA aus
Lemma 6.9, denn die F¨ ahigkeit den Zustand des linken Nachbarn zu sehen, verringert oﬀenbar
nicht die Anzahl der zu unterscheidenden Konﬁgurationen.  
6.2.3 Umwandlung eines DFA in einen kC-OCAt (kC-CA)
Wir haben in Lemma 6.12 bewiesen, daß die Konstruktion aus Lemma 6.11 f¨ ur kC-OCA
im allgemeinen nicht verbessert werden kann. In kC-OCAt und kC-CA steht der Kommu-
nikationszelle der aktuelle Zustand ihres linken Nachbarn zus¨ atzlich zur Verf¨ ugung. Daher
k¨ onnen wir in diesen F¨ allen einen gegebenen DFA in den letzten beiden Zellen eines kC-OCAt
simulieren. Die dadurch erzielte Ersparnis bez¨ uglich der Anzahl der Zust¨ ande ist quadratisch.
Lemma 6.18. Jeder DFA M mit n Zust¨ anden kann in einen ¨ aquivalenten kC-OCAt (kC-CA)
A mit k ≥ 2 umgewandelt werden. Beschreibt M eine Sprache aus Σ∗, dann gilt f¨ ur die Anzahl
der Zust¨ ande in A: |A| ≤ ⌈
√
n⌉(|Σ| + 1) + 2|Σ| + 2 = O(
√
n)
Beweis. Es sei M = (Q,Σ,δ,0,F) ein DFA mit n Zust¨ anden.
Wir konstruieren einen kC-OCAt, der den DFA M in den beiden letzten Zellen simuliert. Die
Zustandsmenge Q wird durch zwei Symbole ¨ uber einem ⌈
√
n⌉-n¨ aren Alphabet kodiert. Diese
zweistellige Kodierung wird dann benutzt, um die erste Stelle des aktuellen Zustands von
M in der vorletzten Zelle und die zweite Stelle in der letzten Zelle zu berechnen. Nachdem
die gesamte Eingabe gelesen ist, wird ¨ uberpr¨ uft, ob ein akzeptierender Zustand von M in
den beiden letzten Zellen errechnet wurde. Ist dies der Fall, dann wird ein akzeptierender6.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 95
Zustand mit maximaler Geschwindigkeit nach links gesendet. Ansonsten wird die Berechnung
blockiert.
Zun¨ achst eine technische Vorbereitungen:
• Es sei Q = {0,1,2,...,n−1} die Zustandsmenge des gegebenen DFA und m = ⌈
√
n⌉−1.
Wir deﬁnieren die m-n¨ are Kodierung von Q wie folgt:
Qc = {00,01,02,...,0m,10,11,12,...,1m,...,m0,m1,m2,...,mm}
Falls |Qc| > |Q| ist, dann entfernen wir einige Elemente aus Qc, damit |Qc| = |Q| ist.
• φ : Q → Qc ist eine bijektive Funktion zwischen Q und Qc, die Zust¨ ande aus Q und Qc
eindeutig zuordnet. Außerdem gelte φ(0) = 00.
• Die Abbildungen [ ]1,[ ]2 : Q → {0,1,2,...,m} deﬁnieren wir als Projektionen von
Zust¨ anden q ∈ Q auf die erste bzw. zweite Stelle ihrer Kodierungen.
Z.B.: q = 1,φ(q) = 01,[q]1 = 0,[q]2 = 1.
• Nun deﬁnieren wir die Zustandsmenge Q′ = ({0,1,2,...,m}×(Σ∪{h}))∪{0,g}∪Σ∪Σ′,
wobei Σ′ eine Kopie von Σ ist und {g,h} ∩ ({0,1,2,...,m} ∪ Σ ∪ Σ′) = ∅ gilt.
• ψ : Σ → Σ′ ist eine Bijektion, die durch ψ(σ) = σ′ f¨ ur alle σ ∈ Σ deﬁniert ist.
Wir deﬁnieren nun den kC-OCAt A = (Q′,#,Σ,0,▽,k,δ′
r,δ′,{g}). Die ¨ Uberf¨ uhrungsfunk-
tionen deﬁnieren wir f¨ ur i,j ∈ {0,1,2,...,m}, σ,τ,τl,τr ∈ Σ und τ′,τ′
r ∈ Σ′ wie folgt:
δ′
r(0,0,σ) = σ (6.1)
δ′
r(0,τ,σ) = ψ(σ) (6.2)
δ′
r((i,τl),τ′,σ) = ([δ(0,τl)]2,σ) (6.3)
δ′
r((j,τl),(i,τ),σ) = ([δ(φ−1(j,i),τl)]2,σ) (6.4)
δ′
r(0,τ,▽) =
 
g falls δ(0,τ) ∈ F
τ sonst
(6.5)
δ′
r((i,τl),τ′,▽) = ([δ(φ−1(i,0),τl)]2,h) (6.6)
δ′
r((j,τl),(i,τ),▽) = ([δ(φ−1(j,i),τl)]2,h) (6.7)
δ′
r(ql,q,▽) = q f¨ ur ql ∈ Q′ und q ∈ {g} ∪ ({0,...,m} × {h}) (6.8)
δ′(0,τ) = (0,τ) (6.9)
δ′((0,τ),τ′
r) = ([δ(0,τ)]1,ψ−1(τ′
r)) (6.10)
δ′((i,τ),(j,τr)) = ([δ(φ−1(i,j),τ)]1,τr) (6.11)
δ′((i,τ),(j,h)) =
 
g falls δ(φ−1(i,j),τ) ∈ F
(i,τ) sonst
(6.12)
δ′(q,g) = g; q ∈ Q′ (6.13)
δ′(g,q) = q; q ∈ Q′ (6.14)
δ′(0,(i,τr)) = (i,τr) (6.15)96 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Die ¨ ubrigen Transitionen sind nicht deﬁniert. Anstatt hier einen formalen Beweis zu geben,
beschreiben wir im folgenden die Arbeitsweise eines kC-OCAt. Außerdem verweisen wir auf
das folgende Beispiel 6.19.
Die beiden letzten Zellen werden in den ersten beiden Zeitschritten initialisiert. Dazu dienen
die Regeln (6.1), (6.2) und (6.9). Danach steht eine Kodierung des Startzustandes in der
linken Komponente der Zellen und die ersten beiden Eingabesymbole in der rechten Kom-
ponente. Ein Zustand σ′ in der Kommunikationszelle entspricht einem Zustand (0,σ). In
jedem n¨ achsten Zeitschritt wird nun ein Eingabesymbol gelesen und in die rechte Kompo-
nente der Kommunikationszelle geschoben, deren rechte Komponente bereits in die vorletzte
Zelle geschrieben wurde. Gleichzeitig wird der n¨ achste Zustand des DFA errechnet und in die
linken Komponenten geschrieben. Dazu dienen die Regeln (6.4) und (6.11), sowie (6.3) und
(6.10) f¨ ur die Zust¨ ande σ′. Wird das Eingabeendesymbol zum ersten Mal gelesen, wird die
Kommunikationszelle mit einem besonderen Symbol h markiert (Regeln (6.6) und (6.7)). Im
n¨ achsten Schritt verarbeitet die vorletzte Zelle das letzte Eingabesymbol, das in der rechten
Komponente gespeichert war (Regel (6.12)). Wird ein akzeptierender Zustand von M er-
rechnet, dann wird ein akzeptierender Zustand g mit maximaler Geschwindigkeit nach links
gesendet. Anderenfalls wird die Berechnung blockiert. Besteht die Eingabe nur aus einem
Symbol, dann muß die Kommunikationszelle bereits nach zwei Zeitschritten entscheiden, ob
die Eingabe akzeptiert wird oder nicht. Diesen Fall deckt die Regel (6.5) ab. Die Regeln
(6.8), (6.13) und (6.14) dienen zur Verarbeitung des Zustands g. Die Regel (6.15) dient zur
Initialisierung der restlichen Zellen.
Die Anzahl der Zust¨ ande in Q′ kann folgendermaßen abgesch¨ atzt werden:
|Q′| ≤ ⌈
√
n⌉(|Σ| + 1) + 2|Σ| + 2 = O(
√
n)
Die Konstruktion f¨ ur kC-CA ist im wesentlichen identisch: In allen Zellen außer der Kom-
munikationszelle werden Informationen von links einfach ignoriert.  
Beispiel 6.19. Wir betrachten folgenden DFA M. Die Arbeitsweise eines 4C-OCAt auf den
Eingaben b, ab, a, aababa und aaab ist in den Abbildungen 6.4, 6.6 und 6.5 dargestellt.
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g g g 1 h ▽
0 b g g 1 h ▽ g g g g ▽
0 a 0 b g 1 h ▽ 0 a g g g ▽
0 0 a 0 b 1 h ▽ 0 0 a g g ▽
0 0 0 a b′ ▽ 0 0 0 a g ▽
0 0 0 a b 0 0 0 a ▽
0 0 0 0 ab 0 0 0 0 a
Abbildung 6.5: Berechnung in Beispiel 6.19 f¨ ur die Eingaben ab und a
0 a 0 a 1 a 1 h ▽
1 a 1 a 1 a 1 h ▽
1 b 0 a 1 a 1 h ▽ g g g 1 h ▽
1 a 0 b 1 a 1 h ▽ 1 b g g 1 h ▽
1 b 1 a 1 b 1 a ▽ 1 a 0 b g 1 h ▽
0 a 1 b 1 a 0 b a 0 a 1 a 1 b 1 h ▽
0 a 0 a 1 b 0 a ba 0 a 0 a 1 a 0 b ▽
0 0 a 0 a 1 b aba 0 0 a 0 a 1 a b
0 0 0 a a′ baba 0 0 0 a a′ ab
0 0 0 a ababa 0 0 0 a aab
0 0 0 0 aababa 0 0 0 0 aaab
Abbildung 6.6: Berechnung in Beispiel 6.19 f¨ ur die Eingaben aababa und aaab
Da in der gerade vorgestellten Konstruktion gerade die letzten beiden Zellen genutzt wurden
und die restlichen Zellen ungenutzt blieben, stellt sich nat¨ urlich unmittelbar die Frage, ob die
Konstruktion optimal ist oder verbessert werden kann. Im Fall minimaler zweiseitiger Kom-
munikation k¨ onnen wir im n¨ achsten Lemma zeigen, daß die Konstruktion aus Lemma 6.18 fast
optimal ist, denn wir erhalten eine asymptotisch fast scharfe obere Schranke. Dieses Ergebnis
ist f¨ ur kC-OCAt plausibel, da nur die letzten beiden Zellen durch zweiseitige Kommunikation
erreicht werden k¨ onnen. Wenn wir aber einen kC-CA betrachten, k¨ onnte man sich zun¨ achst
vorstellen, die Zustandsmenge des gegebenen DFA k-stellig mit Symbolen ¨ uber einem ⌈
k √
n⌉-
n¨ aren Alphabet zu kodieren und die Simulation dann in allen k Zellen durchzuf¨ uhren. Mit
¨ ahnlichen ¨ Uberlegungen wie f¨ ur kC-OCAt k¨ onnen wir zeigen, daß das nicht immer m¨ oglich
ist, denn wir erhalten eine untere Schranke f¨ ur kC-CA der Gr¨ oßenordnung Ω(
3  
n/logn).
Lemma 6.20. Es gibt eine unendliche Folge von Sprachen (Ln)n∈N, so daß jede Sprache Ln von
einem DFA mit n+1 Zust¨ anden akzeptiert wird. Jeder kC-OCAt f¨ ur Ln ben¨ otigt allerdings minde-
stens Ω(
 
n/logn) Zust¨ ande. Jeder kC-CA f¨ ur Ln ben¨ otigt mindestens Ω(
3  
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Beweis. Wir zeigen, daß es eine von k abh¨ angige Konstante c gibt, so daß f¨ ur jedes n ∈ N
mit n ≥ c gilt: Es gibt eine einelementige Sprache Ln = {x} der L¨ ange |x| = n, die von einem
DFA mit n + 1 Zust¨ anden akzeptiert wird, und jeder kC-OCAt f¨ ur Ln ben¨ otigt mindestens
m Zust¨ ande, wobei gilt:
m + 1 ≥
 
n
(logn)(|Σ| + 1)
Im folgenden werden wir ein Inkompressibilit¨ atsargument verwenden. Allgemeine Informa-
tionen ¨ uber Kolmogorowkomplexit¨ at und die Inkompressibilit¨ atsmethode ﬁnden sich in Ka-
pitel 2.8 und [LV93].
Es sei Ln eine einelementige Menge der L¨ ange n und A ein kC-OCAt, der die Sprache Ln
akzeptiert. Dann ist C(Ln|n) als die minimale Gr¨ oße eines Programms deﬁniert, das die
Sprache Ln beschreibt unter Kenntnis der L¨ ange n. Die Gr¨ oße dieser minimalen Beschreibung
ist oﬀenbar kleiner oder gleich der Gr¨ oße irgendeiner Beschreibung von Ln. Wir betrachten
hier eine Beschreibung von Ln durch einen kC-OCAt A, der gerade die Sprache Ln akzeptiert.
Die Gr¨ oße dieser Beschreibung l¨ aßt sich absch¨ atzen durch die Gr¨ oße einer Kodierung cod(A)
von A und die Gr¨ oße |P| eines Programms P, das beschreibt, wie ein kC-OCAt kodiert
ist und wie ein kC-OCAt eine Sprache akzeptiert. Also ist C(Ln|n) ≤ |cod(A)| + |P|. Die
Gr¨ oße des Programms P h¨ angt oﬀenbar nicht von der Sprache Ln, dem Automaten A und
der L¨ ange n ab. Eine Kodierung cod(A) von A besteht aus Kodierungen cod(δ) und cod(δr)
der ¨ Uberf¨ uhrungsfunktionen, einer Kodierung cod(F) der akzeptierenden Zust¨ ande und einer
Kodierung cod(k) von k.
Wir w¨ ahlen nun ein n ∈ N mit |P| ≤ (1/8)n und logk ≤ (1/8)n. Weiterhin w¨ ahlen wir ein
inkompressibles Wort x der L¨ ange n ¨ uber einem Alphabet mit mindestens zwei Symbolen,
und f¨ ur x gelte C(x|n) ≥ n. Ein solches Wort x existiert nach Satz 2.30. Wir betrachten nun
die Sprache Ln = {x}, f¨ ur die C(Ln|n) ≥ n gilt.
F¨ ur einen Widerspruchsbeweis nehmen wir an, daß es einen kC-OCAt A gibt, der die Sprache
Ln mit m Zust¨ anden akzeptiert, wobei gilt:
m + 1 <
 
n
(logn)(|Σ| + 1)
Zun¨ achst ben¨ otigen wir die folgenden beiden Ungleichungen:
(m + 1)2 logm ≤ (1/3)(m + 1)2(|Σ| + 1)logm, (6.16)
(m + 1)logm ≤ (1/6)(m + 1)2(|Σ| + 1)logm (6.17)
Es ist |Σ| ≥ 2. Daraus folgt (1/3)(|Σ| + 1) ≥ 1 und damit (6.16). Da m ≥ 1 und damit
(1/2)(m + 1) ≥ 1 ist, erhalten wir (1/6)(m + 1)(|Σ| + 1) ≥ 1 und damit (6.17).6.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 99
Dann k¨ onnen wir |cod(A)| + |P| folgendermaßen absch¨ atzen:
|cod(A)| + |P| ≤ logmm2
      
|cod(δ)|
+logm(m+1)m(|Σ|+1)
      
|cod(δr)|
+mlogm       
|cod(F)|
+ logk     
|cod(k)|
+|P|
≤ m2 logm + (m + 1)m(|Σ| + 1)logm + mlogm +
1
4
n
≤ (m + 1)2 logm + (m + 1)2(|Σ| + 1)logm + (m + 1)logm +
1
4
n
≤
 
1
3
+ 1 +
1
6
 
(m + 1)2(|Σ| + 1)logm +
1
4
n
=
3
2
(m + 1)2(|Σ| + 1)logm +
1
4
n
<
3
2
n
(logn)(|Σ| + 1)
(|Σ| + 1)log
  
n
(logn)(|Σ| + 1)
 1/2 
+
1
4
n
=
3
4
n
logn
log
 
n
(logn)(|Σ| + 1)
 
+
1
4
n
=
3
4
n
logn
(logn − loglogn − log(|Σ| + 1)) +
1
4
n
=
3
4
n
 
1 −
loglogn
logn
−
log(|Σ| + 1)
logn
 
+
1
4
n
≤
3
4
n +
1
4
n = n
Damit gilt C(Ln|n) ≤ |cod(A)|+|P| < n. Das ist ein Widerspruch zur Inkompressibilit¨ at von
Ln, da C(Ln|n) ≥ n gilt.
F¨ ur kC-CA ist die Vorgehensweise ¨ ahnlich. Zum Widerspruchbeweis nehmen wir an, daß es
einen kC-OCAt A gibt, der die Sprache Ln mit m Zust¨ anden akzeptiert, wobei gilt:
m + 1 < 3
 
n
(logn)(|Σ| + 1)
Die folgenden Ungleichungen folgen wie vorhin unmittelbar aus |Σ| ≥ 2 und m ≥ 1.
(m + 1)3 logm ≤ (1/3)(m + 1)3(|Σ| + 1)logm,
(m + 1)logm ≤ (1/6)(m + 1)3(|Σ| + 1)logm,
(m + 1)2(|Σ| + 1)logm ≤ (m + 1)3(|Σ| + 1)logm
Wiederum k¨ onnen wir |cod(A)| + |P| absch¨ atzen:
|cod(A)| + |P| ≤ logm(m+1)m2
      
|cod(δ)|
+logm(m+1)m(|Σ|+1)
      
|cod(δr)|
+mlogm       
|cod(F)|
+ logk     
|cod(k)|
+|P|
≤ (m + 1)m2 logm + (m + 1)m(|Σ| + 1)logm + mlogm +
1
4
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≤ (m + 1)3 logm + (m + 1)3(|Σ| + 1)logm + (m + 1)logm +
1
4
n
≤
 
1
3
+ 1 +
1
6
 
(m + 1)3(|Σ| + 1)logm +
1
4
n
=
3
2
(m + 1)3(|Σ| + 1)logm +
1
4
n
<
3
2
n
(logn)(|Σ| + 1)
(|Σ| + 1)log
  
n
(logn)(|Σ| + 1)
 1/3 
+
1
4
n
=
1
2
n
logn
log
 
n
(logn)(|Σ| + 1)
 
+
1
4
n
=
1
2
n
logn
(logn − loglogn − log(|Σ| + 1)) +
1
4
n
=
1
2
n
 
1 −
loglogn
logn
−
log(|Σ| + 1)
logn
 
+
1
4
n
≤
1
2
n +
1
4
n < n
Damit gilt C(Ln|n) ≤ |cod(A)| + |P| < n. Das ist ein Widerspruch zu C(Ln|n) ≥ n.  
Bemerkung 6.21. Wie in Lemma 6.12 gilt auch hier, daß die untere Schranke nicht von
der Anzahl der Zellen abh¨ angt. Das heißt, daß es zu jeder vorgegebenen Anzahl von Zellen
regul¨ are Sprachen gibt, so daß im Vergleich mit einem DFA ein kC-CA h¨ ochstens kubische
Einsparungen erreichen kann. Also gibt es auch f¨ ur kC-CA und kC-OCAt inh¨ arent sequentielle
Sprachen. Es ist derzeit oﬀen, ob die Konstruktion f¨ ur die obere Schranke aus Lemma 6.18
f¨ ur kC-CA auf O(
3 √
n) verbessert werden kann. Ebenfalls ist oﬀen, ob alternativ der Beweis
der unteren Schranke f¨ ur kC-CA auf Ω(
√
n) verbessert werden kann.
6.2.4 Umwandlungen zwischen kC-OCA, kC-OCAt und kC-CA
Wir haben mit kC-OCA, kC-OCAt und kC-CA bislang drei eingeschr¨ ankte Zellularautoma-
tenmodelle betrachtet, die mit keiner, minimaler und maximaler zweiseitiger Kommunikation
versehen sind. Alle Modelle beschreiben die regul¨ aren Sprachen. Aus Sicht der Beschreibungs-
komplexit¨ at ist es nun interessant zu untersuchen, wie sich die Anzahl der Zust¨ ande ver¨ andert,
wenn die Anzahl der Zellen mit zweiseitiger Kommunikation reduziert oder erweitert wird.
In diesem Abschnitt werden wir daher obere und untere Schranken bei den Umwandlungen
zwischen kC-OCA, kC-OCAt und kC-CA untersuchen.
Zun¨ achst kann ein Modell mit weniger zweiseitiger Kommunikation in ein Modell mit mehr
zweiseitiger Kommunikation eingebettet werden, ohne die Anzahl der Zust¨ ande zu erh¨ ohen.
Lemma 6.22. Jeder kC-OCA mit n Zust¨ anden kann in einen ¨ aquivalenten kC-CA oder kC-
OCAt mit n Zust¨ anden umgewandelt werden. Jeder kC-OCAt mit n Zust¨ anden kann in einen
¨ aquivalenten kC-CA mit n Zust¨ anden umgewandelt werden. Diese oberen Schranken sind scharf.
Beweis. Oﬀenbar kann ein kC-CA oder kC-OCAt einen kC-OCA simulieren, ohne die Anzahl
der Zust¨ ande zu erh¨ ohen. Ebenso kann ein kC-CA einen kC-OCAt simulieren. In Lemma 6.9
wird gezeigt, daß jeder kC-OCA, kC-OCAt oder kC-CA f¨ ur die Sprache Ln,k mindestens n+16.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 101
Zust¨ ande ben¨ otigt, da nk + 1 Konﬁgurationen mit k Zellen unterschieden werden m¨ ussen.
Damit sind die Behauptungen bewiesen.  
Bei der Reduzierung von Zellen mit zweiseitiger Kommunikation ergeben sich folgende oberen
Schranken:
Lemma 6.23.
(1) Jeder kC-CA mit n Zust¨ anden kann in einen kC-OCA mit h¨ ochstens O(nk) Zust¨ anden
umgewandelt werden.
(2) Jeder kC-OCAt mit n Zust¨ anden kann in einen kC-OCA mit h¨ ochstens n2 + n Zust¨ anden
umgewandelt werden.
(3) Jeder kC-CA mit n Zust¨ anden kann in einen kC-OCAt mit h¨ ochstens n⌈k/2⌉ +3 Zust¨ anden
umgewandelt werden.
Beweis. (1) Ein kC-CA mit n Zust¨ anden kann nach Lemma 6.6 in einen DFA mit O(nk)
Zust¨ anden umgewandelt werden. Dieser DFA kann dann mit Lemma 6.11 in einen kC-OCA
mit O(nk) Zust¨ anden umgewandelt werden.
(2) Es sei A ein kC-OCAt mit n Zust¨ anden. Wir konstruieren einen kC-OCA A′, der im
wesentlichen identisch zu A ist mit folgender Ausnahme: Da die Kommunikationszelle keine
Informationen von links bekommen kann, muß zus¨ atzlich die vorletzte Zelle in der Kommuni-
kationszelle simuliert werden. Daher betrachten wir dort das Kreuzprodukt zweier Zellen. Eine
Skizze der Konstruktion ﬁndet man in Abbildung 6.7. A′ arbeitet nun wie der gegebene Auto-
mat A; nur in der ersten Komponente der Kommunikationszelle wird zus¨ atzlich die vorletzte
Zelle von A simuliert. Formal lautet die Konstruktion: Es sei A = (Q,#,Σ,q0,▽,k,δr,δ,F)
der gegebene kC-OCAt. Wir deﬁnieren einen kC-OCA A′ = (Q′,Σ,q0,▽,k,δ′
r,δ′,F), wobei
Q′ = Q ∪ Q × Q ist und f¨ ur alle q,q′,q′′ ∈ Q und σ ∈ Σ gilt:
δ′
r(q0,σ) = (q0,δr(q0,q0,σ))
δ′
r((q,q′),σ) = (δ(q,q′),δr(q,q′,σ))
δ′(q,q′) = δ(q,q′)
δ′(q,(q′,q′′)) = δ(q,q′′)
Nach den obigen ¨ Uberlegungen kann man leicht einsehen, daß T(A′) = T(A) gilt. Oﬀenbar
ist |A′| ≤ n2 + n.
A′ q1 q2 q3 q4 q5 q6 q7 q7 q8
A q1 q2 q3 q4 q5 q6 q7 q8
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(3) Es sei A ein kC-CA mit n Zust¨ anden. Ein kC-OCAt A′ muß nun k Zellen in den beiden
letzten Zellen simulieren. Daher betrachten wir das Kreuzprodukt von ⌈k/2⌉ Zellen von A in
jeder Zelle in A′. In der Kommunikationszelle von A′ werden die letzten ⌈k/2⌉ Zellen simuliert
und in der vorletzten Zelle die ersten k − ⌈k/2⌉ Zellen. Eine Skizze der Konstruktion ﬁndet
man in Abbildung 6.8. Die beiden letzten Zellen von A′ simulieren also den gegebenen kC-CA
A. Um eine korrekte Akzeptierung zu gew¨ ahrleisten, m¨ ussen wir zwei F¨ alle unterscheiden:
Sobald die linke Randzelle in A, die in der ersten Teilzelle der vorletzten Zelle in A simuliert
wird, einen akzeptierenden Zustand aus A annimmt, wird mit maximaler Geschwindigkeit ein
akzeptierender Zustand g nach links gesendet. Sobald die Kommunikationszelle zum ersten
Mal das Eingabeendesymbol liest, wird von A′ gepr¨ uft, ob die aktuelle Konﬁguration von
A, die ja in den beiden letzten Zellen kodiert ist, in den n¨ achsten k Zeitschritten zu einer
Akzeptierung in A f¨ uhrt. Ist dies der Fall, dann wird mit maximaler Geschwindigkeit ein
akzeptierender Zustand g nach links gesendet. Anderenfalls wird die Berechnung blockiert.
A′
            
A q1 q2 q3 q4 q5 q6 q7 q8
Abbildung 6.8: Simulieren eines kC-CA durch einen kC-OCAt
Es sei A = (Q,#,Σ,q0,▽,k,δr,δ,F) der gegebene kC-CA und l = ⌈k/2⌉. Wir deﬁnieren
einen kC-OCAt A′ = (Q′,#,Σ,q0,▽,k,δ′
r,δ′,{g}), wobei Q′ = Ql∪{b,g,q0} ist. Im folgenden
bezeichnen wir mit πi : Ql → Q (1 ≤ i ≤ l) die Projektion auf die i-te Kompenente eines
Vektors aus Ql.
Zun¨ achst betrachten wir die Konstruktion f¨ ur gerades k. In diesem Fall ist k/2 eine ganze
Zahl und wir k¨ onnen k/2 Zellen aus A jeweils in der vorletzten Zelle und letzten Zelle in A′
simulieren. Im folgenden seien p,q,q′ ∈ Ql und σ ∈ Σ. Die Initialisierung von A′ mit Vektoren
aus Ql geschieht mit folgenden Regeln:
δ′
r(q0,q0,σ) = q mit πl(q) = δr(q0,q0,σ) und πj(q) = q0 f¨ ur j < l (6.18)
δ′(q0,q) = p mit πl(p) = δ(q0,q0,π1(q)) und πj(p) = q0 f¨ ur j < l (6.19)
Falls in der ersten Teilzelle der vorletzten Zelle ein akzeptierender Zustand aus F erreicht
wird, dann wurde in der ersten Zelle des zu simulierenden Automaten A ein akzeptierender
Zustand erreicht und die Eingabe dort akzeptiert. Daher senden wir in diesem Fall einen
akzeptierenden Zustand g mit maximaler Geschwindigkeit nach links. Dazu dienen folgende6.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 103
Regeln:
δ′
r(q,q′,σ) = g falls π1(q) ∈ F (6.20)
δ′
r(q,g,σ) = g (6.21)
δ′
r(q,g,▽) = g (6.22)
δ′(q,g) = g (6.23)
Wird in der ersten Teilzelle der vorletzten Zelle kein akzeptierender Zustand aus F erreicht,
dann wird die Berechnung von A mit folgenden Regeln simuliert:
δ′
r(q,q′,σ) = p mit

 
 
π1(p)=δ(πl(q),π1(q′),π2(q′))
πj(p)=δ(πj−1(q′),πj(q′),πj+1(q′)) f¨ ur 2 ≤ j < l
πl(p)=δr(πl−1(q′),πl(q′),σ)
(6.24)
δ′(q,q′) = p mit

 
 
π1(p)=δ(#,π1(q),π2(q))
πj(p)=δ(πj−1(q),πj(q),πj+1(q)) f¨ ur 2 ≤ j < l
πl(p)=δ(πl−1(q),πl(q),π1(q′))
(6.25)
Ist die komplette Eingabe gelesen, das heißt ▽ ist das n¨ achste Eingabesymbol, dann haben
wir einerseits zu pr¨ ufen, ob in der ersten Teilzelle der vorletzten Zelle ein akzeptierender
Zustand aus F errechnet wurde. Ist das der Fall, wird der akzeptierende Zustand g mit maxi-
maler Geschwindigkeit nach links geschickt. Andererseits m¨ ussen wir pr¨ ufen, ob die aktuelle
Konﬁguration c = (π1(q),...,πl(q),π1(q′),...,πl(q′)), die in den beiden letzten Zellen kodiert
ist, in den n¨ achsten k Schritten zu einer Akzeptierung in A f¨ uhrt. Triﬀt das zu, senden wir
ebenfalls den akzeptierenden Zustand g mit maximaler Geschwindigkeit nach links. Treﬀen
beide F¨ alle nicht zu, dann wird die Eingabe in A nicht akzeptiert. Daher gehen wir in einen
nichtakzeptierenden Zustand b ¨ uber, der mit maximaler Geschwindigkeit nach links geschickt
wird und sicherstellt, daß die Eingabe nicht akzeptiert wird. Im einzelnen haben wir folgende
Regeln:
δ′
r(q,q′,▽) =

 
 
g falls ∃1 ≤ j ≤ k : cj(1) ∈ F f¨ ur (cj,wj) = ∆j(c,▽k)
oder π1(q) ∈ F
b sonst
(6.26)
δ′
r(q,b,σ) = b (6.27)
δ′
r(q,b,▽) = b (6.28)
δ′(q,b) = b (6.29)
Wir betrachten nun die Konstruktion f¨ ur ungerades k. In diesem Fall werden in der letzten
Zelle ⌈k/2⌉ Zellen aus A simuliert und in der vorletzten Zelle k − ⌈k/2⌉ = ⌊k/2⌋ Zellen
aus A. Also steht in der vorletzten Zelle in A′ eine Teilzelle zuviel zur Verf¨ ugung. Daher
werden wir die erste Teilzelle in der vorletzten Zelle in A′ immer mit q0 belegen und die
erste Zelle aus A in der zweiten Teilzelle der vorletzten Zelle in A′ simulieren. Die Regeln
(6.20), (6.25) und (6.26) m¨ ussen daher f¨ ur p,q,q′ ∈ Ql, σ ∈ Σ und die Konﬁguration c =
(π2(q),...,πl(q),π1(q′),...,πl(q′)) folgendermaßen angepaßt werden:104 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
δ′
r(q,q′,σ) = g falls π2(q) ∈ F (6.30)
δ′(q,q′) = p mit

   
   
π1(p)=q0
π2(p)=δ(#,π2(q),π3(q))
πj(p)=δ(πj−1(q),πj(q),πj+1(q)) f¨ ur 3 ≤ j < l
πl(p)=δ(πl−1(q),πl(q),π1(q′))
(6.31)
δ′
r(q,q′,▽) =

 
 
g falls ∃1 ≤ j ≤ k : cj(1) ∈ F f¨ ur (cj,wj) = ∆j(c,▽k)
oder π2(q) ∈ F
b sonst
(6.32)
Insgesamt erhalten wir T(A′) = T(A). F¨ ur die Anzahl der Zust¨ ande in A′ gilt: |A′| ≤ n⌈k/2⌉+3.
 
Wir werden nun zeigen, daß die in Lemma 6.23 bewiesenen oberen Schranken asymptotisch
scharf sind. Dazu betrachten wir die Sprachen L′
p = {an | n ≥ 0 und n ≡ 0 mod p}, wobei p
eine Primzahl ist. Ein ¨ ahnlicher Beweis wie in Lemma 6.12 zeigt, daß jeder kC-OCA f¨ ur L′
p
mindestens p Zust¨ ande ben¨ otigt. Als Anwendung einer allgemeinen Konstruktion erhalten
wir einen kC-CA f¨ ur L′
p mit O( k √
p) Zust¨ anden und bekommen damit einen polynomiellen
Gr¨ oßenzuwachs vom Grad k zwischen kC-CA und kC-OCA. Die restlichen unteren Schranken
lassen sich dann aus diesem Ergebnis ableiten.
Lemma 6.24. Jeder kC-OCA f¨ ur L′
p ben¨ otigt mindestens p Zust¨ ande.
Beweis. Wir haben in Lemma 6.12 gezeigt, daß jeder kC-OCA f¨ ur die Sprache Lp = L′
p  {a}
mindestens p + 1 Zust¨ ande ben¨ otigt. Der erste Teil des Beweises wird nun etwas modiﬁziert
und wir k¨ onnen zeigen, daß jeder kC-OCA f¨ ur L′
p mindestens p Zust¨ ande ben¨ otigt.
Es sei A ein kC-OCA, der die Sprache L′
p mit n Zust¨ anden akzeptiert. Wiederum betrachten
wir die Folgen si = (πi(∆t(c0,at)))t≥0, die die Entwicklung der Zust¨ ande der letzten k−i+1
Zellen des kC-OCA A unter entsprechenden Eingaben at darstellen. Mit li bezeichnen wir
die L¨ ange der Periode zwischen dem ersten Auftreten zweier identischer Elemente in si. Es
gilt: l1 = p1p2 ...pk mit 1 ≤ pi ≤ n f¨ ur 1 ≤ i ≤ k und l1 ist die L¨ ange der ”Periode von A“.
Das heißt, ∆l1(c,am) = (c,am−l1) f¨ ur jede Konﬁguration (c,am) mit m ≥ l1.
Wir nehmen an, daß n < p ist. Dann folgt unmittelbar, daß p nicht l1 = p1p2 ...pk teilt, da
pi ≤ n < p f¨ ur 1 ≤ i ≤ k gilt und p eine Primzahl ist. Wir w¨ ahlen jetzt eine ganze Zahl t′ so,
daß t′p > nk + 1 gilt. Nun ist at′p ∈ L′
p. Also ist ∆t′p(c0,at′p▽k) = (c′,▽k) und es gibt eine
ganze Zahl k′ mit 1 ≤ k′ ≤ k, so daß ∆k′
(c′,▽k′
) = (c′′,ǫ) und c′′(1) ∈ F gilt. Wir betrachten
nun die Eingabe w = at′p+l1. Dann ist ∆t′p(c0,w▽k) = (c′,al1▽k), ∆l1(c′,al1▽k) = (c′,▽k)
und ∆k′
(c′,▽k′
) = (c′′,ǫ). Dann ist w ∈ L′
p und daher gilt: t′p+l1 = t′′p mit einem t′′ ≥ 1. Also
ist t′p + l1 ein Vielfaches von p. Daher teilt p die Zahl l1 = p1p2 ...pk, was ein Widerspruch
ist.  
Wir wissen aus Lemma 6.16 und Lemma 6.17, daß ein kC-CA gegen¨ uber einem DFA poly-
nomielle Einsparungen vom Grad k erzielen kann. Andererseits haben wir in Lemma 6.20
auch gezeigt, daß es Sprachen ¨ uber einem Alphabet mit mindestens zwei Symbolen gibt,
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die ¨ uber einem Alphabet mit einem Symbol deﬁniert sind. Da un¨ are DFA eine besonders
einfache Struktur besitzen, k¨ onnen wir zeigen, daß kC-CA im un¨ aren Fall DFA oftmals mit
polynomiellen Einsparungen vom Grad k simulieren k¨ onnen.
In einem un¨ aren DFA besitzt jeder Zustand h¨ ochstens eine Auskante. Daher kann ein un¨ arer
DFA auch nur h¨ ochstens eine Schleife besitzen. Wir bezeichnen mit n1 die L¨ ange der Vorpe-
riode, das heißt, n1 ist die Anzahl der Zust¨ ande, die sich außerhalb der Schleife beﬁnden. Mit
n2 wird die L¨ ange der Periode, also die Anzahl der Zust¨ ande innerhalb der Schleife bezeich-
net. In folgendem Beispiel 6.25 ist ein un¨ arer DFA mit Vorperiode n1 = 3 und der Periode
n2 = 6 abgebildet.
Beispiel 6.25.
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
￿￿
- - - - - - - - -
6
0 1 2 3 4 5 6 7 8
Abbildung 6.9: Ein un¨ arer DFA mit Vorperiode n1 = 3 und Periode n2 = 6.
Satz 6.26. F¨ ur k ≥ 1 gilt: Jeder un¨ are DFA mit Vorperiode n1 ≥ 0 und Periode n2 ≥ 2k − 1
kann in einen ¨ aquivalenten kC-CA mit O( k √
n1 + k √
n2 + |F|) Zust¨ anden umgewandelt werden.
Beweis. Es sei M = (Q,Σ,q0,δ,F) ein un¨ arer DFA mit Vorperiode n1 und Periode n2.
Zun¨ achst skizzieren wir die grobe Idee der Konstruktion. Wir deﬁnieren l1 = ⌈ k √
n1 ⌉ und
l2 = ⌈ k √
n2 ⌉. Um die Anzahl der Zust¨ ande außerhalb der Schleife zu z¨ ahlen, starten wir einen
l1-n¨ aren Z¨ ahler und pr¨ ufen in jedem Zeitschritt von rechts nach links sukzessive, ob die l1-
n¨ are Kodierung von n1 gez¨ ahlt wurde. Ist dies der Fall, senden wir ein Signal nach rechts, das
einen l2-n¨ aren Z¨ ahler initialisiert. Ist das Signal an der Kommunikationszelle angekommen,
z¨ ahlen wir die Anzahl der Zust¨ ande in der Schleife, indem wir den Z¨ ahler starten und in
jedem Zeitschritt von rechts nach links sukzessive pr¨ ufen, ob die l2-n¨ are Kodierung von n2
gez¨ ahlt wurde. Ist das der Fall, wird wiederum ein Signal nach rechts gesendet, das den Z¨ ahler
geeignet initialisiert und das n¨ achste Z¨ ahlen von n2 beginnt. Sobald die Kommunikationszelle
das Eingabeendesymbol liest, ¨ uberpr¨ ufen wir, ob in den Zellen ein akzeptierender Zustand
kodiert ist und akzeptieren gegebenenfalls die Eingabe.
Es sei A1 bzw. A2 ein kC-OCA, der einen l1-n¨ aren bzw. l2-n¨ aren Z¨ ahler simuliert. Eine
Konstruktion ﬁndet man in Beispiel 6.5. Mit d1
t(j) bzw. d2
t(j) bezeichnen wir den Zustand
der j-ten Zelle in A1 bzw. A2, nachdem die Eingabe at gelesen wurde. Der zu konstruierende
kC-CA A ist in zwei Spuren aufgeteilt. In der ersten Spur werden Z¨ ahler realisiert. Die zweite
Spur dient zum Senden von Signalen. Mit c1
t(j) bzw. c2
t(j) bezeichnen wir den Zustand der
ersten bzw. zweiten Spur der j-ten Zelle des kC-CA A zum Zeitpunkt t.
1. Schritt:
Wir starten in der ersten Spur einen l1-n¨ aren Z¨ ahler und wollen ¨ uberpr¨ ufen, ob die l1-n¨ are
Kodierung von n1 bereits gez¨ ahlt wurde. Dazu starten wir in jedem Zeitschritt in der zweiten106 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Spur ein Signal L in der Kommunikationszelle, das sukzessive ¨ uberpr¨ uft, ob die l1-n¨ are Kodie-
rung von n1 in den Zellen vorhanden ist. Formal ¨ uberpr¨ ufen wir die folgenden Gleichungen:
c1
t(k) = d1
n1(k)
c1
t+1(k − 1) = d1
n1+1(k − 1)
... ...
c1
t+k−2(2) = d1
n1+k−2(2)
c1
t+k−1(1) = d1
n1+k−1(1)
Falls eine dieser Gleichungen nicht gilt, wird das Signal gestoppt. Gelten alle Gleichungen,
dann erreicht das Signal L zum Zeitpunkt n1 + k − 1 die linke Randzelle. Wir starten dann
ein Signal R mit maximaler Geschwindigkeit von links nach rechts. Eine Beispielberechnung
f¨ ur k = 3, n1 = 3 und l1 = 2 ﬁndet man in Abbildung 6.10
t = 5 0 + 1 0 L3 + 1 L1
t = 4 0 1 + 0 1 L2 +
t = 3 0 1 1 0 1 1 L1
t = 2 0 0 + 0 0 +
t = 1 0 0 1 0 0 1 L1
t = 0 0 0 0 0 0 0
Abbildung 6.10: Bin¨ are Kodierung von n1 = 3 (links) und Zustandsdiagramm f¨ ur den
1. Schritt (rechts)
2. Schritt:
Das Signal R erreicht die Kommunikationszelle zum Zeitpunkt n1 +k −1+k = n1 +2k −1.
Wir haben zu diesem Zeitpunkt also bereits 2k−1 Zust¨ ande der Periode gez¨ ahlt. Daher wird
das Signal R den Z¨ ahler mit der l2-n¨ aren Kodierung von 2k − 1 initialisieren. Das geschieht
folgendermaßen: Sei a1a2 ...ak die l2-n¨ are Kodierung von 2k − 1. Das Signal R wandert mit
maximaler Geschwindigkeit nach rechts, das heißt, nach j Zeitschritten wird die j-te Zelle
erreicht. Sobald das Signal R die j-te Zelle erreicht, ¨ andern wir den Zustand dahingehend,
daß in k − j Zeitschritten der Zustand aj angenommen wird. F¨ ur 1 ≤ j ≤ k gilt also: Nach
j + k − j = k Zeitschritten ist die j-te Zelle im Zustand aj. F¨ ur eine Beispielberechnung
betrachten wir k = 3 und l2 = 2: Dann ist 2k −1 = 5 und die bin¨ are Kodierung ist a1a2a3 =
0 + 1. Eine Beispielberechnung ﬁndet man in Abbildung 6.11.
3. Schritt:
Sobald das Signal R die Kommunikationszelle erreicht, ist der l2-n¨ are Z¨ ahler mit 2k−1 initia-
lisiert. Wir starten den Z¨ ahler und m¨ ussen wiederum ¨ uberpr¨ ufen, ob die l2-n¨ are Kodierung
von n2 gez¨ ahlt wurde. ¨ Ahnlich dem Vorgehen im 1. Schritt starten wir in jedem Zeitschritt
ein Signal L′, das sukzessive ¨ uberpr¨ uft, ob in den Zellen die l2-n¨ are Kodierung von n2 steht.6.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 107
t = 9 1′ 0′ +′
t = 8 0′ +′ 1′
t = 7 01 R1 +1R2 1 L1
t = 6 02 R1 0 +
t = 5 0 L3 + 1 L1
Abbildung 6.11: Initialisierung mit der bin¨ aren Kodierung von 2k − 1 = 5 zum Zeitpunkt
t = n1 + 2k − 1 = 8
Das heißt, es werden folgende Gleichungen ¨ uberpr¨ uft:
c1
t(k) = d2
n2(k)
c1
t+1(k − 1) = d2
n2+1(k − 1)
... ...
c1
t+k−2(2) = d2
n2+k−2(2)
c1
t+k−1(1) = d2
n2+k−1(1)
Falls eine dieser Gleichungen nicht gilt, wird das Signal gestoppt. Gelten alle Gleichungen,
dann erreicht das Signal L′ die linke Randzelle, nachdem n2 + k − 1 gez¨ ahlt wurde. Wir
starten dann ein Signal R′ mit maximaler Geschwindigkeit von links nach rechts, das den
Z¨ ahler mit der l2-n¨ aren Kodierung von 2k − 1 initialisiert. Die Konstruktion hier ist ¨ ahnlich
zur Konstruktion im 2. Schritt. Eine Beispielberechnung ﬁndet man in Abbildung 6.12.
t = 14 0′ +′ 1′
t = 13 0′
1 R′
1 +′
1R′
2 +′L′
1
t = 12 0′
2 R′
1 +′ 1′
t = 8 1 1 + t = 11 1′ L′
3 1′ +′L′
1
t = 7 1 1 1 t = 10 1′ 1′ L′
2 1′
t = 6 1 0 + t = 9 1′ 0′ +′L′
1
t = 5 0 + 1 t = 8 0′ +′ 1′
Abbildung 6.12: Bin¨ are Kodierung von n2 = 6 (links) und Zustandsdiagramm f¨ ur den
3. Schritt (rechts)
4. Schritt:
Wir sind bislang davon ausgegangen, daß die Eingabe ausreichend lang war, also das Einga-
beendesymbols ▽ noch nicht gelesen wurde. Wird das Symbol ▽ gelesen, dann m¨ ussen wir
von rechts nach links ¨ uberpr¨ ufen, ob in den Zellen ein akzeptierender Zustand kodiert ist. Im
folgenden identiﬁzieren wir jeden Zustand f ∈ F mit der minimalen Anzahl t ≥ 0, so daß nach108 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Lesen der Eingabe at der Zustand f in M erreicht wird. Wir haben zwei F¨ alle zu unterschei-
den. Zun¨ achst nehmen wir an, daß der Zustand der Kommunikationszelle zum Zeitpunkt des
erstmaligen Lesens des Eingabeendesymbols ein Zustand des l1-n¨ aren Z¨ ahlers f¨ ur die Vorpe-
riode ist. Diese Situation kann sp¨ atestens bis zum Zeitpunkt n1+2k−1 eintreten. Sei F1 ⊆ F
die Teilmenge der akzeptierenden Zust¨ ande in M, die nach weniger als n1 + 2k Schritten in
M angenommen werden k¨ onnen. Also ist F1 = {f | 0 ≤ f ≤ n1 + 2k − 1 und f ∈ T(M)}
F¨ ur jedes f ∈ F1 betrachten wir die entsprechende Kodierung cod(f) ∈ Qk von rechts nach
links, die aus den Zust¨ anden der Diagonalen beginnend zum Zeitpunkt f in der Kommuni-
kationszelle und endend zum Zeitpunkt f + k in der linken Randzelle besteht.
cod(f) = (c1
f(k),c1
f+1(k − 1),    ,c1
f+k−1(2),c1
f+k(1))
Wir konstruieren nun einen DFA, der alle Kodierungen aus F1 akzeptiert. Beim Lesen von
▽ wird nun dieser DFA simuliert, und in der linken Randzelle wird dann gegebenenfalls
akzeptiert. Im zweiten Fall ist der Zustand der Kommunikationszelle beim erstmaligen Lesen
des Eingabeendesymbols ein Element des l2-n¨ aren Z¨ ahlers. In diesem Fall betrachten wir die
Menge F2 = {f | n1 + 2k ≤ f ≤ n1 + n2 + 2k − 1 und f ∈ T(M)} der akzeptierenden
Zust¨ ande in der Periode, die von dem l2-n¨ aren Z¨ ahler erreicht werden. Auch zu dieser Menge
betrachten wir die entsprechenden Kodierungen von rechts nach links und konstruieren einen
DFA, der alle Kodierungen aus F2 akzeptiert. Analog zum ersten Fall wird beim Lesen von
▽ dieser DFA simuliert und in der linken Randzelle gegebenenfalls akzeptiert.
Wir haben nun noch die Anzahl der Zust¨ ande zu z¨ ahlen, die f¨ ur die Konstruktion ben¨ otigt
werden. Die l1-n¨ aren und l2-n¨ aren Z¨ ahler k¨ onnen mit l1 + 1 bzw. l2 + 1 Zust¨ anden realisiert
werden. Kombiniert mit den Z¨ ahlern ben¨ otigen die Signale L und L′ jeweils (l1 + 1)k bzw.
(l2 +1)k Zust¨ ande und die Signale R und R′ (l1 +1)(k −1)2 bzw. (l2 +1)(k −1)2 Zust¨ ande.
F¨ ur die ¨ Uberpr¨ ufung der akzeptierenden Zust¨ ande brauchen wir schließlich h¨ ochstens |F1|k+
1 + |F2|k + 1 ≤ 2|F|k Zust¨ ande. Insgesamt ergibt sich also:
|A| ≤ (l1 + 1)(1 + k + (k − 1)2) + (l2 + 1)(1 + k + (k − 1)2) + 2|F|k =
= (l1 + l2 + 2)(k2 − k + 2) + 2|F|k = O(l1 + l2 + |F|)
 
Beispiel 6.25. (Fortsetzung)
Wir betrachten nun die obige Konstruktion f¨ ur den un¨ aren DFA aus Beispiel 6.25 und k = 3.
Dann ist l1 = ⌈
3 √
3⌉ = 2 und l2 = ⌈
3 √
6⌉ = 2. In der ersten Spalte in Abbildung 6.14 ist ein
bin¨ arer Z¨ ahler dargestellt, aus dem die bin¨ aren Kodierungen von rechts nach links diagonal
abgelesen werden k¨ onnen. Die bin¨ are Kodierung von n1 = 3 ist (1,1,0) und die bin¨ are
Kodierung von n2 = 6 ist (+,1,1). Außerdem kann die bin¨ are Kodierung von 2k − 1 = 5
waagrecht von links nach rechts abgelesen werden: (0,+,1). Die Mengen F1 und F2 ergeben
sich folgendermaßen:
F1 = {f | 0 ≤ f ≤ 8 und f ∈ T(M)} = {2,3,7}
F2 = {f | 9 ≤ f ≤ 14 und f ∈ T(M)} = {9,13}
Die Kodierungen von rechts nach links k¨ onnen aus der zweiten Spalte in Abbildung 6.14 ab-
gelesen werden: cod(2) = (+,1,0), cod(3) = (1,1,0), cod(7) = (1,+′,1′), cod(9) = (+′,1′,1′)6.2. ZELLULARAUTOMATEN MIT ZWEISEITIGEM INFORMATIONSFLUSS 109
und cod(13) = (+′,+′,1′). Ein DFA f¨ ur F1 bzw. F2 ist in Abbildung 6.13 dargestellt. Beispiel-
berechnungen f¨ ur die Eingaben a2, a9 und a13 ﬁnden sich in der dritten und vierten Spalte
von Abbildung 6.14.
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Abbildung 6.13: DFA f¨ ur die Kodierungen der Mengen F1 bzw. F2
Korollar 6.27. Jede Sprache L′
p kann von einem kC-CA mit O( k √
p) Zust¨ anden akzeptiert
werden, sofern p ≥ 2k − 1 gilt.
Beweis. Zun¨ achst konstruieren wir einen DFA Mp, der die Sprache L′
p mit p Zust¨ anden ak-
zeptiert. Mp = ({0,1,...,p − 1},{a},δ,0,{0}) mit δ(i,a) = (i + 1) mod p. Mp akzeptiert
oﬀenbar die Sprache L′
p. Wir beobachten, daß Mp keine Vorperiode und nur einen akzeptie-
renden Zustand besitzt. Also ist n1 = 0, n2 = p und |F| = 1. Da p ≥ 2k − 1 ist, kann nach
Satz 6.26 dann ein kC-CA f¨ ur L′
p mit O( k √
n1+ k √
n2+|F|) = O( k √
p+1) = O( k √
p) konstruiert
werden.  
Bemerkung 6.28. Wir betrachten die Konstruktion im vierten Schritt aus Satz 6.26 f¨ ur
den DFA Mp etwas genauer. Wir hatten dort jeweils einen DFA konstruiert, der alle Kodie-
rungen aus F1 bzw. F2 akzeptiert. Da Mp nur einen akzeptierenden Zustand besitzt, wird in
obiger Konstruktion nur ein DFA M konstruiert, der genau eine Kodierung aus F1 oder F2
akzeptiert. Damit gibt es also gerade einen akzeptierenden Zustand f in M. Nach Lesen des
Eingabeendesymbols wird im kC-CA A nun dieser DFA M simuliert. F¨ ur eine Eingabe w
k¨ onnen wir folgendes beobachten:
(1) Ist w ∈ T(Mp), dann nimmt die linke Randzelle des kC-CA A den akzeptierenden
Zustand f genau zum Zeitpunkt |w| + k an.
(2) Weiterhin hat keine andere Zelle bis zum Zeitpunkt |w|+k den Zustand f angenommen.
(3) Ist w  ∈ T(Mp), dann nimmt keine Zelle des kC-CA A den Zustand f an.
Bemerkung 6.29. Wenn im folgenden obiges Korollar zum Beweis unterer Schranken her-
angezogen wird, gehen wir implizit davon aus, daß es zu einer gegebenen Konstante k ≥ 1
immer unendlich viele Primzahlen p ≥ 2k − 1 und somit auch unendliche viele Sprachen L′
p
gibt.
Lemma 6.30. Jeder kC-OCAt f¨ ur L′
p ben¨ otigt mindestens Ω(
√
p) Zust¨ ande.
Beweis. F¨ ur einen Widerspruchsbeweis nehmen wir an, daß L′
p von einem kC-OCAt mit
n = o(
√
p) Zust¨ anden akzeptiert wird. Aufgrund der Konstruktion in Lemma 6.23(2) gibt es
dann einen kC-OCA, der L′
p mit n2+n = o(p) Zust¨ anden akzeptiert. Das ist ein Widerspruch
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t = 0 0 0 0 0 0 0 0 a2 0 0 0 a13 0 0 0
t = 1 0 0 1 1 0 0 1 L1 1 0 0 1 L1 1 0 0 1 L1
t = 2 0 0 + 2 0 0 + 2 0 0 + 2 0 0 +
t = 3 0 1 1 3 0 1 1 L1 3 0 1 b 3 0 1 1 L1
t = 4 0 1 + 4 0 1 L2 + 4 0 d 4 0 1 L2 +
t = 5 0 + 1 5 0 L3 + 1 L1 5 g 5 0 L3 + 1 L1
t = 6 1 0 + 6 02 R1 0 + 6 02 R1 0 +
t = 7 1 1 1 7 01 R1 +1R2 1 L1 a9 0 0 0 7 01 R1 +1R2 1 L1
t = 8 1 1 + 8 0′ +′ 1′ 1 0 0 1 L1 8 0′ +′ 1′
t = 9 1 + 1 9 1′ 0′ +′L′
1 2 0 0 + 9 1′ 0′ +′L′
1
10 1′ 1′ L′
2 1′ 3 0 1 1 L1 10 1′ 1′ L′
2 1′
11 1′ L′
3 1′ +′L′
1 4 0 1 L2 + 11 1′ L′
3 1′ +′L′
1
12 0′
2 R′
1 +′ 1′ 5 0 L3 + 1 L1 12 0′
2 R′
1 +′ 1′
13 0′
1 R′
1 +′
1R′
2 +′L′
1 6 02 R1 0 + 13 0′
1 R′
1 +′
1R′
2 +′L′
1
14 0′ +′ 1′ 7 01 R1 +1R2 1 L1 14 0′ +′ b′
15 1′ 0′ +′L′
1 8 0′ +′ 1′ 15 1′ c′
16 1′ 1′ L′
2 1′ 9 1′ 0′ +′L′
1 16 d′
10 1′ 1′ L′
2 b′
11 1′ L′
3 c′
12 d′
Abbildung 6.14: Beispielberechnungen zu Beispiel 6.25
Satz 6.31. Die folgende Tabelle faßt die bisher bewiesenen oberen und unteren Schranken f¨ ur
k ≥ 2 zusammen. Ein Eintrag in der Spalte A und der Zeile B nennt die oberen und unteren
Schranken, wenn Typ-A Automaten in Typ-B Automaten konvertiert werden.
DFA kC-OCA kC-OCAt kC-CA
DFA ——
O(nk) (a) O(nk) (a) O(nk) (a)
Ω(nk) Ω(nk) Ω(nk)
kC-OCA
≤ n + 1 (b)
——
≤ n2 + n (c) O(nk) (d)
≥ n + 1 Ω(n2) Ω(nk)
kC-OCAt
O(
√
n) (e) ≤ n (f)
——
≤ n⌈k/2⌉ + 3 (g)
Ω(
 
n/logn) ≥ n Ω(nk/2)
kC-CA
O(
√
n) (e) ≤ n (f) ≤ n (f)
——
Ω(
3  
n/logn) ≥ n ≥ n6.3. GRADUELLER ZWEISEITIGER INFORMATIONSFLUSS 111
Beweis.
(a) Die oberen und unteren Schranken folgen aus den Lemmata 6.6, 6.9, 6.16 und 6.17.
(b) Die Behauptung folgt aus Lemma 6.11 und Lemma 6.12.
(c) Die obere Schranke folgt aus Lemma 6.23(2). Nach Korollar 6.27 gibt es einen DFA f¨ ur
L′
p mit p Zust¨ anden. Durch Anwendung von Lemma 6.18 k¨ onnen wir einen kC-OCAt
konstruieren, der L′
p mit n = O(
√
p) Zust¨ anden akzeptiert. Ein ¨ aquivalenter kC-OCA
ben¨ otigt nach Lemma 6.24 p = Ω(n2) Zust¨ ande.
(d) Die obere Schranke folgt aus Lemma 6.23(1). Die untere Schranke folgt aus Korollar 6.27
und Lemma 6.24.
(e) Die oberen und unteren Schranken folgen aus Lemma 6.18 und Lemma 6.20.
(f) Die Behauptung folgt aus Lemma 6.22.
(g) Die obere Schranke folgt aus Lemma 6.23(3). Die untere Schranke folgt aus Korollar 6.27
und Lemma 6.30.
 
6.3 Zellularautomaten mit graduellem zweiseitigem Informa-
tionsﬂuß
Wir haben bislang Modelle betrachtet, die entweder keine zweiseitige Kommunikation ge-
statten (kC-OCA), oder minimalen bzw. maximalen zweiseitigen Informationsﬂuß erlauben
(kC-OCAt bzw. kC-CA). In diesem Abschnitt werden wir zweiseitigen Informationsﬂuß als
eine quantiﬁzierbare Ressource auffassen und Zellularautomaten mit beschr¨ ankter Zellenzahl
betrachten, die schrittweise mit mehr Zellen ausgestattet werden, die zweiseitige Kommu-
nikation erlauben. Wir sprechen also im folgenden von Zellularautomaten mit beschr¨ ankter
Zellenzahl k und zweiseitigem Informationsﬂuß vom Grad l, wenn die letzten l′ ≤ l Zellen,
also h¨ ochstens die letzten l Zellen, mit beiden Nachbarn kommunizieren k¨ onnen.
6.3.1 Deﬁnition
Deﬁnition 6.32. Ein Zellularautomat mit beschr¨ ankter Zellenzahl k und eingeschr¨ anktem zwei-
seitigem Informationsﬂuß vom Grad l (1 ≤ l ≤ k), abgek¨ urzt kC-OCA(l), ist ein Tupel
(Q,#,Σ,q0,▽,k,l,δr,δt,δ,F), wobei folgendes gilt:
(1) Q  = ∅ ist die endliche Menge der Zust¨ ande der Zellen,
(2) #  ∈ Q ∪ Σ ist der Grenzzustand,
(3) Σ ist das Eingabealphabet,
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(5) k ist die Anzahl der Zellen,
(6) l ist die maximale Anzahl der Zellen mit zweiseitigem Informationsﬂuß, wobei die letzten
1 ≤ l′ ≤ l Zellen mit beidseitiger Kommunikation ausgestattet sind,
(7) δr : (Q∪{#})×Q×(Σ∪{▽}) → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die Kommu-
nikationszelle,
(8) δt : (Q ∪ {#}) × Q × Q → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen Zellen
mit zweiseitigem Informationsﬂuß, das heißt f¨ ur die Zellen k − l′ + 1 bis k − 1,
(9) δ : Q×Q → Q ist die lokale ¨ Uberf¨ uhrungsfunktion f¨ ur die restlichen Zellen mit einseitigem
Informationsﬂuß, das heißt f¨ ur die Zellen 1 bis k − l′,
(10) q0 ∈ Q ist der Ruhezustand, f¨ ur den folgendes gilt: δr(q0,q0,▽) = q0, δr(#,q0,▽) = q0,
δt(q0,q0,q0) = q0, δt(#,q0,q0) = q0 und δ(q0,q0) = q0
(11) F ⊆ Q ist die Menge der akzeptierenden Zust¨ ande.
Bemerkung 6.33. Gem¨ aß der Deﬁnition k¨ onnen in einem kC-OCA(l) auch weniger als l
Zellen mit zweiseitiger Kommunikation vorhanden sein. Wenn wir in den folgenden Aussagen
einen kC-OCA(l) gegeben haben, dann gehen wir implizit davon aus, daß in dem kC-OCA(l)
auch tats¨ achlich l Zellen mit zweiseitiger Kommunikation vorhanden sind. Sind n¨ amlich nur
l′ < l Zellen mit zweiseitiger Kommunikation vorhanden, dann k¨ onnen wir diesen Automaten
auch als kC-OCA(l′) auffassen und betrachten die Aussage f¨ ur einen gegebenen kC-OCA(l′).
Bemerkung 6.34. F¨ ur den Fall k = 1 entfallen die Funktionen δ und δt. Die Funktion
δr reduziert sich zu einer Abbildung δr : {#} × Q × (Σ ∪ {▽}) → Q und wir erhalten
wieder einen DFA mit ver¨ anderter Akzeptanzbedingung. Ist l′ = 1, dann haben wir außer der
Kommunikationszelle keine weiteren Zellen mit zweiseitiger Kommunikation. Also entf¨ allt die
Funktion δt und wir schreiben A = (Q,#,Σ,q0,▽,k,1,δr,δ,F). Ist l′ = k, dann haben wir
keine Zellen mit einseitiger Kommunikation. Daher entf¨ allt die Funktion δ und wir schreiben
A = (Q,#,Σ,q0,▽,k,δr,δt,F).
Die Arbeitsweise eines kC-OCA(l) ist wiederum nahezu identisch zur Arbeitsweise eines kC-
OCA: Der n¨ achste Zustand jeder Zelle h¨ angt vom Zustand der Zelle selbst und ihres rechten
Nachbarn ab. Zus¨ atzlich h¨ angt der n¨ achste Zustand der letzten l Zellen vom Zustand der
linken Nachbarzelle ab.
Die Deﬁnition einer Konﬁguration eines kC-OCA(l) ist analog zur Deﬁnition bei kC-OCA
(s. S. 83). Im folgenden nehmen wir gem¨ aß Bemerkung 6.33 an, daß in dem gegebenen kC-
OCA(l) tats¨ achlich l Zellen mit zweiseitiger Kommunikation vorhanden sind. F¨ ur l = 1 bzw.
l = k entfallen gem¨ aß Bemerkung 6.34 die Funktionen δt bzw. δ. Die globale ¨ Uberf¨ uhrungs-
funktion ∆ wird durch δ, δt und δr folgendermaßen induziert: Sei (ct,wt) f¨ ur t ≥ 0 eine
Konﬁguration.
(ct+1,wt+1) = ∆(ct,wt) ⇐⇒
ct+1(i) = δ(ct(i),ct(i + 1)),i ∈ {1,...,k − l}
ct+1(i) = δt(ct(i − 1),ct(i),ct(i + 1)),i ∈ {k − l + 1,...,k − 1}
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wobei x = ▽, wt+1 = ǫ (falls wt = ǫ) und x = x1, wt+1 = x2 ...xn (falls wt = x1x2 ...xn).
Eine Eingabe w wird von einem kC-OCA(l) akzeptiert, falls es einen Zeitpunkt i w¨ ahrend
der Berechnung gibt, so daß die erste Zelle einen akzeptierenden Zustand annimmt. Die
Sprachklassen L(kC-OCA(l)) sind analog zu Deﬁnition 6.3 deﬁniert.
Bemerkung 6.35. Wir haben bislang einen kC-OCA(l) nur f¨ ur 1 ≤ l ≤ k deﬁniert. Der
verbleibende Fall l = 0, das heißt, es gibt keinen zweiseitigen Informationsﬂuß, kann auf das
bereits eingef¨ uhrte Modell reduziert werden, indem wir einen kC-OCA(0) mit einem kC-OCA
identiﬁzieren.
6.3.2 Umwandlung eines kC-OCA(l) in einen DFA
Durch ¨ ahnliche Beweise wie in den vorhergehenden Abschnitten kann gezeigt werden, daß
ein kC-OCA(l) in einen DFA mit polynomiellem Zuwachs vom Grad k umgewandelt werden
kann. Weiterhin ist diese obere Schranke asymptotisch scharf.
Lemma 6.36. Jeder kC-OCA(l) (0 ≤ l ≤ k) A mit n Zust¨ anden kann in einen DFA M
umgewandelt werden, so daß T(M) = T(A) und |M| ≤ nk − nk−1 + 1 gilt.
Beweis. F¨ ur l = 0 folgt die Behauptung aus Lemma 6.6. F¨ ur 1 ≤ l ≤ k ist die Konstruktion
wiederum im wesentlichen identisch zur Konstruktion f¨ ur kC-OCA aus Lemma 6.6. Lediglich
die ¨ Uberf¨ uhrungsfunktion δ1 muß an die entsprechende Nachbarschaft angepaßt werden. Das
heißt, f¨ ur qi,q′
i ∈ Q (1 ≤ i ≤ k) und σ ∈ Σ1 deﬁnieren wir
δ1((q1,q2,...,qk),σ) = (q′
1,q′
2,...,q′
k),
wobei gilt:
• q′
1 = δ(q1,q2),q′
2 = δ(q2,q3),...,q′
k−l = δ(qk−l−1,qk−l),
• q′
k−l+1 = δt(qk−l,qk−l+1,qk−l+2),...,q′
k−1 = δt(qk−2,qk−1,qk) und
• q′
k = δr(qk−1,qk,σ).
Durch diese Anpassungen wird oﬀenbar die Anzahl der Zust¨ ande nicht ver¨ andert.  
Lemma 6.37. Ln,k kann von einem kC-OCA(l) (0 ≤ l ≤ k) mit n + 1 Zust¨ anden akzeptiert
werden und jeder kC-OCA(l) (0 ≤ l ≤ k) f¨ ur die Sprache Ln,k ben¨ otigt mindestens n + 1
Zust¨ ande.
Beweis. Der Beweis ist wiederum identisch zum Beweis f¨ ur kC-OCA aus Lemma 6.9, denn
die F¨ ahigkeit manche Zust¨ ande des linken Nachbarn zu sehen, verringert oﬀenbar nicht die
Anzahl der zu unterscheidenden Konﬁgurationen.  
6.3.3 Umwandlung eines DFA in einen kC-OCA(l)
In Lemma 6.18 wurde gezeigt, wie ein DFA in den beiden letzten Zellen eines kC-OCAt bzw.
kC-CA simuliert werden kann. Eine identische Konstruktion ist f¨ ur kC-OCA(l) m¨ oglich,
sofern k ≥ 2 und l ≥ 1 gilt. Dann steht n¨ amlich mindestens eine Zelle mit zweiseitigem
Informationsﬂuß zur Verf¨ ugung und der DFA kann in den beiden letzten Zellen simuliert
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Lemma 6.38. Jeder DFA M mit n Zust¨ anden kann in einen ¨ aquivalenten kC-OCA(l) A mit
k ≥ 2 und 1 ≤ l ≤ k umgewandelt werden. Beschreibt M eine Sprache aus Σ∗, dann gilt f¨ ur die
Anzahl der Zust¨ ande in A: |A| ≤ ⌈
√
n⌉(|Σ| + 1) + 2|Σ| + 2 = O(
√
n)
Auch die untere Schranke kann mit einem ¨ ahnlichen Inkompressibilit¨ atsargument wie in Lem-
ma 6.20 bewiesen werden.
Lemma 6.39. Es gibt eine unendliche Folge von Sprachen (Ln)n∈N, so daß jede Sprache Ln von
einem DFA mit n + 1 Zust¨ anden akzeptiert wird. Jeder kC-OCA(l) (1 ≤ l ≤ k) f¨ ur Ln ben¨ otigt
allerdings mindestens Ω(
3  
n/logn) Zust¨ ande.
Beweis. Wir verwenden ein ¨ ahnliches Argument wie in Lemma 6.20.
Dazu w¨ ahlen wir ein n ∈ N mit |P| ≤ (1/8)n und logk + logl ≤ (1/8)n. Nach Satz 2.30
gibt es ein inkompressibles Wort x der L¨ ange n mit C(x|n) ≥ n. Wir setzen Ln = {x}. Zum
Widerspruchbeweis nehmen wir an, daß es einen kC-OCA(l) A gibt, der die Sprache Ln mit
m Zust¨ anden akzeptiert, wobei gilt:
m + 1 < 3
 
n
(logn)(|Σ| + 1)
Die folgenden Ungleichungen folgen wie in Lemma 6.20 unmittelbar aus |Σ| ≥ 2 und m ≥ 1.
(m + 1)3 logm ≤ (1/3)(m + 1)3(|Σ| + 1)logm,
(m + 1)logm ≤ (1/6)(m + 1)3(|Σ| + 1)logm,
(m + 2)m2 ≤ (m + 1)3
Dann gilt folgende Absch¨ atzung
|cod(A)| ≤ logmm2
      
|cod(δ)|
+logm(m+1)m2
      
|cod(δt)|
+logm(m+1)m(|Σ|+1)
      
|cod(δr)|
+mlogm       
|cod(F)|
+ logk     
|cod(k)|
+ logl     
|cod(l)|
≤ m2 logm + (m + 1)m2 logm + (m + 1)m(|Σ| + 1)logm + mlogm +
1
8
n
≤ (m + 1)3 logm + (m + 1)3(|Σ| + 1)logm + (m + 1)logm +
1
8
n
≤
 
1
3
+ 1 +
1
6
 
(m + 1)3(|Σ| + 1)logm +
1
8
n
≤
1
2
n +
1
8
n =
5
8
n
gem¨ aß analogen ¨ Uberlegungen wie im Beweis von Lemma 6.20. Damit gilt
C(Ln|n) ≤ |cod(A)| + |P| ≤
5
8
n +
1
8
n =
3
4
n < n
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6.3.4 Umwandlungen zwischen kC-OCA(l) und kC-OCA(m)
In diesem Abschnitt untersuchen wir die Auswirkungen auf die Beschreibungskomplexit¨ at,
wenn die Anzahl der Zellen mit zweiseitiger Kommunikation erh¨ oht oder reduziert wird.
Zun¨ achst l¨ aßt sich jeder Automat in einen anderen Automat mit einer gr¨ oßeren Anzahl an
Zellen mit zweiseitiger Kommunikation einbetten, ohne die Anzahl der Zust¨ ande zu erh¨ ohen.
Lemma 6.40. F¨ ur 0 ≤ l < m ≤ k gilt: Jeder kC-OCA(l) mit n Zust¨ anden kann in einen
¨ aquivalenten kC-OCA(m) mit n Zust¨ anden umgewandelt werden. Diese obere Schranke ist scharf.
Beweis. Aus der Deﬁnition folgt unmittelbar, daß ein kC-OCA(m) einen kC-OCA(l) simulie-
ren kann, ohne die Anzahl der Zust¨ ande zu erh¨ ohen. In Lemma 6.37 wird gezeigt, daß jeder
kC-OCA(l) oder kC-OCA(m) f¨ ur die Sprache Ln,k mindestens n + 1 Zust¨ ande ben¨ otigt, da
nk+1 Konﬁgurationen mit k Zellen unterschieden werden m¨ ussen. Damit ist die Behauptung
bewiesen.  
Bei der kompletten Beseitigung von zweiseitiger Kommunikation ergibt sich folgende obere
Schranke:
Lemma 6.41. F¨ ur 1 ≤ l ≤ k gilt: Jeder kC-OCA(l) mit n Zust¨ anden kann in einen ¨ aquivalenten
kC-OCA mit h¨ ochstens 2nl+1 Zust¨ anden umgewandelt werden.
Beweis. Wir betrachten eine ¨ ahnliche Konstruktion wie in Lemma 6.23. Da alle Zellen in ei-
nem kC-OCA keine Informationen von links bekommen k¨ onnen, wurde dort der linke Nachbar
der Kommunikationszelle zus¨ atzlich in der Kommunikationszelle simuliert. Hier ist das Vor-
gehen ¨ ahnlich: Zun¨ achst simuliert jede Zelle mit beidseitiger Kommunikation zus¨ atzlich ihren
linken Nachbarn. Dies ist aber nicht ausreichend, falls der simulierte linke Nachbar ebenfalls
eine Zelle mit beidseitiger Kommunikation ist, dessen Zust¨ ande dann wiederum von dessen
linkem Nachbarn abh¨ angen k¨ onnen. Daher muß jede Zelle mit beidseitiger Kommunikation
s¨ amtliche Zellen links von ihr simulieren, von denen sie Informationen erhalten kann. Das
sind alle Zellen mit beidseitiger Kommunikation und zus¨ atzlich die erste Zelle von rechts mit
einseitiger Kommunikation.
Es sei also A ein kC-OCA(l) mit Zustandsmenge Q. Wir konstruieren einen kC-OCA A′
mit folgender Zustandsmenge Q′ = Ql+1 ∪ Ql ∪ ... ∪ Q2 ∪ Q. Dann werden in der Kommu-
nikationszelle der urspr¨ ungliche Zustand und zus¨ atzlich die Zust¨ ande der n¨ achsten l linken
Nachbarzellen simuliert. In der vorletzten Zelle werden der urspr¨ ungliche Zustand und die
Zust¨ ande der n¨ achsten l − 1 linken Nachbarzellen simuliert. Dies wird f¨ ur die n¨ achsten Zel-
len mit zweiseitiger Kommunikation analog fortgef¨ uhrt. In der l-ten Zelle von rechts werden
schließlich der urspr¨ ungliche Zustand und der Zustand der linken Nachbarzelle simuliert. In
den restlichen Zellen mit einseitiger Kommunikation wird weiterhin der urspr¨ ungliche Zu-
stand simuliert. Wir verzichten auf eine formale Deﬁnition des kC-OCA A′ und verweisen
stattdessen auf die Abbildung 6.15 auf Seite 116. Dort ﬁndet man ein Zustandsdiagramm f¨ ur
die Simulation eines 6C-OCA(3) durch einen 6C-OCA.
Man kann leicht einsehen, daß T(A′) = T(A) gilt. Die Zustandsmenge kann folgendermaßen
abgesch¨ atzt werden, wobei n = |Q| ist:
|Q′| =
l+1  
i=1
ni =
nl+2 − 1
n − 1
− 1 ≤
nl+2 − 1
n − 1
≤
nl+2
n − 1
=
n
n − 1
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t = 0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0
t = 1 q0 q0 q0 q0 q0 a1 q0 q0 q0 q0 q0 q0q0q0a1
t = 2 q0 q0 q0 q0 a2 b2 q0 q0 q0 q0 q0 q0 a2 q0q0a2b2
t = 3 q0 q0 q0 a3 b3 c3 q0 q0 q0 q0 a3 q0 a3 b3 q0a3b3c3
t = 4 q0 q0 a4 b4 c4 d4 q0 q0 a4 a4 b4 a4 b4 c4 a4b4c4d4
t = 5 q0 a5 b5 c5 d5 e5 q0 a5 b5 b5 c5 b5 c5 d5 b5c5d5e5
t = 6 a6 b6 c6 d6 e6 f6 a6 b6 c6 c6 d6 c6 d6 e6 c6d6e6f6
Abbildung 6.15: Simulieren eines kC-OCA(l) durch einen kC-OCA
Zum Beweis der unteren Schranke zeigen wir, wie die Sprache L′
p von einem kC-OCA(l)
mit m¨ oglichst wenigen Zust¨ anden akzeptiert werden kann. In Korollar 6.27 hatten wir das
Ergebnis, daß ein kC-CA f¨ ur L′
p gerade O( k √
p) Zust¨ ande ben¨ otigt. Dazu wurde ausgenutzt,
daß ein DFA f¨ ur die un¨ are Sprache L′
p nur aus einem periodischen Teil der L¨ ange p und einem
akzeptierenden Zustand besteht. Das periodische Z¨ ahlen der L¨ ange p konnte auf die k Zellen
verteilt werden, so daß in jeder Zelle nur O( k √
p) Zust¨ ande ben¨ otigt werden. Mit ¨ ahnlichen
¨ Uberlegungen kann man auch einen kC-OCA(k) f¨ ur L′
p mit O( k √
p) Zust¨ anden konstruieren.
In einem kC-OCA(l) kann man das periodische Z¨ ahlen der L¨ ange p auf die letzten l+1 Zellen
verteilen. Daher werden in jeder Zelle dann O(p1/(l+1)) Zust¨ ande ben¨ otigt.
Lemma 6.42. F¨ ur 1 ≤ l < k und p ≥ 2k − 1 gilt:
(1) Die Sprache L′
p wird von einem kC-OCA(k) mit O(p1/k) Zust¨ anden akzeptiert.
(2) Die Sprache L′
p wird von einem kC-OCA(l) mit O(p1/(l+1)) Zust¨ anden akzeptiert.
(3) Jeder kC-OCA(l) f¨ ur die Sprache L′
p ben¨ otigt mindestens 1
2p1/(l+1) Zust¨ ande.
Beweis. Wir betrachten zun¨ achst den Fall l = k. Nach Korollar 6.27 kann die Sprache L′
p von
einem kC-CA A = (Q,#,Σ,q0,▽,k,δr,δ,F) mit O(p1/k) Zust¨ anden akzeptiert werden. Wir
simulieren nun den kC-CA A durch einen kC-OCA(k) A′ = (Q,#,Σ,q0,▽,k,δ′
r,δ′
t,F), indem
wir δ′
r mit δr und δ′
t mit δ identiﬁzieren. Oﬀenbar gilt T(A′) = T(A) und |A′| = O(p1/k) und
damit (1).
Im Fall 1 ≤ l < k betrachten wir zun¨ achst einen (l+1)C-CA A = (Q,#,Σ,q0,▽,l+1,δr,δ,F),
der die Sprache L′
p mit O(p1/(l+1)) Zust¨ anden akzeptiert. Ein solcher (l + 1)C-CA existiert
nach Korollar 6.27. Wir betten nun diesen (l + 1)C-CA folgendermaßen in einen kC-OCA(l)
A′ = (Q,#,Σ,q0,▽,k,l,δ′
r,δ′
t,δ′,F) ein: Die l Zellen in A′ mit zweiseitiger Kommunikation
verhalten sich wie die letzten l Zellen in A. Das heißt, wir identiﬁzieren δ′
r mit δr und δ′
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δ. Die verbleibenden k − l Zellen mit einseitiger Kommunikation verhalten sich wie die erste
Zelle in A. Das heißt, δ′(q,q′) = δ(#,q,q′) f¨ ur alle q,q′ ∈ Q. Also wird insbesondere in der
(l + 1)-ten Zelle von rechts in A′ die erste Zelle aus A simuliert. Damit wird der gegebene
(l + 1)C-CA A in den letzten l + 1 Zellen in A′ simuliert. In den ersten k − l − 1 Zellen in
A′ werden irgendwelche Zust¨ ande angenommen. Eine Skizze der Konstruktion ﬁndet man in
Abbildung 6.16.
A′ δ′ δ′ δ′ δ′
t δ′
t δ′
t δ′
t δ′
r
A # δ δ δ δ δ δr
Abbildung 6.16: Einbetten eines (l + 1)C-CA A in einen kC-OCA(l) A′
Nach Bemerkung 6.28 zu Korollar 6.27 k¨ onnen wir annehmen, daß die erste Zelle in A bei
einer Eingabe w zum Zeitpunkt |w| + l + 1 genau dann einen bestimmten akzeptierenden
Zustand f annimmt, falls w ∈ L′
p ist. Weiterhin k¨ onnen wir voraussetzen, daß ausschließlich
die erste Zelle diesen Zustand annehmen kann.
1.Fall: w ∈ L′
p
Da A′ den (l + 1)C-CA A simuliert und daher die (l + 1)-te Zelle von rechts den Zustand
f zum Zeitpunkt |w| + l + 1 annimmt, m¨ ussen wir diesen Zustand f in den verbleibenden
k − l − 1 Zeitschritten in die erste Zelle von A′ bef¨ ordern. Da bislang keine andere Zelle in
A und somit auch in A′ den Zustand f angenommen hat, k¨ onnen wir δ′ wie folgt erg¨ anzen:
δ′(q,f) = f f¨ ur alle q ∈ Q. Damit erreicht der Zustand f nach k−l−1 Zeitschritten die erste
Zelle in A′ und die Eingabe wird akzeptiert.
2.Fall: w  ∈ L′
p
Nach Bemerkung 6.28 nimmt keine Zelle in A in diesem Fall den akzeptierenden Zustand f
an. Damit nimmt auch keine in Zelle in A′ den Zustand f an, und die Eingabe wird daher
nicht akzeptiert.
Damit gibt es einen kC-OCA(l) A′, der L′
p mit |Q| = O(p1/(l+1)) Zust¨ anden akzeptiert und
daraus folgt (2).
Zum Beweis von (3) nehmen wir f¨ ur einen Widerspruchsbeweis an, daß es einen kC-OCA(l)
f¨ ur die Sprache L′
p mit n < 1
2p1/(l+1) Zust¨ anden gibt. Nach Lemma 6.41 kann dann ein
kC-OCA f¨ ur L′
p mit m ≤ 2nl+1 Zust¨ anden konstruiert werden. Nun gilt
m ≤ 2nl+1 < 2
 
1
2
p
1
l+1
 l+1
=
1
2lp ≤
1
2
p < p
Also gibt es einen kC-OCA f¨ ur die Sprache L′
p mit weniger als p Zust¨ anden. Das ist ein
Widerspruch zu Lemma 6.24.
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Eine obere Schranke f¨ ur die Reduktion von m Zellen mit zweiseitiger Kommunikation auf l
Zellen liefert das folgende Lemma.
Lemma 6.43. F¨ ur 1 ≤ l < m ≤ k gilt: Jeder kC-OCA(m) mit n Zust¨ anden kann in einen
¨ aquivalenten kC-OCA(l) mit h¨ ochstens 2nm−l+1 + n = O(nm−l+1) Zust¨ anden umgewandelt
werden.
Beweis. Sei A ein kC-OCA(m) mit n Zust¨ anden. Um einen kC-OCA(l) A′ zu konstruieren,
gehen wir ¨ ahnlich wie in Lemma 6.41 vor. Wir teilen die k Zellen in A′ in drei Teile auf:
• In den ersten k − m Zellen werden die ersten k − m Zellen aus A simuliert.
• In den letzten l Zellen werden die letzten l Zellen aus A simuliert.
• In den verbleibenden m−l Zellen k−m+1,k−m+2,...,k−m+m−l = k−l mit einseiti-
ger Kommunikation werden die entsprechenden Zellen mit beidseitiger Kommunikation
aus A simuliert. Wie in Lemma 6.41 werden dazu in jeder Zelle, zus¨ atzlich zum Zustand
der Zelle selbst, die Zust¨ ande aller linken Nachbarn mit zweiseitiger Kommunikation
simuliert.
Es sei Q die Zustandsmenge des kC-OCA(m) A. Die Zustandsmenge in A′ ist dann
Qm−l+1 ∪ Qm−l ∪ ... ∪ Q2 ∪ Q ∪ Q′,
wobei Q′ ∩ Q = ∅ und |Q′| = |Q| ist. In den letzten l Zellen in A′ werden die letzten l Zellen
aus A mit Zust¨ anden aus Q′ simuliert. In der (k −l)-ten Zelle in A′, also der ersten Zelle mit
einseitiger Kommunikation, die zweiseitige Kommunikation simulieren muß, simulieren wir
dann den urspr¨ unglichen Zustand aus A und zus¨ atzlich die Zust¨ ande der n¨ achsten m−l linken
Nachbarzellen. Diese Konstruktion wird f¨ ur die n¨ achsten m−l−1 Zellen analog fortgef¨ uhrt.
Die (k−m+1)-te Zelle simuliert dann den urspr¨ unglichen Zustand aus A und zus¨ atzlich den
Zustand der linken Nachbarzelle. In den verbleibenden Zellen mit einseitiger Kommunikation
werden die entsprechenden Zellen aus A simuliert. Eine Skizze der Konstruktion ﬁndet man
in Abbildung 6.17.
A′ q1 q2 q3 q3 q4 q3q4q5 q′
6 q′
7 q′
8
A q1 q2 q3 q4 q5 q6 q7 q8
Abbildung 6.17: Simulieren eines kC-OCA(m) A durch einen kC-OCA(l) A′
Wir verzichten auch hier auf eine formale Deﬁnition des kC-OCA A′ und verweisen auf die
Abbildung 6.18 auf Seite 119. Dort ﬁndet man ein Zustandsdiagramm f¨ ur die Simulation
eines 6C-OCA(4) durch einen 6C-OCA(2).6.3. GRADUELLER ZWEISEITIGER INFORMATIONSFLUSS 119
Wiederum gilt oﬀenbar T(A′) = T(A). Die Zustandsmenge kann folgendermaßen abgesch¨ atzt
werden:
|Q′| =
m−l+1  
i=1
ni + n =
nm−l+2 − 1
n − 1
− 1 + n ≤ 2nm−l+1 + n
 
t = 0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0 q0
t = 1 q0 q0 q0 q0 q0 a1 q0 q0 q0 q0 q′
0 a′
1
t = 2 q0 q0 q0 q0 a2 b2 q0 q0 q0 q0 a′
2 b′
2
t = 3 q0 q0 q0 a3 b3 c3 q0 q0 q0 q0 q0 a3 b′
3 c′
3
t = 4 q0 q0 a4 b4 c4 d4 q0 q0 q0 a4 q0 a4 b4 c′
4 d′
4
t = 5 q0 a5 b5 c5 d5 e5 q0 a5 a5 b5 a5 b5 c5 d′
5 e′
5
t = 6 a6 b6 c6 d6 e6 f6 a6 b6 b6 c6 b6 c6 d6 e′
6 f′
6
Abbildung 6.18: Simulieren eines 6C-OCA(4) durch einen 6C-OCA(2)
Satz 6.44. Die folgende Tabelle faßt die oberen und unteren Schranken f¨ ur k ≥ 2 zusammen.
Ein Eintrag in der Spalte A und der Zeile B nennt die oberen und unteren Schranken, wenn Typ-A
Automaten in Typ-B Automaten umgewandelt werden. Es gilt: 1 ≤ l < m < k.
DFA kC-OCA(l) kC-OCA(m) kC-OCA(k)
DFA ——
O(nk) (a) O(nk) (a) O(nk) (a)
Ω(nk) Ω(nk) Ω(nk)
kC-OCA
≤ n + 1 (b) ≤ 2nl+1 (c) ≤ 2nm+1 (c) O(nk) (d)
≥ n + 1 Ω(nl+1) Ω(nm+1) Ω(nk)
kC-OCA(l)
O(
√
n) (e)
——
O(nm−l+1) (f) O(nk−l+1) (g)
Ω(
3  
n/logn) Ω(n
m+1
l+1 ) Ω(n
k
l+1)
kC-OCA(m)
O(
√
n) (e) ≤ n (h)
——
O(nk−m+1) (g)
Ω(
3  
n/logn) ≥ n Ω(n
k
m+1)
kC-OCA(k)
O(
√
n) (e) ≤ n (h) ≤ n (h)
——
Ω(
3  
n/logn) ≥ n ≥ n
Beweis.
(a) Die oberen und unteren Schranken folgen aus den Lemmata 6.36 und 6.37.120 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
(b) Die oberen und unteren Schranken wurden bereits in Satz 6.31(b) bewiesen.
(c) Die obere Schranke folgt aus Lemma 6.41. Nach Lemma 6.42(2) gibt es einen kC-OCA(l)
f¨ ur die Sprache L′
p mit O(p1/(l+1)) Zust¨ anden. Nach Lemma 6.24 ben¨ otigt jeder kC-OCA
f¨ ur L′
p mindestens p Zust¨ ande. Wir setzen n = cp1/(l+1) f¨ ur eine Konstante c > 0. Dann
ist p = c′nl+1 und damit folgt die Behauptung. Identische ¨ Uberlegungen ergeben die
Schranken f¨ ur kC-OCA(m).
(d) Die oberen und unteren Schranken folgen aus Satz 6.31(d), indem wir jeden kC-OCA(k)
als kC-CA auffassen.
(e) Die oberen und unteren Schranken folgen aus Lemma 6.38 und Lemma 6.39.
(f) Die obere Schranke folgt aus Lemma 6.43. Nach Lemma 6.42(2) gibt es einen kC-
OCA(m) f¨ ur die Sprache L′
p mit O(p1/(m+1)) Zust¨ anden. Nach Lemma 6.42(3) ben¨ otigt
jeder kC-OCA(l) f¨ ur L′
p mindestens t ≥ 1
2p1/(l+1) Zust¨ ande. Wir setzen n = cp1/(m+1)
f¨ ur eine Konstante c > 0. Dann ist p = c′nm+1 f¨ ur eine weitere Konstante c′ > 0. Damit
gilt f¨ ur eine weitere Konstante c′′ > 0:
t ≥
1
2
p
1
l+1 =
1
2
(c′nm+1)
1
l+1 = c′′n
m+1
l+1 = Ω(n
m+1
l+1 )
(g) Die obere Schranke folgt aus Lemma 6.43. Die untere Schranke l¨ aßt sich analog zu
(f) beweisen. Wir wissen nach Lemma 6.42(1), daß es einen kC-OCA(k) f¨ ur die Spra-
che L′
p mit O(p1/k) Zust¨ anden gibt. Nach Lemma 6.42(3) ben¨ otigt jeder kC-OCA(m)
f¨ ur L′
p mindestens 1
2p1/(m+1) Zust¨ ande. Nach analogen Umformungen erhalten wir die
Behauptung.
(h) Die Behauptung folgt aus Lemma 6.40.
 
Bemerkung 6.45. In obiger Tabelle f¨ allt der große Unterschied zwischen oberer und unterer
Schranke bei der Reduktion von zweiseitiger Kommunikation auf. Es ist gegenw¨ artig nicht
bekannt, ob die obere Schranke verbessert werden kann, oder eine gr¨ oßere untere Schranke
bewiesen werden kann. Eine naheliegende Idee zur Verbesserung der oberen Schranke bei der
Reduktion von m Zellen auf l Zellen mit beidseitiger Kommunikation ist, in den letzten l
Zellen das Kreuzprodukt von jeweils ⌈m/l⌉ Zellen zu betrachten. Bei diesem Vorgehen stellen
sich zwei Probleme ein: Zum einen kann es passieren, daß l   ⌈m/l⌉ > m ist. Dann m¨ ussen
die m Zellen aber geeignet unter den l Zellen aufgeteilt werden, was vermutlich zus¨ atzlichen
Aufwand in Form von zus¨ atzlichen Zust¨ anden erfordert. Andererseits f¨ uhrt die Betrachtung
des Kreuzproduktes dazu, daß mehrere Zellen des gegebenen Automaten in einer Zelle des
neuen Automaten zusammengefaßt werden. Insbesondere wird die erste Zelle, in der die
Akzeptierung der Eingabe entschieden wird, dann in einer n-ten Zelle mit n > 1 simuliert.
Auch hier ist vermutlich zus¨ atzlicher Verwaltungsaufwand notwendig, um die erste Zelle des
gegebenen Automaten auch in der ersten Zelle des neuen Automaten simulieren zu k¨ onnen.6.4. UNTERSUCHUNG DER ZELLENZAHL 121
6.4 Untersuchung der Zellenzahl
Aus Kapitel 4 wissen wir von der Existenz eines nichtrekursiven Tradeoﬀ zwischen DFA
und Realzeit-OCA. Da kC-OCA in DFA umgewandelt werden k¨ onnen, haben wir daher auch
einen nichtrekursiven Tradeoﬀ zwischen kC-OCA und Realzeit-OCA. Wenn wir also von einer
festen Zellenzahl zu einer Zellenzahl ¨ ubergehen, die der L¨ ange der Eingabe entspricht, dann
kann es passieren, daß sich der Gr¨ oßenzuwachs nicht mehr durch eine rekursive Funktion
beschr¨ anken l¨ aßt.
In diesem Abschnitt werden wir kurz untersuchen, wie sich die Beschreibungsgr¨ oße zwischen
kC-OCA und k′C-OCA ver¨ andern kann, wenn k′ gr¨ oßer als k ist. Welche Einsparungen sind
m¨ oglich, wenn mehr Zellen zur Verf¨ ugung gestellt werden? Wie groß k¨ onnen die Einsparungen
sein, wenn ein kC-OCA in einen k′C-OCA mit k′ > k eingebettet wird? Oder gibt es F¨ alle,
in denen zus¨ atzliche Ressourcen die ben¨ otigte Zustandszahl nicht verringern k¨ onnen?
Die letzte Frage l¨ aßt sich mit dem Ergebnis aus Lemma 6.12 einfach beantworten. Wir hatten
dort gezeigt, daß jeder kC-OCA f¨ ur die Sprache Lp mindestens p+1 Zust¨ ande haben muß. Dies
galt unabh¨ angig von der jeweiligen Zellenzahl k. Also hilft in diesem Fall keine Vergr¨ oßerung
der Zellenzahl, um die Anzahl der Zust¨ ande zu verringern.
Die ersten beiden Fragen lassen sich leider nicht so einfach beantworten, da wir gegenw¨ artig
nicht wissen, ob ein kC-OCA mit n Zust¨ anden in einen (k + 1)C-OCA, der ebenfalls n
Zust¨ ande hat, eingebettet werden kann.
Ein naheliegendes Vorgehen, um einen kC-OCA in einen (k +1)C-OCA einzubetten und die
Anzahl der Zust¨ ande nicht zu erh¨ ohen, ist folgendes: Wir nehmen in dem (k+1)C-OCA ein-
fach die ¨ Uberf¨ uhrungsfunktion des kC-OCA und senden akzeptierende Zust¨ ande nach links
zur linken Randzelle. Leider kann dieses Vorgehen fehlschlagen. Dazu betrachten wir die Kon-
struktion f¨ ur die Sprache Ln,k aus Beispiel 6.5. Wir beobachten, daß ein kC-OCA A, der Ln,k
akzeptiert, und ein (k + 1)C-OCA, der Ln,k+1 akzeptiert, identische ¨ Uberf¨ uhrungsfunktio-
nen δr und δ besitzen. Wir wollen nun die Sprache Ln,k mit einem (k + 1)C-OCA A′ mit n
Zust¨ anden akzeptieren. Wenn wir als ¨ Uberf¨ uhrungsfunktionen von A′ die ¨ Uberf¨ uhrungsfunk-
tionen von A deﬁnieren, dann ist T(A′)  = Ln,k.
Obwohl wir also nicht wissen, ob jeder kC-OCA mit n Zust¨ anden in einen (k + 1)C-OCA
mit n Zust¨ anden umgewandelt werden kann, k¨ onnen wir trotzdem zeigen, daß es Sprachen
gibt, die von einem (k + 1)C-OCA mit n Zust¨ anden akzeptiert werden, aber von keinem
kC-OCA mit n Zust¨ anden. Mit anderen Worten: k + 1 ist die minimale Zellenzahl, so daß
diese Sprachen von einem eingeschr¨ ankten OCA mit n Zust¨ anden akzeptiert werden k¨ onnen.
Dazu ben¨ otigen wir zun¨ achst folgendes Lemma:
Lemma 6.46. F¨ ur n ≥ 3 und 1 ≤ k ≤ n gilt: (n + 1)k ≤ nk+1 und (n + 1)k−i ≤ nk+1−i f¨ ur
0 ≤ i ≤ k.
Beweis. Die erste Behauptung wird durch eine Induktion nach n bewiesen:
Induktionsverankerung: Es sei n = 3. Dann gilt f¨ ur k = 1: (3+1)1 = 4 ≤ 31+1 = 9, f¨ ur k = 2:
(3 + 1)2 = 16 ≤ 32+1 = 27 und f¨ ur k = 3: (3 + 1)3 = 64 ≤ 33+1 = 81.
Induktionsschritt: Zu zeigen ist folgendes: (n + 2)k ≤ (n + 1)k+1122 KAPITEL 6. ZELLULARAUTOMATEN MIT BESCHR¨ ANKTER ZELLENZAHL
Gem¨ aß der Formel (x + y)k =
 k
i=0
 k
i
 
xk−iyi k¨ onnen wir (n + 2)k = ((n + 1) + 1)k und
(n + 1)k+1 folgendermaßen schreiben:
(n + 2)k = (n + 1)k + k(n + 1)k−1 +
 
k
2
 
(n + 1)k−2 + ... +
 
k
k − 1
 
(n + 1) + 1 + 0
(n + 1)k+1 = nk+1 + (k + 1)nk +
 
k + 1
2
 
nk−1 + ... +
 
k + 1
k − 1
 
n2 + (k + 1)n + 1
Da
 k
i
 
≤
 k+1
i
 
f¨ ur 0 ≤ i ≤ k gilt, k¨ onnen wir unter Ausnutzung der Induktionsannahme
zeigen, daß jeder Summand der oberen Gleichung kleiner oder gleich dem entsprechenden
Summand der unteren Gleichung ist. Damit ist (n+2)k ≤ (n+1)k+1 und die erste Ungleichung
ist bewiesen. Zum Beweis der zweiten Ungleichung beobachten wir:
(n+1)k ≤ nk+1 ⇔ (n+1)k−i(n+1)i ≤ nink+1−i ⇔ (n+1)k−i ≤
 
n
n + 1
 i
nk+1−i ≤ nk+1−i,
da aus n
n+1 ≤ 1 die Absch¨ atzung
 
n
n+1
 i
≤ 1 f¨ ur alle i ≥ 1 folgt.  
Satz 6.47. F¨ ur n ≥ 4 und k ≤ n gibt es eine Sprache L(n,k), die von einem kC-OCA mit n
Zust¨ anden akzeptiert werden kann. Aber f¨ ur 1 ≤ j < k gilt: Jeder jC-OCA f¨ ur L(n,k) ben¨ otigt
mehr als n Zust¨ ande.
Beweis. Es sei m = n − 1 und L(n,k) = Ln−1,k = Lm,k. Nach Lemma 6.9 gibt es einen
kC-OCA f¨ ur die Sprache L(n,k) mit n = m + 1 Zust¨ anden. Da j < k ist, gilt j + 1 + i =
k ⇔ j = k − i − 1 mit 0 ≤ i ≤ k − 2. Zum Widerspruchsbeweis nehmen wir nun an, daß die
Sprache L(n,k) von einem lC-OCA A mit m+1 Zust¨ anden akzeptiert wird. Nach Lemma 6.6
kann A in einen DFA M mit m′ Zust¨ anden umgewandelt werden. m′ kann folgendermaßen
abgesch¨ atzt werden:
m′ ≤ (m + 1)j − (m + 1)j−1 + 1 ≤ (m + 1)j = (m + 1)k−i−1 ≤ mk+1−i−1 = mk−i ≤ mk
Das steht im Widerspruch zu Lemma 6.8, in dem gezeigt wird, daß m′ ≥ mk + 1 gilt.  
Wir haben in obigem Beweis ausgenutzt, daß es einen kC-OCA mit m+1 Zust¨ anden f¨ ur die
Sprache Lm,k gibt, und daß ein kC-OCA mit n Zust¨ anden in einen ¨ aquivalenten DFA mit
h¨ ochstens nk −nk−1+1 Zust¨ anden umgewandelt werden kann. Gleiche Aussagen gelten aber
nach den Lemmata 6.17, 6.16, 6.37 und 6.36 auch f¨ ur die Modelle kC-CA, kC-OCAt und
kC-OCA(l) mit 1 ≤ l ≤ k. Daher erhalten wir unmittelbar folgendes Korollar:
Korollar 6.48. F¨ ur n ≥ 4 und k ≤ n gibt es eine Sprache L(n,k), die von einem kC-CA
(kC-OCAt, kC-OCA(l)) mit n Zust¨ anden akzeptiert werden kann. Aber f¨ ur 1 ≤ j < k gilt: Jeder
jC-CA (jC-OCAt, jC-OCA(l)) f¨ ur L(n,k) ben¨ otigt mehr als n Zust¨ ande.
6.5 Minimierung von Zellularautomaten mit beschr¨ ankter
Zellenzahl
In diesem Abschnitt soll kurz das praktische Problem der Minimierung eines gegebenen Zel-
lularautomaten mit beschr¨ ankter Zellenzahl diskutiert werden. Wir wissen aus Satz 4.25, daß6.5. MINIMIERUNG 123
es f¨ ur unbeschr¨ ankte Zellularautomaten keinen Minimierungsalgorithmus gibt. Die in dieser
Arbeit betrachteten eingeschr¨ ankten Modelle akzeptieren gerade die regul¨ aren Sprachen, die
oftmals durch deterministische oder nichtdeterministische endliche Automaten beschrieben
werden. F¨ ur DFA gibt es einen eﬃzienten Minimierungsalgorithmus von Hopcroft [Hop71],
der in Zeit O(nlogn) arbeitet, wobei n die Anzahl der Zust¨ ande des gegebenen DFA ist.
F¨ ur NFA gibt es ebenfalls einen Minimierungsalgorithmus, allerdings gibt es vermutlich kei-
nen eﬃzienten Minimierungsalgorithmus, da das Minimierungsproblem f¨ ur NFA nach [JR93]
PSPACE-vollst¨ andig ist.
Die Frage nach der Existenz eines (eﬃzienten) Minimierungsalgorithmus f¨ ur Zellularauto-
maten mit beschr¨ ankter Zellenzahl ist von großem praktischem Interesse, denn ein solcher
Algorithmus w¨ urde ein Werkzeug liefern, eine gegebene regul¨ are Sprache optimal zu paralle-
lisieren. Das heißt, wir k¨ onnen einen gegebenen (komplexen) DFA algorithmisch in eine feste
Anzahl (einfacher) identischer, parallel arbeitender DFA zerlegen.
Wir erhalten folgende Ergebnisse: Zun¨ achst k¨ onnen wir einen Minimierungsalgorithmus f¨ ur
Zellularautomaten mit beschr¨ ankter Zellenzahl angeben. Weiterhin zeigen wir, daß ein mi-
nimaler Zellularautomat nicht notwendigerweise eindeutig sein muß. Das deutet darauf hin,
daß es vermutlich keinen eﬃzienten Minimierungsalgorithmus gibt.
Satz 6.49. Es gibt einen Algorithmus, der einen gegebenen kC-OCA (kC-OCAt, kC-CA, kC-
OCA(l)) A in einen ¨ aquivalenten kC-OCA (kC-OCAt, kC-CA, kC-OCA(l)) A′ umwandelt, so daß
A′ eine minimale Zustandszahl besitzt.
Beweis. Wir f¨ uhren den Beweis nur f¨ ur kC-OCA. F¨ ur kC-OCAt, kC-CA und kC-OCA(l)
verl¨ auft der Beweis analog. Wir beschreiben einen ”brute force“-Algorithmus. Zun¨ achst wan-
deln wir A gem¨ aß Lemma 6.6 in einen DFA M um. Anschließend listen wir alle kC-OCA
A1,...,Am mit |Ai| < |A| auf. Dann wird f¨ ur jedes i ∈ {1,...,m} der kC-OCA Ai in einen
DFA Mi umgewandelt und die ¨ Aquivalenz T(M) = T(Mi) der beiden DFA wird getestet.
Gibt es kein i ∈ {1,...,m}, so daß T(Mi) = T(M) ist, dann muß A bereits die minimale
Gr¨ oße besessen haben und wir geben A zur¨ uck. Anderenfalls haben wir eine endliche Menge
M ¨ aquivalenter kC-OCA Ai, die kleiner als A sind, gefunden. Wir w¨ ahlen einen Automaten
A′ ∈ M minimaler Gr¨ oße und geben A′ zur¨ uck.  
Satz 6.50. Ein minimaler kC-OCA ist nicht notwendigerweise eindeutig.
Beweis. In Lemma 6.12 wird gezeigt, daß jeder kC-OCA f¨ ur Lp mindestens p + 1 Zust¨ ande
ben¨ otigt. Wir geben nun zwei nichtisomorphe kC-OCA f¨ ur L2 mit drei Zust¨ anden an. Die
Verallgemeinerung der Konstruktion f¨ ur Primzahlen p ≥ 3 ist oﬀensichtlich.
(1) Wir z¨ ahlen in der Kommunikationszelle modulo 2. Sobald die Eingabe gelesen ist und
der Rest 1 betr¨ agt, senden wir einen akzeptierenden Zustand g mit maximaler Ge-
schwindigkeit nach links. Anderenfalls wird die Berechnung blockiert.
A1 = ({0,1,g},{a},0,▽,k,δr,δ,{g}), wobei
δ 0 1 g
0 0 1 g
1 0 1 g
g     g
und
δr a ▽
0 1 0
1 0 g
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(2) Die Eingabe wird in die Kommunikationszelle geschoben, wobei a dem Zustand 1 ent-
spricht und ▽ dem Zustand 0 entspricht. Die vorletzte Zelle z¨ ahlt nun modulo 2 und
arbeitet wie die Kommunikationszelle in A1.
A2 = ({0,1,g},{a},0,▽,k,δr,δ,{g}), wobei
δ 0 1 g
0 0 1 g
1 g 0 g
g     g
und
δr a ▽
0 1 0
1 1 0
g    
 
Satz 6.51. Ein minimaler kC-OCAt ist nicht notwendigerweise eindeutig.
Beweis. Wir wissen nach Lemma 6.17, daß jeder kC-OCAt f¨ ur die Sprache Ln,k mindestens
n+1 Zust¨ ande ben¨ otigt. Um die Behauptung zu beweisen, m¨ ussen wir daher nur zwei nicht-
isomorphe kC-OCAt f¨ ur die Sprache Ln,k mit n+1 Zust¨ anden ﬁnden. Wir geben im folgenden
f¨ ur n = 3 zwei solche kC-OCAt an. Die Konstruktion kann analog f¨ ur beliebiges n ≥ 4
durchgef¨ uhrt werden.
Im ersten kC-OCAt wird ein tern¨ arer Z¨ ahler ¨ ahnlich wie in Beispiel 6.5 installiert. Wir be-
obachten, daß die Kommunikationszelle periodisch die Zust¨ ande 1,2,+,1,2,+,... annimmt.
Außerdem ist die Berechnung in der Kommunikationszelle unabh¨ angig vom linken Nachbarn.
Die restlichen Zellen h¨ angen von ihrem rechten Nachbarn insofern ab, daß ein + ein Erh¨ ohen
des gegenw¨ artigen Zustands bedingt. Alle anderen Zust¨ ande des rechten Nachbarn ver¨ andern
den aktuellen Zustand nicht.
Wir konstruieren nun den zweiten kC-OCAt f¨ ur Ln,k mit n + 1 Zust¨ anden, indem wir die
Reihenfolge der Zust¨ ande in der Kommunikationszelle vom linken Nachbarn abh¨ angen las-
sen: Wir z¨ ahlen in der Kommunikationszelle vorw¨ arts (1,2,+), solange der linke Nachbar
0,2 oder + ist. Hat der linke Nachbar den Zustand 1, wird in der Kommunikationszelle
r¨ uckw¨ arts gez¨ ahlt (2,1,+). Die ¨ Uberf¨ uhrungsfunktion δ f¨ ur die restlichen Zellen ist identisch
zur ¨ Uberf¨ uhrungsfunktion δ des ersten kC-OCAt und simuliert somit einen tern¨ aren Z¨ ahler.
Da lediglich der Zustand + in der Kommunikationszelle Auswirkungen auf die restlichen Zel-
len hat, akzeptiert der zweite kC-OCAt ebenfalls die Sprache Ln,k. Damit haben wir zwei
nichtisomorphe kC-OCAt f¨ ur Ln,k mit vier Zust¨ anden.  
Indem wir in obigem Beweis kC-OCAt durch kC-CA oder kC-OCA(l) mit 1 ≤ l ≤ k ersetzen,
erhalten wir unmittelbar folgendes Korollar:
Korollar 6.52. Ein minimaler kC-CA (kC-OCA(l)) ist nicht notwendigerweise eindeutig.
6.6 Zusammenfassung
Wir haben in diesem Kapitel die Beschreibungskomplexit¨ at eingeschr¨ ankter Zellularautoma-
ten mit einer festen Zellenzahl und unterschiedlichem Grad an zweiseitiger Kommunikation
untersucht. Bez¨ uglich der generativen M¨ achtigkeit beschreiben alle Modelle die regul¨ aren
Sprachen. Bei einer festen Zellenzahl k implizierte die Umwandlung in einen DFA einen6.6. ZUSAMMENFASSUNG 125
polynomiellen Gr¨ oßenzuwachs vom Grad k. Umgekehrt konnten DFA von eingeschr¨ ankten
Zellularautomaten simuliert werden. Falls keine zweiseitige Kommunikation erlaubt war, wa-
ren keine Einsparungen m¨ oglich. In allen anderen F¨ allen waren quadratische Einsparungen
m¨ oglich. Im Fall un¨ arer Sprachen konnten dar¨ uber hinaus noch gr¨ oßere Einsparungen erzielt
werden.
Weiterhin wurde untersucht, mit welchen Auswirkungen auf die Anzahl der Zust¨ ande der
Grad der zweiseitigen Kommunikation reduziert werden kann. Als grobe Faustregel kann man
zusammenfassen, daß bei einer Reduzierung vom Grad m auf den Grad l der Gr¨ oßenzuwachs
durch ein Polynom vom Grad m−l +1 beschr¨ ankt ist. In manchen F¨ allen konnten genauere
obere Schranken bewiesen werden. Mit einer Ausnahme konnte auch gezeigt werden, daß
diese oberen Schranken asymptotisch scharf sind.
Da s¨ amtliche in diesem Kapitel betrachteten Zellularautomaten in polynomieller Zeit in DFA
umgewandelt werden k¨ onnen, sind alle Entscheidbarkeitsfragen, die f¨ ur DFA in polynomiel-
ler Zeit gel¨ ost werden k¨ onnen, auch f¨ ur eingeschr¨ ankte Zellularautomaten in polynomieller
Zeit l¨ osbar. Das ist eine wesentliche Verbesserung zum unbeschr¨ ankten Modell, da es dort
fast keine entscheidbaren Fragen gab. Ebenfalls k¨ onnen eingeschr¨ ankte Zellularautomaten
algorithmisch minimiert werden. Die Zeitkomplexit¨ at des Minimierungsproblems ist derzeit
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Diskussion und Ausblick
In dieser Arbeit haben wir die Beschreibungskomplexit¨ at unbeschr¨ ankter und beschr¨ ank-
ter Zellularautomaten untersucht. Im unbeschr¨ ankten Fall haben wir parallele Modelle mit
paralleler und sequentieller Verarbeitung der Eingabe betrachtet und haben nichtrekursive
Tradeoﬀs zwischen allen zellularen Modellen erhalten, deren Sprachklassen entweder echt in-
einander enthalten oder unvergleichbar sind. Zusammenfassend k¨ onnen wir hinsichtlich der
Beschreibungskomplexit¨ at sagen:
• Parallele Modelle sind besser als sequentielle Modelle.
• Parallele Eingabe ist besser als sequentielle Eingabe.
• Linearzeit ist besser als Realzeit.
• Beidseitige Kommunikation ist besser als einseitige Kommunikation.
• Unvergleichbare Sprachklassen sind auch unvergleichbar bez¨ uglich der Beschreibungs-
komplexit¨ at.
Die Existenz eines nichtrekursiven Tradeoﬀs bedeutet, daß zwischen den jeweiligen Automa-
tenmodellen Einsparungen beliebiger Gr¨ oße erzielt werden k¨ onnen. Das heißt beispielsweise
f¨ ur ein Problem, das durch einen Realzeit-OCA beschrieben werden kann, daß eine Beschrei-
bung des Problems durch einen Linearzeit-OCA oder durch einen Realzeit-CA wesentlich
kleiner sein kann. Stellt man also mehr Zeit als notwendig oder mehr Kommunikation als
n¨ otig zur Verf¨ ugung, kann das zu enormen Gr¨ oßeneinsparungen f¨ uhren. F¨ ur praktische An-
wendungen von Zellularautomaten kann also der Einsatz von mehr Ressourcen als notwendig
zu sehr kurzen Beschreibungen f¨ uhren. Die Kehrseite dieser nichtrekursiven Tradeoﬀs ist aller-
dings, daß diese sehr kurzen Beschreibungen nicht algorithmisch erzielt werden k¨ onnen. Zwar
kann beispielsweise ein Realzeit-OCA in einen Realzeit-CA ohne Ver¨ anderung der Anzahl
der Zust¨ ande umgewandelt werden; aber f¨ ur Realzeit-CA gibt es keinen Minimierungsalgo-
rithmus, der einen Realzeit-CA mit maximalen Einsparungen bez¨ uglich der Zustandszahl
konstruiert. Wir haben weiterhin gezeigt, daß f¨ ur alle unbeschr¨ ankten Zellularautomatenmo-
delle fast alle Entscheidbarkeitsfragen unentscheidbar und nicht semientscheidbar sind. Das
heißt, daß viele praktische Fragen wie das Testen, ob eine durch einen Zellularautomaten ge-
gebene Speziﬁkation eines Problems die leere Menge, eine endliche oder eine regul¨ are Menge
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ergibt, nicht algorithmisch l¨ osbar sind. Auch ein ¨ Aquivalenztest f¨ ur Zellularautomaten, das
heißt die Frage, ob zwei gegebene Zellularautomaten das gleiche Problem beschreiben, kann
nicht algorithmisch umgesetzt werden. Vielmehr k¨ onnen diese Entscheidbarkeitsfragen oft
nur durch ad hoc-Ans¨ atze gel¨ ost werden, was mitunter recht aufwendig sein kann. Als wei-
tere Konsequenz aus den Unentscheidbarkeitsergebnissen ergab sich, daß es auch Werkzeuge
wie ein Pumpinglemma oder einen Minimierungsalgorithmus in allen untersuchten zellularen
Modellen nicht geben kann.
F¨ ur zwei Zellularautomatenklassen, deren Sprachklassen zwar ineinander enthalten sind, die
Echtheit der Inklusion aber derzeit unbekannt ist, k¨ onnen wir keine Aussagen hinsichtlich der
Existenz nichtrekursiver Tradeoﬀs treﬀen. Hier w¨ aren zun¨ achst die Sprachklassen bez¨ uglich
ihrer generativen M¨ achtigkeit zu trennen oder deren ¨ Aquivalenz zu zeigen, bevor man die
Beschreibungskomplexit¨ at der Modelle untersucht. Beschreiben zwei Zellularautomatenklas-
sen die gleiche Sprachklasse und kann ein Automat der einen Klasse algorithmisch in einen
Automaten der anderen Klasse umgewandelt werden, dann ergibt sich, im Gegensatz zu den
bisher behandelten F¨ allen, eine rekursive obere Schranke. Trotzdem ist es schwierig, untere
Schranken zu beweisen, da es an Methoden fehlt, um zu zeigen, daß mindestens eine gewisse
Anzahl an Zust¨ anden f¨ ur die Akzeptierung gewisser Sprachen notwendig ist. Mit ein Grund
daf¨ ur k¨ onnten die in diesen Sprachklassen fehlenden Werkzeuge wie ein Pumpinglemma sein.
In [KK03] werden die Sprachklassen Lrt(OCA) und Llt(OCA) genauer untersucht und als
Ergebnis wird eine unendliche echte Hierarchie zwischen den Sprachklassen bewiesen, die von
OCA mit Zeitkomplexit¨ aten zwischen Realzeit und Linearzeit erzeugt werden. Im einzelnen
gibt es das Ergebnis, daß Ln+r2(n)(OCA) ⊂ Ln+r1(n)(OCA) gilt f¨ ur zwei steigende Funktionen
r1,r2 : N → N mit r2 logr2 ∈ o(r1) und mit einer Konstruierbarkeitsbedingung an r−1
1 . Hier
w¨ are aus Sicht der Beschreibungskomplexit¨ at interessant, ob zwischen den Automatenklassen
mit den entsprechenden Zeitkomplexit¨ aten rekursive oder nichtrekursive Tradeoﬀs existieren.
Eine ¨ ahnliche unendliche echte Hierarchie ist auch zwischen Lrt(IA) und Llt(IA) bekannt
[BKK00a]. Auch hier k¨ onnte untersucht werden, ob rekursive oder nichtrekursive Tradeoﬀs
zwischen IA mit entsprechenden Zeitkomplexit¨ aten existieren.
Nicht zuletzt aufgrund der Unhandlichkeit des unbeschr¨ ankten Modells haben wir im zwei-
ten Teil dieser Arbeit Zellularautomaten mit einer festen Zellenzahl behandelt. Diese Be-
schr¨ ankung reduziert die generative M¨ achtigkeit des Modells auf die Klasse der regul¨ aren
Sprachen. Wir haben beschr¨ ankte Modelle mit unterschiedlichen Graden an zweiseitiger Kom-
munikation betrachtet. Im Vergleich mit DFA k¨ onnen alle betrachteten Modelle polynomielle
Einsparungen vom Grad k liefern, wobei k die Anzahl der Zellen ist. Umgekehrt k¨ onnen DFA
mit einer Ausnahme immer von eingeschr¨ ankten Zellularautomaten mit quadratischen Ein-
sparungen simuliert werden. Weiterhin wurde die Existenz inh¨ arent sequentieller Sprachen
gezeigt. Das heißt, es gibt Sprachen, deren Beschreibungsgr¨ oße durch den Einsatz zus¨ atzli-
cher Zellen nicht verringert werden kann. Bei der Reduktion von zweiseitiger Kommunikation
ergibt sich meistens ein polynomieller Zuwachs, wobei der Grad des Polynoms ungef¨ ahr der
Anzahl der entfernten Zellen mit zweiseitiger Kommunikation entspricht. Alle in dieser Ar-
beit vorgestellten Umwandlungen zwischen verschiedenen eingeschr¨ ankten Modellen mit un-
terschiedlichem Grad an zweiseitiger Kommunikation sind algorithmisch durchzuf¨ uhren und
liefern polynomielle obere Schranken. Ist fast allen F¨ allen konnte auch gezeigt werden, daß
diese Schranken asymptotisch scharf oder zumindest fast scharf sind.129
Aufgrund der polynomiellen oberen Schranken und der konstruktiven Umwandlungsalgorith-
men sind alle untersuchten zellularen Modelle in polynomieller Zeit in einen DFA umzuwan-
deln. Daher sind dann alle Fragen, die f¨ ur DFA in polynomieller Zeit entscheidbar sind, auch
f¨ ur die eingeschr¨ ankten Zellularautomaten in polynomieller Zeit entscheidbar. Ein weiterer
wichtiger Gesichtspunkt k¨ onnte die genaue Bestimmung der Zeitkomplexit¨ at der Entscheid-
barkeitsfragen sein. Beispielsweise ist Leere, Universalit¨ at und Endlichkeit f¨ ur DFA in linearer
Zeit zu entscheiden [Weg93]. Nach Umwandlung eines kC-OCA in einen DFA sind diese Fra-
gen dann nat¨ urlich in Zeit O(nk) zu l¨ osen. Oﬀen ist derzeit, ob es bessere Algorithmen f¨ ur
eingeschr¨ ankte Zellularautomaten gibt, die beispielsweise ebenfalls in linearer Zeit arbeiten.
Auch die algorithmische Zustandsminimierung von eingeschr¨ ankten Zellularautomaten ist
von praktischem Interesse, da dadurch eine optimale Parallelisierung eines Problems algo-
rithmisch erreicht werden kann. F¨ ur DFA sind eﬃziente Minimierungsalgorithmen bekannt.
F¨ ur NFA ist das Problem PSPACE-vollst¨ andig. Weiterhin ist bekannt, daß bereits sehr wenig
Nichtdeterminismus ausreicht, um das Minimierungsproblem zu erschweren. In [Mal03a] wird
gezeigt, daß das Minimierungsproblem f¨ ur NFA mit sehr wenig Nichtdeterminismus bereits
NP-vollst¨ andig ist. Die hier betrachteten Zellularautomaten sind zwar ein deterministisches
Modell, allerdings sind Minimalautomaten nicht notwendigerweise auch eindeutig, da Berech-
nungen nichtisomorph auf unterschiedliche Zellen verteilt werden k¨ onnen. Daher sind die in
dieser Arbeit diskutierten beschr¨ ankten Zellularautomaten zwar algorithmisch zu minimieren,
aber es gibt vermutlich keinen eﬃzienten Minimierungsalgorithmus. Die NP-Vollst¨ andigkeit
des Minimierungsproblems sollte mit einem ¨ ahnlichen Ansatz wie in [Mal03a] zu beweisen
sein. Dar¨ uber hinaus k¨ onnte es sich lohnen zu untersuchen, unter welchen Voraussetzungen
Minimieren eﬃzient wird. In welcher Weise muß das Modell ver¨ andert oder abgeschw¨ acht
werden, um ein eﬃzientes Minimieren zu erm¨ oglichen?
Wir haben bislang sowohl im unbeschr¨ ankten als auch im beschr¨ ankten Fall deterministische
zellulare Modelle betrachtet. Nun k¨ onnte es sehr interessant sein, insbesondere im beschr¨ ank-
ten Fall, diese Modelle um die Ressource Nichtdeterminismus zu bereichern. Beispielsweise
k¨ onnte man kC-CA mit NFA statt DFA in den einzelnen Zellen oder kC-OCA mit einer
nichtdeterministischen Kommunikationszelle betrachten. Iterative Arrays mit nichtdetermi-
nistischer Kommunikationszelle f¨ uhren zu einer gr¨ oßeren generativen M¨ achtigkeit [Kle99].
Wie ver¨ andert sich die Beschreibungskomplexit¨ at im Fall einer beschr¨ ankten Zellenzahl? Was
ver¨ andert sich, wenn man eine nichtdeterministische, aber eindeutige Kommunikationszelle
oder eine Kommunikationszelle mit beschr¨ anktem Nichtdeterminismus betrachtet? Generell
stellt sich die Frage nach den Wechselwirkungen zwischen Parallelit¨ at und Nichtdeterminis-
mus: Kann die eine Ressource die andere ersetzen? Wenn ja, wie ver¨ andert sich dabei die
Beschreibungsgr¨ oße?
Eine interessante Erweiterung k¨ onnten auch Modelle sein, in denen man nicht eine feste oder
eine lineare Zellenzahl, sondern eine sublineare Zellenzahl in Abh¨ angigkeit von der L¨ ange der
Eingabe zul¨ aßt. Welche Sprachklassen kann ein Zellularautomat mit einer logarithmischen
Zellenzahl akzeptieren? Es stellt sich die Frage, ob man Ergebnisse und Methoden ¨ uber
logarithmisch platzbeschr¨ ankte Turingmaschinen auf entsprechende Zellularautomaten ¨ uber-
tragen kann. Weiterhin ist bekannt, daß manche sublogarithmisch platzbeschr¨ ankte Turing-
maschinen nur noch die regul¨ aren Sprachen akzeptieren [Sze94]. In diesem Zusammenhang
k¨ onnte man untersuchen, ob Zellularautomaten mit sublogarithmischer Zellenzahl ebenfalls130 KAPITEL 7. DISKUSSION UND AUSBLICK
nur regul¨ are Sprachen akzeptieren k¨ onnen. Falls ja, dann w¨ are wiederum die Beschreibungs-
komplexit¨ at im Vergleich mit DFA interessant.
Schließlich k¨ onnte man auch die Beschreibungskomplexit¨ at beschr¨ ankter und unbeschr¨ ankter
Versionen ganz anderer zellularer Modelle betrachten. Beispielsweise k¨ onnte man zweidimen-
sionale Zellularautomaten [Smi71, Ter99], systolische Baumautomaten [Gru90] oder zellulare
neuronale Netze [Chu98] untersuchen.Literaturverzeichnis
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1997.Zusammenfassung
Zellularautomaten sind ein massiv paralleles Berechnungsmodell, das aus sehr vielen identi-
schen einfachen Prozessoren oder Zellen besteht, die homogen miteinander verbunden sind
und parallel arbeiten. Es gibt Zellularautomaten in unterschiedlichen Auspr¨ agungen. Bei-
spielsweise unterscheidet man die Automaten nach der zur Verf¨ ugung stehenden Zeit, nach
paralleler oder sequentieller Verarbeitung der Eingabe oder durch Beschr¨ ankungen der Kom-
munikation zwischen den einzelnen Zellen. Benutzt man Zellularautomaten zum Erkennen
formaler Sprachen und betrachtet deren generative M¨ achtigkeit, dann kann bereits das ein-
fachste zellulare Modell kontextsensitive Sprachen akzeptieren.
In dieser Arbeit wird die Beschreibungskomplexit¨ at von Zellularautomaten betrachtet. Es
wird untersucht, wie sich die Beschreibungsgr¨ oße einer formalen Sprache ver¨ andern kann,
wenn die Sprache mit unterschiedlichen Typen von Zellularautomaten oder sequentiellen Mo-
dellen beschrieben wird. Ein wesentliches Ergebnis im ersten Teil der Arbeit ist, daß zwischen
zwei Automatenklassen, deren entsprechende Sprachklassen echt ineinander enthalten oder
unvergleichbar sind, nichtrekursive Tradeoﬀs existieren. Das heißt, der Gr¨ oßenzuwachs beim
Wechsel von einem Automatenmodell in das andere l¨ aßt sich durch keine rekursive Funktion
beschr¨ anken.
Im zweiten Teil der Arbeit werden Zellularautomaten dahingehend beschr¨ ankt, daß nur eine
feste Zellenzahl zugelassen ist. Zus¨ atzlich werden Automaten mit unterschiedlichem Grad an
bidirektionaler Kommunikation zwischen den einzelnen Zellen betrachtet, und es wird unter-
sucht, welche Auswirkungen auf die Beschreibungsgr¨ oße unterschiedliche Grade an bidirek-
tionaler Kommunikation haben k¨ onnen. Im Gegensatz zum unbeschr¨ ankten Modell k¨ onnen
polynomielle und damit rekursive obere Schranken bei Umwandlungen zwischen den einzel-
nen Modellen bewiesen werden. Durch den Beweis unterer Schranken kann in fast allen F¨ allen
auch die Optimalit¨ at der Konstruktionen belegt werden.