The Motor-Free Visual Perception Test, revised (MVPT-R), provides a measure of visual perceptual processing. It involves different cognitive elements including visual discrimination, spatial relationships, and mental rotation. We adapted the MVPT-R to an eventrelated functional MRI (fMRI) environment to investigate the brain regions involved in the interrelation of these cognitive elements. Two complementary analysis methods were employed to characterize the fMRI data: (a) a general linear model SPM approach based upon a model of the time course and a hemodynamic response estimate and (b) independent component analysis (ICA), which does not constrain the specific shape of the time course per se, although we did require it to be at least transiently task-related. Additionally, we implemented ICA in a novel way to create a group average that was compared with the SPM group results. Both methods yielded similar, but not identical, results and detected a network of robustly activated visual, inferior parietal, and frontal eye-field areas as well as thalamus and cerebellum. SPM appeared to be the more sensitive method and has a well-developed theoretical approach to thresholding. The ICA method segregated functional elements into separate maps and identified additional regions with extended activation in response to presented events. The results demonstrate the utility of complementary analyses for fMRI data and suggest that the cerebellum may play a significant role in visual perceptual processing. Additionally, results illustrate functional connectivity between frontal eye fields and prefrontal and parietal regions.
INTRODUCTION
Researchers utilize skills such as object recognition (Sugio et al., 1999) , visual attention (Nakamura et al., 2000) , and examining the visual properties of letters (Raij, 1999) to investigate various aspects of visual perception. The Motor-Free Visual Perception Taskrevised version (MVPT-R) (Colarusso and Hammill, 1995) was designed to provide a reliable and valid measure of overall visual perceptual processing ability. We have adapted the MVPT-R to an event-related fMRI paradigm in order to identify localized changes in blood flow/oxygenation occurring during visual perception. The MVPT-R probes a number of visual perceptual functions including spatial relationships, visual discrimination, figure-ground perception, and visual closure. We therefore hypothesized that the MVPT-R would activate a large network of visual perception areas including primary visual, visual association, frontal, and parietal regions.
Normal volunteers performed MVPT-R tasks presented during an fMRI scan session in an event-related manner (Friston et al., 1998) . Participants were shown a test stimulus on a screen and were asked to identify from four choices the figure that contained the test stimulus within it (see Fig. 1 ). Following a choice response, a white asterisk was presented on a black background until the next set of stimuli, approximately 17 s later. Data were analyzed using a pluralistic approach, in which different methods can be used to validate, consolidate, and simplify interpretation of results as well as potentially uncover new findings not revealed by one method alone (Lange et al., 1999) . Analyses were performed with a model-based approach utilizing a canonical hemodynamic response function. Additionally, as our hypothesis included several different regions and the hemodynamic response function can vary across the brain as well as across individuals, we utilized a data-driven approach that does not require such a model. The approach we chose, independent component analysis (McKeown et al., 1998; Calhoun and Pekar, 2000) , has the additional strength of separating areas into different functional regions (e.g., motor, visual).
METHODS

Participants
Ten healthy volunteer participants, 2 females and 8 males (mean age 27 years), participated in the study. Participants were screened with a complete physical and neurological examination and the SCAN interview (Janca et al., 1994) , to eliminate participants with Axis I psychiatric disorders. All participants had good visual acuity without correction. The Johns Hopkins Institutional Review Board approved the protocol, and informed consent was provided by all participants.
Experimental Paradigms
A time line of the experimental paradigm along with an example figure is presented in Fig. 1 . Fifteen MVPT-R figures (approximately half the test battery) were presented an average of 17 s apart using the computer program E-Prime. A white asterisk on a black background was visible during the interstimulus intervals. For each item, a central test stimulus was presented above four other figures (one target and three distracters). The visual perceptual processing involved in selecting the target can be categorized into (1) spatial relationships, (2) visual discrimination, (3) figure-ground, and (4) visual closure. The target is in some cases hidden, rotated, darkened, or resized and thus incorporates a number of visual perceptual elements.
The four figures were arranged below the test stimulus numbered 1 through 4, from left to right, as in the MVPT-R test. The participants looked into a mirror to see a screen subtending approximately 25°of visual field. The figures were back-projected onto the screen and the subject indicated his/her item choice by pressing a fiber-optically monitored button panel. Buttons 1 and 2 were controlled by the index and middle fingers of the right hand, respectively, and buttons 3 and 4 were controlled by the index and middle fingers of the left hand, respectively. The buttons were held with the number 1 closest to the head and the number 4 closest to the feet of the participants. All figures remained on the screen until a choice was made (an average of 3.97 s). We recorded reaction times as well as response accuracy for each item for all participants.
Imaging Parameters
Scans were acquired on a Philips NT 1.5-T scanner. A sagittal localizer scan was performed first, followed by a T1-weighted anatomic scan (TR ϭ 500 ms, TE ϭ 30 ms, field of view 24 cm, matrix 256 ϫ 256, slice thickness 5 mm, gap 0.5 mm) consisting of 18 slices through the entire brain including most of the cerebellum. Next, we acquired functional scans over the same 18 slices consisting of a single-shot, echo-planar scan (TR ϭ 1 s, TE ϭ 39 ms, field of view 24 cm, matrix 64 ϫ 64, slice thickness 5 mm, gap 0.5 mm) obtained consistently over a 5-min period for a total of 300 scans. Ten "dummy" scans were performed at the beginning to allow for longitudinal equilibrium, after which the paradigm was automatically triggered to start by the scanner.
Data Analysis
Preprocessing
The images were first corrected for timing differences between the slices using windowed Fourier interpolation to minimize the dependence upon which reference slice is used (van de Moortele et al., 1997) . Next the data were imported into the Statistical Parametric Mapping software package, SPM99 (Worsley and Friston, 1995) . Data were motion corrected, spatially smoothed with a 6 ϫ 6 ϫ 10-mm Gaussian kernel, and spatially normalized into the standard space of Talairach and Tournoux (1988) . The data were slightly subsampled to 3 ϫ 3 ϫ 4 mm, resulting in 53 ϫ 63 ϫ 34 voxels. For display, slices 6 -30 were presented.
General Linear Model
Data from each participant were entered into a general linear model "fixed-effect" group analysis framework using SPM99. Our statistical model, using the conventional SPM analysis, employed stimulus functions (consisting of the times when the figures were presented to the participants) convolved with the standard SPM99 canonical hemodynamic response function consisting of the sum of two gamma functions. Data were high-pass (drift removal) filtered by entering sinusoidal functions into the model up to a frequency of 1/34 s as covariates and low-pass filtered by smoothing the data temporally with a 4-s Gaussian kernel. The resultant statistics were height corrected for multiple comparisons to P Ͻ 0.05 using a method derived from Gaussian random field theory (Friston et al., 1996) . Individual analyses were also performed to verify that the trends seen in this fixed-effect group analysis were also seen in each individual data set. Additionally, a secondary "random-effects" analysis was performed on the individual analyses with results strikingly similar to those of the fixed-effects analysis albeit with an uncorrected threshold of P Ͻ 0.001, suggesting these results are somewhat representative of the population as a whole (Woods, 1996) .
Independent Component Analysis
Independent component analysis (ICA) is a method that decomposes data into signals that are maximally independent. One method of performing such a decomposition is by minimizing the mutual information between components (Bell and Sejnowski, 1995; McKeown et al., 1998; Calhoun and Pekar, 2000) . The preprocessed data from each participant were arranged into a 2D matrix of space and time and entered into a spatial ICA analysis. Twenty components were estimated for each participant after reducing the data to this dimension via principal component analysis (PCA) in which greater than 99.5% of the variability in the data was retained. PCA is often employed as a data reduction step when ICA is applied to fMRI data although there is some concern that the signals of interest in fMRI may not be captured due to their small variance. However, previous work has successfully detected task-related components by choosing as few as 8 components (Peterson et al., 2000) to as many as 270 (Nakada et al., 2000) . Methods for estimating the number of independent components are currently an area of active investigation (Calhoun et al., 2001) . Our goal was to reduce the number of estimated components to ease the burden of interpretation (we could have had as many as 360 components per subject) without overreducing the data and excluding small variance signals (which could represent fMRI activation). We choose 20, as this provided a reasonable tradeoff between preserving most of the variance in the data while reducing the size of the data set considerably, thus making the analysis and interpretation less intensive.
The component maps (20 for each participant) were manually inspected for spatial structure and grouped into (1) motor, (2) visual, (3) cerebellar, (4) frontoparietal, and (5) orbitofrontal regions and (6) basal ganglia (C motor, j , C visual, j , C cerebellar, j , C frontoparietal, j , C orbitofrontal, j , and C basal_ganglia, j , where each C area, j is a component or image vector and j indicates the jth participant). In all areas but motor, the grouping was unambiguous and straightforward since the individual maps looked similar to the group average map presented in Fig. 3 (although not quite as smooth). In one subject we identified two components present in motor cortex. We were not sure whether this was actually two components or a single component which was not properly unmixed. To clarify this, we tried two possible approaches, (1) selecting the component that correlated (spatially) the highest with the other subjects' motor components and (2) calculating the sum of the two components within this subject. As both approaches yielded similar results for the group average map we present only the results from the first approach.
The components were normalized using the equation
for each component C area, j . Components within each area were then averaged across participants, i.e.,
where N is the total number of participants, to create a set of "group" ICA images. Note that we could have pooled the data from all subjects before entering them into the ICA. We chose to perform subject-specific ICA estimations to render our data-led analysis more homologous with the two-stage procedure used in a random-effects analysis with the general linear model. In both instances subject-specific parameters were estimated and then combined in a second level procedure. Each group image was converted to Z scores, thresholded at z ϭ 2.5, and overlaid onto one of the normalized EPIs. As the orbitofrontal component appeared to be drifting slowly in time due to slow participant motion it was not overlaid onto the EPI. The cerebellar component was also not overlaid as it was overlapping with many of the same regions from the visual component.
RESULTS
All participants performed well on this task, having an 85% average correct response (within 5% of the norm for this task) as summarized in Table 1 . Incorrect and correct responses were treated as equivalent in the model because we were primarily interested in gross visual perceptual processing rather than in differences in decision-making.
The SPM group analysis revealed activation in visual and visual association areas as well as frontal eye-field areas/dorsolateral prefrontal cortex (FEF/ DLPFC) and the supplemental motor area (SMA). Notably, there was a lack of positive parietal activity and there was extensive cerebellar activity. The images are presented in Fig. 2 , and a summary of some of the individual regions activated is provided in Table 2 .
The ICA group results are demonstrated in Fig. 3 . Each component grouping is represented in a different color. Note that primary motor, basal ganglia (BG)/ SMA, visual, and frontoparietal regions are separated into four different components. BG/SMA and primary motor regions are both shown in green, with a black outline demarcating the BG/SMA regions. Many of the regional locations identified in the ICA analysis corresponded to the SPM99 analysis. Note that visual areas were present to a slightly larger extent in the SPM analysis. This is likely due to our choice of thresholding the ICA maps (as there have been no studies of the relative power of the general linear model in relation to ICA). Also, of all the inferential approaches available, the general linear model parametric assumptions give the most sensitive tests (assuming a correct model) and as the primary visual areas are the most predictable element of this task, the GLM method was expected to perform well. Superior parietal (Brodmann area 7) and prefrontal (Brodmann area 10) regions were detected by ICA in the same component as the frontal eye-field areas (shown in blue).
Event-averaged time courses are presented from selected voxels in the preprocessed image data (Fig. 4a) and from the ICA time courses (Fig. 4b) . Averages are time locked to the presentation of the stimulus and are also averaged across all participants. Voxels from the preprocessed data were selected by choosing a local maximum in the activation map and averaging the two surrounding voxels in each direction. The amplitudes of the voxels in Fig. 4a are scaled relative to the visual area. The amplitudes of the ICA voxels are normalized to 1 for all time courses. Dashed lines indicate the standard error of the mean.
DISCUSSION
The MVPT-R provides an overall measure of visuospatial processing ability. It was thus expected that a large network of regions involved in visual and spatial perception would be activated. There is evidence from other studies during different, but related, tasks that cerebellar (Nitschke, 2000) , parietal integrative (Wojciulik and Kanwisher, 1999; Sugio et al., 1999; Nakamura et al., 2000) , and frontal eye-field regions (Corbetta et al., 1998; Nobre et al., 2000) may be involved in addition to primary visual areas. We there- Note. A selection of areas detected by the SPM analysis (determined by selecting a local statistical maximum within each region) along with their Talairach coordinates. Voxels above the threshold were converted to Talairach coordinates and entered into a data base to provide anatomic and functional labels for the left (L) and right (R) hemispheres. The volume of activated voxels in each area is provided in cubic centimeters. Within each area, the maximum T value and its coordinate are provided. The uncorrected P value for the nearest maximum from the random-effects analysis is presented in the right column. Note. Average duration (in s) that the participants took to determine the matching figure along with accuracy results. Scores were within 5% of the norm for the MVPT-R test. fore expected that all the primary visual areas and many visual association areas would be activated. This was the case in both the SPM analysis and the ICA analysis, for Brodmann areas 17, 18, and 19. Additionally, activations in FEF/DLPFC and cerebellar regions were observed in both analyses.
In addition to the activation maps from both analyses, we present the time courses in Fig. 4 from both the preprocessed data and the ICA analysis. In Fig. 4a1 , the voxels from the FEF and visual areas demonstrate similar variance (cf. the standard error indicated by dotted lines in the graph) but the visual areas have greater amplitude. In Fig. 4a2 , relative to the visual voxel, both time courses have a slightly larger variance, whereas the basal ganglia has an earlier rise time and the superior parietal region has both a later
FIG. 2.
Results from the SPM group analysis (N ϭ 10). SPM T maps are displayed over one of the normalized EPIs. Images were thresholded at P Ͻ 0.05 (corrected for multiple comparisons).
rise time and a longer duration. The extended duration suggests superior parietal involvement in extended processing such as would be required in the visuospatial integration and figural selection. The superior parietal lobe has been implicated in mental rotation, another element of our paradigm, in a previous fMRI study (Tagaris et al., 1996) .
The visual area from the ICA analysis (Fig. 4b1) has low variance, but is prolonged relative to the voxel from the raw data. This reflects a spread of hemodynamic latencies across the visual cortex. Note that the ICA time course reflects the temporal activity in all the suprathreshold voxels rather than in a single voxel (as plotted from the raw data). The basal ganglia time (N ϭ 10) . Independent component analysis results for the motor (green), basal ganglia/ supplemental motor area (green with black border), frontoparietal (blue), and visual (red) regions displayed over one of the normalized EPIs. The group-averaged ICA maps were thresholded at Z ϭ 2.5. course (Fig. 4b2) looks quite similar to that in Fig. 4a2 , suggesting that the activated BG areas have a largely homogeneous temporal activation pattern.
In both the SPM and the ICA methods a decreasing signal (not shown) following figural presentation was detected in the inferior parietal region, bilaterally (Brodmann areas 39/40). This decrease may be due to (1) eye movements (FEF activation and inferior parietal deactivation) (Leigh and Zee, 1991) , (2) working memory (DLPFC activation and inferior parietal deactivation) (Goldberg et al., 1990) , or (3) both eye movements and attention (FEF activation related to eye movements and inferior parietal deactivation related to the attentional component of the task) (Steinmetz et al., 1994) . A recent study noted deactivations in inferior parietal regions during a visuospatial attentional task (Casey et al., 2000) . Though intriguing, more information from other imaging modalities is required to discern a specific mechanism for the deactivated inferior parietal regions.
The ICA analysis clearly identified primary motor regions. Since the participants were responding with both hands, it is not surprising that the SPM analysis did not identify motor regions for the left and right primary motor cortex, but did identify the SMA (which should be activated for either hand). An alternative analysis with separate regressors for right hand and left hand (and delayed by the participant's reaction times) also failed to identify the primary motor regions (results not shown). We were surprised that SPM did not detect the motor regions in such a case. We thought this might be because the shape of the response was sufficiently different from the canonical hemodynamic response used. The ICA time course from the motor region demonstrated considerably longer duration that the standard SPM canonical hemodynamic response. To address this, we attempted a subsequent analysis using a four-term Fourier basis set with separate regressors for the left hand and the right hand. The results were also unsuccessful in identifying motor areas.
The event-related SPM methods assume that the hemodynamic response is the same for each event, whereas ICA allows the response shape to change from event to event. This makes sense given the greater variability in the event-related average of the motor component compared with, e.g., the visual component. A possible confound is that ICA can detect motor regions for resting state scans (when the participant is not performing a task at all) due to correlations between the left and the right motor cortex (Biswal et al., 1995) . However, since the time courses of the motor areas appear somewhat task-related (see Fig. 4b2 ) the motor activation we detected does not appear to be due to non-task-related correlations (which would be randomly fluctuating and not expected to average constructively). We also noted opposite signs in some of the ICA maps between the left and the right cortex, which makes sense given the complementary use of the left and right hand in the MVPT-R paradigm. The motor response was not of primary interest for this task; however, the ability to identify motor regions aids in the interpretation of the results and is a strength of the ICA method. While it might have been interesting to explore the relationship between task performance and brain activation, such an analysis would require more participants and a greater degree of variability in performance.
The cerebellum has been implicated in visual tasks involving predictive saccades (O'Driscoll et al., 2000) but there is evidence that it may be better understood as being involved in diverse cognitive processes (Bloedel and Bracha, 1997). There is evidence for cerebellar involvement in mental rotation (Parsons et al., 1995) , one component of our test battery. We were surprised to observe such extensive (52 cc) cerebellar activation (see Figs. 2 and 3) , well beyond that which might be expected from a short button press. In addition to the matching component that occasionally required mental rotation, there was a 90°shift required for our task, as the button box was vertically arranged/configured while the figures were presented horizontally. Additional experiments would be required to resolve the extent to which this rotation contributed to the activation observed.
CONCLUSIONS
We examined the neural correlates of a task, designed to measure visual perceptual processing, that has never before been utilized in an fMRI environment. We have shown that the MVPT-R test battery activates a large network of areas, including primary visual, visual association, frontal, parietal, and cerebellar regions. These areas are detected using two complementary data analysis methods combined in a "pluralistic" approach which may provide an enhanced understanding of fMRI results (Lange et al., 1999) : The general linear modeling methodology, as implemented in SPM (Worsley and Friston, 1995) , and independent component analysis, as newly extended by us, appear to be suitable for group inferences. The GLM is a univariate approach and allows for classical hypothesis-led inference, whereas ICA is a more flexible, multivariate, data-led approach. Both methods detected similar, but not identical regions. The SPM regression analysis appeared to be more selective and sensitive, especially to primary visual and cerebellar regions, whereas ICA detected superior parietal and prefrontal regions that demonstrated extended activation following the stimulus. Additionally, ICA detected motor components that were not detected via SPM. Both methods detected signal decreases in inferior parietal regions following figural presentation. Finally, cerebellar activation was more extensive than expected, suggesting a significant cerebellar role in the MVPT-R task.
