Stein kernels are a way of comparing probability distributions, defined via integration by parts formulas. We provide two constructions of Stein kernels in free probability. One is given by an explicit formula, and the other via free Poincaré inequalities. In particular, we show that unlike in the classical setting, free Stein kernels always exist. As corollaries, we derive new bounds on the rate of convergence in the free CLT, and a strengthening of a characterization of the semicircular law due to Biane.
Introduction
Let M be a von Neumann algebra and ϕ a faithful normal state. Let P = C t 1 , . . . , t n be the algebra of noncommutative polynomials in n variables t 1 , . . . , t n .
We are interested in Stein kernels, which were defined in [10] as follows: Definition 1.1. A free Stein kernel for a n-tuple X, with respect to a potential V ∈ P, is an element A ∈ L 2 (M n (M⊗M op , (ϕ ⊗ ϕ op ) • Tr)) such that for any P ∈ P n we have
[DV ](X), P (X) ϕ = A, [J P ](X) (ϕ⊗ϕ op )•Tr .
The free Stein discrepancy of X relative to V is defined as
where the infimum is taken over all admissible Stein kernels A of X. In this definition, DV is the cyclic gradient of the potential V , and J P is the Jacobian matrix of P . We shall recall the precise definitions of these notions in Section 2.
The motivation behind this definition is that (1 ⊗ 1 op ) ⊗ I n is a Stein kernel for X relative to V if and only if X is a free Gibbs state with potential V . Hence these kernels and the discrepancy give an estimate of how far away X is from being this Gibbs state. When V is the quadratic potential 1 2 n i=1 t 2 i , this corresponds to the situation where the reference state is an n-dimensional semicircular law. Stein kernels have been used to establish functional inequalities, and to estimate rates of convergence in approximation theorems, such as the free central limit theorem. Their classical counterpart are one way of implementing the now widely used Stein's method [16, 15] to bound distances between probability distributions. Another way of implementing Stein's method that has recently been adapted to the context of free probability is to use it in combination with Malliavin calculus [11] . Remark 1.1. Instead of working with polynomials, we could consider power series P (R) , as in [10] . All the results proven below remain valid in that generality, by approximation with polynomials.
An immediate constraint is that for a Stein kernel to exist, a necessary condition is that ϕ([DV ](X)) = (0, . . . , 0), since otherwise we would get a contradiction by testing the above identity with constant polynomials. We shall show that this is also a sufficient condition:
and any self-adjoint n-tuple X = (x 1 , . . . , x n ) ∈ M n , there exists a Stein kernel for X relative to V . This result stands in contrast with the situation in the classical setting, where Stein kernels may not exist, and known constructions typically require some regularity condition [6, 8, 14] .
We shall give two constructions that work in full generality: one explicit construction, with an exact formula, and one implicit, via the Riesz representation theorem. Interestingly, the two constructions do not give the same kernels, which in particular implies that free Stein kernels are never unique. In the classical setting, Stein kernels are not generally unique in dimension higher than two, but are unique for one-dimensional measures with nice density.
An immediate consequence of our constructions will be the following rate of convergence in the free CLT, obtained via Theorem 5.2 of [10] : Theorem 1.3. Let (X (i) ) i∈N be a sequence of freely independent, identically distributed n-tuples of self-adjoint random variables. Assume that each of them are centered, and that the covariance matrix of X = (x 1 , . . . , x n ) is the identity. Let 
with a constant C that only depends on the free Fisher information and the norm of X.
As an immediate corollary obtained via a comparison to the Stein discrepancy proved in [5, Section 2.5], we obtain the rate of convergence
for the non-commutative 2-Wasserstein distance of [3] from Y k to a n-tuple S of free standard semicircular variables. Interestingly, obtaining such rates in classical probability under boundedness or moment assumptions is much more difficult, since Stein kernels may not exist [4, 17] . For one-dimensional free probability, a sharper rate, without the logarithmic factor, has been obtained in [7] . A rate of convergence at the level of the Cauchy transforms of polynomial evaluations was obtained in [12] ; see [1] for an improved result.
Explicit formula
In this section, we want to prove existence of free Stein kernels for an arbitrary potential by providing an explicit formula. This requires some notation.
The unital complex algebra P = C t 1 , . . . , t n becomes a * -algebra if it is endowed with the involution * : P → P, that is the unital antilinear map uniquely determined by (P Q) * = Q * P * and t * i = t i for i = 1, . . . , n. This map naturally induces an involution * : P ⊗ P → P ⊗ P on the algebraic tensor product P ⊗ P over C by (P ⊗ Q) * = P * ⊗ Q * .
Furthermore, we define on P ⊗ P the binary operation
as well as the multiplication mapping
and the flip mapping
We may view P ⊗ P as an P-P-bimodule via the natural actions that are determined by
. Accordingly, we can consider derivations d on P with values in P ⊗ P, i.e., linear maps d : P → P ⊗ P that satisfy the Leibniz rule
for all P, Q ∈ P.
Based on this terminology, we may introduce the non-commutative derivatives ∂ 1 , . . . , ∂ n as the unique derivations
that satisfy ∂ i (t j ) = δ ij 1 ⊗ 1 for j = 1, . . . , n. Further, we will work with the linear map δ : P → P ⊗ P,
which is easily checked to be a derivation as well. Note that we can write δ(P ) = [P, 1 ⊗ 1] with respect to the P-P-bimodule structure of P ⊗ P. From their definitions, one easily infers that those derivations are related by the formula
We point out that this formula underlies the proof of Proposition 3.2 below. For any given P = (P 1 , . . . , P n ) ∈ P n , the Jacobian matrix J P of P is defined by
Associated to the noncommutative derivatives are the so-called cyclic derivatives; those are the linear maps
For any given potential V ∈ P, we denote by DV the cyclic gradient of V which is defined as
For every n-tuple X = (x 1 , . . . , x n ) of self-adjoint operators in the von Neumann algebra M , we have a canonical evaluation homomorphism ev X : P → M that is determined by ev X (1) = 1 and ev X (t i ) = x i for i = 1, . . . , n; we put P (X) := ev X (P ). Analogously, we define Q(X) := (ev X ⊗ ev X )(Q) for every Q ∈ P ⊗ P. Even though by definition Q(X) ∈ M ⊗ M , we will often view Q(X) as an element in M ⊗ M op ; note that then (Q 1 ♯Q 2 )(X) = Q 1 (X) · Q 2 (X) for all Q 1 , Q 2 ∈ P ⊗ P. Similarly, we can evaluate elements in P n and M n (P ⊗ P).
On the complex vector spaces M n and M n (M ⊗ M op ), we may introduce the inner products ·, · ϕ and ·, · (ϕ⊗ϕ op )•Tr by
for all X = (x 1 , . . . , x n ), Y = (y 1 , . . . , y n ) ∈ M n and by
where B * is given by B * = (b * j,i ) n i,j=1 . Now, we are ready to formulate the announced theorem which gives a free Stein kernel by an explicit formula. This is inspired by an unpublished note of Giovanni Peccati and Roland Speicher, where
Given any V ∈ P, the matrix
Proof. Let P ∈ P be given. Remark that, in M n (M ⊗ M op ),
where A♯(J P ) * is the element of M n (P ⊗ P) whose (i, j)-coefficient is
If i = j, we can pursue the computation of the diagonal (i, i)-coefficient, namely
from which we deduce that
Using this observation, we may now check that
which is the asserted formula. Now, if V = 1 2 n i=1 t 2 i and X is centered, we have
and consequently,
which concludes the proof.
Construction via a free Poincaré inequality
In this section, we adapt the construction of [8] to the free setting. To state our results, we first define free Poincaré inequalities:
Definition 3.1. A self-adjoint n-tuple X satisfies a free Poincaré inequality with constant C is for any polynomial P ∈ P we have
The best possible constant in this inequality will be denoted by C opt (X).
In [2] , Biane showed that the best constant in the Poincaré inequality for a semicircular law is one, and that this property characterizes it among all n-tuples with covariance matrix equal to the identity. We shall later see a refinement of this result. The Poincaré constant is always finite, and satisfies the following bound: Proposition 3.2. Consider a self-adjoint n-tuple X = (x 1 , . . . , x n ). For any self-adjoint P ∈ P we have
where X := max n i=1 x i . If P is not self-adjoint, we have
The first part is a result of Voiculescu, which can be found in [9, 13] . The second part is a trivial extension to non self-adjoint polynomials: if we consider a general P , it can be written as P = P 1 + iP 2 . Then
We note that if ϕ is tracial, then the bound on C opt (X) given in Proposition 3.2 can be improved to C opt (X) ≤ 2n X 2 , with the same proof based on (1) as in the self-adjoint case.
The construction we shall now see will lead to the following estimates:
Then there exists a free Stein kernel A for X relative to V , and moreover it satisfies
In particular, if X = (x 1 , . . . , x n ) is centered and satisfies
Before giving the actual construction, it will be convenient to introduce the free Sobolev space H 1 (µ) associated to a noncommutative distribution µ : P → C. We can think of it as the distribution associated to a n-tuple of variables µ : P → C, P → ϕ(P (X)). We can define on P n a sesqui-linear form ·, · H 1 (µ) by
The latter then induces an inner product on the quotient space P n /N µ , which we denote again by ·, · H 1 (µ) , where N µ := {P ∈ P n | P, P H 1 (µ) = 0}. Unlike in the classical setting, there may be nonconstant tuples of polynomials in N µ , since due to relations between the x i the Jacobian matrix [J P ](X) may be zero. The Hilbert space obtained by completing P n /N µ with respect to the norm · H 1 (µ) induced by ·, · H 1 (µ) is then denoted by H 1 (µ).
Remark 3.1. In view of the classical setting, it would be more natural to define the scalar product on H 1 (µ) as µ(Q * P ) + (µ ⊗ µ) • Tr (J Q) * ♯(J P ) . Because of the Poincaré inequality, the two norms would be equivalent on P n /N µ , and for our purpose the definition we gave above is better adapted.
Proof of Theorem 3.3. Let µ be the distribution associated to the X i . The application
is a linear form over P n . We shall show that there exists a constant C > 0 such that
where · H 1 (µ) stands for the semi-norm induced by ·, · H 1 (µ) on P n . Once we will have proved this, we may infer from the definition of N µ that f V,X is invariant by adding an element of N µ , so that we can view it as a linear form on the quotient space H 1 (µ); in fact, we see that this yields a continuous form on H 1 (µ). Thus, we shall be able to apply the Riesz representation theorem: there exists a unique element Q 0 of H 1 (µ) such that for any element P of H 1 (µ) we have
• Tr)) which extends to H 1 (µ), and denoting by [J Q 0 ](X) the image of Q 0 via this isomorphism, we have
for any element P of P n and hence [J Q 0 ](X) would be a free Stein kernel for X, relative to V . So all that is left to show is (2) . As pointed out in [8] , this continuity can be proved when a Poincaré inequality holds. Indeed, if we consider an element P = (P 1 , . . . , P n ) ∈ P n , then we have, by Proposition 3.2 and since ϕ([DV ](X)) = (0, . . . , 0) by assumption,
This implies existence of a Stein kernel A = [J Q 0 ](X), and moreover it sat-
Expanding the square in the definition of the discrepancy then yields
Note that the construction is inherently different than the one from Section 2: while this one is the Jacobian of an element of H 1 (µ), the first one is not. In particular, since projecting on the L 2 -closure of the subspace [J (P n )](X) = {[J P ](X) | P ∈ P n } reduces the norm, the second one has the smallest possible norm, and hence gives rise to the infimum in the definition of the Stein discrepancy. More generally, two free Stein kernels for the same potential can differ only by an element in [J (
An interesting immediate corollary is the following reinforcement of Biane's characterization of the semicircular law. It is a free counterpart of a result of [8] on Gaussian distributions. Hence not only the semicircular law is the only isotropic distribution with Poincaré constant equal to one, but among all such distributions, if the Poincaré constant is close to one, then the variable must be close to a semicircular law. In fact, as Corollary 3.4 shows, this holds not only for isotropic distributions but more generally for distributions that come from n-tuples X = (x 1 , . . . , x n ) of centered self-adjoint variables satisfying n i=1 ϕ(x 2 i ) = n.
