We propose a modulus based zero-forcing (MZF) detector for multi-input multi-output (MIMO) channels. Traditionally, a ZF detector nulls out interference from other layers when detecting a certain layer. While this is conceptually simple, it can result in considerable noise-enhancement. In many communication systems, finite alphabets such as M quadratureamplitude-modulation (QAM) are used, which comprises √ M pulse-amplitude-modulation (PAM) symbols in both the real and imaginary components. With finite alphabets, one feasible way to improve ZF detection is to allow controllable interference that can be removed away by a modulus operation.
I. INTRODUCTION
We consider a multi-input multi-output (MIMO) channel with a real-valued 1 received signal model as y = Hx + n.
(1)
Given model (1) , detecting x is referred to as the MIMO detection problem, which has a long history and a review can be found in e.g., [2] . In general, maximum likelihood (ML) detection [3] yields optimal performance but has prohibitive complexity whenever the MIMO dimensions and the cardinality of input alphabet are large. Effective implementations of ML detection, such as sphere-decoding (SD) [4] can significantly reduce the complexity, but not overcome an exponential complexity in the number of symbol layers [5] . On the other hand, linear detectors [3] such as zero-forcing (ZF) and linear minimum mean-square-error (LMMSE), have low complexities but also suboptimal performances. One direction for improving linear detection is lattice-aided-reduction (LAR) [6] , [7] based approaches, which use lattice-reduction (LR) algorithms such as Lenstra-Lenstra-Lovász (LLL), to find a short and nearly orthogonal basis for the lattice induced by the MIMO channel [8] .
Other than the existing approaches [2] , as the transmitted symbols are drawn from finite alphabets such as quadrature amplitude modulation (QAM) and pulse amplitude modulation (PAM), modulus arithmetic operation can be used in MIMO detection to improve the performance. The modulus operation has been used in Tomlinson-Harashima precoding (THP) [9] , [10] as a suboptimal approximation for dirty-paper coding (DPC) [11] , and recently it has also be considered in the design of integer-forcing (IF) receivers for MIMO channles [12] - [14] . The IF scheme in [12] requires the transmitter to employ the same lattice code [15] for each of the transmitted layers, which however, does not apply in current communication systems such as Long-Term-Evolution (LTE) [16] . Besides, with higher-oder modulations such as p-PAM, designing lattice codes over Z p is challenging [15] . Simpler IF receivers dealing with linear binary codes such as turbo codes and LDPC codes are proposed in [13] , [14] , and the designs follow the same principle as in [12] . One disadvantage of IF receivers is that each transmit-antenna needs a separate encoding/decoding process. Further, the IF design in [13] needs a separate encoding/decoding process per transmit-antenna and per bit-layer for higher-order modulations. Another disadvantage is that, the receiver has to detect linear combinations of codewords transmitted on all antennas first, followed by a matrix inversion (over the finite-field) to recover the transmitted codeword on each layer.
To overcome these disadvantages of IF receivers, we consider a new approach to improve linear detection through a non-linear modulus operation, namely, the proposed modulus ZF (MZF) detector [1] . Note that, the MZF is conceptually different from IF receivers, although they share some similarities. A fundamental difference is that, with MZF there is no lattice encoding/decoding process needed; whereas IF receivers require the same lattice codes to be implemented on all transmit-antennas. In a simpler way, we design MZF detector such that the signal sent from each transmit-antenna can be recovered separately by removing interference from other transmit antennas with a modulus operation. Further, the symbol detections are independent and fully in parallel for different transmit-antennas. Such a principle simplifies the detection process, and can be well cooperated into practical systems. To achieve this, the modulus matrix is carefully designed and optimized according to a specific modulationorder with the proposed MZF detector.
II. PRELIMINARIES
With model (1), the N × K channel matrix H is known to the receiver, and x = [x 1 . . . x K ] T contains PAM symbols (real and imaginary components of M -QAM symbols) from an alphabet A = {±1, ±3, . . . , ±( √ M − 1)}. The noise n comprises independent and identically distributed (i.i.d.) random Gaussian variables with zero-mean and a variance N 0 /2. As the transmit power depends on M , the signal-tonoise (SNR) is defined as 2E[|x k | 2 ]/N 0 .
We start with reviewing a standard ZF detector, given bŷ
where K × N matrix H + is the pseudo-inverse of H, and Q A (·) denotes entry-wise quantization to a nearest point in the constellation set A. The detection in (2) can be rewritten in a per-layer manner aŝ
For later use, we can replace δ k with τ δ k (τ > 0 is a real value), and equivalently work with
where w k is Gaussian noise with zero-mean and a variance N 0 ∥τ δ k H + ∥ 2 /2.
III. DESCRIPTION OF PROPOSED METHOD
The main issue with ZF is that ∥δ k H + ∥ 2 is typically large which results in noise-enhancement. To combat that, we make use of the underlying idea of THP but apply it to detection, and without any involvement of the transmitter.
To do that, we propose to replace (3) with
where q k = [q k,1 , q k,2 , . . . , q k,K ] and q k,ℓ ∈ 2Z, i.e., the even integers. With that,
and the effective noise power changes to 1/∥(τ δ k +q k )H + ∥ 2 . Based on (7) , hard-output detection of x k from r k can be obtained by applying the following property.
where α ≥ 1, |z| < 2, and both p m and b m −1 are even integers. Then,
Proof: It can be directly verified. Let us now first consider α = 1 (other values are discussed in Sec. IV-A). In view of Property 1, we see that q kℓ and x ℓ in (7) qualify as p m and b m . Further, from the condition |z| < 2 we have that, τ must be selected such that
To finalize the detector, we let
which can be expressed as
Note that, in general the noisew k has a complicated distribution after the modulus operation in (10) . Nevertheless, the detected symbolx k can now be obtained aŝ
where the quantization is implemented on τ A = {τ s : s ∈ A}.
Note that, if τ x k + w k = 2 + ϵ for some small ϵ > 0, then after the modulus operation in (10) , an error may occur with
, at high SNR such wrap seldom happens andw k = w k with high probability. That is, the noisew k is "nearly" Gaussian [17] , [18] . Further, for symbol x k with small magnitude,w k = w k holds with much higher probability than for x k with large magnitude. To ensure equal error probability for all constellation points, we design the parameter τ such that:
The distance from 2 to the largest constellation point in τ A is half the distance between two points in τ A.
Following this rule results in
which satisfies (9) , and with out loss of generality we assume that log 2 √ M is an integer. For instance, if M = 4, i.e., 4-QAM modulation is used for the complex-valued model and x comprises 2-PAM symbols, then τ = 1. Similarly, if 16-QAM or 64-QAM modulation are used so that x comprises 4-PAM or 8-PAM symbols, τ equals 1/2 or 1/4, respectively.
With (12) , to optimize the receiver we should solve 2
where
The problem (13) is an instance of SD over integers [6] , and without any further extensions, pseudo-code for implementation of the MZF detector is given in Algorithm 1. We remind the reader that the inputs H and y to the algorithm are assumed to be real-valued, while M denotes the cardinality of the complex-valued QAM constellation.
A. Some Remarks on the MZF Detection
With the principle of MZF detection introduced, we have a few important remarks as follows.
Remark 1. The MZF is an extension of the traditional ZF,
where the latter is the special case of the former when
where ⊙ denotes the Hadamard product. Therefore, from the perspective of post-processing SNR γ k , MZF is always superior to ZF.
Remark 2. Following Remark 1, when (15) holds, the modulus operation is not needed and the MZF degrades to the ZF.
Remark 3. In general the minimum value achieved by q opt k increases as τ decreases. That is, for an alphabet A with large cardinality, the gain of MZF decreases.
To resolve the issue mentioned in Remark 3 and to further improve the detection performance, some useful extensions will be developed later in Sec. IV. Next we show that, the MZF detector can achieve the same diversity-multiplexing trade-off (DMT) as the IF receivers.
Preprocessing for each coherence interval
Executed for every channel observation 3: for k = 1 to K 4: [14] , the target is to optimize the modulus matrix P ∈ Z K×K which is full-rank 3 over R (the set of real numbers). The row vectors p k of P are found by maximizing the post-processing SNR as
Comparing (16) to (13), with MZF detection we constrain p k in an IF receiver to have the form
With MZF detector, the degrees-of-freedom (DoF) in designing P is less than that with IF receivers. However, the MZF detector also achieves the optimal DMT [21] just as IF receivers, (following a similar proof to [12, Theorem 5]). Therefore, from an information-theoretic perspective, the MZF detector does not sacrifice much performance compared to IF receivers, whereas the latter one has much higher encoding/decoding complexity.
IV. EXTENSIONS OF THE MZF DETECTION
In this section we introduce some extensions to the basic MZF detector for further improving the detection performance. Extensions 1 and 4 are generalizations of the basic Algorithm 1, and Extension 2 resolves the issue with higher-order modulations and improves the performance for weak bit-layers. In addition, Extension 3 is a decision feedback version of Extension 2, similar to [14] .
A. Extension 1: A Scaled Modulus
This first extension arises from a slight relaxation of α = 1 in the MZF detector. From Property 1, we can replace (10) by
This requires us to optimize, instead of (13),
Solving (18) is harder than (13) since it can be regarded as an instance of non-coherent SD. Instead, we solve (13) first, and then insert the obtained optimal q k into (18) to find an optimal 4 α. That is, q opt k is obtained with (13) , and
Extension 1 is intuitive, but the gain seems marginal according to numerical tests.
B. Extension 2: Bit-wise Modulus Zero-Forcing
An underlying assumption of Extension 2 is that, the bitmapping to the symbols in A follows a natural labeling [13] , [14] , that is, a PAM symbol x k is mapped according to
where u k,b ∈ {±1} corresponds to transmitted information bits. Using Algorithm 1, the bit u k,b is determined by the output
As M increases, τ decreases and the gain of MZF detector vanishes. To deal with large M , we extend the symbol-based MZF detector in Algorithm 1 to a bit-wise version.
Note that we can rewrite (7) as
Supposing that we are interested in the n-th bit u k,n , we let
which belongs to a 2 n -PAM alphabet. Setting τ = 2 1−n in (21) yields
It can be easily seen that 1
so it qualifies as a valid value of q k,ℓ , and u k,n is detected aŝ u k,n = sign(z k ).
For each bit-layer, a different value of τ is used and only a sign operation is needed for detection. Extension 2 has a complexity increment over Algorithm 1 since an optimization to find q k is needed for each bit-layer.
According to Remark 2, when detecting the last bit-layer and if (15) holds, the ZF estimate shall be used for detection, while for detecting the other layers, modulus operations are still needed to cancel the transmitted bits corresponding to higher bit-layers. Psuedo-code for the MZF with this extension is summarized in Algorithm 2.
C. Extension 3: A Decision Feedback Version of Extension 2
An obstacle with Extension 2 is that τ decreases as n grows, and as previously mentioned, performance deteriorates. Small values of n correspond to weak bit-layers, and large n correspond to strong bit-layers. Thus, with Extension 2, predominantly the weak bit-layers can gain by the MZF, while the gain could be minuscule for strong bit-layers. A gain for weak bit-layers is important since it is typically these bit-layers that limit ultimate performance 5 . However, we can also harvest a gain for strong bit-layers via a decision feedback mechanism. To prevent error propagation in decision feedback equalization, strong bits are typically detected first and then canceled. That option is not available for the MZF, and we detect the weakest bit-layer first and then move on to stronger ones.
The method works as follows. First set n = 1 and follow Extension 2 verbatim to obtainû 1 = [û 1,1 ,û 1,2 , . . .û K,1 ] T . For notational convenience, define y 1 = y. Now construct
Provided thatû 1 is correct, y 2 is described with the same MIMO channel as y 1 , but with √ M /2-PAM rather than √ M -PAM inputs. Next, move on to n = 2 and keep τ = 1. Since nor the value of τ neither the channel H has changed, the optimal vector q k for n = 2 coincides with that already found for n = 1. We then have that for y 2
andû k2 is obtained by taking the sign of z k as in (23). We proceed by for k = 1 to K 8:
for n = 1 to σ 9: if n = σ and q opt k −δ k ⊙q opt k 2 = 0, then 10:
else 12: r k = (τ (n)δ k + q opt k )H + y 13: z k = (r k mod 4) − 2 14: end if 15:û k,n = sign(z k ) 16: end for 17: end for and continue the process until all bit-layers have been detected.
Similarly, according to Remark 2, whenever (15) holds, the ZF estimate shall be used. Pseudo-code is provided in Algorithm 3.
Extension 3 is similar to Extension 2 in the sense that, the detection for all bit-layers only needs to take the signs of z k as in (23), but it has less complexity since only one optimization of (13) is needed which is shared for all bitlayers. A drawback with Extension 3 is that, as for all decision-feedback based detectors, the processing of the bitlayers cannot be parallelized, which is however, possible with Extension 2. Another drawback is potential error-propagation at low SNRs. 
D. Extension 4: Replacing ZF by LMMSE
So far we have introduced modulus arithmetic detection using ZF, however, H + can also be replaced by other linear detectors 6 such as LMMSE, which sets
In vector form, and with the introduction of a matrix T , the received signal after equalization is
where T = (τ I+Q). The target of optimizing q k in this case, is to minimize the interference plus noise power that equals
Note that, when H + is the pseudo-inverse of H, E degrades to B. The reason for introducing Extension 4 is that, the ZF detector is in general suboptimal to LMMSE, and the modulus operation based on LMMSE can be better at low SNRs. As only H + is replaced by LMMSE in Extension 4, all Algorithms 1-3 apply verbatim.
There are other possible variations of the MZF detector, but we will not pursue any of them further. Instead we put an interest on comparing the MZF detector to a traditional LAR detector. The reason is that, solving (13) involves significant complexity, and we put forth an approximated solution based on LR with less computational efforts.
V. A SOLUTION BASED ON, AND A COMPARISON TO, LATTICE REDUCTION
There are two reasons for comparing MZF with LR. One is that a suboptimal solution for (13) can also use the LR based approach, while the other reason is that the obtained MZF detector allows for a direct comparison to the LAR detector. In both LAR and MZF, the most burdening task is to execute the LLL algorithm [8] (or other similar algorithms), thus the complexities of the LAR and MZF detectors become virtually identical. However, as shown later in simulation results, the detection performance of the MZF detector is superior to the LAR detector.
A. A Quick Review of LAR
Given (1), LAR starts by performing the LLL algorithm on H, so that we obtainĤ = HT where T is unimodular and H is nearly orthogonal. With z = T −1 x we have y =Ĥz + n.
Performing ZF based onĤ and quantizing to the nearest integers givesẑ
from which one can obtainx = Q A (Tẑ). Clearly, onceĤ has been established, the remaining steps are of minuscule complexity. At this point, we see that the LAR and MZF detectors are closely related but not equivalent. Prior to quantization in (31), we can write
Since T is unimodular, so is T −1 .
On the other hand, written in vector form, (6) equals
Comparing (32) and (33) with τ = 1, in both cases r equals an integer-valued matrix multiplied with the transmitted symbols plus additive Gaussian noise. However, there is no particular structure for the matrix T −1 in (32) (other than being unimodular), and the modulus operation in (10) is not available. This makes LAR, i.e., (32) and MZF, i.e., (33) fundamentally different, as the structure of (32) requires further processing via (31), while (33) allows for further processing via (10) .
B. An Approximate Solution to (13) 
based on LLL
In (13) we have the following problem to solve
where we removed the subscript k, and the vectors are rowvectors. Perform the LLL algorithm to B T so that we havē B = B T T . Since B = −H + the LLL algorithm needs, similar to LAR, to be executed only once per coherence interval. We can now proceed as in the LAR case witĥ z = Q Z (B −1 b T ), and followed by q opt = [Q 2Z (Tẑ)] T .
Note that, the optimization (34) itself is also a MIMO detection problem, therefore, there are also other low-complexity suboptimal algorithms to solve (34), such as through ZF or partial marginalization [19] . Next in simulations, we focus on two approaches for solving (34): the optimal SD and the suboptimal LLL solutions, respectively.
VI. NUMERICAL RESULTS
In this section, we show some numerical results of the proposed MZF detector, as well as its extensions. In all tests, we test under 2K × 2K real-valued MIMO channels (each element is an i.i.d. Gaussian variable with zero-mean and a unit-variance), and with √ M -PAM modulated symbols, which are transfered from K × K complex-valued MIMO channels and M -QAM modulated symbols, respectively.
A. SINR Improvements
In Fig. 1, we show the post-processing SNR improvements with the MZF detector using Algorithm 1, and compare them to a traditional ZF detector with different PAM modulations (i.e., τ values). As can be seen, the SNRs are greatly improved, in particular for low-order modulations (or the weak bit-layers of high-order modulations in Extension 2). When τ decreases, the gains decrease as expected. We also test the MZF detector using Extension 1, where we can observe only marginal gains (not shown in Fig. 1 ). Therefore, in the remaining tests we always set α = 1.
B. Uncoded Bit-Error-Rate (BER)
Next we show the uncoded BER performance. In Fig. 2 we compare the MZF detector with both the ZF and the ML detectors under 6×6 MIMO and 4-PAM modulation. The MZF uses SD to find the optimal values of q k . As can be seen, the MZF detector without extensions outperforms the ZF detector with more than 2 dB at 0.1% BER. With Extension 2, the BER of the first bit-layer (the weaker layer) is greatly improved by more than 4 dB at 0.1% BER, and outperforms the second bit-layer, which justifies the application of Extension 3. With Extension 3, where the feedbacks of the first bit-layer are used for interference canceling, the BER of the second bitlayer is also improved by more than 3 dB at 0.1% BER, compared to the MZF with Extension 2. The slopes of the BER with MZF are also much steeper than that of the ZF detector (due to the optimal DMT with the MZF), and close to those with ML. However, as also can be observed, the MZF detector has only marginal gains in low SNR regime, where the decision-feedback approach performs even worse due to inaccurate feedbacks from the weaker bit-layer. This obstacle can be relieved by using LMMSE based detection, i.e., Extension 4. In Fig. 3 , we repeat the tests in Fig. 2 under 4×4 MIMO and 8-PAM modulation, that is, three bit-layers are now considered. The MZF detector with Extension 2 using SD is compared to the ZF and the ML detectors. As already shown in Fig. 1 , setting τ = 1/4 for detecting the third-layer (the strongest layer) only has small gains, and the BER performance is close to the ZF detector, which therefore are not shown in Fig. 3 . Nevertheless, the BER of the first and second bit-layers are significantly boosted by the MZF detector. As can be seen, the MZF detector performs around 3 dB better than the ZF detector at 0.1% BER for the second bit-layer, and 7 dB better for the first bit-layer. Since the weakest bit-layer usually has a stronger impact on the decoding performance, the gains for the first bit-layer are important. 
C. Comparison with LAR
In Fig. 4 , we compare MZF with LAR under 8×8 MIMO with 2-PAM modulation. The MZF uses both the optimal SD and the suboptimal LLL based LR detections to find the optimal q k . As can be seen, the MZF detector outperforms the LAR detector with more than 1.5 dB at 0.1% BER, with a similar complexity for running LLL algorithm for both detectors. Moreover, with Extension 4 the BERs at low SNRs are also improved with the MZF detector, whereas they are inferior to the original MZF detector at high SNRs. Nevertheless, the MZF detector is 4 dB better than the normal ZF detector and more than 2dB better than the normal LMMSE detector at 0.1% BER. Furthermore, the SD based MZF is more than 2 dB better than the LLL based approach, which shows the importance of finding the optimal q k .
VII. SUMMARY
We have proposed a novel modulus based zero-forcing (MZF) detection for multi-input multi-output (MIMO) channels, which achieves the optimal diversity-multiplexing tradeoff (DMT). The MZF detector shows significant gains in terms of post-processing signal-to-noise (SNR) and uncoded biterror-rate (BER) compared to traditional linear detectors at medium and high SNR scenarios, and in particular for weak bit-layers. At low SNRs and with large modulation-orders, we have provided several possible extensions to improve the detection performance of the MZF. Finding the optimal modulus matrix itself is a difficult MIMO detection problem, but it only needs to be done once per a coherence-interval of the MIMO channel based on e.g., optimal sphere-decoding (SD) and suboptimal lattice-reduction (LR) algorithms. In particular, with a similar complexity, the MZF detector with LR based suboptimal solution outperforms the traditional latticeaided-reduction (LAR) detector, which justifies its potential in MIMO detection.
