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KOLYVAGIN SYSTEMS AND IWASAWA THEORY
OF GENERALIZED HEEGNER CYCLES
MATTEO LONGO AND STEFANO VIGNI
Abstract. Iwasawa theory of Heegner points on abelian varieties of GL2 type has been
studied by, among others, Mazur, Perrin-Riou, Bertolini and Howard. The purpose of this
paper is to describe extensions of some of their results in which abelian varieties are replaced
by the Galois cohomology of Deligne’s p-adic representation attached to a modular form of
even weight > 2. In this setting, the role of Heegner points is played by higher-dimensional
Heegner-type cycles that have been recently defined by Bertolini, Darmon and Prasanna.
Our results should be compared with those obtained, via deformation-theoretic techniques,
by Fouquet in the context of Hida families of modular forms.
1. Introduction
Initiated by Mazur’s paper [19], Iwasawa theory of Heegner points on abelian varieties of
GL2 type (most notably, elliptic curves) has been investigated by, among others, Perrin-Riou
([26]), Bertolini ([1], [2]) and Howard ([12], [13]). A recurrent theme in all these works is
the study of pro-p-Selmer groups, where p is a prime number, in terms of Iwasawa modules
built out of compatible families of Heegner points over the anticyclotomic Zp-extension of
an imaginary quadratic field. In particular, several results on the structure of Selmer groups
obtained by Kolyvagin by using his theory of Euler systems ([16]) have been generalized to
an Iwasawa-theoretic setting.
The goal of the present paper is to address similar questions in which abelian varieties are
replaced by the Galois cohomology of Deligne’s p-adic representation attached to a modular
form f of even weight > 2. In this context, the role of Heegner points is played by generalized
Heegner cycles defined by Bertolini, Darmon and Prasanna in [4] or, rather, by a variant
of them considered by Castella and Hsieh in [7]. As their name suggests, these cycles are
a generalization of the Heegner cycles that were introduced by Nekova´rˇ in [23] in order to
extend Kolyvagin’s theory to Chow groups of Kuga–Sato varieties.
Let N ≥ 3 be an integer, let k ≥ 4 be an even integer and let f be a normalized newform
of weight k and level Γ0(N), whose q-expansion will be denoted by
f(q) =
∑
n≥1
anq
n.
Fix an imaginary quadratic field K of discriminant coprime to Np in which all the prime
factors of N split and let p be a prime number not dividing N . Fix also embeddings K →֒ C
and Q¯ →֒ Q¯p, where Q¯ and Q¯p denote algebraic closures of Q and Qp, respectively. Write F
for the number field generated over Q by the Fourier coefficients an of f and let OF be its ring
of integers. Let p be a prime ideal of OF above p and denote by Vf,p the p-adic representation
of GQ := Gal(Q¯/Q) attached to f and p by Deligne ([10]). If Fp is the completion of F at p
then Vf,p is an Fp-vector space of dimension 2 that comes equipped with a continuous action
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of GQ. Let Op be the valuation ring of Fp. In §2.2 we introduce the notion of an admissible
triple: throughout this article we assume that (f,K, p) is such a triple. Here we content
ourselves with pointing out that we insist that the prime p be unramified in F and split in
K and that Vf,p have large Galois image. Moreover, we require that ap ∈ O×p , which is an
ordinariness condition on f at p.
Now let K∞ be the anticyclotomic Zp-extension of K (i.e., the unique Zp-extension of K
that is Galois and dihedral over Q), set Γ∞ := Gal(K∞/K) and form the Iwasawa algebra
Λ := Op[[Γ∞]] ≃ Op[[X]]. As in [23], one can define a GQ-representation T that is a free
Op-module of rank 2. Then V := T ⊗Op Fp is the k/2-twist of Vf,p, and we set A := V/T .
Finally, denote by H1f (K∞, A) the Bloch–Kato Selmer group of A over K∞ and by X∞ the
Pontryagin dual of H1f (K∞, A), which is finitely generated over Λ (Corollary 2.7). Our main
result describes, in particular, the Λ-module structure (up to pseudo-isomorphism) of X∞.
The key tool in our arguments is a certain Λ-submodule H∞ of the pro-p Bloch–Kato
Selmer group Hˆ1f (K∞, T ) of f over K∞. We introduce this Λ-module, which is built in
terms of the generalized Heegner cycles of Bertolini–Darmon–Prasanna as slightly modified
by Castella–Hsieh, in Definition 4.10. Two features of the collection of cycles studied by
Castella and Hsieh in [7] that we crucially exploit and that do not seem to be available
for classical Heegner cycles are trace-compatibility and non-triviality along the Zp-extension
K∞/K, the latter result representing a higher weight analogue of a well-known theorem of
Cornut for Heegner points on rational elliptic curves ([9]).
Let ι : Λ → Λ denote the involution induced by inversion in Γ∞ and if X is a finitely
generated torsion Λ-module then write char(X) for the characteristic ideal of X. Our main
result, which is proved in §5.1, is
Theorem 1.1. Suppose that (f,K, p) is an admissible triple. Then there exist a finitely
generated torsion Λ-module M such that char(M) = char(M)ι and a pseudo-isomorphism
X∞ ∼ Λ⊕M ⊕M.
Moreover, char(M) divides char
(
Hˆ1f (K∞, T )/H∞
)
.
We conjecturally refine the last part of Theorem 1.1 and propose in Conjecture 5.1 the
following
Main Conjecture. char(M) = char
(
Hˆ1f (K∞, T )/H∞
)
.
Our strategy for proving Theorem 1.1 is an extension to higher weights of arguments of
Howard for elliptic curves and abelian varieties of GL2 type, i.e., for weight 2 modular forms
([12], [13]). In turn, Howard’s work builds on and refines the theory of Kolyvagin systems
developed by Mazur and Rubin ([20]). More precisely, the main contribution of our paper is
the construction of a Kolyvagin system of generalized Heegner cycles and its application to
the study of Iwasawa-theoretic questions for modular forms of even weight ≥ 4.
Finally, we remark that, by adopting a deformation-theoretic point of view and using (a
generalization of) Howard’s big Heegner points ([15]), essentially the same results have been
obtained by Fouquet in the context of Hida families of modular forms ([11]).
2. Bloch–Kato Selmer groups in Zp-extensions
Our goal in this section is to introduce the Selmer groups we shall be interested in and
state a “control theorem” for them.
2.1. Bloch–Kato Selmer groups. We begin with a general discussion of Selmer groups of
p-adic representations.
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For a number field E and a crystalline p-adic representation V of GE we introduce local
conditions as follows. For primes v ∤ p of E we let H1f (Ev, V ) be the group of unramified
cohomology classes, while for primes v | p we define H1f (Ev , V ) to be the kernel of the map
induced on cohomology by the natural map V → V ⊗Qp Bcris, where Bcris is Fontaine’s ring
of crystalline periods. Moreover, for every place v of E we set
H1s (Ev, V ) := H
1(Ev, V )/H
1
f (Ev, V )
and write
∂v : H
1(E,V ) −→ H1s (Ev, V )
for the composition of the restriction H1(E,V )→ H1(Ev, V ) with the canonical projection.
The Bloch–Kato Selmer group of V over E ([5, Sections 3 and 5]) is the group H1f (E,V )
that makes the sequence
0 −→ H1f (E,V ) −→ H1(E,V )
∏
v ∂v−−−−→
∏
v
H1s (Ev , V )
exact. If T is a GE-stable lattice in V then we set A := V/T and, for all integers n ≥ 1, let
Apn denote the p
n-torsion of A. There is a canonical isomorphism Apn ≃ T/pnT .
The projection p : V ։ A and the inclusion i : T →֒ V induce maps
p : H1(E,V ) −→ H1(E,A), i : H1(E,T ) −→ H1(E,V );
let us define H1f (E,A) := p
(
H1f (E,V )
)
and H1f (E,T ) := i
−1
(
H1f (E,V )
)
. Furthermore, the
inclusion in : Apn →֒ A and the projection pn : T ։ T/pnT induce maps
in : H
1(E,Apn) −→ H1(E,A), pn : H1(E,T ) −→ H1(E,T/pnT );
we set H1f (E,T/p
nT ) := pn
(
H1f (E,T )
)
and H1f (E,Apn) := i
−1
n
(
H1f (E,A)
)
. It can be checked
that the isomorphisms Apn ≃ T/pnT induce isomorphisms H1f (E,Apn) ≃ H1f (E,T/pnT )
between Selmer groups.
Now let M ∈ {V, T,A,Apn , T/pnT}. If L/E is a finite extension of number fields then
restriction and corestriction induce maps
resL/E : H
1
f (E,M) −→ H1f (L,M), coresL/E : H1f (L,M) −→ H1f (E,M).
Finally, if E is a number field and ℓ is a prime number then we set
H if (Eℓ,M) :=
⊕
λ|ℓ
H if (Eλ,M), H
i
s(Eℓ,M) :=
⊕
λ|ℓ
H is(Eλ,M), ∂ℓ :=
⊕
λ|ℓ
∂λ,
the direct sums being taken over the primes λ of E above ℓ.
2.2. Admissible triples. As in the introduction, let f be a normalized newform of weight
k for Γ0(N) and write OF for the ring of integers of the number field F generated by the
Fourier coefficients of f . Let φ be Euler’s function and let Ξ be the set of prime numbers p
satisfying at least one of the following conditions:
• p | 6N(k − 2)!φ(N)cf ;
• the image of the p-adic representation
ρf,p : GQ −→ GL2(OF ⊗Zp)
attached to f by Deligne does not contain the set{
g ∈ GL2(OF ⊗Zp) | det(g) ∈ (Z×p )k−1
}
.
By [18, Lemma 3.8], the set Ξ is finite. Let p be a maximal ideal of OF above p and let Op
be the completion of OF at p, whose field of fractions will be denoted by Fp. Note that one
recovers, up to isomorphism, Vf,p from ρf,p by extending scalars to Qp and projecting onto
GL2(Fp). Finally, let K be an imaginary quadratic field and write hK for its class number.
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Definition 2.1. The triple (f,K, p) is admissible if
(1) p /∈ Ξ ∪ {ℓ prime : ℓ |hK};
(2) p does not ramify in F ;
(3) p splits in K;
(4) ap ∈ O×p .
Remark 2.2. Since Ξ is finite, conditions (1) and (2) in Definition 2.1 exclude only finitely
many primes. On the other hand, the set of primes satisfying condition (3) has density 12 .
Finally, in light of results of Serre on eigenvalues of Hecke operators ([27, §7.2]), it seems
reasonable to expect that condition (4), which is an ordinariness property of f at p, holds
for infinitely many p (at least if F 6= Q). In fact, questions of this sort appear to lie in
the circle of ideas of the conjectures of Lang and Trotter on the distribution of traces of
Frobenius automorphisms acting on elliptic curves ([17]) and of their extensions to higher
weight modular forms (see, e.g., [21], [22]).
Throughout this article we shall always work under the following
Assumption 2.3. The triple (f,K, p) is admissible.
Finally, we also assume, for simplicity, that O×K = {±1}, i.e., that K 6= Q(
√−1) and
K 6= Q(√−3).
2.3. The anticyclotomic Zp-extension of K. In general, for every integer n ≥ 1 we write
K[n] for the ring class field of K of conductor n. The triple (f,K, p) is assumed to be
admissible, hence p ∤ hK ; since p is unramified in K, we also have p ∤ |Gal(K[p]/K[1])|.
Moreover, Gal(K[pm+1]/K[p]) ≃ Z/pmZ for all m ≥ 1. It follows that for all m there is a
splitting
Gal(K[pm+1]/K) ≃ Γm ×∆
with Γm ≃ Z/pmZ and ∆ ≃ Gal(K[p]/K) of order prime to p. For every m ≥ 1 define Km
as the subfield of K[pm+1] that is fixed by ∆, so that
Gal(Km/K) = Γm ≃ Z/pmZ.
The field K∞ := ∪m≥1Km is the anticyclotomic Zp-extension of K; equivalently, it is the
Zp-extension of K that is (generalized) dihedral over Q. Set
Γ∞ := lim←−
m
Γm = Gal(K∞/K) ≃ Zp.
Furthermore, for every m ≥ 1 set Λm := Op[Γm] and define
Λ := lim←−
m
Λm = Op[[Γ∞]].
Here the inverse limit is taken with respect to the maps induced by the natural projections
Γm+1 → Γm. For all m ≥ 1 fix a generator γm of Γm in such a way that γm+1|Km = γm; then
γ∞ := (γ1, . . . , γm, . . . ) is a topological generator of Γ∞. It is well known that the map
Λ
≃−→ Op[[X]], γ∞ 7−→ 1 +X
is an isomorphism of Op-algebras (see, e.g., [24, Proposition 5.3.5]).
For an abelian pro-p group M write M∨ := HomcontZp (M,Qp/Zp) for its Pontryagin dual,
equipped with the compact-open topology (here HomcontZp denotes continuous homomorphisms
of Zp-modules and Qp/Zp is discrete). In the rest of the paper it will be convenient to
use also the alternative definition M∨ := HomcontOp (M,Fp/Op), where HomcontOp stands for
continuous homomorphisms of Op-modules and Fp/Op is given the discrete topology. It turns
out that the two definitions are equivalent, as there is a non-canonical isomorphism between
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HomcontOp (M,Fp/Op) and HomcontZp (M,Qp/Zp) that depends on the choice of a Zp-basis of Op.
See, e.g., [6, Lemma 2.4] for details.
Let I∞ := (γ∞−1) be the augmentation ideal of Λ and for every integer n ≥ 0 consider the
ideal In :=
(
γp
n
∞ − 1
)
of Λ; in particular, I0 = I∞. Now let M be a continuous Λ-module. As
before, the dual M∨ inherits a structure of continuous Λ-module. Since γp
n
∞ is a topological
generator of Γn, for all n ≥ 0 there are equalities
(1) M [In] =M
Γn , MΓn =M/InM.
We also recall that if M is compact then
(2) (M∨)Γn =M
∨/InM
∨ ≃ (MΓn)∨
for every n ≥ 0.
2.4. The control theorem. We resume the notation and conventions that we introduced
in §2.2; in particular, Assumption 2.3 is in force. Let T be the GQ-representation considered
by Nekova´rˇ in [23, Proposition 3.1], where it is denoted by Ap. This is a free Op-module of
rank 2. The GQ-representation V := T ⊗Op Fp is then the k/2-twist of the representation
Vf,p. Finally, define the GQ-representation A := V/T . As above, we shall write Apn for the
pn-torsion submodule of A. Observe that
(3) A =
⋃
n≥1
Apn = lim−→
n
Apn
where the direct limit is taken with respect to the natural inclusions Apn →֒ Apn+1 .
Lemma 2.4. (1) H0(Km, A) = 0 for all m ≥ 0.
(2) H0(K∞, A) = 0.
(3) H0(K∞, Apn) = 0 for all n ≥ 0.
Proof. Fix an integer m ≥ 0. The extension Km/Q is solvable, so H0(Km, Apn) = 0 for all
n ≥ 0 by [18, Lemma 3.10, (2)]. It follows from (3) that
H0(Km, A) = H
0
(
Km, lim−→
n
Apn
)
= lim−→
n
H0(Km, Apn) = 0,
which proves part (1). Since H0(K∞, A) = lim−→mH
0(Km, A), part (2) follows as well. Finally,
for all n ≥ 0 one has H0(K∞, Apn) = lim−→mH
0(Km, Apn), which implies part (3). 
Define the discrete Λ-module
H1f (K∞, A) := lim−→
m
H1f (Km, A),
the injective limit being taken with respect to the restriction maps. The following version of
Mazur’s control theorem was proved in [25].
Theorem 2.5 (Ochiai). For every m ≥ 0 the canonical restriction map
resK∞/Km : H
1
f (Km, A) −֒→ H1f (K∞, A)Gal(K∞/Km)
is injective and has finite cokernel of order bounded independently of m.
Proof. This is essentially [25, Theorem 2.4]. Fix an integer m ≥ 0. To begin with, the
inflation-restriction exact sequence reads
(4) 0 −→ H1(Gal(K∞/Km),H0(K∞, A)) −→ H1(Km, A) −→ H1(K∞, A)Gal(K∞/Km).
On the other hand, H0(Kn, A) = 0 for all n by Lemma 2.4, hence
H0(K∞, A) = lim−→
n
H0(Kn, A) = 0.
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Thus sequence (4) gives an injection H1(Km, A) →֒ H1(K∞, A)Gal(K∞/Km), which in turn
restricts to an injection between Bloch–Kato Selmer groups. The bound on the cokernel
follows from part (2) of [25, Theorem 2.4] together with the following observation. Since p
splits in K, the local extension K∞,v/Kv is the cyclotomic Zp extension for each prime v of
K above p, hence conditions (ii) and (iii) in part (2) of [25, Theorem 2.4] are satisfied. Since
these are the only conditions required for the proof of [25, Theorem 2.4], the result follows
exactly as in [25]. 
Let
X∞ := HomcontOp
(
H1f (K∞, A), Fp/Op
)
be the Pontryagin dual of H1f (K∞, A), equipped with its canonical structure of compact Λ-
module. We want to prove that X∞ is finitely generated over Λ. For every m ≥ 0 let
Xm := HomcontOp
(
H1f (Km, A), Fp/Op
)
be the Pontryagin dual of H1f (Km, A). Each Xm has a natural structure of Λm-module and
there is a canonical isomorphism of Λ-modules X∞ ≃ lim←−m Xm. Note that, since the Galois
representation A is unramified outside Np, the Op-modules Xm are finitely generated.
Corollary 2.6. For every m ≥ 0 there is a canonical surjection (X∞)Gal(K∞/Km) ։ Xm.
Proof. Fix an m ≥ 0. Thanks to (2), the injection of Theorem 2.5 gives, by duality, a
surjection
(5) X∞/ImX∞ −։ Xm
whose kernel is finite of order bounded independently of m. On the other hand, by (1), the
quotient X∞/ImX∞ is canonically isomorphic to (X∞)Gal(K∞/Km), and we are done. 
Now we can prove the main result of this subsection.
Corollary 2.7. The Λ-module X∞ is finitely generated.
Proof. By choosing m = 0 in (5), we obtain a surjection X∞/I∞X∞ ։ X0, whose kernel
has size bounded independently of m. Since X0 is a finitely generated Op-module, the result
follows from a topological version of Nakayama’s lemma ([6, Corollary 1.5] or [24, Corollary
5.2.18, (ii)]). 
3. The Λ-adic Kolyvagin system argument
In this section we prove a slight generalization of the Λ-adic argument described in [12,
§2.2] that will lead to Theorem 3.5.
3.1. Selmer triples. Fix a prime number p, a coefficient ring R (i.e., a noetherian, complete
local ring with finite residue field of characteristic p), an imaginary quadratic field K and a
finitely generated R-module T equipped with a continuous linear action of GK := Gal(Q¯/K)
that is unramified outside a finite set Σ of primes of K. Let m be the maximal ideal of R
and put T¯ := T/mT . For every prime v of K we write Kv for the completion of K at v and
choose a decomposition group GKv ⊂ GK , whose inertia subgroup will be denoted by IKv .
Let L0 = L0(T ) be the set of degree 2 primes of K that do not belong to Σ and do not
divide p. We often identify a prime λ ∈ L0 with its residual characteristic ℓ and write λ | ℓ.
Consequently, we use indifferently the symbols λ and ℓ to denote the dependence of an object
on such a prime; for example, we write either Kλ or Kℓ for a given λ ∈ L0. As in [12,
Definition 1.2.1], for every λ ∈ L0 let Iℓ be the smallest ideal of R containing ℓ+ 1 and such
that Frobλ ∈ Gal(Kunrv /Kv) acts trivially on T/IℓT . For an integer k ≥ 1 let Lk = Lk(T ) be
the subset of ℓ ∈ L0 such that Iℓ ⊂ pkZp, and for λ ∈ L0 set Gℓ := k×λ /k×ℓ , where kλ and
kℓ are the residue fields at λ and ℓ, respectively. Finally, let Nk denote the set of square-free
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products of elements in Lk and for each n ∈ N0 define the ideal In :=
∑
ℓ|n Iℓ in R and the
group Gn := ⊗ℓ|nGℓ. By convention, 1 ∈ Nk for all k, I1 = (0) and G1 = Z.
For each prime v of K such that v ∤ p and v 6∈ Σ we write H1s (Kv, T ) for the singular part
of H1(Kv, T ), i.e., the quotient of H
1(Kv, T ) by the finite part
H1f (Kv , T ) := H
1
unr(Kv , T ) := ker
(
H1(Kv , T ) −→ H1(Kunrv , T )
)
.
For primes v of residual characteristic different from p we also let K
(p)
v denote a maximal
totally tamely ramified abelian p-extension of Kv and define the transverse subgroup as
H1tr(Kv, T ) := ker
(
H1(Kv, T ) −→ H1(K(p)v , T )
)
.
By [12, Proposition 1.1.9], if |k×v | · T = 0 then H1tr(Kv, T ) projects isomorphically onto
H1s (Kv , T ) and there is a canonical splitting
H1(Kv, T ) = H
1
f (Kv , T )⊕H1tr(Kv , T ).
On the other hand, by [12, Proposition 1.1.7] there are canonical isomorphisms
H1f (Kv , T ) ≃ T/(Frv − 1)T, H1s (Kv , T )⊗ k×v ≃ TFrv=1,
which give a finite-singular comparison isomorphism
φfsv : H
1
f (Kv, T ) ≃ T ≃−→ H1s (Kv , T )⊗ k×v
when GKv acts trivially on T .
As in [12, p. 1445], for any nℓ ∈ N0 there is a finite-singular isomorphism
φfsℓ : H
1
f (Kℓ, T/InℓT )
≃−→ H1s (Kℓ, T/InℓT )⊗Gℓ.
Finally, for every prime v of K let
locv : H
1(K,T ) −→ H1(Kv, T )
be the localization map.
Now let (T,F ,L) be a Selmer triple. We refer to [20, Definition 3.1.3] and [12, Definition
1.2.3] for details. In particular, we fix a finite set Σ(F) of primes of K containing Σ, all the
primes above p ad all the archimedean primes. Then F is a Selmer structure on T in the sense
of [12, Definition 1.1.10] (cf. also [20, Definition 2.1.1]), so it corresponds to the choice of a
local condition (i.e., a subgroup) H1F(Kv , T ) ⊂ H1(Kv , T ) at each prime v ∈ Σ(F). Moreover,
L is a subset of L0 disjoint from Σ(F). Let N = N (L) be the set of squarefree products of
primes in L, with the convention that 1 ∈ N .
The dual of T is the R-module T ∗ := HomR(T,R(1)) equipped with the structure of GK -
module given by (σ · f)(x) := σf(σ−1t). We define a Selmer structure F∗ on T ∗ by taking
Σ(F∗) = Σ(F) and the orthogonal complements with respect to the local Tate pairings as
local conditions (see [20, §2.3] for details). In this way we obtain a Selmer triple (T ∗,F∗,L)
such that F(n)∗ = F∗(n) for all n ∈ N ([20, Example 2.3.2]).
Denote by τ ∈ GQ a fixed extension of the non-trivial element of Gal(K/Q). As in [12,
§1.3], we require the pair (T,F) to satisfy the following conditions:
(H.0) T is a free R-module of rank 2;
(H.1) T¯ is an absolutely irreducible representation of GK over R/m;
(H.2) there exists a Galois extension F of Q containing K such that GF acts trivially on T
and H1
(
F (µp∞)/K, T¯
)
= 0;
(H.3) for every v ∈ Σ(F) the local condition F at v is cartesian on the quotient category of
T (see [12, Definitions 1.1.2 and 1.1.3] for details);
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(H.4) there is a perfect, symmetric, R-bilinear pairing ( , ) : T × T → R(1) satisfying
(sσ, tτστ
−1
) = (s, t)σ for every s, t ∈ T and σ ∈ GK and such that for every place
v of K the local condition F at v is its own exact orthogonal complement under the
induced local pairing
〈·, ·〉v : H1(Kv, T )×H1(Kv¯ , T ) −→ R;
(H.5) (a) the action of GK on T¯ extends to an action of GQ and the action of τ splits
T¯ = T¯+ ⊕ T¯− into one-dimensional R/m-subspaces, where T¯± is defined as the
±-eigenspace for the action of τ on T¯ ;
(b) the condition F propagated to T¯ (cf. [12, §1.1] for definitions) is stable under the
action of GQ;
(c) if we assume (H.4) to hold then the residual pairing
( , ) : T¯ × T¯ −→ (R/m)(1)
obtained from ( , ) satisfies (sτ , tτ ) = (s, t)τ for all s, t ∈ T¯ .
See [12, §1.3] for a comparison between these conditions and those, similar, in [20, §3.5]. One
then defines the Selmer group attached to the Selmer structure (T,F) as
(6) H1F(K,T ) := ker
(
H1(K,T ) −→
⊕
v
H1(Kv, T )/H
1
F (Kv, T )
)
.
3.2. Kolyvagin systems. Fix a Selmer triple (T,F ,L) such that the pair (T,F) satisfies
the assumptions above. Given c ∈ N , we introduce a new Selmer triple (T,F(c),L(c)) by
defining
Σ
(F(c)) := Σ(F) ∩ {v : v | c}, L(c) := {v ∈ L : v ∤ c}
and taking
H1F(c)(Kv , T ) :=


H1F(Kv , T ) if v ∤ c,
H1tr(Kv , T ) if v | c.
For every product nℓ ∈ N0 there is a diagram
(7) H1F(nℓ)(K,T/InℓT )⊗Gnℓ
locℓ

H1F(n)(K,T/InT )⊗Gn
locℓ
// H1f (Kℓ, T/InℓT )⊗Gn
φfsℓ ⊗1
// H1s (Kℓ, T/InℓT )⊗Gnℓ
whose row is exact. Let (T,F ,L) denote a Selmer triple.
Definition 3.1. A Kolyvagin system for (T,F ,L) is a collection κ = {κn}n∈N (L) of classes
κn ∈ H1F(n)(K,T/InT )⊗Gn
such that for every nℓ ∈ N (L) the images of κn and κnℓ under the maps (φfsℓ ⊗ 1) ◦ locℓ and
locℓ in (7) agree.
The set of all Kolyvagin systems for (T,F ,L) is naturally endowed with an R-module
structure. This R-module will be denoted by KS(T,F ,L); we refer the reader to [12, Remark
1.2.4] and [20, Remark 3.1.4] for the functorial properties enjoyed by it.
KOLYVAGIN SYSTEMS OF GENERALIZED HEEGNER CYCLES 9
3.3. Λ-adic representations. Let O be the valuation ring of a finite extension F of Qp,
with maximal ideal m = (π) and residue field k. Let Λ = O[[Γ∞]] be the Iwasawa algebra
with coefficients in O of the anticyclotomic Zp-extension of K. Let T be a free O-module of
rank 2 equipped with a continuous linear action of GQ that is unramified outside a finite set
of primes Σ of Q. Set V := T ⊗O F and A := V/T .
In addition to conditions (H.0)-(H.4) with R = O, we impose on T the following set of
assumptions, which are all verified when T , as in the case that concerns us, arises from a
modular form.
Assumption 3.2. (1) The p-adic representation V is crystalline and for every prime v
of K above p its restriction to GQp is equipped with a filtration of GQp-modules
0 −→ Fil+v (T ) −→ T −→ Fil−v (T ) −→ 0
where Fil±v (T ) are both free of rank 1 over O and inertia acts trivially on Fil−v (T ).
(2) The pairing in (H.4) gives rise to a pairing
( , ) : T ×A −→ (F/O)(1)
still denoted by the same symbol, and we require that Fil+v (T ) and Fil
+
v (A) be exact
annihilators of each other under ( , ).
(3) The groups H0
(
K∞,v,Fil
−
v (A)
)
and H0
(
Kv,Fil
−
v (A)
)
are finite for all primes v | p,
where K∞,v denotes the completion of K∞ at the unique prime v above p.
With notation as in part (1) of Assumption 3.2, let us define
Fil±v (V ) := Fil
±
v (T )⊗O F, Fil±v (A) := Fil±v (V )/Fil±v (T ).
For any left GK -module M and any finite extension L/K we denote by IndL/K(M) the
induced module from K to L of M , whose elements are functions f : GK → M satisfying
f(σx) = σf(x) for all x ∈ GK and σ ∈ Gal(Q¯/L). This is endowed with right and left actions
of GK and Gal(L/K) defined, respectively, by (f
σ)(x) = f(xσ) and (γ ·f)(x) := γ˜f(γ˜−1x) for
all σ ∈ GK and γ ∈ Gal(L/K), where γ˜ ∈ GK is any lift of γ. There are corestriction maps
coresm : IndKm/K(M) −→ IndKm−1/K(M), f 7−→
∑
γ∈Gal(Km/Km−1)
γ · f
and restriction maps resm : IndKm/K(M)→ IndKm+1/K(M) taking f to f itself. Define
T := T ⊗O Λ ≃ lim←−
m
IndKm/K(T ), A := lim−→
m
IndKm/K(A),
where the inverse and direct limits are taken with respect to corestrictions and restrictions,
respectively. With notation as in Assumption 3.2, we set
Fil±v (T) := Fil
±
v (T )⊗O Λ ≃ lim←−
m
IndKm/K
(
Fil±v (T )
)
, Fil±v (A) := lim−→
m
IndKm/K
(
Fil±v (A)
)
.
We know that for any n prime to p there is an isomorphism
(8) H1(K[n],T) ≃ lim←−
m
H1(Km[n], T ) =: Hˆ
1(K∞[n], T )
where the limit on the right is computed with respect to the corestriction maps. To show this,
one can use the arguments in the proof of [8, Proposition II.1.1], as in [20, Lemma 5.3.1].
As in [12, Proposition 2.2.4], one obtains from the pairing ( , ) : T × A → (F/O)(1) in
Assumption 3.2 another pairing
(9) ( , )∞ : T×A −→ (F/O)(1)
such that (λx, y)∞ = (x, λ
∗y)∞ for all x ∈ T, y ∈ A, λ ∈ Λ, where λ 7→ λ∗ is the Zp-
linear involution of Λ defined as γ 7→ γ−1 on group-like elements. As a consequence of (2) in
Assumption 3.2, Fil+v (T) and Fil
+
v (A) are exact annihilators of each other under ( , )∞.
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For a number field E and a prime v | p of E, the local Greenberg condition H1ord(Ev, T )
at v is the kernel of the map from H1(Ev, T ) to H
1(Ev,Fil
−
v (T )); this is also the image of
H1(Ev ,Fil
+
v (T )) inside H
1(Ev , T ). Then we define Greenberg’s Selmer group as
SelGr(T/E) := ker
(
H1(E, T ) −→
⊕
v∤p
H1(Ev, T )/H
1
unr(Ev, T )⊕
⊕
v|p
H1(Ev, T )/H
1
ord(Ev, T )
)
.
We impose local conditions similar to Greenberg’s on the big Galois representation T.
More precisely, we define a Selmer structure FΛ on T by taking the unramified subgroup of
H1(Kv ,T) at primes v ∤ p and
H1ord(Kv ,T) := im
(
H1
(
Kv,Fil
+
v (T)
) −→ H1(Kv,T))
at primes v | p. Then, as in (6), we introduce the corresponding Selmer group H1FΛ(K,T).
3.4. Structure theorems. Fix a height one prime ideal P 6= pΛ of Λ, write SP for the
integral closure of Λ/P in its quotient field ΦP and define TP := T ⊗O SP. Moreover, set
VP := TP ⊗SP ΦP. The pairing ( , ) : T × T → O(1) gives rise to a pairing eP : TP ×TP → SP
satisfying eP(s
σ, tτστ
−1
) = eP(s, t)
σ for all s, t ∈ TP and all σ ∈ GK and such that Fil+(TP)
is its own exact orthogonal complement.
For any prime v of K above p we define
Fil+v (TP) := Fil
+
v (T )⊗O SP, Fil+v (VP) := Fil+v (TP)⊗SP ΦP.
As above, the Greenberg condition at v | p is given by
H1ord(Kv , VP) := im
(
H1
(
Kv,Fil
+(VP)
) −→ H1(Kv, VP)).
One then considers the local condition at a prime v of K defined as
H1FP(Kv , VV) :=


H1ord(Kv, VP) if v | p,
H1unr(Kv, VP) if v ∤ p.
By an abuse of notation, we also denote by FP the local conditions obtained on TP and
AP := VP/TP by propagation.
Proposition 3.3. Fix an integer s ≥ 1 and a set of primes L ⊃ Ls(TP), and suppose that
the Selmer triple (TP,FP,L) admits a non-trivial Kolyvagin system κ.
(1) H1FP(K,TP) is a free SP-module of rank 1.
(2) H1FP(K,AP) ≃ ΦP/SP ⊕MP ⊕MP where MP is a finite SP-module with
length(MP) ≤ length
(
H1FP(K,TP)/(SP · κ1)
)
.
Proof. As in the proof of [12, Proposition 2.1.3], we can apply [12, Theorem 1.6.1] once we
show that TP satisfies (H.1)–(H.5). The verification of this property goes as in the proof of
[12, Proposition 2.1.3]; we just need to replace E[p] and E(K∞)[p] in loc. cit. with Ap and
Ap(K∞), respectively, and observe that Ap(K∞) = 0 by part (3) of Lemma 2.4. 
The involution ι of Λ that is induced by γ 7→ γ−1 on group-like elements gives a map
SP → SPι that will be denoted by the same symbol. The map ψ(t ⊗ α) = tτ ⊗ αι induces a
bijection TP → TPι , while the map (x, y) 7→ tr ◦ eP(ψ−1(x), y) (where tr is the trace form)
defines a perfect, GK-equivariant pairing ( , ) : TPι ×AP → µp∞ satisfying (λx, y) = (x, λιy).
Dualizing T/PιT→ TPι and using the pairing above and the pairing ( , )∞ in (9), we obtain
a GK-equivariant map AP → A[P] that gives a map
(10) H1FP(K,AP) −→ H1FP(K,A)[P].
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Also, the projection T։ TP induces a map
(11) H1FP(K,T)/PH
1
FP (K,T) −→ H1FP(K,TP).
Proposition 3.4. For all but finitely many prime ideals P of Λ the maps (10) and (11) have
finite kernel and cokernels that are bounded by a constant depending only on [SP : Λ/P].
Proof. The statement follows from the analogues of [12, Lemma 2.2.7 and Proposition 2.2.8].
The only difference with respect to loc. cit. is in the case v | p of [12, Lemma 2.2.7], for which
one has to use condition (Fin) above. 
The next result is the counterpart of [12, Theorem 2.2.10].
Theorem 3.5. Let (T,FΛ,L) be a Selmer triple satisfying (H.1)–(H.5) and Assumption 3.2.
Set X := H1FΛ(K,A)
∨. Suppose that for some s ≥ 1 the Selmer triple (T,FΛ,Ls) admits a
Kolyvagin system κ with κ1 6= 0. Then
(1) H1FΛ(K,T) is a torsion-free Λ-module of rank 1;
(2) there exist a torsion Λ-module M such that char(M) = char(M)ι and a pseudo-
isomorphism
X ∼ Λ⊕M ⊕M ;
(3) char(M) divides char
(
H1FΛ(K,T)/Λκ1
)
.
Proof. One first replaces [12, Propositions 2.1.3 and 2.2.8] with Propositions 3.3 and 3.4,
respectively, and uses them, together with the vanishing Ap(K∞) = 0 of part (3) of Lemma
2.4, to show as in [12, Lemma 2.2.9] that H1FΛ(K,T) is torsion-free over Λ. Then one proceeds
as in the proof of [12, Theorem 2.2.10]. 
4. The Λ-adic Kolyvagin system of generalized Heegner cycles
The goal of this section is to explain how the generalized Heegner cycles of Bertolini,
Darmon and Prasanna ([4]) can be used to define a Kolyvagin system in the sense of the
previous section. Actually, we will use a variant of these cycles introduced by Castella and
Hsieh in [7]. Along the way we prove a technical result on universal norms (Lemma 4.2),
much in the spirit of Perrin-Riou’s relations in [26, §3.3]. To the best of our knowledge, these
formulas are considered here for the first time.
In this section, T denotes the Zp-representation that is attached to the modular form f
satisfying Assumption 2.3. As before, write F for the number field generated over Q by the
Fourier coefficients of f and OF for the ring of integers of F . Fix a prime p of F above p
and let Fp and Op be the completions of F and OF at p, respectively. Finally, let K be the
imaginary quadratic field that was chosen in the introduction.
4.1. Generalized Heegner cycles. Let L0(T) denote the set of degree 2 primes of K that
do not divide p and any other prime at which T is ramified. For any integer k ≥ 0 define
Lk(T) to be the subset of ℓ ∈ L0(T) such that Iℓ ⊂ pkZp. Let L := L1(T), so that (T,FΛ,L)
is a Selmer triple, and let N := N (L). Finally, for every ℓ ∈ N write λ for the unique prime
of K above ℓ and fix a prime λ¯ of Q¯ above ℓ.
Now let n ∈ N and let Km[n] denote the composite of Km and K[n]. Put K0 := K and
define K∞[n] := lim−→mKm[n]. The prime λ¯ determines a prime λnpm ∈ Km[n]; we denote by
Km[n]λ¯ the completion of Km[n] at λnpm.
For each m ≥ 0 let znpm ∈ H1(K[npm], T ) be the class defined in [7, eq. (4.7)] when χ
is the trivial character (thus, this is the class denoted by zf,χ,npm in loc. cit. for χ equal to
the trivial character). As is explained in [7, Section 4], these classes are built in terms of the
generalized Heegner cycles introduced by Bertolini, Darmon and Prasanna in [4], to which
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the reader is referred for details. Actually, by [18, Theorem 2.4], for each m the class znpm
belongs to the Selmer group H1f (K[np
m], T ). Define
(12) αm[n] := coresK[npm+1]/Km[n](znpm+1) ∈ H1f (Km[n], T ).
4.2. Perrin-Riou–type formulas. We generalize the recursive formulas proved by Perrin-
Riou in [26, Proposition 3 and Lemma 4] and obtain an analogue of [26, Corollary 5] in
this context. To this aim, set G(n) := Gal(K[n]/K), let σ℘, σ℘¯ ∈ G(n) be the Frobenius
automorphisms at the primes ℘, ℘¯ of K above p and put δ :=
[
K[npm] : Km−1[n]
]
. Then δ
does not depend on m. Now define the following elements of Op[G(n)]:
̺ := pk/2 − apσ℘ + p(k−2)/2σ2℘,
¯̺ := pk/2 − apσ℘¯ + p(k−2)/2σ2℘¯,
Φ := ̺ · ¯̺,
γ0 := ap − p(k−2)/2(σ℘ + σ℘¯),
γ1 := apγ0 − pk−2δ = a2p − p(k−2)/2ap(σ℘ + σ℘¯)− pk−2δ.
Finally, define
γm := apγm−1 − pk−1γm−2
recursively for m ≥ 2.
Lemma 4.1. For all n ≥ 1 one has the following relations:
(1) coresKm+1[n]/Km[n](αm+1[n]) = apαm[n]− pk−2resKm[n]/Km−1[n](αm−1[n]) ∀ m ≥ 1;
(2) coresKm[nℓ]/Km[n](αm[nℓ]) = aℓαm[n] for all primes ℓ ∤ c inert in K;
(3) locℓ(αm[nℓ]) = resKm[nℓ]λ¯/Km[n]λ¯
(
locℓ(αm[n])
Frobℓ
)
for all primes ℓ ∤ cN inert in K;
(4) coresKm[n]/K[n](αm[n]) = γmzn ∀ m ≥ 0.
Proof. Parts (1) and (2) follow immediately from [7, Proposition 4.4], while part (3) is a
consequence of [7, Lemma 4.7]. Finally, part (4) follows inductively from (1) and (2). 
Lemma 4.2. For all m ≥ 2 there exist qm, rm ∈ Op[G(n)] with qm+1 ≡ apqm (mod p), q2 = 1
such that
γm = qmΦ+ p
(m−1)k/2rm.
Proof. The elements rm are defined recursively by the formulas
• s1 := 0 and sm+1 := σ℘sm − σm−1℘¯ for all m ≥ 2,
• rm := ̺sn + σm−1℘¯ γ0 for all m ≥ 1.
The lemma can then be proved by an inductive argument as in [26, §3.3, Lemma 4]. 
Corollary 4.3. If M is a finitely generated Op[G(n)]-module then
ΦM =
⋂
m≥1
γmM.
Proof. As in [26, §3.3, Corollaire 5], this follows from Lemma 4.2 and the fact that, by (5) in
Assumption 2.3, ap is a p-adic unit. 
Recall the classes αj [n] that we introduced in (12). For every m ≥ 0 and n ∈ N denote
by Hm[n] the Op[Gal(Km[n]/K)]-submodule of H1f (Km[n], T ) generated by the restrictions of
the classes zn and αj [n] for all j ≤ m. Now recall the group Hˆ1(K∞[n], T ) of (8) and define
the Λ[G(n)]-module
Hˆ1f (K∞[n], T ) := lim←−
m
H1f (Km[n], T ) ⊂ Hˆ1(K∞[n], T ) ≃ H1(K[n],T),
where the inverse limit is taken with respect to the corestriction maps.
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Definition 4.4. The Iwasawa module of generalized Heegner cycles of tame conductor n is
the compact Λ[G(n)]-module
H∞[n] := lim←−
m
Hm[n] ⊂ Hˆ1f (K∞[n], T ),
the inverse limit being taken with respect to the corestriction maps.
The next result is essentially a consequence of the norm relations obtained in the lemmas
above, and its proof proceeds as that of [12, Lemma 2.3.3]. However, it is convenient to
quickly review the arguments, as this will give us the occasion to introduce some notation
that will be used later in the proof of Theorem 4.12.
Proposition 4.5. There exists a family{
β[n] = (βm[n])m≥0 ∈ H∞[n]
}
n∈N
such that β0[n] = Φzn and
coresK∞[nℓ]/K∞[n]
(
β[nℓ]
)
= aℓ · β[n]
for any nℓ ∈ N .
Proof. Fix n ∈ N . For each m ≥ 1 let H˜m be the free Op[Gal(Km[n]/K)]-module with a set
of generators {x, xj | 0 ≤ j ≤ m} satisfying the following relations:
• σ(x) = x for all σ ∈ Gal(Km[n]/K[n]);
• σ(xj) = xj for all σ ∈ Gal(Km[n]/Kj [n]) and all j ≤ m;
• trKj [n]/Kj−1[n](xj) = apxj−1 − pk−2xj−2 for j ≥ 2;
• trK1[n]/K0[n](x1) = γ1x and x0 = γ0x.
It follows that
(13) trKj [n]/K[n](xj) = γjx
for all j ≤ m. There are inclusions H˜m →֒ H˜m+1 and canonical maps trm : H˜m → H˜m−1
induced by the trace. By Corollary 4.3 and equality (13), Φx ∈ H˜0 is a trace from every H˜m,
so we can choose an element
y ∈ H˜∞ := lim←−
m
H˜m
that lifts Φx. For each divisor t of n we define a map φ(t) : H˜∞ → H∞[t] by sending xm to
αm[n] and x to zt. Now set β[t] := φ(t)(y). For all tℓ |n the square
H˜∞
φ(tℓ)
//
aℓ

H∞[tℓ]
coresK∞[tℓ]/K∞[t]

H˜∞
φ(t)
// H∞[t]
is commutative, so we get a family {β[t]}t|n with the desired properties.
To conclude, it is enough to note that the Λ-module of these families with t running over
divisors of n is compact, hence the limit over all n ∈ N is non-empty. 
4.3. Kolyvagin systems. Recall the classes β[n] for n ∈ N constructed in Proposition 4.5.
For each prime ℓ ∈ N let σℓ be a generator of Gℓ and define Kolyvagin’s derivative as
Dℓ :=
ℓ∑
i=1
iσiℓ ∈ Z[Gℓ].
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More generally, for every n ∈ N set G(n) := ∏ℓ|nGℓ and Dn := ∏ℓ|nDℓ, the products being
taken over all the primes ℓ dividing n. We also adopt the convention that G(1) is trivial and
D1 is the identity operator. Now fix a set S of representatives of G(n) in G(n) and let
(14) κ˜n :=
∑
s∈S
sDnβ[n] ∈ H∞[n] ⊂ Hˆ1(K∞[n], T ) ≃ H1(K[n],T).
The image of κ˜n in H
1(K[n],T/InT) is fixed by G(n). Define κn ∈ H1(K,T/InT) to be the
element mapping to κ˜n via the isomorphism
H1(K,T/InT)
≃−→ H1(K[n],T/InT)G(n)
induced by restriction. Note that this map is indeed bijective because
• H0(K[n],T/InT) ≃ lim←−mH
0(Km[n], T/InT );
• H0(Km[n], T/InT ) = 0 since T/InT ≃ A[In] and A has no non-trivial p-torsion over
Km[n] for any m,n.
To check the first assertion one can proceed as in the proof of [8, Proposition II.1.1], while
the second claim is a consequence, by [18, Lemma 3.10, (2)], of the fact that the extension
Km[n]/Q is solvable.
The following result is the analogue of [12, Lemma 2.3.4]. As we shall see, arguments in
loc. cit. involving reductions of elliptic curves modulo primes above p will be replaced by
considerations in p-adic Hodge theory.
Lemma 4.6. For every n ∈ N the class κn belongs to H1FΛ(n)(K,T/InT).
Proof. To check that the localization of κn at a prime v |n lies in the transverse subspace one
can follow [12, Lemma 2.3.4], which is based on the formal argument described in the proof
of [12, Lemma 1.7.3].
The case where v ∤ Npn can also be treated similarly as in [12, Lemma 2.3.4], using the
fact that the classes znpm are unramified.
In the case where v |N one needs, as in loc. cit., to check that for all v′ | v in K∞, all w | v
in K[n] and all w′ |w in K∞[n] (note that w and v are finitely decomposed in the respective
extensions, since all primes dividing N split in K) the map⊕
w′|w
A
(
K∞[n]w′
) −→⊕
v′|v
A(K∞,v′)
induced by the norm is surjective: this is true because the degree of K∞[n]w′/K∞,v′ is prime
to p.
The case that needs more substantial changes is the one where v | p, which we describe in
greater detail. Let v | p be a prime of K and fix a prime w of K[n] above v. We still denote by
v and w the unique primes of K∞ and K∞[n] above v and w, respectively, and similarly for
Km[n]. To simplify our notation, we set F := Kv, F∞ := K∞,v, Fm = Km,v, F [n] := K[n]w,
Fm[n] := Km[n]w and F∞[n] = K∞[n]w. Define
H1ord(Fm[n],T) := im
(
H1
(
Fm[n],Fil
+
w(T)
) −→ H1(Fm[n],T)),
and analogously for F∞[n] in place of Fm[n]. To begin with, since Hm[n] ⊂ H1ord(Fm[n], T )
for all m ≥ 0, Shapiro’s lemma shows that H∞[n] ⊂ H1ord(F∞[n],T).
Now recall the filtrations Fil±⋆ (T) on T (and, below, the filtrations Fil
±
⋆ (A) on A) that
were introduced in §3.3. To further lighten the notation, we set
Tn := T/InT, T
+
n := Fil
+
w(T)/In Fil
+
w(T), T
−
n := Fil
−
w(T)/In Fil
−
w(T).
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Then we can consider the commutative diagram
(15) H1(F,T+n ) //

H1(F,Tn) //

H1(F,T−n )

H1(F [n],T+n ) // H
1(F [n],Tn) // H
1(F [n],T−n )
whose vertical arrows are restrictions and whose rows are exact. The argument above shows
that the image of the localization of κn in H
1(F [n],T−n ) is trivial. By the inflation-restriction
sequence, the kernel of the right vertical arrow in (15) is
H1
(
Gal(F [n]/F ),H0(F [n],T−n )
)
.
But H0(F [n],T−n ) = 0, hence the above-mentioned map is injective. In order to justify this
vanishing, observe that Fil−w(T ) is unramified and the extension F∞/F is totally ramified,
hence the invariant submodule of T−n =
(
Fil−w(T )/In Fil
−
w(T )
) ⊗O Λ under the inertia is the
inverse limit with respect to the corestriction (i.e., multiplication-by-p) maps of the groups
Fil−w(T )/In Fil
−
w(T ). It follows that
(16) H0(F [n],T−n ) = lim←−
n
(
Fil−w(T )/In Fil
−
w(T )
)Gal(Qunrp /F [n]).
Since
(
Fil−w(T )/In Fil
−
w(T )
)Gal(Qunrp /F [n]) is finite, the inverse limit in (16) is zero and the
claim follows. Choose a lift α ∈ H1(F,T+n ) of κn. Since H0(F [n],T−n ) = 0, the bottom left
horizontal arrow of (15) is injective, hence the image of α in H1(F [n],T+n ) is the unique lift
of the image of κn in H
1(F [n],Tn). Set T
+ = Fil+w(T). Since κn belongs to the image of
H1(F [n],T+) in H1(F [n],Tn) by construction, the class α maps to zero in the right lower
entry of
H1(F,T+) //

H1(F,T+n ) //

H2(F,T+)

H1(F [n],T+) // H1(F [n],T+n ) // H
2(F [n],T+).
To complete the proof, we only need to show that the right vertical arrow is injective. By
duality, it is enough to show that if A− := Fil−w(A) then the trace map
trF [n]/F : H
0(F [n],A−) −→ H0(F,A−)
is surjective. Setting again
A− := Fil−w(A) ≃ (T+)∗ := HomZp
(
T+, F/O(1))
and using the fact that A− is unramified, we need to check the surjectivity of
trF [n]/F : H
0(F [n], A−) −→ H0(F,A−).
The first step is to prove that H0(F [n], A−) is finite. Define Qp(ζp∞) := ∪n≥1Qp(ζpn),
where ζpn ∈ Q¯p is a primitive pn-th root of unity. It is well known that the action of
GQp(ζp∞ )/IQp(ζp∞ ) on A
− is non-trivial, and this shows that H1(Qp(ζp∞), A
−) is finite (see,
e.g., [25, p. 84] for details). It follows that H0(Qp, A
−) is finite, and using the fact that
the extension F [n]/Qp is finite we see that H
0(F [n], A−) must be finite as well. Since the
Herbrand quotient of a cyclic group acting on a finite module is 1, it suffices to show that
H1
(
F [n]/F,H0(F [n], A−)
)
= 0. This group injects into H1(F,A−), so we are done if we
prove that H1(F,A−) = 0. As A− is unramified, this cohomology group is isomorphic to
A−/(ϕ − 1)A− where ϕ ∈ Gal(F unr/F ) is the Frobenius. There is a surjection V − ։ A−,
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hence it suffices to show that V −/(ϕ − 1)V − = 0. As in §2.1, let Bcris be Fontaine’s ring of
crystalline periods, then set
Dcris(M) := (M ⊗Q Bcris)GF .
We know that Dcris(V
−)ϕ=1 = 0 (see, e.g., [25, p. 83]), hence ϕ − 1 is an isomorphism
on Dcris(V
−). Since the functor M 7→ Dcris(M) is an equivalence between the category
of crystalline representations and the category of filtered admissible ϕ-modules, and V − is
crystalline because V is, it follows that ϕ − 1 is an isomorphism on V −. We conclude that
V −/(ϕ − 1)V − = 0. 
Theorem 4.7. There exists a Kolyvagin system κHeeg ∈ KS(T,FΛ,L) such that the class
κHeeg1 ∈ H1FΛ(K,T) is non-zero.
Proof. The classes κn, n ∈ N , almost form a Kolyvagin system (cf. Definition 3.1). We only
need to slightly modify them in order to gain the compatibility in diagram (7). We proceed
as in [12, §1.7]. For every ℓ ∈ L let uℓ be the p-adic unit satisfying the relation
(17) locℓ (αm[nℓ]) = uℓ · φfsℓ
(
locℓ(αm[n])
)
.
Such a uℓ exists thanks to a combination of [7, (K2)] and [23, Proposition 10.2]. If we define
κ′n :=
(∏
ℓ|n
u−1ℓ
)
· κn ⊗
(⊗ℓ|nσℓ) ∈ H1F(n)(K,T/InT )⊗Gn
then (17) ensures that κHeeg := {κ′n}n∈N is a Kolyvagin system. Moreover, κHeeg1 = κ1. The
non-triviality of κHeeg1 follows from Theorem 4.12 below. 
Now we introduce the Selmer group where our Iwasawa module of generalized Heegner
cycles naturally lives.
Definition 4.8. The pro-p Bloch–Kato Selmer group of f over K∞ is the Λ-module
Hˆ1f (K∞, T ) := lim←−
m
H1f (Km, T ),
where the inverse limit is taken with respect to the corestriction maps.
Remark 4.9. It can be shown that Hˆ1f (K∞, T ) is free of finite rank over Λ.
For every m ≥ 1 denote by Hm the Λm-submodule of H1f (Km, T ) that is generated by
coresK[1]/K(z1) and coresKm[1]/Km
(
resKm[1]/Kj [1](αj [1])
)
for all j ≤ m. In line with Definition
4.4, we give
Definition 4.10. The Iwasawa module of generalized Heegner cycles is the compact Λ-module
H∞ := lim←−
m
Hm ⊂ Hˆ1f (K∞, T ),
where the inverse limit is taken with respect to the corestriction maps.
Remark 4.11. If we set K[0] := K and allow for n = 0 in Definition 4.4 then H∞ essentially
coincides with H∞[0].
Let κ˜1 ∈ H∞[1] be defined as in (14). Since G(1) is trivial and D1 is the identity operator,
we see that κ˜1 =
∑
σ∈G(1) σβ[1]. This shows that we can view κ˜1 as an element of H∞.
Theorem 4.12. The Λ-module H∞ is free of rank 1, generated by κ˜1.
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Proof. A higher weight analogue due to Castella and Hsieh ([7, Theorem 6.1]) of a result of
Cornut ([9]) on the non-triviality of Heegner points on elliptic curves along anticyclotomic
Zp-extensions ensures that coresKm[1]/Km(αm[1]) is non-torsion for m ≫ 0. Using this fact,
one can show that H∞ is free of rank 1 over Λ by mimicking the proof of [26, §3, Proposition
10], where an analogous result is obtained for Heegner points. Therefore it remains to show
that H∞ is generated by κ˜1. We argue as in the proof of [12, Theorem 2.3.7].
Recall that Γm = Gal(Km/K), then write Gal(Km[1]/K) ≃ Γm × G with G := G(1).
Let trG ∈ Op[G] ⊂ Λ[G] be the trace operator. Recall also the modules H˜m and H˜∞ with
n = 1 and the elements x, xj , y introduced in the proof of Proposition 4.5. Set, as usual,
H˜G∞ := H0(G, H˜∞), then define
xGj := trG(xj) ∈ H˜G∞, yG := trG(y) ∈ H˜G∞.
There is a commutative square
H˜∞ // //
trG


H∞
coresH1/K


H˜G∞ // // H∞
in which all maps are surjective, the top horizontal arrow takes xj to αj and the bottom
horizontal arrow takes xGj to coresH1/K(αj) and y
G to κ˜1. Fix a topological generator γ of
Γ∞. By Nakayama’s lemma, it is enough to show that
(18) H˜G∞ is isomorphic to ΛyG + (γ − 1)H˜G∞.
This is done in two steps that correspond to [12, Lemmas 2.3.8 and 2.3.9].
For every m ≥ 0, set H˜Gm := H0(G, H˜m). The Op-module H˜G0 is free of rank 1, generated
by xG , and there is a canonical map
Ψ : H˜G∞ −→ H˜G0 .
Claim 1. The image of Ψ is a free Op-module of rank 1 generated by Ψ(yG) = aug(Φ)xG ,
where aug : Op[G]→ Op is the augmentation map.
Claim 2. The map Ψ induces an isomorphism
Ψ¯ : H˜G∞/(γ − 1)H˜G∞ ≃−→ aug(Φ)H˜G0 .
Clearly, Claims 1 and 2 imply (18), so it remains to justify these two assertions.
For the first claim one can follow the proof of [12, Lemma 2.3.8], replacing [26, §3.3,
Corollaire 5] with our Corollary 4.3. More precisely, with notation as in §4.2, one notes that
trKm/K(x
G
k ) = aug(γm)x
G . Corollary 4.3 implies that
⋂
m≥1 aug(γm)Op = aug(Φ)Op, and
then the recursive formulas in §4.2 ensure that aug(γm)Op = aug(Φ)Op for m ≫ 0, which
implies Claim 1.
The proof of the second claim proceeds along the lines of the proof of [12, Lemma 2.3.9],
with only a minor variation in one of the recursive relations appearing there. This is due to
the fact that the elements γm defined in §4.2 are slightly different from their namesakes in
[12]. However, for the reader’s convenience we provide a proof, which largely overlaps the one
given in [12].
First we observe that we only need to show that Ψ¯ is injective, since it is surjective by
Claim 1. Fix h = (hm)m≥1 ∈ ker(Ψ). For every m ≥ 0 the Λ-module H˜Gm is generated by xGm
and xGm−1, so we can write
hm = amx
G
m + bmx
G
m−1 + (γ − 1)zm
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for suitable am, bm ∈ Op. Taking the trace to H˜G0 , and using the fact that xG has infinite
order, we obtain
amaug(γm) + pbmaug(γm−1) = 0,
hence
aug(γm)hm ∈ bmtm + (γ − 1)H˜Gm
with
tm := −p aug(γm−1)xGm + aug(γm)xGm−1.
Applying the trace operator we get:
trKm+1/Km(tm+1) = −p aug(γm)(apxGm − pk−2xGm−1) + p aug(apγm − pk−1γm−1)xGm
= pk−1
(
aug(γm)x
G
m−1 − p aug(γm−1)xGm
)
= pk−1tm.
If we take m large enough that aug(γℓ) = aug(Φ) for all ℓ ≥ m then
aug(γm)hm = aug(γℓ)trKℓ/Km(hℓ) ∈ bℓp(k−1)(ℓ−m)tm + (γ − 1)H˜Gm
for ℓ ≫ m. Finally, letting ℓ → ∞ shows that hm ∈ (γ − 1)H˜Gm for every m, and Claim 2
follows. 
Remark 4.13. The analogue of [7, Theorem 6.1] when Vf,p is replaced by Deligne’s ℓ-adic
representation with ℓ 6= p was proved by Howard in [14, Theorem A].
Remark 4.14. For each n ∈ N and any integer m ≥ 0, Castella and Hsieh introduced in [7,
§5.2] certain α-stabilized Heegner classes
zof,mpn,α ∈ H1f (K[npm], T ),
where α is the p-adic unit root of the Hecke polynomial X2 − apX + pk−1. These classes are
defined in terms of the elements zmpn of §4.1 via a regularization process that is analogous
to the one used in [3, §2.5] in the case of Heegner points on elliptic curves. As is shown in
[7, Lemma 5.3], for each n one has coresK[npm]/K[npm−1](z
o
f,npm,α) = αz
o
f,npm−1,α, so we get an
element
zf,n,α := lim←−
m
α−nzof,npm,α ∈ lim←−
m
H1f (K[np
m], T ).
Using the elements zf,n,α, one might be able to show that the Λ-module H∞ is free of rank 1
by adapting the techniques developed by Bertolini in [1].
5. Proof of Theorem 1.1 and Main Conjecture
In this final section we prove the main result of this paper (Theorem 1.1) and formulate a
Main Conjecture a` la Perrin-Riou for generalized Heegner cycles, one divisibility of which is
the content of part (3) of Theorem 1.1.
5.1. Proof of Theorem 1.1. We note that hypotheses (H.0)–(H.5) and Assumption 3.2 in
§3.1 are satisfied in this setting. First of all, the ordinariness of f that we imposed in part
(5) of Assumption 2.3 ensures that condition (1) in Assumption 3.2 is satisfied. Also, in this
case, for any number field E there is a natural identification
SelGr(T/E) = H
1
f (E,T )
between Greenberg’s and Bloch–Kato’s Selmer groups (cf. [15, §2.4]). Moreover, by comparing
local conditions, one can check that there is a canonical isomorphism
Hˆ1f (K∞, T ) ≃ H1FΛ(K,T),
where FΛ is the Selmer structure introduced in §3.3.
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The self-duality of V implies that, possibly after rescaling the isomorphism
V ≃ V ∗ := HomFp
(
V, Fp(1)
)
,
our chosen lattice T ⊂ V is also self-dual, i.e., T ≃ T ∗ := HomOp
(
T,Op(1)
)
. This proves the
existence of the pairing in (H.4). It is well known that Fil+v (T ) is maximal orthogonal with
respect to this pairing, so condition (2) in Assumption 3.2 is satisfied. On the other hand,
condition (3) in Assumption 3.2 is [25, p. 84]. Finally, hypothesis (H.5) can be checked as in
the proof of [12, Proposition 2.1.3] and then Theorem 1.1 follows by combining Theorems 3.5
and 4.7.
5.2. Main Conjecture. Recall the finitely generated torsion Λ-module M in part (2) of
Theorem 1.1.
Conjecture 5.1 (Main Conjecture). char(M) = char
(
Hˆ1f (K∞, T )/H∞
)
.
As remarked above, part (3) of Theorem 1.1 shows that one divisibility in Conjecture 5.1
holds true.
Conjecture 5.1 should be compared with the “main conjecture” for Heegner points on
elliptic curves that was proposed by Perrin-Riou in [26]. Important partial results towards
Perrin-Riou’s conjecture were obtained by Bertolini ([1]) and Howard ([12], [13]). Recently, a
proof of Perrin-Riou’s conjecture has been announced by Wan ([28]).
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