Abstract. A prostate computer-aided diagnosis (CAD) based on random forest to detect prostate cancer using a combination of spatial, intensity, and texture features extracted from three sequences, T2W, ADC, and B2000 images, is proposed. The random forest training considers instance-level weighting for equal treatment of small and large cancerous lesions as well as small and large prostate backgrounds. Two other approaches, based on an AutoContext pipeline intended to make better use of sequence-specific patterns, were considered. One pipeline uses random forest on individual sequences while the other uses an image filter described to produce probability map-like images. These were compared to a previously published CAD approach based on support vector machine (SVM) evaluated on the same data. The random forest, features, sampling strategy, and instance-level weighting improve prostate cancer detection performance [area under the curve (AUC) 0.93] in comparison to SVM (AUC 0.86) on the same test data. Using a simple image filtering technique as a first-stage detector to highlight likely regions of prostate cancer helps with learning stability over using a learning-based approach owing to visibility and ambiguity of annotations in each sequence.
Introduction
Prostate cancer is the sixth most common cancer worldwide. 1 A widely used method to diagnose prostate cancer involves randomly biopsying the prostate in 10 to 12 locations throughout the prostate. 2 Due to their random nature, biopsies can miss clinically significant lesions and result in either false negatives or inappropriately downgrading the cancer. Incidental findings of prostate cancer are also frequent and may result in overdiagnosis and overtreatment. More recently, multiparametric MRI (mpMRI) has been demonstrated to be the most accurate imaging technique to detect prostate cancer. mpMRI-guided biopsies improve sensitivity for clinically significant prostate cancer while limiting overdiagnosis. 3 Computer-aided diagnosis (CAD) of prostate cancer is expected to increase sensitivity further. It can quickly interpret the plethora of images available in mpMRI and assist radiologists with less experience. Contemporary literature demonstrates sensitivity from mpMRI alone to be as much as 81%. 2 This work proposes a prostate cancer CAD system for the purpose of recommending biopsy sites. The CAD in this work is developed using learning-based methods, namely random forest, 4 and produces a probability image from T2W, ADC, and B2000 MRI images. The probability image can then be visualized by a prostate reader. The originality of this application includes the use of an AutoContext 5 detection pipeline, a sample weighting strategy, and the use of various kinds of ground truth information of varying quality. We validate the proposed CAD on a dataset of 224 patient scans and compare the performance with a previously published CAD operating on the same dataset.
Related Works
There are several examples of prostate cancer CAD systems in the literature. Some recent notable works include [6] [7] [8] the CAD system in Ref. 6 , which uses support vector machine (SVM) with local binary pattern features applied to T2W and B2000 images to predict whether pixels were likely to be cancer or not. This SVM was trained against a cohort of 264 patients with recorded biopsy results. The prostate CAD in Ref. 7 developed a voxel-wise classification approach and a lesion segmentation algorithm. The classifiers used were a linear discriminant classifier, GentleBoost, and random forest and used T2W, ADC, B800, and dynamic contrast enhanced (DCE)-images. The features considered were pixel intensity, relative location in the prostate, texture, peripheral zone likelihood, blobness, and pharmacokinetic heuristics. In Ref. 8 , prostate cancer candidates were extracted from ADC using a multiscale Hessian-based blobness filter, and then these candidates were further classified using an linear discriminant analysis classifier with statisticsbased features computed from T1W, T2W, DCE, ADC, and Ktrans. While the learning task is slightly different, the work in Ref. 9 employed intensity statistics and Haralick texture features to classify Gleason scores from MR images using a variety of classifiers. A noteworthy contribution was the use of SMOTE to deal with sample imbalance. This work differs with previous CAD systems by using instance-level weighting to deal with label imbalance as well as for fair treatment between small and large cancerous lesions and for fair treatment between small and large prostates. This is one approach to dealing with sample imbalance with oversampling techniques, such as SMOTE, being an alternative approach. Furthermore, the CAD uses three kinds of annotations: handdrawn contours, targeted biopsies, and normal cases, as well as develops sampling strategies for each of these types of annotations. Last, the CAD uses a transition zone distance as a feature to help the model specialize on peripheral and transition zones. This is slightly more powerful than the distance features considered in Ref. 7 , which only consider distances to the boundary of the prostate but should be comparable to the peripheral zone likelihood feature used in Ref. 7.
Materials and Methods
This study was health insurance portability and accountability act-compliant, approved by our internal review board, and the need for signed informed consent was waived. This study incorporates 224 patient cases involving three types of annotations. MRIs were taken of patients prior to biopsy to establish the presence of cancer. These were then used to acquire MRI-TRUS fusion biopsies where the MRIs were used to guide the biopsy probe. Of the three types of annotations, there were 53 cases with hand-drawn cancerous lesion contours, 24 normal cases, and 147 MRI-TRUS fusion targeted biopsy cases. All cases additionally include an automatic segmentation of the prostate and transition zone produced by a commercial algorithm with some manual correction by an experienced radiologist. The cancer lesion contours were drawn on T2W images by an experienced radiologist examining mpMRI and biopsy results for these cases. The expertise and time required to manually contour cancerous lesions are generally prohibitive and motivate the use of other available information. Biopsy results are numerous and readily available. They are assumed to be reliable owing to the use of MRI-TRUS fusion to target suspicious regions in the prostate. Owing to factors such as human error controlling the biopsy needle and image registration problems, MRI-TRUS fusion biopsies can have inaccuracies, however little. 10 There were a total of 200 patients with recorded biopsy results, including the 53 patients with hand-drawn contours. In each of these patients, biopsy sites were strategically picked from mpMRI by an experienced radiologist prior to the biopsy procedure. Of those biopsy sites, 287 were benign and 123 were Gleason 6 or higher. A table of the Gleason grade and zone breakdown is provided in Table 1 . The remaining 24 normal cases were inspected in mpMRI by an experienced radiologist and were considered to have no visible suspicious lesions. This study additionally considers six test cases selected from consecutive prostate cancer patients (April 2012 to June 2015) who underwent mpMRI and prostatectomy (179 total) for the purpose of comparing with wholemount histopathology in Figs. 1 and 2.
MRI Protocol
The mpMRI images were acquired using a 3T MR scanner (Achieva-TX, Philips Medical Systems, Best, the Netherlands) using the anterior half of a 32 channel SENSE cardiac coil (In vivo, Philips Healthcare, Gainesville, Florida) and an endorectal coil (ERC) (BPX-30, Medrad, Indianola, Pennsylvania). No pre-examination bowel preparation was required. The balloon of each ERC was distended with ∼45 ml of perfluorocarbon (Fluorinert FC-770, 3M, St. Paul, Minnesota) to reduce imaging artifacts related to air-induced susceptibility. The T2W image was acquired with an echo time, repetition time, and section thickness of 4434 ms, 120 ms, and 3 mm, respectively. The standard diffusion weighted imaging (DWI) was acquired with five evenly spaced b-values (0-750), and high b-value DWI was acquired with b ¼ 2000.
Prostate CAD
The proposed prostate CAD is based on a pixel-wise random forest trained against the three types of annotations. The CAD makes use of 13 types of Haralick texture features, four types of intensity features applied to T2W, ADC, and B2000 images, and the signed Euclidean distance to the transition zone. Two other configurations of the CAD based on AutoContext are considered. These CAD systems additionally use four types of intensity features on probability maps from each sequence. Table 2 provides a list of features used in the three systems. Figure 3 shows an example of the MRI sequences and annotations used by the proposed CAD and Fig. 4 illustrates the workflow used by the CAD.
Haralick texture features 11 are statistics computed on cooccurrence matrices in an attempt to characterize texture. They have found use in characterizing lesions in various structures throughout the body.
9,12-14 Haralick features have recently been shown to discriminate not only between cancerous and noncancerous prostate lesions in T2W, ADC, and DCE images but also between different Gleason grades of prostate cancer in the same sequences. 9, 12 The ability to characterize texture and discriminate prostate tissue has motivated their inclusion in this work.
Random forest is an ensemble of random decision trees first described by Breiman. 4 The predictions by random forest are an average of the predictions of its constituent random trees. A random forest is trained by individually training random trees on random subsets of data. Each random tree is trained in a similar fashion as a decision tree with the exception that a randomized subset of the features is used to determine an optimal decision. Optimality of a decision is determined by the information gain. First introduced in Ref. 5 , AutoContext uses a sequence of classifiers to improve classification accuracy in computer vision tasks. Consecutive classifiers use probability maps produced by the previous classifier as a supplemental feature to the image features. The probability maps can highlight relatively prominent structure in an image and make the learning task relatively simpler. This work uses probability maps independently produced on T2W, ADC, and B2000 images as a feature to a classifier that then produces the final probability map. This helps identify any sequence-specific patterns without correlating any coincidental patterns that might be present on other sequences. Admittedly, the final classifier can still overfit coincidental cross-sequence patterns.
Two AutoContext CAD pipelines were examined: the first applies random forest on each individual sequence using Haralick, intensity, and signed distance features to produce a sequence-specific probability map, and the second uses simple image filtering to produce pseudoprobability maps for each sequence. These probability maps are then used as supplemental features to random forest along with image features to produce a final probability map. The image filter in the second configuration subtracts the prostate intensity mean from the image and then sets the resulting pixels to 0 when they have an intensity less than or larger than 0, depending on the sequence (T2W, ADC larger than 0 and B2000 less than 0). This follows from the observation that lesions visible in T2W and ADC images have relatively lower intensity than normal prostate tissue and that lesions visible in B2000 tend to have relatively higher intensity. This filter rule thus behaves like a simple cancer classifier in each sequence.
Training
Three kinds of training annotations are used to train the random forest: hand-drawn contours, targeted biopsy results, and normal cases. Each tree of the random forest is trained on 20 uniform randomly sampled patient cases, regardless of the annotation type. The positives and negatives used to train the tree are sampled as follows:
1. Contours Pixels occurring inside a hand-drawn cancerous lesion are taken as positive examples. Pixels 3 mm or further away from any hand-drawn cancerous lesion are taken as negative examples.
Targeted biopsy results
Pixels within 5 mm of any biopsy point (regardless of whether they are benign or not) are taken to be positive. Since these biopsies were targeted with the MRI-TRUS fusion approach, the lesions must have appeared abnormal to the radiologist and using them as negative examples were observed to harm detection performance of clinically significant prostate cancer. Furthermore, the practical task of the CAD is to mimic the radiologist in choosing biopsy sites although this is a different problem than detection of prostate cancer. The chosen radius follows from the observation that lesions have an average diameter of about 10 mm. 15 It is important to note that no negatives are sampled as the extent of the targeted lesion is not known from the biopsy itself. It may also be possible that other suspicious lesions were not biopsied, rendering sampling negatives risky.
Normal prostate cases
Every pixel inside a normal prostate is taken to be a negative example.
The three sampling strategies are shown in Fig. 5 . This sampling scheme is unbalanced in a number of ways, which could bias a learning-based method. There are a differing number of positives and negatives, and the volumes of prostates and lesions vary by patient and can underrepresent or overrepresent specific lesions and prostates. The random forest in this work is trained with weighted training examples to counter these potential sources of bias. To work with weighted training examples, the decision tree information gain function was modified and is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . where X is a set of training examples (feature vector x, weight w, and class label y) to partition, f is the feature, t is a threshold to partition the training example set, HðpÞ is a purity function, p is a probability vector, and WðXÞ is a function that sums the weights of the given training examples. These are all given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 2 . 3 ; 6 3 ; 5 2 3
The purity function used in this random forest is the Gini index. 16 This weighted gain is just a generalization of the conventional gain function used in classification and regression trees (CART) where a hard count is replaced by a sum of weights. 16 If the weights are all 1, then this reduces to the CART gain function.
The weights for cancerous lesions in hand-drawn contour cases are taken to be 1/lesion volume while biopsies are taken to be 3∕ð500 × piÞ, the inverse of which corresponds to the volume of a sphere of radius 5 mm. The negative examples for hand-drawn contour cases are taken to be 1/volume of normal prostate tissue and 1/volume of prostate in the case of normal cases. The negative weights are then scaled to have the same sum as the positive weights. This ensures that lesions of any size are treated equally and that positives and negatives are treated equally.
Statistical Analysis
The random forest CAD and the two AutoContext methods were trained and evaluated on five permutations of twofold cross-validation on 224 patients (112 training and 112 testing for each permutation). The data were augmented by flipping the images, contours, and biopsy points about the y-axis since prostates are symmetric. This effectively doubles the training set size. The cases with contours, targeted biopsy results, and normal cases were all independently split into twofolds and then concatenated to form the twofolds over all patients. This ensures that roughly the same quantities of the three types of annotations are used in each fold. The three systems were additionally compared to the CAD system described in Ref. 6 . This additional CAD system was evaluated on the same test data but not trained. Cases from the data set used in Ref. 6 are different and are not included in the data set used in this work.
Performance was measured in the form of an averaged receiver operating characteristic (ROC) curve and a Gleason grade-specific free-response ROC curve (FROC). Significance was measured between the random forest CAD and the SVM CAD FROC curves using JAFROC2. 17 
Permutations of Twofold Cross-Validation
Owing to the limited number of higher Gleason grade lesions, we consider a twofold cross-validation to maximize the number of lesions of each Gleason grade in both training and testing. However, twofold cross-validation may not adequately demonstrate generalization of CAD systems. Prostate literature often considers more folds, such as 10-fold cross-validation. To compensate for these limitations, we formed five twofold cross-validation sets, all resulting from random permutations of the original data set. This helps better demonstrate generalization while leaving a large number of test lesions of various Gleason grades for analysis.
ROC Analysis
The ROC analysis was performed in three-dimensional (3-D) images and is a lesion-level analysis. The probability images were taken as a 3-D volume, and the hand-drawn two-dimensional (2-D) contours were stacked to define 3-D cancer volumes. If the 90th percentile of the CAD probability scores in a cancer volume exceeds a probability threshold, then this is taken to be a true positive. In other words, if at least 10% of the cancer volume has a relatively high probability, then the CAD is said to have detected the cancerous lesion. The CAD needs to only predict part of a lesion as suspicious to alert a radiologist, and the use of hand-drawn contours in the ROC analysis reflects this aspect. However, we stress that handdrawn contours are not needed by users of the CAD as they simply interpret the raw probability map output from the CAD. False positives were computed on normal cases and hand-drawn contour cases by dividing the prostate into 3 mm × 3 mm × 3 mm cubic cells and evaluating the 90th percentile of the CAD probability scores in each cell that do not coincide with a true positive. This coarse treatment of the background eliminates small detections that a prostate reader would effectively ignore. Additionally, a cell must be at least 3 mm away from a cancer volume to be counted as a false positive. This is meant to account for human error in the annotations.
FROC Methodology
Like the ROC analysis, the FROC analysis was also performed in 3-D. The FROC analysis is only evaluated on cases with biopsy results, which also includes the contour cases. The objective is to quantify performance with respect to Gleason grade. While Gleason grade is normally expressed in two numbers, indicating the two most dominant patterns in the pathology, this work uses the sum of those two numbers, ranging from 6 to 10. Three FROC curves were generated to quantify CAD performance: actionable, Gleason ≥ 7, and Gleason-specific curves. These can be seen in Figs. 6, 7, and 8. All biopsies in this work are targeted and treated as positive even if they are benign. Every targeted biopsy is said to be "actionable" since a radiologist deemed these biopsy sites suspicious based on mpMRI. While this treatment of benign examples appears to contradict the task of detection of clinically significant cancer, the practical purpose of this CAD is to imitate the best judgment of expert radiologists. Furthermore, treating benign targeted biopsies as negative examples proved to be confusing to the CAD and was observed to reduce detection performance of clinically significant cancers since targeted benign biopsy sites tended to have a similar appearance to prostate cancer.
The FROC is generated in three steps. First, 3-D nonmaximum suppression (NMS) is computed on the raw 3-D CAD probability map. The NMS uses a window of 10 mm × 10 mm × 10 mm and produces a small set of points and corresponding probabilities. These roughly reflect local maxima in the probability map. Next, NMS detections are paired with ground truths to count detections, false positives, and false negatives. However, there can be numerous solutions to this problem owing to the potential proximity of multiple NMS detections to multiple ground truths. A simple example of this problem is the presence of a single NMS detection that is equidistant to two ground truths. To help reduce ambiguous solutions and optimally pair NMS detections with ground truths, a bipartite graph is constructed with one group of vertices being the ground truth biopsy locations and the other group being the NMS detections. An edge is placed between a detection and a ground truth if they are 10 mm or less apart. A weighted maximum matching 18 is computed on the graph to find optimal pairs of detections and ground truths. The weight for each edge is computed based on Gleason grade and probability using the following function where g and p are Gleason grade and detection probability, respectively. Benign biopsies use the Gleason grade g ¼ 0 in this analysis. This is intended to further resolve ambiguities and better represent CAD performance in the case where a high probability detection can be paired with a low grade or benign lesion when a high grade lesion is also nearby. This weighting function prefers that higher probability detections be paired with higher Gleason grade biopsy sites. At this stage, singleton detection vertices are counted as false positives while singleton ground truth vertices are counted as false negatives. These vertices represent detections or ground truths further than 10 mm away from any ground truth or detection, respectively. Last, a multiscale blob-similarity is computed along the axial view of the detection. The blob is measured by convolving a Gaussian kernel on a local patch on the axial view of the probability map centered at the detection. The patch is the same size as the Gaussian kernel, so this operation results in just a single value. Three scales of Gaussian kernel are considered, and the maximum convolution is then used as the final probability for the detection. Detections that look locally more like blobs thus have higher probabilities than those that look less like blobs. These remaining detections and probabilities are then used to determine the detection rate.
Results
The pipeline using the random forest detector in the first stage achieved an area under the curve (AUC) of 0.93 with a detection rate of 89% and a false positive rate of 20% for the ROC analysis. This corresponds to a 92% detection rate and an average of 13 false positives per patient in the Gleason ≥ 7 FROC analysis. The image filter-based detector achieved a similar AUC of 0.93 with a detection rate of 91% at the same false positive rate on the ROC curve while achieving a corresponding detection rate of 91% and an average number of false positives per patient of 13 at the same threshold in the Gleason ≥ 7 FROC analysis. Both methods are comparable to the methods that do not use probability map features. The random forest lacking probability map features achieved an AUC of 0.93 with a detection rate 91% at the same false positive rate with a corresponding detection rate of 90% and an average number of false positives per patient of 14 in the Gleason ≥ 7 FROC analysis. The SVM approach had an AUC of 0.86 with a detection rate 81% in the ROC analysis at a false positive rate of 20% and a corresponding detection rate of 92% with an average of false positives per patient of 19 for the Gleason ≥ 7 FROC analysis. All four ROC curves are shown in Fig. 9. Figures 6, 7 , and 10 show FROC curves for actionable, Gleason ≥ 7, and fixed Gleason grade detections. Only the filter-based method is considered as it performs the best of all methods in the ROC analysis. Significance was established for the Gleason ≥ 7 FROC curves using JAFROC2 for the filter-based CAD versus the SVM method. The random forest performance was statistically significantly different in 9 out of 10 experiments. A histogram of the frequency of features used in the CAD selected by random forest was computed by counting the frequency of features used in decisions from all trees in the random forest. The top five most selected features by random forest were the signed distance to the transition zone, the T2W mean and Fig. 8 Three examples of images, annotations, and prostate CAD probability maps from this work and Kwak et al. 6 The red region in the "annotation" column is the hand-drawn cancerous lesion annotation. The red regions in the "probability map" column denote higher predicted probability of cancer, while green and blue denote low predicted probability of cancer. Row 1 is an example of a 74-year-old patient with a cancerous lesion in the left apical midperipheral zone (Gleason 9). Row 2 shows a 63-year-old patient with a cancerous lesion in the right midbase anterior transition zone (Gleason 7). Last, row 3 shows a 49-year-old patient with a cancerous lesion in the left apical midanterior transition zone (Gleason 7).
Journal of Medical Imaging 024506-8 Apr-Jun 2017 • Vol. 4 (2) median, the B2000 median, and the ADC median. The distance map feature was twice as likely to be picked as the T2W mean and is especially useful for differentiating between the transition zone and peripheral zone. Haralick features are less frequently selected, but all 39 are consistently picked by the random forest. Figure 8 shows the various sequences, annotations, and CAD probability maps from random forest and the CAD from Ref. 6 . Figures 1 and 2 show failure modes of the random forest CAD where Fig. 1 shows prominent false positives and Fig. 2 shows missed cancerous lesions. The cases shown in these figures are test cases with whole mount histopathology and were not included in the training or testing sets considered in experiments in this work. Figure 5 shows three sampling strategies employed by the CAD during training. These are described in Sec. 2.
Discussion
The three random forest CAD systems performed similarly. The filter-based CAD had a slightly narrower confidence region.
It was also more consistent than the other CAD systems since its performance varied less with different training sets. The AutoContext and random forest CAD systems varied more, although AutoContext was worse than random forest with respect to stability. The performance stability of the filter-based method could be attributed to better detection of lesions in the first stage. The filter-based approach attempts to highlight relatively low-or high-intensity regions in each sequence directly without the use of annotations. Annotations can be problematic in mpMRI as not all lesions are visible in all sequences. Thus, the learning task for specific sequences is more challenging as an annotation may refer to a lesion that is not visible.
All three CADs outperform the CAD from Ref. The data set was selected using inclusion and exclusion criteria to meet specific criteria to reduce ambiguities. This selection could bias the resulting model to specific kinds of prostate cancer configurations. In contrast, this work uses all available training data in three different forms to improve generalizability. Consequently, this work generally outperforms the CAD of Ref. 6 . There are other algorithmic differences that can account for such performance differences. Aside from using a different classifier and different features, one noteworthy difference is the lack of transition zone information in the method of Ref. 6 . This feature is especially useful for learning specialized rules for transition and peripheral zones.
Due to differences in data sets and evaluation methodology, it is difficult to compare other prostate CAD systems in the literature. The work of Ref. The three CADs in this work outperform 6 with respect to prostate cancer detection and recommending actionable biopsy sites. The performance for recommending suspicious actionable sites is worse than for detection of Gleason ≥ 7 lesions. Confusingly, Fig. 7 indicates that all CADs are slightly more performant for Gleason 6 than for Gleason 7. The relatively good performance on Gleason 6 also means that the suspicious lesions found to be benign account for the relatively poorer performance in Fig. 10 .
Gleason 7 lesions are problematic for the random forest CAD systems. This can be seen in Fig. 8 where all three CAD systems perform comparable to Ref. 6 . This is mainly due to the CAD missing Gleason 7 transition zone lesions. One possible explanation is that some transition zone lesions could be mistaken for fibromuscular stroma. 19 Both structures share similarities, such as relatively low intensity. Another possible explanation is the sensitivity of the CAD to the geometric features. Poor transition zone segmentations may cause the CAD to miss transition zone lesions. Transition zone distance features are also in mm units. This could be problematic for unusually large or small prostates. A possible solution to this particular problem is to normalize the distance features. The CAD systems described in this work are still at risk of overfitting cross-sequence patterns. Some false negative cases have been observed to show little or no indication of cancer in high b-value images while having prominent cancerous appearance in one or both of the T2W and ADC images. A larger training set with these kinds of images may help CAD systems generalize better. In the case of the AutoContext-based CADs, using a predetermined decision fusion rule may be more robust as these CADs are still liable to learn coincidental patterns in the training set.
The frequency at which a feature is selected signifies its relative importance. The frequent selection of distance map features demonstrates the added value of anatomical knowledge. Generally, lesions found in either one of the zones have similar intensity characteristics, but the backgrounds surrounding the two different regions are visually distinct. The low-or highintensity appearance of cancerous lesions in T2W, ADC, and B2000 images is consistent with the frequent selection of intensity features from the image sequences. Although individual Haralick features are relatively less frequently selected, there is consistency in the overall selection pattern of all the texture features, which indicates that they are all equally relevant for prostate CAD. This is admittedly a surprising finding since Haralick texture features have been demonstrated to discriminate between cancerous and noncancerous prostate tissue as well as between cancerous tissues of differing Gleason grades.
This study is limited in a number ways. For one, it examines mpMRI images coming from one institution and using only one kind of scanner. All images also use ERC when ERC is not used in all institutions. The use of high b-value images, such as B2000, excludes many institutions that may not possess the equipment capable of acquiring such images, although b-value images may be predicted from other available b-value images. 20 The use of MRI-TRUS fusion biopsies may be seen to be a limitation since many prostate CAD works use wholemount histopathology as the ground truth. However, exclusive use of patients with wholemount histopathology may bias the CAD to work well only on patients who go on to have prostatectomy. The FROC methodology described in this work can produce different results depending on the matching criteria and weight function. The matchings are also not necessarily unique. The matching criteria and weight function used in this work were chosen to help reduce ambiguous matches and to best reflect clinical intuition. The use of probability maps also poses problems for quantitative analysis, and this results in differing evaluation methodologies across the prostate CAD literature. The probability maps are intended to be interpreted by radiologists, and this consequently introduces subjectivity into the detection process. Thus, it is technically impossible to automatically characterize the performance of a CAD that produces probability maps intended for interpretation by radiologists. Only a reader study can completely characterize such a CAD system.
Conclusion
This work introduced three forms of prostate CAD, the first of which uses the transition zone for features, AutoContext, and three types of annotations of various qualities. It is the second such CAD that employs a strategy for sample imbalance but uses instance-level weighting for fair treatment of all cancerous lesions and normal prostate tissue regardless of volume. The three prostate CAD systems presented here all performed similarly, with the filter-based CAD exhibiting slightly more consistent performance. All three CAD systems significantly outperform an SVM-based method on the same data set under the same evaluation methodology. This direct comparison with another algorithm presented in a published work with the same data is unprecedented in the prostate CAD literature.
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