Finding the nearest peer, in terms of latency, is an important problem in many Internet applications. In this paper, we argue that existing solutions, which only examine interpeer latencies as part of their operation will find it costly, in certain commonly occurring scenarios, to discover the nearest peer in P2P systems. The difficulty arises out of the way the PoP access networks are laid out in the Internet, where a single PoP (point of presence) belonging to an ISP provides connectivity to numerous client networks. This setup makes a group of peers all appear roughly the same distance from each other, leading to inefficiencies in the existing solutions. In this paper, we use large-scale measurements to show that the problematic topology does occur, use simulations of the Meridian closest-server algorithm to show that the condition does indeed lead to difficulty in finding the exact-closest peer, and propose solutions.
INTRODUCTION
In many peer-to-peer applications, it is beneficial for communicating peers to be close to each other. This is especially true in real-time applications like first person shooter games, but is true also for file-sharing applications, grid applications, and others.
The problem of discovering the closest peers in terms of latency has been an active area of research in the recent Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. past, and a number of solutions have been proposed. Example scalable approaches include: (i) Distance-based sampling, where each peer places other peers it knows into rings or balls of varying sizes, with closer peers tracked more often than those farther away [1, 2] , (ii) Solutions based on network-coordinates, where each peer is given a coordinate indicating its "position" in the system, such that the latency between any two peers can be approximated by a function of their coordinates [3, 4] . (iii) Identifier-based sampling, where each peer has an identifier, and tracks other peers with identifier-prefixes matching its own [5, 6] .
All of these approaches use the measured inter-peer latencies to drive their operation. In spite of the disparity of the approaches, they all share the following mechanism: A search for the closest peer to a given peer starts off from a random peer (or a set of random peers), selects among the neighbors of those peers to find closer peers, recursing until it discovers (ideally) the desired closest peer.
For this search process to work scalably and efficiently, the following condition must hold: When a peer P1 is handling the search for the nearest peer of peer P2, P1 should be able to efficiently find a closer peer to P2 if one exists. This paper argues that, while this condition may hold as long as all peers are relatively far apart, they do not always hold at all points of the search when peers are very close to each other. Specifically, the search may not ultimately discover the closest peer if the closest peer happens to be on the same campus network or extended LAN.
The problem in this case arises out of the way the "lasthop" Internet is laid out. Each ISP has some number of PoPs (Points of Presence) that are used to provide Internet access to its customers. Typically, for a given host to send a packet to any other host not in the same local (campus or LAN) network, the packet must first travel to the given host's PoP. This is often true even if the two hosts share the same PoP and are geographically near each other. Essentially, the lasthop topology resembles a star-network, with the PoP as the star node.
As a result, all hosts that gain access through the same PoP and that are at about the same distance from the PoP end up also being about the same distance from one another. This detail makes it hard to distinguish between the different peers connected to a PoP by looking at some subset of the inter-peer latencies alone; various assumptions made by the different closest-peer algorithms, like the growth-constrained assumption, doubling assumption, and low dimensionality all fail to hold around the peers connected to a PoP. This transforms the search into a brute-force probing of the peers connected to the PoP, making it hard to scalably discover the one other peer in the same campus network from all the different peers connected to the same PoP.
This inability to find the nearest peer represents a significant "opportunity cost": Peers that share the same campus network have latencies an order of magnitude smaller, and bandwidths an order of magnitude larger, than those in different networks. The ability to discover peers in the same network therefore translates to a similar order of magnitude improvement in performance of the application (e.g., gaming, P2P streaming, file-sharing), and in some cases may even be indispensable in running the application in the first place. Also, among applications like P2P streaming and filesharing, significant savings in bandwidth costs are achieved if bulk data transmission happens between peers in the same network, rather than across the network boundary.
The aim of this paper is to better understand this phenomenon. This paper summarizes the results of a larger study [7] that explains the problem in detail, does a largescale measurement study to determine the extent to which the problem exists, uses simulations of Meridian [2] modeled after that study to determine the difficulty of finding nearest peers, and suggests solutions.
THE CLUSTERING PROBLEM
The problem we are interested in is illustrated in Figure 1 : it shows a PoP and the access network to its customer sites (here called end-networks). The problem, which we call the clustering condition, occurs when the following three conditions hold. First, that hosts in the same end-network (say D, E, and F) are very close to each other (say less than 1 ms), but relatively further (say 10 or 20 ms) from hosts in other end-networks attached to the same PoP. Second, that there are a large number of end-networks attached to the PoP. And third, that any pair of hosts in different end-networks are roughly the same distance from each other. We denote a set of peers satisfying this condition a cluster.
We now briefly illustrate how an existing nearest-peer algorithm that works by finding progressively closer peers functions under the clustering condition. Say that peer A1 is part of a P2P network, and that new peer A2 joins the same P2P network (see Figure 1) . Ideally, A2 would be able to discover A1 as its closest peer in the network. Say now that the search for A1's nearest peer has entered the cluster containing A1, at peer C. From C's point of view, all peers in the cluster (other than those in C's end-network) appear identical to one another: For instance, C cannot tell which of peers A1, D, and E, all inside the cluster, is closer to A2. So the best C can do now is to hand off the query to some other peer in the cluster, in the hope that the other peer is closer to the target A2. This amounts to a bruteforce probing of the peers in the cluster, and so is inherently inefficient; the overheads involved increase linearly with the number of end-networks in the cluster.
More formally speaking, many previously proposed nearestpeer algorithms make assumptions about the inter-peer latency distribution that allow them to need only a provably small number of latency measurements. These latency distribution assumptions however fail under the clustering condition. One such assumption is the growth-constrained assumption, wherein given any peer P, and latency l, the number of all the peers within latency 2l from P is not significantly larger than the number of all the peers within latency l from P [5, 2] . Karger-Ruhl's algorithm [1] and Tapestry [5] are among algorithms that make the growthconstrained assumption, or a close variant of the assumption. This assumption allows peers to zero in on the closest peer by repeatedly probing neighbors and progressively finding closer peers. The growth-constrained assumption breaks down under the clustering condition because of the large gap between the number of peers in an end-network and that in a cluster.
The Meridian nearest server algorithm [2] makes a doubling assumption, which is more general than the growthconstrained assumption [8] . A set of peers is said to be covered by a ball of radius r if the latency between any two peers in the set is less than or equal to 2r. Under the doubling assumption, any set of peers covered by a ball of radius r can be covered by a small number of balls of radius r 2
. The doubling assumption also allows an iterative search for closer and closer peers to always make progress, but also breaks down under the clustering condition.
Coordinate-based approaches like Mithos [3] and PIC [4] depend on low-dimensionality when the topology is embedded in a Euclidian space. The topology around a cluster, however, is of high dimension, with one dimension for each end-network in the cluster. As a result, the coordinate address cannot accurately describe the distances between nodes in the cluster.
In the longer version of this paper [7] , we detail how many other related schemes also exhibit deteriorated performance under the clustering condition.
CLUSTERING CONDITION IN THE INTERNET
This section describes a measurement study that aims to show that the clustering condition exists in the wild. For this, we use two populations of hosts, one a set of 156,658 IP addresses of peers in the Azureus P2P network, taken from Ledlie et al's study [9, 10] , and the other a set of about 22,000 recursive DNS servers, taken from Ballani et al's study [11] . The DNS server set is used to measure and estimate latencies between pairs of hosts in order to demonstrate that latencies within end-networks are much smaller than latencies between end-networks. The Azureus data set, on the other hand, is used to show that a large P2P network is indeed likely to be affected by the clustering condition.
Starting with the DNS data set, we first use the rockettrace utility [12] to discover groups of DNS servers that are connected to the same PoP. Within the set of DNS servers connected to the same PoP, we assume that servers that have the same domain-name are in the same end-network. We estimate the latency between two hosts in the same domain as the sum of latencies between each of them and their closest common upstream router (also discovered using rockettrace) or closest PoP (see Figure 2) . We measure the latency between hosts in different domains using the King utility [13] .
In [7] , we describe our efforts at cross-validating and massaging these measurements, which we here leave out for the sake of brevity. Let it suffice to say that, while there is certainly noise in the measurements, we argue that they are nevertheless usable. Figure 3 compares the latency distribution between pairs of DNS servers in the same end-network (Samedomains) and in different end-networks but in the same cluster (Difdomains). There are about 500 DNS server pairs in the intradomain distribution, and about 26000 pairs in the interdomain latency distribution.
The figure shows that the intra-domain latencies are indeed much smaller (by about an order of magnitude) than the inter-domain latencies, as required by the clustering con- dition. We note here that our method of compiling the intradomain DNS server pairs is only an approximation of hosts in the same end-network; we noticed cases where the DNS servers in a pair were located in different geographic locations. We therefore expect hosts in the same end-network to have even smaller latencies than those shown in this plot. The figure also shows that the inter-domain latency distribution predicted by rockettrace measurements (where the predicted latency between two hosts is the sum of latencies from each of them to their closest common upstream router or PoP) matches the King-measured latency distribution reasonably well, thus lending confidence to the latency prediction method. For the Azureus data set, we first track each peer's closest upstream router using traceroutes from multiple vantage points spread across the globe, and produce clusters of peers that all have the same upstream router. We then measure latencies between the common router and the peers within each cluster, and further prune down the cluster members to ensure all cluster peers have similar latencies to the common router -we thus isolate those groups of hosts that exhibit the clustering condition (i.e. are roughly the same distance from each other). Here, we use results from the earlier DNS server measurements to predict that the distance between two peers in a cluster is roughly equal to the sum of the distances from them to the common upstream router. Figure 4 shows the cumulative distribution of cluster sizes, both before and after the pruning step described above. About 16% of the peers are in (pruned) clusters of size 25 or larger. As a sample of the inter-peer latency distribution within clusters, Figure 5 shows the distribution of latencies from the common upstream router to the peers in the cluster for the largest 5 pruned clusters. The latency distribution shown here indicates that peers in the displayed clusters are likely in different end-networks. These results show that even a small sample (5904 peers) has a non-negligible fraction of the population in clusters that satisfy the clustering condition: they have peers spanning reasonably large numbers of end-networks, and have all peers at similar latencies from one another. Thus new peers sharing end-networks with peers in the cluster may easily not find their closest peers. 
MERIDIAN SIMULATIONS UNDER THE CLUSTERING CONDITION
To demonstrate that the clustering condition indeed makes finding the nearest peer more difficult, we simulate the Meridian algorithm [2] over a topology designed to exhibit the clustering condition.
1 The simulated topology consists of clusters of end-networks that in turn contain peers. Each cluster has a common upstream router that all end-networks are connected to -we term this router the cluster-hub.
Specifically, the latency between two peers within the same end-network is set to a very small value (100 μs). The mean latency between a cluster-hub and the end-networks in the cluster is uniformly distributed between 4 ms and 6 ms. Cluster-hubs themselves have pairwise inter-hub latencies derived from the Meridian DNS-server latency dataset [2, 14] (median latency of about 65ms). We use a parameter δ that quantifies the variation of latencies within a cluster -the latency of each end-network to its cluster-hub is uniformly distributed between (1 − δ) and (1 + δ) times the mean latency between the cluster-hub and the end-networks in the cluster. Each end-network contains two peers. The simulated Meridian overlay consists of roughly 2400 peers, with an additional 100 peers used as target nodes, where Meridian tries to find the closest peer in the overlay to chosen target nodes. We ran all of the Meridian simulations with the Meridian parameter β set to 0.5, and the number of neighbors per ring set to 16, as in the Meridian paper. In each simulation, 5000 Meridian closest-neighbor queries are launched to find the closest peer to randomly chosen target nodes. Figure 6 shows the probabilities that a Meridian search will find a peer in the same end-network and the same cluster with increasing cluster size (median, minimum, and maximum of three data runs). It shows that, with bigger clusters, Meridian finds it increasingly difficult to find peers in the same end-network even though it is very good at finding peers in the same cluster. In other words, while Meridian is able to find a good peer, it generally fails to find the best peer under the clustering condition. 1 We use the Meridian simulator used in the Meridian paper [2] for the simulations. Meridian's accuracy in finding the absolute-closest peer and the latency of the discovered peer from the cluster-hub as functions of δ, the variation in latencies within a cluster.
We next examine the effect of variations in intra-cluster latencies on the accuracy of Meridian. The parameter δ described above captures this variation. We run Meridian simulations over a range of different values of δ, starting from δ = 0, with no variation in intra-cluster latencies, to δ = 1, where latencies from a peer to its cluster-hub could range anywhere between 0 and twice the average hub-topeer latency for the cluster. Note here that the larger δ is, the less the network conforms to the clustering condition. Figure 7 shows the results. With an increase in δ, there is a significant improvement in Meridian's accuracy in finding the closest peer. This is a direct result of the clustering condition holding for smaller values of δ, and its weakening at larger values of δ. For larger values of δ, the cluster could effectively be split into smaller clusters, where within each cluster, there is a much smaller variation in the intracluster latencies. With smaller clusters, there is a greater likelihood of random probing succeeding, thus leading to better accuracy in finding the nearest peer. Figure 7 also shows the average latency from the clusterhub to the peer found by Meridian, not counting those cases where Meridian actually found the correct closest peer. The latency decreases with an increase in δ. This is because for higher values of δ, there would be peers that are closer to the cluster-hub (by construction). Peers that are closer to the cluster-hub are also closer to all other peers in the cluster, so Meridian, by design, preferentially picks such peers over others. A side-effect of this is that peers closer to the clusterhub end up being selected more often than others, increasing the load placed on them. This raises an interesting but hard-to-answer question: Given that it is hard at times to find the closest peer in the same end-network, should we aim to find the closest peer that can be found, keeping in mind that doing so would end up overloading a few peers? An alternative formulation would be one that encourages the discovery of another peer in the same end-network, but relaxes the constraints if such a peer cannot be found.
MECHANISMS TO HANDLE CLUSTERING EFFECT
Given that latency-based approaches have difficulty finding the exact closest peer under the clustering condition, it is natural to ask if there are approaches that work well with the clustering condition. Although [7] outlines a number of approaches, here we focus on two. The first approach estimates that peers whose IP address prefixes match upto a given length are in the same end-network. The second method estimates that two peers share end-networks when there is overlap in their Upstream Connectivity Lists (UCLs), i.e., the list of routers that are at a fixed number of hops (say 5) or closer from the peer (measured using traceroutes). These hints could be used in combination with a latency-based approach. For instance, they could be appended to a (lowdimension) coordinate address. Or a non-coordinate based approach could be used to narrow down the set of nearby peers, after which the hints are used to find the exact closest peer among these.
We note that IP address prefixes and upstream routers have both been suggested as hints to proximity in previous work, for different goals. CoralCDN [15] uses upstream routers to map clients to nearby servers, and to find latencysensitive paths in an overlay. Freedman et al [16] note that IP addresses that share the same prefix are more likely to be in the same geographic location, and OASIS [17] uses IP address prefixes to again map clients to nearby servers.
We now give preliminary evaluations of the effectiveness of the UCL and IP-prefix based heuristics, using the Azureus peer-set and associated traceroutes to estimate latencies between peers.
We present results for the UCL approach in Figure 8 : it plots the router hop-lengths between close peer-pairs against the latencies between them. This plot is a "binned" scatterplot of inter-peer hop-lengths versus inter-peer latencies, where sample points from nearby latencies are grouped into a single bin, and the median and percentile values of the associated hop-lengths are shown. The figure shows that the UCL-based approach is indeed promising. The interpeer hop-length grows with inter-peer latencies, implying that if the goal is to discover only very close peers, it can be achieved by having peers track only a modest number of routers. Figure 9 shows results for the IP-prefix based heuristic. It shows the median false-positive and false-negative rates incurred by the approach as a function of different prefixlengths. For each peer, we compute the false-positive rate as the ratio of the number of peers that share the same IP prefix as the given peer, but are more than 10 ms away from the peer, to the total number of peers that are more than 10 ms away from the peer. Similarly, the false-negative rate is the ratio of the number of peers with a different IP prefix, but are closer than 10 ms to the peer, to the total number of peers that are closer than 10 ms to the peer. The populationsize here, i.e., the number of peers that are within 10 ms to at least one other peer, is about 2400. Figure 9 shows, as expected, that the false-negative rate increases and the false-positive rate falls with more finegrained (longer) prefixes. Unfortunately, there is no clear "sweet-spot" here: With a prefix-length of 14 bits or shorter, the false-positive rate is greater than 0.1, so at least about 240 peers need to be further probed to identify those peers that are actually close. And with larger prefix-lengths, more and more close-by peers are ignored.
The UCL-based approach, on the other hand, is not vulnerable to the above false-positive problem: In the mapping of upstream routers to end-host IP addresses, we could also embed information about the latency between the routers and the end-hosts. Two peers that share upstream routers can now estimate their latency to each other as the sum of their latencies to the closest common router. Thus peers can discard, without further probing, other peers that are estimated to be too far away.
Since we do not control the end-hosts used in the measurements here, we are unable to empirically observe occurrences of false-negatives with the UCL approach. In practice, this will depend on the completeness of the UCL map that peers generate: the more complete the maps are, the less is the possibility of false-negatives.
CONCLUSIONS AND FUTURE WORK
In this paper, we identified the clustering condition, and showed that it makes it expensive for latency-only based proximity methods to find extreme-nearby (same campus network) peers in the Internet. We performed large-scale measurements over the Internet to show, with reasonable confidence, that the clustering condition does occur in real settings, and used analytical arguments and simulations to show that nearest-peer finding algorithms suffer under the condition. We listed two approaches to overcome this issue, and showed that one of them was quite promising. Overall, this paper showed that developers of latency-sensitive P2P applications need to be mindful of this factor when deploying their systems, and should employ additional mechanisms like those suggested in this paper when finding extreme-nearby peers is important and peer-networks are large.
An interesting line of future work is to determine the exact extent of occurrence of the clustering condition in particular deployed P2P systems. Doing so would however require explicit cooperation from the individual peers.
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