In this paper, we define the adaptive kernel estimation of the conditional distribution function (cdf) for independent and identically distributed (iid) data using varying bandwidth. The bias, variance and the mean squared error of the proposed estimator are investigated. Moreover, the asymptotic normality of the proposed estimator is investigated.
Introduction
are R × R random variables and we assume that the regression model defined by Y i = m(X i ) + ϵ i , i = 1, 2, . . . n. We assume that the response variable Y depends on an independent random variable X with common probability density function f and m(x) is the conditional mean curve
and a nonparametric kernel estimation of the regression function can be obtained aŝ
Silverman (1986) gave an algorithm with three steps for adaptive kernel estimation of density function. At the first, a prior kernel estimator with a fixed bandwidth is obtained. The second step, the local bandwidth factor λ i is defined by
where g ( assuming g 0 ) is the geometric mean off (X i ). Finally, for one variable the conditional kernel estimation is given by
Salha (2009) discussed the same method for the adaptive estimation of the hazard rate function. Salha and El Shekh Ahamed (2009) also discussed the same method for the adaptive estimation of the conditional mode.
The adaptive kernel estimation is equivalent to the kernel estimation with fixed bandwidth when β is equal to 0. When β = 1, then the adaptive kernel estimation is equivalent to the nearest neighbor estimation. Demir, Toktamis (2010) gave an algorithm to adaptive kernel estimation of density function by setting g =
The conditional distribution function has an important role for quantile regression. Yu and Jones (1998), Hall et al. (1999) , Salha (2006) and Dette (2011) have recently considered methods for estimating conditional distributions. Yu (2003) discussed some problems for estimation of the conditional quantiles.
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, and the conditional α− quantile is given bŷ
Abberger (1997) discussed the bias, variance and the mean squared error of this estimator, and proved that the asymptotic normality of the proposed estimator.
From the previous, we have noticed a lot of statisticians use the kernel estimation of the density and conditional distribution function, but a question is raised: Is there any adjustments or improvements to this estimated whose gives better results?
In this paper, we will use the adaptive kernel estimation of the conditional distribution function to estimate the conditional quantiles.
We proposed the following estimator of the conditional distribution function as
where we define the local bandwidth factor λ i by
where g is the arithmetic mean of f n (X i ). Now, we defined the adaptive of the conditional α− quantile is given by
Preliminaries
In this section, we will consider an assumptions of the kernel function, the bandwidth and the conditional distribution function. These assumptions are:
(A1) h = h n is sequence of positive number satisfies the following:
(ii) nh −→ ∞, for n −→ ∞;
(A2) The kernel K is a Borel function and satisfies the following:
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∂x 2 in a neighborhood of x. Now, we state and prove some lemmas that will help us to achieve the main result in this paper:
Lemma 1 For any random variable X with density f, we have
Proof:
Assume that
And we assume that µ 2 (x) =
Now, using Taylors expansion for f (x − zh) to get
Now,
Thus, we have the result.
Lemma 2 ( Integral approximation of the sum over the kernel function )
) and the mean value theorem of integration, it follows:
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Proof: See Abberger (1997).
Bias, Variance and Mean Squared Error
In this section, the bias and variance will be evaluated. For independent {Y i } the expectation and the variance of the estimator F n (y|x) are follows as:
and
The Mean Squared Error
In this subsection, we will introduce the definition of the mean squared error and give the main theorem about the asymptotic mean squared error.
The mean squared error ( MSE) is used to measure the error when estimating the density function at a single point. It is defined by
That is, equation (4) can be written as
Theorem 1 Let {Y i } be independent and let (A1)( i , ii ), (A2)( i , ii , iii , iv ) and (A3) be satisfied. Then it holds for
Proof:
By equation (5) and equation (1) the bias term is hold.
we only want to find Var[F n (y|x)].
Using Taylors expansion for F(y|X i ) and F 2 (y|X i ) to get
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As n → ∞, and h → 0, we have h 2 → 0.
Asymptotic Normality
In this section, the next theorems show the asymptotic normality (
Theorem 2 Let the condition of the last theorem be satisfied. Then it holds for n −→ ∞,
Proof:
To prove this theorem, we use Liapunov's condition. So let
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Now, the Liapunov's condition
The numerator is
That is the Liapunov's condition holds. Then
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With n[hλ]
Using the central limit theorem, we have
With H n,α (θ(x)) the mean squared error of q n,α (x) can be calculated.
Theorem 3 Let the conditions of Theorem 1 be satisfied and let F n (q n,α (x)|x) = F(q α (x)|x) = α be unique. Then it holds
By the Taylor expansion of the conditional distribution functions of theorem (3.1.1) and θ(x) = q n,α (x) follows
and with integral approximation holds
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Corollary 2 Let the condition of Theorem 1 be satisfied and let nh
Simulation Studies
In this section, two simulation studies were conducted to compare the performance of the KRE estimation of the conditional distribution function and the AKRE estimation of the conditional distribution function.
In this studies, 400 data points are simulated from R program.
Case Study 1
We generated samples using R program of size 25, 50, 75, 150, 250, 400, 700 from the regression function y = cos x + ex, where the x i were drawn from a uniform distribution based on the interval [0, 1] , and the e have a normal distribution N(0, 1). The fixed bandwidth h was computed by Silverman (1986) and Wand and Jones (1995) as
Now, we define a pilot estimate f n (X i ) that satisfies f n (X i ) ≥ 0, where {X i } is a family of iid. In this paper we select the Epanechnikov kernel
We define the local bandwidth factor λ i by
, where g is the arithmetic mean of f n (X i ). We have considered that the equation
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Case Study 2
Another study was conducted to compare the performance of the KRE estimation of the conditional distribution function and the AKRE estimation of the conational distribution function.
We generated samples using R program of size 25, 50, 75, 150, 250, 400, 700 from the regression function y = 1 − x + The mean square error was computed as 
Conclusion
In this paper, we have studied the adaptive kernel estimation of the conditional quantiles and we concluded the expectation, variance, mean square error and asymptotically distribution of the proposed estimator. The results of the simulation studies showed the adaptive kernel estimation of the conditional quantile with varying bandwidths provide better estimates than the conditional quantile estimate with fixed bandwidth.
