The objective of this paper is to take some aspects of disk scheduling and scheduling algorithms. The disk scheduling is discussed with a sneak peak in general and "selection of algorithms" in particular.
Introduction
The Disk is said to be of two basic types:
1. Fixed head disk-This has one head for each track on the disk and it requires no head movement time to service a request. This is quite expensive.
Movable head disk-This
is much more common in use because it has a single head driven by a stepper motor that can position the head over any desired track on the disk surface.
The task of scheduling usage of sharable resources by the various processes is one of the important jobs of operating system as it is responsible for efficient use of the disk drives.
The efficiency of disk drivers means that disks must have fast access time and reasonable bandwidth. The two major components of access time and bandwidth of disks are:
 Seek time-the time to move the heads to the cylinder containing the desired sector.  Rotational latency-the additional time to rotate the desired sector to the disk head.
This can be considered very important in case of systems with multi programming as they have a common file system. The file system is said to be common in multi programmed systems because it is shared by all the users even though each of them may have one's own file. This common file system may be spread out over a finite number of disks or it may reside entirely on a single disk.
Thus, all processes that do disk IO are competing for access to the same physical disk or set of physical disks. Mostly as any given disk can only perform one access at a particular time, if several accesses are requested on a given disk, some order of service for the requests is established by the OS.
The only exception is that there are two or more independent head assemblies on some disks and so those can perform two or more service requests at a single time. However, even in this type of cases too, scheduling is a must if there are more requests outstanding than the available heads to serve them.
Disk Scheduling
It is now clear that there can be number of programs in memory at the same time that results in overlapping of CPU and I/O. There are batch programs that run without interaction from user. There may be time shared programs that run with user interaction. For both of these the common name used is Process for which burst cycle of CPU characterizes execution of their process, alternatively between CPU and I/O activity. The scheduling makes selection among the processes in memory that are ready to be executed and makes allocation of the CPU to one of them.
The decision regarding scheduling takes place when a process switches from:
 running to waiting state  running to ready state  waiting to ready state  Terminates The scheduling of the above processes is known as nonpreemptive. It must be noted that mostly the scheduling quantum is not used by almost all processes as shown below:
Scheduling Algorithms

First Come First Serve (FCFS)
It is similar to FIFO. It is simple, fair approach but perhaps not the best because of its poor performance as average queue time may be too long to be served. It is quite difficult to find the average queue and residence times for this. Of course, the simplest way but if disk accesses are scheduled in an order that takes into consideration some of the physical characteristics of the disk then system can be improved significantly throughout. For example, for the following processes request queue 98, 183, 37, 122, 14, 124, 65, 67 
SSTF: Shortest Seek Time First
It is much more efficient, but leads to starvation. It may be optimal for minimizing queue time, but may be impossible to be implemented as it tries to predict the scheduled process based on previous history. It selects the request with the minimum seek time from the current head position. It is a form of SJF scheduling; may cause starvation of some requests.
The prediction of the time used by the process on its next schedule can be given by t( n+1 ) = w * t( n ) + ( 1 -w ) * T( n )
Where, t (n+1) is time of next burst. t (n) is time of current burst. T (n) is average of all previous bursts W is a weighting factor emphasizing current or previous bursts.
For Example, with head pointer at 53, Total head movement:
98 + 183 + 37 + 122 + 14 + 124 + 65 + 67 = 236 tracks or < 30 tracks per access
But SSTF can be a problem on a heavily used disk. If one request is at the extreme and the other request is nearer to the centre, the extreme request can be postponed for a long time.
SCAN
The purpose of it is to combine efficiency with fairness. We know that there are different rules for heterogeneous or homogeneous processors. For example, sharing of load in the distribution of work in such a manner that all processors have an equal amount to do work. In this each processor can schedule from a queue that is ready common or can use an arrangement by master slave.
Selection of Algorithm:
To determine a particular algorithm, predetermined workload and the performance of each algorithm for that workload is to be determined. It can be said that  SSTF is quite common and so naturally, it has a appeal  The performance of SCAN and C-SCAN is better for system, which places a heavy load on the disk.  Performances depend on the types & numbers of requests, which in turn are influenced by the file-allocation method.  The algorithm must be written as a separate module of the operating system. It must be allowed to be replaced with other one, if necessary.  For default, either SSTF or LOOK is a reasonable choice.
Conclusion:
A number of different scheduling algorithms have been discussed and which one is the best to work that 
