For d ≥ 2 and all q ≥ q0(d) we give an efficient algorithm to approximately sample from the q-state ferromagnetic Potts and random cluster models on the torus (Z/nZ) d for any inverse temperature β ≥ 0. This stands in contrast to Markov chain mixing time results: the Glauber dynamics mix slowly at and below the critical temperature, and the Swendsen-Wang dynamics mix slowly at the critical temperature. We also provide an efficient algorithm (an FPRAS) for approximating the partition functions of these models.
Introduction
The Potts model is a probability distribution on assignments of q colors to the vertices of a finite graph G. Let define families of functions and probability measures indexed by finite graphs G, and there are two main computational tasks associated to these objects. The first is the approximate counting problem: for a partition function Z G and error tolerance ǫ > 0, compute a numberẐ so that e −ǫẐ ≤ Z G ≤ e ǫẐ . We say that such aẐ is an ǫ-relative approximation to Z G . The second is the approximate sampling problem: for a probability measure µ G and error tolerance ǫ > 0, output a random configurationσ with distributionμ so that μ − µ G T V < ǫ. We sayσ is an ǫ-approximate sample from µ G .
A fully polynomial-time approximation scheme (FPTAS) is an algorithm that given G and ǫ > 0 returns an ǫ-relative approximation to Z G and runs in time polynomial in |V (G)| and 1/ǫ. If the algorithm uses randomness it is a fully polynomial-time randomized approximation scheme (FPRAS). A randomized algorithm that given G and ǫ > 0 outputs an ǫ-approximate sample from µ G and runs in time polynomial in both |V (G)| and 1/ǫ is an efficient sampling scheme.
In this paper we give an FPRAS and an efficient sampling scheme for the q-state Potts model on the discrete torus T d n = (Z/nZ) d for all inverse temperatures β ≥ 0, provided q is large enough as a function of d. Theorem 1.1. For all d ≥ 2 there exists q 0 = q 0 (d) so that for q ≥ q 0 and all inverse temperatures β ≥ 0 there is an FPRAS and efficient sampling scheme for the q-state Potts model at inverse temperature β on the torus T d n . If ǫ is not too small, meaning ǫ ≥ exp(−O(n d−1 )), our approximate counting algorithm is deterministic. We comment on this further below Theorem 1.2, but before stating our more general results we briefly discuss the aspects of the Potts model relevant to this paper. For a more comprehensive discussion see, e.g., [13] .
The Potts model is known to exhibit a phase transition on Z d when d ≥ 2, and when q is sufficiently large the phase diagram has been completely understood for some time [24, 25] . For large q there is a critical temperature β c = β c (d, q) satisfying
such that for β < β c there is a unique infinite-volume Gibbs measure, while if β > β c there are q extremal translation-invariant Gibbs measures. Each of these low-temperature measures favor one of the q colors. At the transition point β = β c there are q + 1 extremal translation-invariant Gibbs measures; q of these measures favor one of the q colors, and the additional measure is the 'disordered' measure from β < β c . We note that the phenomenology of the model is q-dependent [13] . The preceding results require q large as they use q −1 as a small parameter in proofs. The existence of multiple measures in the low-temperature phase is reflected in the dynamical aspects of the model. While Glauber dynamics for the Potts model mix rapidly at sufficiently high temperatures, they mix in time exp(Θ(n d−1 )) when β ≥ β c [7, 9] . Even the global-move Swensden-Wang dynamics take time exp(Θ(n d−1 )) to mix when β = β c [7] .
The results just discussed were primarily obtained by making use of a sophisticated form of Pirogov-Sinai theory. It was recently shown that Pirogov-Sinai theory can be used to develop efficient algorithms for approximate counting and sampling for models in which all ground states are stable, i.e., all ground states have the same truncated free energy [20] . Most applications of Pirogov-Sinai theory, including the results concerning the Potts model described in the previous paragraphs, involve working with both stable and unstable ground states, and the main achievement of this paper is to show how to develop efficient algorithms when unstable ground states play a significant role. We discuss our methods in more detail in Section 1.2 below.
1.1. Random cluster model. Our methods apply more generally than to the Potts model on the torus: they also give efficient approximation algorithms for the more general random cluster model on both the torus and on a broad class of subsets of Z d . To make this more precise, recall that given a finite graph G = (V (G), E(G)) the random cluster model is a probability distribution on edge sets of G given by
where c(G A ) is the number of connected components of the graph G A = (V (G), A) and
is the random cluster model partition function. The Potts model and the random cluster model can be put onto the same probability space via the Edwards-Sokal coupling. We recall this coupling in Appendix A; the result is the relation, for β ≥ 0 and integer q ≥ 2,
With the parameterization p = 1 − e −β the random cluster model on Z d , d ≥ 2, also has a critical inverse temperature β c = β c (q, d) that satisfies (1) and that coincides with the Potts critical inverse temperature for integer q. For β < β c the random cluster model has a unique infinite volume measure (the disordered measure), while for β > β c the ordered measure is the unique infinite volume measure. For β = β c the two measures coexist.
Our counting and sampling algorithms extend to the random cluster model on finite subgraphs of Z d with two different types of boundary conditions. To make this precise requires a few definitions. Let Λ be a finite set of vertices of Z d and let G Λ be the subgraph induced by Λ. We say G Λ is simply connected if G Λ is connected and the subgraph induced by Λ c = Z d \ Λ is connected. The random cluster model with free boundary conditions on G Λ is just the random cluster model on the induced subgraph G Λ as defined by (2) . The random cluster model with wired boundary conditions on G Λ is the random cluster model on the (multi-)graph G ′ Λ obtained from G Λ by identifying all of the vertices on the boundary of Λ to be one vertex; see [13, Section 1.2.2] for a formal definition. We refer to the Gibbs measures and partition functions with free and wired boundary conditions as µ f
where c(G A ) is the number of connected components of the graph (Λ, A) and c(G ′ A ) is the number of components of the graph (Λ ′ , A) in which we identify all vertices on the boundary of Λ. Theorem 1.2. For d ≥ 2 there exists q 0 = q 0 (d) so that for q ≥ q 0 the following is true.
For β ≥ β c there is an FPTAS and efficient sampling scheme for the random cluster model on all finite, simply connected induced subgraphs of Z d with wired boundary conditions. For β ≤ β c there is an FPTAS and efficient sampling scheme for the random cluster model on all finite, simply connected induced subgraphs of Z d with free boundary conditions. Theorem 1.2 yields an FPTAS, while Theorem 1.1 gave an FPRAS for the torus. The reason for this is that our Pirogov-Sinai based methods become more difficult to implement on the torus if the error parameter ǫ is smaller than exp(−O(n d−1 )). The algorithm for Theorem 1.1 circumvents this by making use of the Glauber dynamics for this range of ǫ. This is possible because, despite being slow mixing, the Glauber dynamics are fast enough when given time O(ǫ −1 ) for ǫ this small by [7] . By using Glauber dynamics in a similar manner we could obtain an FPRAS for the random cluster model on T d n . We note that our methods are certainly capable of handling boundary conditions other than those described above, but we leave an investigation of the full scope of their applicability for the future.
Proof overview.
This section briefly outlines our arguments and highlights the new ideas introduced in the paper.
(1) In Section 2 we briefly recall the notion of a polymer model and convergence criteria for the cluster expansion, and recall from [20] how this can be used for approximation algorithms. A key improvement upon [20] is that we work directly with the cluster expansion rather than using Barvinok's method [3] ; the importance of this is discussed in the next subsection.
In this section we also apply the polymer model algorithm to the random cluster model at very high temperatures, meaning β ≤ β h := 3 log q 4d . (2) In Section 3 we first recall the tools from Pirogov-Sinai theory developed in [7] for the random cluster model. We then use these tools to establish the necessary ingredients for an algorithmic implementation of the method. (3) Section 4 contains estimates for the contour model representation derived in Section 3. We first recall the inputs that we need from [7] , and we then prove some consequences that are needed for our algorithms. The key additional estimates concern how unstable contours rapidly 'flip' to stable contours; this property is essential for our algorithms to be efficient. This section focuses on the most interesting case of β ≥ β c . The case β h < β < β c , which is very similar to β > β c and again uses estimates from [7] , is discussed in Appendix B. (4) In Section 5 we present our approximate counting algorithms. The broad idea is to use the inductive Pirogov-Sinai method of [20] , but significant refinements are needed to deal with the presence of an unstable ground state. Similar refinements are then used in Section 6 to develop sampling algorithms.
As is clear from this outline, this paper uses the methods and framework developed in [7] and [20] . For the ease of the reader who wishes to see the proofs of results we use from [7] we have largely stuck to the definitions presented in that paper, and have made careful note of the situations in which we have chosen alternative definitions that facilitate our algorithms.
1.3. Discussion. Before this paper, algorithmic results for the Potts model on Z d for d ≥ 2 were restricted to either β < β c , see [6] and references therein, or β ≫ β c [20, 3] . In the planar case of Z 2 more detailed results are known [33, 16, 17, 5] . More broadly, meaning beyond Z d and beyond the Potts model, algorithms for low-temperature models have only recently been developed, and have been based primarily on cluster expansion methods [21, 10, 11, 12, 26, 3] . These algorithms belong to the same circle of ideas as Barvinok's interpolation method [2] and the improvements due to Patel and Regts [29] .
Unlike in [20] we work directly with the cluster expansion, i.e., we avoid Barvinok's interpolation method based on the univariate Taylor series. Recall that Barvinok's method relies on the existence of a disk in the complex plane that is free of zeros for the partition functions that one wants to approximate. For the Potts model partition functions Z Potts
there is no disk centered at β c that is zero-free uniformly in the side length n, precisely because there is a phase transition at β c . Thus any direct application of the interpolation method cannot work at β = β c .
It may be possible to combine results and proof techniques from [14, 28, 1] to prove that the Glauber dynamics mix rapidly on the torus and sufficiently regular subsets of Z d for all β < β c , which would yield a much faster sampling algorithm than the one we have given here. We are not aware, however, of any existing statement in the literature which would directly imply rapid mixing in the whole range β < β c , and leave this as an open problem. Further open problems can be found in the conclusion of this paper, Section 7.
Polymer models, cluster expansions, and algorithms
This section describes how two related tools from statistical physics, abstract polymer models and the cluster expansion, can be used to design efficient algorithms to approximate partition functions.
An abstract polymer model [18, 23] consists of a set C of polymers each equipped with a complex-valued weight w γ and a non-negative size γ . The set C also comes equipped with a symmetric compatibility relation ∼ such that each polymer is incompatible with itself, denoted γ ≁ γ. Let G denote the collection of all sets of pairwise compatible polymers from C, including the empty set of polymers. The polymer model partition function is defined to be
In (5) w is shorthand for the collection of polymer weights. Let Γ be a non-empty tuple of polymers. The incompatibility graph H Γ of Γ has vertex set Γ and edges linking any two incompatible polymers, i.e., {γ, γ ′ } is an edge if and only if γ ≁ γ ′ . A non-empty ordered tuple Γ of polymers is a cluster if its incompatibility graph H Γ is connected. Let G c be the set of all clusters of polymers from C. The cluster expansion is the following formal power series for log Z(C, w) in the variables w γ :
In (6) φ(H) denotes the Ursell function of the graph H = (V (H), E(H)), i.e.,
For a proof of (6) see, e.g., [23, 15] . Define Γ := γ∈Γ γ , and define the truncated cluster expansion by
Henceforth we will restrict our attention to a special class of polymer models defined in terms of a graph G with maximum degree ∆ on N vertices. Namely, we will assume that each polymer is a connected subgraph γ = (V (γ), E(γ)) of G. The compatibility relation is defined by disjointness in G:
We write |γ| for |V (γ)|, the number of vertices in the polymer γ.
A useful criteria for convergence of the formal power series in (6) is given by the following adaptation of a theorem of Kotecký and Preiss [23] .
Lemma 2.1. Suppose that polymers are connected subgraphs of a graph G of maximum degree ∆ on N vertices. Suppose further that for some b > 0 and all γ ∈ C,
Then the cluster expansion (6) converges absolutely, and for m ∈ N,
This lemma implies that if conditions (7) and (8) hold, then exp(T m (C, w)) is an ǫ-relative approximation to Z(C, w) for m ≥ log(N/ǫ)/3.
Proof.
We append to C a polymer γ v for each v ∈ V (G) consisting only of that vertex, with size γ v = 1 and w γv = 0. By definition, γ v is incompatible with every other polymer that contains v. Then
where the first inequality is by (8) , the second by (7) , and the third is by bounding the number of k-vertex connected subgraphs of G that contain v by (e∆) k . This yields
Fix a polymer γ. By summing (10) over all v ∈ γ we obtain
By applying the main theorem of [23] with a(γ) = |γ|, d(γ) = 3 γ we obtain that the cluster expansion converges absolutely. Moreover, we also obtain that
where the sum is over all clusters that contain a polymer containing the vertex v. By using this estimate and summing over all v ∈ V (G) one obtains
which is (9) .
Because clusters are connected objects arising from a bounded-degree graph, the truncated cluster expansion can be computed efficiently. Recall that N = |V (G)|. Proof. This is [20, Theorem 2.2].
The next lemma says that, for the purposes of approximating a polymer partition function, it is sufficient to have approximate evaluationsw γ of the weights w γ . Proof. Using the definition of m and applying Lemma 2.1, we have
so by the triangle inequality it is enough to show that
Define r γ by logw γ = log w γ + r γ . To prove (12), note the identity
Our hypotheses imply |r γ | ≤ ǫv(γ), and hence by the triangle inequality we obtain
where we have used the elementary inequality |e a − 1| ≤ e b − 1 when |a| ≤ b to bound the term in square brackets. Since v(γ) ≤ γ 2 this yields, after ordering the sum over clusters according to their size k,
The last inequality follows from the convergence of the cluster expansion (see (11) in the proof of Lemma 2.1). Since ǫ < N −1 we can bound e ǫk 2 − 1 by 2ǫk 2 , and (12) follows since k≥1 k 2 e −3k < 1/16.
Putting Lemmas 2.1, 2.2, and 2.3 together we see that the partition function Z(C, w) can be approximated efficiently if (1) conditions (7) and (8) hold (2) polymers of size at most m can be enumerated efficiently, i.e., in time polynomial in N and exponential in m, and (3) the polymer weights w γ can be approximated efficiently, i.e., in time polynomial in the size of γ.
2.1. High temperature expansion. This section explains how the polymer model algorithm of the previous section yields efficient counting and sampling algorithms for the random cluster model when q is sufficiently large and β ≤ β h = 3 log q 4d . This use of the polymer model algorithm also serves as a warm-up for the more sophisticated contour-based algorithms we will use in later sections when β > β h .
In fact, the simpler setting of β ≤ β h allows for greater generality: we will derive an algorithm that applies to the random cluster model on any graph G of maximum degree at most 2d. Theorem 2.4. Suppose d ≥ 2 and q = q(d) is sufficiently large. Then for β ≤ β h there is an FPTAS and efficient sampling scheme for the Potts model and the random cluster model with p = 1 − e −β on all graphs of maximum degree at most 2d.
Proof. Let G = (V (G), E(G)) be such a graph. We define polymers to be connected subgraphs of G with at least two vertices. As per our convention, polymers are compatible if they are vertex disjoint, and |γ| = |V (γ)|. We set γ = |E(γ)|, and define the weight of a polymer γ to be be the corresponding polymer model partition function. Then we have the identity
The relation (13) follows by extracting a common prefactor of (1 − p) |E(G)| q |V (G)| from the random cluster partition function. As a result of this the connected components consisting of a single vertex have weight one inside the sum. This is what enables the sum to be rewritten in terms of vertex-disjoint connected graphs on at least two vertices. We will show that conditions (7) and (8) hold with b = 1/2 if β ≤ β h and q is sufficiently large as a function of d. To verify (7) with b = 1/2, note that a connected graph on k vertices has at least k − 1 edges, and k − 1 ≥ k/2 for k ≥ 2.
Towards (8) , suppose there is a q 0 such that for all γ, all β ≤ β h , and all q ≥ q 0
Then if C = C(d) is small enough, (8) holds. Since b = 1/2, C = exp(−9 − 2 log 2d) suffices, and we fix C to be this value hereon. We now verify (14) in three steps, by considering polymers grouped according to the value of k = γ .
(1) For k > 5d we will use the fact that |γ| ≥ γ /d since every edge is incident to two vertices and every vertex is incident to at most 2d edges. Then we have
(2) For d < k ≤ 5d, we will use the fact that |γ| ≥ 1 2 + 2 γ since the number of edges in a graph on r vertices is at most r 2 . Then we have
where c = k/d and where we use the fact that d ≥ 2 and q ≥ 1. Then since
Thus taking q 0 = exp(25d(9 + 2 log 2d)) suffices. Lemmas 2.1 and 2.2 then give an FPTAS for computing the random cluster partition function Z RC G (1 − e −β , q) for all graphs of maximum degree 2d, as enumerating subgraphs of size m in a bounded degree graph takes time exp(O(m)), and computing the weight functions only requires counting the number of edges and vertices in each subgraph.
The efficient sampling scheme follows from [20, Theorem 5.1]. Counting and sampling algorithms for the random cluster model can be converted into algorithms for the Potts model via the Edwards-Sokal coupling described in Appendix A.
Proof of Theorems 1.1 and 1.2 for β ≤ β h . Theorem 1.1 follows immediately from Theorem 2.4 since T d n is 2d-regular. By (1), β h < β c when q is large enough. Thus Theorem 1.2 requires we provide approximate counting and sampling algorithms for free boundary conditions. Since induced subgraphs of Z d have degree bounded by 2d, the result follows by Theorem 2.4.
Contour model representations
Contour models refer to a class of polymer models that arise in Pirogov-Sinai theory [31] . For a given spin configuration, contours represent geometric boundaries between regions dominated by different ground states; the precise definition for the purposes of this paper will be given below. This section describes an important contour model representation for the random cluster model on the torus T d n that is the basic combinatorial object in our algorithms. This contour representation was originally developed for obtaining optimal lower bounds on the mixing time for Glauber and Swensden-Wang dynamics [7] . In addition to recalling the construction from [7] this section also develops the additional ingredients necessary for algorithmic applications of the representation.
3.1. Continuum embedding. The contour model representation from [7] is based on the natural embedding of the discrete torus T d n = (Z/nZ) d of side-length n ∈ N into the continuum torus T d n := (R/nR) d . This subsection recalls the basic definitions, and explains how they can be rephrased in terms of discrete graph-theoretic notions. 1 In what follows we abuse notation slightly and write T d n for the graph (T d n , E), where E is the edge set of the discrete torus. We will follow the convention that bold symbols, e.g., V , denote subsets of T d n , while objects denoted by non-bold symbols like V reside in T d n . Thus each vertex v ∈ T d n is identified with a point v ∈ T d n , and we will identify each edge e = {u, v} ∈ E with the unit line segment e ⊂ T d n that joins u to v. We will also drop T d n from the notation when possible, e.g., E for E(T d n ). Recall that Ω = 2 E is the set of configurations of the random cluster model on T d n . Let c ⊂ T d n denote a closed k-dimensional hypercube with vertices in T d n for some k = 1, . . . , d. We say a hypercube c is occupied with respect to A ∈ Ω if for all edges e with e ⊂ c, e is in A. Define
where d ∞ is the ℓ ∞ -distance, and the distance from a point to a set is defined in the standard way: d ∞ (x, c) = inf y∈c d ∞ (x, y). Thus A is the closed 1/4-neighborhood of the occupied hypercubes of A. The connected components of the (topological) boundary ∂A of the set A are the crucial objects in what follows. Since each connected component arises from an edge configuration in Ω, it is clear that the set of possible connected components is a finite set. As the connected components of ∂A are continuum objects, it may not be immediately apparent how to represent them in a discrete manner. We briefly describe how to do this now. Let 1 2 T d n denote the graph ( 1 2 Z/nZ) d ; as a graph this is equivalent to the discrete torus (Z/(2n)Z) d . The notation 1 2 T d n is better because we will embed 1 2 T d n in T d n such that (i) 0 coincides in T d n and 1 2 T d n , and (ii) the nearest neighbors of 0 in 1 2 T d n are the midpoints of the edges e containing 0 in T d n . 2 An important observation is that A can be written as a union of collections of adjacent closed d-dimensional hypercubes of side-length 1/2 centered at vertices in 1 2 T d n , where 1 This continuum construction allows for tools from algebraic topology to be used. We have chosen to follow the continuum terminology to allow the interested reader to easily consult [7] . 2 More formally, since Z d ⊂ 1 2 Z d ⊂ R d , we obtain a common embedding of 1 2 T d n and T d n in T d n .
two hypercubes are called adjacent if they share a (d− 1)-dimensional face. Adjacency of a set of hypercubes means the set of hypercubes is connected under the binary relation of being adjacent. By construction the connected components of A correspond to the connected components of the edge configuration A.
The boundary ∂A of A is just the sum, modulo two, of the boundaries of the hypercubes whose union gives A. These boundaries are (d−1)-dimensional hypercubes dual to edges in 1 2 T d n ; here dual means that the barycenter of the (d − 1)-dimensional hypercube is the same as barycenter of the edge in 1 2 T d n . The (d − 1)-dimensional hypercubes that arise from this duality are the vertices in ( 1 2 T d n ) ⋆ , the graph dual to 1 2 T d n ; two vertices in ( 1 2 T d n ) ⋆ are connected by an edge if and only if the corresponding (d − 1)-dimensional hypercubes intersect in one (d − 2)-dimensional hypercube. The preceding discussion implies ∂A can be identified with a subgraph of ( 1 2 T d n ) ⋆ . In the sequel we will discuss components of ∂A as continuum objects; by the preceding discussion this could be reformulated in terms of subgraphs of ( 1 2 T d n ) ⋆ . In Appendix C we show that the computations we perform involving components of ∂A can be efficiently computed using their representations as subgraphs of ( 1 2 T d n ) ⋆ .
Contours and
Interfaces. An important aspect of the analysis in [7] is that it distinguishes topologically trivial and non-trivial components of ∂A. To make this precise, for i = 1, . . . , d we define the ith fundamental loop L i to be the set Without reference to any particular edge configuration, a subset γ ⊂ T d n is a contour if there is an A ∈ Ω such that γ ∈ Γ(A). Interfaces and interface networks are defined analogously.
Since each fundamental loop intersects each (d − 1)-dimensional face of a hypercube centered on 1 2 T d n exactly zero or one times, we have the following lemma, which ensures contours can be efficiently distinguished from interfaces.
Then the winding vector of γ can be computed in time O(nK).
Proof. Fix i ∈ {1, 2, . . . , d}. Each fundamental loop L i has length O(n), and hence the set F i of faces that have non-trivial intersection with L i has cardinality |F i | = O(n). Given the list of faces in γ we can compute the ith component of the winding vector by (i) iterating through the list of faces of γ and adding one each time we find a face in F i , and (ii) taking the result modulo two.
The connected components of T d n \∂A are subsets of either A or T d n \A. In the former case we call a component ordered and in the latter case disordered. We write A ord (resp. A dis ) for the union of the ordered (resp. disordered) components associated to A.
Definition 2. The labelling ℓ A associated to A is the map from the connected components of T d n \ ∂A to the set {dis, ord} that assigns ord to components in A ord and dis to components in A dis .
We extend this definition analogously to two interfaces, or one interface and one contour. Further, define the size γ of a contour γ (resp. size S of an interface S) by
This is the number of intersections of γ (resp. S) with e∈E e. For a continuum set Λ we write |Λ| for |Λ ∩ T d n |, that is, the number of vertices of T d n in Λ in the embedding of T d n into T d n . This will cause no confusion as we never need to measure the volume of a continuum set.
Using these definitions, w(A) can be written as
where c(A ord ) is the number of connected components of A ord . The products run over the sets of interfaces and contours associated to the edge configuration A, respectively. We indicate the derivation of (16) in Section 3.3.1 below; see also [7, p.13-15] . Since
it follows from (16) and Lemma 3.2 that
where the sum runs over matching collections of contours and interfaces. This is the contour and interface network representation of the random cluster model partition function.
In what follows it will be necessary to divide the contributions to Z. To this end, let
and define the corresponding partition functions
By (17) Z rest can be expressed in terms of contours alone. We will see later that Z tunnel is very small compared to Z rest , and so the task of approximating Z is essentially the task of approximating Z rest .
Derivation of contour representation.
We briefly indicate how to obtain (16) .
The first of these relations follows since every vertex not contained in an edge of A belongs to a singleton connected component, and the second is a counting argument. Using these relations one obtains
To pass from (18) to (16) requires just a few observations. First, c(G A ) equals the number of components of A, which is the number of connected components of A ord . Second, |V (A)| = |A ord |, and similarly |V \ V (A)| = |A dis |. Lastly, δA is precisely the sum of sizes of the contours and interfaces, as each contribution to δA is given by a transverse intersection of an edge e with the boundary of A.
3.4. External contour representations. Next we will take the first steps to construct a representation of Z rest as the sum of polymer model partition functions. We begin with some basic results and definitions. Fix an arbitrary point x 0 ∈ T d n that cannot be contained in any contour, and let ⊔ denote disjoint union. 
Note that the notion of exterior is defined relative to T d n , though we omit this from the notation.
Remark. This is a different definition of exterior than is used in [7] ; our definition is more convenient for algorithmic purposes. Most of the results of [7] concerning the interiors/exteriors of contours apply verbatim with this change, and whenever we use these results we will remark on why they apply.
If two contours γ and γ ′ are compatible, then we write
The exterior of a matching collection of contours Γ is
If Γ is matching, then Ext Γ is a connected subset of T d n . This follows by noting that [7, Lemma 5.5] holds with Definition 5 of the interior and exterior, and given this, the connectedness of Ext Γ follows by the argument in [7, Lemma 5.6] . Note that since Ext Γ is contained in T d n \ γ∈Γ γ, this implies that Ext Γ is labelled either ord or dis. As usual in Pirogov-Sinai theory, see, e.g. [7, Section 6.2], it is useful to resum the matching compatible contours that contribute to (17) according to the external contours of the configuration. To make this precise, we require several definitions. A matching
Write C(Λ) for the set of contours in Λ, and C = C(T d n ) for the set of all contours. For Λ ⊆ T d n define G ext (Λ) to be the set of matching mutually external contours in Λ, and then define
where the sums in (19) and (20) run over sets of matching mutually external contours in which Ext Γ is labelled ord and dis, respectively. This is the desired resummation. In the special case Λ = T d n these partition functions represent the sums of w(A) over
That is, we get a decomposition Z rest = qZ ord + Z dis , where
Subsection 3.8 will give interpretations of these quantities in terms of random cluster model partition functions for many other choice of Λ.
3.5. Labelled contours. This subsection introduces labelled contours and establishes some basic properties of these objects. These properties will ensure that we can efficient enumerate labelled contours.
In Definition 2 we associated a labelling to an entire collection of matching and compatible contours and interfaces. For collections of contours, since each contour splits T d n into two pieces, it is more convenient to associate the labelling to individual contours. We do this by assigning a label to Int γ (resp. Ext γ) according to the label of the region of T d n \ ∪ γ∈Γ γ adjacent to γ contained in Int γ (resp. Ext γ).
A compatible set of labelled contours Γ is a set of compatible contours Γ such that the connected components of T d n \ ∪ γ∈Γ γ are assigned the same labels by the labelled contours. More precisely, for a component B of T d n \ ∪ γ∈Γ γ, ∂B is a union of compatible contours γ 0 , . . . , γ k for some k ≥ 0, and (up to relabelling) either (i) γ i < γ 0 for i = 1, . . . , k or (ii) γ i ⊥ γ j for i = j. The condition of compatibility of the labels in the first case is that the interior label of γ 0 is the same as the exterior label of γ i for all i = 1, . . . k, and in the second case is that all exterior labels agree.
By construction, the set of collections of matching and compatible contours is the same as the set of collections of compatible labelled contours. The advantage of the latter is that it enables us to define a labelled contour γ to be ordered if its exterior label is ord, and disordered if its exterior label is dis. We let C ord (Λ) and C dis (Λ) denote the sets of labelled contours in Λ with external labels ord and dis, respectively, with C ord = C ord (T d n ) and C dis = C dis (T d n ). The next lemma gives a way to construct a labelled contour γ from an edge configuration. Lemma 3.4 gives a way to construct a given contour from some set of edges A. For our algorithms it will be important to be able to generate contours from a relatively small set of edges. We first explain how to do this for disordered contours.
Suppose γ ∈ C dis and let Λ = Int γ ∩ T d n . Define
where mid(e) denotes the midpoint of the edge e; this is the vertex of 1 2 T d n on the two-step path from i to j in
is defined as in Lemma 3.4. Let Γ be the set of contours in ∂A. Then γ ∈ Γ, and for all γ ′ ∈ Γ with γ ′ = γ we have γ ′ < γ. Moreover, all sets of matching contours consisting of γ and contours in Int γ arise from such F . Proof. We begin by recalling an alternate construction of A from [7] . Let E ⊂ E(T d n ), and let D ⊂ E. Set D ⋆ to be the set of (d − 1)-dimensional unit hypercubes dual to the edges of D, and set The bound on the size of A is crude; it can be obtained by noting that the included edges all contain a vertex from which there is an edge outgoing from Λ, and the count of these vertices is a lower bound for γ . Each of the vertices is contained in at most 2d edges.
We now establish a similar way to construct an ordered contour from a small edge set. The situation is slightly different due to the differences between ordered and disordered contours in Lemma 3.4. Define, for γ ∈ C ord , Λ = Int γ ∩ T d n , Proof. The proof is essentially the same as for Lemma 3.5. Let A ′ = E \ E ′ (Λ). The set F is disjoint from A ′ as every vertex i interior to γ is at distance at least 3/4 from γ. This implies ∂A is the union of ∂A ′ and ∂F , which implies the first claim. The second claim follows from the bijection of Lemma 3.2, which restricts to a bijection in this setting.
Two edges e, f ∈ E are called 1-adjacent if d ∞ (e, f ) ≤ 1. A set of edges A is 1connected if for any e, f ∈ A, there is a sequence of 1-adjacent edges in A from e to f . In the next lemma, ∂A c is the boundary of the thickening of the edge set A c = E \ A. Proof. Let A be the set of all edges that intersect γ. By the definition of · , |A| ≤ γ . By Lemma 3.7 γ is the outermost contour in A c , as A c = E ′ (Λ) ∪ E dis (Λ). The 1connectedness of A follows from the connectedness of γ and the observation that every point of γ is at most d ∞ distance 1/2 from an edge in A.
3.6. Contour Enumeration. This section uses the results of the previous subsection to guarantee the existence of an efficient algorithm for enumerating contours. This requires a few additional lemmas. Lemma 3.9. For all γ ∈ C, |Int γ| ≤ γ 2 , and |Int γ| ≤ (n/2) γ .
Proof. This follows by [7, Lemma 5.7] , as the interior of a contour as defined by Definition 5 is always smaller than the definition of the interior of a contour in [7] . Proof. Let m = γ . Let G be the subgraph of T d n that arises after removing all edges that intersect some (d−1)-dimensional face in γ. Consider the following greedy algorithm to determine the connected components of G: this algorithm starts at C 0 = x, where x is chosen such that it is contained in an edge not present in G. The algorithm determines the connected component containing x in G by adding at step i + 1 the first vertex (with respect to lexicographic order) in T d n \ C i that neighbors C i ; if no neighbors exist the component has been determined. The kth step takes time at most (2d)k, so performing N steps of this algorithm takes time O(N 3 ).
Since |Int γ| ≤ γ 2 by Lemma 3.9, we can stop the greedy procedure after m 2 + 1 steps. If the algorithm terminates due to this condition, the component being explored is the exterior. The interior can then be determined in at most O(m 3 ) additional steps by running the greedy algorithm from the neighbor of x that is in the interior. Otherwise the algorithm will have already terminated and determined the interior. Similarly, there is an exp(O(m))-time algorithm to construct all contours γ ∈ C dis that (i) can arise from an edge set A such that A c is 1-connected and contains e and (ii) have γ ≤ m.
Proof. We first consider disordered contours, and begin by enumerating all connected sets A of edges that contain e that are of size at most 2dm. This can be done in time exp(O(m)). If 2m ≤ n then we consider the enumerated edge sets as subsets of E(T d 2m ); otherwise we consider them as subsets of E(T d n ). For each edge set A, construct ∂A and take the outermost contour (if there is not a single outermost contour, discard the result). By Lemma 3.6 this generates all disordered contours of size at most m that arise from connected edge sets containing e. We obtain the desired list of contours by removing any duplicates, which takes time at most exp(O(m)). The remainder of the proof shows that the operations in this paragraph can be done in time polynomial in m.
The constructions of ∂A takes time at most O(m) as it is a Z 2 sum of (d − 1)dimensional facets, and determining these facets takes a constant amount of time For ordered contours the argument applies nearly verbatim. The changes are as follows. First, enumerate 1-connected sets A c that contain e. Secondly, to see that we get the desired contours, appeal to Lemma 3.8. Lastly, computing ∂A takes time O((m∧n) d ) which is polynomial in m; this is by our choice of torus in the first paragraph of the proof.
The next definition is useful for inductive arguments involving contours. 
In the former case set ∂Λ = ∅, and in the latter case set ∂Λ to be the union of all connected components of ∂A incident to Λ. In particular if Λ = Int γ for some contour γ, then Λ is a region and ∂Λ = γ. Finally, for compatible contours γ 1 , . . . , γ t , define γ 1 ∪ · · · ∪ γ t = γ 1 + · · · + γ t . We conclude this subsection by stating our main algorithmic result on efficiently computing sets of contours. Proof. We begin by proving the first item. Apply Lemma 3.11 for each edge contained in Λ. This takes time O(|Λ| exp(O(m))) as there are at most 2d edges in Λ for each vertex of T d n in Λ. The output is a (multi-)set of contours of size at most m contained in T d n . Trim the resulting list of contours to remove duplicates. By Lemma 3.10 in time exp(O(m)) we can determine Int γ for every γ from the list obtained in the first paragraph. We determine the list of level zero contours by iterating through the list, checking for each γ if γ ′ < γ for some other γ ′ = γ in the list. If not, assign γ level 0. This takes time at most exp(O(m)). We continue by running the same operation on the sublist of all contours of level at least one, i.e., the sublist of contours not assigned level 0. If γ has level at least one and there is no γ ′ < γ, γ ′ also of level at least one, then γ is assigned level one. By repeating this we assign a level to every contour. The maximal level of a contour is m 2 , the maximal size of the interior of a contour of size m, and hence the total running time is at most m 2 exp(O(m)) = exp(O(m)).
To conclude, trim the list to retain only contours γ ′ contained in Λ. This can be done by removing contours at distance less than 1/2 from γ. Computing this distance takes time O( γ γ ′ ), which is at most O( γ m).
3.7.
Polymer representations for Z ord and Z dis . To obtain polymer model representations of Z ord and Z dis , defineΩ ord (Λ) andΩ dis (Λ) to be the sets of compatible collections of contours in Λ that are labelled ord and dis, respectively. Define
By following a well-trodden path in Pirogov-Sinai theory (see, e.g., [7, p.28] or [20, p.29] ), these definitions give the following representations for Z ord and Z dis as partition functions of abstract polymer models:
where the sums run over collections of compatible labelled contours in Λ with external label ord and dis, respectively. In fact, for ℓ ∈ {ord, dis}, the above formulas represent Z ℓ (Λ) as the partition function of a polymer model in the form discussed in Section 2, i.e., where polymers are subgraphs of a fixed graph G with bounded degree. In detail, recalling the discussion in Section 3.1, we consider contours as subgraphs of (a subgraph of) the bounded-degree graph ( 1 2 T d n ) ⋆ . Thus |γ| is the number of vertices in a contour when represented as a subgraph. Condition (7) holds with b = 1 since γ ≥ |γ| by (15) . The more substantial hypothesis (8) will be verified in later sections for appropriate choices of the label and of β.
In the sequel we will write |Λ| ( 1 2 T d n ) ⋆ for the size of set of vertices of ( 1 2 T d n ) ⋆ that are part of some contour γ in C ℓ (Λ) for some ℓ. The next technical lemma shows it is enough to find algorithms that are polynomial time in |Λ| ( 1
Proof. By construction, contours inside Λ arise from edge configurations of edges inside Λ. The number of such edges is at most 2d times the number of vertices inside. Since contours are boundaries of unions of (d − 1)-dimensional hypercubes centered at vertices in ( 1 2 T d n ) ⋆ that lie on edges, this proves the claim, since there are a bounded number of such hypercubes associated to each edge.
Random cluster model formulations of contour partition functions.
The definitions of the partition functions Z ord (Λ) and Z dis (Λ) in (19) and (20) only involve contours. In general, these contour partition functions do not correspond to random cluster model partition functions due to the exclusion of interfaces. However, we will show that when Λ = Int γ ∩ T d n can be embedded as a subgraph of Z d , there is such an interpretation.
To make this precise, recall the definitions (3) and (4) of Z f Λ and Z w Λ for Λ ⊂ Z d such that the subgraph G Λ induced by Λ is simply connected. Recall that p = 1 − e −β . Proposition 3.14. Suppose Λ ⊂ Z d is simply connected, and let n = 3|Λ|. Then there are contours γ dis ∈ C dis (T d n ) and γ ord ∈ C ord (T d n ) determined by Λ such that
Since n = 3|Λ|, we can embed Λ ⊂ T d n . Moreover, the set of boundary vertices ∂Λ := {i ∈ Λ : ∃j ∈ Z d \Λ, (i, j) ∈ E(Z d )} can be identified with {i ∈ Λ : ∃j ∈ Λ c , (i, j) ∈ E}. Thus the graphs G Λ and G ′ Λ used in the definitions of Z f Λ and Z w Λ are the same whether defined by considering Λ as a subset of Z d or T d n . Note that by our choice of n we know that any component of ∂A will be a contour if A is a subset of edges that are at graph distance at most two from Λ. To see this in an elementary way, note that we can further consider Λ as a subset of T d n such that the fundamental loops of T d n are at distance at least (say) ten from Λ.
We first consider the case of Z f Λ . To do this, let A 0 ⊂ E be the set of edges with both endpoints in Λ c . Let γ ord be the unique contour in ∂A 0 ; the fact that there is a unique contour follows from the fact that Λ is simply connected. By Lemma 3.7, for any subset A of edges in E(G Λ ) = E γ ord , the contours of ∂A are contained in Int γ ord . Moreover, this Lemma ensures that by carrying out the contour construction of Section 3.3.1 for subsets of edges A ′ = A 0 ∪ A where all edges of A are from E(G Λ ), we obtain all contour configurations Γ = {γ ord } ∪ Γ ′ where the contours of Γ ′ are contained in Int γ ord .
To obtain the conclusion, note that (i) A ′ w(A ′ ) is proportional to Z f Λ , where the sum runs over these A ′ = A 0 ∪ A described above, and (ii) A ′ w(A ′ ) is proportional to Z dis (γ ord ). To obtain the proportionality constant we compare the contributions of the empty edge configuration (empty contour configuration). These are, respectively, q |Λ| (1 − p) |E(Λ)| and q |Λ| (1 − p) d|Λ| . The ratio of these terms is (1 − p) γ ord since γ ord is exactly the number of edges between Λ and Λ c . 4 We now consider the case of Z w Λ . Let A = E(G Λ ), and consider the ordered contour γ ′ that arises from the edge set E \ A. Definẽ
the set of edges whose midpoints are either in the interior of γ ′ or within distance 1/2 of γ ′ . Then set γ dis to be the single contour in ∂Ã; there is only one contour in this set by the assumption Λ is simply connected. Note that A is precisely E γ dis as defined above Lemma 3.5, and hence there is a bijection between contour configurations in Int γ dis and subsets ofÃ in which each edge not in A is occupied. As for the case of Z f Λ we can now conclude, as summing over such edge sets is proportional to both Z ord (Int γ dis ) (recall (23)) and Z w Λ . To compute the proportionality constant, we compare the all occupied configuration to the empty contour configuration. This gives, respectively, qp |E(Λ)| and e −e ord |Int γ ord | , and hence
Contour model estimates
In this section we state several estimates related to the contour representations from the previous section. [7] ). There are constants c > 0, q 0 = q 0 (d) < ∞, and n 0 < ∞ such that if q ≥ q 0 , n ≥ n 0 , and β ≥ β c ,
In what follows c will always denote the constant from Lemma 4.1, and q 0 and n 0 will always be at least as large as the constants in the lemma. Lemma 4.1 ensures that Z tunnel is neglectable when approximating Z up to relative errors ǫ ≫ exp(−cβn d−1 ). We will also need to know that Z dis is neglectable when β > β c . This requires two lemmas. Lemma 4.2. If q ≥ q 0 , n ≥ n 0 , and β > β c there exist a dis > 0 and f > 0 so that if ǫ n := 2 exp(−cβn), then
Proof. With a dis ≥ 0 this follows from [7, Lemma 6.3] provided f = f ord for β ≥ β c , and that f = f ord follows from [7, Lemma A.3] . What remains is to prove a dis > 0 when β > β c . The results of [25] imply that there is a unique Gibbs measure for the random cluster model when β > β c . If a dis was 0 for some β > β c , then the argument establishing [7, Lemma 6.1 (b)] implies the existence of multiple Gibbs measures, a contradiction.
Lemma 4.3. If q ≥ q 0 , n ≥ n 0 , and β > β c , then there exists a constant b dis > 0 so that
Proof. Suppose Γ ∈ G ext dis . Then we claim that 
Set b dis := min{a dis , cβ} > 0. By (27) ,
for all Γ ∈ G ext dis . The lemma now follows from (28) .
The next two lemmas will allow us to verify the Kotecký-Preiss condition for the contour models defined in the previous section. Lemma 4.4 (Lemma 6.3 [7] ). If q ≥ q 0 and β = β c , then K ord (γ) ≤ e −cβ γ , and K dis (γ) ≤ e −cβ γ , for all γ in C ord and C dis , respectively. Lemma 4.5 (Lemma 6.3 [7] ). If q ≥ q 0 and β > β c , then
In particular, since β ≥ 3 log q d , then for sufficiently large q the contour weights K ord (for β ≥ β c ) and K dis (for β = β c ) will satisfy condition (8) .
Next we will show that when β > β c and the disordered ground state is unstable, that regions with disordered boundary conditions 'flip' quickly to ordered regions by way of a large contour; more precisely, the dominant contribution to Z dis (Λ) from collections of contours with small external volume.
For a region Λ and M > 0 we define 
The lower bound is immediate since Z dis is a sum of non-negative terms and Z flip dis (Λ, M ) is at least one. Thus the proof of (30) has two parts: lower bounding Z flip dis (Λ, M ) and upper bounding Z err dis (Λ). The combination of these bounds will prove (30) . We begin with the lower bound on Z flip dis (Λ, M ). Recall the definition (24) of E γ . Let γ ′ ∈ C dis (Λ) be the contour obtained by thickening E γ and taking the boundary, i.e., ∂E γ . Let Γ = {γ ′ }. Note that Ext Γ contains no vertices, because Λ is connected and all edges inside Λ are in E γ .
Next observe that γ ′ ≤ γ . This is because by construction any edge contributing to γ ′ must have one vertex outside of Λ, and such an edge also contributes to γ . In particular, Γ ∈ H flip dis (Λ, M ), and hence
where ǫ n = 2e −cβn as above and f is the constant from Lemma 4.2. The second inequality used that Ext Γ contains no vertices. The second-to-last inequality follows from [7, Lemma 6.3 (ii)], and the last inequality follows since (i) |Int γ| = |Int γ ′ | and (ii) for n large enough we have e ǫn|Int γ| ≤ 2 for all γ ∈ C.
Next we prove an upper bound on Z flip dis (Λ, M ). In fact, the upper bound is essentially contained in [7, Appendices A.2 and A.3], and we explain it here. Some further notation will be helpful. Let a dis > 0 be the constant from Lemma 4.2. We call a contour γ ∈ C dis 'small' if diam(γ) ≤ cβ a dis and 'large' otherwise. Here diam(γ) denotes the diameter of γ, the maximum over i = 1, . . . , n of
The first inequality follows since for each Γ ∈ H err dis (Λ), the set of large contours in Γ appear in H err,large dis (Λ). The second inequality follows from the proof of [7, Lemma A.1]; as above we are using that f = f ord when β > β c . The last inequality follows from [7, (A.12) ] and the fact that e ǫn|Λ| ≤ 2 for large enough n.
We can now conclude and prove (30) : putting the bounds together and using (29) 
We conclude this section with an enumerative lemma concerning H flip dis . Proposition 4.7. There is an algorithm that given γ ∈ C ord and M ∈ N outputs H flip dis (Int γ, M ) in time γ e O( γ +M ) . Proof. This follows from a variation on the proof of Proposition 3.12. To determine H flip dis (Int γ) we will consider γ to be a contour in a torus of side-length γ ∧ n; this torus has volume polynomial in γ . 
Approximate counting algorithms
This section describes our approximate counting algorithms for β > β h . The algorithms differ depending on whether β = β c , β > β c , or β h < β < β c . Recall that Z ℓ (Λ) was defined for all regions Λ in (19)- (20) . The heart of this section is the following lemma.
Lemma 5.1. For d ≥ 2 and q ≥ q 0 the following hold.
(1) If β = β c there is an FPTAS to approximate Z ord (Λ) and Z dis (Λ).
(2) If β > β c there is an FPTAS to approximate Z ord (Λ).
(3) If β h < β < β c there is an FPTAS to approximate Z dis (Λ). In each case the FPTAS applies to any region Λ, with running time polynomial in |Λ|, the number of vertices of T d n in Λ. Sections 5.1 and 5.2 prove the first two cases of Lemma 5.1. The case β h < β < β c is very similar to β > β c , and we defer the details to Appendix B. In Section 5.3 we show how these results, together with a result from [7] , suffice to give an FPRAS for Z on the torus. 5.1. Proof of Lemma 5.1 when β = β c . We begin by defining a useful variant of the truncated cluster expansion for Z ord (Λ) and Z dis (Λ). Let K be a function from contours to positive real numbers. For ℓ ∈ {ord, dis} define
so that by (25) and (26) Z ℓ (Λ) = exp(−e ℓ |Λ|)T ℓ,∞ (Λ, K ℓ ) provided the cluster expansion for the polymer models converge.
Recall that the level of a contour was defined in Definition 6, and that |Λ| ( 1 2 T d n ) ⋆ was defined immediately prior to Lemma 3.13.
Lemma 5.2. Suppose d ≥ 2, q ≥ q 0 and β = β c . Given Λ with |Λ| ( 1 2 T d n ) ⋆ = N , and an error parameter ǫ > 0, let m = log(8N 2 /ǫ)/3. Inductively (by level) define weights K ord (γ) andK dis (γ) for all contours γ in C ord (Λ) and C dis (Λ) with size γ ≤ m by:
(1) If γ is thin, then set K ord (γ) = e −κ γ −(e dis −e ord )|Int γ| ,K dis (γ) = qe −κ γ −(e ord −e dis )|Int γ| .
(2) If γ is not thin, then set K ord (γ) = e −κ γ −(e dis −e ord )|Int γ| exp T m,dis (Int γ,K) − T m,ord (Int γ,K) ,
Then for N sufficiently large e −e ℓ |Λ| exp(T ℓ,m (Λ,K ℓ )) is an ǫ-relative approximation to Z ℓ (Λ) for ℓ ∈ {ord, dis}.
Proof. Suppose ℓ ∈ {dis, ord}. First note that the inductive definition of the weights K ℓ (γ) makes sense: to computeK ℓ (γ) for a contour γ of level t + 1 only requires knowingK ℓ (γ ′ ) for contours γ ′ of level t and smaller.
Since β = β c and q ≥ q 0 , Lemma 4.4 tells us that
for ℓ ∈ {dis, ord} and for all γ ∈ C ℓ (Λ). If q 0 is large enough then (31) implies condition (8) holds since β c grows like log q by (1). Thus by Section 3.7 the hypotheses of Lemma 2.1 are satisfied and the cluster expansion for Z ℓ (Λ) converges for ℓ ∈ {ord, dis}. Now let ǫ ′ = ǫ/N , so that m = log(8N/ǫ ′ )/3. We will apply Lemma 2.3 with v(γ) = |Int γ|. This is a valid choice of v(γ) by Lemma 3.9. Lemma 2.3 says that e −e ord |Λ| exp T ord,m (Λ,K ord ) and e −e dis |Λ| exp T dis,m (Λ,K dis ) are ǫ-relative approximations to Z ord (Λ) and Z dis (Λ) if for all γ ∈ C ℓ (Λ) of size at most m,K ℓ (γ) is an ǫ ′ |Int γ|-relative approximation to K ℓ (γ). We will prove this by induction on the level of γ. For a thin contour,K ℓ (γ) = K ℓ (γ). Now suppose that for all contours γ of level at most t and size at most m,K ℓ (γ) is an ǫ ′ |Int γ|-relative approximation of K ℓ (γ). Consider a contour γ of level t + 1 and size at most m. Then all contours γ ′ that appear in the expansions T m,dis (Int γ,K dis ) and T m,ord (Int γ,K ord ) are of level at most t and size at most m, and so for each such γ ′ , by the inductive hypothesisK ℓ (γ ′ ) is an ǫ ′ |Int γ ′ |-relative approximation to K ℓ (γ ′ ). Then by Lemma 2.3, we have that e −(e dis −e ord )|Int γ| exp T m,dis (Int γ,K dis ) − T m,ord (Int γ,K ord )
is an |Int γ|ǫ ′ -relative approximation to Z dis (Int γ) Z ord (Int γ) (and likewise for dis and ord swapped). Multiplying by the prefactor e −κ γ for ord and by qe −κ γ for dis shows thatK ℓ (γ) is an ǫ ′ |Int γ|-relative approximation to K ℓ (γ) as desired.
With this, we can prove the β = β c case of Lemma 5.1. To prove the lemma we must compute the weightsK ℓ (γ) and the truncated cluster expansions T m,ℓ (Int γ,K ℓ ) for each contour in the list. We do this inductively by level. For level zero contoursK ℓ (γ) = K ℓ (γ) only depends on γ and |Int γ|, soK ℓ (γ) can be computed in time O( γ 3 ) by computing these quantities by using Lemma 3.10. We then continue inductively; eachK ℓ (γ) can be computed efficiently since the truncated cluster expansions can be computed in time polynomial in N and 1/ǫ using Lemma 2.2.
5.2.
Proof of Lemma 5.1 when β > β c . When β > β c (q, d) the ordered ground state is stable, but the disordered state is unstable. For a definition of stability of ground states, see, e.g., [8] ; the upshot for this paper is that we cannot use the cluster expansion to approximate Z dis (Λ) for a region Λ.
To deal with this complication we will appeal to Lemma 4.6. In words, this lemma says that for β > β c , a typical contour configuration in a region with disordered boundary conditions will have very few external vertices. We will exploit this fact to enumerate all sets of typical external contours in the region. This is possible since the number of external vertices is small. Once we have fixed a set of external contours we are back to the task of approximating partition functions with ordered boundary conditions. We now make the preceding discussion precise. Given K : (2) If γ is not thin, definẽ K ord (γ) = e −κ γ −(e dis −e ord )|Int γ| exp −T m,ord (Int γ,K) Ξ M dis (Int γ,K ord ) ,
Then for all N large enough, e −e ord |Λ| exp T ord,m (Λ,K ord ) is an ǫ-relative approximation to Z ord (Λ) .
Proof. Let ǫ ′ = ǫ/N so that m = log(8N/ǫ ′ )/3.
If q 0 is large enough then we have K ord (γ) ≤ e −cβ γ by Lemma 4.5, β > β c , and (1). This implies condition (8) holds for ordered contours, and thus by Section 3.7 the hypotheses of Lemma 2.1 are satisfied and the cluster expansion for Z ord (Λ) converges. Applying Lemma 2.3 with v(γ) = |Int γ| then tells us that e −e ord |Λ| exp T ord,m (Λ,K ord )
is an ǫ-relative approximation to Z ord (Λ) if for all γ ∈ C ord (Λ) of size at most m, K ord (γ) is an ǫ ′ |Int γ|-relative approximation to K ord (γ). We will prove this is the case by induction. The base case of the induction (thin contours) holds sinceK ord (γ) = K ord (γ). Now suppose that the statement holds for all contours of level at most t and size at most m, and consider a contour γ of level t + 1 and size at most m.
The inductive hypothesis and Lemma 2.3 imply that e −e ord |Λ| exp T m,ord (Int γ,K)
is an ǫ ′ |Int γ|/2-relative approximation to Z ord (Int γ), and so it suffices to show that e −e dis |Λ| Ξ M dis (Int γ,K ord ) is an ǫ ′ |Int γ|/2-relative approximation to Z dis (Int γ). By Lemma 4.6, Z flip dis (Int γ, M ) is an ǫ ′ /4-relative approximation to Z dis (Int γ) for M = 2 a dis log( 32q ǫ ′ ) + (κ + 3)m , and so it suffices to show that e −e dis |Λ| Ξ M dis (Int γ,K ord ) is an ǫ ′ |Int γ|/4-relative approximation to Z flip dis (Int γ, M ). We will accomplish this by showing, for each Γ ∈ H flip (Int γ, M ), that e −e dis |Ext Γ|
is an ǫ ′ |Int γ|/4-relative approximation to e −e dis |Ext Γ|
and then summing over Γ. The prefactors are identical, and so it comes down to comparing γ ′ ∈Γ exp T m,ord (Int γ ′ ,K) to γ ′ ∈Γ Z ord (Int γ ′ ). Since the contours in Γ are mutually external,
and hence it suffices to show that for each γ ′ , exp T m,ord (Int γ ′ ,K) is an ǫ ′ |Int γ ′ |/4relative approximation to Z ord (Int γ ′ ). This follows from Lemma 2.3 since m = log(8N/ǫ ′ )/3 and by induction we have thatK ord (γ ′′ ) is an ǫ ′ |Int γ ′′ |-relative approximation to K ord (γ ′′ ) for all contours γ ′′ that contribute to T m,ord (Int γ ′ ,K).
With this, we can prove the β > β c case of Lemma 5.1.
Proof of Lemma 5.1 when β > β c . Given Lemma 5.3, we need to show that we can com-puteK ord (γ) for all γ of size at most m = log(8N 2 /ǫ)/3 in time polynomial in N and 1/ǫ. The proof of this is the same as the proof of the β = β c case of the lemma except that now we have to account for the computation of Ξ M dis (Int γ,K) for all γ ∈ C dis (Λ) of size at most m, with M = 2 a dis log( 32q ǫ ′ ) + (κ + 3)m . For a given Γ ∈ H flip dis (Int γ, M ), the computation of
can be done in time polynomial in N and 1/ǫ since it just involves computing the truncated cluster expansions T m,ord (Int γ ′ ,K) for at most m 2 contours γ ′ , and since we computeK ord (γ ′ ) in order of the level of γ ′ , we will have already computed all the weight functions needed in the expansion. To conclude, note the set H flip dis (Int γ, M ) can be enumerated in polynomial time by Proposition 4.7 since both γ and M are O(log(N 2 /ǫ)). Since N is polynomial in |Λ| by Lemma 3.13, the proof is complete.
Note that Lemma 5.3 used the value of a dis > 0 to determine the value of M in the definitions of the weightsK. It is desirable to avoid using a dis as an input of the algorithm, and hence we close this section with a lemma that shows how to bound M without knowing a dis precisely. Proof. We follow the notation from [7, Appendix A.1]. As discussed below [7, (A.7) ], we have f ℓ − f (n) ℓ ≤ ǫ n for ℓ ∈ {ord, dis}, where ǫ n = 2e −cβn , where n is the side-length of the torus T d n , and f ℓ = lim n→∞ f
dis is at least 3ǫ n . Let n 0 be the first such n that is found. Then by the triangle inequality, a dis is at least a ⋆ dis = ǫ n 0 . Note that n 0 can be bounded above in terms of the value of a dis = a dis (β, d, q) and ǫ n , so the above procedure terminates in a finite time (depending on β, d, q).
5.3.
Proof of Theorem 1.1. To prove Theorem 1.1 we will need the following result from [7] about the mixing time of the Glauber dynamics. , where the O(·) in the exponent hides constants that depend on q, β.
We will use this result to give an approximation algorithm when the approximation parameter ǫ is extremely small. The reason we are able to combine the Glauber dynamics with our contour-based algorithm to give an FPRAS is that [7] proves optimal slow mixing results for the Glauber and Swendsen-Wang dynamics. That is, up to a constant in the exponent, the upper bound of the mixing time of the Glauber dynamics (or Swendsen-Wang dynamics) is the inverse of the bound on Z tunnel /Z from Lemma 4.1. Thus when ǫ is too small for the contour algorithms to work, the Glauber dynamics can take over.
Proof of Theorem 1.1. Let N = n d be the number of vertices of T d n . We will use a simple fact several times below: if ǫ ∈ (0, 1), Z, Z * > 0, and Z * /Z < ǫ/2, then (Z − Z * ) is an ǫ-relative approximation to Z.
We first consider the case β = β c . To give an FPRAS for Z = Z T d n we consider two subcases. Let c be the constant from Lemma 4.1.
Suppose ǫ < 4e −cβn d−1 . Since e O(n d−1 ) is polynomial in N and 1/ǫ, we can use Glauber dynamics to obtain an ǫ-approximate sample in polynomial time. By using simulated annealing (e.g. [32] ) we can also approximate the partition function in time polynomial in N and 1/ǫ.
If ǫ ≥ 4e −cβn d−1 , then by Lemma 4.1, Z rest = Z dis + Z ord is an ǫ/2-relative approximation to Z, so it suffices to find an ǫ/4-relative approximation to both Z dis and Z ord . This can be done in time polynomial in N and 1/ǫ by Lemma 5.1.
Next we consider the case β > β c . Again there are two subcases. Let c be the constant from Lemma 4.1 as before, and let b dis be the constant from Lemma 4.3. If ǫ < 4e −cβn d−1 + 4e −b dis n d−1 , then again e O(n d−1 ) is polynomial in N and 1/ǫ and we can approximately count and sample by using the Glauber dynamics.
If ǫ ≥ 4e −cβn d−1 + 4e −b dis n d−1 , then by Lemma 4.1 and Lemma 4.3, Z ord is an ǫ/2relative approximation to Z and so it suffices to give an ǫ/2-relative approximation to Z ord . This can be done in time polynomial in N and 1/ǫ by Lemma 5.1.
Lastly, consider β < β c . The case β ≤ β h was completed in Section 2. The case β h < β < β c is done exactly as the case β > β c with the roles of ord and dis reversed; see Appendix B for details.
Proof of Theorem 1.2 for counting. Let Λ ⊂ Z d be such that the induced subgraph G Λ is finite and simply connected. By Proposition 3.14, we can construct an ordered contour γ ord and a disordered contour γ dis so that
The FPTAS for Z w Λ for β ≥ β c then follows from Lemma 5.1, as does the FPTAS for Z f Λ for β h < β ≤ β c . The case β ≤ β h was covered in Section 2.
Sampling
In this section we present efficient approximate sampling algorithms for the random cluster and Potts models when β > β h . By the Edwards-Sokal coupling, see Appendix A, it suffices to obtain algorithms for the random cluster model. Describing the strategy, which is based on that of [20, Sections 5 and 6] , requires a few definitions.
Recall the definition (2) of the random cluster measure µ RC on T d n . Thus µ RC is a measure on subsets of edges A ∈ Ω. Recalling the definitions (21) and (22) of the sets Ω ord and Ω dis of ordered and disordered edge configurations, we analogously define
For a region Λ, define measures ν Λ ℓ on the sets of external contours G ext ℓ (Λ) as follows.
where |Λ ∩ Ext Γ| is the number of vertices contained in the continuum set Λ ∩ Ext Γ. We now outline our strategy for approximately sampling from µ ord and µ dis ; a small modification will also apply to sampling from µ RC on the torus. The key idea is that the inductive representations of the partition functions in (19) and (20) yield a procedure to sample from µ dis and µ ord if we can sample from the measures ν Λ ℓ for ℓ ∈ {ord, dis} and for all regions Λ. The procedure, which we call the inductive contour sampling algorithm, is as follows. Consider µ ord . To sample a set of compatible, matching contours with ordered external contours, we first sample Γ from ν T d n ord , then for each γ ∈ Γ we sample from ν Int γ dis and repeat inductively until there are no interiors left to sample from. The union of all contours sampled is a set of matching and compatible contours, and these contours are distributed as the restriction of (17) to contour configurations that arise from ordered edge configurations. This set of contours can then be mapped to an edge set via the bijection of Lemma 3.2, and the distribution of this edge set is µ ord . The procedure for sampling from µ dis is analogous. For a more detailed discussion of the validity of this algorithm, see [20, Section 5] .
By using the same procedure it is possible to efficiently approximately sample from µ ord and µ dis provided one can efficiently approximately sample from the external contour measures ν Λ dis and ν Λ ord . Again, we refer to [20, Section 5] for further details. The next lemma is an essential input for developing efficient approximation samplers for ν Λ ℓ as it tells us we need only consider 'small' contours. For ℓ ∈ {ord, dis} let ν Λ,m ℓ be the probability measure defined as in (32)- (33) , but restricted to Γ with Γ < m. The normalization factor for ν Λ,m ℓ is thus the contour partition function restricted to Γ with Γ < m. Proof. This follows from the convergence of the cluster expansion for Z ℓ (Λ) for the specified choices of ℓ and β. For details see, e.g., [ Proof. First we consider β = β c . By Lemma 5.1 there are efficient algorithms to approximate Z dis (Λ) and Z ord (Λ) for all regions Λ. With this, we can apply the approximate sampling algorithms given in [20, Theorem 5.5 and Theorem 6.2]. We summarize the algorithm here, assuming that we want to sample a collection of ordered contours (the disordered case is identical).
By Lemma 6.1 it is enough to obtain an ǫ-approximate sample from ν Λ,m ℓ with m = O(log(N/ǫ)). List all contours of size at most m in C ord (Λ), and call this collection C. Order the vertices of Λ arbitrarily as v 1 , . . . , v N . We will form a random collection Γ = Γ N of mutually external ordered contours step by step. Begin with Γ 0 = ∅. At step i, let C i be the subset of contours γ in C such that (i) v i ∈ Int γ (ii) γ is external to Γ i−1 and (iii) Int γ ∩ {v 1 , . . . , v i−1 } = ∅. We can efficiently approximate the conditional probability of each contour in C i , or of adding no contour at step i, by using Lemma 5.1 to approximate the relevant polymer partition functions. The result of this procedure is the desired approximate sampling algorithm.
Sampling from ν Λ ord for β > β c also follows from the algorithm described above since we have an FPTAS for computing Z ord (Λ), and similarly for ν Λ dis when β h < β < β c .
Our strategy for efficiently approximately sampling from µ ord and µ dis requires that we can also efficiently approximately sample from ν Λ dis for small regions Λ when β > β c (and likewise from ν Λ ord when β < β c ). We cannot use the cluster expansion for this task since the disordered (resp. ordered) ground state is unstable, and so instead our approach is based on the intuition from Lemma 4.6 that a disordered region will quickly 'flip' to being ordered when β > β c . Lemma 6.3. Suppose d ≥ 2 and q ≥ q 0 . Then (1) For β > β c there is an ǫ-approximate sampling algorithm for ν Λ dis that runs in time polynomial in 1/ǫ and exponential in ∂Λ .
(2) For β h < β < β c there is an ǫ-approximate sampling algorithm for ν Λ ord that runs in time polynomial in 1/ǫ and exponential in ∂Λ .
In each case these algorithms apply for all regions Λ.
In our sampling algorithms we can allow exponential dependence on ∂Λ since by Lemma 6.1 we need only consider contours γ with γ = O(log(N/ǫ)).
Proof of Lemma 6.3. Consider the case β > β c and suppose Λ = Int γ. The lemma follows from Proposition 4.7 and Lemma 4.6. More precisely, set M according to Lemma 4.6, and then compute H flip dis (Int γ, M ) by Proposition 4.7. As in the proof of Lemma 5.1, compute accurate approximations to the weight of each summand in Z flip dis (Int γ, M ). These approximations determine the probabilities according to which we sample Γ ∈ H flip dis (Int γ, M ). By Lemma 4.6 the result is an ǫ-approximation to ν Int γ ord . For β h < β < β c the proof is essentially the same given the inputs discussed in Appendix B.
Proof of Theorems 1.1 and 1.2, sampling. We first consider the sampling part of Theorem 1.2, which follows similarly to the proof of the approximate counting algorithm given in the previous section. Given (i) Λ ⊂ Z d such that G Λ is simply connected and (ii) a choice of wired or free boundary conditions, Proposition 3.14 gives a contour γ such that the partition function associated to Int γ is Z w Λ or Z f Λ . Thus if β = β c we can use Lemma 6.2 to implement the inductive contour algorithm, but using ǫ ′ -approximations to ν Λ ord and ν Λ dis in place of the true measures. If ǫ ′ = ǫ 2 /(9N 2 ) where N = |Λ| ( 1 2 T d n ) ⋆ , the result is an ǫ-approximate sample by [20, Lemma 5.3 ]. Here we are using N as a crude bound for the depth of the inductive contour algorithm.
If β > β c , then Lemma 6.1 tells us that it suffices to sample from ν Λ,m ord with m = O(log(N/ǫ)). The consequence of this fact is that we can use the algorithm described above for β = β c , as each call for an ǫ-approximate sample of ν Λ dis takes time exp(O(log N/ǫ)) by Lemma 6.3 since each contour is of size at most O(log(N/ǫ)). For β h < β < β c an analogous argument applies with the roles of ord and dis reversed.
For Theorem 1.1 the situation is similar to what we have just discussed, except for the fact that µ RC is not an ordered or a disordered measure: it includes configurations with ordered and disordered external contours and includes the configurations with interfaces. If β > β c , however, we have µ RC − µ ord T V = exp(−Ω(n d−1 )), and hence if ǫ is not too small, we can sample from µ ord as above. Mutatis mutandis the same argument applies for µ dis if β h < β < β c . On the other hand if ǫ = exp(−Ω(n d−1 )), then we can use the Glauber dynamics to sample efficiently by Theorem 5.5.
For β = β c the situation is slightly different as the probability of both the ordered and disordered configurations are both of constant order, while the probability of configurations with interfaces is still exp(−Ω(n d−1 )). The solution is to use the approximate counting algorithm of Lemma 5.1 to approximate the relative probabilities of Ω ord and Ω dis under µ RC and then to sample from each using the procedure above. Again if ǫ = exp(−Ω(n d−1 )) we can use the Glauber dynamics.
Conclusions
In this paper we have given efficient approximate counting and sampling algorithms for the random cluster and q-state Potts models on Z d at all inverse temperatures β ≥ 0, provided q ≥ q 0 (d) and d ≥ 2. We believe the ideas of this paper will, however, allow for approximate counting and sampling algorithms to be developed for a much broader class of statistical mechanics models. The necessary conditions for the development of algorithms for a given model is that there are only finitely many ground states, and that there is 'sufficient τ -functionality'. These are the necessary ingredients for the implementation of Pirogov-Sinai theory, see [8] . Our methods allow for the presence of unstable ground states, a significant improvement compared to the algorithms in [20] .
Our results suggest that the algorithmic tasks of counting and sampling may be performed efficiently for a fairly broad class of statistical mechanics models with first-order phase transitions, but we leave a fuller investigation of this for future work. A related interesting questions is the existence of efficient algorithms for all β ≥ β c in the presence of a second-order transition; we are not aware of any results in this direction with the exception of the Ising model, i.e., the q = 2 state Potts model [22, 19] . To conclude we list some further open questions related to this paper.
(1) Our algorithms are restricted to q ≥ q 0 (d) with q 0 (d) > exp(25d log d). Do efficient algorithms exist that avoid this constraint? Since the physical phenomena behind our results are believed to hold for q ≥ 3 when d ≥ 3, there is likely room for improvement. (2) On the torus, we obtained an FPRAS (as opposed to an FPTAS) for the partition function because of the estimate on Z tunnel from Lemma 4.1: the contribution of Z tunnel cannot be ignored when ǫ ≤ exp(−Ω(n d−1 )). Fortunately, it is exactly when ǫ is this small that the Glauber dynamics mix in time polynomial in 1/ǫ, but of course Markov Chain Monte Carlo is a randomized algorithm. A method for systematically accounting for the interfaces that contribute to Z tunnel would likely enable the development of an FPTAS. We leave this as an open problem. (3) Our algorithms have at least two other features that could be improved. The first is the running time: while our algorithms are polynomial time, the degree of the polynomial is not small. The second is that our algorithms rely on a priori knowledge of whether or not β = β c . Both of these deficiencies have the potential to be addressed by Glauber-type dynamics as described in [12] ; see also [20, Section 7.2] . Proving the efficiency of these proposed algorithms would be very interesting. (4) Our deterministic algorithms for β > β c (and β < β c ) have diverging running times as β ↓ β c (β ↑ β c ). Are there deterministic algorithms that do not suffer from this dependence? (5) The algorithmic adaptation of other sophisticated contour-based methods, e.g., [30] , would be also be quite interesting, particularly for applications to problems such as counting the number of proper q-colorings of a graph. For recent progress on approximation algorithms for q-colorings, see [27, 4, 21, 26] .
