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Abstract
For K a local field, it is shown that SL3(K) acts on a simply connected two
dimensional simplicial complex in which a single face serves as a fundamental
domain. From this it follows that SL3(K) is the generalized amalgamated
product of three subgroups. Specifically if K is the field of fractions of the
discrete valuation ringO, then SL3(K) is the amalgamation of three subgroups
isomorphic to SL3(O) along pairwise intersections. This generalizes a theorem
of Ihara, which gives the structure of SL2(K) as the amalgamated product of
two groups in analogous fashion.
1 Preliminary Notation and Definitions
Throughout this paperK will be a commutative local field, the field of fractions
of the discrete valuation ring O, with uniformizing parameter π ∈ O. We let
k be the residue field O/πO. We let X be a vector space of rank 3 over K.
We assume the reader is familiar with basic facts that apply in this situation,
such as all O-modules are free, and for any O-module M , any lifting to M of
a basis of the k-vector space M/πM forms a basis of M . Other applications
of Nakayama’s Lemma will be used.
A lattice of X is an O-submodule L of X that generates X as a K-vector
space. Any such L is a free O-module of rank 3. If x ∈ K∗ (for any ring R we
write R∗ for its group of multiplicative units), then xL is also a lattice, and in
this way the group K∗ acts on the set of lattices. The orbits of this action are
called classes; two lattices in the same class are called equivalent.
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2 The Simplicial Complex
We denote by V the set of classes of lattices in X. A 2-dimensional simplicial
complex C will be constructed for which V comprises the vertices.
2.1. Distance. In order to define edges and faces of C we first define the
notion of distance between vertices. Let L and L′ be lattices. Choose lattice
representatives L and L′ from L and L′, respectively. Replacing L′ by πnL′
for an appropriate integer n, which is unique, we can arrange that L′ ⊆ L
but L′ * πL. We will refer to this unique choice of L′ relative to L as the
tight-fitting representative of L′ within L. With this choice we can choose an
O-basis {e1, e2, e3} of L such that {π
ae1, π
be2, e3} forms a basis of L
′, with
a ≥ b ≥ 0. The distance d(L,L′) from L to L′ is defined to be a. Note that
d(L,L′) is the smallest power of π that kills the O-module L/L′, once L′ is
chosen to be tight-fitting within L, which shows that d(L,L′) is independent of
the choices. Also it is symmetric, as reversing the roles of L and L′ results in
bases {e′1, e
′
2, e
′
3} for L
′ and {πae′1, π
a−be′2, e
′
3} for L; hence d(L,L
′) = d(L′,L).
These additional properties follow easily:
1. d(L,L′) = 0 if and only if L = L′.
2. d(L,L′) = 1 if and only if for any representative L ∈ L, the tight-fitting
representative L′ ∈ L′ within L contains πL; in fact we have proper
containments πL $ L′ $ L.
2.2. Edges. A graph is constructed from V by connecting two lattice classes
(i.e., vertices) L and L′ by an edge precisely when d(L,L′) = 1. We then say
that L and L′ are adjacent vertices. We denote the set of edges by E.
Further observations will now be made about this adjacency. Suppose L
and L′ are as in 2. of §2.1. Then L
′
= L′/πL is a proper nontrivial subvector
space of the rank 3 k-vector space L = L/πL. We can lift L
′
to anO-submodule
W ∈ L, unique modulo πL, whereupon we easily deduce that L′ = W + πL;
so L′ is uniquely determined by L
′
.
Conversely let L ∈ L be a lattice and let L
′
be a proper nontrivial k-
subvector space of L = L/πL. Lifting L
′
to an O-submodule W ∈ L and
letting L′ =W + πL, we see that d(L,L′) = 1, where L′ is the class of L′.
We see, then, that L′ ←→ L
′
gives a one-to-one correspondence between
vertices adjacent to L and proper nontrivial k-subvector spaces of L = L/πL.
2.3. Faces. We complete the graph to a 2-dimensional complex by “filling
in the triangles”. More precisely, three distinct vertices L,L′,L′′ which are
pairwise adjacent, i.e., d(L,L′) = d(L′,L′′) = d(L,L′′) = 1, will determine a
face. We denote the set of faces by F .
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The following proposition sheds light on the situation where three vertices
form a face.
Proposition 2.4. Let L,L′,L′′ be distinct lattice classes which form a face
(i.e., are pairwist adjacent), and let L′, L′′ be representatives of L′,L′′, respec-
tively, which are tight-fitting within L. Then L′ $ L′′ or L′′ $ L′.
Proof. If either containment L′ ⊆ L′′ or L′′ ⊆ L′ holds, it is necessarily a
proper containment, since L′ and L′′ represent distinct lattice classes. Suppose
L′ * L′′. Noting that L $ πL′ $ πL $ L′′ (by 2. of §2.1), it follows that
πL′ $ L′′ is tight-fitting, since L $ L′′ is tight-fitting. Since d(L′.L′′) = 1,
we have πL′′ $ πL′ by 2. of §2.1. This implies L′′ $ L′, which concludes the
proof.
2.5. More about faces. Suppose, in the situation of the proposition, L′′ $ L′.
Letting L, L
′
and L
′′
be the respective images of L, L′, and L′′ in L/πL = L,
we have {0} $ L
′′
$ L
′
$ L. Therefore L
′′
has rank 1 as a k-vector space,
and L
′
has rank 2. Choose basis {e1, e2, e3} of L such that {e1} is a basis for
L
′′
and {e1, e2} is a basis for L
′
. As per §2.2, any way we lift L
′
and L
′′
to
O-submodules W ′ and W ′′ of L we have
L′ =W ′ + πL and L′′ =W ′′ + πL. (1)
Specifically, lifting {e1, e2, e3} of L to {e1, e2, e3} we get an O-basis of L and
we can choose W ′′ and W ′ to have bases {e1} and {e1, e2}, respectively. Thus
we have
L = Oe1 ⊕Oe2 ⊕Oe3
L′ = Oe1 ⊕Oe2 ⊕Oπe3
L′′ = Oe1 ⊕Oπe2 ⊕Oπe3
(2)
Conversely, for L a lattice class and L ∈ L, if we have k-subvector spaces
L
′
, L
′′
of L = L/πL with {0} $ L
′′
$ L
′
$ L, then lifting L
′
and L
′′
to
O-submodules W ′ and W ′′ of L and defining L′, L′′ as in (1), then L′ and
L′′ are tight-fitting within L and their classes L′,L′′ together with L form
a face. Thus we see that, once a representative lattice L is chosen from L,
faces containing L are in one-to-one correspondence with chains of k-subvector
spaces {0} $ L
′′
$ L
′
$ L, where L = L/πL. Vertices adjacent to L correspond
to proper non-trivial k-subvector spaces (necessarily of rank 1 or 2) of L.
Moreover, given a rank 2 k-subvector space L
′
yielding the lattice L′ ∋ L′
as above, then faces containing the edge connecting L and L′ correspond to
rank 1 subvector spaces of L lying within L
′
; given a rank 1 k-subvector space
L
′′
yielding the lattice L′′ ∋ L′′, then faces containing the edge connecting L
and L′′ correspond to rank 2 subvector spaces of L containing L
′′
.
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Note also that, given a lattice L with O-basis {e1, e2, e3} and letting L
′
and L′′ be defined as in (2), then L,L′, L′′ represent three distinct classes
which form a face. Note, however, that the face does not determine the basis
{e1, e2, e3} of L, nor does it determine the O-submodules W
′ and W ′′. It
only determines the k-subvector spaces W
′
= L
′
and W
′′
= L
′′
. It is easily
verified that another basis {e′1, e
′
2, e
′
3} yields the same lattice precisely when
the transition matrix in GL3(O) is lower triangular modulo πO.
2.6. The Complex. We now let C be the two dimensional complex whose
vertices, edges, and faces are the sets V , E, and F , respectively.
2.7. Orientation of Edges. The graph formed by the vertices V and edges E
of C will now be given the structure of an oriented graph, i.e., one in which
each edge has a direction.
Let L and L′ be adjacent vertices in V , there by determining an edge in
E. Choose representative latices L and L′ of L and L′, respectively, such that
L $ L′ is tight-fitting. As we saw in §2.2, the image L
′
of L′ in L = L/πL has
rank 1 or 2 as a k-vector space. If this rank is 1, we say the edge is directed
from L toward L′; if the rank is 2, the edge is directed from L′ toward L. It
is easy to verify that this orientation does not depend on the choices of L and
L′, nor the choice that L′ is tight-fitting within L. If we had started with L
tight-fitting within L′, the above process yields the same orientation for the
edge.
Finally we observe that if three lattice classes (vertices) L,L,L′′ form a face,
the orientation “points around” the face. Choosing representatives L,L′, L′′
as in §2.5, we see that the edges point L′′ to L′ to L to L, i.e., around the
triangle as indicated below.
L ←−−− L′
ց ր
L′′
3 Simple Connectivity of the Complex
Theorem 3.1. The 2-dimensional simplicial complex C defined in §2 is con-
nected.
Proof. Let L and L′ be distinct lattice classes. Choose lattice classes L and L′
of L and L′, respectively, with L′ tight-fitting within L. As in §2.1, we choose
an O-basis {e1, e2, e3} of L such that {π
ae1, π
be2, e3} forms a basis of L
′, with
a ≥ b ≥ 0, and a ≥ 1 (since L and L′ are distinct). For 0 ≤ i ≤ b let Li be the
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sublattice of L having O-basis {πie1, π
ie2, e3}; for b+ 1 ≤ i ≤ a let Li be the
sublattice of L having O-basis {πie1, π
be2, e3}. We have
L = L0 % L1 % · · · % La = L
′
and, for i = 1, . . . , a, Li is tight-fitting within Li−1, with Li−1 ⊃ πLi. Hence
d(Li−1, Li) = 1. Letting L0,L1, . . . ,La be the lattice classes of L0, L2, . . . , La,
respectively, we see that Li−1 and Li are connected in C by an edge Ei. Thus
E1, . . . , Ea gives a path in C from L0 = L to La = L
′, proving the theorem.
3.2. The following discussion provides the tools for the proof of Theorem 3.4
below. The context is as follows: Suppose L,M, and N are lattice classes with
d(L,M) = a ≥ 1 and d(M,N ) = 1. We we will show that d(L,N ) is a+ 1, a,
or a− 1, and we will see explicitly how d(L,N ) can be determined.
Choose lattices L,M, and N representing L,M and N , respectively, with
L % M % N , both containments being tight-fitting. As in §2.1, we choose an
O-basis {e1, e2, e3} of L such that {π
ae1, π
be2, e3} forms a basis of M , with
a ≥ b ≥ 0.
Note that if we set
e′1 = ue1
e′2 = ve2 + xπ
a−be1
e′3 = we3 + yπ
be2 + zπ
ae1
(3)
with u, v, w ∈ O∗, x, y, z ∈ O, then {e′1, e
′
2, e
′
3} also is an O-basis of L with
{πae′1, π
be′2, e
′
3} forming a basis of M . We will be utilizing changes of bases
of type (3) repeatedly in the remainder of §3. But we take a moment to note
that the alternate basis {e′1, e
′
2, e
′
3} can be chosen more generally in the cases
b = a and b = 0.
In the case b = a we can set
e′1 = qe1 + re2
e′2 = se1 + te2
e′3 = we3 + yπ
ae1 + zπ
ae2
(4)
with
(
q r
s t
)
∈ GL2(O), w ∈ O
∗, y, z ∈ O, and we have {e′1, e
′
2, e
′
3} also is an
O-basis of L with {πae′1, π
ae′2, e
′
3} forming a basis of M .
In the case b = 0 we can set
e′1 = ue1
e′2 = qe2 + re3 + xπ
ae1
e′3 = se2 + te3 + yπ
ae1
(5)
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with
(
q r
s t
)
∈ GL2(O), u ∈ O
∗, x, y ∈ O, and we have {e′1, e
′
2, e
′
3} also is an
O-basis of L with {πae′1, e
′
2, e
′
3} forming a basis of M .
3.3. Further Analysis. As above, suppose L,M, and N are lattice classes with
d(L,M) = a ≥ 1 and d(M,N ) = 1. Choose representative lattices L, M , and
N with L %M % N , both containments being tight-fitting. As in §2.1, choose
an O-basis {e1, e2, e3} of L such that {π
ae1, π
be2, e3} forms a basis of M , with
a ≥ b ≥ 0. Then by 2. of §2.1 N properly contains πM , and according to the
discussion of §2.2 N is determined by the k-subvector space N = N/πM of
M = M/πM , the latter having k-basis {πae1, πbe2, e3}. We know that N has
rank 1 or 2, depending on whether the edge E connectingM and N is directed
toward N or M, respectively. We consider the following possibilities.
Case A1: rank (N) = 1 (i.e., E is directed toward N ), and N ⊆ kπae1⊕kπbe2.
In this case N is generated by απae1 + βπbe2 with α, β ∈ k, not both zero.
If β 6= 0, we can make a basis change for L of the type (3), with only e2
being altered, to effect α = 0 so that N = kπbe2. Letting W = Oπ
be2, we
have N =W + πM (as in §2.2), which has basis {πa+1e1, π
be2, πe3}. If b = 0,
then N is tight-fitting within L and this basis shows that d(L,N ) = a+ 1. If
b > 0, then π−1N , which has basis {πae1, π
b−1e2, e3}, is tight-fitting within L,
showing that d(L,N ) = a.
If β = 0, then N = kπae1, which lifts to W = Oπ
ae1, so that N =
W + πM , which has basis {πae1, π
b+1e2, πe3}, showing that π
−1N , with basis
{πa−1e1, π
be2, e3} is tight-fitting within L and thus d(L,N ) = a − 1 unless
a = b, in which case d(L,N ) = a.
Case A2: rank (N) = 2 (i.e., E is directed towardM), andN ⊆ kπae1⊕kπbe2.
This means N = kπae1⊕kπbe2, by rank. Then N lifts to W = Oπ
ae1⊕Oπ
be3
and N = W + πM , which has basis {πae1, π
be2, πe3}. This is tight-fitting in
L only if b = 0, in which case d(L,N ) = a. If b > 0, then π−1N is tight-fitting
within L with basis {πa−1e1, π
b−1e2, e3}, showing that d(L,N ) = a− 1.
Case B1: rank (N ) = 1 (i.e., E is directed toward N ), and N * kπae1⊕kπbe2.
Then N is generated by and element of the form απae1 + βπbe2 + e3. We can
make a basis change for L of the type (3), with only e3 being altered, to effect
α = β = 0. LiftingN toW = Oe3, we haveN =W+πM , which is tight-fitting
within L with basis {πa+1e1, π
b+1e2, e3}, which shows that d(L,N ) = a+ 1.
Case B2: rank (N) = 2 (i.e., E is directed towardM), andN * kπae1⊕kπbe2.
In this case we can choose a basis for N of the form {γπae1 + δπbe2, απae1 +
βπbe2 + e3} where γ and δ are not both 0.
If δ 6= 0, we can make a basis change for L of the type (3), with only
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e2 and e3 being altered, to arrange N = kπbe2 ⊕ ke3, which lifts to W =
Oπbe2 ⊕Oe3. Then N = W + πM , which is tight-fitting within L with basis
{πa+1e1, π
be2, e3}. Therefore d(L,N ) = a+ 1.
If δ = 0, then γ 6= 0, and we can make a basis change for L of the type (3)
altering only e3 to get N = kπae1⊕ke3. Lifting toW = Oπ
ae1⊕Oe3, we have
N =W +πM which is tight-fitting within L with basis {πae1, π
b+1e2, e3} and
thus d(L,N ) = a unless a = b, in which case d(L,N ) = a+ 1.
Our goal in the remainder of this section is to prove:
Theorem 3.4. The complex C is simply connected.
The proof of Theorem 3.4 will occupy §3.5 to §3.10.
3.5. Closed Path. Suppose we have a closed path in C beginning and ending
at a vertex L0. It is clear this can be deformed continuously into a path P
along a sequence of edges E1, E2, . . . , Eℓ ∈ E with Ei joining vertices Li−1 and
Li, 1 ≤ i ≤ ℓ. We may assume P has no backtracks, by which we mean
“immediate” bactracks, i.e., Li 6= Li+2 when 0 ≤ i ≤ ℓ − 2; equivalently
Ei 6= Ei+1, when 1 ≤ i ≤ ℓ − 1. Since P is closed, L0 = Lℓ. It is our goal to
show that P can be deformed continuously so as to consist of the single vertex
L0. This will prove the theorem.
3.6. If P is not a single vertix, i.e., ℓ ≥ 1, then it is clear that ℓ ≥ 3 since
there are no backtracks. If ℓ = 3 then L0,L1,L2 are the vertices of a face with
edges E1, E2, E3, and the path clearly contracts to L0. So let us assume ℓ ≥ 4.
Clearly d(L0,Li) ≤ i. For the path P let nP be the smallest number such
that d(L0,LnP+1) < nP + 1. Our proof is by induction on the pair (ℓ, nP ),
ordering such pairs lexicographically. The induction hypothesis is that for
smaller ℓ, or for the same length ℓ but smaller nP , the path E1, E2, . . . , EnP+1
can be deformed to a shorter path. Clearly nP ≥ 1, and if nP = 1, then
d(L0,L2) = 1, so L0, L1, and L2 are the vertices of a face, whereby the path
can be contracted to eliminate L1. So we assume np ≥ 2.
Let n = nP . Choose lattices L0, L1, . . . , Ln+1 representing L0,L1, . . . ,Ln+1,
respectively, such that Lj+1 is tight-fitting within Lj for 0 ≤ j ≤ n. We then
have Lj % Lj+1 % πLj, according to 2. of §2.1.
We now apply the analysis of §3.3 with L0, Ln−1, and Ln in the roles of
L,M, and N , and L0, Ln−1, and Ln in the roles of L, M , and N . The number
a in §3.3 is n−1 = d(L0,Ln−1), and we now let b−1 play the role of the number
b in §3.3. From the fact that d(L0,Ln) = n it follows that we are in either
Case B1 or Case B2. As the analysis reveals, if we are in case B1 we have an
O-basis {e1, e2, e3} of L0 such that {π
n−1e1, π
b−1e2, e3} forms a basis of Ln−1,
with n− 1 ≥ b− 1 ≥ 0, and Ln has basis {π
ne1, π
be2, e3}. If Case B2 holds we
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again have an O-basis {e1, e2, e3} of L0 such that {π
n−1e1, π
b−1e2, e3} forms
a basis of Ln−1, with n − 1 ≥ b− 1 ≥ 0, and Ln has basis {π
ne1, π
b−1e2, e3}.
(Note that in the case δ = 0 of Case B2 with a = b we can simply switch e1
and e2 to get to the δ 6= 0 case.)
We have to address this according to the four possible combinations of
orientations of the edges En and En+1. The four cases are depicted by:
Ln−1
En−−−→ Ln
En+1
−−−→ Ln+1 (6)
Ln−1
En−−−→ Ln
En+1
←−−− Ln+1 (7)
Ln−1
En←−−− Ln
En+1
−−−→ Ln+1 (8)
Ln−1
En←−−− Ln
En+1
←−−− Ln+1 (9)
Note that (6) and (7) are the possibilities if Case B1 holds, and (8) and (9)
are the possibilities for Case B2.
3.7. Case (6). As we said, we have O-bases {πn−1e1, π
b−1e2, e3} for Ln−1 and
{πne1, π
be2, e3} for Ln, according to the analysis of case B1.
First let us assume πL0 ⊇ Ln+1. Then Ln+1 is contained in πL0∩Ln, which
has O-basis {πne1, π
be2, πe3}. Note that this intersection is πLn−1, hence is
in the same lattice class as Ln−1. Denoting this lattice by L
′
n−1, we note that
Ln % L′n−1 % Ln+1 (the latter containment must be proper since the images
of L′n−1 and Ln+1 in Ln/πLn are 2 and 1, respectively). This shows that
d(Ln−1,Ln+1) = 1, from which we conclude that Ln−1, Ln, and Ln+1 form a
face with orientation:
Ln
En+1
−−−→ Ln+1
En տ ւ E
Ln−1
This the path P deforms through this face to the shorter path P ′ which pro-
ceeds directly from Ln−1 to Ln+1 via the edge E indicated above, completing
the induction.
Now assume πL0 + Ln+1. Choosing an element in Ln+1 which is not in
πL0 and writing it in terms of the Ln-basis {π
ne1, π
be2, e3}, we see that the
coefficient of e3 cannot lie in πO, so we may assume the coefficient is 1. Thus
Ln+1 must contain an element of the form e
′
3 = e3 + yπ
be2 + zπ
ne1, with
y, z ∈ O. Note that we can replace e3 by e
′
3, and the O-bases of Ln−1 and Ln
given above remain intact. So we can assume e3 ∈ Ln+1. Now we consider
the image Ln+1 of Ln+1 in Ln = Ln/πLn. According to the orientation of the
edge En+1, this must be a k-vector space of rank 1, and since it contains the
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image e3 of e3 we must have Ln+1 = ke3. Lifting this vector space to Oe3 we
must Ln+1 = Oe3 + πLn (see §2.2), which has O-basis {π
n+1e1, π
b+1e2, e3}.
But now we see that d(L0,Ln+1) = n + 1, which is in contradiction to our
assumption the nP = n. So this case cannot occur.
3.8. Case (7). As in the previous case, we have O-bases {πn−1e1, π
b−1e2, e3}
for Ln−1 and {π
ne1, π
be2, e3} for Ln, according to the analysis of case B1.
As before we first assume πL0 ⊇ Ln+1, in which case Ln+1 ⊆ πL0∩Ln, the
latter having O-basis {πne1, π
be2, πe3}. As before, this intersection is πLn−1,
which is in the same lattice class as Ln−1. Denoting this lattice by L
′
n−1, we see
that Ln % L′n−1 ⊇ Ln+1. Since the images of L
′
n−1 and Ln+1 in Ln = Ln/πLn
both have rank 2, we must have L′n−1 = Ln+1, and hence Ln−1 = Ln+1,
showing that the edges En and En+1 constitute a backtrack, contradicting our
assumption that none occur.
We now deal wth the case πL0 + Ln+1. Proceeding as in Case (6), we
choose an element in Ln+1 which is not in πL0 and write it in terms of the
Ln-basis {π
ne1, π
be2, e3}. As before, the coefficient of e3 cannot lie in πO, so
we may assume it is 1, and the element has the form e′3 = e3 + yπ
be2 + zπ
ne1,
with y, z ∈ O. As before, we replace e3 by e
′
3 to arrange that e3 ∈ Ln+1. Now
we consider the rank 2 k-vector space Ln+1 in Ln = Ln/πLn, where we can
complete e3 to a basis {απne1 + βπbe2, e3} of Ln+1, with α, β ∈ k, not both
zero.
If β 6= 0, we can assume β = 1. Lifting α to a ∈ O, we can replace e2
by e′2 = e2 + aπ
n−b (note this is a change of basis of type (3)) to arrange
that Ln+1 has basis {πbe2, e3}. Therefore Ln+1 lifts to W = Oπ
be2 ⊕Oe3 in
Ln, and we have Ln+1 = W + πLn, which has O-basis {π
n+1e1, π
be2, e3}. We
see that Ln+1 is tight-fitting within L0, and that d(L0,Ln+1) = n + 1, which
contradicts our assumption nP = n.
Therefore β = 0 and we may assume α = 1, so that Ln+1 has k-basis
{πne1, e3}. We may also assume b < n, for if b = n, we could interchange
e1 and e2 and be in the situation of the previous paragraph. Then Ln+1
lifts to W = Oπne1 ⊕ Oe3, so that Ln+1 = W + πLn, which has O-basis
{πne1, π
b+1e3, e3}. Let L be the lattice with O-basis {π
n−1e1, π
be3, e3}, and
let L denote its lattice class. Note that L is tight-fitting within L0, and that
d(L0,L) = n − 1 (by our assumption b < n). Note that the chosen bases for
Ln−1, Ln, and L have the relationships expressed in (2), as do the chosen bases
for Ln, Ln+1, and L. Therefore each of these triples form a face and we have
the configuration below, with these orientations:
Ln−1
En−−−→ Ln
En+1
←−−− Ln+1
տ ↓ ր
L
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The path P can therefore deformed to the path P ′ that takes the “lower route”,
bypassing Ln in favor of L. The path P
′ has the same length as P ; however,
since d(L0,L
′) = n − 1, we have nP ′ = n − 1. After possibly shortening P
′
by retracting a backtrack that may have been introduced, the induction is
complete.
3.9. Case (8). Here Ln−1 has O-basis {π
n−1e1, π
b−1e2, e3} and Ln has basis
{πne1, π
b−1e2, e3}, according to the analysis of Case B2.
First let us deal with the case πL0 ⊇ Ln+1. In this situation, Ln+1 is
contained in πL0 ∩ Ln, which is contained in L = Oπ
ne1 ⊕Oπ
b−1e2 ⊕Oπe3,
the containment being an equality unless b = 1. Letting L be the lattice class
of L, and noting that that Ln ⊇ L is a tight-fitting containment, we see that
Ln and L are connected by an edge E directed toward Ln, since the image
L of L in Ln = Ln/πLn has rank 2 (being generated by πne1 and πb−1e2).
Since the edge En+1 is directed toward Ln+1, we see that the containments
Ln ⊃ L ⊃ Ln+1 are proper and tight-fitting (we can’t have L = Ln+1 since the
image Ln+1 of Ln+1 in Ln = Ln/πLn has rank one), and thus we have Ln, L,
and Ln+1 forming a face with orientation:
Ln
En+1
−−−→ Ln+1
E տ ւ E ′
L
Looking at the bases, one notes that L is tight-fitting within Ln−1, and that
d(Ln−1,L) = 1. Therefore Ln−1, L, and Ln also form a face, so we have the
configuration
Ln−1
En←−−− Ln
En+1
−−−→ Ln+1
ց ↑ ւ
L
Thus the path P can be deformed to the path P ′ that takes the “lower route”
in the above diagram, thus replacing Ln by L. Now we must treat the cases
b > 1 and b = 1 separately.
If b > 1, then L0 ⊇ π
−1L, since π−1L ∈ L has basis {πn−1e1, π
b−2e2, e3}.
Since b− 2 ≥ 0, this shows that d(L0,L) = n− 1. Hence nP ′ = n− 1. At this
point we may be able to shorten P ′ by retracting a backtrack, but either way
the induction is complete.
If b = 1, Ln−1 has O-basis {π
n−1e1, e2, e3}, Ln has basis {π
ne1, e2, e3}, and
πL0∩Ln has basis {π
ne1, πe2, πe3}. We have Ln % πL0∩Ln ⊇ Ln+1 % πLn and
since the images of πL0∩Ln and Ln+1 modulo πLn both have rank one, those
images must be equal, and hence πL0∩Ln = Ln+1 = Oπ
ne1⊕Oπe2⊕Oπe3. Let
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L′ be the lattice with O-basis {πn−1e1, πe2, πe3}, and let L
′ be its lattice class.
Note that L′ is tight-fitting within Ln−1, and d(Ln−1, L
′) = d(L′, Ln+1) = 1,
We have the configuration
Ln−1
En←−−− Ln
En+1
−−−→ Ln+1
ց ↑ ւ
L′
As before, the path P can be deformed to the path P ′ that takes the “lower
route”, replacing Ln by L
′. Noting that d(L0, L
′) = n − 2, we see that nP ′ =
n − 1 = np − 1, and again the induction is complete after possibly retracting
a backtrack.
Now assume πL0 + Ln+1. If b > 1, then Ln+1 must contain an element
of the form e′3 = e3 + yπ
b−1e2 + zπ
ne3. If b = 1, we have symmetry between
e2 and e3, and after possibly interchanging them we again have an element of
Ln+1 having this form. We now replace e3 with e
′
3, noting that the O-bases
of Ln−1 and Ln have the same form as before, to arrange e3 ∈ Ln+1. As the
image Ln+1 of Ln+1 in Ln = Ln/πLn has rank one, it must be generated by
the image e3 of e3. It follows that Ln+1 has basis {π
n+1e1, π
be2, e3}. But this
shows d(L0, Ln+1) = n+1, which contradicts our assumption nP = n. So this
case cannot occur.
3.10. Case (9). Here again, Ln−1 has O-basis {π
n−1e1, π
b−1e2, e3} and Ln has
basis {πne1, π
b−1e2, e3}, according to Case B2.
First let us deal with the case πL0 ⊇ Ln+1. In this situation, Ln+1 is
contained in πL0 ∩ Ln, which is contained in Oπ
ne1 ⊕ Oπ
b−1e2 ⊕ Oπe3, and
we denote this direct sum by L. (Note, as before, that if b > 1 we have
L = πL0 ∩ Ln.) We have tight-fitting containments Ln ⊃ L ⊃ Ln+1. Letting
L be the lattice class of L, we see that Ln and L are connected by an edge
directed toward Ln, reflecting the fact that the image L of L in Ln = Ln/πLn
has rank 2. Since the image Ln+1 of Ln+1 also has rank 2, and since L ⊆ Ln+1,
we must have L = Ln+1 and hence L = Ln+1. But now note that Ln+1 is tight-
fitting within Ln−1 and that d(Ln−1,Ln+1) = 1, showing that Ln−1, Ln, and
Ln+1 form a face F . Therefore the the path can be deformed through F to
follow the edge connecting Ln−1 to Ln+1, thus eliminating Ln. The resulting
path P ′ has length ℓ− 1, as desired. After possibly retracting a backtrack, the
induction is complete.
Now we assume πL0 + Ln+1. Then there exists w ∈ Ln+1 with w /∈
πL0. Since w ∈ Ln we write in as w = xπ
ne1 + yπ
b−1e2 + ze3, recalling that
{πne1, π
b−1e2, e3} is an O-basis of Ln. Since w /∈ πL0 and since n > 0, then
either z ∈ O∗, or else b = 1 and y ∈ O∗. But in the latter case there is
symmetry between e2 and e3, so we can switch them and assume z ∈ O
∗, and,
11
in fact, multiplying by a unit in O, we can arrange z = 1. Now replace e3 by
e′3 = xπ
ne1 + yπ
b−1e2 + e3. This is a change of type (3); note that with this
replacement, the bases for both Ln−1 and Ln are expressed as before, and we
now have e3 ∈ Ln+1. Now consider the image Ln+1 of Ln+1 in Ln = Ln/πLn.
Since the edge En+1 is directed toward Ln, this vector space has rank 2. Note
that e3 ∈ Ln+1 and is non-zero, so it can be completed to a basis for Ln+1 of
the form {απne1 + βπb−1e2, e3}.
If β 6= 0, we can assume β = 1. Lifting α to a ∈ O, we can replace e2
by e′2 = e2 + aπ
n−b+1 (note this is a change of basis of type (3)) to arrange
that Ln+1 has basis {πb−1e2, e3}. Then Ln+1 lifts to W = Oπe
b−1
2
⊕Oe3 and
Ln+1 = W + πLn, which has O-basis {π
n+1e1, π
b−1e2, e3}. But this implies
d(L0,Ln+1) = n+ 1, contradicting our assumption.
Therefore β = 0, so α 6= 0 and we may assume α = 1, so that Ln+1 has
basis {πne1, e3}. Thus Ln+1 lifts to W = Oπ
ne1⊕Oe3, and Ln+1 =W +πLn,
which has O-basis {πne1, π
be2, e3}. Note that the chosen bases of Ln−1, Ln,
and Ln+1 have the relationships expressed in (2), so Ln−1, Ln, and Ln+1 form
a face F , and as above, the path can be deformed through F to follow the
edge connecting Ln−1 to Ln+1, thus eliminating Ln and resulting in a shorter
path P ′.
This concludes the proof of Theorem 3.4.
4 Structure of SL3(K)
4.1. We note that GL3(K) acts on the set of lattices by virtue of its action on
the ambient K-vector space X, and this action preserves lattice equivalence;
hence it acts on the set V of vertices of C. It is clear from the way edges and
faces are defined that the action preserves adjacency and orientation of edges,
and extends to a continuous action on the complex C. It is not this action,
but rather the restriction of the action to SL3(K), that will produce the Main
Theorem, Theorem 4.4 below. However, it will be important to note a few
facts involving the action of GL3(K).
First, the action of GL3(K) clearly acts transitively on the set ot lattices
(and therefore on the set of lattices classes V ). However this is not the case for
the action of SL3(K). Observe, for example, that if an element γ of SL3(K)
fixes a vertex L ∈ V , it must fix each lattice L in the class L, for if γ carried L to
πnL with n 6= 0, then its determinant would be π3n, violating its membership
in SL3(K). It easily follows that the SL3(K)-orbit of a lattice has at most one
lattice in each lattice class. Moreover, it is not possible for γ ∈ SL3(K) to carry
a vertex to another vertex lying the same face. For suppose L, L′, and L′′ are
the vertices of a face, with representatives L,L′, L′′ as in §2.5. If γL = L′, then
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γL = πnL′, for some n, from which it follows that det γ = π3n+1; if γL = L′,
we would get det γ = π3n+2. Either contradicts the fact that γ ∈ SL3(K).
Choose an ordered basis (e1, e2, e3) for the K-vector space X, and let F
be the face in C whose vertices are the classes L, L′, and L′′ defined in §2.5,
represented respectively by the lattices L, L′, and L′′ of (2). Let α, β ∈ GL3(K)
be defined by:
α =

1 0 00 1 0
0 0 π

 β =

1 0 00 π 0
0 0 π

 (10)
Note that α(L) = L′ and β(L) = L′′ and that detα = π, detβ = π2. These el-
ements will be used in the proof of Proposition 4.2 below, and in the statement
and proof of the Main Theorem (Theorem 4.4).
Proposition 4.2. SL3(K) acts transitively on the set F of faces of C. More-
over the action is “without inversion”, meaning that if a group element carries
a face onto itself, then it acts as the identity function on that face. Thus any
single face of C maps isomorphically to the quotient complex of C by the action
of SL3(K), hence serves as a fundamental domain for the action.
Proof. First, we show that, given faces F ,G ∈ F , with L being a vertex of F ,
there exists a unique vertex M of G which is in the SL3(K)-orbit of L. The
uniqueness follows from the fact, noted above, that and element of SL3(K)
cannot carry a vertex on F to another vertex on F . This shows that the
action is “without inversion”.
Let L. L′, and L′′ be the vertices of F , with representatives L,L′, L′′ defined
as in §2.5 with respect to an ordered basis (e1, e2, e3); let M. M
′, and M′′
be the vertices of G, represented by M,M ′,M ′′ defined similarly with respect
to an ordered basis (f1, f2, f3). Choose ϕ ∈ GL3(K) such that ϕei = fi for
i = 1, 2, 3. Then ϕL =M . We have detϕ = uπn for some n ∈ Z. Multiplying
the left column of ϕ (expressed as a matrix with respect to (e1, e2, e3)) by u
−1,
and replacing f1 by u
−1f1, we may assume u = 1. Write n = 3m + r, where
m ∈ Z, r ∈ {0,−1,−2}. Now replacing ϕ by π−mϕ, and replacing M,M ′,M ′′
by π−mM,π−mM ′, π−mM ′′, we have detϕ = πr. If r = 0, then ϕ ∈ SL3(K),
ϕL = M , so ϕL = M, and our immediate goal is accomplished. If r = −1,
then taking α ∈ GL3(K) having the form (10) relative to the basis (f1, f2, f3),
we have detαϕ = 1 and αM = M ′, therefore αϕL = M ′, so αϕL = M′ as
needed. If r = −2, we do the same using β instead of α to get βϕL = M′′,
with detβϕ = 1.
Now relabel M, M′, and M′′ so that ϕL = M, with ϕ ∈ SL3(K), with
representatives M , M ′, andM ′′ where ϕL =M . Rechoose (f1, f2, f3) to be an
O-basis for M such that M ′ and M ′′ are defined analogously as in as in §2.5,
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with M,M ′,M ′′ replacing L,L′, L′′ and (f1, f2, f3) replacing (e1, e2, e3). We
can compose ϕ with an element of SL3(O) to arrange ϕei = fi for i = 1, 2, 3.
It is now clear that ϕ(πei) = πfi, so ϕL
′ = M ′ and ϕL′′ = M ′′. Hence
ϕL =M, ϕL′ =M′, ϕL′′ =M′′, so ϕF = G and the proof of the proposition
is complete.
4.3. Stabilizers. We have established that any single face serves as a fundamen-
tal domain for the action of SL3(K) on C. It follows by the higher dimensional
analogue of Serre’s tree theory [4], which can be found in [5], [6], or [2], that
SL3(K) is the generalized amalgamated product of the stabilizers of the three
vertices of a single face. Thus SL3(K) is what is sometimes called a “triangle of
groups”. We now investigate the stabilizers that this amalgamation comprises.
Choose an ordered basis (e1, e2, e3) for the K-vector space X, and let F
be the face in C whose vertices are the classes L, L′, and L′′ defined in §2.5,
represented respectively by the lattices L, L′, and L′′ of (2). We will determine
the stabilizers of L, L′, and L′′ in SL3(K), which are precisely the stabilizers of
the stabilizers of L, L′, and L′′ (since, as we have observed, each SL3(K)-orbit
contains at most one lattice in each lattice class). We will represent elements
of SL3(K) by their matrix relative to the basis (e1, e2, e3).
Clearly the stabilizer of L is SL3(O), which we will now be denoted by
G1. With α, β ∈ GL3(K) defined as in (10), we have α(L) = L
′ and β(L) =
L′′. Therefore the SL3(K)-stabilizers of L
′ and L′′, respectively, are G2 =
αG1α
−1 and G3 = β G1β
−1. According to the general theory recounted in
§4.2, SL3(O) is the generalized amalgamated product of G1, G2, and G3 along
their pairwise intersections. We now explicitly describe these groups and their
pairwise intersections. One sees from matrix multiplication that
G2 =



 a11 a12 π
−1a13
a21 a22 π
−1a23
πa31 πa32 a33


∣∣∣∣∣∣

a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ SL3(O)


G3 =



 a11 π
−1a12 π
−1a13
πa21 a22 a23
πa31 a32 a33


∣∣∣∣∣∣

a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ SL3(O)


(11)
From this one sees that
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G1 ∩G2 =



a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ SL3(O) | a31, a32 ∈ πO


G1 ∩G3 =



a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ SL3(O) | a21, a31 ∈ πO


G2 ∩G3 =



x11 x12 x13x21 x22 x23
x31 x32 x33

 ∈ SL3(K)
∣∣∣∣∣∣∣
x11, x12, x22, x23, x33 ∈ O
x21, x31, x32 ∈ πO
x13 ∈ π
−1O


(12)
and
G1 ∩G2 ∩G3 =



a11 a12 a13a21 a22 a23
a31 a32 a33

 ∈ SL3(O) | a21, a31, a32 ∈ πO

 (13)
4.4. Main Theorem. Collecting the observations of this section, following
theorem states the main result of this paper.
Theorem 4.5. Main Theorem. Let K be a local field, the field of fractions
of the discrete valuation ring O, with uniformizing parameter π ∈ O. Then
SL3(K) is the generalized amalgamation of the subgroups G1 = SL3(O), G2 =
αG1α
−1 and G3 = β G1β
−1 along pairwise intersections. Here α and β are as
defined in (10), and the pairwise intersections are described more explicitly in
(12). Note that G1, G2, and G3 are all isomorphic copies of SL3(O).
As stated in the abstract, this theorem generalizes a theorem of Ihara (see [4],
p. 143 Corollary 1 to Theorem 3), stated below.
Theorem 4.6. (Ihara) Let K, O, and π be as in Theorem 4.5. Then SL2(K)
is the amalgamated product of the subgroups G1 = SL1(O) and G2 = αG1α
−1
along their intersection. Here
α =
(
1 0
0 π
)
and the intersection is given by
{(
a b
c d
)
∈ SL2(O)
∣∣∣∣ c ∈ πO
}
Note that G1 and G2 are isomorphic copies of SL2(O).
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5 Concluding Remarks
5.1. Questions about C. It is clear that the complex C has infinite diameter,
i.e., its 1-skeleton has infinite diameter as a graph. This follows from the fact
that the shortest path between two vertices L and L′ will have length d(L,L′)
as defined in §2.1. However the following question about C is not known.
Question 5.2. Is the complex C 2-connected, i.e., is π2(C) = 0?. This should
follow from a “curvature” argument, and will be hopefully given in a future
revision of this paper.
Some further knowledge about C might be useful in answering the following
question.
Question 5.3. Must each finite subgroup of SL3(K) be conjugate to a sub-
group of G1, G2, or G3?
The above question’s analog has a positive answer for a group that is the
amalgamated product of two groups. In general this fails for generalized amal-
gamations of three or more groups, so an affirmative answer to Question 5.3
would need to rely on some special characteristics of the complex C, perhaps
including 2-connectivity.
Question 5.4. Do Theorems 4.5 and 4.6 generalize to give a structure theorem
for SLn(K), n > 3, as a generalized amalgamation of n analogous subgroups?
The author sees no obstruction to carrying out this generalization using rank
n lattices, along the lines of the proof of Theorem 4.5.
5.5. Related Matters. In [7], the author showed that the tame automorphism
group of affine three-space over a field of characteristic zero is the generalized
amalgamation of three subgroups (see [7], Theorem 4.1), a fact that was proved
independently by Bisi, Furter, and Lamy in [1]. It has recently been proved
(see [3]) that the two-dimensional complex associated with the amalgamated
structure is 2-connected, hence contractible.
The paper [7] also contains a run-down of numerous other instances of var-
ious automorphism groups that have the structure of amalgamated products.
It is the author’s hope that the action of SL3(K) on the complex C will lead
to a structure theorem for SL3(k[T ], where k[T ] is the polynomial ring in one
variable over a field k. This conclusion should generalize Nagao’s Theorem,
stated below. (Note: The author has now accomplished this; it will soon be
included in a revision of this paper.)
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Theorem 5.6. (Nagao) The group SL2(k[T ]) is the amalgamated product of
SL2(k) and SB(k[T ]) along their intersection SB(k), where for a ring R, SB(R)
denotes the lower triangular subgroup of SL2(R).
This is derived in [4], §1.6, from the theorem of Ihara (Theorem 4.6), which,
in turn, arises from the action SL2(K) on the tree whose vertices are rank 2
lattice classes, for which the complex C is a direct generalization.
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