This paper deals with the minimum and maximum value distributions based on the n-variate FGM copula with one dependence parameter. The ranges of dependence parameters are theoretically determined so that the probability density function always takes a non-negative value. However, the closed-form conditions of the ranges for the dependence parameters have not been known in the literature. In this paper, we newly provide the necessary conditions of the ranges of the dependence parameters for the minimum and maximum value distributions which are derived from FGM copula, and show the asymptotic properties of the ranges.
Introduction
Dependence modeling with copulas is one of the challenging research topics of statistical modeling in the last decade. An n-variate copula is a multivariate distribution function having n uniform marginal distributions on the interval [0, 1] (cf., [1] and [2] ). Copulas provide powerful tools in the multivariate statistical analysis because one can construct various dependence models by replacing the uniform marginal distributions with other marginal distributions. In particular, the Farlie-Gumbel-Morgenstern (FGM, for short) copula is useful as an alternative to a multivariate normal distribution because it has a simple form and it can express mutual dependencies among two or more variables. Therefore, the FGM copula has been applied to the statistical modeling in different research fields such as reliability engineering, finance, economics, and so on (e.g., [3] and [4] ). For more details about the bivariate FGM copula, see [5] and [6] . In addition, [7] and [8] well explained the n-variate FGM copula.
One unresolved problem of the FGM copula is that restrictions of its parameters have not been found as closed forms. For this reason, for example, it has been difficult to estimate the dependence parameters of the FGM copula so far. The n-variate FGM copula proposed by [7] has totally 2 n − n − 1 dependence parameters which describe the dependencies among the variables (N.B., n 2 parameters of them are for the dependencies between any two variables, n 3 parameters of them are for among any three variables, and so on). Note that the parameters should be determined so that its joint density function is always non-negative [7] . Manuscript In general, a lot of papers have referred to this restriction (e.g., [2] , [9] , and [10] ). However, there are few studies that explicitly derive the exact ranges of the parameters for n ≥ 4 in particular because of its complexity. Under such a situation, as a first step, we focus on the minimum and maximum value distributions which are constructed by the n-variate FGM copula in this paper. The former distribution can describe the lifetime (first failure occurrence time) of a series system with n dependent components, and the latter one does that of a dependent parallel system. In addition, in order to reduce the complexity involved in the n-variate FGM copula, we assume that all dependence parameters are represented by just one parameter. As a result, the necessary conditions for the dependence parameter of minimum and maximum distributions are explicitly provided.
In the following section, we explain the fundamental feature of the n-variate FGM copula, and Sect. 3 presents the necessary conditions of the dependence parameters for any given n. The derivation methods of them are presented in Sect. 4. Some discussion on the sufficient conditions and remaining issues on this topic is briefly referred in Sect. 5.
Definition
Suppose U = (U 1 , U 2 , . . . , U n ) be a random vector that follows an FGM copula with n uniform marginal distributions on the interval [0, 1]. Let C be the joint distribution function of the n-variate FGM copula and let F be the subsets which consist of all combinations of at least two elements of an index set {1, 2, . . . , n}. For example, if n = 3,
Denote that θ is a vector representation of the dependence parameter set of the FGM copula. Then, according to [7] , the joint distribution function of U can be written by
where α S 's are the elements of the dependence parameters (i.e., (α S ∈ θ)). Moreover, its joint density function is expressed by the following form:
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Note that θ is the parameter set such that the joint density function is non-negative for every u i ∈ [0, 1]. Thus it is easy to see that α S 's must satisfy the following limitation (cf., [1] ).
for ∀(u 1 , u 2 , . . . , u n ) ∈ [0, 1] n . Consequently, for the simplest case, n = 2, the parameter set becomes θ = {α {1,2} } and we have the well-known range −1 ≤ α {1,2} ≤ 1 from Eq. (3).
In the case of n = 3, the parameters
} are required to hold the following conditions (cf., [7] and [12] ).
The ranges of these dependence parameters must be determined so as to satisfy Eq. (4). However, it is not so easy to find them. Johnson and Kotz [7] added an additional condition such that ∀α S = 0 for |S| < n in order to loosen the restriction (N.B., |S| means the size of the set S). Then the exact range of α {1,2,...,n} can be obtained as
As a result, we can see that it is very hard to derive the exact ranges of the dependence parameters unless some certain conditions are made. Therefore in this paper, as we mentioned in Sect. 1, we try to obtain the ranges of the dependence parameters for the minimum and maximum value distributions based on the n-variate FGM copula when all of the dependence parameters are identical to θ. That is, we assume that θ ≡ α S for all S in Eq. (1).
Main Results
We first show the minimum and maximum distribution functions derived from one-parameter n-variate FGM copula. Let U 1:n and U n:n be the minimum and maximum values of U, respectively. C 1:n (u; θ 1:n ) and C n:n (u; θ n:n ) denote the cumulative distribution functions (CDF) of U 1:n and U n:n , respectively. According to [11] and [12] , C 1:n (u; θ 1:n ) is obtained as
Also C n:n (u; θ n:n ) is given by
Note that we rewrite θ to θ 1:n and θ n:n in the above equations respectively in order to distinguish these two parameters.
The following theorems present the necessary conditions for the ranges of θ 1:n and θ n:n in Eqs. (6) and (7), respectively. In addition, these theorems yield corollaries about their asymptotic properties.
Theorem 3.1: The range of θ 1:n is given by the following inequality.
where
Corollary 3.1: As n → ∞, the range of θ 1:n is obtained as
Theorem 3.2: The range of θ n:n is given by the following inequality.
where v * n is uniquely defined by the solution of the following equation.
for 0 ≤ v * n ≤ 1. 
This remark offers some support to the next conjecture.
Conjecture 3.1:
As n → ∞, the following equation holds.
This conjecture is derived by Remark 3.1 and the assumption that 1 + n − 2(2 − v * n ) n−1 diverges to positive infinity more quickly than 1 − v * n converges to 0. Then we have the following corollary.
Corollary 3.2:
As n → ∞, the range of θ n:n is convergent to 0. In summary, the above results guarantee that the ranges of θ 1:n and θ n:n depend on only n, and the ranges become narrower as n increases. For example, Table 1 shows the numerical results of the ranges of θ 1:n and θ n:n for n = 2, 3, . . . , 30, and ∞. Note that every value is calculated by Eqs. (8) and (11) , and rounded to the nearest thousandth. This table implies that the ranges of the negative values of θ 1:n and θ n:n are narrower than those of the positive values, respectively. In addition, we can find that the range of θ n:n is narrower than that of θ 1:n .
Proofs

Proof of Theorem 3.1:
We need to derive the closed form of the limitation θ 1:n ∈ {θ | d du C 1:n (u; θ) ≥ 0, 0 ≤ u ≤ 1}. First we define the probability density function (PDF) of U 1:n by the following c 1:n (u; θ 1:n ). = n(1 − u) n−1 1 + θ 1:n (−2 + 2(1 − u) n + (1 + n)u) .
Here, θ 1:n has the following relationship.
That is, the problem is equivalent to finding θ 1:n such that the minimum value of c 1:n (u; θ 1:n ) is non-negative. Since n(1 − u) n−1 ≥ 0 for 0 ≤ u ≤ 1 and n ≥ 2, we have
wherec 1:n (u; θ 1:n ) = 1 n(1 − u) n−1 c 1:n (u; θ 1:n ).
Hence, we can verify the Theorem 3.1 by solving the minimization problem of Eq. (17). In order to solve this problem, we define the first and second derivatives with respect to u ofc 1:n (u; θ 1:n ) as follows.
Let u * n be an critical point ofc 1:n (i.e.,c 1:n (u * n ; θ 1:n ) = 0). Then, u * n uniquely exists on the interval [0, 1], and it is easy to see that u * n = 1 − 1+n 2n 1 n−1 . Consider θ 1:n ≥ 0. In this case, for 0 ≤ u ≤ 1, c 1:n (u; θ 1:n ) is a convex function becausec 1:n (u; θ 1:n ) ≥ 0. Thus,c 1:n (u * n ; θ 1:n ) is the absolute minimum value. Hence, we have θ 1:n ∈ {θ |c 1:n (u * n ; θ) ≥ 0}. This yields
where 1/(2 − 2(1 − u * n ) n − (1 + n)u * n ) gives the upper bound of θ 1:n .
Consider θ 1:n < 0. In this case,c 1:n (u; θ 1:n ) is a concave function that takes the minimum value if and only if u = 1. Thus, we have θ 1:n ∈ {θ |c 1:n (1; θ) ≥ 0}. This implies
where −1/(n − 1) gives the lower bound of θ 1:n . Hence, the proof is complete.
Proof of Corollary 3.1: By Theorem 3.1, the upper bound of θ 1:n is given by 1/(2 − 2(1 − u * n ) n − (1 + n)u * n ). Thus as n → ∞, the upper bound of θ 1:n can be written by
(23)
Note that u * n is replaced by Eq. (9). By considering its Taylor series, Eq. (23) equals to
where O(·) denotes Landau's symbol. Moreover, for the lower bound, we have
Hence, the proof is complete.
We would like to omit the proofs of Theorem 3.2 and Corollary 3.2 because they can be shown in the same way as those of Theorem 3.1 and Corollary 3.1.
Discussion and Concluding Remarks
The results in the previous section have been obtained from the necessary condition such that Eq. (15) always takes nonnegative value for any u ∈ [0, 1] and n in the case of the minimum value distribution (and the maximum one as well). Therefore the ranges obtained by Eqs. (8) and (11) 
for the two kinds of dependence parameters, respectively. It should be noted that the minimum and maximum value distributions which have been dealt with in this paper both exist only if the n-variate FGM copula is theoretically valid. In other words, for example, if we estimate that the value ofθ 1:3 is 2.0 from a certain data analysis concerning the minimum value distribution, this value surely satisfies Eqs. (8) and (27) but it does not satisfy the limitation denoted by Eq. (3) with the identical dependence parameters. Therefore in this case, we must discard the estimation result θ 1:3 = 2.0, and need to find the estimated value from the range − 1 4 ≤ θ ≤ 1 2 in Eq. (26) instead of Eq. (27). In conclusion, we have revealed the necessary conditions for the dependence parameters θ 1:n and θ n:n for general n and their asymptotic properties on n → ∞ in this paper. However, providing their sufficient conditions and the exact ranges of the parameters has been still remaining for the future work.
