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Abstrakt
Monte Carlo metody poskytuj´ı na´vod, jak prˇeve´st pocˇetn´ı proble´my na proble´my vycˇ´ıslen´ı
strˇedn´ı hodnoty na´hodne´ velicˇiny. Numericka´ rˇesˇen´ı spocˇ´ıvaj´ı v aproximaci rozdeˇlen´ı prˇ´ıslusˇne´
na´hodne´ velicˇiny pro odhad hledane´ strˇedn´ı hodnoty. Jednu mozˇnost tvorby aproximac´ı rozdeˇlen´ı
pravdeˇpodobnosti poskytuj´ı Monte Carlo algoritmy. Sekvencˇn´ı Monte Carlo algoritmy jsou jejich
podtrˇ´ıdou slouzˇ´ıc´ı k aproximaci sekvenc´ı rozdeˇlen´ı. Takove´ u´lohy se prˇirozeneˇ vyskytuj´ı v ba-
yesovsky´ch metoda´ch zpracova´n´ı dat. V pra´ci se kra´tce zaby´va´me formulac´ı bayesovsky´ch u´loh
a potrˇebou tvorˇit aproximace tzv. aposteriorn´ıch rozdeˇlen´ı. Da´le uva´d´ıme spolecˇne´ vlastnosti a
principy sekvencˇn´ıch numericky´ch metod, za´kladn´ı algoritmy a jejich u´pravy a na´sledneˇ prakticke´
prˇ´ıklady jejich aplikac´ı pro neˇkolik vybrany´ch demonstracˇn´ıch proble´mu˚ z oblasti bayesovske´ in-
dukce.
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Abstract
Monte Carlo methods provide recipe to convert numerical problems onto problems of random
variable expected value estimation. Numerical solvers approximate distribution of given random
variable to provide demanded estimate. Distribution approximations may be obtained by the
means of Monte Carlo algorithms. Their subclass, Sequential Monte Carlo algorithms, are used
for approximating sequences of distributions. Such needs arise from Bayesian data analysis. We
will briefly introduce Bayesian inference and consequent need to approximate so-called aposteriori
distributions. Further, we will state common properties of sequential methods, basic algorithms
and their improvements and a couple of examples arising in Bayesian inference, on which we will
demonstrate described algorithms.
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1 U´vod
Na Monte Carlo algoritmy mu˚zˇeme pohl´ızˇet jako na numericke´ metody, ktere´ poskytuj´ı aproximace
rozdeˇlen´ı pravdeˇpodobnosti. Mnoho inzˇeny´rsky´ch proble´mu˚ lze prˇeformulovat na proble´my souvi-
sej´ıc´ı s pravdeˇpodobnostn´ımi mı´rami (naprˇ. vycˇ´ıslen´ı integra´l˚u, optimalizace, simulace ...) a k jejich
rˇesˇen´ı vyuzˇ´ıt Monte Carlo algoritmu˚. Vzhledem k vy´pocˇetn´ı slozˇitosti algoritmu˚ nastal jejich rozvoj
azˇ s vy´vojem pocˇ´ıtacˇ˚u. Aplikuj´ı se veˇtsˇinou na proble´my, u ktery´ch je slozˇite´ zarucˇit konvergenci
jiny´ch numericky´ch metod.
Monte Carlo algoritmy lze take´ prˇirozeneˇ aplikovat na statisticke´ proble´my. Popula´rn´ı oblast´ı vyuzˇit´ı
je aproximace aposteriorn´ıch rozdeˇlen´ı v bayesovske´ statistice. V takove´m prˇ´ıpadeˇ by´va´ aproximace
aposteriorn´ıho rozdeˇlen´ı veˇtsˇinou mezikrok v u´loze rozhodova´n´ı za neurcˇitosti (zde spadaj´ı naprˇ.
bayesovske´ bodove´ odhady). Aposteriorn´ı rozdeˇlen´ı vznikaj´ıc´ı prˇi rˇesˇen´ı prakticky´ch u´loh cˇasto
nejsou explicitneˇ vyja´drˇitelna´ v uzavrˇene´ formeˇ a je proto nutne´ rˇesˇit u´lohy numericky.
Monte Carlo metody teoreticky skoro jisteˇ konverguj´ı v nekonecˇne´m cˇase. I prˇes exponencia´ln´ı
na´r˚ust vy´pocˇetn´ıch prostrˇedk˚u vznika´ snaha navrhnout efektivneˇjˇs´ı algoritmy pro konkre´tn´ı typy
proble´mu˚. Specia´lneˇ proble´m optima´ln´ı filtrace ve skryte´m markovske´m modelu (ekviv. sledova´n´ı
stavu skryte´ho procesu) vedl k rozvoji trˇ´ıdy algoritmu˚ zvany´ch sekvencˇn´ı Monte Carlo. Tyto efek-
tivneˇ vyuzˇ´ıvaj´ı struktury skryte´ho markovske´ho modelu pro aproximaci aposteriorn´ıch rozdeˇlen´ı
skryte´ho stavu. Takove´ algoritmy se take´ oznacˇuj´ı cˇa´sticove´ filtry [‘particle filter’] (i kdyzˇ jejich
p˚usobnost nen´ı snadne´ prˇesneˇ stanovit).
U´loha optima´ln´ı filtrace na skryty´ch markovsky´ch modelech poskytuje dostatecˇneˇ prˇuzˇny´ a rozsa´hly´
model pro analy´zu cˇasovy´ch rˇad. Umozˇnˇuje na´m definovat u´lohu sekvencˇn´ıho zpracova´n´ı dat a
tedy navrhovat algoritmy, ktere´ se zaby´vaj´ı real-time analy´zou. Neˇktere´ jej´ı specia´ln´ı varianty (tzv.
linea´rn´ı Gaussovske´ modely) lze rˇesˇit analyticky, cozˇ vede na efektivn´ı sche´mata pro konstrukci
sekvencˇn´ıch odhad˚u. Obecneˇ ale zadana´ aproximovana´ rozdeˇlen´ı neby´vaj´ı explicitneˇ vyjadrˇitelna´
a cˇa´sticove´ filtry jsou jednou z mozˇnost´ı, jak proble´m numericky rˇesˇit (za ostatn´ı zminˇme naprˇ.
extended Kalman filter nebo variacˇn´ı bayesovske´ metody).
Vy´voj sekvencˇn´ıch Monte Carlo algoritmu˚ prob´ıha´ od konkre´tn´ıho (rˇesˇen´ı proble´mu optima´ln´ı fil-
trace pro skryte´ Markovske´ modely [7, 8, 12]) k obecne´mu [5, 15]. Alternativn´ı (i kdyzˇ obdobnou)
trˇ´ıdou proble´mu, kterou lze formulovat sekvencˇneˇ a rˇesˇit Monte Carlo algoritmy, je aproximace
aposteriorn´ıho rozdeˇlen´ı staticke´ho parametru [4, 5]. Tato u´loha, acˇ vypada´ obdobneˇ, se od u´lohy
optima´ln´ı filtrace vy´razneˇ liˇs´ı a je obecneˇ povazˇova´na za mnohem na´rocˇneˇjˇs´ı.
V kapitole 2 zadefinujeme obecneˇ u´lohu, kterou chceme Monte Carlo algoritmy rˇesˇit a take´ v jake´m
smyslu budeme cha´pat aproximace c´ılovy´ch rozdeˇlen´ı. Take´ zde uvedeme za´kladn´ı trˇ´ıdy Monte Carlo
algoritmu˚, na ktere´ se budeme odkazovat pozdeˇji v textu. Jednak uvedeme sekvencˇn´ı metody do
kontextu alternativn´ıch metod, jimizˇ lze proble´my rˇesˇit, a jednak budeme tyto za´kladn´ı principy
vyuzˇ´ıvat i prˇi aplikaci pokrocˇily´ch metod.
V kapitole 3 zmı´n´ıme za´kladn´ı aspekty bayesovsky´ch metod. Uvedeme, jak lze bayesovske´ metody
vyuzˇ´ıt pro formulaci u´loh sekvencˇn´ıho zpracova´n´ı dat a neˇkolik za´kladn´ıch u´loh, ktere´ z takove´ho
postupu plynou.
V kapitole 4 se budeme veˇnovat sekvencˇn´ım Monte Carlo algoritmu˚m. Nejprve uvedeme algoritmus
cˇa´sticovy´ filtr pro rˇesˇen´ı u´lohy optima´ln´ı filtrace na skryte´m Markovske´m modelu. Na neˇm budeme
demonstrovat za´kladn´ı principy sekvencˇn´ıch metod. Sekvencˇn´ı metody lze ovsˇem cha´pat i mimo
kontext optima´ln´ı filtrace (dokonce i mimo kontext bayesovske´ statistiky). Uvedeme proto obecneˇjˇs´ı
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formulaci sekvencˇn´ıch Monte Carlo algoritmu˚. Da´le uka´zˇeme, zˇe cˇa´sticove´ filtry, jak se vyskytuj´ı
v literaturˇe [7, 8], umı´me odvodit jako specia´ln´ı prˇ´ıpad tohoto obecne´ho algoritmu. Uvedeme take´
metodu, jak rˇesˇit u´lohu v te´to obecneˇjˇs´ı formulaci, do ktere´ spada´ naprˇ. zmı´neˇny´ odhad staticke´ho
parametru. Doufa´me, zˇe obecna´ formulace na´m pozdeˇji umozˇn´ı sekvencˇn´ı algoritmy da´le zobecnit
(naprˇ. pro bayesovske´ s´ıteˇ nebo Markovska´ pole).
V kapitole 5 nakonec prˇedvedeme sekvencˇn´ı algoritmy prˇi rˇesˇen´ı neˇktery´ch vybrany´ch proble´mu˚
bayesovske´ indukce.
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2 Monte Carlo metody
Historie vyuzˇit´ı stochasticky´ch numericky´ch metod se datuje od formulace u´lohy Buffonovy jehly
(1777). Pokud na arch pap´ıru rovnomeˇrneˇ rozdeˇleny´ rovnobeˇzˇny´mi prˇ´ımkami ha´zˇeme jehlu stejne´
de´lky jako je rozestup linek. Pravdeˇpodobnost, zˇe jehla linku protne je 2π . Se´rii hod˚u mu˚zˇeme
povazˇovat za Bernoulliho pokusy se zna´mou strˇedn´ı hodnotou a za´kon velky´ch cˇ´ısel na´m poskytne
jej´ı konzistentn´ı odhad, ktery´ mu˚zˇeme vyuzˇ´ıt pro vycˇ´ıslen´ı π.
U´loha zna´zornˇuje podstatu Monte Carlo (MC) metod. Prˇeformulujeme proble´m, aby matematicky
odpov´ıdal vy´pocˇtu strˇedn´ı hodnoty neˇjake´ nezna´me´ velicˇiny. Ma´me-li k dispozici soubor realizac´ı
prˇ´ıslusˇne´ n.v., mu˚zˇeme hledanou strˇedn´ı hodnotu odhadnout vy´beˇrovy´m pr˚umeˇrem.
Kvalita odhadu - rozptyl - za´vis´ı na velikosti vy´beˇru. Pro zprˇesneˇn´ı odhadu potrˇebujeme vytvorˇit
veˇtsˇ´ı. V u´loze Buffonovy jehly tento vy´beˇr z´ıska´va´me opakova´n´ım hod˚u jehlou. Jelikozˇ mnohocˇetne´
opakova´n´ı fyzicke´ho experimentu a na´sledne´ zpracova´n´ı velke´ho mnozˇstv´ı dat mu˚zˇe by´t cˇasoveˇ
na´rocˇne´, skutecˇny´ rozvoj MC metod prˇiˇsel azˇ v polovineˇ minule´ho stolet´ı s prˇ´ıchodem pocˇ´ıtacˇ˚u.
Prˇispeˇla k tomu u´loha stanoven´ı mnozˇstv´ı neutron˚u, ktere´ projdou urcˇity´mi la´tkami. Prˇedcha´zej´ıc´ı
experimenty umozˇnili prˇiblizˇneˇ stanovit strˇedn´ı de´lky doletu neutron˚u a pravdeˇpodobnost, zˇe dojde
k jejich pohlcen´ı. Za pomoci pocˇ´ıtacˇ˚u se provedlo mnoho simulac´ı na´hodny´ch procha´zek jednot-
livy´ch neutron˚u - realizace na´hodne´ velicˇiny - a relativn´ı mnozˇstv´ı pr˚uchoz´ıch neutron˚u se odhadlo
vy´pocˇtem cˇetnosti simulovany´ch pr˚uchod˚u.
Za inspiraci, ktera´ podporˇila dnesˇn´ı rozvoj stochasticky´ch metod, vdeˇcˇ´ıme hazardn´ı hrˇe ruleteˇ. Proto
se stochasticke´ simulacˇn´ı metody dnes nazy´vaj´ı Monte Carlo algoritmy.
Vı´ce o historii rˇesˇen´ı u´lohy pr˚uchodu neutron˚u nalezne cˇtena´rˇ zde [17]. Aplikace Monte Carlo metod
pro rˇesˇen´ı inzˇeny´rsky´ch u´loh je rozepsa´na v [14]. Dalˇs´ı prakticke´ aplikace Monte Carlo metod a
prˇehled Monte Carlo algoritmu˚ jsou uvedeny v [12].
Azˇ v posledn´ıch letech se Monte Carlo zacˇalo ve veˇtsˇ´ı mı´ˇre aplikovat i ve sve´m prˇirozene´m prostrˇed´ı -
rˇesˇen´ı statisticky´ch u´loh. V dalˇs´ıch kapitola´ch se budeme zaby´vat aplikacemi v bayesovske´ statistice.
2.1 Pozna´mky k notaci
V pra´ci se budeme cˇasto setka´vat s na´hodny´mi velicˇinami a jejich rozdeˇlen´ım. Budeme potrˇebovat
pracovat jak s hustotami, tak s mı´rami. Abychom se neztratili ve znacˇen´ı zavedeme neˇkolik konvenc´ı:
· R(X) oznacˇ´ıme obor hodnot n.v. X
· A(X) oznacˇ´ıme Borelovskou σ−algebru na R(X)
· Hustoty pravdeˇpodobnostn´ı funkce r˚uzny´ch na´hodny´ch velicˇin odliˇs´ıme argumentem, kdyzˇ to
bude mozˇne´. V opacˇne´m prˇ´ıpadeˇ uvedeme doln´ı index specifikuj´ıc´ı n.v. (tj. p(x) = pX(x)).
· Rozdeˇlen´ı ve smyslu mı´ry odliˇs´ıme od hustoty pravdeˇpodobnostn´ı funkce argumentem dx
(naprˇ. p(dx)).
· Vztazˇnou mı´ru na A(X) oznacˇ´ıme dx (tj. (R(X),A(X), dx) je prostor s mı´rou a p(x) = dpdx(x)).
Da´le vyuzˇijeme kompaktn´ı za´pis vektoru ve formeˇ ai:k := (ai, ai+1, ..., ak) prˇ´ıpadneˇ
Ai:k := (Ai, Ai+1, ..., Ak).
Integra´ly uva´d´ıme bez integracˇn´ıho oboru. V takovy´ch prˇ´ıpadech prˇedpokla´da´me integraci prˇes cely´
nosicˇ integrandu.
2 MONTE CARLO METODY 8
2.2 Monte Carlo Algoritmy
Nezˇ skutecˇneˇ ha´zet jehlou nebo pokusy jinak fyzicky realizovat, ukazuje se vy´hodneˇjˇs´ı experiment si-
mulovat. K tomuto u´cˇelu slouzˇ´ı stochasticke´ simulacˇn´ı algoritmy. Jejich smyslem je vytvorˇit soubory
vzork˚u - realizac´ı n.v. -, ktery´ mu˚zˇeme vyuzˇ´ıt pro odhad strˇedn´ıch hodnot.
Vy´beˇrovy´ soubor mu˚zˇeme transformovat a vyuzˇ´ıt i k odhadu strˇedn´ı hodnoty jine´, takto transfor-
movane´, n.v.. Vzhledem k sˇ´ıˇri mozˇnost´ı vyuzˇit´ı MC algoritmu˚ je budeme da´le analyzovat z pohledu
aproximace funkciona´lu typu:
Iπ(φ) :=
ˆ
φ(x)π(dx) = Eπ(φ(X)). (1)
Definice 2.1. (Monte Carlo aproximace mı´ry)
Bud’ X1:N vzorky i.i.d. podle π(x)
MC aproximuje mı´ru π(dx) mı´rou
π˜N (dx) :=
1
N
N
i=1
δXi(dx),
kde δa(dx) oznacˇuje Diracovu distribuci se strˇedem v a (
´
φ(x)δa(dx) = φ(a)).
Definice 2.2. (Monte Carlo odhad)
Bud’ φ(x) meˇrˇitelna´ funkce s konecˇny´m rozptylem, π(x) hustota pravdeˇpodobnosti a X1:N soubor
na´hodny´ch velicˇin i.i.d. podle π(x).
Dosazen´ım MC aproximace mı´ry do funkciona´lu (1) z´ıska´me aproximaci
Iπ(φ) ≈
ˆ
φ(x)π˜N (dx).
MC odhad Iπ(φ) oznacˇ´ıme
EMCπ (φ(X)) :=
ˆ
φ(x)π˜N (dx) =
1
N
N
i=1
φ(Xi).
Pozna´mka 2.3. (konzistence MC odhadu)
Plat´ı (viz [1]):
EMCπ (φ(X)) a.s.−→
N→∞
Iπ(φ),
kde
a.s.−→
N→∞
oznacˇuje konvergenci skoro jisteˇ (definice A.9).
Odhad EMCN (φ) je nestranny´ a plat´ı CLV (veˇta A.12) s asymptoticky´m rozptylem O( 1N ):
1
N
ˆ
(φ(x)− Iπ(φ))2 π(dx).
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Du˚sledek 2.4. (konvergence MC aproximace)
π˜N ⇒ π,
kde ‘⇒’ oznacˇ´ıme konvergenci v distribuci (definice A.11).
K vytva´rˇen´ı simulovany´ch vy´beˇr˚u se veˇtsˇinou vyuzˇ´ıvaj´ı genera´tory na´hodny´ch cˇ´ısel (existuj´ı i po-
stupy, ktere´ funguj´ı na deteministicke´m generova´n´ı vy´beˇr˚u, teˇmi se ale zaby´vat nebudeme). Za´kladn´ı
genera´tory ale poskytuj´ı pouze omezene´ mozˇnosti. Nativneˇ lze tvorˇit vy´beˇry z uniformn´ıho rozdeˇlen´ı,
ktere´ lze prˇ´ımo transformovat na vy´beˇry z neˇkolika ma´lo jiny´ch rozdeˇlen´ı. Dalˇs´ı mozˇnost´ı je vyuzˇ´ıt
transformaci pomoc´ı inverzn´ı distribucˇn´ı funkce. Pro neˇktera´ rozdeˇlen´ı je ale tvorba vy´beˇru teˇmito
metodami nemozˇna´ nebo neefektivn´ı.
Monte Carlo algoritmy prˇedstavuj´ı trˇ´ıdu metod, ktere´ na´m umozˇn´ı tvorˇit simulovane´ vy´beˇry i se
slaby´mi pozˇadavky na tvar c´ılove´ho rozdeˇlen´ı. Na vytva´rˇen´ı takovy´ch vy´beˇr˚u se budeme odkazovat
jako na tvorbu vzork˚u [‘sample’] v souladu s MC terminologi´ı. Spolecˇny´m pozˇadavkem metod je
mozˇnost vycˇ´ıslen´ı hustoty c´ılove´ho rozdeˇlen´ı π(x), ze ktere´ chceme tvorˇit vzorky, bodoveˇ azˇ na
normalizacˇn´ı konstantu.
π(x) =
γ(x)
Z
, (2)
kde γ(x) ∈ L1(R(X)); γ(x) ≥ 0 je zna´ma´ nevlastn´ı hustota, a Z ∈ R je normalizacˇn´ı konstanta
Z =
ˆ
γ(x)dx. (3)
Normalizacˇn´ı konstantu Z totizˇ obvykle vycˇ´ıslit neumı´me. Nasˇteˇst´ı ji algoritmy MCMC a IS
nevyzˇaduj´ı. Stacˇ´ı umeˇt bodoveˇ vycˇ´ıslit funkci γ(x).
2.2.1 Zamı´tac´ı metoda
Zamı´tac´ı metodu [‘rejection sampling’] zminˇujeme kv˚uli historicke´ perspektiveˇ. Mu˚zˇeme ji vyuzˇ´ıt
pro vytva´rˇen´ı souboru vzork˚u X1:N i.i.d. podle π(x). Algoritmus vyuzˇ´ıva´ pomocne´ hustoty q(x) a
konstantu M <∞. Pro tyto mus´ı platit
∀x : π(x) ≤Mq(x).
Soubor vzork˚u vytva´rˇ´ıme iteracˇneˇ, ajk je uka´za´no v algoritmu 1.
Takto tvorˇene´ vzorky X1:N budou i.i.d. podle π(x) [18]. Nevy´hodou te´to metody je nutnost stano-
ven´ı omezuj´ıc´ı konstanty M . V prˇ´ıpadeˇ, zˇe se π(x) a q(x) “moc liˇs´ı1”, dojde k cˇaste´mu zahazova´n´ı
vzork˚u, cozˇ je ply´tva´n´ı vy´pocˇetn´ım cˇasem. V prˇ´ıpadeˇ vysokorozmeˇrny´ch rozdeˇlen´ı by´va´ rozd´ıl na-
tolik vy´znamny´, zˇe se metoda sta´va´ neefektivn´ı.
1Podobneˇ va´gn´ıch formulac´ı odliˇsnosti dvou rozdeˇlen´ı se v textu budeme dopousˇteˇt v´ıcekra´t. Apelujeme na
cˇtena´rˇovu intuitivn´ı prˇedstavu, jelikozˇ koncepce podobnosti by pra´ci nic podstatne´ho neprˇinesla v porovna´n´ı s
na´rocˇnost´ı jej´ıho uveden´ı.
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Algoritmus 1 Rejection Sampling
i=1;
OPAKUJ dokud i ≤ N
Vygenerujeme X(i) ∼ q(x) a U ∼ U(0, 1) (kde U(a, b) oznacˇ´ıme uniformn´ı rozdeˇlen´ı na
intervalu ⟨a, b⟩)
Je-li U < π(X
(i))
Mq(X(i))
,
pak vzorek prˇ´ıjmeme (Xi = X(i)) a navy´sˇ´ıme i = i+ 1
jinak vzorek zahod´ıme
2.3 Markov Chain Monte Carlo
Markov Chain Monte Carlo (MCMC) zasˇtit’uje veˇtsˇ´ı trˇ´ıdu algoritmu˚ [1, 19], z nichzˇ historicky nej-
starsˇ´ım je Metropolis˚uv algoritmus. Algoritmy vytva´rˇ´ı soubor za´visly´ch vzork˚u takovy´m zp˚usobem,
aby byl asymptoticky rozdeˇleny´ podle π(x). Principem je vytva´rˇet vzorky z Markovske´ho rˇeteˇzce s
prˇechodovy´m ja´drem K se stabiln´ım rozdeˇlen´ım π(x).
ˆ
K(x, x′)π(x)dx = π(x′).
Na takto generovane´ vzorky uzˇ nemu˚zˇeme, kv˚uli za´vislosti, prˇ´ımo uplatnit za´kon vekly´ch cˇ´ısel. Ro-
zumny´m pozˇadavkem na konvergenci je ovsˇem konvergence neza´visle na pocˇa´tecˇn´ım prvku. Dalˇs´ı
podmı´nky stanov´ı teorie Markovsky´ch proces˚u. Cˇasto vyuzˇ´ıvanou postacˇuj´ıc´ı podmı´nkou konver-
gence odhadu je tzv. zpeˇtna´ reverzibilita ja´dra aneb.
∀x, x′ : π(x)K(x, x′) = π(x′)K(x′, x)
2.3.1 Metropolis˚uv-Hastings˚uv algoritmus
Metropolis˚uv-Hastings˚uv algoritmus byl prohla´sˇen za jeden z nejvy´znamneˇjˇs´ıch algoritmu˚ stolet´ı.
Vznikl zobecneˇn´ım Metropolisova algoritmu, ktery´ zmı´n´ıme pozdeˇji jako specia´ln´ı prˇ´ıpad.
V obecne´m kroku k, kdy ma´me k dispozici vzorekXk−1 vygenerujeme novy´ vzorekX ′ ∼ q(x′|Xk−1),
ktery´ prˇijmeme (Xk ← X ′) s pravdeˇpodobnost´ı A(xk−1, x′) = min

1, π(x
′)q(xk−1|x′)
π(xk−1)q(x′|xk−1)

. V opacˇne´m
prˇ´ıpadeˇ op´ıˇseme prˇedchoz´ı vzorek Xk ← Xk−1.
Prˇechodove´ ja´dro Markovske´ho procesu v Metropolisoveˇ-Hastingsoveˇ algoritmu ma´ tvar
K(x, dx′) = q(dx′|x)A(x, x′) + δx(dx′)r(x), (4)
kde cˇlen r(x) je spjat s odmı´tnut´ım vzorku
r(x) =
ˆ
q(x′|x)(1−A(x, x′))dx.
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Algoritmus 2 Metropolis˚uv-Hastings˚uv algoritmus
X0 ∼ q0(x);
Pro k = [1, N ]
Vygenerujeme X
′ ∼ q(x′|Xk−1) a U ∼ U(0, 1)
Je-li U < A(xk−1, x′) = min

1, π(x
′)q(xk−1|x′)
π(xk−1)q(x′|xk−1)

,
pak vzorek prˇ´ıjmeme (Xk ← X ′)
jinak Xk ← Xk−1 a novy´ vzorek zahod´ıme
Tento rˇeteˇzec splnˇuje postacˇuj´ıc´ı podmı´nku konvergence.
Metropolis˚uv algoritmus mu˚zˇeme popsat jako specia´ln´ı prˇ´ıpad Metropolisova-Hastingsova algo-
ritmu, prˇi volbeˇ symetricky´ch na´vrhovy´ch hustot q(x′|x) (tj. q(x|x′) = q(x′|x)). Pravdeˇpodobnost
prˇijet´ı se pak redukuje do podoby A(x, x′) = min

1, π(x
′)
π(x)

.
2.3.2 Gibbs˚uv sampler
Gibbs˚uv sampler aplikuje obecny´ (nejen) matematicky´ princip rozkladu u´lohy do posloupnosti jed-
nodusˇsˇ´ıch podu´loh. Slouzˇ´ı pro generova´n´ı vzork˚u z vysokorozmeˇrny´ch rozdeˇlen´ı.
Pozˇadavkemmetody je znalost tzv. u´plny´ch podmı´neˇny´ch rozdeˇlen´ı π(xk|x1:k−1, xk+1:d);∀k. Vytva´rˇen´ı
vzorku (X1, X2, ..., Xd)
i pak mu˚zˇeme rozdeˇlit do v´ıce krok˚u tak, zˇe pro vsˇechna k ∈ [1, d] zvol´ıme
na´vrhove´ rozdeˇlen´ı:
q(x′|x) =

π(x′k|x−k) ; pokud x′−k = x−k
0 ; jinak
,
kde x−k := x1:k−1, xk+1:d.
Pravdeˇpodobnost prˇijet´ı v prˇ´ıpadeˇ Gibbsova sampleru je A(x, x′) = 1 [1]. Prˇij´ıma´me tedy kazˇdy´
vzorek.
Vzorkova´n´ı z u´plne´ho podmı´neˇne´ho rozdeˇlen´ı rˇesˇ´ıme jako samostatnou podu´lohu. Vy´hodou tohoto
postupu je, zˇe v mnoha prˇ´ıpadech ma´ u´plne´ podmı´neˇne´ rozdeˇlen´ı jednodusˇsˇ´ı tvar, naprˇ. tvorˇ´ı kon-
jugovane´ syste´my. V opacˇne´m prˇ´ıpadeˇ mu˚zˇeme vyuzˇ´ıt jine´ MC algoritmy (naprˇ. MCMC).
Algoritmus 3 Gibbs˚uv sampler
X01:d ∼ q0(x1:d);
Pro i = [1, N ]
Pro k = [1, d]
Vygenerujeme Xik ∼ q(xi|Xi1:k−1, Xi−1k+1:d)
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2.4 Importance sampling
Metoda Importance Sampling (IS) je inspirovana´ mozˇnost´ı prˇevodu vy´pocˇtu strˇedn´ı hodnoty n.v.
na vy´pocˇet strˇedn´ı hodnoty jine´ n.v. podle Radonovy-Nikody´movy veˇty (veˇta A.6).
Mı´sto slozˇite´ho rozdeˇlen´ı π(x) vytvorˇ´ıme MC aproximaci hledane´ho rozdeˇlen´ı pomoc´ı souboru
vzork˚u rozdeˇleny´ch podle pomocne´ hustoty q(x), kterou budeme da´le nazy´vat na´vrhova´ [‘propo-
sal’] hustota.
Je-li mı´ra π(dx) absolutneˇ spojita´ v˚ucˇi mı´ˇre q(dx), mu˚zˇeme aproximovany´ funkciona´l (1) upravit:
Iπ(φ) =
ˆ
φ(x)π(dx) =
ˆ
φ(x)
dπ
dq
(x)q(dx)
=Eq

φ(X)
dπ
dq
(X)

.
Nyn´ı potrˇebujeme zvolit vhodna´ na´vrhova´ rozdeˇlen´ı q(dx), pro ktera´ Radonova-Nikody´mova deri-
vace existuje a umı´me ji azˇ na normalizacˇn´ı konstantu vycˇ´ıslit s.v.v q(dx).
Pozna´mka 2.5. (Derivace meˇr s hustotou)
Jsou-li p, q hustoty pravdeˇpodobnosti a supp(p) ⊂ supp(q), pak:
· mı´ra p(dx) je absolutneˇ spojita´ v˚ucˇi mı´ˇre q(dx)
· dpdq (x) = p(x)q(x)
Prˇipomeneme prˇedpokla´dany´ tvar aproximovane´ hustoty (2). Zvolme da´le libovolnou na´vrhovou
hustotu q(x), aby supp(π) ⊂ supp(q). Pak existuje Radonova-Nikody´mova derivace
dπ
dq
(x) =
γ(x)
Zq(x)
a odhadovany´ funkciona´l mu˚zˇeme vyja´drˇit ve tvaru
Iπ(φ) =
´
φ(x)γ(x)q(x) q(dx)
Z
kde γ(x)q(x) oznacˇ´ıme w(x) a nazveme va´hovou funkc´ı [’weight function’].
Ve veˇtsˇineˇ prˇ´ıpad˚u je normovac´ı konstanta nezna´ma´ a proto odhad funkciona´lu prˇevedeme na pod´ıl
dvou odhad˚u
Iπ(φ) =
´
φ(x)w(x)q(dx)´
w(x)q(x)dx
=
Eq (φ(X)w(X))
Eq(w(X))
,
cozˇ zp˚usob´ı vychy´len´ı vy´sledne´ho odhadu Iπ(φ).
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Definice 2.6. (Importance Sampling aproximace)
Bud’ X1:N vzorky i.i.d. podle q(x); supp(π) ⊂ supp(q).
IS aproximuje mı´ru π(dx) mı´rou
πˆN (dx) :=
N
i=1
W iδXi(dx),
kde W 1:N je pomocny´ vektor vah, ktere´ splnˇuj´ı
W i =
w(Xi)N
k=1w(X
k)
∝ γ(X
i)
q(Xi)
.
Definice 2.7. (Importance Sampling odhad)
Bud’ φ(x) meˇrˇitelna´ funkce s konecˇny´m rozptylem, π(x), q(x) hustoty pravdeˇpodobnosti a X1:N
soubor na´hodny´ch velicˇin i.i.d. podle q(x) a vektor W i vektor vah W i ∝ π(x)q(x) .
Dosazen´ım MC aproximace mı´ry do funkciona´lu (1) z´ıska´me aproximaci
Iπ(φ) ≈
ˆ
φ(x)πˆN (dx).
IS odhad Iπ(φ) oznacˇ´ıme
EISπ (φ(X)) :=
ˆ
φ(x)πˆN (dx) =
N
i=1
W iφ(Xi)
a odhad normovac´ı konstanty
Zˆ := EMCq (w(X)) =
1
N
N
i=1
w(Xi)
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Pozna´mka 2.8. (konzistence IS odhadu)
Plat´ı ( [8]): E
IS
π (φ(X))
a.s.−→
N→∞
Iπ(φ)
Zˆ
a.s.
−→
N→∞
Z
Odhad Zˆ je nestranny´ s relativn´ım rozptylem O( 1N ):
D[Zˆ]
Z2
=
1
N
ˆ
π2(x)
q(x)
dx− 1

.
Odhad EISπ (φ) je vychy´leny´ s asymptotickou vy´chylkou O( 1N ):
lim
N→∞
NEq

(EISπ (φ(X))− Iπ(φ))

= −
ˆ
π2(x)
q(x)
(φ(x)− Iπ(φ))dx.
Pro odhad EISπ (φ) plat´ı CLV s asymptoticky´m rozptylem O( 1N ):
1
N
ˆ
π2(x)
q(x)
(φ(x)− Iπ(φ))2dx.
Du˚sledek 2.9. (konvergence IS aproximace)
πˆN ⇒ π.
Na´vrhove´ rozdeˇlen´ı mu˚zˇeme volit te´meˇrˇ libovolneˇ. Mu˚zˇe se jednat o rozdeˇlen´ı, ze ktere´ho umı´me
snadno vzorkovat nebo rozdeˇlen´ı ktere´ minimalizuje vy´sledny´ rozptyl odhad˚u.
V prˇ´ıpadeˇ, kdy je normovac´ı konstanta zna´ma´, lze oveˇrˇit, zˇe idea´ln´ı volba na´vrhove´ho rozdeˇlen´ı
q(dx) (ve smyslu minimalizace rozptylu odhadu funkciona´lu Iπ(φ) :
Dq[φ(X)w(X)] = Eq(φ2(X)w2(X))− I2π(φ)
) je hustota q∗(x) ∝ |φ(x)|π(x) [1]. V praxi je cˇasto nemozˇne´ vzorkovat z takove´hoto rozdeˇlen´ı.
Ukazuje na´m ovsˇem, zˇe je vy´hodneˇjˇs´ı vzorkovat v d˚ulezˇity´ch oblastech, kde je hodnota |φ(x)|π(x)
vysoka´. Pro pevna´ φ(x) je take´ mozˇne´ naj´ıt rozdeˇlen´ı, pro ktera´ bude mı´t odhad EISN (φ(X)) mensˇ´ı
rozptyl, nezˇ odhad EMCN (φ(X)). Proto se IS cˇasto vyuzˇ´ıva´ prˇi zkouma´n´ı rˇ´ıdky´ch jev˚u.
Na´s zaj´ımaj´ı situace, kdy potrˇebujeme vycˇ´ıslit funkciona´l Iπ pro r˚uzne´ funkce φ(x) a na´vrhovou
hustotu q(x) proto vol´ıme “bl´ızkou” π(x). V prˇ´ıpadeˇ nezna´me´ normovac´ı konstanty je rozptyl od-
hadu Iπ(φ) zhruba u´meˇrny´ 1 + Dq[w(X)] [4, 12]. Pokud na´s tedy zaj´ıma´ aproximace funkciona´lu
(1), budeme se snazˇit volit na´vrhova´ rozdeˇlen´ı s co nejnizˇsˇ´ım rozptylem vah (optima´ln´ı na´vrhove´
rozdeˇlen´ı q(x) = π(x) s rozptylem Dq [w(X)] = 0 volit nemu˚zˇeme, jelikozˇ nemozˇnost vzorkova´n´ı z
π(x) je d˚uvodem, procˇ IS prova´d´ıme).
S va´zˇeny´mi vzorky budeme da´le pracovat cˇasto a zmı´neˇny´ zp˚usob, jak pocˇ´ıtat va´hy, se v dalˇs´ıch
kapitola´ch uka´zˇe prˇ´ıliˇs restriktivn´ı. Zaved’me proto na´sledovneˇ (viz [7, 15]):
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Definice 2.10. (rˇa´dneˇ va´zˇene´ vzorky)
Soubor N vzork˚u Xi ∼ q(x) a vektor vah W 1:N spolecˇneˇ nazveme souborem rˇa´dneˇ va´zˇeny´ vzork˚u
podle/prˇ´ıslusˇny´ch rozdeˇlen´ı π, pokud pro kazˇdou g ∈ L2(R(X))
Eq

g(Xi)W i

= cEπ(g(Xi))
pro neˇjakou konstantu c a vsˇechny vzorky Xi ∼ q(x).
Budeme znacˇit

W i, Xi
 ∼ π(x) (prˇ´ıp. W i, Xi ∼ π(x);X ∼ q(x), zaj´ıma´-li na´s v na´sleduj´ıc´ı
analy´ze i na´vrhove´ rozdeˇlen´ı).
(u´mluva : v textu budeme vynecha´vat informaci o pocˇtu vzork˚u, vsˇude na´m stacˇ´ı tiˇse prˇedpokla´dat,
zˇe jich je N).
3 BAYESOVSKA´ STATISTIKA 16
3 Bayesovska´ statistika
Statistika je odveˇtv´ım zpracova´n´ı dat. Nejprve mus´ıme naj´ıt matematicky´ popis, ktery´ na´m umozˇn´ı
s daty pracovat. Budeme na neˇ pohl´ızˇet jako na realizace na´hodne´ velicˇiny a prˇi pra´ci s nimi
vyuzˇijeme poznatk˚u teorie pravdeˇpodobnosti. Mus´ıme tedy prˇedpokla´dat, zˇe existuje rozdeˇlen´ı, ze
ktere´ho data pocha´zej´ı (t´ımto zacˇ´ına´me modelovat).
Naprˇ. v prˇ´ıpadeˇ fyzika´ln´ıch meˇrˇen´ı se naprˇ. cˇasto uzˇ´ıva´ prˇedpokladu, ktery´ podporuj´ı nasˇe empiricke´
zkusˇenosti, zˇe jsou rozdeˇlena norma´lneˇ. Ve statisticky´ch metoda´ch s nimi pracujeme jako s na´hodnou
velicˇinou Y ∼ N (y;m,σ2)-kde m,σ2 ∈ R mohou by´t jak zna´me´ (naprˇ. z prˇedchoz´ıch analy´z) nebo
mohou by´t samy prˇedmeˇtem odhadu.
Prˇedpokla´dejme da´le pevny´ model dat (neˇkdy se na neˇ budeme odkazovat jako na pozorova´n´ı)
Y ∼ l(y;x), kde x je neˇjaky´ parametrem rozdeˇlen´ı, ze ktere´ho pocha´zej´ı. Funkce l(y;x) se ve statis-
ticke´ literaturˇe cˇasto nazy´va´ veˇrohodnostn´ı [‘likehood’] funkce. T´ımto prˇedpokladem pro pozorova´n´ı
prova´zˇeme v modelu n.v. Y s parametry x. Vyvsta´va´ ota´zka jak pracovat s nezna´my´m parametrem.
V kontextu bayesovsky´ch metod cha´peme nezna´me parametry jako na´hodne´ velicˇiny. Mı´sto x ∈ R
(jak by´va´ obvykle´ pro nezna´mou hodnotu) budeme nezna´my´ parametr reprezentovat n.v. X ∼ p(x).
Rozdeˇlen´ı p : A ⊂ 2R(X) → ⟨0, 1⟩, ktere´ pro x takto vytvorˇ´ıme, interpretujeme jako d˚uveˇryhodnost
[‘plausibility’], zˇe skutecˇna´ hodnota parametru (ozn. xreal) lezˇ´ı v p(A) (naprˇ. p(⟨0, 1⟩) = 1 znacˇ´ı, zˇe
xreal lezˇ´ı s jistotou v intervalu ⟨0, 1⟩).
3.1 Bayesovska´ indukce
Nyn´ı mu˚zˇeme vyuzˇ´ıt poznatk˚u teorie pravdeˇpodobnosti a u´lohu cha´pat jako proble´m nalezen´ı
podmı´neˇne´ho rozdeˇlen´ı p(x|y), podmı´neˇne´ho rozdeˇlen´ı n.v. X v za´vislosti na n.v. Y - pozorovany´ch
datech.
Pro vyja´drˇen´ı podmı´neˇne´ho rozdeˇlen´ı vyuzˇijeme Bayes˚uv vzorec (odtud na´zev pro cele´ odveˇtv´ı -
bayesovska´ statistika; prˇipomeˇnˇme nav´ıc notaci p(x) = pX(x), kdy doln´ı index vynecha´va´me, pokud
je z argumentu rozdeˇlen´ı zrˇejme´, o jakou n.v. se jedna´):
p(x|y) = p(x, y)
p(y)
=
pY |X(y|x)´
pY |X(y|ξ)pX(ξ)dξ
pX(x) (5)
Vzorec nyn´ı rozebereme po cˇa´stech:
· p(x|y) je hledana´ podmı´neˇna´ hustota, v bayesovske´m kontextu ji nazy´va´me aposteriorn´ı hus-
totou
· p(y|x) je hustota n.v. reprezentuj´ıc´ı pozorovana´ data a je da´na modelem
· ´ pY |X(y|ξ)pX(ξ)dξ je rea´lna´ konstanta (neza´vis´ı na x) a ma´ vy´znam normalizacˇn´ı konstanty
· p(x) nazveme tzv. apriorn´ı rozdeˇlen´ı X, ktere´ reprezentuje nasˇi znalost x prˇed zaha´jen´ım
experimentu
Normalizacˇn´ı konstanta je jednoznacˇneˇ urcˇena porˇadavkem ∥p(x|y)∥L1(R(X)) = 1, proto se kv˚uli
zprˇehledneˇn´ı neˇkdy omez´ıme jen na proporciona´ln´ı za´vislosti, tedy:
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p(x|y) ∝ p(y|x)p(x).
Apriorn´ı rozdeˇlen´ı je kontroverzn´ım prvkem bayesovsky´ch metod. Veˇdecka´ metoda vyzˇaduje repro-
dukovatelnost vy´sledk˚u. Apriorn´ı rozdeˇlen´ı modeluje nasˇe prˇedbeˇzˇne´ “prˇedstavy”, ktere´ mohou by´t
za´visle´ na subjektivn´ıch u´sudc´ıch (liˇs´ıc´ıch se u r˚uzny´ch veˇdc˚u a tedy prˇi r˚uzny´ch analy´za´ch dat).
Bayesovska´ statistika na´m umozˇn´ı formulovat proble´my souvisej´ıc´ı s odhady nezna´my´ch velicˇin.
Mnoho teˇchto proble´mu˚ vede na u´lohy rozhodova´n´ı za neurcˇitosti - optimalizacˇn´ı u´lohy pro funk-
ciona´ly obsahuj´ıc´ı n.v..
Obecna´ formulace rozhodovac´ı u´lohy prˇesahuje ra´mec pra´ce, cˇtena´rˇe odka´zˇeme na [2,13]. Omez´ıme
se na prˇ´ıpad, kdy je rozhodovac´ı u´loha definovana´ jako nalezen´ı neˇjake´ho minima´ln´ıho rozhodnut´ı
aˆ ∈ A:
aˆ ∈ argmin
a∈A
ˆ
L(a, x)p(x)dx = argmin
a∈A
Ep(L(a,X)),
kde L(a, x) : A × R(X) → R nazveme ztra´tovou funkc´ı. U´lohu mu˚zˇeme interpretovat jako na-
lezen´ı rozhodnut´ı, ktere´ minimalizuje ocˇeka´vanou ztra´tu. Ztra´tova´ funkce L(a, x) je parametrem
rozhodovac´ı u´lohy.
Naprˇ´ıklad bayesovske´ bodove´ odhady lze formulovat jako minimalizaci strˇedn´ı kvadraticke´ ztra´ty
pro aposteriorn´ı rozdeˇlen´ı X ∼ p(x):
xˆ = argmin
a∈A
ˆ
(x− a)2p(x)dx = Ep(X).
Pro na´s vy´znamny´m aspektem je, zˇe minimalizovany´ vy´raz mu˚zˇeme vyja´drˇit jako strˇedn´ı hodnotu
transformovane´ n.v. a pro jej´ı vycˇ´ıslen´ı v r˚uzny´ch bodech a mu˚zˇeme vyuzˇ´ıt MC aproximaci pˆN ⇒ p.
V kontextu rozhodova´n´ı za neurcˇitosti mu˚zˇeme formulovat i u´lohu testova´n´ı hypote´z, kdy ztra´tovou
funkci interpretujeme jako penalizaci v prˇ´ıpadeˇ chyby I.,II. druhu.
Du˚sledneˇjˇs´ı rozbor podstaty bayesovske´ indukce a jej´ı uplatneˇn´ı ve veˇdecke´ metodeˇ nalezne cˇtena´rˇ
v [11]. V textu se da´le zameˇrˇ´ıme pouze na konkre´tn´ı aspekty bayesovske´ statistiky souvisej´ıc´ı s
numericky´m rˇesˇen´ım u´loh. Pro uceleny´ popis bayesovsky´ch metod odkazujeme cˇtena´rˇe na [13].
U´vahy doposud prˇedpokla´daly znalost modelu p(y|x), cozˇ nemus´ı by´t splneˇno. V prˇ´ıpadeˇ, kdy model
nezna´me, mu˚zˇeme opeˇt vyuzˇ´ıt bayesovske´ metody a samotny´ model pokla´dat za kategorickou n.v.
M a odhadovat
p(m|y) = p(m)
´
p(y|x,m)p(x|m)dx´
pY |XM (y|x, η)pXM (x, η)dxdη
,
kde p(m) je apriorn´ı hustota na mnozˇineˇ model˚u, p(x|m) apriorn´ı hustota X da´na modelem m a
p(y|x,m) veˇrohodnostn´ı funkce urcˇena´ modelem m.
I v prˇ´ıpadeˇ, kdy je model zada´n, by´va´ zvykem oveˇrˇit, jestli skutecˇneˇ popisuje analyzovana´ data.
Tento krok se nazy´va´ verifikace modelu a by´va´ soucˇa´st´ı vsˇech statisticky´ch metod (naprˇ. test nor-
mality dat v prˇ´ıpadeˇ vyuzˇit´ı metody ANOVA). Vy´znam tohoto kroku je demonstrova´n naprˇ. v [11].
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3.1.1 Apriorn´ı rozdeˇlen´ı
Prvn´ım proble´mem formulace bayesovske´ u´lohy je stanoven´ı apriorn´ıho rozdeˇlen´ı. Z tvaru apo-
steriorn´ıho rozdeˇlen´ı (5) je patrne´, zˇe volba ovlivn´ı rˇesˇen´ı. Zde mu˚zˇeme do analy´zy dat zave´st
neobjektivn´ı informaci.
Uveˇdomme si ale, zˇe v kazˇde´ statisticke´ u´loze je vlozˇena apriorn´ı informace (uzˇ samotny´ model je
informace, kterou do analy´zy vkla´da´me).
Mu˚zˇe se sta´t, zˇe z prvn´ı analy´zy dat vyply´vaj´ı absurdn´ı za´veˇry (ve znacˇne´m kontrastu s jiny´mi
empiricky´mi daty). Prozkouma´n´ı kvality teˇchto za´veˇr˚u na´s mu˚zˇe nasmeˇrovat k formulaci nove´ u´lohy
s prˇidanou apriorn´ı informac´ı, ktera´ danou kontradikci vylucˇuje. Neˇktere´ slozˇiteˇjˇs´ı u´lohy se bez
tohoto kroku neobejdou. Jejich podoba veˇtsˇinou vyplyne z post-analy´zy - verifikace modelu.
Volba apriorn´ıho rozdeˇlen´ı nen´ı jednoznacˇneˇ rˇesˇitelny´ proble´m, cozˇ mu˚zˇe ve´st k rozd´ıl˚um v za´veˇrech
plynouc´ıch z dat. Pro neˇktere´ u´lohy plat´ı veˇta Bernstein-von Mises [10], cˇi jej´ı alternativy, ktera´ na´m
zarucˇ´ı konvergenci vzhledem pocˇtu pozorova´n´ı (velikosti datove´ho souboru) neza´visle na apriorn´ım
rozdeˇlen´ı. Tvrzen´ı ovsˇem neplat´ı pro vsˇechny u´lohy, proto mus´ıme apriorn´ı rozdeˇlen´ı volit s rozvahou.
Pokud to jde, vol´ı se ve tvaru, aby spolecˇneˇ s l(y;x) tvorˇilo tzv. konjugovany´ syste´m - apriorn´ı a
aposteriorn´ı rozdeˇlen´ı budou lezˇet ve stejne´m syste´mu a liˇsit se parametry. Tato volba na´m na´sledneˇ
umozˇn´ı analyticky urcˇit podobu aposteriorn´ıho rozdeˇlen´ı pomoc´ı prˇepocˇ´ıta´n´ım parametr˚u dane´ho
syste´mu. Apriorn´ı informaci v tomto prˇ´ıpadeˇ vlozˇ´ıme do parametr˚u apriorn´ı hustoty.
My se budeme zaby´vat prˇ´ıpady, kdy takovy´ syste´m vytvorˇit neumı´me a mus´ıme se tedy uchy´lit
k numericky´m metoda´m. Existuje mnoho technik volby apriorn´ı hustoty, v´ıce lze nale´zt v [2, 13].
Cˇasty´m principem je snaha prˇine´st do analy´zy minimum neobjektivn´ı informace. Hovorˇ´ıme pak o
tzv. neinformativn´ıch prior. Prˇ´ıkladem jsou:
· Uniformn´ı prior p(x) ∝ 1 - v tomto prˇ´ıpadeˇ dostaneme p(x|y) ∝ p(y|x) = l(y;x)
· Jeffrey’s prior p(x) = |I(x)|; kde Iij(x) = ´ l′i(y;x)l′j(y;x)l2(y;x) p(y|x)dy je tzv. Fischerova in-
formacˇn´ı matice
3.1.2 Sekvencˇn´ı odhady
Bude na´s zaj´ımat jiny´ aspekt apriorn´ı informace. Prˇedstavme si, zˇe ma´me veˇtsˇ´ı pocˇet dat. Rozdeˇlme
je do disjunktn´ıch skupin na´hodny´ch velicˇin (resp. na´hodny´ch vektor˚u) Y1, Y2. Zna´me-li modely
p(y1|x),p(y2|x), jak bude vypadat aposteriorn´ı rozdeˇlen´ı p(x|y1, y2)?
p(x|y1, y2) = p(y1, y2|x)
p(y2|y1)p(y1)p(x).
Pokud Y1, Y2 interpretujeme jako vy´sledky dvou neza´visly´ch experiment˚u p(y1, y2|x) = p(y1|x)p(y2|x),
mu˚zˇeme vy´raz prˇepsat na
p(x|y1, y2) ∝ p(y2|x)p(x|y1).
Vztah mu˚zˇeme jesˇteˇ zobecnit i pro vektor n.v. Y1:n:
p(x|y1:n) ∝ p(yn|x)p(x|y1:n−1).
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Vzorec naznacˇuje, zˇe zpracova´n´ı veˇtsˇ´ıho pocˇtu dat mu˚zˇeme rozlozˇit do v´ıce krok˚u, kdy v kazˇde´m
kroku vyuzˇijeme aspoteriorn´ı hustotu z kroku prˇedchoz´ıho jako hustotu apriorn´ı.
Tohoto bychom mohli vyuzˇ´ıt naprˇ. v situaci, kdy zpracova´va´me rozsa´hla´ data. Dı´ky rozlozˇen´ı do
krok˚u mu˚zˇeme v neˇktery´ch prˇ´ıpadech sn´ızˇit pameˇt’ovou na´rocˇnost jednotlivy´ch vy´pocˇt˚u. Take´ si
povsˇimneˇme, zˇe nevyzˇadujeme prˇedpoklad homogenity dat (Yk a jejich rozdeˇlen´ı mohou by´t obecneˇ
r˚uzne´ divoke´ objekty), stacˇ´ı na´m zna´t model p(yk|x);∀k. Nehomogenita je totizˇ dalˇs´ı proble´m, ktery´
souvis´ı s analy´zou tzv. velky´ch dat [’big data’].
Dalˇs´ı vy´hodu na´m sekvencializace prˇina´sˇ´ı v situaci, kdy na´m data postupneˇ prˇiby´vaj´ı v cˇase. S
kazˇdy´mi novy´mi daty yk chceme naj´ıt aposteriorn´ı hustotu p(x|y1:k).
At’ uzˇ je na´sˇ prˇ´ıpad jaky´koliv mu˚zˇeme u´lohu sekvencˇn´ıho zpracova´n´ı dat formulovat na´sledovneˇ:
U´loha 3.1. (sekvencˇn´ı zpracova´n´ı dat)
Bud’ (Yk)k∈N posloupnost velicˇin Yk rozdeˇleny´ch podle p(yk|x), tj. podmı´neˇneˇ neza´visly´ch na Y1:k−1
za podmı´nky x.
Bud’ X0 ∼ p(x) apriorn´ı hustota.
Pro vsˇechna k ∈ N chceme aproximovat rozdeˇlen´ı p(x|y1:k) ∝ p(x)
k
i=1 p(yi|x).
Pro obecny´ model ovsˇem neexistuje rˇesˇen´ı bayesovske´ indukce v uzavrˇene´m tvaru. Ve specia´ln´ım
prˇ´ıpadeˇ, kdy k modelu existuje konjugovany´ syste´m a apriorn´ı rozdeˇlen´ı do neˇj patrˇ´ı, mu˚zˇeme
sekvencˇn´ı u´lohu rˇesˇit postupnou u´pravou parametr˚u tohoto syste´mu. V opacˇne´m prˇ´ıpadeˇ vyuzˇijeme
k rˇesˇen´ı u´lohy numericke´ metody.
3.2 Skryte´ Markovske´ modely
Zat´ım jsme v u´loze bayesovske´ indukce neprˇedpokla´dali nic o skryte´ velicˇineˇ X. V te´to podkapitole
uvedeme u´lohy prˇedpokla´daj´ıc´ı specia´ln´ı tvar n.v. X. Zameˇrˇ´ıme se na prˇ´ıpady, kdy je X na´hodny´
vektor. V obecnosti vy´sˇe uvedene´ u´vahy sta´le projdou, ale stejneˇ jako v˚ucˇi dat˚um i zde se mu˚zˇeme
pokusit redukovat vy´pocˇetn´ı na´rocˇnost odhadu za pomoc´ı struktury modelu.
Prˇedstavme si situaci, kdy data generujeme meˇrˇen´ım polohy pohybuj´ıc´ıho se prˇedmeˇtu v r˚uzny´ch
cˇasech. Na´hodne´ velicˇiny reprezentuj´ıc´ı tato data zrˇejmeˇ neza´vsile´ nebudou. Na´hodny´m vektorem
X mu˚zˇeme modelovat polohou prˇedmeˇtu v cˇasech meˇrˇen´ı. Oznacˇme n.v. Xk polohu prˇedmeˇtu v cˇase
k−te´ho meˇrˇen´ı a n.v. Yk nameˇrˇenou hodnotu v cˇase k. Specia´lneˇ jesˇteˇ zaved’me n.v.X0 reprezentuj´ıc´ı
polohu prˇedmeˇtu v cˇase 0 (tj. prˇed zacˇa´tkem meˇrˇen´ı).
(Nutno zmı´nit, zˇe poloha pohybuj´ıc´ıho se prˇedmeˇtu je jen jednou konkre´tn´ı interpretac´ı stochas-
ticke´ho procesu a v te´to cˇa´sti slouzˇ´ı jen pro intuitivneˇjˇs´ı prˇedstavu.)
Pro veˇtsˇinu prakticky´ch aplikac´ı mu˚zˇeme vyslovit dalˇs´ı prˇedpoklad o podmı´neˇne´ neza´vislosti pozo-
rova´n´ı Yk na Y1:k−1 a X0:k−1 za podmı´nky Xk = xk. Rozdeˇlen´ı souboru pozorova´n´ı pak mu˚zˇeme
faktorizovat na
p(y1:k|x0:k) =
k
n=1
p(yn|xn).
Pro rˇesˇen´ı u´lohy bayesovske´ indukce na X0:k potrˇebujeme jesˇteˇ zna´t apriorn´ı rozdeˇlen´ı p(x0:k).
Vektory na´hodny´ch velicˇin Xk, ktere´ reprezentuj´ı neˇjakou formu vy´voje stavu v rea´lne´m sveˇteˇ,
cˇasto modelujeme jako tzv. Markovske´ rˇeteˇzce (neˇkdy oznacˇovane´ procesy s konecˇnou pameˇt´ı).
Markovsky´m rˇeteˇzcem da´le budeme rozumeˇt Markovsky´ proces 1. rˇa´du, ve ktere´m pro vsˇechna
n ∈ N plat´ı:
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p(xn|x0:n−1) = p(xn|xn−1).
Chceme t´ım vyja´drˇit, zˇe budouc´ı vy´voj syste´mu bude za´visly´ pouze na soucˇasne´m stavu (ob-
dobneˇ jako v prˇ´ıpadeˇ Cauchyho u´lohy). Vy´hodou tohoto modelu je mozˇna´ faktorizace sdruzˇene´
pravdeˇpodobnosti procesu
X0:k ∼ p(x0:k) = p(x0)
k
n=1
p(xn|xn−1). (6)
Model vy´voje syste´mu na´m poskytne apriorn´ı rozdeˇlen´ı pro bayesovskou indukci.
Model, ktery´ jsme pra´veˇ popsali, se v oblasti stochasticke´ho modelova´n´ı vyskytuje cˇasteˇji. Nazy´va´
se skryty´ Markovsky´ model ([‘Hidden Markov model’] - HMM). Veˇtsˇina algoritmu˚, ktere´ budeme
pozdeˇji popisovat vznika´ pra´veˇ aplikac´ı obecneˇjˇs´ıch princip˚u na tento model.
Definice 3.2. (Skryty´ Markovsky´ model)
Bud’ (Xk) k∈N0 Markovsky´ rˇeteˇzec.
Bud’ (Yk) k∈N posloupnost velicˇin Yk podmı´neˇneˇ neza´visly´ch na Y1:k−1, X0:k−1 za podmı´nkyXk = xk.
Proces X0 ∪ (Xk, Yk)k∈N, jehozˇ sdruzˇene´ rozdeˇlen´ı mu˚zˇeme pro vsˇechna n ∈ N zapsat ve tvaru:
p(x0:n, y1:n) = p(x0)

n
k=1
p(xk|xk−1)

n
k=1
p(yk|xk)

(7)
nazveme skryty´ Markovsky´ model (HMM).
HMM definuje soustava hustot
p(x0) ; (apriorn´ı hustota pocˇa´tecˇn´ıho stavu)
p(xk|xk−1) ; (prˇechodova´ pravdeˇpodobnost skryte´ho rˇeteˇzce)
p(yk|xk) ; (model pozorova´n´ı)
(8)
Libovolna´ aposteriorn´ı rozdeˇlen´ı skryty´ch velicˇin (mı´neˇno nezna´my´ch) v bayesovske´ indukci nyn´ı
mu˚zˇeme vyja´drˇit jako podmı´neˇna´ rozdeˇlen´ı v HMM.
HMM nale´za´ uplatneˇn´ı prˇi modelova´n´ı mnoha nestaciona´rn´ıch u´loh. Soubor r˚uzny´ch aplikac´ı nalezne
cˇtena´rˇ naprˇ. v [7, 8].
3.2.1 Optima´ln´ı filtrace
Standardn´ı situac´ı vedouc´ı k aplikaci HMM je u´loha sledova´n´ı. Je-li skrytou velicˇinou stav neˇjake´ho
evolucˇn´ıho syste´mu, mu˚zˇeme se pta´t v jake´m je stavu v okamzˇiku pozorova´n´ı (jelikozˇ meˇrˇen´ı je
obecneˇ zat´ızˇeno sˇumem dany´m modelem p(yk|xk)). V sekvencˇn´ım prˇ´ıpadeˇ u´lohu interpretujeme
jako sledova´n´ı stavu.
Aplikace jsou zrˇejme´ v oblasti automatizace rˇ´ızen´ı, kde se rˇ´ıd´ıc´ı pocˇ´ıtacˇ mus´ı rozhodovat v podmı´nka´ch
neurcˇitosti. Aby automat provedl neˇjakou akci (naprˇ. spusˇteˇn´ı pozˇa´rn´ıho syste´mu) potrˇebuje veˇdeˇt,
jestli dosˇlo k podmı´nka´m, ktere´ akci spousˇt´ı (naprˇ. stav = horˇ´ı). V tomto prˇ´ıpadeˇ bychom n.v. Yk
interpretovali jako sensoricke´ vstupy (naprˇ. data z kourˇovy´ch detektor˚u). Obecneˇ mu˚zˇeme vyslovit
prˇedpoklad, zˇe kazˇdy´ automaticky´ syste´m, ktery´ aktivneˇ interaguje z nasˇ´ım fyzicky´m sveˇtem, bude
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pro rozhodova´n´ı vyzˇadovat informace o soucˇasne´m stavu syste´mu - reality. Prˇ´ıklady praticky´ch
aplikac´ı jsou naprˇ. lokalizace robota, ktery´ se ma´ samostatneˇ prˇesouvat v netrivia´ln´ıch oblastech
(naprˇ. mezi mı´stnostmi), klasifikace objekt˚u na videove´m za´znamu nebo odhad polohy letadel z
radarovy´ch dat.
U´loha sledova´n´ı se nazy´va´ take´ u´loha optima´ln´ı filtrace [‘optimal filtering’].
U´loha 3.3. (Optima´ln´ı filtrace)
Meˇjme zada´n HMM pro na´hodne´ velicˇiny (Xk) k∈N0 ; (Yk) k∈N.
Pro vsˇechna k ∈ N chceme aproximovat rozdeˇlen´ı n.v. Xk|Y1:k ∼ p(xk|y1:k).
Ve specia´ln´ıch prˇ´ıpadech lze opeˇt sestavit konjugovane´ syste´my a u´lohu 3.3 rˇesˇit sekvencˇn´ı u´pravou
postacˇuj´ıc´ıch statistik. Vy´znamnou trˇ´ıdu algoritmu˚, ktere´ proble´m rˇesˇ´ı pro linea´rn´ı gaussovske´
modely, jsou tzv. Kalmanovy filtry. Za teˇchto dodatecˇny´ch prˇedpoklad˚u je aposteriorn´ı rozdeˇlen´ı
norma´ln´ı a v kazˇde´m kroku na´m stacˇ´ı prˇepocˇ´ıtat strˇedn´ı hodnoty a kovariancˇn´ı matici. Linea´rn´ı gaus-
sovske´ modely jsou dostatecˇneˇ obecne´ pro modelova´n´ı spousty proble´mu˚. Proto strucˇneˇ prˇipomı´na´me
zlatou veˇtu o Monte Carlo algoritmech - pokud je nemus´ıte pouzˇ´ıt, nedeˇlejte to. Vı´ce o Kalmanovy´ch
filtrech lze nale´zt v [9, 20].
My se budeme zaby´vat obecneˇjˇs´ı situac´ı, ktera´ povede na aplikaci MC algoritmu˚. Obecneˇjˇs´ı modely
se cˇasto oznacˇuj´ı jako nelinea´rn´ı negaussovske´ modely. Existuje v´ıce mozˇnost´ı, jak u´lohu generova´n´ı
vzork˚u formulovat a rˇesˇit a v´ıce o nich bude rˇecˇ v kapitole 4. Numericke´ metody se op´ıraj´ı na´sleduj´ıc´ı
rekurzn´ı vztahy v HMM:
p(xn|y1:n) ∝ p(yn|xn)p(xn|y1:n−1), (9)
kde p(xn|y1:n−1) =
´
p(xn|xn−1)p(xn−1|y1:n−1)dxn−1 je hustota predikce a p(yn|xn) model pozo-
rova´n´ı. Algoritmus zalozˇeny´ na te´to rekurzi sekvencˇneˇ prova´d´ı predikci (v IS na´vrhove´ rozdeˇlen´ı) a
tu upravuje pomoc´ı z´ıskany´ch dat (v IS prˇiˇrazen´ı vah).
Druhou mozˇnost´ı je vyuzˇit´ı snadne´ho vy´pocˇtu margina´l z empiricky´ch rozdeˇlen´ı a u´lohu filtrace
prˇeve´st na vzorkova´n´ı z rozsˇ´ıˇreny´ch prostor˚u - cele´ trajektorie azˇ do cˇasu meˇrˇen´ı. Vyuzˇ´ıva´ te´to
rekurze:
p(x0:n|y1:n) ∝ p(yn|xn)p(xn|xn−1)p(x0:n−1|y1:n−1). (10)
Za´kladem te´to metody je postupne´ vzorkova´n´ı ze vnorˇeny´ch prostor˚u. Nove´ vzorky vytvorˇ´ıme tak, zˇe
protahujeme trajektorie vzork˚u z prˇedchoz´ıho kroku. Kdyzˇ si to rozebereme, tak princip je podobny´
prˇedchoz´ımu postupu. Umozˇn´ı na´m ale v pr˚ubeˇhu algoritmu pracovat i s histori´ı trajektorie vzorku
a vyuzˇ´ıt neˇkolik postup˚u pro zlepsˇen´ı konvergencˇn´ıch vlastnost´ı.
3.2.2 Optima´ln´ı vyhlazova´n´ı
V prˇ´ıpadeˇ, kdy na´s zaj´ıma´ poloha v neˇjake´m cˇase za prˇedpokladu, zˇe ma´me k dispozici data po-
zorova´n´ı azˇ do neˇjake´ho pozdeˇjˇs´ıho cˇasu bude situace slozˇiteˇjˇs´ı, jelikozˇ rozdeˇlen´ı skryte´ho procesu
v dane´m cˇase je z modelu za´visle´ i na na´sleduj´ıc´ım stavu. Takovouto u´lohu mu˚zˇeme interpretovat
jako aproximaci rozdeˇlen´ı cele´ trajektorie.
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Budeme se snazˇit nale´zt efektivn´ı postupy, ktere´ na´m umozˇn´ı sn´ızˇit na´rocˇnost vy´pocˇtu vyuzˇit´ım
struktury HMM.
U´loha 3.4. (optimal smoothing)
Meˇjme zada´n HMM na na´hodny´ch velicˇina´ch (Xk) k∈N0 ; (Yk) k∈N.
Pro pevne´ T ∈ N a libovolne´ k ∈ [0, T ] chceme aproximovat rozdeˇlen´ı n.v. Xk|Y1:T ∼ p(xk|y1:T ).
Acˇ mu˚zˇeme rˇesˇen´ı opeˇt z´ıskat marginalizac´ı p(xk|y1:T ) =
´
p(x0:T |y1:T )dx−k, v prˇ´ıpadeˇ empiricke´
distribuce πˆNT (dx) z´ıskane´ rˇesˇen´ım u´lohy filtrace bude takto vznikla´ aproximace reprezentova´na jen
maly´m pocˇtem odliˇsny´ch vzork˚u. Za toto mu˚zˇe mezikrok algoritmu (prˇevzorkova´n´ı), ktery´ mus´ıme
ve veˇtsˇineˇ prˇ´ıpad˚u uve´st pro zarucˇen´ı konvergencˇn´ıch vlastnost´ı. Jiny´mi slovy takto z´ıska´me sˇpatnou
aproximaci hledane´ho rozdeˇlen´ı. Pro jine´ metody generova´n´ı vzork˚u z rozsˇ´ıˇreny´ch prostor (naprˇ.
MCMC) tyto proble´my nastat nemusej´ı, prˇesto se pokus´ıme i tuto u´lohu rˇesˇit pomoc´ı sekvencˇn´ıch
algoritmu˚.
3.2.3 General state-space model
Prˇipomenˇme zmı´neˇnou na´rocˇnost odhadu staticke´ho parametru. General state-space model (GSSM)
je zobecneˇn´ım HMM. Rozd´ılem je uveden´ı dalˇs´ı n.v. θ, ktera´ reprezentuje nezna´my´ staticky´ para-
metr.
Ma´lokdy se totizˇ sta´va´, zˇe prˇesneˇ zna´me modely pohybu a pozorova´n´ı. Rˇesˇen´ım je uvazˇovat trˇ´ıdu
model˚u za´visej´ıc´ıch na nezna´me´m parametru.
p(θ)
p(x0|θ)
p(xk|xk−1, θ)
p(yk|xk, θ)
Aposteriorn´ı rozdeˇlen´ı parametru θ se tedy take´ sta´va´ prˇedmeˇtem odhadu, cozˇ na´m ovsˇem u´lohu
vy´znamneˇ komplikuje.
Pro tento model obecneˇ nelze vyuzˇ´ıt efektivn´ı algoritmy jako v prˇ´ıpadeˇ proble´mu˚ (3.3) a (3.4).
Jednou mozˇnost´ı, jak u´lohu rˇesˇit, je aplikace MCMC algoritmu˚ na sdruzˇene´ rozdeˇlen´ı p(θ, x1:m|y1:m).
Existuj´ı i sekvencˇn´ı algoritmy, ktere´ u´lohu rˇesˇ´ı naprˇ. sestaven´ım aproximace modelu prˇeveden´ım θ
na proces (s θ|Y1:k pracujeme jako s procesem θk|Y1:k). I zde mu˚zˇeme sestavit algoritmy vyuzˇ´ıvaj´ıc´ı
postacˇuj´ıc´ıch statistik θ|Y1:k.
Model GSSM zminˇujeme pro u´plnost, jelikozˇ je v soucˇasne´ dobeˇ prˇedmeˇtem studi´ı MC teoretik˚u.
Vı´ce o proble´mu i metoda´ch rˇesˇen´ı lze nale´zt naprˇ. v [3, 7].
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4 Sekvencˇn´ı Monte Carlo algoritmy
Sekvencˇn´ı Monte Carlo algoritmy jsou sˇirokou trˇ´ıdou metod pro tvorbu vzork˚u z obecny´ch sekvenc´ı
rozdeˇlen´ı. Historicky se vyvinuly z potrˇeby rˇesˇit u´lohu optima´ln´ı filtrace (u´loha 3.3).
Podtrˇ´ıdou SMC algoritmu˚ jsou cˇa´sticove´ filtry [‘particle filter’] (PF). Jejich zaveden´ı nen´ı jedno-
znacˇne´. Veˇtsˇinou se setka´me s jejich zaveden´ım pouze pro u´lohu optima´ln´ı filtrace. Neˇkde jsou zase
zameˇnˇova´ny za SMC, ktere´ zde budeme cha´pat obecneˇji.
Nejprve uvedeme PF obdobneˇ jejich zaveden´ı v [8] (kdeje mj. uvedena ucelenou teorie aplikace PF
pro rˇesˇen´ı optima´ln´ı filtrace a vyhlazova´n´ı na HMM). Na´sledneˇ algoritmus zobecn´ıme a formulujeme
SMC algoritmus, ktery´ v popisu zahrne i jine´ struktury modelu (vcˇ. u´lohy sekvencˇn´ıho odhadu
staticke´ho parametru). Da´le pak uka´zˇeme, jak lze z obecny´ch vztah˚u opeˇt z´ıskat algoritmus pro
rˇesˇen´ı u´lohy optima´ln´ı filtrace.
V za´veˇru kapitoly zmı´n´ıme neˇkolik u´prav, ktere´ maj´ı za c´ıl zlepsˇit konvergencˇn´ı vlastnosti algoritmu˚.
4.1 Particle filtery pro optima´ln´ı filtraci
Rozvoj sekvencˇn´ıch metod nastal prˇi rˇesˇen´ı u´lohy optima´ln´ı filtrace (u´loha 3.3). Prˇipomenˇme, zˇe
chceme aproximovat sekvenci rozdeˇlen´ı {πk(xk) = p(xk|y1:k)}k∈N0 .
4.1.1 Sekvencˇn´ı importance sampling
Sekvencˇn´ı metody, jimizˇ se budeme zaby´vat, vyuzˇ´ıvaj´ı k tvorbeˇ aproximac´ı metodu IS. V kazˇde´m
kroku hleda´me soubor va´zˇeny´ch vzork˚u, abychom aproximovali πk(xk) a odhadli
Iπk(φ) = Eπk(φ(Xk)) ≈ EISπk (φ(Xk)) =
N
i=1
W ikφ(X
i
k).
Prˇipomenˇme IS aproximaci rozdeˇlen´ı (2.6). V kazˇde´m kroce mus´ıme vytvorˇit vzorky z volene´ho
na´vrhove´ho rozdeˇlen´ı qk(dxk) a napocˇ´ıtat va´hy W
i
k ∝ wk(Xik) = πk(xk)qk(xk) . Va´hova´ funkce je jed-
noznacˇneˇ dana´ volbou na´vrhove´ho rozdeˇlen´ı a proto ma´me jedinou volnost ve vy´beˇru na´vrhove´
hustoty.
Pro z´ıska´n´ı na´padu, jak volit na´vrhove´ hustoty, vyuzˇijeme vztahu pro margina´ln´ı rozdeˇlen´ı (specia´lneˇ
pro HMM ve tvaru):
p(xk|y1:k) =
ˆ
p(x0:k|y1:k)dx−k,
kde p(x0:k|y1:k) je aposteriorn´ı rozdeˇlen´ı cele´ trajektorie (7). Hledana´ hustota vznikne jeho margi-
nalizac´ı. O marginalizac´ıch IS aproximac´ı hovorˇ´ı na´sleduj´ıc´ı lemma:
Lemma 4.1. (margina´ly MC aproximac´ı)
Bud’

W i, Xi1:k
 ∼ π(x1:k) soubor va´zˇeny´ch vzork˚u.
Pak margina´ln´ı rozdeˇlen´ı π(xk) m˚uzˇeme aproximovat “vynecha´n´ım ostatn´ıch promeˇnny´ch”
πˆN (dxk) =
N
i=1
W iδXik
(dxk)
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Pu˚vodn´ı u´lohu aproximace {πk(xk)}k∈N0 jsme tedy prˇevedli na u´lohu aproximace {p(x0:k|y1:k)}k∈N0
a jej´ı marginalizaci. Zby´va´ na´m vybrat na´vrhove´ rozdeˇlen´ı pro tvorbu vzork˚u.
Prˇedpokla´da´me, zˇe umı´me vytvorˇit soubor va´zˇeny´ch vzork˚u

W i0, X
i
0
 ∼ p(x0) (pocˇa´tecˇn´ıho rozdeˇlen´ı
HMM). Da´le postupujeme induktivneˇ. V kazˇde´m kroku prˇedpokla´da´me, zˇe ma´me k dispozici soubor
va´zˇeny´ch vzork˚u z minule´ho kroku.
Particle filtry jsou specificke´ pouzˇit´ım tzv. protahova´n´ı trajektori´ı. Mu˚zˇeme na to pohl´ızˇet jako
na vy´beˇr na´vrhove´ hustoty tvaru qk(x0:k) = qk(xk|x0:k−1)qk−1(x0:k−1). V kazˇde´m kroku vytvorˇ´ıme
pro vsˇechna i vzorky Xi0:k z tohoto rozdeˇlen´ı tak, zˇe X
i
0:k−1 op´ıˇseme ze vzorku X
i−1
0:k−1 z minule´ho
kroku a Xik vygenerujeme z rozdeˇlen´ı qk(xk|Xi0:k−1). Vznikly´ sdruzˇeny´ vzorek bude rozdeˇleny´ podle
Xi0:k ∼ qk(x0:k) a zby´va´ k neˇmu dopocˇ´ıtat va´hu.
Optima´ln´ım na´vrhovy´m rozdeˇlen´ım protahovane´ho vzorku pro filtraci na HMM - ve smyslu mi-
nimalizace vah vzork˚u - je qoptk (xk|Xi0:k−1) = p(xk|Xik−1, yk) [8]- rozdeˇlen´ı, ktere´ bere v u´vahu i
pozorova´n´ı v cˇase k.
Pro va´hovou funkci plat´ı (d´ıky rekurzi (10)):
wk(x0:k) ∝ p(x0:k|y1:k)
qk(x0:k)
=
p(yk|xk)p(xk|xk−1)
qk(xk|x0:k−1)
p(x0:k−1|y1:k−1)
qk−1(x0:k−1)
=
p(yk|xk)p(xk|xk−1)
qk(xk|x0:k−1) wk−1(x0:k−1)
Jelikozˇ jsme pro vsˇechny vzorky cˇa´st trajektorie Xi0:k−1 opisovali a prˇedpokla´dali, zˇe vzorky z
minule´ho kroku jsou rˇa´dneˇ va´zˇene´ (def. 2.10), bude druha´ cˇa´st u´meˇrna´ va´ze vzorku v prˇedcha´zej´ıc´ım
kroku: wk−1(Xi0:k−1) ∝W ik−1.
Vztah pro u´pravu vah takto generovany´ch (protahova´n´ım) vzork˚u mu˚zˇeme kompaktneˇ zapsat:
W ik ∝ αk(Xi0:k)W ik−1,
kde αk(x0:k) =
p(yk|xk)p(xk|xk−1)
qk(xk|x0:k−1) nazveme inkrementa´ln´ı va´ha.
Pozna´mka: cˇasto se tvar inkrementa´ln´ı va´hy zapisuje ve formeˇ αk(x0:k) =
πk(x0:k)
πk−1(x0:k−1)qk(xk|x0:k−1) . V
takove´m vy´razu se ovsˇem vyskytuje ve jmenovateli πk−1(x0:k−1) a prˇi numericke´m rˇesˇen´ı se mu˚zˇe
sta´t, zˇe πk−1(x0:k−1) = 0. Toto mus´ıme v algorimtu osˇetrˇit (naprˇ. brzy uvedeme krok prˇevzorkova´n´ı,
ktery´ je schopen takove´ cˇa´stice odstranit).
Algoritmus Sekvencˇn´ı importance sampling (SIS) mu˚zˇeme shrnout:
Hledanou aproximaci z´ıska´me marginalizac´ı ve tvaru
πˆNk (dxk) =
N
i=1
W ikδXi(dxk).
4.1.2 Degenerace vzork˚u a prˇevzorkova´va´n´ı
Oproti algoritmu IS je v sekvencˇn´ıch metoda´ch obt´ızˇneˇjˇs´ı zarucˇit konvergenci.
4 SEKVENCˇNI´ MONTE CARLO ALGORITMY 25
Algoritmus 4 Sekvencˇn´ı importance sampling
pro k = 1
Vytvorˇ soubor va´zˇeny´ch vzork˚u

W i0, X
i
0
 ∼ p(x0)
pro k > 1; ∀i = 1 : N
Vytvorˇ vzorek Xik ∼ qk(xk|Xi0:k−1) a Xi0:k ←

Xi0:k−1, X
i
k

Vypocˇti va´hy W ik ∝W ik−1αk(Xi0:k) =W ik−1 p(yk|xk)p(xk|xk−1)qk(xk|x0:k−1)
Vy´stupem kroku k je aproximace pˆN (x0:k|y1:k).
Lemma 4.2. (o rozptylu vah)
Pro sdruzˇene´ hustoty p(a, b), q(a, b), p << q plat´ı ( [7, 15]):
Dq(a,b)(
p(A,B)
q(A,B)
) ≥ Dq(a)(
p(A)
q(A)
),
kde p(a) a q(a) prˇedstavuj´ı margina´ly
´
p(a, b)db,
´
q(a, b)db resp..
V algoritmu 4 se kv˚uli zp˚usobu konstrukce jedna´ o nerovnost
Dqk [wk(X0:k)] = Dqk [αk(X0:k)wk−1(X0:k−1)] ≥ Dqk−1 [wk−1(X0:k−1)].
Vy´pocˇtem vah ze sdruzˇeny´ch vzork˚u zp˚usob´ıme navy´sˇen´ı rozptylu vah, na nichzˇ za´vis´ı rozptyl
vy´sledny´ch odhad˚u. Zpravidla plat´ı, zˇe roste exponencia´lneˇ. Proto je trˇeba prˇedstavit dalˇs´ı d˚ulezˇity´
prvek sekvencˇn´ıch metod - prˇevzorkova´n´ı [‘resampling’].
Prˇedstavme si, zˇe na´m v neˇjake´m kroku velmi naroste rozptyl vah. Tyto vzorky chceme v dalˇs´ım
kroce vyuzˇ´ıt pro vytvorˇen´ı novy´ch vzork˚u, ale podle lemma 4.2 rozptyl vah takto vytvorˇeny´ch
vzork˚u jesˇteˇ vzroste. Zda´ se vy´hodne´ naj´ıt zp˚usob, jak prˇed samotny´m vytva´rˇen´ım novy´ch vzork˚u
tuto doln´ı hranici sn´ızˇit. Vy´beˇr optima´ln´ıho na´vrhove´ho rozdeˇlen´ı q∗(x0:k) = p(x0:k|y1:k) vede na
va´hovou funkci w(x0:k) = 1 aW
i
k =
1
N (nulovy´ rozptyl). Pokus´ıme se o neˇco ve smyslu vnorˇene´ho IS
algoritmu, ktery´ vytva´rˇ´ı vzorky s pomoc´ı empiricke´ho na´vrhove´ho rozdeˇlen´ı q(dx0:k) = πˆ
N (dx0:k).
Takto mu˚zˇeme interpretovat na´hodny´ vy´beˇr s vracen´ım z vektoru X1:N0:k i.i.d. podle qk(x0:k), kde
vzorek Xi0:k vlozˇ´ıme do nove´ho vy´beˇru s pravdeˇpodobnost´ı W
i
k.
Definice 4.3. (prˇevzorkova´n´ı)
Bud’

W i, Xi
 ∼ π(x);Xi ∼ q(x) soubor va´zˇeny´ch vzork˚u.
Provedeme-li M vy´beˇr˚u s vracen´ım X ′ z vektoru X1:N , kde prvek i vybereme s pravdeˇpodobnost´ı
W i, z´ıska´me soubor vzork˚u X ′1:M i.i.d. podle π(x) (tedy W i = 1M ;∀i).
Tento proces nazveme prˇevzorkova´n´ı.
Prˇevzorkova´n´ı sn´ızˇ´ı rozptyl vah na nulu. Mezi algoritmy, ktere´ jej prova´deˇj´ı patrˇ´ı naprˇ. Multinomial
resampling, Systematic resampling nebo Residual resampling [6, 8].
Prˇevzorkova´n´ı na´s s vysokou pravdeˇpodobnost´ı zbav´ı vzork˚u s n´ızky´mi va´hami (vzork˚u s vahou 0
na´s zbav´ı jisteˇ za prˇedpokladu, zˇe soubor obsahuje alesponˇ jeden dalˇs´ı vzorek s nenulovou va´hou).
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Prˇevzorkova´n´ı ovsˇem nen´ı samospa´sne´. Take´ ma´ negativn´ı vliv na rozptyl vy´sledne´ho odhadu. Prˇesto
se zda´ by´t jeho pouzˇit´ı nutnou podmı´nkou pro zarucˇen´ı konvergence sekvencˇn´ıch algoritmu˚.
Prˇevzorkova´va´n´ı je take´ d˚uvod, procˇ nemu˚zˇeme rˇesˇen´ı u´lohy optimal smoothing (u´loha 3.4) z´ıskat
marginalizac´ı aproximace rˇesˇen´ı spojene´ u´lohy optima´ln´ı filtrace - pˆN (dx0:T |y1:T ). Prˇi filtraci veˇtsˇinou
nevytva´rˇ´ıme nove´ vzorky pro celou historii procesu. Prˇi tvorbeˇ novy´ch vzork˚u se historie opisuje
a proto po na´sobne´m zahazova´n´ı vzork˚u s n´ızky´mi vahami zp˚usobene´m prˇevzorkova´n´ım budou
rozdeˇlen´ı Xk v drˇ´ıveˇjˇs´ıch cˇasech aproximova´na pomoc´ı jen neˇkolika ma´lo odliˇsny´ch vzork˚u, 1 nen´ı
vyj´ımkou. Cozˇ ma´ ovsˇem sˇpatny´ vliv na konvergenci MC odhadu (konvergenci pro N →∞).
Acˇ je uzˇitecˇny´m krokem, v algoritmech se snazˇ´ıme prˇevzorkova´vat co nejme´neˇ. Krite´riem pro
prˇevzorkova´n´ı by´va´ mı´ry efektivity vzork˚u Effective Sample Size [7] (ESS =
N
i=1(W
i)2
−1
).
ESS naby´va´ hodnot mezi 1..N . Pokud v pr˚ubeˇhu vy´pocˇtu klesne pod prˇedem stanovenou mez
(obvykle N2 ), prˇevzorkujeme. Pravidlem take´ by´va´ prova´deˇt v obecne´m kroku resampling prˇed ge-
nerova´n´ım novy´ch vzork˚u pomoc´ı protahova´n´ı (proto jej prova´d´ıme).
V souvislosti s odhadem funkciona´lu (1) nav´ıc plat´ı, zˇe nizˇsˇ´ıho vy´sledne´ho rozptylu dosa´hneme,
pokud k odhadu vyuzˇijeme vzorky, ktere´ prˇevzorkovane´ nejsou (prˇevzorkova´n´ı rozptyl zvy´sˇ´ı) [8].
4.1.3 Sekvencˇn´ı Monte Carlo pro optima´ln´ı filtraci
Vy´sˇe zmı´neˇne´ u´vahy mu˚zˇeme shrnout do obecne´ho algoritmu, ktery´ je v [8] pojmenova´n SMC s
adaptivn´ım prˇevzorkova´va´n´ım.
Algoritmus 5 Sekvencˇn´ı Monte Carlo s adaptivn´ım prˇevzorkova´va´n´ım
Pro k = 1
Vygeneruj vzorky Xi0 ∼ q0(x0) a spocˇti va´hy W i0 ∝ w(Xi0)
Pro k > 1;
Je-li ESS < N2 ; Prˇevzorkuj X
1:N
0:k−1 na soubor vzork˚u i.i.d. podle p(x0:k−1)
∀i = 1 : N
Vytvorˇ vzorek Xik ∼ qk(xk|Xi0:k−1) a Xi0:k ←

Xi0:k−1, X
i
k

Vypocˇti va´hy W ik ∝W ik−1αk(Xi0:k) =W ik−1 p(yk|xk)p(xk|xk−1)qk(xk|x0:k−1)
Vy´stupem kroku k je aproximace pˆN (dx0:k) (soubor va´zˇeny´ch vzork˚u).
Anyly´za vlivu prˇevzorkova´n´ı na rozptyl vy´sledne´ho odhadu (1) je dostupna´ pro HMM v [8].
4.2 Obecny´ sekvencˇn´ı Monte Carlo algoritmus
V prˇedchoz´ı podkapitole jsme prˇedvedli algoritmus pro sekvencˇn´ı rˇesˇen´ı u´lohy optima´ln´ı filtrace. V
te´to podkapitole se pokus´ıme sekvencˇn´ı metody zobecnit na sˇirsˇ´ı sˇka´lu u´loh a uka´zˇeme, jak z tohoto
zobecneˇn´ı opeˇt z´ıskat algoritmy PF.
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Budeme se zaby´vat u´lohou tvorby vzork˚u ze sekvence rozdeˇlen´ı {πk}k∈N0 .
Prˇedpoklad 1: Kazˇda´ mı´ra ma´ hustotu dπkdsk = πk(sk).
Prˇedpoklad 2: Kazˇdou hustotu πk(sk) mu˚zˇeme zapsat ve tvaru πk(sk) =
γk(sk)
Zk
, kde γk(sk) je
nevlastn´ı hustota na R(Sk), kterou umı´me bodoveˇ vycˇ´ıslit a Zk ∈ R ma´ vy´znam normalizacˇn´ı
konstanty (mu˚zˇe by´t nezna´ma´).
Induktivn´ı prˇ´ıstup Cely´ algoritmus iteracˇneˇ opakuje stejny´ postup, jen v kazˇde´m kroku meˇn´ı
rozdeˇlen´ı se ktery´mi pracuje.
1. V prvn´ım kroku vytvorˇ´ıme soubor va´zˇeny´ch vzork˚u

W i, Si0
 ∼ π0(s0) (k tomu vyuzˇijeme
naprˇ. IS [MCMC ne! ta tvorˇ´ı za´visle´ vzorky]).
2. Pote´ v kazˇde´m kroku vyuzˇijeme totozˇny´ postup, kdy pomoc´ı vzork˚u z´ıskany´ch v prˇedchoz´ım
kroku

W ik−1, S
i
k−1
 ∼ πk−1(sk−1) vytvorˇ´ıme nove´ vzorky W ik, Sik ∼ πk(sk).
Vsˇechny metody a principy proto budeme popisovat pro obecny´ krok k. Prˇi implementaci pak stacˇ´ı
aplikovat popsane´ principy postupneˇ pro vsˇechna k.
4.2.1 Transformace rozdeˇlen´ı
Da´le se pokus´ıme popsat SMC jako posloupnost transformac´ı vzork˚u. Cely´ iteracˇn´ı algoritmus pak
mu˚zˇeme va´gneˇ cha´pat jako proces, ktery´ posouva´ vzorky z c´ılove´ho rozdeˇlen´ı minule´ho kroku do
c´ılove´ho rozdeˇlen´ı soucˇasne´ho kroku - transformuje jeden soubor ve druhy´.
K popisu transformac´ı v prostorech c´ılovy´ch rozdeˇlen´ı vyuzˇijeme prˇechodova´ ja´dra. Zmı´nili jsme je
uzˇ v souvislost´ı s MCMC, nyn´ı ale budeme potrˇebovat s pojmem nakla´dat exaktneˇji. Forma´lneˇ se
jedna´ pouze o prˇeznacˇen´ı podmı´neˇne´ho rozdeˇlen´ı.
Definice 4.4. (prˇechodove´ ja´dro)
Bud’ X,X ′ na´hodne´ velicˇiny.
Pokud lze sdruzˇenou hustotu p(x, x′) zapsat ve tvaru p(x, x′) = p(x)t(x′|x), kde t(x′|x) je podmı´neˇne´
rozdeˇlen´ı X ′, pak
T (x, x′) := t(x′|x)
nazveme prˇechodovy´m ja´drem.
T (x, dx′) je pro vsˇechna pevna´ x rozdeˇlen´ım pravdeˇpodobnosti na A(X ′).
Pro zkra´ceny´ za´pis transformac´ı zavedeme za´pis:
Oznacˇme pro hustotu p(x) a prˇechodove´ ja´dro T (x, x′) transformovane´ rozdeˇlen´ı (pT ):
(pT )(dx′) =
ˆ
T (x, dx′)p(dx).
4.2.2 Vytva´rˇen´ı cˇa´stic
V kazˇde´m kroku chceme vytva´rˇet va´zˇene´ vzorky. O IS uzˇ v´ıme, zˇe rozptyl vy´sledne´ho odhadu
Dq
EISπ (φ) je pro obecnou funkci φ ∈ Cb(R(Sk)), kde Cb znacˇ´ı prostor spojity´ch a omezeny´ch
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funkc´ı, u´meˇrny´ rozptylu va´hove´ funkce w = dπdq . Lidsky rˇecˇeno, cˇ´ım je na´vrhova´ hustota podobneˇjˇs´ı
c´ılove´ hustoteˇ, t´ım kvalitneˇjˇs´ı odhady dostaneme. Optima´ln´ı volba na´vrhove´ hustoty je q∗(sk) =
πk(sk). Z takove´ho rozdeˇlen´ı ovsˇem neumı´me generovat vzorky. Snazˇ´ıme se proto nale´zt suboptima´ln´ı
na´vrhovou hustotu - aproximaci πk(sk).
Prˇedpokla´dejme tedy zˇe v obecne´m kroku k ma´me k dispozici soubor va´zˇeny´ch vzork˚u

W ik−1, S
i
k−1
 ∼
πk−1(sk−1);Sik−1 ∼ qk−1(sk−1).
Do algoritmu forma´lneˇ vlozˇ´ıme mezikrok vytvorˇen´ı sdruzˇeny´ch vzork˚u. Zvol´ıme Qk(sk−1, sk), ktere´
nazveme na´vrhovy´m prˇechodovy´m ja´drem. Sdruzˇene´ vzorky budeme vytva´rˇet tak, zˇe ke kazˇde´mu
vzorku Sik−1 vytvorˇ´ıme vzorek S
i
k ∼ Qk(Sik−1, sk). Rˇekneme, zˇe vzorky propagujeme podle prˇechodove´ho
ja´dra Qk(sk−1, sk).
Takto vznikly´ sdruzˇeny´ vzorek bude rozdeˇleny´:
[Sik−1, S
i
k] ∼ qk(sk−1, sk) := qk−1(sk−1)Qk(sk−1, sk).
Kdybychom ted’ chteˇli pocˇ´ıtat va´hy jako Radonovy-Nikody´movy derivace, rozdeˇlen´ı vznikly´ch
vzork˚u Sik z´ıska´me marginalizac´ı rozdeˇlen´ı sdruzˇeny´ch vzork˚u (prˇipomenˇme znacˇen´ı q(b|a) = Q(a, b))
qk(sk) = (qk−1Qk) (sk) =
ˆ
qk(sk|sk−1)qk−1(sk−1)dsk−1 (11)
Pro vytvorˇen´ı IS aproximace mus´ıme napocˇ´ıtat va´hu
W ik ∝
πk(S
i
k)
qk(S
i
k)
=
πk(S
i
k)
(qk−1Qk) (Sik)
(12)
Pro vy´pocˇet vah ovsˇem potrˇebujeme umeˇt na´vrhovou hustotu vycˇ´ıslit v kazˇde´m bodeˇ sk. I kdy-
bychom se rozhodli vypocˇ´ıst integra´l numericky, tak jelikozˇ nove´ vzorky vznikaj´ı rekurzivneˇ, museli
bychom v kazˇde´m vy´pocˇtu vypocˇ´ıst
qk(sk) = (qk−1Qk) (sk) = (q0Q1Q2...Qk) (sk).
Museli bychom tedy vycˇ´ıslovat alesponˇ k−rozmeˇrny´ integra´l. Jednou mozˇnost´ı, jak proble´m rˇesˇit je
vyuzˇ´ıt dostupne´ MC aproximace a pocˇ´ıtat odhady:
qk(sk) =Eqk−1(Qk(Sk−1, sk))
≈EMCqk−1(Qk(Sk−1, sk)) =
1
N
N
i=1
Qk(S
i
k−1, sk) (13)
Krom chyby v odhadu nav´ıc plat´ı, zˇe na´rocˇnost takove´hoto generova´n´ı vzork˚u by byla O(N2).
Uved’me pro u´plnost specia´ln´ı volbu prˇechodove´ho ja´dra Qk(sk−1, sk) = qk(sk) (nove´ vzorky ovsˇem
sta´le mohou za´viset na prˇedchoz´ıch prˇes odhady parametr˚u rozdeˇlen´ı qk(sk)). V literaturˇe tato ja´dra
oznacˇuj´ı jako neza´visle´ na´vrhy [‘idependent proposal’], jelikozˇ neza´visej´ı prˇ´ımo na vzorku, ktery´
protahujeme, a umı´me je proto bodoveˇ vycˇ´ıslit. Takova´ volba je ale , prˇeva´zˇneˇ ve vysokorozmeˇrny´ch
prostorech, velmi omezuj´ıc´ı.
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Mezi dalˇs´ı uzˇ´ıvana´ ja´dra patrˇ´ı naprˇ. ja´dro na´hodne´ procha´zky, kde ale nen´ı zcela trivia´ln´ı urcˇit
optima´ln´ı parametry procha´zky. Pokud je to mozˇne´, snazˇ´ıme se prˇi konstrukci na´vrhove´ho rozdeˇlen´ı
vyuzˇ´ıt struktury c´ılove´ hustoty πk(sk). V prˇ´ıpadech, kdy maj´ı velicˇiny stejne´ obory hodnot mu˚zˇeme
vyuzˇ´ıt ja´dro se stabiln´ım rozdeˇlen´ım πk = πkQk, ktere´ by na´m meˇlo v jiste´m smyslu generovat
na´vrhy bl´ızˇe hledane´ho rozdeˇlen´ı πk.
4.2.3 Pomocna´ sdruzˇena´ rozdeˇlen´ı
Uvedeme metodu, jak zjednodusˇit vztahy pro vy´pocˇet novy´ch vah. Proto ovsˇem budeme muset
zobecnit pojem va´hove´ funkce. Vzpomenˇme, zˇe v IS jsme vytva´rˇeli va´zˇene´ vzorky pomoc´ı zna´me´
Radon-Nikody´movy derivace w(x). Ta ovsˇem nen´ı jedinou mozˇnou volbou va´hove´ funkce pro z´ıska´n´ı
korektn´ıho odhadu funkciona´lu (1).
Zde, jelikozˇ vyuzˇ´ıva´me na´vrhove´ rozdeˇlen´ı tvaru (qQk) (sk), pod´ıva´me se na sdruzˇenou hustotu
[Sk−1, Sk].
Lemma 4.5. (o sˇikovny´ch margina´la´ch)
Meˇjme zada´no rozdeˇlen´ı π(a), ktere´ chceme aproximovat.
Bud’ p(a, b) takova´ sdruzˇena´ hustota pravdeˇpodobnosti, zˇe
´
p(a, b)db = π(a).
Pro funkciona´l Iπ(φ) a φ ∈ Cb(R(A)) plat´ı:
ˆ
φ(a)π(a)da =
ˆ
φ(a)
ˆ
p(a, b)db

da
=
ˆ
φ(a)p(a, b)dadb =
ˆ
φ˜(a, b)p(a, b)dadb,
kde φ˜(a, b) = φ(a) je rozsˇ´ırˇen´ım funkce φ na R(A)×R(B).
Hledany´ funkciona´l tedy mu˚zˇeme pro vhodne´ pomocne´ sdruzˇene´ hustoty aproximovat take´ z apro-
ximace rozdeˇlen´ı na takto rozsˇ´ıˇrene´m prostoru.
Pokud se na´m podarˇ´ı nale´zt vhodnou pomocnou hustotu p(sk−1, sk) (
´
p(sk−1, sk)dsk−1 = πk(sk)),
va´hy W ik mu˚zˇeme vypocˇ´ıst jako va´hy sdruzˇene´ho vzorku w(sk−1, sk) =
p(sk−1,sk)
qk−1(sk−1)Qk(sk−1,sk)
.
Takto pocˇ´ıtane´ va´hy na´m zarucˇ´ı rˇa´dneˇ va´zˇeny´ soubor [15] a s t´ım asymptotickou nestranost odhadu.
Rozptyl vah - kvalita estima´toru - se ovsˇem bude liˇsit v za´vislosti na zvolene´ pomocne´ funkci
p(sk−1, sk). Optima´ln´ı va´ha - ve smyslu minima´ln´ıho rozptylu - ma´ tvar [5]
wopt(sk−1, sk) =
πk(sk)
qk(sk)
.
Z lemma (4.2) opeˇt z´ıska´me odhad rozptylu pro libovolnou volbu p(sk−1, sk) zdola omezeny´ pra´veˇ
rozptylem optima´ln´ıch vah
Dqk [w(Sk−1, Sk)] = Dqk−1×Qk

p(Sk−1, Sk)
qk−1(Sk−1)Qk(Sk−1, Sk)

≥ Dqk

πk(Sk)
qk(Sk)

= Dqk [w
opt(Sk−1, Sk)]

.
V SMC cˇasteˇji uzˇ´ıva´me tvar pomoc´ı va´hy v prˇedcha´zej´ıc´ım kroku
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w(sk−1, sk) = αk(sk−1, sk)wk−1(sk−1),
kde αk(sk−1, sk) =
p(sk−1,sk)
πk−1(sk−1)Qk(sk−1,sk)
nazveme inkrementa´ln´ı vahou stejneˇ jako u SIS (alg. 4).
4.2.4 Odvozen´ı PF
V te´to cˇa´sti se pokus´ıme odvodit algoritmus PF pro optima´ln´ı filtraci na HMM z vy´sˇe uvedeny´ch
obecny´ch vztah˚u. Vy´hodou postupu je formulace obecneˇjˇs´ıho algoritmu, nezˇ jen pro HMM. Uvedeme
dva postupy, ktere´ pro filtraci na HMM vedou k te´meˇrˇ totozˇne´mu algoritmu.
Formulace pro Markovske´ procesy Nejprve se zaby´vejme specia´ln´ım prˇ´ıpadem, kdy apro-
ximujeme sekvenci rozdeˇlen´ı n.v. tvorˇ´ıc´ıch Markovsky´ proces s pocˇa´tecˇn´ım rozdeˇlen´ım π0(s0) a
prˇechodovou hustotou πk(sk|sk−1) ozn.= Tk(sk−1, sk).
(Pro HMM vol´ıme Sk ∼ p(xk|y1:k) a proto z modelu HMM plat´ı Tk(xk−1, xk) ∝ p(yk|xk)p(xk|xk−1)).
Prˇedpokla´dejme, zˇe ma´me z minule´ho kroku k dispozici soubor va´zˇeny´ch vzork˚u

W ik−1, S
i
k−1
 ∼
πk−1(sk−1); Sik−1 ∼ qk−1(sik−1). Do algoritmu vlozˇ´ıme mezikrok vzorkova´n´ı
[Sik−1, S
i
k] ∼ qk−1(sk−1)Qk(sk−1, sk)
(opeˇt ke kazˇde´mu Sik−1 vytvorˇ´ıme S
i
k ∼ Qk(Sik−1, sk) propagac´ı).
Sdruzˇene´ rozdeˇlen´ı mu˚zˇeme pomoc´ı rˇeteˇzove´ho pravidla vyja´drˇit π(s0:m) = π0(s0)
m
k=1 Tk(sk−1, sk).
Je patrne´, zˇe pokud bychom nevyuzˇili pomocne´ho sdruzˇene´ho rozdeˇlen´ı, museli bychom va´hy novy´ch
vzork˚u ve formeˇ Radonovy´ch-Nikody´movy´ch derivac´ı odhadovat pomoc´ı vztahu:
w(sk) =
πk(sk)
qk(sk)
=
´
Tk(sk−1, sk)πk−1(sk−1)dsk−1´
Qk(sk−1, sk)qk−1(sk−1)dsk−1
.
Pomu˚zˇeme si volbou vhodne´ho pomocne´ho sdruzˇene´ho rozdeˇlen´ı
p(sk−1, sk) := Tk(sk−1, sk)πk−1(sk−1) = π(sk−1, sk),
pro ktere´ ze struktury modelu (pro HMM se jedna´ o rekurzi (9)) plat´ı
´
p(sk−1, sk)dsk−1 = πk(sk).
Sdruzˇeny´m vzork˚um prˇiˇrad´ıme va´hy:
w(sk−1, sk) =
π(sk−1, sk)
q(sk−1, sk)
=
Tk(sk−1, sk)
Qk(sk−1, sk)
πk−1(sk−1)
qk−1(sk−1)
,
cozˇ je mnohem jednodusˇsˇ´ı vztah oproti vy´pocˇtu bez pomocne´ho kroku, ktery´ vede na pod´ıl integra´l˚u.
Va´zˇene´ vzorky prˇ´ıslusˇne´ πk(sk) nyn´ı mu˚zˇeme z´ıskat marginalizac´ı IS aproximace pˆ
N (dsk−1, dsk)
podle lemma 4.1.
Nalezeny´ vztah opeˇt zap´ıˇseme ve tvaru u´pravy va´hy vzorku z prˇedchoz´ıho kroku:
w(sk−1, sk) = αk−1(sk−1, sk)wk−1(sk−1),
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kde αk(sk−1, sk) =
Tk(sk−1,sk)
Qk(sk−1,sk)
je inkrementa´ln´ı va´ha (u HMM naby´va´ inkrementa´ln´ı va´ha tvaru
αk(xk−1, xk) =
p(yk|xk)p(xk|xk−1)
qk(xk|xk−1) ) a wk−1(sk−1) va´hova´ funkce z minule´ho kroku.
Po marginalizaci z´ıska´me soubor vzork˚u Sik ∼ qk(sk) = (qk−1Qk) (sk) a va´hyW ik ∝ αk(Sik−1, Sik)W ik−1.
Vzorky

W ik, S
i
k

budou d´ıky konstrukci rˇa´dneˇ va´zˇene´ podle πk(sk) (a lze je vyuzˇ´ıt v na´sleduj´ıc´ım
kroku metody).
Odvodili jsme tedy PF pro optima´ln´ı filtraci. Z´ıskanou metodu lze vyuzˇ´ıv v sˇirsˇ´ım kontextu - pro
vzorkova´n´ı z Markovsky´ch proces˚u.
Formulace pro proces se zna´my´m rozdeˇlen´ım podmı´neˇny´m histori´ı Meˇjme na´hodny´
proces (Xk) k∈N0 s prˇechodovou hustotou
πk(xk|x0:k−1) ∝ γk(xk|x0:k−1)
(obdoba znalosti u´plny´ch podmı´neˇny´ch rozdeˇlen´ı u Gibbsova sampleru). Markovsky´ proces je
konkre´tn´ı volbou takove´ho procesu (πk(xk|x0:k−1) = πk(xk|xk−1)).
Definujme pomocnou na´hodnou velicˇinu Sk ∼ πk(x0:k) := π0(x0)
k
n=1 πn(xn|x0:n−1). Mu˚zˇeme si
vsˇimnout, zˇe R(Sk−1) je vnorˇeny´ do prostoru R(Sk).
Oznacˇme Sk,i velicˇinu Xi ⊂ Sk (budeme cht´ıt indexovat jednotliva´ Xi|i∈[0,k] v pomocne´ n.v. Sk)
Vsˇimneˇme si, zˇe d´ıky konstrukci trivia´lneˇ plat´ı πk(xk) =
´
πk(x0:k)dx−k. Pro generova´n´ı vzork˚u
z c´ılove´ho rozdeˇlen´ı mu˚zˇeme zneuzˇ´ıt vzorky z te´to pomocne´ n.v. pro vytvorˇen´ı MC aproximace
margina´ly podle lemma (4.1).
Da´le mu˚zˇeme postupovat podle obecne´ho SMC, potrˇebujeme zvolit prˇechodove´ ja´dro a vypocˇ´ıst
va´hy.
Specia´ln´ı formou prˇechodove´ho ja´dra reprezentuj´ıc´ıho protahova´n´ı cˇa´stic je
Qk(sk−1, dsk) = δsk−1,0:k−1(dsk,0:k−1)qk(dsk,k|sk−1:0:k−1).
Sdruzˇene´ vzorky opeˇt tvorˇ´ıme tak, zˇe ke kazˇde´mu Sik−1 vytvorˇ´ıme S
i
k ∼ Qk(Sik−1, sk). Sdruzˇene´
na´vrhove´ rozdeˇlen´ı po sobeˇ jdouc´ıch pomocny´ch n.v. lze zapsat ve tvaru:
q(dsk−1, dsk) = qk−1(dsk−1)Qk(sk−1, dsk).
Nyn´ı mus´ıme zvolit vhodnou pomocnou funkci p(sk−1, sk). Pro korektnost postupu pozˇadujeme
p << q a proto mu˚zˇeme volit
p(dsk−1, dsk) = δsk,0:k−1(dsk−1,0:k−1)γ¯k−1(sk−1,0:k−1)γ¯k(dsk,k|sk−1,0:k−1),
kde γ¯n(sn) ∝ π¯n(sn)∀n.
Mu˚zˇeme oveˇrˇit, zˇe
ˆ
p(sk−1, sk)dsk−1 = γ¯k−1(sk,0:k−1)γk(sk,k|sk,0:k−1) ∝ π¯k(sk).
Pomocnou funkci p(sk−1, sk) potrˇebujeme umeˇt vycˇ´ıslit s.v.v q(dsk−1, dsk), tedy pro sk,0:k−1 =
sk−1,0:k−1, cozˇ vede na va´hovou funkci s.v.v q(dsk−1, dsk):
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w(sk−1, sk) =
γk(sk,k|sk,0:k−1)
qk(sk,k|sk,0:k−1)
γ¯k−1(sk−1,0:k−1)
qk−1(sk−1,0:k−1)
= αk(sk−1, sk)wk−1(sk−1).
Inkrementa´ln´ı va´ha je v tomto prˇ´ıpadeˇ αk(sk−1, sk) =
γk(sk,k|sk,0:k−1)
qk(sk,k|sk,0:k−1) (specia´lneˇ pro HMM
αk(xk−1, xk) =
p(yk|xk)p(xk|xk−1)
qk(xk|x0:k−1) ).
Po marginalizaci z´ıska´me opeˇt vzorky Xik ∼ qk(sk) = (qk−1Qk) (sk) a va´hyW ik ∝ αk(Sik−1, Sik)W ik−1.
Va´zˇene´ vzorky

W ik, X
i
k

budou d´ıky konstrukci rˇa´dneˇ va´zˇene´ podle πk(xk) (a lze je vyuzˇ´ıt v
na´sleduj´ıc´ım kroku metody).
Opeˇt jsme tedy z´ıskali algoritmus PF, tentokra´t interpretovany´ pomoc´ı protahova´n´ı trajektori´ı.
Za´rovenˇ jsme opeˇt uka´zali, na jake´ obecneˇjˇs´ı modely mu˚zˇeme takovy´ algoritmus vyuzˇ´ıt - modely se
zna´my´m podmı´neˇn´ım histori´ı (zna´ma´ π(xk|x0:k)).
4.2.5 Zpeˇtna´ ja´dra
V prˇ´ıpadeˇ, zˇe nema´me z modelu k dispozici prˇechodove´ ja´dro jako u PF, ale umı´me bodoveˇ vycˇ´ıslit
kazˇdou πk(sk), mus´ıme pomocne´ hustoty p(sk−1, sk) konstruovat umeˇle. Sta´le pozˇadujeme, aby
πk(sk) byla jejich magrina´lou, cozˇ vede k na´sleduj´ıc´ı intuitivn´ı konstrukci.
Zvol´ıme libovolne´ zpeˇtne´ ja´dro Lk−1(sk, sk−1) (zpozornˇujeme, zˇe podle def. 4.4 je Lk−1 rozdeˇlen´ım
pravdeˇpodobnosti v promeˇnne´ sk−1) a pomocne´ sdruzˇene´ rozdeˇlen´ı vyja´drˇ´ıme ve tvaru:
p(sk−1, sk) = πk(sk)Lk−1(sk, sk−1).
Dı´ky tomu, zˇe Lk−1 je zpeˇtne´ ja´dro (podle def. 4.4 je rozdeˇlen´ım pravdeˇpodobnosti v promeˇnne´
sk−1), plat´ı pozˇadovany´ vztah pro aplikaci lemma 4.5 :
´
p(sk−1, sk)dsk−1 = πk(sk).
Konstrukce vede na vzorec pro vy´pocˇet va´hove´ funkce:
wk(sk−1, sk) =
πk(sk)Lk−1(sk, sk−1)
qk−1(sk−1)Qk(sk−1, sk)
=
1
Zk
γk(sk)Lk−1(sk, sk−1)
γk−1(sk−1)Qk(sk−1, sk)
γk−1(sk−1)
qk−1(sk−1)
a inkrementa´ln´ı va´hy
αk(sk−1, sk) =
γk(sk)Lk−1(sk, sk−1)
γk−1(sk−1)Qk(sk−1, sk)
. (14)
Optima´ln´ı volba zpeˇtne´ho ja´dra [5] (ve smyslu minimalizace rozptylu vah)
Loptk−1(sk, sk−1) :=
qk−1(sk−1)Qk(sk−1, sk)
qk(sk)
(15)
vede na va´hovou funkci
woptk (sk−1, sk) :=
γk(sk)
qk(sk)
.
Optima´ln´ı volbou by tedy bylo vyuzˇ´ıt pro vy´pocˇet vah na´vrhovou hustotu (12). Tu ovsˇem krom
mozˇne´ho proveden´ı odhadu (13) neumı´me vycˇ´ıslit.
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Dalˇs´ı suboptima´ln´ı ja´dra mu˚zˇeme dostat naprˇ. za´meˇnou qk−1(sk−1) ← πk−1(sk−1), ktera´ tvar op-
tima´ln´ıho zpeˇtne´ho ja´dra (15) a prˇ´ıslusˇne´ inkrementa´ln´ı va´hy uprav´ı na:
Lsk−1(sk, sk−1) :=
πk−1(sk−1)Qk(sk−1, sk)
(πk−1Qk) (sk)
, (16)
αsk(sk−1, sk) :=
γk(sk)´
γk−1(sk−1)Qk(sk−1, sk)dsk−1
Zde mu˚zˇeme vyuzˇ´ıt i prˇesneˇjˇs´ı metody pro vy´pocˇet na´vrhove´ hustoty, jelikozˇ γk−1(sk−1) umı´me
bodoveˇ vycˇ´ıslit.
V prˇ´ıpadeˇ, zˇe n.v. Sk sd´ılej´ı obor hodnot (R(Sk) = R(Sk−1);∀k ∈ N), mu˚zˇeme volit prˇechodove´
ja´dro Qk(sk−1, sk) se stabiln´ım rozdeˇlen´ım πk(sk). Metodami konstrukce takovy´ch jader se zaby´va´
teorie MCMC (my jsme uvedli naprˇ. Metropolisovo-Hastingsovo nebo Gibbsovo ja´dro v sekci 2.3).
Mu˚zˇeme-li se domn´ıvat, zˇe si budou po sobeˇ jdouc´ı c´ılova´ rozdeˇlen´ı podobna´ (πk−1(sk−1) ≈ πk(sk)).
Podobnost prˇeneseme pomoc´ı vztahu
(πk−1Qk) (sk) ≈ (πkQk) (sk) = πk(sk)
na suboptima´ln´ı zpeˇtne´ ja´dro (16):
Lmk−1(sk, sk−1) :=
πk−1(sk−1)Qk(sk−1, sk)
πk(sk)
(17)
a inkrementa´ln´ı va´hu
αmk (sk−1, sk) :=
γk(sk−1)
γk−1(sk−1)
. (18)
Tento postup na´m umozˇn´ı inkrementa´ln´ı va´hu bodoveˇ vycˇ´ıslit.
V [5] je zd˚uraznˇova´na potrˇeba volit zpeˇtne´ ja´dro co nejpodobneˇjˇs´ı Loptk−1, jinak se algoritmy stanou
neefektivn´ımi. Ve zmı´neˇne´ pra´ci jsou take´ uvedeny konvergencˇn´ı vy´sledky pro algoritmy vyuzˇ´ıvaj´ıc´ı
zpeˇtna´ ja´dra.
4.2.6 Obecny´ sekvencˇn´ı Monte Carlo algoritmus
Obecny´ SMC algoritmus je velmi podobny´ algoritmu 5. Liˇs´ı se jen ve znacˇen´ı n.v. (za kterou
zde povazˇujeme obecneˇjˇs´ı objekt), cozˇ se take´ promı´tne do tvaru na´vrhove´ prˇechodove´ hustoty a
inkrementa´ln´ı va´hy.
Mimo hledanou aproximaci z´ıska´me v kroku k take´ aproximaci Zˆk ≈
´
γk(sk)dsk pomoc´ı sek-
vencˇn´ıho napocˇ´ıta´va´n´ı pomeˇr˚u
Zk
Zk−1
=
´
γk(sk)dsk´
γk−1(sk−1)sk
≈

W ik−1αk(S
i
k−1, S
i
k).
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Algoritmus 6 Sekvencˇn´ı Monte Carlo s adaprivn´ım prˇevzorkova´n´ım II
Pro k = 1
Vygeneruj vzorky Si0 ∼ q0(s0) a spocˇti va´hy W i0 ∝ w(Si0)
Pro k > 1;
Je-li ESS < N2 ; Prˇevzorkuj S
1:N
k−1 na soubor vzork˚u i.i.d. podle πk−1(sk−1)
∀i = 1 : N
Vytvorˇ vzorek Sik ∼ qk(sk|Sik−1)
Vypocˇti va´hy W ik ∝ αk(Sik−1, Sik)W ik−1
Vy´stupem kroku k je aproximace πˆN (dsk) (soubor va´zˇeny´ch vzork˚u).
4.2.7 Optima´ln´ı vyhlazova´n´ı
K rˇesˇen´ı u´lohy 3.4 vyuzˇijeme techniku slozˇeny´ch filtr˚u. Obecneˇ lze rˇesˇen´ı rozlozˇit do dvou krok˚u.
Z´ıska´n´ı aproximace p(xk|y1:k);∀k ∈ [0, T ] pomoc´ı cˇa´sticovy´ch filtr˚u (rˇesˇen´ı je popsa´no v sekci 4.1).
V druhe´m kroku sestav´ıme u´lohu filtrace pro tzv. zpeˇtny´ filtr. To provedeme takovy´m zp˚usobem,
abychom pro rˇesˇen´ı zpeˇtne´ filtrace mohli opeˇt pouzˇ´ıt cˇa´sticove´ filtry. T´ımto postupem z´ıska´me
efektivn´ı algoritmus (v porovna´n´ı s naprˇ. MCMC) pro rˇesˇen´ı u´lohy optima´ln´ıho vyhlazova´n´ı.
Konstrukci zpeˇtne´ho filtru mu˚zˇeme prove´st r˚uzneˇ. Uvedeme prˇ´ıklad, ktery´ vycha´z´ı z na´sleduj´ıc´ı
faktorizace sdruzˇene´ho rozdeˇlen´ı HMM [8]
p(x0:T |y1:T ) =p(xT |y1:T )
T−1
k=0
p(xk|xk+1, y1:T )
=p(xT |y1:T )
T−1
k=0
p(xk|xk+1, y1:n)
kde
p(xk|xk+1, y1:k) = p(xk+1|xk)p(xk|y1:k)
p(xk+1|y1:k) (19)
s u´mluvou, zˇe p(x0|y1:0) cha´peme jako apriorn´ı rozdeˇlen´ı skryte´ho procesu.
Pro z´ıska´n´ı vzork˚u z hledane´ho rozdeˇlen´ı vyuzˇijeme zpeˇtny´ filtr (zacˇneme se vzorky z rozdeˇlen´ı
p(xT |y1:T ), budeme vzorkova´n´ım s prˇechodovou hustotou T (Xik+1, xk) = p(xk|Xik+1, y1:k).
Prˇ´ımy´m dosazen´ım do formule (19) z´ıska´me prˇedpis pro aproximaci hledane´ho rozdeˇlen´ı (a metodu
‘Forward-filtering backward sampling’):
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pˆN (dxk|Xk+1, y1:T ) = p(Xk+1|dxk)pˆ
N (dxk|y1:k)´
pXk+1|Xk(Xk+1|ξ)pˆNXk|Y1:k(ξ|y1:k)dξ
=
N
i=1
W ikp(Xk+1|Xik)N
j=1W
j
kp(Xk+1|Xjk)
δXik
(dxk).
Vsˇimneˇme si, zˇe zpeˇtny´ filtr mu˚zˇeme forma´lneˇ popsat take´ vy´beˇrem na´vrhove´ho prˇechodove´ho
rozdeˇlen´ı rozdeˇlen´ı q(dxk−1|xk) = pˆN (dxk|y1:k) a va´hovou funkc´ı pro pomocny´ sdruzˇeny´ vzorek:
w(xk, xk−1) =
W ikp(xk+1|Xik)N
j=1W
j
kp(xk+1|Xjk)
.
Dalˇs´ı metody rˇesˇen´ı u´lohy 3.4 jsou uvedeny v [8]. Princip je ale u vsˇech obdobny´ - rˇesˇen´ı u´lohy pomoc´ı
dvou na´sledny´ch u´loh filtrace, kde vy´sledek prvn´ı vyuzˇijeme pro vyja´drˇen´ı parametr˚u (na´vrhove´ho
rozdeˇlen´ı a va´hove´ funkce) druhe´- zpeˇtne´ filtrace.
4.3 U´pravy algoritmu˚
V te´to podkapitole uvedeme neˇkolik u´prav SMC algoritmu˚. Spolecˇny´m jmenovatelem je snaha sn´ızˇit
rozptyl vah tvorbou vzork˚u bl´ızˇe optima´ln´ımu na´vrhove´mu rozdeˇlen´ı.
4.3.1 Pomocne´ filtry
Jako jedina´ z u´prav je va´za´na na u´lohu optima´ln´ı filtrace pro HMM. Samotna´ idea pomocny´ch
filtr˚u [8] je ale obecneˇjˇs´ı (PF jsme odvozovali pomoc´ı pomocny´ch sdruzˇeny´ch rozdeˇlen´ı). Pomocne´
filtry [‘auxiliary particle filter’] byly p˚uvodneˇ popsa´ny pomoc´ı pomocny´ch promeˇnny´ch a odtud
z´ıskali sv˚uj na´zev.
Podstatou metody je zefektivneˇn´ı kroku prˇevzorkova´n´ı. Jisteˇ bychom v kroku k neradi zahazovali
vzorky, ktere´ budou v oblastech s vysokou pravdeˇpodobnost´ı v kroku k+1. Pomocne´ filtry se snazˇ´ı
aproximovat hustotu p(yk+1|xk) a vz´ıt tuto informaci v u´vahu prˇi prˇevzorkova´va´n´ı.
Jednodusˇe je lze popsat jako particle filtr s c´ılovy´m rozdeˇlen´ım
π˜(x0:k) ∝ p(x0:k|y1:k)p˜(yk+1|xk),
kde p˜(yk+1|xk) vol´ıme jako aproximaci hustoty p(yk+1|xk), pokud ji nezna´me analyticky.
Inkrementa´ln´ı va´ha pro takovy´ filtr ma´ tvar
αk(x0:k) =
γ˜k(x0:k)
γ˜k−1(x0:k−1)qk(xk|x0:k−1) =
p(yk|xk)p(xk|xk−1)p˜(yk+1|xk)
qk(xk|x0:k−1)p˜(yk|xk−1) .
V prˇ´ıpadeˇ, zˇe chceme s teˇmito vy´sledky aproximovat funkciona´l (1), vyuzˇijeme z´ıskanou aproximaci
ˆ˜π, kde
π˜k−1(x0:k−1)q(xk|x0:k−1) = p˜(x1:k−1|y1:k)q(xk|x0:k−1),
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jako na´vrhove´ rozdeˇlen´ı pro IS odhad s va´hami
w˜(x0:k) =
p(x0:k|y1:k)
γ˜k−1(x0:k−1)q(xk|x0:k−1) =
p(yk|xk)p(xk|xk−1)
p˜(yk|xk−1)q(xk|x0:k−1) .
V prˇ´ıpadeˇ volby optima´ln´ıch 
q(xk|x0:k−1) = p(xk|yk, xk−1)
p˜(yk+1|xk) = p(yk+1|xk)
z´ıska´me tzv. perfektn´ı adaptaci, kdy
αk(x0:k) = p(yk|xk−1)
a w˜(x0:k) = 1.
4.3.2 Resample-move
Prˇevzorkova´n´ı zp˚usob´ı zahozen´ı neˇkolika cˇa´stic a multiplikaci ostatn´ıch - obecneˇ degeneraci souboru
vzork˚u. Mysˇlenkou v pozad´ı resample-move [8] je prˇine´st do souboru vzork˚u urcˇite´ ozˇiven´ı (dupliko-
vane´ vzorky maj´ı negativn´ı vliv na rozptyl odhadu funkciona´lu (1)). Idea te´to metody je posunout
v kroce k cely´ soubor podle prˇechodove´ho ja´dra K(sk, s
∗
k) se stabiln´ım rozdeˇlen´ım πk(s
∗
k).
Po vytvorˇen´ı novy´ch vzork˚u a vy´pocˇtu vah, provedeme prˇevzorkova´n´ı. Z´ıska´me soubor vzork˚u S1:Nk
i.i.d. podle πk(sk). Po posunut´ı podle takto zvolene´ho ja´dra budou vy´sledne´ vzorky opeˇt i.i.d. podle
πk(sk).
Neˇkolik metod konstrukce takovy´chto pozˇadovany´ch jader jsme uvedli v kapitole 2 (Metropolisova-
Hastingsova ja´dra, Gibbsova ja´dra).
4.3.3 Move-reweight
Tato u´prava vznikla rozpracova´n´ım u´pravy MCMC posunut´ı [15]. Jej´ı smysl nen´ı v ozˇiven´ı dege-
nerovane´ho souboru, ale odda´len´ı kroku prˇevzorkova´va´n´ı. Metoda resample-move vyzˇaduje vzorky
i.i.d. z pozˇadovane´ho rozdeˇlen´ı. V prˇ´ıpadeˇ, zˇe ma´me soubor vzork˚u Si ∼ q(s) a propagujeme jej
podle ja´dra K(s, s∗) se stabiln´ım rozdeˇlen´ım π(s∗), budou vy´sledne´ vzorky ‘bl´ızˇe’ pozˇadovane´mu
rozdeˇlen´ı (to je za´kladem algoritmu˚ MCMC).
Meˇjme va´zˇene´ vzorky

W i, Si
 ∼ π(s);Si ∼ q(s) a vytvorˇme novy´ soubor S∗i ∼ (qK) (s∗). Pokud
na nove´ vzorky nahl´ızˇ´ıme jako na vzorky z na´vrhove´ho rozdeˇlen´ı (qK), mus´ıme pro z´ıska´n´ı rˇa´dneˇ
va´zˇene´ho souboru jesˇteˇ napocˇ´ıtat va´hyW ∗i. K tomu mu˚zˇeme vyuzˇ´ıt obdobne´ho postupu jako v sekci
4.2.3 a 4.2.5. Zvol´ıme zpeˇtne´ ja´dro L(s∗, s) a vytvorˇ´ıme pomocne´ rozdeˇlen´ı p(s, s∗) = π(s∗)L(s∗, s).
Abychom z´ıskali rˇa´dneˇ va´zˇene´ vzorky, napocˇ´ıta´me nove´ va´hy ze vztahu:
w(s, s∗) =
p(s, s∗)
q(s)K(s, s∗)
=
π(s∗)L(s∗, s)
q(s)K(s, s∗)
.
Optima´ln´ı volba zpeˇtne´ho ja´dra z˚usta´va´ stejna´ jako v sekci 4.2.5, tedy (15).
V publikaci [15] jsou da´le zmı´neˇny dalˇs´ı volby:
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L1(s, s
∗) :=
π(s)K(s, s∗)
π(s∗)
L2(s, s
∗) := K(s∗, s)
L3(s, s
∗) := q(s)
ktere´ postupneˇ vedou na va´hove´ funkce:
w1(s, s
∗) =
π(s)
q(s)
= w(s)
w2(s, s
∗) =
π(s∗)K(s∗, s)
q(s)K(s, s∗)
w3(s, s
∗) =
π(s∗)
K(s, s∗)
.
Publikace [15] da´le popisuje kvalitativn´ı aspekty teˇchto voleb.
Vy´hodou tohoto postupu je mozˇnost aplikovat jej dokonce i v prˇ´ıpadeˇ, kdyK nen´ı ja´drem s vhodny´m
stabiln´ım rozdeˇlen´ım, ale jen jeho aproximac´ı. Pak se sta´le mu˚zˇeme domn´ıvat, zˇe posunute´ vzorky
budou v dane´m smyslu bl´ızˇe c´ılove´ho rozdeˇlen´ı (pokud tedy ma´me dobrou aproximaci).
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5 Aplikace
V te´to kapitole uvedeme neˇkolik prˇ´ıklad˚u pouzˇ´ıt´ı sekvencˇn´ıch algorimu˚.
5.1 Aproximace aposteriorn´ıho rozdeˇlen´ı staticke´ho parametru
Budeme se zaby´vat rˇesˇen´ım u´lohy 3.1.
Prˇedpokla´dejme, zˇe ma´me k dispozici se´rii m meˇrˇen´ı skryte´ho parametru. Oznacˇme tento soubor
Y1:m. Zna´me-li model pozorova´n´ı
Yk ∼ p(yk|θ) = p(yk|θ, y1:k−1), (20)
mu˚zˇeme zvolit vhodne´ apriorn´ı rozdeˇlen´ı p(θ) a formulovat u´lohu aproximace se´rie aposteriorn´ıch
rozdeˇlen´ı
πk(θ) = p(θ|y1:k). (21)
U´lohu budeme rˇesˇit MC algoritmy, ktere´ vyzˇaduj´ı mozˇnost vyja´drˇit c´ılove´ hustoty ve tvaru (2). Pro
kazˇde´ k ∈ N mu˚zˇeme c´ılovou hustotu rozlozˇit do tvaru:
πk(θ) =
p(y1:k|θ)p(θ)
p(y1:k)
=
γk(θ)
Zk
. (22)
Pro rˇesˇen´ı u´lohy pomoc´ı sekvencˇn´ıch algoritmu˚ uka´zˇeme, zˇe lze proble´m prˇeformulovat na proble´m
aproximace skryte´ho procesu.
U´loha 5.1. (aposteriorn´ı rozdeˇlen´ı skryte´ho parametru)
Hleda´me aproximaci aposteriorn´ıch rozdeˇlen´ı (21). Pro model:
· Data Y1:m jsou i.i.d. p(yk|θ)) = N (yk; θ, σ2), kde N je norma´ln´ı rozdeˇlen´ı a θ = 3 a σ2 = 1
jsou parametry modelu pozorova´n´ı.
· Zvolena´ apriorn´ı hustota pa(θ) = N (θ; 0, 100).
Vsˇechny testovane´ algoritmy jsou aplikova´ny na spolecˇna´ data Y1:m;m = 25 a k aproximaci vyuzˇ´ıvaj´ı
stejny´ pocˇet vzork˚u N = 250. Takto mu˚zˇeme porovnat vy´sledky zpracova´n´ı stejne´ho souboru dat
r˚uzny´mi metodami.
5.1.1 Degenerovany´ proces
Jednou mozˇnost´ı je u´lohu forma´lneˇ prˇeve´st na u´lohu optima´ln´ı filtrace a rˇesˇit pomoc´ı efektivn´ıch
PF algoritmu˚. Na staticky´ parametr mu˚zˇeme nahl´ızˇet jako na staciona´rn´ı proces na θk|k∈N0 , s
rozdeˇlen´ım prˇechodu, ktere´ oznacˇ´ıme:
T (θk−1, dθk) := p(dθk|θk−1) = δθk−1(dθk). (23)
Protozˇe nyn´ı je skryty´ proces jednoznacˇneˇ urcˇen pocˇa´tecˇn´ım stavem, rˇekneme o neˇm, zˇe je degene-
rovany´.
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Na´hodne´ procesy (Xk) k∈N0 , (Yk) k∈N tak budou spolecˇneˇ tvorˇit HMM popsany´ rozdeˇlen´ımi
pa(θ) ; apriotrn´ı rozdeˇlen´ı θ
p(yk|θk) ; model pozorova´n´ı(20)
p(dθk|θk−1) ; model prˇechodu
Pro aplikaci algoritmu˚ PF potrˇebujeme bodoveˇ vyja´drˇit nenormalizovanou va´hovou funkci. V algo-
ritmu 4 proto budeme volit na´vrhove´ prˇechodove´ ja´dro
Qk(θk−1, dθk) = δθk−1(dθk).
Jelikozˇ Tk << Qk stacˇ´ı na´m pro obecne´ k umeˇt vycˇ´ıslit va´hovou funkci sdruzˇene´ho vektoru n.v.
s.v.v qk(θ0:k) (tj. ∀i, j ≤ k : θi = θj) ve tvaru
w(θ0:k) ∝ p(θ0)
q0(θ0)
k
n=1
p(yn|θn) = p(θ0)
q0(θ0)
k
n=1
p(yn|θ0), (24)
Dı´ky tvaru vy´razu napravo ve vztahu (24) si mu˚zˇeme vsˇimnout, zˇe touto formulac´ı fakticky dosta´va´me
u´lohu, kterou mu˚zˇeme rˇesˇit algoritmem IS. K tomu jsme mohli doj´ıt i prˇ´ımou aplikac´ı IS na rozdeˇlen´ı
(21). Takhle ale mu˚zˇeme vyuzˇ´ıt sekvencˇn´ı formulace u´lohy.
Proble´m budeme rˇesˇit algoritmem 4 (SIS). K tomu potrˇebujeme jesˇteˇ zna´t na´vrhovou hustotu q0(θ0)
pro vytvorˇen´ı va´zˇeny´ch vzork˚u z p(θ0) = pa(θ0), kterou ovsˇem uzˇ mu˚zˇeme volit te´meˇrˇ libovolneˇ v
souladu s IS metodami (pozˇadujeme p(dθ0) << q0(dθ0)).
Inkrementa´ln´ı va´hu dostaneme prˇ´ımo z tvaru va´hy sdruzˇene´ho vzorku (24) :
αk(θ0:k) = p(yk|θk) = N (yk; θk, s2y).
Tento algoritmus bude trpeˇt stejny´m proble´mem jako IS a to slozˇitost´ı volby na´vrhove´ho rozdeˇlen´ı
(zde q0(θ0)), ktere´ by minimalizovalo rozptyl vah. Prˇi numericke´m rˇesˇen´ı budeme volit
q0(θ0) = pa(θ0) = N (θ0; 0, 100),
cozˇ na´m take´ usnadn´ı implementaci, jelikozˇ z pa(θ) volene´ho v te´ho u´loze umı´me snadno vzorkovat.
Vy´sledky simulace jsou zobrazeny na obra´zc´ıch 1(a,b).
Za´meˇrneˇ jsme take´ zmı´nili rˇesˇen´ı pomoc´ı algoritmu SIS, ktery´ neobsahuje krok prˇevzorkova´n´ı. V uve-
dene´m prˇ´ıpadeˇ by duplikace vzork˚u pouze navy´sˇila vy´pocˇetn´ı na´rocˇnost. Jistou formu prˇevzorkova´n´ı
ovsˇem zahrnout mu˚zˇeme, pokud budeme v pr˚ubeˇhu beˇhu algoritmu pr˚ubeˇzˇneˇ zahazovat vzorky s
n´ızky´mi vahami. Tento postup bude mı´t pozitivn´ı vliv na vy´pocˇetn´ı slozˇitost. V jeho pr˚ubeˇhu ale
dojde k degeneraci sady vzork˚u, cozˇ se negativneˇ projev´ı na konvergenci vznikaj´ıc´ıch aproximac´ı.
Velkou vy´hodou postupu ovsˇem z˚usta´va´ fakt, zˇe pro vy´pocˇet inkrementa´ln´ı va´hy potrˇebujeme mı´t
k dispozici pouze posledn´ı pozorova´n´ı a ne vsˇechna, jak tomu bude u da´le uvedeny´ch postup˚u.
Pokud by se povedlo odstranit proble´m s degenerac´ı vzork˚u (naprˇ. kombinac´ı postup˚u), je SIS
kandida´tem na rychly´ algoritmus pro nasazen´ı na odhady v real-time provozu.
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(a) Vy´voj navzorkovany´ch cˇa´stic v r˚uzny´ch
cˇasech prˇi aplikaci postupu v sekci 5.1.1 pro
rˇesˇen´ı u´lohy 5.1. Modre´ kruzˇnice prˇedstavuj´ı
vzorky vnikle´ prˇevzorkova´n´ım va´zˇene´ho souboru
W 1:Nk , θ
1:N
k
 ∼ p(θ|y1:k) a plne´ cˇervene´ kruhy
prˇedstavuj´ı pozorovane´ hodnoty v prˇ´ıslusˇne´m cˇase.
(b) Histogram vzork˚u vnikly´ch prˇevzorkova´n´ım
va´zˇene´ho souboru

W 1:Nk , θ
1:N
k
 ∼ p(θk|y1:k) prˇi
aplikaci postupu v sekci 5.1.1 pro rˇesˇen´ıu´lohy 5.1.
Cˇervena´ tecˇka reprezentuje na vodorovne´ ose polohu
vy´beˇrove´ho pr˚umeˇru datove´ho souboru.
Obra´zek 1: Sekvencˇn´ı aproximace aposteriorn´ıho rozdeˇlen´ı, degenerovany´ proces.
5.1.2 Neza´visla´ na´vrhova´ rozdeˇlen´ı
Dalˇs´ı mozˇnost´ı, jak sekvencˇneˇ z´ıska´vat aproximace c´ılovy´ch rozdeˇlen´ı v u´loze 5.1, je sekvencˇn´ı
aplikace algoritmu IS. Pokud bychom chteˇli vyuzˇ´ıt metodu propagace cˇa´stic (viz. sekce 4.2.2)
(θik ∼ qk(θk|θik−1)), mus´ıme umeˇt neˇjaky´m zp˚usobem napocˇ´ıtat va´hy (12):
W ik ∝
p(θik|y1:k)
(qk−1Qk) (θik)
.
V sekci 4.2.2 jsme zmı´nili, zˇe tuto va´hu obecneˇ neumı´me exaktneˇ vycˇ´ıslit - pouze odhadnout pomoc´ı
vztahu (13). Tento proble´m ale mu˚zˇeme obej´ıt specia´ln´ı volbou na´vrhove´ho ja´dra Qk(θk−1, θk) ve
formeˇ tzv. neza´visle´ho na´vrhu
Qk(θk−1, θk) = qk(θk).
Od neza´visle´ho na´vrhove´ho rozdeˇlen´ı pozˇadujeme mozˇnost jej bodoveˇ vycˇ´ıslit. Ve smyslu mini-
malizace rozptylu odhadu vy´sledne´ho funkciona´lu jej mu˚zˇeme volit jako aproximaci πk(θk) a jeho
prˇ´ıpadne´ parametry (naprˇ. strˇedn´ı hodnotu a rozptyl) odhadovat z aproximace πNk−1 z prˇedchoz´ıho
kroku. Va´hy v kazˇde´m kroku k vyja´drˇ´ıme pomoc´ı vztahu:
W ik ∝
p(θik|y1:k)
qk(θ
i
k)
=
pa(θ
i
k)
qk(θ
i
k)
k
n=1
p(y1:k|θik).
Neza´vsila´ na´vrhova´ hustota je prˇi numericke´m experimentu volena ve formeˇ norma´ln´ıho rozdeˇlen´ı
N (θk;µk, σ2k) se strˇedn´ı hodnotou µk =
N
i=1W
i
k−1θ
i
k−1 (tj. strˇedn´ı hodnoty souboru v prˇedha´zej´ıc´ım
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kroku) a rozptylem σ2k = 4∗
N
i=1W
i
k−1(θ
i
k−1−µk)2 (tj. 4−na´sobek va´zˇene´ho momentove´ho odhadu
rozptylu z minule´ho kroku).
U´lohu rˇesˇ´ıme algoritmem 6 pro parametry
q0(θ0) =pa(θ0) = N (θ0; 0, 100)
w(θ0) =
pa(θ0)
q0(θ0)
= 1
qk(θk|θk−1) =qk(θk) = N (θk;µk, σ2k)
αk(θ
i
k−1, θk)W
i
k−1 ∝wk(θk) =
γk(θk)
qk(θk)
Pozna´mka : Obesˇli jsme vztah pro vy´pocˇet inkrementa´ln´ı va´hy. Ta by totizˇ meˇla ve jmenovateli
vy´raz γk−1(θik−1), cozˇ z povahy numericke´ho rˇesˇen´ı mu˚zˇe naby´vat i nulovy´ch hodnot. Jedna´ se
ovsˇem o odstranitelnou singularitu.
Vy´sledky simulace jsou zobrazeny na obra´zc´ıch 2(a,b).
(a) Vy´voj navzorkovany´ch cˇa´stic v r˚uzny´ch
cˇasech prˇi aplikaci postupu v sekci 5.1.2 pro
rˇesˇen´ı u´lohy 5.1. Modre´ kruzˇnice prˇedstavuj´ı
vzorky vnikle´ prˇevzorkova´n´ım va´zˇene´ho souboru
W 1:Nk , θ
1:N
k
 ∼ p(θ|y1:k) a plne´ cˇervene´ kruhy
prˇedstavuj´ı pozorovane´ hodnoty v prˇ´ıslusˇne´m cˇase.
(b) Histogram vzork˚u vnikly´ch prˇevzorkova´n´ım
va´zˇene´ho souboru

W 1:Nk , θ
1:N
k
 ∼ p(θk|y1:k) prˇi
aplikaci postupu v sekci 5.1.2 pro rˇesˇen´ı u´lohy 5.1.
Cˇervena´ tecˇka reprezentuje na vodorovne´ ose polohu
vy´beˇrove´ho pr˚umeˇru datove´ho souboru.
Obra´zek 2: Sekvencˇn´ı aproximace aposteriorn´ıho rozdeˇlen´ı; neza´visle´ na´vrhove´ hustoty.
5.1.3 Zpeˇtna´ ja´dra
V posledn´ım prezentovane´m prˇ´ıpadeˇ vyuzˇijeme zpeˇtna´ ja´dra uvedena´ v sekci 4.2.5. Nove´ vzorky
opeˇt budeme tvorˇit metodou propagace s vyuzˇit´ım na´vrhove´ho ja´dra Qk(θk−1, θk), ktere´ bude v
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tomto prˇ´ıpadeˇ za´viset na prˇedchoz´ım vzorku a nebude degenerovane´. Pro vycˇ´ıslen´ı inkrementa´ln´ı
va´hy ze vztahu (14) potrˇebujeme zvolit vhodne´ zpeˇtne´ ja´dro Lk−1(θk, θk−1). Vyuzˇijeme mozˇnosti
bodove´ho vycˇ´ıslen´ı γk(θk) v (22) a za Qk(θk−1, θk) budeme volit Metropolisovo-Hastinsovo ja´dro
(4). Pro takto vnorˇeny´ MCMC algoritmus mus´ıme jesˇteˇ zvolit na´vrhove´ rozdeˇlen´ı, ktere´ oznacˇ´ıme
qmcmck (θ
∗|θ).
Vol´ıme qmcmck (θ
∗|θ) = N (θ∗; θ, 0.01), cozˇ d´ıky symetrii vede na pravdeˇpodobnost prˇijet´ı vzorku
A(θ∗|θ) = min

1, γk(θ
∗)
γk(θ)

(Metropolis˚uv algoritmus).
Tato konstrukce zpeˇtne´ho ja´dra na´m umozˇn´ı vycˇ´ıslit inkrementa´ln´ı va´hu ze vztahu (18)
αk(θk−1, θk) =
γk(θk−1)
γk−1(θk−1)
.
U´lohu rˇesˇ´ıme algoritmem 6 pro parametry
q0(θ0) =pa(θ0) = N (θ0; 0, 100)
w(θ0) =
pa(θ0)
q0(θ0)
= 1
qk(θk|θk−1) =Qk(θk−1, θk) (vnorˇeny´ MCMC)
qmcmck (θ
∗|θ) =N (θ∗; θ, 0.01)
αk(θk−1, θk) =
γk(θk−1)
γk−1(θk−1)
Vy´sledky simulace jsou zobrazeny na obra´zc´ıch 3(a,b).
Pouzˇite´ algoritmy mu˚zˇeme prˇi rˇesˇen´ı obecne´ho proble´mu kombinovat. Vy´hodne´ se jev´ı naprˇ. vyuzˇ´ıt
metodu s degenerovany´mi ja´dry pro rychle´ zpracova´n´ı dat, kterou bychom v prˇ´ıpadeˇ poklesu kva-
lity vzork˚u mohli prostrˇ´ıdat pa´r kroky sofistikovaneˇjˇs´ıch metod pro ozˇiven´ı souboru vzork˚u (naprˇ.
zmı´neˇne´ neza´visle´ na´vrhove´ hustoty nebo neˇktere´ metody ze sekce 4.3).
5.2 Dynamicke´ deterministicke´ syste´my
Sekvencˇn´ı Monte Carlo algoritmy se prˇirozeneˇ aplikuj´ı na stochasticke´ procesy. V te´to kapitole
se budeme zaby´vat deterministicky´mi syste´my. Pomoc´ı algoritmu pro optima´ln´ı filtraci se nejprve
pokus´ıme odhadnout stav neprˇ´ımo pozorovane´ho syste´mu.
V posledn´ı cˇa´sti sekce se budeme zaby´vat bayesovsky´m odhadem parametru pohybu determinis-
ticke´ho syste´mu pozorovane´ho skrze zasˇumeˇna´ data.
5.2.1 Matematicke´ kyvadlo
Cˇasovy´ vy´voj odchylky u matematicke´ho bez tlumen´ı mu˚zˇeme popsat pocˇa´tecˇn´ı u´lohou tvaru
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(a) Vy´voj navzorkovany´ch cˇa´stic v r˚uzny´ch
cˇasech prˇi aplikaci postupu v sekci 5.1.3 pro
rˇesˇen´ı u´lohy 5.1. Modre´ kruzˇnice prˇedstavuj´ı
vzorky vnikle´ prˇevzorkova´n´ım va´zˇene´ho souboru
W 1:Nk , θ
1:N
k
 ∼ p(θ|y1:k) a plne´ cˇervene´ kruhy
prˇedstavuj´ı pozorovane´ hodnoty v prˇ´ıslusˇne´m cˇase.
(b) Histogram vzork˚u vnikly´ch prˇevzorkova´n´ım
va´zˇene´ho souboru

W 1:Nk , θ
1:N
k
 ∼ p(θk|y1:k) prˇi
aplikaci postupu v sekci 5.1.3 pro rˇesˇen´ı u´lohy 5.1.
Cˇervena´ tecˇka reprezentuje na vodorovne´ ose polohu
vy´beˇrove´ho pr˚umeˇru datove´ho souboru.
Obra´zek 3: Sekvencˇn´ı aproximace aposteriorn´ıho rozdeˇlen´ı; zpeˇtna´ ja´dra.

∂2
∂t2
u(t) + gl sin(u(t)) = 0 ; t ∈ R+
u(0) = u0
u′(0) = v0
, (25)
kde g a l reprezentuj´ı parametry u´lohy (t´ıhove´ zrychlen´ı a de´lku za´veˇsu resp.).
Pro male´ hodnoty vy´chylky u(t) lze vyuzˇ´ıt aproximace sin(u(t)) ≈ u(t). Vlozˇen´ım te´to aproximace
do rovnice (25) a prˇeznacˇen´ım ω2 = gl z´ıska´me jednodusˇsˇ´ı obycˇejnou linea´rn´ı diferencia´ln´ı rovnici
∂2
∂t2
u(t) + ω2u(t) = 0 ; t ∈ R+
u(0) = u0
u′(0) = v0
, (26)
jej´ızˇ rˇesˇen´ı umı´me explicitneˇ vyja´drˇit ve tvaru
u(t) = v0ω sin(ωt) + u0 cos(ωt) ; t ∈ R+
u′(t) = v0 cos(ωt)− ωu0 sin(ωt) ; t ∈ R+
.
5.2.2 Sledova´n´ı kyvadla
V te´to sekci budeme rˇesˇit u´lohu sledova´n´ı pro simulovany´ experiment, ve ktere´m data pocha´z´ı
ze zasˇumeˇne´ho meˇrˇen´ı stavu deterministicke´ho evolucˇn´ıho procesu. Vy´voj skryte´ho procesu u(t)
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popisuje aproximacˇn´ı rovnice matematicke´ho kyvadla (26) s parametry
ω2 = 9.81
u0 = 0.1
v0 = 0
.
Simulovana´ data pocha´zej´ı z rozdeˇlen´ı N (yk;u(tk), 0.0036), kde tk oznacˇ´ıme cˇas proveden´ı meˇrˇen´ı
yk a u(tk) je vy´chylka simulovane´ho vnitrˇn´ıho procesu ve stejne´m cˇase.
Pro formulaci u´lohy jako proble´mu 3.3 (optima´ln´ı filtrace) budeme skryty´ proces modelovat prˇiblizˇny´m
stochasticky´m modelem. Uvazˇujeme linea´rn´ı gaussovsky´ model skryte´ho procesu Uk|k∈N0 :
Uk+1 = Uk + Vk;Vk ∼ N (0, σ2Vk) ; k ∈ N0
U0 ∼ pa(u0) = N (u0; 0, 0.1)
Tento model je markovsky´ s prˇechodovou hustotou p(uk+1|uk) = N (uk+1;Uk, σ2Vk). σVk zvol´ıme
za´visle´ na cˇasovy´ch rozestupech meˇrˇen´ı ve tvaru σVK = 0.5∆t =
5
2m .
Meˇjme soubor dat Y1:m. V tomto experimentu prˇedpokla´da´me, zˇe model pozorova´n´ı zna´me a naby´va´
tvaru:
p(yk|u0:k, y1:k−1) = p(yk|uk) = N (yk;uk, 0.0036).
Procesy Uk|k=0:m, Yk|k∈1:m tvorˇ´ı konecˇny´ HMM se sdruzˇeny´m rozdeˇlen´ım (7):
p(u0:m, y1:m) = p(u0)
m
k=1
p(yk|uk)p(uk|uk−1).
Znalost tohoto sdruzˇene´ho rozdeˇlen´ı na´m umozˇn´ı prˇ´ımo aplikovat algoritmus pro optima´ln´ı filtraci.
Zby´va´ zvolit vhodne´ na´vrhove´ hustoty. Jelikozˇ umı´me vzorkovat ze zvolene´ho apriorn´ıho rozdeˇlen´ı,
vol´ıme na´vrhovou hustotu q0(u0) = pa(u0). Prˇechodove´ na´vrhove´ hustoty zvol´ıme qk(uk|uk−1) =
N (uk;uk−1, 0.01).
Pro rˇesˇen´ı vyuzˇijeme algoritmus 5 s parametry:
q0(u0) =pa(u0)
w(u0) =1
qk(uk|uk−1) =N (uk;uk−1, 0.01)
αk(uk−1, uk) =
p(yk|uk)p(uk|uk−1)
qk(uk|uk−1)
Vy´sledky simulace pro volbu N = 50,m = 50 jsou zobrazeny na obra´zku 4.
Zaj´ımavy´m vy´stupem numericke´ho experimentu je prˇekvapiveˇ slusˇny´ vy´sledek vzhledem k rozd´ılnosti
skutecˇne´ho a modelovane´ho procesu (nelinea´rn´ı deterministicky´ syste´m x linea´rn´ı gausovsky´ model)
a n´ızke´ho pocˇtu cˇa´stic (N = 50). Tento aspekt cˇin´ı algoritmy v praxi velmi efektivn´ı pro sledova´n´ı
stavu proces˚u s obecneˇ nezna´my´m vnitrˇn´ım modelem. V nasˇem prˇ´ıpadeˇ jsme vyuzˇili jen velmi
jednoduchy´ model, ktery´ mozˇna´ stacˇil postihnout urcˇitou hladkost vnitrˇn´ıho procesu.
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Obra´zek 4: Sledova´n´ı vy´chylky kyvadla. Vrchn´ı graf zna´zornˇuje polohu simulovany´ch pozorova´n´ı re-
lativneˇ ke skutecˇne´mu stavu skryte´ho procesu. Spodn´ı graf zobrazuje vzorky vnikle´ prˇevzorkova´n´ım
va´zˇene´ho souboru N = 50 cˇa´stic :

W 1:Nk , u
1:N
k
 ∼ p(θ|y1:k) |k∈[1,15]. Plne´ rude´ kruhy opeˇt
zna´zornˇuj´ı simulovana´ pozorova´n´ı.
5.2.3 Odhad t´ıhove´ho zrychlen´ı
Rˇesˇen´ı aproximacˇn´ı rovnice matematicke´ho kyvadla (26) je jednoznacˇneˇ urcˇeno pocˇa´tecˇn´ımi podmı´nkami
a parametry u´lohy. Na´s v te´to sekci bude zaj´ımat u´loha aproximace aposteriorn´ıho rozdeˇlen´ı para-
metru evoluce skryte´ho procesu. Oznacˇme pro pevne´ parametry l, u0, v0 rˇesˇen´ı dane´ u´lohy (26) pro
r˚uzna´ g: ϕg(t).
Budeme se zaby´vat aproximac´ı aposteriorn´ıho rozdeˇlen´ı parametru G. Jedna´ se o klasickou baye-
sovskou u´lohu, kde aposteriorn´ı rozdeˇlen´ı ma´ tvar
p(g|y1:k) ∝ pa(g)
k
n=1
p(yn|g).
Je trˇeba neˇjak charakterizovat rozdeˇlen´ı p(yn|g). V prˇedchoz´ı u´loze jsme pracovali s modelem po-
zorova´n´ı p(yn|un), ktery´ se na´m snadneˇji interpretuje. Zkus´ıme jej vyuzˇ´ıt pro sestaven´ı modelu i v
tomto prˇ´ıpadeˇ.
Oznacˇme p(yn|g) =
´
p(yn|un)p(un|g)dun, kde Un je v tomto prˇ´ıpadeˇ specia´ln´ı pomocna´ n.v. repre-
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zentuj´ıc´ı polohu v cˇase tn. Z modelu v´ıme, zˇe un = ϕg(tn). Tento jednoznacˇny´ vztah prˇevedeme do
rˇecˇi rozdeˇlen´ı pomoc´ı Diracovy funkce
p(dun|gn) := δϕg(tn)(dun).
T´ım z´ıska´me p(yn|g) = pYn|Un(yn|ϕg(tn)), kde vy´raz na prave´ straneˇ je pomocny´ model pozorova´n´ı
kvalitativneˇ srovnatelny´ s modelem v prˇedcha´zej´ıc´ı u´loze (u´lohu proto mu˚zˇeme definovat t´ımto
pomocny´m modelem pozorova´n´ı).
Takto se dostaneme zpeˇt do kontextu odhadu staticke´ho parametru, ktery´ jsme rˇesˇili v sekci 5.1 a
mu˚zˇeme vyuzˇ´ıt stejne´ postupy. Tuto u´lohu budeme rˇesˇit konkre´tneˇ algoritmem IS.
Experimenty na obra´zc´ıch 5 a 6 jsou provedeny se stejny´mi parametry, l, u0, v0 jsou zna´my,
greal =9.81
l =1
u0 =0.1
v0 =0
p(yk|uk) =N (yk;uk, σ2)
pa(g) =LN (g, 22, 100)
N =100
m =15
kde LN (g) zde znacˇ´ı hustotu log-norma´ln´ıho rozdeˇlen´ı se strˇedn´ı hodnotou 22 a rozptylem 100
(nejedna´ se o standardn´ı za´pis log-norma´ln´ıho rozdeˇlen´ı) a rozptyl modelu pozorova´n´ı σ2 zvol´ıme
pro na´sleduj´ıc´ı u´lohy σ2 = 0.05; 0.1.
Acˇ jeden experiment pro kazˇdou volbu parametru σ2 nema´ dostatecˇnou vypov´ıdaj´ıc´ı hodnotu, lze
odpozorovat, zˇe v prˇ´ıpadeˇ veˇtsˇ´ı nejistoty meˇrˇen´ı se do vy´sledne´ aproximace promı´tne informace z
apriorn´ıho rozdeˇlen´ı. V prˇ´ıpadeˇ dalˇs´ıho navysˇova´n´ı nejistoty se vnitrˇn´ı dynamika zacˇne vytra´cet
(na´hodne´ chyby prˇeva´zˇ´ı informace o pohybu). Toto je ovsˇem (nejsp´ıˇse) proble´mem samotne´ u´lohy a
nema´ tedy negativn´ı vypov´ıdac´ı hodnotu o pouzˇity´ch metoda´ch. Na numericke´m vy´sledku se ovsˇem
projev´ı degenerace obdobneˇ jako v sekci 5.1.1, cozˇ se ale dalo ocˇeka´vat. Mozˇny´m rˇesˇen´ım tohoto
proble´mu mu˚zˇe by´t vyuzˇit´ı jine´ho algoritmu, nezˇ je IS, cˇ´ımzˇ bychom ovsˇem prˇiˇsli o n´ızkou vy´pocˇetn´ı
na´rocˇnost. V prˇ´ıpadeˇ, kdy na´s zaj´ıma´ v´ıce kvalita, nezˇ rychlost, bude volba alternativn´ıho algoritmu
nutnost´ı.
Mu˚zˇeme si vsˇimnout, zˇe zmı´neˇna´ u´loha je specia´ln´ım prˇ´ıpadem aproximace aposteriorn´ıho rozdeˇlen´ı
na GSSM (tedy modelu se skryty´m procesem, jehozˇ evoluce za´vis´ı na nezna´me´m parametru).
Samotna´ u´loha, jak je formulovana´, prˇedstavuje za´kladn´ı metodu pro odhady parametr˚u deter-
ministicky´ch proces˚u. Alternativn´ı metodou, jak rˇesˇit konkre´tneˇ u´lohu odhadu t´ıhove´ho zrychlen´ı
za pomoc´ı kyvadla, je z´ıskat sadu meˇrˇen´ı n.v. T reprezentuj´ıc´ı periodu kmitu, tu odhadnout a
t´ıhove´ zrychlen´ı urcˇit ze vztahu g = Tl
2
. Takovy´ experiment je obvykle technicky slozˇiteˇjˇs´ı, je-
likozˇ vyzˇaduje specia´ln´ı aparaturu, ktera´ na´m bude generovat odpov´ıdaj´ıc´ı data (naprˇ. studenta,
ktery´ macˇka´ stopky s kazˇdy´m pr˚ukmitem nebo cˇidlo, ktere´ pr˚ukmity zaznamena´ automaticky).
Domn´ıva´me se, zˇe popsany´ prˇ´ıstup, jehozˇ vstupem jsou data z meˇrˇen´ı polohy, je v praxi obecneˇ
snadneˇji realizovatelny´ a mohl by by´t aplikova´n pro sˇirsˇ´ı sˇka´lu u´loh.
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Obra´zek 5: Vy´stup experimentu aproximace aposteriorn´ıho rozdeˇlen´ı nezna´me´ho parametru G
pro rozptyl modelu pozorova´n´ı σ2 = 0.05. Vrchn´ı graf zna´zornˇuje skutecˇnou trajektorii skryte´ho
deterministicke´ho syste´mu a cˇervene´ kruhy simulovana´ pozorova´n´ı. Strˇedn´ı graf zna´zornˇuje
neˇktere´ trajektorie ϕGi(t) pro vzorky G
i z prˇevzorkovane´ aproximace rozdeˇlen´ı p(g|y1:m). Cˇervene´
kruhy opeˇt zna´zornˇuj´ı simulovana´ pozorova´n´ı. Spodn´ı graf zobrazuje histogram vzork˚u vnikly´ch
prˇevzorkova´n´ım va´zˇene´ho souboru

W 1:Nm , u
1:N
m
 ∼ p(g|y1:m). Zde cˇerveny´ kruh znacˇ´ı polohu
skutecˇne´ho rˇesˇen´ı.
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Obra´zek 6: Vy´stup experimentu aproximace aposteriorn´ıho rozdeˇlen´ı nezna´me´ho parametru G
pro rozptyl modelu pozorova´n´ı σ2 = 0.1. Vrchn´ı graf zna´zornˇuje skutecˇnou trajektorii skryte´ho
deterministicke´ho syste´mu a cˇervene´ kruhy simulovana´ pozorova´n´ı. Strˇedn´ı graf zna´zornˇuje
neˇktere´ trajektorie ϕGi(t) pro vzorky G
i z prˇevzorkovane´ aproximace rozdeˇlen´ı p(g|y1:m). Cˇervene´
kruhy opeˇt zna´zornˇuj´ı simulovana´ pozorova´n´ı. Spodn´ı graf zobrazuje histogram vzork˚u vnikly´ch
prˇevzorkova´n´ım va´zˇene´ho souboru

W 1:Nm , g
1:N
m
 ∼ p(g|y1:m). Zde cˇerveny´ kruh znacˇ´ı polohu
skutecˇne´ho rˇesˇen´ı.
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6 Za´veˇr
V pra´ci byly popsa´ny za´kladn´ı principy sekvencˇn´ıch Monte Carlo metod. Jedna´ se o vy´pocˇetneˇ
na´rocˇne´ stochasticke´ algoritmy, ktere´ na´m umozˇnˇuj´ı rˇesˇit na´rocˇne´ inzˇeny´rske´ proble´my.
Sekvencˇn´ı metody lze cha´pat jako se´rii aplikac´ı za´kladn´ıch Monte Carlo metod (MCMC a IS).
Prˇestozˇe jsme popsali obecnou podobu algoritmu, konkre´tn´ı implementace jsou silneˇ za´visle´ na
rˇesˇene´m proble´mu. Du˚vodem jsou prvky, ktere´ hraj´ı roli volitelny´ch parametr˚u algoritmu˚ (hlavneˇ
na´vrhova´ rozdeˇlen´ı a pomocna´ sdruzˇena´ rozdeˇln´ı), na ktery´ch za´vis´ı konvergence a na´rocˇnost cele´ho
algoritmu. Prˇi aplikac´ıch je proto trˇeba prove´st d˚uslednou analy´zu rˇesˇene´ho proble´mu.
Hlavn´ı oblast´ı aplikace SMC algoritmu˚ je v soucˇasne´ dobeˇ bayesovska´ analy´za dat. Du˚sledneˇ roz-
pracovana´ je teorie pro aplikaci prˇi rˇesˇen´ı u´lohy optima´ln´ı filtrace na HMM [7,8]. Efektivn´ı metody
existuj´ı i pro rˇesˇen´ı u´lohy optima´ln´ıho vyhlazova´n´ı na HMM [3,8]. Na´rocˇneˇjˇs´ı jsou pak aplikace pro
aproximaci aposteriorn´ıho rozdeˇlen´ı staticke´ho parametru [4, 5]. Otevrˇenou u´lohou z˚usta´vaj´ı apro-
ximace aposteriorn´ıch rozdeˇlen´ı na general state-space modelech, ktere´ lze prozat´ım sekvencˇn´ımi
metodami rˇesˇit bud’ prˇiblizˇneˇ nebo s vyuzˇit´ım specia´ln´ıch vlastnost´ı konkre´tn´ıch model˚u [3, 7].
Pro u´lohu optima´ln´ı filtrace na HMM lze navrhnout vy´pocˇetneˇ i datoveˇ efektivn´ı algoritmy pro
sekvencˇn´ı vy´pocˇet aproximac´ı hledany´ch rozdeˇlen´ı. V takovy´ch prˇ´ıpadech mohou by´t SMC algoritmy
vyuzˇity pro real-time analy´zu signa´l˚u. HMM umozˇnˇuj´ı popsat pestrou paletu u´loh souvisej´ıc´ıch
s analy´zou cˇasovy´ch rˇad. S vyuzˇit´ım teorie rozhodova´n´ı za neurcˇitosti mu˚zˇeme formulovat u´lohy
rˇ´ızen´ı evolucˇn´ıch syste´mu˚, kdy SMC rˇesˇ´ı podu´lohu aproximace rozdeˇlen´ı pravdeˇpodobnosti skryty´ch
parametr˚u, ktere´ potrˇebujeme urcˇit pro nalezen´ı optima´ln´ıch rˇ´ıd´ıc´ıch za´sah˚u.
V pra´ci jsme uvedli za´kladn´ı principy Monte Carlo metod, ktere´ lze vyuzˇ´ıt prˇi formulaci u´lohy. Da´le
jsme uvedli za´kladn´ı principy a u´lohy bayesovske´ statistiky a jak lze vznikle´ proble´my formulovat
ve tvaru hleda´n´ı aproximace sekvence rozdeˇlen´ı. Pro jejich rˇesˇen´ı, azˇ na vyj´ımky, mus´ıme vyuzˇ´ıt
neˇktere´ z numericky´ch metod. V aplikacˇn´ı cˇa´sti jsme vybrali neˇkolik typicky´ch u´loh, ktere´ se mohou
vyskytnout v praxi, a prˇedvedli jsme vy´sledky, ktere´ na´m poskytuj´ı zvolene´ SMC algoritmy.
Na pra´ci lze prˇ´ımo nava´zat dalˇs´ım rozvojem teoreticke´ho podkladu. V sekci 4.3 je zmı´neˇno pa´r
mozˇny´ch vylepsˇen´ı, ktere´ lze docela jisteˇ da´l rozv´ıjet. Veˇtsˇina vylepsˇen´ı algoritmu˚ by´va´ ovsˇem
sva´za´na s konkre´tn´ım modelem u´lohy. Jelikozˇ se jedna´ o algoritmy, ktere´ prova´deˇj´ı velke´ mnozˇstv´ı
identicky´ch instrukc´ı, prˇirozeny´m vylepsˇen´ım je paralelizace algoritmu˚. V takove´m prˇ´ıpadeˇ ovsˇem
lze nale´z trivia´ln´ı sche´ma paralelizace prˇes vzorky (vytva´rˇen´ı novy´ch vzork˚u a vy´pocˇet vah jsou
-veˇtsˇinou- operace neza´visle´ na zbytku souboru). Zaj´ımavy´m pokracˇova´n´ım zda´ se take´ by´ti formu-
lace u´loh mimo kontext HMM (naprˇ. pro GSSM, Markovska´ pole ...).
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A Vybrane´ partie teorie pravdeˇpodobnosti
V te´to sekci uva´d´ıme neˇktere´ za´kladn´ı poznatky z teorie pravdeˇpodobnosti a matematicke´ statistiky,
na ktere´ se v textu odvola´va´me. Jedna´ se o tvrzen´ı, ktera´ se prˇ´ımo nehod´ı jako soucˇa´st hlavn´ıho
textu.
Tvrzen´ı jsou uva´deˇna bez komenta´rˇ˚u. Zdrojem je skriptum [16].
A.1 Vybrane´ definice
Definice A.1. (Pravdeˇpodobnostn´ı mı´ra)
Pravdeˇpodobnostn´ı mı´rou P na σ-algebrˇe A ⊂ 2Ω nazveme konecˇnou mı´ru na A, pro kterou plat´ı
· P (Ω) = 1
Definice A.2. (Pravdeˇpodobnostn´ı prostor)
Pravdeˇpodobnostn´ım prostorem nazveme trojici (Ω,A, P ), kde
· Ω nazy´va´me prostor jev˚u
· A je σ-algebrou na Ω ((Ω,A) tvorˇ´ı meˇrˇitelny´ prostor)
· P je pravdeˇpodobnostn´ı mı´ra na A
Definice A.3. (Na´hodna´ velicˇina)
Bud’ (Ω,A, P ) pravdeˇpodobnostn´ı prostor a (E, E) meˇrˇitelny´ prostor.
Meˇrˇitelne´ zobrazen´ı X : Ω→ E nazveme na´hodnou velicˇinou.
Obor hodnot n.v. X budeme znacˇit R(X).
Pozna´mka A.4. (Indukovana´ mı´ra)
Na´hodna´ velicˇina X : Ω→ E indukuje pravdeˇpodobnostn´ı mı´ru π definovanou :
π(e) = P (X−1(e));∀e ∈ E
.
Definice A.5. (Absolutn´ı spojitost meˇr)
Bud’ (Ω,Σ) meˇrˇitelny´ prostor a η, µ mı´ry na (Ω,Σ).
Rˇekneme, zˇe mı´ra η je absolutneˇ spojita´ v˚ucˇi mı´ˇre µ, plat´ı-li ∀A ∈ Σ : µ(A) = 0 ⇒ η(A) = 0 a
znacˇ´ıme η << µ.
Veˇta A.6. (Radon-Nikodym)
Bud’ (Ω,Σ) meˇrˇitelny´ prostor a η, µ σ−konecˇne´ mı´ry na (Ω,Σ); η << µ.
Pak existuje meˇrˇitelna´ funkce f : Ω→ [0,∞) takova´, zˇe pro kazˇdou A ∈ Σ plat´ı:
η(A) =
ˆ
A
fdµ
Funkci f nazveme Radonovou-Nikody´movou derivac´ı a znacˇ´ıme dηdµ .
Funkce f je urcˇena jednoznacˇneˇ skoro vsˇude v µ.
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Definice A.7. (Hustota pravdeˇpodobnosti)
Bud’ (Ω,A, P ) pravdeˇpodobnostn´ı prostor a X : Ω → E na´hodna´ velicˇina indukuj´ıc´ı mı´ru π.
Oznacˇme dx Borelovu mı´ru na E.
Existuje-li Radonova-Nikody´mova derivace dπdx , nazveme ji hustotou pravdeˇpodobnosti (probability
density function - pdf).
Definice A.8. (Kumulativn´ı distribucˇn´ı funkce)
Bud’ (Ω,A, P ) pravdeˇpodobnostn´ı prostor aX : (Ω,A, P )→ (Rn,B), kde B je Borelovska´ σ−algebra
na R⋉, na´hodna´ velicˇina indukuj´ıc´ı mı´ru π(dx).
Kumulativn´ı distribucˇn´ı funkc´ı (cdf) nazveme funkci F : Rn → ⟨0, 1⟩ definovanou:
F (x1, x2, ..., xn) =
 x1ˆ
−∞
...
xnˆ
−∞
π(dx1, ..., dxn)

A.2 Konvergencˇn´ı veˇty
Definice A.9. (Konvergence skoro jisteˇ)
Bud’ Xn, n = 1, 2, ... na´hodne´ velicˇiny na prostoru (Ω,A, P ). Pokud pravdeˇpodobnost jevu
a := {ω;Xn → X}
je Pr(a) = 1. Rˇekneme, zˇe posloupnost Xn konverguje te´meˇrˇ jisteˇ k X.
Znacˇ´ıme
Xn
a.s.−→ X
Veˇta A.10. (Silny´ za´kon velky´ch cˇ´ısel)
Bud’ Xn rˇada integrovatelny´ch (E |Xi| <∞ ) na´hodny´ch velicˇin i.i.d se strˇedn´ı hodnotou EXi = m,
pak
1
n
n
i=1
Xi
a.s.−→ m
Definice A.11. (Konvergence v distribuci)
Rˇekneme, zˇe rˇada na´hodny´ch velicˇin Xn konverguje v distribuci k X, pokud pro prˇ´ıslusˇne´ c.d.f.
Fn, F plat´ı:
Fn(x)→ F (x) ve vsˇech bodech spojitosti F (x).
Znacˇ´ıme
Xn ⇒ X
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Veˇta A.12. (Centra´ln´ı limitn´ı veˇta)
Jsou-li na´hodne´ velicˇiny Xi i.i.d. se strˇedn´ı hodnotou EXi = m a rozptylem DXi = σ2, pak plat´ı
1
σ
√
n
n
i=1
(Xi −m)⇒ N (0, 1)
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