In this paper, a short-term home daily load forecasting realized by a neural fuzzy network (NFN) and an improved genetic algorithm (CA) is proposed. It can forecast the daily load accurately with respect to different day types and weather information. It will also be shown that the improved CA performs better than the traditional GA on some benchmark test functions. By introducing switches in the links of the neural fuzzy network, the optimal network structure can be found by the improved CA. The membership functions and the number of rules of the neural fuzzy network can be generated automatically. Simulation results for a short-term daily load forecasting in an intelligent home will be given.
I. INTRODUCTION
Modem homes should have smart features to ensure a higher degree of home security, entertainment and comfort. To realize these features, reliable channels for the communication among electrical appliances and users should be present. Appliances should be used in an efficient way to reduce the wastage of energy. This paper is based on an intelligent home system [3]. In this system, the AC power line network is used not only for supplying electrical power, but also serving as the data communication channel for electrical appliances. With this AC power line data network, a short-term load forecasting can be realized. An accurate load forecasting can bring the following benefits to the intelligent home: 1) Increasing the reliability [4] of the AC power line data network, and 2) Optimal load scheduling.
Computational intelligence techniques have been applied in load forecasting. Artificial neural networks have been considered as a very promising approach to short-term load forecasting [5-61, but its slow convergence time and poor ability of processing linguistic information may cause some problems. In recent year, fuzzy logic has been used to deal with variable linguistic information in load forecasting [7] . By processing fuzzy information, reasoning with respect to a linguistic knowledge base can be done. In [5-61, gradientdescent (GD) algorithm was used to train the neural network parameters. However, the common problems of convergence to local minima and sensitivity to initial values persist.
Global search technique such as Genetic Algorithm (GA) [l] may solve these problems. The contributions of this paper are five-fold. First, we develop a neural fuzzy system with the improved GA for short-term daily load forecasting in an intelligent home. Simulation results will be given. Second, new genetic operators are introduced in the improved GA. It will be shown that the improved GA performs better than the traditional GA based on the benchmark De Jong's test functions [2] . Third, the improved GA is implemented in floating-point numbers; hence, the processing time is shorter than that of the traditional GA. Fourth, the improved GA needs only one user-input parameter (population size), instead of three, for its implementation. This makes the improved GA simple and easy to use, especially for the users who do not have too much knowledge on tuning. Fifth, a neural fuzzy network (NFN) with switches is proposed. By using the improved GA, the optimal number of fuzzy rules can be found.
IMPROVED GENETIC ALGORITHM
Genetic algorithms (GAS) [l] are powerful searching algorithms to handle optimization problems. In this paper, the traditional GA is modified and new genetic operators are introduced to improve its performance. The probabilities of crossover and mutation in the traditional GA are no longer needed. Only the population size has to be defined. The improved GA process is shown in Fig. 1.. 
A. Initial Population
set of population is usually generated randomly.
The initial population is a potential solution set P. The first where pop-size denotes the population size; no-vars denotes the number of variables to be tuned; p , , are the parameters to be tuned; para:,, and para:, are the minimum and maximum values of the parameter p,, . It can be seen from (1) to (3) that the potential solution set P contains some candidate solutions p, (chromosomes). The chromosome p, contains some variables pa, (genes).
B. Evaluation
Each chromosome in the population will be evaluated by a defined fitness function. The better chromosomes will return higher values in this process. The fitness function to evaluate a chromosome in the population can be written as,
The form of the fitness function depends on the application.
Two chromosomes in the population will be selected to undergo genetic operations for reproduction. The chromosome having a higher fitness value should have a higher chance to be selected. The selection can be done by assigning a probability qi to the chromosome p, :
The cumulative probability 4, for p, is defined as, 4, = Cq, , i = 1,2, ..., pop-size 
D. Genetic Operations
The genetic operations are the averaging and the mutation operations. If two selected chromosomes are p1 and p2, the offspring generated by the averaging process is given by, This offspring (7) will then undergo the mutation operation. Three new offspring will be generated: Table I , the processing time of the improved GA is much shorter than that ofthe traditional GA. Table 1 . It can be seen that the performance of value f, in the population if f, >f, . After the operation of selection, averaging, and mutation, a new population is generated. This new population will repeat the same process. Such an iterative process can be terminated when the result reaches a defined condition, e.g., the change of the fitness values between the CulTent and the PlZViOUS iteration iS less than 0.001.
Iv. TUNING ME~IBERSHIP FUNCTIONS AND RULES

A, Neural F~~ Network
We use a fuzzy associative memory (FAM) [8] rule base type for the NFN. For an NFN, the number of possible rules may be too large. This makes the network complex while some rules may not be necessary. Thus, an NFN is proposed which can have an optimal number of rules and membership functions. A unit step function is introduced to each rule: where U is the number of input-output data pairs; g = 1, 2, . . ., p , is the rule number; w, is the output singleton of rule g. 4 g l (x,(t)).A2gl(x2(t) ).....Ang,(xn(t)) (20) where 5, denotes the rule switch parameter of the g-th rule.
Rule switches
BENCHMARK TEST FUNCTIONS
P = f i m , (18)
,
Pg(t) =
B. Tuning
The proposed NFN can be employed to learn a multi-inputsingle-output relationship in an application using the improved GA. The desired input-output relationship is described by, 
( y d (t)-y(t)(/yd ( I )
I=1
The objective is to minimize the value of (24) using the improved GA by setting the chromosome to be [Tzg, CT,,, q,] for all i, g,, g. The range of fitness in (23) is [0, 1] . A larger value of thefitness indicates a smaller err. Thus, an optimal neural fuzzy network in terms of the number of rules and the membership functions can be obtained.
V. SHORT-TERM LOAD FORECASTING SYSTEM
It is desired to forecast the load demand in a home with respect to the weekday's type number and the hour number. The load forecasting system involves 168 multi-input-singleoutput NFNs, one for a given weekday's type number and an hour number ( 7 x 24 = 168 ). The most important task in the short-term load-forecasting problem is to select the input variables. We use three types of input variables: Historical load data -the hourly load values that represent the power consumption habit of the family; Temperature inputs -the average temperature at the previous day and the present day;
Rainfall index inputs -the average rainfall index at previous day and the present day. The range of the rainfall index is set between 0 and 1. 0 represents no rain and 1 represents heavy rain. One of the 168 proposed NFN for daily load forecasting is shown in Fig. 3 . It is a 7-input-1-output network with rule switches. The inputs, zi, of the proposed NFN are:
z, =Ld(d-l,h-l) which represents the load value at the previous hour of the previous day, z2 = Ld(d-l,h) which represents the load value at the forecasting hour of the previous day, z3 = Ld (d -I,h + 1) which represents the load value at the next hour of the previous day, z4 = average temperature at the previous day. z, = average temperature at the present day, z6 = average rainfall index at the previous day, z, = average rainfall index at the present day. The initial values of T,,, , u,~, , 5, are 0.5, 0.2 and 1 respectively. The number of the iterations for training is 2000. For comparison, a 7-input-1-output NFN without rule switches trained by the traditional GA (bit-length = 9) is also applied for the load forecasting. The common network parameters are kept unchanged.
The probabilities of crossover and mutation are 0.65 and 0.05 respectively. The simulation data are tabulated in Table 11 . The average number of rules for the proposed NFN is 69.58, implying a 45.64% reduction of the number of rules after learning. Table  Ill show the average training error (MAPE) based on data of week 1 to week 12 and the average forecasting error (MAPE) from week 13 to week 14 for Sunday. The h4APEs are smaller as compared with the values offered by the traditional NFN tuned by the traditional GA. Fig. 4 show the forecasted daily load curve on Sunday at Week 13.
VI. CONCLUSION
In this paper, an improved GA has been proposed in which new genetic operators have also been introduced. Based on the benchmark, De Jong's test functions, it has been shown that the improved GA performs better than the traditional GA. An NFN has been proposed in which a switch is introduced in each fuzzy rule. Thus, the NFN can be optimized using the improved GA. A short-term load forecasting in an intelligent home has been realized using the proposed network.
