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Abstract
In this paper we study the finitely generated algebras underlying W algebras. These so called ’finite W
algebras’ are constructed as Poisson reductions of Kirillov Poisson structures on simple Lie algebras.
The inequivalent reductions are labeled by the inequivalent embeddings of sl2 into the simple Lie
algebra in question. For arbitrary embeddings a coordinate free formula for the reduced Poisson
structure is derived. We also prove that any finite W algebra can be embedded into the Kirillov
Poisson algebra of a (semi)simple Lie algebra (generalized Miura map). Furthermore it is shown that
generalized finite Toda systems are reductions of a system describing a free particle moving on a group
manifold and that they have finite W symmetry. In the second part we BRST quantize the finite W
algebras. The BRST cohomology is calculated using a spectral sequence (which is different from the
one used by Feigin and Frenkel). This allows us to quantize all finite W algebras in one stroke. Explicit
results for sl3 and sl4 are given. In the last part of the paper we study the representation theory of
finite W algebras. It is shown, using a quantum version of the generalized Miura transformation, that
the representations of finite W algebras can be constructed from the representations of a certain Lie
subalgebra of the original simple Lie algebra. As a byproduct of this we are able to construct the
Fock realizations of arbitrary finite W algebras.
‡e-mail: deboer@ruunts.fys.ruu.nl
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1. Introduction
It is only relatively recent that it was realized that nonlinear symmetry algebras play
an important role in physics. The discovery of W algebras in Conformal Field theory
[1] (see [2] for a recent review) made it clear that they would play an important role in
string theory, field theory, integrable systems and the theory of 2D critical phenomena.
One reason for their late discovery is that up to now they are only known as infinitesimal
symmetries. The global invariances of a system with a nonlinear symmetry are not
known. This is of course related to the fact that nonlinear algebras don’t exponentiate
to groups like Lie algebras.
A lot of work has been done on trying to understand what the meaning of W
algebras is. It turns out that many W algebras found in CFT are not completely
unrelated to the linear theory of Lie algebras after all. This was first realized when
it was shown in [3] that certain Poisson algebras occurring in the theory of integrable
hierarchies of evolution equations were nothing but classical versions of the nonlinear
algebras found in CFT. In particular the well known Wn algebras are related in this
way to the second Hamiltonian structures of KdV like hierarchies. These hierarchies,
and their Hamiltonian structures were however already shown to be reductions of a
different class of integrable hierarchies which have a second Hamiltonian structure that
is equal to the Kirillov Poisson structure on the dual of an affine Lie algebra [4]. This
means on an algebraic level that classical Wn algebras can be obtained from affine Lie
algebras by Poisson reduction. This picture was worked out in [5] where it was shown
that a classical Wn algebra is nothing but the Dirac bracket algebra on a submanifold
of the affine Lie algebra.
In the meantime many new W algebras were constructed by what can be called
the ’direct method’, i.e. by imposing Jacobi identities on general nonlinear extensions
of the Virasoro algebra. Since the Jacobi identities are themselves nonlinear algebraic
equations the construction of W algebras in this manner is rather cumbersome. It was
therefore a natural question to ask (also from the point of view of Poisson reduction
of Poisson manifolds) whether more of these algebras can be obtained via Poisson re-
duction from affine Lie algebras. That this is the case was shown in [6] where the
construction of [4, 5] was generalized to include many more W algebras besides Wn.
Motivated by a similar situation encountered in the theory of dimensional reductions
of selfdual Yang-Mills equations it was shown that to every embedding of sl2 into the
simple Lie algebra underlying the affine algebra there is associated a Poisson reduction
leading to a W algebra. sl2 embeddings that are related to one another by inner auto-
morphisms lead to the same reductions, so in order to find out how many inequivalent
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reductions there are one needs to count the number of equivalence classes of sl2 em-
beddings. For sln this number is P (n), the number of partitions of n. The standard
reductions leading Wn algebras turned out to be associated to the so called ’principal
embeddings’.
The fact that one knows that theseW algebras have a linear origin helps a lot when
one tries to analyse them. For example the construction of invariant chiral actions is
facilitated as was shown in [7]. Also the construction of the classical covariant W
gravities and their moduli spaces have been made possible by this [8, 9].
The procedure of Poisson reduction is of course purely classical. In order to really
make contact with CFT one would like to quantize theW algebras obtained by Poisson
reduction. The Wn algebras were quantized in [10] by (naively) quantizing the well
known Miura transformation. In essence what one does is classically express the Wn
generators in terms of classical harmonic oscillators via the Miura transform. One then
quantizes the Wn algebra by quantizing the harmonic oscillators and normal ordering.
More or less by accident this gives a quantum algebra that closes for An. It does not
work for all algebras however [2], as was to be expected since this is in general not a
valid quantization procedure. The quantization of the Poisson reduction leading to Wn
algebras was made more precise in [11] where the BRST formalism was used to tackle
this problem. In order to calculate the BRST cohomology Feigin and Frenkel proposed
to use spectral sequences. The paper [11] is however incomplete as we shall see in this
paper and furthermore they only consider the reductions associated to the principal
embeddings.
It was also attempted to construct the representation theory ofW algebras form the
representation theory of affine Lie algebras [12, 11]. In principle the BRST procedure
provides a functor from the representation theory of affine Lie algebras to the repre-
sentation theory of W algebras. It turned out to be possible to obtain Wn characters
from Kac-Moody characters. The general theory of Wn representations is however far
from complete. Furthermore for the other reductions the quantizations (let alone the
representation theories) are not known.
Up to now the study of W algebras has concentrated on the infinite dimensional
case. This situation is comparable to trying to develop the theory of Lie algebras by
starting with the infinite dimensional case. As the structure and representation theory
of affine Lie algebras is largely determined by that of the finite dimensional simple
Lie algebras that underly them it is our opinion that it might be helpful to look for
and study the finitely generated structures underlying W algebras. This program was
initiated in [13] and will be carried out in the present paper. It will turn out that
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the theory of ’finite W algebras’ is remarkably rich and contains already many of the
features encountered in ordinaryW algebras. It is therefore our expectation that much
of what we will say in this paper will transfer without much alteration to the infinite
dimensional case.
The paper is roughly split up into three parts. The first part deals with the classical
theory. Classical finite W algebras are constructed as Poisson reductions of Kirillov
Poisson structures on simple Lie algebras (in complete analogy with ordinary W alge-
bras which are constructed as reductions of affine Lie algebras). The Poisson algebras
thus obtained are nonlinear and finitely generated. We discuss their structure and show
that in general they do have linear Poisson subalgebras that are isomorphic to Kirillov
Poisson algebras. We also derive a coordinate free expression for the reduced Poisson
structure of an arbitrary reduction. The Miura transformation turns out to have a finite
dimensional analogue which can in fact be extended to arbitrary reductions. From this
it follows that any finite W algebra can be embedded into the Kirillov Poisson algebra
of a certain subalgebra of the simple Lie algebra with which we started. At the end of
the first part of the paper we investigate which theories have finite W symmetry. It
turns out that (as could have been expected) these are generalized finite Toda systems.
In deriving this however we show that finite Toda systems are reductions of a system
describing a free particle moving on a group manifold. This allows us to give general
formulas for the solution space of such systems.
In the second part of the paper we BRST quantize the finite W algebras. The
nontrivial part of this is of course calculating the BRST cohomology and its algebraic
structure. Since the BRST differential is a sum of two other differentials one can
associate a double complex to the BRST complex. In order to calculate the BRST
cohomology one can then use the theory of spectral sequences. There is a choice
to be made between one out of two spectral sequences that one can associate to a
double complex. These spectral sequences must give the same final answer for the
BRST cohomology, as is well known from the theory of spectral sequences, but for the
calculation it is crucial which one one takes. The choice we make is different from the
one made by Feigin and Frenkel and allows us to quantize any finite W algebra and
reconstruct its algebraic structure. In order to make our construction more explicit we
calculate all finite quantum W algebras that can be obtained from sl2, sl3 and sl4.
In the third and last part of the paper we discuss the representation theory of finite
W algebras. Crucial for this is a quantum version of the generalized Miura transfor-
mation which embeds any finite W algebra into the universal enveloping algebra of
some (semi)simple Lie algebra. An arbitrary representation of this Lie algebra there-
fore immediately yields a representation of the finite W algebra. This also allows us
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to derive Fock realizations for arbitrary finite W algebras since Fock realizations for
simple Lie algebras are well known. This replaces the cumbersome construction of W
algebras as commutants of screening operators. As an illustrative example we realize
the finite dimensional representations of the finite W algebra W¯
(2)
3 as a subrepresen-
tation of certain Fock realizations. In principle this provides the first term of a Fock
space resolution of these representations [14].
We have tried to keep the paper as self-contained as possible and give full proofs of
the main assertions.
2. Basics of Kirillov Poisson structures and Poisson reduction
In order to make the paper reasonably selfcontained we briefly discuss in this sec-
tion the Kirillov Poisson structure on a Lie algebra and Poisson reduction of Poisson
manifolds. These two concepts will then be put together in the remainder of the paper.
2.1. Kirillov Poisson structures
Let (M, {., .}) be a Poisson manifold, that is {., .} is a Poisson bracket on the space
C∞(M) of C∞ functions on M , and G a Lie group. Also let Φ : G ×M → M be a
smooth and proper action of G on M which preserves the Poisson structure, i.e.
Φ∗g{φ, ψ} = {Φ
∗
g(φ),Φ
∗
g(ψ)} (2.1)
where Φ∗g is the pullback of Φg : M → M . Physically this implies that if γ(t) is
a solution of the equations of motion w.r.t. some G-invariant Hamiltonian H (i.e.
Φ∗gH = H where as usual Φ
∗
gH = H ◦ Φg), then (Φg ◦ γ)(t) is again a solution. If we
do not want to consider solutions that can be transformed into each other in this way
to be essentially different we are led to consider the space M/G as the ’true’ phase
space of the system. The only observables (i.e. functions on M) that one is concerned
with are those which are themselves G-invariant and therefore descend to observables
on M/G. Denote the set of smooth G-invariant functions on M by O, and let then
φ, ψ ∈ O. Using the fact that Φg preserves the Poisson structure for all g ∈ G and
that φ and ψ are G-invariant we can easily deduce that {φ, ψ} is also an element of
O, i.e. O is a Poisson subalgebra of C∞(M). Let π : M → M/G be the canonical
projection. The pullback map π∗ : C∞(M/G) → O is in fact an isomorphism. It
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assigns to a function φˆ on M/G the function φˆ ◦ π on M which is constant along the
G-orbits. What one wants is now to define a Poisson structure {., .}∗ on C∞(M/G)
such that the Poisson algebras (C∞(M/G), {., .}∗) and (O, {., .}) are isomorphic. This
would mean that all (G-invariant) information of the original phase space is transferred
to the Poisson algebra (C∞(M/G), {., .}∗). Therefore define
{φˆ, ψˆ}∗ = (π∗)−1{π∗φˆ, π∗ψˆ} (2.2)
for all φˆ, ψˆ ∈ C∞(M/G). Obviously π∗ is a Poisson algebra isomorphism between
the two Poisson algebras. So starting from a G-invariant theory we have arrived at
a formulation in which all essential information is contained and all redundancy has
been eliminated.
Consider now a G-invariant theory in which the group manifold itself is the config-
uration space (for example a particle moving on G with a Hamiltonian that is invariant
under G). The phase space of such a system is of course T ∗G, the cotangent bundle of
G. The left action of the group on itself, denoted by Lg, induces a left G−action L
∗
g on
T ∗G which is in fact a Poisson action w.r.t. the canonical Poisson structure on T ∗G
(T ∗G carries a natural Poisson structure because it is a cotangent bundle). Therefore
we can do what we did before and extract the G-invariant piece of the theory by going
to the quotient manifold
T ∗G/G (2.3)
Obviously this space is nothing but the space of left invariant one forms which means
that it is isomorphic to g∗, the dual of the Lie algebra of G. The canonical projection
π : T ∗G→ g∗ (2.4)
is therefore simply the pullback to the fiber over the identity element of G by means of
left translation. As before the Poisson structure on T ∗G induces a Poisson structure
on g∗. This Poisson structure on g∗ is called the ’Kirillov’ Poisson structure.
It is possible to obtain (by explicit calculation) a more concrete formula for the
Kirillov Poisson structure [15]. It reads
{F,G}(ξ) = ξ([gradξF, gradξG]) (2.5)
where F and G are smooth functions on g∗, ξ ∈ g∗ and gradξF ∈ g is determined by
d
dǫ
F (ξ + ǫη)|ǫ=0 = η(gradξF ) (2.6)
for all η ∈ g∗. In this paper we will always take G to be a simple group which means
that the Cartan-Killing form (., .) on its Lie algebra is non-degenerate. This allows us
6
to identify the Lie algebra g with its dual, i.e. all ξ ∈ g∗ are of the form (α, .) where
α ∈ g. The above formulas then become
{F,G}(α) = (α, [gradαF, gradαG]) (2.7)
and
d
dǫ
F (α + ǫβ)|ǫ=0 = (β, gradαF ) (2.8)
where α, β ∈ g and F,G ∈ C∞(g). This is the form that we will use.
It is possible to give an even more detailed description of the bracket by choosing
a basis {ta} in g. Define the function J
a on g by Ja(tb) = δ
a
b and extend it linearly
to all of g. Since Ja(α + ǫβ) = αa + ǫβa, where αa are the components of α in
the basis {ta}, we find that the left hand side of eq.(2.8) is equal to β
a. Now, one
can write gradαJ
a = (gradαJ
a)btb which means that we find for the right hand side
βc(gradαJ
a)bgcb where gcb = (tc, tb). Eq.(2.8) therefore reads
βc(gradαJ
a)bgcb = β
a (2.9)
which means that
(gradαJ
a)b = gab (2.10)
where gab is the inverse of gab. Inserting this into eq.(2.7) we find
{Ja, J b} = fabc J
c (2.11)
where f cab are the structure constants of g in the basis {ta}. The resemblance with the
Lie bracket
[ta, tb] = f
c
abtc (2.12)
on g is striking however we have to remember that the Poisson bracket (2.11) is defined
on the space of smooth functions on g which is a Poisson algebra, i.e. it also carries
a commutative multiplication compatible with the Poisson structure . This means for
example that the expression JaJ bJc makes sense, while tatbtc does not (remember that
if F,G are two functions on g then their product is defined by (FG)(α) = F (α)G(α)).
In this paper we shall be interested in certain Poisson reductions of the Poisson
structure discussed above. Let us therefore briefly review the procedure called Poisson
reduction.
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2.2. Poisson reduction
In this section we briefly describe the procedure called ’Poisson reduction’. Our
presentation does not pretend to be complete or rigorous, but is a heuristic introduction
to the subject. For more detailed discussions we refer to [16].
Let (M, {., .}) be a Poisson manifold and let {φi}
q
i=1 be a set of independent elements
of C∞(M). Denote by C the submanifold
C = {p ∈M | φi(p) = 0 for all i = 1, . . . , q} (2.13)
and let j : C →֒ M be the canonical embedding. As usual we call the functions {φi}
constraints and say that φi is ’first class’ if on C (i.e. after imposing the constraints)
it Poisson commutes with all other constraints. A constraint is called second class if it
is not first class.
It is a natural question to ask whether the Poisson bracket {., .} on M induces a
Poisson bracket on C. In general the answer to this question is no. In order to see this
let us assume that the Poisson bracket {., .} is derived from a symplectic form ω on M
(in general M is the union of symplectic leaves).The symplectic form ω then induces a
2-form j∗ω on C which is nothing but the pull back. This 2-form is closed, for we have
d(j∗ω) = j∗dω = 0 (2.14)
but the trouble is that it may no longer be non-degenerate. This phenomenon is caused
by the first class constraints. In order to see this, let Xi be the Hamiltonian vectorfield
associated to the first class constraint φi, i.e.
iXiω = dφi (2.15)
Since Xi|C(φj) ≡ {φi, φj}(C) = 0 for all j we find that Xi|C is tangent to C. Now, let
Y be any vectorfield on M tangent to C, then
(j∗ω)(Xi|C , Y |C) ≡ ω(Xi, Y )|C
= Y (φi)|C
= 0 (2.16)
where in the first step we used that both Xi and Y are tangent to C and in the last
step that φi is constant on C. We see that the Hamiltonian vectorfields of the first class
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constraints are in the kernel of the 2-form j∗ω which is therefore degenerate. In physical
terms what happens here is that the first class constraints generate gauge invariances
on C, i.e. a curve γ(t) on C tangent to the vectorfield Xi (which was associated to a
first class constraint) consists of physically equivalent ’states’. What we need to do is
identify all these states. In the systems we will consider the Hamiltonian vectorfields of
the first class constraints always form an involutive system which means, by Frobenius’
theorem, that C splits up into a union of nonintersecting submanifolds (leaves). These
leaves are sets of physically equivalent states and their tangent spaces coincide with
the degeneracy of the form j∗ω. It is clear that in order to get a symplectic form one
needs to identify points that lie on the same leaf. Denote the resulting coset space by
M¯ and let π : C → M¯ be the canonical projection. The symplectic form ω¯ on M¯ is
then defined by [15]
j∗ω = π∗ω¯ (2.17)
For the systems considered in this paper the flows of the Hamiltonian vectorfields of
the first class constraints are complete and generate a (gauge) group H . The triple
(C, M¯,H) is then a principal bundle with total space C, base space M¯ and structure
groupH . Assuming that this bundle is trivial (as will always be the case) we can choose
a global section s (in physics terminology this corresponds to choosing a gauge). The
composite map j ◦s is then an embedding of M¯ intoM . There is now a simple relation
between ω¯ and ω, namely
ω¯ = (π ◦ s)∗ω¯ = s∗π∗ω¯ = s∗j∗ω = (j ◦ s)∗ω (2.18)
since π ◦ s = 1 by definition of a section.
Let us choose a section s of C such that there exist ’gauge fixing constraints’
φq+1, . . . , φn with the property that
j ◦ s(M¯) = {p ∈M | φi(p) = 0 for i = 1, . . . , n} (2.19)
We can give the relation between the Poisson bracket on M induced by ω and the
Poisson bracket {., .}∗ on M¯ induced by ω¯ in an explicit way. It reads
{f¯ , g¯}∗ = {f, g} −
n∑
ij=1
{f, φi}∆ij{φj, g} (2.20)
where f, g ∈ C∞(M), the bar denotes the restriction to M¯ and ∆ij is the inverse of
∆ij = ({φi, φj})
n
i,j=1. The proof of this formula will not be given here but can be found
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in [17]. The bracket (2.20) was originally discovered by Dirac and is therefore called
the ’Dirac bracket’. One can immediately see from (2.20) that the Dirac bracket is
not defined if any of the constraints φi are first class, for then ∆¯ij would have at least
one column with only zeros which means that ∆ would no longer be invertible. This
corresponds to the earlier statement that in the presence of first class constraints j∗ω
is not symplectic.
Everything we have said above was in the terminology of symplectic geometry, but
from (2.20) follows that the Dirac bracket is still defined if {., .} is a Poisson structure
that is not symplectic. The crucial thing is that after constraining and gauge fixing we
are left with a set of second class constraints.
3. Classical Finite W algebras
In this section we apply the theory outlined in the previous section to the Kirillov
Poisson structure. It will be shown that every sl2 embedding determines in a natural
way a Poisson reduction of the Kirillov Poisson structure. The resulting Poisson alge-
bras are called ’classical Finite W algebras’. We start with a brief review of the theory
of sl2 embeddings into a simple Lie algebra [18].
3.1. sl2-embeddings
Let i : sl2 →֒ g be an embedding of sl2 into a simple Lie algebra g (in what follows g
will always be sln), and let L(Λ;n) be the irreducible finite dimensional representation
of g with highest weight Λ. As a representation of the subalgebra i(sl2) of g, L(Λ;n)
need not be irreducible. In general it decomposes into a direct sum of irreducible sl2
representations
L(Λ;n) ≃
⊕
j∈ 1
2
N
nj(Λ; i) · 2j + 12 (3.1)
where 2j + 1
2
denotes the (2j + 1)-dimensional irreducible representation of sl2 and
nj(Λ; i) are the multiplicities of these representations in the decomposition. The set of
numbers {nj(Λ; i)}j is called the ’branching rule’ of the representation L(Λ;n) under
the sl2 embedding i. In what follows L(Λ;n) will always either be the (n−dimensional)
fundamental or the (n2− 1 dimensional) adjoint representation of sln which we simply
denote by nn and adn respectively.
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Two sl2 embeddings i and i
′ are called equivalent if there exists an inner automor-
phism ψ of g such that
i′ = ψ ◦ i (3.2)
It is easy to show that if i ∼ i′ then nj(Λ; i) = nj(Λ; i
′) for all representations L(Λ;n)
and j ∈ 1
2
N. The converse is not so clear. However, for g = sln it can be shown that
[18]
1. The inequivalent sl2 embeddings into sln are completely characterized by the
branching rule of the fundamental representation, i.e. two sl2 embeddings are
equivalent if and only if the branching rules of the fundamental representation
w.r.t. these two embeddings are equal.
2. There exist P (n) inequivalent sl2 embeddings into sln, where P (n) is the number
of partitions of the number n.
The set of equivalence classes of sl2 embeddings into sln is therefore parametrized by
the branching rules of the fundamental representation, while the different branching
rules that are possible are simply given by the partitions of n.
Example: Let g = sl4. There are 5 equivalence classes of sl2 embeddings into sl4
characterized by the following decompositions
1. 44 ≃ 42
2. 44 ≃ 32 ⊕ 12
3. 44 ≃ 2 · 22
4. 44 ≃ 22 ⊕ 2 · 12
5. 44 ≃ 4 · 12
of the fundamental representation 44 of sl4.
The embeddings corresponding to the first branching rule of this example are called
’principal’. In general they are characterized by the fact that the fundamental repre-
sentation becomes an irreducible representation of the embedded algebra. The last
branching rule of the example corresponds to the so called ’trivial embeddings’. They
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are characterized by the fact that only singlets appear in the decomposition of the
fundamental representation.
In what follows we shall also need the centralizer C(i) of i(sl2) in g. It corresponds
to the singlets of the adjoint action of i(sl2) in g. In order to describe C(i) we have to
take a look at the branching rule of the fundamental representation
nn ≃
⊕
j∈ 1
2
N
nj · 2j + 12 (3.3)
where for convenience we simply denote nj ≡ nj(Λ; i) for the fundamental representa-
tion. Let q be the number of different values for j appearing in this decomposition for
which nj is non-zero, then C(i) is given by
C(i) ≃
⊕
j∈ 1
2
N
slnj
⊕
(q − 1)u(1) (3.4)
so in essence it is a direct sum of slnj algebras.
From the branching of the fundamental representation one can deduce the branching
of the (n2 − 1)-dimensional adjoint representation adn of g = sln. It reads
adn ⊕ 1n ≃
⊕
j∈N
n2j · (12 ⊕ 32 ⊕ . . .⊕ 4j + 12)⊕
j 6=j′
njnj′ · (2|j − j
′|+ 1
2
⊕ . . .⊕ 2|j + j′|+ 1
2
) (3.5)
where the singlet on the left hand side was added to indicate that in order to obtain
the branching rule of the adjoint representation adn we still have to ’subtract’ a singlet
from the righthand side.
Let {t0, t+, t−} be the standard generators of i(sl2). The Cartan element t0, called
the defining vector of the embedding, can always be chosen to be an element of the
Cartan subalgebra of g [18]. Therefore it defines a 1
2
Z gradation of g given by
g =
⊕
m∈ 1
2
Z
g(m) ; (3.6)
We can choose a basis
{t
(µ)
j,m}j∈ 1
2
N; −j≤m≤j; 1≤µ≤nj
(3.7)
for g = sln such that
[t3, t
(µ)
j,m] = mt
(µ)
j,m
[t±, t
(µ)
j,m] = c(j,m)t
(µ)
j,m±1 (3.8)
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where c(j,m) are standard normalization factors. We will always take the labeling to
be such that t
(1)
1,±1 ≡ t± and t
(1)
1,0 ≡ t0. It is clear that
g(m) =
⊕
j,µ
Ct
(µ)
j,m (3.9)
Note that the spaces g(m) and g(−m) are always of the same dimension. We have the
following
Lemma 1 The spaces g(m) and g(n) are orthogonal w.r.t. the Cartan-Killing form on
g, i.e.
(g(m), g(n)) = 0 (3.10)
iff m 6= −n.
Proof: Let x ∈ g(m) and y ∈ g(n), then obviously
([t0, x], y) = m(x, y) (3.11)
but also
([t0, x], y) = −(x, [t0, y]) = −n(x, y) (3.12)
where we used the invariance property of the Cartan Killing form. It follows imme-
diately that (n +m)(x, y) = 0. Therefore if n 6= −m we must have (x, y) = 0. This
proves the lemma .
For notational convenience we shall sometimes denote the basis elements t
(µ)
j,m sim-
ply by ta where a is now the multi-index a ≡ (j,m;µ). Let Kab denote the matrix
components of the Cartan-Killing form in this basis, i.e. Kab = (ta, tb) and let K
ab
denote its matrix inverse.
From the above lemma and the fact that the Cartan-Killing form is non-degenerate
on g follows immediately that g(k) and g(−k) are non-degenerately paired. This implies
that if ta ∈ g
(k) then Kabtb ∈ g
(−k) (where we used summation convention).
We then have the following lemma which we shall need later.
Lemma 2 If ta is a highest weight vector (i.e. a = (j, j;µ) for some j and µ) then
Kabtb is a lowest weight vector (and vica versa). In particular if ta ∈ C(i) then K
abtb ∈
C(i).
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Proof: Since ta is a highest weight vector we have
0 = ([ta, t+], x)
= (ta, [t+, x]) (3.13)
for all x ∈ g which means that ta is orthogonal to Im(adt+) or put differently
Ker(adt+) ⊥ Im(adt+) (3.14)
It is easy to do the same thing for t−. One therefore has the following decomposition
of g into mutually orthogonal spaces
g =
(
Ker(adt+) + Ker(adt−)
)
⊕
(
Im(adt+) ∩ Im(adt−)
)
(3.15)
where (
Ker(adt+) + Ker(adt−)
)
⊥
(
Im(adt+) ∩ Im(adt−)
)
(3.16)
Also one has the following decomposition
Ker(adt+) + Ker(adt−) = C(i)
⊕
k>0
Ker(adt+)
(k)
⊕
k>0
Ker(adt−)
(−k) (3.17)
As we saw above Kabtb ∈ g
(−k) iff ta ∈ g
(k). Therefore
Ker(adt±)
(±k) ⊥ Ker(adt±)
(±l) for all k, l > 0
Ker(adt+)
(k) ⊥ Ker(adt−)
(−l) for k 6= l
Ker(adt+)
(k) ⊥ C(i) for all k > 0
Ker(adt−)
(−k) ⊥ C(i) for all k > 0
from which the lemma follows .
Note that from the proof of this lemma follows that the spaces Ker(adt+)
(k) and
Ker(adt−)
(−k) are nondegenerately paired. The same is true for the centralizer C(i)
with itself. We shall use these results in the next section when we start reduction of
the Kirillov Poisson structure.
3.2. Reductions associated to sl2 embeddings
The procedure of Poisson reduction can be applied to Kirillov Poisson structures to
give new and in general nonlinear Poisson algebras. If the Lie algebra is a KM algebra
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then, as was shown in [6] many W -algebras appearing in Conformal Field theory can
be constructed in this way. These Poisson reductions are associated to inequivalent
sl2 embeddings into the finite underlying algebra of the KM algebra. In [13] it was
announced that the same procedure can be applied to finite dimensional Lie algebras
and an interesting special example was considered in detail. In this section the general
theory of these reductions will be developed.
Let there be given a certain sl2 subalgebra {t0, t+, t−} of g = sln. Under the adjoint
action of this sl2 subalgebra g branches into a direct sum of irreducible sl2 multiplets.
Let {t
(µ)
j,m} be the basis of g introduced in the previous section. Associated with this
basis is a set of C∞ functions {J j,m(µ) } on g with the property J
j,m
(µ) (t
(µ′)
j′,m′) = δ
µ′
µ δ
j
j′δ
m
m′ .
These can be called the (global) coordinate functions on g in the basis {t
(µ)
j,m} because
they associate to an element α ∈ g its (j,m, µ) component.
Let’s now impose the following set of constraints
{φj,m(µ) ≡ J
j,m
(µ) − δ
j
1δ
m
1 δ
1
µ}j∈ 1
2
N ; m>0 (3.18)
(remember that t
(1)
1,±1 ≡ t±; t
(1)
1,0 ≡ t0). Denote the ’zero set’ in g of these constraints
by gc. Its elements have the form
α = t+ +
∑
j
∑
m≤0
∑
µ
αj,m(µ) t
(µ)
j,m (3.19)
where αj,m(µ) are real or complex numbers (depending on which case we want to consider).
The constraints postulated above are motivated in the infinite dimensional case by
the requirement that the Poisson algebra which we obtain after reduction must be aW
algebra [5, 6]. In principle, from a mathematical point of view, one could consider more
general sets of constraints, however since we are primarily interested in applications of
our theory in conformal field theory we shall restrict ourselves to the constraints (3.18).
As discussed earlier we need to find out which of the constraints (3.18) are first
class for they will generate gauge invariances on gc. This is the subject of the next
lemma.
Lemma 3 The constraints {φj,m(µ) }m≥1 are first class.
Proof: First we show that
{J j,m(µ) , J
j′,m′
(µ′) } =
∑
j′′,µ′′
αµ
′′
j′′ J
j′′,m+m′
(µ′′) (3.20)
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for some coefficients α
(µ)
j . Let x ∈ g
(m′′), then
{J j,m(µ) , J
j′,m′
(µ′) }(x) = (x, [gradxJ
j,m
(µ) , gradxJ
j′,m′
(µ′) ]) (3.21)
Now let y be an element of g(k), then
(y, gradxJ
j,m
(µ) ) =
d
dǫ
J j,m(µ) (x+ ǫy)|ǫ=0 (3.22)
which is zero except when k = m (see definition of J j,m(µ) ). From this and the lemmas of
the previous section one concludes that gradxJ
j,m
(µ) ∈ g
(−m) and that the Poisson bracket
(3.21) is nonzero if and only if m′′ = m+m′. From this eq.(3.20) follows.
Consider now the Poisson bracket between two constraints in the set {φj,m(µ) }m≥1
{φj,m(µ) , φ
j′,m′
(µ′) } = {J
j,m
(µ) , J
j′,m′
(µ′) }
=
∑
j′′,µ′′
αj′′,µ′′ J
j′′,m+m′
(µ′′)
=
∑
j′′,µ′′
αj′′,µ′′ φ
j′′,m+m′
(µ′′)
which is obviously equal to zero on gc Note that the fact m,m
′ ≥ 1 was used in the
last equality sign. This proves the lemma .
Note that in general the set {φj,m(µ) }m≥1 is not equal to the total set of constraints
since the constraints with m = 1
2
are not included. These constraints will turn out to
be second class.
Let us now determine the group of gauge transformations on gc generated by the
first class constraints. Again we use the multi-index notation where now Roman letters
a, b, . . . run over all j,m and µ, and Greek letters α, β . . . over all j, µ but only m > 0
(those are the indices associated with the constraints). Let φα be one of the first class
constraints (i.e. α ≡ (j,m;µ) with m ≥ 1), then the gauge transformations associated
to it are generated by its Hamiltonian vectorfields
Xα ≡ {φ
α, ·} (3.23)
Let x = xata ∈ g, then the change of x under a gauge transformation generated by φ
α
is given by
δαx = ǫ{φ
α, Ja}(x)ta
= ǫ{Jα, Ja}(x)ta
= ǫgαaf cabx
btc
= [ǫgαata, x] (3.24)
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Since gαata ∈ g
(−k) iff tα ∈ g
(k) (see lemmas in the previous section) we find that the
Lie algebra of gauge transformations is given by
h =
⊕
k≥1
g(−k) (3.25)
This is obviously a nilpotent Lie subalgebra of g and can be exponentiated to a group
H . This is the gauge group generated by the first class constraints. Note that from
eq.(3.24) follows that H acts on gc in the adjoint representation, i.e the gauge orbit of
a point x ∈ gc is given by
O = {gxg−1 | g ∈ H} (3.26)
Now that we have identified the gauge group we can come to the matter of con-
structing the space gc/H , or equivalently, gauge fixing. Of course this can be done in
many ways, however in [5, 6] it was argued that there are certain gauges which are
the most convenient from the conformal field theoretic point of view. These are the so
called ’lowest weight gauges’. Define the subset gfix of gc as follows
gfix = {t+ +
∑
j,µ
xj(µ)t
(µ)
j,−j | x
j
(µ) ∈ C} (3.27)
We then have the following
Theorem 1
H × gfix ≃ gc (3.28)
Proof: Note first the obvious fact that g(−l) = g
(−l)
lw ⊕ g
(−l)
0 , where g
(−l+1)
0 = [t+, g
(−l)]
and [t−, g
(−l)
lw ] = 0. Let now x ∈ gc which means that x = t+ + x
(0) + . . .+ x(−p) where
x(−k) ∈ g(−k) and p ∈ 1
2
N is the largest j value in the decomposition of the adjoint
representation w.r.t. the embedding i. Of course each x(−k) can be written as a sum
x
(−k)
0 + x
(−k)
lw where x
(−k) ∈ g
(−k)
0 and x
(−k) ∈ g
(−k)
lw . Let also α
(−k) be an element of
grade −k in h, i.e. α(−k) ∈ g(−k) ⊂ h. Then
(
eα
(−k)
xe−α
(−k)
)(−k+1)
= (x
(−k+1)
0 + x
(−k+1)
lw )− adt+(α
(−k))(
eα
(−k)
xe−α
(−k)
)(−k+i)
= x(−k+i) for 1 < i ≤ k
i.e. only the elements x(−k+1), . . . , x(−p) are changed by this gauge transformation.
Now, since adt+ : g
(−k) → g
(−k+1)
0 is bijective by definition, there exists a unique
α(−k) ∈ g(−k) such that adt+(α
(−k)) = x
(−k+1)
0 , i.e. the element x
(−k+1)
0 can be gauged
away by choosing α(−k) appropriately. From this follows immediately that there exist
unique elements α(−l) ∈ g(−l) (l = 1, . . . , p) such that
eα
(−p)
. . . eα
(−1)
x e−α
(−1)
. . . e−α
(−p)
= y ∈ gfix (3.29)
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This provides, as one can now easily see, a bijective map between H×gfix and gc given
by (
e−α
(−1)
. . . e−α
(−p)
, y
)
→ x (3.30)
This proves the theorem .
So starting from g, after imposing constraints and fixing gauge invariances we have
arrived at a submanifold gfix of g. We now want to determine the Poisson algebra
structure of C∞(gfix). For this we need to calculate the Dirac brackets
{J j,−j(µ) , J
j′,−j′
(µ′) }
∗ (3.31)
between the generators {J j,−j(µ) } of C
∞(gfix). We shall first address a slightly more
general problem and then specialize to reductions associated to sl2 embeddings.
Let {ti}
dim(g)
i=1 be a basis of the Lie algebra g, let k be a positive integer smaller or
equal to dim(g) and denote tk+1 ≡ Λ. Consider then the following subset of g
gf = {Λ +
k∑
i=1
αiti | α
i ∈ C} (3.32)
which can be seen as the zero set of the constraints φ1 = Jk+1 − 1 and φi = Jk+i for
1 < i ≤ p − k. Also suppose that the Kirillov bracket on g induces a Dirac bracket
{., .}∗ on gf (i.e. all constraints are second class).
Denote by R the set of smooth functions
R : Ck × gf −→ g (3.33)
of the form
R(~z; y) =
k∑
i=1
ziR
i(y) (3.34)
where ~z ≡ {zi}
k
i=1 ∈ C
k, y ∈ gf and R
i(y) ∈ sln. To any element R ∈ R one can
associate a map
QR : C
k × gf −→ C
∞(g) (3.35)
defined by
QR(~z; y) =
dim(g)∑
i=1
(R(~z; y), ti)J
i (3.36)
(where as before J i ∈ C∞(g) is defined by J i(tj) = δ
i
j). We are going to use certain
elements of the set R in order to explicitly calculate the Dirac brackets on gf . We have
the following theorem.
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Theorem 2 If there exists a unique R ∈ R such that for all ~z ∈ Ck and y ∈ gf we
have
Λ+ [R(~z; y), y] ∈ gf (3.37)
and
QR(~z; y)|gf =
k∑
i=1
ziJ
i + (R(~z; y),Λ) (3.38)
(i.e. the restriction of QR(~z; y) to gf is equal to the right hand side of (3.38)) then
k∑
ij=1
zi {J
i, J j}∗(y) tj = [R(~z; y), y] (3.39)
for all ~z ∈ Ck and y ∈ gf .
Note that from eq.(3.39) one can read off all the Dirac brackets between the generators
{J i}ki=1 of C
∞(gf) since the formula holds for all ~z ∈ C
k and the elements tj are all
independent. The only thing that one therefore needs to determine is the map R. Also
note that from equation (3.38) follows that within the Dirac bracket {., .}∗ the function
QR(~z; y) is equal to
∑k
i=1 ziJ
i, i.e.
{QR(~z; y), ·}
∗ =
k∑
i=1
zi{J
i, ·}∗ (3.40)
since constants commute with everything and restriction to gf is always implied within
the Dirac bracket.
The proof of the theorem is based on the following two lemmas.
Lemma 4 Let M be a Poisson manifold, Q ∈ C∞(M) and XQ its Hamiltonian vector-
field, i.e. XQ = {Q, .}. Let there also be given a set of second class constraints and let
Z be the submanifold where they all vanish. If for some p ∈ M we have XQ|p(φi) = 0
for all i (i.e. XQ|p is tangent to Z), then
{Q,F}(p) = {Q¯, F¯}∗(p) for all F ∈ C∞(M) (3.41)
where {., .}∗ is the Dirac bracket.
Proof: Simply calculating the Dirac bracket in p gives
{Q¯, F¯}∗(p) ≡ {Q,F}(p)− {Q, φi}(p)∆
ij(p){φj, F}(p)
= {Q,F}(p)
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because by hypothesis {Q, φi}(p) = 0 for all i. This proves the lemma .
The origin of equation (3.37) in the theorem becomes clear in the following lemma.
Lemma 5 If for all y ∈ gf and ~z ∈ C
k
Λ+ [R(~z; y), y] ∈ gf (3.42)
then
{QR(~z; y), φ
i}(y) = 0 (3.43)
for all 1 ≤ i ≤ p− k; y ∈ gf and ~z ∈ C
k.
Proof: By definition of J i we have y = tiJ
i(y) which gives us
Λ + [R(~z; y), y] = Λ +
dim(g)∑
ij=1
[R(~z; y)iti, tjJ
j](y)
= Λ +
dim(g)∑
ijlm=1
Kijf
jl
mR(~z; y)
iJm(y)tl
= Λ +
dim(g)∑
ijl=1
{KijR(~z; y)
iJ j , J l}(y)tl
≡ Λ +
dim(g)∑
i=1
{QR(~z; y), J
i}(y)ti
but by hypothesis this was an element of gf . Therefore {QR(~z; y), J
i}(y) = 0 for
i ≥ k + 1. This proves the lemma .
Putting together these two lemmas we find
Proof of theorem: From the previous lemmas follows that if eqns. (3.37) and (3.38)
are satisfied, then
k∑
ij=1
zi{J
i, J j}∗(y)tj =
k∑
i=1
{QR(~z; y), J
i}∗(y)ti
=
k∑
i=1
{QR(~z; y), J
i}(y)ti
=
dim(g)∑
i=1
{QR(~z; y), J
i}(y)ti
= [R(~z; y), y] (3.44)
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where eqn.(3.38) was used in the first step. This proves the theorem .
Note that conversely in order to show the existence of the Dirac bracket on gf it is
sufficient to prove that equations (3.37) and (3.38) of the above theorem are solvable
within R. We will now show that this is the case when gf ≡ gfix associated to an
arbitrary sl2 embedding.
Theorem 3 Let |i| be the total number of sl2 multiplets in the branching of the adjoint
representation of g. The equations
t+ + [R(~z; y), y] ∈ gfix for all ~z ∈ C
|i| and y ∈ gfix
QR(~z; y)|gfix =
∑
j;µ
z
(µ)
j J
j,−j
(µ) + (R(~z; y), t+) for all z ∈ C
|i| and y ∈ gfix
have a unique solution R ∈ R for arbitrary embeddings.
Proof: First solve the second equation.
QR(~z; y)(y) =
(
R(p) + . . .+R(−p), t+ + y
(0) + . . .+ y(−p)
)
= (R(−1), t+) + (R
(p), y(−p)) + . . .+ (R(0), y(0))
Now, y(−j) ∈ g
(−j)
lw which means that y
(−j) =
∑
µ y
j,−j
(µ) t
(µ)
j,−j. Also R
(j) = R
(j)
0 +R
(j)
hw where
R
(j)
0 ∈ Im(adt+) and R
(j)
hw ∈ Ker(adt+). Let {t
j,−j
(µ) }µ ⊂ g
(j) be such that (t
(µ)
j,−j, t
j′,−j′
(µ′) ) =
δj
′
j δ
µ
µ′ (remember that g
(j) and g(−j) are non-degenerately paired). Then take
R
(j)
hw =
∑
µ
z
(µ)
j t
j,−j
(µ) (3.45)
Obviously the second equation of the theorem is then satisfied.
Let’s now solve the first equation. For k > 0 it reads [R, y](k) = 0. Writing this out
gives
[R
(k−1)
0 , t+] = [y
(0), R(k)] + . . .+ [y(k−p), R(p)] (3.46)
Remember that adt+ : g
(k−1)
0 → g
(k) is bijective which means that if we already know
R(k), . . . , R(p) then we can uniquely solve this equation for R
(k−1)
0 (remember that for
l ≥ 0 we have already determined the quantities R
(l)
hw). The initial term of this sequence
of equations is obviously R(−p) = R
(−p)
hw (i.e. R
(−p)
0 = 0). In this way we can completely
determine the positive and zero grade piece of R(~z; y).
For −k ≥ 0 the situation is similar but slightly different. What we now have to
demand is that [R, y]
(−k)
0 = 0. This leads to the equation
[t+, R
(−k−1)] = [R(−k), y(0)]0 + . . .+ [R
(−k+p), y(−p)]0 (3.47)
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where we used that [t+, R
(−k−1)] is already an element of g
(−k)
0 . Remember that adt+ :
g(−k−1) → g
(−k)
0 is bijective so there exists a unique R
(−k−1)(z) such that the equation
is solved, assuming we know R(−k), . . . , R(−k+p) already. In this way we can grade by
grade determine the negative grade piece of the matrix R. It is also clear from the
above construction that R ∈ R. This proves the theorem .
It is possible to derive a general formule for R(~z; y) using arguments similar to those
used in [8]. Let again
glw =
⊕
j∈ 1
2
N
g
(−j)
lw = span({t
(µ)
j,−j}j;µ (3.48)
and let Π be the orthogonal (w.r.t. the Cartan-Killing form) projection onto Im(adt+).
Obviously the map adt+ : Im(adt−)→ Im(adt+) is invertible. Denote the inverse of this
map, extended by 0 to g by L. As before what we want to do is solve the equation
[R, y] = x ∈ glw (3.49)
for y ∈ gfix. Noting that y = t+ + w where w ∈ glw and applying Π this equation
reduces to
Π ◦ adt+R = ǫΠ([R,w]) (3.50)
where we introduced a parameter ǫ in the right hand side which we want to put to 1
later. Note that the left hand side is equal to adt+R since this is already an element of
Im(adt+). Assume now that R can be (perturbatively) written as
R =
∞∑
k=0
Rkǫ
k (3.51)
(we shall have to justify this later). Consider now the zeroth order part of the equation
(3.50). It reads
adt+R0 = 0 (3.52)
This means that R0 ≡ F (~z) which is an arbitrary element of ker(adt+). The first order
equation is equal to
adt+R1 = Π([F,w]) (3.53)
Obviously this equation is solved by
R1 = −L ◦ adwF (3.54)
Proceeding with higher orders we find
Rk+1(~z; y) = −L ◦ adw (Rk(~z; y)) (3.55)
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which means that
R(~z; y) =
1
1 + ǫL ◦ adw
F (~z) (3.56)
There are no convergence problems with this series since the operator L lowers the
degree by one which means that after 2p steps it must cancel. We therefore find
∑
j,j′;µµ′
z
(µ)
j {J
j,−j
(µ) , J
j′,−j′
(µ′) }
∗(y) t
(µ′)
j′,−j′ = −ady
(
1
1 + Ladw
F (~z)
)
(3.57)
Let again y = t+ + w ∈ gfix (i.e. w ∈ glw) and Q ∈ C
∞(gfix). We then define
gradyQ ∈ Ker(adt+) ≡ ghw by
(
x, gradyQ
)
≡
d
dǫ
Q(y + ǫx)|ǫ=0 for all x ∈ glw (3.58)
Note that this uniquely defines gradyQ because, as we saw before, glw and ghw are non-
degenerately paired. It is now easy to derive a general (and coordinate free) formula
for the (Dirac) Poisson structure on C∞(gfix) induced by the Kirillov Poisson structure
on C∞(g). For Q1, Q2 ∈ C
∞(gfix) it reads
{Q1, Q2}
∗(y) =
(
y, [gradyQ1,
1
1 + L ◦ adw
gradyQ2]
)
(3.59)
For the so called trivial embedding (t0 = t± = 0) the map L is equal to the zero map
and the above formula reduces to the ordinary Kirillov bracket as it should (because
in that case gfix ≡ g).
From now on denote the Kirillov Poisson algebra associated to a (semi) simple Lie
algebra g by K(g) and the Poisson algebra C∞(gfix) with Poisson structure (3.59) by
W(i) where i is again the sl2 embedding in question.
In general W(i) is a non-linear Poisson algebra as we shall see when we consider
examples. However it can happen that W(i) contains a subalgebra that is isomorphic
to a Kirillov algebra. The next theorem deals with this.
Theorem 4 The algebra W(i) has a Poisson subalgebra which is isomorphic to⊗
j∈ 1
2
N
K(slnj )
⊗
(q − 1)K(u(1)) (3.60)
(where again q is the number of different j values in the decomposition of the funda-
mental representation).
Proof: Remember that the centralizer of the sl2 subalgebra i(sl2) is given by
C(i) =
⊕
j∈ 1
2
N
slnj
⊕
(q − 1)u(1) (3.61)
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and therefore the Kirillov algebra of C(i) is equal to (3.60). Since all elements of the
centralizer are lowest (and highest) weight vectors w.r.t. i(sl2) the function J
a is not
constrained if ta ∈ C(i), i.e. all the elements J
a associated to the centralizer survive
the reduction. It is not obvious however that they still form the algebra (3.60) w.r.t.
the Dirac bracket. This is what we have to show.
The part of the equation∑
j,j′;µ,µ′
z
(µ)
j {J
j,−j
(µ) , J
j′,−j′
(µ′) }
∗(y)t
(µ′)
j′,−j′ = [R(~z; y), y] (3.62)
that determines the Poisson relations between the currents associated to the centralizer
is ∑
µ,µ′
z
(µ)
0 {J
0,0
(µ), J
0,0
(µ′)}
∗(y) t
(µ′)
0,0 = [R(~z; y), y]
(0) (3.63)
The right hand side of this equation reads in more detail
[R, y](0) = [R
(0)
lw , y
(0)] + [R
(0)
0 , y
(0)] + . . .+ [R(p), y(−p)] + [R(−1), t+] (3.64)
Note that R
(0)
lw and y
(0) are both elements of C(i) which means that the first term in the
right hand side is also an element of C(i). We will now show that R
(0)
0 , R
(1), . . . , R(p)
and R(−1) do not depend on {z
(µ)
0 }µ which means that all but the first term in the right
hand side of equation (3.64) are irrelevant for the Poisson brackets {J0,0(µ), J
0,0
(µ′ }
∗.
From eq.(3.46) follows that R
(k)
0 is only a function of z
(µ)
p , . . . , z
(µ)
k+1 for k ≥ 0 and
therefore R(k) = R(k)(z(µ)p , . . . , z
(µ)
k ). Now, R
(−1) is determined by equation (3.47) for
k = 0
[t+, R
(−1)] = [R(0), y(0)]0 + . . .+ [R
(p), y(−p)]0 (3.65)
Note that the terms [R(l), y(−l)] for l > 0 certainly do not contain z
(µ)
0 as we just saw.
Also note that
[R(0), y(0)]0 = [R
(0)
0 +R
(0)
lw , y
(0)]0 = [R
(0)
0 , y
(0)] (3.66)
because of the reason we mentioned earlier that R
(0)
hw and y
(0) are both in C(i). However,
as we have seen above R
(0)
0 does not contain z
(µ)
0 . From this we conclude that the only
term in [R, y](0) that contains z
(µ)
0 is [R
(0)
lw , y
(0)], i.e.∑
µµ′
z
(µ)
0 {J
0,0
(µ), J
0,0
(µ′)}
∗(y)t
(µ)
0,0 = [R
(0)
lw , y
(0)]
= [R
(0)
lw ,
∑
µ
J0,0(µ)(y)t
(µ)
0,0 ] (3.67)
As the generators {t
(µ)
0,0} are a basis of C(i) they form a⊕
j
slnj
⊕
(q − 1)u(1) (3.68)
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algebra. From this, eq.(3.67) and theorem 2 follows immediately that the Poisson
algebra generated by {J0,0(µ)} w.r.t. the Dirac bracket is isomorphic to Kirillov algebra
of C(i). This proves the theorem .
3.3. Generalized finite Miura transformations
In this section we will present a generalized version of the Miura transformation.
Roughly this is a Poisson homomorphism of the finite W algebra W(i) in question
to a certain Kirillov algebra. In order to be able to describe this map for arbitrary
embeddings however we first have to concern ourselves with the cases when in the
decomposition of g into sl2 multiplets there appear half integer grades. As we have
seen, in those cases the constraints φ
j, 1
2
(µ) are second class. In what follows it will be
necessary to be able to replace the usual set of constraints by an alternative set which
contains only first class constraints but which gives rise to the same reduction [19].
Roughly what one does is impose only half of the constraints that turned out to be
second class in such a way that they become first class. The other constraints that
were second class can then be obtained as gauge fixing conditions. In this way gfix
stays the same but gc is different. Since the resulting Poisson algebra only depends on
gfix it is clear that we obtain the same algebra W(i).
Let’s now make all of this more precise. We describe the sln algebra in the standard
way by traceless n × n matrices; Eij denotes the matrix with a one in its (i, j) entry
and zeroes everywhere else. As we said earlier embeddings of sl2 into sln are in one-
to-one correspondence with partitions of n. Let (n1, n2, . . .) be a partition of n, with
n1 ≥ n2 ≥ . . .. Define a different partition (m1, m2, . . .) of n, with mk equal to the
number of i for which ni ≥ k. Furthermore let st =
∑t
i=1mi. Then we have the
following
Lemma 1 An embedding of sl2 in sln under which the fundamental representation
branches according to n→ ⊕ni is given by
t+ =
∑
l≥1
nl−1∑
k=1
El+sk−1,l+sk,
t0 =
∑
l≥1
nl∑
k=1
(
nl + 1
2
− k)El+sk−1,l+sk−1,
t− =
∑
l≥1
nl−1∑
k=1
k(nl − k)El+sk,l+sk−1. (3.69)
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The proof is by direct computation∗. If the fundamental representation of sln is spanned
by vectors v1, . . . vn, on which sln acts via Eij(vk) = δjkvi, then the irreducible rep-
resentations nl of sl2 to which it reduces are spanned by {vl+sk−1}1≤k≤nl. Previously
we decomposed the lie algebra g into eigenspaces of adt0 . However, for our present
purposes it is convenient to introduce a different grading of the Lie algebra g, that we
need to describe the generalized Miura map and the BRST quantization. The grading
is defined by the following element of the Cartan subalgebra of sln:
δ =
∑
k≥1
mk∑
j=1
(∑
l lml∑
lml
− k
)
Esk−1+j,sk−1+j . (3.70)
This leads to the alternative decomposition g = g− ⊕ g0 ⊕ g+ of g into spaces with
negative, zero and positive eigenvalues under the adjoint action of δ respectively (note
that in case the grading of adt0 is an integral grading then we have t0 = δ so in those
cases nothing happens. In general however t0 6= δ and also g
(m) 6= gm). The subalgebra
g0 consists of matrices whose nonzero entries are in square blocks of dimensionsm1×m1,
m2 × m2, etc. along the diagonal of the matrix and is therefore a direct sum of
slmk subalgebras (modulo u(1) terms). The nilpotent subalgebra g+ is spanned by
{El+sk−1,r+sk}l≥1; 1≤k≤nl−1; r>0, and the nilpotent subalgebra g− by the transpose of
these. Let π± denote the projections onto g±. Then the following theorem describes
the replacement of the mixed system of first and second class constraints by a system
of first class constraints only.
Theorem 1 The constraints {J l+sk−1,r+sk − δr,l}l≥1; 1≤k≤nl−1; r>0 are first class. The
gauge group they generate is Hˆ = exp(g−) acting via the adjoint representation on
g. The resulting finite W algebra is the same as the one obtained by imposing the
constraints (3.18).
Proof: decompose g in eigenvalues of adδ, g = ⊕kgk. Note that adδ has only integral
eigenvalues. Using the explicit form of t+ in (3.69), one easily verifies that [δ, t+] = t+.
Thus, t+ ∈ g1. Again since [g+, g+] = [g≥1, g≥1] ⊂ g≥2 it follows (exactly like in lemma
3) that the constraints {J l+sk−1,r+sk − δr,l}l≥1; 1≤k≤nl−1; r>0 are first class. The gauge
group can be determined similarly as in section 3.2, and the analogue of theorem 1 of
section 3.2 can be proven in the same way with the same choice of gfix, if one uses
the decomposition of g in eigenspaces of adδ rather than adt0 . Therefore the resulting
finite W algebra is the same, because theorem 2 and 3 of section 3.2 show that it only
depends on the form of gfix.
∗The commutation relations are [t0, t±] = ±t±, and [t+, t−] = 2t0.
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Let us explain this theorem in words. The number of second class constraints in
any system is necessarily even. If one switches to the adδ grading the set of second class
constraints is split into half: one half gets grade 1 w.r.t. adδ while the other half gets
grade 0. Now what one does is impose only that half that has obtained grade 1 w.r.t.
the adδ grading. These constraints are then first class. The gauge transformations they
generate can be completely fixed by imposing the constraints that were in the other
half. Having done that we are back in exactly the same situation as before. The only
difference is that we now know of a system of first class constraints that in the end
leads to the same reduction.
Note that the number of generators of the finite W algebra is equal to dim(g0) =
(
∑
im
2
i ) − 1. This is indeed the same as the number of irreducible representations of
sl2, minus one, one obtains from (⊕ini)⊗ (⊕ini), as the latter number equals (
∑
j(2j−
1)nj)− 1, and one easily checks that
∑
im
2
i =
∑
j(2j − 1)nj.
The generalized Miura transformation can now be formulated as
Theorem 5 There exists an injective Poisson homomorphism from W(i) to K(g0).
Proof: First we show that for every element x ∈ t+ + g0 there exist a unique element
h in the gauge group Hˆ such that h · x · h−1 ∈ gfix. For this note that there exists
a unique element h′ ∈ Hˆ such that h′.x.h′−1 ∈ gc. This follows from the previous
theorem and the remarks made after it. In fact it follows from those remarks that h′ is
an element of that subgroup of Hˆ that is generated by the ’ex’ second class constraints
(the ones that were made into first class constraints by not imposing the other half).
It was shown earlier however that
gfix ×H ≃ gc (3.71)
which means that there exists a unique element h′′ ∈ H such that
h′′h′.x.(h′′h′)−1 ∈ gfix (3.72)
We conclude from this that there is a surjective map from x ∈ t+ + g0 to gfix given
by (3.72). The pull back of this map C∞(gfix) ≡ W(i) → C
∞(t+ + g0) (which will
therefore be injective) is then the Miura map. Of course we still have to check whether
this map is a Poisson homomorphism. This we address next.
What is the Poisson structure on C∞(t+ + g0) ? Since the constraints of which
the space t+ + g0 is the zero set are obviously second class the Kirillov bracket on g
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induces a Dirac bracket on it. It is not difficult to see that the Dirac term in the Dirac
bracket cancels in this case which means that the Poisson algebra C∞(t+ + g0) with
the induced Poisson structure is isomorphic to the Poisson algebra K(g0). Since the
transformation from W(i) to K(g0) corresponds to a gauge transformation (3.72) the
map is necessarily a homomorphism.
3.4. Examples
The simplest examples of finite W algebras are those associated to the so called
’principal sl2 embeddings’. These embeddings are associated to the trivial partition of
the number n: n = n. The fundamental representation of g = sln therefore becomes
an irreducible representation of the sl2 subalgebra, i.e.
nn ≃ n2 (3.73)
The branching rule for the adjoint representation of g therefore reads
adn ≃ 32 ⊕ 52 ⊕ . . .⊕ 2n− 12 (3.74)
From this follows immediately that the finite W algebra will have n − 1 generators
(since there are n− 1 sl2 multiplets). Without going into details we can immediately
predict the Poisson relations between these generators from the generalized Miura
transformation for in this case the subalgebra g(0) = g0 coincides with the Cartan
subalgebra of sln. Since the Cartan subalgebra is an abelian algebra, and since the
Kirillov algebra of an abelian Lie algebra is a Poisson commutative algebra we find
that a finite W algebra associated to a principal embedding must also be Poisson
commutative since it is isomorphic to a Poisson subalgebra of K(g0). We conclude
therefore that the principal sl2 embedding into sln leads to the abelian Poisson algebras
with (n− 1) generators .
The simplest nontrivial case of a finite W algebra is associated to the (only) non-
principal embedding of sl2 into sl3. This embedding is associated to the following
partition of 3: 3→ 2 + 1. The branching rule of the fundamental representation of sl3
is therefore
33 ≃ 22 ⊕ 12 (3.75)
From this we find the following branching rule for the adjoint representation
ad3 ≃ 32 ⊕ 2.22 ⊕ 12 (3.76)
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from which follows immediately that the finiteW algebra associated to this embedding
will have 4 generators. We shall go through the construction of this finite W algebra
in some detail in order to illustrate the theory discussed above.
The explicit form of the sl2 embedding is
t+ = E1,3
t0 = diag(
1
2
, 0,−
1
2
)
t− = E3,1 (3.77)
where as beforeEij denotes the matrix with a one in its (i, j) entry and zeros everywhere
else. The (sl3 valued) function J = t
(µ)
j,mJ
j,m
(µ) (where we used summation convention)
reads
J =


1
2
J1,0(1) + J
0,0
(1) J
1
2
, 1
2
(1) J
1,1
(1)
J
1
2
,− 1
2
(2) −2J
0,0
(1) J
1
2
, 1
2
(2)
J1,−1(1) J
1
2
,− 1
2
(1) J
0,0
(1) −
1
2
J1,0(1)

 (3.78)
According to the general prescription the constraints are
J1,1(1) − 1 = J
1
2
, 1
2
(1) = J
1
2
, 1
2
(2) = 0 (3.79)
the first one being the only first class constraint. As was shown earlier the gauge
invariance generated by this constraint can be completely fixed by adding the ’gauge
fixing condition’
J1,0(1) = 0 (3.80)
The Dirac brackets between the generators {J0,0(1) , J
1
2
,− 1
2
(1) , J
1
2
,− 1
2
(2) } and J
1,−1
(1) can now
easily be calculated. In order to describe the final answer in a nice form introduce
C = −
4
3
(J1,−1(1) + 3(J
0,0
(1) )
2)
E = J
1
2
,− 1
2
(1)
F =
4
3
J
1
2
,− 1
2
(2)
H = 4J0,0(1) (3.81)
(note that this is an invertible basis transformation). The Dirac bracket algebra be-
tween these generators reads [13]
{H,E}∗ = 2E
{H,F}∗ = −2F
{E,F}∗ = H2 + C (3.82)
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and C Poisson commutes with everything. This algebra which is called W¯
(2)
3 was first
constructed in [20] as a nonlinear deformation of su(2). In [13] it was shown to be a
reduction of sl3 and its representation theory was explicitly constructed.
Let’s now consider the finite Miura transformation for this algebra. Since the
grading of sl3 by adt0 is half integer we have to switch to the grading by adδ. The
explicit form of δ is
δ =
1
3
diag(1, 1,−2) (3.83)
It is easily checked that this defines an integer grading of sl3. The crucial change is
that the elements E23 and E12 have grade 1 and 0 w.r.t. the adδ grading while they
have grade 1
2
w.r.t. adt0 . According to the prescription given in the previous section
the alternative set of constraints that one now imposes in order to reduce the mixed
system of first and second class constraints to a system of first class constraints only is
J1,1(1) − 1 = J
1
2
, 1
2
(2) = 0 (3.84)
As we already mentioned in the previous section, what has happened here is that one
has now imposed only half of the constraints that turned out to be second class. The
result is that both constraints in (3.84) are first class. The point however is that the
gauge symmetry induced by the second constraint in eq. (3.84) can be completely fixed
by adding the gauge fixing condition
J
1
2
, 1
2
(1) = 0 (3.85)
which then leaves us with exactly the same set of constraints and gauge invariances as
before.
We can now describe the generalized Miura map for this case. An arbitrary element
of t+ + g0 is given by
J0 ≡


h+ s e 1
f s− h 0
0 0 −2s

 (3.86)
Note that g0 ≃ sl2⊕u(1) which means that the Poisson relations in K(g0) between the
generators h, e, f and s (viewed as elements of C∞(g0)) are given by
{h, e} = e
{h, f} = −f
{e, f} = 2h (3.87)
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and s commutes with everything. As shown in the previous section the equation that
we have to solve in order to get explicit formulas for the Miura map is is the following
equation for h ∈ Hˆ (where Hˆ is again the group of gauge transformations generated
by the two first class constraints (3.84)).
hJ0h
−1 =


J0,0(1) 0 1
J
1
2
,− 1
2
(2) −2J
0,0
(1) 0
J1,−1(1) J
1
2
,− 1
2
(1) J
0,0
(1)

 (3.88)
The unique solution of this equation is given by
h =


1 0 0
0 1 0
3
2
s+ 1
2
h e 1

 (3.89)
Inserting this back into eqn.(3.88) one finds certain expressions for J0,0(1) , J
1
2
,− 1
2
(1) , J
1
2
,− 1
2
(2)
and J1,−1(1) in terms of the functions {e, f, h, s}. In terms of the generators (3.81) these
read
H = 2h− 2s
E = (3s− h)e
F =
4
3
f
C = −
4
3
(h2 + 3s2 + fe) (3.90)
It is easy to check, using the relations (3.87) that these satisfy the algebra (3.82).
Therefore we find that indeed (3.90) provides an injective Poisson homomorphism from
W
(2)
3 into the Kirillov Poisson algebra of the Lie algebra g0 = sl2 ⊕ u(1) .
In the appendix we consider more examples of finiteW algebras and their quantum
versions. In particular we construct all finite W algebras associated to sl4 (to get the
classical versions of the algebras displayed in the appendix just replace commutators
by Poisson brackets and forget about all terms of order h¯2 or higher).
4. Finite W Symmetries in Generalized Toda Theories
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It is well known [21] that infinite W algebras arise as algebras of conserved cur-
rents of Toda theories. The infinite W algebras related to arbitrary sl2 embeddings
are related to the conserved currents of so-called generalized Toda theories [22, 7].
Since finite W algebras are essentially a dimensional reduction of infinite W algebras,
one expects that there are one-dimensional analogues of the ordinary two-dimensional
Toda actions whose conserved currents are related to a finite W algebra. Indeed, the
construction of these one-dimensional Toda actions is completely straightforward, and
has the desired properties.
One starts with the action for a free particle moving on the group manifold G =
SL(n). The metric on G is given by extending the Cartan-Killing metric (ta, tb) =
Tr(tatb) on the Lie algebra g all over G in a left-right invariant way. This leads to the
familiar action
S[g] =
1
2
∫
dtTr
(
g−1
dg
dt
g−1
dg
dt
)
. (4.1)
Alternatively, this action can be seen as a one-dimensional WZW action. It satisfies
the following Polyakov-Wiegmann identity
S[gh] = S[g] + S[h] +
∫
dtTr
(
g−1
dg
dt
dh
dt
h−1
)
, (4.2)
from which one immediately deduces the equations of motion,
d
dt
(
g−1
dg
dt
)
=
d
dt
(
dg
dt
g−1
)
= 0. (4.3)
The action (4.1) is invariant under g → h1gh2 for constant elements h1, h2 ∈ G. This
leads to the conserved currents J, J¯ given by
J =
dg
dt
g−1 ≡ Jata and J¯ = g
−1dg
dt
≡ J¯ata. (4.4)
The equations that express the conservation of these currents in time coincide with the
equations of motion of the system, so fixing the values of these conserved quantities
completely fixes the orbit of the particle once its position on t = 0 is specified. In this
sense the free particle on a group is a completely integrable system. The conserved
quantities form a Poisson algebra [23]
{Ja, J b} = fabc J
c, (4.5)
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with similar equations for J¯ . This is precisely the Kirillov Poisson bracket we used
as a starting point for the construction of finite W algebras. These were obtained by
imposing constraints on the Poisson algebra (4.5), and we want to do the same here to
get systems with finite W symmetry. Actually, we already have the first example at
our disposal here. If we consider the trivial embedding of sl2 in SLn, then the finite W
algebra is the Kirillov Poisson algebra (4.5). The action (4.1) is the generalized Toda
theory for the trivial embedding. The conserved currents of this generalized Toda
theory form a Poisson algebra that is precisely the finite W algebra associated to the
trivial embedding.
Finite W algebras were obtained by imposing a set of first class constraints. In
terms of the decomposition g = g−⊕g0⊕g+, these constraints were π+(J) = t+, where
π± are the projections on g±. Here we want to impose the same constraints, together
with similar constraints on J¯ ,
π+(J) = t+ and π−(J¯) = t−. (4.6)
There are two equivalent ways to deal with these constraints. One can either reduce the
equations of motion, or reduce the action for the free particle. For the two-dimensional
case, both were worked out in [5, 7]. Let us first reduce the equations of motion. If
G± denote the subgroups of G with Lie algebra g±, and G0 the subgroup with Lie
algebra g0, then almost every element g of G can be decomposed as g−g0g+, where g±,0
are elements of the corresponding subgroups, because G admits a generalized Gauss
decomposition G = G−G0G+
∗. Inserting g = g−g0g+ into (4.6) we find
g−10 t+g0 =
dg+
dt
g−1+
g0t−g
−1
0 = g
−1
−
dg−
dt
. (4.7)
In the derivation of these equations one uses that π+(g−t+g
−1
− ) = t+, and a similar
equation with π− and t−, which follow from the fact that t± have degree ±1. The
constrained currents look like
J = g−
(
t+ +
dg0
dt
g−10 + g0t−g
−1
0
)
g−1− ,
J¯ = g−1+
(
t− + g
−1
0
dg0
dt
+ g−10 t−g0
)
g+. (4.8)
∗Strictly speaking G−G0G+ is only dense in G but we will ignore this subtlety in the remainder
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The equations of motion now become
0 = g−1−
dJ
dt
g− =
d
dt
(
dg0
dt
g−10
)
+ [g0t−g
−1
0 , t+],
0 = g+
dJ¯
dt
g−1+ =
d
dt
(
g−10
dg0
dt
)
+ [t−, g
−1
0 t+g0]. (4.9)
which are generalized finite Toda equations as will be shown in a moment.
Alternatively, one can reduce the action by writing down the following one-dimensional
version of a gauged WZW model,
S[g, A+, A−] =
1
2
∫
dtTr
(
g−1
dg
dt
g−1
dg
dt
)
+
∫
dtTr
(
A−(J − t+) + A+(J¯ − t−) + A−gA+g
−1
)
. (4.10)
This action is invariant under the following transformations
g → h−gh+,
A− → h−A−h
−1
− −
dh−
dt
h−1− ,
A+ → h
−1
+ A+h+ − h
−1
+
dh+
dt
, (4.11)
where h± are arbitrary elements of G±. We can use the gauge invariance to put
g+ = g− = e (where e is the unit element of the group G) in the Gauss decomposition
of g, thus we can take g = g0 ∈ G0. Then from the equations of motion for A± we find
A+ = g
−1
0 t+g0 and A− = g0t−g
−1
0 . Substituting these back into the action it reduces to
S[g0] =
1
2
∫
dtTr
(
g−10
dg0
dt
g−10
dg0
dt
)
−
∫
dtTr
(
g0t−g
−1
0 t+
)
. (4.12)
The equations of motion for this action are indeed given by (4.9), showing the equiva-
lence of the two approaches.
This generalized Toda action describes a particle moving on G0 in some background
potential. Two commuting copies of the finite W algebra leave the action (4.12) in-
variant and act on the space of solutions of the equations of motion (4.9)†. This action
is only given infinitesimally, because we do not know how to exponentiate finite (or
†More precisely, the symmetries of (4.12) form an algebra that is on-shell isomorphic to a finite W
algebra
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infinite) W algebras. One can, however, sometimes find subspaces of the space of so-
lutions that constitute a minimal orbit of the W algebra, see for example [24] where
this was worked out for the ordinary W3 algebra.
For the principal embeddings of sl2 in sln, the equations of motion reduce to ordi-
nary finite Toda equations of the type
d2qi
dt2
+ exp

n−1∑
j=1
Kijqj

 = 0, (4.13)
where i = 1, . . . , n− 1, Kij is the Cartan matrix of sln, and g0 = exp(qiHi).
The general solution of the the equations of motion (4.9) can be constructed as
follows. Let h
(1)
0 , h
(2)
0 be elements of G0. Let X0 be an arbitrary element of g0. If g0(t)
is defined by the Gauss decomposition
g−(t)g0(t)g+(t) = h
(1)
0 exp t(X0 + (h
(1)
0 )
−1t+h
(1)
0 + h
(2)
0 t−(h
(2)
0 )
−1) h
(2)
0 , (4.14)
then g0(t) is the most general solution of (4.9). The easiest way to find the action of
the finite W algebra on these solutions, is to construct the conserved charges associ-
ated to these finite W symmetries (which can be done via a time dependent Miura
transformation), and to study the transformations they generate. This might provide
a valuable tool in the study of the solutions (4.14). We leave a detailed investigation
of this, as well as many other issues like the quantization of the action (4.1), to future
study.
5. Quantization of finite W Algebras
In quantum mechanics, quantization amounts to replacing Poisson brackets by com-
mutators. Since finite W algebras are Poisson algebras, the question arises whether
it is possible to quantize these Poisson algebras, to give finite quantum W algebras.
In the infinite dimensional case (i.e. the usual infinite W algebras), this is known to
be possible for the standard Wn algebras associated to the principal embeddings. The
W3 algebra constructed by Zamolodchikov is a quantization of the Poisson algebra one
gets from hamiltonian reduction of the affine sl3 algebra. The most difficult task in
constructing infinite quantum W algebras, is to check that the resulting commutator
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satisfies the Jacobi identity, or, equivalently, to check that the operator product algebra
is associative. Zamolodchikov did this explicitly for his W3 algebra. It is clear that this
will become very cumbersome for higher W algebras, and that it is difficult to obtain
generic results in this direct approach.
A different way to find (infinite) quantum W algebras has been pioneered by Feigin
and Frenkel [11]. In this approach the quantum W algebra is described as the zeroth
cohomology of a certain complex. The advantage of this approach is that one auto-
matically knows that the resulting operator algebra will be associative. This procedure
is closely related to BRST quantization, and is usually called ‘quantum hamiltonian
reduction’. We will employ this method to study the quantization of finiteW algebras,
related to arbitrary sl2 embeddings of sln. Another advantage of this method is that
it provides a functor from the category of representations of g to those of the quan-
tum finite W algebras, and is thus very useful to study the representation theory of
quantum finite W algebras.
5.1. Quantization
Let (A0, {., .}) be a commutative associative Poisson algebra. A quantization of
(A0, {., .}) is an associative algebra A depending on a parameter h¯ such that (i) A
is as a free C[[h¯]] module, (ii) A/h¯A ≃ A0 and (iii) if π denotes the natural map
π : A → A/h¯A ≃ A0, then {π(X), π(Y )} = π((XY − Y X)/h¯). In most cases one
has a set of generators for A0, and A is completely fixed by giving the commutation
relations of these generators.
For example, let A0 be the Kirillov Poisson algebra of polynomial functions on a Lie
algebra g, determined by equation (11). Then a quantization of this Poisson algebra
is the algebra A generated by the Ja and h¯, subject to the relations [Ja, J b] = h¯fabc J
c.
Obviously, the Jacobi identities are satisfied. Specializing to h¯ = 1, this algebra is
precisely the universal enveloping algebra Ug of g.
To find quantizations of finite W algebras, one can first reduce the sln Kirillov
Poisson algebra, and then try to quantize the resulting algebras that we studied in the
previous sections. On the other hand, on can also first quantize and then constrain. We
will follow the latter approach, and thus study the reductions of the quantum Kirillov
algebra
[Ja, J b] = h¯fabc J
c. (5.1)
We want to impose the same constraints on this algebra as we imposed previously on
the Kirillov Poisson algebra, to obtain the quantum versions of the finite W algebras
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related to sl2 embeddings. Imposing constraints on quantum algebras can be done
using the BRST formalism [25]. In the infinite dimensional case, this has been done
for the usual WN algebras by Feigin and Frenkel [11]. We use the finite dimensional
counterpart of this approach.
BRST quantization in the presence of second class constraints is more cumbersome
than in the presence of first class constraints, it requires the introduction of extra aux-
iliary fields to change the second class constraints into first class constraints. However,
it was shown above that for arbitrary embeddings of sl2 one can always choose a set
of constraints that is completely first class and leads to the same W algebras as the
set {φj,m(µ) }. To perform a BRST quantization of the finite W algebras we use these
alternative systems of first class constraints.
5.2. The BRST Complex
Consider the map χ : g+ →C defined by χ(El+sk−1,l+sk) = 1 for l ≥ 1, 1 ≤ k ≤ nl−1
and χ(Eij) = 0 otherwise. Because the constraints {J
l+sk−1,r+sk − δr,l}l≥1;1≤k≤nl−1;r>0
are first class, χ defines a one-dimensional representation of g+. In terms of χ, the
constraints can be written as π+(J) = χ(π+(J)), where π+ again denotes the projection
g → g+. It is this form of the constraints that we will use. Furthermore we will take
h¯ = 1 for simplicity; the explicit h¯ dependence can be determined afterwards.
As before latin indices will be supposed to run over a basis ta of the Lie algebra g,
greek indices run over a basis of g+ and barred greek indices (like α¯) run over a basis of
g− ⊕ g0. Indices can again be raised and lowered by use of the Cartan Killing metric.
The basis elements ta, tα and tα¯ are as before so chosen that they have a well defined
degree with respect to adδ.
To set up the BRST framework we need to introduce anticommuting ghosts and
antighosts cα and b
α, associated to the constraints that we want to impose [25]. They
satisfy bαcβ + cβb
α = δαβ and generate the Clifford algebra Cl(g+ ⊕ g
∗
+). The quantum
Kirillov algebra is just the universal enveloping algebra Ug, and the total space on
which the BRST operator acts is Ω = Ug ⊗Cl(g+ ⊕ g
∗
+). A Z grading on Ω is defined
by deg(Ja) = 0, deg(cα) = +1 and deg(b
α) = −1, and we can decompose Ω = ⊕kΩ
k
accordingly. The BRST differential on Ω is given by d(X) = [Q,X], where Q is the
BRST charge
Q = (Jα − χ(Jα))cα −
1
2
fαβγ b
γcαcβ. (5.2)
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and [., .] denotes the graded commutator (as it always will from now on)
[A,B] = AB − (−1)deg(A).deg(B)BA (5.3)
Note that deg(Q) = 1.
This is the standard BRST complex associated to the first class constraints of the
previous section. Of interest are the cohomology groups of this complex, Hk(Ω; d). The
zeroth cohomology group is the quantization of the classical finite W algebra. Because
the gauge group H in (39) acts properly on gc, we expect the higher cohomologies of
the BRST complex to vanish, as they are generically related to singularities in the
quotient gc/H . In the mathematics literature the cohomology of the BRST complex
is called the Hecke algebra H(g, g+, χ) associated to g, g+, χ. Hecke algebras related
to arbitrary sl2 embeddings have not been computed, apart from those related to the
principal sl2 embeddings. In that case it was shown by Kostant [26] that the only
nonvanishing cohomology is H0(Ω; d) and that it is isomorphic to the center of the
universal enveloping algebra. Recall that the center of the Ug is generated by the set
of independent Casimirs of g. This set is closely related to the generators of standard
infinite Wn-algebras; in that case there is one W field for each Casimir which form a
highly nontrivial algebra [27]. We see that for finite W algebras the same generators
survive, but that they form a trivial abelian algebra. For non principal sl2 embeddings
however quantum finite W algebras are non-trivial.
To compute the cohomology of (Ω; d), Feigin and Frenkel make the crucial ob-
servation that the operator d can be decomposed into two commuting pieces. Write
Q = Q0 +Q1, with
Q0 = J
αcα −
1
2
fαβγ b
γcαcβ,
Q1 = −χ(J
α)cα, (5.4)
and define d0(X) = [Q0, X], d1(X) = [Q1, X], then one can verify by explicit computa-
tion that d20 = d0d1 = d1d0 = d
2
1 = 0. Associated to this decomposition is a bigrading
of Ω = ⊕k,lΩ
k,l defined by
deg(Ja) = (k,−k), if ta ∈ gk
deg(cα) = (1− k, k), if tα ∈ gk
deg(bα) = (k − 1,−k), if tα ∈ gk, (5.5)
with respect to which d0 has degree (1, 0) and d1 has degree (0, 1). Thus (Ω
k,l; d0; d1)
has the structure of a double complex. Explicitly, the action of d0 and d1 is given by
d0(J
a) = fαab J
bcα,
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d0(cα) = −
1
2
fβγα cβcγ ,
d0(b
α) = Jα + fαβγ b
γcβ,
d1(J
a) = d1(cα) = 0,
d1(b
α) = −χ(Jα). (5.6)
To simplify the algebra, it is advantageous to introduce
Jˆa = Ja + faβγ b
γcβ. (5.7)
Our motivation to introduce these new elements Jˆa is twofold: first, similar expressions
were encountered in a study of the effective action for W3 gravity [8], where it turned
out that the BRST cohomology for the infinite W3 algebra case could conveniently be
expressed in terms of Jˆ ’s; second, such expressions were introduced for the Ja’s that
live on the Cartan subalgebra of g in [11], and simplified their analysis considerably.
In terms of Jˆ we have
d0(Jˆ
a) = fαaγ¯ Jˆ
γ¯cα,
d0(cα) = −
1
2
fβγα cβcγ ,
d0(b
α) = Jˆα,
d1(Jˆ
a) = −faβγ χ(J
γ)cβ,
d1(cα) = 0,
d1(b
α) = −χ(Jα). (5.8)
The advantage of having a double complex, is that we can apply the technique of
spectral sequences [28] to it, in order to compute the cohomology of (Ω; d). The results
from the theory of spectral sequences that we need are gathered in the next section.
5.3. Spectral Sequences for Double Complexes
Let (Ωp,q; d0; d1) denote a double complex, where d0 has degree (1, 0) and d1 has
degree (0, 1). The standard spectral sequence for this double complex is a sequence of
complexes (Ep,qr ;Dr)r≥0, where Dr is a differential of degree (1 − r, r), and is defined
as follows: Ep,q0 = Ω
p,q, D0 = d0, D1 = d1, and for r ≥ 0
Ep,qr+1 = H
(p,q)(Er;Dr) =
ker Dr : E
p,q
r → E
p+1−r,q+r
r
imDr : E
p−1+r,q−r
r → E
p,q
r
. (5.9)
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The differential Dr+1 for r > 0 is given by Dr+1(α) = d1(β), where β is chosen such
that d0β = Drα. Such a β always exists and Dr+1 is uniquely defined in this way. The
usefulness of this spectral sequence is provided by the following [29]
Theorem 2 If ∩s ⊕p,q≥s Ω
p,q = {0}, then Ep,q∞ = ∩rE
p,q
r exists, and
Ep,q∞ ≃
F qH(p+q)(Ω; d)
F q+1H(p+q)(Ω; d)
, (5.10)
where
F qH(p+q)(Ω; d) =
ker d : ⊕s≥qΩ
p+q−s,s → ⊕s≥qΩ
p+q+1−s,s
im d : ⊕s≥qΩp+q−1−s,s → ⊕s≥qΩp+q−s,s
(5.11)
This spectral sequence is especially useful if it collapses at the nth term for some n, i.e.
Dr = 0 for r ≥ n, because then En ≃ E∞ and one needs only to compute the first n
terms of the spectral sequence.
If the double complex is also an algebra, i.e. there is a multiplication operator
m : Ωp,q ⊗C Ω
p′,q′ → Ωp+p
′,q+q′, and d satisfies the Leibniz rule with respect to this
multiplication, then (5.10) is also an equality of algebras. It is in general nontrivial to
reconstruct the full algebra structure of H∗(Ω; d) from Ep,q∞ , due to the quotient in the
right hand side of (5.10).
Another useful tool in the computation of cohomology is the following version of
the Ku¨nneth theorem
Lemma 2 Let A = ⊕kA
k be a graded differential algebra over C with a differential d
of degree 1 that satisfies the Leibniz rule, and assume that A has two graded subalgebras
A1 = ⊕kA
k
1 and A2 = ⊕kA
k
2 such that d(A1) ⊂ A1 and d(A2) ⊂ A2, that A
k
2 = {0}
for k sufficiently large, and that m : A1 ⊗C A2 → A given by m(a1 ⊗ a2) = a1a2 is an
isomorphism of vector spaces. Then
H∗(A; d) ≃ {a1a2|a1 ∈ H
∗(A1; d), a2 ∈ H
∗(A2; d)}. (5.12)
Proof: form the double complex (Ωp,q; d0; d1) with Ω
p,q ≃ m(Ap1 ⊗ A
q
2), d0(a1a2) =
d(a1)a2, and d1(a1a2) = (−1)
deg(a1)a1d(a2). The spectral sequence for this double
complex collapses at the E2 term, and one finds E
p,q
∞ = {a1a2|a1 ∈ H
p(A1; d), a2 ∈
Hq(A2; d)}. The condition A
k
2 = 0 for k sufficiently large guarantees that F
qHp+q = 0
for q sufficiently large, and one can assemble H∗(Ω; d) from Ep,q∞ using (5.10). This
leads to (5.12) on the level of vector spaces. Because a1a2 is really a representative of
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an element of H∗(A; d), it follows that (5.12) is also an isomorphism of algebras.
By induction, one can easily prove that the theorem still holds if instead of two
subalgebras n subalgebras A1, . . . An are given, with A ≃ A1⊗ . . .⊗An. The condition
Ak2 = {0} for sufficiently large k is replaced by A
k
2 = . . . = A
k
n = {0} for sufficiently
large k. Without such a condition, it may not be so easy to reassemble H∗ from E∞. To
illustrate some of the difficulties that can arise, let us give an example where H∗ cannot
be recovered directly from E∞. This example is not related to the above theorem, but
it represents a situation we will encounter in the computation of the BRST cohomology.
Consider the algebra Ω =C[x, y]/(y2 = 0), where x is an even generator of bidegree
(1,−1), and y is an odd generator of bidegree (0,−1). The differentials d0, d1 are given
by d0,1(x) = 0, d0(y) = x and d1(y) = −1. One immediately computes H
k(Ω; d) =
C[x]/(x−1)C[x] ≃C for k = 0, andHk = 0 otherwise. The spectral sequence associated
to the double complex collapses at the first term, and one finds Ep,q∞ =Cδp,0δq,0. Because
F 1H∗ = 0, one deduces that Hk(Ω; d) ≃ Cδk,0. On the other hand, we could also
have started with the mirror double complex obtained by interchanging d0 and d1
and the bigrading. Thus, we assign bidegree (−1, 1) to x and bidegree (−1, 0) to
y. The spectral sequence associated to the mirror double complex also collapses at
the first term, but now one finds Ep,q∞ = 0. This is not in conflict with the previous
computation, because we cannot a priori find a q for which F qHp+q = 0, and we can
only conclude that F qHp+q ≃ F q+1Hp+q. If we compute explicitly with respect to this
bigrading what F qHp+q is, we find that it is only nontrivial for p + q = 0, and then
F qH0 = xqC[x]/(x − 1)xqC[x] ≃ C for q ≥ 0, and F qH0 = C[x]/(x − 1)C[x] ≃ C for
q < 0. This indeed yields Ep,q∞ = 0. The lesson is that one should be careful in deriving
H∗(Ω; d) from Ep,q∞ .
Finally, let us present another fact that will be useful later.
Lemma 3 Suppose A is a differential graded algebra, A = ⊕n≥0A
n, with a differential
of degree 1. Assume furthermore that A has a filtration
{0} = F 0A ⊂ F 1A ⊂ F 2A ⊂ · · · ⊂ A, (5.13)
such that F pAF qA ⊂ F p+qA, and that d preserves the filtration, d(F pA) ⊂ F pA. If
Hk(F p+1A/F pA; d) = 0 unless k = 0, then we have the following isomorphism of vector
spaces
H0(A; d) ≃ ⊕p≥0H
0(F p+1A/F pA; d). (5.14)
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Proof: One can assign a spectral sequence to such a filtered graded algebra [29], whose
first term contains the cohomologies Hk(F p+1A/F pA; d). If only H0 6= 0, then the
spectral sequence collapses at the first term, and because the filtration is bounded
from below ({0} = F 0A), one can collect the vector spaces that make up E∗,∗∞ , to get
the isomorphism (5.14).
5.4. The BRST Cohomology
The computation of the BRST cohomology is simplified considerably due to the
introduction of the new set of generators Jˆa. The simplification arises due to
Theorem 3 If (Ω; d) denotes the BRST complex, with Ω generated by Jˆa, cα and
bα, and d = d0 + d1 given by (5.8), then H
∗(Ω; d) ≃ H∗(Ωred; d), where Ωred is the
subalgebra of Ω generated by Jˆ α¯ and cα.
Proof: Apply the Ku¨nneth theorem 2 to Ωred⊗ (⊗αΩα), where Ωα is the algebra gener-
ated by Jˆα and bα. Note that [Jˆα, bα] = 0 and that the conditions of the Ku¨nneth the-
orem are satisfied. Therefore, H∗(Ω; d) ≃ H∗(Ωred; d)⊗ (⊗αH
∗(Ωα; d)). Now (Ωα; d) is
essentially the same complex as the one we examined in the last part of the previous sec-
tion, and one easily proves that Hk(Ωα; d) ≃Cδk,0. This shows H
∗(Ω; d) ≃ H∗(Ωred; d)
The reduced complex (Ωred; d) is described by the following set of relations:
d0(Jˆ
α¯) = fαα¯γ¯ Jˆ
γ¯cα,
d0(cα) = −
1
2
fβγα cβcγ ,
d1(Jˆ
α¯) = −f α¯βγ χ(J
γ)cβ,
d1(cα) = 0,
[Jˆ α¯, Jˆ β¯] = f α¯β¯γ¯ Jˆ
γ¯,
[Jˆ α¯, cβ] = −f
α¯γ
β cγ ,
[cα, cβ] = 0. (5.15)
Feigin and Frenkel [11] propose to use the spectral sequence for the double complex
(Ω; d0; d1) to compute the BRST cohomology for the infinite case, to obtain the stan-
dard W algebras. They claim that in that case, the spectral sequence collapses at the
second term, and use this to identify the W algebras as the centralizers of some vertex
operators in a free field algebra. Because finite W algebras are the same as infinite
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W algebras, with all dependence on the co-ordinates suppressed (so that derivatives
vanish), we would expect the same thing to happen for finite W algebras. However,
this turns out not to be the case here.
Let us demonstrate what happens for the case of the principal sl2 embedding in
sl2, i.e. the embedding is given by the identity map. The reduced algebra Ωred is
generated by Hˆ of degree (0, 0), Fˆ of degree (−1, 1) and c of degree (0, 1). The nontrivial
relations between these generators are [Hˆ, Fˆ ] = −2F and [Hˆ, c] = −2c. Furthermore,
d1(Fˆ ) = d1(c) = 0, d1(Hˆ) = −2c, d0(Hˆ) = d0(c) = 0 and d0(Fˆ ) = Hˆc. To find E
∗,∗
1 we
compute d0(Hˆ
aFˆ bc) = 0 and
d0(Hˆ
aFˆ b) = bHˆa(Hˆ + b− 1)Fˆ b−1c. (5.16)
Therefore in H∗d0 the identity f(Hˆ)Fˆ
bc = f(1− b)Fˆ bc is valid, and
E∗,∗1 =C[Hˆ ]⊕C[Kˆ]c. (5.17)
Here we already disagree with [11], because they claim E1 is only generated by Hˆ and
c. Next we compute the E2 term of the spectral sequence. In E1 we have
d1(f(Hˆ)) = (f(Hˆ)− f(Hˆ + 2))c
= (f(0)− f(2))c, (5.18)
from which it follows that
E∗,∗1 = {f(Hˆ)|f(0) = f(2)} ⊕ FˆC[Fˆ ]c. (5.19)
This does not yet look like the final answer [26], namely Hk = 0 for k 6= 0 and H0 is
isomorphic to the center of Ug, generated by the second casimir of sl2. So let us compute
D2 to see whether the spectral sequence has already collapsed. Using the definition of
D2 given at the beginning of the previous section, we compute subsequently
d1(f(Hˆ)) = (f(Hˆ)− f(Hˆ + 2))c,
d0
(
f(Hˆ)− f(Hˆ + 2)
Hˆ
Fˆ
)
= (f(Hˆ)− f(Hˆ + 2))c,
d1
(
f(Hˆ)− f(Hˆ + 2)
Hˆ
Fˆ
)
=
(
f(Hˆ)− f(Hˆ + 2)
Hˆ
−
f(Hˆ + 2)− f(Hˆ + 4)
Hˆ + 2
)
Fˆ c
= (f(3)− f(−1))Kˆc. (5.20)
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and see that D2(f(Hˆ)) = (f(3)− f(−1))Kˆc. The spectral sequence does not collapse,
and the next term in the sequence is
E∗,∗3 = {f(Hˆ)|f(0) = f(2) ∧ f(−1) = f(3)} ⊕ Fˆ
2C[Fˆ ]c. (5.21)
Continuing in this way one finds for the next terms in the spectral sequence
E∗,∗r = {f(Hˆ)|f(−l) = f(l + 2), 0 ≤ l ≤ r − 2} ⊕ Fˆ
r−1C[Fˆ ]c, (5.22)
and finally
E∗,∗∞ = {f(Hˆ)|f(1 + Hˆ) = f(1− Hˆ)} =C[(Hˆ − 1)
2]. (5.23)
This agrees with the result of Kostant [26]. The spectral sequence does not collapse at
all, and it is clear that this is a rather cumbersome procedure to compute the BRST
cohomology. Luckily, there is another spectral sequence one can associate to a double
complex, namely the sequence associated to the mirror double complex obtained by
interchanging the bigrading and d0 and d1. This spectral sequence turns out to be
much simpler, and will be examined in the next section, where we use it to compute
the BRST cohomology for arbitrary sl2 embeddings.
5.5. The Mirror Spectral Sequence
The main result of this section is
Theorem 4 As before let glw ⊂ g be the kernel of the map adt− : g → g. Then the
BRST cohomology is given by the following isomorphisms of vector spaces
Hk(Ω; d) ≃ (Uglw)δk,0. (5.24)
Proof: The E1 term of the mirror spectral sequence is given by the d1 cohomology
of Ωred. To compute the cohomology we use lemma 3. The filtration on Ωred is:
F pΩred is spanned as a vector space by {Jˆ
α¯1 Jˆ α¯2 · · · Jˆ α¯rcβ1cβ2 · · · cβs|r + s ≤ p}. Thus
F pΩred/F
p−1Ωred is spanned by the products of precisely p Jˆ ’s and c’s, and in this
quotient Jˆ and c (anti)commute with each other. Now let us rewrite d1(Jˆ
α¯) as
d1(Jˆ
α¯) = −Tr([χ(Jγ)tγ, t
α¯]tβcβ)
= −Tr([t+, t
α¯]tβcβ). (5.25)
44
From this it is clear that d1(Jˆ
α¯) = 0 for tα¯ ∈ ghw. Furthermore, since tα¯ ∈ g0⊕ g− and
dim(glw) = dim(g0), it follows that for each β there is a linear combination a(β)α¯Jˆ
α¯
with d1(a(β)α¯Jˆ
α¯) = cβ. This proves that
⊕
p>0
F pΩred
F p−1Ωred
≃
⊗
tα¯∈glw
C[Jˆ α¯]
⊗
tα¯ 6∈glw
(C[Jˆ α¯]⊕ d1(Jˆ
α¯)C[Jˆ α¯]). (5.26)
Using the Ku¨nneth theorem (lemma 2) for (5.26), we find that
Hk(Ωred; d1) =
⊗
tα¯∈glw
C[Jˆ α¯]δk,0 = (Uglw)δk,0. (5.27)
Because there is only cohomology of degree 0, the mirror spectral sequence collapses,
and E∞ = E1. Because Ω
k,l
red = 0 for l > 0, we can find H
∗(Ωred; d) from E∞. The
theorem now follows directly from theorem 3.
5.6. Reconstructing the Quantum Finite W Algebra
We succeeded in computing the BRST cohomology on the level of vector spaces; as
expected, there is only cohomology of degree zero, and furthermore, the elements of glw
are in one-to-one correspondence with the components of g that made up the highest
weight gauge in section 1. Therefore H∗(Ω; d) really is a quantization of the finite W
algebra. What remains to be done is to compute the algebra structure ofH∗(Ω; d). The
only thing that (5.24) tells us is that the product of two elements a and b of bidegree
(−p, p) and (−q, q) is given by the product structure on Uglw, modulo terms of bidegree
(−r, r) with r < p + q. To find these lower terms we need explicit representatives of
the generators of H0(Ω; d) in Ω. Such representatives can be constructed using the
so-called tic-tac-toe construction [28]: take some φ0 ∈ glw, of bidegree (−p, p). Then
d0(φ) is of bidegree (1 − p, p). Because d1d0(φ) = −d0d1(φ) = 0, and there is no d1
cohomology of bidegree (1− p, p), d0(φ) = d1(φ1) for some φ1 of bidegree (1− p, p− 1).
Now repeat the same steps for φ1, giving a φ2 of bidegree (2 − p, p − 2), such that
d0(φ1) = d1(φ2). Note that d1d0(φ1) = −d0d1(φ1) = −d
2
0(φ) = 0. In this way we
find a sequence of elements φl of bidegree (l − p, p − l). The process stops at l = p.
Let W (φ) =
∑p
l=0(−1)
lφl. Then dW (φ) = 0, and W (φ) is a representative of φ0 in
H0(Ω; d). The algebra structure of H0(Ω; d) is then completely determined by looking
at the commutation relations of W (φ) in Ω, where φ0 runs over a basis of glw. This is
the quantum finite W algebra.
Let us now give an example of the construction described above.
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5.7. Example
Consider again the embedding associated to the following partition of the number
3: 3 = 2 + 1. We constructed the classical W associated to this embedding earlier.
We shall now quantize this Poisson algebra by the methods developed above. Take the
following basis of sl3:
rata =


r4
6
− r5
2
r2 r1
r6 −
r4
3
r3
r8 r7
r4
6
+ r5
2

 . (5.28)
Remember that (in the present notation) the sl2 embedding is given by t+ = t1, t0 =
−t5 and t− = t8. The nilpotent subalgebra g+ is spanned by {t1, t3}, g0 by {t2, t4, t5, t6}
and g− by {t7, t8}. The d1 cohomology of Ωred is generated by {Jˆ
4, Jˆ5, Jˆ6, Jˆ8}, and using
the tic-tac-toe construction one finds representatives for these generators inH0(Ωred; d):
W (Jˆ4) = Jˆ4,
W (Jˆ6) = Jˆ6,
W (Jˆ7) = Jˆ7 − 1
2
Jˆ2Jˆ5 − 1
2
Jˆ4Jˆ2 + 1
2
Jˆ2,
W (Jˆ8) = Jˆ8 + 1
4
Jˆ5Jˆ5 + Jˆ2Jˆ6 − Jˆ5. (5.29)
Let us introduce another set of generators
C = −4
3
W (Jˆ8)− 1
9
W (Jˆ4)W (Jˆ4)− 1,
H = −2
3
W (Jˆ4)− 1,
E = W (Jˆ7),
F = 4
3
W (Jˆ6). (5.30)
The commutation relations between these generators are given by
[H,E] = 2E,
[H,F ] = −2F,
[E,F ] = H2 + C,
[C,E] = [C, F ] = [C,H ] = 0. (5.31)
These are precisely the same as the relations for the finite W
(2)
3 algebra given in [13].
Notice that in this case the quantum relations are identical to the classical ones. The
explicit h¯ dependence can be recovered simply by multiplying the right hand sides of
(5.31) by h¯.
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In the appendix we also discuss the explicit quantization of all the finiteW algebras
that can be obtained from sl4. There one does encounter certain quantum effects, i.e
the quantum relations will contain terms of order h¯2 or higher.
6. The Representation Theory of Finite W algebras
The next important topic in the theory of finite W algebras is their representation
theory. This representation theory will presumably play an important role in the repre-
sentation theory of ordinary W algebras as was already mentioned in the introduction.
It will be possible to construct the finite W representations by a quantum version of
the generalized Miura map. This will give us the W(i) representations as the Miura
transform of g0 representations.
If we denote by X0,0 the component of an element X of bidegree (0, 0), so that
W 0,0(φ) = (−1)pφp, then [W
0,0(φ),W 0,0(φ′)] = [W (φ),W (φ′)]0,0, and thereforeW (φ)→
W (φ)0,0 is a homomorphism of algebras. We now have the following important theorem
which is a quantum version of the generalized Miura map.
Theorem 5 (Quantum Miura Transformation) The map W (φ)→ W (φ)0,0, or, equiv-
alently, the map H0(Ω; d)→ H0(Ω; d)0,0, is an isomorphism of algebras.
Proof: Now that we know the cohomology of (Ω; d), let us go back to the original
double complex (Ωred; d0; d1). Because there is only cohomology of degree 0, we know
that the Ep,q∞ term of the spectral sequence associated to (Ωred; d0; d1) must vanish
unless p+ q = 0. If we look at d0(Jˆ
α¯) = fβα¯γ¯ Jˆ
γ¯cβ, we see that d0(Jˆ
α¯) = 0 if and only if
α¯ ∈ g∗0. From this it is not difficult, repeating arguments similar as those in the proof
of theorem 4, to prove that the only nonvanishing piece of ⊕rE
r,−r
1 is in E
0,0
1 . This
implies that Ep,q∞ is only nonzero for p = q = 0. Because H
0(Ω; d) = E0,0∞ = H
0(Ω; d)0,0
as vector spaces, it follows that the map H0(Ω; d) → H0(Ω; d)0,0 can have no kernel,
and is an isomorphism.
The quantum Miura transformation gives a faithful realization of the quantum
W algebra in Ug0. As g0 is nothing but a direct sum of simple Lie algebras (up
to u(1) terms) its representation theory is just the standard representation theory of
(semi)simple Lie algebras. If ρ is a representation of g then the composition of ρ with
the Miura map is a representation of the finite W algebra. In this way we get the
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representation theory of finite W algebras from the representation theory of the grade
zero subalgebras associated to the different sl2 embeddings.
Since U(g0) is abelian for the principal sl2 embeddings, this implies that in those
cases the quantum finite W algebras are also abelian, something which was already
proven by Kostant [26]. To get some interesting novel structure, one should therefore
consider nonprincipal sl2 embeddings.
Again let us consider the example of 3 = 2 + 1. The expressions for the quantum
Miura transformation of this algebra are obtained from (5.29) by restricting these
expressions to the bidegree (0, 0) part. If we introduce s = (Jˆ4 + 3Jˆ5)/4, h = (Jˆ5 −
Jˆ4)/4, f = 2Jˆ6 and e = Jˆ2/2, then h, e, f form an sl2 Lie algebra, [h, e] = e and
[h, f ] = −f and [e, f ] = 2h while s commutes with everything. In terms of s and
h, e, f , the quantum Miura transformation reads
C = −4
3
(h2 +
1
2
ef +
1
2
fe)− 4
9
s2 + 4
3
s− 1,
H = 2h− 2
3
s+ 1,
E = −2(s− h− 1)e,
F = 2
3
f. (6.1)
Notice that C contains the second Casimir of sl2, which is what one would expect
because it commutes with everything. Every g0 = sl2 ⊕ u(1) module gives, using the
expressions (6.1), a module for the finite quantum algebra W
(2)
3 . So if we have a repre-
sentation of sl2⊕u(1) in terms of n×n matrices, we immediately get a representation
of W¯
(2)
3 in terms of n× n matrices.
In the appendix we give explicit formulas for the quantum Miura transformations
associated to the finite W algebras that can be obtained from sl4.
6.1. Fock realizations of quantum finite W algebras
Using the quantum Miura transformation we can turn any Fock realization of g0
into a Fock realization of the corresponding finite W algebra. In this section we briefly
discuss how we can obtain Fock realizations for simple Lie algebras. We will then show
in the example of W
(2)
3 that its finite dimensional representations of can be realized as
submodules of certain Fock modules.
As usual define an oscillator algebra O to be an algebra generated by operators
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{ai, a
†
i}
n
i=1 with the following commutation relations
[ai, aj] = [a
†
i , a
†
j] = 0 ; [ai, a
†
j] = δij (6.2)
In physics terminology this algebra describes a collection of n uncoupled harmonic
oscillators. The Hilbert space of such a system is isomorphic to the space C[z1, . . . , zn]
of polynomials in n variables, and (the quantum operators) ai and a
†
j can be realized
as
ai =
∂
∂zi
and a†i = zi (6.3)
This is called the ’Fock realization’ of the (quantum) harmonic oscillator algebra. Since
any polynomial P can be reduced to a multiple of 1 by successive application of {ai}
we can construct any polynomial Q out of P by the action of the universal enveloping
algebra of the oscillator algebra. This means that the Fock realization is irreducible. A
Fock realization of a Lie algebra g is an injective homomorphism from g to the universal
enveloping algebra of the oscillator algebra.
As we shall need this later we now discuss how to obtain a Fock realization for an
arbitrary simple Lie algebra g (see for details [30]).
Let G be a simple Lie group with Lie algebra g. Furthermore let B− be its lower
Borel subgroup and N+ the group associated to the positive roots. Consider the coset
space
B−\G = {B−g | g ∈ G} (6.4)
The triple (G,B−\G,B−) is a principal bundle with total space G, basespace B−\G
and structure group B−. Let now χ : B− → C be a 1-dimensional representation (a
character) of the Lie group B−, then we can construct the associated complex line
bundle Lχ over B−\G
Lχ = G×C/ ∼ (6.5)
where (b.g, χ(b−1)z) ∼ (g, z) for all b ∈ B−. Denote the set of holomorphic global
sections of this bundle by Γχ. The group G acts from the right on Lχ as follows
[(g, z)] · g′ = [(gg′, z)] (6.6)
and this induces of course an action of G (and therefore of g) on Γχ.
Now let H and b− be the Cartan subalgebra and negative Borel subalgebra of g
respectively. The derivative of χ in the unit element
φχ(b) =
d
dt
χ(etx)|t=0 x ∈ g (6.7)
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is a one dimensional representation of b−. However this implies that 0 = [φχ(h), φχ(e−α)] =
−〈α, h〉φχ(eα) where h ∈ H and e−α is a rootvector of g, which means that φχ(e−α) = 0
for all −α ∈ ∆+. Therefore φχ determines really an element Λχ of H
∗. It is also clear
that all elements of H∗ can be obtained in this way.
It was already said above that Γχ is a representation space of g. In fact the Borel-
Weil theorem states that for Λχ an dominant weight of g the space of holomorphic
sections Γχ of Lχ is isomorphic to the finite dimensional irreducible representation of g
with highest weight Λχ. If Λχ is not a dominant weight then the complex line bundle
Lχ has no non-trivial holomorphic sections.
The construction that leads to the Fock realization of the Lie algebra g is very
similar to the Borel-Weil construction. First one makes use of the fact that B−\G
possesses a canonical decomposition, called the Bruhat decomposition
B−\G =
⋃
w∈W
Cw (6.8)
where W is the Weyl group of g. The spaces Cw are called ’Schubert cells’ and are
isomorphic to Cn. Denote from now on the Schubert cel corresponding to the unit
element of W by Y . Since Y ⊂ B−\G the group G acts on Y by right multiplication.
It can also be shown that Y is diffeomorphic to N+. This diffeomorphism is defined
by assigning to [g] ∈ Y the unique element x ∈ N+ such that [x] = [g] (i.e. such that
x = bg for some b ∈ B−). The right G-action on Y induces a right G-action on N+ via
this diffeomorphism. Let’s from now on identify Y and N+.
The set B−N+ is a submanifold of G and the triple (B−N+, Y, B−) is again a
principle bundle (in fact it is nothing but the restriction of the bundle (G,B−\G,B−)
to the cell Y ⊂ B−\G. Let again χ be a character of B− and let L¯χ be the associated
complex line bundle over Y . Denote the space of sections of this line bundle by Γ¯χ. It
is a standard result (and easy to prove) that there exists a 1-1 correspondence between
Γ¯χ and the set R¯χ of holomorphic functions on B−N+ such that
f(b.g) = χ−1(b)f(g) (6.9)
where b ∈ B− and g ∈ N+. Since obviously the space of holomorphic functions on
N+ and R¯χ are isomorphic (a holomorphic function f on N+ uniquely determines a
holomorphic function fˆ on B−N+ with the property (6.9) if we set fˆ(b.g) = χ
−1(b)f(g))
we find that
Γ¯χ ≃ Hol(Y ) (6.10)
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In [30] Kostant showed that there exists a representation of the Lie algebra g of G in
terms of first order smooth differential operators on the manifold Y . Since the space
Y is isomorphic to C|∆+| where |∆+| is the number of positive roots of g we can choose
a set of global coordinates z ≡ {zα}α∈∆+ on Y . The representation
σΛ : g → Diff(Y ) (6.11)
of g on the set of differential operators Diff(Y ) on Y is then given by
σΛ(x) = ξ(x) + hΛ(x) x ∈ g (6.12)
where ξ(x) is a Killing vector of the right G-action on Y
(ξ(x)f) (z) =
d
dt
f(z.etx)|t=0 z ∈ Y (6.13)
and
(hΛ(x)f) (z) = 〈Λ∗, Adzx〉f(z) (6.14)
Here Λ∗ is the trivial extension of Λ ∈ H
∗ to g and f is some holomorphic function of
Y . Note that in (6.14) we made use of the fact we have identified Y and N+ or else
Adz would not make sense.
The subspace C[{zα}] of Hol(Y ) is obviously invariant under σΛ(g) which means
that we have obtained Fock realizations of the Lie algebra g (one for each Λ ∈ H∗).
For sl2 the Fock realizations σΛ have the form
σΛ(e) =
d
dz
σΛ(f) = (Λ, α)z − z
2 d
dz
σΛ(h) =
1
2
(Λ, α)− z
d
dz
(6.15)
where α is the root of sl2. The expressions for arbitrary sln can be found in [14] and
will not be given here.
Using the results described above one is always able to immediately write down a
Fock realization of the algebra g0 (since it is essentially a direct sum of slk algebras).
Then using the quantum Miura transformation one thus arrives at a Fock realization
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of the finite W algebra in question. Let us now explicitly do this in the example of
W¯
(2)
3 . Inserting the expressions (6.15) into the Miura map (6.1) one finds
σΛ(H) = (Λ, α)−
2
3
s+ 1− 2z
d
dz
σΛ(E) = 2(1− s+
1
2
(Λ, α))
d
dz
− 2z
d2
dz2
σΛ(F ) =
2
3
(Λ, α)z −
2
3
z2
d
dz
σΛ(C) = −
1
3
(Λ, α)2 −
2
3
(Λ, α)−
4
9
s2 +
4
3
s− 1 (6.16)
(where we consider s to be a number). This realization is equal to the zero mode
structure of the free field realization of the infinite W
(2)
3 algebra constructed in [31].
Note however that the derivation is completely different since in [31] (using standard
methods) the expressions in terms of free fields were obtained by constructing the gen-
erators of the commutant of certain screening charges. Constructing this commutant is
in general however rather cumbersome. The method we presented above is more direct
and works for arbitrary embeddings (and realizations).
The Fock realizations (6.16) contain for certain values of s and (Λ, α) the finite
dimensional representations of W¯
(2)
3 which were constructed in [13]. Before we show
this let us recall the results of [13].
Theorem 6 Let d be a positive integer and x a real number.
1. For every pair (p, x) the algebra W¯
(2)
3 has a unique highest weight representation
W (d; x) of dimension d with highest weight j(d; x) = d+ x− 1 and central value
c(d; x) = 1
3
(1− d2)− x2.
2. Let k ∈ {1, . . . , d− 1} then W (d; 2
3
k− 1
3
d) is reducible and its invariant subspace
is isomorphic as a representation to W (d− k;−1
3
(k + d)).
3. The representation W (d; x) is unitary iff x > 1
3
d− 2
3
Now one can easily check that for d = (Λ, α) and s = 3− 2
3
x the subspace
V = {P (z) ∈ C[z] | (
d
dz
)dP (z) = 0} (6.17)
of C[z] is isomorphic as a representation to W (d; x).
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7. Discussion
In this paper we have studied finiteW algebras in great detail and it turns out that they
are very rich in their structure. There are several issues that deserve further study. For
example it would be very interesting to calculate the orbit of finite W transformations
on the solution space of the finite dimensional generalized Toda systems we encountered
in this paper. These systems were already derived in [32] as static and spherically
symmetric solutions of the self dual Yang-Mills equations. In that paper some special
solutions of generalized Toda theories were constructed but as far as we know the
general solution space is not known. Since finite W algebras act on this solution
space, transforming one solution into another, it may be possible to generate the entire
solution space by the finite W action (remember that the symmetry group of the free
particle on the group also acts transitively on the space of solutions).
Closely related to this problem is the problem of finding the symplectic orbits of
finite W algebras (cf. [33], where a characterization of these was given for the infinite
standardWN algebras). Remember that the Kirillov Poisson structure is not associated
to a symplectic form but that the Lie algebra splits up into union of symplectic orbits.
It is well known that these orbits are just the coadjoint orbits of the group action on
the Lie algebra. It may be interesting to apply the procedure of geometric quantization
to the symplectic orbits of classical finite W algebras and see if one can reproduce the
representations W (d; x). Of course this would be equivalent to finding a Borel-Weil
like theorem for finite W algebras.
Another interesting problem is finding comultiplications for finite W algebras, in
order to be able to define tensor products. This is a difficult problem, since the natural
comultiplication on the universal enveloping algebra does not induce one on the W
algebras.
Many of the techniques developed in this paper can equally well be applied to
ordinary W algebras. We will come back to this in a future publication.
8. Appendix: Finite W Algebras from sl4
In this appendix we give some explicit results on the quantum finite W algebras asso-
ciated to sl4.
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8.1. 4 = 2 + 1 + 1
The basis of sl4 we use to study this quantum algebra is
rata =


1
2
r10 −
1
8
r8 −
1
8
r9 r11 r12 r15
r5
3
8
r8 −
1
8
r9 r7 r14
r4 r6 −
1
8
r8 +
3
8
r9 r13
r1 r2 r3 −
1
2
r10 −
1
8
r8 −
1
8
r9

 . (8.1)
The sl2 embedding is given by t+ = t15, t0 = t10 and t− =
1
2
t1. The nilpotent algebra g+
is spanned by {t13, t14, t15}, g0 by {t4, . . . , t12} and g− by {t1, t2, t3}. The d1 cohomology
of Ωred is generated by Jˆ
a for a = 1, . . . , 9. Representatives that are exactly d-closed,
are given by W (Jˆa) = Jˆa for a = 4, . . . , 9, and by
W (Jˆ1) = Jˆ1 + Jˆ4Jˆ12 + Jˆ5Jˆ11 + 1
4
Jˆ10Jˆ10 + h¯
2
Jˆ10,
W (Jˆ2) = Jˆ2 + Jˆ6Jˆ12 + 1
2
Jˆ8Jˆ11 + 1
2
Jˆ10Jˆ11 + h¯Jˆ11,
W (Jˆ3) = Jˆ3 + Jˆ7Jˆ11 + 1
2
Jˆ9Jˆ12 + 1
2
Jˆ12Jˆ10 + h¯
2
Jˆ12. (8.2)
Introduce a new basis of fields as follows
U = 1
4
(W (Jˆ8) +W (Jˆ9)),
H = 1
4
(W (Jˆ8)−W (Jˆ9)),
F = −W (Jˆ7),
E = −W (Jˆ6),
G−1 = −W (Jˆ
3),
G+1 = W (Jˆ
2),
G−2 = W (Jˆ
5),
G+2 = W (Jˆ
4),
C = W (Jˆ1) + 1
2
EF + 1
2
FE +H2 + 1
2
U2 + 2h¯U. (8.3)
If we compute the commutators of these expressions, we find that C commutes with
everything, {E,F,H} form a sl2 subalgebra and G
±
i are spin
1
2
representations for this
sl2 subalgebra. U represents an extra u(1) charge. The nonvanishing commutators,
with h¯ dependence, are
[E,F ] = 2h¯H,
[H,E] = h¯E,
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[H,F ] = −h¯F,
[U,G±1 ] = h¯G
±
1 ,
[U,G±2 ] = −h¯G
±
2 ,
[H,G±i ] = ±
h¯
2
G±i ,
[E,G−i ] = h¯G
+
i ,
[F,G+i ] = h¯G
−
i ,
[G+1 , G
+
2 ] = −2h¯E(U + h¯),
[G−1 , G
−
2 ] = 2h¯F (U + h¯),
[G+1 , G
−
2 ] = h¯(−C + EF + FE + 2H
2 + 3
2
U2 + 2HU) + h¯2(2H + 3U),
[G−1 , G
+
2 ] = h¯(C −EF − FE − 2H
2 − 3
2
U2 + 2HU) + h¯2(2H − 3U). (8.4)
Let us also present the quantum Miura transformation for this algebra. In this case,
g0 = sl3 ⊕ u(1). Standard generators of g0 can be easily identified. A generator of the
u(1) is s = 1
2
Jˆ8 + 1
2
Jˆ9 + 2Jˆ10, and the sl3 generators are e1 = Jˆ
5, e2 = Jˆ
6, e3 = Jˆ
4,
f1 = Jˆ
11, f2 = Jˆ
7, f3 = Jˆ
12, h1 = −
1
2
Jˆ8 + 1
2
Jˆ10 and h2 =
1
2
Jˆ8 − 1
2
Jˆ9. The convention
is such that the commutation relations between {ei, fi, hi} are the same as those of
corresponding matrices defined by
aiei + bifi + cihi = h¯


c1 a1 a3
b1 c2 − c1 a2
b3 b2 −c2

 . (8.5)
The quantum Miura transformation reads
U = 1
6
(s− 2h2 − 4h1),
H = 1
2
h2,
F = −f2,
E = −e2,
G−1 = −f2f1 −
1
3
(s− 2h2 − h1 + 3h¯)f3,
G+1 = e2f3 +
1
3
(s+ h2 − h1 + 3h¯)f1,
G−2 = e1,
G+2 = e3,
C = ( 1
24
s2 + h¯
2
s) + 1
2
(e1f1 + f1e1 + e2f2 + f2e2 + e3f3 + f3e3)
+1
3
(h21 + h1h2 + h
2
2). (8.6)
55
In C we again recognize the second casimir of sl3. It is a general feature of finite W
algebras that they contain a central element C, whose Miura transform contains the
second casimir of g0. C is the finite counterpart of the energy momentum tensor that
every infinite W algebra possesses.
8.2. 4 = 2 + 2
A convenient basis to study this case is
rata =


r6
4
+ r10
2
r5
2
+ r8
2
r12 r14
r7
2
+ r9
2
−r6
4
− r11
2
r13 r15
r1 r2
r6
4
− r10
2
r5
2
− r8
2
r3 r4
r7
2
− r9
2
−r6
4
+ r11
2

 . (8.7)
The sl2 embedding is given by t+ = t12 + t15, t0 = t10 − t11 and t− =
1
2
(t1 + t4). The
subalgebra g+ is spanned by {t12, . . . , t15}, g0 by {t5, . . . , t11} and g− by {t1, . . . , t4}.
The d1 cohomology of Ωred is generated by Jˆ
1, . . . , Jˆ7. The d-closed representatives are
W (Jˆa) = Jˆa for a = 5, 6, 7, and
W (Jˆ1) = Jˆ1 − 1
4
Jˆ5Jˆ9 + 1
4
Jˆ7Jˆ8 + 1
4
Jˆ8Jˆ9 + 1
4
Jˆ10Jˆ10 + 3h¯
4
Jˆ10 − h¯
4
Jˆ11,
W (Jˆ2) = Jˆ2 + 1
4
Jˆ5Jˆ10 + 1
4
Jˆ5Jˆ11 − 1
4
Jˆ6Jˆ8 + 1
4
Jˆ8Jˆ10 − 1
4
Jˆ10Jˆ11 + h¯
2
Jˆ8,
W (Jˆ3) = Jˆ3 + 1
4
Jˆ6Jˆ9 − 1
4
Jˆ7Jˆ10 − 1
4
Jˆ7Jˆ11 + 1
4
Jˆ9Jˆ10 − 1
4
Jˆ9Jˆ11 + h¯
2
Jˆ9,
W (Jˆ4) = Jˆ4 + 1
4
Jˆ5Jˆ9 − 1
4
Jˆ7Jˆ8 + 1
4
Jˆ8Jˆ9 + 1
4
Jˆ11Jˆ11 + h¯
4
Jˆ10 − 3h¯
4
Jˆ11. (8.8)
To display the properties of the algebra as clearly as possible, we introduce a new basis
of fields
H = 1
2
W (Jˆ6),
E = −W (Jˆ7),
F = −W (Jˆ5),
G+ = W (Jˆ3),
G0 = W (Jˆ1)−W (Jˆ4),
G− = −W (Jˆ2),
C = W (Jˆ1) +W (Jˆ4) + 1
8
W (Jˆ6)W (Jˆ6) + 1
4
W (Jˆ5)W (Jˆ7)
+1
4
W (Jˆ7)W (Jˆ5) + h¯
4
W (Jˆ6). (8.9)
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Here, C is the by now familiar central element, {E,H, F} form an sl2 algebra and
{G+, G0, G−} form a spin 1 representation with respect to this sl2 algebra. The non-
vanishing commutators are
[E,F ] = 2h¯H,
[H,E] = h¯E,
[H,F ] = −h¯F,
[E,G0] = 2h¯G+,
[E,G−] = h¯G0,
[F,G+] = h¯G0,
[F,G0] = 2h¯G−,
[H,G+] = h¯G+,
[H,G−] = −h¯G−,
[G0, G+] = h¯(−CE + EH2 + 1
2
EEF + 1
2
EFE)− 2h¯3E,
[G0, G−] = h¯(−CF + FH2 + 1
2
FFE + 1
2
FEF )− 2h¯3F,
[G+, G−] = h¯(−CH +H3 + 1
2
HEF + 1
2
HFE)− 2h¯3H. (8.10)
Since g0 = sl2 ⊕ sl2 ⊕ u(1), the quantum Miura transformation expresses this algebra
in term of generators {e1, h1, f1}, {e2, h2, f2}, s of g0. The relation between these
generators and the Jˆa are: s = Jˆ10−Jˆ11, h1 =
1
2
(Jˆ6+Jˆ10+Jˆ11), h2 =
1
2
(Jˆ6−Jˆ10−Jˆ11),
e1 =
1
2
(Jˆ7+Jˆ9), e2 =
1
2
(Jˆ7−Jˆ9), f1 =
1
2
(Jˆ5+Jˆ8) and f2 =
1
2
(Jˆ5−Jˆ8). The commutation
relations for these are [e1, f1] = h¯h1, [h1, e1] = 2h¯e1, [h1, f1] = −2h¯f1, and similar for
{e2, h2, f2}. For the quantum Miura transformation one then finds
H = 1
2
(h1 + h2),
E = −e1 − e2,
F = −f1 − f2,
G+ = 1
2
e1h2 −
1
2
e2h1 +
1
4
s(e1 − e2) + h¯(e1 − e2),
G0 = f1e2 − f2e1 +
1
4
s(h1 − h2) + h¯(h1 − h2),
G− = 1
2
f1h2 −
1
2
f2h1 −
1
4
s(f1 − f2)− h¯(f1 − f2),
C = (1
8
s2 + h¯s) + 1
2
(e1f1 + f1e1 + e2f2 + f2e2) +
1
4
(h21 + h
2
2). (8.11)
The infinite dimensional version of this algebra is one of the ‘covariantly coupled’
algebras that have been studied in [34]. The finite algebra (8.10) is almost a Lie algebra.
If we assign particular values to C and to the second casimir C2 = (H
2+ 1
2
EF + 1
2
FE)
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of the sl2 subalgebra spanned by {E,H, F}, then (8.10) reduces to a Lie algebra. For a
generic choice of the values of C and C2 this Lie algebra is isomorphic to sl2⊕ sl2. An
interesting question is, whether a similar phenomena occurs for different covariantly
coupled algebras.
8.3. 4 = 3 + 1
The last nontrivial nonprincipal sl2 embedding we consider is 44 ≃ 32 ⊕ 12. We
choose yet another basis
rata =


r5
12
− r6
3
r8 r11 r12
r4 −
r5
4
r13 r14
r3
2
− r9
2
r10
r5
12
+ r6
6
+ r7
2
r15
r1 r2
r3
2
+ r9
2
r5
12
+ r6
6
− r7
2

 , (8.12)
in terms of which the sl2 embedding is t+ = t11 + t15, t
0 = −3t6 + t7 and t− = 2t3.
The subalgebra g+ is generated by {t11, . . . , t15}, g− is generated by {t1, t2, t3, t9, t10},
and g0 is generated by {t4, . . . , t8}. The d1 cohomology is generated by Jˆ
1, . . . , Jˆ5, and
d-closed representatives are given by W (Jˆ4) = Jˆ4, W (Jˆ5) = Jˆ5, and
W (Jˆ1) = Jˆ1 + 1
6
Jˆ3Jˆ6 − 1
12
Jˆ6Jˆ3 + 1
4
Jˆ7Jˆ3 + Jˆ4Jˆ10 + 1
4
Jˆ6Jˆ9 − 1
4
Jˆ7Jˆ9 − 1
3
Jˆ4Jˆ5Jˆ8
−1
3
Jˆ4Jˆ6Jˆ8 − 1
108
Jˆ6Jˆ6Jˆ6 + 1
12
Jˆ6Jˆ7Jˆ7 + 31h¯
12
Jˆ4Jˆ8 − 3h¯
4
Jˆ9 + 5h¯
48
Jˆ6Jˆ6
+ h¯
6
Jˆ7Jˆ6 − 3h¯
16
Jˆ7Jˆ7 − 3h¯
2
8
Jˆ7 − 7h¯
2
24
Jˆ6,
W (Jˆ2) = Jˆ2 − 1
2
Jˆ3Jˆ8 − 1
3
Jˆ5Jˆ10 − 1
6
Jˆ6Jˆ10 + 1
2
Jˆ7Jˆ10 − 1
2
Jˆ8Jˆ9 + 3h¯
2
Jˆ10 + 1
9
Jˆ5Jˆ5Jˆ8
+1
9
Jˆ5Jˆ6Jˆ8 + 1
36
Jˆ6Jˆ6Jˆ8 − 1
4
Jˆ7Jˆ7Jˆ8 − h¯Jˆ5Jˆ8 − h¯
2
Jˆ6Jˆ8 − h¯
2
Jˆ7Jˆ8 + 2h¯2Jˆ8,
W (Jˆ3) = Jˆ3 + Jˆ4Jˆ8 + 1
12
Jˆ6Jˆ6 + 1
4
Jˆ7Jˆ7 + h¯
2
Jˆ7 − h¯
2
Jˆ6. (8.13)
We introduce a new basis
U = 1
4
W (Jˆ5),
G+ = W (Jˆ4),
G− = W (Jˆ2),
S = W (Jˆ1),
C = W (Jˆ3) + 1
24
W (Jˆ5)W (Jˆ5)− h¯
2
W (Jˆ5). (8.14)
In this case, the fields are not organized according to sl2 representations, because the
centralizer of this sl2 embedding in sl4 does not contain an sl2. Again C is a central
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element, and the nonvanishing commutators are
[U,G+] = h¯G+,
[U,G−] = −h¯G−,
[S,G+] = h¯G+(−2
3
C + 20
9
U2 − 43h¯
9
U + 29h¯
2
27
),
[S,G−] = h¯(2
3
C − 20
9
U2 + 43h¯
9
U − 29h¯
2
27
)G−,
[G+, G−] = h¯S − 4h¯
3
CU + 3h¯
2
4
C + 88h¯
27
U3 − 17h¯
2
2
U2 + 25h¯
2
6
U. (8.15)
This is the first example where the brackets are no longer quadratic, but contain
third order terms. For the sake of completeness, let us also give the quantum Miura
transformation for this algebra. We identify generators {e, f, h},s1,s2 of sl2 ⊕ u(1) ⊕
u(1) = g0 via f = Jˆ
8, e = Jˆ4, h = 1
3
(Jˆ5− Jˆ6), s1 =
1
3
(2Jˆ6+ Jˆ5) and s2 = Jˆ
7. The only
nontrivial commutators between these five generators are [e, f ] = h¯h, [h, e] = 2h¯e and
[h, f ] = −2h¯f . The quantum Miura transformation now reads
U = 1
4
s1 +
1
2
h,
G+ = e,
G− = (1
4
s21 +
1
2
s1h+
1
4
h2 − 1
4
s22 −
h¯
2
(3s1 + 3h+ s2) + 2h¯
2)f,
S = − 1
12
e(8s1 + 4h− 31h¯)f −
1
108
(s1 − h)
3 + 1
12
(s1 − h)s
2
2 +
5h¯
48
(s1 − h)
2
+ h¯
6
s2(s1 − h)−
3h¯
16
s22 −
3h¯2
8
s2 −
7h¯2
24
(s1 − h),
C = (1
2
ef + 1
2
fe+ 1
4
h2) + (1
4
s22 +
h¯
2
s2) + (
1
8
s21 − h¯s1). (8.16)
This completes our list of finite quantum W algebras from sl4.
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