the optical-correction-signal-pulse 6 W, around the injection region of T,, keeping V, = V , = IOV, V, = -1OV and Zph, = 1 pA. The optical correction signal emitted from an AlGaAs LED with 660nm wavelength was applied through an optical fibre. The optical power applied to T2 was 0.26nW. The current I,, increased from -1 pA to 1 res\ with the increase of the number of the optical-correction-signal pulses. This variation of I, corresponded to that of the synaptic weights W, from -1 to +I. This means that the relative relation between the threshold voltages V,, and V , of T I and T, changed from V,h, > V,m to V,, c V,*, due to the injection of electrons into the floating gate of T,. The varied amount of W, was approximately proportional to the applied duration of the optical correction signal in the range of W, from -0.7 to +0.7. The saturation of the output current 6, is due to a fundamental property of the differential amplifier [4]. When no optical correction signal was applied, no variation occurred in output current Z , because none of the electrons was injected into the floating gates of T I and T,. This means that W, was kept in a nonvolatile manner when no optical correction signal was applied. These specific features are needed in hardwares realising self-organising neural networks. A computer simulation of XOR learning was performed to confirm the adaptive functions of optical adaptive devices in a circuit based on the back-propagation (BP) algorithm. The circuit consisted of the analogue three-layer network, which was constructed with optical adaptive devices, sigmoid and derivative functions circuits and multipliers. The self-organising processes were computed using analogue functions [6] of the circuits. It was confirmed that the analogue three-layer network including the optical adaptive devices was self-organised without the aid of conventional computers to memorise W, and to calculate correction signals. The self-organising process in the analogue circuit was similar to that calculated with the BP algorithm.
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New learning strategies from the microscopic level of an artificial neural network G. Joya, J.J. Frias, M. Mar Marin and F. Sandoval
Indexing terms. Neural networks, burning systems
New learning strategies deduced from a microscopic level study of the weights space of an artificial neural network (ANN) are presented. These strategies improve the efficiency of learning algorithms, reducing the amount of patterns to be presented to the ANN.
Introduction:
In this Letter, we show that it is possible to establish new and better learning strategies by considering the microscopic evolution in the weights space of an artificial neural network (ANN), and thus to improve the efficiency of the algorithm.
At the microscopic level [I] , a perceptron with n inputs, one bias and a threshold logic transfer function is defined by its configuration in the weights space W (W,, ..., W,,,), where the value of the co-ordinate W, is the weight w,, and Wn+l is the co-ordinate corresponding to the weight w,,, of the bias input x.,~ = 1. In this space the learning process is represented by a trajectory which, starting at the point that represents the random initial weights, ends at a point that represents a set of weights compatible with the function to be performed. For an elementary logic function, each pair (x, s), where x is a training pattern (x,, x,, ..., x.) and s is the output desired, defines a region of points in the weights space W, where the perceptron gives the correct answer to the input pattern x. These points must satisfy
The intersection of all the regions corresponding to each one of the pairs (x, s) will give the region of points where all the restrictions are satisfied, and any (n + 1)-tuple in this region will define a neuron that performs the logic function wanted. For instance, in the case of a perceptron with two inputs and one bias, and the logic function NOR, eqns. 1 and 2 allow us to obtain the regions associated with each pair (x, s). Fig. 1 depicts the region where the four conditions are satisfied. It is clear that, if the neuron is at one point of the region that satisfies a certain condition, the presentation of its corresponding pattern during the learning process will not change the weights vector; however, if the neuron is out of that region, the input pattern will change the weights vector in the sense of bringing the point near to the correct region. : We present four different strategies of pattern presentation which, in some way, are related to human beings' learning strategies. To compare these strategies we use two criteria: ( a ) the amount of necessary patterns to take the neuron to its correct working region, and (b) determine how many of the patterns presented to the neuron produce a change in the weights vector.
Deltal: The patterns are presented in an orderly way. In each iteration, a new pattern is presented regardless of whether the last one was carried out or there was no change in the weights vector.
Delta2:
The patterns are presented in an orderly way. The presentation of a pattern is repeated until the output of the perceptron is equal to the wanted one, i.e. until the weights vector does not change.
Delta3: The patterns are randomly presented. If a pattern does not produce a change in the weights vector, it will be separated from the set of learning patterns and introduced into a first-inputfirst-output (FIFO) register. This pattern will be recovered after a random number of iterations, according to a certain probability p . Delta4 The patterns are presented in an orderly way. If a pattern does not produce any change in the weights vector, it is separated and stored in a FIFO. Every N iterations, a new pattern is recovered from the FIFO. Table 1 shows the simulation results for the four strategies and the logic function NOR, using the perceptron's learning rule [2] W j )
where s and y are the desired and actual outputs, respectively; Po] is the jth co-ordinate of the input pattern; k is the convergence factor. In Table 1 we show the amount of necessary patterns to learn the logic function (NP) and the number of patterns which produce a change in the weights vector (PC), for different starting points and learning strategies. The best results are for Delta3 and Delta4, and the worst for Deltal. The trajectories followed for some of the learning strategies in the weights space are depicted in Fig. I . We may conclude that the efficiency of each learning strategy is largely dependent on both the region and the point where the learning starts. In addition, there are some other factors, also dependent on the starting point, that may influence the learning speed, such as:
( a ) the proximity of the trajectory to the plane that bounds the region associated to a condition; if the trajectory is very near to the plane, we may get in or get out from the region, thus delaying the convergence process (b) the number of regions between the points of the starting and final weights, because the number of patterns satisfying each region is different (c) if the learning trajectory arrives at the convergence region through a narrow zone and the convergence factor c~ is large, the perceptron will evolve by crossing the region in both directions In the case of a perceptron with two inputs and one bias, the learning rule (see eqn. 3) allows us to obtain the magnitude and sign of Sw, (see Table 2 ). Therefore, for a given logic function, we may construct a matrix D where, for any input pattern presented to the perceptron, the sign of 6w, is stored, assuming that we are in a region of the weights space where the perceptron's output for that pattern is not the correct one. In the case of the logic function NOR:
where D,,,(i, j ) is the sign of 6w, when we present the pattern P, and the perceptron's output is not the desired one. For any other logic function F, the matrix D, is easily generated from DNoR by just multiplying the i-rows where F(P,)#NOR(P,) by -1.
Our first new algorithm is based on using the matrix D to predict the total increment of the weights after presenting consecutively the whole of patterns P, (i = 1,,..,4) to the neuron. In general,
%=1..,#Y,
As the point describing the perceptron changes to another region, the patterns recognised will change too and, consequently, the rows of D that should be used. Therefore, it is necessary to test every certain number of iterations in the region we are in in order to update the matrix D . In Table 1 and Fig. 1 we present the results of this new algorithm (NLS-I), with an update every five iterations.
The learning trajectories in Delta2 are straight lines which change their direction when they cross the plane separating the present region from that where the current pattern is recognised.
The second new algorithm is based on finding out the intersection point of the straight line with the boundary plane. In this way, the neuron evolves by jumping from plane to plane, thus avoiding the intermediate steps. By using the matrix D we may find out any two points of the straight line: (vir v2, v3) and (vI + 6w,, v2 + 6w,, v; + 6w;) = (v,', v2), v;'). From them we obtain
On the other hand, the equation of the boundary plane is where A = x,, B = x,, C = xj, and, B O .
From eqns. 5 and 6, we obtain the intersection point w = (w,, w,, w;), which belongs to the intersection plane and not to the new region; so it is necessary to apply a new 6w before repeating the process with a new pattern. The improvements with this algorithm (NLS-2) are shown in Table 2 .
Conclusions: A study, at the microscopic level, of the weights space of an A N N bas been presented. From it, new learning strategies have been deduced that both improve the learning algorithm's efficiency and reduce the amount of patterns to be presented to the ANN. This study could be extended to high-order neural networks. Further, the microscopic study of an ANN might bring new perspectives in fields such as the study of state evolu-tion functions (energy functions in Hopfield's networks) or in multilayer ANN.
Comparison of performance of long-haul high-capacity optical systems G. De Marchis. F. Matera and M. Settembre

Indexing terms Oprical sysfems, Soliron sysrems, Optical links
In the Letter a study of the performance of high-capacity nonsoliton and soliton systems, transmitting on long-haul links, is presented taking into consideration both single-and multichannel capabilities. The results show the methods to reach a total capacity of 40Gbit/s in a link 2000km long.
Introduction:
In the past few years, several experiments have shown the possibility of obtaining high-bit-rate signals over longhaul links using both soliton and nonsoliton systems. A comparison among different optical systems appears very important for finding the best way to exploit the fibre capacity. The main limitations for very high capacity long-haul links are due to the chromatic dispersion, the Kerr nonlinearity and the amplified spontaneous emission noise (ASE) of the optical amplifiers [1, 2] . The soliton propagation regime could prove the most appropriate to obtain very high-capacity systems, even though soliton systems could appear too complicated for the presence of optical filters, used to avoid the Gordon Haus effect, and for the necessity of short amplifier spacing LA [3] to preserve the soliton nature.
The FDM technique is another way of taking advantage of the fibre bandwidth: the capacity of the single channel is multiplied by the number of channels. An upper limit to the maximum number of channels is caused by the optical amplifier bandwidth and by four wave mixing (FWM), responsible for a transfer of power among the channels [I] .
In this Letter, we report a numerical study on the possibility of obtaining very high-capacity systems in fibre links about 2000km long. This survey forms part of an activity of the COST 239 project whose aim is to establish the feasibility of a Pan European Network, which should interconnect via a transparent optical layer the various national telecommunication networks. A framework has been defined to accommodate the different options: the starting point is a two-node direct link with distances up to 2000km and capacities of 2.5, 10, 20 and 40GbiUs. Both conventional and dispersion shifted fibres have to be taken into account. Direct-detection receivers were used in the case of soliton transmission. In all the other cases, coherent detection has been chosen, because of its selectivity. Moreover, asynchronous ASK has been selected because PSK and FSK systems are more degraded by the interaction between the ASE and the Kerr nonlinearity.
Model:
The results have been obtained by solving the nonlinear Schroedinger equation [I] , including the noise of the optical amplifiers, by means of a split-step method. At each amplifier location, the signal is multiplied by the amplifier gain, which exactly compensates for the fibre loss, and the ASE noise is added as a random Gaussian variable in the frequency domain [2] .
The input signal consists of a sequence of 16 bits. In ASK systems the input signal is amplitude-modulated with an NRZ format and shaped as a raised-cosine function with a rise time equal to Ti 4, T being the inverse of the bit rate R. In soliton systems the pulses are represented by a hyperbolic secant with an FWHM time equal to T/8.
In the ASK system, the electrical signal is filtered at the receiver by a second-order Buttenvorth filter, with a bandwidth B equal to R, and then it is squared before passing through a second filter, of similar characteristics, with a bandwidth equal to 0.8R [4] Recently it has been demonstrated that, in the absence of ASE, R,, can be increased in the anomalous region, where the Kerr nonlinearity can compensate for the degradation due to chromatic dispersion in the propagation of nonsoliton signals [4] . It has to he pointed out that such compensation is less efficient than that observed for soliton signals. Our simulations show that such compensation can be obtained also in the presence of ASE when the modulation instability (MI) frequency, f~ = (4yP/lfl,l)1'2/2rr: (where P is the input power) [I] , is comparable to or less than R . In this case neither the FWM nor the MI produce great spectral broadening. Locating optical third-order Butterworth filters, with a bandwidth equal to 135GHz, at the output of each optical amplifier, to limit the effect of the ASE, the maximum bit rate that can be obtained in a link 2000km long, using nonlinear compensation with an NRZ amplitude modulated signal, is equal to 12 GhiVs and 3 GbiUs with p2= -1ps2/km and p2 = -2OpsYkm, respectively. Such capacities were obtained in correspondence with an input power of 2.1 and 1.6mW, respectively, and for an amplifier spacing of 30km. 
