Funk-Hecke's formula allows a passage from plane waves to radially invariant functions. It may be adapted to transform axial monogenics into biaxial monogenics that are monogenic functions invariant under the product group SO(p)×SO(q). Fueter's theorem transforms holomorphic functions in the plane into axial monogenics, so that by combining both results, we obtain a method to construct biaxial monogenics from holomorphic functions.
Introduction
Clifford analysis (see e.g. [1, 7, 9] ) forms a unifying language for all kinds of higher dimensional generalizations of the Cauchy-Riemann system; in this way it also constitutes a natural framework within which the equations of mathematical physics may be elegantly formulated. The basic language is defined as follows.
The real Clifford algebra R 0,m (see [2] ) is the free algebra generated by the symbols e 1 , . . . , e m , subject to the multiplication relations e j e k + e k e j = −2δ jk , j, k = 1, . . . , m.
The dimension of the real Clifford algebra R 0,m is 2 m , as is the case for the Grassmann algebra generated by e 1 , . . . , e m , but the difference is that now e 2 j = −1 instead of e 2 j = 0, creating a structure with similarities to the complex numbers.
The elements e j are geometrically identified with the Euclidean basis of the vector space R m , and the Clifford (or geometric) product between two vectors X = m j=1 x j e j and Y = m j=1 y j e j decomposes into the scalar valued dot product X • Y , which coincides, up to a minus sign, with the standard Euclidean inner product, and the bivector valued wedge product X ∧ Y . A general element a of R 0,m may be written as a = A a A e A , a A ∈ R, in terms of the basis elements e A = e j 1 . . . e j k , defined for every subset A = {j 1 , . . . , j k } of {1, . . . , m} with j 1 < · · · < j k . For the empty set, one puts e ∅ = 1, the latter being the identity element. The subspace
The first order differential operator in R m given by
is called the Dirac operator, and its null solutions are called (left) monogenic functions, i.e. solutions of ∂ X f (X) = 0 (see [1, 7] ). In a similar way one also defines monogenicity with respect to the generalized Cauchy-Riemann operator ∂ x 0 + ∂ X in R m+1 . It is well-known that every monogenic function is also harmonic, which is a consequence of the following fact
One basic result in Clifford analysis is the so-called Fueter's theorem, which discloses a remarkable connection existing between holomorphic functions and monogenic functions (see [8, 16, 18, 21] ). For other generalizations and works about Fueter's theorem we refer the reader e.g. to [3, 4, 5, 11, 15, 17] .
Theorem 1 (Fueter's theorem). Let u + iv be a holomorphic function in the open subset Ξ of the upper half-plane and assume that P k (X) is a homogeneous monogenic polynomial of degree k in R m . If m is odd, then the function
Fueter's theorem leads to the construction of special monogenic functions starting from the choice of the initial holomorphic function u + iv (see [6, 14] ). The type of functions generated are of the form
where A and B are continuously differentiable R-valued functions. These functions are called axial monogenic functions of degree k (see [7, 12, 19, 20] ) and one can easily show that A and B must satisfy the following Vekua-type system
Notice that axial monogenics consist of a factor A(x 0 , R) + X R B(x 0 , R) that is invariant under the group SO(m) of rotations around the x 0 -axis, multiplied with the factor P k (X) that is "spherical monogenics" of degree k in R m .
In Section 2 of this paper we further show how axial monogenics may be embedded in the biaxial decomposition R p ⊕ R q of R m and this by choosing the axis along a chosen unit vector t ∈ R p , leading to axial monogenics depending on a parameter unit vector t. By integrating the parameter vector t over the sphere S p−1 and applying Funk-Hecke's formula one arrives at a transformation from t-dependent axial monogenics into biaxial monogenics. This method of combining Funk-Hecke's formula with Fueter's theorem is elaborated in Section 3.
The operator t, ∂ x − t∂ y

Consider the biaxial splitting
In this way, for any X ∈ R m we may write X = x + y,
x j e j and y = q j=1
x p+j e p+j .
By the above, we can also split the Dirac operator ∂ X as
the operators ∂ x and ∂ y being given by
Let t = p j=1 t j e j be an arbitrary fixed unit vector in R p and let us introduce the following differential operator
Suppose that P ℓ (y) is a given arbitrary homogeneous monogenic polynomial of degree ℓ in R q . In this section we shall look for special null solutions of the operator (1), which we assume to be of the form
where M and N are continuously differentiable R-valued functions depending on the two variables (θ, ρ) = ( x, t , |y|). 
is a null solution of the operator t, ∂ x − t∂ y if and only if
Proof. It is easily seen that
Using the Leibniz rule
and Euler's theorem for homogeneous functions, we also obtain that
We thus get
and the lemma easily follows.
Remark 1. Let t, s 1 , . . . , s p−1 be an orthonormal basis of R p . Then it is clear that
Due to the fact that
we may conclude that any null solution of the operator t, ∂ x − t∂ y of the form (2) is also a null solution of
The following lemmas will be essential to obtain the main result in the section. The properties of the operators we list in the first lemma may be proved by induction and can be found in [13] .
Lemma 2. Suppose that h(x 1 , x 2 ) is an infinitely differentiable R-valued function. Then for j = 1, 2 one has 
with n a positive integer.
Proof. We first prove that for any twice continuously differentiable R-valued function g of two variables defined on an open subset of the upper half-plane the following equalities hold
In fact, it is easily seen that
where we have used Euler's theorem for homogeneous functions.
In the same spirit we also obtain
The proof now follows by induction using equalities (5) and (6) together with statements i and ii of Lemma 2. It is clear that the lemma is true in the case n = 1. Assume that the formulae hold for a positive integer n; we will prove them for n + 1.
which establishes the first formula. The other one may be proved in a similar way.
These lemmas lead to Fueter's theorem for embedded axial monogenics depending on a variable axis along t ∈ S p−1 .
Theorem 2.
Suppose that the function u + iv is holomorphic in the open subset Ξ of the upper half-plane. If q is odd, then the function
is a null solution of the operator t,
Proof. By Lemma 3, we get that
On account of Lemma 1 it is sufficient to show that M and N fulfill the Vekua-type system (3). Using statements iii and iv of Lemma 2 and the fact that u + iv is holomorphic we obtain
which completes the proof.
Fueter-Funk-Hecke theorem
In this section we shall state and proof the main result of the paper. It will be a combination of Theorem 2 and the so-called Funk-Hecke's formula (see e.g. [10] ).
Theorem 3 (Funk-Hecke's formula). Suppose that
where C k (t) is the Gegenbauer polynomial C λ k (t) with λ = (p − 2)/2 and |S p−2 | denotes the surface area of the unit sphere in R p−1 .
We recall that the Gegenbauer polynomial C λ k (t) are orthogonal polynomials on the interval [−1, 1] with respect to the weight function (1 − t 2 ) λ−1/2 and satisfy the recurrence relation
For any x ∈ R p and y ∈ R q we put ω = x/r, ν = y/ρ, with r = |x| and ρ = |y|. Let P k (x), P ℓ (y) be homogeneous monogenic polynomials. For simplicity we shall assume that P k (x), P ℓ (y) takes values in the even subalgebra R + 0,p , R + 0,q respectively and hence
Theorem 4 (Fueter-Funk-Hecke theorem). Let h = u+iv be a holomorphic function in an open subset Ξ of the upper half-plane that is invariant under the dilations (r, ρ) → (rt, ρ), t ∈ [−1, 1]. In case q is odd, then the function
is monogenic in Ω = x, y ∈ R m : (r, ρ) ∈ Ξ , where
B(r, ρ) = C k+1 (1)
Proof. Let t, s 1 , . . . , s p−1 be an orthonormal basis of R p . Then it is clear that
Consider the function
It thus follows from (4) that
Therefore by Theorem 2 and Remark 1 we can assert that (∆ x + ∆ y )
2 I = 0. We now write I as I(x, y) = I 1 (x, y) + νI 2 (x, y) P ℓ (y) with
As P k (x), xP k (x) are both harmonic we can make use of Funk-Hecke's formula to compute I 1 and I 2 . Indeed, writing x as rω we obtain
and thus completing the proof.
Remark 2. Note that Theorem 4 produces biaxial monogenic functions of the form
where M, N are R-valued functions satisfying the Vekua-type system
Here we present three examples:
We end the paper with a brief discussion about the action of the Fueter-Funk-Hecke mapping Ft p,q on the positive powers of z. We shall first consider the case h(z) = z 2n . For this case we clearly have that
which implies that u(rt, ρ)C k (t), v(rt, ρ)C k+1 (t) are both even functions in the variable t when k is even and odd functions when k is odd. Hence, we can assume that k is even since for k odd the functions A(r, ρ), B(r, ρ) defined respectively in (7), (8) are equal to zero. Taking into account the orthogonality of the polynomials C k (t), C k+1 (t) we have
It thus follows that
A(r, ρ) = for certain real constants a µ , b µ and as a result A(r, ρ) − ω νB(r, ρ) will be a homogeneous polynomial of degree 2n − k with real coefficients in the variables x, y. A similar analysis can be made for the case of odd powers of z and we arrive at the following conclusion.
Ft p,q z n , P k (x), P ℓ (y) (x, y) = H(x, y)P k (x)P ℓ (y), k − n even 0, k − n odd, where H(x, y) denotes a homogeneous polynomial of degree n − (k + 2ℓ + q − 1) with real coefficients in the variables x, y if n ≥ k + 2ℓ + q − 1 and zero otherwise.
As an illustration, we provide the following examples:
Ft 3,3 z 4 , 1, 1 (x, y) = x 2 + 2 3 x y − y 2 , Ft 3,3 z 7 , P 1 (x), 1 (x, y) = 3x 4 + 4x 3 y − 14x 2 y 2 − 28 5 x y 3 + 7y 4 P 1 (x).
