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Abstract 
We study the asymptotic behavior of solutions of differential equations dx,(t)/dt = 
A(y(t/&))x,(t), x,(O) = x0, where A(y), for y in a space Y, is a family of operators forming the 
generators of semigroups of bounded linear operators in a Hilbert space H, and y(t) is an 
ergodic jump Markov process in Y. Let A = l A(y)p(dy) where p(dy) is the ergodic distribution 
of y(t). We show that under appropriate conditions as E -+O the process x,(t) converges 
uniformly in probability to the nonrandom function X(t) which is the solution of the equation 
d%(t)/dt = .&C(t), X(0) = x,, and that C-“‘(x,(t) - Z(t)) converges weakly to a Gaussian random 
function Z(t) for which a representation is obtained. Application to randomly perturbed partial 
differential equations with nonrandom initial and boundary conditions are included. 
Keywords: Stochastic dynamical systems; Method of averaging; Markovian perturbations; 
Asymptotic expansion; Partial differential equations 
0. Introduction 
0.1. We consider a random function x,(t) in a separable Hilbert space H which is 
determined as the solution of the initial value problem 
dxe(t) -= 
dt AYE (0) x,(t), x,(O) = x0, 
where A(y) is a function from a measurable space (Y, w) with values which are the 
generators of continuous semigroups of linear operators in H and y(t) is a jump 
Markov process in (Y, S’). This means that for each y E Y there exists a semigroup 
T,(y), t 2 0, of bounded linear operators: H + H, which satisfies the conditions 
(1) T*+,(Y) = Tt(Y)T,(Y), 
(2) T,(y)x is a continuous function from R+ + H, 
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(3) there exists a set D c H which is linear and dense in H such that for x E D 
lim k (T&)x - x) = A(y)x, 
h+O+ 
(0.2) 
(4) the function (A(y)x, z)~, z E D, x E H is V-measurable in y, where (. , .)H is the 
scalar product in H. 
The Markov process y(t) in the space (Y, %?) is a homogeneous jump Markov 
process, so its generator n is defined on the space B(Y) of bounded g-measurable 
functions g(y) : Y -+ R by the formula 
W> Y, dy’) dy’) - g(y) > 
where P(t, y, C) is the transition probability of the process y(t). Integrals with no limits 
of integration denote integrals over Y. Since y(t) is a jump process, the generator 
Z7 has the following representation: 
Qh4 = My’) - g(y))n(y, dy’), (0.4) 
where H(y, C) is a function from Y x V into R, it is V-measurable in y and is a measure 
on w. 
The process x,(t) may be defined in the following way. Let {Q, k = 0, 1, . . . } be 
a sequence of stopping times for the process y(t) such that y(zk) = y(t) for 
zk < t < z~+~, q, = 0. Then 
X,(t) = Tr-o,(y(Zk))X~(&Zk), ETk ,< t < EZk+l, k = 0, 1, . . . 
Our aim is to investigate the behavior of the process x,(t) as E -+ 0. 
(0.5) 
0.2. We suppose that y(t) is an ergodic Markov process with the ergodic distribution 
p(dy). Then under some assumptions listed below, an operator A in H is defined by the 
relation 
(Ax, z) = 
s 
(A(y)x, z)P(dy), x E D, z E H. (0.6) 
If A is the generator of a continuous semigroup in H, then the equation 
dx(t) 
__ = B(t), 
dt 
X(0) = x0, (0.7) 
which may be called a probability averaging equation for Eq. (O.l), has a unique 
solution for all initial conditions x0. This solution is given by X(t) = Fttxo, where Tt is 
the semigroup with the generator A. 
We find conditions under which x,(t) + x(t) in probability uniformly on all finite 
intervals. Such a statement is analogous to the Law of Large Numbers in probability 
theory. 
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It is natural to consider also a statement which is analogous to the Central Limit 
Theorem: we suppose that the random variable 
f (y(s))ds - 1 jlbM44) (0.8) 
is asymptotically normal for JE B(Y), as t --f co. Under this assumption we investigate 
the process 
2,‘(t) = -!- (x,(t) - T?(t)), 
4 
(0.9) 
and prove that with some additional conditions 2: (t) converges weakly in distribution 
as E + 0 to a Gaussian process XI(t) with independent increments in t. We find the 
limiting distribution. 
These general results are used to study the asymptotic behavior of solutions of 
linear partial differential equations with coefficients which depend on y(t/.s). For 
example, let ~,(t, x) be the solution of the Cauchy problem 
&(4X)= 2 4 ,,_“, Zd t ( 0) 
p+. +a,( 
x,y - 
a, + ,.. fcq < Y 
6 (&,)CIl ...((;Xd).duE(t)x)) 
%(O, 4 = uo(x) (0.10) 
(if r > 1, we consider this equation in a bounded region G c Rd with proper boundary 
conditions on r, the boundary of G). ~,(t, x) is a random function: R, x Rd --f R, the 
coefficients aa,, ,,,(x, Y) are smooth functions: Rd x Y ---f R and x1, . . , xd are the 
coordinates of x E Rd. We consider the averaged coefficients 
41, .&) = s aa,, ,a,,(~> y)dW> (0.11) 
and the solution of the averaged equation 
;“(“‘x)= 1 u a,,..., m,(x) 
da,+” +z” 
“, + .., +IId c * (dX,)al . . (~xd)@d w, x), 
40,x) = uo(x), (0.12) 
where the boundary conditions for C(t, x) are the same as those for u,(t, x). We 
establish the convergence of uE(t, x) to C(t, x) in probability and the weak convergence 
in distribution of the random field C,(t, x) = E- ‘/‘(u,(t, x) - ti(t, x)) to a Gaussian 
random field u”(t, x). 
We consider in Section 5 applications of these results to equations arising in 
applications; specifically to bacterial growth and random advection, and to diffusion 
in randomly fluctuating media. 
0.3. Randomly perturbed dynamical systems and stochastic differential equation with 
fast terms were considered in many papers and books: Bogolubov and Krylov (1939) 
Bogolubov (1945), Gikhman (1950, 1964), Khasminiskii (1966, 1968), Papanicolaou 
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(1975), Papanicolaou et al. (1977), Freidlin and Wentzell(1979), Sarafyan and Skoro- 
khod (1987) and Skorokhod (1989). The results of this article are related to the general 
limit theorems for Markov process (see Skorokhod, 1965; Ethier and Kurtz, 1986; 
Jacod and Shiryaev, 1987; Protter, 1990) and to stochastic partial differential equa- 
tions (see Pardoux, 1977; Krylov and Rozovskii, 1979, Rozovskii, 1985). Applications 
can be found in the work of Rubinow (1973), Mueller et al. (1968) and Bambakadis 
(1981). 
1. Preliminaries 
1.1. Generators of continuous linear semigroups in H 
Let T, be a strongly continuous linear semigroup in H, i.e. {T,, t E R + ) is a family of 
bounded linear operators: H --t H for which for each x in H (a) 7’t+sx = TtTSx and 
(b) T,x is continuous in s, with lim,,, T,x = x. There exists a linear set D dense in 
H for which the limit 
(1.1) 
exists. A is called the generator of the semigroup Tt. A sufficient condition for an 
operator A which is defined on a dense linear set D c H to be the generator of 
a continuous linear semigroup is that there exists a positive number y > 0 for which 
(Ax, x)~ < y(x, x)~ for all x E D. (1.2) 
We suppose that 
(I) there exists a dense linear set D c H such that A(y)x is defined for all x E D, 
y E Y, and for some measurable positive function y(y) the following inequality holds: 
(A(y)x, xh d y(y)(x, x)~ for all x E D, y E Y. (1.3) 
(II) D is a Banach space with a norm 1. ID, which satisfies the inequality 1. IH d 1. ID 
where (xln = (x, x),!/‘, and the semigroup T,(y) with the generator A(y) is a continu- 
ous semigroup on D in the norm 1. ID: 
I T,(Y)xID d ct(y)lxl~, I TAX - XID -+ 0 as t -+ 0, 
where c,(y): R+ x Y --) R, is a nondecreasing function of t and measurable in y. 
(III) There is a measurable function r(y) such that IA(y)xlH < r(y)lxlo, for x E D. 
1.2. Uniform ergodicity 
We recall that the ergodicity of a Markov process y(t) means that for all y E Y and 
f~ B(Y) the limit 
lim f 
s 
:/(y(r))df = Sf(y)p(dq.) (1.4) 
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exists with probability 1. The probability distribution p is called the ergodic distribu- 
tion of the process, and it is an invariant measure for the process. If the process y(t) is 
ergodic, then (1.4) is valid for all w-measurable functions f(y) for which 
S If(y)\ p(dy) -=c o. It follows from (1.4) that for all y E Y, f~ B(Y), 
lim $ 
ss 
1 f(y’)P(r> y, dy’) = r+= (1.5) 
The process y(t) is called uniformly ergodic if relation (1.5) is satisfied uniformly in 
y E Y and f~ B(Y) for which // fll = sup,,,(f(y)) < 1. 
We next state and prove an averaging result. 
Lemma 1. Let y(t) be uniformly ergodic and let A(y) satisfy conditions (I)-(III). 
Suppose r = 1 r(y)p(dy) < a and 17 = jy(y)p(dy) < xi. Then there exists a linear oper- 
ator A from D into H which satisfies the conditions 
(Ax, .z)~~ = 
s 
(A(y)x, & p(dy) for all x E D, z E H, (1.6) 
lAxlw<flxlo forxED, (1.7) 
(Ax, X)H < Y(x, xb for x E D, (1.8) 
Py Ax = lim + 
s 
T 
A(y(s))xds = 1 for all y E Y, x E D 
T-rm 0 
(1.9) 
where I’,( ...} is the probability induced by the process y(t) with y(0) = y. 
Proof. The existence of A and formulas (1.6)--(1.8) follow from the inequality 
j(A(y)x, &,( < r(y)(~(~(zl~ and the condition that r < co. From this inequality and 
the ergodicity of y(t) it follows that for all y, 
(A(y(t))x, z)Hdt = (Ax, z)~ 
Let A,(Y) = lf,,,, G cl A(Y), and (&x, z) = 1 l;*(Y) G Ci (A(y)x, z)p(dy). Then 
(A,(y(t))x, z)Hdt = (&x, z) = 1, 
and 
<CT+ s bwc: r(y)lxl,p(dy) = 1 for any 6 > 0. 
(1.10) 
(1.11) 
(1.12) 
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Let Q be an orthogonal finite-dimensional projector in H. It follows from (1.11) that 
for all x E D and y E Y, 
We note that 
Q&(y(t))x dt = Q&x (1.13) 
+ 1 
s 
Ir(y)<c) lQA(y)x - A,(y)xl,p(dy) = 1. 
1 
(1.14) 
We can choose 6 > 0, c > 0 and the operator Q in such a way that the right-hand side 
of the inequality in P,{ } in (1.14) becomes arbitrarily small. 
This completes the proof of Lemma 1. 0 
1.3. Some properties of solutions of perturbed systems 
It is evident that x,(t), the solution of Eq. (O.l), depends on x0 in a linear way. We 
therefore write 
x,(t) = U&)x0; (1.15) 
here Ue(t) is a random linear operator. It follows from formula (0.5) that DC is 
a bounded (with probability Py = 1) random operator (Skorokhod, 1984). We also 
consider the two-parameter family of such operators {U&, t), 0 d s < t} where 
-$ UJS) t)x = A y f 
(0) 
L/E(s) t)x for t > s, U&Y, s)x = x for any x E H. 
(1.16) 
We next establish further properties of DC. 
Lemma 2. Let y(t) be uniformly ergodic and s r2(y)p(dy) < co as well as 
Jy(y)p(dy) < ~0. Then 
(a) (/ Ue(s, t) /I is uniformly bounded (with probability PY = 1)for E > 0 and 0 d s < 
t < to for any to > 0; 
F. Hoppensteadt et al. /Stochastic Processes and their .4pplications 61 (1996) 85-l 08 91 
(b) liws+o+ 1 UE(S) t x - XJH = 0 (with probability P, = 1) uniformly in 0 6 s < t 6 c, 
IxlD 6 c, I > Ofor all c > 0. 
Proof. We have 
Therefore, 
This relation establishes (a). 
In a similar way we have 
JUJs, t)x - xl; + 2 A y ; 
( (0) 
x, Ue(s, t)x - x 
H 
<(2y+l)IU,(s,t)x-xli+r’ y $ 
( 0) 
1x1;. 
Thus, 
~lxl~~~‘rz(Y(~))enp{~~‘(2~(y(~))+l)d~~d~ 
C/E ‘/a 
d 1x1; exp E is (WY(~) + l)d~ .E I s r2(y(z)) dz. 0 0 S/E 
Remark. In the proof we have used Gronwall’s and Schwarz’s inequalities and the 
boundness of (l/T’)Jzf(_y(r))dt (with probability P,, = 1). 
1.4. Quasi commutativity 
We suppose that the family of operators {A(y), y E Y ] satisfies the following 
additional conditions, which may be called “conditions of quasi-commutativity” 
because they are fulfilled if A( = A( for all yl, y, E Y. 
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(QCl) There exists a linear subset D2 c D that is dense in H such that the function 
IA(y1)A(y2)xlH is defined and % @ V-measurable for all x E D2, and there exists 
a measurable function y1 (y) : Y + R, for which 
(A(YIM(Y2)x> NY1)X)H 6 Y1(Y2)l4Yi)xl; + Y1(Y1MY2)lxl;. (1.17) 
(QCZ) There exists a linear subset D3 c Dz that is dense in H such that the function 
lA(yl)A(y2)A(y3)xlH is defined, V 0 V @ q-measurable for all x E D,, and there 
exists a measurable function y2(y) : Y + R+ for which 
MYl)A(Y2)A(Y3)x, 4Yi)A(Y2)4H 
6 Y2(y3)lA(y1)A(y2)Xl; + Y2(yi)l~(y2)x1& + Y2(y2)14y&l; (1.18) 
+ Y2(Y2)Y2(Y1)l4zP 
With these conditions we derive the following estimates. 
Lemma 3. Let conditions (I)-(III), (QCl), and (QC2) be fulfilled, and suppose that the 
process y(t) is uniformly ergodic with an ergodic distribution p(dy) and 
s (r’(y) + Y(Y) + YI(Y) + y2(y))pW < a. 
Then 
(a) for all to > 0 there exists a random variable CI(to) such that 
I4Y)Uh O~G d G(tow(Y)xl~ + h(Y) + WI33 
with probability Py. = 1 for all y’ E Y, x E D2, 0 < s < t < to, E > 0, 
(b) for all to > 0 there exists a random variable C2(to) such that 
IA(Yl)4Y2)UAs, tblf, 
G C2(to)CI~(Yl)~(Y2)xl~ 
+ Y2(YlMY2Mf + Y2(Y2K4(YIbG + Y2(YdY2(Y2)Im 
(with probability Py, = 1) for all yl, y,, y’ E Y, x E D2, 1 6 s < t < to; 
(c) for all to > 0 there exists a random variable C3(to) such that 
lA(Y)U&T t2)x - NY)W, t&G 
GC,@o)~(~AoI)A(Y(~))xj~+Y2+(Y(~))x/: 
+Y2 Y 5 
(0) 
MY~XIT, + Yz(Yh (Y (3) + Yz (Y (5))YI(Y) 
(1.19) 
+,,(h+o))+ $7. 
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Proof. All these statements may be proved in a similar way. We consider (a) and (c). 
We have 
= 2(4w(Y(3) u~(s,L)I,Ao.)~~(S,l)x)H 
t d2YI Y ; 
(0) 
INY)U&> Mf + 2Yl(Yhl Y ; 
(0) 
I U&2 w;> 
where we have used (QCl). It follows from Lemma 2 that there exists a random 
variable C,(t,) for which 
I UE(S> M; G G(h) IXG 
for all 0 < s < t < t,,, E > 0, x E D. Therefore, 
l~(y)U,,,,~)xl~~exp~j~2~~(Y(F))d~} 
+a(r,xlb + 2~~WXto) s”~‘().(i))dr]. 
The statement (a) follows from this inequality since the random variable 
jr+$))dr=s j;‘ri(y(r))dr 
is bounded for fixed to. 
Furthermore, we have 
5 IA(.YWeb, t) - UE(S2 m4~ 
= 2 A(YM Y ; ( ( (‘I WAS, 0 - zJE(S> t1)b, A(Y)W 0 - UE(S> t1))x H 
+ +YM (Y (i)) U&, tl k A(Y)W t) - u&, tl))x 
’ +(y(~))+ l)lA(y)(o.(s,f)--Li,(s,fl))xl: 
+~Y,(Y)YI Y ; 
(0) 
l(Uh t) - Ue(s> OxI:, + 
Here we have used condition (QCl) and Schwarz’s inequality. Using (b) and Gron- 
wall’s inequality we obtain (c). 0 
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1.5. Quasi potential 
Let y(t) be a uniformly ergodic Markov process with the ergodic distribution P(dy). 
We suppose that its transition probability satisfies the condition 
(QP) = s VaWV, Y, .) - pl.1) dt < ~0, 0 
where the integral converges uniformly for y E Y, and Var denotes the variation of 
a signed measure on Y. Then the kernel 
WY, B) = (W, Y, B) - dB)) dt (1.20) 
is well defined and is a bounded measurable function in y and a signed measure of 
bounded variation in B. R(y, B) is called a quasi-potential for the process y(t). 
The following statement is close to many other statements on central limit theorems 
for processes with mixing conditions (see, for example, Ethier and Kurtz, 1986, p. 350; 
Jacod and Shiryaev, 1987, pp. 465-479), but unfortunately our result cannot be 
directly obtained from their work. 
Lemma 4. Let y(t) be uniformly ergodic, and suppose that condition (QP) is satisjed, 
g E B(Y), and Jg(y)p(dy) = 0. Then the process 
converges weakly in distribution to a Wiener process q(g, t) for which Eu](g, t) = 0, and 
cg = EY&g,t) = 2 ddy)W> d4dMw). (1.21) 
Proof. This fact may be derived from results in Papanicolaou (1975). We recall here 
only the main steps of the proof. 
- P WMz)dv 
1 
du 
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(1.23) 
(1.24) 
It follows from (1.24) that the family of the processes qE( g, t) is compact with respect to 
the weak convergence in Ct,, r1 for all T > 0. (1.23) implies that weak limits of nE( g, t), 
as E -+ 0, are continuous martingales, and (1.22) implies that the quadratic variations 
of these martingales are c,t. Thus, all limit processes have the same distribution. 0 
2. Averaging theorem 
Theorem 1. Let the following conditions be satisjied: 
(A) the jump process y(t) is uniformly ergodic with the ergodic distribution p(dy); 
(B) thefunction A(y) satisfies conditions (I)-(III), (QCl) and (QC2); 
(C) S(r2(y) + Y(Y) + YI(Y) + Uy))p(dy) < a, 
(D) 1s I~(y~)~(yJxl~~(dy~)~(dy~) < ~0 for x E D2. 
Thenforallx,EH, T>0,6>O,y~ Y, 
lim PY sup Ix,(t) - X(t)lH > 6 = 0; 
t-o i Z$T 1 
here x,(t) is the solution of Eq. (0.1) Z(t) is the solution of Eq. (0.7). 
Proof. We can obtain from (0.1) and (0.7) the representation 
x,(t)-%(t)= j;Tt_+(y(;))-A)*,(s)ds. 
(2.1) 
(2.2) 
We first prove that x,(t) -+ Z(t) in probability for all t > 0 and x0 E D3. We define 
Let 0 = to < t1 < ... < t, = t. Then 
We use the representation 
d(a, b)x = Ll”‘(M, p)x + P(r, /3)x + d3’(a, /3)x, 
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where 
It follows from (1.9) that d”‘(cc, p) x -+ 0 in probability as t; -+ 0 for all 0 < c( < p < co, 
andxED.LetxED3,then 
where Q is a constant which depends on sup, S f I/ T7 11. Now we use part(b) of Lemma 3 
with A replaced by A (recall A = JA(y)p(dY)). It follows that 
Id’2’(4 P)U,(O, 4xl.V G Q(P - 42, 
where the random variable Q depends on t and x. Therefore, 
,zl IL,~(2)(tk-l, tk)UE(O,tk-l)XIH~tsup lIT,l/~max(tk-tk_l). 
r<t k 
In the same way, using part (c) of Lemma 3, we may obtain 
k-l,tk)UE(O,tk-1)XIH~tSUP IiTrIl~max@k-tk-l)~ 
TGf k 
Therefore, x,(t) + x(t) in probability for all t and x0 E D3. x(t) is uniformly continuous 
in t. We have for x,(t), using part (a) of Lemma 3, the inequality 
s I2 1 d II $1 + C,(ro) A Y ; (1 ( (“))xO1’+(l+TI(Y(~)))l+ 
for tl < tZ d to. Thus, U,(O, t)xo is also uniformly continuous in t and 
sup, 4 f G f,, I Z(t) - x,(t)1 + 0 in probability. 
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Using part (a) of Lemma 2 we see that this statement is true for all initial values 
.XOE H. 0 
Remark. In the same way we can establish that A(y)x,(t) converges uniformly in 
probability on finite intervals for x0 E D, y E Y. 
3. Asymptotic behavior of deviation 
3.1. We now introduce some ideas presented in Skorokhod (1984). A weak random 
operator A(w) from D into H is a family of random variables {(A(w)x, z)~, x E D, 
z E H} for which (A(o)x, z)~ is a bilinear function in x and z, and it is bounded in 
probability on the set { lxlD d 1, lzlH < 1). 
This weak random operator is called strong if for an orthogonal basis {ek} in H the 
series 
,F, (A(~x, 4’ 
converges in probability. In this case a random operator is defined on D by the 
formula 
A(4x = f (Akdx, ek)Hek. 
k=l 
Let A,(o) be a family of weak random operators from D into H. We say A,(o) 
converges weakly to a weak random operator AO(ta) from D into H if the distribution 
of (AE(w)x, z)~ converges to the distribution of (A,(o)x, z)n for all x E D, z E H. Let 
{AE(w)} be a family of strong random operators from D into H. We say A,(o) 
converges strongly to a strong random operator A,(o) from D into H if the distribu- 
tion A,(o)x converges to the distribution A,(o)x for all x E D. 
A(w) is called a Gaussian random operator if (A(w)x, z) is Gaussian random 
variable for all x E D, z E H. 
We next consider a family of weak random operators WE(t) which are defined by 
(3.1) 
It is easy to check that IV,(t) is a strong random operator. 
Lemma 5. Let A(y) satisfy conditions (I)-(III) and jr(y)p(dy) < co. Suppose y(t) is 
a uniformly ergodic process satisfying condition (QP) and 
s s “. V(Y) Va@(t, Y', dy) - p(dy)) d A(t) where L(t)dt < ccj 0 (3.2) 
Then We(t) converges strongly to a strong random Gaussian operator W(t) as E -+ 0. 
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Proof. It follows from Lemma 4 that (Fk’,(t)x, z)~ converges weakly in distribution to 
a Wiener process (W(t)x, z)~ for which E(W(t)x, z)~ = 0 and 
R(W(t)% z); = t 
ss 
((A(Y) - A)-% &((A(Y’) - A)x> &P(dY)R(Y, dy’). (3.3) 
Notice that W(t) is a strong random operator since 
E I Wbl:, = c EWW ek,if, 
k 
= t 
ss 
((A(Y) - 2)x> My’) - A)x),p(dy)R(y> dy’) 
< t 
ss 
IMY) - A)xl.lMy’) - ~)xI~(dy)VarR(y~ dy’) 
and 
s 
l4y’)xl VarR(y, dy’) 6 
s 
oc 
A(s) ds. 
0 
It follows from Skorokhod (1984, p. 25, Theorem 2) that for strong convergence of 
W,(t) to W(t) it is sufficient that the following relation holds: 
lim lim sup E f (w,(t)x, ek); = 0. 
n-C.2 &‘O k=n 
Using the inequality 
(3.4) 
E, f (~(t)-‘h ek)' 6 2 
* s ss IrT4w) - ax, P”(A (z) - ‘ax)1 k=n 0 
where P” is the operator of projection on the subspace of H which is generated by 
{ek, k > n} and using condition (3.2) we verify (3.4). 0 
Remark. W(t) is a random function with values that are strong random operators; in 
particular, for all x E D the random function W(t)x is a Gaussian process with 
independent stationary increments in H, EW(t)x = 0, 
EW(t)x, z)f, = t 
ss 
(A(y’)x - Ax, z)~(A(y)x - Ax, &p(dy)R(y, dy’). 
3.2. Limit theorem 
Theorem 2. Let the conditions of Theorem 1 and Lemma 5 be satisfied. Then for all 
x,, E D2, the process 
x,‘(t) = J- (XE(t) - 2(t)) 
A 
(3.6) 
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converges weakly in distribution to the process 
x’(t) = T,_, dW(s)T,x, 
Proof. We use the representation (2.2) for x,‘(t): 
s f = T,_, dW,(s) U&)x, ds. 0 
(3.7) 
(3.8) 
Let Z:(t) be defined by the formula 
s f 2; (t) = Tt_, dW,(s)T,x,. (3.9) 0 
It follows from Lemma 5 and the remark preceding this theorem that the process 2: (t) 
converges weakly in distribution to a process x1(t). We set d,(s) = x,(s) - X(s); then 
s 
f 
x,1(t) - 2; (t) = Tl_, dW,(s)d,(s) ds. (3.10) 
0 
To prove the theorem we need only to show that xi(t) - z?!(t) + 0 in probability. 
It is convenient for us to use expectations. For this we consider instead of d,(t) the 
function d,(t AT*), where z* is a stopping time with respect to the Markov process 
y(t/E). This stopping time is chosen in such a way that all expectations under 
consideration will be finite. We also use the following property: for all to > 0 and 
6 > 0 we can choose a stopping z* so that P,(z* > to) > 1 - 6. Since z* will be chosen 
below and we consider only d,(t AT*), we will denote the last expression by d:(t). 
Let us evaluate l&(x:(t) - <f(t)li. Let ii(y) = A(y) - A, and A(y) = iA 
R(y, dy’); then 
x dsdzdu 
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Both integrals Fr and F2 may be evaluated in the same way. Hence, we may consider 
only FI: 
We put u = (u - S)/E and use relation s A(y’)p(dy’) = 0. Then 
where tl, -+ 0 as E + 0. We change in the last formula d,*(s) into Si d*‘(t)dr. Then 
where /I$ -+ 0. We choose r* = (inf(t:JIA(y’)x,(t)(ip(dy’) > C). Using the Remark to 
Theorem 1 we verify that FI + 0 as E -+ 0. 0 
4. Application to PDEs with random perturbation 
4. I. We consider a bounded region G c Rd with a smooth boundary r and a differen- 
tial operator L(x, y) which is defined for r-times differentiable functions u: G + R by 
the relation 
where Q is a multi-index a E Z”, that is a = (a,, . . . , CQ), and the differential operator 
D,u(x) is given by 
alal 
Dau(x) = (ax,yl . . . (ax,yd ‘(‘)’ 
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wherelal=xl+ ... +cr,andx=(x,,..., xd) E Rd. The functions a,(~, y) : G x Y --f R 
are assumed to be bounded, measurable in y and sufficiently smooth in x. 
We consider also differential operators MI(x), . . , M,(x) defined as 
M’(x)u(x) = c c:(x)D,u(x), i = 1, . . . ,m (4.2) 
Iill <Vi 
for which ri < r, where the functions C:(x) are defined and sufficiently smooth in 
G and some neighborhood of r. 
We suppose that for all y E Y, the Cauchy problem 
f 44 4 = -WC y)u(t, x), 
Mju(t, x)JxEr = 0, i = 1, . . . ,m (4.3) 
has a unique solution when cp is sufficiently smooth. 
We consider now the random function uE(t, x) which is the solution of the equations 
&(t, x) = L x, y ; ( 0) UE(k 4, 
u,(O, x) = q(x). 
MiUE(ty X)\,,I. = 0, i = 1, . . . ,m, (4.4) 
where y(t/e) is as before. We are interested in the asymptotic behavior of the function 
u,(t, x) as E --* 0. 
4.2. Let y(t) be an ergodic process with an ergodic distribution P(dy). We set 
(1,(x) = s a& Y) ddy), (4.5) 
E(x)u(x) = 1 a,(x)D,u(x). (4.6) 
/.I <r 
Let ti(t, x) be the solution of the Cauchy problem 
aqt, X) 
at 
= L(X)ti(f, x), 
qo, xl = 444, 
Miu(t, X)l,,r = 0, i = 1, . . . ,m. (4.7) 
We will find conditions under which u,(t, x) converges to ii(t, x) in probability. 
Further, we consider the random fields iiz(t, x) in R, x Rd defined by 
(4.8) 
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Under certain general conditions (see Lemma 4) these random fields converge weakly 
in distribution to Gaussian fields &(t, x), having independent increments in t, ]aJ < r 
and for which 
E&(t, x) = 0, (4.9) 
E(&(t, x)&O’, x’)) 
= min[t, t’] 
ss 
(a&, y’) - ~&(x))(u~(x’, z) - &(x’))(p(dw)R(w, dz) 
+ P(dz)Nz, dw)). (4.10) 
We suppose that the solution of problem (4.6) can be represented in the form 
ii@, x) = 
s 
K(t, x, x’) c&x’) dx’ (4.11) 
G 
where K(t, x, x’) is Green’s function from R, x G x G into R. Theorem 2 suggests that 
it is natural for the random field 
ii&, x) = -L (u,(t, x) - qt, x)) 
& 
(4.12) 
to converge weakly in distribution to the Gaussian random field zZ(t, x) which is 
represented by the formula 
f 
u^(t, x) = 1 
ss 
K(t - s, x, x’)d,&(s, x’)D,u(s, x’)dx’. 
lal<r 0 G 
We will identify conditions under which these statements are valid. 
(4.13) 
4.3. To do this, we use Theorems 1 and 2. We first recast the PDE problems with 
random perturbations into our general scheme of randomly perturbed dynamical 
systems in Hilbert spaces. 
We denote by H the space of functions u(x) for which 
(4.14) 
and 
Miz4(x)/,,r=0, i=l,..., m, l=lllaXri+i. (4.15) 
(We consider smooth enough functions u which satisfy (4.14) and (4.15), and we close 
this set in norm I( . I[[). A scalar product ( . , )[ in His generated by (1 u 11: = (LI, a>[, we 
will use this scalar product for 1 = 0 also. 
For fixed y, L(x, y) is an unbounded operator in H. We suppose that the functions 
a,(~, y) have bounded continuous derivatives D&x, y) for ( j? 1 Q q. If q B 1, then the 
domain of the operator L(x, y) is 
D = {u E H: II u Ilr+l < 00, D,+(x) lxer = 0, I BI d r + 13. (4.16) 
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If 4 > I + kr, then 
Dk = {U E H: )I u I(kr+l < cc, DBu(x) Ixt, = 0, ( /I I 6 kr + I), k = 2,3, 
which defines the sets D, and D3 used in conditions (QCl) and (QC2). 
(4.17) 
4.4. For the operator L(x, y) to satisfy conditions (I)-(III), (QCl), and (QC2) we need 
the conditions of strong uniformly ellipticity as follows: Let r = 21 and assume the 
existence of a constant c > 0 for which 
(u(x), L(x, y)~(x))~ < - c I\u]~: for all y E Y, u E D. (4.18) 
Condition (4.18) implies (I), (QCl) and (QC2) if q = I + 3r. We can instead consider 
D which is of the form (4.16). Consider its closure in the norm (/ . (jrtl, then conditions (II) 
and (III) will be fulfilled. Thus, the following theorem follows from Theorems 1 and 2. 
Theorem 3. Let the following conditions be fulfilled: 
(a) a,(~, y) and DBul(x, y) are measurable bounded continuous function ofxfor (Q( f r, 
(pi<3r+I, 
(L) L satisfies conditions (4.18), f brmula (4.11) is fulfilled and K(t, x, x’) is uniformly~ 
integrable on G in x’, 
(rp) the initial function cp E D,, 
(y) the Markou process y(t) in (Y, C) is uniformly ergodic with ergodic distribution p(dy) 
und Var(P(t, y’, dy) - p(dy)) < i(t), i 0” i(t) dt < m. 
Then we hrtve 
(I) for all t > 0 and 6 > 0 
lim P sup )/ u,(s, x) - U(s, x) /It > S = 0, 
F-t0 i S<f I 
(II) the rundomfield 6”(t, x) which is defined by formula (4.12) converges weakly in 
distribution to a Gaussian random,field u(t, x) which is represented by formula (4.13) in 
which &(t, .x) are Gaussianfields with independent increments in t, their joint distribu- 
tions are determined by formulas (4.9) and (4.10). 
5. Generalizations and examples 
5.1. Nonhomogeneous problems 
We consider here nonhomogeneous equations of the type (0.1); namely 
(5.1) 
where b(y) is a %-measurable function: Y ---f H. It may be transformed to Eq. (0.1) in 
the following way. Let HI = R x H be the Hilbert space with the norm 
I(& x)1;, = c? + I.& M E R, x E H, (a; x) E HI. 
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We consider the operator-valued function A1 (y), where 
A,(y)@; x) = (0; ah(y) + &9x). (5.2) 
Then the random function xi(t) = (1; x,(t)) with values in H1 satisfies the equation 
dd (0 
dt 
=A1 y 4 (0) XE @L E (5.3) 
and the initial condition xi(O) = (1; x,,). It is easy to verify that if the operator A(y) 
and the process y(t) satisfy the conditions of Theorem 1 and j lb(y)/; p(dy) < 00, then 
A1 (y) satisfies also the conditions of Theorem 1 and therefore the solution of Eq. (5.1) 
converges to the nonrandom function x(t) which is the solution of the equation 
dx’ 
- = Ax(t) + b, 
dt (5.4) 
where 6 = Jb(y)p(dy). 
Next, let conditions of Theorem 2 be fulfilled and 
m ss Ib(y’) - blH Var(P(t, y, dy’) - p(dy’)) dt < co. 0 
Then the process E- “‘(xc(t) - Z(t)) converges weakly in distributions to the Gaussian 
process x”(t) which is determined by the formula 
f f 
Z(t) = 
s 
T*_, d@(s)T,x, + 
s 
7=‘_, d&s); (5.5) 
0 0 
here 6(t) is an H-valued Wiener process to which the process (l/&)J’,( b(y(s/e)) - 6) ds 
converges weakly in distribution. 
5.2. First-order problems 
Now consider the case where the operator L(x, y) is an operator of the first order 
and only an initial condition is imposed. We suppose that Eq. (4.3) is of the form 
aa 4 
_,,=div(u,(t,X)b(x,y(f)))+c(x,i(~))..(I,x), 
do, x) = cp(4, (5.6) 
where b(x, y) is smooth in x, and measurable in y as a function from Rd x Y into Rd, 
c(x, y): Rd x Y + R is measurable in y and sufficiently smooth in x. We consider H to 
be the space L2(Rd) and D = {u: 1) u 1) 1 < a) where 11 u 1) 1 is given by formula (4.14) if 
G = Rd. Conditions (I)-(III), (QCl), and (QC2) are fulfilled if 
jl II bk Y) 11: + II cc% Y)11; G Y(Y). 
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Let the process y(t) be uniformly ergodic with an ergodic distribution p(dy) and 
j;l(y)p(dy) < =. 
We suppose that cp E L2(Rd). Then for all t > 0 and 6 > 0 
lim P 
i 
sup /I u,(s, x) - 6(s, x) (I0 > 6 
&+O 1 
= 0, (5.7) 
.s<t 
where ti(t, x) is the solution of the Cauchy problem 
$ (t, x) = div(b(x)ti(t, x)) + T(x)u(t, x). (5.8) 
where b(x) = f b(x, y)~(dy), and C(x) = {c(x, y) P(dy). 
In addition, suppose that 11 cp I[ A < co and that y(t) satisfies the condition (y) of 
Theorem 3; then F- l/2 (u,(t, x) - ti(t, x)) converges weakly in distribution to a Gaus- 
sian random field ii(t, x) which may be described in the following way. We denote by 
&t, x) and ?(t, x) the Gaussian fields which are related to b(x, y) and c(x, y) in the same 
way as a,(~, y) and ci,(t, x) are in Section 4.2. Let Z,y(x) be the solution of Eq. (5.8) 
with the initial condition ~(0, x) = g(x). Then 
s t qt, x) = Z,_,[div(Q(s, x)d&, x)) + U(s, x) dst(s, x)], 0 
which gives an explicit formula for u”. 
5.3. Example 1. Bacterial growth and random adt’ection (Rubinow, 1973) 
The relevant equation here is 
a@, x) 
_;;f_.div(b(x,y(i))u(i.x))=F(x,y(i)), u(O,x)=cp(x). (5.10) 
This equation is nonhomogeneous and we use the results of Section 5.1. In this case 
u(t, x) is the solution of the Cauchy problem 
Fi + div (i;(x)U(t, x)) = F(x), 
U(0, x) = q(x) where F(x) = 
s 
F(x, y)p(dy). (5.11) 
The Gaussian field l;(t, x) is determined by the formula 
s t qt, x) = - Z,-, div(ti(s, x)&&s, x)) + ’ Z,_,d,F(s, x), 0 s 0 (5.12) 
where Z,g(x) is the solution of the problem (5.11) for F(x) = 0 and q(x) = g(x) and 
P(s, x) is related to F(x, y) in the same way that &(s, x) is related to b(x, y) in 5.2. 
Particularly interesting for some applications is the case where the phase space is 
a circle. In that case, all the results remain valid with appropriate modifications. 
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5.4. Example 2. D@ision problems in randomlyjuctuatimg media (Bambakadis, 1981, 
Mueller et al. 1968) 
We consider a problem of the form 
au 
at = div D x, y f 
( 0) 
gradu+div(h(x,y(i))u)+F(x,g(i)), (5.13) 
where D(x, y) : Rd x Y + R + is the diffusion coefficient, b(x, y) : Rd x Y + Rd is the 
drift, and F(x, y) : Fd x Y + Rd is an external perturbation which accounts for sinks 
and sources. 
The functions D, b, F may depend on different jump processes which can always be 
considered as components of one (vector) jump Markov process for which our earlier 
results were derived. Eq. (5.13) is considered in a bounded region G with the smooth 
boundary r. Let n be the interior normal to r; then we consider boundary conditions 
for the solution u = uE(t, x) of the form 
where the smooth function a(x) and /3(x) are defined on R, x r and satisfy the relation 
X’(X) + p2(x) = 1. Besides these boundary conditions we specify an initial condition 
~~(0, x) = q(x). The conditions of Theorem 3 are fulfilled for this problem if the 
process y(t) satisfies condition (y) of that theorem and additionally (1) D(x, y) is 
bounded and smooth in x satisfying the inequality D(x, y) > 6 for some 6 > 0; (2) 
b(x, y) and b:(x, y) are bounded and smooth in x. We set 
&xl = Wt y)ddy), s b4 = 0, y)p(dy), @4 = F(x> y)dW. s s 
and we consider the solution C(t, x) of the equation 
aqt, x) 
~ = div B(x)grad ti(t, x) + div(&x)ti(t, x)) + P(x), at (5.15) 
with the initial value U(0, x) = q(x) and the boundary conditions (5.14). Then 
sup 
s 
(u&t, x) - U(t, x))~ dx + 0 
f<ro G 
in probability for all c,. The Gaussian field ii(t, x), which is the weak limit in 
distributions of the fields ii,(t, x) = E-~” (u, (t, x) - ii(t, x)), is determined by the for- 
mula 
&(t, x) = 
s 
: T*_, {div(d,D”(s, x) grad U(s, x) + d&s, x) U(s, x)) + &%, x)>. 
(5.16) 
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Here T*g(x) is the solution of the problem (5.15) with the mentioned boundary 
conditions for P(x) = 0, q(x) = g(x), &(s, x) and P(s, x) are the same as in Section 5.3, 
and b(t, x) is a Gaussian field which is the weak limit in distribution of the expression 
Thus, we obtain an explicit approximation for the distribution of the random variable 
u, (t, x). 
5.5. Time dependent problems 
The results of Theorems l-3 can be easily extended to equations whose coefficients 
may depend on t. We consider, for example, such an extension of Theorem 1. 
Consider the equation 
dx,(t) --= 
dt 
A t,y f 
( 0) 
x,(t), x,(O) = X”. 
c 
(5.17) 
A(t, y) is an operator in N which is defined on a dense linear subspace D c H for all 
t E R’ and y E Y. We suppose that for each y E Y there exists a two-parameter 
semigroup of bounded linear operators T:(y), 0 < s d t such that 
(1) Tf(y)x is continuous in t 3 s for fixed s, y, Ti(y)x = x, 
(2) forO<s<t<u, r;= rfr:, 
(3) for x E D, (d/dt) T:(y)x = A(t, y)Tf(y)x, and (d/ds)T:(y)x = -Tf(y)A(s, y)x. 
Let A(t, y) satisfy conditions (I)-(III), (QCl) and (QC2) uniformly in t. Then under 
conditions of Theorem 1 the operator-valued function 
A(f) = A@, v)p(dy) s 
is well-defined, and it determines a two-parameter semigroup Ti which satisfies the 
relations 
The process x,(t) converges uniformly in probability to the function T:x,. 
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