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Abstract
Pdf equations provide a useful tool for studying the statistical distribution of particles in turbulent flow. The approach identifies two key
contributions within the convective-diffusive representation of mass flux in the particle phase. These emerge from a density weighted
‘body-force’ term associated with statistical inhomogeneities of the turbulence, and a term contributing to the effective particle phase
stress tensor. These terms are considered in the context of both homogeneous and inhomogeneous flows; the latter case being associated
with the behaviour of particle-pair dynamics in homogeneous flows. Terms are evaluated using both Direct Numerical and Kinematic
Simulations, and these provide reference values for assessing the performance of related closure approximations.
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1. Summary of pdf-based models
We consider inertial particles in turbulent flow, with particle
positions x(t) and velocities v(t) modelled by
x¨ = v˙ = F
(
x,v,t
)
+ f
(
x,t
)
, x(0) = x0, v(0) = v0 . (1)
Here F(x,v, t) defines the mean force per unit mass acting on
particles with position x and velocity v at time t, and f(x, t) is
a zero-mean stochastic field modelling the fluctuating accelera-
tion experienced by a particle with position x at time t. Note the
distinction between (x,v), denoting co-ordinates in phase-space,
and (x,v) giving the particle position in this space at time t.
In what follows we consider the case of linear drag for which
F= β(〈u〉−v) and f =βu′, Here τ=1/β denotes the particle
response time and u=〈u〉+u′ represents a turbulent fluid veloc-
ity field, decomposed into mean and fluctuating components. We
will consider both homogeneous and inhomogeneous flows. The
statistical properties of u′ will differ accordingly. The details
of these are presented later. To begin, however, we present the
generic pdf model covering both regimes. Based on (1) the pdf
p(x,v, t) giving the joint distribution of x(t) and v(t) is gov-
erned by a transport equation that, in its simplest form, can be
written as [12, 4, 17]
∂tp = −∂x·pv − ∂v ·
[
p(F + κ)− ∂x·pλ− ∂v ·pµ
]
. (2)
The coefficients κ, λ, µ appearing in (2) depend on the under-
lying turbulence. This dependence is discussed below. The
significance of the coefficients is made clear from consid-
eration of related transport equations for particle mean-field
variables; the particle number density ρ=
∫
pdv, the density-
weighted mean velocity v=ρ−1
∫
pvdv, and the kinetic stresses
cc=ρ−1
∫
pccdv, (c = v−v). From (2) these particle-phase
variables are found to satisfy the transport equations [13, 19]
∂tρ + ∂x·ρv = 0 , (3)
ρDtv = −∂x·ρ
(
cc + λ
)
+ ρ
(
F + κ
)
, (4)
ρDtcc = −∂x·ρccc + ρ
(
Ψ + Ψ>
)
. (5)
In these equations
Ψ = −1
ρ
∂x·ρλc−
(
cc + λ
>)·∂xv + µ+ c(F + κ) , (6)
Dt ≡ ∂t + v·∂x , F = 1
ρ
∫
v
pFdv etc. (7)
The momentum equation (4) shows that κ can be interpreted as
a body force acting in this mean-field description of the parti-
cle phase. This term originates from statistical inhomogeneities
in the underlying fluid turbulence [12]. Similarly, λ is seen to
contribute to an effective stress tensor for the particle phase, and
relates to a net inter-phase momentum transfer associated with
fluid velocity fluctuations. The coefficient µ appears as a source
term in the kinetic stress transport equation (5). Clearly, then, in
two-fluid model formulations it is essential that the particle phase
mass, momentum and energy balances take into account the con-
tribution from these density weighted dispersion coefficients, and
the accurate specification of these terms is essential. In this work
we investigate the contribution of these terms in both homoge-
neous and inhomogeneous flows, making use of particle tracking
studies to evaluate the terms exactly, and using these results to
assess the effectiveness of associated closure approximations.
Using (4) the particle mass flux ρv can be expressed as
ρv = ρd−D·∂xρ . (8)
The convective velocity d and diffusion tensor D are given by
d = 〈u〉+ τ
{(
κ− ∂x·λ
)− ∂x·cc−Dtv} , (9)
D = τ
(
cc + λ
>)
. (10)
It is the balance between the gradient diffusion and drift fluxes
that dictates the resulting particle concentration profile ρ. In
the context of particle-pair dispersion this is the radial distribu-
tion function [2]. In the drift velocity d, the contribution of
the term κ−∂x ·λ compared to the turbophoretic contribution
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∂x ·cc, is critical [1] and this is examined. In the absence of ini-
tial (t = 0) correlations between particle and fluid velocities the
density weighted dispersion coefficients take the form
κ(x, t) =
t∫
0
〈
∂x·
[H(t ;t′)·R(x′, t′; x,t)] 〉
x
ds ,
λ(x, t) =
t∫
0
〈
H(t ;t′)·R(x′, t′; x,t)〉
x
ds , (11)
µ(x, t) =
t∫
0
〈
H˙(t ;t′)·R(x′, t′; x,t)〉
x
ds .
In these expressions x′ = x(t′), and 〈 · 〉
x
denotes a conditional
ensemble average – involving only those trajectories x(s) such
that x(t) = x. Further, R(y, s; x, t) =
〈
f(y, s) f(x, t)
〉
is the
Eulerian two-point, two-time correlation tensor for fluctuating
particle accelerations, and H(t ;t′) is the response tensor satis-
fying [1, 8]
H¨ = [∂x(F+ f)]>·H+ [∂vF]>·H˙ , H(t′; t′) = O,H˙(t′; t′) = I . (12)
In (12) the gradient tensors are evaluated along the particle phase-
space trajectory. In section 4.3 we indicate how these formula-
tions are modified by initial correlations.
The above expressions for κ, λ, µ are unclosed. The aim
is to assess closure approximations to these by reference to nu-
merical evaluation of (11) using particle trajectory simulations in
both homogeneous and inhomogeneous flows. These flows are
constructed using both DNS (direct numerical simulation) and
KS (kinematic simulation) approaches. These numerical refer-
ence values also enable a direct comparison of the various terms
in (9), (10) contributing to the particle mass flux.
The numerical evaluation of the expressions given in (11) is
somewhat involved, requiring the numerical solution of (12) and,
in the case of DNS, the a priori computation of R. It is therefore
useful to have an alternative measure against which to assess the
accuracy of these evaluations. This is possible in the case of ho-
mogeneous systems: First note that for any function φ(x,v,t) we
have the identity〈
φ(x,v,t)
〉
=
∫∫
p φ dvdx =
∫
ρ φ dx . (13)
Also, underpinning the derivation of (2), we have, for the stochas-
tic field f , the closure〈
℘(x,v, t)f(x,t)
〉
= pκ− ∂x·pλ− ∂v ·pµ , (14)
where ℘ = δ(x−x)δ(v−v) is the fine-grained pdf [17, 4]. Com-
bining (13) and (14) gives〈
xf
〉
=
∫
ρ
(
xκ+ λ
)
dx ,
〈
vf
〉
=
∫
ρ(vκ+ µ) dx . (15)
For homogeneous systems, with particles distributed uniformly
(on average), v≡0 and the dispersion coefficients will be inde-
pendent of x. Then, from (4), κ ≡ 0 so that (15) reduces to〈
xf
〉
= λ ,
〈
vf
〉
= cκ+ µ . (16)
The evaluation of the left-hand sides of (16) from simulation stud-
ies then provides a method to test the values of the right-hand
sides obtained from the direct computation of (11).
In the next section we outline the closure strategy for (11),
leading to the approximations we wish to test.
2. Quasi-Local Approximations
The formulae (11) demonstrate the intrinsic non-local nature
of the dispersion coefficients; the values of these coefficients at
(x,t) depend upon the particle trajectories x(s), 0 6 s 6 t. We
can construct quasi-local approximations by writing
R(x′,t′; x,t) ≈ C(x) E(|t−t′|; x) (17)
where C(x) = R(x, t; x, t), and E(s; x) models the decorrela-
tion of f along trajectories satisfying x(t)=x. Further, neglect-
ing the fluctuating contribution [∂xf ] in (12) leads to the approx-
imationH(t′+s, t′)≈h(s)I with h(s)=β−1 (1− e−βs). This
provides the asymptotic quasi-local approximation
λ
∗
(x) = C(x)
∞∫
0
h(s)E(s; x) ds (18)
(and similarly for κ, µ). Setting E(s; x) = exp
[−s/τ
fp
]
with
τ
fp
(x) the integral time scale for decorrelations in f ′=βu′ along
particle trajectories, then gives
λ
∗
=
1
S(1 + S)
〈
u′u′〉 , µ∗ = 1
τ
fp
λ
∗
, κ∗ = 0 , (19)
where
〈
u′u′〉 denotes the fluid Reynolds stresses and S = τ/τ
fp
is the local Stokes number. Following [20] a model for τ
fp
is
τ
fp
= τE − (τE−τL) (1 + SE )c1(1+c2SE ) c1 = −0.4c2 = 0.01 (20)
where τE , τL are Eulerian and Lagrangian integral timescales for
the fluid, and SE = τ/τE . The values of the model coefficients,
c1, c2, are based on the case when τE matches the eddy turnover
time.
3. Inhomogeneous Flow Model
Our choice of inhomogeneous flow regime is motivated by
the modelling of particle-pair dispersion. For mono-dispersed
particles (characterized by a single value of τ ) the separation and
relative velocity vectors, x˜=x2−x1, v˜=v2−v1 of two particles
transported in a velocity field U satisfy
¨˜x = ˙˜v = β
(
U(x˜+x1, t)−U(x1, t)− v˜
)
. (21)
For homogeneous turbulence we introduce the notion of an ef-
fective, relative velocity field u˜(x˜, t) such that (21) is equivalent
(statistically) to
¨˜x = ˙˜v = β
(
u˜(x˜, t)− v˜) , x˜(0) = x˜0, v˜(0) = v˜0 . (22)
Equation (22) takes the same form as the single particle model
given by (1) with F+f =β(U−v). The distinction resides in the
statistically properties of u˜ and U; while U represents a homoge-
neous flow clearly u˜ does not. Motivated by (21), and following
the approach implicit in the work of Zaichik (see for example
[21, 22, 24, 23]), we introduce the following approximation to u˜
u˜(x, t) ≈ u(x, t) ≡ U(x, t)−U(0, t) . (23)
This construction of an inhomogeneous flow field u from an un-
derlying homogeneous field U offers a simple mechanism for
testing closure approximations, and while it does not capture the
particle-pair dynamics exactly is does serve as a useful proxy.
The correlation tensor R for f =βu defined by (23) is related
to the corresponding tensor Ψ for the homogeneous field βU by
R(x′,t′; x,t) = Ψ(r,s)−Ψ(x,s)−Ψ(x′,s) + Ψ(0,s) (24)
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where r = x−x′, s = t−t′. The one-point correlations C(x)
depend only on the radial displacement r = |x|, and the longitu-
dinal and lateral components of the mean-square fluctuating fluid
velocities are〈
u‖u‖
〉
= 2β2u2
(
1−f(r)) , (25)〈
u⊥u⊥
〉
= 2β2u2
(
1−g(r)) , (26)
where f , g are the longitudinal and lateral correlation functions
for U. These expressions may be used in (19) to obtain quasi-
local approximations to corresponding components of the disper-
sion tensors, λrr = λ‖, λθθ = λ⊥ etc.
4. Simulation
Particle trajectories, governed by equation (1), are computed
in fluid flow fields simulated using both kinematic and direct nu-
merical simulations (KS and DNS respectively). These fields are
constructed in rectangular domains (boxes) with sides of length
L, and with periodic boundary conditions. Both KS and DNS
produce velocity fields U that can be considered to be, to within
numerical approximation, both homogeneous and isotropic. A
summary of these methodologies is outlined sections 4.1 and 4.2.
Inhomogeneous flow fields can be constructed from these follow-
ing the approach outlined in section 3. It is useful to initialize
particle velocities in a way that reflects emergent correlations
between particle and fluid velocities, and the approach used to
achieve this is discussed in section 4.3.
4.1. Kinematic Simulation
We simulate the homogeneous, periodic fluid velocity field
U in the form
U(x, t) =
∑
k
ck(t) exp
[
ik·x] , (27)
where k = ∆k n, ∆k = 2pi/L, n ∈ Zd, (d = 2 or 3 specifies
the dimension of the simulation). The complex amplitudes ck
are generated as independent random variables subject to the re-
lation c−k = ck to give U ∈ Rd. To ensure incompressibility,
k·ck =0, take ck =zk×k exp
[
i ωkt
]
. Randomize the frequen-
cies ωk and complex vectors zk = 12αk
(
ζk − i ξk
)
according
to ζjk , ξ
j
k∼N
(
0, σ2z
)
, ωk∼N
(
0, σ2ω
)
(subject to ζ−k = −ζk,
ξ−k = ξk, ω−k = −ωk). The parameters αk are chosen
to recover a prescribed form of the fluid velocity correlations〈
U(r, t)U(0, t)
〉
consistent with a homogeneous, isotropic flow
field. Specifically, and consistent with the Batchelor-Townsend
energy spectrum [11], we recover the longitudinal correlation
function f(r) = exp
[− 1
2
σ2kr
2], r = |r|, by setting
αk =
{(
2pi
)− d
2
(
∆k
)d
σ
−(d+2)
k exp
[
− 1
2
k2
σ2k
]} 12
(28)
and taking σ2z = 2U2/(d − 1), U2 =
〈
U2
〉
/3. This then gives
R(x+r, t+s; x, t)=Q(r)Eω(s), where Eω(s)=exp
[− 1
2
σ2ωs
2]
defines the Eulerian time decorrelations in U, and
Qij(r) = β
2U2
(
δij g + (f − g) rirj
r
)
. (29)
Incompressibility ∂r ·Q = 0 relates the longitudinal and lateral
correlation functions f(r), g(r)
g = f +
1
(d− 1)rf
′ , g(0) = 1 . (30)
To utilize the model given by (20) in evaluating quasi-local ap-
proximations we relate the decorrelation rate scale σω to the
eddy turnover time defined in terms of σk and U2; specifically
σω= σkU .
4.2. Direct Numerical Simulation
DNS simulations were performed using a modified in-house
version of the SENGA code [7], with cases being run on the
UK N8 High-Performance Computing facility. The code uses a
physical space approach, involving high-order finite differences
to achieve an accuracy similar to that of spectral methods. Spatial
discretisation of derivatives is carried out using an explicit tenth-
order central differencing scheme, whilst time advancement is
performed using an explicit third-order Runge-Kutta scheme with
minimal storage requirements. The turbulent flow field is main-
tained in a statistically stationary state through the use of linear
forcing [9], however this has the drawback that the longitudinal
integral lengthscale of the flow then converges to approximately
0.25 of the domain size, independently of the initial conditions
[15]. To date simulations have been carried out on a 1283 mesh
at an effective Reynolds number of Ret = 30 and u = 4. The
number of particles simulated being of the order of 105.
4.3. Particle velocity initialization
The intention is to evaluate asymptotic (t → ∞) forms of
the coefficients given by (11). To minimize transients that would
result from inappropriate initialization of particle velocities we
seek to randomize v0 such that the particle-fluid velocity corre-
lations
〈
v0u
(
x0, 0
)〉
conform to the equilibrium statistics. To
identify this correlation requires knowledge of the joint particle-
fluid velocity pdf Φ(u,v) in the limit t→∞. An approximation
to this is obtained by introducing a Generalized Langevin Model
(GLM) for u(t)≡ u(x(t), t). Specifically, following [16] (see
also [3, 5, 6, 10]) we take, for the simple homogeneous case
u˙ = −αu+ γΓ , γ2 = 2αu2 , u2 = 1
3
〈
u′2
〉
. (31)
Here Γ(t) is the standard Gaussian white-noise process. Equa-
tion (31), together with v˙ = β(u−v), results in (u,v) having
a zero-mean Gaussian pdf Φ(u,v) with covariances
〈
uv
〉
= Θ
satisfying [18, 14]
(A·Θ + C) + (A·Θ + C)> = O , (32)
where A and C have the block structures
A =
(
αI O
βI −βI
)
, C =
(
γI O
O O
)
. (33)
Solving (32) for the blocks Θij of Θ gives
Θ11 = u
2I , Θ12 = Θ21 = Θ22 = (1 + Ŝ)
−1u2I , (34)
where Ŝ=α/β is the Stokes number associated with this gener-
alized Langevin model. So, for consistency, we take α−1= τ
fp
so
that Ŝ=S. The pdf χ(v|u)=Φ(u,v)/φ(u), where φ=∫ Φdv,
giving the distribution of v conditional on u=u is then Gaussian
with mean v̂(u) and covariance matrix Θv|u defined by [18]
v̂(u) = Θ21·Θ−111 ·u = (1 + Ŝ)−1 u (35)
Θv|u = Θ22 −Θ21·Θ−111 ·Θ12 = Ŝ(1 + Ŝ)−2 u2 I . (36)
These statistical features of v0 are achieved by simulating this
initial velocity using
v0i = (1 + Ŝ)
−1
(
ui +
√
2Ŝ u erf−1(2ψ − 1)
)
(37)
where the random variable ψ is uniformly distributed on [0, 1].
This initial correlation between particle and fluid velocities mod-
ifies the dispersion coefficients given by (11). Specifically, we
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make the replacements [4]
κ 7→ κ + C
〈
∂x·
[H(t, 0)·R (x0,0; x,t)]〉
x
, (38)
λ 7→ λ + C
〈
H(t, 0)·R (x0,0; x,t)〉
x
, (39)
µ 7→ µ + C
〈
H˙(t, 0)·R (x0,0; x,t)〉
x
, (40)
with C = τ(1 + Ŝ)−1.
5. Results
5.1. Homogeneous Regime
We begin by presenting results based on trajectory simula-
tions in homogeneous (isotropic) flows computed via DNS and
KS. The KS results are firstly shown in Figure 1 for the case
where the initial correlation between particle and fluid velocities
has not been taken into account. The KS flow field used in these
simulations is defined for σk = 10.025, U = 4.
t==E
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1
6=6$
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0.4
0.6
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7=7$
Figure 1: KS simulation results for homogeneous turbulence with
S = 1 not including initial correlation amendments, normalised
with respect to the quasi-local approximations: —4— 〈xf〉/λ∗,
〈vf〉/µ∗; —©— λKS/λ∗, µKS/µ∗
The values of 〈xf〉 and 〈vf〉 are used to compare against those
of the KS computed values of the dispersion coefficients λ and µ
through use of (16). The former are seen to already take the ini-
tial correlations into account, whereas by contrast the dispersion
coefficients do not include any such information. This is espe-
cially evident in the case of µ, where the KS simulation provides
a different initial value to that of the benchmark 〈vf〉.
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Figure 2: KS simulation results for homogeneous turbulence
with S = 1 including initial correlation amendments, normalised
with respect to the quasi-local approximations: —4— 〈xf〉/λ∗,
〈vf〉/µ∗; —©— λKS/λ∗, µKS/µ∗
With the initial correlations given by (39), (40) incorporated
into the KS computation, the results are as shown in Figure 2. By
comparison between 〈xf〉, λ and 〈vf〉, µ respectively, it can be
seen that in both cases the KS simulation values agree closely
with the benchmarks at the start of the simulation and during
the initial transience. Furthermore, this method of initialization
captures the equilibrium behaviour of the dispersion coefficients
fairly well, with the required statistical stationarity achieved more
quickly than the corresponding cases in Figure 1. The inclusion
of this initial correlation effect in µ also supports the particle ve-
locity initialisation analysis leading to (40).
From both Figures 1 and 2, it is seen that the asymptotic value
of µ closely matches that of 〈vf〉, which by use of (16) natu-
rally leads to the conclusion that cκ = 0 in homogeneous flow
regimes. However in the case of λ, it is observed that once the
KS simulation reaches an equilibrium, the value of 〈xf〉 continues
to increase. This is due to the treatment of the particle location
x when evaluating the quantity 〈xf〉. If the periodic positions
from the simulation are used then the result becomes 〈xf〉 = 0,
whereas converting x to a non-periodic position which can be
outside of the domain gives some insight into the qualitative be-
haviour of 〈xf〉 at it evolves in time, but has the drawback of
progressively increasing. This is the method used to obtain the
trends shown in Figures 1 and 2, with no better way of condition-
ing x having been discovered. Nonetheless there is confidence
to be had in the KS simulation, due to values for λ and µ being
computed in the same manner, and those for µ showing strong
agreement with 〈vf〉.
These results are normalised with respect to the quasi-local
approximations presented in (19), with the variation of the sim-
ulation results from unity in Figures 1 and 2 showing that these
approximations have a not insignificant margin of error. In eval-
uating these approximations, usage of (20) as a model for τ
fp
re-
quires specification of the Lagrangian integral timescale τL for the
fluid. To ensure sufficient accuracy, in keeping with the deriva-
tion of (20) a value for τL has been computed by tracking fluid
particles in the KS flow field. It can be concluded from this that
even in homogeneous regimes the quasi-local approximations re-
quire some refinement to provide a good level of accuracy.
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Figure 3: DNS simulation results for homogeneous turbulence
with S = 1, normalised with respect to the quasi-local ap-
proximations: —4— 〈xf〉/λ∗, 〈vf〉/µ∗; —©— λDNS/λ∗,
µDNS/µ∗
The DNS results are preliminary and several issues are still
to be addressed: Firstly, and unlike the KS methodology, there is
no exact closed form expression for the two-point two-time cor-
relation tensor R. In the evaluation of the dispersion coefficients
using (11) it has been necessary to obtain numerical approxima-
tions to R directly from the DNS data. This has been done but, to
date, the resolution of these approximations is limited. In part this
is due to the complication introduced by the turbulence forcing,
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which leads to an integral length scale for the stationary turbu-
lence that is approximately 0.25 that of the domain size. With
this ratio the influence of the periodic boundary conditions be-
comes an important factor, leading to artificial recorrelations in
the flow field. This behaviour is observed in Figure 3, with the
DNS simulation results for λ and µ continuing to increase with
temporal evolution even after the initial transience has passed,
due to contributions from these artificial recorrelations. As the
flow field is altered this also has an effect upon 〈xf〉 and 〈vf〉,
meaning that they too are increased from the corresponding KS
values in Figure 2. Reconciliation of these issues is the focus of
current work.
5.2. Inhomogeneous Regime
Here we present results obtained from trajectory simulations
in the inhomogeneous flow field u(x, t)=U(x, t)−U(0, t), with
U constructed using the KS methodology. This method permits
an exact closed form expression for the correlation tensor R in
this inhomogeneous regime, equation (24).
Due to the method in which the inhomogeneous flow field
(23) is defined, a radial variation in the particle concentration ρ
is introduced, as shown in Figure 4. This demonstrates a uniform
concentration away from the origin, whereas near the origin there
is a noticeable build up of particles as u (given by (25)) decreases
to zero, in agreement with previous work [2, 22]. In the simula-
tions this has been achieved by starting from a uniform particle
distribution, and running the particle tracking until an equilib-
rium concentration is reached, with ρ no longer varying. In prac-
tice this has been found to be in the region of 16τE in the case of
S = 1 before the evolution of ρ is sufficiently diminished.
r
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0.5
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Figure 4: Equilibrium Particle concentration ρ for inhomoge-
neous turbulence with S = 1
Results for the dispersion coefficients λ and µ are shown in
Figure 5, normalised with respect to the value the quasi-local ap-
proximations λ
∗
and µ∗ take far from the origin. It is seen that λ
andµ are independent of the radial position near the edge of the
domain, however decrease towards the origin. Once the statistics
are taken sufficiently far from the origin, the effect of the inhomo-
geneity in the flow field is no longer seen, and λ
∗
and µ∗ provide
a qualitatively similar approximation to the simulations values,
albeit with a similar margin of error to that seen in the homoge-
neous cases. However in contrast to λ
∗
and µ∗ which reach zero
at the origin, the KS simulation results remain greater than zero,
showing the failure of the quasi-local approximations to give the
correct behaviour for this inhomogeneous regime.
For homogeneous regimes κ is identically zero, agreeing
with (19). This is not the case for an inhomogeneous flow field,
as shown in Figure 6. As with λ andµ, κ takes a stationary value
when far from the origin, in agreement with κ∗. However as the
origin is approached, κ becomes distinctly non-zero, exhibiting
the sinusoidal behaviour that appears in Figure 6. This clearly
demonstrates the requirement for an improved closure method
for inhomogeneous cases, and warrants further investigation into
the relative contributions of the particle mass flux terms.
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Figure 5: λ(r), µ(r) for inhomogeneous turbulence with S = 1,
normalised with respect to the far-field quasi-local approxima-
tions: ◦ λKS(r), µKS(r); —— λ∗(r), µ∗(r)
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Figure 6: κ(r) for inhomogeneous turbulence with S = 1: ◦
κKS(r); —— κ∗(r)
Considering the diffusive flux contributions λ and v′v′, the
ratios for both the radial (Figure 7 (a)) and angular (Figure 7 (b))
components of these is seen to be similar away from the origin
compared to that of λ and λ
∗
. By contrast, near the origin the
values of the radial and angular components of λ/v′v′ tends to
zero, whereas those of λ/λ
∗
tend to infinity, showing that the
quasi-local approximation provides an incorrect diffusive flux in
this inhomogeneous regime.
In terms of the drift flux contributions κ−∇·λ and∇·v′v′,
Figure 7 (c) shows that the ratio (κ − ∇ · λ)/(∇ · v′v′) is dis-
tinctly non-zero, in contrast to the quasi-local approximation for
this expression which is identically zero. This approximation has
been used as the basis for forming closures in previous studies,
yet the findings here indicate that there is no solid grounding for
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this to be done, thereby providing the basis for developing alter-
native closures in future work.
0 1 2 3
0.1
0.15
0.2
0 1 2 3
0
0.2
0.4
0.6
0.8
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
λrr/λrr , λrr/v′rv′r λθθ/λθθ , λθθ/v
′
θv
′
θ
(κ−∇·λ)r/(∇·v′v′)r (∇·v′v′)r
(a) (b)
(c) (d)
Figure 7: Evaluation of the relative contributions of the radial
mass flux terms: Ratios of the (a) radial and (b) angular com-
ponents of the diffusive flux terms λ/v′v′ compared with the
approximation λ/λ
∗
; (c) Ratio of the radial drift flux terms
(κ−∇·λ)/(∇·v′v′); (d) Radial component of the turbophoretic
contribution (∇ · v′v′)
6. Conclusions
The work in this preliminary study has shown that by using
the approach of Kinematic Simulation the quasi-local approxi-
mations (19) do not sufficiently capture the particle behaviour in
some inhomogeneous regimes, and may also be of only limited
accuracy in homogeneous cases. This prompts the need to de-
velop other closures, for which some work has already been done
in the context of boundary layers [1]. Improved closures will be
addressed in future work, with a study utilising Direct Numerical
Simulation in order to account for the physical behaviour at the
microscales of the flow field. Improved closures in the context
of particle dispersion could lead to more refined estimates of pa-
rameter dependence in radial distribution functions, and hence in
models for particle collision and agglomeration rates.
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