Abstract. For symmetric central Gaussian semigroups on compact connected groups, assuming the existence of a continuous density, we show that this density admits space derivatives of all orders in certain directions. Under some additional assumptions, we prove that these derivatives satisfy certain Gaussian bounds.
Introduction
Let G be a compact connected group equipped with its normalized Haar measure ν. Let (µ t ) t>0 be a weakly continuous convolution semigroup of probability measures on G. This means precisely that each µ t , t > 0, is a probability measure on G and that (µ t ) t>0 satisfies (i) µ t * µ s = µ t+s , t, s > 0; (ii) µ t → δ e weakly as t → 0. Such a semigroup is called Gaussian if it also satisfies (iii) t −1 µ t (V c ) → 0 as t → 0 for any neigborhood V of the identity element e ∈ G.
We say that (µ t ) t>0 is symmetric if µ t (A) = µ t (A −1 ) for all t > 0 and all Borel sets A ⊂ G. We say that (µ t ) t>0 is central if µ t (a −1 Aa) = µ t (A) for all t > 0, all a ∈ G, and any Borel subset A ⊂ G.
Given a Gaussian semigroup (µ t ) t>0 , set
The operators (H t ) t>0 form a Markov semigroup. If µ t is symmetric then H t extends to L 2 (G, dν) as a semigroup of self-adjoint operators. One can then associate to (µ t ) t>0 its L 2 (G, dν)-infinitesimal generator (−L, Dom(L)) and its Dirichlet form (E, Dom(E)) so that 2. Background and notation 2.1. Projective structure. The following setup and notation will be in force throughout this article. Let G be a connected compact group with neutral element e. Such a group contains a descending family of compact normal subgroups K α indexed by a suitable index set ℵ, such that α∈ℵ K α = {e} and, for each α, G/K α is a Lie group. Consider the projection maps π α,β : G β → G α , β ≥ α. G is the projective limit of the projective system (G α , π β,α ) β≥α . The Lie algebra G of G is then defined to be the projective limit of the Lie algebras G α of the groups G α equipped with the projection maps dπ β,α .
Throughout the paper we assume that G is compact, connected, locally connected and metrizable. The latter hypothesis is equivalent to saying that the topology of G is generated by a countable basis. See [21] . Under this hypothesis, the family K α , α ∈ ℵ, can be taken to be finite (if G is a Lie group) or countable and we will assume throughout the paper that the index set ℵ is indeed at most countable so that G is the projective limit of the sequence of Lie groups (G α ). By results of Heyer and Siebert [20] , the topological hypotheses that G is locally connected and metrizable are necessary for the existence of Gaussian semigroups which are absolutely continuous with respect to Haar measure.
For a compact Lie group N , denote by C ∞ (N ) the set of all smooth functions on N . For any compact connected group G, set B(G) = {f : G → R, f = φ • π α for some α ∈ ℵ and φ ∈ C ∞ (G α )} . (2.1)
The space B(G) is the space of Bruhat test functions introduced in [15] . We refer to [15] for a precise definition of its topology. Since G is metrizable, i.e., ℵ is at most countable, B(G) is the inductive limit of the sequence of topological vector spaces C ∞ (G α ) ( [15, p. 46] ). By [15, Lemme 1] , B(G) is independent of the choice of the family K α , α ∈ ℵ.
By definition, a distribution on G is any continuous linear functional on B(G). This definition was introduced in [15] and such distributions are called Bruhat distributions.
Following [13] , we consider the notion of projective family and projective basis.
Definition 2.1.
A family (Y i ) i∈I of G is a projective family of left-invariant vector fields (w.r.t. the family (K α )) if it has the property that, for each α ∈ ℵ, there is a finite subset
) i∈Iα is a basis of the Lie algebra G α .
By [13] , G does admit a projective basis. If (Y i ) i∈I is a projective basis, we can identify G with R I as a topological vector space: For any Z ∈ G, there exists a unique a = (a i ) i∈I such that for any α ∈ ℵ, dπ α (Z) = i∈I a i dπ α (Y i ) and convergence in G is equivalent to convergence coordinate by coordinate. Since the group G is assumed to be metrizable, projective families have at most a countable number of elements.
Given a projective basis Y , a homogeneous left-invariant differential operator of degree k on G is a sum
this notion is in fact independent of Y ). Such a P can be interpreted as a linear operator from B(G) to B(G), and also as a linear operator acting on Bruhat distributions. Indeed, if
where the sum on the right-hand side is a finite sum since I α is finite for each α ∈ ℵ.
2.2.
Gaussian semigroups and sums of squares. Given a (finite or) countable set I, let R (I) be the set of all z = (z i ) ∈ R I with finitely many non-zero entries. Using [23] and the projective structure, Heyer and Born [20, 14] 
where A = (a i,j ) I×I is a real symmmetric non-negative matrix in the sense that
Given an infinite matrix T = (t i,j ) indexed by a countable set I, define
with the usual convention that inf ∅ = +∞. Set
Note that, for a given matrix T , the property that j T is increasing implies that T is upper-triangular. The following lemma is simple but important. The proof is left to the reader. Lemma 2.3. Let A = (a i,j ) be an infinite symmetric non-negative matrix indexed by a countable set I. There exists an infinite matrix T = (t i,j ) I×I such that j T is increasing and
where I is given by (2.2) and 
In other words,
is a projective family of linearly independent vectors and yields a decomposition of −L as a sum of squares:
Proof. The fact that T is upper-triangular and Y is a projective basis implies that X is a projective family. Hence, for any f ∈ B(G), the sum I X 
The next definition plays a crucial role in this paper. 
equipped with the norm
{|Zf (e)|}.
We now give a different description of H(L).

Lemma 2.6. The space H(L) equipped with the norm Z L is a Hilbert space. In particular, for any projective family
Proof.
Let us first assume that X = (X i ) I is a projective family extracted from a projective basis (X i ) I . Let Z = I ζ i X i be an arbitrary left-invariant vector field. For any finite subset J ⊂ I and any sequence ξ = (ξ j ) J , we can find f
Thus if Z ∈ H(L) then we must have ζ i = 0 for all i ∈ I \ I and also
Since this holds for any finite subset J ⊂ I, we conclude that
as desired. A simple Hilbert space argument then shows that any independent projective family (
Remark 2.7. The space H(L) must be interpreted as a space of good directions in G. It captures very important non-trivial information about L and necessarily plays a crucial role in any precise analysis of L and the associated Gaussian semigroup. For instance, the one parameter subgroups associated to directions in H(L) are rectifiable for the intrinsic distance. See, e.g., [6, 7] and Definition 4.7.
Example 2.8. Let G = T = R/2πZ where R = R ∞ and Z = Z ∞ . Thus, T is the countable product of circle groups, each isomorphic to T = R/2πZ. However, for the following discussion it is important to observe that T is defined independently of the product structure. Writing T as an infinite product yields a projective basis of its Lie algebra
, where Y i = ∂ i can be identified with partial differentiation in the i-th coordinate. Any symmetric Gaussian semigroup (µ t ) t>0 is determined by a matrix A = (a i,j ) as explained above. One usually says that (µ t ) t>0 is diagonal if A is a diagonal matrix with a i,i = a i and quite a lot is known about the properties of (µ t ) t>0 in this case. See [2, 3, 6, 12] . In such a case, H(L) is the Hilbert space contained in R with orthonormal Hilbert basis
Let us now look at two non-diagonal A's: 
and a i,j = 0 if |i − j| ≥ 2. A simple calculation shows that the corresponding Hilbert space H(L) has orthonormal basis X = (X i ) ∞ 1 given by
In both cases, the family (X i ) ∞ 1 is also a projective basis of the Lie algebra R of T. The case of A 1 : Consider the "integer lattice"
and observe that it coincides in the case of A 1 with the original integer lattice Z = Z Y . Since the infinitesimal generator of (µ t ) t>0 is X the Gaussian semigroup (µ t ) t>0 associated to A 1 is exactly the infinite product of identical standard Gaussian semigroups on the circles
To illustrate what this says, observe that Kakutani's theorem implies easily that the measure µ t is singular with respect to Haar measure for each t > 0. The case of A 2 : In this case, we cannot find a basis which "diagonalizes" (µ t ) t>0 . One can ask what is a "good" basis to study (µ t ) t>0 but it seems hard to make this precise. For instance, one may want to try X i = Y i + Y i+1 since X i tends to X i as i tends to infinity and the integer lattice Z X coincides with the original one. But, in X = (X i )
which is not easy at all to interpret. Developing a theory to study this kind of examples appears to be a real challenge. For instance, although we strongly suspect that the present Gaussian semigroup (µ t ) t>0 is singular with respect to Haar measure for all t > 0, we have no proof of this fact at the present writing.
3. Spaces of smooth functions
is defined inductively and we set
The proof of the following classical statement is left to the reader. 
Lemma 3.1. Let u be a continuous function and Z ∈ G. Consider u as a Bruhat distribution and assume that the Bruhat distribution Zu can be represented by a continuous function v. Then u has a continuous derivative Zu in the direction of
Recall that the left and right convolutions of a function f ∈ C(G) and a measure µ are defined by
With this notation, the semigroup of operators (H t ) t>0 associated to a Gaussian convolution semigroup (µ t ) t>0 on G is given by H t f = f * μ t whereμ(B) = µ(B −1 ) for any Borel set B and any Borel measure µ. If µ is central, i.e., µ(a
The following proposition gathers some properties of the spaces C k X . See, e.g., [10] . 
is an algebra for pointwise multiplication. 
Let E ⊂ C(G) be such that, for any projective basis
Y , E ⊂ C ∞ Y . Then E ⊂ B(G).
The spaces S
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Proof. It suffices to show that for any f ∈ B(G),
Z . We can assume without loss of generality that these two families X, Z, are indexed by the same countable set I. We can also assume that X is extracted from a projective basis (
Moreover, each X i , Z i belongs to H(L) and, by Lemma 2.6, X is a basis of the Hilbert space H(L). Thus there are coefficients b i,j such that
As in the proof of Lemma 2.6, observe that for any sequence ξ = (ξ i ) with finitely many non-zero entries we can find a function f ∈ B(G) such that X i f (e) = ξ i (here we use the independence of the family X). Thus, (3.3) yields
That is
where δ n,m = 1 if n = m and 0 otherwise. Now, write
where the last equality uses (3.4) for each (n j , m j ) ∈ I × I.
The following proposition gathers some important properties of the spaces S k X . Proposition 3.6. Fix a projective family X = (X i ) I .
(1) Let µ be a Borel measure of total mass µ = |µ|(G). Then 
Proof of (1) . For any f ∈ B(G) and ∈ I m ,
Minkowski's inequality and (3.5) yield
for any integers m. The desired conclusion follows.
Proof of (2) and (3) . Assume that f ∈ S k X . Then, for each m ≤ k and each ∈ I m , the function X f is continuous as the uniform limit of continuous functions. The function
is also continuous as the uniform limit of continuous functions.
Keeping the same notation, assume now that 
This shows that S
k X (f n − f ) → 0. Hence, f belongs to S k X as desired.
The same line of reasoning proves (3).
Proof of (4). For f, g ∈ B(G), and i ∈ I
m , m ≤ k, write
where is the "complement" of obtained by adding 1 modulo 2 to each coordinate and
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Thus, setting
X , it easily follows from the inequality above that S k X (f n g n − f g) → 0. This proves (4). 3.3. The spaces T k L associated with bi-invariant L. Now let L be the infinitesimal generator of a symmetric central Gaussian semigroup (µ t ) t>0 . The hypothesis that (µ t ) t>0 is central is equivalent to the fact that L is bi-invariant. This section introduces some spaces of smooth functions precisely adapted to L. Let X = (X i ) i∈I be a projective family such that (such a family always exists by Lemma 2.4)
By Proposition 3.5, we can denote the spaces S
Recall that the iterated gradient Γ n is defined recursively for n = 1, 2, 3, . . . , by
with Γ 0 (f, g) = f g. See [1, 25] and the references therein. Higher iterated gradients, are difficult to compute in general but, since L is bi-invariant, we have
. Now, for two integers n, m, define w(n, m) = n + 2m and set, for any f ∈ B(G),
equipped with the topology defined by the family of seminorms M ρ(e, x) . We say that ρ is adapted to L (equivalently, to (µ t ) t>0 ) if it has the following property: for any non-negative function φ ∈ B(G)
Examples will be given in Section 4.2.
Theorem 4.2. Let (µ t ) t>0 be a central symmetric Gaussian semigroup on G with infinitesimal generator −L. Let X = (X) I be a projective family such that
−L = i∈I X 2 i .
Assume that (µ t ) t>0 satisfies property (CK). Then, for all t > 0, the continuous density x → µ t (x) of the measure µ t belongs to T L . 2. Let ρ be an adapted distance. Assume that (µ t ) t>0 satisfies (CK). Assume further that there is a positive decreasing continuous function M (t) and a constant
Then, for any (k, n) ∈ N 2 , there exist positive constants A, B, C, a such that
Bt .
Proof of "µ t ∈ T L ". We start with the following simple lemma.
Lemma 4.3. For any f ∈ B(G),
Proof. To see this observe that
The lemma follows by induction.
Remark 4.4. The lemma above depends heavily on the fact that L is central, i.e., commutes with any left-invariant vector field. In general, the correct statement is in terms of iterated gradients. Namely,
See [25] .
Lemma 4.5. Let (µ t ) t>0 be a central symmetric Gaussian semigroup on G satisfying (CK). Then µ t ∈ T L and, for any pair of integers (n, m), we have
µ t/2 (e). 
Proof. As B(G) is dense in the L
Let H t = e −tL be the semigroup of operators defined at (1.1). Then, for any
is a non-negative decreasing function. As
it follows that
In other words,
By the semigroup property, this implies
Finally, for any integer p, q, we obtain
To prove Lemma 4.5, use the semigroup property once more and write
This, together with finiteness of |D n L m µ t/2 | L 2 and uniform continuity of the
Clearly, Lemma 4.5 shows that µ t ∈ T L .
Proof of the Gaussian upper-bounds.
We start with the following lemma. Thus we are left with proving the corresponding bounds for
Lemma 4.6. Under the hypothesis of Theorem 4.2,we have
We claim it suffices to prove that, for any k = 0, 1, . . . , n = 0, 1, . . . , there exist positive constants A, a, B, C (depending on (n, k)) such that
as desired. Next, we claim that it suffices to prove that, for any k = 0, 1, . . . , n = 0, 1, . . . , there exist positive constants A, a, B, C such that
Indeed, assuming that (4.2) holds and using the triangle inequality ρ(x) ≤ ρ(y
By the postulated Gaussian upper-bound on µ t and the elementary inequality
we have
Thus (4.2) implies (4.1) as claimed.
In order to prove (4.2) we will proceed by induction on k. By Lemma 4.6 and (4.3), the upper-bound (4.2) is satisfied for k = 0. Assume it is satisfied for some integer k. Fix a non-negative function φ ∈ B(G) and let = φ * ρ. Then write
Note that to obtain the formula which gives E 2 we have used the fact that L commutes with any left-invariant vector field. Next, recall that our hypothesis on ρ implies that i |X i | 2 ≤ 1 and write
To bound E 2 , write
By (4.4), (4.5), (4.6), the induction hypothesis and Lemma 4.5, we obtain
This finishes the inductive proof of (4.2) and the proof of Theorem 4.2.
Examples of Gaussian estimates.
Let us fix a symmetric central Gaussian semigroup (µ t ) t>0 . Given a λ > 0, we say that (µ t ) t>0 satisfies (CKλ) if property (CK) holds and the continuous density µ t (x) satisfies
In order to apply Theorem 4.2, we need to have some basic Gaussian estimates for the density µ t (x) of our Gaussian semigroup in terms of some bi-invariant distance adapted to L. The next definition provides adapted distance candidates. Definition 4.7. Given a symmetric Gaussian semigroup (µ t ) t>0 on G with infinitesimal generator −L, we set
These quasi-distances are called, respectively the intrinsic distance and the relaxed distance associated with L.
The distances d and δ are not necessarily adapted because it may happen that they are not continuous. However, if d (resp. δ) is continuous, then it is not hard to show that it is adapted. Indeed, if d (resp. δ) is continuous, then it satisfies
Gaussian estimates involving either the intrinsic distance d or the relaxed distance δ introduced in Definition 4.7 have been obtained in [6] under various hypotheses. We now recall these results which are crucial in the sequel.
The following result is taken from [6, 7] .
Theorem 4.8. Let (µ t ) t>0 be a symmetric Gaussian semigroup satisfying property (CK) and let x → µ t (x) be its continuous density.
(1) Assume that (µ t ) t>0 satisfies (CK * ). Then the relaxed distance δ is a continuous distance function which defines the topology of G and
Ct
where M satisfies lim t→0 tM (t) = 0.
(2) Fix λ ∈ (0, 1). Assume that (µ t ) t>0 satisfies (CKλ).
Then the intrinsic distance d is a continuous distance function which defines the topology of G and
Ct .
Let us comment that, in Theorem 4.8(1), the intrinsic distance d might well be equal to +∞ almost everywhere in which case no Gaussian estimate involving the intrinsic distance can possibly hold. Thus the relaxed distance plays a crucial role in this case.
Applying Theorem 4.2 and the above result we obtain the following corollary. (1) Assume that (µ t ) t>0 satisfies (CK * ). Then, for each fixed k and n there exists
Ct
(2) Fix λ ∈ (0, 1). Assume that (µ t ) t>0 satisfies (CKλ) and let κ be as in (4.7).
Then, for each fixed k and n there exists
In terms of potential theory, the importance of condition (CK * ) and of the Gaussian bound stated in Theorem 4.8(1) is that it implies that −t µ t dt. As defined, g is a measure. In [8] , it is proved that g is absolutely continuous w.r.t. Haar measure and admits a continuous density on G \ {e} if and only if property (CK * ) holds true. In this case, we denote by x → g(x) the continuous density of g on G \ {e}. The following result easily follows from the bounds of Corollary 4.9. The proof is omitted. 
In [11] , in order to study hypoellipticity questions, we will use the following result which is in the same spirit as (4.8) 
Proof. Under condition (CK * ) the relaxed distance is continuous and defines the topology of G. As K is compact and does not contain e it follows that inf K δ(x) > 0. The desired result thus follows from Corollary 4.9. [2, 3, 6] . Thus, assuming that N a (s) = O(s λ ) at infinity, for some λ ∈ (0, 1), Corollary 4.9 gives the following bound on the first order spatial derivatives:
Ct . 1+1/λ for some fixed λ ∈ (0, 1), we obtain
Example 4.14. A compact connected group is semisimple if it is equal to its commutator subgroup. See [21] . For any semisimple group G, there exists a family (Σ k ) of compact connected simple Lie groups, and a closed central subgroup H of Σ = Σ k such that G = Σ/H. Since we assume that G is metrizable, the family (Σ k ) is countable. The center of Σ, being a product of finite groups, is totally disconnected. Thus, so is H. It follows that Σ and G have the same Lie algebra (see [8] ). The infinitesimal generator −L of any given symmetric central Gaussian semigroup (µ t ) t>0 on G has the form −L = a k ∆ k where a k ≥ 0 and ∆ k is the Laplace-Beltrami operator of the canonical Killing metric on Σ k (i.e., the Casimir operator). Let also |∇ k f | k denote the length of the gradient in the Killing metric on Σ k . In what follows we assume that L is not degenerate, i.e., a k > 0 for all k. Set . See [4, 8] . Assuming that N (s) = O(s λ ) for some λ ∈ (0, 1), we obtain that
Ct and similar estimates for higher derivatives.
