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Resumen
La deteccio´n y el conteo de personas es un me´todo ampliamente utilizado para el monitoreo
y la videovigilancia. El objetivo de este proyecto es realizar el conteo de personas a partir de
ima´genes planas, y con una ca´mara ubicada en una posicio´n cenital en un entorno interior.
El algoritmo usado para el conteo de personas se desarrollo´ mediante procesos morfolo´gicos
basado en ima´genes planas, ya que la ca´mara se encuentra en posicio´n cenital y en un entorno
interior, las mismas que sirven para modificar el comportamiento del sistema. El sistema de
conteo se divide en dos, una parte de monitoreo de imagen y una de adquisicio´n de imagen.
El sistema usado para conteo de personas contiene condiciones; En primer lugar hay que
comprobar si la persona esta´ en la zona de deteccio´n, en segundo lugar, contiene lı´mites en la
parte superior e inferior para comprobar si la persona entra o sale.
El sistema de conteo de personas realizado en Python a trave´s de la biblioteca OpenCv
muestra los datos procedentes de la ca´mara, indicando la cantidad de personas que entraron o
salieron de un sitio en particular. El algoritmo que se desarrollo´ se evaluo´ en una base de datos
registrada y etiquetada.
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Abstract
The detection and counting of people is a method widely used for monitoring and video
surveillance. The objective of this project is to perform the counting of people process from flat
images, with a camera located on top of an interior environment.
The algorithm used for the counting of people process was developed by morphological
processes based on flat images, since the camera is on top of an interior environment, the same
ones that serve to modify the system behaviour. The counting system is divided into two com-
ponents; one component is for image monitoring and the other one for image acquisition.
The system used for counting people has some conditions that need to be met in order for
it to work properly; First of all, it is important to check if the person is in the detection zone;
secondly, the system has limits at the top and bottom areas to check if the person enters or leaves
the detection zone.
The people counting system was coded in Python through the OpenCv library which shows
the data coming from the camera, indicating the number of people who entered or left a particu-
lar site. The algorithm that was developed for this counting system was evaluated in a classified
and registered database.
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Capı´tulo 1
Introduccio´n
Actualmente las aplicaciones que se basan en el conteo de personas son muy usadas por lo
que existe una gran demanda, debido a su sistema de seguridad y videovigilancia que permite
conocer la cantidad de personas que entran y salen de un lugar [4].
Algunos me´todos para la deteccio´n de personas esta´n basados en la substraccio´n de fondo,
en el seguimiento de los objetos en primer plano se realiza a trave´s de el a´rea de ocupacio´n
para diferenciar el nu´mero de personas y un vector de color para realizar el seguimiento de
cada persona. Otro tipo de sistema es donde la ca´mara se encuentra inclinada, estos sistemas
necesitan la obtencio´n de una perspectiva de la persona para llevar acabo su deteccio´n [1].
La mayorı´a de sistemas que realizan el conteo de personas lo hacen con una sola ca´mara que se
orienta de forma cenital y a una cierta altura. El sistema posee dos regiones de intere´s definidas
en la parte superior e inferior de la imagen. Se calcula el histograma de dichas regiones de la
imagen de movimiento y mediante la comparacio´n de un umbral detectan el nivel de ocupacio´n.
El conteo bi-direccional se basa en una algoritmia determinista que es basada en el cruce de las
regiones superior e inferior. Este tipo de sistema con orientacio´n cenital no puede realizar un
ana´lisis del objeto detectado, ya que la vista no ofrece suficientes caracterı´sticas para detectar a
la persona.
1.1. Objetivos
1.1.1. Objetivo Principal
Implementar un sistema de conteo de personas usando visio´n artificial, bajo una platafor-
ma de software libre.
1.1.2. Objetivos Especı´ficos
Abordar el estado del arte sobre conteo de personas con visio´n por computador.
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Seleccionar una ca´mara con las caracterı´sticas ido´neas para su funcionamiento con soft-
ware libre.
Desarrollar el sistema de conteo de personas.
Realizar pruebas de funcionamiento.
1.2. Antecedentes
En la actualidad existe una gran demanda de sistemas de conteo de personas que ofrezcan
una alta efectividad y precios muy bajos. Estos sistemas de conteo de personas son muy utili-
zados para tareas como videovigilancia, seguridad, ana´lisis estadı´stico del acceso de personas a
un recinto, etc.
Se han publicado muchas investigaciones para resolver este problema, Que es contar a las
personas usando ca´mara de video. Hay algunas situaciones difı´ciles de resolver incluso con las
velocidades actuales de la computadora ya que el algoritmo opera en tiempo real y por lo tanto
limita la complejidad de los me´todos de deteccio´n y rastreo.
Basados en ese punto, el conteo de personas presenta algunos problemas referentes a la ilu-
minacio´n, tiempo de respuesta, entre otros mas concretos. Cada vez se han ido mejorando los
me´todos para la deteccio´n de persona usando el algoritmo adecuado para cada tipo de aplica-
cio´n en diferentes entornos [7].
1.3. Problema
En la actualidad empresas, instituciones y hogares han optado por la utilizacio´n e imple-
mentacio´n de videoca´maras principalmente como medios de videovigilancia y monitoreo, por
lo que su uso se ha vuelto de gran importancia en la seguridad [1].
Con la implementacio´n de te´cnicas de visio´n por computador aplicadas al monitoreo se ha
logrado potencializar el uso de las videoca´maras permitiendo generar aplicaciones tales como,
el tra´fico vehicular, realizar el conteo de personas, objetos o efectuar reconocimiento facial, da-
tos que son usados ampliamente por otras ramas de la ingenierı´a [2],[?].
El conteo de personas a trave´s de videoca´maras, es uno de los ma´s usados en la actualidad,
debido a que permite conocer la cantidad de personas que entran y salen de un lugar. En lo que
concierne a la realidad de la Universidad Te´cnica del Norte, particularmente a la facultad de
ingenierı´a en ciencias aplicadas en su laboratorio de automa´tica y robo´tica no existe un sistema
de conteo de personas, Se pretende realizar una aplicacio´n que permita medir la afluencia de
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personas al ingreso al laboratorio de automa´tica y robo´tica, con el fin de potencializar el uso de
las instalaciones del mismo.
1.4. Justificacio´n
Hoy en dı´a los sistemas de monitoreo y video vigilancia son usados ampliamente debido
a su fa´cil instalacio´n y bajo costo [5]. Con ello y con la aplicacio´n de te´cnicas de visio´n por
computador se intenta potencializar estos equipos para poder utilizarlos en mu´ltiples aplicacio-
nes orientadas a servicios [4].
La relevancia del sistema de conteo de personas propuesto permitira´ realizar un ana´lisis de
la concurrencia de personas, datos que son u´tiles especialmente en el manejo de servicios [6],
por ejemplo, para vigilar lugares pu´blicos y obtener el o´ptimo desempen˜o de las instalaciones.
1.5. Alcance
El software que se va a desarrollar tiene como objetivo detectar caracterı´sticas de personas,
a trave´s de algoritmos computacionales de visio´n artificial ya existentes. Lo expuesto anterior-
mente y cierta interfaz se desarrollara´n bajo la plataforma de software libre.
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Capı´tulo 2
Revisio´n literaria
2.1. Visio´n por Computador
La visio´n por ordenador ayuda a ver el mundo que nos rodea, por lo tanto es la ciencia que
permite obtener mejores resultados que una ma´quina o computadora. La visio´n computacional
surgio´ con la idea de conectar una ca´mara de video a un computador, para que las ima´genes
capturadas fueran manipuladas y ası´ obtener una representacio´n simbo´lica de los objetos pre-
sentes en las escenas analizadas [8].
La visio´n por computadora principalmente realiza una extraccio´n automa´tica, es decir el ana´li-
sis de la informacio´n necesaria de una sola imagen o de una secuencia de ima´genes(video).
Para lograr este proceso se necesita una base teo´rica y algorı´tmica para una mejor comprensio´n
visual automa´tica.
2.2. Python-OpenCV
Los primeros trabajos para la deteccio´n y conteo de personas se basan en el uso de ca´ma-
ras de color. Como [5] hace uso de la informacio´n 3D de la escena mediante ca´maras este´reo
y ca´maras RGB-D, e´stas mostraron buenos resultados precisos acerca de la deteccio´n y segui-
miento de personas. Otros trabajos se basan en la deteccio´n de caras [2], o por la clasificacio´n de
puntos de intere´s(RoI) [3]. Las propuestas presentadas tienen buenos resultados en condiciones
controladas, pero si generan conflicto en escenarios con un alto grado de oclusio´n, para tratar
de minimizar las oclusiones que se presentan existen otras alternativas al ubicar la ca´mara de
forma que se tenga una vista cenital de la escena.
En la actualidad empresas, instituciones y hogares han optado por la utilizacio´n e imple-
mentacio´n de videoca´maras principalmente como medios de videovigilancia y monitoreo, por
lo que su uso se ha vuelto de gran importancia en la seguridad [1]. Dicho proceso consiste
en detectar personas y determinar su ubicacio´n, existen algunos factores que pueden afectar el
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proceso de deteccio´n, entre ellos: iluminacio´n, posicio´n, escala, ubicacio´n, orientacio´n.
Para los sistemas de visio´n donde no se obtienen datos significativos para poder identificar
al individuo [6], los autores de este trabajo ubican ca´maras de baja resolucio´n alejadas de la
persona con el fin de no invadir la privacidad del mismo. Por otro lado, hay mu´ltiples trabajos
que proponen el uso de sensores de profundidad basados en tiempo de vuelo TOF para la detec-
cio´n y conteo de personas [7],[4]. En varios trabajos emplean sensores de profundidad en donde
la ca´mara va ubicada de forma cenital con el objetivo de reducir el efecto de las oclusiones
creando ası´ una imagen mas clara para el seguimiento, deteccio´n y conteo de personas [15].
A continuacio´n se muestran algunos me´todos de segmentacio´n entre regiones esta´ticas y
zonas con movimiento basado en las te´cnicas de extraccio´n del fondo. Para que la clasificacio´n
sea los ma´s clara posible se ha dividido las te´cnicas posibles en dos categorı´as, modelo de fondo
y varios modelos de fondo.
El primer grupo depende de las aproximaciones que hagan con la ma´scara de primer plano
obtenidas:
Ana´lisis imagen a imagen: Esta categorı´a describe los me´todos que emplean modelos de
segmentacio´n frente-fondo bastante comunes, seguidos de otro tipo de ana´lisis. Depen-
diendo del tipo ana´lisis pueden aparecer varias categorı´as:
• Aproximaciones cla´sicas: Basadas en el uso de te´cnicas sencillas de segmentacio´n
frente-fondo y un postprocesado de la ma´scara de foreground seguido a su vez de
alguna otra etapa de ana´lisis.
• Basados en la acumulacio´n de ma´scaras de primer plano: Dicha acumulacio´n
se realiza frame a frame y con ella se puede moldear una ma´scara final de primer
plano, de donde se obtienen las regiones esta´ticas.
• Basados en algunas propiedades del modelo de fondo utilizado: Considerando
las transiciones entre los diferentes estados de un modelo de mezcla de Gaussianas
o observando el valor de algunos para´metros como, por ejemplo, el peso de las
Gaussianas.
Ana´lisis de ma´scaras de primer plano muestreadas: Las aproximaciones intentan de-
tectar regiones esta´ticas analizando la secuencia de video a diferentes velocidades, apro-
vecha´ndose de las ventajas espacio-temporales que ello conlleva.
El segundo grupo se basa en las aproximaciones que combinan mas de un modelo de fondo
para cada pixel.
Aproximaciones basadas en el ana´lisis imagen a imagen: Se combina las propiedades
de los diferentes modelos de fondo que se utilizan.
Aproximaciones basadas en el sub-muestreo: Estas aproximaciones detectan regiones
estacionarias analizando la secuencia de vı´deo a trave´s de los diferentes modelos de fondo
debido a que cada modelo de fondo se muestrea con una tasa binaria diferente.
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Las te´cnicas que se mencionaron anteriormente son capaces de detectar objetos en movi-
miento por lo tanto tienen que resolver los siguientes problemas:
Ruido: Es importante que el algoritmo sea capaz de eliminar el ruido procedente de la
ca´mara de vı´deo pues puede provocar la deteccio´n de zonas de foreground incorrectas.
Este ruido es debido al sensor de la c’amara o al medio de transmisio´n de la sen˜al, que se
manifiesta en pı´xeles aislados que toman un valor diferente al de sus vecinos.
Sombras y reflejos: Es uno de los principales problemas ya que no pertenecen ni al
background ni al foreground y en la mayorı´a de los casos generan interferencias que
hacen que el algoritmo no actu´e de forma adecuada, por ello hay que eliminarlos. Esto se
realiza mediante te´cnicas de filtrado y operaciones morfolo´gicas.
Cambios de iluminacio´n: Son variaciones de la iluminacio´n, estas variaciones pueden
tener lugar tanto si la escena ha sido capturada en el exterior (cambio de luminosidad
en todo el dı´a) como si ha sido tomada en el interior. La iluminacio´n juega un papel
importante en la visio´n artificial pues simplifica de manera considerable el ana´lisis y el
procesado de la escena captada. Es un factor que influye en gran medida en la comple-
jidad del algoritmo, y como es mas sencillo modificar la iluminacio´n que un complejo
algoritmo, hay que dedicar el tiempo necesario para conseguir una buena iluminacio´n de
forma que el algoritmo no se complique mas de lo debidamente necesario.
Actualizacio´n del fondo de escena: Su importancia radica principalmente en dos puntos.
El primero de ellos es que la inicializacio´n del fondo de la secuencia, generalmente no
coincide con el fondo ya que puede haber algu´n objeto o persona en movimiento, por
lo que el algoritmo debe ser capaz de no clasificarlo como fondo, el segundo punto por
lo que la actualizacio´n de fondo es importante es debido a que pueden haber cambios
importantes en la secuencia.
Determinar los para´metros de funcionamiento de los algoritmos: Es una de las tareas
ma´s complejas ya que dependiendo de los para´metros utilizados los algoritmos mostrara´n
unos resultados u otros, que en la mayorı´a de los casos difieren en gran medida.
2.3. Ca´mara
Para un funcionamiento adecuado de visio´n por ordenador hay que tomar muy en cuenta
la calidad de la imagen sobre la que se va a trabajar, en algunos casos viene a ser la parte
fundamental para el e´xito de la aplicacio´n mas que el propio algoritmo.
La ca´mara es capaz de producir un video natural y gracias a su enfoque de gama alta las
ima´genes tomadas son siempre nı´tidas.
Especificaciones
Videoconferencias HD (1280 x 720 pı´xeles) con el sistema recomendado.
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Captura de video: Hasta 1280 x 720 pı´xeles.
Tecnologı´a Logitech Fluid CrystalTM.
Fotos: Hasta 3.0 megapı´xeles (mejora por software).
Micro´fono: Micro´fono integrado con reduccio´n de ruido.
Conexio´n USB: Certificacio´n USB 2.0 de alta velocidad (es recomendado).
Montaje: Clip universal para monitores LCD, CRT o porta´tiles.
A continuacio´n se muestra la imagen de la ca´mara que se uso´ para la obtencio´n de ima´genes en
tiempo real.
Figura 2.1: Ca´mara Web HD Logitech c270, Video 720p, Resolucio´n de 1280x720, USB
2.4. Representacio´n de ima´genes
La informacio´n que contienen las ima´genes son representadas de diversas maneras. Se
podra´ observar la representacio´n espacial, excluyendo algunas representaciones tambie´n muy
u´tiles como la representacio´n en nu´mero de ondas, que se obtiene al aplicar la Transformada
de Furier a una representacio´n espacial. Tambie´n es necesario tener conocimiento sobre como
puede ser manejada la representacio´n por computadora.
2.4.1. Definicio´n
Una imagen representa una distribucio´n espacial de la irradiacio´n en un plano por lo tanto
la distribucio´n de irradiacio´n espacial puede ser descrito como una funcio´n continua de dos va-
riables espaciales.
De manera general, la imagen se define como:
f : Ω→C (2.1)
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donde se tiene que en Ω ⊂ R2 y C es llamado el espacio caracterı´stico.
El espacio caracterı´stico puede ser:
Un intervalo, por ejemplo [0,255] o [0,∝], para ima´genes en escala de grises.
Un subconjunto de R3, por ejemplo [0,1]3 , para ima´genes a color RGB.
Para ima´genes en escala de grises, la funcio´n f puede ser vista como una superficie tridi-
mensional.
Las computadoras no pueden manejar ima´genes continuas, pero si nu´meros o arreglos de
ellos , por lo tanto se necesita representar las ima´genes como arreglos bidimensionales de pun-
tos [9].
2.4.2. Tipos de ima´genes
Ima´genes a color
Son ima´genes compuestas por cuatro valores almacenados en tres planos de pı´xeles o ma-
trices, ve´ase Figura 2.4, que se encuentran definidos por los modelos de color, entre los que se
encuentran: el modelo RGB (red, green, blue), el modelo de color de Hering, el modelo HSL
(hue, saturation y luminance), el modelo HSV (hue, saturation, value) y el diagrama de croma-
ticidad establecido por la CIE (Comisio´n Internationale de ltˇEclairage).
En el modelo RGB cada color aparece en sus componentes espectrales primarias rojo, verde,
azul. La razo´n por la que se toman estos tres colores tiene que ver con la teorı´a tricroma´tica
de color que indica que tres estı´mulos croma´ticos diferentes, combinados en diferentes propor-
ciones, pueden producir el efecto equivalente a muchos ma´s estı´mulos que una persona perci-
bira´ como muchos colores diferentes [14].
Ima´genes en niveles de gris
Son ima´genes compuestas de un simple plano o matriz de pı´xeles, en donde sus valores
es’an representados entre [0,255] para una imagen de 8-bit, en donde el 0 representa el color
negro y el 255 el color blanco, dado que en ese intervalo se ubican todas las intensidades o
grises disponibles en la imagen, ve´ase Figura 2.3.
2.4.3. Caracterı´sticas de una imagen en niveles de gris
Taman˜o de las ima´genes: Las dimensiones de una imagen se representan por medio de
los pares ordenados de pı´xeles (M,N), donde M representa el nu´mero de filas de y N
el nu´mero de columnas. En la mayorı´a de los casos se opta por tener M igual a N dado
que la igualdad entre filas y columnas simplifica el ca´lculo y presenta grandes ventajas
computacionales, cuando las ima´genes a procesar tienen taman˜os en potencias de dos
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Figura 2.2: Representacio´n imagen a color
(128x128,256x256,512x512). De tal forma que al momento de almacenar estas ima´genes
el nu´mero de bits necesarios para ser almacenadas se calcula con la siguiente expresio´n:
b = N x N x m (2.2)
Donde m representa los distintos niveles de gris de la imagen, por ejemplo para una ima-
gen de 512x512 con 256 niveles de gris (2 8) m = 8 son necesarios 2,097,152 bits o
262,144 bytes; es por esto que a mayor nu´mero de bytes empleados para el almacena-
miento de una imagen, mayor sera´ su resolucio´n.
Resolucio´n de la imagen: La resolucio´n de una imagen expresa cuanto detalle el obser-
vador puede ver en ella. Esta caracterı´stica depende directamente de los valores de N y de
M, dado que tener un mayor nu´mero de pı´xeles y niveles de gris en una imagen, da como
resultado una mejor visualizacio´n de sus detalles; pero a su vez incrementa el taman˜o de
almacenamiento. Ve´ase Figura 2.4
Histograma: El histograma de una imagen es una funcio´n discreta que representa el
nu´mero de pı´xeles en la imagen ubicados en el eje y, en funcio´n de los niveles de inten-
sidad o gris presentes en la imagen ubicados en el eje x. En donde el tipo de distribucio´n
encontrada en el histograma representa el grado de contraste presente en la imagen; si
los datos presentan una distribucio´n uniforme en todo el rango del niveles de gris, se ob-
tendra´ un alto contraste que permitira´ observar mejor los objetos presentes en la imagen,
ve´ase Figura 2.5
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Figura 2.3: Representacio´n imagen en grises
2.5. Preprocesamiento
En el a´rea de procesamiento de ima´genes y visio´n por computador y han sido estudiados
para diferentes aplicaciones, como la vigilancia visual de la actividad del hombre en distintos
lugares. Sujetos a rastreo y la mayorı´a de las actividades humanas al aire libre. En otra clase de
estudio, el humano esta´ sujeto a seguimiento en un entorno en el que existe una interfaz basada
en la visio´n que tiene el usuario para interactuar con entornos virtuales.
2.5.1. Substraccio´n de fondo
El me´todo ViBe (Barnich and Van Droogenbroeck,2009,2011) utiliza un modelo del fondo
que almacena para cada pixel, N muestras seleccionadas aleatoriamente de frames ya proce-
sados. Si consideramos m = m1,m2, ...,mN, las muestras correspondientes al pixel actual pt,
cada mi para i = 1..N, consiste en un vector mi = (r,g) que usa dos componentes del espacio
RGB. Esto puede adaptarse fa´cilmente para extenderlo al espacio RGB, escala de grises u otro.
El hecho de excluir el componente azul se debe a que en las secuencias de videovigilancia es-
te componente suele encontrarse ma´s saturado que los otros componentes. Luego, se define la
condicio´n de interseccio´n I(pt,mi)igual a 1, cuando la distancia euclı´dea evaluada entre el valor
del pixel actual y una muestra del modelo menor o igual a un determinado valor de radio R, es
decir:
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Figura 2.4: Representacio´n imagen a color
Figura 2.5: Igualacio´n de histograma
I(pt,mi) =
{
1 si
√
(pt(r)−mi(r)2)+(pt(g)−mi(g))2 ≤ R
0 en otro caso
(2.3)
radio R, es decir:
I(pt, mi) = (1 si p(pt(r)−mi(r)))2+(pt(g)−mi(g))2≤ R (2.4)
En otro caso la clasificacio´n consise en comparar cada pixel de la imagen actual con las n
muestras del mismo que se encuentran almaacenadas en m, y mediante un indicador determinar
si es fondo o primer plano.
En la siguiente funcio´n se tiene una ma´scara binaria de clasificacio´n para cada pixel del
frame de entrada, Min es la cantidad mı´nima de veces que debe ser verdadera la 2.3.
Clasi f icar(pt,m) =
{
Fondo si ∑Ni=1 I(pt,mi)≥Min
Primerplanow en otro caso
(2.5)
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Por cada imagen del video se genera una salida binaria correspondiente a la clasificacio´n de ca-
da pixel. Luego de realizar la deteccio´n, el modelo se actualiza en forma estoca´stica para adaptar
gradualmente la representacio´n a los diferentes cambios que ocurren a lo largo de una secuen-
cia. Es deseable que so´lo aquellos pı´xeles clasificados como fondo se inserten en el modelo, ya
que la insercio´n de pı´xeles que pertenecen a objetos en movimiento, que resultan inciertos en
la clasificacio´n pueden alterar significativamente los resultados de la deteccio´n. Lo mencionado
anteriormente es muy importante ya que ha permitido la introduccio´n de mejoras al me´todo
original logrando mayor tasa de deteccio´n. Entre ellas podemos citar, el mo´dulo que nos permi-
te insertar pı´xeles que alternan permamentemente su clasificacio´n entre fondo y primer plano
(Blink Discard), el mo´dulo de postprocesamiento (Extract Contour + Fill Object) que corrige la
clasificacio´n de aquellos pı´xeles clasificados segu´n 2.5 como fondo, pero que en realidad perte-
necen al interior de objetos en movimiento [10].
2.6. Procesamiento morfolo´gico de ima´genes
El objetivo de las transformaciones morfolo´gicos es la extraccio´n de estructuras geome´tri-
cas en los conjuntos sobre los que se opera , mediante la utilizacio´n de otro conjunto de forma
conocida, al que se le denomina elemento estructurante. El taman˜o y forma del elemento estruc-
turante se elige de acuerdo con la morfologı´a sobre la que va a operar y la obtencio´n de formas
que se desea extraer.
2.6.1. Erosio´n binaria
La transformacio´n de la erosio´n es el resultado de comprobar si el elemento estructurante B
esta´ completamente incluido dentro del conjunto X . Cuando e´sto no ocurre, el resultado de la
erosio´n es el conjunto vacı´o:
EB(X) = XΘB= {BX ⊆ X} (2.6)
Cuando los objetos de la escena sean menores que el elemento estructurante, e´stos desapa-
recera´n. Otra interpretacio´n de la erosio´n supone tomar el valor mı´nimo de la imagen en el
entorno de vecindad definido por el elemento estructurante.
2.6.2. Dilatacio´n binaria
La dilatacio´n es la transformacio´n dual a la erosio´n. El resultado de la dilatacio´n es el con-
junto de elementos, tal que al menos algu´n elemento del conjunto estructurante B esta´ contenido
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en el conjunto X , cuando B se desplaza sobre el conjunto X :
δB(X) = X⊕B= {X ∩BX 6= φ} (2.7)
Esta operacio´n representa un crecimiento progresivo del conjunto X . Al pasar el elemento es-
tructurante dentro del conjunto, e´ste no se modificara´. Sin embargo, en la frontera del conjunto
X , al desplazar a B, el conjunto resultado se expansionara´. La aplicacio´n iterada de este opera-
dor harı´a degradar la imagen, haciendo coincidir el conjunto dilatado con la imagen.
X ⊆ δB(X) (2.8)
La dilatacio´n tambie´n se interpreta como el valor ma´ximo del entorno de vecindad definido por
el elemento estructurante.
2.6.3. Procesamiento morfolo´gico en niveles de grises
Las operaciones de erosio´n y dilatacio´n son crecientes, respectan el orden presente en la
estructura del conjunto. Para dos ima´genes f y g:
Si f ≤ g ⇒ E( f )≤ E(g) (2.9)
Si f ≤ g ⇒ δ ( f )≤ δ (g) (2.10)
Gracias a esta propiedad, las operaciones morfolo´gicas pueden extenderse del caso binario a la
escala de grises, puesto que estas u´ltimas sen˜ales pueden expresarse como una suma ponderada
de im’agenes binarias. La erosio´n de una funcio´n en un punto sera´ el valor mı´nimo de la funcio´n
dentro de la ventana definida por el elemento estructurante B, cuando el origen de B este´ situado
en dicho punto. La dilatacio´n de una funcio´n sera´ la operacio´n dual. Retornara´ el valor ma´ximo
de la funcio´n definido por el elemento estructurante: [11]
Es( f ) = fΘB= min( f (x− y),y ∈ B) (2.11)
δs( f ) = f ⊕B= max( f (x− y),y ∈ B) (2.12)
2.6.4. Apertura y cierre
Usando los operadores elementales de erosio´n y dilatacio´n se pueden disen˜ar operaciones
de realce de las formas de los objetos. La erosio´n binaria suele utilizarse para eliminar pequen˜os
objetos, pra´ctica que suele ser utilizada en la fase de postprocesado, despue´s de la segmentacio´n.
Sin embargo, tiene el inconveniente de disminuir el taman˜o del resto de los objetos. Este efecto
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Figura 2.6: Representacio´n imagen a color
puede ser utilizado con una aplicacio´n en cascada de erosio´n y dilatacio´n binaria con igual
elemento estructurante. A esta operacio´n se la llama apertura:
ϒs(X) = X ◦B= δs(Es(X)) (2.13)
La apertura binaria elimina todos los objetos que no esta´n completamente contenidos en el ele-
mento estructurante, pero adema´s no disminuye el taman˜o a los objetos que superen la erosio´n.
Sin embargo, la imagen resultante no recupera la misma forma de los objetos filtrados de la
imagen de entrada. Esta operacio´n puede ser ideal para la eliminacio´n de ruido, aunque no pre-
serva la geometrı´a de los objetos ya que los bordes sera´n suavizados.
Figura 2.7: a) Imagen segmentada, b) erosio´n con elemento estructurante de disco de radio 2, c)
apertura con elemento estructurante de disco de radio 2
La dilatacio´n binaria realiza un crecimiento de los objetos, cerrando los agujeros y las grie-
tas. El ensanchamiento de los objetos puede ser reducido mediante la aplicacio´n seguida de una
erosio´n. La operacio´n combinada de dilatacio´n y erosio´n es llamada cierre:
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ϕs(X) = X •B= Es(δs()X) (2.14)
El cierre binario morfolo´gico produce que la dilatacio´n rellene las estructuras que la erosio´n
no puede excluir. Los contornos de los objetos tambie´n sera´n suavizados, pero habiendo rella-
nado las fisuras. En im’agenes en niveles de grises, la apertura eliminara´ formas claras menor
que el elemento estructurante; mientras el cierre, los objetos oscuros, sera´n atenuados.
Figura 2.8: Apertura y cierre en niveles de grises
2.6.5. Gradiente morfolo´gico
El residuo de dos operaciones Ψ y ζ es su diferencia. Para el caso de conjunto, esta diferen-
cia se define como:
ρΨς (X) =
Ψ(X)
ς(X)
(2.15)
El primer residuo que se puede definir en Morfologı´a es el gradiente. Debida a las relaciones de
extensio´n y antiextensio´n definidas sobre los operadores morfolo´gicos se establece el concepto
de gradiente morfolo´gico. El gradiente morfolo´gico o de Beucher es la diferencia entre la ima-
gen original y su erosio´n o entre una dilatacio´n y la imagen original o entre una dilatacio´n y una
erosio´n:
Figura 2.9: Gradientes
Su utilidad esta´ en la localizacio´n de los bordes o perı´metro de los objetos. La eleccio´n del
tipo de gradiente morfolo´gico dependera´ de la geometrı´a de los objetos.
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2.7. Algoritmo de Canny
El objetivo de Canny era descubrir el algoritmo o´ptimo de deteccio´n de bordes. En su tra-
bajo, siguio´ una lista de criterios para mejorar los me´todos actuales de deteccio´n de bordes. La
primera es la baja tasa de error. El segundo criterio es que los puntos de borde este´n bien loca-
lizados, esto quiere decir que la distancia entre los pı´xeles de borde debe ser mı´nima, tal como
se encuentran por el detector y el borde real. Un tercer criterio es tener una sola respuesta a un
solo borde. Esto fue implementado porque el primer y segundo me´todo no eran sustentables al
eliminar completamente la posibilidad de respuestas mu´ltiples a un borde.
El detector de bordes Canny primero suaviza la imagen para eliminar y el ruido. Luego en-
cuentra el gradiente de la imagen para resaltar las regiones con altas derivadas espaciales. El
algoritmo sigue rastros a lo largo de las regiones y suprime cualquier pixel que no este´ al ma´xi-
mo. La matriz de gradiente es reducida ahora mas por histe´resis, la histe´resis se utiliza para
rastrear a lo largo de los pı´xeles restantes que no han sido eliminados, adema´s utiliza dos um-
brales y si la magnitud esta´ por debajo del primer umbral se pone a cero. Si la magnitud esta´ por
encima del umbral alto, se hace una arista. Y si la magnitud esta´ entre los 2 umbrales, entonces
se pone en cero a menos que haya una trayectoria de este pixel a un pixel con un gradiente sobre
T2. Para que un detector de bordes se considere en estado o´ptimo debe cumplir los siguientes
puntos:
Buena deteccio´n: el algoritmo debe marcar el mayor nu´mero real en los bordes de la imagen
como sea posible. Buena localizacio´n: los bordes de marca deben estar lo ma´s cerca posible
del borde de la imagen real. Respuesta mı´nima: el borde de una imagen so´lo debe ser marcado
una vez, y siempre que sea posible, el ruido de la imagen no debe crear falsos bordes.
Canny es un algoritmo multi-paso que puede detectar bordes con ruido sumprimido al mis-
mo tiempo, a continuacio´n se muestran los pasos que realiza dicho algoritmo.
2.7.1. Obtencio´n del gradiente
Con el fin de implementar el algoritmo de detector de borde Canny, una serie de pasos deben
seguirse. El primer paso es eliminar cualquier ruido en la imagen original antes de intentar
localizar y detectar los bordes. Y debido a que el filtro gaussiano se puede calcular usando una
ma´scara simple, se utiliza exclusivamente en el algoritmo de Canny. Una vez que se ha calculado
una ma´scara adecuada, el suavizado gaussiano se puede realizar usando me´todos de convolucio´n
esta´ndar. Una ma´scara de convolucio´n suele ser mucho ma´s pequen˜a que la imagen real. Como
resultado, la ma´scara se desliza sobre la imagen, manipulando un cuadrado de pı´xeles a la vez.
Cuanto mayor es el ancho de la ma´scara gaussiana, menor es la sensibilidad del detector al
ruido. El error de localizacio´n en los bordes detectados tambie´n aumenta ligeramente a medida
que aumenta el ancho de Gauss. La ma´scara gaussiana se muestra a continuacio´n.2.10
g(m,n) = Gσ (m,n)∗ f (m,n) (2.16)
donde
Gσ =
1√
2piσ2
exp
(
−m
2+n2
2σ2
)
(2.17)
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Figura 2.10: Ma´scara Gaussiana
%myequationsFuncio´n de ma´scara gaussiana
2.7.2. Supresio´n no ma´xima al resultado del gradiente
Las dos ima´genes generadas en el paso anterior sirven de entrada para generar una imagen
con los bordes adelgazados. El procedimiento es el siguiente: se consideran cuatro direcciones
identificadas por las orientaciones de 0o,45o,90o y 135o con respecto al eje horizontal. Para ca-
da pixel se encuentra la direccio´n que mejor se aproxime a la direccio´n del a´ngulo de gradiente.
Figura 2.11: Ma´scara Gaussiana
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2.8. Propiedades de contorno
A continuacio´n se muestran algunas propiedades de uso frecuente de objetos como solidi-
dad,dia´metro, equivalente, imagen de ma´scara, intensidad media, etc.
Radio Proporcio´n entre ancho y altura del rectangulo del objeto.
Radio=
Ancho
Altura
(2.18)
Extensio´n Proporcio´n entre el a´rea del contorno y a´rea del rectangulo delimitador.
Exten=
Area del contorno
Area rectangulo delimitador
(2.19)
Solidez Proporcio´n entre el a´rea del contorno y a´rea convexa del contorno.
Solidez=
Area del contorno
Area convexa del contorno
(2.20)
Dia´metro Equivalente Es el dia´metro del cı´rculo cuya a´rea es igual que el a´rea del con-
torno.
Di′ametroEquivalente=
√
4x Area del contorno
pi
(2.21)
Orientacio´n Orientacio´n es el a´ngulo en el que se dirige el objeto. Con el siguiente me´to-
do tambie´n da las longitudes del eje mayor y del eje menor.
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Capı´tulo 3
Metodologı´a
Consideramos al sistema de ingreso y egreso de personas constituido por un conjunto de
formaciones y se tomara´ cada formacio´n como unidad de estudio. Los motivos de esta decisio´n
son que los datos medidos y sus errores dependen de:
Enfoque: Hay que tener muy encuenta el enfoque y escena en donde va a ser implemen-
tado el conteo de personas ya que tiene mucho que ver la luminosidad que exista para
la respuesta o´ptima del algoritmo. En nuestro caso el enfoque sera´ de manera cenital ya
que nos ayuda a tener mayor enfoque en la parte de la cabeza y realizar una deteccio´n y
conteo con mas precisio´n.
Recorrido de las personas: Tiene mucho que ver el recorrido de las personas al momen-
to de su deteccio´n. Se puede tener algunos casos de ingreso o salida de personas como por
ejemplo, cuando pasa una persona junto a otra, cuando se queda parado en la deteccio´n
o cuando pasan agachados, entre otros. En algunos casos el sistema responde adecuada-
mente pero en otros posee errores referentes a la luminosidad y a la calidad de video que
se esta manejando.
Dı´a/Hora: Tiene que ver el dı´a y hora porque segu´n eso se tiene una problema´tica di-
ferente. Tambie´n tiene que ver en cua´nto a la luminosidad existente ya que si existen
cambios bruscos de iluminacio´n el algoritmo tarda en responder adecuadamente y por lo
tanto no se tiene un resultado lo ma´s o´ptimo posible.
3.1. Informacio´n preliminar
El software que se va adesarrollar tiene como objetivo detectar caracterı´sticas de personas,
a trave´s de algoritmos computacionales de visio´n artificial ya existentes.
Cantidad de Personas: En lo referente a la cantidad de personas no habrı´a inconveniente
ya que el software posee contar varias personas tanto hombres y mujeres que ingresen o
salgan del sitio, pero el proceso de entrada es diferente al proceso de salida, por lo que se
espera tener distintos valores y distribucio´n del error en cada caso.
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Ocupacio´n ma´xima en la regio´n: El software esta´ disen˜ado para el conteo de una per-
sona, al momento de pasar dos personas al mismo tiempo por el a´rea de deteccio´n el
algoritmo lo comprendera´ como uno solo, por lo tanto es una condicio´n del sistema.
Parada de ocupacio´n nula o mı´nima: Hay que tener en cuenta la posicio´n y parada que
tiene la persona a detectar, e´sto generarı´a errores cuando la persona permanezca en el a´rea
de deteccio´n en cua´nto al conteo, por lo tanto es recomendable avanzar y no quedarse en
el a´rea de deteccio´n para evitar conflictos con la respuesta del sistema.
Recorrido: en lo referente al recorrido se podrı´a tener inconvenientes al momento del
paso de la persona a diferentes velocidades, e´sto hace que tarde en responder adecuada-
mente el algoritmo. Sin embargo, se puede reducir el margen de error mediante los lı´mites
del a´rea de conteo y deteccio´n de personas.
3.2. Posicionamiento de la ca´mara
Para cada posicio´n se conoce diferente algoritmo: se tiene que segu´n la escena o en-
torno en la que se va a implementar el sistema tiene la persona diferente posicionamiento,
por lo tanto, para cada posicio´n de enfoque o de la persona a detectar y contar hay algo-
ritmos existentes para su implementacio´n. En este caso, se ubicara´ la ca´mara a 90◦ con
referencia al piso para su respectivo conteo,es decir, se ubicara de manera cenital (enfoque
arriba hacia abajo).Ve´ase fig 3.2
Figura 3.1: Diferentes posicionamientos de la ca´mara: a) enfoque frontal, b) enfoque diagonal,
c) enfoque cenital
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3.3. Contador de personas
Para el conteo y deteccio´n de personas se implemento un algoritmo adecuado. En la parte de
programacio´n se tiene un a´rea de deteccio´n, posee lı´mites de entrada y salida(como se muestra
en la imagen 3.3) de la persona, e´stos lı´mites varı´an segu´n la calidad del video ya que si se tiene
videos de alta y baja resolucio´n en donde el a´rea de deteccio´n debe ser mas amplia o reducida
segu´n el entorno para poder detectar sin menor rango de error.
Figura 3.2: Conteo de personas
3.3.1. Ingresos y salidas de personas
Para el ingreso y salida de personas hay que tener en cuenta la velocidad a la que pasan, si se
detienen, cambian de posicio´n, se agachan o ingresan con algu´n objeto, porque al tener algunas
condiciones el sistema implementado no tendrı´a tanta precisio´n en su funcionamiento. Tambie´n
tiene que ver la distancia a la que esta´ la ca´mara de la persona a detectarse ya que por la altura
se pueden generar errores ya que hay personas que son mas altos que otros.
3.4. Sistema de validacio´n
El sistema de validacio´n consta de un a´rea de deteccio´n y los lı´mites superior e inferior que
determinan los lı´mites de entrada y salida de la persona. El proceso del sistema de deteccio´n
consta en que, al momento de que la persona es enfocada por la videoca´mara es detectada pero
al momento que ingresa en el a´rea de deteccio´n que es en forma rectangular y es calculada
referente al ancho y largo del video, e´sta a´rea restringue la deteccio´n a otros elementos que no
posean las caracteristicas que tienen las personas. Esto se lo realizo´ mediante un detector de
bordes de Canny que lo primero que hace es suavizar la imagen para eliminar el ruido. Luego
encuentra el gradiente de la imagen para resaltar las regiones con altas derivadas espaciales.
El algoritmo sigue pistas a lo largo de estas regiones y suprime cualquier pixel que no este´ al
ma´ximo (supresio´n no ma´xima). Al distinguir las caracterı´sticas de la persona el sistema la
detecta y entra en una condicio´n tanto de entrada o de salida ya que puede dirigirse a cualquiera
de los dos sentidos sin que afecta el sistema. La validacio´n se da cuando la persona salga del
a´rea de deteccio´n y decida entrar o salir del sitio, al darse e´sto el sistema realiza el conteo tanto
de ingreso como de salida segu´n corresponda. ve´ase imagen 3.4 A continuacio´n se muestra un
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Figura 3.3: A´rea de deteccio´n
diagrama de flujo de la aplicacio´n que se esta´ realizando, la cua´l presenta todas las etapas que
tiene el algoritmo ası´ como la relacio´n entre ellas. Por lo tanto se requiere analizar cada mo´dulo
y investigar la teorı´a de las te´cnicas utilizadas en la aplicacio´n.
Figura 3.4: Diagrama de bloques de la aplicacio´n
3.5. Segmentacio´n
3.5.1. Extraccio´n de fondo
Se uso´ el extractor de fondo MOG basa´ndose en la concordancia de cada una de las gaus-
sianas de la mezcla, se determina si corresponden a los colores de fondo. Luego se modelan
los valores de un pixel particular como una mezcla de distribuciones gaussianas y los valores
de pixel que no correspondan con colores background son considerados foreground hasta que
exista una gaussiana que los incluya.
En primer lugar se debe saber que si un pixel resulta de una superficie concreta bajo una ilu-
minacio´n determinada, una distribucio´n gaussiana simple serı´a suficiente para modelar el valor
del pixel. Por otro lado, si solamente se producen cambios de iluminacio´n durante horas, una
distribucio´n gaussiana simple y adaptativa serı´a suficiente. Pero en la pra´ctica, son mu´ltiples
superficies las que aparecen a menudo en la vista de un pixel particular y las condiciones de
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iluminacio´n cambian. Por lo tanto, en ese caso, son necesarias gaussianas mu´ltiples adaptativas.
Este me´todo usa entonces una mezcla de gaussianas adaptativas para aproximar este proceso. A
continuacio´n se muestran conclusiones del algoritmo utilizado:
Fondo de la escena(cualquier objeto que luego de un tiempo se incluye en el fondo): El
algoritmo tiene respuesta o´ptima con los para´metros establecidos en escenas de interiores.
Fondo dina´mico: En muchas mas ocasiones se detecta dicho fondo dina´mico como primer
plano.
Figura 3.5: Respuesta del algoritmo MOG ante primer plano dina´mico
Cambios de iluminacio´n: En este caso en ocasiones si se detectan las zonas afectadas por
los cambios de iluminacio´n como primer plano.
Foreground esta´tico: En el caso de cuando la persona se encuentre parada y realiza pe-
quen˜os movimientos en el a´rea de deteccio´n el algoritmo tiene menor tiempo de respuesta
y el comportamiento es mejor.
Figura 3.6: Respuesta del algoritmo MOG ante primer plano esta´tico
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En este caso se realizaron pruebas a distancias medias y cortas, en dichas distancias el algo-
ritmo no posee problemas para la deteccio´n de movimiento, en medias distancias el algoritmo
presenta mayor ruido debido a la sombra que se genera y por lo tanto detectara´ dos personas
ya sea una encima de otra o alguien con mayor altura, pero su correcto funcionamiento serı´a a
distancias cortas ya que presenta menor ruido y mejor comportamiento al momento de detectar
movimiento [12].
3.6. Filtro morfolo´gico
Como se explico´ en el capı´tulo anterior sobre el filtro morfolo´gico y las operaciones que
se pueden aplicar para solucionar el problema tenemos que, las transformaciones morfolo´gicas
tienen como objetivo modificar la forma de los objetos que se observan en una imagen. En
esta aplicacio´n es muy necesario, puesto que la imagen de foreground resultante del mo´dulo
anterior contiene partes que se ven afectadas por la generacio´n de regiones o pı´xeles con ruido.
Por lo tanto, se puede tener zonas de movimiento falsas donde realmente no existe ningu´n tipo
de movimiento, o cuando el movimiento es mı´nimo, por lo que se le considerarı´a una regio´n
despreciable. Para solucionar este problema se aplica las operaciones de erosio´n y dilatacio´n
que posee el filtrado morfolo´gico.
3.6.1. Erosio´n
Es la degradacio´n progresiva de uno de los campos que puede ser 0 o 1. Un elemento del
campo a degradar seguira´ perteneciendo al mismo si esta´ rodeado de elementos semejantes,
caso contrario pasara´ al otro campo. Matema´ticamente se expresara´ de la siguiente forma: si
se toma el elemento estructural sime´trico respecto al origen de B , la erosio´n de un conjunto X
respecto al elemento B es:
X	B= {BX ⊂ X} (3.1)
Lo que es igual a una transformacio´n acierta o falla donde B es el conjunto vacı´o. El sı´mbolo 
representa la resta de Minkowski.
3.6.2. Dilatacio´n
Es el crecimiento progresivo de uno de los campos (0 o 1). Un elemento del campo contra-
rio a crecer sera´ convertido si posee algu´n vecino perteneciente al campo que se expansiona. En
caso contrario, permanecera´ igual. Los elementos pertenecientes al campo a expansionar evi-
dentemente no se modifican. Si se aplicase un numero elevado de veces terminarı´a por destruir
la imagen ya que todos lo pı´xeles estarı´an a nivel alto. Matema´ticamente se puede expresar la
dilatacio´n como:
X⊕B(XC	BC) (3.2)
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Figura 3.7: Ejemplo aplicando erosio´n
Figura 3.8: Ejemplo aplicando dilatacio´n
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3.6.3. Combinacio´n de ambas
Una de las principales caracterı´sticas de la dilatacio´n y la erosio´n es que no cumplen la
propiedad conmutativa, es decir, no es lo mismo realizar una dilatacio´n seguida de una erosio´n,
que una erosio´n seguida de una dilatacio´n. En este proyecto se ejecuta en primer lugar dos
repeticiones para la erosio´n y a continuacio´n una para la dilatacio´n. Cuando las operaciones
se realizan en este orden el proceso recibe el nombre de apertura. Se denomina ası´ ya que al
empezar por una erosio´n se tiende a romper las piezas en sus partes constitutivas. Las principales
causas por las que se elige este orden y no el inverso es que se consigue suavizar los contornos
del objeto, se rompen enlaces delgados y se eliminan pequen˜as protuberancias.
3.7. Deteccio´n de contorno
En cada frame se agrupan los pı´xeles en movimiento que se encuentran continuos entre
sı´ como una sola regio´n. A continuacio´n se tiene que la imagen en la que se esta´ trabajando
los pı´xeles blancos representan las zonas que esta´n en movimiento y los negros representan las
zonas inmo´viles. Dado que la ma´scara de foreground es una imagen binaria no es necesario
convertir la imagen que tiene varios niveles de gris en una nueva con solo dos(Umbralizacio´n).
Existe un me´todo en el que va siguiendo la imagen empezando por la esquina superior izquierda
hacia mano derecha hasta acabar de recorrer la imagen, cuando se localiza el primer pixel que
se encuentre en nivel alto se le asigna un 1, indicando que se a encontrado el primer objeto.
Se continu´a revisando detenidamente si los vecinos se encuentran tambie´n en nivel alto, si lo
esta´n se les asigna el mismo nu´mero. Otro caso es cuando un pixel no sea vecino de uno ya
anteriormente etiquetado y si se encuentra en nivel alto, se le asigna el nu´mero siguiente que
serı´a el 2 respectivamente.
Figura 3.9: Contorno de una persona
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3.8. Deteccio´n de personas
A partir de la deteccio´n de contorno se determina si e´ste pertenece a personas o no, toman-
do en cuenta que se requiere deteccio´n de personas como objetivo. Primeramente se realiza un
filtrado de a´reas, tomando en cuenta que se filtren las a´reas que este´n sobre o por debajo de un
valor. Tanto que el objetivo principal es la deteccio´n y conteo de personas en un determinado
rango de distancia, y posee ciertos lı´mites de a´reas mayores o menores. Luego se aplica el si-
guiente filtro que tiene que ver con la relacio´n largo y ancho de la persona detectada, tanto e´sta
se encuentre de manera erguida o sentada, si en un caso se requiere ingresar personas en fila
cojidas de las manos se ampliarı´a el lı´mite ya sea superior o inferior para evitar conflictos en la
deteccio´n. Debido a la restriccio´n de lı´mites que posee se puede limitar la deteccio´n de objetos
que tengan caracteristicas similares al de la persona en lo referente a su ancho y a la proporcio´n
de su alto. Tambie´n hay que tener muy en cuenta en el a´rea de deteccio´n que la misma englobe
el contorno de la persona y si no se lo hace no se detectarı´a la persona o provocarı´a falsas detec-
ciones. Otro punto importante es la resolucio´n del video, ya que a menor resolucio´n del video
se tiene una deteccio´n y conteo mas o´ptimo en comparacio´n con resoluciones altas. Con todo
lo comentado anteriormente se obtiene un muy buen porcentaje de detecciones correctas, pero
tambie´n se obtiene cierto margen de error por lo tanto no es totalmente fiable.
Finalmente luego de haber explicado como se realizo´ la deteccio´n de personas cabe recalcar
que el programa esta designado al conteo de una sola persona y el proceso consta en detectar
la posicio´n de la persona y localizar cada frame de la misma. Por otro lado cuando existe mas
de una sola persona en el a´rea de deteccio´n, el programa no puede realizar la deteccio´n de x
personas en x posiciones [13].
Figura 3.10: Deteccio´n de una persona
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3.9. Video de salida
Esta seccio´n es la que se ocupa de la generacio´n del video de salida, siendo el resultado
final de la aplicacio´n. El video de salida es ejecutado constantemente y en e´ste se muestra cada
resultado al momento de su funcionamiento. Este proceso inicia en la obtencio´n de ima´genes
por medio de una videoca´mara, dicho paso es sencillo ya que es realizado automa´ticamente. La
aplicacio´n consta de dos ventanas, en la primera ventana se aprecia la imagen de entrada ya sea
en forma de video grabado o en tiempo real, teniendo en cuenta que el a´rea de deteccio´n englobe
a la persona detectada en cada posicio´n. Al tener la ventana en la que se visualiza la entrada y
salida de las personas se observa el momento en el que la persona es detectada y al pasar los
lı´mites ya sea superior o inferior se tiene el conteo, e´sto se lo hace para mejorar la visualizacio´n
del usuario. Se lo realiza con el fin de que el usuario visualize su zona de videovigilancia y tenga
constancia de lo que sucede en ese momento y como se comporta el algoritmo en entornos y
escenas internas. Se visualiza de igual manera el nu´mero de personas detectadas en cada instante
tanto entrantes como salientes, la informacio´n se almacena para luego utilizarla como el usuario
desee. Por u´ltimo tambie´n se puede observar en la segunda ventana cuando se aplica el filtro
morfolo´gico, con e´sto la persona puede tener constancia de lo que sucede en la aplicacio´n y si
la deteccio´n y conteo de personas es preciso o no.
Figura 3.11: Deteccio´n de una persona
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Capı´tulo 4
Pruebas y resultados
Para las pruebas y resultados se grabaron secuencias de ima´genes con diferentes resolucio-
nes con una ca´mara Motion Pro Action Camera la cua´l nos permite grabar en distintas reso-
luciones el video, la ca´mara esta ubicada a una altura de (2.30m) y a 90◦ con referencia del
suelo, en un entorno interior. En el primer video se grabo´ a una resolucio´n de 480x480 pı´xeles,
y veinte y cuatro frames por segundo. La implementacio´n del contador de personas realizado
Figura 4.1: Ima´genes de video de resolucio´n 480x480 pı´xeles
sobre la Fig 4 se obtuvo como resultado lo siguiente:
Se grabo´ un video en el cua´l se observa el paso de personas tanto entrando como saliendo,
en dicho video entran 4 personas y salen 4, en el cua´l se obtiene falsos positivos, falsos
negativos y la deteccio´n correcta de personas. Para la mejora del conteo se agrando el
a´rea de intere´s reduciendo asi los falsos positivos y negativos en un entorno interior.
En e´sta representacio´n de ima´genes se tiene que para la entrada se detecto´ tres personas
adema´s de detectar cuatro falsos positivos y un falso negativo que representa el error en
el conteo de una persona.
Para la salida se detectaro´n cuatro personas, cuatro falsos positivos y ningu´n falso nega-
tivo. Se tiene que en la salida existe menor error en cuanto al conteo de personas pero no
en cua´nto a lo referente con falsos positivos y negativos.
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Cuadro 4.1: Resultados primer video
Personas Personas Falsos Falsos Total
Detectadas Positivos Negativos Conteo
Sal.5 5 5 0 10
Ent.6 4 5 1 10
En el segundo video se grabo´ a una resolucio´n de 320x240(VGA) pı´xeles y treinta frames por
segundo. La implementacio´n del contador de personas realizado sobre la fig 4 se obtuvo como
Figura 4.2: Ima´genes de video de resolucio´n 320x240 pı´xeles(VGA)
resultado lo siguiente:
Se grabo´ un video en el cua´l se observa el paso de hombres y mujeres entrando y saliendo
de dicho entorno, en el video se tiene que entran 6 personas y salen 5 en el cua´l se obtiene
falsos positivos, falsos negativos y las detecciones correctas. Para la mejora del conteo se
agrando el a´rea de interes para el conteo reduciendo asi los falsos positivos y negativos
en la escena propuesta.
En e´sta representacio´n de ima´genes se tiene que para la entrada se detecto´ cinco personas
adema´s de detectar ocho falsos positivos y un falso negativo que representa el error en el
conteo de una persona.
Para la salida se obtuvo que se detecto´ cinco personas, tres falsos positivos y ningu´n falso
negativo. Se tiene que en la salida existe menor error en cuanto al conteo de personas
referente a las caracterı´sticas del video.
Cuadro 4.2: Resultados segundo video
Personas Personas Falsos Falsos Total
Detectadas Positivos Negativos Conteo
Sal.5 5 3 0 8
Ent.6 5 8 1 13
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El tercer video se grabo´ a una resolucio´n de 320x240 pı´xeles(VGA) y treinta frames por se-
gundo. La implementacio´n del contador de personas realizado sobre la fig 4 se obtuvo como
Figura 4.3: Ima´genes de video de resolucio´n 320x240 pı´xeles(VGA)
resultado lo siguiente:
En este video se realizaron pruebas referentes a conteo de objetos y personas, el resultado
que se obtuvo fue que realizo´ el conteo de personas y objetos, pero para corregir dicho
error lo que se hizo fue disminuir los rangos entre lı´nea de entrada y lı´nea de salida, al
hacer esto se tiene que el objeto no es contado pero si la persona.
En e´sta representacio´n de ima´genes se tiene que entran seis personas y salen cinco perso-
nas, para la entrada se detecto´ cinco personas pero tambie´n se detecto´ tres falsos positivos
y un falso negativo.
Para la salida se obtuvo que se detecto´ cinco personas, siete falsos positivos y ningu´n falso
negativo. Se tiene que en la salida existe menor error en cuanto al conteo de personas pero
se tiene mas falsos positivos que en la entrada.
Cuadro 4.3: Resultados tercer video
Personas Personas Falsos Falsos Total
Detectadas Positivos Negativos Conteo
Sal.5 5 7 0 12
Ent.6 5 3 1 9
En este video se presencia la misma resolucio´n hablada en el primer video pero con diferentes
condiciones, por lo tanto se obtendra´ diferentes resultados. La implementacio´n del contador de
personas realizado sobre la fig 4 se obtuvo como resultado lo siguiente:
En este video se realizaro´n pruebas referentes a conteo de objetos y personas en el cua´l
los rangos de a´rea de intere´s son los mismos probados anteriormente pero con resultados
diferentes.
31
Figura 4.4: Ima´genes de video de resolucio´n 320x240 pı´xeles(VGA)
En e´sta representacio´n de ima´genes se tiene que entran cuatro personas y salen cuatro
personas, para la entrada se detecto´ dos personas pero tambie´n se detecto´ un falso positivo
y dos falsos negativos.
Para la salida se obtuvo que se detecto´ tres personas, ocho falsos positivos y un falso
negativo. Se tiene que tanto en la entrada como en la salida se tiene mas errores de conteo
que las anteriores pruebas.
Cuadro 4.4: Resultados tercer video
Personas Personas Falsos Falsos Total
Detectadas Positivos Negativos Conteo
Sal.5 4 8 2 14
Ent.6 3 1 1 5
Una u´ltima prueba se realizo´ en tiempo real con una ca´mara Logitech ubicada en la misma
posicio´n y altura que la anteriormente nombrada, en los resultados obtenidos de dicha prueba
se tuvieron mayores inconvenientes con la deteccio´n de falsos positivos y negativos, pero clara-
mente se noto que fue efecto de la resolcio´n que posee por defecto la ca´mara,la segunda prueba
que se realizo´ fue con una resoluci’on de 160x120 pı´xeles, ante e´ste cambio los resultados
tienen un menor porcentaje de error en el conteo de personas.
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Capı´tulo 5
Conclusiones y Trabajo futuro
El presente trabajo presenta un sistema de conteo de personas a trave´s de una ca´mara ubi-
cada en posicio´n cenital, diferenciando entre conteo de entrada y salida. Se propone un modelo
para la deteccio´n de cabezas, suavizando la imagen para ası´ eliminar el ruido y detecciones
erro´neas, para luego usar el filtro de Canny como base para realizar el conteo y seguimiento
de personas. Por medio de las especificaciones del filtro de Canny posee buena deteccio´n, bue-
na locaclizacio´n y respuesta mı´nima, resolviendo ası´ problemas de oclusio´n temporal que se
producen en los videos de test.
La aplicacio´n presenta un funcionamiento auto´nomo ya que el usuario en ningu´n momento
manipula variables durante la ejecucio´n de la aplicacio´n. Adema´s se tiene un bajo costo en la
etapa de adquisicio´n, y se demostro´ que mediante una ca´mara de baja calidad el sistema tiene
un buen funcionamiento, y la obtencio´n de ima´genes se las realiza en tiempo real y por medio
de videos anteriormente grabados, es mejor realizarlo en tiempo real para evitar pe´rdidas de
informacio´n y falsas detecciones.
La te´cnica de sustraccio´n de fondo permitio´ obtener una mejor deteccio´n de movimiento ya
que permite segmentar objetos de intere´s que se encuentren en la escena. Con una resolucio´n
de 160x120 pı´xeles, ası´ se tiene informacio´n suficiente para detectar personas que pasan por el
a´rea de conteo. Adema´s se implemento una metodologı´a para el seguimiento de las personas
reconocidas en la secuencia de video, mediante la prediccio´n de movimiento de sus centroides
por lo que los transeu´ntes no presentaban un mismo patro´n entre frame y frame, adicionalmente
el seguimiento y deteccio´n ayuda a tener un registro de el monto de personas que entran o salen
de la escena.
El sistema presento´ algunos errores en lo referente a calidad de imagen en donde se pre-
sentan falsas detecciones cuando no existe una diferencia considerable en el contraste entre el
fondo y la persona, la solucio´n para esto es reducir la calidad del video hasta tener un nu´mero
adecuado de frames por segundo, ası´ se evitan errores y se mejora el funcionamiento del sistema.
Trabajo futuro
En el caso de buscar una solucio´n al momento de detectar dos o ma´s personas al mismo
tiempo se deberı´an implementar otras te´cnicas mas robustas que logren definir correctamente
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los contornos de las personas y las identifique independientemente, adema´s para mejorar en
lo referente al seguimiento de personas se puede aplicar, filtro de kalman que es usado para
la prediccio´n de movimiento, tracking en base a colores y trabajar con ima´genes en distintos
instantes de tiempo y tratar de relacionarlas entre si.
Si se requiere implementar el algoritmo en un ambiente exterior se debe investigar un mo-
delo de fondo que sea mas robusto a objetos que se encuentren en movimiento y pertenezcan al
fondo, cuando se tengan cambios fuertes de iluminacio´n, tener sombras de objetos que no son
de intere´s. Si se tiene e´stos objetos y ingresan en la escena, el sistema realizaria el seguimiento
adema´s de el conteo del objeto. Para evitar dichas falsas deteciones se realiza una extraccio´n de
caracterı´sticas que permita una clasificacio´n que se base en la posicio´n, silueta y la direccio´n en
la que se mueve el objeto que se empezo´ a seguir.
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Ape´ndice A
Listado de co´digos
En este ape´ndice incluye el programa implementado para el conteo de personas.
A.1. Programa implementado
Listing A.1: Conteo de Personas
i m p o r t numpy as np
i m p o r t cv2
i m p o r t P e r s on
i m p o r t t ime
c n t u p = 0
cnt down = 0
# cap = cv2 . VideoCap tu re ( 1 )
cap = cv2 . VideoCap tu re (’/home/jhonny/Prueba.MP4’ )
cap . s e t ( 3 , 1 6 0 )
cap . s e t ( 4 , 1 2 0 )
f o r i i n r a n g e ( 1 9 ) :
p r i n t i , cap . g e t ( i )
w = cap . g e t ( 3 )
h = cap . g e t ( 4 )
f rameArea = h ∗ w
areaTH = frameArea / 250
p r i n t ’Area Threshold’ , areaTH
l i n e d o w n = i n t (3 ∗ ( h / 5 ) )
l i n e u p = i n t (2 ∗ ( h / 5 ) )
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u p l i m i t = i n t (1 ∗ ( h / 5 ) )
d o w n l i m i t = i n t (4 ∗ ( h / 5 ) )
p r i n t "Red line y:" , s t r ( l i n e d o w n )
p r i n t "Blue line y:" , s t r ( l i n e u p )
l i n e d o w n c o l o r = ( 2 5 5 , 0 , 0 )
l i n e u p c o l o r = ( 0 , 0 , 255)
p t 1 = [ 0 , l i n e d o w n ] ;
p t 2 = [w, l i n e d o w n ] ;
p t s L 1 = np . a r r a y ( [ pt1 , p t 2 ] , np . i n t 3 2 )
p t s L 1 = p t s L 1 . r e s h a p e ((−1 , 1 , 2 ) )
p t 3 = [ 0 , l i n e u p ] ;
p t 4 = [w, l i n e u p ] ;
p t s L 2 = np . a r r a y ( [ pt3 , p t 4 ] , np . i n t 3 2 )
p t s L 2 = p t s L 2 . r e s h a p e ((−1 , 1 , 2 ) )
p t 5 = [ 0 , u p l i m i t ] ;
p t 6 = [w, u p l i m i t ] ;
p t s L 3 = np . a r r a y ( [ pt5 , p t 6 ] , np . i n t 3 2 )
p t s L 3 = p t s L 3 . r e s h a p e ((−1 , 1 , 2 ) )
p t 7 = [ 0 , d o w n l i m i t ] ;
p t 8 = [w, d o w n l i m i t ] ;
p t s L 4 = np . a r r a y ( [ pt7 , p t 8 ] , np . i n t 3 2 )
p t s L 4 = p t s L 4 . r e s h a p e ((−1 , 1 , 2 ) )
# S u b s t r a c t o r de fondo
fgbg = cv2 . c rea t eBackgroundSub t rac to rMOG2 ( d e t e c t S h a d o w s =True )
# Elementos e s t r u c t u r a n t e s p a r a f i l t r o s m o r f o l o g i c o s
ke rne lOp = np . ones ( ( 3 , 3 ) , np . u i n t 8 )
k e r n e l C l = np . ones ( ( 1 1 , 11) , np . u i n t 8 )
f o n t = cv2 . FONT HERSHEY SIMPLEX
p e r s o n s = [ ]
max p age = 5
p i d = 1
whi le ( cap . i sOpened ( ) ) :
r e t , f rame = cap . r e a d ( )
f o r i i n p e r s o n s :
i . a g e o n e ( )
# PRE−PROCESAMIENTO
fgmask = fgbg . a p p l y ( f rame )
fgmask2 = fgbg . a p p l y ( f rame )
# B i n a r i z a c i o n
t r y :
r e t , imBin = cv2 . t h r e s h o l d ( fgmask , 200 , 255 , cv2 . THRESH BINARY)
r e t , imBin2 = cv2 . t h r e s h o l d ( fgmask2 , 200 , 255 , cv2 . THRESH BINARY)
mask = cv2 . morphologyEx ( imBin , cv2 . MORPH OPEN, ke rne lOp )
mask2 = cv2 . morphologyEx ( imBin2 , cv2 . MORPH OPEN, ke rne lOp )
mask = cv2 . morphologyEx ( mask , cv2 . MORPH CLOSE, k e r n e l C l )
mask2 = cv2 . morphologyEx ( mask2 , cv2 . MORPH CLOSE, k e r n e l C l )
e x c e p t :
p r i n t (’EOF’ )
p r i n t ’UP:’ , c n t u p
p r i n t ’DOWN:’ , cn t down
break
# CONTORNOS
, c o n t o u r s 0 , h i e r a r c h y = cv2 . f i n d C o n t o u r s ( mask2 , cv2 . RETR EXTERNAL, cv2 .
CHAIN APPROX SIMPLE )
f o r c n t i n c o n t o u r s 0 :
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a r e a = cv2 . c o n t o u r A r e a ( c n t )
i f a r e a > areaTH :
# TRACKING
M = cv2 . moments ( c n t )
cx = i n t (M[’m10’ ] / M[’m00’ ] )
cy = i n t (M[’m01’ ] / M[’m00’ ] )
x , y , w, h = cv2 . bound ingRec t ( c n t )
new = True
i f cy i n r a n g e ( u p l i m i t , d o w n l i m i t ) :
f o r i i n p e r s o n s :
i f abs ( cx − i . getX ( ) ) <= w and abs ( cy − i . getY ( ) ) <= h :
new = F a l s e
i . u p d a t e C o o r d s ( cx , cy )
i f i . going UP ( l ine down , l i n e u p ) == True :
c n t u p += 1 ;
p r i n t "ID:" , i . g e t I d ( ) , ’crossed going up at’ , t ime . s t r f t i m e ("%c" )
e l i f i . going DOWN ( l ine down , l i n e u p ) == True :
cn t down += 1 ;
p r i n t "ID:" , i . g e t I d ( ) , ’crossed going down at’ , t ime . s t r f t i m e ("%c
" )
break
i f i . g e t S t a t e ( ) == ’1’ :
i f i . g e t D i r ( ) == ’down’ and i . getY ( ) > d o w n l i m i t :
i . se tDone ( )
e l i f i . g e t D i r ( ) == ’up’ and i . getY ( ) < u p l i m i t :
i . se tDone ( )
i f i . t imedOut ( ) :
i n d e x = p e r s o n s . i n d e x ( i )
p e r s o n s . pop ( i n d e x )
d e l i
i f new == True :
p = P e r so n . MyPerson ( pid , cx , cy , max p age )
p e r s o n s . append ( p )
p i d += 1
cv2 . c i r c l e ( frame , ( cx , cy ) , 5 , ( 0 , 0 , 255) , −1)
img = cv2 . r e c t a n g l e ( frame , ( x , y ) , ( x + w, y + h ) , ( 0 , 255 , 0 ) , 2 )
#DIBUJAR TRAYECTORIAS
f o r i i n p e r s o n s :
cv2 . p u t T e x t ( frame , s t r ( i . g e t I d ( ) ) , ( i . getX ( ) , i . getY ( ) ) , f o n t , 0 . 3 , i . getRGB ( ) , 1 , cv2
. LINE AA )
#IMAGANES
s t r u p = ’UP: ’ + s t r ( c n t u p )
s t r d o w n = ’DOWN: ’ + s t r ( cn t down )
f rame = cv2 . p o l y l i n e s ( frame , [ p t s L 1 ] , F a l s e , l i n e d o w n c o l o r , t h i c k n e s s =2)
f rame = cv2 . p o l y l i n e s ( frame , [ p t s L 2 ] , F a l s e , l i n e u p c o l o r , t h i c k n e s s =2)
f rame = cv2 . p o l y l i n e s ( frame , [ p t s L 3 ] , F a l s e , ( 2 5 5 , 255 , 255) , t h i c k n e s s =1)
f rame = cv2 . p o l y l i n e s ( frame , [ p t s L 4 ] , F a l s e , ( 2 5 5 , 255 , 255) , t h i c k n e s s =1)
cv2 . p u t T e x t ( frame , s t r u p , ( 1 0 , 40) , f o n t , 0 . 5 , ( 2 5 5 , 255 , 255) , 2 , cv2 . LINE AA )
cv2 . p u t T e x t ( frame , s t r u p , ( 1 0 , 40) , f o n t , 0 . 5 , ( 0 , 0 , 255) , 1 , cv2 . LINE AA )
cv2 . p u t T e x t ( frame , s t r down , ( 1 0 , 90) , f o n t , 0 . 5 , ( 2 5 5 , 255 , 255) , 2 , cv2 . LINE AA )
cv2 . p u t T e x t ( frame , s t r down , ( 1 0 , 90) , f o n t , 0 . 5 , ( 2 5 5 , 0 , 0 ) , 1 , cv2 . LINE AA )
cv2 . imshow (’Frame’ , f rame )
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k = cv2 . wai tKey ( 3 0 ) & 0 x f f
i f k == 5 0 :
break
cap . r e l e a s e ( )
cv2 . des t royAl lWindows ( )
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