Let G = (V; E) be a simple graph. A subset S of V is a dominating set of G if for any vertex v ∈ V − S, there exists some vertex u ∈ S such that uv ∈ E(G). The domination number, denoted by (G), is the cardinality of a minimum dominating set of G. The bondage number, denoted by b(G), is the cardinality of a smallest set of edges whose removal from G results in a graph with domination number greater than (G). Dunbar et al. (Bondage, insensitivity and reinforcement, 
Introduction
Let G = (V; E) be a simple graph. For any vertex u ∈ V , denote E(u) the set of edges incident with u and N G [u] the closed neighborhood of u in G. Denote by (G); (G); (G) and Ä(G) the maximum degree, minimum degree, edge connectivity and vertex connectivity of G, respectively. A subset S of V is a dominating set of G if for any vertex v ∈ V −S, there exists some vertex u ∈ S such that uv ∈ E(G). The domination number, denoted by (G), is the cardinality of a minimum dominating set of G. The bondage number, denoted by b(G), is the cardinality of a smallest set of edges whose removal from G results in a graph with domination number greater than (G).
Since the domination number of every spanning subgraph of a nonempty graph G is at least as great as (G), the bondage number of a nonempty graph is well deÿned. Some results on bondage number of graphs have been obtained in [1] [2] [3] [4] [5] [6] .
Theorem 1 (Fink et al. [3] ). If G is a graph with no isolated vertices, then b(G)
Theorem 2 (Hartnell and Rall [4] and Teschner [6] ). If G has edge connectivity (G)
Motivated by the conclusions of Theorems 1 and 2 and the inequalities Ä(G) 6 (G) 6 (G), Dunbar et al. posed the following conjecture.
In Section 2 we will give a counterexample to this conjecture.
A counterexample to Conjecture 3
In this section we will construct a graph H such that b(H )¿ (H ) + Ä(H ) − 1. First, we give a graph G with 9 vertices shown in Fig. 1 .
It is easy to verify that (G) = 3 and for any vertex v ∈ V (G), (G − {v}) = 2. We will prove that b(G) = 5.
Let be a permutation on V (G) such that Then is an automorphism of G which can induce a permutation on the edge set of G:
Proof. According to Theorem 1, we have b(G)65. Now we show that for any four edges e 1 ; e 2 ; e 3 ; e 4 of G, we have (G − {e 1 ; e 2 ; e 3 ; e 4 }) = (G). Let E R = {e 1 ; e 2 ; e 3 ; e 4 } be a set of four edges in G. The following cases should be considered.
we only need to prove the cases u 2 w 1 ∈ E R or u 2 w 2 ∈ E R . Case 1.2.1:
] is a graph with 6 vertices which contains a Hamiltonian cycle. Thus b(G 1 )¿2 and there exist two vertices x and y in G 1 which can dominate G 1 in G − E R . Therefore {v 1 ; x; y} is a dominating set of G − E R . Similarly we can prove the cases
is the graph G 2 with 5 vertices, shown in Fig. 2 .
If both u 2 w 1 and u 2 w 2 are in E R , then {v 1 ; v 2 ; w 2 } is a dominating set of G − E R . Otherwise, there exist two vertices x; y ∈ V (G 2 ) such that {x; y} can dominate V (G 2 ) in G − E R . Therefore {v 1 ; x; y} is a dominating set of G − E R . Similarly we can prove the cases v 1 v 2 ∈ E R , or v 1 w 3 ∈ E R . Case 2.4:
] is a cycle with 4 vertices. Note that (G 3 ) = 2 and b(G 3 ) = 3. Thus if |E(G 3 ) ∩ E R |62, then there are two vertices x; y ∈ V (G 3 ) such that {x; y} can dominate V (G 3 ) in G − E R . Therefore {v 1 ; x; y} is a dominating set of Fig. 3 . It is easy to verify that (G 4 ) = 2 and b(G 4 )¿3. If |E(G 4 ) ∩ E R |62 then there exist two vertices x; y ∈ V (G 4 ) such that {x; y} can dominate V (G 4 ) in G − E R . In this case, {u 1 ; x; y} is a dominating set of G − E R . Now we assume that |E(G 4 ) ∩ E R |¿3. If |E(G 4 ) ∩ E R | = 4, then {u 3 ; v 1 ; w 1 } is a dominating set of G − E R . Thus we only need to show the case |E(G 4 ) ∩ E R | = 3. On the other hand, E R must contain exactly one edge in E(v 1 ) ∪ E(w 1 ) − E(u 1 ). Since (v 1 ) = w 1 , it is su cient to discuss the three cases u 2 v 1 ∈ E R , v 1 v 2 ∈ E R and v 1 w 3 ∈ E R . Case 3.1: u 2 v 1 ∈ E R . Then {u 3 ; v 1 ; w 1 } is a dominating set of G − E R . Case 3.2: v 1 w 3 ∈ E R . Then u 3 w 3 should be in E R , otherwise {u 3 ; v 1 ; w 1 } is a dominating set of G − E R . Furthermore, at least one of u 3 v 3 and v 3 w 3 should be in E R , and at least one of u 3 w 2 and w 2 w 3 should be in E R . Otherwise either {v 1 ; v 3 ; w 1 } or {v 1 ; w 1 ; w 2 } is a dominating set of G − E R . Therefore {v 2 ; w 1 ; w 3 } is a dominating set of G − E R . Case 3.3: v 1 v 2 ∈ E R . Then u 3 v 2 should be in E R , otherwise, {u 3 ; v 1 ; w 1 } is a dominating set of G − E R . Also at least one of u 3 v 3 and v 2 v 3 should be in E R , otherwise, {v 1 ; v 3 ; w 1 } is a dominating set of G − E R .
Case 3.3.1: Both u 3 v 3 and v 2 v 3 are in E R . Then {u 2 ; w 1 ; w 3 } is a dominating set of
, then {v 2 ; w 1 ; w 3 } is a dominating set of G − E R . If u 2 w 2 ∈ E R , then {u 2 ; w 1 ; w 3 } is a dominating set of G − E R . If u 3 w 3 ∈ E R , then {u 2 ; u 3 ; v 1 } is a dominating set of G − E R . For other cases, {u 2 ; u 3 ; w 1 } is a dominating set of G − E R .
Case 3.3.3: u 3 v 3 ∈ E R but v 2 v 3 = ∈ E R . If u 2 v 2 ∈ E R , then {v 1 ; v 3 ; w 2 } is a dominating set of G − E R . If u 2 w 2 ∈ E R , or u 3 w 2 ∈ E R , or w 2 w 3 ∈ E R , then {u 2 ; w 1 ; w 3 } is a dominating set of G − E R . If u 3 w 3 ∈ E R , or v 3 w 3 ∈ E R , then {u 2 ; w 1 ; w 2 } is a dominating set of G − E R .
Thus we have proved that for any four edges e 1 ; e 2 ; e 3 ; e 4 of G, (G−{e 1 ; e 2 ; e 3 ; e 4 })= (G). Therefore b(G) = 5 is obtained.
Let H 1 ; H 2 be two copies of the graph G deÿned above and x; y be the two vertices of degree 2 in H 1 and H 2 , respectively. Let H be the graph obtained from the disjoint union of H 1 ; H 2 by identifying the vertices x and y. Note that H is a 4-regular graph with 17 vertices and the vertex connectivity of H is 1. Denote by u the cut vertex of H , which comes from the identifying of the vertices x and y. Proof. Note that (H ) = 5. We are going to show that (H − E R ) = 5 for any subset E R = {e 1 ; e 2 ; e 3 ; e 4 } of E(H ).
Without loss of generality, we assume that E R ⊂ E(H 1 ). Since b(H 1 ) = 5 by Lemma 4, we have (H 1 − E R ) = (H 1 ) = 3. Note that (H 2 − u) = 2. Thus we have 56 (H − E R )6 (H 1 − E R ) + (H 2 − u) = 3 + 2 = 5.
Case 2: e 1 ∈ E(H 1 ) and e 2 ; e 3 ; e 4 ∈ E(H 2 ). Since b(H 1 ) = b(H 2 ) = 5, we have (H 1 − u − e 1 ) = 2 and (H 2 − e 2 − e 3 − e 4 ) = 3. Thus 56 (H − E R )6 (H 1 − u − e 1 ) + (H 2 − e 2 − e 3 − e 4 ) = 2 + 3 = 5.
Case 3: e 1 ; e 2 ∈ E(H 1 ) and e 3 ; e 4 ∈ E(H 2 ). Since b(H 1 ) = b(H 2 ) = 5, we have (H 1 − u − e 1 − e 2 ) = 2 and (H 2 − e 3 − e 4 ) = 3. Thus 56 (H − E R )6 (H 1 − u − e 1 − e 2 ) + (H 2 − e 3 − e 4 ) = 2 + 3 = 5.
Therefore, we have obtained that b(H )¿5. The proof is complete.
