We use fixed point theorems to obtain stability results about the trivial solution of the nonlinear neutral differential equation with functional delay (t − g(t) 
Introduction
Lyapunov functions and functionals, have been successfully used to obtain boundedness, stability and the existence of periodic solutions of differential equations, differential equations with functional delays and functional differential equations. In the study of differential equations with functional delays, using lyapunov functionals, many difficulties arise if the delay is unbounded or if the differential equation in question has unbounded terms, see [9] . In the paper of Burton and Furumochi, [5] , fixed point theory was used to overcome the above mentioned difficulties of equations similar to our considered equation when c(t) is identically zero. In this study, we concentrate on the stability of the trivial solution of nonlinear neutral differential equations with bounded and unbounded delays. To achieve our goal, we make use of the contraction mapping principle. In [14] , the author considered the equation
x (t) = −a(t)x(t) + c(t)x (t − g(t)) + q t, x(t), x(t − g(t)
( 1.1) and showed the existence of a periodic solution, under periodicity conditions on the coefficients, using the contraction mapping principle. To justify the need of using fixed point theory when studying stability, we consider the neutral differential equation
x (t) = −a(t)x(t) + b(t)x(t − g(t)
), (1.2) where a, b are bounded continuous functions and g is continuously differentiable and nonnegative. Equation (1.2) is considered in Hale [8] page 108, when the delay g is constant.
In the next theorem we use method of Lyapunov functional to illustrate the difficulties that arise when trying to arrive at asymptotic stability results of the zero solution for (1.2). For more on the definitions of stability for delay equations, we refer the reader to [2, 3] , [8] or [15] . For more results on stability using Lyapunov functionals, we refer the interested reader to [2] - [5] , [9] , [11] , [13] and [16] .
and
then, the zero solution of (1.2) is uniformly asymptotically stable.
Proof. Define the Lyapunov functional V (t, x t ) by
Then along solutions of (1.2) we have
Now, by a similar argument as in [3] page 264 or [8] , one can show that the zero solution of (1.2) is uniformly asymptotically stable. We remark that (1.4) and (1.5) imply that |b(t)| ≤ α(2a(t) − 1). Thus, we see that |b(t)| must be bounded by a(t). In addition to that a(t) must satisfy a(t) ≥ 1/2.
Stability Via Fixed Point Theory
The conditions (1.3)-(1.4) of Theorem 1.1 are severe, since a and b must be bounded and on top of that both a and b must satisfy an upper bound in terms of 1 − g . To relax the restrictions, we resort to the use of fixed point theory; namely the contraction mapping principle. To better illustrate our procedure, first we consider the linear neutral differential equation with unbounded delay 
where
Proof. Multiply both sides of (2.1) with e
and then integrate from 0 to t to obtain
As a consequence, we arrive at
By dividing both sides of the above equation by e
, we obtain
By performing an integration by parts on the above integral with
where r(u) is given by (2.4). Finally, substituting (2.6) into (2.5) completes the proof.
Next, let ψ(t) : (−∞, 0] → R be a given continuous bounded initial function.
We say x(t) := x(t, 0, ψ) is a solution of (2.1) if x(t) = ψ(t) for t ≤ 0 and satisfies (2.1) for t ≥ 0. Let C be the space of all continuous functions from R → R and define the set S by
Then, S, || · || is a complete metric space where || · || is the supremum norm.
For the next theorem we impose the following conditions.
there is an α > 0 such that Proof. Define the mapping P : S → S by
It is clear that for ϕ ∈ S, P ϕ is continuous. Let ϕ ∈ S with ||ϕ|| ≤ K, for some positive constant K. Let ψ(t) be a small given continuous initial function with |ψ| < δ, δ > 0. Then using (2.8) in the definition of (P ϕ)(t), we have
)|δ + αK, (2.10) which implies that, || P ϕ (t)|| ≤ K, for the right δ. Thus, (2.10) implies that (P ϕ)(t) is bounded. Next we show that P ϕ (t) → 0 as t → ∞. The first term on the right side of P ϕ (t) tends to zero, by condition (2.7). Also, the second term on the right side tends to zero, because of (2.9) and the fact that ϕ ∈ S. Left to show that the integral term goes to zero as t → ∞. Let > 0 be given and ϕ ∈ S with ||ϕ|| ≤ K, K > 0. 
Hence, P ϕ (t) → 0 as t → ∞. Left to show that P ϕ (t) is a contraction under the supremum norm.
Thus, by the contraction mapping principle, P has a unique fixed point in S which solves (2.1), bounded and tends to zero as t tends to infinity. The stability of the zero solution at t 0 = 0 follows from the above work by simply replacing K by . This completes the proof.
Example 2.2. Consider the linear neutral differential equation 
, α ∈ (0, 1). Let ψ(t) be a given initial function that is continuous with |ψ(t)| ≤ δ. Let
Then, for ϕ ∈ S with ||ϕ|| ≤ K, where K ≥
It is obvious that conditions (2.7) and (2.9) are satisfied. To see that P defines a contraction mapping, we let ζ, η ∈ S. Then
Hence, by Theorem 2.2, every solution x(t, 0, ψ) of (2.11) with small continuous initial function ψ(t) : (−∞, 0] → R, is in S, bounded and goes to zero as t → ∞.
Next we turn our attention to the nonlinear neutral differential equation with unbounded delay
x (t) = −a(t)x(t) + c(t)x (t − g(t)) + q x(t), x(t − g(t)
, (2.12) where a(t), c(t) and g(t) are defined as before. Here, q(0, 0) = 0 and locally Lipschitz continuous in x and y. That is, there is a K > 0 so that if |x|, |y|, |z| and |w| ≤ K then
for some positive constants L and E. Note that
Define a map P : S → S by
ϕ(t − g(t))
It is clear that for ϕ ∈ S, P ϕ is continuous. If P has a fixed point, say ϕ, then ϕ is a solution of (2.12). In order for P to be a contraction, we assume that, there is an α > 0 such that
Theorem 2.3. If (2.2), (2.7), (2.9) and (2.14) hold, then every solution x(t, 0, ψ) of (2.12) with small continuous initial function ψ(t) : (−∞, 0] → R, goes to zero as t → ∞. Moreover, the zero solution is stable at t 0 = 0.
Proof. Let ϕ ∈ S and take t 1 and t 2 be as in the proof of Theorem 2.2.
This along with the proof of Theorem 2.2, we have showed that P ϕ (t) → 0 as t → ∞. Let ψ(t) be a small given continuous initial function with |ψ| < δ, δ > 0. Then, by using (2.14) we arrive at 15) which implies that, || P ϕ (t)|| ≤ K, for the right choice of δ and α. Left to show that P ϕ (t) is a contraction. Let ζ, η ∈ S. Then
| ||ζ − η||
Thus, by the contraction mapping principle, P has a unique fixed point in S which solves (2.12) and tends to zero as t tends to infinity. This completes the proof.
Neutral Volterra Integral Equation
Now we turn our attention to the scalar neutral Volterra integral equation
where 0 ≤ g(t) ≤ g 0 , for some constant g 0 . There are numerous papers discussing the stability of the zero solution of equation (3.1) when c(t) is identically zero, using either, the notion of Lyapunov functionals or the notion of the resolvent R(t, s) when the lower limit of the integral is zero. However, when using resolvent to study the stability of the zero solution of an integral Volterra equation, one will have to ask that the resolvent be integrable. Thus, asking that R(t, s) ∈ L
1
[0, ∞) is severe and when it comes to verifying it, it is most likely that a Lyapunov functional will have to be constructed in terms of R(t, s). In addition, when trying to show that the constructed Lyapunov functional decreases along the solutions, severe restrictions will have to be imposed on the given terms in the Volterra integral equation. For more on the use of the resolvent in studying the asymptotic stability of the zero solution of Volterra integral equations, we refer the reader to [1] , [3] , [6] , [7] , [10, ] , [13] and [16] . For the next theorem we make the following assumptions. Proof. Let ψ : [−g 0 , 0] → R be a given bounded initial function with |ψ| < δ for some positive constant δ. Define
where || · || denotes the supremum norm. Define the mapping P : S → S by Hence, P has a unique fixed point in S.
We end this paper by considering equation (3.1) when there is no delay in the derivative; that is when c(t) is identically zero and use the method of Lyapunov functional to show that the zero solution is asymptotically stable. As we try to show that the derivative of the Lyapunov functional is less than zero along the solutions of the desired equation, an unpleasant condition relating the size of a(t) to the size of g(t), arises, which limits the types of equations that can be discussed.
In particular, we consider the scalar Volterra delay equation 
x (t) = −a(t)x(t) + t t−g(t))

k(t, s)h(x(s))ds
