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CONVERGENCE OF TIME AVERAGES OF WEAK SOLUTIONS OF THE
THREE-DIMENSIONAL NAVIER-STOKES EQUATIONS
CIPRIAN FOIAS1, RICARDO M. S. ROSA2, AND ROGER M. TEMAM3
Abstract. Using the concept of stationary statistical solution, which generalizes the notion of invariant measure, it
is proved that, in a suitable sense, time averages of almost every Leray-Hopf weak solution of the three-dimensional
incompressible Navier-Stokes equations converge as the averaging time goes to infinity. This system of equations is
not known to be globally well-posed, and the above result answers a long-standing problem, extending to this system
a classical result from ergodic theory. It is also shown that, from a measure-theoretic point of view, the stationary
statistical solution obtained from a generalized limit of time averages is independent of the choice of the generalized
limit. Finally, any Borel subset of the phase space with positive measure with respect to a stationary statistical
solution is such that for almost all initial conditions in that Borel set and for at least one Leray-Hopf weak solution
starting with that initial condition, the corresponding orbit is recurrent to that Borel subset and its mean sojourn
time within that Borel subset is strictly positive.
1. Introduction
An important quantity in the study of the asymptotic behavior of an evolutionary system, and
in particular of the three-dimensional Navier-Stokes equations and of turbulent phenomena, is the
time average
1
T
∫ T
0
Φ(u(t)) dt
of a solution u = u(t), t ≥ 0, where T > 0 and Φ = Φ(u) is a bounded Borel-measurable real-valued
function defined on the phase space of the system and representing some information on the state
of the system.
A fundamental question about these time averages is whether they converge as T → ∞. This
question can be raised independently of any kind of ergodic assumption for the flow. Even for non-
ergodic flows, an answer lies in the Pointwise Birkhoff Ergodic Theorem, which says that the time
averages converge for almost every initial condition, with respect to any invariant measure of the
flow, when the system is globally well-posed. If the invariant measure is ergodic, then these limits
are the same for any solution, otherwise they may differ, but still converge almost everywhere.
However, this question is quite more delicate for the three-dimensional Navier-Stokes equations,
and for any other system which shares the same pathology of lacking a known result of global
well-posedness. Without a well-defined semigroup at hand, invariant measures do not make sense,
and the classical Birkhoff Theorem cannot be applied in the usual way. For this reason, the issue
of convergence of the time averages for the three-dimensional Navier-Stokes equations has been an
open problem for many decades.
Nevertherless, in the conventional theory of turbulence, backed up by strong experimental ev-
idence in fully-developed turbulent flows, the convergence of time averages and its equivalence to
ensemble averages and, in some cases, to local averages in space are usually taken for granted (see
e.g. [27, 28, 2, 18, 24, 17, 22]).
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For a rigorous mathematical foundation for the study of turbulent phenomena and motivated by
the lack of a well-posedness result for the Navier-Stokes equations, the notion of statistical solution
was introduced in the early 1970’s by Foias and Prodi [8, 9] (see also [12]; G. Prodi does not appear
as a co-author in the earlier works [8, 9], but it is acknowledge in these papers that he was a major
proponent of the theory), and a variant of this notion was introduced a few years later by Vishik
and Fursikov [30]. The aim was to model the evolution of the probability distribution of the state
of the system without resorting to an underlying semigroup. The part of the statistical information
that does not change in time is captured by the so-called stationary statistical solution, which is
a single measure representing the stationary statistics of the flow. In a sense, this notion generalizes
the concept of invariant measure to the case in which global existence of individual solutions holds
but global uniqueness does not necessarily hold.
It is then natural to ask whether a pointwise Birkhoff-type result for the time averages holds
with respect to stationary statistical solutions. We finally address this problem here for a class of
stationary statistical solutions that we introduced recently in [13, 14, 15], bridging the two notions
of statistical solutions given earlier in [8, 9, 12, 30].
More precisely, this is done in the context of the three-dimensional incompressible Navier-Stokes
equations on a bounded smooth domain with no-slip boundary condition. Moreover, the volume
force is assumed to be steady and belonging to the phase space H of square-integrable divergence-
free velocity fields satisfying the corresponding boundary conditions. Similar results can be obtained
for other boundary conditions. We let Hw denote the space H endowed with its weak topology and
let Cw = Cloc([0,∞), Hw) be the space of continuous functions from [0,∞) into Hw, endowed with the
topology of uniform convergence on compact subintervals of [0,∞) with values in Hw (see Section
2 for more on the mathematical framework). We consider stationary statistical solutions associated
with what we called in [14] an invariant (space-time) Vishik-Fursikov measure, which is
a Borel probability measure on the space Cw carried by the set of Leray-Hopf weak solutions and
invariant for the semigroup of translations in time (see Definition 2.1). Our convergence results below
are valid almost everywhere with respect to such a measure. This result is reflected in the phase
space in connection with the so-called Vishik-Fursikov stationary statistical solution, which is
the projected measure ρ0 = Π0ρ on Hw of an invariant (space-time) Vishik-Fursikov measure. The
operator Π0 is the projection map given by Π0u = u(0), i.e. the projection, onto Hw, of the value
of a function u in Cw at time t = 0 (see (2.3) and Definition 2.1).
Our first and key result consists in extending the Birkhoff Theorem to this situation, thus showing
that time averages converge almost everywhere in a suitable sense. This result is the following one:
Theorem 1.1. Let ρ be an invariant Vishik-Fursikov measure on Cw and let Φ be a bounded Borel-
measurable real-valued function defined on the space H. Then, for ρ-almost every Leray-Hopf weak
solution u, the classical limit
lim
T→∞
1
T
∫ T
0
Φ(u(t)) dt (1.1)
exists. In particular, if ρ0 = Π0ρ is the associated Vishik-Fursikov stationary statistical solution,
then for ρ0-almost every initial condition u0 in H, there exists at least one Leray-Hopf weak solution
u with u(0) = u0 for which the limit in (1.1) exists.
Note that, in Theorem 1.1, the set of full measure of weak solutions for which the time averages
converge may depend on the chosen invariant measure and on Φ (see, however, Remark 4.1). We
should emphasize, though, that any invariant measure and any such bounded function Φ are allowed;
it is just the set of initial conditions for which the limit exists that may vary with these choices.
Moreover, since a Leray-Hopf weak solution is actually bounded in H , the result of Theorem 1.1
can be shown to hold for functions Φ which are not bounded on H , provided they are bounded on
bounded subsets of H (just multiply a non-bounded Φ by a truncation function that vanishes for
sufficiently large values in H). This allows, for instance, for a function Φ representing the total
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kinetic energy of the flow on the domain Ω (the total kinetic energy is the density of the fluid times
half the square of the norm in H of the velocity field). The limitation for further applications of
the result to experimentally relevant functions depend solely on the regularity of the Leray-Hopf
weak solutions, which is a major standing problem in the mathematical theory of the Navier-Stokes
equations.
Theorem 1.1 is a positive answer to the long-standing problem of almost everywhere convergence
of time averages of the incompressible three-dimensional Navier-Stokes equations. This has been the
hope, as well as the belief, of our long-time collaborator, Oscar Manley, who insisted that we should
address this issue. We are thus happy to finally answer this question.
On a different, but related, matter, a particular stationary statistical solution can be constructed
from the time averages of a weak solution chosen beforehand. This seems to have been constructed
first (in the context of the Navier-Stokes equations) in [16] through the use of convergent subse-
quences. The construction was improved in [3] (in the two-dimensional case) using the notion of
generalized limit, which is a positive linear functional extending the classical limit to the space
of essentially bounded functions (see Section 2). Given a weak solution u and a generalized limit
LimT→∞, there exists a stationary statistical solution µu on H such that
Lim
T→∞
1
T
∫ T
0
Φ(u(t)) dt =
∫
H
Φ(v) dµu(v), (1.2)
for any bounded Borel-measurable real-valued function Φ defined on H (see Proposition 2.1). This
construction is akin to the Bogoliubov-Krylov construction of invariant measures [20]. See [31, 23, 4],
where this approach with generalized limits has been used to yield invariant measures to a large class
of dissipative systems. See also [6] for the corresponding construction in the context of stochastic
equations.
Besides the issue of the generalized convergence being replaced by a classical convergence, ad-
dressed by Theorem 1.1, it was not known whether or not two different choices of generalized limits
could yield two different stationary statistical solutions for the same weak solution. Using Theorem
1.1, we show that this cannot happen in general and that, at least almost everywhere with respect
to any invariant Vishik-Fursikov measure, the choice of the generalized limit operator LimT→∞ is
irrelevant from a measure-theoretic point of view. This result is stated in the following way:
Theorem 1.2. Let ρ be an invariant Vishik-Fursikov measure and let LimT→∞ and Lim
′
T→∞ be two
generalized limits. Then, for ρ-almost every Leray-Hopf weak solution u, the time-average stationary
statistical solutions µu and µ
′
u
associated with u and with LimT→∞ and Lim
′
T→∞ according to (1.2),
respectively, are identical, i.e. µu = µ
′
u
on H.
Theorem 1.2 is not an immediate consequence of Theorem 1.1 since the set of measure zero
in Theorem 1.1 depends on the choice of Φ; but using a topological separability argument this
dependency can be overcome and Theorem 1.1 can be used to prove Theorem 1.2.
The time averages and Theorem 1.1 can also be used to yield a strong form of recurrence. In
fact, by taking Φ = χE as the characteristic function of a Borel subset E of H , the limit of the time
averages gives the mean sojourn time of a weak solution u in the set E:
SojE(u) = lim
T→∞
|{t ∈ [0, T ]; u(t) ∈ E}|
T
= lim
T→∞
1
T
∫ T
0
χE(u(t)) dt, (1.3)
where | · | denotes the Borel measure of a Borel subset of the real line. The application of Theorem
1.1 in this case yields that if E has positive ρ0 measure (otherwise there is nothing of interest to
prove), where ρ0 = Π0ρ, then for ρ-almost every weak solution with u(0) ∈ E, the mean sojourn
time SojE(u) is strictly positive, meaning that the orbit is recurrent to E and it returns to E so
often as to render the relative time that it spends within E asymptotically positive:
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Theorem 1.3. Let ρ be an invariant Vishik-Fursikov measure and let ρ0 = Π0ρ be the associated
Vishik-Fursikov stationary statistical solution. Let E be a Borel subset of H and assume ρ0(E) > 0.
Then, for ρ-almost every Leray-Hopf weak solution u with u(0) ∈ E, the sojourn time in E of the
orbit u = u(t) is well-defined and is positive, i.e. SojE(u) > 0. In particular, for ρ0-almost every
u0 ∈ E, there exists at least one Leray-Hopf weak solution u on [0,∞) with u(0) = u0 and such that
the sojourn time in E of the orbit u = u(t) is positive, i.e. SojE(u) > 0.
Section 2 is devoted to describing the precise framework in which the results are obtained, and
the subsequent sections are devoted to proving each of the above theorems.
2. Preliminares
We consider the incompressible Navier-Stokes equations with no-slip boundary conditions and a
steady volume force f , on a bounded spatial domain Ω ⊂ R3 with smooth boundary ∂Ω. Denoting
the kinematic viscosity by ν > 0, the velocity field by u = u(t,x), and the kinematic pressure by
p = p(t,x), where x and t are the independent spatial and time variables, we write the equations as

∂u
∂t
− ν∆u+ (u ·∇)u+∇p = f , on (0,∞)× Ω
∇ · u = 0, on (0,∞)× Ω,
u = 0, on (0,∞)× ∂Ω.
(2.1)
We assume that f ∈ H , where H is the closure, in L2(Ω)3, of the space of infinitely-differentiable
vector fields v with compact support in Ω and satisfying the divergence-free condition ∇ · v = 0.
The corresponding closure of this space in H10 (Ω)
3 is also considered and is denoted by V .
The space H is endowed with the inner product inherited from L2(Ω)3; the space V is endowed
with the inner product inherited from H10 (Ω)
3; and we let Hw denote the space H endowed with its
weak topology. We identify H with its dual and consider the dual V ′ of V , so that V ⊂ H ⊂ V ′,
with dense, compact, and continuous injections.
We also consider the space Cw = Cloc([0,∞), Hw) of functions continuous from [0,∞) to Hw and
endowed with the topology of uniform convergence on compact subintervals of [0,∞) with values in
Hw. We will use the notation Cw in some places for convenience.
A Leray-Hopf weak solution of (2.1) on the interval of interest [0,∞) is a distribution function
u belonging to the space L∞loc(0,∞;H) ∩ L
2
loc(0,∞;V ) satisfying the system (2.1) in a weak sense
involving test functions in V ; being strongly continuous in H from the right at the initial time t = 0;
and also satisfying the following energy inequality in the distribution sense on [0,∞):
1
2
d
dt
‖u‖2L2 + ν‖∇u‖
2
L2 ≤ ((f ,u))L2 . (2.2)
A Leray-Hopf weak solution automatically belongs to the space Cw. See e.g. [21, 29, 5, 11] for the
mathematical background and the classical existence results for the Navier-Stokes equations.
We define the projection operator, from the space-time function space to the phase space, which
is clearly continuous:
Π0 : Cloc([0,∞), Hw)→ Hw, Π0u = u(0), ∀u ∈ Cloc([0,∞), Hw). (2.3)
We also consider, for any τ ≥ 0, the translation, or time-translation, operator
στ : Cloc([0,∞), Hw) → Cloc([0,∞), Hw)
u 7→ στu
def
= (στu)(t) = u(t+ τ), ∀t ≥ 0.
(2.4)
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In the context of the Navier-Stokes equations, a similar translation operator was used by Sell [26].
The family {στ}τ≥0 is a continuous semigroup of linear operators on Cw. The family of time-
translations also yields a jointly continuous operator:
σ : [0,∞)× Cloc([0,∞), Hw) → Cloc([0,∞), Hw)
(τ,u) 7→ στu.
(2.5)
Let U ⊂ Cw denote the set of Leray-Hopf weak solutions of the Navier-Stokes equations on the
interval [0,∞):
U = {u ∈ Cloc([0,∞), Hw);u is a Leray-Hopf weak solution on [0,∞)}.
We have proved in [15] that U is a Borel subset of Cw. We also remark that U may not be invariant
by the semigroup {στ}τ≥0. This is due to the assumption that a Leray-Hopf weak solution on [0,∞)
is strongly continuous at the origin, without necessarily being strongly continuous at positive times.
Hence, once we shift a Leray-Hopf weak solution u to στu, with τ > 0, the initial time of the shifted
trajectory is the time τ of u, which is not necessarily a point of strong continuity of u. Nevertheless,
στu satisfies all the other requirements, and we may say that στu is a Leray-Hopf weak solution
when restricted to the open interval (0,∞).
We define an invariant Vishik-Fursikov measure and a Vishik-Fursikov stationary statistical so-
lution as follows.
Definition 2.1. An invariant (space-time) Vishik-Fursikov measure for the Navier-Stokes
equations (2.1) is a Borel probability measure ρ on Cw which is carried by U , i.e. ρ(U) = 1, and
is invariant by the translation semigroup {στ}τ≥0, i.e. ρ(σ−1τ E) = ρ(E), for any τ ≥ 0 and any
Borel subset E ⊂ Cw. The projection ρ0 = Π0ρ is a Borel probability measure on H which is called
a Vishik-Fursikov stationary statistical solution.
The definition of invariant (space-time) Vishik-Fursikov measure given in [14] is slightly different,
but a regularity result for more general time-dependent Vishik-Fursikov measures proved in [15,
Theorem 4.1] implies that the two definitions are in fact equivalent. The measure ρ0 = Π0ρ is a
particular type of stationary statistical solution in the sense originally given in [8] (see [14] for more
on this). Any invariant (space-time) Vishik-Fursikov measure and its corresponding Vishik-Fursikov
stationary statistical solutions are carried by compact sets (see [14]) and, hence, they are regular
in the sense of measure theory [25, 1], i.e. the measure of any Borel set can be approximated from
below by compact subsets of the Borel set and from above by open supersets of the Borel set.
A particular type of invariant measure is obtained via generalized limit of time averages. We
recall that a generalized limit is any positive bounded real-valued linear functional defined on the
space L∞(0,∞) and which extends the classical limit (see [7]). The following result appears in [14].
More details about invariant (space-time) Vishik-Fursikov measures and Vishik-Fursikov stationary
statistical solutions will be presented in the forthcoming work [Foias, C., Rosa, R., Temam, R.:
Properties of stationary statistical solutions of the three-dimensional Navier-Stokes equations], which
is a continuation of [15], focusing on the stationary case.
Proposition 2.1. Let u be a weak solution and let LimT→∞ be a generalized limit. Then, for any
bounded Borel-measurable real-valued function ϕ defined on Cw, the time averages of ϕ(σtu) on the
time intervals (0, T ) are uniformly bounded in T , so that
Lim
T→∞
1
T
∫ T
0
ϕ(σtu) dt (2.6)
is well-defined. Moreover, there exists an invariant (space-time) Vishik-Fursikov measure ρu such
that
Lim
T→∞
1
T
∫ T
0
ϕ(σtu) dt =
∫
Cw
ϕ(v) dρu(v). (2.7)
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In particular, for any bounded Borel-measurable real-valued function Φ defined on H and for ϕ =
Φ ◦Π0, the Vishik-Fursikov stationary statistical solution given by µu = Π0ρu satisfies
Lim
T→∞
1
T
∫ T
0
Φ(u(t)) dt =
∫
H
Φ(ξ) dµu(ξ). (2.8)
Thanks to Proposition 2.1, given a bounded Borel-measurable real-valued function ϕ defined on
Cw, we define the function ϕ∗ : U → R through the relation
ϕ∗(u) = Lim
T→∞
1
T
∫ T
0
ϕ(σtu) dt =
∫
Cw
ϕ(v) dρu(v), (2.9)
and, similarly, given a bounded Borel-measurable real-valued function Φ defined on H , we define
the function Φ∗ : U → R through
Φ∗(u) = Lim
T→∞
1
T
∫ T
0
Φ(u(t)) dt =
∫
H
Φ(ξ) dµu(ξ). (2.10)
3. Outline of the proof of Theorem 1.1
Given an invariant Vishik-Fursikov measure ρ, we observe that the translation semigroup {στ}τ≥0
induces a semigroup on the space of Borel-measurable functions ϕ : H → R, taking ϕ into the
function denoted στϕ and defined by
(στϕ)(u)
def
= ϕ(στu).
Since στ is continuous on Cw, the function στϕ is also Borel measurable on H . In particular, this is
valid for ϕ ∈ L1(ρ), which means that {στ}τ≥0 is a strongly-measurable semigroup in L1(ρ). Clearly,
στ takes L
∞(ρ) into itself, satisfying, in the operator norm, ‖στ‖L∞(ρ) ≤ 1, ∀τ ≥ 0. Moreover, since
ρ is invariant for the induced semigroup, we also have that στ takes L
1(ρ) into itself, satisfying, in
the operator norm, ‖στ‖L1(ρ) = 1, ∀τ ≥ 0. Therefore, by interpolation, it follows that {στ}τ≥0 is a
strongly-measurable semigroup of bounded operators in Lp(ρ), for 1 ≤ p ≤ ∞.
In this case, the Pointwise Birkhoff Ergodic Theorem [7, Theorem VIII.7.5] (see also [19, Section
1.2]) says that the classical limit
lim
T→∞
1
T
∫ T
0
ϕ(σtu) dt (3.1)
exists for every ϕ ∈ Lp(ρ), 1 ≤ p <∞, and for ρ-almost every u in Cw.
In particular, if Φ : H → R is a bounded Borel-measurable function from H into R, then Φ is
also a Borel-measurable function on Hw since the two Borel σ-algebras of H and Hw are the same
(which is due to the fact that they are both generated by the closed balls in H , which are closed
for both topologies; see [11, 15]). Then, since Π0 is continuous, the composition ϕ = Φ ◦ Π0 is a
bounded Borel-measurable function on Cw and it belongs to all Lp(ρ). Notice also that, for u ∈ Cw,
we have
ϕ(σtu) = Φ(Π0σtu) = Φ(u(t)), ∀t ≥ 0.
Then, (3.1) applies and we have that the classical limit (1.1) exists for every bounded Borel-
measurable function Φ : H → R and for ρ-almost every u in Cw. Since ρ is carried by the set
of Leray-Hopf weak solutions, this means in particular that the classical limit exists for ρ-almost
every Leray-Hopf weak solution, which is the case of interest. This completes the first part of the
proof.
Now we let N be a set of ρ-null measure for which the limit (3.1) exists for any u ∈ Cw \ N .
Since ρ is carried by U , we may assume, without loss of generality, that Cw \ N ⊂ U . Set N =
Hw \ (Π0(Cw \ N )). Clearly,
Π−10 N = (Π
−1
0 Hw) \ (Π
−1
0 Π0(Cw \ N )) ⊂ Cw \ (Cw \ N ) = N .
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Thus,
ρ0(N) = ρ(Π
−1
0 N) ≤ ρ(N ) = 0.
Moreover, Hw \N = Π0(Cw \ N ), so that for any u0 ∈ Hw \N , there exists u ∈ Cw \ N such that
u(0) = u0. Since N is of ρ0-null measure as we have just proved and since (3.1) exists for any u in
Cw \N , this means that for ρ0-almost-every initial condition u0, there exists at least one Leray-Hopf
weak solution u ∈ Cw \ N ⊂ U with u(0) = u0 and for which the limit (3.1) exists. In particular, so
does the limit (1.1), which completes the proof of the theorem.
Remark 3.1. Given a Vishik-Fursikov measure ρ and a function ϕ ∈ L1(ρ), then for each T , the
map
u 7→
1
T
∫ T
0
ϕ(σtu) dt
can be regarded as the composition of three Borel maps (the average on (0, T ), composed with
ϕ, composed with the translations in time); hence it is a Borel map from Cw into R. Thus, the
function ϕ∗ defined by (2.9) is ρ-almost-everywhere the limit of Borel functions, and, therefore, ϕ∗
is measurable with respect to the Lebesgue completion of ρ. If ϕ is a bounded Borel real-valued
function defined on Cw, then it is integrable with respect to any probability measure on Cw, so that
ϕ∗ is measurable with respect to the Lebesgue completion of any Vishik-Fursikov measure.
Remark 3.2. Using (3.1), the Lebesgue Dominated Convergence Theorem, and the invariance of
the measure ρ, we obtain the following identity (which is classical in the context of Ergodic Theory)
for the function ϕ∗ given by (2.9):∫
Cw
ϕ∗(u) dρ(u) =
∫
Cw
ϕ(u) dρ(u), (3.2)
for any bounded Borel-measurable real-valued function ϕ defined on Cw. The fact that ϕ∗ is ρ-
measurable has been discussed in Remark 3.1. Since ϕ∗ is associated with the information obtained
from the limit of time averages and the right-hand-side of (3.2) is the expected value of ϕ with
respect to an arbitrary Vishik-Fursikov invariant measure ρ, the relation (3.2) can be used to extend
to arbitrary Vishik-Fursikov invariant measures relations that have been obtained for limits of time
averages of Leray-Hopf weak solutions. This is a version in three dimensions of the two-dimensional
result proved in [10] (see also [3]).
Remark 3.3. In classical ergodic theory, it follows from the Poincare´ Recurrence Theorem that the
support of invariant measures is made of points which are nonwandering (i.e. any neighborhood of
a point in the support contains a point whose orbit returns to that neighborhood infinitely often;
see [19]). A similar result is true in our case, as we will see in Remark 5.1. It may thus seem that
the ρ-almost everywhere and ρ0-almost everywhere results of Theorem 1.1 fail to apply to a number
of weak solutions that may contain some transient dynamics. In this sense, it is important to note
that if u and v are two weak solutions with the same asymptotics in the weak topology, i.e. such
that
u(t) − v(t)→ 0, in Hw, as t→∞, (3.3)
and if Φ is also weakly continuous on H , then
lim
T→∞
1
T
∫ T
0
(Φ(u(t)) − Φ(v(t))) dt = 0.
Therefore, at least for this kind of functions Φ, if the limit of the time averages exists for one of the
weak solutions, then it also exists for the other, and the limits are the same. This extends the result
of existence of the limit of the time averages to the collection of Leray-Hopf weak solutions which
are asymptotically tracked (in the sense of (3.3)) by the globally defined (in the past and in the
future), nonwandering Leray-Hopf weak solutions belonging to the support of the invariant measure,
and, in particular, to the weak global attractor of the three-dimensional Navier-Stokes equations.
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Remark 3.4. We have mentioned several types of statistical solutions which are potentially different
and some of them actually live in different function spaces. In fact, we distinguish two main notions
of statistical solution. The first, which we call simply statistical solution, was introduced in [8, 9]:
it is a family of Borel probability measures on the phase space H of the system, parametrized by the
time variable, and representing the evolution in time of the probability distribution of the spatial
velocity field of the flow. The second notion, which we termed a (space-time) Vishik-Fursikov
measure, was inspired by the work of Vishik and Fursikov [30], and formulated in [13, 15]: it is a
single measure on the space of trajectories Cw, representing the whole space-time distribution of the
velocity field. Every (space-time) Vishik-Fursikov measure can be projected to a family of measures
on H which is a statistical solution, but it is not known whether every statistical solution can be
lifted to a (space-time) Vishik-Fursikov measure (see [13, 15]).
Remark 3.5. A (space-time) Vishik-Fursikov measure may display statistics that change with time,
such as those associated with evolving, and, in particular, decaying turbulence, or that may not,
which is the case of those associated with stationary turbulence. In the latter case, we have a
particular type of (space-time) Vishik-Fursikov measure which is invariant by the time-translation
operator and is termed an invariant (space-time) Vishik-Fursikov measure. A particular type
of invariant (space-time) Vishik-Fursikov measure is obtained via generalized limit of time averages
of Leray-Hopf weak solutions (as in (2.8)).
Remark 3.6. Similarly, a particular type of statistical solution is that in which the family of
measures does not vary with time, so that the statistics of the flow are statistically stationary.
Such a statistical solution is called a stationary statistical solution. Moreover, as mentioned in
Remark 3.4, every (space-time) Vishik-Fursikov measure can be projected to a family of measures on
H which is a statistical solution. This yields a particular type of statistical solution which we termed
a Vishik-Fursikov statistical solution. For instance, the projection of an invariant (space-time)
Vishik-Fursikov measure yields a particular type of stationary statistical solution which we termed
a Vishik-Fursikov stationary statistical solution. Finally, a particular type of Vishik-Fursikov
stationary statistical solution is obtained via generalized limits of time averages of Leray-Hopf weak
solutions (as in (2.7)).
4. Outline of the proof of Theorem 1.2
We want to establish that µu = µ
′
u
, for ρ-almost every u. For that purpose, using that the space
H is metrizable, it suffices to prove (see [1, Theorem 15.1]) that∫
H
Φ(v) dµu(v) =
∫
H
Φ(v) dµ′
u
(v), ∀Φ ∈ Cb(H). (4.1)
One difficulty in establishing (4.1), however, is that Cb(H) is not separable. We use then that the
Borel sets for the weak and for the strong topologies of H are the same (as discussed just after (3.1))
so that µu and µ
′
u
can be viewed as Borel probability measures on Hw. Moreover, we use that µu
and µ′
u
are carried by the weakly compact set K = BH(R0), for R0 sufficiently large, which follows
from the fact that the ball BH(R0) contains the weak global attractor, provided R0 ≥ |f |L2/νλ1
(see [11, Theorem IV.4.2] or [14]). The measures µu and µ
′
u
can then be viewed as Borel probability
measures on Kw, and we then use that Cb(Kw) = C(Kw) is separable, i.e. there exists a countable
dense set S = {Φk}k∈N in C(Kw). Therefore, µu = µ′u if, and only if,∫
H
Φk(v) dµu(v) =
∫
H
Φk(v) dµ
′
u
(v), ∀k ∈ N. (4.2)
For each Φk, it follows from Theorem 1.1 proved above that there exists a set Ek in Cw of zero
ρ-measure such that the limit
lim
T→∞
1
T
∫ T
0
Φk(u(t)) dt
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exists for every u ∈ Cw \ Ek. Take E = ∪kEk, so that E still has ρ-measure zero and the classical
limit exists for every u ∈ Cw \ E and every Φk, k ∈ N.
Since each Φk is also a bounded, strongly Borel-measurable function on H , we have, by the
construction of µu and µ
′
u
, that∫
H
Φk(v) dµu(v) = Lim
T→∞
1
T
∫ T
0
Φk(u(t)) dt = lim
T→∞
1
T
∫ T
0
Φk(u(t)) dt
= Lim
T→∞
′ 1
T
∫ T
0
Φk(u(t)) dt =
∫
H
Φk(v) dµ
′
u
(v),
for every k ∈ N. This proves (4.2) and we deduce that µu = µ′u, completing the proof.
Remark 4.1. The separability argument described above can be used to prove the existence of
a single set of full measure for which the convergence of the time averages holds independently
of the choice of Φ within the space C(Hw). The idea starts by writing the space of Leray-Hopf
weak solutions as a countable union U = ∪n∈NU ∩ Cloc([0,∞), BH(nR0)w), with R0 as above, and
considering countable collections Sn = {Φnk}k∈N of functions in C(BH(R0)w) dense in this space. We
extend each Φnk to a bounded Borel measurable function Φ¯
n
k by simply setting it to zero outside the
ball BH(nR0)w. Next, for each Φ¯
n
k , there exists a set E
n
k of null ρ-measure in U such that the time-
average limit of Φnk (u(·)) = Φ¯
n
k (u(·)) exists. We set E = ∪n,k∈NE
n
k , which is still of null ρ-measure.
Then, for any u ∈ U \ E and any Φ ∈ C(Hw), we use that u ∈ U ∩ Cloc([0,∞), BH(nR0)w), for some
n ∈ N, and that Φ restricted to BH(nR0)w is bounded, since this ball is (weakly) compact, to find a
sequence Φnkj that converges, in C(BH(nR0)w), to the restriction of Φ to BH(nR0)w. This allows us
to show, by triangulation with Φnk (u(·)), that the time averages of Φ(u(·)) are Cauchy and, hence,
converge as T →∞.
5. Outline of the proof of Theorem 1.3
Let E be as in the statement of Theorem 1.3 and set E = Π−10 E, which is a Borel subset of Cw.
Consider the set SE in which the mean sojourn time exists, i.e.
SE =
{
u ∈ Cloc([0,∞), Hw); ∃ lim
T→∞
1
T
∫ T
0
χE(σtu) dt = SojE(u)
}
.
Note that χE(σtu) = χE(u(t)), so that the limit in the definition above is in fact SojE(u). We split
SE into the two subsets
S0E = {u ∈ SE ; SojE(u) = 0} , S
+
E = {u ∈ SE ; SojE(u) > 0} .
The statement of Theorem 1.3 that the sojourn time in E is positive for ρ-almost every Leray-Hopf
weak solution u with u(0) ∈ E is precisely that ρ(E \ S+E ) = 0. This is what we aim to prove.
Using (3.2), we write the measure of the set E \ S+E as
ρ(E \ S+E ) =
∫
Cw
χE\S+
E
(u) dρ(u) =
∫
Cw
χ∗
E\S+
E
(u) dρ(u), (5.1)
where χ∗
E\S+
E
is obtained from χE\S+
E
as in (2.9).
Now we use the decomposition of Cw into S0E ∪S
+
E ∪ (Cw \ SE), and the fact that Cw \ SE is of null
ρ-measure (which follows from Theorem 1.1) to write (5.1) as
ρ(E \ S+E ) =
∫
S0
E
χ∗
E\S+
E
(u) dρ(u) +
∫
S+
E
χ∗
E\S+
E
(u) dρ(u). (5.2)
It is immediate to check that S+E is invariant by the translation semigroup, i.e.
στS
+
E ⊂ S
+
E , ∀τ ≥ 0.
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(And likewise for S0E , but this will not be needed.) Hence, for every u ∈ S
+
E , we have that στu ∈ S
+
E
for all τ ≥ 0, or, in other words, στu /∈ E \ S
+
E . Thus,
lim
T→∞
1
T
∫ T
0
χE\S+
E
(σtu) dt = 0, ∀u ∈ S
+
E .
Since this time-average limit is ρ-almost everywhere equal to χ∗
E\S+
E
, it follows that this function
vanishes on S+E , so that the second integral in (5.2) is zero.
Next, for ρ-almost every u ∈ S0E , we have by (3.1) that
χ∗
E\S+
E
(u) = lim
T→∞
1
T
∫ T
0
χE\S+
E
(σtu) dt ≤ lim
T→∞
1
T
∫ T
0
χE(σtu) dt = 0.
Thus, χ∗
E\S+
E
vanishes on S0E as well, so that the first integral in (5.2) is also zero. This completes
the proof that ρ(E \ S+E ) = 0.
Now we set N = E \ (S+E ∩ U) ⊂ (E \ S
+
E ) ∪ (E \ U). Since ρ is carried by U and we have proved
that ρ(E \ S+E ) = 0, it follows that ρ(N ) = 0. Set N = E \ (Π0(E \ N )). Then
Π−10 N = (Π
−1
0 E) \ (Π
−1
0 Π0(E \ N )) ⊂ E \ (E \ N ) = N ,
so that
ρ0(N) = ρ(Π
−1
0 N) ≤ ρ(N ) = 0.
Moreover, since Π0E = Π0Π
−1
0 E = E, we find that
E \N = E \ (E \ (Π0(E \ N ))) = E ∩ Π0(E \ N ) = Π0E ∩ Π0(E \ N ) = Π0(E \ N ).
Thus, for any u0 ∈ E \ N , there exists at least one u ∈ E \ N ⊂ S
+
E ∩ U with u(0) = u0. For
such a u, we have that u is a Leray-Hopf weak solution on [0,∞) starting at u(0) = u0 and with
SojE(u) > 0. This completes the proof of Theorem 1.3.
Remark 5.1. Let u0 be a point in the support supp ρ0 (the smallest closed subset of full measure)
of a Vishik-Fursikov stationary statistical solution ρ0. Since ρ0 is a regular measure, it follows that
if O is a weakly open neighboorhood of u0, then ρ0(O) > 0 (this is essentially proved in [1, Theorem
12.14], although their definition of support is slightly different). Then, applying Theorem 5 to the
set E = O we find that for ρ0-almost every initial condition v0 in O, there exists at least one Leray-
Hopf weak solution v on [0,∞) with v(0) = v0 and for which the mean sojourn time SojO(v) is
strictly positive. In particular, this means that u0 is nonwandering in the sense that for any weak
neighborhood O of u0 there exists at least one initial condition v0 in O and one Leray-Hopf weak
solution on [0,∞) starting at the point v0 which returns to O infinitely often. This shows that
support supp ρ0 is made of points which are nonwandering in this sense.
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