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1. INTR~OUCTI~N 
The following system of integrodifferential equations describes a linearized 
theory of heat flow in a rigid isotropic homogeneous body consisting of 
material with thermal memory: 
e(t, x) = e, + a(O)y(t, xj + 1’ a’@ - s) y(s, x) ds 
-00 
q(r, x) = -k(O) Vy(t, x) - j’ k’(t - s) VJ+, x) ds (1.1) 
-cc 
; (t, x) = -v * q(t, x) + r(t, x). 
Here y is the temperature, e the internal energy, q the heat flux, and r 
represents the external heat source; x is a vector in an open bounded domain 
R c R”, V is the gradient operator with respect to x and V* = V . V = A is 
the Laplacian. 
Such a model was proposed by Coleman and Gurtin [2] (k(0) > 0) and 
Gurtin and Pipkin [8] (k(0) = 0). We restrict ourselves to the case k(0) > 0. 
With this assumption we exclude the case of a finite speed of heat 
propagation, see Nunziato [ 1.51 and Miller [ 131. 
The purpose of this paper is to consider some control-theoretical questions 
arising in connection with the “heating process” governed by a system like 
(1.1). We study the case of a boundary control; this means that the control 
action is applied on the boundary r of the given domain 8. Boundary 
control problems without memory terms (a’ E k’ E 0) have been considered 
by many authors (see, for instance, [ 1, 3, 6, 9, 181). Our considerations are 
in the setting of [ 1, 91. 
The plan of the paper is as follows: In Section 2 we formulate the control 
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process as an initial-boundary value problem. A semigroup formulation of 
this process is given in Section 3. This leads to an integral equation for the 
“mild” solution of the initial-boundary value problem. In Section 4 we prove 
some properties of the mild solution. These results are used in Section 5; we 
prove that there is no exact controllability in finite time of L,(Q)-states. In 
Section 6 we formulate an optimal control problem for the observation of the 
final states, prove existence of a solution, and characterize a solution. In the 
last section we consider a special case (n = 1) and show by functional- 
theoretical methods that in this case the process is approximate controllable 
and optimal controls are of bang-bang type. 
2. THE CONTROL PROCESS 
The “energy-temperature relaxation function a” and the “heat conduction 
relaxation function k” are assumed to satisfy the following conditions: 
40) > 0, k(0) > 0; 
a E C2[0, co), k E C2[0, co); 
a’, a”, k’ E L,(O, co). 
(AlI 
In [ 131 it is shown that under assumption (Al) for a sufficiently smooth 
history y(t, x), (t, x) E (-a, 0] x 0, the temperature y must satisfy 
z (6 x) =f(4 x) + P dY(& x) - 40) y(t, x) 
+ J; {@(t - s) AY(s, x) - a’@ - s) ~(8, x)1 ds, 
(6 x) E (0, 00) x R, 
Y(O, 4 =y”(x>, x E Q, 
where 4” and f are given from the initial history and 
(2.1) 
(2.2) 
W-V 
P :=a(o), 
a’(t) u(r) := -, k’(f) 
40) 
b(t) :== k(O). (2.3) 
If “*” is used to denote convolution integration in time and if we suppress 
the space variable, Eqs. (2.1) and (2.2) can be written as 
ay/at=j-+pLly-a(O)y+pfJ*Lly-u’*y, (2.4) 
Y(O) = YO. (2.5) 
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Again, in 112 ] it is shown that Eq. (2.4) is equivalent to the following 
integrodifferential equation 
dy/c?f = F + p dy + y(O) y + y’ * y, P-6) 
where F is defined as 
F(t) =f(t) - D *f(t) - D(t) y” 
and where D, y satisfy scalar Volterra equations 
D=b-b*D, (2.7) 
y=b-a-b*y. (2.8) 
To simplify the considerations we restrict ourselves to the case of a 
homogeneous history, 
Thus, we shall consider the following control process: 
aY/af = P AY + Y(O)Y + Y’ * Y, in (0, T) X Q, 
Y(O) = 0, in Q, 
Ry= w, in (0, T) X r. 
(CP> 
Here T is a positive (final) time, R is a boundary operator specified below, y 
is given by (2.8), and w is a control function. 
Concerning LI and its boundary r, we make the following assumptions: 
r is a C-manifold of dimension n - 1 and LI lies totally on one 
side of r. WI 
For the boundary operator R we consider the following two cases: 
or 
Ry:=R,y:=y (Dirichlet b.c.) 
Ry:==RR,y:=i3,y+uy (mixed bc.). 
Here a,, y denotes the outward normal derivative of y. We assume: 
0 E z-,(r), a>0 a.e.; 
a>0 on a set of positive measure. 
(A3) 
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3. THE MILD SOLUTION 
We need some notations. 
The spaces L,(0), L,,(T), H”(Q), Hi(a) are defined in the usual way (see, 
for instance, [lo]). Given a Banach space X with norm II.11 and a real 
interval [0, r], we denote by C(0, P,X) the Banach space of all continuous 
functions x: [0, T] +X endowed with the standard norm. For each 
1 <p < co, denote by L,(O, T, X) the space of all p-summable functions on 
(0, T] with values in X. Given another Banach space Y, we denote by 
L(X, Y) the algebra of linear continuous operators from X to Y endowed 
with the usual norm (] . ]jL(X,yl. 
We set H := L,(B), U:= L,(T); the norms are 1. I and (I . II respectively. Let 
A, : H --) H be defined as follows: 
D(A D) := H’(n) n H;(0), 
A,h :=-p Ah, h E D(A ,). 
Let A M : H -+ H be defined as follows: 
D(A,) := {h E H’(Q) I i?,h + oh = O), 
A,h:=-pdh, h E D(A,). 
Now, we use the symbol A to cover either A, or A,. It is well known that A 
generates an analytic contraction semigroup 
S(t): H+ H, t > 0. 
Due to assumption (A3), we may assume that the spectrum of -A is strictly 
contained in the’left-hand side of the complex plane; we have the following 
representation: 
A4S(t) h = F Lze-*k’(h, pJ qk, 
k=I 
4 E [O, 11, (3.1) 
where qk are the eigenfunctions to the eigenvalues A,: 
-b’, = Ak~k, kE N. (3.2) 
Let us define the map B, on U by 
u:=B,usolves: Au=O, in Q, 
Rnv=u, in r, 
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and the map B, on U by 
v := B, u solves: Au=O, in 0, 
RMv=u, in IY 
It is known (see [9, 111) that 
B, : U-, H”‘(f2), B, : U + H3”(Q) (3.3) 
are linear and bounded maps. We use the symbol B to cover either B, or 
B M’ 
From (3.3) it follows that the map 
B:U+H (3.4) 
is linear, bounded, and compact (the last statement follows from the fact that 
HS(R), s > 4, is compactly imbedded in H, see [ 1 I]). 
In ] 1, 91 it is shown that the mild solution y of the initial-boundary value 
problem 
dy/at = ,u Ay + F, in (0, T) X Q, 
Y(0) = 0, in Q, (3.5) 
Ry=w, in (0, T) X r, 
is (formally) given by the formula 
y(t) = - jh(t - s) Bw(s) ds + jt S(t - s) F(s) ds, 
0 0 
t E [O, T]. (3.6) 
Using the idea of the variation of constants, we obtain from (3.6) the 
following abstract Volterra equation: 
y(t) = - f AS(t - s) Bw(s) ds + 1’ S(t - s){y(O) y(s) 
-0 0 
+ Y’ * Y(S) 1 ds, t E [O, T]. (3.7) 
DEFINITION 3.1. A solution y E C(0, T; H) of Eq. (3.7) is called a mild 
solution of the control process (CP). 
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LEMMA 3.2. There exists a function K E L,(O, T) such that for each 
MEU 
W(t) Bul G 44 II UII a.e. in [0, T]. 
Proof. (i) A =Au: In [ 18, Theorem 21 it is proved that there exists a 
constant c such that for each u E U 
IAS(t)BuJ <Ct-3’4 Ilull a.e. in [0, T]. 
(ii) A=A,: In [ 1, p. 2331 it is shown that there exists a function 
6 E L,(O, T) such that for ealch u E U 
IWO Bu I G w> II 24 II a.e. in [0, T]. I 
LEMMA 3.3. Let assumptions (Al)--(A3) hold. Then the integral 
equation 
YW =f(t) + j’ w - S)MO)Y(S) + Y’ * y(s)1 & t E 10, Tl, (3.8) 
0 
has for each fE C(0, T; I-I) a unique solution y E C(0, T, H). 
Proof: Since a, b are functions in C’[O, co) (see assumption (Al)), we 
have y E C’[O, co). Therefore, there exists a constant c such that for each 
y E C(0, T; H) we have 
IJ 
' W - sMO)y(s) + Y' * Y(S)} ds I< c j; I Y(SI & t E [O, T]. 
0 
Now, Banach’s fixed point theorem implies the existence and uniqueness of a 
solution. I 
THEOREM 3.4. If assumptions (Al )-(A3) hold, the control process (CP) 
has for each w E L,(O, T; U) a unique mild solution. 
Proof. Define L by Lw =f, where f (t) := - ii AS(t - s) Bw(s) ds. From 
Lemma 3.2 we know that 
L: L,(O, T; U) + C(0, T; H) 
is linear and bounded. Lemma 3.3 completes the proof. I 
The last theorem shows that the control process (CP) is well posed in the 
sense of Definition (3.1). Therefore the map 
G: L&O, T; U) + C(0, T; H), 
Gw is a mild solution of (3.7) 
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is well defined. The map 
G,.: L&O, T; Or)+ H, G,w := (Gw)(T) 
is called the input map. 
4. PROPERTIES OF THE INPUT MAP 
THEOREM 4.1. Let assumptions (A 1 )-(A3) hold. Then the input map G, 
is linear, continuous, and compact. 
Prooj Throughout this proof c will denote a nonnegative constant which 
is not necessarily the same at each occurrence. 
The linearity of G, is obvious. The continuity of G, follows by Gronwall’s 
lemma using the estimate in Lemma 3.2. 
Since the range of B is separable and B is compact (see (3.4)), B is the 
limit in the L(U, H)-topology of a sequence of bounded operators B” with 
finite-dimensional range. We set 3’ := B and define for E > 0, 
n E No := i-4 u (O}, 
by 
L ‘-7 L&O, T; U) + C(0, T; H) 
(L”%)(I) := 0, t< -% 
i 
I--E 
.- - a- AS(t - s) B%(s) ds, t > E. 
0 
Lemmas 3.2 and 3.3 show that the operators 
and 
G”.? L,(O, T; U) -+ C(0, T; H), 
G”% solves (3.8) for f:= L”*%, 
G>‘: L,(O, r; U) -+ H, G:% := (G>%)(T) 
are well defined. 
The operators G”,‘, n E N, have finite-dimensional range and are, 
therefore, compact. We show that Go,’ is the limit in the L(L,(O, R V), 
C(0, T; H))-topology of the sequence (G”*“),,N. Let w E L,(O, T; U), 
y” := G”%, n E N, y := Go*%. Since the semigroup {S(t)},,, is analytic, we 
have the estimate 
IAS hi < ct-’ Jh(, hEH, tE(O,T]. 
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From this estimate it follows for t > E that 
I~.~~~-~~~~~l~~~-‘~ll~-~~Il~~l:,~~Il~~~~Il~~ 
+ c 
s 
’ 1 y(s) - y”(s)1 ds. 
0 
Gronwall’s lemma implies 
I YW -Jwl G c II WIIL,~O,T:“~ IP -B” IIL(U,H)Y t E [O, T]. 
This shows that GoYE is the uniform limit of (G”*E),,,N; Go*& is, therefore, 
compact. 
Next we show that G is the uniform limit of Go*’ as E -+ 0; this shows 
that G is also compact. Let w  E L,(O, T, U), y := Gw, y” := Gov%. Using 
Lemma 3.2, we obtain for t > E 
’ 
+ c I ’ 1 y(s) - y”(s)1 ds, 0 
and this implies, again using Gronwall’s lemma, that G is the limit in the 
L(L,(O, R U), C(0, T; H))-topology of Go*’ as E -+ 0. 
Now, since G is compact, G, is compact too. 1 
Remark 4.2. The proof of Theorem 4.1 is an adaption of the proof in the 
case without memory (see [6, 181). 
Theorem 4.3 computes the adjoint Gg of G, which is required in Sections 
6 and 7. We need a notation: For a function v of time we define y’ * v by 
y’ i v(t) := jr y’(s - t) u(s) ds, t E [O, T-1. 
t 
THEOREM 4.3. Let assumptions (Al)-(A3) hold. 
(a) The equation 
t,(s) = S*(T- s) h + i’S*(t - s){y(O) r(t) 
s 
+ Y’ * r(t)} dt, s E [O, T], (4.1) 
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has for each h E H a unique solution y E C(0, T, H) and the function q, 
deJined by q(s) := B*A *v(s), s E [0, T], satisfies 
q E L,(O, T; u*). 
(b) Range (GF) c L,(O, r; U*) and for each h E H, 
(G; h)(t) = -B*A*q(t), t E 10, z-1. 
Proof. (a) The existence and uniqueness of a solution of (4.1) follow 
from Banach’s fixed point theorem (see Lemma 3.3). The function q satisfies 
q(s)=B*S*(T-s)A*h + j’S*(T-s){y(O)q(t) 
s 
+ Y’ i q(t)} dt, s E [O, T]. 
Using Gronwall’s lemma and the estimate in Lemma 3.2 which shows that 
B*S*(T- -) A* E L,(O, T, U*), we obtain the result q EL,(O, T, U*). 
(b) Let w E L,(O, T; U), y := Gw; we have 
(G,w h) = (YV’)> h) 
“7 
=- I (AS(T - s) Bw(s), h) ds 0 
.T 
+ I (y(O) y(s) + Y’ * Y(S), S*(T - s> h) ds. o 
Now, using the equality 
S*(T- s) h = q(s) --Jr .S*(t - s){y(O) q(t) + y’ i v(t)} dt, 
s 
s E [O, TJ 
(see (4.1)), Eq. (4.2) follows by easy calculations. I 
Remark 4.4. The adjoint equation (4.1) defines a mild solution of the 
“initial’‘-boundary value problem 
-arl/at=~udrl+y(O)r+Y’*‘I in (0, r) X Q, 
VW) = h in Q, (4.3) 
Rr/=O in (0, T) X r. 
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5. ON THE LACK OF EXACT CONTROLLABILITY 
Let A, be the set of attainability over [0, T], i.e., 
A, := {h E HJ h = G,w, w  EL&O, r; U)}. 
We say that the control process (CP) is exactly controllable in finite time if 
H= (j A,. 
TAO 
It is known that in the case without memory (y’ 3 0) the process (CP) is not 
exactly controllable in linite time, see [ 12, 171. We prove the same result in 
our case. 
THEOREM 5.1. Let assumptions (Al)-(A3) hold. Then the process (CP) 
is not exactly controllable in Jnite time. 
ProoJ: The proof is almost the same as in [ 171 for a more abstract 
situation. 
(a) Let K,(T) := {w E L,(O, T; v) 111 w(t)11 < n a.e.}, T> 0, n E N. 
For each n E N: 
(9 
ATc u G,(&(T)) =H, GT(&(T)) compact 
neM 
(see Theorem 4.1). 
Since H is infinite-dimensional, G,(K,(T)) is nowhere dense in H. Baire’s 
category theorem implies 
(ii) lLN GTWn(TN F H, and 
(iii) the set UnEN G,(K,(T)) is a set of first category. 
Parts (i) and (ii) show that the process (CP) is not exactly controllable 
over (0, T]). 
(b) It is easy to see that 
G,V,(T)) = GAfG<~~T>>~ nEN 
if T< F. 
(c) Set T, := k, kE N. Step (a) says that Uncaj GTk(K,JTk)) is a set of 
first category for each k E N. Hence the set 
A := u u GT&&&)) 
ksN PIEN 
409/93j2-I6 
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is a set of first category too. Therefore A $ H. Step (b) implies 
A = UT,, A,. This completes the proof. 1 
6. ON OPTIMAL CONTROLS 
We shall consider the following optimal control problem governed by the 
control process (CP): 
Given T > 0, d E H, find W E K := K,(T) such that 
(G,&dJ=nCj: (G,w-dl, Pw 
where W in (OCP) is called an optimal control. 
THEOREM 6.1. Let assumptions (Al)-(A3) hold. Then there exists an 
optimal control. 
Proof: We have proved in Theorem 4.3 that range GT c L,(O, T; U*). 
This implies that (OCP) as a solution, see [6, Theorem 71. 1 
In order to characterize solutions of (OCP) we prove a weak bang-bang 
principle. 
THEOREM 6.2. Let assumptions (Al)-(A3) hold. Let W E K be a 
solution of (OCP), let h := G,f+ - d, and let 7 be the solution of (4.1) 
associated to h. Then we have 
@W = @> II WGJ a.e. in E, 
where I = Gc h and E := (t E [0, T] I Z(t) # 0). 
ProoJ It is well known that W E K is a solution of (OCP) iff 
(G,w-d,G,w-G,w)&O for all w  E K, 
which is equivalent to 
I ’ (Z(t), w(t) - w(t)) dt > 0 for all w  E K, 0 
I= G;(G,$ - d). 
(f-1 
From variational inequality (t), result (6.1) follows. m 
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Remarks 6.3. (1) If there is no memory term (y’ = O), then from (6.1) 
results a bang-bang principle, i.e., 11 G(t)11 = 1 a.e. in [0, T], since 1 is analytic 
in a sector of the complex plane containing (--a, T) (see [ 171). 
(2) In Section 8 we are able to prove a bang-bang principle in a 
special case (n = 1). 
7. A SPECIAL CASE 
Here we let R be the interval [0, 11. We shall consider the following 
control process: 
&J/at = Y,, + Y(O) Y + Y’ * Y in (0, T) X (0, 11, 
YP, x) = 0 in (0, 11, (CP’) 
At, 0) = 0, Y,(h 1) = 40 in (0, T). 
Here y satisfies (2.8) and u is a control function in L,(O, T). 
In the notation of Section 3, 
(0 we have 
o(x) = 0, x=0,1; ,u= 1; 
(ii) we have 
D(A) = {z E P(0, 1) 1 z(0) = z,(l) = 01, 
AZ := -zxr, z E D(A); 
(iii) we have 
Bu = xu, XE [O,l], uE R; 
(iv) finally, 
A4S(t) h = 5 114,eeAk’c2(h, qk) pkr hEL,(O, 11, s>o, 
k=l 
where qk(x) := sin(& x), x E [0, 11, are the eigenfunctions of 
z,, + AZ = 0 in (0, I>, 
z(0) = 0, zx( 1) = 0, 
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with eigenvalues 
AR = ((2k - 1) 42)2, kE N, 
and c is a normalizing constant: 
c=Jz. 
The governing equation for the mild solution of the process (CP’) contains 
the term 
- 
I 
’ AS(t - s) &v(s) ds. 
0 
We have here 
- tAS(t-s)Bw(s)ds 
I 0 
=-- j! ’ 2 ek(t--s)i,e’u(s)~,?): sin(fix)xdx! ds 0 k=l 
= G k2qkek(t- s) u(s) ds, 
ke.‘I I 
where e,(t) := exp(--ll,t), k E N. 
If we expand the mild solution y (for existence and uniqueness see 
Lemma 3.3) in a “Fourier series” 
then Eq. (3.7) splits up into a sequence of scalar Volterra equations for the 
modes yk : 
Yk@) =fk@) + j; Kk(t - s)Yk(s) ds, c E [O, g, (7.2) 
where 
fk(t) := j’ e,(t - s) u(s) ds, t E lo, Tl 
0 
ICk@) := y@> - Akek * y(th t > 0. 
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The resolvent kernel rk associated with the kernel K~ is the (unique) solution 
of 
(see, for instance, [lo]). 
(7.3) 
Now, we need the Laplace transform. For a function g:[O, co) + 6 we 
denote the Laplace transform by g. 
8: c --$ c, g(z) := $ e-“g(t) dt. 
We formulate an additional assumption, 
k(O) + F(z) # 0, 
z@(O) + a’(z)> + J,@(O) + k’(z)) # 0, 
Here C + := {z E C) Re z > 0). 
COROLLARY 7.1. Let (Al) and (A4) hold. Then 
(4 YE L,(O, 4 
(b) &+z-zj$z)#O, kEN, zEC+. 
Proof. Due to (A4), we have (see (2.3)) 
1 + b(z) # 0, ZEC,, 
and from (2.8) follows 
ZEC,, (A4i) 
ZEC,. (A4ii) 
c*> 
T(z) = (1 + b(z))-‘(b(z) -d(z)), z E 6,. (**) 
Part (a) follows from (*) and b E L,(O, co) (see (Al)); this is proved, for 
instance, in [ 10, Theorem 1.11. 
Part (b) follows from (A4ii) and (* *) by easy calculations. I 
We give an example for relaxation functions a, k which satisfy 
assumptions (Al) and (A4). Let 
a(t) := 1, k(t) := 1 + 2 3 (1 - epbnf), t>o, 
n=o ” 
where the a,, are nonnegative and the b, are positive and where 
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The convergence of these series is sufficient to insure that k is in C*/O, co) 
and k’ is in L,(O, co) (see Al)). Let z =u + ir E {I+ ; since 
F(z) = CFeo (a,/(~ + b,)), one has 
Re (k(0) + k’(z)) = 1 + \ 
a,(u+b,) >. 
Eli W+~,12 ’ 
Re (z + A,(k(O) + k’(z))) = u + Ak 
Therefore assumption (A4) is also satisfied. 
LEMMA 7.2. Let assumptions (Al) and (A4) hold. Then we haue 
Kk, rk E L,(“, a) n c[o, a), kE N. 
ProoJ: The definition of uk shows that uk E L,(O, m)r'T C[O, co). 
Assumption (A4ii) implies 
Ek(z) # l, ZEC,. 
This together with uk E L ,(O, a) implies rk E L, [0, co) (see 110, 
Theorem 1.11). From (7.3) it follows then that rk is in C[O, 00). 1 
Using the resolvent kernel rk, the solution yk of (7.3) has the represen- 
tation 
yk@) =.fk@) + rk *fk(t)5 (7.4) 
where Sk(l) = (b e,(t - s) u(s) ds, t E [0, T]. 
THEOREM 7.3. Let assumptions (Al) and (A4) hold and let y be the 
solution of (CP’). Then y(T) E C[O, 11. 
Proof. We have by (7.2) and (7.4) that 
.dT)= ,f cZ~k(T)~k~ ykcT) =fk6? + ‘k *fkcT)- 
k=I 
From the definition of uk and rk we obtain that there exists a constant c’ 
(depending on T) such that 
/ rk(t)l < ;Y tE [0, 7’1, kE N. 
This implies (see the definition offk) 
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From the fact that 1, = 0(/c*), it follows that the series 
cc 
)’ c2yk(T) V)k 
k% 
is uniformly convergent. This proves y(T) E C[O, 11. 4 
Theorem 7.3 shows that the map 
G, := L,(O, 1) + L,(O, l), 
G,u :=y(T), y is a mild solution of (CP’) 
is well defined and satisfies range G, c C[O, 11. 
Remark 7.4. Due to Theorem 7.3 we could formulate an optimal control 
problem with the supremum-norm as objective function (see Section 6). In 
the case without memory this was done in [6]. 
8. RESULTS IN THE SPECIAL CASE 
LEMMA 8.1. Let assumptions (Al) and (A4) be satisfied. Then there 
exists a constant c such that 
I& + z - zj+>)-‘1 < c/(Ak + IzI), kEN, zEC+. 
Proof: If the estimate above is false, we can find sequences (Ln)ncN and 
(ZAEN such that z,EC+, nEN, 
nEN ($1 
(A) First suppose that ]zn] -+ ao. Observe that the fact y E L,(O, 0~)) 
implies jr(z)-+0 as /z]+ co in C,. 
(0 If Wl~,l),,~ is bounded, then divide both sides of ($) by ]z”], 
and obtain (z,]-’ (A, + zn) -+ 0, a contradiction. 
(ii) If W14LEN is unbounded, we divide both sides of ($) by A,, and 
again obtain a contradiction. 
(B) Suppose, on the other hand, that there exists a subsequence 
tZnj)jaN and z E C, such that z,,~-+ z asj-+ co. 
Ci) If tAni)jeN is unbounded, we obtain a contradiction in the same 
way as in (Aii). 
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(4 If (kJj,, 
From ($) we get 
is bounded, we may assume that ;lni-+ ;1* as j + co. 
IA4 + z - q(z)1 = 0, 
which contradicts (A4). 1 
To prove a continuation result we need a further assumption, 
(r, k are analytic in (0, co). WI 
From (A5) it follows that ~1, b are analytic functions in (0, co). Since y is a 
solution of a Volterra equation (see (2.8)) this implies (see [4, Lemma 4 1). 
y is analytic in (0, 00). (8.1) 
Consider the following initial-boundary value problem: 
aY/at = Y,, + Y(O) Y + Y’ * Y in (O,~)x(O,l), 
YPY x) = Y”(X) in (0, 11, (8.2) 
Y(O, 1) = 0, Y&l l>=O in (0, co>, 
where y” E L,(O, l), y as before. 
The mild solution of (8.2) is defined in (0, co) x (0, 1) and has the 
representation 
Y(l) = f C2YkW V)k> t>o, 
k=I 
(8.3) 
yk@) = yj: ek(t) + rk * e,(t) 1, t > 0, 
I 
: y”(x) sin (A x) dx, k E N. 
(8.4) 
yz = 
It is clear that y(., 1) E L,,,Oc(O, co) N ow, we are ready to state and to prove 
the continuation result. 
THEOREM 8.2. Let assumptions (Al), (A4), and (A5) hold. Let y be the 
mild solution of (8.1). Suppose that for some open interval I, I # 0, 
Then y” G 0. 
Y(G 1) = 0, t E I. (8.5) 
ProoJ Let w on [O, T’] x [0, 21, T’ > 0, be u reflected as an even 
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function of x. Due to the interior regularity (y is analytic; see 151) the 
function w  is analytic in (0, Y) x (0,2). Therefore, if we define the function 
q by 
9(t) := f C2Y,(Q t > 0, 
k=l 
we obtain that q is an analytic function in (0, Y). Since this holds for every 
T’ > 0, q is analytic in (0, co). Now, assumption (8.5) implies q(t) = 0, 
t > 0. 
Taking the Laplace transform in (8.4) and (7.4), we obtain 
?k(‘) =.d 
I 
& + ‘kc’) j& 
k k ’ !  
1 
zr Y:: 1, + 2 - Z?(Z) * 
Due to assumption (A4) and the estimate in Lemma 8.1 we obtain 
(0 4 is analytic in C + , 
(ii) ij(z)=O, ZEC,. 
Define I: G + + C by r(z) := z - zy(z). If 1 r(z)1 < I, (observe that 1 y(z)1 < 
j: iv(t)] dt), we obtain for each k E N 
1 1 1 
& + z - zj@) =x * 1 + (r(z)/&) 
and 
where uj = (- ly’ Cr! 1 c’yi( l/Jjk’ I), j E N,. Due to the asymptotic 
behaviour of (Ak)kCN, the radius of convergence 
is positive. Since I is an analytic function, there exists by the open mapping 
theorem for holomorphic functions an open set U c C such that 
see (ii). This implies 
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(iii) aj=O,jE N,. 
Define the function b by 
‘Z 
b(t) : = \‘ 
k:l 
C’Y~ exp(-l,f), t > 0. 
Then we have for z E V, V an appropriate neighborhood of 0, 
b(z) = 7 c2y;&. 
k=l k 
Since b is holomorphic in V and 
.- 
we obtainyi=O, kE N. I 
Now we prove that in our special case the process (CP’) is approximate 
controllable, which means that the range of G, is dense in L,(O, 1) for each 
T> 0. 
THEOREM 8.3. Let assumptions (Al), (A4), and (A5) hold. Then the 
range of CT is dense in L,(O, 1). 
Proof Let h E L,(O, l), p := C?,*h. From the results in Section 4 we 
know that the function ,v defined by y(t, .)p(T - t, e), t E [0, T], is a solution 
of initial-boundary value problem (8.2) with y” = h. 
Now suppose G,* h = 0; this implies 
.I+, 1) = 0, tE [0, T]. 
By Theorem 8.2 we obtain h = 0. This shows that range G, is dense in 
L,(O, 1). I 
The optimal control problem consered in Section 6 reads in our special 
case as follows: 
Given T > 0, d E L,(O, l), find 
U* E K := {v E L,(O, T> 1 Iv(t)/ < 1 a.e.) such that 
I&l* - dJ = minurK 1 G,u - dJ. (OCP’) 
THEOREM 8.4. Let assumptions (Al), (A4), and (A5) be satisfied. If 
w := infueK 1 C?~U - dl > 0, then problem (OCP’) has a unique solution which 
is characterized by 
lu*(t)l = 1 a.e. in IO, T]. (8.6) 
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Proof We know from Section 6 that a solution exists. We show that 
each solution of (OCP’) satisfies condition (8.6); the uniqueness is then a 
simple consequence of (8.6). 
Let U* E K be a solution of (8.6). We know from Theorem 6.2 that 
lu*(t)l = 1 a.e. in E := {t E 10, T] jp(f, 1) # 0}, 
where p satisfies the adjoint equation. If we define the function y by y(t, .) := 
p(T- t, .), the function y is a mild solution of problem (8.2) with 
y” = C,U* - d. Now assume that the Lebesgue measure of [O, TI \E is 
positive. Then Theorem 8.2 implies that d = G,u * which is a contradiction 
to our assumption w  > 0 (recall that y(., 1) is analytic in (0, T)). I 
Theorem 8.4 says that under appropriate assumptions for the optimal 
control problem (OCP’) a strong bang-bang principle holds. 
Finally, let us give some hints to the stability problem of a process 
governed by a system like (1.1). Results to this question can be found in 
Miller [ 13, 141 and Seifert [ 161; assumption (A4) is related to this question. 
REFERENCES 
1. V. BARBU, Boundary control problems with convex cost criterion, SIAM J. Control 
Optim. 18 (1980), 227-234. 
2. B. D. COLEMAN AND M. E. GURTIN, Equipresence and constitutive equation for rigid heat 
conductors, Z. Angew. Math. Phys. 18 (1967), 199-208. 
3. H. 0. FATTORINI, Boundary control systems, SIAM J. Confrol Optim. 6 (1968), 349-384. 
4. A. FRIEDMAN, On integral equations of Volterra type, J. Analyse Math. I1 (1963). 
381-413. 
5. A. FRIEDMAN AND M. SHIMBROT, Volterra integral equations in Banach space, Trans. 
Amer. Math. Sot. 126 (1967), 131-179. 
6. K. GLASHOFF AND N. WECK, Boundary control of parabolic differential equations in 
arbitrary demensions: Supremum-norm problems, SIAM J. Control Optim. 14 (1976). 
662-68 1. 
7. M. E. GURTIN, On the thermodynamics of materials with memory, Arch. Rafional Mech. 
Anal. 28 (1968), 4Cb50. 
8. M. E. GURTIN AND A. C. PIPKIN, A general theory of heat conduction with finite wave 
speeds, Arch. Rational Mech. Anal. 31 (1968), 113-126. 
9. I. LASIECKA, Unified theory for abstract parabolic boundary problems-a semigroup 
approach, Appl. Math. Oprim. 6 (1980), 287-333. 
10. J. J. LEVIN, Resolvents and bounds for linear and nonlinear Volterra equations, Trans. 
Amer. Math. Sot. 228 (1977), 207-222. 
11. J. L. LIONS AND E. MAGENES, “Non-Homogeneous Boundary Value Problems and 
Applications,” Vols. I, II, Springer-Verlag, Berlin/Heidelberg/New York, 1972. 
12. R. C. MACCAMY, V. J. MIZEL AND T. I. SEIDMAN, Approximate boundary controllability 
for the heat equation, J. Mafh. Anal. Appl. 23 (1968), 699-703. 
13. R. K. MILLER, An integrodifferential equation for rigid heat conductors with memory, J. 
Math. Anal. Appl. 66 (1978), 313-332. 
570 J. BAUMEISTER 
14. R. K. MILLER AND R. L. WHEELER. Asymptotic behavior for a linear Volterra integral 
equation in Hilbert space, J. Differential Equafions 23 (1977) 27C284. 
15. J. W. NUNZIATO, On heat conduction in materials with memory, Quart. Appl. Math. 29 
(1971), 187-204. 
16. G. SEIFERT, A temperature equation for a rigid heat conductor with memory. Quarr. 
Appl. Math. 38 (1980), 246-252. 
17. R. TRIGGIANI, On the lack of exact controllability for mild solutions in Banach spaces. 
SIAMJ. Confroi Optim. 15 (1977), 407411. 
18. D. WASHBURN, A bound on the boundary input map for parabolic equations with 
application to time optimal control, SIAM J. Confrol Optim. 17 (1979), 652-671. 
