Abstract. We give a new proof of the Komlós-Major-Tusnády embedding theorem for the simple random walk. The only external tool that we use is the Schauder-Tychonoff fixed point theorem for locally convex spaces. Besides that, the proof is almost entirely based on a series of soft arguments and easy inequalities, and no hard computations (implicit or explicit) are involved. This provides the first genuine alternative to the quantile transform and the Hungarian construction.
Introduction
The following result is known as the strong embedding theorem for the simple random walk. Theorem 1.1. There exist universal constants C, K, and λ such that the following is true. Let ε 1 , ε 2 , . . . be i.i.d. symmetric ±1 random variables. Let S k := k i=1 ε i , k = 0, 1, . . . be the corresponding simple random walk. It is possible to construct a version of the sequence (S k ) k≥0 and a standard Brownian motion (B t ) t≥0 on the same probability space such that for every n and every t ≥ 0,
A general version of this theorem, where ε 1 , ε 2 , . . . are i.i.d. random variables with finite moment generating function in a neighborhood of zero, is widely recognized as one of the landmark results in Probability and Mathematical Statistics, first proved by Komlós, Major, and Tusnády [9] . A multivariate version of the theorem was proved by Einmahl [8] and extended by Zaitsev [17] . For more on the history and literature, let us refer to [11, 3, 4, 13] . Accessible sketches of the proof at a textbook level can be found in Csörgő and Révész [4] and Pollard [13] . The KMT embedding has found numerous theoretical and practical applications over the last thirty years; a simple search on Google Scholar bears testimony to that. The version of the result for the Simple Random Walk (SRW), stated above, is arguably the most important consequence of the KMT theorem from a theoretical perspective. This is partly due to the fundamental nature of the SRW as a discrete mathematical object, and partly due to its importance in various models from theoretical physics and elsewhere. For example, in a recent series of very striking mathematical achievements, a number of long-standing conjectures about simple random walks were settled by the quartet of authors Dembo, Peres, Rosen, and Zeitouni [5, 6] using the KMT embedding for the SRW.
In statistics, an important variant of the KMT theorem for the SRW couples a standardized empirical distribution function with a Brownian Bridge. For a discussion of the numerous applications of this result in theoretical statistics, see Shorack and Wellner [14] , Chapter 12. A further significant advance was made by Nussbaum [12] , who used this result to establish the asymptotic equivalence of density estimation with white noise models.
However, in spite of all its importance, it is common knowledge that many authors feel uncomfortable about using the embedding unless it is absolutely necessary. The original KMT proof in [9] was quite sketchy, and it was only later that some of the more bothersome details were worked out in full (e.g. [2] , [10] , [3] ). For instance, one of the major missing pieces was what is now known as Tusnády's lemma, proved in Tusnády's obscure Hungarian Ph.D. thesis [16] . Tusnády's lemma constructs a coupling between a Binomial(n, 1/2) random variable X n and a gaussian r.v. Z n with the same mean and variance, such that P(|X n − Z n | > t) ≤ Ce −λt for some constants C and λ that do not depend on n. The construction of the coupling is very simple: let X n = F −1 n (Φ n (Z n )), where Φ n and F n are the cumulative distribution functions of Z n and X n . However, analyzing this innocuous looking procedure, known as the 'quantile transform', turns out to be a major technical challenge. One of the main contributions of this paper is the following 'soft' alternative to the quantile transform. Theorem 1.2. Suppose W is a random variable with E(W ) = 0 and finite second moment. Let T be another random variable, defined on the same probability space as W , satisfying
for all Lipschitz ϕ. Suppose |T | is almost surely bounded by a constant. Then, given any σ 2 > 0, we can construct a version of W and a N (0, σ 2 ) random variable Z on the same probability space such that for any θ ∈ R,
The formulation of this result is directly inspired by considerations arising from Stein's method of normal approximation [15] , although the proof, given in Section 3, is based mainly on the Schauder-Tychonoff fixed point theorem for locally convex spaces. In Section 4, we use Theorem 1.2 to prove Tusnády's lemma. Brief sketches of the proof of Theorem 1.2 and its application in proving Tusnády's lemma are given in Section 2. It is unlikely that the power of Theorem 1.2 is limited to coupling binomials with normals. In fact, it seems that it has great potential for producing Tusnády type couplings for sums of dependent random variables, e.g. in spin systems. This is work in progress at the time of writing this manuscript.
Along the road to proving Theorem 1.1, we also prove the following result about simple random walks with exchangeable summands. Theorem 1.3. There exist positive universal constants C, K and λ 0 such that the following is true. Take any integer n ≥ 2. Suppose ε 1 , . . . , ε n are exchangeable ±1 random variables. For k = 0, 1, . . . , n, let
It is possible to construct a version of W 0 , . . . , W n and a standard Brownian bridge ( B t ) 0≤t≤1 on the same probability space such that for any 0 < λ < λ 0 ,
The paper is organized as follows. In Section 2, we give sketches of the proofs. In Section 3, we prove Theorem 1.2. Two versions of Tusnády's lemma are proved in Section 4. The main induction step, which directly proves Theorem 1.3, is carried out in Section 5. Finally, the proof of Theorem 1.1 is completed in Section 6.
Proof sketches
The first step is to prove Theorem 1.2. The proof begins with Lemma 3.1, which gives some conditions under which we can construct a random nvector X = (X 1 , . . . , X n ) satisfying for all suitable f the identity
where A = (a ij ) is a continuous map from R n into the set of n × n positive semidefinite matrices. Here ∇f and Hess f denote the gradient and Hessian of f , and Tr stands for the trace of a matrix. The construction is carried out using the Schauder-Tychonoff fixed point theorem, as follows. For every ε ∈ (0, 1), let us construct a map T ε from the set of probability measures on R n into itself, defined in the following way. Take any probability measure µ on R n . Suppose X ∼ µ, and let Z be a standard gaussian random vector independent of X. Let T ε µ be the law of the random vector
where √ A denotes the positive definite square root of A. Now, if b is a constant such that A(x) ≤ b for all x ∈ R n , where · denotes the operator norm, then we can show that for any ε ∈ (0, 1), the map T ε maps K into K, where K is the set of all probability measures on R n satisfying xµ(dx) = 0 and exp θ, x µ(dx) ≤ exp(b θ 2 ) for all θ ∈ R n .
It is easy to show that K is compact, and since A is continuous, this implies that T ε must have a fixed point in K, say µ ε . Let µ be a cluster point of µ ε and ε → 0. Then we show that µ satisfies the criterion (1).
The advantage of such a construction is that the large deviations of objects like X i −X j can be easily deduced from the properties of the matrix A, using equation (1) with clever choices of f . This is worked out in Lemma 3.2. The precise result is that for all θ ∈ R,
where
. Typically, we use Lemmas 3.1 and 3.2 with n = 2. Next, in Lemma 3.3 we prove the simple integration-by-parts result that a random variable W with mean zero and a positive density ρ satisfies
for all suitable ϕ, where
Conversely, the above property characterizes the density ρ. Now, we use Lemma 3.1 to construct a measure µ on R 2 satisfying (1) with
Suppose (X 1 , X 2 ) ∼ µ. Take any smooth function ϕ on R, suppose Φ ′ = ϕ, and let f (x 1 , x 2 ) = Φ(x 1 ). Applying (1) to this f , we get
with high probability, then we will have X 1 ≈ X 2 with high probability, because
To be precise, the inequality (2) gives
To complete the proof of Theorem 1.2, we note that from the characterization of T in Theorem 1.2, we have h(W ) = E(T |W ), and then apply Jensen's inequality. Theorem 1.2 is then used to prove two versions of what is known as Tusnády's lemma. These are Theorems 4.1 and 4.2 in Section 4. For example, to prove Tusnády's lemma for S n , where S n is the value at time n of a simple random walk, we proceed as follows. First, we take a random variable Y that is uniformly distributed on [−1, 1] and is independent of S n . Next, we 'smoothen' S n by defining W = S n + Y . Then we show that for any Lipschitz function ϕ, we have
Note that T = n + O( √ n), and so, with σ 2 = n, Theorem 1.2 implies
Tusnády's lemma. In Section 5, we prove Theorem 1.3 by using a version of Tusnády's lemma derived in Section 4 and induction over n. The formulation of Theorem 1.3 in the way it is given gives a natural induction hypothesis. The induction step replaces the dyadic construction in the original KMT proof. However, it seems impossible to sketch the proof of the induction step without going into the details, so we skip that here. Finally, using Theorem 1.3 and Tusnády's lemma, we complete the proof of Theorem 1.1 in Section 6. The proof will proceed as a sequence of lemmas, as outlined in Section 2. The lemmas will not be used in the subsequent sections, and only Theorem 1.2 is relevant for the future steps.
Lemma 3.1. Let n be a positive integer, and suppose A is a continuous map from R n into the set of n × n positive semidefinite matrices. Suppose there exists a constant b ≥ 0 such that for all x ∈ R n ,
Then there exists a probability measure µ on R n such that if X is a random vector following the law µ, then
for all θ ∈ R n , and
for all f ∈ C 2 (R n ) such that the expectations E|f (X)| 2 , E ∇f (X) 2 , and E| Tr(A(X) Hess f (X))| are finite. Here ∇f and Hess f denote the gradient and Hessian of f , and Tr stands for the trace of a matrix.
Proof. Let K denote the set of all probability measures µ on R n satisfying
It is easy to see by the Skorokhod representation theorem and Fatou's lemma that K is a (nonempty) compact subset of the space V of all finite signed measures on R n equipped with the topology of weak-* convergence (that is, the locally convex Hausdorff topology generated by the separating family of seminorms |µ| f := | f dµ|, where f ranges over all continuous functions with compact support). Also, obviously, K is convex. Now fix ε ∈ (0, 1). Define a map T ε : K → V as follows. Given µ ∈ K, let X and Z be two independent random vectors, defined on some probability space, with X ∼ µ and Z following the standard gaussian law on R n . Let T ε µ be the law of the random vector
where A(X) denotes the positive semidefinite square root of the matrix A(X). Then for any θ ∈ R n ,
For ε ∈ (0, 1), 1−ε+ε 2 ≤ 1. Hence, bε+b(1−ε) 2 ≤ b, and therefore T ε maps K into K. Since A is a continuous map, and the transformation A → √ A is continuous (see e.g. [1] , page 290, equation (X.2)), it is easy to see that T ε is continuous under the weak-* topology. Hence, by the Schauder-Tychonoff fixed point theorem for locally convex topological vector spaces (see e.g. [7] , Chapter V, 10.5), we see that T ε must have a fixed point in K. For each ε ∈ (0, 1), let µ ε be a fixed point of T ε , and let X ε denote a random vector following the law µ ε . Now take any f ∈ C 2 (R n ) with ∇f and Hess f bounded and uniformly continuous. Fix ε ∈ (0, 1), and let
By the definition of T ε µ, note that
Now let
First, note that
By the definition of K, all moments of X ε are bounded by constants that do not depend on ε. Hence, as ε → 0, we have
Now, by the boundedness and uniform continuity of Hess f , one can see that
is a bounded function satisfying lim t→0 δ(t) = 0. Now, by the nature of K, it is easy to verify that the moments of ε −1 Y ε 2 can be bounded by constants that do not depend on ε. Combining this with the above-mentioned properties of δ and the fact that Y ε → 0 in probability as ε → 0, we get
Now let µ be a cluster point of the collection {µ ε } 0<ε<1 as ε → 0, and let X denote a random variable following the law µ. Such a cluster point exists because K is a compact set. By uniform integrability, equations (5), (6), (7), (8), and the continuity of A, we get
This completes the proof for f ∈ C 2 (R n ) with ∇f and Hess f bounded and uniformly continuous. Next, take any
Then f a ∈ C 2 with ∇f a and Hess f a bounded and uniformly continuous. Moreover, f a and its derivatives converge pointwise to those of f as a → ∞, as is seen from the expressions
Since E X 2 < ∞ and A(x) ≤ b, the above expressions also show that if the expectations E|f (X)| 2 , E ∇f (X) 2 , and E| Tr(A(X) Hess f (X))| are finite, then we can apply the dominated convergence theorem to conclude that lim a→∞ E X, ∇f a (X) = E X, ∇f (X) and
This completes the proof.
Lemma 3.2. Let A and X be as in Lemma 3.1. Take any
, where a ij denotes the (i, j)th element of A. Then for all θ ∈ R,
Proof. Take any positive integer k. Define f : R n → R as
Then a simple calculation shows that
and
The positive definiteness of A shows that v ij is everywhere nonnegative. An application of Hölder's inequality now gives
From the identity (4) we can now conclude that
This shows that
To complete the proof, note that
By the slightly crude but easy inequality
the proof is done.
Lemma 3.3. Suppose ρ is a probability density function on R which is positive everywhere. Suppose
Let X be a random variable with density ρ and finite second moment. Then
for each absolutely continuous ϕ such that both sides are well defined and E|h(X)ϕ(X)| < ∞. Moreover, if h 1 is another function satisfying (9) for all Lipschitz ϕ, then h 1 = h a.e. Conversely, if Y is a random variable such that (9) holds with Y in place of X, for all ϕ such that |ϕ(x)|, |xϕ(x)|, and |h(x)ϕ ′ (x)| are uniformly bounded, then Y must have the density ρ.
Proof. Let u(x) = h(x)ρ(x). Note that u is continuous, positive, and
Note that the above identity holds because ∞ −∞ xρ(x)dx = 0. Again, by the assumption that E(X 2 ) < ∞, it is easy to verify that
When ϕ is a bounded Lipschitz function, then (9) is just the integration by parts identity
Now take any absolutely continuous ϕ and a
It is easy to see that ϕ a and ϕ ′ a are bounded, and they converge to ϕ and ϕ ′ pointwise as a → ∞. Moreover, |xϕ a (x)| ≤ |xϕ(x)| and
Since we have assumed that E|Xϕ(X)|, E|h(X)ϕ ′ (X)|, and E|h(X)ϕ(X)| are finite, we can now apply the dominated convergence theorem to conclude that (9) holds for ϕ.
Suppose h 1 is another function satisfying (9) for all Lipschitz ϕ and
Since ρ is positive everywhere, this shows that h 1 = h a.e. with respect to Lebegue measure. For the converse, let X have density ρ and take any bounded continuous function v : R → R, let m = Ev(X), and define
Since u is nonzero and absolutely continuous everywhere, therefore ϕ is welldefined and absolutely continuous. Next, we prove that |xϕ(x)| is uniformly bounded. If x ≥ 0, then
Similarly, the same bound holds for x < 0. A direct verification shows that
Thus, |h(x)ϕ ′ (x)| is uniformly bounded. Finally, by the continuity of ϕ, |ϕ(x)| ≤ sup |t|≤1 |ϕ(t)| + |xϕ(x)| is also uniformly bounded. So, if Y is a random variable such that (9) holds for Y in place of X and every ϕ such that |ϕ(x)|, |xϕ(x)|, and |h(x)ϕ ′ (x)| are uniformly bounded, then
Thus, Y must have the same distribution as X.
Proof of Theorem 1.2. First, assume W has a density ρ with respect to Lebesgue measure which is positive and continuous everywhere. Define h in terms of ρ as in the statement of Lemma 3.3. Then by the second assertion of Lemma 3.3, h(w) = E(T |W = w) a.s. Note that h is nonnegative by definition. So we can define a function A from R 2 into the set of 2 × 2 positive semidefinite matrices as
Note that A(x 1 , x 2 ) does not depend on x 2 at all. It is easy to see that A is positive semidefinite. Also, since ρ is assumed to be continuous, therefore so are h and A. Since T is bounded by a constant, so is h. Let X = (X 1 , X 2 ) be a random vector satisfying (3) and (4) 
Thus, we can apply Lemma 3.1 to conclude that for this f , E X, ∇f (X) = E Tr(A(X) Hess f (X)), which can be written as
Since this holds for all ϕ such that |ϕ(x)|, |xϕ(x)|, and |h(x)ϕ ′ (x)| are uniformly bounded, Lemma 3.3 tells us that X 1 must have the same distribution as W . Similarly, taking any ϕ such that |ϕ(x)|, |xϕ(x)|, and |ϕ ′ (x)| are uniformly bounded, letting Φ be an antiderivative of ϕ, and putting f (x 1 , x 2 ) = Φ(x 2 ), we see that
which implies that X 2 ∼ N (0, σ 2 ). We now wish to apply Lemma 3.2 to the pair (X 1 , X 2 ). Note that
Since h(X 1 ) has the same distribution as h(W ), and h(W ) = E(T |W ), the required bound can now be obtained using Lemma 3.2 and Jensen's inequality. So we have finished the proof when W has a probability density ρ with respect to Lebesgue measure which is positive and continuous everywhere. Let us now drop that assumption, but keep all others. For each ε > 0, let W ε := W + εY , where Y is an independent standard gaussian random variable. If ν denotes the law of W on the real line, then W ε has the probability density function
From the above representation, it is easy to deduce that ρ ε is positive and continuous everywhere. Again, note that for any Lipschitz ϕ,
Thus, by what we have already proved, we can construct a version of W ε and a N (0, σ 2 + ε 2 ) r.v. Z ε on the same probability space such that for all θ,
Let µ ε be the law of the pair (W ε , Z ε ) on R 2 . Clearly, {µ ε } ε>0 is a tight family. Let µ 0 be a cluster point as ε → 0, and let (W 0 , Z 0 ) ∼ µ 0 . Then W 0 has the same distribution as W , and Z 0 ∼ N (0, σ 2 ). By the Skorokhod representation, Fatou's lemma, and the monotone convergence theorem, it is clear that
Versions of Tusnády's lemma
The goal of this section is to prove the following two theorems. The first one is known as Tusnády's lemma. The second one can be called a conditional version of Tusnády's lemma.
Theorem 4.1. There exist universal constants κ and θ 0 > 0 such that the following is true. Let n be a positive integer and let ε 1 , . . . , ε n be i.i.d. symmetric ±1 random variables. Let S n = n i=1 ε i . It is possible to construct a version of S n and Z n ∼ N (0, n) on the same probability space such that
Note that by Chebychev's inequality, this implies exponentially decaying tails for |S n − Z n |, with a rate of decay that does not depend on n.
Theorem 4.2. Let ε 1 , . . . , ε n be n arbitrary elements of {−1, 1}. Let π be a uniform random permutation of {1, . . . , n}. For each 1 ≤ k ≤ n, let S k = k ℓ=1 ε π(ℓ) , and let
There exist universal constants c > 1 and θ 0 > 0 satisfying the following. Take any n ≥ 3, any possible value of S n , and any n/3 ≤ k ≤ 2n/3. It is possible to construct a version of W k and a gaussian random variable Z k with mean 0 and variance k(n − k)/n on the same probability space such that for any θ ≤ θ 0 ,
Both of the above theorems will be proved using Theorem 1.2. We proceed as before in a sequence of lemmas that are otherwise irrelevant for the rest of the manuscript (except Lemma 4.5, which has an important application later on). 
Proof. We have
(1 + y)ϕ ′ (−1 + y)dy
Integrating by parts, we see that 
Adding up, we get
For the second part, just observe that for any x, integration by parts gives
Proof of Theorem 4.1. For simplicity, let us write S for S n . Let Y be a random variable independent of ε 1 , . . . , ε n and uniformly distributed on the interval [−1, 1]. Suppose we are given the values of ε 1 , . . . , ε n−1 . Let E − denote the conditional expectation given this information. Let
Then Lemma 4.3 gives
Taking expectation on both sides we get
By symmetry, this gives
Again, by Lemma 4.3, we have
Thus, putting S = S + Y and
we have
n . Now, clearly, E( S) = 0 and E( S 2 ) < ∞. The equation (10) holds and the random variable T is a.s. bounded. Therefore, all conditions for applying Theorem 1.2 to S are met, and hence we can conclude that it is possible to construct a version of S and a N (0, σ 2 ) random variable Z on the same space such that for all θ,
Since the value of S is determined if we know S, we can now construct a version of S on the same probability space satisfying |S − S| ≤ 1. It follows that
Using the bound on (T − σ 2 ) 2 /σ 2 obtained above, we have
To complete the argument, note that if V is a standard gaussian r.v., independent of S, then
Using the simple inequality cosh x ≤ exp x 2 , this gives
The conclusion now follows by choosing θ 0 sufficiently small.
Lemma 4.4.
Let all notation be as in the statement of Theorem 4.2. Then for any θ ∈ R and any 1 ≤ k ≤ n, we have
Remark. Note that the bound does not depend on the value of S n . This is crucial for the next lemma and the induction step later on. Heuristically, this phenomenon is not mysterious because the centered process (W k ) k≤n has maximum freedom to fluctuate when S n = 0.
Proof. Fix k, and let m(θ) := E exp(θW k / √ k). Since W k is a bounded random variable, there is no problem in showing that m is differentiable and
Thus,
Then π ′ is again uniformly distributed on the set of all permutations of {1, . . . , n}. Moreover, (π, π ′ ) is an exchangeable pair of random variables. Let
Averaging the two equal quantities, we get
Thus, from the inequality
and the fact that
Using this estimate in (12), we get
Using that m(0) = 1, it is now easy to complete the proof.
Lemma 4.5. Let us continue with the notation of Theorem 4.2. There exists a universal constant α 0 > 0 such that for all n, all possible values of S n , all k such that k ≤ 2n/3, and all α ≤ α 0 , we have
Remark. The exact value of the constant 3/4 in the above bound is not important; what is important is that the constant is < 1 as long as we take k ≤ 2n/3. This is why the induction argument can be carried out in Section 5. However, there is no mystery; the fact that one can always get a constant < 1 can be explained via simple heuristic arguments once Lemma 4.4 is known.
Proof. Let Z be an independent standard gaussian random variable. Then
Now, by Lemma 4.4 we have
Thus, we have
Since S n is nonrandom, the right hand side is just the expectation of a function of a standard gaussian random variable, which can be easily computed. This gives, for 0 < α < 1/4,
The lemma is now proved by bounding k by 2n/3 and choosing α 0 small enough to ensure that 1/(1 − 4α 0 ) is sufficiently close to 1.
Proof of Theorem 4.2. For simplicity, we shall write W for W k and S for S n , but S k will be written as usual. Let Y be a random variable independent of π and uniformly distributed on the interval [−1, 1]. Fix 1 ≤ i ≤ k and k < j ≤ n. Suppose we are given the values of {π(ℓ), ℓ = i, j}. Let E − denote the conditional expectation given this information. Let
If S = S − , then we must have ε π(i) = ε π(j) , and hence in that case
Next let us consider the only other possible scenario, S = S − . Then the conditional distribution of ε π(i) − ε π(j) is symmetric over {−2, 2}. Let
and note that
Thus, under S = S − , Lemma 4.3 shows that for all Lipschitz ϕ,
Next, let
A simple verification shows that
Thus, irrespective of whether S = S − or S = S − , we have
Clearly, we can now replace E − by E in the above expression. Now, as in the proof of Lemma 4.4, observe that
Combining the last two observations, we have
Thus, putting W = W + Y and
where C is a universal constant. Now, clearly, E( W ) = 0 and E( W 2 ) < ∞. The equation (13) holds and the random variable T is a.s. bounded. Therefore, all conditions for applying Theorem 1.2 to W are met, and hence we can conclude that it is possible to construct a version of W and a N (0, σ 2 ) random variable Z on the same space such that for all θ,
Since the value of W is determined if we know W , we can now construct a version of W on the same probability space satisfying |W − W | ≤ 1. It follows that
, where, again, C is a universal constant. The conclusion now follows from Lemma 4.5 by choosing θ sufficiently small.
The induction step
The goal of this section is to prove the following theorem, which couples a pinned random walk with a Brownian Bridge. The tools used are Theorem 4.2 and induction. The induction hypothesis, properly formulated, allows us to get rid of the dyadic construction of the usual KMT proofs. The following is an alternative statement of Theorem 1.3, given here for the convenience of the reader.
Theorem 5.1. Let us continue with the notation of Theorem 4.2. There exist positive universal constants C, K and λ 0 such that the following is true. For any n ≥ 2, and any possible value of S n , it is possible to construct a version of W 0 , W 1 , . . . , W n and gaussian r.v. Z 0 , Z 1 , . . . , Z n with mean zero and
on the same probability space such that for any λ ∈ (0, λ 0 ),
Proof. Recall the universal constants α 0 from Lemma 4.5 and c and θ 0 from Theorem 4.2. We contend that for carrying out the induction step, it suffices to take
Choosing the constants to satisfy these constraints, we will now prove the claim by induction on n. Now, for each n, and each possible value a of S n , let f n a (s) denote the discrete probability density function of the sequence (S 0 , S 1 , . . . , S n ). Note that this is just the uniform distribution over A n a , where (16) A n a := {s ∈ Z n+1 : s 0 = 0, s n = a, and |s i − s i−1 | = 1 for all i.} Thus, for any s ∈ A n a ,
Let φ n (z) denote the probability density function of a gaussian random vector (Z 0 , . . . , Z n ) with mean zero and covariance (14) .
We want to show that for each n, and each possible value a of S n , we can construct a joint probability density ρ n a (s, z) on Z n+1 × R n+1 such that
and for each λ < λ 0 , exp λ max
Suppose ρ k a can be constructed for k = 1, . . . , n − 1, for allowed values of a in each case. We will now demonstrate a construction of ρ n a when a is an allowed value for S n .
First, fix a possible value a of S n and an index k such that n/3 ≤ k ≤ 2n/3 (for definiteness, take k = [n/2]). Given S n = a, let g n,k a (s) denote the density function of S k . Recall the definition (16) of A n a and note that for all allowed values of s of S k , an elementary counting argument gives
Let h n,k (z) denote the density function of the gaussian distribution N (0, k(n− k)/n). By Theorem 4.2 and the inequality exp |x| ≤ exp(x) + exp(−x), we see that there exists a joint density function ψ
and for all 0 < θ ≤ θ 0 ,
By integrating over s ′ , z ′ , then s, z, and finally s, z, it is easy to verify that γ n a is a probability density function (if either a or s is not an allowed value, then ψ n,k a (s, z) = 0, so there is no problem). Let (S, Z, S, Z, S ′ , Z ′ ) denote a random vector following the density γ n a . In words, this means the following: We are first generating (S, Z) from the joint distribution ψ n,k a ; given S = s, Z = z, we are independently generating the pairs (S, Z) and (S ′ , Z ′ ) from the joint densities ρ k s and ρ n−k a−s respectively. Now define two random vectors Y ∈ R n+1 and U ∈ Z n+1 as follows. For i ≤ k, let
and for i ≥ k, let
Note that the two definitions match at i = k because Z k = Z ′ 0 = 0. Next, define U i = S i for i ≤ k and U i = S + S ′ i−k for i ≥ k. Again, the definitions match at i = k because S k = S and S ′ 0 = 0. We claim that the joint density of (U, Y) is a valid candidate for ρ n a . The claim is proved in several steps. 1. Marginal distribution of U. From equations (18) and (20) it is easy to see that
In other words, the distribution of the triplet (S, S, S ′ ) can be described as follows: Generate S from the distribution of S k given S n = a; then independently generate S and S ′ from the conditional distributions f k s and f n−k a−s . It should now be intuitively clear that U has marginal density f n a . Still, to be completely formal, we apply equations (17) and (19) to get
and observe that there is a one-to-one correspondence between (S, S, S ′ ) and U, and U can take any value in A n a . 2. Marginal distribution of Y. First, we claim that Z, Z, and Z ′ are independent with densities h n,k , φ k , and φ n respectively. Again, using (18) and (20), this is easily seen as follows.
Thus, Y is a gaussian random vector with mean zero. It only remains to compute Cov(Y i , Y j ). Considering separately the cases i ≤ j ≤ k, k ≤ i ≤ j, and i ≤ k ≤ j, it is now straightforward to verify that Cov(Y i , Y j ) = i(n − j)/n in each case. Thus, Y ∼ φ n .
3. The exponential bound. For 0 ≤ i ≤ n, let
It is easy to see that the moment generating functions of both T L and T are finite everywhere, and hence there is no problem in applying the CauchySchwarz inequality to get
We wish to apply Lemma 4.5 to bound the first term inside the bracket.
Observe that by (15), we have
and also n/3 ≤ k ≤ 2n/3 by assumption. Hence Lemma 4.5 can indeed be applied to get
Next, note that by (15), 2λ ≤ θ 0 . Hence by inequality (21) with θ = 2λ, we get the bound
Combining the last three steps, we have
Now, by (15) , 3K + 8c = 4K. Again, since n/3 ≤ k ≤ 2n/3, we have log k = log n − log(n/k) ≤ log n − log(3/2).
By the symmetry of the situation, we can get the exact same bound on E exp(λT R + λT ). Combined with (24), this gives
Finally, from the condition on C in (15), we see that −C log(3/2) + 1 + log 2 ≤ 0.
This completes the induction step. To complete the argument, we just choose C so large and λ 0 so small that the result is true for n = 2 even if the vectors (W 0 , W 1 , W 2 ) and (Z 0 , Z 1 , Z 2 ) are chosen to be independent of each other.
Completing the proofs of the main theorems
In this final section, we put together the pieces to complete the proofs of Theorems 1.1 and 1.3. The following lemma combines Theorem 5.1 and Theorem 4.1 to give a 'finite n version' of Theorem 1.1.
Lemma 6.1. There exist universal constants B > 1 and λ > 0 such that the following is true. Let n be a positive integer and let ε 1 , ε 2 , . . . , ε n be
It is possible to construct a version of the sequence (S k ) k≤n and gaussian random variables (Z k ) k≤n with mean 0 and Cov(Z i , Z j ) = i ∧ j on the same probability space such that E exp(λ|S n − Z n |) ≤ B and
Proof. Recall the universal constants θ 0 and κ from Theorem 4.1 and C, K, and λ 0 from Theorem 5.1. Choose λ so small that λ < θ 0 ∧ λ 0 2 and 16Kλ 2 < 1.
Let the probability densities f n a , ρ n a , and φ n be as in the proof of Theorem 5.1. Let g n and h n denote the densities of S n and Z n respectively. By Theorem 4.1 and the choice of λ, there is a joint density ψ n on Z × R such that
. It is easy to check that this is a probability density function. Let (S, Z, S, Z) be a random vector following this density. As in the proof of Theorem 5.1, an easy integration shows that the joint density of (Z, Z) is simply
Define a random vector Y = (Y 0 , . . . , Y n ) as
By the independence of Z and Z and their distributions, it follows that Y is a mean zero gaussian random vector with Cov(Y i , Y j ) = i ∧ j. Next, integrating out z and z we see that the joint density of (S, S) is g n (s)f n s (s). Elementary probabilistic reasoning now shows that the marginal distribution of S is the same as that of a simple random walk up to time n.
Let us now show that the law of the pair (S, Y) satisfies the conditions of the theorem. First, let W i = S i − iS/n. Note that for any i ≤ n,
Note that the conditional distribution of (S, Z) given (S, Z) = (s, z) is simply ρ n s . Since λ < λ 0 , we have by the construction of ρ n s that E exp(λ max
Thus, using the Cauchy-Schwarz inequality and (25), we can now get E exp(λ max
≤ exp(C log n) κE exp(2Kλ 2 S 2 /n) 1/2 .
By inequality (11) and the choice of λ, the proof of the maximal inequality is done. For the other inequality, note that we have (25) and Y n = Z since Z n = 0.
Proofs of Theorems 1.1 and 1.3. The proof of Theorem 1.3 follows trivially from Theorem 5.1. The proof of Theorem 1.1 also follows quite easily from Lemma 6.1, but some more work is required. We carry out the few remaining steps below. For r = 1, 2, . . . let m r = 2 2 r , and n r = m r − m r−1 . For each r (S (r) k , Z (r) k ) 0≤k≤nr be a random vector satisfying the conclusions of Lemma 6.1, and suppose these random vectors are independent. Inductively define an infinite sequence (S k , Z k ) k≥0 as follows. Let S k = S Clearly, since the increments are independent, S k and Z k are indeed random walks with binary and gaussian increments respectively. Now recall the constants B and λ in Lemma 6.1. First, note that for each r, by Lemma 6.1 and independence we have We will show by induction that for each r, From the definition of C, it easy to verify (since m r ≥ 4), that the term within the parentheses in the above expression is bounded by C. This completes the induction step. So we have now shown (27). Since r ≤ const. log m r , this shows that there exists a constant K such that for all r, E exp(λ max k≤mr |S k − Z k |) ≤ K exp(K log m r ). Now let us prove such an inequality for arbitrary n instead of m r . Take any n ≥ 2. Let r be such that m r−1 ≤ n ≤ m r . Then m r = m 2 r−1 ≤ n 2 . Thus, E exp(λ max
≤ K exp(K log m r ) ≤ K exp(2K log n).
It is now easy to complete the argument using Markov's inequality.
