Introduction

DISC-UK (Data Information Specialists
Committee -United Kingdom) is a forum for data professionals working in UK Higher Education who specialise in supporting their institution's staff and students in the use of data for analysis (primarily statistical and geo-spatial) . This partnership, led by EDINA, is carrying out the DISC-UK DataShare project (March 2007 -March 2009 1 that aims to explore new pathways to assist academics wishing to share their data over the Internet. With three institutions taking part -the Universities of Edinburgh, Oxford and Southampton -plus the London School of Economics as an associate partner, a range of exemplars will emerge from the establishment of institutional data repositories and related services. It is part of a wider programme to develop institutional repositories funded by the UK's Joint Information Systems Committee (JISC).
This project brings together the distinct communities of data support staff in universities and institutional repository managers in order to bridge gaps and exploit the expertise of both to advance the current provision of repository services for accommodating datasets. The project's overall aim is to contribute to new models, workflows and tools for academic data sharing within a complex and dynamic information environment which includes increased emphasis on stewardship of institutional knowledge assets of all types; new technologies to enhance e-Research; new research council policies and mandates; and the growth of the Open Access / Open Data movement. This article will summarise the work of DataShare in the following areas: defining the institutional data repository in the broader landscape and within the 'data sharing continuum'; investigating deposit of research data in institutional repositories including metadata and policy development; understanding and improving data management practice through partnering with academic departments in the use of the Data Audit Framework; and licensing issues including 'open data'.
Data and Institutional Repositories
According to the JISC-commissioned Digital Repositories Review (Heery and Anderson, 2005) , a repository is differentiated from other digital collections by the following characteristics:
• content is deposited in a repository, whether by the content creator, owner or third party
• the repository architecture manages content as well as metadata
• the repository offers a minimum set of basic services e.g. put, get, search, access control
• the repository must be sustainable and trusted, well-supported and well-managed.
Institutional repositories are those that are run by institutions, such as universities, for various purposes including showcasing their intellectual assets, widening access to their published outputs, and managing their information assets over time. These differ from subjectspecific repositories, such as Arxiv (for Physics papers) or RePEc (Research Papers in Economics).
The project -along with others funded simultaneouslywill help to realise the vision of the Digital Repositories Review of a "coherent aggregation of content from a network of institutional repositories", and more particularly of the Digital Repositories Roadmap, e.g. the milestone under Data: "Institutions need to invest in research data repositories" (Heery and Powell, 2006 of dedicated data archives, and in doing so, gain leverage from being able to work closely and directly with potential depositors at one's own institution. Indeed, the lifecycle approach to data sharing encourages intervention at the earliest stages of a research project to ensure adequate consent, documentation etc., are achieved for the data to be usable by others (Humphrey, 2000) .
One of the first tasks of the DataShare project was to learn what repository managers had done in earlier projects and to what extent institutional repositories (IRs) in the UK were already dealing with data. A DISC-UK member therefore conducted a thorough State of the Art Review, which included depositors' motivation and barriers for depositing data in an IR (Gibbs, 2007) .
The Data Sharing Continuum
Institutional data repositories are only one possible response to data publishing requirements of creators and funders, and they have limitations, such as lack of ability to visualise or manipulate the datasets online (using DSpace, Fedora, or EPrints software as it exists at present).
The dataset, e.g. data files plus documentation, must be downloaded from the repository and analysed on a desktop computer using requisite software. This marks the "zip and ship" level of data sharing that IRs are well-suited to host. By adding value in terms of interacting with users to enhance metadata, documentation, and to reformat data into suitable sharing and preservation formats, we see our institutional data repository services as sitting comfortably in the middle of the Data Sharing Continuum shown below. The increased level of human effort required to curate data at the highest levels may be reserved for the most important, special, or highly-used datasets, as is done at national data archives. On the other hand, by raising awareness, providing local services, and offering a repository with a simple deposit interface, there is scope for the numerous datasets languishing on portable drives or with minimum bitstream backup only, to be moved up a notch or two on the scale, and therefore not lost to potential new uses and to the scholarly record (see figure 1 page 24).
In some cases it is the data creators themselves who wish to re-use the data later on, after they have moved onto other research projects. If they have documented and deposited their data for sharing purposes, they will not have the experience of many researchers of not being able to find, read, or interpret their data at a later time.
The project is looking at assisting researchers not only with depositing their data in an institutional repository or data archive, but also with using Web 2.0 tools to "mashup" their data for online visualisation through numeric-based applications such as Swivel and geo-spatial tools such as OpenStreetMap. There are of course advantages and disadvantages of using these type of "cloud" computing applications to publish academic data, which is covered in two briefing papers produced by the project (Macdonald, 2008a (Macdonald, & 2008b .
Metadata and policy development
Application of appropriate metadata is an important area of development for the project. Datasets are not different from other digital materials in that they need to be described for discovery and also for preservation and re-use. The GRADE project found that for geospatial datasets, Dublin Core metadata (with enhancements such as drawing a bounding box to enter geospatial coverage) give sufficient context for discovery within a DSpace repository, though more in-depth metadata or documentation is required for re-use after downloading (Seymour, 2007) .
The project partners are examining other metadata schemas such as the Data Documentation Initiative (DDI) versions 2 and 3, used primarily by social science data archives (Martinez, 2008) . Crosswalks from the DDI to qualified Dublin Core are important for describing research datasets at the study level (as opposed to the variable level which is largely out of scope for this project).
DataShare is benefiting from work of the Dryad project --a repository for evolutionary biology 2 (Carrier, et al, 2007) and GAP 3 (Geospatial Application Profile) in defining interoperable Dublin Core qualified metadata elements and their application to datasets for each partner repository. The solution devised at Edinburgh for DSpace makes use of just twenty fields from Dublin Core (simple) and dcterms (qualified) and attempts to follow Dublin Core Metadata Initiative (DCMI) recommendations in applying them to datasets (Rice, 2008) . One innovation introduced is to use a look-up to the open utility GeoNames for ensuring consistency in entry of placenames for geographic coverage.
DataShare also is developing a briefing paper 4 to provide a range of requirements that repositories can consider as they plan to add research datasets to their digital collections. The briefing paper discusses the scope of a data repository, its content policies for types of files and data sets held, its metadata policy for descriptive information about items in the repository: its submission policy, and its quality, copyright, and preservation policies. Background material was gathered from the online OpenDOAR Policies Tool 5 maintained by SHERPA at the University of Nottingham, the OAIS Information model and the TRAC checklist, and other sources. Archiving and Networked Services-in the Netherlands, stakes out roles and responsibilities of different players for assuring data quality for data in repositories (Sesink, et al 2008) . Intriguingly, they include users as part of the equation.
Data management partnerships
Our experience so far shows that even where academics are not interested in sharing their data publicly, they do recognise the importance of data management and are interested in the possibility of getting institutional support for improving current practice. The project has benefited from the input of its consultant, Digital Life Cycle Research & Consulting, with regard to the need for a life-cycle approach to data curation and the partnerships that could be forged throughout that life cycle (Green and Gutmann, 2007) . One of the findings from such a perspective is that librarians -in their roles as either data librarians or repository managers -could find ways to move "upstream" in the research process, i.e. get involved in the pre-publishing stages where data is created and processed, rather than the usual librarian's comfort zone of dealing with post-published materials "downstream" (Gold, 2007) . (See figure 2 below) Identifying and describing the data management requirements of digital collections is a central part of understanding what roles and services are required for research data management. One of the additional deliverables taken on by the three DataShare partners for the second part of the project is to conduct data audits in partnership with academic departments using the tools and methodology developed by the Digital Curation Centre as part of the Data Audit Framework 6 development project. JISC funded the project in response to one of the many A framework must be conceived to enable all Universities and colleges to carry out an audit of departmental data collections, awareness, policies and practice for data curation and preservation. (Lyon, 2007) .
Open data and open licenses
Open access repositories allow any user to access their content via the WWW as well as allowing other servers to access and harvest their metadata, e.g. Google or scholarly search engines. The following definition is from the Budapest Open Access Initiative (2002) 7 (similar to the open source movement for software). This is not to be confused with the 'open data definition' used for copying personal data from one social networking site to another.
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As Peter Murray-Rust has stated, "Where the Open Access movement is concerned only with ensuring that scholarly papers are human readable, the Open Data movement requires that they are also machine readable." (Poynder, 2008) In other words, for data to be useful, they need not only be read, but manipulated, re-used, re-coded, mined, and merged (or mashed, if you will) with other data. For a chemist like Murray-Rust who analyses chemical structures by mining chemical literature for tables, charts, images containing data about molecular structures, not only is a PDF document not sufficient to re-use the data embedded within, but the restrictions on the re-use of the content by publishers and even supposedly open access repositories are too stringent. 2. The protocol must be easy to use and understand.
3. The protocol must impose the lowest possible transaction costs on users.
Following this, a number of players including law scholars at the University of Edinburgh were responsible for bringing about the Public Domain Dedication and License, which attempts to include wording that either waives IPR altogether or in cases where that is not legally possible, dedicates it to the public domain. Key concepts covered by the PDDL are:
• 'Converge on the public domain' by waiving all rights based on intellectual property
• Take into account "sui generis" database right (in European jurisdictions, e.g. Database Directive rights)
• Avoid attribution stacking (as the "attribution" norm is a burden when merging from highly numerous sources of data)
The Edinburgh DataShare repository offers an option to attach a PDDL to deposited datasets. Where depositors do not wish to freely give away their data, or are prevented from doing so based on agreements with subjects, funders, or research ethics boards, they may fill out a Rights statement field spelling out the terms of use, or fill out a metadata-only record where potential users are free to contact the depositor to request access.
Conclusion
Data management, curation and publishing are getting much attention globally and in the UK at present. There are a number of nagging problems that have not been solved over the years, such as the lack of career reward for publishing data as opposed to papers and the lack of career paths for 'data scientists' (National Science Board, 2005; Swan and Sheridan, 2008b) . Related to this is the poor practice of data citation, especially where data are shared only informally between peers or downloaded from a website rather than obtained from an archive or repository with a complete metadata record. The scattered infrastructure for data curation across disciplines and institutions is being addressed in Australia through the ANDS national data service 10 and a feasibility study for a more modest shared research data service in the UK 11 . Canada has stepped forward with the Research Data Strategy Working Group to address the challenges surrounding the access and preservation of research data 12 . Two American Universities, Cornell and MIT, are pursuing ground-breaking, library-led data curation services for their users. These are described in sister articles in this issue of IQ. Perhaps the current critical mass of attention and effort will help break through the remaining barriers that prevent data from being cared for, shared, used to develop new knowledge, and preserved as an essential part of the scholarly record.
It has been an exciting time to be involved in a project such as DataShare. We are tracking as many of these developments as we can keep up with on our website. We welcome any and all feedback. * Contact: Robin Rice, EDINA and Data Library, University of Edinburgh, UK. E-mail: R.Rice@ed.ac.uk
