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ABSTRACT 
The column rank of an m x n matrix B with entries in A is the dimension 
of its column space, and the factor rank of B is the smallest integer k such 
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We consider matrices whose entries can be viewed as elements of different, but 
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1. INTRODUCTION 
Suppose that A is a field, and let Mm,n(A) denote the set of m x n 
matrices with entries in A. If B E M,,,(A), recall that the column rank 
of B is the dimension of the column space of B, while the factor rank of 
B is the smallest integer k such that B can be factored as B = XY where 
X E Mm,k(A) and Y E Mk,+(A). It is well known that the column rank 
is the factor rank in this situation. 
However, we can also consider matrices whose entries come from another 
kind of algebraic system, such as a semiring or Boolean algebra. In this 
different context, the notions of column rank and factor rank of a matrix can 
still be defined, but the two ranks do not necessarily agree. Indeed, Beasley 
and Pullman [2] compared the column rank and the factor rank for matrices 
over zero-sum-free (or antinegative) semirings, Boolean algebras, and chain 
semirings and found that except for small values of m and n, the two ranks 
did not agree in general. Later, Beasley and Song [5] extended this study 
to include real rank, where the algebraic system was a subsemiring of the 
real numbers. 
In this paper we continue the study of column rank and factor rank, 
but instead of fixing the algebraic system and comparing the two ranks (as 
in [2] and [5]), we will hx the type of rank and compare its values when the 
matrix is considered over different algebraic systems. For example, we can 
consider the matrix 0 1 1 
A= 10 1 
I 1 1 1 0 
as a matrix over R, the real numbers, or as a matrix over Zz, the integers 
modulo 2. Considered as a matrix over R, the rank (i.e., column and factor 
rank) of A is three, while considered as a matrix over Zs, the rank of A is 
two (the third column is the sum of the first two). More generally, given 
semirings K and L, suppose that A is a matrix which can be considered 
either as a matrix over K or as a matrix over L. Under what circumstances 
is the column (factor) rank of A over K equal to the column (factor) rank of 
A over L? Less than? Is there any relationship? We will investigate these 
questions for several well-studied semirings, including the reals, the non- 
negative reals, the integers, the nonnegative integers, the integers modulo 
a, finitely generated Boolean algebras, and chain semirings. 
In Section 2, we give necessary definitions and preliminary results, and 
in Section 3, we establish some general inequalities for rank functions. 
Section 4 looks at the case of equality of ranks, while in Section 5, we 
investigate the Smith normal form over Euclidean domains, and use it to 
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find the rank of matrices over the ring of integers modulo q. 
2. PRELIMINARIES 
A semiring is an algebraic system which satisfies all the axioms of a ring 
with identity except that not all elements need have an additive inverse. 
Many combinatorially interesting semirings have the property that zero is 
the only element with an additive inverse. These are called zero-sum-free 
semirings. (Others, including Beasley and Pullman (2-41, use the term an- 
tinegatiwe for such semirings.) Examples of zero-sum-free semirings include 
the nonnegative integers Z+, the nonnegative reals R+, and the nonnega- 
tive rationals Q+. The Boolean algebra of subsets of a k-set, denoted Bk, is 
also a zero-sum-free semiring, where addition corresponds to set union and 
multiplication corresponds to set intersection. In the sequel, we will often 
want to consider Bk to be a subsemiring of Bj when k 5 j. This is easily 
accomplished by considering the j-set for Bj to be {ai, ~2,. . . , aj} and then 
associating Bk with the isomorphic subsemiring of Bj consisting of the set 
of all unions and intersections of {al}, {a~}, . . . , {Q-I}, and {ok,. . . ,aj}. 
Henceforth we will assume that Bk is a subsemiring of Bj whenever j 2 k. 
Let 2 be a set of two or more elements which is totally ordered by 
I. Further, suppose that 2 contains both a universal lower bound and 
a universal upper bound. If for each x,y E Z we define addition and 
multiplication by 2 + y = max(z, y) and my = min(z, y), then the resulting 
algebraic structure is a chain semiring. In particular, the chain semiring 
generated by the numbers in the interval [0, l] is denoted F, and is called 
the fuzzy numbers. Evidently, a chain semiring is another example of a zero- 
sum-free semiring, and, as above for the Boolean semirings, a chain semiring 
that is a subset of another may be considered a subsemiring by appending 
the zero and identity of the larger to the smaller. Henceforth we will assume 
that a chain semiring that is a subset of another is a subsemiring. 
Given any semiring S, we denote the set of m x n matrices with entries 
in S by Mm,+(S). Add’t’ r ion of vectors (m x 1 matrices), addition and 
multiplication of matrices, and scalar multiplication are defined as if S were 
a field. A set of vectors is a semimodule if it is closed under addition and 
scalar multiplication (others, including Beasley and Pullman [2-41, refer to 
such a set as a vector space). A subset W of a semimodule V is a spanning 
set if each vector in V can be written as a sum of scalar multiples (i.e., a 
linear combination) of elements of W. 
As for fields, we can define two notions of rank for a matrix A E 
M,,,(S). The column space of a matrix A is the semimodule spanned 
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by the columns of A. Since the column space is spanned by a finite set of 
vectors, it contains a spanning set of minimum cardinality; that cardinality 
is the column rank of A, xs(A). (Others, including Beasley and Pullman 
[2-41, refer to a spanning set of the column space of minimum cardinality as 
a basis of the column space, and to the cardinality of a basis as the dimen- 
sion of the column space.) The factor runlc of A, @s(A), is the minimum 
integer k such that A can be factored as A = BC, where B E Mm,k(S) 
and C E Mk+(S). 
Our goal here is to compare the values of xs(A) [or q&(A)] as S varies 
over some familiar semirings such as R, R+, Z, Z+, Z,, and Bk. The fol- 
lowing example sets the stage. 
EXAMPLE 2.1. Let 
A=; ;. 
[ 1 
ThenAcan beconsideredas beinginanyofMz,z(R), Mz,z(R+), Mz,z(Z), 
Mz,z(Z+), or MQ(Z,) for any a > 4. We have q&(A) = 2 if S is R, Rf, Z, 
Z+,or Z, with a relatively prime to 6. But #z,(A) = 1, since over Zs, 
Note that XZ, (A) = 1, and for each of the other semirings considered above 
we have xs(A) = 2. 
3. RANK INEQUALITIES 
In this section, we establish some general theorems about the ranks of 
matrices whose entries lie in two related semirings. 
Suppose that K and L are semirings and that E: K ----f L is a semiring 
homomorphism. We identify an m x n matrix A = [aij] whose entries lie 
in K, with the m x n matrix E(A) whose (i, j)th entry equals t(aij). Thus 
5 : Nn,,W --+ Mn,n(U 
and any matrix A E Mm,n(K) can be viewed as a matrix Z(A) E Mm,n(L). 
Our first result can be summarized as follows: a homomorphism does 
not increase the factor rank.. 
THEOREM 3.1. Let K and L be semirings and c: K + L be a semiring 
homomorphism. Then @K(A) 2 &(E(A)) for every matrix A E Mm,n(K). 
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Proof. Let A E Mm,n (K) with $K(A) = k. Then there exist matrices 
B E Mm,k(K) and C E Mk,n(K) satisfying A = BC. Since 6 is a semiring 
homomorphism, 
E(B) z(C) = [ $<(4,)c(crj)] 
= [c( $birc.j)] =Z(BC) =Z(A). 
Since E(B) E Mm,k(L) and Z(C) E Mk,,(L), we have that ~L(E(A)) I k. 
??
If K is a subsemiring of L, then the canonical injection of K into L is 
a homomorphism, and hence by Theorem 3.1 
#K(A) L AL for each matrix A E M,,,(K). 
In this case, we abbreviate the above to C$K 2 4~. 
COROLLARY 3.1.1. If K is a subsemiring of L, then 4~ 2 4~. In 
particular, 
(1) if .j 2 k then $B,, >_ #B,; 
(2) &+ 2 &, C#JZ L q5p, and $p > $R for any subring P of the reals 
with identity; 
(3) 4z+ 2 4~+ and4 p+ 2 dR+ for any subsemiring with identity, Pf, 
of R+. 
Let A = [aij] b e an m x n matrix whose entries belong to a semiring S. 
We define the pattern of A to be the m x n matrix 2 = [izij] where h,j = 0 
if aij = 0 and ?iij equals the multiplicative identity of S otherwise. 
COROLLARY 3.1.2. Let S be a zero-sum-free semiring with multiplica- 
tive identity 1. Then $&(ii) <_ &.(A) for all matrices A E Mm+(S). In 
particular, if A is any (0,l) matrix, then 4B1 (A) L &(A). 
Proof. The mapping < : S ---f B1 defined by <(a) = 0 if a = 0, and 
[(a) = 1 otherwise, is a semiring homomorphism. The result now follows 
from Theorem 3.1. H 
COROLLARY 3.1.3. Let a and b be integers with a, b 2 2. Suppose A is 
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a matrix with entries in (0, 1,2,. . . ,a - 1). Then 
Proof The canonical mappings n: 2 -+ Zab and 11’: z,b -+ Z, of a 
ring into a factor ring are homomorphisms. The corollary follows from 
Theorem 3.1. ??
The following theorem and its corollaries are the column rank analogs 
of Theorem 3.1 and Corollaries 3.1.1, 3.1.2, and 3.1.3. 
We start by showing that a homomorphism does not increase the column 
rank. 
THEOREM 3.2. Let K and L be semirings and E: K + L be a semiring 
homomorphism. Then XK (A) > XI,(E(A)) for every matrix A E Mm,n(K). 
Proof. Let x1,x2,..., xk be column vectors in M,,r(K) which span 
the column space of A. Since [ is a homomorphism, [(xl), [(x2), . . . , C(q) 
spans the column space of E(A), and hence XK(A) > XL(Z(A)). ??
Corollaries 3.2.1, 3.2.2 and 3.2.3 follow from Theorem 3.2 by arguments 
similar to the proofs of Corollaries 3.1.1, 3.1.2, and 3.1.3. 
COROLLARY 3.2.1. If K is a subsemiring of L then XK 2 XL, that is, 
XK(A) > XL(A) for every matrix A E Mm,n(K). In particular, 
(1) if -fj > k then XBk > XB, ; 
(2) xz+ 2 XZ, xz 2 xp, and xp 2 XR for any subring with identity, P, 
of the reals; 
(3) xz+ 2 xp+ and xp+ > xR+ for any subsemiring with identity, P+, 
of R+. 
COROLLARY 3.2.2. Let S be a zero-sum-free semiring with multiplica- 
tive identity 1. Then x~,(?r) 2 xs(A) for all matrices A E Mm+(S). In 
particular, if A is any (0,l) matrix, then XBI (A) I xs(A). 
COROLLARY 3.2.3. Let a and b be integers with a, b 2 2. Suppose A is 
a matrix with entries in (0, 1,2,. . . , a - 1). Then 
xz,,(A) I xz,,,(A) I xz(A). 
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4. THE CASE OF EQUALITY 
In the preceding section, we established some general inequalities for 
factor and column ranks of matrices over various semirings. It turns out 
that equality holds in certain cases. For example, it is well known that for 
any matrix with integer entries &(A) = OR and xz(A) = XR(A). In 
this section, we discuss the case of equality for other types of semirings. 
THEOREM 4.1. Suppose that Cl and Cz are chain semirings and that 
Cl is a subsemiring ofC2. i’fA E Mm+(C,), then @c,(A) = &,(A) and 
xc, (A) = xc,(A). 
Proof. Since Ci c C2, we have 4c,(A) >_ q5c,(A) and xc,(A) 2 
xc2 (A) by Corollaries 3.1.1 and 3.2.1, respectively. Let C(A) be the chain 
semiring consisting of 0, 1, and the entries in A. If A can be factored as 
A = BC where both B and C have their entries in C(A), then B is also in 
M,,k(Cl) and C is also in Mk,n(C~). It follows that &(A)(A) 2 &,(A). 
Let I: C2 --t C(A) be the map such that 
where 
S(z) = {y E C(A) : y < z}. 
If x1,x2 E C2 with xi 5 x2, we find that S(zi) C S(x2) and hence c(xi) 
<_ <(x2). It now follows that < is a homomorphism from Cz to C(A). 
Evidently Z(A) = A, and so by Theorem 3.1, we have 
cbc, (A) 2 dt(~)(=:(A)) = &Z(A) (A). 
But &Z(A) (A) 2 4c, (A), and consequently &-,(A) = &,(A). An analo- 
gous application of Theorem 3.2 shows that xc*(A) = xc,(A). ??
Our next result generalizes some remarks made by Kirkland and Pullman 
[6] on the ranks of Boolean matrices. The proof follows along the lines of 
that of Theorem 4.1. 
THEOREM 4.2. Suppose that j 5 k, so that Bj c Bk. If A E 
M m,n (I$), then IBM = IBM and XB~(A) = XB*(A). 
COROLLARY 4.2.1. For any (0,l) matrix A, any chain semiring C 
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which contains 0 and 1, and any integer k with k 2 1, we have 
and 
IBM = IBM =&(A) =+F(A) 
Proof. By Theorem 4.2, f$B1 (A) = $Bk (A) for any k 2 1. Further, the 
Boolean algebra Br is also a chain semiring and it is contained in any chain 
semiring C, and in particular, in the fuzzy numbers F. Thus by Theorem 
4.1, both @c(A) and &(A) are equal to #B1 (A). A similar argument works 
for column rank. ??
Suppose that K is a subsemiring of L. Let @(K,L,m,n) denote the 
maximum integer j such that there exists a matrix in JU~,~(K) with factor 
rank j and for every A E JM~,~(K) with c$K(A) 5 j we have q5~(A) 
= @L(A). We define X(K, L, m, n) in a similar way. Note that @,X 2 0, 
since for any semiring S, &(A) = 0 [or xs(A) = 0] if and only if A is the 
zero matrix. We have established the following equalities: 
and 
+Bj = $Bk and XBi = XBL for any j 5 k, 
63, = $c, and xc1 = xcz 
for any chain semirings Cr and CZ with Cr c Cz. 
Further, from the results in the preceding section we have shown that 
for any matrix A E Mm+(R+), 
dB~(z) <h+(A), xB~(z) <xR+(& (1) 
and that 
+I%+ I dJz+, (2) 
$R < $R+, (3) 
+z, I 4z,, for any positive integers a and b, (4) 
#z, 5 4z for any positive integer a, (5) 
xR i xR+, (6) 
XR+ 5 xZ+. (7) 
We will show that equality does not hold in general for any of (l)- 
(7). Our approach will be to investigate the values of @(K, L,m,n) and 
X(K, L, m, n) for appropriate semirings K and L. 
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First we will look at (1). 
EXAMPLE 4.1. Let 
0 1 1 
M= 1 0 1 
[ 1 1 1 1 
Then 4~~ (M) = 2, since M is evidently not rank 1, and 
-_F !I[: :’ :] 
(here the arithmetic is Boolean). However, with M considered as a real 
matrix, a straightforward calculation reveals that &(M) = 3. Thus, by 
the inequality (3), $R+(M) = 3. 
Also, the Boolean column space of M is spanned by the vectors 
[y] and [i], 
so that XB1 (M) = 2. Since XR+(M) 2 4~+ (M), we find that XR+(M) 
= 3. Consequently, M provides us with an example to show that strict 
inequality can hold in both parts of (1). 
The following result is easily established, and can be found in [a]. It 
will help us to extend Example 4.1 to m x n matrices with m, n > 3. 
PROPOSITION 4.1. Suppose that S is a semiring, and that A is a p x q 
matrix over S. If 
(where the zero block on the diagonal has arbitrary 
= 4(A) and x(B) = x(A). 
dimensions), then Cp( B) 
The theorem below follows from Example 4.1 and Proposition 4.1. 
THEOREM 4.3. Suppose that A E Mmsn(R+). If min(m,n) I 2, then 
@Bl(x) = d,+(A) and XBI( 2) = XR+(A). On the other hand, if m, n - 
>_ 3. there is a matrix M E Mm,n(R+) such that $B~( M) < @R+(M) and 
XBl(Q) <xR+(M). 
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Our next example gives some insight into inequalities (2) and (7). 
EXAMPLE 4.2. Let 
Then 
2 0 3 
M= I 1 1 1 3 4. 1 9 
from which it follows that 4~+ (M) = 2. From (2) we see that &+ (M) 2 2, 
and we claim that in fact @z+(M) = 3. 
To see the claim, suppose that M can be factored over Z+ as [VI ( vp]W, 
where W is 2 x 3. Since the vector 
0 [I 1 3 
is a linear combination (over Z+) of vr and vg, we can suppose without 
loss of generality that 
0 [I 1 LVl 3 
(where the inequality holds entrywise). Thus the first entry of vr is 0, so 
that the first entry of v2 cannot be 0, and it follows that 
Since 
[ 1 i is also a linear combination (over Z+) of vr and ~2, we find that 
v2 must equal i . [ 1 But then we must have 
[i] =x[:] +y[i] with x,yEZ+, 
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which is impossible. Thus we see that &+ (M) = 3 > 4~+ (AI). 
Next, let N = [2 31. The second column of N is $ times the first, so 
xn+ (N) = 1. However, no integer multiple of the first column equals the 
second, and vice versa, so we see that xz+(N) = 2 > xn+(N). 
The example above will help us establish the following. 
THEOREM 4.4. 
$ min(m,n) = 2, 
otherwise, 
and 
X(Z+, R+, m, n) = 1. 
Proof. Both equalities are obvious if min(m,n) = 1, so we suppose 
in the sequel that min(m,n) 1 2. From Example 4.2 and Proposition 
4.1, we need only show that if A E Mm,n(Zf) and &+(A) = 1 then 
$z+ (A) = 1 in order to establish the formula for a. Suppose that we 
have such a matrix A. Then A = uvt, where u and v are vectors with 
entries in R+ . Let u, be a nonzero entry in u, and note that for each 
1 < j 5 m, uj/u, = alj/ali is a rational number. Write each u.j/u, 
in lowest terms as pj/qj, and let d be the least common multiple of the 
qj’s. For any k and j we have ajk = (pj/@)U& E Z+, and we see that 
each qj divides ‘1Livk. Consequently, d divides UiVk (for any k). Thus 
b = (l/d)(uiv) is a vector with entries in Z+, as is a = (d/ui)u. Further, 
A = abt, so that &+(A) = 1. 
As for the formula for X, we observe that any nonzero matrix has 
column rank at least 1, and from Example 4.2 and Proposition 4.1, we 
always have a matrix M E Mn,n(Zf) with xn+(M) = 1 and xz+(M) = 2 
whenever n > 2. ??
Suppose that A E M,,,(R+); if @R(A) = 1, then each column of A 
is a multiple of the first nonzero column of A. Consequently, each column 
of A is a nonnegative multiple of that column, and hence 4n+ (A) = 1 as 
well. Thus we have @(R+,R,m,n) 2 1 and X(R+,R,m,n) 2 1. The 
next result establishes more. 
THEOREM 4.5. Let A E Mm,n(R+). 1j&~(A) = 2 then &+(A) = 2. 
If xn(A) = 2 then XR+ (A) = 2. 
PYOO~. Suppose that A E Mm,n(R+). First we will show that XR(A) 
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= 2 implies XR+ (A) = 2, by using induction on n. Certainly that statement 
holds for n = 2 [since X(R+, R, m, n) 2 11, so suppose that it holds for 
somen>2. IfAEM m,n+~(R+) and XR(A) = 2, let the columns of A 
be ci,cs,.. . ,c,+l, and let B = [cl ( c2 1 ... 1 c,]. If XR(B) = 1, then 
certainly any column of A can be written as a linear combination over R+ 
of cn+r and a nonzero column of B, so that XR+(A) = 2. 
If XR(B) = 2, then XR+(B) = 2 by the induction step; hence there 
are columns ci and cj of A such that of cl, 13,. . . , cn can be written as a 
linear combination over R+ of ci and cj. Further, since XR(A) = 2, we 
have xc,+1 + yci + zcj = 0 for some z, y, z E R. The c’s have nonnegative 
entries, so one of x, y, and z is positive while another is negative. It follows 
that there are numbers CY and p in R+ such that one of the following holds: 
c,+r = crci+&,ci = a~,+1 +,L$, or cj = a~,+1 +,Bci. Inthefirst case, 
ci and cj span the column space of A over R+, in the second case, c,+r 
and cj span that space, and in the third case, c,+i and ci span the space. 
Thus, xR+ (A) = 2, which completes the induction. 
Finally, to see that $R(A) = 2 implies that #R+(A) = 2, notice that 
if &(A) = 2 then XR(A) = 2 also. By the argument above, we see that 
&+(A) = 2, and since $R+ (A) I XR+(A) (See [2]), we have #R+(A) i 2. 
But @R+ and XR+ agree on matrices of rank 1 and rank 0, so we find that 
+R+(A) = 2 also. ??
EXAMPLE 4.3. Let 
M= 
a straightforward calculation shows that &(M) = 3. By Corollary 3.1.2, 
~B~(W 2 ~R+(W, and from [l] IBM = 4. Thus we have &+(M) 
= 4. Further, since c$R+(M) 5 XR+(M), we see that XR+(M) = 4, while 
#R(M)=xR(W= 3. 
Using Theorem 4.5, Example 4.3, and Proposition 4.1, the following 
corollary can be proved. 
COROLLARY 4.5.1. 
1 if min(m,n) = 1, 
@(R+,R,m,n) = X(R+,R,m,n) = 3 if min(m,n) = 3, 
2 othenuise. 
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We have shown that the inequalities (l)-(3), (6) and (7) cannot be 
replaced by the corresponding equalities in general. The next section will 
address the inequalities (4) and (5). 
5. FACTOR RANK AND EUCLIDEAN DOMAINS 
Let & be a Euclidean domain, and let Q denote its field of quotients. 
Assume that m and n are positive integers with m 5 n, and let M 
= [mijl E J%,~(&). S ince any matrix with each of its entries in & has 
its entries in Q, we have 
4&(M) 2 &CM) = XQ(M). 
We show equality holds by considering the Smith normal form of M. 
Recall that there exist invertible matrices P E Mm(E) and R E Mn(E) 
such that P-l E Mm(E), R-l E Mn(E), and PMR has the form 
where 0 is the m x (n-m) matrix of O’s and D is an m x m diagonal matrix 
whose main diagonal entries are dl, . . . , d,, 0,. . . ,O and satisfy di # 0 for 
1 5 i < T and d, ( di+l for i = 1,. . , T - 1. The number r is determined 
by M, and the di are unique up to associates. The matrix [D 0] is the 
Smith normal form of M. 
THEOREM 5.1. Let E be a Euclidean domain with field of quotients Q. 
Suppose M E Mm,n(E). Then 
&(M) = x&(M). 
Proof. Let P and R be invertible matrices with inverses in Mm(E) and 
M%(E), respectively, such that PMR has Smith normal form (8). Since P 
and R are invertible, the rank of M over Q equals the rank of PMR over 
&. Thus the number T is the rank of M over Q. Since P-l E M,(E) and 
R-l E Mn(E), we have that 
M = (P-l[D O])([Iv $0 O]R-l). 
It follows that M is the product of an m x r matrix with entries in & and 
an r x n matrix with entries in E, and hence that d&(M) 5 r. The theorem 
now follows. ??
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Let Z be an ideal of E. Since & is a principal i&al domain, Z = a& for 
some a E &. Let M = [mi,j] E M,,,, and let M be the m x n matrix 
obtained from M by replacing the (i, j) entry of M with mi,j +Z. We shall 
show that the factor rank of G over E/Z is easily computed from the Smith 
normal form of M. Suppose that M has Smith normal form (8). Then z 
has the form [D’ 0] where D’ is a diagonal matrix of order n with main 
diagonal entr& dl + 2,. . . , dt + Z,O + Z, , . . ,O + Z such that dt # a&. It 
follows that M is a product of an m x t matrix over E/Z and an t x n - 
matrix over E/Z. Thus the factor rank of M over E/Z is at most t. In order 
to establish equality, we need to discuss free E-modules and presentations. 
Let n be a positive integer and 
E” = {X = (~1,. . , z~)~ : zi E E for i = 1,. . . , n}. 
Then En is a free E-module with n generators. We define the E-module with 
presentation M by 
Observe that if P and R are invertible over E, then EM and EPMR are 
isomorphic M-modules. It follows that EM is isomorphic to 
(9) 
It is well known that the uniqueness of the Smith normal form implies that 
if the E-module (9) is isomorphic to the module 
where fi 1 ft+l for i = 1,. . . , s-l,thens=r,t=n-r,andf,anddiare 
associates for i = 1, . . . , r. 
Let 
(E/Qn = (2 = (21,. . ,cc~)~ : zz E E/Z for i = 1,. . . ,n}. 
Then (E/Z)” is the free E/Z-module on n-generators. 
module presented by M to be 
We define the E/Z- 
(E’=)M = {x E (E/Z)n : Mz E 2) 
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It is clear that if M = M’ mod Mm,n(Z), then (E/Z)M and (&/Z)M/ are 
isomorphic &/Z-modules, and that if P and R are invertible matrices over E, 
then (&/Z)M and (&/Z)PMR are also isomorphic modules. Thus, (E/Z)M 
is isomorphic to the &/Z-module 
where di # aE for i = 1,. . , t and t = r, or t # r and dt+r E a&. Clearly 
& & 
a is isomorphic to the module gcd(a, &)E 
for i = 1,2,... , t. We conclude that (E/Z) M is isomorphic to the E/Z- 
module 
n-t 
E 
.&(a, 4)E 
$.~.a3 gcd(f dt)E ccjzzjz (10) > 
where di # a& for i = 1,. . . ,t and t = T, or t # r and dt+l E a&. Since 
(10) can be viewed as an &-module and gcd(a,di) 1 gcd(a,di+r) for i = 
l,... , t - 1, the decomposition in (10) is unique. Hence t, the number of 
summands of (E/Z) M not isomorphic to E/Z, is determined by the module. 
It follows that if M G M’mod M(Z), then the Smith normal form of M’ 
has at least t nonzero terms on its main diagonal, and hence M’ has rank 
at least t over &. In particular, if M z UVmod Z where U E Mm,k(&) 
and V E M+(E), then UV has rank at least t. We conclude that k > t 
and hence that the factor rank of M over E/Z is at least t. 
The above discussion implies the following theorem. 
THEOREM 5.2. Let E be a Euclidean domain and Z = aE an ideal ofE. 
Suppose M E Mm,n(&) has Smith normal form (8). Then the factor rank 
of G over E/Z equals the largest t such that dt # Z. 
Next we show that equality need not hold in (4) or (5). Consider an 
m x n matrix A with entries in (0, 1, . . , a - 1). Then &,&(A) = 0 if and 
only if A is the m x n zero matrix. The matrix 
satisfies @z,,(B) = 1 and &z(B) = 2 for any integer a 1 3. If a = 2, and 
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&z(A) = 1, then &(A) = 1. The matrix 
1 1 0 
B= I 0 11 1 0 1  
is an example of a matrix with factor rank over Zz equal to 2 whose factor 
rank over Z is larger. Thus we see that equality does not hold in (5). 
Also, since 
[: Y] 1’1 A] [-: -31 = [ii :I> 
we see that the factor rank of 
over &b is 2 for any b 2 2. Thus equality does not hold in (4) either. 
We conclude with some examples and remarks. Consider the matrix 
Let 
[ 0 0 1 1 -3 1 I . 1 P=-6 [ 0 0 10 1 and R= 
-1 -1 1 
Then the matrix 
2 0 0 
PMR= [ 0 0 6 0 1 0 0 
is in Smith normal form. Thus, viewed as a matrix over the rationals, M 
has rank equal to 2. By Theorem 5.1 the factor rank of M viewed as a 
matrix over the integers equals 2, and 
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is such a matrix factorization. By Theorem 5.2, the factor rank of %? as a 
matrix in Z, equals 0 if rnz 2, equals 1 if m = 3 or m = 6, and equals 2 
otherwise. If m = 2, then M z 0 mod m. If m = 3 or m = 6, then 
2 
ME 12 [l 0 -11 
i I 14 
Note that Theorem 5.2, immdiately implies that for sufficiently large in- 
tegers a, the factor rank of M over Z, equals the rank of M viewed as a 
matrix over the rationals. 
Consider a direct sum of matrices A @ B. Viewed as matrices whose 
elements lie in a given field, the rank of the direct sum is the sum of the 
ranks of the summands. Hence if A and B are matrices whose elements 
lie in a Euclidean domain E, then the factor rank of A @ B over & equals 
the sum of the factor ranks of A and B. If both A and B are nonnegative 
matrices, then it is also easy to see that the factor rank of A $ B over Z+ is 
also the sum of the factor ranks of A and B. However, when considering the 
factor ranks of matrices over a homomorphic image of a Euclidean domain, 
the factor rank of a direct sum of matrices is not necessarily the sum of the 
factor ranks. For example, let A and B be the 1 x 1 matrices [2] and [3], 
respectively. Then the factor ranks of both A and B over Z6 equal 1. But 
since the Smith normal form of A CD B equals 
it follows from Theorem 5.2. that the factor rank of A $ B equals 1. 
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