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KYBERNETIKA-VOLUME 22 (1986), NUMBER 1 
EFFICIENCY AND ROBUSTNESS CONTROL 
VIA DISTORTED MAXIMUM LIKELIHOOD 
ESTIMATION 
IGOR VAJDA 
Families of M. L. E.'s with likelihood functions distorted by a parameter a S: 0 are introduced 
so that a = 0 yields the classical non-distorted M. L. E.. The M. L. E. is known to be efficient 
but not robust while the distorted estimators are shown to be robust but not efficient. For quite 
general types of distortions and statistical families, the distorted estimates as well as the corre-
sponding influence curves and asymptotic variances are shown to be continuous at a = 0. Thus 
the parameter a controls the efficiency and robustness of estimators under consideration so that 
one can easily review the set of attainable compromises and select the most appropriate one. 
General location and scale families are analyzed from this point of view in more detail. 
1. INTRODUCTION 
N is the set of all natural and R the set of all real numbers. {SC, si) is a measurable 
sample space, 0* the class of all probability distributions on (SC, si), bxe3P the 
distribution with all probability concentrated at x e SC, and ^ e the subclass of all 
empirical distributions defined by the mapping 
x i-+ P„ = - £ 5X. for all x = (xt,..., xn) e 9C
n , neN . 
n i=i 
0 is a locally compact Hausdorff topological space with countable base and Borel 
sigma-algebra J", &0 = {Pe: 6 e &} < X (sigma-finite), pe = dPejdX on 0 x 9C, 
and D(9, P), with D(9, x) written instead of D(6, P„) for xi->P„, is a mapping 
0 x ^>0 h-> [ - co, co], where 3P@ u 3?& <= 3P0 cz 3P. A mapping T: SP0 i-> 0 is said 
a D-estimator if1) 
(1.1) T(P) e argmine D(Q, P) c 0 for every P e ^ 0 
and if TJx) = T(P„) for j(-> P„ is (sJn, ^-measurable for every neN. 
*) The symbol argmine D(6, P) denotes the non-empty subset of 0 at which the function 
D(6, P) of variable 9 e 0 attains its minimum value, provided the minimum exists. Otherwise 
this symbol denotes the emply subset. Analogically for argmax. 
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Various functions D have been proposed in [13] but the concept of D-estimator 
was introduced in a too narrow sense there. Namely, (1.1) was replaced by T(P) = 
= T(argmin0 D(9, P)) for every P e 2P0, where v. exp 0 i—> 0 was a fixed rule of choice. 
In the meantime we found that quite complicated topologies have to be considered 
on exp 0 if the continuity of t required in [13] has to be ensured on sufficiently 
general parameter spaces 0 and that the whole theory is considerably simpler if the 
concept of D-estimator is based on (1.1). 
The next result which follows from Theorem 1.1 of [14] is stated here for references 
later. There and in the sequel, 0 u {0*} denotes the one-point compactification 
of 0 (cf. Chap. 5 of Kelley [7]). 
Lemma 1.1. Let D(0, P) be continuous on 0 and continuously extendable to 0* 
with 
(1.2) D(B, P) < D(6*, P) for some 0 = 9(P) e 0 and every P e ^ 0 . 
Then the D-estimator T exists. 
In the present paper we are interested in D-estimators which can be interpreted 
as distorted maximum likelihood estimators (M. L. E.'s) with a distortion parameter 
a >. 0. These estimators are denoted by T" and defined as follows. Let fa, a >. 0, 
be a class of increasing, continuous, extended real-valued functions defined on 
[0, oo] and twice continuously differentiable on (0, oo) with (fju), fx(u),/«(")) -* 
-* (fo(u),fo(u),f0(u)) as a -> 0 for all u e(0, oo) where f0(u) = In u. Then T" is 
the D-estimator defined by D(6, P) = - IJO, P) where 
(1.3) lj6,P) = EpfJp9) for every 06 0 , Pe3P0, 
and where the expectations are supposed to be well-defined. Obviously, T° is the 
well-known M. L. E. Note that, if restricted to the subdomains ^ e
 c ^o> all distorted 
M. L. E.'s T" of the present paper become minimum contrast estimators of Pfanzagl 
[10]. 
Theorem 1.1. Let pg(x) be continuous on 0 with 
(1.4) EPpe > 0 for some 0 = 0(P) e 0 and every Pe&0 
and with 
(1.5) lim pjyx) = 0 for every x e 3C . 
e-+e* 
Further, let for every 9e0 u {0*} there exists an open neighborhood B(0) <= 0 
such that 
(1.6) - o o S ZpfJjimP) ^ EPfJpm) < oo for every Pe0>o , ' 
where 
(1-7) B0)P(x) = infp/x) , pS(g)(x) = sup p/yx) , 
B(S) B0) 
and where the left-hand equality in (1.6) takes place iff 8 = 0* and fJO) = - o o . 
Then V exists. 
Proof. By (1.6) and the Lebesgue bounded convergence theorem, the continuity 
of pe on 0 implies that of lj9, P) for every P e&>0. If fjQ) > - o o then the same 
argument together with (1.5) implies that lj6, P) continuously extends to 0* and 
I JO*, P) = fJO). If /a(0) = - oo then the assumption lim sup IjOj, P) > - oo 
for some 9j -> 9* together with the Fatou lemma and (1.5) leads to the contradiction 
fJO) > - o o . Therefore the continuous extendability of lj0,P) to 0* holds for 
fjQ) = - co as well. Finally, the monotony of/, together with (1.4) implies that for 
every P e ^ 0 there exists 0e 0 such that IjQ, P) > fJO). Therefore all assumptions 
of Lemma 1.1 hold for D(0, P) = —lj0,P) and the desired result follows from 
Lemma 1.1. Q 
Next we present conditions under which the estimates T"(P) tend to the M.L. E.'s 
T°(P)forPe^0. 
Theorem 1.2. Let the assumptions of Theorem 1.1 hold for all a ^ 0 and let 
for some P e SP0 there exists a compact B(P) c 0 such that 
(1.8) max IJO, P) = max IJO, P) for all a ^ 0 , 
0 B(P) 
(1.9) lim sup \IJ0, P) - l0(9, P)| = 0 , 
x-*0 + J3(J>) 
and 
(1.10) {T°(P)} = argmaxB ( P ) /o(0,P). 
Then 
(1.11) lim T\P) = T°(P) . 
ot->0 + 
Proof. Let {a,-:/e/V} be arbitrary fixed sequence tending to zero and Oj = 
= T*J(P) e B(P). By Theorem 5 of Chapter 5 of [7] there exists in B(P) at least one 
limit point 0O of {By.jeN}. If we prove 80 = T°(P) then (1.11) will be proved. 
Suppose for simplicity Oj -* 60 as j ~* oo (there exists exactly one limit point). By the 
definition of TXJ(P), IjOj, P) > IJO, P) and, by (1.9), la.(0, P) -> lo(0, P) for all 
0 e B(P). Therefore 
(1.12) liminf /„/#,., P) >. l0(d, P) for all 0 e B(P). 
J - * CO 
Take now into account the inequality 
\laj(9j, P) - l0(90, P)\ g \ljOj, P) - l0(9j, P)\ + \l0(9j, P) - l0(90, P)\ . 
By the proof of Theorem 1.1, l0(9, P) is continuous so that the second right-hand 
term tends to zero as / —> oo. The first right-hand term tends to zero by (1.9). Therefore 
la.(9j, P) -> l0(90, P). This and (1.12) imply /0(eo, P) 1 l0(9, P) for all 0 e B(P) 
which implies 00 e argmaxB(j.) l0(0, P). The rest follows from (1.10). Q 
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2. ASYMPTOTIC THEORY OF DISTORTED M. L. E's 
T" is said strongly consistent for P e 0>o if T„*(.r) -> T"(P) as n -> oo P
x - a.s. 
The next result extends the theorem of Le Cam [8] on strong consistency of M. L. E.'s. 
Theorem 2.1. If the conditions of Theorem IT hold and {V(P)} = 
= argmaxs I JO, P) for some P s&>0 then V is strongly consistent for P. 
Proof. (I) Let pjx) = supB pJKx) for every B <= 0 (cf. (1.7)) and let for every 
B c 0 
z(x,B) = mf[fJpTHP)(x)) -fjpjx))] = 
B 
= L(PT-(P)(X)) - sup fJ pjx)) = fJpT^pJx)) -fJpB(x)) . 
B 
Since 0 has a countable base, for every 0 e 0 u 0* there exist open neighborhoods 
0 => Bjjf) => B2(0) => ... with the intersection {0}. The monotony of the neighbor-
hoods implies 
z(x, B/e)) g z(x, BJ+ JO)) for every j e N 
and the continuity of pjx) implies 
lim z(x, B/8)) = fJpTHP)(x)) - fjpjx)) = z(x, 9) 
j-na 
provided peJx) = 0 on 9C. Moreover the assumption {T"(P)} = argmaxe /a(0, P) 
implies EP z(x, 0) = lJ,T«{P), P) - / / 0 , P) > 0 for all 0 under consideration different 
from Ta(P). Therefore, by the Lebesgue monotone convergence theorem, 
(2.1) lim EP z{x, B/e)) = EP z(x, 0) > 0 for every 0 e 0 u {0*} , 0 #= T"(P). 
y-> a> 
Consequently, for every 0 considered in (2.1), there exists an open neighborhood 
B{0) cz 0 such that EP z(x, B(8)) > 0. 
(II) Let B <= 0 be an arbitrary open neighborhood of T"(P). Since 0 u {0*} is 
compact, the Heine-Borel theorem implies that there exists a finite set H = {8*,6U ... 
...,0k} c 0 u {0*} disjoint with B and open neighborhoods B{9) c 0 of points 
0 e H such that 
(2.2) U B(0) => 0 - B and EP z(x, B(0)) > 0 for all 0 e H . 
eel! 
(cf. part (I) of the proof). Obviously, T*(x) e B if x e An where 
A„ = {xe^:ifJpTlP)(Xi)) - s u p f L(p/x;)) > 0} . 
; = i e - B i = i 
(III) To prove the desired statement take first into account that the inclusion 
in (2.2) implies 
max sup fjfjp0(xl)) ^ sup J^fJpJ.x)), 
fleH B(S) i= 1 0 - i J i = l 
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for every x e X". Therefore 
A„ a A„ = { x e T ' : max( £L(;>r(P)(x,.)) - sup iUPe(x,))) > 0} . 
OeH i = l B ( 9 ) [«! 
Since for every x e 9Cn 
i*npfM*d)z™vifM*D). 
> = 1 B(9) B(8) i = l 
it holds 
A„ => A„ = {x e 3f": max £ z(x., B\e)) > °} • 
8 s H i = l 
Further, the right-hand inequality in (2.2) and the strong law of large numbers 
imply that there exists a measurable set A c 9C" with P°°(A) = 1 such that for 
every infinite sequence x™ = (xu x2, •••) e A there exists nx«, such that (xt,..., x„) e 
e A„ for all n > nx™. This however implies that T*(x) tends P
00 - a.s. to T\P) 
for the above established inclusions A„ c: A„ d A„ together with part (II) of the proof 
imply that the event x e A„ results in that T*(x) belongs to the neighborhood B 
of TX(P). • 
In the rest of this section we consider the following 
Regularity assumptions. Let 0 a Rm for m e N, let us consider the Euclidean 
B'"-topology on 0, let int 0 =p 0, let for every a > 0 and P e # 0 c ^ there exist 
derivatives 
(2.4) Ue,P) = ^lf9,P)=EP[fXPo)Po'] 
(2.5) r£6, P) = t A Y If 9, P) = EP[f:(p0) PoP'o + f'aiPo) Po] 
with components continuous on int 0, where (djd9f == (djd6u ..., dj80„) (throughout 
the paper the superscript T denotes the matrix transposition) and 
(2-6) p'o = — Po , Po = ( — ) Po , ^xPo = E;X' = 0 , 
ad \ddj 
and let SPa be a convex subclass of 0*. 
We shall say that QP: X H-» 0 is an influence curve of an estimator T: 3P0 t~* 0 at 
P e ^ 0 if for every xe 3C 
(2.7) QP(x) = lim
 J^P->') ~ T(P) , where P£ x = (1 - e ) P + £<5V for ee(0,1). 
£ ^ 0 + £ 
Theorem 2.2. Let the assumptions of Theorem 2.1 hold for some P e 0O and let 
T\P) e int 0, det K(T%P), P)] 4= 0, and 
(2.8) lim T%P8X) = T%P) for all x e °J . 
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Then the influence curve of Ta at P exists and is given by 
(2.9) QP(x) = - IJT\P), P)-
1 il>P(x), ^ ( x ) = fJpT*(P)(x)) p'T.iP)(x). 
Proof. Let x e 3C be arbitrary fixed. Since 5xe0>e c 0>o and since 0>o is convex, 
P£ x e 0>o and T*(P£X) exists for all e e [0, 1]. Further, since for all sufficiently small 
e > 0 it holds 
\JT\P),P) = 0, 
(2.10) VjT\P£X),P£X) = 0, 
IjTjP), P£x) = (1 - e) IjTjP), P) + eljT\P), 1{X)) = 
= e\j/P(x) (cf. (2.9). (2.4) and (2.10)), 
it also holds 
ljT"(P), P£X) - VJT\P£X), P£_x) = e\lfP(x). 
By the mean value theorem applied coordinatewise to the function L(u) = lJuT*(P) + 
+ (1 - u) T%Pex), P£X), u e [0, 1], each coordinate of the left-hand difference is 
equal to the corresponding coordinate of 
I'aK Pe,x) (T
X(P) - T"(P£iX)) 
where 6£, possibly depending on the coordinate, tends to T(P) as 8 -* 0 (cf. the 
assumption (2.8)). Therefore 
(2.11) IJ9£, P£ x)
 T ^ ^ , ^ ) ~ T"(P) = -fp(x) for all sufficiently small e > 0 . 
8 
On the other hand, by (2.5), 
l'Xdt> pe,v) = (1 - <0 IJ0£, P) + elje£, dx), where P, Sx e 0>o . 
Since we assume that iJO, P) is continuous on int 0 for every P e g/>0 and since 
0£ e int 0 for all sufficiently small 8, the last identity implies 
lim rje£, P£ x) = ljT(P), P). 
£-»0 + 
This together with (2.11) implies that the limit QP(x) defined by (2.7) with T replaced 
by T* exists and satisfies (2.9). • 
Theorem 2.3. Let the assumptions of Theorem 2.2 hold, let all components of the 
m x m matrix £P(QPQP
T) be finite and let for every & e int 0 there exists' an open 
neighborhood B(8) c 0 such that 
(2.14) EP sup (p
2
e < oo 
B(«) 
for all components cpg of the matrix fa(Pe) POP7 + fJPo) Pe- Then ^(n) (T
x(x) — 
- T"(P)) converges P°°-weakly to N(0, B/QpQf)) as n -* oo. 
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Proof. (I) We first prove that if B„ -» 90 e int 0 as n -» oo and x -» P,„ then 
(215) lim IJ6„, P„) = ljd0, P) in P
00-probability . 
The assumed continuity of (pjx) on & for every x e f (cf. (2.14), (2.5)) together 
with (2.14) and with the Lebesgue bounded convergence theorem imply EP<Pon -* 
-» EP(p0o as n -» oo. The same argument implies that there exists c > 0 such that 
Ep((?'e„ ~ Ep'Pe,,)2 < c f° r aH ne N . 
This assumption and the Chebyshev inequality imply (cf. the proof of Theorem 2 
in Sec. VIII. 3 of Renyi [12]) 
lim - Y, (Vejxi) ~ Ep<Pe„) = 0 i11 P"-probability . 
n-oo n ;=i 
Since 
" Z Velx,) and EP<p9o = lim EP(p„n 
n i=l n->oo 
are nothing but the components of the matrices l"Jdn, P„) and lj80, P„) respectively 
(cf. (2.14), (2.5)), the statement (2.15) holds. 
(II) By Theorem 2.1, Tn
a = T,a(x) - T"(P) as n -» oo P°°-a.s. Hence for X H P„ 
and all sufficiently large ne N 
VJTZ, P„) = 0 
VjTa(P), P„) = 1 f ^ ( x . ) (cf. (2.4), (2.9)). 
n ; = i 
Therefore 
(2-16) ljT"(P), P„) - ljT„a, Pn) = - £ M
xi) • 
n ; = i 
Using coordinatewise the mean value theorem analogically as in the proof of Theorem 
2.2, we obtain 
(2.17) rjTa(p), P„) - rjT„a, p„) = rje„, p„) (T*(P) - T;) 
where 0„ -» Ta(P) as n -» oo P^-a.s. Combining (2.16) and (2.17) we get the identity 
V(n)(T„" - Ta(P)) = M„n-»2 £ QP(xt) 
;=i 
where M„ = l"jQn, P . )" * ljT
a(P), P) for all ST 3 x i-> P„ such that det (E(0„, P„)) * 0. 
By (2A5), l'j0n,P„)-+ ljT
a(P),P) in P^-probability, where det (ljTx(P), P)) * 0 
(cf. Theorem 2.2). Hence, M„ tends to the unit m x. m matrix as n -» oo in P00-
probability. The assertion of the corollary now follows from the multidimensional 
central limit theorem (cf. e.g. Andel [ l ] , p. 185), from the multidimensional version 
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of the Cramer-Slutskij theorem (cf. Fuller [4], pp. 140-145) and from the identities 
EPQP = - I^T^P), P)~
x EP^p = (cf. (2.9)) 
= -l'XT*(P), P)'1 l'x(T*(P), P) = 0 (cf. (2.9), (2.4), 2.10)) . 
Efficiency and robustness control. Let us suppose that the assumptions of 
Theorems 2.2 and 2.3 hold for a e [0, a0] , a0 > 0, and let for some Pe0>o 




It is typical that the influence curves QP are bounded on 3E for a > 0 and unbounded 
for a = 0. In this situation, choosing T" with suitably small a > 0, one estimates 
the unknown parameter in a robust manner with efficiency arbitrarily close to the 
efficiency of M. L. E. T°. Generally, one can always control the asymptotic variance 
EP(QPQP
T) and the gross-error sensitivity sup QP(x) (cf. Hampel [5]) by the parameter 
x 
a >. 0. We shall analyze this possibility in more detail in Sections 5 and 6, where 
two concrete families of distorted M. L. E.'s T", a _• 0, are considered. 
3. DISTORTED M. L. E.'s OF STRUCTURAL PARAMETERS 
0>e is said structural with a parent Poe0>(in symbols 0>0 = Po/3) if (a) 0 is a group 
with a neutral element o e 0 and with the property 9„ -* 60 for some 0„ e 0, 90e 
e&u {0*} iff 00„ -* 06o for all 0 e 0 , (b) 0 is homomorphic with a group [ 0 ] 
of one-to-one j?/-measurable mappings [0]: S£ i—> 3C, (c) Pe = p r j ? ]
- 1 for all 6 e 0 , 
where [0] "J: 9C v-+ % is inverse to [0], 
Throughout this section we consider a structural family 0>@ and the corresponding 
distorted likelihood function (1.3) satisfying the assumptions of Theorem 1.1. We 
denote OB = {99: 9 e B) for all 6e0, B <= 0 , and say that T* is equivariant if, 
for every fixed 0 6 0 and P e 0>o, it holds P [ 0 ]
_ 1 e 0>o and 
(3.1) argmaxe Ia(#, P [0 ]
_ J) = 0 argmax8 4(0, P ) . 
Theorem 3.L If there exist bounded continuous mappings A: 0 -* (0, co), B: 
: 0 -> ff such that 
(3.2) Ja(0, P[0]~
J) = A(0) /a(0"
 x0, P) + 5(0) for every 9,9~ e0 , P e 0>o , 
and either ^ 0 = ^ or ?«(0*, P) = - oo for all P e ^ 0 then T
a is equivariant. 
Proof. Let 9 e 0 , P e 0>o be arbitrary fixed. Generally Pe0o implies P [ 0 ]
_ 1 e 0>o, 
for if £^0 4= & then Ia(0", P[0]
_ 1 ) satisfies the assumptions of Theorem 1.1 iff la(9, P) 
does so. Therefore P[9]-1e0o. Further if (1.14) holds then lx(9~0, P[0]
_ 1 ) = 
= max 1,(0, P [0 ] _ 1 ) iff la(B, P) = max IJ8, P) for 0 = O"
1 ^ . In other words, 
ij0 e argmaxe IJS, P[0]
_ 1 ) iff 0O = 00 for 0 e argmax0 la(S, P), i.e. (3.1) holds. Q 
Denote [0] . x = ([0] (*,), ..., [0] (*„)) for every x e ST. It holds x -* P„ iff 
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[0] . x -»• P„[0]"1 . Hence, in the case {T„"(x)} = argmaxe lx(8, P), (31) takes on the 
well-known form 
(3.3) T„7([0] . x) = 0 T„"(x) for all 0 e 0 . 
Theorem 3.2. Let for a structural family 0>e the conditions of Theorem 1.1 hold, 
let V be equivariant and let {V(P)} = argmax0 la(9, P) for some P e ^ 0 . Then 
T"(x) Ta(P)_1 -> 0 as n -» oo (P["]-1)00-a.s. for all 0 e 0 . 
Proof. If {T*(P)} = argmaxe ZB(0, P) then, by (3.1), {T
a(P[0]""1)} = {0 V(P)} = 
= argmaxQ lj8, P[0]
_ 1 ) for every fixed 0 € 0 . This implies that the assumptions 
of Theorem 2.1 hold for all P = P [ 0 ] " \ 0 6 0 . Hence, by Theorem 2.1, T*(x) -> 
•-* TtTM"1) = 0 V(P) as n -» oo (l»[e]--)"-a.s. But, by the assumption (a) 
in the definition of structural family, this implies the desired statement. • 
Theorem 3.3. Let the assumptions of Theorem 3.2 hold, let 8d = A(0) 0 + a(8) 
for all 8,8 e 0 and for some m x m or m x 1 matrix functions A(0) or a(8) with 
real-valued components, and let for all x e SC and all sufficiently small e > 0 
(3.4) {Pa(P£.x)} = argmax0 lx(8, PB_X) (cf. (2.7)) . 
Then the influence curve Q% of V at P[0] " 1 exists if Qp exists and 
(3.5) Q%(x) = A(0) QP([0]~
1 (x)) for every xeSC , 0 6 0 . 
If, moreover, 00 = B(8) 8 + b(8) for all 0, 8 e 0 and for some matrix functions 
5(0), b(8) with real-valued components, then the influence curve Q"B of the 'right-
modified version' V = TV(P)~1 of V (cf. Theorem 3.2) at P[0]~x exists iff the 
influence curve QP of V at P exists and 
(3.6) Q*(x) = C(0) ^ P ( [ 0 ] " 1 ( X ) ) for every x e f , 0 6 0 , 
where 
(3.7) C(0) = A(8)B(V(Py1). 
Proof. Put Pe = P [ 0 ]
_ 1 . It holds 
(3-8) (Pel,. = (PM"1),,. = - W - M M " 1 
for all ee(OA) and x e f , 0 e 0 . Therefore, by (3A), (3.4) and by the linear represent-
ation of the associative group multiplication, 
V((Pe\x) - V(Pe) = 0 T%Pcm.Hx)) - 8V(P) = 
= A(8)(V(P,m-Hx))-V(P)). 
Therefore, by the definition of Q% and Qp (cf. (2.7)), Q% exists if Qp does so and the 
identity (3.5) holds. Replacing V by T* = VV(P)"1 we get from (3.8) 
V((Pe\x) - TiPe) = C(8)(V(P,i0rHx)) - V(P)) 
with C(0) given by (3.7). This identity and the preceding result imply the second 
assertion of Theorem 3.3. • 
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Theorem 3.4. Let the assumptions of Theorems 3.3 and 2.3 hold. ThenN/(n) (T?(x) — 
- T"P[6y1)->N(0,A(9)EP(QPQ?)A(8y) for all 0 e int 0 and J(n)(T*(x)-
-6)-* N(0, C(9) EP(QPQf) C(0)
T) for all 0 e int 0, where QP and C(0) are as 
in Theorem 3.3 and both convergences are (P[0]-1)°° - weak as n -» co. 
Proof. If the conditions of Theorem 2.3 hold for P then, by (3.5), they hold for 
all P [ 0 ] _ 1 with 0eint<9. Therefore, by Theorem 2.3, 
V(n) (Tn\X) - r (P[0]~»)) -> N(0, EP[ar .(fljflf)) (P[0]"^--weakly. 
But by (3.5) it holds 




so that the first convergence is proved. At the beginning of the proof of Theorem 3.2 
it was proved that T^Pfe] - 1 ) = 0 T*(P) for all 0 6 0 . Therefore f ^ P ^ ] - 1 ) = 
= T%P[0r ^ T^P)-1 = 0 for all 0 e 0 and, consequently, 
V(n)(f;(x) - 0) = v(n)[T„"M TIT)-1 - Twn nT)-1] = 
= p(T='(p)-1)V(„)(T;(x)-r(p[0]-1)). 
Thus the second assertion of Theorem 3.4 follows from the first one. • 
4. IMPLICATIONS FOR M. L. E.'s 
In the present section we summarize some implications of the general theory 
of Sections 1 -3 for the M. L. E.'s T°. Remind that T° is defined in the present 
paper by the condition T°(P) e argmax0 Zo(0, P) for all PB0>OZD 0>e\j 0>e, where 
&>e is a family of theoretical distributions dominated by a sigma-finite measure X 
with densities pg(x) on 0 x 9C, 0>e is a family of empirical distributions and 
(4.1) /o(0, P) = EPf0(pe) = Ep In pg for all 0 6 0 , P e ^ 0 . 
We shall consider the following conditions concerning 0>e and 0>o: 
A 1: pe(x) is positive and bounded on 0 x SC, 
A 2: p9(x) is continuous O B 0 x f with lim pg(x) — 0 for every x e 3C (cf. (1.5)), 
0-»8* 
A 3 : for every 0"e<9 there exists an open neighborhood B(S) <=. 0 such that 
EPIn (inf pe) > - c o , 
A 4: p8 = p0 A-a.s. for no different 9,Se0, 
A 5: p9(x) satisfies the regularity assumptions of Section 2 for a, = 0 and 
- .2(0, P) = Ep[(p'elpe) (p'elPey ~ PelPe] > 0 on int 0 for every P e 3P0. 
A 6: The squares of components of the matrix (p'elPe) (^o/Pe)T — PelPe a r e uniformly 
P-integrable in an open neighborhood of each 0 e int 0. 
Assertions similar to those that follow have been widely established in the literature 
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since R. A. Fisher [3] introduced the concept of M. L. E. We avoid the tedious 
task to list all relevant references here. 
Theorem 4.1. If A l —A3 hold then all expectations in (4.1) are well-defined 
and the T° exists. 
Proof. The first assertion follows from A 3. Since under A 1 — A 3 all assumptions 
of Theorem 1.1 hold, the second assertion follows from Theorem 1.1. • 
Theorem 4.2. If A 1 - A 4 hold then, for every fixed 0e&, 
(4.2) {T°(Pe)} = {0} = argmaxe l0(S, P,) . 
If (4.2) holds for Pg replaced by any P e3P0 then 
(4.3) lim Tl(x) = 9 P"-a.s. 
n->co 
Proof. (4.2) follows from the fact that l0(8, Pe) g l0(9, Pe) for every 8, 8 with 
the equality iff P„ — Pe (cf. Theorem 5 of Perez [9]), where, by A 4, the equality 
takes place iff 9 = 8. By (4.2) and by what has been said in the proof of Theorem 4.1, 
the assumptions of Theorem 2.1 hold for P under consideration with T°(P) = 0. 
Therefore (4.3) follows from Theorem 2.L • 
Theorem 4.3. If A 1 — A 5 hold and if for some P e 3P0 there is a unique root 
8 = 9(P) of the equation l'0(9, P) = EP(p'elpg) = 0 on int 0, then 
(4.4) (T°(P)} = {9} = argmaxe l0(9, P) 
and the influence curve of T° at P is given by 
(4.5) a°P(x) = -11(9, P)-
1 ^ l for all » f . 
Pe(x) 
For all P = Pge^0, 8e int 0, the root 9(P) is unique and equal 9 and l'0(9, P) = 
= —1(9), where 1(8) is the Fisher information of 0>0 at 9. 
Proof. (4.4) follows from the fact that, under A 5, l0(6, P) is strictly concave 
on 0. Since dxe0>e a 0>o for every x e f , l0(9, dx) = In pg(x) is strictly concave 
on © for every x e 3C as well. Therefore, l0(8, PEX) = (1 - e) l0(8, P) + E In pe(x) 
is a system of strictly concave functions tending to the strictly concave function 
l0(8, P) as e -• 0. It follows from here that (2.8) holds and, moreover, 
(4.6) {T(Pe,x)} = argmaxe l0(9, Pex). 
Since the remaining conditions of Theorem 2.2 with a = 0 under A 1 — A 5 hold 
as well (cf. A 5 and the proof of Theorem 4.2), (4.5) follows from (2.9) with a = 0 
and from (4.4). The last assertion follows from (4.2) and from the fact that 
- 11(8, P$) = EPe[{PelPe) (PelPef] ~ ^(PelPe) = K
0) ~ E^ '> w h e r e E AK = ° bY 
(2.6). • 
Theorem 4.4; If the assumptions of Theorem 4.3 and A 6 hold then V(n)-
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.(T„°(x) - 0) -+N(0, Ep(Q°PQ°P
T)) P^-weakly as n -> oo. If P = Pee&>0 for 0 e int 0 , 
then Ep(Q°pQp
T) = 7(0)_1, where 7(0) is the Fisher information of 0>@ at 0. 
Proof. By A 5, -l0(9,P) is positive definite so that -11(6, P )
_ 1 has all com-
ponents bounded. By A 6, Ep[(pfl/pfl) (p'gjpe)
T] has all components bounded too. 
Hence, by (4.5), all components of the matrix EP(QP, Qp
T) are finite. By A 6, (2.14) 
holds as well. Consequently, the first assertion of Theorem 4.4 follows from Theorem 
2.3 and the second one from Theorem 4.3. • 
In the rest of this section we consider Euclidean sample spaces X = Rm, m e N, 
with the norm | x | 2 = xxT, x e Rm, Euclidean parameter spaces 0 = Rm x [<5, <5_1], 
<5 e (0, 1), and Lebesgue dominating measures X on 9C. We introduce a general 
location and scale structure as follows. Let 0T = (p., a)e Rm x [<5, <5_1], where p = 
= (pu ..., pm) eR'" (unless necessary, we do not distinguish between (p., a) and 
(p., a)T). If we put 
(4.7) 00 = (p, a) (fi, a) = (p + afi, aa) and [0] (x) = p + ax , 
then (a), (b), (c) in Section 3 hold (0 = (p, a) -* 0* iff \\p\\ -> oo). Let 3P0 be a domin-
ated structural family with a parent density p„. It holds 
(4.8) p9(x) = — p0 (-------) for every x e f , 9 = (p,a)eO . 
Denote by M° and S° the p- and <r-components of the M. L. E. T° defined by this 
family 0>9. 
We shall consider the following conditions concerning p„ and 3P0: 
B 1: pjx) is a continuous, bounded, decreasing function of ||x|| for x e 9E, 
B 2: /o(0, P) = EPm \np0> - oo for all 0 e 0, P e 0>o. 
Theorem 4.5. If B 1, B 2 hold, then A 1 - A 4 hold too, T° exists, (T°(P9)} = {0} = 
= argmaxg, l0(d, Pg) for every fixed 6 e 0 and T„°(x) -» 0 Pfl°°-a.s. for all 0 e 0. 
Proof. The fact that A 1, A 2, A 4 follow from B 1 is clear from (4.8) and from 
the equivalence between 0 = (p, a) -> 0* and | |^| -> oo. If we prove that A 3 holds 
too, then the desired assertions will follow from Theorem 4.1 and 4.2. By (4.8), A 3 
holds if, for each fixed (fi, a) e 0 and every s < 5, 
(4.9) EP In ( max Po (- ~
 U + /l\) > - oo 
\||/t||.MS!« \ s + " / / 
(take into account the inequalities S < a < Ijd, In (a + a)~m > — m In (e + l/<5) > 
> -mln(c5 + lid)). Let l(x) = x/||x|| for all x + 0 and l(x) = (l, 0, . . . , 0 ) e S£ 
for x = 0. Since 
||x - " + p\ _ ||x - " + e l(x - p)\ 
max 
llдll.Иś« II <" + <г 
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the monotony of p„ assumed in B 1 implies 
fi + /A\ r i fx — fi + Bl(x - fi) 
EP In max p0 —-J- " = EP In p0 ' 
MI.M-* \ a + a J) \ a - s 
= m In (a — s) + EP[p __,, In pjx + e l(x)) where e = > 0 . 
<T — 8 
Since ||x + e l(x)|| < ||2x|| for | |x| > ' and since pjx + s l(x)), p„(2x) are bounded 
from below as well as from above by positive constants for | |x| < e, the monotony 
of p„ assumed in B 1 now implies that (4.9) holds provided 
EP[--_£] In p0(2x) > — co . 
But 
-PD. , . - . ] In p0(2x) = EP[p>(-_£)/2] In pjx) 
where the right-hand expectation is bounded from below by B 2, so that (4.9) holds. • 
Theorem 4.6. If B 1, B 2 hold, then T° is equivariant. 
Proof. Let 0 = (p, a), 0 = (fi, a) e 0 and P e &0 be arbitrary fixed. By (4.1) and 
(4.8), 
l0(6, P[0]-
J) = E w r , In pe = E w r l In ( J ^ [ f l ] "
1 (x))) = 
= E w r , In (\ Po([6]-i [0] [ 0 ] "
1 (x))"| = EP In (\ p o ( [0"
1 0]^ 1 (x)j) = 
= EPln ± M[^•;] w))--ta(i4^-3 w 
- In er = EP In p(,-i8 - In a = l0(0~% P) - In <r . 
Since, moreover, /0(6>*, P) = — co for all P e _ ? 0 (cf. Theorem 4.5 and the proofs 
of Theorems 4.1 and 1.1), all assumptions of Theorem 3.1 hold and the equivariance 
of T° follows from Theorem 3.1. • 
Theorem 4.7. Let B 1, B 2 and A 5 hold and let there is a unique root 0 = (n(P), 
a(P)) of the equation EP(p'eJpe) = 0 on int 0 . If P <§ X and p = dP/dA satisfies B 1 
then (i(P) = 0, 
(4.10) f„°0) = (M°„(X), %&\ -> 0 as n ^ o o (P[0]--)"-a.s. 
for all 0 = (/., o) e 0 , and the influence curve of f° = (M°, S0ja(P)Y at P[0]~-
is given by 
(4.11) Q°(x) = aCQ° f -------) for every x e f , 0 e' 0 , 
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where Qp is given by (4.5) and 
(4.12) c-Г-"!-—-1 
L 0 | l/a(P)J 
(/,„ is the m x m unit matrix) . 
Proof. By Theorem 4.4, (4.4) holds. By (4.4), T°(P) = (M°(P), S°(P)) = (fi(P), 
ff(P)). By Theorem 1 of Anderson [2] (cf. also Example 2 of Pfanzagl [11]), if p 
satisfies B 1 then, for every fixed a > 0, EP In p„>(T is maximized by \i = 0. This 
implies p(P) = 0. Since by (4.7) it holds (M°(P), 5 0 ( P ) ) _ 1 = (0, <r(P))- * = (0, ff(P)"J), 
since the conditions of Theorem 1.1 hold (cf. Theorem 4.5 and the proof of Theorem 
4.1) and since T° is equivariant (cf. Theorem 4.6), (410) follows from Theorem 3.2. 
(4.11) follows from Theorems 4.5, 4.3 and 3.3 and from the fact that A(p, <T) = 
= fflm + 1, a(fi, a) = (fi, 0)




b{џ, cт) = 0 
(cf. Theorem 3.3; by (4.6), the assumption (3.4) of Theorem 3.3 holds). D 
Theorem 4.8. If all conditions of Theorem 4.7 as well as A 6 hold, then 
(4.14) V(n) (fn°(x) - 9) -* N(0, E w r l ( < 2
0 3 e
O T ) ) (P[0]^"-weakly as n -> oo 
for the estimator T° and influence curves Q$ defined in Theorem 4.7 and for all 
6 e int 0. 
Proof. By the preceding proof, the assumptions of Theorem 3.3 hold. By A 6 
and Theorem 4.3, the assumptions of Theorem 2.3 hold for a = 0 too. Thus the 
assumptions of Theorem 3.4 hold and the desired assertion follows from Theorem 
3.4. • 
Example 4.1. Let p„(x) = (2n)~'"/2 exp (— ||xp/2) for every x e l This p„ obviously 
satisfies B 1. Moreover, by (4.8), it holds for all 8 e int © 
(4-15) 
(4.16) 
o'в(x) d , л 1 
o (x) a a V ~ H 
P (x) 
P (x) d 
ln pв(x) = 
1 '- ! t . ñ] 
т2 
2(x-џ^Ąx-џ 




Let P e 0>, P <g X, be a fixed distribution with a density p = dPjdX satisfying the 
condition B 1 with EP | |x| |
2 < oo. By (4.1), (4.15), (4.16), 
(4.17) l0(6,P)= --\m\na
2 M*!2 + lni for all 0 = ([i, a)Te0, 
and 
(4.18) ľ0( ,P)=EP~\nPв(x) = -
á a E P | | X | | 2 + M | 
м w ч " 4 5 Í ( i i H - ѓ - 2 ^ 
2 = 
• ^ t f . . 
for all 9 = (n, af e int 0. We shall prove that B 1, B 2, A 5, A 6 (consequently 
also A 1 - A 4, cf. Theorem 4.5) hold for 0>o = {F e 0>: Ep | |x | |
2 < oo} => &e u ^ e . 
Indeed, for every P e f 0 




T + l/ill -] (cf-(4.17)), 
and, analogically, (4.18) remain true for arbitrary Pe3P0 provided all dividents 
E P | x | |
2 + | ^ | | 2 are replaced by the more general divident of (4.20). B 1 is clear. 
B 2 and A 5 follow from (4.18)-(4.19). A 6 follows from (4.16) and (4.19). 
By (4.17), if for P under consideration 
-11/2 
(4.21) a(P) = — E, є(ð,ô->), 
then 6(P) = (0, a(P))T e int © is the only point of 0 which maximizes l0(6, P) on 
0 (it is at the same time the unique solution of the equation l'0(9, P) = 0 on int 0, 
cf. (4.18)). Hereafter we suppose that <5 > 0 is selected small enough so that (4.21) 
holds for P (if P = P„ then a(P) = 1 so that (4.21) holds for every 8 e (0, 1)). 
By Theorem 4.5, the M. L. E. T° = (M°, S°): &>Q -> 0 = M
m x [8, 8'1] exists. 
By Theorem 4.6, (M°, S°) is equivariant. Since {(M\P), S°(P))} = {(EPx, (E- . 
. ||x|2/m)1/2)} = argmax0 l0(G, P) for all P eSP0 (cf. (4.20) for the standard normal 
p0) and since x -> P„ e 0, c ^ 0 for all xe%",neN, (M°, S°) as well as (M°, S°/tr(P)) 
are equivariant in the sense specified in (3.3) for all x e X", n e N. By Theorem 4.7 
lim(M„°(x), S„°(X)/(T(P)) = 6 ( P ^ - ^ - a . s . for all 0 e 0 
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and, moreover, 
(4.22) Q°(x) = (x - ny 
i \\x - 4 
- i 
for every xe 9C 
\2a(P)\ma(P)2\ 
is the influence curve of (M°, S0ja(P))r at P [ 0 ] - 1 for every 0 = (ji, a) e int 0. 
The formula (4.22) follows from (4.5), (4.11), (4.12) and from the fact that, by (4.15), 
(4-1 9)> r / . XT . 
- ЩO, a(P)), P) = 








a(P)2 L 0 | 2 
(cf.(4.2l)). 
In the particular case of location, the influence curves &°(x) = Q°(x) = x — p. 
of the sample mean M° (defined by M°(P) = EpX for every Pe&>0) at P [ / . ]
_ 1 , 
/xeR, are well known (cf. e.g. Hampel [5]). For the general right-modified least 
square estimators (M°, S°ja(P)) the curves (4.22) seem to be new. Note that e.g. 
for the standard doubly exponential density p(x) = exp( — \x\)j2 it holds a(P) = 2 
while the standard Cauchy distribution is outside ^ 0 . Note also that, by Theorem 4.8, 
yj(n) (M°(x), S°(x)fa(P)) — (fi, a)) is asymptotically normal with the asymptotic 
mean zero and the asymptotic variance EPm-i(Q°£2%
T) (cf. (4.22)) for every 9 = 
= (JI, a) e int 9. If the Fisher information 1(9) of the family {P [0 ] - 1 : 0 s © } exists 
and is positive on int 0 then, using the idea employed in the end of Section 2 of 
Huber [6], one can establish the inequality Epm-1(Q°Q'lj
T) = 1(B)'
1. 
5. TYPE 1 DISTORTED M. L. E.'s 
In the present section we consider one concrete class of estimators T", a e (0, 1), 
defined by the functions 
(5.1) L(u) = 
- 1 
f'Ju) = iŕ-' , L(u) = (a 
a є [0, 1] . 
l ) м a _ 2 , м є [ 0 , oo], 
These functions are satisfying the assumptions of Section 1 and, for a 6 (0, 1), fju) 
are uniformly bounded from below by — 1/a so that the left-hand inequality in (1.6) 
is strict for all 9 e 0 and all families SP0. This fact considerably simplifies the theory 
for T", a e (0, 1), against the theory for T° presented in Section 4. Throughout this 
section we preserve the notation introduced in Section 4 and the preceding sections 
and we consider 3P0 = 3P. 
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Theorem 5.1. If A 1, A 2 hold then all T*, a e (0, l), exist. 
Proof. All assumptions of Theorem 1.1 follow from A 1, A 2 and the desired 
assertion follows from Theorem 1.1. • 
Lemma 5.1. If A 1, A 2 hold and, moreover, 
A*3: Pe(x), p'g(x) defined in (2.6) are continuous and pg(x) p'jx)jpjx), pl(x). 
• Po(x)\po(x) bounded on int 0 x <% for all a e (0, 1] 
then the regularity assumptions of Section 2 as well as (214) hold for all P e SP0 = 3P 
and a e (0, l). 
Proof. By (5.1), A*3 implies the continuity and boundedness of the integrands 
in (2.4), (2.5). Hence, by the Lebesgue dominated convergence theorem and by the 
mean value theorem applied componentwise to the integrands, (2.4)-(2.6) hold i.e., 
in particular, 
(5.2) I'Jd, P) = EFp* ^ for every 9 e int 0 , P e 3P , 
Pe 
(5.3) -I'JO, P) = EPjp« ('(1 - a) (£\ f-^Y - - )
 f o r e v e r y A e int 0 , P e 0>. 
V \PeJ \Po) PoJ 
(2.14) follows from the fact that, for every P e 3P, the integrands in (5.3) are assumed 
bounded on (int 0) x 9C so that the squares of components of these integrands are 
bounded on (int 0 ) x & too. • 
Lemma 5.2. If for some P e 0> 
A*4: there is a unique solution 9 = 9\P)e int 0 of the equation l'J6,P) = 0 
on int 0 and lj9\P), P) > lj9, P) for all 9 e 0 - int 0, a e (0, 1), 
then {T\P)} = {9\P)} = argmaxe lj9, P) as well as (2.8) hold for all a e (0, 1). 
Proof. Let a e ( 0 , 1 ) and P e 3P be arbitrary fixed. By Theorem 5.1 there exists 
T\P) e 0 maximizing lj9, P) on 0. By the inequality assumed in A*4, T\P) e int 0. 
Therefore T\P) is a stationary point of IJ9, P), i.e. IJT\P), P) = 0. By assumptions, 
T\P) = 9\P) is unique and the first assertion holds. As to the assertion (2.8), take 
at first into account that lj9, PSiX) = (l - e) lj9, P) + efpjxf - l)/a tends for 
arbitrary fixed x e 9£ to IJ9, P) uniformly on 0 as s -» 0. Since 0 is locally compact 
with countable base, it is also sigma-compact i.e. there exist compact subsets Bx <= 
c B 2 c ... c 0 with a union equal 0. The assumption T\PCjX) $ Bj for all j e N 
and some s ; -• 0 as j -* oo contradicts A t , A 2. Therefore, for all sufficiently small 
e > 0 there exists a compact subset B c 0, T(P) eB, such that T\PCX) e B. The 
uniform convergence of lj9, Pex) to IjQ, P) together with the assumption that 
IJK0, P) is maximized at exactly one point T\P) e 0 imply (2.8). • 
Theorem 5.2. If A 1, A 2, A*3, A*4 hold and, moreover, 
(5.4) - 1"JT\P), P) > 0 for all a e (0, 1) 
then, for all a e (0, 1), 
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(i) T;(*) -> T\P) P^-a.s., 
(ii) the influence curve of Ta at P is bounded and given on 3C by 
(5.5) Q*P(x) = -I'Xe, P ) "
1 pl(x) *M Where 9 = T«(P), 
p9(x). 
(iii) 7(n) (T„a(*) - Ta(P)) -* iV(0, EP(QPQP
T)) P^-weakly as n -> oo. 
Proof, (i) By Lemma 5.2 and the proof of Theorem 5.1, all assumptions of Theorem 
2 1 hold so that (i) holds too. 
(ii) By (5.4), Lemmas 51 and 5.2, and by what has been said in part (i) of this proof, 
all assumptions of Theorem 2.2 hold. Thus (5.5) follows from (2.9) and (5.1). The 
boundedness of Qp follows from A*3. 
(iii) By what has been said in part (ii) of this proof and by Lemma 5.1, all assump-
tions of Theorem 2.3 hold. This Theorem implies the assertion (iii). • 
In the rest of this section we consider the general location and scale structural 
model introduced in Section 4. We assume that the family SPe defined by a parent 
density p„ satisfies B 1, A*3 (by what has been said in the roof of Theorem 4.5, 
A 1, A 2 follow from B 1). We also consider a fixed distribution P e SP satisfying 
A*4 with a density p «- dP/dA satisfying B 1 as well. 
Lemma 5.3. It holds B\P) = (ff(P), a*(P)) = (0, <7*(P)) for all a e (0, 1). 
Proof. This statement follows from the same Theorem 1 of Anderson [2] as the 
analogical statement of Theorem 4.7. • 
Let us suppose in addition to what has been supposed above that 
(5.6) - /;'(((), a\P)), P) > 0 for all a e (0, 1) . 
Theorem 5.3. It holds for all a e ( 0 , 1) that (i) T" = (M\ S " ) : f - » 0 = fix 
x [5, (5"1] exists and is equivariant, (ii) Ta = T^P)'1 = (M\ S"ja\P)), (iii) 
(Ml(x), Sl(x)ja\P)) -> B as n -> oo ( P ^ - ^ - a . s . for all 6 = (ji, a) e 0, (iv) the 
influence curve of (Ma, S"jaa(P)) at P[0] " l is bounded and given by 
(5.7) Q°g(x) = a fel7 ° J (- I'M °*(P% PD x 
_ 0 | lla\P)j 
(x - fl 
Po,a"(P) 
<X - p.\ 
X Po,o*(P) I 
Po,a"(P) 
for all 9 = (n, a) e int © (cf. (5.3)), 
(v) V(»)(M4 S:(x)la\P)) - (ji, a)) -> N(0, Em.,(0,0^) 
(P[0]_ ^"-weakly as n ->• oo for all 9 = (n, a)eint 0 . 
Proof, (i) The existence follows from Theorem 5.L The equivariance follows 
from Theorem 3 1 and from the following identities (cf. (3.2)) 
a iJQ, Pley1) = Bm-tf. - i) = -W , (± Po (~J- i) = 
^4M"±f^j-')-H>[e-e]-{')r-iy 
= - (Epp;.„-0 + - ' - i = - ^fl-^, P) + -- - i . 
(ii) follows from Lemma 5.3. 
(iii) follows from Theorem 3.2 (cf. (i) of the present Theorem, Lemma 5.2, and 
part (i) of the proof of Theorem 5.2). 
(iv) If (3.4) holds then all assumptions of Theorem 3.3 holds and the desired 
assertion follows from Theorems 3.3 and 5.2 (cf. (5.6) and (5.4) and (4.11), (4.12)). 
Thus we shall prove (3.4). By A*3 and (5.6), —TjO, P) > 0 in an open neighborhood 
B c 0 of T"(P) = (0, a%P)). By A*3 and (5.3). VjO, Pc x) = ( l - e) IjB, P) + 
+ e VJO, 8X) = (1 - e) IJQ, P) + e[pl(x)\pg(x) - (1 - a) (p'e{x)\pe(x)) (pe(x)lPe(x)f] 
tends to the locally concave I'JQ, P) uniformly on a compact covering of B as e -> 0. 
Therefore there exists an open neighbourhood B of TX(P) such that — TJQ, Pex) > 0 
for all 9 e B and all sufficiently small e > 0. Since, by Lemma 5.2, T*(PCtX) e B for 
all sufficiently small s > 0 (cf. (2.8)) and since lj6, Pex) is concave on B for all 
sufficiently small e > 0, the points of maxima of IjB, Pex) on B are unique for all 
sufficiently small e > 0 which proves (3.4). 
(v) Since we proved in the part (iii) that all assumptions of Theorem 3.3 hold, 
(v) follows from the second assertion of Theorem 3.4. • 
Example 5.1. Let us consider the same standard normal p„ as in Example 4.1. 
By (415), (416), the assumptions B 1, A*3 hold for the corresponding normal family 
SPQ. A*4 holds for P with densities p of normal, doubly-exponential, uniform or 
Cauchy type. For simplicity of calculations let us consider p = p0. For this P it holds 
(5.3) EPp
a
0ial; = c(a, a)
m EPo~Z for <a, a) = — - , a
2 = - - - — , . 
(27t)a/2 (a + cr2)1'2 a + a2 
and for any vector-valued measurable £(x) defined on SC and any a > 0, a e (0. 1). 
By (5.2), (415) and (5.8), 
rj(o,a),p) = c^T\ , ° 
^a + a2 
Therefore A*4 holds for the standard normal P with 
(5.9) a\P) = (1 - a)1 / 2 for all a e (0, 1 - d2). 
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Analogically by (5.3), (4.16) and (5.8), 
(5.10) - C((0, o*(P)), P) = c(«, (1 - a) 1 / 2 ) m [ % | - ^ ] 
for all a e ( l , 1 - <52) 
so that P satisfies (5.6). 
Therefore the distorted M. L. E.'s (M\ S"/(l - a) 1 / 2 ), a e (0, 1 - <52), are euqi-
variant strongly consistent estimators of parameters (/x, a) e Rm x [<5, 5 - 1 ] . 
By (5.7), (4.15) and (5.10), the influence curves of these estimators at P^ a are 
bounded and given by 
exp 
(5.11) ВД = 
x - џ 
2(1 - a) 1 a 
(1 1 
џf 
\x — ť̂ 
.2 \m(í - a) 
for all x e X, 6 - (fi, a) e int 0 
- 1 
and for all a e (0, 1). As said in Section 4, a(P) = 1 in (4.22) provided P is the standard 
normal distribution. This together with (4.22) imply that (5.10) for a = 0 yields the 
influence curve of the M. L. E. (M°(P), S°(P)) = (E^x, Ep | |x||
2/m) at ?;•", for all 
(/J., a) e int 0. Since all (M*, Sa/J - a) 1 / 2 ) are asymptotically normal with the 
asymptotic mean zero and the asymptotic variance EPjQ%Qg
T) where, by (5.10), 
Qg(x) are uniformly bounded by the integrable &°0(x) outside the circle | |x | = r 
of a large radius r as a ~> 0. Thus EPjQgQg
T) tends to the variance EPg(QgQg
T) 
of the M. L. E. which is equal to the Cramer-Rao lower bound / ( 0 ) _ 1 . Therefore, 
by a proper choice of a € (0, 1), one can control the efficiency and robustness of the 
estimates of location and scale (n,a)eRm x [<5, <5-1] as claimed at the end of 
Section 2. 
6. TYPE 2 DISTORTED M. L. E.'s 
An alternative class of distorted M. L. E.'s T", a e (0, 1), is obtained when, instead 
of (5.1), one considers the functions 
(6.1) fju) = In (a + u), / » = — — , f'&u) -
a + u 
u є [0, oo] , a є [0, co). 
(« 
Here again the functions fju) as well as their derivatives are bounded from below 
so that T" can be considered on domains ^ 0 = 3P and their theory is even simpler 
than that presented in Section 5. In particular, the assumptions of Theorem IT follow 
from A 1, A 2 so that the following theorem holds. 
Theorem 6.1. If A 1, A 2 hold then all T", a e (0, oo), exist. 
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Analogically, Lemmas 5.1 and 5.2 remain true with 
(6.2) IJ6, P) = EP ~ ^ ~ , - 1'je, P) = £P \-M<L PL_1 
a. + pg \_(x + pe)
2 a + pe\ 
for 6 e int 0, P e 0> (the arguments used in the proof transfer to the present situation 
without any modifications). Consequently, Theorem 5.1 remains true with pl(x). 
. p'e(x)lpg(x) in (5.5) replaced by p'e(x)j(a + pjx)). 
Lemma 5.3 still follows from the same argument as used in Section 5. However, 
Tx are only location and not location and scale equivariant (they are equivariant 
only if we consider the structural subfamily with (p, a)eM x {l}). For location 
families with the same parent densities as considered in Section 5 one can easily 
reformulate Theorem 5.2 and analyze the standard normal example. The same 
control of efficiency and robustness as with the type 1 distorted M. L. E.'s is possible. 
Details are omitted here. 
(Received December 3, 1984.) 
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