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1. INTRODUCTION 
In Part I1 of the present paper we listed the conditions a pair (s, U) must 
fulfill to be called a solution in (0, T) of the system: 
Lu = I(,, - ut =q(x,t) in D,r{(x,t):O<x<s(t),O<t<T}, (1.1) 
- U(% 0) = h(x), 0 < x < s(0) = b, (1.2) 
u(O, t) = p(t), O<t<T, (1.3) 
u(s(t>, t) = f(s(t), t>, O<t<T, (1.4) 
%&(t), t) = +(t), t) i(t) + CL(W t), O<t<T, (1.5) 
and we studied (Problem I) the problem of finding a triple (T*, s, u) such that 
T* is the supremum of the widths of the time intervals in which (s, u) solve 
(1.1)-(1.5). 
When (1.3) was substituted by 
u,(O, t) = &(a t), t), (1.3’) 
we treated such a problem (Problem II) in a parallel way. 
Among the assumptions we used in proving the well posedness of both 
problems, a major role was played by the hypothesis b > 0 and by the Lipschitz 
continuity of h(x) at x = b. Both these assumptions essentially resulted in 
ensuring that the solution we found belongs to the class we denoted by +YO 
(i.e. having s(t) Lipschitz continuous in [0, T)). 
In this part we release those assumptions; a different approach is needed, as 
actually happens even in the case of the ordinary Stefan problem (see e.g., [2, 51). 
In Sections 2 and 3 we shall deal with the case b = 0 for Problems I and II, 
respectively. Some additional requirements (besides the same regularity con- 
1 See J. Math. Anal. Appl. 57 (1977), 694-723. 
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ditions on q, f, X, I*, and q~ or g we assumed in Part I) are needed on the sign of 
the data and coefficients so that the free boundary actually “starts” from x .= 0 
at t = 0 (the formulation of minimal assumptions of this kind is particularly 
delicate for Problem II). 
Even in the case of the ordinary Stefan problem, the theorems we prove 
partially extend previous results. 
In Sections 4 and 5 the case b > 0 is studied, first supposing h(x) is Holder 
continuous at s = b and then releasing this assumption, but imposing sign 
restrictions on the data and the coefficients. 
Finally, in Section 6 we shall prove the continuous dependence of solutions 
on the data and the coefficients in the cases of main interest. By the way, the 
results obtained there improve the corresponding ones in the theory of the 
Stefan problem. 
2. CASE s(O) = 0. EXISTENCE OF SOLUTIONS TO PROBLEM I 
The assumptions (A), (B), (C,), (D), and (E) of Section 2, I’ will be retained 
here. With no loss of generality we shall set f = 0 (see the Remark at the end 
of Section 2, I). 
In addition, it will be supposed that 0 > 0 exists such that for t E [0, 01 the 
following conditions are fulfilled: 
for some positive constants Ace’, h, , 
p(x, t) 3 0, N 3 0, 0 < t L< P, 
4(x, t) < 0, x 2 0,o < t 5; 8, 
and 
y(l) :,; 0, p)(t) G 0 in each neighborhood of t 
Remark 1. If condition (2.1) is reversed 
0 < A, < X(x, t) < A’@‘, 
(2.2) 
(2.3) 
all the results we will obtain remain valid if the signs in (2.2~(2.4) are changed 
accordingly. 
E Throughout the paper this notation is meant to refer to sections (or theorems, 
formulas, etc.) of Part I. 
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Remurk 2. Conditions (2.1~(2.4) are sufficient to ensure that u(s, t) > 0 in 
D, and that s(t) is monotonically increasing. Hence the solution depends 
monotonically on the data in the sense of Theorem 9, I. 
Remark 3. As in Part I, some of the conditions assumed can be weakened 
(in particular condition q~ + 0 is not needed if either p + 0 or q z 0 and the 
requirement of an upper bound for 1 X 1 in (2.1) can also be avoided). However, 
such details will not be considered here. 
For each b E (0, 1) consider the solution (sb, ub) of (1. I)-( 1.5) with h(x) = 0. 
Such a solution exists in the class Y0 (see Theorem 2, I) in the whole interval 
[0, 01 (see Theorem 7, I) and is unique in Y0 (see Theorem 5, I). Our aim is to 
prove that if b + 0, the pair (sb, u”) converges to a solution of system (l.l), 
(1.3), (1.4), (1.5) with s(O) = 0. 
First of all, note that the functions sb(t) depend monotonically on 6 (Theorem 
9, I); in particular 
s”(t) < s’(e) = s. (2.5) 
Next, define 
4(t) = SUP I 4(x, a, (2.6) 
o<x<+m 
P(t) = sup CL@, t), (2.7) 
o<x<+=’ 
POP> = 12 lot dd wPceYl + II v llt)[ 
112 
(2.8) 
(for any bounded function y(t) the symbol 11 y Ilt will denote SUP,,+<~ 1 y(~)i), and 
9)*(t) = II 9J Ilt/PoW (2.9) 
The following lemma provides a uniform lower bound for the functions sb(t). 
LEMMA 1. In the time interval [0, 01 we have 
sb(t> > /Jo(t) 
for any b > 0. 
Proof. Let us consider the following ordinary Stefan problem 
L@ = 0, 0 < x < p(t), o<t<e, P(O) 
v(O, t) = F@>l o<t<e, 
v(p(t), t) = 0, o<t<e, 
a&J(t), t) = -A(yqt), o<t<e. 
(2.10) 
0, 
(2.11) 
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We want to show that, for any b > 0 
sb(t) > p(f), o<t<e. (2.12) 
Then (2.10) will follow, because p(t) 3 pO(t) (see [5]). 
Suppose (2.12) is false and let t, E (0, ~91 be such that S”(tb) = P(tb), s”(t) > p(t) 
for 0 z< t .< t, . By means of a well-known use of the strong maximum principle 
and of the theorem of Vyborny-Friedman (with obvious modifications) it can 
be shown that uzb(p(tb), tb) < zj,(p(t,), tb), which implies h(p(t,), tb) sb(tb) + 
&@b), tb) < +%) and, as a consequence of the assumptions on h and p, 
ib(tb) > p(tb) which contradicts the definition of t, . Thus, Lemma 1 is proved. 
We shall now derive a uniform upper bound for ib(t). 
LEMMA 2. For any b E (0, 1) it is 
where 
0 < ib(t) < h,l[eT(t) + P(t)], 0 ( t s, H, (2.13) 
C(t) = max{l! 4 Ilt ? v*(t)]. (2.14) 
Proof. For any t, E (0, 01 consider the function 
w(x) = C(t,)(e% - e”), 
with so =T sb(t,). 
The following inequalities are easily verified: 
(2.15) 
Lw :.; q(x, t) in D:, = {(x, t): 0 < s -::: s”(t), 0 C. t -:I to>, 
by virtue of (2.14), 
owing to Lemma I, (2.9), and (2.14) 
w(sb(t)) > 0, 0 < t < t,, W(X) > 0, 0 :< s < 6, 
for the monotonicity of sb(t). 
Therefore, 
44 > ffyx, t) (2.16) 
in Dl , and consequently uzb(Sb(t,J, t,,) > -C(t,) es. Hence (2.13) follows. 
Now we can prove the existence theorem. 
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THEOREM 1. Under the assumptions listed at beginning of this Section, Problem I
(with s(0) = 0) possesses a solution (T*, s(t), u(x, t)). Moreover, T* > 0 and 
44 3 P&h 0 < i(t) d &i’[@C(t) + p(t)], 0 < t < 0. (2.17) 
Proof. We have already noted that for any t E [0, 81,8(t) decreases as b 
decreases, and consequently the limit s(t) = lim,,,, s*(t) exists. 
From (2.5), Lemma 2, and from the ArzelP’s Theorem it follows that in any 
closed subinterval of (0, 01 the convergence of s*(t) to s(t) is uniform and that 
s(t) is Lipschitz continuous. Moreover, s(t) is continuous also at t = 0, i.e. 
lim,,, s(t) = s(O) = 0, and this implies that the conwergence of s*(t) to s(t) is 
uniform in the whole interval [0, 01. The argument is the following: fix an arbitrary 
positive constant 7, then E > 0 exists such that s(t) < 7 for 0 < t < E. In the 
same interval s*(t) - s(t) < S*(E); but s*(t) - s(t) for E < t < 0 is less than 7 
if b is less than a suitable b,(q, E); therefore, S*(E) < 27 for b < b, , hence 
s*(t) - s(t) -=c 27 for 0 < t < 0 and b < b, . 
As a consequence of the above properties of s(t), the boundary value problem 
(l.l), (1.3) (1.4) with this specification of s has a unique solution U(X, t) and the 
derivative Qx, t) is continuous for 0 < x < s(t), 0 < t < B (see [I, Lemma l] 
and note that u(x, t) is dominated by a barrier of the form (2.15)). 
Let us now study the difference 
z(x, t) = 28(X, t) - u(x, t), 
which is nonnegative in D, . 
We want to show that for t E (0, 01 and 7 > 0 a constant b,(y, t) can be found 
such that 
0 d z(x, t) < 7 for 0 < x < s(t) and b < b,(y, t). (2.18) 
If the function v*(t), and consequently the function C(t), is bounded in 
(0,e) it is easy to see that X(X, t) tends to zero as b + 0 uniformly in De (use 
(2.16) and the maximum principle). 
If q*(t) is not bounded, for any E E (0,e) consider the (unique) solutions of 
the following problems: 
Lz, = 0 in D,,, = ((x, t): 0 < x < S(t), E < t < e}, 
z,(O, t) = 0, dt<e, 
z&(t), t) = Ub(@), t), e<t<e, 
x1(x, c> = 0, 0 < x < S(E) 
Lz, = 0, x > 0, E<t<e, 
G(O, t) = 0, <<t<e 
z,(x, c) = u; 0 < x < S(E), 
= 0, x > 44, 
(2.19) 
(2.20) 
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where Z- ::= 11 v iI0 + jl g IIs 0 is an upper bound for Z&(X, t) in Db for any h. An 
elementary application of the maximum principle shows that 
z&T t) + TJ.5 q >, @, t) in Dr,@ . (2.21) 
Kecalling (2.19, (2.16) we have ub(s(t), t) < C(t)[&(‘) - es”)]. Therefore 
O- z&r, t) < r=t","B {C(t)[tw - es(t)]; in D,,, . 
\. 
(2.22) 
Concerning z,~(.Y, t), we have 
0 : z,(x, t) 
(2.23) 
The right-hand side of (2.23) tends to zero for fixed t as E + 0, uniformly 
with respect to x. Thus, for any t E (0, e), g iven a positive constant 17 an Ed E (0, t) 
can be found such that 
0 < 2&(x, t) :< 7712, E 3; E,, . (2.24) 
Coming back to (2.22), set E = co(t): th en, the uniform convergence of sb(t) to s(t) 
allows us to select a bi(q, t) > 0 such that 
0 < x1(x, t) < q;2 in DC,,@ (2.25) 
for any b E (0, 6,). Moreover, b, can be thought of as a continuous function of f, 
f‘ 0 ,’ . 
From (2.21) (2.24), (2.29, the inequality (2.18) follows. Thus u~(.x, t) con- 
verges to U(X, t) for fixed t > 0, uniformly with respect to x E [0, s(t)]. 
At this point, we will show that the pair (s, U) satisfies (1.5) in (0, 8). It suffices 
to grove that the integral relationship (3.5), I holds (in which the term 
-Jo A(s, 0) h(x) d 1 a IS deleted). Indeed the arguments of Section 3, I still apply, 
because of the Lipschitz continuity of s(t) in (0, 0) and the continuity of u,,(x, t) 
up to s =m s(t) in the same interval. 
For this purpose, note that each pair (sb, u”) satisfies (3.5) I, i.e., 
4[A*(sb(t), t) - A*@, O)] 
= il _. D,” 
(A(c, T) q(x, T) -. ub(x, ~)[&.(a-, T) + A,@, T)]) d.x dT 
+~ i”“’ A(x, t) ub(x, t) dx 2 s t A(0, T) T(T) dT, 0 -, t < 0. (2.26) - 0 0 
Let h -+ 0 in (2.26). The left-hand side tends to $l’(s(t), t). 
409/58/1-1-t 
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Now split the first integral in (2.26) into the sum 
The absolute value of Ii can be made less than an arbitrarily chosen 7 > 0, 
taking b small enough (remember the uniform convergence of sb to s). Also 
I1a 1 < q for E less than a suitable Q(T). In the last integral fix E = E,, and recall 
(2.18), from which we have u~(x, t) - u(.v, t) < v for 0 < x < s(t) and 
us < t < I!? if b < b, = infc,+s br(v, t). Thus we have that for such b 
< const 7. 
The limit of the remaining terms can be performed in a straightforward manner, 
using both (2.18) and the uniform convergence of sb to s. In this way, (3.5), I is 
shown to be satisfied by (s, U) in (0, 0). 
Thus, (1.1) (1.3) (1.4), (1.5) have a solution in (0,e). Now, let us prove (2.17). 
The first of these inequalities is trivial. The second can be demonstrated by 
means of the technique used in the proof of Lemma 2. 
The same technique yields the following inequality: 
0 G u(x, e) 6 qs(e) - x) (2.27) 
for some positive constant H. 
Consequently, Theorem 3, I can be used for t > 0 and this concludes the 
proof of Theorem 1. 
3. CASE s(0) =O. EXISTENCE OF SOLUTIONS TO PROBLEM II 
Despite some formal analogies, the proof of the existence theorems for 
Problems I and II differ considerably (see e.g., the determination of a common 
interval of monotonicity for the curves x = sb(t), and the analysis of the behavior 
of the free boundary s(t) near t = 0). 
We assume (A), (B), (C,), (D), (E) of Section 2, I are valid and in addition, 
we suppose that the sign restrictions (2.1), (2.2) (2.3) hold and that the function 
g({, t) in (1.3’) satisfies 
(y’) there exist a positive constant r and a continuous function 4(t) such that 
g(L 0 B WY (3.1) 
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in the region r, = ((5, t): 5s + t2 < rs, 5 > 0, t ‘: 0}, and that 4(t) < 0 for 
t > 0. 
Remark 4. As a consequence of (y‘), two constants G, > 0, G, I;; 0 can be 
found such that 
-G, -< g(<, t) < -G, , (57 9 E r, . (3.2) 
In particular, ifg(O, 0) < 0, choosing Y small enough we can set t)(t) = -G, -K 0. 
Like in the preceding section, (sb, ub) will denote the solution of (1.1). (1.2), 
(1.3’), (1.4), (1.5) with s(0) = b and h(x) == f(~, t) ~m-1 0. Existence and unique- 
ness of (9, u”) is ensured by the results of Part I. 
First of all, we have to prove the following Lemma. 
LEMMA 3. C,‘nder the assumptions listed aboee, a time interval [0, 81 exists in 
which sh(t) is monotonically increasing for any b >, 0. 
Proqf. Let us define 
g*(L t) = IWg(L 4, 0; 
and solve Problem II with the free boundary starting at x = b, zero initial value, 
f em- 0 and g* given in (1.4) instead of g. Denoting by (fb, z%“) the solution, it is 
~~(0, t) ::, 0 for t > 0, which implies the monotonicity of ib(t). The same 
arguments used in the proof of Theorem 7, I show that (fb, Us) exist for 0 s..z 
t <- -km. Rut in the time inverval 0 .< t < ob, where ob is the solution of 
(@y + [P(O, Bb)]” = 6, 
the curve < m= ~~(0, t) lies in r, , where g* = g. Thus (?, ZZ*) coincides with 
(sb, u”) for 0 :.g t < ob and in this interval sb(t) is monotonically~ increasing. 
Now, we have to prove that a positive 8 exists such that gb ZY- 0. This is easily 
done if we consider the following problem: 
LU cc == q, s > 0, 0 c: t i’ 0, 
24,(x, 0) = 0, .v 1 0, (3.3) 
u,,z(o, t) = g*(%(O, t), t), O<t<O. 
Since u,(O, t) dominates Eb(O, t) for any b > 0, the constant 8 defined b> 
r? + [I&(0, CT)]” = T2 (3.4) 
is less than all the ob. 
This concludes the proof of Lemma 3. 
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Remark 5. As a consequence of the above result, Theorem 9, I applies. 
Thus the functions sb(t) depend monotonically on b and (2.5) is valid for 
o<t<a 
In order to get a uniform lower bound for sb(t), let us recall the assumption 
(‘y’) and define 
p&J = Iot I #(d dd[(l + 2G(W1’“) X’@‘l, (3.5) 
which reduces to 
,o&) = G,t/[(l + 2G,(t/n)‘/2)W] (3.5‘) 
if g(0, 0) < 0, according to Remark 4. 
The following estimate holds. 
LEMMA 4. In the time internal [0,8] (8 defined in (3.4)) we have 
sb(Q > flWl 6 > 0. (3.6) 
Proof. As in the proof of Lemma 1, (sb, ub) must be compared with the 
solution of the ordinary Stefan problem (2.11) with the condition at x = 0 
replaced by a&O, t) = #(t). 
The same arguments used in the proof of Lemma 1 show that sb(t) > p(t), 
from which (3.6) follows because p(t) 3 pi(t) (see [S]). 
Finally, we need a result similar to Lemma 2 of Section 2. In order to state 
Lemma 5 below let us introduce a function Y((t), representing a uniform lower 
bound for g[zcb(O, t), t] in [0, fl]. 
Y(t) =: -G, , if g(0, 0) < 0, 
= g(O, 4 - &P,(O, 4, if g(0, 0) = 0, (3.7) 
where L, is the Lipschitz coefficient of g(<, t) with respect to 5 in r, and u,(s, t) 
is defined by (3.3). 
The inequality 
0 2 g[ub(O, t), t] z Y(u(t), o<t<& 6>0 (3.8) 
follows because u,(x, t) > u~(x, t). 
LEMMA 5. For an-y b E (0, 1) it is 
0 c Sb(t) < A;‘[esCl(t) + P(t)], o<tfe, (3.9) 
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with S dejned by (2.9, and 
Cl(t) z maxill 4 lh , I/ W. (3.10) 
The proof is omitted because it is similar to the one of Lemma 2. 
The results obtained above enable us to prove the existence of solutions to 
Problem II. 
THEOREM 2. Suppose (A), (B), (C,), (D), (E) of Section 2, I hold. dssume in 
addition (2.1) (2.2) (2.3), and (y’). Then Problem II (with s(0) ::- 0) possesses n 
solution (T*, s(t), u(.r, t)). Moreoz~er T* > fi and 
s(t) 3 pl(t); 0 < i(t) < h,l[eV,(t) + p(t)], 0 -: t <: e. (3.11) 
Proof. Recall we are assuming f = 0 with no loss of generality. Like 
in the proof of Theorem 1 it can be seen that sb(t) converges to a nondecreasing 
function s(t) uniformly in [0,8] and s(t) comes out to be Lipschitz continuous 
in the same interval, owing to the fact that the right-hand side of (3.9) is a 
bounded function in [0,8]. A ccording to the results of [3, Sect. 81, a function 
u(.t, t) can be defined as the solution of (1.1) (1.2) (1.3’) where s(t) is meant to 
be the limit function just found. The uniform convergence of @(x, t) to U(X, t) 
in Do can be shown following the corresponding procedures in the proof of 
Theorem 1 and using the stability theorems of [3]. The remainder of the proof 
of Theorem 2 consists in showing that (s(t), U(X, t)) so 1 ves the integral relationship 
(3.6) I, where the term J-i h(x) dx has been deleted, and that the solution can be 
continued for t > 8. The arguments to be used are similar-and even simpler- 
to the ones concluding the proof of Theorem 1. 
4. CASE s(O) > 0. INITIAL DATUM HGLDER CONTINUOUS AT s == s(0) 
The aim of this section is the proof of an existence theorem for Problems I 
and IT in the case s(O) = b > 0, with relevant weakening of the assumption (F) 
of Section 2, I on the Lipschitz continuity of the initial datum h(m) at s =m- 6. 
More precisely, we shall suppose that assumptions (A) to (E) of Section 2. I 
are verified and that (F) is replaced b! 
(F’) h(x) is (piecewise) continuous in (0, b) and two positive constants H 
and N (a :< I) exists such that 
h(x) -f (b, O)l < H(b - .~)a, O<s<b (4.1) 
(in the case of Problem I, H is such that Hb” >> @ + / f(b, 0)i). 
Ne shall deal with Problem I only, since the same arguments can be repeated 
for the case of Problem II. Once again, we shall assume f = 0, with no loss of 
generality. 
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As in Section 4, I, let us define a family of approximating solutions (sk , uk) 
recursively as follows: 
s1(t) = 4 (4.2) 
LU, = Q(X, t) in D$% E ((x, t): 0 < x < sk(t), 0 < t < T(“)}, 
%(% 0) = h(x), 0 < x < Sk(O) = 6, 
%(a 4 = p(t), 0 < t < T’“’ 
(4.3) 
9 
&c(t), t) = 0, 0 < t < T’“‘, 
h&(t), t) ikfl(t) = z~Js~(t), t), 0 < t < TL”+l’ < T(li), s,+,(O) = b, (4.4) 
for K = 1, 2,... . 
Here, T(k) denotes the supremum of the values T such that Q.(T) > 0, 
sk E Cl(0, r). Note that under our assumptions on the data and the coefficients, 
(4.3) has a unique solution u,(x, t) such that +&, t) is continuous up to the 
curve x = sk(t) for any t > 0: this last result follows from the arguments of 
[l, Lemma l] with proper modifications. 
Now, we shall prove 
LEMMA 6. Under the assumption (A)-(E) and (F’), there exist two positive 
constants T,, , A such that 
T”;’ > T, (4.5) 
1 s,(t)1 < At--(l+)P, t E (0, T,,), (4.6) 
h = 1, 2,... . 
Proof. Suppose (4.5), (4.6) hold for k = 1,2,..., I (they are actually true 
for k = 1 for any T,, , -4) and for a pair of constants T,, , A such that 
0 < T,, < (2A/f~-~/‘l+~’ (4.7) 
and show that they are true for k = 1 + 1 if some additional requirements are 
satisfied by T,, , A, besides (4.7). Thus the lemma will be proved. 
Consider the solutions V/‘,(x, t) of the following problem 
LV,=O in D?;, 
v&x, 0) = H(b - X)a, O<X<b, 
V,(O, t) = Is”, 0 < t < T, , 
Vds,(t), t) = -Qt, 0 < t < T,. 
(4.8) 
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It is easily proved, by means of the maximum principle, that 
1 u,(x, t)l < v&v, t) + Qt in Dg 
and hence that: 
(4.9) 
On the other hand, the same standard methods used in proving Lemma I, I 
lead to 
r: -2Q f* A+,(t), t; +(T), T) dT 
'0 
- 2Hcx 
i 
b (6 - oa-l N@,(t), t; [, 0) d[ 
‘0 
\\‘e have immediately (cr , c, ,... will denote numerical constants) 
Let us study Ja . Recall that (4.6) implies 
1 St(t) - 6 ( < 2At’r+l’if/(l + n), 
and in particular 
(4.12) 
(4.13) 
(4.14) 
where the last inequality follows from (4.7). It is 
J, = - Ha(mt)-I/” Lb (6 - t)a-1 exp [- (SL(tLL ‘)’ ] dt 
- Hol(+lP job (6 _ @2 exp [ _ (s@)4; 0” ] dt 
= J21 + J22 - (4.15) 
From (4.14) we get 
I 122 I < c2HW, . (4.16) 
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Concerning Jzl , the usual substitution z = (sr - 5)/2W leads to 
1 Jzl 1 < c&h-(l--a)/2 
f 
g;t; [z - y(t)]“-’ e+ dz, (4.17) 
where r(t) = [sl(t) - b]/2t1/2. The integral in (4.17) can be in turn majorized by 
si+l (z - y)+’ dz + ST”, eeze dz. Hence 
) J21 ] < c&Wl-n)P. (4.18) 
Proceeding to study of J3 , we recall that (4.6) was assumed to hold for K = Z, 
and consequently 
s&) - s,(r)\ < A(t - .)T-(l--. 
This implies 
1 J, 1 < (+,A + C&,) s,” ~--+(t - 7)-l/’ 1 V/~,&(T), T)I dT. (4.19) 
At this point, collecting (4.12), (4.16), (4.18), and (4.19), Result 3 of the 
Appendix yields 
Consequently, one gets 
- exp(c,[c,A + cg/&j2 Toa) t-“-a)/2. (4.20) 
1 it,(t)t+“)/2 / < P(A, T,), (4.21) 
where F is obtained immediately from (4.4), (4.10), and (4.20). The same 
analysis performed in Section 5, I on the function F, defined there by (5.3) can 
be carried out for p. In this way two constants A, T,, can be determined such 
that &4, t) < A for 0 < t < TO . This proves that / Sr+,(t)l < At-(1-~)/2 for 
0 < t < T, and that s,+,(t) > 4 in the same interval. Moreover, the result on 
the continuity of z~,J~r(t), t), quoted above, ensures the continuity of I,+, in 
(0, TO), thus proving (4.5) and (4.6) for k = I + 1 and completing the de- 
monstration of Lemma 6. 
Next, we prove 
LEMMA 7. Under the same assumptions of Lemma 6, a positive constant B 
exists such that 
1 u&x, t)] < Bt-‘1-“‘/2[s,(t) - x]. (4.22) 
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Proof. The same technique which led us to (4. I I) gives 
-, if r-f,s(sL(r), T) G&Y, t; Q(T), T) dt =-= I1 - Jz - .I,. 
‘” 
(4.23) 
For j, we have the same estimate as for Jr : 
1J17, .<c,QT;‘“. (4.24) 
The term Ia can be estimated using the same technique which led to (4.17) 
(4.18). One obtains 
Coming to the integral J,, a technique displayed in [4, p. 3271 furnishes the 
following estimate, if one takes into account that 1 I;.s(sl(t), t)i :$ Lqtt-“-n).‘:!: 
1 1, 1 .< c&(1-\‘.‘“. (4.26) 
At this point (4.23), (4.24), (4.25), (4.26) h s ow that a constant B I-- 0 exists 
such that 
and (4.27), coupled with (4.9) and the fact that I,r(sr(t), t) = -Qt, proves 
Lemma 7. 
Let us now consider the sequence {I}. Lemma 6 and Arzela’s theorem 
ensure the convergence of a subsequence {sl,(t)} to a function s(t), which is 
Lipschitz continuous in (0, T,] and is such that / s(t) - b / :<l 2AC+~)/“/(l + CX). 
The last inequality implies the continuity of s(t) at t =: 0, i.e., lim,,,, s(t) == 6. 
As in Part I, {So,) := {sI;). Moreover, So -+ s uniformly in [0, T,]. The argument 
is similar to the one given in the proof of Theorem 1, Section 2, and is based 
on the fact that for any positive constant 17 a time interval [0, l ] exists in which 
1 s(t) ~- b 1 and / s,.(t) - b /, K = I, 2 ,..., are less than 7. 
At this point, the proof of the existence theorem follows the pattern of the 
proof of Theorem 2, I. Define u(x, t) as the solution of (1 .l)-( 1.4) in D,” , where 
s(t) is the limit function obtained above. Remark that Lemma 7 applies to u(x, t) 
as well as to u((.r, t), since the Lipschitz coefficient of s(t) is bounded b! 
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At-(1-ol)/2. Therefore the difference 1 u~(x, t) - U(X, t)l is overestimated by the 
solution w,(x, t) of 
Lw, = 0, 0 < x < u&), O<t<T, 
w&v, 0) = 0, 0 < x < b, 
%(O, q = 0, 0 < t < T,, , 
W&J&), f) = Bt-“-a’/2 1 Sk(t) - s(t)], 0 <t < T,, 
(4.28) 
where us(t) = min(s,.(t), s(t)). 
It is easily seen that for any 7 > 0 an E > 0 exists such that wlL(ok(t), t) < 7 
for 0 < t < E and k = 1, 2,..., while in the interval [E, rO] the same inequality 
is true if k is greater than a suitable k, , depending on 7 and E. Then w,;(x., t) < 7 
for 0 < x < a,(t), 0 < t < T, , and k > k, . 
Next, if u(x, t), u,(x, t) are given zero extensions in the rectangle R = 
[0, b + 2/(1 + CX) T:+a)‘2] x [0, T,,], a similar argument shows that the dif- 
ference u,(x, t) - U(X, t) converges to zero uniformly in R. 
Finally, it is easily checked that the pair (s, u) satisfies the integral relationship 
(3.5), I (i.e., condition (1.5) which is equivalent) in (0, T,). This means that 
(s, u) solve (l.l)-(1.5) in (0, T,). 
The remark on the validity of Lemma 7 for the function U(X, t) allows the 
continuation of the solution beyond t = T, on the basis of Theorem 3, I. The 
same asymptotic considerations hold true. 
Thus, we proved 
THEOREM 3. Under the assumptions (A)-(E) and (F’), there exists a solution 
(T*, s(t), u(x, t)) to Problem I (to Problem II). 
5. CASE s(0) > 0. No CONTINUITY ASSUMPTIONS AT x = s(0) 
In this section we substitute the assumption (F’) with the more general one: 
(F”) h(x) is (piecewise) continuous and bounded in [0, b]. 
On the other hand, some sign restriction are to be imposed on the data, which 
will ensure the monotonicity of s(t). We will assume (2.1), (2.2), (2.3), and 
(2.4) (or (3.1) for the case of Problem II) to hold and 
h(x) > 0, x E [0, b]. (5.1) 
Remark 6. Condition (2.4) (or (3.1)) can be weakened if h(x) + 0 in [0, b]. 
From now on we shall refer to Problem I only. Minor changes are needed 
to obtain the same results for Problem II. 
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For each IZ, define 
and consider the following problem: 
LC’, = 0, 0 < .2’ < S,(t), 0 cc: t < 8, 
c.F&q 0) = H&g, 0 < x < S,(O), S,(O) .: b + l/n, 
L[n(O, t) = 94th Ott<& (5.3) 
~;,(.%(q, t) = 0, o<t<e, 
~;,Jcw)7 4 = wn(~), 4 A(t) + P(&(Q 4, O<t<O. 
In addition, define s(t), U(K, t) to be the solution in (0, 8) of a problem (1. I)-( 1.5) 
with /Z(X) replaced by 
h(x) = h(x), 0 -< .v < b/2, 
= 0, b/2 < x s: b. 
(5.4) 
- - 
According to Theorem 2, I, there exists one (unique) pair (s, U) and one 
(unique) pair (S, , U,)-for each n-in the class pO. Moreover, CT, and 21 are 
nonnegative and S,, and s are strictly monotonic functions for t > 0 (according 
to the \‘yborny-Friedman theorem). Hence, Theorem 9, I yields 
S,(t) 3 S,(t) > $4 for any m and n, m < n. (5.5) 
The first inequality in (5.5) implies the convergence of {S,} to a function s(t). 
The second one ensures that, for any II 
&(t) - b 3 S(t) - b = p(t), 0 :< t :.I 8, (5.6) 
where 
P(f) > 0 for t > 0. (5.7) 
Now, we shall prove that s(t) is Lipschitz continuous for t > 0. Note that F(t) 
in (5.6) plays the same role which was played in (2.10) by the function p&t) 
(although, in such case it was possible to express p,,(t) explicitly in terms of 
the data). Thus, the same arguments used in the proof of Lemma 2 bring to 
the following estimate 
0 :: CTn(x, t) < K[exp{S,(t)} -- exp(w}]/At), 
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where K is a constant depending on Ij p IIt , 11 v [It , sup h. Therefore 
0 -=c &z(t) <w/m + iwo 7 t E (0, e). (5.9) 
Because of (5.7), (5.9) implies the Lipschitz continuity of S,(t) (nonuniform 
with respect to t) with a Lipschitz constant independent of n. Then, s(t) is also 
Lipschilz continuous for t > 0 and 
s(t) > S(1). (5.10) 
Consequently, s(t) is continuous in [0, 01 and, by the same reasoning of 
Theorem 1, the convergence of &(t) to s(t) is uniform in the whole interval. 
Now it is possible to construct a function U(X, t) solving (l.l)-( 1.6) corre- 
sponding to this choice of s(t). We will show that (UJx, t)} converge uniformly 
to U(X, t) in any subset 0 < E < t < 0, 0 < x < s(t). 
Consider the function 
x,(x, t) = U&, t) - u(x, t) (5.11) 
in the region 0 < x < s(t), 0 < t < c (remember s(t) < S,(t)). Elementary 
calculations show that, if U is an a priori bound for II and U, (depending on 
11 411, sup h, sup IJJ), the following inequality holds: 
2,(x, t) < U erfc[(b - x)/2A2], O<x<b. (5.12) 
Next, consider Z&C, t) in the region 0 < x < s(t), E < t < 8. We have 
&z(x, t) G ~?)(X, t> + %(% t), (5.13) 
where xIp”‘( X, t so ves ) 1 a characteristic Cauchy problem for the homogeneous 
heat equation in the half-plane t > c, corresponding to the datum 
xiffi)(x, c) = U erfc[(b - x)/~E”‘], -m<x<b, 
= u, 6 < x < S(E), (5.14) 
= 0, x > S(E), 
and z,(x, t) solves the following problem (note that an estimate of the type (5.8) 
can be proved also for u(x, t)): 
LF& = 0 
z&c, G) = b: 
0 < x < s(t), i<t<B, 
0 < x < S(E), (5.15) 
z,(O, t) = 0, c<t<e, 
%(W, t) = ~k~&WN - expWNl/lj(~), t c: t < 8. 
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A rough estimate of zLffi)(x, t) is given by 
zf)(x, t) 22 t:[~(t - E)]-“” /2~l~a J,’ erfc .a dz $~ S(E) - 6( . (5.16) 
Hence, for fixed t > 0, X:)(X, t) can be made less than any a priori fixed 
positive constant 7, provided that E is taken less than a suitable ~(7. t). 
Finally, the maximum principle and the fact that S, + s lead to the proof of 
the uniform convergence of z~? (and hence of .a,) to zero in the region 0 < s .:: 
s(t)> E il t Cc e. 
At the same time, this allows us to apply the argument of the proof of 
Theorem 1 and to show that the pair (s, U) actually satisfies the integral relation- 
ship (3.5), I in (0,e). 
We already noted that an estimate of the type (5.8) holds for U(S, t). Therefore, 
taking u(x, 0) and s(e) as new “initial” data, the results of Part I about the 
continuation of the solution and its asymptotic behavior hold without any change. 
This means: 
THEOREM 4. Under the assumptions (A)-(E) and (F”), if (5.1), (2.1)-(2.3) 
and (2.4) (OY (3.1)) are satis$ed, then there exists a solution (T*, s(t), u(x, t)) to 
Problem I (OY to Pro6lem rr). 
6. CONTINUOUS DEPENDENCE. UNIQUENESS 
In Section 8, I we proved the continuous dependence, upon the data and 
coefficients, for the solutions of Problems I and II (with s(O) > 0) belonging to 
the class ,YO : i.e., such that s(t) is Lipschitz continuous in [0, T*). These 
results can not be applied to the cases considered here in Part II. 
In this section some continuous dependence theorems will be proved for cases 
of main interest. The results obtained make a significant progress, even in the 
theory of the ordinary Stefan problem (see Remark 7), although the question of 
the continuous dependence is not completely solved (see Remark 9). We shall 
confine ourselves to Problem 1 for sake of brevity, but a similar ana&sis can be 
carried out for Problm II. 
In our study about the behavior of a solution to Problem I with respect to 
changes of the data and the coefficients, we shall deal basicallv with two cases: 
(i) b > 0, the assumptions of Theorem 3, Section 4, are fulfilled, and 
the coefficients h and p satisfy (8.2), (8.3), r. 
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(ii) b > 0 and the data and the coefficients are subjected to the conditions 
of Theorem 1, Section 2 (if b = 0), or Theorem 4, Section 5 (if b > 0). The 
coefficients h and p satisfy (8.2), (8.3), I. 
Concerning the former case, and retaining the symbols of Section 8, I, we 
shall prove that an estimate like (8.5), I holds in the class of solutions for which 
in any closed subinterval of [0, T*) two constants C and p(p < 4) exist such that 
1 i(t)1 < Ct-6. (6.1) 
This class will be denoted by 9’. Actually, this is the class in which existence 
has been proved (Theorem 3). 
We shall prove: 
THEOREM 5. In the case (i) the following estimate is valid in the class Y: 
I s1(t) - s&)l 
< N(Aq + Ah + A( + AX, + AX, + A/L + AT + Ah + I b, - b, I) (6.2) 
in any time interval (0, T), T < min(T,*, T,*). The constant N depends on the 
bounds of qi t Xi 9 h,z, Xi.t 9 pi 9 vi t hi and on a (see (8.1) I), M’ (see (8.3), I), 
II, 01 (see (4.1)), C, j3 (see (6.1)). 
The case (ii) deserves a special consideration in view of the fact that it is the 
most direct generalization of the ordinary one-phase Stefan problem. It is enough 
to confine our attention to the time interval (still denoted by (0, 6)) in which 
the assumptions quoted in (ii) are valid, ensuring that the free boundary is 
nondecreasing. 
In this case we can prove the following general result, which is also known 
for the ordinary Stefan problem (see [2]): 
THEOREM 6. In the case (ii) the solutions of Problem I depend continuously on 
the data and the coefficients. 
Remark 7 (Uniqueness). While Theorem 5 provides a uniqueness result in 
the class Y, Theorem 6 is valid with no a priori assumptions on the behavior 
of s(t) at t = 0 (although only in the case of monotonic free boundary). Hence, 
if in the case (i) the assumptions (2.1~(2.4) and (5.1) are fulfilled, (6.2)-and 
consequently a uniqueness theorem-holds with no restriction on the class of 
solutions. 
Proving a result like (6.2) in cases other than (i) seems to be a formidable task. 
The following theorem considers only a special case with b, = bz = 0. 
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Define 
- -Z(B) 
4h,. = sup I ) xl,s(x, t) - X&r, t)l d”Y, ort<.e -0 
(6.3) 
(6.4) 
(6.5) 
where Z(t) mz max[sl(t), ss(t)], as in Section 8, I. 
We have the following 
THEOREM 7. In the case (ii), assume 6, == b, = 0. If two constants @*, y 
(0 :-I y < 4) exist such that 
vi*(t) < WV’, 0 ( t $1 8, j : 1 7 , -7 (6.6) 
(see (2.9) for the definition of vi*) and if 
/ sl(t) ~ s2(t)1 :< N’(4q + 4x + 2, $ 4x, + [dgjl! t [d(“)A]lQ 
0 :. t ..I P. (6.8) 
The constant N’ depends on the bounds of qi , hi , A,.* , X,,t , pi , p?; (i = 1, 2), and 
on J/‘, @*, y. 
Remark 8. Assumption (6.7) is unnecessary as far as Problem II is concerned. 
Remark 9. Theorem 7 includes the ordinary Stefan problem, for which an 
estimate like (6.8) was known only for y = 0 (see [5]). 
Remark 10. The results of this section do not settle the question of the 
continuous dependence in the general case and for the whole class of solutions 
defined in Section 1, I. Such a question remains open. 
Proof of Theorem 5. With no loss of generality, assume fl ‘:: (I - ,):2. The 
arguments used in proving Lemma 7 yield that a suitable constant B exists such 
that: 
1 2+(x, t)j :.5: 13-ysi(t) - N), 0 <<l .r .<< St(t), 0 < t CL; 8, i == 1, 2. (6.9) 
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Now, we can follow the proof of Theorem 5, I step by step with some non- 
trivial modifications which are shown below. 
The upper bound U for u,(x, t) (see (8.7), I) is now U = H[max(b, , b,)l~~fQ)T. 
As a consequence of (6.9) the estimate (8.18) I is changed to 
I u1(4t>, t) - u&(t), 4 < Ee W). (6.10) 
Inequalities (6.1)-(6.10) introduce the following modifications in (8.24) I. 
1 r(t)l < 2Bt-6 [/ 6 IIt + C(4+!” Jo’ ~-fi(t - .)-Ii2 1 Y(T)[ d7. (6.11) 
Indeed, the free term is modified with respect to (8.24), I since the boundary 
condition in problem (2) defining Wa(x, t) must be replaced by fVa(u(t), t) = 
IQ-0 s(t) according to (6.10). Furthermore, the kernel in (8.22), I is estimated 
taking into account (6.1). 
Replacing 1) 6 ]Jt by ]I S /It0 , t, > I, using Result 3 of the Appendix and letting t 
substitute t, again, we get 
which replaces (8.25), I, inducing obvious changes in (8.27), (8.29), I. 
Similar modifications occur in the definition of Za(x, t) (problem (4) of 
Section 8, I). In particular (8.30’), I becomes 
F 
at) 
Z2(x, t) dx < x4 -o(t) . ot rR(t - ,)-lj2 /I 6 (IT dr. 1 (6.13) 
Therefore, the final inequality for ]I 6 Iit has the form 
1: S (It -< NJAq + Ah + A’O’X + Ah, + AA, + Ap + AQJ + Ah + ( 6, - 6,\l 
t 1vo s,I ~-6(t - T)+ 11 6 II7 dr. 
(Note that $, T-a(t - T)-~/~ ]I 6 /I7 dT is nondecreasing with respect to t.) 
Finally, an application of Result 1 of the Appendix concludes the proof of 
the Theorem. 
The proof of Theorem 6 requires two preliminary Lemmas. 
LEMMA 8. In the case (ii), let (sl , UJ and (sg , u2) be two solutions of (l.l)-( 1.5) 
in (0, 0) corresponding to the same data and coeficients. There cannot exist a time 
interval (0, 8) in which sl(t) < sz(t) (or sl(t) > s2(t)). 
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Proof. Since s,(O) = s,(O), Theorem 9, I cannot be used. To be specific, 
assume s*(t) < s?(t), 0 < t < 6. Thus 
il 6 IIf > 0, O<t<d. 
\Ve will show that we are led to a contradiction. 
\f?e have 
(6.15) 
IL&-, 1) > 2+(x, t), 0 < x < s,(t), 0 < t < e. 
Consequently, by virtue of the strong maximum principle and the Vyborny- 
Friedman Theorem 
Define 
=2,,(@ t) > %.&A 9, o<t<4. 
Ui.r(O, t) = &(O, o<t<tT, i=l,2, (6.16) 
and regard the pairs (sr , u,), (sp , ~a) as solutions of (1.1) (1.2) (6.16) (1.4), 
(IS), so that (3.6) I yields: 
-%(t), t) - fl(s,(q, q 
Remark that the first three terms on the right-hand side of (6.17) are non- 
positive. Therefore the following inequality is derived 
4) S(t) < (Q + J + nr’)t IlS I~t , 0<t<& (6.18) 
Since 1; S ,it can be substituted to S(t) in (6.18) a contradiction to (6.15) is 
obtained for sufficiently small t. Thus Lemma 8 is proved. 
LEMMA 9. In the case (ii), a positie~efunction Z(t), continuous in (0, 01, can be 
determined such that 
0 < i(t) ::; Z(t), 0 ( f c. e, (6.19) 
independently of b in an arbitrari!\l fixed intewal [b, , be], with 0 $< b, .s-. b, 
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Proof. If 6 = 0, we recall that (2.17) is applicable. If 6 > 0, a lower estimate 
Y”“(t) for s(t) is provided by the solution of the following ordinary Stefan 
problem: 
LdJ = 0, 0 < N < Y""(t), .9(O) = 6, 0 < t <s 8, 
d(X, 0) = 0, O<X<6, 
o<t<e, 
(6.20) 
zJz”(9yt), t) = -A’%qt), o<t<e. 
This can be seen considering problems like (6.20) with the free boundary 
starting at 6 - E (C > 0), using Theorem 9, I and letting E ---f 0 (the uniform 
convergence of the corresponding functions Yb-‘(t) to Y”“(t) is a well-known 
result in the theory of Stefan problem and it also follows from Theorem 5, I). 
The difference Y”“(t) - 6 is positive for 0 < t < 0 and is continuously 
dependent on 6, as it can be shown by means of the same arguments used in 
the proof of Theorem 1, Section 2, where problems like (6.20) were considered. 
Therefore 
P(t) = bn-jzb [Y”“(t) - b] > 0, o<t<e. (6.21) 
1 2 
Now, a bather for U(X, t) can be constructed in the region 6 < x < s(t), 
O<t < 8 taking into account (6.21) and the a priori estimate 1 ~(6, t)l < U, 
independent on 6. As a matter of fact, the same technique exploited in the proof 
of Lemma 2 allows us to determine a constant c;, independent of 6, such that 
P(t) < C/9(t), o<t<e. 
Hence the proof of the Lemma. 
Proof of Theorem 6. Let (s, U) be a solution of (1. I)-( 1.5) in (0, 6) and con- 
sider a sequence {(s(~), @I)} of solutions of the same problem corresponding to 
sequences of data and coefficients {$n’}, {X(“‘}, {IL.(~)}, {I#“‘}, {b(“)}, and (P} 
(if b(n) > 0), satisfying the same assumptions as 4, h, p, v, 6, 6. We want to 
show that if 6t91) - 6 and qcn) - q, hen) + A, pen) - p, q~(~) ---t cp, hfn) -+ h 
pointwise (define h(n) = 0 and h = 0 for x > 6tn), x > 6 respectively), then 
@j(t) - s(t) uniformly in [0, 01. 
First, consider the case 6 > 0 and define, for n greater than a suitable no 
(in order to have 6fn) > 0) 
gfn) = max(6, y,y b(k)) + l/n, 
, 
61n) = min(6, yji b(k)) - l/n, 
, 
so that for any n 
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@Sl ( p, < b < &I) ( ~010 
lim 6(n) = lim E(n) = 6. 
Tn. < n, (6.22) 
Next, introduce the functions 
Q(“)(x, t) L= max(q(zc, t), ngt: qck)(.r, t)), 
, 
Q(R)(.~, t) = min(q(x, t), y$ q(“)(x, t)), 
and the functions x(ri), X(n), jGrC), pfn), #“zk, q =(rL), I?“), h=I”) in a similar way. Each 
pair of such sequences has properties analogous to (6.22). 
Finally, consider the smooth approximation ;\tnJ, i(n) to AOC), ?I’~) such that 
the above mentioned properties are preserved, together with (2.1). 
For each value of n solve the problems 
LZP) = pyx, t), 0 < x < P(t), 0.::t-:H, 
iw(x, 0) = h(n)(x), 0 < x < w, ~hl(O) L blfl), 
8("yo, t) = p'(t), o<t<e, 
B'"'(Syt), t) = 0, o<t<e, 
t+'(:""'(t), t) = P(s(qq, t) (&'/fit) $ $"'("'"'(t), t), O<f 
and 
Lip”’ = pyq q, 0 < x < P)(t), O<t-C#, 
zyx, 0) = K’yx), 0 < x :F F(n), p’(o) _ &1), 
P)(O, t) = p(t), o<t<e, 
ipyp(t), t) = 0, O<t<O, 
c.. 
(6.23) 
8. 
(6.23’) 
E1”‘(S’“‘(f), t) = P(P’(t), t) (dP’/dt) +- /.P(S(qt), t), 0 -c t < 0. 
The existence of (i(n), zP) and (S(n), ~7~)) follows from Theorem 4. Moreover, 
Theorem 9, I ensures that, for t E [0, 01 
P’(f) < B’=)(t) < s(t) < W(t) < F(t), m < n. (6.24) 
Hence, jcn)(t) 7 s’(t) < s(t) and W(t) ‘L s”(t) > s(t). The functions s’(t), s”(t) 
are Lipschitz continuous in (0, B], because of Lemma 9, and are continuous in 
[0, 01. Solving (1.1)-(1.4) with data 9, v, b, h, and s replaced by s’, a function 
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u’(x, t) is found. But the procedures used in the proof of Theorem 4 show 
that the pair (s’, u’) solves also (1.5); thus Lemma 8 ensures that s’(t) = s(t). 
Similarly, it can be seen that s”(t) = s(t), and the proof is concluded for the 
case b > 0. 
When b = 0, {P)} cannot be defined as a sequence of positive numbers. But 
a sequence @j(t) can be constructed in such a way that (6.24) is satisfied. Define 
P(t) = 0 for t E [0, l/n]; for t > l/n solve the following problem: 
L@(n) = pyx, t) 0 < x < W(t), l/n<t<B, 
@)(1/n) = 0, 
W(0, t) = qP’(t), I/n<t<O, (6.25) 
,-‘n’(S’yt), t) = 0, I/n <t <o, 
. 
izy(P(t), t) = W(P’(t), t) (dP/dt) + jP’(P’(t), t), l/n<t<e. 
With this choice of P’(t), the remainder of the proof can be repeated without 
changes, thus concluding the demonstration of the continuous dependence 
theorem. 
Proof of Theorem 7. We begin with a number of estimates needed in the 
proof of (6.8). Henceforth the symbol fi will represent a constant dependent on 
the bounds of qi, Xi, X,.x, Ai,t , pi (i = 1, 2), and on AI’, a*, y. 
In (8.6), I, set b, = b, = o(O) = Z(0) = 0. The following terms are easily 
estimated: 
(here we used mes D,* < ta(t) and definition (6.3)) 
< Au(t) tl-qdh, + X,). (6.28) 
Indeed s(t) > pa(t) because of (2.17) and of the uniqueness theorem just proved. 
Thus, (6.6) and the maximum principle, together with definitions (6.4) (6.5), 
yield (6.28). 
Next: 
( iu’t’ ul(x, t) [Al(x, t) - -4,(x, t)] d.v 1 ,( u(t) UAh. (6.29) 
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1 jot fll(sl(T)T T> {h.7(s1(Th > - f 2.r(s2(T)y T)- b&( >~ ) - p2(s2(T)p T>~~ dT / 
:< z(t) A”’ \(A + A/‘) jt 8(T) dT + t[dh, + 2i%2’i?(t)]/ . (6.30) 
0 
/ jo’ [~&I(T), d - A,(%(T), T>l [AdsdT), T> - P2(dT), T)l dT 1 
-.., ’ I (x + n/‘) oh”’ jot s(T) dT $- tdxI . 
/ SJb 
f6 
(Ij(x, T) ~~(.~, T) dx dT 1 ~ I h’B’~ jo* s(T) dT. 
(6.31) 
(6.32) 
1 jjD, u~(x, T) [hj,Jx, T) + Aj,r(X, T)] dx dT / < m It s ~‘t jof T-ys(T) dT27. (6.33) 
(here, use is made of an estimate of type (2.16) for U(X, t)). 
A special care is needed in estimating the remaining terms. As in Section 8, 
Part I, we use the inequality 
where the definitions of W, , ?Va are changed as follows: in problem (1) assume 
P(E) = 0 for x > Z(t) + l and in problem (2) set Wz(o(t), t) = ,%-y s(t). Thus 
-o(f) 
J 
.lcWl(~, t) dx G CT(t) 04 + 1’ I v1 - y, 1 dT, (6.34) 
&i(f) XW~(~, t) dx G o(t) j”“’ w:;%!, t) d.r 
--r 
< u(t) m jif T-‘(t - 7)-l!” 1) 6 II7 d7. 
(6.35) 
The estimate of sjD,* WI(x, T) d x d 7 is obtained as in Section 8, I: 
j”rD,. Jvl(x, T) dx dT < %i* It+) dq + 1’ 1 v’l - q+ 1 dr; . (6.36) 
‘0 
A totally different estimate must be performed for jlo,* W2(.r, T) dx d7. 
From [4, p. 3271 we have 
and hence 
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Finally, the estimate of 1 jf::; fli(z, t) ui(x, t) dx 1 is obtained taking into 
account the inequality z&c, t) < 2,(x, t) + .Za(x, t), where Z, , Z, solve 
problems (3) and (4) of Section 8, I with obvious modifications: 
< Rz(t) 111 6 IIt lo* (t - T)+ 11 6 II7 dr + j; v-“(t - r)-li2 I/ 6 If7 d7. 
(6.39) 
All the above inequalities must be collected in order to estimate the right-hand 
side of (8.6), I. 
Adding and subtracting nr2(s2(t), t) on the left-hand side, the following 
terms are generated: 
and 
j @(se(t), t) - A,2(S&), t)j < 2X(0’ Z(t) Ah (6.40) 
I 42(4~h t) - A2(s2(t), 4
Thus we get the inequality 
< i%Z(t) I& + AX + zrj;, + AX, + Jot T-Y@ - T)+ 11 S 1, dT; 
+ m [lot I ~(4 - vz(~)l d7 + Iof I WA 4 44 - X2(0,4 9)2(7)1 d+ 
The terms in square brackets can be shown to be less than W[o(t) + 
w1wY’” + (A 4 1 to) r/* , using Lemma 1 and the procedures of [5J. 
The proof of (6.8) is finally concluded applying Result 1 of the Appendix. 
APPENDIX 
Consider the inequality 
0 < J(t) < p(t) + c Jot T-‘(1 - T)-‘/‘)(T) dT, 0 < t < T, (A.1) 
where c is a positive constant, y E [0, 4) and r(t) is continuous in (0, TJ. 
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First, consider the case in which p(t) is bounded and study (A. I) in the class 
of bounded functions y(t) in [0, T]. 
nIultiplving both sides of (A.1) by T-Y(~ - 7)-112 and integrating, one has 
1,’ T-“(t - 7)-l;:! J(T) dT 
p ‘, i’ T-’ (t - T)-’ 2 d7 + c j,’ c(t - T)+ j, s-‘(t - .)-lr2 J(S) ds dr. 
The first integral in the right-hand side is dominated b! 
i 
t 
t1/2--v T-1/2(t _ T)-l 2 dT = t19-vT 
‘0 
(actually, it can be exactly calculated as W-y T(3) I$J + l)/r(y + 8), where r 
is the Euler’s function). Thus, interchanging the order of the integrations in 
the second integral yields 
(A.2) 
-.; r ‘, p ,I+ t’;2- + c lt s-y(s) [s,’ e’(t - 7)-112 (T - s)-lj* dT] ds. 
The integral in the square bracket is dominated by ~srs-~ (it will be more 
carefully estimated in Result 2 below, but the rough estimate just done is 
sufficient to prove Result 1). Thus 
Hence, substituting in (A.1) and recalling ] p(t)] < K, one obtains 
0 z; y(t) ,< 11 p IIt (1 + mtl+) + c2n i t s-~~(s) ds, , - 0 
whence, from the generalized Gronwall’s lemma 
0 < y(t) :G 1) p IIT( 1 + mP2-~) exp[c2rrT1-zY( 1 - 2y)-‘1, 0 < t < T. 
Since (A.4) holds till T and T is arbitrary, one has 
0 <; j,(t) < ‘, p llt( 1 + ~-7~tll~-~) exp[cs&-ZY( 1 - 2y)-l], 0 :r; t .< T. 
Thus, we proved 
(A.3) 
(A.4) 
(A.5) 
Result I. If p(t) is bounded, then (A. 1) 2 (A.5) in the class of bounded F(t). 
This is a generalization of Lemma 7 of [I]. 
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Next, let us study the following integral 
Z(t, s) = St e(t - 7)-lj2 (T - s)-’ 2 d7, O<y<& (-4.6) 
s 
It is easily shown that I(t, s) is nonincreasing with respect to s. Indeed one has 
Z(t, s - 6) - Z(t, s) = J’yy T-“(t - 7)-l/2 (T - s + 8)-l/* dT 
+ it T-?(t - 7)-l/* [(T - S + 6)-l!” - (T - S)-1 ‘1 dT 
= 11 + 12, 
and, if T and + are suitably chosen in (s - 6, s) and in (s, t), respectively 
I1 = T-Y{42 - arcsen[(t - s - a)/(2 - s + a)]}, 
I2 = -++{~/2 - arcsen[(t - s - 6)&t - s + a)]}. 
Hence 
Z(t, s - 6) - Z(t, s) >, 0 for any S E [0, s]. 64.7) 
In particular, (A.7) implies 
z(t, S) < z(t, 0) = Jot T-‘-‘/‘(t - T)-1’2 dr 
= t-ym - Y) w/w - Y). 
So, we proved 
Result 2. s; T-‘(t - T)-‘/‘(T - s)-l/’ dT < ?+/2r($ - y)t-Y, y E [o, 4). 
We shall use Result 2 in order to deduce an estimate similar to (A.5) for the 
case 1 p(t)1 < Kr + K,t-y, y E [0, Q). N ow y(t) is assumed to be such that 
ji TAYa,(T) iT < + a. set 
z(t) = P y(t), (A*@ 
and rewrite (A.l) using the assumption on p(t) and the definition (A.8) 
0 < z(t) < Kltv + K2 + CtyJf T-2”(t - 7)-l/* Z(T) d7. (4.9) 
0 
With the same procedure which led us to (A.2) we obtain 
s 
t T-2Y(t _ .)-l/Z z(T) dT sz .rr(k;tY + K~) t1/2-2y + c ~‘s-zvz(s) I(& S) ds, (-4.10) 
0 ‘0 
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whence, from Result 2 and (-4.9) it.follows that 
0 Z(t) %(s) ds 
231 
Thus, as in the proof of inequality (AS), we get 
0 z(t) 1 (k;P + &)(I f mtl!f-v) exp[c%~r(~ 
Recalling (-4.8) the final result is 
0 :.- I (K, $- Kp)( I -+ ~i-rt~~-~) exp[c%r~~r( i 
This means 
y) t’-“Y( 1 
y) tl -2r( 1 
(A. 1 I) 
- 2y)-11. 
291. 
(-4.12) 
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