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METRIZABLE TAP, HTAP AND STAP GROUPS
X. DOMI´NGUEZ, V. TARIELADZE
Abstract. In a recent paper by D. Shakhmatov and J. Speˇva´k [Group-valued continuous functions with the topol-
ogy of pointwise convergence, Topology and its Applications (2009), doi:10.1016/j.topol.2009.06.022] the concept of
a TAP group is introduced and it is shown in particular that NSS groups are TAP. We prove that conversely, Weil
complete metrizable TAP groups are NSS. We define also the narrower class of STAP groups, show that the NSS
groups are in fact STAP and that the converse statement is true in metrizable case. A remarkable characterization
of pseudocompact spaces obtained in the paper by D. Shakhmatov and J. Speˇva´k asserts: a Tychonoff space X is
pseudocompact if and only if Cp(X,R) has the TAP property. We show that for no infinite Tychonoff space X,
the group Cp(X,R) has the STAP property. We also show that a metrizable locally balanced topological vector
group is STAP iff it does not contain a subgroup topologically isomorphic to Z(N).
1. Introduction
In [10, Definition 4.1] a subset A of of a topological group G is called absolutely productive in G provided that,
for every injection a : N→ A and each mapping z : N→ Z the sequence(
n∏
k=1
a(k)z(k)
)
n∈N
converges to some g ∈ G.
In [10, Definition 4.5] a topological group G is called TAP (an abbreviation for “trivially absolutely productive”)
if every absolutely productive set in G is finite.
For a topological group G we call a (not necessarily injective) a : N→ G
(h-m) hyper-multipliable in G provided that for each mapping z : N → Z the sequence
(∏n
k=1 a(k)
z(k)
)
n∈N
converges to some g ∈ G.
(h-c) hyper-converging in G provided that for each mapping z : N→ Z the sequence
(
a(n)z(n)
)
n∈N
converges to
the neutral element e of G.
We call a topological group G
(I) HTAP (an abbreviation for “Hyper TAP”) iff no injective a : N→ G is hyper-multipliable in G.
(II) STAP (an abbreviation for “Strictly TAP”) iff no injective a : N→ G is hyper-converging in G.
It is clear that if a topological group G is STAP then it is HTAP as well, while the converse statement may fail
even for a precompact countable metrizable abelian group (see Lemma 4.5(b)).
It is clear also that if G is HTAP then it is TAP; the converse is true provided G is abelian (see Lemma 4.5).
We do not know whether a non-abelian TAP group is necessarily HTAP.
In [10, Theorem 4.9] it is proved that NSS groups are TAP and that the converse statement fails in general.
We show that NSS groups are in fact STAP and that the converse statement is true in metrizable case (Theorem
5.3). We prove also that for Weil-complete metrizable groups NSS and TAP properties are equivalent (Theorem
5.4). A proof of this result contained in a previous version of this paper (see [6]) is not complete (see Remark 5.5).
A remarkable characterization of pseudocompact spaces obtained in [10, Theorem 4.9] says: a Tychonoff space
X is pseudocompact if and only if Cp(X,R) has the TAP property. We show that for no infinite Tychonoff space
X , the group Cp(X,R) has the STAP property (Theorem 6.4).
In Section 2 the hyper-multipliable, hyper-converging and related sequences are discussed.
Section 4 deals with general TAP, STAP and NSS groups.
In Section 6 the case of Cp(X) is considered.
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In Section 7, along the same lines as [1], we characterize the (complete) metrizable topological vector groups
over R which are (TAP) STAP.
By N we denote the set {1, 2, . . .} of natural numbers.
As in [10] G will stand for a Hausdorff topological group with internal operation · and with the neutral element
e. In case of abelian groups with the internal operation +, the neutral element will be denoted by 0.
We denote by N (G) the set of all neighborhoods of e in G.
We denote by 〈g〉 the cyclic subgroup of G generated by g, for an element g ∈ G.
The group G is a NSS group if G has an open neighborhood of e containing no nontrivial subgroups of G.
For a nonempty family (Gi)i∈I of topological groups the product group
∏
i∈I Gi is endowed with the product
topology. We write:
Supp(g) = {i ∈ I : g(i) 6= eGi }, g ∈
∏
i∈N
Gi
and
Π
(r)
i∈IGi = {g ∈
∏
i∈N
Gi : Card(Supp(g)) <∞}.
When Gi = G for every i ∈ I,
GI :=
∏
i∈I
Gi, G
(I) := Π
(r)
i∈IGi .
2. Hyper-multipliable and related sequences.
We call a sequence (gn)n∈N extracted from G:
• eventually neutral if the set {n ∈ N : gn 6= e} is finite.
• hyper-multipliable in G if for every sequence (mn)n∈N extracted from Z the sequence (Πnk=1g
mk
k )n∈N con-
verges to some g ∈ G.
• super-multipliable (or hereditarily multipliable) inG if for every sequence (mn)n∈N extracted from {0, 1} ⊂ Z
the sequence (Πnk=1g
mk
k )n∈N converges to some g ∈ G.
• hyper-converging if for every sequence (mn)n∈N extracted from Z the sequence (gmnn )n∈N converges to e.
In case of abelian groups with the internal operation +, instead of the terms “eventually neutral”, “hyper-
multipliable”, “super-multipliable”, we shall use the terms: “eventually zero”, “hyper-summable”, “super-summable”.
Lemma 2.1. Let (gn)n∈N be a sequence extracted from G.
(a) (gn)n∈N is eventually neutral =⇒ (gn)n∈N is hyper-multipliable.
The converse implication fails e. g. when G =
∏
i∈NGi, where (Gi)i∈N is a sequence of nontrivial Hausdorff
topological groups (cf. [10, Lemma 4.4]).
(b) (gn)n∈N is hyper-multipliable =⇒ (gn)n∈N is hyper-converging.
The converse implication fails e.g., when H =
∏(r)
i∈NGi with induced from
∏
i∈NGi topology, where (Gi)i∈N
is a sequence of nontrivial Hausdorff topological groups .
In particular, the converse implication may fail for a countable precompact metrizable abelian group.
(c) (gn)n∈N is hyper-multipliable =⇒ (gn)n∈N is super-multipliable =⇒ (gn)n∈N is convergent to e. The
converse implications are not true.
Proof. (a) The first part is evident.
Clearly e : N → ∪i∈NGi with e(i) = eGi , i = 1, 2, . . . is the neutral element of G =
∏
i∈NGi. Now for
each i ∈ N choose some xi ∈ Gi \ {eGi} and define a sequence (gn)n∈N as follows: for a fixed n ∈ N, set
gn(n) = xn and gn(i) = eGi when i ∈ N \ {n}. Clearly thus obtained sequence (gn)n∈N is not eventually
neutral in G. Let us see that (gn)n∈N is hyper-multipliable in G. In fact, extract from Z a sequence
(mn)n∈N and consider g ∈ G with g(i) = x
mi
i , i = 1, 2, . . . Then the sequence (Π
n
k=1g
mk
k )n∈N converges in
G to g.
(b) The first part is evident.
Let G and the sequence (gn)n∈N be as in the proof of (a). Then gn ∈ H, n = 1, 2, . . . ; (gn)n∈N hyper-
converges to e in H , but (gn)n∈N is not hyper-multipliable in H .
If the groups Gi, i = 1, 2, . . . are finite discrete abelian, then
∏
i∈NGi is compact metrizable abelian and
hence, H is countable precompact metrizable abelian.
(c) The proof is left to the reader.

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Remark 2.2. In connection with Lemma 2.1(b) we note that in a sequentially complete abelian locally quasi-
convex G all hyper-converging to e sequences are hyper-multipliable (see [7], where it is shown also that a similar
statement may not be true for a complete metrizable abelian non locally quasi-convex G).
Lemma 2.3. Let (gn)n∈N be a sequence extracted from G.
(a) If (gn)n∈N is hyper-multipliable in G and (rn)n∈N is a strictly increasing sequence of natural numbers, then
the sequence (grn)n∈N is hyper-multipliable in G.
(b) If (gn)n∈N is super-multipliable in G and (rn)n∈N is a strictly increasing sequence of natural numbers, then
the sequence (grn)n∈N is super-multipliable in G.
Proof. (a) In fact, fix a sequence m : N → Z and define m˜ : N → Z as follows: m˜rn = mn, n = 1, 2, . . . and
m˜j = 0, ∀j ∈ N \ {r1, r2, . . . }. Then we will have:
Πrnk=1g
m˜k
k = Π
n
k=1g
mk
rk
, n = 1, 2, . . .
Since (gn)n∈N is hyper-multipliable in G, the sequence
(
Πrnk=1g
m˜k
k
)
n∈N
converges to some g ∈ G. From this and
the above equality we get that the sequence
(
Πnk=1g
mk
rk
)
n∈N
converges to g ∈ G as well. Since m : N → Z is
arbitrary, we proved that the sequence (grn)n∈N is hyper-multipliable in G.
(b) can be proved in a similar way. 
Lemma 2.4. Let G be abelian and (gn)n∈N be a sequence extracted from G.
(a) If (gn)n∈N is super-multipliable in G and pi : N→ N is a bijection, then the sequence(
Πnk=1gpi(k)
)
n∈N
converges to some gpi ∈ G (moreover, then gpi does not depend on pi).
(b) If (gn)n∈N is hyper-multipliable in G and (kn)n∈N is an injective sequence of natural numbers, then the
sequence (gkn)n∈N is hyper-multipliable in G.
Proof. (a) will be proved in the appendix.
(b) Fix a sequence m : N → Z, find a bijection σ : N → N such that the sequence rn := kσ(n), n = 1, 2, . . . is
strictly increasing and define m′ : N → Z as follows: m′n = mσ(n), n = 1, 2, . . . . Then, by Lemma 2.3(a) the
sequence (grn)n∈N is hyper-multipliable in G. This implies that the sequence (g
m′n
rn )n∈N is hyper-multipliable in G
too. In particular, the sequence (g
m′n
rn )n∈N is super-multipliable in G. Write: hn := g
m′n
rn , n = 1, 2, . . . Since the
sequence (hn)n∈N is super-multipliable in G, according to (a), the sequence(
Πnj=1hσ−1(j)
)
n∈N
converges to some h ∈ G. Since
hσ−1(j) = g
mj
kj
, j = 1, 2, . . . ,
we obtained that the sequence (
Πnj=1g
mj
kj
)
n∈N
converges to h ∈ G. Since m : N → Z is arbitrary, we proved that the sequence (gkn)n∈N is hyper-multipliable in
G. 
Remark 2.5. We do not know whether Lemma 2.4(a) (of course without its ‘moreover’ part) remains true for a
non-abelian G as well.
Proposition 2.6. Let (Di)i∈N be a sequence of non-trivial discrete groups. Put G =
∏
i∈NDi and let H be∏(r)
i∈NDi with the topology induced by G. Then the complete metrizable non-discrete topological group G and the
non-complete metrizable non-discrete topological group H have the following properties:
(1) Every sequence of elements of G which converges to e is hyper-multipliable in G. In particular, every
sequence of elements of G which converges to e is hyper-converging.
(2) If a sequence (hn)n∈N of elements of H is super-multipliable in H, then (hn)n∈N is a eventually neutral
sequence.
(3) If a sequence (hn)n∈N of elements of H is hyper-multipliable in H, then (hn)n∈N is a eventually neutral
sequence.
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Proof. (1) Observe that, since Di, i = 1, 2, . . . are discrete, the open subgroups
Um = {g ∈ G : g(i) = eDi , i = 1, . . . ,m}, m = 1, 2, . . .
form a basis for N (G). From this observation and from the sequential completeness of G it is standard to
deduce that (1) is true.
(2) Fix a not eventually neutral sequence (hn)n∈N of elements of H , which converges to e in H and let us see
that (hn)n∈N is not super-multipliable in H .
We can assume without loss of generality that
(2.6.1) Supp(hn) 6= ∅, n = 1, 2, . . .
A little reflection shows that since (hn)n∈N tends to e in H and the groups Di’s are discrete, we have
(2.6.2) min (Supp(hn)) −→∞ (n→∞) .
Construct now a strictly increasing sequence (qn)n∈N of natural numbers as follows.
Take q1 = 1. From (2.6.2) we can find q2 ∈ N such that q2 > q1 and
min (Supp(hq2)) > max (Supp(hq1))
Continuing in this manner, we obtain a strictly increasing sequence (qn)n∈N of natural numbers such that
min
(
Supp(hqn+1)
)
> max (Supp(hqn)) , n = 1, 2, . . .
From the last relation we get
(2.6.3) n′, n′′ ∈ N, n′ 6= n′′ =⇒ Supp(hqn′ ) ∩ Supp(hqn′′ ) = ∅ .
Now, since the sequence (hqn)n∈N tends to e in H , it tends to e in G too. Then, according to (1) there is
g ∈ G such that
lim
n
n∏
k=1
hqk = g
From (2.6.3) it follows that
(2.6.4) Supp(hqn) ⊂ Supp(g), n = 1, 2, . . .
From (2.6.3) and (2.6.1) we conclude that Supp(g) is not a finite set. Consequently, g 6∈ H and (hn)n∈N
is not super-multipliable in H .
(3) follows from (2) by the first implication of Lemma 2.1(c).

3. Absolutely productive sets
In terms of hyper-multipliable sequences the definition of an absolutely productive set can be formulated as
follows.
Definition 3.1. (cf. [10, Definition 4.1]) A subset A of G is absolutely productive in G if every sequence (gn)n∈N
of pairwise distinct elements extracted from A is hyper-multipliable in G.
Lemma 3.2. Let (gn)n∈N be a sequence of pairwise distinct elements of G and A := {g1, g2, . . . }. Consider the
statements:
(ap1) A is absolutely productive in G.
(ap2) For every injection σ : N→ N the sequence (gσ(n))n∈N is hyper-multipliable in G.
(ap3) For every bijection σ : N→ N the sequence (gσ(n))n∈N is hyper-multipliable in G.
(ap4) (gn)n∈N is hyper-multipliable in G.
Then the following statements are valid:
(a) (ap1), (ap2) and (ap3) are equivalent and they imply (ap4).
(b) If G is abelian, then (ap1), (ap2), (ap3) and (ap4) are equivalent.
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Proof. (a)
The equivalence (ap1)⇐⇒ (ap2) follows directly from the definitions.
The implication (ap2)=⇒ (ap3) is evident.
(ap3)=⇒ (ap1).
Consider an injection a : N→ A, a mapping z : N→ Z and let us see that the sequence
(3.2.1)
(
Πnk=1a(k)
z(k)
)
n∈N
converges to some g ∈ G.
For every n ∈ N we can find and fix some kn ∈ N such that a(n) = gkn . Since a is injective, thus obtained
sequence (kn)n∈N is injective as well.
Find a bijection σ : N→ N such that the sequence rn := kσ(n), n = 1, 2, . . . is strictly increasing.
Define now the mappings σ˜ : N→ N and m˜ : N→ Z as follows:
σ˜(rn) = kn, n = 1, 2, . . . , σ˜(j) = j, ∀j ∈ N \ {r1, r2, . . . };
m˜rn = z(n), n = 1, 2, . . . , m˜j = 0, ∀j ∈ N \ {r1, r2, . . . }.
Clearly, σ˜ is a bijection. Hence, since (ap3) is satisfied, we have that the sequence(
n∏
i=1
gm˜i
σ˜(i)
)
n∈N
converges to some g ∈ G. Hence,
lim
n
(
rn∏
i=1
gm˜i
σ˜(i)
)
= g .
Observe that
rn∏
i=1
gm˜i
σ˜(i) =
n∏
k=1
a(k)z(k), n = 1, 2, . . .
The last two equalities imply that
lim
n
(
n∏
k=1
a(k)z(k)
)
= lim
n
(
rn∏
i=1
gm˜i
σ˜(i)
)
= g .
Therefore, the sequence (3.2.1) converges to g. Since the injection a : N → A is arbitrary and the mapping
z : N→ Z is arbitrary too, we proved that A is absolutely productive in G.
The implication (ap3)=⇒ (ap4) is evident.
(b) Since (a) is proved, we need to prove only that (ap4) implies (ap2). Since G is abelian, this implication is
true by Lemma 2.4(b). 
4. TAP and STAP groups: the first observations
Note that, according to Definition 3.1, every finite subset A of G is absolutely productive in G.
Definition 4.1. ([10, Definition 4.5]) We say that G is TAP (an abbreviation for “trivially absolutely productive”)
if every absolutely productive set in G is finite.
Motivated from the concept of a TAP group, we propose the following definitions.
Definition 4.2. We say that G is
(I) HTAP (an abbreviation for “Hyper TAP”) if no sequence of pairwise distinct elements extracted from G
is hyper-multipliable.
(II) STAP (an abbreviation for “Strictly TAP”) no sequence (gn)n∈N of pairwise distinct elements extracted
from G is hyper-convergent in G.
The following lemmas are easy to prove.
Lemma 4.3. For a topological group G the following conditions are equivalent:
(i) G is HTAP.
(ii) Every sequence extracted from G which is hyper-multipliable in G is eventually neutral.
Lemma 4.4. For a topological group G the following conditions are equivalent:
(i) G is STAP.
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(ii) Every hyper-convergent sequence extracted from G is eventually neutral.
The following lemma contains, in particular, some examples of TAP, HTAP and STAP groups.
Lemma 4.5. We have:
(a) G ∈ STAP =⇒ G ∈ HTAP =⇒ G ∈ TAP.
(a-bis) If G is abelian then G ∈ HTAP⇐⇒ G ∈ TAP.
(b) Let (Di)i∈N be a sequence of non-trivial discrete groups and H be
∏(r)
i∈NDi with the topology induced by∏
i∈NDi. Then H ∈ HTAP, but H 6∈ STAP.
In particular, the implication H ∈ TAP =⇒ H ∈ STAP may fail even for an abelian countable metrizable
precompact H.
Proof. (a). The implication G ∈ STAP =⇒ G ∈ HTAP is true in view of Lemma 2.1(b).
The implication G ∈ HTAP =⇒ G ∈ TAP follows directly from the definitions.
(a-bis) is true because of Lemma 3.2(b).
(b) H ∈ HTAP by Proposition 2.6(3). H 6∈ STAP because, since H is metrizable and non-discrete, we can extract
from H a not eventually neutral sequence which converges to e and by Proposition 2.6(1) every such sequence
hyper-converges to e.
It follows that if the groups Di, i = 1, 2, . . . are finite and abelian, then H is an example of an abelian countable
metrizable precompact group, for which the implication H ∈ TAP =⇒ H ∈ STAP fails. 
We shall see below that the TAP and the STAP properties are equivalent for a metrizable Weil complete group
(see Theorem 5.4).
5. NSS, STAP and TAP groups
Theorem 5.1. We have:
(a) G ∈ NSS =⇒ G ∈ STAP (see Theorem 5.3 for a converse).
(b) ([10, Theorem 4.9]) G ∈ NSS =⇒ G ∈ TAP.
(c) In general, G ∈ HTAP 6=⇒ G ∈ NSS even for an abelian countable metrizable precompact G.
Proof. (a) Fix a sequence (gn)n∈N of pairwise distinct elements extracted from G. By Lemma 4.4 (ii)=⇒(i)
it is sufficient to show that (gn)n∈N is not hyper-convergent. We can assume without loss of generality
that gn 6= e, n = 1, 2, . . . Since G is NSS, we can find and fix an open symmetric neighborhood U of e
containing no nontrivial subgroups of G. Fix n ∈ N. Since gn 6= e, the cyclic group 〈gn〉 is non-trivial, so,
〈gn〉 6⊂ U ; hence there exists mn ∈ Z such that gmnn 6∈ U . Consequenty, we have constructed a sequence
(mn)n∈N such that
gmnn 6∈ U, n = 1, 2, . . .
This means that the sequence (gn)n∈N is not hyper-convergent to e.
(b) follows from (a) by Lemma 4.5(a).
(c) Let (Di)i∈I be a sequence of non-trivial finite discrete abelian groups and H be
∏(r)
i∈NDi with the topology
induced by
∏
i∈NDi. Then H is an abelian countable metrizable precompact group, H ∈ HTAP (by
Proposition 2.6(3)), but H 6∈ NSS (because N (H) has a countable basis consisting of open subgroups).

Lemma 5.2. If G 6∈ NSS and d : G × G → R+ is a continuous mapping with d(e, e) = 0, then there exists a
sequence (gn)n∈N of elements of G \ {e} such that
(5.2.1)
∑
n∈N
d(e, gmnn ) <∞, ∀(mn)n∈N ∈ Z
N .
Proof. Write:
Un = {g ∈ G : d(e, g) <
1
2n
}, n = 1, 2, . . .
Since d is continuous on G×G, we have
Un ∈ N (G), n = 1, 2, . . .
Since G 6∈ NSS, there is a sequence (Hn)n∈N of non-trivial subgroups of G such that
Hn ⊂ Un, n = 1, 2, . . .
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Hence there exists a sequence (gn)n∈N of elements of G such that
(5.2.2) gn 6= e, gn ∈ Hn ⊂ Un, n = 1, 2, . . .
Fix a sequence (mn)n∈N of integers. From (5.2.2), as Hn, n = 1, 2, . . . are subgroups of G, we get:
(5.2.3) gmnn ∈ Hn ⊂ Un, n = 1, 2, . . .
Hence,
(5.2.4) d(e, gmnn ) <
1
2n
, n = 1, 2, . . .
From (5.2.4) it follows that (5.2.1) is true. 
From Theorem 5.1(a) and Lemma 5.2 we deduce:
Theorem 5.3. For a metrizable group G TFAE:
(i) G ∈ NSS.
(ii) G ∈ STAP.
Proof. (i) =⇒ (ii) by Theorem 5.1(a).
(ii) =⇒ (i). Suppose that G 6∈ NSS. Take some metric d which metrizes G. Then by Lemma 5.2 there exists a
not eventually neutral sequence (gn)n∈N of elements of G for which (5.2.1) is satisfied for d. Since d metrizes G,
from (5.2.1) it follows that (gn)n∈N hyper-converges to e. Consequently, G 6∈ STAP. 
We will derive the following result from Theorem 5.3 and Lemma 5.2.
Theorem 5.4. For a Weil-complete metrizable group G TFAE:
(i) G ∈ NSS.
(ii) G ∈ STAP.
(iii) G ∈ HTAP.
(iv) G ∈ TAP.
Proof. The equivalence (i)⇐⇒(ii) follows from Theorem 5.3.
The implications (ii)=⇒(iii)=⇒ (iv) is evident.
(iv)=⇒(i).
Suppose that G 6∈ NSS. Take some left invariant metric d which metrizes G (such a metric exists by Birkhoff-
Kakutani’s theorem). Since G 6∈ NSS, by Lemma 5.2 there exists a not eventually neutral sequence (gn)n∈N of
elements of G satisfying (5.2.1). Clearly, the range A := {g ∈ G : ∃n ∈ N, g = gn} of (gn)n∈N is infinite.
Now we will show that the infinite set A is absolutely productive in G and this will show that G 6∈ TAP.
Consider an injection a : N→ A, a mapping z : N→ Z and let us see that the sequence(
Πnk=1a(k)
z(k)
)
n∈N
converges to some g ∈ G.
For every n ∈ N we can find and fix some kn ∈ N such that a(n) = gkn . Since a is injective, thus obtained
sequence (kn)n∈N consists of pairwise distinct natural numbers. Let (mn)n∈N be a sequence of integers defined as
follows: mkn = z(n), n = 1, 2, . . . and mj = 0, ∀j ∈ N \ {k1, k2, . . . }.
Observe that ∑
j∈N
d(e, g
mj
j ) =
∑
n∈N
d(e, a(n)z(n)) .
From this and (5.2.1) we get:
(5.4.1)
∑
n∈N
d(e, a(n)z(n)) <∞.
Write:
bn =
n∏
k=1
a(k)z(k), n = 1, 2, . . .
Since d is left-invariant, we have:
d(bn−1, bn) = d(bn−1, bn−1a(n)
z(n)) = d(e, a(n)z(n)), n = 2, 3, . . .
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This and (5.4.1) imply:
(5.4.2)
∞∑
n=2
d(bn−1, bn) <∞
From (5.4.2) we get that (bn)n∈N is a d-Cauchy sequence. From this, since d is left-invariant and metrizes G, we
get:
(5.4.3) ∀V ∈ N (G)∃nV ∈ N, [n
′, n′′ ∈ N, min(n′, n′′) ≥ nV =⇒ b
−1
n′ bn′′ ∈ V ] .
From (5.4.3) we conclude that (bn)n∈N is a Cauchy sequence in the left uniformity of G. From this, since G is Weil
complete, we get that (bn)n∈N converges to some g ∈ G. Since a : N → A and z : N → Z are arbitrary, we have
proved that the infinite set A is absolutely productive in G. 
Remark 5.5. (1) The validitity of the implication (iv) =⇒ (i) of Theorem 5.4 is stated in [6], however it is proved
therein only the weaker implication (iii) =⇒ (i). This gap was observed and was pointed out to us by professor
D. Dikranjan. A different proof of the implication
G is Weil complete metrizable +G ∈ TAP=⇒G ∈ NSS
is contained in the proof of [5, Corollary 4.6].
(2) The implication G ∈ HTAP =⇒ G ∈ NSS of Theorem 5.4 fails drastically for a non-complete metrizable
abelian G (see Theorem 5.1(c)), as well as for a Raikov complete metrizable G [5, Remark 5.9].
(3) In [5, Theorem 9.3] it is proved that a σ-compact complete abelian TAP group need not be NSS. Therefore,
the implication (iv) =⇒ (i) of Theorem 5.4 may fail without the metrizability assumption.
From Theorem 5.4, since locally compact groups are Weil-complete, we get
Corollary 5.6. For a locally compact metrizable group G we have that G ∈ NSS⇐⇒ G ∈ TAP.
Remark 5.7. Corollary 5.6 remains true without metrizability: it has been proved recently in [5, Theorem 10.8]
that a locally compact TAP group is NSS.
6. Cp(X) and STAP
In this subsection X will be a Tychonoff space and Cp(X,G) will stand for the group of all continuous mappings
f : X → G endowed with the topology of pointwise convergence.
Theorem 6.1. [10, Theorem 5.3] A space X is pseudocompact if and only if Cp(X,R) has the TAP property.
To prove a STAP-version of this result we need a lemma.
Lemma 6.2. Let Y be an infinite topological space.
(a) If Y is Hausdorff, then there exists y ∈ Y and a sequence (yn)n∈N of distinct points of Y \ {y} which does
not converge to y.
(b) If Y is Hausdorff regular, then there exists a sequence (Vn)n∈N of non-empty pairwise disjoint open subsets
of Y .
Proof. (a) Pick y ∈ Y. Choose a sequence (yn)n∈N of pairwise distinct elements of Y \ {y}. If yn 6→ y we are done.
Otherwise let y and y1 change places. Then, since Y is Hausdorff, the sequence y, y2, y3, . . . cannot converge to
y1 6= y.
(b) By (a) we can choose and fix a point b1 ∈ Y and a sequence (y1,n)n∈N of distinct points of Y \ {b1} which
does not converge to b1. Let V1 be an open neighbourhood of b1 for which the set N1 := {n ∈ N : y1,n 6∈ V1} is
infinite (such a V1 exists because Y is regular).
Let Y1 := {y1,n : n ∈ N1}. Apply now (a) to the Hausdorf space Y1 and find b2 ∈ Y1 and a sequence (y2,n)n∈N of
distinct points of Y1 \ {b2} which does not converge to b2. Since b2 ∈ Y \ V1, the set Y \ V1 is open, Y is regular
and (y2,n)n∈N does not converge to b2, we can find an open neighbourhood V2 of b2 for which V2 ⊂ Y \V1 and the
set N2 := {n ∈ N : y2,n 6∈ V2} is infinite.
Clearly, V1 and V2 are open sets with disjoint closures.
Let Y2 := {y2,n : n ∈ N2}. Apply again (a) to the Hausdorf space Y2 and find b3 ∈ Y2 and a sequence (y3,n)n∈N
of distinct points of Y2 \ {b3} which does not converge to b3. Since b3 ∈ Y \ (V1 ∪ V2), the set Y \ (V1 ∪ V2)
is open, Y is regular and (y3,n)n∈N does not converge to b3, we can find an open neighbourhood V3 of b3 with
V3 ⊂ Y \ (V1 ∪ V2) and for which the set N3 := {n ∈ N : y3,n 6∈ V3} is infinite.
Clearly, V1 V2 and V3 are open sets with pairwise disjoint closures.
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Inductively, we thus obtain a sequence (Vn)n∈N of non-empty pairwise disjoint open subsets of Y (for which
the sequence (Vn)n∈N is pairwise disjoint as well). 
Remark 6.3. The statement of Lemma 6.2(b) is contained in the proof of [9, p. 233, Lemma 11.7.1]. For the
sake of self-containedness we have separated this statement and have reproduced its proof as well. Note that from
Lemma 6.2(b) it can be concluded that the cardinality of the topology of an infinite regular Hausdorff space is
greater than the cardinality of continuum.
Theorem 6.4. Let X be a Tychonoff space. Then Cp(X,R) has the STAP property if and only if X is finite.
Proof. Suppose that X is infinite and let us show that then Cp(X,R) 6∈ STAP.
Since X is infinite, by Lemma 6.2(b) there exists a sequence (Vn)n∈N of non-empty pairwise disjoint open subsets
of X . Fix a sequence (xn)n∈N of (pairwise distinct) elements of X such that
(6.4.1) xn ∈ Vn, n = 1, 2, . . .
Using (6.4.1) and the complete regularity of X we can find a sequence continuous functions fn : X → [0, 1], n =
1, 2, . . . such that
(6.4.2) fn(xn) = 1, fn(x) = 0, ∀x ∈ X \ Vn, n = 1, 2, . . .
From (6.4.2) it follows in particular that fn 6= 0, n = 1, 2, . . . , where 0 stands for the identically zero function:
the neutral element of Cp(X,R). Consequently, (fn)n∈N is not an eventually neutral sequence in Cp(X,R). Now
we will show that (fn)n∈N is a hyper-null sequence in Cp(X,R) and thus Cp(X,R) 6∈ STAP.
Since the sets Vn, n = 1, 2, . . . are pairwise disjoint, we have:
(6.4.3) Card{n ∈ N : x ∈ Vn} ≤ 1 ∀x ∈ X .
Fix x ∈ X and let us derive now from (6.4.3) that (fn(x))n∈N is an eventually neutral sequence in R.
If x ∈ X \ ∪n∈NVn, then from (6.4.2) we have: fn(x) = 0, n = 1, 2, . . .
If x ∈ ∪n∈NVn, then x ∈ Vnx for some nx ∈ N. This, together with (6.4.2), gives:
n ∈ N, n > nx =⇒ fn(x) = 0 .
Hence (fn(x))n∈N is an eventually zero sequence in R. This clearly implies that for every sequence (mn)n∈N
extracted from Z the sequence (mnfn(x))n∈N is again an eventually zero sequence in R. In particular, we have
that limnmnfn(x) = 0 for every sequence (mn)n∈N extracted from Z and this by the definition of the topology of
Cp(X,R) means that (fn)n∈N is a hypernull sequence in Cp(X,R).
So, we have proved that if Cp(X,R) has the STAP property, then X is finite. Conversely, if X is finite, then
clearly Cp(X,R) = R
X ∈ STAP. 
7. The case of topological vector groups
In this section we are going to demonstrate that the methods of [1] can be used to characterize the (complete)
metrizable real topological vector spaces and topological vector groups which are STAP (TAP).
A nonempty subset A of a real vector space E is called balanced if
t ∈ R, |t| ≤ 1 =⇒ tA := {ta : a ∈ A} ⊂ A .
If A is balanced, then 0 ∈ A and A is symmetric. If 0 ∈ A and A is symmetric and A is convex, then A is balanced
(the converse is not true when Dim(E) > 1).
Lemma 7.1. Let A be a balanced subset of a real vector space E and a ∈ A be such that
〈a〉 = {ma : m ∈ Z} ⊂ A .
Then
Ra := {ta : t ∈ R} ⊂ A .
Proof. Fix t ∈ R. Find a natural number n such that | t
n
| ≤ 1. Take a ∈ A. Then na ∈ 〈a〉 ⊂ A. Hence, as na ∈ A
and A is balanced, we get: ta = t
n
(na) ∈ A. 
Lemma 7.2. Let E be a topological vector space over R. Then:
(a) For every t ∈ R \ {0} the map x 7→ tx is a linear homeomorphism of E onto E.
(b) The balanced members of N (E) form a basis of N (E).
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Proof. (a) is easy to see.
(b) Fix U ∈ N (E). Since the mapping (t, x) 7→ tx is continuous at (0, 0) ∈ R×E, we can find ε > 0 and V ∈ N (E)
such that t ∈ [−ε, ε], x ∈ V =⇒ tx ∈ U . Equivalently, for ε > 0 and V ∈ N (E) we have
[−ε, ε]V := {tx : t ∈ [−ε, ε], x ∈ V } ⊂ U .
It is easy to see that the set [−ε, ε]V is balanced. From (a) it follows that εV ∈ N (E). Since εV ⊂ [−ε, ε]V ,
we get [−ε, ε]V ∈ N (E). Consequently, for U ∈ N (E) we have found a balanced [−ε, ε]V ∈ N (E) such that
[−ε, ε]V ⊂ U . 
A topological abelian group G which is also a vector space over R is called a topological vector group over R if
for every t ∈ R the map x 7→ tx is continuous.
A topological abelian group G which is also a vector space over R is called locally balanced if the balanced
members of N (E) form a basis of N (E).
A topological abelian group G which is also a vector space over R is called locally convex if the convex symmetric
members of N (E) form a basis of N (E).
Lemma 7.3. Let G be a topological abelian group which is also a vector space over R. Then
(a) If G is locally balanced, then G is a topological vector group over G.
(b) If G is locally convex, then G is a topological vector group over G.
Proof. (a) Fix t ∈ R and U ∈ N (E). If t ∈ [−1, 1], find a balanced V ∈ N (E) with V ⊂ U . Then tV ⊂ V ⊂ U .
Hence the map x 7→ tx is continuous at 0 ∈ E and hence, is continuous. If |t| > 1, we can write: t = s +m for
some s ∈ [−1, 1] and m ∈ Z. Then, as we have seen, the map x 7→ sx is continuous; since G is a topological group,
the map x 7→ mx is continuous as well. Consequently the map x 7→ tx, as the pointwise sum of two continuous
mappings, is continuous as well.
(b) follows from (a). 
We will not need much about topological vector groups. For the reader it would be sufficient to believe that
the class of locally balanced topological vector groups is wider that the class of topological vector spaces.
We begin with the following easy observation.
Proposition 7.4. For a locally balanced Hausdorff topological vector group G 6= {0} over R TFAE:
(i) G 6∈ NSS.
(ii) Every U ∈ N (G) contains a 1-dimensional vector subspace of G.
Proof. (i) =⇒ (ii). Fix U ∈ N (G), find a balanced V ∈ N (E) with V ⊂ U . By (i) there is a nontrivial subgroup
H of G, such that H ⊂ V . Take some x ∈ H \ {0}. Then 〈x〉 ⊂ H ⊂ V . From this and Lemma 7.1 we get:
Rx ⊂ V ⊂ U .
(ii) =⇒ (i) is true because a 1-dimensional vector subspace of G is also a nontrivial subgroup of G. 
It is clear that if X is an infinite set, then RX 6∈ NSS. This follows also from the following statement, which is
not evident at once.
Proposition 7.5. Let X be a non-empty set and E 6= {0} be a vector subspace of RX endowed with the induced
topology.
If E ∈ NSS, then Dim(E) <∞.
Proof. For a non-empty subset ∆ ⊂ X , ε > 0 and write:
V∆,ε := {f ∈ E : f(∆) ⊂ [−ε, ε]}.
The sets V∆,ε, ε > 0 when ∆ runs over all finite subsets of X form a basis for N (E).
As E ∈ NSS, by Proposition 7.4 there exists a finite non-empty ∆ ⊂ X and ε > 0, such that V∆,ε does not contain
any 1-dimensional vector subspace of E. Consider now the mapping u : E → R∆ defined by: u(f) = f |∆, f ∈ E.
Clearly u is linear. Let us see that u is injective too. Take f ∈ E with u(f) = 0 ∈ R∆. This means that
f(∆) = {0}. Then tf(∆) = {0}, ∀t ∈ R. Hence, tf ∈ V∆,ε, ∀t ∈ R. From this, since V∆,ε does not contain
any 1-dimensional vector subspace of E, we get that f = 0. Therefore u is injective and so, it is a vector space
isomorphism between E and u(E) ⊂ R∆. Consequently, Dim(E) = Dim(u(E)) ≤ Dim(R∆) = Card(∆) <∞. 
The formulation of the following statement for the case of complete metrizable topological vector spaces is
contained in the proof of [1, Theorem 9].
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Lemma 7.6. Let G 6= {0} be a locally balanced Hausdorff topological vector group over R and d be a continuous
metric on G.
If G 6∈ NSS, then there exists a sequence (gn)n∈N of elements of G such that
(7.6.1) 0 < sup
t∈R
d(0, tg1) < 1, sup
t∈R
d(0, tgn+1) <
1
4
sup
t∈R
d(0, tgn), n = 1, 2, . . .
Proof. For a real number r, 0 < r < 1 write:
Ur = {g ∈ G : d(0, g) < r} .
Since d is continuous on G×G, we have
Ur ∈ N (G) .
Since G 6∈ NSS, by Proposition 7.4 we can find and fix g1 ∈ U1 \ {0} such that Rg1 ⊂ Ur. Set
δ1 := sup
t∈R
d(0, tg1) .
Clearly, 0 < δ1 ≤ r < 1.
In the same way we can find and fix g2 ∈ U δ1
5
\ {0} such that Rg2 ⊂ U δ1
5
. Set
δ2 := sup
t∈R
d(0, tg2) .
Clearly, 0 < δ2 ≤
δ1
5 <
δ1
4 .
Suppose now that for a natural number n ≥ 2 the elements g2, . . . , gn and the numbers δ2, . . . , δn are already
constructed such that
δk <
1
4
δk−1, δk = sup
t∈R
d(0, tgk), k = 2, . . . , n .
Since G 6∈ NSS, by Proposition 7.4 again we can find and fix gn+1 ∈ U δn
5
\ {0} such that Rgn+1 ⊂ U δn
5
and set
δn+1 := sup
t∈R
d(0, tgn+1) .
Then 0 < δn+1 ≤
δn
5 <
δn
4 .
In this way we can construct the sequence satisfying (7.6.1). 
For a sequence g := (gn)n∈N of elements of a topological vector group G write:
Eg := {t ∈ R
N :
(
n∑
i=1
t(i)gi
)
n∈N
converges in G }
and define a mapping ug : Eg → G by the equality:
ugt =
∞∑
i=1
t(i)gi := lim
n
n∑
i=1
t(i)gi, t ∈ Eg .
This notation will be used in the following statement which is a kind of converse to Lemma 7.6.
Proposition 7.7. Let G be a locally balanced metrizable topological vector group over R and d be an invariant
metric which metrizes G.
If there exists a sequence g := (gn)n∈N of elements of G satisfying (7.6.1), then:
(a) Eg is a vector subspace of R
N, R(N) ⊂ Eg and u : Eg → G is a linear injective mapping.
(b) If Eg is endowed by the induced from R
N topology, then u = ug : Eg → G is a continuous linear injective
mapping for which the inverse mapping u−1 : u(Eg)→ Eg is continuous as well.
(c) G contains a vector subspace which is linearly homeomorphic to R(N) endowed with the topology induced
from RN.
(d) G 6∈ NSS.
(e) If G is complete, then Eg = R
N and hence, G contains a vector subspace which is linearly homeomorphic to
R
N
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Proof. Put:
(7.7.1) δn := sup
t∈R
d(0, tgn), n = 1, 2, . . .
Since δn+1 <
1
4δn, n = 1, 2, . . . , for a fixed n we have: δn+k <
1
4k δn, k = 1, 2, . . . , consequently,
(7.7.2)
∞∑
i=n+1
δi <
∞∑
i=1
1
4i
δn =
1
3
δn, n = 1, 2, . . .
(a) All statements, except injectivity, are easy to verify and they are true for each sequence g = (gn)n∈N. The
injectivity of u will follow from relation (7.7.3), which will be proved below.
(b) First let us see that u is continuous. Take a sequence tn ∈ Eg, n = 1, 2, . . . with limn tn(i) = 0, ∀i ∈ N, fix
ε > 0. Since
∑∞
i=2 δi ≤
1
3δ1 <∞, for some k ∈ N we have that
∑∞
i=k δi < ε. So, for a fixed n ∈ N we have:
d(utn, 0) = d(
k∑
i=1
tn(i)gi +
∞∑
i=k+1
tn(i)gi, 0) ≤ d(
k∑
i=1
tn(i)gi, 0) + d(
∞∑
i=k+1
tn(i)gi, 0) ≤
d(
k∑
i=1
tn(i)gi, 0) +
∞∑
i=k+1
d(tn(i)gi, 0) ≤ d(
k∑
i=1
tn(i)gi, 0) +
∞∑
i=k+1
δi < d(
k∑
i=1
tn(i)gi, 0) + ε .
Hence, as limn
∑k
i=1 tn(i)gi = 0, we obtain:
lim sup
n
d(utn, 0) ≤ lim sup
n
(
d(
k∑
i=1
tn(i)gi, 0) + ε
)
= lim
n
d(
k∑
i=1
tn(i)gi, 0) + ε = ε .
From this, since ε > 0 is arbitrary, we get: limn d(utn, 0) = 0. Hence, u is continuous.
Now we want to prove the following implication, from which will follow the injectivity of u together with the
continuity of u−1 : u(Eg)→ Eg.
(7.7.3) tn ∈ Eg, n = 1, 2, . . . ; lim
n
utn = 0 =⇒ lim
n
tn(i) = 0, ∀i ∈ N .
To prove (7.7.3), we can assume without loss of generality that the metric d has the following additional
property:
(7.7.4) g ∈ G, α1, α2 ∈ R, |α1| ≤ |α2| =⇒ d(α1 · g, 0) ≤ d(α2 · g, 0) .
Fix a sequence tn ∈ Eg, n = 1, 2, . . . such that
(7.7.5) lim
n
utn = lim
n
∞∑
i=1
tn(i)gi = 0 .
and derive from (7.7.5) that
(7.7.6) lim
n
tn(i) = 0, ∀i ∈ N .
Since u is homogeneus, (7.7.5) implies:
(7.7.7) lim
n
u(α · tn) = lim
n
∞∑
i=1
α · tn(i)gi = 0 ∀α ∈ R .
Let us show first that limn tn(1) = 0. Suppose that the sequence (tn(1))n∈N does not tend to 0. Then for some
η > 0 and some strictly increasing sequence (kn) of natural numbers we shall have:
(7.7.8) |tkn(1)| > η > 0, n = 1, 2, . . .
As
α · tkn(1)g1 = u(α · tkn)−
∞∑
i=2
α · tkn(i)gi, n = 1, 2, . . . ; ∀α ∈ R ,
we can write:
(7.7.9) d(α · tkn(1)g1, 0) ≤ d(u(α · tkn), 0) + d(
∞∑
i=2
α · tkn(i)gi, 0) < d(u(α · tkn), 0) +
1
3
δ1, n = 1, 2, . . . ; ∀α ∈ R
METRIZABLE TAP, HTAP AND STAP GROUPS 13
Now from (7.7.9) by using (7.7.4) we get:
(7.7.10) d(α · ηg1, 0) < d(u(α · tkn), 0) +
1
3
δ1, n = 1, 2, . . . ; ∀α ∈ R
As (see (7.7.7))
lim
n
d(u(α · tkn), 0) = 0 ∀α ∈ R
from (7.7.10) we get:
(7.7.11) d(α · ηg1, 0) ≤
1
3
δ1, n = 1, 2, . . . ; ∀α ∈ R
From (7.7.11), as η 6= 0, we conclude:
δ1 = sup
α∈R
d(α · ηg1, 0) ≤
1
3
δ1 .
A contradiction. Hence, limn tn(1) = 0.
Suppose now that for a natural number q we have already proved that limn tn(i) = 0, i = 1, . . . , q and let us
derive from this that limn tn(q + 1) = 0. Suppose again that this is not so, i.e., the sequence (tn(q + 1))n∈N does
not tend to 0. Then for some η > 0 and some strictly increasing sequence (kn) of natural numbers we shall have:
(7.7.12) |tkn(q + 1)| > η > 0, n = 1, 2, . . .
For a fixed n and α ∈ R we have:
α · tkn(q + 1)gq+1 = u(α · tkn)−
q∑
i=1
α · tkn(i)gi −
∞∑
i=q+2
α · tkn(i)gi ,
from this, by the triangle inequality, we get:
d(α · tkn(q + 1)gq+1, 0) ≤ d(u(α · tkn), 0) + d(
q∑
i=1
α · tkn(i)gi, 0) + d(
∞∑
i=q+2
α · tkn(i)gi, 0) ≤
d(u(α · tkn), 0) + d(
q∑
i=1
α · tkn(i)gi, 0) +
∞∑
i=q+2
δi .
Hence,
(7.7.13) d((α · tkn(q + 1)gq+1, 0) < d(u(α · tkn , 0) + d(
q∑
i=1
α · tkn(i)gi, 0) +
1
3
δq+1 , n = 1, 2, . . . ; ∀α ∈ R
Now from (7.7.13) by using (7.7.4) we get:
(7.7.14) d(α · ηgq+1, 0) < d(u(α · tkn , 0) + d(
q∑
i=1
α · tkn(i)gi, 0) +
1
3
δq+1 , n = 1, 2, . . . ; ∀α ∈ R
By our assumption we have that limn tn(i) = 0, i = 1, . . . , q. This gives:
lim
n
d(
q∑
i=1
α · tkn(i)gi, 0) = 0, ∀α ∈ R .
We have also (see (7.7.7):
lim
n
d(u(α · tkn), 0) = 0 ∀α ∈ R .
The last two relations together with (7.7.14) imply:
(7.7.15) d(α · ηgq+1, 0) ≤
1
3
δq+1, ∀α ∈ R
From (7.7.11), as η 6= 0, we conclude:
δq+1 = sup
α∈R
d(α · ηgq+1, 0) ≤
1
3
δq+1 .
A contradiction. Hence, limn tn(q + 1) = 0. Consequently, (7.7.3) is proved and it implies the needed injectivity
of u and the continuity of u−1.
(c) follows from (b) and (d) follows from (c).
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(e) Fix t ∈ RN. Clearly,
∞∑
n=2
d(tngn, 0) ≤
∞∑
n=2
δn <
1
3
δ1 <∞ .
From this, since E is complete, we get that the series
∑∞
n= tngn converges in G. Hence, t ∈ Eg. The rest follows
now from (b). 
Now we can prove the following characterization theorem, in which Z(N) and R(N) are supposed to be endowed
with the topologies induced from RN
Theorem 7.8. For a metrizable locally balanced topological vector group G over R TFAE:
(i) G ∈ NSS.
(ii) G ∈ STAP.
(iii) G does not contain a subgroup topologically isomorphic to Z(N).
(iv) G does not contain a vector subspace topologically isomorphic to R(N).
Proof. The equivalence (i)⇐⇒ (ii) is contained in Theorem 5.3.
Implication (ii) =⇒ (iii) is true because Z(N) is not STAP.
Implication (iii) =⇒ (iv) is evident.
(iv) =⇒ (i). Suppose that this implication is not true. Then G 6∈ NSS. From this, according to Lemma 7.6 and
Proposition 7.7(c), it follows that G contains a subspace isomorphic to R(N). A contradiction with (iv). 
In complete case we have also,
Theorem 7.9. For a complete metrizable locally balanced topological vector group G over R TFAE:
(i) G ∈ NSS.
(ii) G ∈ STAP.
(iii) G ∈ TAP.
(iv) G does not contain a subgroup topologically isomorphic to Z(N).
(v) G does not contain a vector subspace topologically isomorphic to R(N).
(vi) G does not contain a subgroup topologically isomorphic to ZN.
(vii) G does not contain a vector subspace topologically isomorphic to RN.
Proof. The equivalences (i)⇐⇒ (ii)⇐⇒ (iii) are contained in Theorem 5.4.
The equivalences (ii)⇐⇒ (iv)⇐⇒ (v) we have by Theorem 7.8.
Implications (i) =⇒ (vi) is true because ZN 6∈ NSS. Implication (vi) =⇒ (vii) is evident.
(vii) =⇒ (i). Suppose that this implication is not true. Then G 6∈ NSS. From this, according to Lemma 7.6 and
Proposition 7.7(e), it follows that G contains a vector subspace topologically isomorphic to RN. A contradiction
with (vii).

Remark 7.10. The implication (vi) =⇒ (iii) in Theorem 7.9 may fail in general: in [5, Example 12.1] it is shown
that the group Zp of p-adic integers is not TAP, but it does not even contains a direct product A × B of two
nontrivial subgroups equipped with the product topology.
The equivalences (i)⇐⇒ (v) and (i)⇐⇒ (iii) of Theorem 7.9 in case of complete metrizable topological vector
spaces concide with [1, Theorem 9] and with [1, p. 49, Corollary to Theorem 9]. An interesting proof of the
implication (vii) =⇒ (i) of Theorem 7.9 in case of complete metrizable locally convex topological vector spaces is
contained also in [9, p. 129, Theorem 7.2.7].
8. Appendix: multipliability in abelian case
In this section G will stand for a Hausdorff topological abelian group with internal operation · and I will be an
infinite (not necessarily countable) set, F(I) will denote the collection of all finite subsets of I.
Note that, since G is abelian, for each α ∈ F(I) and a family (gi)i∈α of elements of G the product
∏
i∈α gi is
well-defined (we agree that if α = ∅, then
∏
i∈α gi := e).
Let (gi)i∈I be a family of elements of G and g ∈ G. We say that the (gi)i∈I is multipliable to g if for each
U ∈ N (G) there is αU ∈ F(I) such that
(8.0.1) α ∈ F(I), α ⊃ αU =⇒
∏
i∈α
gi ∈ gU .
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A family (gi)i∈I of elements of G will be called multipliable if there exists an element g ∈ G such that (gi)i∈I is
multipliable to g.
Remark 8.1. In case when the internal operation is +, instead of ”a multipliable family”, the term ”a summable
family” is used in [2], where this concept is defined by using of the notion of the section filter associated with the
directed partially ordered set (F(I),⊂). Multipliable sequences in (not necessarily abelian) normed algebras are
treated in [3]; the case of groups is considered in [4, ?].
The following lemma can be derived easily from the assumption that G is Hausdorff.
Lemma 8.2. Let (gi)i∈I be a multipliable family of elements of G, g, h ∈ G. If (gi)i∈I is multipliable to g and
(gi)i∈I is multipliable to h, then g = h.
Lemma 8.3. Let (gi)i∈N be a sequence of elements of G, g ∈ G. If (gi)i∈N is multipliable to g and pi : N → N is
a bijection, then the sequence (Πni=1gpi(i))n∈N converges to g.
Proof. Fix a bijection pi : N→ N and let us show that the sequence (Πni=1gpi(i))n∈N converges to g.
Fix U ∈ N (G) and let us find nU ∈ N such that
(8.3.1) n ∈ N, n ≥ nU =⇒
n∏
i=1
gpi(i) ∈ gU .
Since (gi)i∈N is multipliable to g, there is αU ∈ F(N) such that
(8.3.2) α ∈ F(N), α ⊃ αU =⇒
∏
i∈α
gi ∈ gU .
Let nU := maxpi
−1(αU ). Take an arbitrary n ∈ N with n ≥ nU . Since pi is a bijection, we have:
(8.3.3) pi({1, . . . , n}) ⊃ pi({1, . . . , nU}) ⊃ αU .
From (8.3.3) and (8.3.2) we get:
(8.3.4)
∏
i∈pi({1,...,n})
gi ∈ gU .
Clearly,
(8.3.5)
∏
i∈pi({1,...,n})
gi =
n∏
i=1
gpi(i) .
Now (8.3.4) and (8.3.5) imply:
(8.3.6)
n∏
i=1
gpi(i) ∈ gU .
Therefore for an arbitrary U ∈ N (G) and we have found nU ∈ N for which (8.3.1) is satisfied. Hence, the sequence
(Πni=1gpi(i))n∈N converges to g. 
Remark 8.4. The following converse to Lemma 8.3 is true:
Let (gi)i∈N be a sequence of elements of G such that for every bijection pi : N → N the sequence (Πni=1gpi(i))n∈N
converges, then (gi)i∈N is multipliable in G [2, Ch.III,§5.7, Proposition 9].
This statement will not be used below.
A family (gi)i∈I of elements of G will be called pre-multipliable in G if for every U ∈ N (G) there is βU ∈ F(N)
such that
β ∈ F(I) , β ∩ βU = ∅ =⇒
∏
i∈β
gi ∈ U .
Lemma 8.5. Let (gi)i∈N be a pre-multipliable sequence of elements of G, g ∈ G. If the sequence (Πni=1gi)n∈N
converges to g, then (gi)i∈N is multipliable to g.
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Proof. Fix U ∈ N (G), find a V ∈ N (G) such that V V ⊂ U .
Since the sequence (Πni=1gi)n∈N converges to g, there is nV ∈ N such that
(8.5.1) n ∈ N, n ≥ nV =⇒
n∏
i=1
gi ∈ gV .
Since (gi)i∈N is pre-multipliable, there is βV ∈ F(N) such that
(8.5.2) β ∈ F(N) , β ∩ βV = ∅ =⇒
∏
i∈β
gi ∈ V .
Let NV := nV + maxβV and αU := {1, . . . , NV } (we agree: max ∅ := 0). Fix now an arbitrary α ∈ F(N) with
α ⊃ αU and write: β := α \ αU . Observe that
(8.5.3)
∏
i∈α
gi =
(
NV∏
i=1
gi
)∏
i∈β
gi

 .
Since NV ≥ nV , from (8.5.1) we conclude:
(8.5.4)
NV∏
i=1
gi ∈ gV .
Since α ∩ βV = ∅, the relation (8.5.2) implies:
(8.5.5)
∏
i∈β
gi ∈ V .
Now (8.5.4) and (8.5.5) together with (8.5.3) imply:
(8.5.6)
∏
i∈α
gi =
(
NV∏
i=1
gi
)∏
i∈β
gi

 ∈ gV V ⊂ gU .
Consequently for an arbitrary U ∈ N (G) we have found a αU ∈ F(N) such that (8.5.6) is satisfied for every
α ∈ F(N) with α ⊃ αU . Therefore, (gi)i∈N is multipliable to g. 
Lemma 8.6. Let (gi)i∈N be a super-multipliable sequence of elements of G. Then (gi)i∈N is pre-multipliable.
Proof. Let us assume that (gi)i∈N is not pre-multipliable and derive from this that then (gi)i∈N is not a super-
multipliable sequence.
Since (gi)i∈N is not pre-multipliable, we can find and fix a U ∈ N (G) such that
(8.6.1) ∀n ∈ N ∃β ∈ F(N), β ∩ {1, . . . , n} = ∅,
∏
i∈β
gi 6∈ U .
Using (8.6.1) we can construct a sequence (βn)n∈N of elements of F(N) such that
(8.6.2) 1 < minβn, maxβn < minβn+1,
∏
i∈βn
gi 6∈ U, n = 1, 2, . . .
Define now a sequence m : N→ {0, 1} as follows:
(1) If i ∈ N is such that i ∈ βn for some n ∈ N, then mi = 1.
(2) If i ∈ N \ ∪n∈Nβn, then mi = 0.
Clearly (8.6.2) implies:
(8.6.3)
maxβn∏
i=min βn
gmii =
∏
i∈βn
gi 6∈ U, n = 1, 2, . . .
From (8.6.3), as minβn →∞, we conclude that (
∏maxβn
i=1 g
mi
i )n∈N is not a Cauchy sequence. Hence, (
∏maxβn
i=1 g
mi
i )n∈N
is not a converging sequence. Consequently, (
n∏
i=1
gmii
)
n∈N
is not a converging sequence either.
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Therefore we have found a sequence m : N → {0, 1} such that (
∏n
i=1 g
mi
i )n∈N is not a converging sequence.
This means that (gi)i∈N is not a super-multipliable sequence. 
Remark 8.7. The method of proof of Lemma 8.6 is seemingly due to [8].
Proof of Lemma 2.4(a).
Since (gi)i∈N is a super-multipliable sequence of elements of G, the sequence (Π
n
i=1gi)n∈N converges to to some
g ∈ G. By Lemma 8.6, (gi)i∈N is pre-multipliable. By Lemma 8.5 (gi)i∈N is multipliable to g. Hence, by Lemma
8.3 for every bijection pi : N → N the sequence (Πni=1gpi(i))n∈N converges to g. 
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