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Abstract
The networks of surveillance cameras installed in public places and private ter-
ritories continuously record video data with the aim of detecting and preventing
unlawful activities. This enhances the importance of video content analysis ap-
plications, either for real time (i.e. analytic) or post-event (i.e. forensic) analysis.
In this thesis, the primary focus is on four key aspects of video content analysis,
namely; 1. Moving object detection and recognition, 2. Correction of colours
in the video frames and recognition of colours of moving objects, 3. Make and
model recognition of vehicles and identification of their type, 4. Detection and
recognition of text information in outdoor scenes.
To address the first issue, a framework is presented in the first part of the thesis
that efficiently detects and recognizes moving objects in videos. The framework
targets the problem of object detection in the presence of complex background.
The object detection part of the framework relies on background modelling tech-
nique and a novel post processing step where the contours of the foreground re-
gions (i.e. moving object) are refined by the classification of edge segments as
belonging either to the background or to the foreground region. Further, a novel
feature descriptor is devised for the classification of moving objects into humans,
vehicles and background. The proposed feature descriptor captures the texture
information present in the silhouette of foreground objects.
To address the second issue, a framework for the correction and recognition
of true colours of objects in videos is presented with novel noise reduction, colour
enhancement and colour recognition stages. The colour recognition stage makes
use of temporal information to reliably recognize the true colours of moving objects
in multiple frames. The proposed framework is specifically designed to perform
robustly on videos that have poor quality because of surrounding illumination,
camera sensor imperfection and artefacts due to high compression.
In the third part of the thesis, a framework for vehicle make and model re-
cognition and type identification is presented. As a part of this work, a novel
feature representation technique for distinctive representation of vehicle images
has emerged. The feature representation technique uses dense feature description
and mid-level feature encoding scheme to capture the texture in the frontal view
ii
of the vehicles. The proposed method is insensitive to minor in-plane rotation
and skew within the image. The capability of the proposed framework can be en-
hanced to any number of vehicle classes without re-training. Another important
contribution of this work is the publication of a comprehensive up to date dataset
of vehicle images to support future research in this domain.
The problem of text detection and recognition in images is addressed in the
last part of the thesis. A novel technique is proposed that exploits the colour in-
formation in the image for the identification of text regions. Apart from detection,
the colour information is also used to segment characters from the words. The
recognition of identified characters is performed using shape features and super-
vised learning. Finally, a lexicon based alignment procedure is adopted to finalize
the recognition of strings present in word images.
Extensive experiments have been conducted on benchmark datasets to analyse
the performance of proposed algorithms. The results show that the proposed
moving object detection and recognition technique superseded well-know baseline
techniques. The proposed framework for the correction and recognition of object
colours in video frames achieved all the aforementioned goals. The performance
analysis of the vehicle make and model recognition framework on multiple datasets
has shown the strength and reliability of the technique when used within various
scenarios. Finally, the experimental results for the text detection and recognition
framework on benchmark datasets have revealed the potential of the proposed
scheme for accurate detection and recognition of text in the wild.
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Chapter 1
Introduction
The use of Closed-Circuit Television (CCTV) cameras for the monitoring of im-
portant public and private places has significantly increased during the last decade.
Networks of CCTV cameras are in operation to assist security agencies in keeping
an eye on suspicious individuals and events. This has increased the necessity for
an effective mechanism to manage the growing collection of video data. It is a
tedious task to annotate the large amount of video data by manual assignment of
meaningful annotations to enable rapid search in case of an event. In this context,
at the most basic level, an event of interest is described either as a vehicle or a
person passing by a camera.
Humans and vehicles are the two most important subjects for monitoring in
any typical video forensics application. They are usually described in terms of ap-
pearance, size, behaviour/action (in case of humans) and make, model and type
(in case of vehicles). For example, it may be required to identify a person wearing
a specific coloured top (appearance) with certain height (size) running (action)
through the scene. It may be needed to identify a vehicle with particular type,
make, model and colour. Similarly, further detailed annotations such as “a person
wearing a short-sleeved, white and blue top that includes text (or a logo)” and
black trousers etc. may also be of interest in some applications. Annotation of
human and vehicle objects at different levels of detail can help in forensic applic-
ations that involve the search for people or vehicles with a known description as
seen by a witness.
The work presented in this thesis addressed various challenges involved in the
automatic annotation of surveillance videos. The work focuses initially on the
classification of foreground moving objects into humans and vehicles. Next, the
subsequent detailed annotation of these objects is performed based on a number
of appearance measures.
In the case of humans, these measures include:
1
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1. Colour of clothes on different parts of the human body.
2. Text information present in the clothes.
In case of vehicles, these measures include:
1. Vehicle make and model recognition and type identification.
2. Dominant colour of the vehicle.
3. Text information present on the vehicles.
1.1 Research Motivation
The accurate extraction of appearance information in surveillance videos is an
extremely challenging task. Typically these videos are recorded at low resolution,
low frame rate and their quality is affected by surrounding illumination, camera
calibration and compression mechanisms. No standard has been defined as yet
about the information present in a personal description for video forensic applic-
ations. In most cases, the description mimics a witness’s statement and what the
witness remembers. Therefore, a limited amount of research exists in the applic-
ation of computer vision and pattern recognition in surveillance video forensics.
Apart from that, mostly the research ([28, 85, 3, 5]) in video analysis considers
good quality videos. Therefore, the algorithms developed for good quality videos
often fail to perform accurately in low quality videos such as CCTV feeds.
Figure 1.1 shows the block diagram of a video annotation system particularly
taking into account the moving targets. The capability of a video annotation
system can be extended to any level of detail but the scope of the work presented
in this thesis is limited to four major areas of practical importance:
1. Human and Vehicle detection and recognition.
2. Correction and extraction of colours in humans and vehicles.
3. Make and Model recognition of vehicles.
4. Text detection and recognition in outdoor scene.
The motivation for the research covering the context of the investigation presen-
ted in this thesis came from a comprehensive literature review and related math-
ematical and technical areas and the subsequent investigation of shortcomings
of the existing algorithms. These deficiencies of the state-of-the-art technology
provide the basic research motivation to seek solutions that utilize different ap-
proaches to develop complete, end-to-end solutions for the identified problems in
the annotation of surveillance videos.
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Figure 1.1: The block diagram of a video annotation system depicting key stages. The
problems that have been addressed in this thesis, their blocks are highlighted in blue
colour.
1.2 Aims and Objectives
The aim of the research work presented in this thesis is the design and development
of efficient algorithms for the detection of moving objects and recognition of visual
attributes associated with those objects for the purpose of annotating surveillance
videos. Detection of humans and vehicles, correction and recognition of colour of
human clothes and vehicles, make and model recognition of vehicles and detection
and recognition of text present in the outdoor scene are a few of many algorithms
that are robust to a number of practical challenges that often limits the present
state-of-the-art algorithms being used in practice.
The specific research objectives are listed below:
• To carry out detailed literature review in the areas of research that have been
addressed in this thesis and to analyse the challenges that the algorithms
may face when implemented and used in practical CCTV systems.
• To develop a robust feature representation technique for the classification
of objects particularly humans & vehicles and that can perform better in
challenging scenarios as compared to existing algorithms.
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• To improve an existing state-of-the-art algorithm in foreground segmentation
for shadow removal and accurate contour extraction in order to aid the
moving object recognition pipeline.
• To develop a pipeline for correction and recognition of colours of objects
present in CCTV videos using existing colour consistency and pixel clus-
tering techniques. The practical challenges faced by existing frameworks
especially in the case of surveillance videos have been specifically addressed.
• To develop a novel algorithm for vehicle make and model recognition to
perform robustly on a dataset containing large number of vehicle classes. The
focus of the developed framework is to achieve high recognition performance
on surveillance videos captured under non-controlled conditions.
• To develop a fast and efficient framework for the accurate detection and
recognition of text information by exploiting colour information. The devised
framework needs to be robust in scenarios where existing state-of-the-art
techniques fail.
• To identify the limitations of the proposed algorithms and outline the future
directions of research.
1.3 Contribution of the Research
The research work carried out in meeting the above aims and objectives has resul-
ted in a number of original contributions to video analytic and forensic application
domains. The key contributions of this thesis are outlined in each subsection be-
low.
1.3.1 Improved Foreground Segmentation Technique
The first step in any video analysis system is the detection and accurate clas-
sification of the objects. The presence of background noise and object shadows
causes wrong foreground segmentation output. This thesis improves an existing
foreground extraction technique to perform robustly in the presence of shadows
and cluttered background on low quality CCTV videos.
1.3.2 Contourlet Transform based Centre Symmetric
Local Binary Patterns (CCSLBP) Descriptor
The thesis contributes towards the development of a novel feature descriptor for
the classification of objects. The proposed feature descriptor enhances the discrim-
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inative patterns in the contours of the objects using Contourlet Transform (CT)
and then captures them using Local Binary Patterns (LBP). The proposed feature
descriptor is mainly used to classify the foreground objects in to humans, vehicles
and noise. The proposed technique overcomes the disadvantages of the well-known
Histogram of Oriented Gradients (HOG) features for pedestrian detection.
1.3.3 Colour Correction and Recognition Pipeline
An efficient colour correction and recognition pipeline in proposed to extract the
dominant colour of moving objects. The proposed pipeline exploits the existing
colour constancy algorithm along with a novel adaptive thresholding technique to
enhance the true colours of the objects, while cancelling the effect of surrounding
illumination. Colour is an important visual feature of objects and can be used
for annotation and retrieval of objects in videos. The task of accurate colour
recognition of objects becomes more challenging in case of surveillance videos. This
is due to the fact that these videos are recorded at low resolution and compressed
to reduce the memory requirement for their storage. These factors introduce a high
level of noise that affects the clarity and true colours of objects. The proposed
framework exploits temporal information by using pixel information from multiple
consecutive frames to recognize the dominant colour of objects.
1.3.4 Mid-Level Feature Encoding based Texture
Representation
A novel feature representation technique is proposed in the context of vehicle
make and model recognition. The proposed feature representation has exhibited
the strong capability to capture the textured pattern present in the frontal view
of the vehicles. The proposed feature representation scheme computes the shape
description around the stable high frequency points with in the image and en-
codes the features in to another detailed representation through mid-level feature
encoding scheme. A single encoded representation is computed for each stable
point within the image and the collection of all these representations is used as
a vocabulary to represent that particular pattern. The proposed representation
performed efficiently in capturing the slightest variation of shapes between two
different models of the vehicles.
1.3.5 Vehicle Make and Model Recognition
A further contribution of this thesis is the design, implementation and testing of
a novel Vehicle Make and Model Recognition (VMMR) system. The information
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about a vehicle’s make and model can serve as an important parameter for video
annotation and retrieval. In comparison to existing VMMR techniques, the pro-
posed system achieves better recognition accuracy on surveillance videos. Another
important contribution of the work is the collection of an image dataset and two
video datasets. These datasets have been collected to provide a standard bench-
mark for vehicle make and model research. The proposed system also use a novel
image alignment technique to eliminate angular variation in the vehicle images for
better recognition performance.
1.3.6 Text Detection and Recognition
Another key contribution of this thesis is the design, implementation and testing of
an efficient text detection and recognition system in outdoor scenes. The proposed
framework exploits the colour information to detect the potential text regions
within the images. A novel character identification technique is also developed to
enhance the functionality of Bilateral Regression (BR) [42] based character iden-
tification. The proposed technique is extensively tested and experimental results
show that it supersedes the original method. The proposed text detection and
recognition framework is tested on benchmark datasets to analyse the recognition
accuracy and processing time. The results show that the proposed framework
is capable of achieving a higher accuracy level then the existing state-of-the-art
approaches.
1.4 Organization of the Thesis
The thesis is organized into eight chapters as summarized below:
Chapter 2 presents a comprehensive review of the existing literature and state-
of-the-art techniques in the research areas that have been addressed in this thesis.
The chapter briefly highlights the shortcomings of the existing techniques.
Chapter 3 concentrates on providing the background knowledge related to the
research context in which the novel techniques have been proposed. It covers the
theoretical, conceptual and mathematical definitions utilized in chapters 4 - 7 and
builds the foundation of the original contributions of this thesis.
Chapters 4 is the first contributory chapter of this thesis and presents original
research in moving object detection and recognition. It describes a novel feature
representation technique for recognizing humans and vehicles in the video frames.
The chapter also describes novel enhancements to an existing foreground extrac-
tion technique and thus formally presents them in the context of moving object
detection.
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Chapter 5 presents a novel pipeline for the correction of colours in compressed
CCTV videos and the work is further extended towards the accurate recognition
of colour of objects present in images and video frames. The chapter presents the
extensive performance analysis of the proposed pipeline on benchmark datasets.
Chapter 6 presents the original contributions in the area of vehicle make and
model recognition. The research emerged into a novel visual words based textured
shape representation technique. The type of vehicle is also identified based on the
results of recognized model.
Chapter 7 proposes a novel methodology for the detection and recognition of
text in the outdoor scenes. The chapter presents the improvement to the existing
BR based character identification technique. Extensive performance estimations
both in terms of accuracy and computational complexity have been presented to
elaborate the effectiveness of the proposed framework.
Chapter 8 summarizes the research presented within this thesis and draws
conclusions. It also presents an insight into the possible future improvements of
the proposed algorithms.
Chapter 2
Literature Review
2.1 Introduction
The literature review focuses on four major research areas that the presented work
in this thesis deals with:
1. Moving object detection and recognition.
2. Correction and recognition of colours in images and videos.
3. Make and model recognition of vehicles in images and videos.
4. Detection and recognition of text in outdoor scenes.
These four topics cover the contributory subjects of this thesis presented in
chapters 4, 5, 6 and 7. This chapter covers the important literature regarding
all the subjects in separate sections. All the research problems addressed in this
thesis are of great importance to research community due to which a significant
volume of literature is already published in these areas. Due to the volume of
relevant publications, it is impossible to cover all the existing approaches in this
literature review, however, the most popular and the most relevant of them are
reviewed in this chapter.
Section 2.2 reviews the techniques related to detection and recognition of hu-
mans and vehicles. Section 2.3 gives a comprehensive review of literature related
to the subject of colour correction and recognition. In section 2.4, the research
work related to vehicle make and model recognition is reviewed in significant de-
tail. The comprehensive literature related to the problem of text detection and
localization is reviewed in section 2.5. Finally, section 2.6 covers the important
literature related to the recognition of characters and words in the images.
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2.2 Detection and Recognition of Moving
Objects
The annotation process of videos strongly relies upon the accurate segmentation
and classification of foreground objects. The identification process ensures that
the segmented blobs are classified into humans, vehicles and background correctly.
The area of identification and classification of objects has been well researched.
The detection of the objects of interest is mainly carried out using one of the
following techniques:
1. Sliding Window based search
2. Background subtraction
Sliding Windows: In the context of object detection, Papageorgiou et al. [109]
proposed the use of sliding window based search method. The sliding window
technique performs an exhaustive search for the object of interest by extracting
hundreds of windows at various scales and locations of the image. Each extracted
windows is classified as object or non-object on the basis of shape or texture fea-
tures. These methods have been extensively used by various authors for detecting
the objects of interest in the images. For instance, the research work in [163, 32, 25]
used sliding windows based framework for pedestrian detection, [168, 139, 93, 94]
used it for text localization, [162] performed face detection using such technique,
[54] and [35] employed such a framework for vehicle localization and vehicle license
plate detection respectively. The sliding window based search algorithm generates
thousands of windows per image. The computation of feature vectors on each de-
tection window and performing subsequent classification becomes a cumbersome
job that requires significantly high memory and processing resources.
Background Subtraction: Background subtraction methods are widely used
to detect moving objects in videos from static cameras. These methods aim at
detecting the moving objects using the difference between the current frame and
a reference frame often referred as background model. Several techniques for
background subtraction have been proposed in the literature. The most basic
technique to perform background subtraction is to use an image void of moving
objects as background model [31, 57, 193]. Lo and Velastin [87] proposed to use
the median value of the last n frames as the background model. Cucchiara et al. in
[30] proposed to compute the median on a set of values containing the last k sub-
sampled frames and w times the last computed median value. This combination
has shown to increase the stability of the background model. Wren et al. [175]
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proposed to model the background independently at each (x, y) pixel location.
The model is based on ideally fitting a Gaussian Probability Density Function
(PDF) on the last k pixel’s values. In order to deal with complex backgrounds
made of animated textures (such as waves on the water or trees shaken by wind),
some authors proposed the use of multi-modal PDFs. For instance, Stauffer and
Grimson [148] proposed to model every pixel with a mixture of K Gaussians. Such
a model is able to cope with multiple background objects. It provides a complete
description of background and foreground in an image. The proposed framework
in [148] gained significant attention from research community. The Stauffer and
Grimson’s background modelling technique is described in detail in section 3.2.
The performance and complexity of various background modelling and subtraction
methods significantly varies.
In any case, the shape and/or texture features are used to represent the object
of interest. The selection of feature representation technique plays a vital role
in the performance of the detection framework. This section reviews the existing
feature representation techniques that were developed to address the problem of
humans and vehicle detection in images and videos.
2.2.1 Gradient based Techniques
The gradient based shape representation schemes gained significant attention of
the research community during the last decade. The proposed techniques in
[32, 170, 132] aim at characterizing the local shapes by capturing edges and gradi-
ent structures. Dalal and Triggs [32] proposed a person detection technique to
detect people in an image. They developed locally normalized HOG features to
capture the local gradient orientation structures to characterize human images. A
Support Vector Machine (SVM) classifier was trained on a comprehensive train-
ing data and used for the classification of the extracted windows. The framework
used sliding windows based strategy to compute Histogram of Oriented Gradi-
ents (HOG) features in consecutive windows of variable sizes and classified each
window as a human or non-human. Beymer et al. [10] presented a method for
detection of cars by locating the corner features on multiple consecutive frames.
A few other methods [8, 9] also used corner features combined with edge maps in
template matching scheme to detect cars in highway video scenes.
Belongie et al. [7] proposed the Shape Context (SC) features to characterize
both global and local shape structures. A few other techniques [2, 19] used the
geometric configuration of different local parts of objects to represent and classify
those objects. These methods represent the image as a loose collection of quasi-
independent local patches and compute the robust visual descriptors on these
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patches. A statistical aggregation process is then used to capture the statistics of
the resulting set of descriptor vectors and quantification of image appearance.
Recently, Chen [25] proposed a combination of intensity-based rectangular and
gradient-based 1-D features for human detection in images. The proposed method
used AdaBoost algorithm for selecting the critical features from a combined fea-
ture set. A classifier is then learned using the training images for each stage of
the cascaded structure. Meta-stages were introduced to enhance the detection
performance of the boosted cascade.
2.2.2 Frequency based Techniques
The methods in this particular class use frequency domain to highlight and capture
the pattern. These methods aim at analysing the texture present in the frequency
coefficients of the image and classify the objects accordingly.
Papageorgiou and Poggio [110] proposed a trainable system for the detection of
objects in unconstrained and cluttered scenes. They devised a feature descriptor
using Haar features and Wavelet Transform (WT) for representing various object
classes. The proposed technique use example-based learning approach where neg-
ative and positive training examples are used to learn the classification model.
The method was robust to colour and texture changes. The system was tested in
face, people and car detection tasks. The human detection system was trained on
1,848 positive patterns (924 frontal and rear people images and their mirror im-
ages) and 11,361 non-people patterns and tested on 123 images containing people
and 794,906 non-people patterns. In the same way, the face detection system was
trained on 2,429 facial images and 13,229 non-facial patterns. The test set com-
prised of 105 facial images and 3,909,200 non-face patterns. The car detection
system was trained on a set of 1032 frontal and rear images of cars (516 examples
and their mirrors) and 5,166 non-car patterns. The test set contained 90 images of
cars and 600,272 non-car images. They reported a detection rate of 90% at False
Positive Rate of 10−4.
Viola et al. [163] integrated image intensity information with frame differencing
using Haar-like wavelets and applied this method to human movement detection.
They used detection style algorithm that slide a detector over two consecutive
frames of video sequence. A set of 5 rectangle filters were designed to estimate
the motion of objects. They employed Adaboosting to train a chain of progress-
ively complex region rejection rules based on Haar-like wavelets and space-time
difference. The proposed approach was tested on PETS 2001 dataset that con-
tains videos of people and vehicles recorded from a camera mounted at a very high
location. A detection rate of 80% at false positive rate of 1/400000 was reported.
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2.2.3 Texture based Techniques
The methods in this particular domain aim at capturing the local texture in the
objects for their classification. Various strategies to characterize the local texture
have been proposed and applied to the problem of object detection.
A number of filters such as Gabor [33] and other linear filter-banks [173, 159,
80] along with the local descriptors such as Scale Invariant Feature Transform
(SIFT) [88], colour SIFT [1], LBP [105], Speeded Up Robust Feature (SURF) [6],
Maximally Stable Extremal Regions (MSER) [44], Region Covariance [154] and
Spin Images [75] were used to classify the local texture and applied to the problem
of object re-identification [52]. These filters or descriptors can be applied to sparse
feature points or on a dense grid.
Recently, a trend has emerged to compute the texture features such as Local
Binary Patterns (LBP) in the gradient map or frequency domain of images to
develop specialized feature representation schemes for the detection of humans
and vehicles.
Wang et al. [171] combined HOG with cell-structured LBPs as the feature
set to propose a human detector with the capability of handling partial occlu-
sion. LBP descriptors are invariant to monotonic gray level changes and they
are computationally efficient. The authors designed two types of detectors; first
for the whole scanning window, second for the local regions using linear SVM
applied on training data. The proposed framework achieved a detection rate of
91.3% with Flase Positives Per Window (FPPW) = 10−6, 94.7% with FPPW =
10−5, and 97.9% with FPPW= 10−4 on the INRIA person dataset [32]. However,
the method was computationally expensive due to high-dimensional feature space
similar to [32].
To overcome the problem of high dimensional feature space, Zheng et al.
[190, 191] proposed a variation of LBPs for pedestrian detection. They presented
dense Centre-Symmetric Local Binary Patterns (CS-LBP) and pyramid centre-
symmetric local binary/ternary patterns (CS-LTP), for pedestrian detection. The
proposed feature descriptor was combined with linear SVM for classification. The
experimental evaluation was performed on INRIA person dataset and reported
the superiority of the method.
Kim et al. [72] proposed an approach based on the combination of a Wavelet-
based CS-LBP (WCS-LBP) with a cascade of Random Forests (RF). They ex-
tracted three types of WCS-LBP features using the scanning window of WT sub-
images to reduce the feature dimension. The extracted WCS-LBP descriptors
were then applied to a cascade of RF. Pan et al. [108] proposed the use of LBPs
in Contourlet Transform (CT) sub-bands for object classification. They analysed
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various statistical models generated from CT coefficients for object representation.
2.2.4 Other Techniques
There is no existing standard about the selection of descriptors to annotate hu-
mans and vehicles. Therefore, existing techniques vary in the type and number
of features used to annotate humans and vehicles. Work by Hansen et al. [53] is
closely related to the subject of this thesis. Their proposed system aimed at an-
notating the human objects with three appearance features: the primary colour of
the clothing, the height of the human subject and the focus of attention. Bregler
and Malik [14] proposed a technique to decompose the image into local regions
using Generalized variance to identify different classes of the vehicles. The gener-
alized second moments were derived using multiscale, multiresolution filter banks
and combined with the Hierarchical Mixtures of Experts (HME) [63] to model the
shapes. Lipson [84] and Lipson et al. [83] proposed a system using deformable
templates for the detection of cars from side view.
Table 2.1 summarize the details of moving object recognition techniques.
Table 2.1: Summary of Object Detection techniques.
Method Summary of the technique
Dalal and Triggs [32] Locally normalized HOG + SVM.
Beymer et al.[10] Detection of corner features in consecutive frames.
Belongie et al. [7] Shape Context features.
Agarwal et al. [2],
Carneiro and Lowe [19]
Geometric configuration of different local parts of
objects + statistical aggregation.
Chen [25] Intensity-based rectangular and gradient-based 1-
D features + AdaBoost algorithm.
Papageorgiou and Pog-
gio [110]
Haar features and Wavelet Transform (WT) + Ex-
emplar SVM.
Viola et al. [163] Haar-like wavelets and motion information.
Wang et al. [171] Combination of HOG and cell-structured LBPs +
linear SVM .
Zheng et al. [190, 191] Dense Centre-Symmetric Local Binary Patterns
(CS-LBP) and pyramid centre-symmetric local
binary/ternary patterns (CS-LTP) + linear SVM.
Kim et al. [72] Combination of a Wavelet-based CS-LBP (WCS-
LBP) + cascade of Random Forests.
Pan et al. [108] LBPs in Contourlet Transform sub-bands.
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Bregler and Malik [14] Combination of generalized Second Moments and
the Hierarchical Mixtures of Experts for modelling
shapes.
Lipson [84], Lipson et al.
[83]
Deformable templates.
2.3 Object Colour Retrieval for Video
Annotation
A substantial volume of literature is devoted to the problem of colour based content
analysis, image segmentation, image retrieval, video indexing etc. According to
Schettini et al. [130], the problem of colour extraction is based on either predefined
conversant colours or a query illustration. They presented an extensive survey of
methods for colour image indexing and retrieval in image databases. The existing
techniques for colour recognition and retrieval can be roughly classified into two
categories:
1. Feature space based methods.
2. Spatial domain methods.
This section reviews a number of relevant techniques belonging to both cat-
egories and analyse the advantages and disadvantages of existing methods. The
aim here is to specify the potential research areas that require attention while
considering the application of surveillance video annotation and retrieval.
2.3.1 Feature Space Methods
Feature space methods directly use colour histograms and their quantization to es-
timate the dominant colour of a particular region within an image. These methods
are mostly used in image indexing.
Swain and Ballard [150] proposed the idea of colour recognition for indexing ap-
plications based on colour histograms that were matched by a technique called his-
togram intersection. They demonstrated that colour histograms of multi-coloured
objects provide a robust and efficient cue for indexing. The histogram intersection
technique proposed in their work matched model and image histograms in fast
incremental order that made the system suitable for real-time video indexing in a
large database of stored models.
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Saber et al. [121] proposed an adaptive colour classification technique for
automatic image annotation. The technique used YUV colour space and mod-
elled the colour distribution within each colour class using Gaussian Probability
Density Function (PDF), the mean and covariance matrices were computed us-
ing an appropriate training set. The model defined a mapping criteria from 2-D
chrominance space to a scalar γ. Binary hypothesis test was applied in succession
to decide whether a particular pixel belong to any of these classes. The adaptive
thresholds for different classes were calculated as the functions of the histograms of
the γ and the universal thresholds, that were computed from Receiver Operating
Characteristics (ROC) curves of training images. Finally the image regions were
assigned to the keywords to annotate the content based on their colour.
Smith and Chang [145] proposed a simple method for automatic colour extrac-
tion and indexing. The proposed system identify regions in the image containing
colours using predefined colour set. They quantized the Hue-Saturation-Value
(HSV) space into 162 bins (18 Hue, 3 Saturation and 3 Value) and assigned pixels
to their respective bins after applying a Median Filter (MF) to reduce the impact
of small detail and spot noises in the image. If a region contained one of the
colours from predefined colour set and the colour pixel constituted more than 20%
of that region area then that colour was assigned as the representative colour of
that region. The paper did not presented any quantitative results.
Son et al. [146] proposed a convolution Grid Kernel (GK) based method for
vehicle colour recognition. Their proposed system transformed input image to
HSV space and generate colour recognition models for predefined colour classes of
training images using SVMs with Grid Kernel. The GK compares the pixels using
H and S components to reduce the effect from surrounding noise. It mapped images
onto a high dimensional feature space of which features were image fragments. The
similarity between two images (training image and test image) was obtained by
the inner product of two image vectors. The GK based approach achieved 92%
precision and 92% recall on the dataset of 500 vehicle images.
Payne et al. [111] represented every pixel with a feature vector containing H,
S and V components along with the location (x, y) information. The colour clus-
tering was performed using lossy compression method based vector quantization
technique that aimed at minimizing the total sum of squared quantization errors.
The proposed vector quantization was performed in multi-scale arrangement of
images that was achieved using Gaussian pyramid. The vector quantization al-
gorithm determined the appropriate centroids to assign to all pixels in the image.
The colour space and the spatial information in the feature vector helped to ensure
that each image region get homogeneous colour distribution after performing the
colour clustering. Lastly, a tracing algorithm ensured that each extracted region
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comprise of contiguous set of pixels.
The feature space techniques are simple and do not require high resource util-
ization. However, the choices related to number of quantization levels and the
selection of colour space is different and no standard exists to ensure the perform-
ance of colour categorization in all applications.
2.3.2 Spatial Domain Methods
Spatial domain techniques are mostly used for colour based image segmentation
tasks. These techniques work on every pixel and perform region growing in an
iterative manner to form significant regions of pixels with nearly the same colour.
Ilea and Whelan [62] proposed a spatial k-means clustering based technique to
segment image regions using colours. They devised an adaptive filter that took
into account not only the colour but also the texture of the region to compute the
dominant colour. They also proposed diffusion based filtering for image smoothing
in order to reduce the noise. The initial centres for the k-mean clustering were
computed using the peaks in the histograms of R, G and B components separ-
ately. The method was tested on different colour spaces; however, the paper only
presented visual results to show the performance of the proposed technique.
In a study in [74], the authors presented solution to various problems en-
countered in real-time colour recognition of objects. They showed that the use
of thumbnails instead of actual sized frames not only reduce the processing re-
quirements but the overall colour recognition efficiency remain unaffected. The
study emphasized the use of linear colour space (such as HSV, YUV etc.) instead
of non-linear colour space (such as RGB). Lastly, the study showed that the use
of Hard C-Mean (HCM) has an advantage over Fuzzy C-Mean (FCM) in terms
of accuracy to find dominant clusters in the data of different colour pixels. The
proposed bits were applied on a small collection of surveillance videos to recognize
the colour of passing vehicles. A recognition accuracy of 90% was reported.
Weijer et al. [156] proposed a framework to learn colour names from real
world images. They presented an adapted version of Probabilistic Latent Semantic
Analysis(PLSA) [58] to discover colours in a bag of pixels representation, where
every pixel was represented by its Lab space value. A training set was used to
learn colour names and model every image as being generated by two distributions:
the foreground distribution which was determined by its colour name label and
the background distribution which was shared between all images. Two separate
ways were adopted to assign colour names to individual pixels; the first one used
the pixel value and the second one used the pixel value along with its surrounding
region. A recognition accuracy of 82% was reported on a dataset of 440 human
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labelled images collected from eBay.
Zhang et al. [189] proposed PLSA model based approach for object colour cat-
egorization in videos taking vehicles as objects of interest. The proposed frame-
work computed Scale Invariant Feature Transform (SIFT) features on MSERs to
articulate the vehicles into various parts. A spatial shape PLSA model was then
used to categorize the object parts into foreground (areas that contribute to the
colour of the object) and background (area that do not contribute to the main
colour i.e. tyres, windows, wind screen and background noise etc.), whereas, a spa-
tial colour PLSA model was used to predict colour. Using joint PLSA model, the
probability of foreground for each pixel in the image was computed by averaging
the foreground probability of the regions covering that pixel. In this way a back-
ground subtraction was performed and HSV histograms for estimated foreground
regions were constructed to compute the colour of that region by quantizing the
HSV space into 8×8 bins. A dataset containing 435 car images collected from out-
door videos was used for experiments and an average colour classification accuracy
of 95.8% was reported.
As expansion to their work in [188], the authors replaced the use of discrim-
inative classifier (i.e. SVM) to improve the accuracy of colour categorization of
foreground objects in surveillance videos. They proposed a two stage classification
scheme; the first stage classified the regions into the colourless and colourful cat-
egories and the second stage classified the region into seven colour categories (i.e.
black, white, grey, red, yellow, green and blue). They also incorporated weather
conditions (i.e. sunny, cloudy or rainy) classification step to improve the colour
extraction results. The experiments were performed on a dataset of 15456 images
collected from surveillance videos recorded under various weather conditions. Out
of 15456, 12011 frames were used for training and 3445 were used for testing. An
average classification accuracy of 80% was reported.
2.3.3 Other Techniques
This section discuss the methods that are either formed by fusing the methodolo-
gies of both categories explained above or use a completely different approach for
performing the colour retrieval in videos and images.
Chen et al. [23] combined feature space information and spatial domain in-
formation for a fast image segmentation method. In their work, they transformed
the image into HSV space and applied k-means clustering on quantized HSV his-
togram to reduce the computational complexity. The initial centres and cluster
numbers were dynamically computed using maximin algorithm. Each colour his-
togram bin was classified to its nearest cluster centroid on the basis of Euclidean
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Distance (ED). Image pixels were labelled with the index of the nearest centroid
of their corresponding histogram bins in an iterative manner until the process con-
verged. Finally a statistical filter was applied to eliminate noise and unnecessary
details of the labelled images. The smaller spatial regions were merged into bigger
neighbours to avoid over-segmentation.
Li et al. [81] used the direct matching of histograms of vehicle images (in vari-
ous colour spaces) with the training images of various colours. They used minimum
distance measure (i.e. ED) to compute the similarity between histograms to de-
cide vehicle colour. In their experiments, which were performed on vehicle images,
they showed that HSI and CIELab colour space had higher recognition rates.
Brown [15] proposed a retrieval system for extracting the coloured objects
from surveillance videos. The method included two sets of parameters; the first
set was used to compensate for illumination conditions and camera differences and
the second set for tuning the colour extraction for specific object types and op-
timal retrieval. The framework accumulated HSI histogram of objects over several
frames. The dominant colour of each object was extracted using a proposed set
of rules to quantize the HSI space. The quantization procedure was devised using
three dominant colours and their proportions in the histogram. The proposed
methodology was tested on videos of on road vehicles and a correct classification
rate of 80% was reported.
Wui et al. [177] addressed the task of colour classification into pre-specified col-
ours for tracked objects. They analysed significant number of video clips collected
under various lighting conditions and distances from several video cameras. They
computed the drift in the colour space for eleven significant colours in the surface
of moving objects. The drift patterns for each representative colour were learned
for the classification of unseen surface colours. Finally, a distance function was de-
vised to perform colour identification and matching. Colour recognition accuracy
of over 95% was reported on a collection of real surveillance videos.
A number of well-known approaches have been discussed in this section. Table
2.2 summarize the details of colour recognition methods.
Table 2.2: Summary of Colour Recognition Methods.
Method Color
Spaces
Summary of the technique
Swain and Ballard [150] RGB Histogram Intersection and Back projec-
tion for colour classification. The histo-
grams used were created from the com-
binations of RG, BRG and RGB.
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Saber et al. [121] YES 2-D Chrominance information is mapped
to a scalar and each pixel is matched with
already learned Gaussian PDFs of train-
ing image classes using binary hypothesis.
Smith and Chang [145] HSV Quantized HSV space into 166 bins. The
regions were indexed on the basis of size
and the amount of contribution of various
colours within that region.
Son et al. [146] HSV An SVM model is learned for HS space of
training colour classes using Grid Kernel.
Classification of various colours images is
performed using the learned SVM model.
Payne et al. [111] HSV Pixels are represented by a vector that
contains H, S and V values along with
location information. Colour clustering
is performed by quantizing these vectors
into clusters using a similar approach as
K-mean clustering.
Ilea and Whelan [62] RGB,
YIQ,
HSI
K-mean clustering is used to segment re-
gions of image with similar colours. Initial
cluster centres are selected using R, G and
B histograms.
Kuo et al. [74] HSV,
YUV
Hard C-mean clustering to find the cluster
centres of dominant colours.
Zhang et al. [188, 189] HSV A joint PLSA (comprised of Shape PLSA
and Colour PLSA) is used to classify each
pixel as foreground or background.
Weijer et al. [156] Lab PLSA analysis is performed to determine
if a pixel is a background or foreground,
where every pixel is represented by its Lab
values.
Chen et al. [23] HSV HSV space is quantized and K-mean clus-
tering is applied to the clusters of bins.
Li et al. [81] Various Histograms of test and training images are
matched using Euclidean distance meas-
ure to decide about the colour of the test
image.
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Brown [15] HSI Histogram over various frames is com-
puted and three dominant colours and
their compositions are found. A set of de-
vised rules is applied to finalize the colour
of an object.
Wui et al. [177] HSL Drift patters for various colour pixels are
computed in videos and an SVM is trained
for each training colour. Test colour
sample is classified using the SVM score.
2.4 Vehicle Make and Model Recognition
The problem of Vehicle Make and Model Recognition (VMMR) is a well addressed
problem in literature, however, existing techniques were developed for specific
scenarios. Most of the existing techniques deal with the recognition of vehicles in
videos. A methodology that may be considered as a standard baseline solution to
handle most practical scenarios is yet to be emerged. The existing approaches can
be broadly categorized into three categories:
1. Shape based techniques.
2. Frequency based techniques.
3. 3D Modelling and analysis based techniques.
The well known approaches from each category have been discussed in the
following sub-sections.
2.4.1 Shape and Texture based Techniques
Pearce and Pears [112] proposed a technique that recursively partitioned the im-
age into quadrants; the strength of frequency features in these quadrants were
then summed and locally normalised in a recursive hierarchical fashion. They
also tested two classification techniques; a k-Nearest-Neighbour (kNN) and a Na-
ive Bayes classifier. An accuracy of 96% was reported using leave one out cross
validation on a dataset of 262 frontal images of cars.
Petrovic and Cootes [115] investigated a number of features including direct
and statistical mapping methods to extract the information from rigid structures
such as headlights and grill in car images. The recognition process relied on a
reference segment (the front number plate). The location and scale of the reference
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segment was used to extract Region of Interest (RoI) in the image from which the
structure was sampled. Feature vectors were classified using kNN classification.
A recognition rate of 93% and verification equal error rate of 5.6% was reported
on a collection of more than 1000 images containing 77 different classes. The
system robustly tackled a wide range of weather and lighting conditions, however,
no statistical measures were reported.
Munroe and Madden [97] investigated three classification strategies; kNN, feed
forward neural network and a decision tree using thickened Canny edges as feature
descriptors for vehicle images. An identification rate of 97.46% was reported with
the help of kNN classifier on a test set of 150 vehicle images.
Clady et al. [27] proposed the use of oriented contour pixels to represent
vehicle classes. For each class an array was formed using the oriented contour
points that were stable across the class training samples. These contour points
were then used to vote on whether or not a sample belongs to that class. Like
[115], their system also relied on the license plate for the selection of RoI. A set
of 291 high quality frontal vehicle images distributed in 50 classes were used for
training. An identification rate of 93.1% was reported on a test set of 830 outdoor
vehicle images with variations in lighting, angle, distance and resolution.
Lee et al. [79] proposed an image rectification method to improve RoI extrac-
tion by reducing the effect of skew. The initial RoI was extracted using licence
plate as a reference segment. They further used HOG as visual descriptor and
tested kNN and SVM for classification of test images.
Psyllos et al. [118] proposed a hierarchical method where make recognition and
model recognition were treated as separate problems. The technique extracted RoI
from the vehicle’s front view using the location of the license plate as a reference
segment. In the next step, manufacturer’s logo was extracted with reference to the
location of RoI. Probabilistic Neural Network (PNN) in conjunction with phase
congruency features were computed to recognize the vehicle’s make (e.g. Ford,
Renault etc.). In order to determine the vehicle’s model, SIFT features were used
to represent RoI of vehicle image and classified using a PNN. A dataset comprised
of 110 (55 training and 55 test) frontal view vehicle images was used to test the
performance of the system. Recognition rate of 85% for make and 54% for model
was reported along with 90% colour recognition accuracy.
Daya et al. [34] proposed the use of geometric parameters to represent the
different makes and models of vehicles. In order to represent the vehicles, three
geometric measures were computed from the RoI of vehicle’s frontal view. These
geometric measures were normalized using the height of the licence plate and
classified using a Neural Network. A recognition rate of 95% was reported on a
dataset containing 12 test classes.
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Sarfraz et al. [127] proposed the use of Local Energy Based Shape Histogram
(LESH) features to represent different vehicle classes. LESH features were com-
puted on RoIs taken from the front view of the vehicles. The extracted features
were modelled in a similarity feature space using a probabilistic Bayesian frame-
work. Using Bayes rule, the posterior over possible matches was computed and
the highest score was selected as the make and model class. High recognition rate
of 94% was obtained in experiments. This approach offered the advantage that
only a single image per class was required as a reference after offline training.
Sarfraz et al. [126] further proposed the use of salient regions called “Patches”
to represent vehicles and non-vehicle regions. A local description for each patch
was extracted using LESH features. The local description was modelled in a
similarity feature space classified using a probabilistic Bayesian framework. An
accuracy of 94% on the dataset of [118] and 62% on another dataset that was
collected in uncontrolled conditions was reported.
Saravi and Edirisinghe [123] presented the use of temporal information to im-
prove recognition accuracy of vehicles in CCTV videos. They used Coherent Point
Drift (CPD) to remove skew in the image using the four corners of license plate
as reference. They employed LESH features for vehicle images representation and
classification procedure was performed using trained SVM. A recognition accuracy
of 94% on a dataset of images and 66.6% on a video dataset was reported.
In recently published approaches, Chen et al. [22] proposed a dynamic sparse
representation scheme to represent a vehicle model in an over-complete diction-
ary using the training vehicle images. Hamming distance classification scheme
was used to classify vehicle’s make and model to detailed classes. They exploited
the vertical symmetry of pattern on two halves of the front side of vehicles and
devised a symmetrical Speeded Up Robust Features (SURF) descriptor. All pos-
sible matching pairs of SURF points were used to detect vehicles in the image
and extract RoI. A collection of 2440 training images and 3738 test images was
used to test the performance of the system. Vehicle detection accuracy of up to
98.85% and recognition accuracy of 94.60% was reported on various car models
under varying illumination conditions.
2.4.2 Frequency based Approaches
Kazemi et al. [70] presented a comparative study of the performance of Fourier,
Wavelet, and Curvelet transform features for VMMR. In experiment, the trans-
forms were applied on a RoI and the coefficients of the transforms mentioned
above were fed into a kNN classifier. The best recognition rates were achieved
using all the Curvelet Transform coefficients as features. They examined only 5
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vehicle classes. As an extension of their work in [71], the authors proposed the
use of trained SVM on rear view images of the vehicles. They used Curvelet
Transform based features to represent various classes of vehicles. The standard
deviations of the curvelet coefficients for each scale and direction were used as fea-
tures. The experiments were done with a kNN classifier and two SVM classifiers
in one-versus-one and one-versus-all manner. A dataset comprised of 230 training
images and 70 test images was used for experiments and a detection accuracy of
99% was reported.
Rahati et al. [119] proposed a similar technique as [70]; they used CT sub-
bands instead of Curvelet Transform. The CT coefficients at different sub-bands
and directions were computed. The standard deviations of CT coefficients from
selected scales with the most useful information were fed to the SVM classifier. A
recognition rate of 99% was reported on the dataset presented in [70].
Zafar et al. [186] proposed an improvement to the technique presented in [119]
by making use of localized CT feature extraction instead of standard deviations of
the CT coefficients. A trained SVM model was used for the classification of vehicle
models. A dataset containing 250 training images and 50 test images was used for
experimentation and a recognition rate of 94% was reported. An accuracy of 52%
was reported when the technique in [119] was tested on the mentioned dataset.
2.4.3 3D Modelling based Technique
Recently, the paradigm has shifted towards 3D modelling and analysis for object
detection, segmentation and recognition. A few approaches [117, 120] that incor-
porate 3D modelling and analysis have been proposed to address the problem of
VMMR.
Prokaj et al. [117] presented the use of prior knowledge of the ground plane
to impose constraints on the virtual camera motion. The vehicle pose from each
frame of the video was estimated and its 3D motion on the plane was calculated
using a structure from motion algorithm. The 3D models of vehicles in database
were rotated to the same pose as the calculated 3D structure; then features similar
to SIFT features were extracted but with rotation invariance disabled. Using
these features, a video-model similarity metric was computed and the model with
the highest score was selected as the make and model of the test image. The
system was tested on a dataset of 20 video clips containing 36 vehicle classes and
a recognition rate of 50% was achieved.
Ramnath et al. [120] presented the 3D curve alignment based technique for
VMMR. They used 3D space curves obtained by back-projecting image curves
onto silhouette based visual hulls and then refined them using three-view curve
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matching. The acquired 3D curves were then matched to 2D image curves using
a 3D view-based alignment technique.
Recently, a number of texture based object recognition and image classification
approaches [142, 122, 104, 76] have been proposed that use densely computed
features. These features are extracted all over the image and encoded into a more
meaningful representation.
The densely computed features are usually encoded using Mid-Level Represent-
ation (MLR) techniques that summarize the dense description into single feature
vector that is suitable for statistical learning and recognition. Bag of Visual Words
(BoVW) model [29] is the most widely used encoding scheme that computes the
occurrences of vector-quantized descriptors, however, in recent literature various
new encoding schemes have been emerged that aim at reducing the loss of informa-
tion in the vector quantization step in BoVW. These include Locality Constrained
Linear (LLC) encoding [167], Vectors of Locally Aggregated Descriptors (VLAD)
[67], Super Vector Coding [194] and Fisher Vectors (FVs) [64, 114]. Chatfield
et al. [20] evaluated the recent feature encoding methods on a number of im-
age recognition benchmark datasets and showed that the performance of FV has
out-performed all other feature encoding techniques.
Table 2.3 summarizes the details of VMMR techniques.
Table 2.3: Summary of Vehicle Make and Model Recognition techniques.
Method Summary of the technique (Image Representation
+ Classification)
Petrovic and Cootes
[115]
Feature descriptors from rigid structures such as
headlights and grill in car images + kNN.
Munroe and Madden
[97]
Thickened canny edges + kNN.
Clady et al. [27] Oriented contour pixels + voting strategy to clas-
sify query images.
Psyllos et al. [118] Phase congruency features and SIFT features +
Probabilistic Neural Network.
Sarfraz et al. [127] LESH + Probabilistic Bayesian framework.
Saravi and Edirisinghe
[123]
LESH + SVM.
Chen et al. [22] Dynamic sparse representation + Hamming dis-
tance.
Kazemi et al. [70] Curvelet Transform + kNN classification.
Rahati et al. [119] Contourlet sub-bands + SVM.
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Prokaj et al. [117] Structure for Motion for pose estimation + SIFT
descriptors for classification.
2.5 Text Detection and Localization
A significant volume of literature concentrates on detection of text from images
and videos. Existing text detection approaches can be classified into three broad
categories:
1. Texture based approaches.
2. Connected Component (CC) based approaches.
3. Object detection based methods.
Few well-known methods in these categories are briefly discussed in the follow-
ing sub-sections.
2.5.1 Texture based Techniques
In texture based techniques, Jain and Zhong [65] used the distinguishing texture
present in text to determine and separate text, graphics, and half tone image
regions in scanned grayscale document images. Further in [192], they utilized
the texture characteristics of text lines to extract text in grayscale images with
complex backgrounds. In contrast to that, Wu et al. [179, 178] segmented input
images using a multi-scale texture segmentation scheme. Potential text regions
were detected based on nine second-order Gaussian derivatives. Sin et al. [143]
used frequency features such as the number of edge pixels in horizontal and vertical
directions and Fourier spectrum to detect text regions in real scene images.
Mao et al. [90] proposed a texture-based text localization method using WT.
Lim et al. [82] made a simple assumption that text usually has a higher intensity
than the background. They counted the number of pixels that were lighter than
a pre-defined threshold value and exhibit a significant colour difference relative to
their neighbourhood. A candidate region with a large number of such pixels was
regarded as a text region. Lee et al. [78] proposed the use of SVM and spatio-
temporal restoration for text detection in videos. Chen and Yuille [24] employed
the AdaBoost algorithm and the joint probabilities of the features including X and
Y derivatives, histogram of intensity and edge linking to detect the text in natural
scenes for visually impaired persons.
CHAPTER 2: LITERATURE REVIEW 26
Ye et al. [182] employed multi-scale wavelet features to locate text line in
the presence of complex background. The advantage of texture based detection
methods is that they perform well in the presence of noise and cope with illu-
mination inconsistencies in the image. However, the big disadvantage of texture
based text detection methods is their computational complexity. A few authors
proposed various strategies to speed up the process by selecting RoIs, yet, the
methods in this category are computationally expensive than CC based methods.
This disadvantage makes them less suitable for practical systems and real time
applications.
2.5.2 Connected Component based Methods
In CC based techniques, Ezaki et al. [41] combined edge image, reverse edge
image and colour based analysis for CCs extraction. The top scoring contestant
in ICDAR05 [89] challenge applied an adaptive binarization method to find CCs.
Shivakumara et al. [140] used k-means clustering in the Fourier-Laplacian domain
for CC extraction. Epshtein et al. [40] proposed a novel image operator named
as Stroke Width Transform (SWT) that seek for the value of stroke width for
each image pixel. They demonstrated its use for the problem of text detection
in natural scene images. The proposed operator showed promising results and
acquired significant attention from research community mainly because of its sim-
plicity and robustness to detect text in many fonts and languages. However, the
SWT method relies on Canny edge detection and its performance deteriorate in
images containing high noise and illumination variation.
Yao et al. [180] proposed a two level classification scheme and two sets of fea-
tures (component level and chain level) for capturing both intrinsic characteristics
of text regions. The proposed framework used SWT for finding the potential can-
didate regions in the images. Mosleh et al. [96] proposed a novel bandlet-based
edge detector to enhance the accuracy of SWT that originally uses Canny edge
detector. Neumann and Matas [99, 101] used MSERs to detect potential candidate
regions. Chen et al. [21] used edge enhanced MSERs to find letter candidates. In
recently proposed methods, Neuman and Matas [100] used various properties of
strokes to localize and recognize characters. Huang et al. [61] proposed stroke fea-
ture transform filter that extends the capability of SWT by incorporating colour
cues of the pixels.
A considerable advantage of CC based techniques is their computational per-
formance as compared to texture based techniques. On the other hand, these
techniques perform poorly in the presence of noise because they mainly rely on
gradient and edge images that are sensitive to minor changes.
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2.5.3 Object Detection based Methods
Apart from texture and CC based methods, a new direction, that applies object
detection techniques to locate text in the images, has recently emerged. The text
is considered as an object and is located in an object detection framework. Wang
et al. [168] proposed the use of famous multi-scale sliding window technique to
localize text regions in the image. The technique is adopted by a number of
recently proposed frameworks [139, 93, 94] for text localization.
Table 2.4 summarizes the various techniques for text detection in images.
Table 2.4: Summary of techniques.
Method Summary of the technique
Jain and Zhong [65],
[192]
Exploitation of texture characteristics of text
lines for it’s detection.
Wu et al. [179, 178] Multi-scale texture segmentation using nine
second-order Gaussian derivatives.
Sin et al. [143] Frequency features and Fourier spectrum to de-
tect text regions.
Mao et al. [90] and Ye et
al. [182]
Multi-scale Wavelet Transform.
Lim et al. [82] Image thresholding using intensity and colour in-
formation.
Lee et al. [78] spatio-temporal restoration + SVM.
Chen and Yuille [24] Joint probabilities of X and Y derivatives, histo-
gram of intensity and edge linking + AdaBoost-
ing.
Ezaki et al. [41] Edge image, reverse edge image and colour based
analysis for CCs extraction.
[89] Adaptive binarization for candidate extraction.
Shivakumara et al. [140] k-means clustering in the Fourier-Laplacian do-
main for text candidate extraction.
Epshtein et al. [40] Stroke Width Transform (SWT).
Yao et al. [180] SWT + Component level and Chain level analysis
for text detection.
Mosleh et al. [96] Bandlet-based edge detector based SWT.
Neumann and Matas
[99, 101, 100] and Chen
et al. [21]
MSERs + SVM.
Huang et al. [61] Colour cue based stroke feature transform.
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Wang et al. [168] and
[139, 93, 94]
Sliding window based search.
2.6 Character and Word Recognition
A significant volume of literature exists that deals with the problem of character
and word recognition in natural scene images. A number of specialized feature
representations, binarization techniques, segmentation methods and word models
have been proposed to date, yet, the problem of text recognition is open. The
reason being the diversified nature of text and the presence of high inter-class
similarity as well as high intra-class variation. The following paragraphs briefly
cover the most recent work in character and word recognition.
2.6.1 Character Recognition
In the area of character recognition, Campos et al. [18] introduced Chars74k
dataset of characters collected from natural scene images. They showed that
commercial OCR engines do not achieve good accuracy for natural scene character
images, therefore they proposed a Multiple Kernel Learning based method. Wang
et al. [169] proposed the use of HOG features together with Nearest Neighbour
classifier and showed the improved performance. They enhanced their work in
[168] where they used Bayesian inference and show a considerable performance
improvement on ICDAR03-CH dataset.
Sheshdari et al. [137] used HOG feature and exemplar SVMs and affine warp-
ing to demonstrate improved performance. Yi et al. [185] presented a comparative
study about the performance of local and global HOG features for character re-
cognition. A few word recognition and end-to-end scene text recognition methods
[139, 77] reported character recognition scores separately. The most recent work
in character recognition is presented by Lee et.al [77]. They used discriminative
region based feature pooling to learn the most informative sub-regions of each
character within a multi-class classification framework. They reported the state-
of-the-art recognition performance for scene characters.
2.6.2 Word Recognition
In the area of word recognition, a number of approaches have emerged that focus on
specialized modules for word recognition. For instance, Smith et al. [144] proposed
a similarity expert algorithm to remove the logical inconsistencies in an equivalence
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graph and perform search for the maximum likelihood interpretation of a sign as an
integer programming. The work in [139, 94, 93] build Conditional Random Field
(CRF) models on the potential character locations in a sliding window search and
add the linguistic knowledge and spatial constraints to compute pairwise costs
for word recognition. The work in [168, 169] used pictorial structures to detect
words in the image. The pictorial structures found an optimal configuration of a
particular word using the scores and locations of the detected characters.
Weinmann et al. [172] formulated Markovian model score on the segmented
candidates on the basis of appearance, geometric and linguistic characteristics.
Neuman et al. [101] proposed a text recognition system where they extract poten-
tial candidate characters using a set of Extremal Regions (ER) and then perform
exhaustive search with feedback loops to group ERs into words and recognize them
in an OCR stage that was trained by using synthetic fonts.
Yao et al. [181] proposed a new feature representation technique named as
Strokelets that captures the essential sub-structures of characters at different gran-
ularities. An important challenge in word recognition frameworks is the identi-
fication of characters in cropped word images. A number of approaches have
been proposed so far to deal with this challenge. The proposed methods involve
CCs [180], image binarization [172, 91], Extremal Regions [101], Graph- Cuts [92],
Sliding Windows [168] and k-means clustering [164].
Recently, Field et al. [42] proposed BR for character identification. It uses
colour clustering as a starting point to fit a regression model for each image and
separate foreground pixels from background using an error threshold. The method
reports a superior character segmentation performance in comparison to other
existing techniques.
2.7 Summary and Conclusion
A brief review of the state-of-art techniques and most widely used methods for
object identification, colour recognition, vehicle make and model recognition and
text detection and recognition presented in this chapter. From the literature
review, as documented it is obvious that there are several research gaps that can
benefit from further research.
In object recognition, the proposed techniques in literature exploit gradient,
texture or frequency properties to enhance and capture the shape patterns of
the objects such as humans and vehicles. In recently proposed techniques the
texture in the WT coefficients have been used to develop feature representations.
However, the WT lacks the ability to capture the texture around the contour of
the objects that possess curves in their silhouette (e.g. humans). In WT filter
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bank, the filters are designed to capture only those pixels (such as line segments)
that strictly possess the orientation that the filter is trained to capture. The CT
on the other hand provides the advantage that it captures the contours instead of
pixels or straight lines. Therefore, it can be exploited to capture the silhouette of
the objects that possess curves in their contours.
In colour recognition, the existing approaches involve pixel clustering based on
histograms or feature space analysis to analyse and combine the regions of similar
colours. However, a research gap exists especially in the case of medium to low
quality surveillance videos where most of the content is dominated by noise. In
such cases, a colour correction mechanism can play an important role in improving
the colour recognition accuracy.
In the area of VMMR, all the existing approaches have been applied under
controlled conditions and does not offer robustness to angle changes and noise. A
research gap exists for a robust technique that can offer high recognition accuracy
in the presence of aforementioned challenges. In addition to that there is a need
for up to date benchmark image and video datasets to aid the research in this
area.
In the area of text detection and recognition, none of the existing techniques
have exploited the colour information up to full extent to solve this problem.
Mostly the recent techniques focus on complex object detection and recognition
based strategies. These techniques are accurate but at the same time require
significantly high hardware resources and computation time which make them less
attractive for video analysis applications.
Considering the shortcomings of the existing techniques, a number of novel
frameworks for moving object detection and recognition, colour correction and
recognition, vehicle make and model recognition and text detection and recogni-
tion have been proposed in chapters 4-7. The research motivation behind each
approach has been presented in the relevant chapter. Chapter 3 introduces the
reader to the fundamental concepts and background preliminaries that are used
in the contributory chapters mentioned above.
Chapter 3
Theoretical Background
3.1 Introduction
This chapter covers the theoretical background and important concepts that have
been used in the development of the proposed techniques in contributory chapters.
It starts with an explanation of Contourlet Transform (CT), which is used for the
classification of moving objects in to humans and non-humans. The CT have also
been used in conjunction with the LBP in object identification. Consequently
a section is dedicated to provide the reader with a theoretical understanding of
the LBP. Next, the brief introduction of various colour spaces is given along with
colour constancy algorithm and MPEG-7 Dominant Colour Descriptor (DCD).
The theoretical preliminaries about the Bilateral Filter (BF) are also included in
this chapter. A brief mathematical and conceptual detail about the Sacle Invariant
Feature Transform (SIFT), Histogram of Oriented Gradients (HOG) and Local
Energy based Shape Histogram (LESH) features is presented as these techniques
have been used in the contributory work of Vehicle Make and Model Recognition
(VMMR) and text detection and recognition. Lastly, the reader is introduced to
the concepts and mathematical background of Fisher Vector (FV) encoding which
is an important concept due to its primary importance in the computation of
visual words in vehicle make and model recognition work.
3.2 Background Modelling using Mixture of
Gaussian Distributions
C. Stauffer and W. Grimson in [148, 149] presented a revolutionary technique
for modelling the background using Mixture of Gaussian (MoG) distributions.
The technique gained significant attention from research community because of
its stable performance under various scenarios such as dynamic background and
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gradual illumination changes. The technique models each pixel in the frame by
weighted MoG distributions. The parameters and weights of these distributions
are updated with each incoming frame. The updated probability of each pixel with
each incoming frame is used to classify the pixel as background or foreground.
The history {H1, ..., Ht} = {F (x0, y0, i) : 1 ≤ i ≤ t} of the values of a pixel of
frames F is modelled by a mixture of K Gaussian distributions. Ht can be a
scalar if the pixel has one grayscale intensity value or a vector if the pixel has
three colour components. The probability of observing Ht at time t is:
P (Ht) =
K∑
k=1
γk,t ∗ ψ(Ht, µk,t,Σk,t) (3.1)
where γ(k, t) are the coefficients of each distribution that act as weights, µ(k, t)
and Σ(k, t) are the mean value and the covariance matrix of the kth Gaussian
distribution. The Gaussian function ψ is defined as:
ψ(Ht, µt,Σt) =
1
(2pi)n/2|Σk,t|1/2
e−
1
2 (Ht−µt)
T
∑−1
t
(Ht−µt) (3.2)
The algorithm assumes that R,G and B components are independent and have
same variance values. Thus the covariance matrix is:
∑
k,t
(
σ2kF
)
(3.3)
Each new Ht is checked against the existing K distributions via absolute dis-
tance to find a match using the following equation:
|Ht − µk,t−1| ≤ 2.5σk,t−1 (3.4)
If the condition in the above equation hold then the kth Gaussian is updated
using the following equations:
µk,t = (1− ρ)µk,t−1 + ρHt
σ2k,t = (1− ρ)σ2k,t−1 + ρ(Ht − µk,t)T (Ht − µk,t)
ψk,t = (1− ρ)ψk,t−1 + α(βk,t)
(3.5)
where ρ = α(ψHt|µkσk) is a learning factor, α is the learning rate and βk,t is
1 for the model that found as matched and 0 for the remaining models. In case
where no matching distribution is found, the pixel is labelled as foreground and
the least probable distribution is substituted by a new one, initialized with prior
parameters for γk,t and σ2k,t and µk,t = Ht.
The distributions are arranged in an order according to the ratio γ/σ in order
to decide that which portion of the distributions represents the background and
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which the foreground. The first ζ distributions, estimated using the following
equation, account for the background:
ς = arg min
f
 f∑
k=1
ψk,t > T
 (3.6)
where T is the threshold that defines the portion of distributions that are
accounted for by the background. A pixel is labelled as background if the current
Ht matches any of the first ζ distributions. In the opposite case the pixel is labelled
as foreground.
This algorithm is used in chapter 4 along with proposed modifications accord-
ing to the requirements of the proposed frameworks.
3.3 Contourlet Transform (CT)
Contourlet Transform was proposed by Do and Vetterli [38] in its discrete form as
a simple directional extension of Wavelets. It offers a high degree of directionality
and anisotropy. It provides improvements to 2-D separable Wavelet Transform for
representing images with smooth contours in all directions (see figure 3.1). The
idea of the CT is attributed to the grouping of nearby wavelet coefficients as they
are locally correlated due to the smoothness of the contours. The CT explained by
Pan et al. [108] allows for different and flexible number of directions at each scale.
The image is decomposed into several directional sub-bands at multiple scales
in the frequency domain by first applying a Laplacian Pyramidal (LP) multi-
scale decomposition to capture the point discontinuities. A critically sampled
directional filter bank is then applied on each un-decimated high-frequency band
to link point discontinuities into linear structures. The overall result is an image
expansion using the basic elements such as contour segments, and thus are named
contourlets.
3.3.1 Pyramidal Frames
The first step as mentioned above is the multi-scale decomposition of the image
to capture the point discontinuities. The authors in [38] critically analysed the
LP decomposition introduced by Burt and Adelson [17] and found a drawback of
the method that is the implicit oversampling. They further studied the LP in [37]
using the theory of frames and oversampled filter banks. They showed that LP
with orthogonal filters provide a tight frame with frame bounds that are equal to
1 and hence proposed the use of the optimal linear reconstruction using the dual
frame operator (or pseudo inverse) as shown in figure 3.2.
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Figure 3.1: Illustration of successive refinement by (a) Wavelet, and (b) Contourlet,
near a smooth contour.
Figure 3.2: Laplacian Pyramid proposed in [37], here H and G are low pass analysis and
synthesis filters and M is the integer matrix.
3.3.2 Iterative Directional Filter Banks
The Directional Filter Bank (DFB) is important to link point discontinuities into
linear structures. Bamberger and Smith [4] proposed a 2-D directional filter bank
by efficient implementation of an l-level binary tree decomposition, with 2l sub-
bands with wedge-shaped frequency partitioning. The construction of DFB in-
volves modulating the input image and using quincunx filter banks with diamond-
shaped filters. In [36], a new implementation of the DFB is proposed that avoid
modulating the input image. The new implementation uses a two-channel quinc-
unx filter bank [161] with fan filters to divide a 2-D spectrum into two directions.
Next a shearing operator is applied for reordering of the image samples. The aim
for DFB here is to use an appropriate combination of the shearing operators along
with two-direction partition of quincunx filter banks at each node in a binary
tree-structured filter bank to obtain the desired 2-D spectrum division as shown
in figure 3.3.
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Figure 3.3: Directional Filter Bank. Frequency partitioning where l = 3 and there are 8
real wedge-shaped frequency bands. Subbands 0–3 correspond mostly to the horizontal
directions, while subbands 4–7 correspond mostly to the vertical directions. The number
of directions change with the value of l.
3.3.3 The Discrete Contourlet Transform
An important point to note is that the DFB is designed to capture only the high
frequency components of the input image. This results in the leakage of the low
frequency components into the directional sub-bands. This fact provides a reason
to combine the DFB with a multi-scale decomposition where low frequencies of the
input image are removed before applying the DFB. This is done using an iterative
setup shown in figure 3.4 where the bandpass images from the LP are fed in to the
DFB so that the directional information can be captured. The combined result
is a double iterated filter bank structure named as a contourlet filter bank, which
decomposes images into directional sub-bands at multiple scales.
The human beings as natural objects (i.e. not man-made) are made of a large
collection of curved features e.g. edges. The CT that provides a near optimal
representation of objects with curves is better suited to represent humans as com-
pared to other transforms such as WT that has the limitation of using vertical
and horizontal line segments to represent an edge structure.
3.4 Local Binary Patterns (LBP)
LBP belong to the class of non-parametric local image features that spatially
exploit the geometric properties of a pattern and provides grey scale and rotation
invariant texture features. The initial version of LBP introduced by Ojala et al.
[106] labels the pixels of an image by thresholding, a 3× 3 neighbourhood of each
pixel with centre value, where 0 is assigned for a negative difference between the
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Figure 3.4: The countourlet filter bank: a multiscale decomposition is computed first
using the LP and then a directional filter bank is applied to each bandpass channel.
centre pixel and the neighbouring pixel and 1 is assigned for positive difference. A
histogram which gives the distribution of 256 binary patterns obtained from this
procedure can be used as texture feature for subsequent analysis. The value of a
LBPP,R code that takes P sample points with radius R around a pixel (xc, yc) is
given by the following equation:
LBPP,R =
∑P−1
p=0 s(vp − vc)2
p, where, s(x) =
 1 if x ≥ 00 otherwise (3.7)
where, vc and vp are the grayscale values of the centre pixel (xc, yc) and sur-
rounding pixels (xp, yp). Figure 3.5 illustrates the process for the computation of
LBP code around a pixel c.
3.4.1 Rotation Invariant LBPs
In a later work, Ojala et al. [105] extended the capability of the LBP operator for
grey scale images and incorporated a rotation invariant property by considering
a circular neighbourhood and bilinear interpolation. The rotation invariance of
LBP (LBP riP,R) is achieved by considering the minimum value of binary pattern.
The minimum value is produced by shifting the binary structure to put maximum
number of zeroes at the beginning of binary pattern. To remove the effect of
rotation, i.e. to assign a unique identifier to each rotation invariant local binary
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Figure 3.5: Computation of LBP code for pixel c with P = 8 and R = 1.
pattern, equation 3.8 is defined:
LBP riP,R = min {(ROR(LBPP,R, i) |i = 0, 1, ..., P − 1)} (3.8)
where ROR(x,i) performs a circular i times bit-wise right shift on the P -bit
number x.
3.4.2 Uniform LBPs
Further in [105] it was observed that the binary patterns which have 0 to 1 or
vice versa transitions are limited. For example, patterns 00111000, 11111111,
00000000, and 11011111 are uniform, and patterns 01010000, 01001110, or 10101100
are not. These patterns have been observed to capture most of the texture informa-
tion. These patterns were named as uniform LBPs (LBP riunP,R ) and mathematically
represented in equation 3.9.
LBP riunP,R =

∑p−1
p=0 s(vp − vc), if U(VP ) ≤ n
P + 1 if otherwise
(3.9)
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where,
U(VP ) = |s(vp−1 − vc)− s(v0 − vc)|+
P−1∑
p=1
|s(vp − vc)− s(vp−1 − vc)| (3.10)
Here, equation 3.10 measures the uniformity of the LBP code by summarizing
the absolute value of the difference between the code and the code circularly shifted
one bit.
The uniform LBP provide the reduced dimensionality of the feature vector.
Hence, a small subset of the total of 2P patterns is sufficient to describe the
texture of images. Here, n is the total number of binary patterns that exhibited
the transitions. All codes that are classified as non-uniform are assigned with the
value P + 1.
3.5 Colour Spaces
The choice of colour space is important while dealing with a particular application.
Some colour spaces are similar to human perception of colours while others are
devised for machines. A few well known colour spaces are discussed in the following
subsections.
3.5.1 RGB
The RGB (Red-Green-Blue) representation is the most popular and is used in ma-
jority of imaging devices. It is an additive model where light is represented as the
combination of three frequencies naming Red, Green and Blue. It is geometrically
represented in the form of a cube (see figure 3.6) in which three primary axes are
represented by R, G and B frequency components. The primary frequencies can
be added to produce secondary colours which are:
• magenta = red + blue
• cyan = green +blue
• yellow = red + green
Examples of other possible combinations to produce white colour can be given
as follows:
• white = blue (primary) + yellow (secondary)
• white = green (primary) + magenta (secondary)
• white = red (primary) + cyan (secondary)
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Figure 3.6: HSV and HSI colour spaces.
3.5.2 HSI and HSV
The HSI (Hue-Saturation-Intensity) space and HSV (Hue, Saturation and Value)
space is obtained by non-linear transformation of the RGB space. The HSI repres-
entation uses the brightness (or intensity) value I = (R + G + B)/3 as the main
axis orthogonal to the chrominance plane. The saturation S and the hue H are
the radius and the angle, respectively, of the polar coordinates in the chrominance
plane with the origin in the trace of the value axis (with R corresponding to 0o) as
shown in the figure 3.7. This representation is closely related to the way human
vision perceives a colour because of its approximately perceptually uniform nature.
Because of invariance to the object orientation with respect to illumination and
camera viewing direction, the hue is more suitable for object retrieval. According
to [151] the RGB to HSV(or I) colour space conversion is given as:
H = cos−1
 0.5(R−G) + (R +B)√
(R−G)2 + (R−B)(G−B)
 (3.11)
S = 1−
( 3
R +G+B
)
min(R,G,B) (3.12)
V (orI) = max(R,G,B) (3.13)
Apart from RGB, HSV and HSI spaces, a number of other colour spaces have
been presented in literature that have their significance in various applications.
These colour spaces include YUV, YIQ, YDbDr, YCbCr, CMY(K), CIELab etc.
The theoretical and mathematical background of these colour spaces is beyond
the scope of this thesis therefore these colour spaces are not discussed here.
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Figure 3.7: HSV and HSI colour spaces.
3.6 Colour Constancy
Colour Constancy is the ability to perceive colours of objects, invariant to the
colour of the light source. This ability is generally accredited to the Human Visual
System, although the exact details remain uncertain. An example of this human
ability is shown in the figure 3.8. In this example, the same object is depicted
four times, each rendered under a different light source. As can be seen, the colour
of the object is strongly dependent on the colour of the light source.
Computational Colour Constancy can follow different paths to maintain a
stable colour appearance across light sources. One common path, which does
not mimic the human visual system, but is very common among computational
models, approaches the problem using two phases. First, based on several as-
sumptions, the colour of the light source (illuminant) is estimated from an input
image. Then, using this estimated illuminant, the input image is corrected so that
it appears to be taken under a canonical (e.g. white) light source.
3.6.1 Estimation of colour of the light source
One common assumption in literature on colour constancy is Lambertian shading,
i.e. assuming that an image consists of only dull, matte surfaces. In this case, an
image f = (fR, fG, fB)T is composed of the multiplication of three terms, i.e. the
camera sensitivity function ρ(λ), the surface reflectance properties S(x, λ) and the
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(a) (b)
(c) (d)
Figure 3.8: Effect of different light sources on an image
colour of the light source L(x, λ), then
f(x) = m(x)
∫
ω
L(x, λ)S(x, λ)ρ(λ)dλ (3.14)
where, ω is the visible spectrum, m(x) is the Lambertian shading, λ is the
wavelength of the light and x is the spatial coordinate in the image. Further
assumptions include a spectrally uniform light source, i.e. L(x, λ) = L(λ) for all
locations x in the image. Then, the observed colour of the light source L depends
on the spectrum of the light and the camera sensitivity function. The observed
colour of the light source is expressed as:
L =
∫
ω
L(λ)ρ(λ)dλ (3.15)
The goal of colour constancy is to estimate L. Since, there are two unknown
variables (the surface reflectance function S(x, λ) and the colour of the light source
L) and only one known variable (the image values f). Therefore, the estimation of
L is an under-constrained problem. A common approach to solving this problem
is to make further assumptions, for instance on the distribution of image colours
or on the set of possible light sources.
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3.6.2 Correction of Colours in the Images
Once the colour of the light source is known, the colour of the input image can
be corrected. The transformation to convert an input image, recorded under an
unknown light source, to an output image that appears to be recorded under a
canonical light source, is called chromatic adaptation. Chromatic adaptation is
often modelled using a linear transformation, which in turn can be simplified by
a diagonal transformation when certain conditions are met. The diagonal model
is explained here to correct the input images. The diagonal model is given by:
fc = Mu,cfu (3.16)
where fu is the image taken under an unknown light source, fc is the same
image transformed, so that it appears as if it was taken under a canonical light
source, and Mu,c is a 3×3 diagonal matrix that maps colours that are taken under
an unknown light u to their corresponding colours under the canonical illuminant
c. [11]
3.7 MPEG-7 Dominant Colour Descriptor
The Dominant Colour Descriptor (DCD) [26] is one of the seven colour descriptors
defined by the MPEG-7 standard. It gives a description of the representative
colours of an image. It is computed using the quantized colour histogram of an
object. The computation of DCD not only eases the extraction of dominant colour
but also allows the efficient indexing and retrieval of objects in large databases.
The dominant colour descriptor is defined as:
DDC = {{Ci, Pi, Ri}, S} , (i = 1, 2, ..., N) (3.17)
where, Ci is a 3D dominant colour vector containing the component values of
a colour space (H,S,V in this case), Pi is the percentage of each dominant colour
and Ri is the colour variance that describes the variation of the colour values of
the pixels in a cluster around the corresponding representative colour. The spatial
coherence S is a single number that represents the overall spatial homogeneity of
the dominant colours in the image and N is the number of dominant colours.
To measure the dissimilarity between to DCDs, following [135], the spatial
coherence and the variance parameter can be neglected and the dissimilarity
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E(DDC1, DDC2) can be expressed as:
E2(DDC1, DDC2) =
∑N
i=1 P
2
1i+
∑N
j=1 P
2
2j−
∑N
i=1
∑N
j=1 2a1i,2jP1iP2j (3.18)
where the subscripts 1 and 2 in all variables stand for descriptors DDC1 and
DDC2 respectively, and ak,l is the similarity coefficient between two colours ck and
cl and is computed using the following equation:
ak,l =
 1−
dk,l
dmax
dk,l ≤ Td
0 otherwise
(3.19)
where dk,l = ‖ck − cl‖ is the Euclidean distance between two colour clusters
ck and cl. The threshold Td is the maximum distance used to judge whether two
colour clusters are similar and dmax = αTd, where α is used to parametrize the
maximum distance Td between two colour clusters.
3.8 Bilateral Filtering
One of the most fundamental operations of signal processing is the Filtering. In
terms of image processing, the filtering process constitutes a procedure that re-
places the values at any given location in an image with the values or function
of those values of a small neighbourhood of that location. The noise values that
corrupt these nearby pixels are mutually less correlated than the signal values, so
noise is averaged away while the signal is preserved.
The assumption of slow spatial variations does not hold at edges, which are
consequently blurred by linear low-pass filtering. Many efforts have been devoted
towards reducing this undesired effect of averaging across edges. One of them
is Bilateral Filtering (BF) [152], it is a simple, non-iterative scheme for edge-
preserving smoothing.
According to [152], the basic idea underlying BF is to apply those operation
to the range of an image what traditional filters apply to its domain. Two pixels
can be close to one another, that is, occupy nearby spatial location, or they can
be similar to one another, that is, have nearby values, possibly in a perceptually
meaningful fashion.
Consider a translation-invariant low-pass domain filter g(ϑ, x) applied to an
image I(x):
h(x) = k−1d (x)
∫ ∞
−∞
∫ ∞
−∞
I(ϑ)g(ϑ, x)dϑ (3.20)
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where, g(ϑ, x) measure the geometric closeness between the neighbourhood
centre x and a nearby point ϑ. If the low-pass filtering is to preserve the DC
component of low-pass signals, then,
kd(x) =
∫ ∞
−∞
∫ ∞
−∞
g(ϑ, x)dϑ (3.21)
If the filter is translation-invariant, g(ϑ, x) is only a function of vector difference
ϑ− x, and kd is constant. Range filtering is similarly defined as:
h(x) = k−1r (x)
∫ ∞
−∞
∫ ∞
−∞
I(ϑ)p(I(ϑ)− I(x))dϑ (3.22)
except that now p(I(ϑ)−I(x)) measures the photometric similarity between the
pixel at the neighbourhood centre x and that of a nearby point ϑ. The closeness
function g operates in the domain of the image function I while the similarity
function p operates in the range of I. The normalization constant in this case is:
kr(x) =
∫ ∞
−∞
∫ ∞
−∞
p(I(ϑ)− I(x))dϑ (3.23)
The spatial distribution of image intensities plays no role in range filtering
taken by it. Combining intensities from the entire image, however, makes little
sense, since the distribution of image values far away from x ought not to affect
the final value at x. In addition, one can show that range filtering without domain
filtering merely changes the colour map of an image, and is therefore of little use.
It is important to enforce both geometric and photometric locality by combining
domain filtering and range filtering. Combined filtering can be described as follows:
Ism(x) = k−1(x)
∫ ∞
−∞
∫ ∞
−∞
I(ϑ)g(ϑ, x)p(I(ϑ), I(x))dϑ (3.24)
with the normalization:
k(x) =
∫ ∞
−∞
∫ ∞
−∞
g(ϑ, x)p(I(ϑ), I(x))dϑ (3.25)
Combined domain and range filtering is referred as BF. It replaces the pixel
value at x with an average of similar and nearby pixel values. In smooth regions,
pixel values in a small neighbourhood are similar to each other, and the BF acts
essentially as a standard domain filter, averaging away the small, weakly correlated
differences between pixel values caused by noise.
Consider now a sharp boundary between a dark and a bright region, as in
figure 3.9. When the bilateral filter is centred, say, on a pixel on the bright side
of the boundary, the similarity function assumes values close to one for pixels on
the same side, and values close to zero for pixels on the dark side. The similarity
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(a) (b) (c)
Figure 3.9: (a) A 100-gray level step perturbed by Gaussian noise with σ = 100 gray
levels. (b) Combined similarity weights for a 23x23 neighbourhood centred two pixels
to the right of the step in (a). The range component effectively suppresses the pixels on
the dark side. (c) The step in (a) after bilateral filtering with σr = 50 gray levels and
σd = 5 pixels. [152]
function is shown in figure 3.9b for a 20 × 20 filter support centred two pixels
to the left of the step in figure 3.9a. The normalization term k(x) ensures that
the weights for all the pixels add up to one. As a result, the filter replaces the
bright pixel at the centre by an average of the bright pixels in its vicinity, and
essentially ignores the dark pixels. Conversely, when the filter is centred on a dark
pixel, the bright pixels are ignored instead. Thus, as shown in figure 3.9c, good
filtering behaviour is achieved at the boundaries, due to the domain component
of the filter, and crisp edges are preserved at the same time, due to the range
component.
3.9 Histogram of Oriented Gradients
The Histogram of Oriented Gradients features were presented by Dalal and Triggs
[32]. The method exploits the gradient information present in the image and finds
the local histograms of gradient orientations in small sub-windows of the image.
The process of HOG computation starts by computing the local gradient in-
formation in the intensity image. The image is then divided into small spatial
regions (named as cells) of equal size. For each cell, a 1-D local histogram is com-
puted from the gradient direction of every pixel. The final HOG representation is
computed by concatenating the histogram from all the cells of the image. Figure
3.10 shows an input image and the corresponding HOG features with a cell size
of 8 pixels.
3.10 Scale Invariant Feature Transform (SIFT)
Scale Invariant Feature Transform (SIFT) is a well known approach for detecting
the key-points and extracting feature descriptors around those key-points within
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(a) (b)
Figure 3.10: HOG Features. (a) Original Image. (b) Standard HOG features with a cell
size of eight pixels.
the image. The SIFT description is highly discriminative and offers the advant-
age of being fully invariant to scale and rotation and partially invariant to affine
distortion, noise, viewing angle and illumination. There are four key stages in the
computation of SIFT given as:
Detection of Scale-space Extrema: The first step is the detection of key-
points within the image. The key-points are basically high frequency points in the
image such as corners. In order to do that, scale-space filtering such as Laplacian
of Gaussian is used with various values of σ, where σ is the standard deviation of
Gaussian distribution. The reason being the small values of σ fits well for small
corners while large values of σ fits for larger corners. Eventually, the local maxima
across the scale and space is computed giving a list of (x, y, σ) with (x, y) being
the coordinates of the potential key-points with scale σ.
Keypoint Localization: The potential key-points detected in the previous
stage are further analysed using Taylor series expansion of scale space to get
accurate location of extrema. If the intensity at a particular extrema is less than
a certain threshold then it is rejected. The process eliminates any low-contrast
key-points that were detected in the previous step. Figure 3.11b shows a few
localized key-points in the image.
Orientation Assignment: In order to achieve invariance to image rotation, an
orientation is assigned to each key-point. This is done by selecting a neighbour-
hood around the key-point location based on the scale and the gradient magnitude.
The direction in that region is computed using an orientation histogram with 36
bins covering 360 degrees. The gradient magnitude and gaussian weighted circular
window with σ equal to 1.5 times the scale of the key-point is used as a weighting
factor for orientation histogram. The highest peak in the histogram is along with
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any peaks above 80 % of it is considered to calculate the orientation. This results
in key-points with same location and scale but different directions.
Keypoint Descriptor: The descriptor around each key-point is computed by
selecting a 16 × 16 neighbourhood around it (see figure 3.11c ). It is divided in
to 16 sub-blocks of 4× 4 size. An 8 bin orientation histogram is created by each
sub-block. The histograms from all sub-blocks are concatenated to form a 128
dimensional feature descriptor.
(a) (b)
(c)
Figure 3.11: Computation of SIFT. (a) Original Image. (b) Some of the detected key-
points. (c) Descriptor window around each key-point.
Dense SIFT: The dense SIFT features on an image is computed using a dense
gird of locations at a fixed scale and orientation. This type of feature descriptors
is often uses for object categorization. This thesis exploits the dense SIFT features
to capture the pattern within the frontal vehicle images.
3.11 Local Energy based Shape Histogram
The local energy signifies the underlying corners, edges or contours in an image.
In [125] the authors made use of local energy information to encode shapes and
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proposed a histogram based representation of the local energy along various ori-
entations. The theoretical aspect of their technique is explained in this section.
The local energy model was first proposed by Morrone and Owen in [95].
It postulated that features are perceived in an image at points where the local
frequency components have maximum phase congruency.
E(x) = maxϕ¯(x)∈[0,2pi]
∑
nAn cos(ϕn − ϕ¯(x))∑
nAn
(3.26)
Where An and ϕn are the magnitude and phase component of the nth Fourier
component. This frequency information is obtained using pairs of symmetric and
anti-symmetric linear filters to preserve the underlying phase information. This is
done by convolving the image with a filter bank containing Gabor wavelet kernels
tuned to 5 spatial frequencies and 8 orientations. The operation is mathematically
expressed as:
G(en,v, on,v) = I(x, y) ∗ ψn,v(z) (3.27)
where G(.) is the response of Gabor filter bank ψ at scale n and orientation v
at location (x, y) of image I. The amplitude An and phase φn of the response is
computed using the following equation:
 An =
√
e2n + o2n
φn = tan−1
(
en
on
) (3.28)
The modified energy model presented in [73] consists of sine of the phase
deviation, including a proper weighing of the frequency spread W and also a
noise cancellation factor T . The normalization by summation of all component
amplitudes makes it independent of the overall magnitude of the signal, making
it invariant to illumination variations in images. The local energy analysis is
intended to detect interest points in images with a high reliability in presence of
noise and illumination. The local energy, as defined by Kovesy in [73] is given as:
E =
∑
nW (x)
⌊
An(x)(cos(φn(x)− φ¯(x))−
∣∣∣sin(φn(x)− φ¯(x))∣∣∣− T ⌋∑
nAn(x) + ε
(3.29)
The energy model given in equation 3.26 has been used to generate a local
histogram accumulating the local energy along each filter orientation on n sub-
regions of the image [125]. An orientation label map L is computed by assigning
each pixel the label of the orientation at which the local energy is maximal across
all scales. A local histogram of the energy is accumulated along each filter orient-
ation for each sub region. The local histograms h are computed according to the
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following equation:
hr,b =
∑
wr × E × δLb (3.30)
where δLb represents the Kronecker delta, E is the local energy, b is the current
bin and w is Gaussian weighting function centred at region r. The weight function
is computed as:
wr =
1
2piσe
[(x−rxo)2+(y−ryo)2]
σ2 (3.31)
The image is partitioned into 16 blocks and 8-bin local histogram corresponding
to 8 filter orientations is computed on each block. The histograms on all image
partitions are concatenated to maintain spatial relationship between the content
of the image, making it a 128 dimensional feature vector.
3.12 Feature Encoding Techniques and the
Fisher Vector (FV)
The purpose of using an encoding scheme is to achieve discriminative dimension-
ality reduction in the case of dense feature extraction. Various encoding schemes
i.e. fisher, histogram, kernel codebook, super vector etc. is in use at present and
research is under way to employ and improve these strategies to work efficiently
for discriminative dimensionality reduction. Fisher encoding [64] captures and
averages the first and second order difference between the image descriptor and
the centres of a Gaussian Mixture Model (GMM), which may be thought of as a
soft visual vocabulary.
As mentioned in the literature review chapter, a number of feature encoding
schemes have recently emerged. In [20], the authors have elaborated the superior-
ity of FV among modern schemes.
Perronnin et al. [114] devised a modified FV representation keeping image
classification domain under consideration. The set of descriptors is modelled with
a GMM using pre-specified number of Gaussian distributions. The FV represent-
ation is achieved by computing the average or first and second order differences
between image descriptors and GMM centres.
Let I = (x1, ..., xN) be a set of D dimensional feature vectors (SIFT descriptors
in this case) extracted from a key-patch. Let Θ = (µk,Σk, pik : k = 1, ..., K) be the
parameters of a Gaussian Mixture Model fitting the distribution of descriptors,
where µk, Σk, pik is the mean, variance and weight respectively of kth gaussian
distribution in the GMM. The GMM associates each vector xi to a mode k in the
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mixture with a strength given by the posterior probability:
sik =
e
(
−12 (xi−µk)
T
∑1
k
(xi−µk)
)
∑K
t=1 e
(
−12 (xi−µt)
T
∑−1
k
(xi−µt)
) (3.32)
For each mode k, the mean and covariance deviation vectors αk and βk re-
spectively are given as:
αjk =
1
N
√
pik
N∑
i=1
sik
(
xji − µjk
σjk
)
(3.33)
βjk =
1
N
√
2pik
N∑
i=1
sik
(xji − µjk
σjk
)2
− 1
 (3.34)
where, j = 1, 2, ..., D spans the vector dimensions. The FV of image I is
achieved by concatenating all the computed difference vectors αk and βk for each
of the K modes in the Gaussian mixtures:
FV = [α1, β1, ..., αK , βK ] (3.35)
The FV representation captures the discriminative information present in the
densely computed feature descriptors of an images.
3.13 Support Vector Machine (SVM)
A Support Vector Machine (SVM) [157] is a technique to train a discriminative
classifiers. The classifier is formally defined by a separating hyperplane. In simple
words, given a set of labelled training data, the SVM outputs an optimal hyper-
plane which categorizes new examples. One of the main advantages of SVM is its
capability of learning the data pattern in a high-dimensional space even with a
very few number of training examples. At the same time, it minimizes a bound on
the empirical error and the complexity of the classifier. This concept is formalized
in the theory of uniform convergence in probability using the equations 3.36. For a
probability η such that 0 ≤ η ≤ 1, the losses as explained in equation 3.37 taking
these values, with probability 1− η, the following bound holds:
R(α) ≤ Remp(α) + Φ
(
h
l
,
− log(η)
l
)
(3.36)
where R(α) is the expected risk, Remp(α) is the empirical risk, l is the number
of training examples, h is the dimension of the classifier that is being used and is
a non-negative integer named as Vapnik Chervonenkis (VC) dimensions, and Φ(.)
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is the confidence of the classifier.
The empirical risk Remp(α) is defined to be the measured mean error rate on
the training set (for a fixed, finite number of observations):
Remp(α) =
1
2l
∑l
i=1 |yi − f(xi, α)| (3.37)
Here, the quantity 1/2l|yi−f(xi, α)| is called the loss. Note that no probability
distribution appears here. Remp(α) is a fixed number for a particular choice of α
and for a particular training set xi, yi.
Intuitively, what this means is that the uniform deviation between the expected
risk and empirical risk decreases with larger amounts of training data and increases
with the dimension, h. This leads directly to the principle of structural risk
minimization, whereby an attempt can be made to minimize at the same time
both the actual error over the training set and the complexity of the classifier;
this will bound the generalization error as in equation 3.36. It is exactly this
technique that SVMs approximate. This controlling of both the training set error
and the classifier’s complexity has allowed SVMs to be successfully applied to
very high dimensional learning tasks; [68] presents results on SVMs applied to a
10,000 dimensional text categorization problem and [107] show a 283 dimensional
face detection system. The two major types of SVMs are: Linear SVM and Non-
Linear SVM. For in-depth details and mathematical formulation of both type of
SVM, the reader is referred to [158] and [157].
3.14 Cosine Similarity (CS)
The Cosine Similarity (or Distance) is a measure that calculates the cosine of
the angle between two vectors. The metric is the measurement of the orientation
irrespective of any difference between the magnitudes of vectors. CS measure
has proved to be very effective for computing the similarities and the differences
between patterns represented by feature descriptors. The CS C(a, b) between two
vectors a and b can be computed using the following equation:
C(a, b) = cos(θ) = a • b‖a‖ ‖b‖ (3.38)
Using the above equation, the Cosine Distance C ′(a, b) between two vectors a
and b can be computed as:
C
′(a, b) = 1− C(a, b) (3.39)
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3.15 Summary and Conclusion
This chapter discussed the major concepts and methodologies that have been
used to devise the frameworks proposed in contributory chapters (4-7). The back-
ground modelling algorithm described in section 3.2 has been used in chapter 4
to develop a more robust version of the method particularly for surveillance video
applications. The combination of HOG features (section 3.9) and SVM (section
3.13) based classification technique has been used as a baseline to compare the
moving object recognition framework in chapter 4. The HOG features have been
significantly used in the text detection and recognition work in chapter 7 to rep-
resent candidate regions for text detection and to represent character images in
recognition task. The colour constancy techniques explained in section (3.6) and
the concepts regarding the conversion of colour spaces explained in section (3.5)
are directly used in the proposed frameworks for the correction and recognition
of colours in chapter 5 and for the detection and recognition of text information
in chapter 7. Further, the dense SIFT features (section 3.10) and FV encoding
algorithm (3.12) is the backbone of the VMMR technique presented in chapter 6.
It was therefore important for the better understanding of the reader to briefly
review the feature encoding mechanism. In addition to that, LESH feature extrac-
tion mechanism is also discussed is section 3.11 as its efficiency has been analysed
in the proposed vehicle make and model recognition framework in chapter 6.
Chapter 4
Moving Object Detection and
Recognition
4.1 Introduction
Moving object detection and recognition is the first and most important step in
video content analysis. In terms of moving targets, humans and vehicles are the
two salient objects that appear in surveillance videos. Foreground segmentation
and object recognition are two different problems. However, if the candidate re-
gions for object recognition are extracted through foreground segmentation tech-
nique then the performance of object recognition directly depends on the accuracy
of foreground segmentation technique. In such scenarios, an accurate foreground
extraction ensures better object recognition performance. This chapter addresses
both problems together to address the challenges involved in the annotation of
surveillance videos.
In terms of moving object detection and foreground extraction, a novel pipeline
has been devised to improve the performance of existing foreground segmentation
algorithm of [148] which is sensitive to background clutter and often the output
is significantly disturbed in the presence of shadow. These factors degrade the
performance of foreground extraction algorithm and pose a hurdle in the accurate
extraction of contours of moving targets especially under varying illumination
conditions and in the presence complex background. The proposed modification
enhances the robustness and accuracy of the algorithm [148] in the presence of
various factors such as noise that appears in the form of background clutter and
shadows etc. The experiments conducted on benchmark datasets show that the
proposed technique achieve better performance as compared to baseline technique
(see section 4.5).
In object recognition, the authors in [72] use a combination of Wavelet Trans-
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form (WT) and Local Binary Patterns (LBP) features for pedestrian detection.
However, a potential problem in the WT is its inability to highlight the contour
of the objects that possess curves in their silhouette (e.g. humans). The filters in
the WT filter bank capture only those pixels that strictly possess the orientation
that the filter is trained to capture. This results in the separation of adjacent
pixels into various WT coefficients, consequently the texture in the silhouette is
not captured in any of the WT coefficients. The Contourlet Transform (CT) on
the other hand provides the advantage that it captures the contours instead of
pixels or straight lines. Therefore, it can capture the silhouette of objects such
as humans that possess curves in their contours. This provide the basis for the
development of a framework to exploit the advantage of CT.
A novel feature descriptor using CT and Centre Symmetric Local Binary Pat-
terns (CS-LBP) features is proposed and exhaustively tested for its performance
in classification of two main subjects: humans and vehicles. The proposed fea-
ture descriptor exploits the information present in the contours of the foreground
objects. A model of each object class is implicitly derived from the feature rep-
resentation of the training set in an example-based learning approach. A Support
Vector Machine (SVM) based learning approach has been followed here to derive
the discriminative model of each object class. The proposed feature descriptor
is closely related to the one presented by Pan et al. [108], however, unlike [108]
the proposed framework analyse the CT coefficients to deeper levels of decompos-
ition to capture the most relevant texture while suppressing the noise. The work
presented in this chapter is based on the references [187] and [49].
4.2 Foreground Extraction
The first step in the analysis of moving objects in videos is the segmentation of
these objects from background. A modified version of the foreground segmentation
method of [148] is devised in this work to reduce the shortcomings present in the
original version. The weaknesses in Stauffer and Grimson’s [148] method includes
the inability to deal with shadows, spurious objects, fast background initialization,
illumination changes and similarities in foreground-background regions. This led
to the proposal of a number of new approaches ([166, 131, 39, 165, 66]) aiming at
improving the original concept.
The proposed foreground segmentation process starts by modelling the back-
ground using a Mixture of Gaussian (MoG) distributions. Each pixel in the video
frames is modelled by a weighted MoG the parameters and weights of which are
continuously updated with every new frame. This allows the prediction of the pixel
values that belong to the background in consecutive frames based on prior prob-
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Figure 4.1: The effect of shadow removal on foreground segmentation. (a) Original
video frame (b) Extracted foreground regions along with shadow removal based on
intensity information of normalized RGB image. (c) The result of MoG based foreground
extraction on RGB image.
ability. This work combines a few of the successful improvements of the method in
[148] to address the aforementioned issues in order to utilize the Gaussian Mixture
Model (GMM) while overcoming its weaknesses.
The most common approaches adopted by researchers [166, 131, 39, 165] to
eliminate shadows are based on intensity analysis. All the techniques suggest ap-
plying the Stauffer-Grimson’s algorithm in the normalized RnGnI colour space,
where I is the intensity component calculated as the average of the Red (R), Green
(G) and Blue (B) components. The pixels belonging to shadow regions and high-
lighted regions are then classified by setting up a threshold on the ratio r = Ic/Im,
where Ic is the intensity of the current frame and Im is the mean intensity over
the sequence of all previous frames. The use of normalized RBG space generates
good performance in various scenarios especially where the background does not
contain similar colour as shadow regions but the algorithms badly fails in scen-
arios where foreground contains coloured pixels similar to shadow regions. It has
been found out with extensive experimentation that the use of normalized colour
space (RnGnI) degrades the performance of foreground extraction by the removal
of such foreground pixels that have low intensity values (i.e. pixels in grey or dull
white colour regions). Figure 4.1b illustrates this problem where some parts of
the foreground regions have been eliminated along with shadow regions. In order
to avoid the rejection of pixels in target Regions of Interest (RoI), it has been
empirically observed that the use of RGB instead of normalized RGB reduces the
rejection of RoI pixels. Figure 4.1c illustrates this mechanism where all fore-
ground pixels have been successfully separated from background along with a few
noise pixels.
Inspired by the work of Javed et al. [66], this work exploits the gradient
information in the image to recover missing foreground region while eliminating the
pixels belonging to shadow regions and other spurious objects of the background.
Similar to [66], first the Stauffer-Grimson’s algorithm is applied on the gradient
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Figure 4.2: The illustration of accurate contour definition of the foreground regions. (a)
Original video frame. (b) Dilated edge map of the video frame. (c) Foreground regions
extraction by background subtraction on the gradient images. (d) Edges corresponding
to foreground regions. (e) The Output, showing foreground binary map with well-defined
contours.
magnitude image Ig to acquire the foreground edge map. The foreground edge
map is denoted by Eforg(Ig). Figure 4.2c shows the edge map (Eforg(Ig)) of the
image in 4.2a. Next, a similar region level processing to [66] is applied to address
the problem of varying illumination and elimination of spurious objects. The
work of 4.2 addresses foreground extraction under varying illumination, however,
it does not have the capability to deal such scenarios where moving targets have
shadows along with them. The output deteriorates when moving subjects are not
well separated and possess shadows. The objects connected because of shadows
are considered as single object by the algorithm.
The advantage of proposed method over [66] is that it exploits the edge map of
extracted foreground objects (Eforg(Ig)) to remove regions belonging to shadows
of those objects while robustly handling varying illumination in the scene.
The primary goal of the proposed approach is the accurate mapping of the
contours of foreground regions. Let, the original coloured frame is I and the
foreground region acquired using Stauffer-Grimson’s method [148] be F (I) and
the dilated binary edge map of the image I be E(I). A post processing stage
comprises of morphological dilation and closing operations is applied to achieve
the continuous edges in the edge maps Eforg(Ig) and E(I).
At the next stage, a convex hull is computed to enclose Eforg(Ig). The convex
hull is used as a reference to discard all such pixels of F (I) that fall out of the
computed convex hull; thus achieving the elimination of such regions that do
not possess strong gradient values (e.g. shadows). The target contour region
C comprises of all those pixels of E(I) that are resent in the sum of F (I) and
Eforg(Ig). Mathematically, it can be expressed using the following equation:
C = E(I) [F (I) + Eforg(Ig)] (4.1)
The pixels enclosed in the contour C are considered as the foreground pixels as
illustrated in figure 4.1e. Since the extracted contours have minor irregularities
and breakages, a post processing stage involving Median filtering is applied to the
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detected foreground binary map in order to acquire smooth edges in the foreground
binary map.
The main advantage of the proposed pipeline is its ability to achieve well-
defined contours of the foreground regions. The conventional MoG based al-
gorithms fail to extract an accurate and well defined contours of the foreground
region. On the other hand, the convex hull based approach alone does not always
enclose the whole object that results in broken and irregular foreground patterns
and also results in gaps between human lower limbs and the torso to be detected
as foreground.
The extracted foreground binary map using proposed pipeline can be directly
used to identify and annotate the moving objects on the basis of appearance.
However, in cases where more than one object are moving together as shown in the
figure 4.2a, the extracted foreground binary map of both objects accumulates into
single binary map that cannot be used to identify that object. The coordinates
of the bounding box enclosing the foreground binary map are used to extract
the window from the original video frame to perform object identification. The
main reason to include the foreground extraction stage is to exploit temporal
information to find the location of the potential objects of interest i.e. humans
and vehicles. This condenses the overall search area only to those parts of the
frame where an object is detected unlike the conventional object detectors where
sliding window based search is performed in the entire video frame.
4.3 Object Recognition
The bounding boxes of the moving objects that are detected in the previous step
are subsequently passed to the object recognition pipeline. The recognition frame-
work classifies the object in the bounding box window. A novel feature descriptor
is devised to fulfil the task of object recognition. The feature descriptor of the
foreground window is used to classify it to one of the objects of interest (human or
vehicle) or the region belonging to neither of them (i.e. background). Note that
it is not within the scope of this work to perform recognition of those objects that
are partially occluded.
4.3.1 Countourlet Transform based Centre Symmetric
Local Binary Patterns (CCS-LBP)
As mentioned in the literature review chapter, the authors in [190] and in [108]
presented texture analysis of frequency coefficients based feature descriptor for
human detection and for object classification respectively; this work is inspired by
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their findings. The proposed work focuses mainly on the classification of moving
objects i.e. humans and vehicles. The human body in standing position has
strong vertically oriented contours and edges along its boundaries. In the case
of vehicles, it has been observed that the orientation of contours and edges along
both horizontal and vertical axis is approximately the same. The edge map of the
boundary of the vehicles contains long horizontal and vertical edges due to the
geometric shape of the vehicles. It is also observed that the spatial structure of the
human body and a vehicle possess a bilateral symmetry. Therefore, the detail in
the contour is the most relevant feature for identifying human and vehicle objects.
The LBPs are suitable for modelling repetitive textures which means that
these features are sensitive to random noise in uniform image areas. However,
the extraction of LBP in CT domain helps to analyse the contours of the objects
while reducing the effect of noisy patterns that are present within in the body of
these structures and in the surrounding background. These patterns influence the
pattern of interest and acts as noise in the computed feature descriptor.
In this study, a variation of conventional LBP technique called the Center
Symmetric Local Binary Patterns [190] is exploited to represent the pattern in the
CT sub-bands. The CS-LBP technique compares only center symmetric pairs of
pixels to produce more compact binary patterns. The LBP produces 256 different
binary patterns for 8 neighbours whereas for CS-LBP this number is only 16. This
offers a significant advantage in terms of the reduced dimensionality of the feature
descriptor. The CS-LBP is given as:
CS−LBPR,N,T (x, y) =
(N/2)−1∑
i=0
s
(
ni − ni+(N/2)
)
2i, s(x) =
 1 x > T0 otherwise (4.2)
where ni and n(i+(N/2)) corresponds to the grayscale values of centre-symmetric
pairs of N equally spaced pixels on a circle of radius R.
The CT is used here as a multi-scale and multi directional global image contour
representation scheme. The extraction of LBP on a set of selective coefficients of
CT enables to capture the contour pattern, which can be effectively used to identify
the object. The proposed feature representation scheme is named as Contourlet
based Center Symmetric Local Binary Patterns (CCS-LBP). The proposed feature
descriptor captures the pattern in the silhouette of the objects for discriminative
representation of their shape.
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Figure 4.3: Computation of CCS-LBP feature descriptor.
4.3.2 Extraction of Feature Vectors
The CT coefficients are computed for every foreground window W (x, y) as a first
step in the classification stage. The window contains foreground object along
with some part of the background. The number of decomposition levels l and
the number of directional decompositions d at each scale are pre-specified. The
empirically selected values in the experiments are l = 3 and d = [4, 8, 16] that
results in 28 sub-band coefficients (see figure 4.3). The magnitude and sign of
each CT sub-band coefficient Cl d(x, y) according to [108] is given as:
mag[Cl d(x, y)] = |Cl d(x, y)| (4.3)
sgn[Cl d(x, y)] =
 1 Cl d(x, y) ≥ 0−1 Cl d(x, y) ≤ 0 (4.4)
The right selection of sub-band coefficients plays a key role in the computa-
tion of well discriminative feature representation. It has been observed through
extensive experimentation that the sub-bands acquired from vertically oriented
CT directional filters contain enough discriminative information especially in the
case of human silhouette that it can be accurately differentiated from vehicles.
Therefore, these sub-bands have been exploited only to extract shape features.
This reduces the number of CT sub-bands from 28 to 14 and the size of feature
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descriptor is eventually reduced.
After the computation of CT sub-bands, the next step is the extraction of
features to represent the pattern. This has been done by computing LBPs on CT
sub-bands.
Following [190], the value of the threshold T is selected to be 1% of the pixel
value range that is 0.01 for data that lies between 0 and 1. The CT sub-band is
divided into cells with a location grid in order to incorporate spatial information.
A Cartesian grid of 4 × 4 cells is applied to each sub-band. For each cell, a CS-
LBP histogram is computed. In order to avoid boundary effects in which the
descriptor abruptly changes as feature shifts from one histogram bin to another,
the bilinear interpolation is used to distribute the weight of each feature into
adjacent histogram bins.
The final descriptor for each sub-band coefficient is computed by concatenating
the CS-LBP histograms of all the cells. The resulted feature vector from each CT
sub-band has a dimensionality of 256 (16× 4× 4). Since, 14 CT sub-bands have
been used here, the resulting feature vector that is formed after concatenating the
CS-LBP from all sub-bands has a dimensionality of 3584 (14 × 256). Following
[190], the feature vector is normalized to unit length to reduce the influence of very
large descriptor elements. Figure 4.3 comprehensively illustrates the computation
process of CCS-LBP descriptors.
4.3.3 Classification
The CCS-LBP feature vectors of the training images are extracted and labelled
accordingly. A non-linear SVM in one-vs-all manner is trained using the feature
vectors of the training data using Radial Basis Function (RBF) kernel. The best
combination of Soft Margin parameter C and gamma γ has been selected by a
grid search with exponentially growing sequences of C and γ. The selection of
RBF kernel and non-linear SVM has been done empirically.
4.4 Detailed Annotation of Moving Objects
4.4.1 Humans
The annotation of detected human figure is carried out in few stages to extract
various details. At the initial stage, three main parts (i.e. head, torso and lower
limbs) of the body are separated. This is followed by a colour extraction stage
where the dominant colours in each portion of the body are extracted to analyse
the clothes. Finally, clothes of human figures are analysed for the presence of
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text. The details about colour extraction, text detection and text recognition
approaches proposed are given in chapter 5 and chapter 7, respectively.
A simple strategy has been devised here to categorize various parts of the
human body. The aim is to categorize three main parts (head, torso, lower limbs)
of the human silhouette. It is assumed that a human figure is in standing position
(i.e. foreground humans are those that are walking). The challenging part is the
estimation of head region. For that, two novel criteria are used:
Criterion I: It is subjectively examined on a significantly large collection of
images containing humans that the head region occupies the approximately upper
12.5% of the human body. This criterion works well in almost all the cases with
minor errors associated with the change of pose and camera angle. However,
overall the location of head region is successfully estimated.
Criterion II: In order to reduce the above mentioned error the vertical pro-
jection of the binary map of human figure is analysed. The proposed foreground
extraction algorithm (in section 4.1) computes an accurate binary map of the
moving objects. The vertical projection graph of that binary map is exploited
here to find the head region. The vertical projection graph is computed and a
smoothing operation is applied to enhance the dominant peaks and valleys in it.
The smoothing of the data is performed using a 5-point moving average filter.
Consider x(k) as the k-th data point, then using an n-point moving average filter
the smoothed value x′(k) is computed as:
x
′(k) = 1
n
∑k
i=k−n+1 x(i) (4.5)
Next, the top 20% part of the vertical projection graph is searched for a valley
and the minima point in that valley is taken as the point of separation between
head region and rest of the body. The reason for using 20% of the silhouette to
search for the head is derived from the finding of criterion-I. Since, the dominant
valley is likely to be located somewhere around the upper 12.5% of the human
silhouette, the threshold of 20% provides a safe margin to deal with exceptional
cases where the vertical projection is affected due to wrong foreground estimation
or due to irregular human pose.
The two proposed criteria are used in a hierarchical manner. Preference is given
to the estimation of criterion-II; if it fails to locate the neck region, criterion-I is
used to estimate the point of separation between head and torso. For example, in
some cases as shown in figure 4.4, there is no valley in uppermost 20% vertical
projection. These cases arise when a person’s neck is fully covered with hair or
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clothes. In such cases, the criterion-I has to be used to separate the head region
in that human figure.
Figure 4.4: Detection of separation point between head region and torso in human figures
along with the illustration of a scenario where no valley is detected in the uppermost
20% of the human body and the separation between head and torso is estimated using
criterion-I.
Once the head region is estimated, it is easy to decide on the torso and lower
limb regions. The remaining body is divided into two parts, the upper 45% of
the remaining body is selected as the torso and the lowermost 55% as the lower
limbs. This criterion is illustrated in figure 4.5 and is empirically tested on a
large number of human images. The result indicate that it works exceptionally
well in estimating the main regions of the human figure in standing (or walking)
positions.
4.4.2 Vehicles
The vehicle object is annotated on the basis of license plate, colour and make
& model information. It is assumed in this research that the front view of the
vehicle is captured by the camera. The proposed annotation scheme relies on
the detection of license plate regions therefore the presence of that information is
important. Apart from that, the vehicle object comprises of various parts i.e. tires,
windscreen, windows etc. that appear black and do not contain useful information
that can be used for recognition and annotation of that vehicle.
The annotation of vehicle objects begins with the extraction of number plate
region. The idea is to extract the RoI of the frontal view of the detected vehicle
object and compute various attributes using the appearance information. A sig-
nificant number of license plate detectors have been proposed in the literature
[124, 123, 112]. This work follows the strategy proposed in [124] where the con-
nected components are extracted and their geometric properties are analysed for
the initial screening of candidate regions. In the next step, the shape features
CHAPTER 4: MOVING OBJECT DETECTION AND RECOGNITION 63
Figure 4.5: Categorization of main regions of a human figure. (a) Original Image.
(b) Binary map of the estimated foreground. (c) Vertical Projection. (d) Estimated
Silhouette
of the candidate regions are extracted and classified using a histogram matching
technique. After the detection of license plate, the RoI that is extracted is used
for the recognition of colour, make, model and type of the vehicle.
The license plate is detected and the location of the detected license plate is
used as a reference to extract RoIs for computing the other appearance informa-
tion. The RoI for the recognition of vehicle’s colour uses the width of the license
plate. A window is selected just above the licence plate region to enclose mainly
the front hood (bonnet) of the car as this area contains mostly the pixels with
actual colour of the car’s body. Let w be the width of detected license plate, an
region of width 3w and height w is selected as RoI exactly above the license plate
as shown in figure 4.6. The pixels in the RoI are used for colour recognition of
the vehicle.
4.5 Experiments and Results
The detailed experimental analysis of the novel feature descriptor and the proposed
improvements in the foreground extraction are presented in this section. The
benchmark datasets have been used for experiments in each section. To measure
the accuracy of the methods the following standard metrics have been employed:
• Recall: Rec = TP / (TP + FN)
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Figure 4.6: Selection of car region for colour recognition.
• Precision : Prec= TP / (TP + FP)
• Specificity: Spec= TN / (TN + FP)
• False Positive Rate: FPR= FP / (FP + TN)
• False Negative Rate: FNR= FN / (TP + FN)
• F-Measure : F= (2 * Prec* Rec) / (Prec + Rec) which is the weighted
harmonic mean of Precision and Recall, so it can be regarded as an overall
accuracy measure.
• False Positive Per Window (FPPW): False Alarms/ Total Testing Negative
Examples
where, TP: True Positive FP: False Positive FN: False Negative TN: True
Negative.
The details about the datasets and the experimental setup are given in follow-
ing sections.
4.5.1 Foreground Segmentation
The performance of the proposed foreground extraction framework is tested on two
standard datasets: CAVIAR [43] and ChangeDetection.net [51]. Apart from that,
a comprehensive dataset has been collected to aid the research work presented in
this chapter. The dataset is compiled from video clips of real CCTV feeds. These
videos were acquired from a local CCTV surveillance centre. The video clips are
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carefully selected and manually labelled with the ground truth information for
vehicles and humans. The dataset is named as DIRG (Digital Imaging Research
Group) dataset.
In order to compare the performance of the proposed foreground extraction
technique, the method presented in [69] is used as the baseline technique. The
implementation of the selected baseline technique is publicly available in an open
source library named OpenCV [13]. According to [69] the initialization of the
background requires the provision of 4 parameters; the number of Gaussians in
the mixture K, the portion of distributions accounted for by the background T ,
the initial standard deviation σ and the learning rate a. The values of these
parameters in this study were empirically selected as follows: K = 4, T = 0.55,
σ=30, α = 0.004 for the processing of coloured frame and K = 2, T = 0.45,
σ = 40, α = 0.03 for the processing of gradient frame. The learning rate values
for the two background models were set in such a way that if a foreground object
becomes stationary (i.e. the moving vehicle or the walking persons stops) then it is
absorbed by the background of the two models at the same time. The foreground
segmentation process is performed on frames that have RGB components ranging
between 0 and 255.
Table 4.1 presents various performance metrics and compares the proposed
technique with the baseline method on CAVIAR dataset. Table 4.2 compares
the performance on ChangeDetection.net dataset. The frames selected from the
ChangeDetection.net dataset belong to cases “pedestrians” and “backdoor”. It is
evident from the results that the proposed method improves all metrics including
the F-measure that depicts the amount of overall improvement. The decrease
in the False Positive Rate (FPR) and False Negative Rate (FNR) shows that
the proposed method successfully eliminates the shadow region while enclosing
the incomplete foreground in the detected contour. The high value of recall and
specificity indicates the fact that the True Positive Rate (TPR) and True Negative
Rate (TNR) is improved without causing a degradation impact on the overall
precision.
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Table 4.1: Performance comparison of the baseline technique and the proposed method
on CAVIAR dataset.
Method
Kaewtrakulpong and Bowden [69] Proposed
Recall 0.8391 0.9658
Specificity 0.9798 0.9812
Precision (PPV) 0.7429 0.8110
FPR 0.0202 0.0188
FNR 0.011 0.0029
F-measure 0.7881 0.8817
Table 4.2: Performance comparison of the baseline technique and the proposed method
on ChangeDetection.net dataset.
Recall Specificity Precision FPR FNR F-Measure
K
ae
w
tr
ak
ul
po
ng
[6
9]
Pedestrian 0.95 09997 09594 0.0003 0.0004 0.9546
Backdoor 0.9073 0.9864 0.5317 0.0136 0.0016 0.6705
Average 0.9287 0.9931 0.7456 0.0070 0.001 0.8126
Pr
op
os
ed
M
et
ho
d Pedestrian 0.9647 0.9995 0.9435 0.0005 0.0003 0.9540
Backdoor 0.9126 0.9994 0.9659 0.0006 0.0015 0.9385
Average 0.9387 0.9995 0.9547 0.0005 0.0009 0.9463
A visual comparison of the proposed method and the baseline technique (in
figure 4.7) reveals that the baseline method is prone to incomplete and inaccurate
foreground segmentation and shadow detection. In the first two examples it is
noticeable that the gradient based method is capable of removing such shadow
regions that do not form a distinctive outline. The example from the “backdoor”
sequence shows that the proposed method successfully eliminates the shadows and
false foreground regions that occur due to change in illumination. The pixels in
the binary map of the foreground regions appear well connected and the gaps are
properly filled at the same time. As the main objective here is to acquire the
foreground segmentation without any breakage and gaps, the probability of false
foreground detections is also increased. Another shortcoming of the proposed
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system is shown in the second example where the lack of gradient information
(i.e. similarity of the foreground-background) results in incomplete foreground
segmentation.
Figure 4.7: Visual comparison of the proposed method and the baseline technique for
accurate foreground segmentation. (a) Input video frames. (b) Ground truth (c) Output
using the proposed method (d) Output using the baseline method.
4.5.2 Recognition of Humans and Vehicles
In order to test the performance of the proposed CCS-LBP feature descriptor,
two sets of experiments have been performed. In the first set of experiments the
performance of the proposed descriptor is analysed with different input parameters
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i.e. no. of CT sub-bands, image size etc. to find the best set of parameters for
the optimized performance.
The second set of experiments analyses the performance of the proposed feature
descriptor on two challenging datasets: DIRG dataset and INRIA person’s dataset
[32]. Since, the DIRG datasets comprise of video clips, the experiments have been
executed in conjunction with the proposed foreground extraction method. The
output of the foreground extraction module from each video frame is fed into the
object identification framework.
The DIRG dataset comprises of 3000 images (1000 human images, 1000 vehicle
images and 1000 noise images). The test set comprise of 7000 images (2000 human
image, 2000 vehicle images and 2000 noise images). These images have been
arbitrarily extracted from the video frames.
On the other hand, the INRIA dataset comprises of human and non-human
images. Therefore, the human object detection has been performed in a sliding
window based detection setup. The windows of various sizes are extracted from
the test image and fed into the proposed object identification setup where they
are classified as humans or non-humans.
In order to compare the performance of the proposed framework the HOG-
SVM based human detection technique[32] is used as baseline.
Optimized Parameters for CCS-LBP Feature Representation: The ef-
fect of different choices of orientations and decomposition levels of the CT coef-
ficients is studied. It is examined experimentally that the correct choice of sub-
bands is essential for achieving superior performance in the proposed object iden-
tification framework. It is mentioned in [38] that a l-level directional filter tree
decomposition can be viewed as a 2l parallel channel filter bank with equivalent
filters and sampling matrices. This corresponds to separable sampling matrices
grouped into two ranges of the l-level directional sub-bands in each pyramid de-
composition level.
Accordingly the two sets correspond to 0 to 2l−1 and 2l−1 to 2l sub-bands in
each pyramid decomposition level. These two sets convey the horizontally oriented
and vertically oriented set of directions. In the context of this work, this translates
that at each pyramid level the second half of the corresponding directional sub-
bands would convey the vertically oriented directions. The density of vertical
edges is significantly high in a human figure; therefore the experimental emphasis
is given to those CT coefficients that are achieved from vertically oriented filters
of the filter bank. The vertically oriented edges have higher strength in these CT
coefficients while the edges lying in other directions are completely suppressed.
Apart from the selection of CT sub-bands, the selection of input image size is
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also important for the improvement of identification results. The FPR vs TPR
curves in figure 4.8 show that the best identification performance is achieved when
the second half of sub-bands from 3-level CT decomposition is selected using an
image size of 256× 256.
Figure 4.8: The performance comparison of various band selections and sizes of input
image. (a) 4 sub-bands at 1st and 3rd level of CT decomposition and 128 × 128 input
image. (b) 4 sub-bands at 1st and 3rd CT decomposition level and 256 × 256 input
image. (c) 14 sub-bands at 3 CT decomposition levels and 256× 256 input image. (d)
14 sub-bands at 3 CT decomposition levels and 128× 128 input image. (e) 6 sub-bands
at 2 CT decomposition levels and 256×256 input image. (f) Rotation Invariant Uniform
LBP on 14 sub-bands at 3 CT decomposition levels and 256× 256 input image. (f) 14
sub-bands at 3 CT decomposition levels and 512× 512 input image.
Recognition Results with CCS-LBP Features: The Receiver Operating
Characteristic (ROC) curves on DIRG dataset in figures 4.9 show that the pro-
posed CCSLBP-SVM technique outperforms the baseline (HOG-SVM) technique
by a significant margin. As shown in Table 4.3, the proposed method has achieved
substantially high values of Precision, Recall, Specificity and F-measure clearly in-
dicating the superiority of the proposed methodology. The FPR and FNR values
on the other hand have decreased that shows the reduced number of false negat-
ives and false alarms. High values of Recall and Specificity indicate that TPR and
TNR have improved without affecting the Precision.
As mentioned before, the experiments on INRIA dataset have been performed
in a sliding window based detection setup. The same testing setup as in [32]
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Figure 4.9: ROC Curves showing the performance comparison between the proposed
object identification technique (CCSLBP-SVM) and baseline technique (HOG-SVM).
(a) CCSLBP-SVM. (b)HOG-SVM.
Table 4.3: Performance metrics for the comparison of the proposed method and the
baseline (HOG-SVM) technique on DIRG dataset.
Method
HOG-SVM (Baseline) CCSLBP-SVM (Proposed)
Sensitivity 0.433 0.784
Specificity 0.810 0.818
Precision (PPV) 0.942 0.970
F-measure 0.593 0.872
Accuracy 0.479 0.788
FPR 0.190 0.182
FNR 0.567 0.216
and [72] is adopted here. The windows of 128 × 64 pixels were extracted at
three different scales (1, 1.2 and 0.6 times) of the original image. The sliding
window is moved by a stride of 4 pixels in first two scales (1 and 1.2) and by 2
pixels in the third scale (0.6) of the image. The proposed feature descriptor is
extracted on each window and classified using the trained SVM classifier. Finally
the windows that were classified as humans across three scales of the image and
had significant overlap were merged together indicating a single human subject.
Table 4.4 compares the Miss Rate at the False Positive per Window (FPPW) of
10−4 of the proposed technique with other methods. The performance comparison
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Table 4.4: Miss rate of the proposed methods and other techniques at the FPPW of
10−4.
Method Dalal and Triggs [32] Kim et al. [72] Proposed
Miss Rate 0.172 0.162 0.159
shows the strength of the proposed feature descriptor, it superseded the other
techniques.
4.6 Summary and Conclusion
A framework for the detection and recognition of moving objects in CCTV sur-
veillance videos is presented in this chapter. The main contributions of this re-
search work involves an improved foreground extraction technique, a novel feature
descriptor for the classification of humans and vehicles and a technique for the
classification of human body parts into head, torso and leg regions. The proposed
techniques have been tested on benchmark datasets and compared with existing
state of the art methods.
The improved foreground segmentation technique accurately extracts the fore-
ground object and its contour in the presence of cluttered background. It also
fills gaps in the binary map of the foreground regions. The technique proves to be
robust and eliminates the surrounding noise that causes inaccuracies in extracted
foreground regions and increase processing overhead. The experimental results
show that the improved technique achieved better performance as compared to
baseline technique [69].
Apart from foreground extraction, the proposed CCS-LBP feature descriptor
provides a discriminative representation of the objects. It exploits the fact that
human silhouette contains a large number of contour segments and use the pattern
of these contour segments to classify the objects into humans and vehicles. The
experimental results showed the superiority of the proposed technique over the
baseline method.
Chapter 5
Object Colour Correction and
Recognition for Annotation and
Retrieval
5.1 Introduction
The colour extraction of the objects in video frames involves various challenges.
The first and foremost challenge is the correction of true object colours. The col-
ours of objects especially in surveillance videos are significantly affected by the
poor ambient illumination and inaccuracies of the calibration of camera sensors.
For example, if a video is recorded during a bright sunny day, the true colours
of the objects are influenced by the colour of sunlight, that may differ from be-
ing “white” at certain times of the day and under some extreme environmental
conditions. Further during other times the surrounding ambient illuminant of an
object influences the true colours and poses a challenge for any colour descriptor
to capture the true colours present in the object of interest. The recently proposed
approaches for colour recognition [23, 81, 15, 177] involve pixel clustering based
on histograms or feature space analysis to grow the tiny regions of similar colours
into bigger dominant regions. However, the problem of accurate colour recognition
still requires significant improvement to achieve reliable accuracy especially in the
case of medium to low quality surveillance videos where most of the content is
dominated by noise.
To solve the above issue this chapter propose a framework that combines the
advantages of various approaches [15, 145, 15] into a novel framework to address
the following tasks:
1. Correction and enhancement of colour in video frames.
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Figure 5.1: Block diagram of the colour correction and enhancement pipeline.
2. Recognition of dominant colours in the objects of interest.
The work presented in this chapter interpolates a portion of work presented in
[48] and [49]. The proposed colour correction procedure exploits colour constancy
algorithm to estimate the illuminant with in the image. The estimated values are
used to cancel the effect of that illuminant so that the true colours of the objects
become visible. The colour constancy procedure reduces the effect of surrounding
illuminant but the true colours of the objects require a post processing enhance-
ment step in order to be recognized correctly. The post processing procedure
increases spatial difference between the pixels of various colours and suppresses
the noisy pixels. The presence of noise negatively impacts the accuracy of domin-
ant colour extraction.
An adaptive framework is therefore devised to perform the correction and en-
hancement of true colours of objects within video frames. The proposed framework
takes advantage of an existing colour constancy technique and analyses each frame
on the basis of its luminance and chrominance information to estimate the suit-
able parameters for the improvement of true object colours. In the next step, the
colour recognition pipeline transforms the pixels from RGB to HSV space and
quantizes the HSV space into a finite number of bins. The pixels are assigned to
respective bins based on their HSV values and the dominant colour descriptor is
computed to recognize the colour of the objects. The proposed framework and the
experimental findings are explained in detail in the following sections.
5.2 Correction and Enhancement of Colours in
Video Frames
The block diagram of the proposed colour correction and enhancement pipeline is
shown in figure 5.1. Each stage is explained in detail as a separate sub-section.
5.2.1 Correction of Colour
Colour constancy is a key step in order to reduce the effect of illumination and
surrounding reflection. It is impossible for a colour recognition system to perform
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well without colour constancy.
In [11], the authors empirically analysed and compared a number of well-known
and widely used colour constancy algorithms that are based on colour image stat-
istics. They showed by experimentation on benchmark datasets of synthetic and
real images that there is no specific algorithm that works better than other al-
gorithms in all scenarios. This indicates that all the existing techniques perform
with reasonable accuracy and any of these techniques may be used to perform col-
our constancy in surveillance videos. However, the complexity and computational
performance of different colour constancy algorithms is considerably different (see
section 5.4.1). This leads the selection criterion to be the processing time and
ease of implementation. Based on this criterion, the Gray World (GW) [16] al-
gorithm became the preferred choice in this work for the estimation of surrounding
illuminant within a video frame.
The Gray World algorithm is based on the assumption that the average re-
flectance in a scene is achromatic. The implementation framework used in this
work was proposed by Van de Weijer et al. [155]. They unified various illuminant
estimation algorithms using the instantiations of the following equation:
∫ ∫
(|∇nρσ(x, y)|pdxdy)
1
p = kI (5.1)
where n is the order of derivative, p is the Minkowski norm, ρσ(x, y) = ρ(x, y)∗
Gσ(x, y) is the convolution of image with a Gaussian filter Gσ(x, y) with scale
parameter σ and k is a constant that is chosen in such a way that the illuminant
colour I has unit length. Gray World can be generated with the setting (n, p, σ) =
(0, 1, 0) in equation 5.1. The estimated illuminant I is used for the correction
of colours in the input video frame. Following [155], the effect of surrounding
illuminant is cancelled to acquire the true colours of the objects.
The colour constancy algorithm significantly reduces the effect of illuminant,
however, it does not guarantee the recovery of true object colours especially if the
input image is slightly over or under exposed. This instigates the need for a post
processing stage that reduces noise and enhances the strength of true colours of
objects within the video frames. The key steps involved in the post processing
stage are explained in following section.
5.2.2 Post Processing Pipeline
Noise Reduction: A major issue with the processing of surveillance videos is
the strong effect of noise. The noisy pixels in video frames occur due to various
factors. These factors include compression, low resolution and deficiencies in cam-
era sensors. Typically surveillance videos are recorded at a low resolution and the
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Figure 5.2: A CCTV frame captured at low resolution and affected by noise. Notice the
lines in the moving objects depicting the effect of interlacing.
highest possible degree of compression is applied to reduce the size of video data.
The compression procedures involve interlacing where the information present in
half of the frame is virtually removed. Figure 5.2 shows an example of such video
frame. Notice the effect of interlacing in the form of horizontal lines in and around
the edges of vehicles. All these factors result in the loss of details. This makes
the processing and extraction of any appearance information from these frames
a significantly challenging job. Therefore, the reduction of noise and recovery of
lost information is an important step to efficiently extract and recover the visual
details present in the video frames.
The reduction of noise is often a challenging task since the common noise
reduction filter such as an averaging filter although successfully merges the noise
pixels with their neighbouring pixels but fails to preserve edges. This result in a
phenomenon called colour bleeding, where the effect of the colour of one region
propagates to the adjacent region causing a contamination to the true colour of
the adjacent region and vice versa. This demands a noise reduction strategy that
preserves edges. Therefore, Bilateral Filtering (BF) [152] based noise reduction
has been adopted here.
Consider I being the image achieved after the colour constancy stage. The
smoothed image Ism obtained using a BF according to [152] is given as:
Ism(x) = k−1
∞∫
−∞
∞∫
−∞
I(ϑ)g(ϑ, x)p(I(ϑ), I(x))dϑ (5.2)
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(a) (b)
Figure 5.3: The output of noise reduction step. (a) Input Video frame (b) Output after
Bilateral Filtering.
with normalization,
k(x) =
∞∫
−∞
∞∫
−∞
g(ϑ, x)p(I(ϑ), I(x))dϑ (5.3)
where g(ϑ, x) measures the geometric closeness between the neighbourhood
centre x and the close-by point ϑ, p(I(ϑ), I(x)) measures the photometric similar-
ity between the pixel at the neighbourhood centre x and that of a nearby point ϑ.
Figure 5.3 shows a video frame before and after noise reduction. It is noticeable
that the strength of the dark grey noise pixels present in the white vehicle (fig-
ure 5.3a) is reduced and the pixels are merged with the surrounding white pixels
(figure 5.3b).
Enhancement of True Colours: The goal of this stage is to improve the
lighting and colour information within the video frames so that the true colours of
the objects are easily recognizable using colour space quantization and dominant
colour extraction. The video frame acquired after the noise reduction stage is
transformed to the HSV colour space. The HSV representation is more relevant
to human perception of colours unlike the RGB space, which is non-absolute and
was mainly designed for display devices such as monitors etc. The details about
the selection of bins and angular cut off values are given in section 5.3.1.
The histogram of Saturation S and Value V components of the frame are ana-
lysed. This is done by modelling the data as a random variable. The probability
density function is computed using non-parametric kernel density estimation. Let
(x1, x2, ..., xn) be the histogram bins of random variables (V and S in this case)
with an unknown density p. The estimated shape of this function p using kernel
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density estimator proposed in [133] is given as:
ph(x) =
1
nh
∑n
i=1K
(
x− xi
h
)
(5.4)
Here, K(.) is the kernel, n is the number of bins (100 bins ranging from 0 to
1) in the V histogram, h is the bandwidth and Kh is the scaled kernel defined
as: Kh(x) = (1/h)K(x/h). The density estimation of S is computed using the
same procedure. In order to perform density estimation having a normal distri-
bution kernel function K(.), the smoothing factor h is computed as suggested by
Silverman [141]. Hence,
h = σˆCυ(k)n
−1/(2υ+1) (5.5)
where σˆ is the sample standard deviation, υ is the order of the kernel, and
Cυ(k) is the constant for the chosen distribution, which for a Gaussian kernel of
size υ = 2 is equal to 1.06. Therefore it can be written as:
h = 1.06σˆn−1/5 (5.6)
The samples are separated into groups as indicated by the local minima of
ph(x) and each sub-sample has its mean at the local maxima of ph(x).
The estimated Probability Density Functions (PDFs) p(s) and p(v) of S and
V histogram respectively provide information about the distribution pattern of
chrominance and luminance in the image respectively. This information is used
to compute suitable parameters to enhance the light and colour in the image. A
set of rules is devised that exploits the mean and standard deviation of the most
significant peak in the estimated densities to evaluate the quantity of correction
required within the image for accurate colour extraction. These rules have been
established after excessive data mining of real video frames and images.
Let, significant peak in p(v) and p(s) has the mean mv and ms respectively.
Then:
Case I: If mv > 0.6 and ms < 0.15, the probability for the image under
consideration to be over exposed is high. Therefore, it requires to be transferred
to the lower value in order to reduce the effect of over exposure. This is corrected
by shifting the density p(v) to a new mean, m′v = α. Apart from modifying mv,
the density p(s) is also shifted to a modified mean m′s = β.
Case II: If mv < 0.6 and ms < 0.15 , the probability for the image under
consideration to be an underexposed image is high. Therefore, it requires an
increase in the strength of higher values of the V component in order to attain a
better separation among different colours. This is achieved by shifting the mean
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Figure 5.4: Colour enhancement of an overexposed image. (a) Original image and the
corresponding S and V histograms. (b) The enhanced image along with the corres-
ponding S and V histograms after the application of the proposed colour enhancement
procedure.
of the distribution p(v) to m′v = α while the mean for the distribution p(s) to
m
′
s = β.
The empirically estimated values α = 0.58 and β = 0.16 works best in case
of surveillance videos. The estimated thresholds are applied to V and S compon-
ents of the video frame in a non-linear manner expressed in equation 5.7 and 5.8
respectively. The reason for non-linear enhancement is to increase the separation
among the colour pixels in adjacent bins. This is illustrated in 5.4 and figure 5.5
where the proposed colour enhancement mechanism is applied to an underexposed
and overexposed video frame respectively, along with the original and modified S
and the V histogram of each video frame.
Let the V component of the image after colour constancy be Vin(∀pixels). The
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Figure 5.5: Colour enhancement of an underexposed image. (a) Original image and
the corresponding S and V histograms. (b) The enhanced image along with the corres-
ponding S and V histograms after the application of the proposed colour enhancement
procedure.
enhanced V component Vout obtained using the adaptive framework is given as:
Vout(x, y) = δ[Vin(x, y)](1−∆mv) (5.7)
where, ∆mv = m
′
v −mv and δ is a constant. The value δ = 1 is used in the
experiments.
In the same way, let the S component of the image after colour constancy
be Sin(∀pixels). The enhanced S component Sout obtained using the adaptive
framework is given as:
Sout(x, y) = Sin(x, y) (1 + |∆ms|) (5.8)
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where, ∆ms = m
′
s −ms .
The image acquired after the proposed post processing stage depicts better
strength of the true colours of objects along with the suppression of the surround-
ing illumination and noisy pixels. This aids the subsequent process of dominant
colour extraction to be performed accurately.
5.3 Recognition of dominant colours in the
objects of interest
5.3.1 HSV Quantization
The main focus of this research work is the extraction of three dominant colours
from the objects of interest.The first step in the extraction of the dominant colour
is the quantization of the colour space. The quantization process is important
to reduce the total number of colours in the colour space to a finite value. If
the colour space is not quantized then the process will run virtually for an infinite
number of colours that may result in the execution of the colour extraction process
up to an infinitely long time without achieving any considerable results. Another
important thing to consider is the selection of quantization levels. The quantity
of the selected number of quantization levels should neither be too small nor too
large. If the number of selected quantization levels is high then the purpose of
quantization will not be served as the system will have to process a large number
of colours. On the other hand, if the number of quantization levels is too small
then it may result in a confusion between adjacent colours, which may eventually
cause a poor recognition performance.
Following [135], the HSV space is quantized into 72 colour levels (8 Hue, 3
Saturation and 3 Value). The angular cut off values in the hue separate 8 primary
colours, whereas the various shades of these primary colours are separated in
respective Saturation and Value bins. In this way, each pixel in an object is
assigned to one of the 72 HSV bins and each bin is represented by the average of
H, S and V values present in it.
5.3.2 Extraction of the Dominant Colour Descriptor
The objects of similar colour may appear different in the footage of multiple CCTV
cameras due to the factors mentioned earlier. As, this work is addressing the
annotation of CCTV videos that are recorded in significantly varying conditions,
a reliable mechanism is essential to represent the dominant colours of the objects.
Instead of relying on simple histogram based dominant colour extraction, the
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proposed framework uses a compact description of the representative colours in
the objects of interest. Following [26], the MPEG-7 Dominant Colour Descriptor
(DCD) is computed using the quantized colour histogram computed in section
5.3.1. The computation of DCD not only eases the extraction of dominant colour
but allows the efficient indexing and retrieval of objects in large databases.
The DCD is defined as:
DDC = {{Ci, Pi, Ri} , s} ; (i = 1, 2, ..., N) (5.9)
where, Ci is a 3D dominant colour vector containing the component values of
the colour space (H,S,V in this case), Pi is the percentage of each dominant colour
and Ri is the colour variance that describes the variation of the colour values of
the pixels in a cluster around the corresponding representative colour. The spatial
coherence s is a single number that represents the overall spatial homogeneity of
the dominant colours in the image and N is the number of dominant colours. The
focus of this work is to extract dominant colours of the object. Therefore the value
(N = 3) is selected here.
Following [135], the spatial coherence and the variance parameter is neglected.
Let, χi expresses the proportion of each colour in the HSV colour histogram,
where i = 0, 1, 2..., 71. Let, Wj expresses the percentage in descending order to
χi , taking first N colors as the dominant colors, the non-dominant colors are no
longer required, namely
χi =
 χi χi = Wj0 χi 6= Wj (5.10)
Normalizing the first N dominant colours corresponding percentage yields,
χ = {χ′i, i = 0, 1, ..., 71} (5.11)
where,
χ′i =
χi
N−1∑
j=0
Wj
(5.12)
Consider DDC1 and DDC2 are the dominant colour descriptors of image 1 and
image 2 respectively, the similarity measure ∇(DDC1, DDC2) between two DCDs
is computed using the following equation:
∇ (DDC1, DDC2) =
∑71
i=1 min (χ1i, χ2i) (5.13)
The value of similarity measure lies between 0 and 1. If the colour of two
images is similar then the value of ∇(DDC1, DDC2) is close to 1.
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5.3.3 Extraction of Dominant Colours using Temporal
Information
It is important to note that the required colour information related to moving
objects is available in more than one successive frame that may serve as an aid
to enhance the recognition performance. Therefore, the temporal information is
exploited to enhance the accuracy and confidence of the colour extraction mech-
anism. The DCD of an object is computed by utilizing the presence of that object
in multiple frames. The pixels associated with the said object are collected from
all the frames in which the object appear. The histograms in subsequent frames
are blended using the criteria presented in [15]. Consider hi be the histogram of
the subsequent frame. The cumulative histogram (Hi) for the total number of
(i+ 1) frames according to [15] is:
H1 = h1 (5.14)
Hi+1 =
i
i+ 1Hi +
1
i+ 1hi (5.15)
In this way, the number of pixels associated with a particular object increases
and the noise pixels are suppressed by the high concentration of object pixels
resulting in a reliable DCD computation. This also reduces the probability of
wrong colour recognition due to inaccuracies of the colour histogram in a few
frames. The histogram estimation may also be affected by the presence of occlusion
or an inaccuracy in the foreground extraction algorithm.
A further step of processing is included here to compute the actual colour of
an object. The actual colour means the one that a human will perceive for that
object. For example, in the case of a car, the black colour dominates due to the
usual colour of the tyres, wind screen etc. However from a human perspective the
colour of the car is the one that dominates in the body region of the car. In order
to reduce the effect of these factors, a weighted strategy is adopted here that uses
the prior information regarding the object shape (i.e. human or vehicle) and takes
into account the above mentioned factors.
A few colours are given higher weights than others while computing the DCD
of those regions. For example, the weights for brown and black colours are set
higher for head regions as it is highly likely that one of these two colours will be
present in that region considering a person is walking towards or away from the
camera. Similarly, in the case of vehicles the weight for brown colour is set to a
small value as the brown colour is very rare among vehicles. The alteration in
the weights is easily accomplished by changing the percentage parameter P of the
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Figure 5.6: The dark region highlights the conic region of HSV plane where the pixels
are more likely to belong to a white coloured object.
colours in the DCD before selecting the three dominant colours.
5.3.4 Weight Estimation for White Objects
The chance of error while dealing with white coloured objects is always high due
to the fact that the white colour reflects its surrounding colours and may appear
in the shades of blue, off white, gray or any other colour. For example, consider a
scenario where a white vehicle is travelling on the highway during a sunny day, the
white car reflects sunlight and most of the pixels present in the vehicle possess hue
value closer to light yellow or light blue. In such cases, the dominant colour of the
vehicle is estimated to be light blue or off white by any pixel clustering algorithm.
In order to deal with this situation, a criterion is devised that estimates whether
a particular object has a sufficiently high probability of being white.
The criterion is applied while computing the DCD of the object as explained in
the previous section. The value of the average Saturation and the average Value
is computed from the pixels of candidate object. If the average Value and average
Saturation of the candidate object lies within a specific region in HSV then the
chances are high that the object is white. The region is empirically estimated and
is specified by the dark colour as shown in figure 5.6. In reality, this triangle is
an inverted conic region in HSV space.
Let Vavg be the average of Value and Savg be the average of Saturation of
the pixels present in an object. In order to check whether the average value of
the pixels of an object lies within the dark conic region of height ∆V , where
∆V = (Vmax − Vmin), and radius Sr, the opening angle of the cone is compared
against the opening angle formed by that point in the 3D space.
The opening angle ϑc (see figure 5.6) of the dark coloured cone can be com-
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puted using the following equation:
ϑc = 2tan−1
(
Sr
∆V
)
(5.16)
Consider a point p that lies in the HSV space with the coordinate (Savg, Vavg, Havg).
The angle ϑp that the point will make at the vertex of the dark coloured cone can
be computed using the following equation:
ϑp = 2tan−1
(
Savg
Vavg
)
(5.17)
The point lies within or at the boundary of the dark coloured conic region if
and only if ϑp ≤ ϑc. This indicates that the chances for that object being a white
coloured object is high. Therefore a high weight is assigned to the white colour
while computing the dominant colour of that object.
5.4 Experiments and Results
The proposed framework is tested in a colour based object annotation and retrieval
setup. The first set of experiments is performed on the videos collected from real
CCTV footage acquired from Loughborough Town’s CCTV control room. A set
of 2 hours of video clips is separately extracted that contains 320 vehicles and 195
human figures. It was not possible to manually segment the foreground objects.
Therefore the foreground extraction technique proposed in chapter 4 is applied
to extract the binary map of the objects. Notice that the binary maps of a large
number of objects did include some portion of the road and background due to the
imperfections of the foreground segmentation algorithm. However, the temporal
information helps to achieve good colour recognition accuracy. The objects were
manually annotated for their colours based on subjective analysis. In human
figures, the head, torso and leg regions were also labelled and the proposed colour
recognition technique was applied on the labelled regions of each human figure.
Figures 5.7 and 5.8 demonstrate a few visual results for the extraction of
dominant colours in humans and vehicles using the proposed colour recognition
pipeline. In figure 5.8 the significant improvement in the dominant colour re-
cognition is evident after the use of the proposed colour correction pipeline. The
dominant colour recognition pipeline, prior the corrections, was unable to capture
the true colours of the objects in any of the three extracted dominant colours.
After applying the proposed colour correction pipeline, the true dominant col-
ours of both objects have been successfully captured in the three most dominant
colours.
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Figure 5.7: Colour recognition results for various human figures. Three dominant colours
for each of the three salient body regions have been extracted.
Figure 5.9 illustrates the performance of colour based object retrieval. The
colour boxes shown in the 1st column were given as the query colours to retrieve
the humans that have their dominant colours similar to the input query colour.
The top 4 retrieved results are shown in the figure. It is evident that the proposed
framework of colour correction and recognition in conjunction with the use of
temporal histogram accumulation has achieved good accuracy not only in terms
of extracting the dominant colours but also the retrieval of objects using that
colour.
To quantify the performance of the proposed framework, a set of the 247 images
were extracted from video frames and divided among 9 basic colour categories
namely: Black, Blue, Green, Gray, Red, Pink, White, Yellow and Brown. This is
done using subjective analysis and further opinion from research group members
was sought to confirm the judgement. All the images of the dataset were used
as query images and the values for the True Positives and False Positives were
recorded for each class. Finally, the average Recall and average Precision scores
were computed to assess the performance of the framework. Table 5.1 shows
the average Recall and average Precision achieved by the proposed colour based
retrieval framework.
Table 5.2 presents a confusion matrix representing the confusions occurred
between various colours. The accuracy of recognition for all the colours is notice-
ably good. Surveillance videos have poor brightness and contrast and the proposed
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Figure 5.8: Extraction of three dominant colours in vehicles. (a) & (c) are the original
video frames along with the estimated dominant colours of the specified objects. (b) &
(d) are the colour corrected versions of the frames through the proposed frame work. It
can be seen that the extracted colours after correction are accurate.
Table 5.1: Performance parameter values achieved by the proposed colour based retrieval
framework.
Average (%)
Recall Precision
Proposed Method 89.87 93.29
framework has achieved exceptional performance for the extraction and retrieval
of objects on the basis of dominant colours. This justifies the positive contribution
of the proposed colour correction and enhancement pipeline.
Another set of experiments is performed on two benchmark datasets to test the
performance of the proposed colour extraction framework in terms of learning the
colour names. The first dataset proposed in [156] comprises of two sets of images
collected from two different sources (Google and Ebay). The Ebay dataset is only
used here for testing the proposed framework. The Ebay dataset comprises of 523
images of 4 different objects (cars, dresses, pot glasses and shoes). The images in
each object category are categorized into 11 colour classes i.e. black, blue, brown,
grey, green, orange, pink, purple, red, white, and yellow. The objects present in
the images contain the colour of the class to which the image belongs. The pixels
in the image are manually labelled and a binary mask of the objects is available
with the dataset in order to ease the process of segmenting that object.
The second image dataset named as Google-512 dataset [128] comprises of
5632 images of various objects along with their binary masks. The images are
distributed in 11 colour classes similar to the the case of the dataset of [156].
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Figure 5.9: The results of the colour based retrieval of human figures. The top 4 results
for the input query: Retrieve human figures with specified query colours in torso.
Following [128], this work used the Google-512 dataset for training and Ebay
dataset as the test set. The DCDs of the training set are computed using the
proposed framework.
While testing, for every test image its DCD is computed and compared with
all the DCDs of the training data using the Euclidean distance based similarity
measure (see equation 5.13). Finally, the average of the similarity values per class
is computed and the test DCD is classified as the colour with which it has the
highest average similarity.
The classification results on Ebay dataset are given in table 5.3. Notice that the
proposed framework supersede the state-of-the-art results on Cars and Humans
categories. This is due the use of weighted strategy where the weights of various
colours are altered by using the information about the object. For example in
cars, the weight of the black colour is reduced by changing the parameter P in
the DCD due to the fact that cars contain various objects i.e. tyres, windscreen
etc. that significantly reduce the quantity of pixels present in the car’s body and
affect the actual dominant colour of the car.
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Table 5.2: Confusion matrix for different colour classifications.
Black Blue Green Grey Red Pink White Yellow Brown
Black 0.969 0.056 0.043 0.106 0.023 0.013 0.012 0.034 0.072
Blue 0.005 0.850 0.022 0.032 0 0 0.008 0 0
Green 0.010 0.047 0.873 0.017 0 0 0.005 0 0
Grey 0.016 0.046 0.032 0.81 0.031 0 0.015 0.002 0.008
Red 0 0 0 0 0.893 0.027 0 0 0.001
Pink 0 0 0 0 0.324 0.918 0 0 0
White 0 0 0.022 0.085 0.208 0.042 0.952 0.061 0.014
Yellow 0 0 0.079 0 0 0 0.008 0.896 0.036
Brown 0 0 0 0 0 0 0 0.0618 0.868
Table 5.3: Performance comparison of the proposed framework with other techniques
on Ebay dataset.
Method Cars Pots Shoes Dresses Total
Proposed 78.93 82.44 89.89 91.35 85.65
SLDA[129] 73.63 80.90 91.82 90.00 84.09
X2 rank [128] 73.63 79.01 92.73 88.18 83.41
PLSA-bg [156] 71.82 83.64 92.73 86.36 83.64
Human Perception [128] 92.73 87.82 90.18 91.99 90.64
5.4.1 Computational Time
The proposed framework is implemented in MATLAB on a standard PC. The aver-
age computation time for the proposed colour correction and extraction framework
is given in table 5.4. Notice that the noise reduction stage consumes a substan-
tial amount of time. In order to make the proposed framework computationally
efficient, the BF based noise reduction scheme may be replaced with conventional
Median Filtering (MF) [60] technique. The MF also possesses the edge preserving
capability but is not as accurate as BF. The selection of kernel size is also a major
issue for various types of CCTV videos. Table 5.5 compares the processing time
of various filtering techniques for noise reduction within in the image.
Table 5.4: Average processing time of various stages of the proposed framework.
Stage Average Time (sec.)
Colour Constancy (Grey World) 0.15
Noise Reduction (Bilateral Filtering) 15.03
Proposed Post Processing 1.03
Total 16.25
Table 5.6 compares the computation time of various colour constancy tech-
niques. Notice that the GW has the minimum computation time among all the
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Table 5.5: Average processing time of various filtering techniques for noise reduction.
Filtering Technique
Averaging Filter Median Filter Bilateral Filter
Average Time (sec.) 0.07 1.15 15.03
computational colour constancy schemes.
Table 5.6: Average computation time of various Colour Constancy algorithms on a video
frame.
Algorithm Average Time (sec.)
Grey World 0.15
Max RGB 0.17
Shades of Grey 0.225
General Grey World 0.392
Grey Edge 0.415
2nd Order Grey Edge 0.532
5.5 Summary and Conclusion
This chapter has addressed various challenges involved in the accurate colour
extraction of objects in surveillance videos for the purpose of annotation and re-
trieval. The main contribution of the work is an efficient colour correction pipeline
that improves and enhances the true colours of the objects by estimating the il-
lumination present in the videos frames. It automatically recognizes and corrects
the video frames that are over or under exposed. Apart from colour correction, a
weighted strategy is also devised that uses the prior information about the shape
of the object and assign weights to the colours that are more or less likely to
occur in a particular object of interest i.e. humans and vehicles. The proposed
framework has efficiently used the temporal information to improve the confidence
of correct colour extraction by computing the colour histograms of objects over
various frames.
The proposed framework was tested within a colour recognition scenario as well
in a colour based object retrieval scenario. The experiments have been performed
not only on publicly available datasets but also on datasets collected by the author.
The proposed colour recognition technique has superseded the performance of the
state-of-the-art-techniques on benchmark datasets. This chapter also highlighted
the issue that the conventional colour constancy schemes alone are not sufficient
for accurate colour correction of low quality videos. It was shown that an adaptive
post-processing framework is required to enhance the true colours of the objects to
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aid the process of accurate colour extraction and retrieval of objects on the basis
of dominant colours.
Chapter 6
Vehicle Make & Model
Recognition and Type
Identification
6.1 Introduction
The problem of Vehicle Make and Model Recognition (VMMR) has gained sig-
nificant importance in recent years due to its potential applications in the field
of security and surveillance. In an access control scenario, the VMMR system
can add another level of verification apart from existing license plate recognition
systems that can be easily deceived with a fake license plate. VMMR systems can
be deployed on toll plazas to automatically issue relevant tickets by recognizing
vehicle types. The main emerging application in surveillance and law enforcement
is to search a specific vehicle in the CCTV feeds. The license plate recognition,
nonetheless, requires specialized high resolution/high speed cameras and in gen-
eral cannot operate on conventional CCTV video feeds. In such applications the
number plate based identification is, therefore, not reliable. The recognition of
vehicle’s make and model using the appearance information can, not only add
another level of security but also is able to operate on images captured from con-
ventional CCTV cameras.
The work presented in this chapter is significantly based on the proposed frame-
work in [45]. The proposed framework is inspired by the observation that the prob-
lem of VMMR using frontal view is similar to human facial recognition problem.
In the detailed review of existing VMMR techniques in chapter 2 (section 2.5), it
is noticed that none of the existing techniques have exploited this observation to
solve the said problem. This chapter therefore exploits the state-of-the-art facial
recognition technique [176] and object recognition methods [20, 142] to propose
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a novel framework that reliably recognizes the make and model of a vehicle from
images/videos in the presence of wide imaging variations. The strong inter-class
similarity between various makes of vehicles and significant intra-class variability
among the models of the same make poses a challenge for accurate recognition of
vehicles.
6.2 The Starting Point of the Research
The work in this chapter is inspired by the work of Liao et al. [136] who proposed
the use of patch level representation of facial images to generate an over complete
dictionary of visual words.
Recently proposed approaches in object recognition [20, 142] have focused on
developing the image representations by dense computation of existing off the shelf
feature representation techniques. The dimensionality of densely sampled features
is reduced by employing mid-level feature encoding techniques. These techniques
aim at reducing the dimensionality of dense feature representations while estab-
lishing a meaningful discrimination among them. The mid-level feature represent-
ation has been exploited in this work to generate an over complete dictionary of
visual words from the training images of vehicles. All the vehicle make and model
classes are represented using a distinct combination of these visual words.
While representing images as occurrences of similar visual words from a large
dictionary is typically found in Bag of Visual Words (BoVW) based approaches
[29], carrying it out on the patch level was recently proposed by Liao et al. [136]
in the context of face recognition. In [136], encoding each patch in terms of a
sparse representation of an over complete dictionary is achieved by employing the
Sparse Representation based Classification (SRC) [176]. Since a large dictionary
of patches computed from all the training images typically comprises of millions
of patches, finding the sparse coefficients for each test patch in terms of this
dictionary requires solving a highly computational extensive optimization problem
for each test patch. As opposed to this, the main advantage and contribution of the
proposed VMMR approach is to achieve the same level of representation (in terms
of visual words) by employing the learned Mid Level Representation (MLR) and
an efficient encoding scheme. This work thereby draws a useful and intuitive dual
between such sparse representation based schemes and the MLR based encoding
of densely computed features.
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6.3 The Proposed System
6.3.1 Overview
The block diagram of the proposed VMMR framework is shown in figure 6.1. The
proposed framework starts by locating a vehicle in an image or a video frame. A
part of vehicle’s front is selected as RoI. Next, the visual words are computed from
the Region of Interest (RoI) and classified using the comparison with the lexicon
of visual words of training images.
Figure 6.1: Block diagram showing key stages in the proposed vehicle make and model
recognition framework.
The performance of existing vehicle make and model recognition techniques
significantly relies on a pre-processing stage where the images are tailored and
close-fitting RoI selection is performed to reduce the effect of background noise
in extracted feature representation. The strength in the proposed framework is
its relatively low reliance on RoI extraction stage. Though a slight pre-processing
and rough RoI estimation is essential as an initial step in the proposed framework,
unlike most of the existing techniques, it does not require a precisely registered,
de-skewed and tightly cropped RoI to produce an accurate recognition result.
The experiments have shown promising results and potential strength of the de-
vised methodology. The main contribution here is to show that the over complete
lexicon of MLR computed from dense feature descriptors sampled around stable
key-points in an image creates an efficient image representation that reliably copes
with background noise and performs better than existing techniques in terms of
accuracy for vehicle make and model recognition. The proposed framework of-
fers a fast classification (see section 6.4.6) of vehicle data. Another advantage of
proposed method is that it does not require a retraining if new vehicle make and
model classes have to be incorporated to the dataset. Therefore, the capability of
the system can be easily enhanced to new vehicle classes. The key stages of the
proposed framework are separately explained in detail in the following sections.
CHAPTER 6: VEHICLE MAKE AND MODEL RECOGNITION 94
6.3.2 Reference Detection and RoI Extraction
In this work, the focus is to recognize the vehicle’s manufacturer and model using
the frontal view of the cars. The first significant step therefore is to accurately
localize the vehicle in the scene image and extracting a RoI. Though, the pro-
posed feature representation scheme is accurate even in the presence of unwanted
background information, yet the RoI selection is important due to the fact that
a specific part (region containing grills, headlights and some portion of bumper)
of the vehicle’s front contains useful information that discriminates a particular
model from others.
The schemes proposed in the literature have mainly used two different methods
to detect a vehicle and extract its RoI. The first and most widely used method to
detect a vehicle [112, 123] is based on locating its license plate and uses its geomet-
ric properties as a reference to extract an area around it as the RoI. The method
is extremely reliable and computationally fast. The reason being the license plate
contains highly discriminative visual features compared to the background and
can therefore be easily detected even in cases where limited angular variation and
occlusion is present.
The second vehicle detection scheme[59]uses symmetric appearance features to
detect a vehicle’s front and then select a RoI from it. The method exploits the
fact that half of the vehicle’s front is exactly the mirror image of the other half if
the vehicle’s front is divided into two parts using a vertical line. The technique
is reliable in poor lighting where the license plate is hard to detect. However,
the main disadvantage of this technique is its failure in case of occlusion and
stroppy camera angle. In case of angular view, this method detects the vehicle
but fails to centre the region well because of the absence of a reference point. This
result in a significant proportion of background information encompassed as part
of RoI and affects the recognition accuracy in a negative way. Therefore, in this
research the license plate detection based approach has been adopted along with
the incorporation of some novel modifications to reliably extracting the RoI. The
proposed method is simple and robust to various noise factors that the symmetric
appearance based method fails to cope with.
Given an image with a vehicle present in it, a basic license plate detector [124]
is applied to locate license plate in the image. The license plate detector exploits
various geometric and gradient features to locate the license plate in the image.
It applies various morphological operations to enhance horizontal and vertical
edges, since the density of horizontal and vertical edges is significantly high in
a license plate due to its rectangular boundary and presence of numbers. After
enhancement, the connected components are extracted and passed through two
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classification stages to remove all non-plate regions. The first stage analyses the
regions on the bases of geometrical features. These features include height, width,
aspect ratio and edge density of each region. The thresholds for these features
have been empirically adjusted and the candidate regions that fail to fulfil the
established criteria are rejected at this stage. The candidate regions that pass
initial screening are then fed into the second stage where they are classified on
the basis of their shape features. A significant variety of shape features have been
proposed in literature for classification of objects and patterns in a number of
scenarios. In this work, the most commonly used HOG features have been utilised
to represent candidate regions. The classification process uses precomputed HOG
features for a brief set of pre-cropped training images of license plate and non-
license plate regions. A Support Vector Machine (SVM) classifier is learned using
the training data to classify the candidate regions in the test image.
Once the license plate is detected, the image within the estimated rectangular
bounding box is used for applying a post processing procedure that straightens
the license plate image and removes any skew. The detected bounding box is
horizontally and vertically aligned with the vehicle image. However the license
plate within it is not always horizontally straight and may have some degree of
skew or angular variation. This variation is removed using the proposed two-step
post processing procedure:
1. The first step reduces the in-plane rotation within the image. The edges of
the license plate image within the bounding box region are computed using
a Canny edge operator. Next, the line segments within the edge map are
extracted using the Hough transform. After extracting all the line segments,
each line segment is analysed based on two criteria: 1. Length (L), 2. Angle
(θ). The line which is the longest and has the smallest angular difference
to the horizontal axis (0 degree) is selected as a part of the boundary of
the license plate. This line segment is used as a reference to remove the
angular variation within the image. Consider a line segment l estimated
as the boundary part of the license plate having length Ll and angle θl.
The angle θl is used to remove the angular variation within the image. The
vehicle image is rotated at an angle of −θl degree. The process effectively
removes any in-plane rotation of the vehicle within the image. Figure 6.2
illustrates the process on a vehicle image with 5 degrees of in-plane rotation.
2. The second step is applied to the image that is acquired after reducing the
in-plane rotation in the first step. This step aims at reducing the skew within
the image that usually occurs if the image is captured from a slightly varying
angle than the perfect frontal view of the vehicle. The four corners of the
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Figure 6.2: Correction of in-plane rotation using the horizontal edges in the license plate
image.
license plate are used as reference points to register (via affine transform)
the under query license plate to a reference license plate image, which is per-
fectly horizontal and has no effect of skew.This procedure removes any skew,
scale difference and in-scene rotation that can potentially affect the precise
RoI extraction. The transformation matrix obtained from the reiteration of
license plate is applied to the whole vehicle image prior to RoI extraction.
Figure 6.3 shows an image before and after image de-skewing and angular
variation correction.
The aim in RoI selection is to reduce the background information that acts
as noise for vehicle make & model recognition. Consider c as the centre and W
as the width of the detected license plate, the RoI is extracted using the criteria
given in equations 6.1 and 6.2.
x1 = c− 1.4W, y1 = c− 0.8W (6.1)
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Figure 6.3: Correction of image using affine transform based image registration. (a)
Original Image with in-plane rotation and skew. (b) Affine warped image containing
vehicle aligned with horizontal axis.
WidthRoI = 2.8W,HeightRoI = 1.2W (6.2)
Here, x1 and y1 are the coordinates for the top left corner of the RoI bounding
box. Figure 6.4 illustrates the RoI extraction criteria. The criteria are empirically
selected with the aim that vehicle information is not missed in an effort to attain a
tight bounding box. Therefore, the aim is not to miss any vehicle information even
if some background is also selected as part of the RoI. Since, one of the applications
of a VMMR is to recognize the type of the vehicle, the RoI selection needs to be
global enough to work correctly on bigger vehicles like buses and trucks etc. as
well as small vehicles like cars. Therefore, the RoI selection criteria represented by
eq.6.1 and eq. 6.2 never clips the vehicle information; however, it always selects
some part of background as RoI which is easily accomodated by the strong patch
based feature representation scheme.
The extracted RoI is resized to 128-by-256 pixels. The size is selected empir-
ically and the aspect ratio is maintained at 1:2 which usually is the case in any
vehicle’s RoI in this work.
6.3.3 Extraction of Key-Patches
The RoI of vehicle image is represented by computing the feature descriptors on
the patches that are extracted around stable key-points within the image. The
process starts by the detection of stable key-points within the image. The key-
point detection is performed using a Difference of Gaussians (DoG) [88] based key-
point detector applied at 3 different scales of the image. The key-point detector as
presented in [88] first searches for potential interest points over all scales and image
locations to identify such interest points that are invariant to scale and orientation.
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Figure 6.4: Selection of RoI in a vehicle image. Here c is the centre of the number plate
having width W .
Figure 6.5: Detected key-points and the extracted key-patches around stable key-points.
For illustration purpose, first 100 key-patches are shown here.
It then fits a model to determine the location and scale at each candidate location
and finally selects the key-points based on the measure of their stability. After
detecting stable key-points within the image, a 41-by-41 pixels patch is extracted
around each key-point as a stable key-patch. In case of 128-by-256 pixel images,
the extracted number of patches varies between 150 and 300 for different training
examples. Figure 6.5 shows an example where the key-patches around stable key-
points are extracted from a vehicle’s image. For the purpose of illustration, only
first 100 key patches are shown here.
6.3.4 Computation of Visual Word
The key-patches extracted in the previous stage are then used to compute the
MLR based visual words. One visual word per patch is computed. Each image is
represented by the collection of visual words computed from its key-patches.
The visual word computation procedure begins with the computation of dense
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Figure 6.6: Visual word computation from dense feature descriptors.
SIFT features at sampled locations within each key-patch at three different scales.
After the feature descriptors are computed, MLR is computed to aggregate the
densely computed feature descriptors into a single discriminative description re-
ferred as visual word. In this work, the non-linear Fisher Vectors (FV) encoding
based on the diagonal covariance matrix of the Gaussian Mixture Model (GMM) is
used as MLR scheme. The mathematical procedure for the computation of Fisher
Vector encoding is explained in section (3.12). Figure 6.6 illustrates the process
of visual word computation from a key-patch.
Let, for a training image I the extracted key-patches be p1, p2, ..., pn. For every
patch pq, where q = 1, 2, ..., n, feature descriptors f1, f2, ..., fM are computed using
a dense overlapping grid, where M is the number of windows in the dense grid.
The resulting output contains M no. of feature vectors per patch, each of length
d.
In this work, 24-by-24 pixel windows with a stride of 6 pixels at three different
scales of the image have been used to extract dense SIFT features. The SIFT
feature vector for each window is computed that results in M = 41 and d = 128. In
the step that follows, FV encoding is performed to aggregate the densely computed
feature descriptors of the patch pq into a single vector representation referred as
a visual word and denoted by Vq.
The dimensionality of each FV is 2Gd where G is the number of Gaussian
centres (in this case, G = 256) in the GMM and d is the dimensionality of each
feature vector in the dense feature description of each patch. The dimensionality
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of FV is significantly high and directly depends upon the dimensionality of feature
vectors. If the dimensionality of feature vectors is reduced, the dimensionality of
FV is automatically reduced. In order to ensure this, the dimension of the densely
computed SIFT feature vectors from each patch is reduced from 128 to 64 through
Principle Component Analysis (PCA) [153]. The dimensionality reduction of fea-
ture vectors results in a significant reduction in the dimensionality of FV from
65536 to 32768 (for G = 256). The spatial information of patches is not incor-
porated in the feature description. This is due to the fact that the key-patches
work as a vocabulary and the location of key-patches in different images is differ-
ent; therefore, experiments revealed that the incorporation of spatial information
cause degradation in performance.
6.3.5 Construction of Lexicon from Visual Words
A visual word is computed from every patch of the training image. The pool of
visual words from the vehicle images belonging to same class constitutes a sub-
lexicon. The visual words in a sub-lexicon are kept under the label of that vehicle
class to which those visual words represent. The collection of sub-lexicons from
all training classes form one comprehensive lexicon containing the over complete
representation of each vehicle class with the help of visual words. Figure 6.7
illustrates the process for the construction of lexicon using the visual words of
each vehicle class that comprises sub-lexicons from all training class.
For n number of key-patches within an image I, n visual words are achieved.
The visual words from all the images of the same training class t, where t =
1, 2, ..., T , form a sub-lexicon St, of size PL × L, where L is the total number of
images in t and PL is the total number of key-patches found in L images.
All sub-lexicons from a total of T classes of the training set collectively form a
complete lexicon X, generating an over complete description space of the T classes
(eq. 6.3) because of significantly large number of visual words representing each
class.
X = [s1, s2, ..., sT ] (6.3)
6.3.6 Classification
The classification of the test image starts by vehicle detection and RoI extraction
using the method explained in section 6.3.2. The selected RoI is resized to 128-by-
256 pixels and fed into the stage where visual words from that image are computed.
In the next step, each visual word from the probe image is matched against the
visual words within each sub-lexicon using Cosine Similarity (CS) metric.
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Figure 6.7: Computation of Lexicon of visual words containing visual words from each
training class.
Let j − th sub-lexicon contains v number of visual words; then for each visual
word of the test image, v scores are attained. If there are n patches in the test
image, then a v-by-n dimensional matrix is achieved. The maximum similarity
score for each test patch is selected using max-pooling. This results in a single
similarity score per patch. The sum of all these scores is recorded as the similarity
score of the test image with the j− th class. In this way, the similarity score with
all the classes is computed and finally the test image is categorized to that class
for which it has the highest similarity score.
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6.4 Experiments and Results
6.4.1 Image Datasets
The proposed framework is tested on two publicly available image datasets [186,
27]. The first dataset [186] comprises of 300 front view vehicle images divided
among 25 classes where each vehicle class contains at least 11 images. As in [186],
100 training images (4 per class) have been used for lexicon construction and all
the remaining images have been used as test images. The second dataset named
as PANMMVR dataset [27] comprises 166 high quality frontal vehicle images for
training. The images have been captured in different scenarios: streets, outdoor
and indoor car parks. The test database contains 708 outdoor frontal vehicle
images in different lighting conditions and with lower resolution. The authors
mentioned that the images were recorded using two video camcorders with an
optical zoom.
Loughborough Cars Dataset: Another contribution of the research presented
in this thesis is an updated comprehensive dataset of vehicle images names as
Loughborough Cars (LC) Dataset. The dataset has been collected to evaluate the
proposed framework and to provide a benchmark for future researchers. Since,
the original LC dataset was compiled in the year 2008 and a large number of new
vehicle models have been released since, the need for an up-to-date dataset was
felt. The images for the new datasets have been collected mainly from public car
sales websites. The updated LC dataset is now a technically challenging collection
of images since the resolution, size and quality of images greatly vary as they
have been captured by various users of car sales websites with their personal
mobile phones and camera devices. Apart from variability in quality, the images
have high diversification in terms of camera angle as can be seen in figure 6.8.
A total of 1537 (front view) car images have been collected and divided in 75
make and model classes. Six images from every class have been used for training.
Conclusively, 450 training images and 1087 test images have been used for the
experiments. The total number of car images for each make and model are given
in table 6.1.
6.4.2 Video Datasets
The capability of the proposed framework is also tested on the videos. For this
purpose, two comprehensive video datasets have been collected. The videos for the
first dataset were recorded using a high definition camera with a perfect frontal
view of the vehicles. The video clips were captured at different times of the day
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Figure 6.8: A few images from challenging LC dataset.
Figure 6.9: A few video frames from the high definition video Dataset. Notice that the
videos have been recorded in different weather conditions and from different distances.
on a less busy road. The dataset contains 7613 video frames of 1280 × 760 pixels
and distributed into 97 classes. Figure 6.9 shows a few video frames from the high
definition video dataset.
The second and most challenging dataset is compiled using real surveillance
videos acquired with the help of Loughborough town’s CCTV surveillance centre.
The video clips acquired have been recorded by a CCTV camera installed on a
roadside within Loughborough. The video frames of different vehicles have been
manually separated for testing. The dataset comprises of 3746 video frames of 720
× 576 pixels each divided amongst 97 classes. Since, the video clips have been
recorded at different times, the quality, viewing angle and lighting significantly
varies in different videos. Figure 6.10 shows a few video frames from the CCTV
dataset.
Figure 6.10: A few video frames from the challenging real CCTV vehicles Dataset.
Notice that the video frames have significantly low quality where minute vehicle features
are not sufficiently distinctive.
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Table 6.1: Number of images in each make and model class of LC dataset. The Model
column displays the model name and the year in which that particular model was first
released.
Make Model No. ofImages
A
ud
i
A1, 2013 18
A1, 2013 16
A3, 1996 8
A3, 2003 10
A3, 2005 17
A4, 1994 10
A4, 1997 10
A4, 2001 31
A4, 2004 30
A4, 2008 27
TT, 1998 21
TT, 2005 28
BM
W
11, 2004 27
11, 2011 10
336, 1990 14
346, 1998 18
390, 2005 22
330, 2012 19
539, 1995 24
560, 2003 27
510, 2009 30
C
itr
oe
n C3, 2002 28
C3, 2009 27
Fo
rd
Cmax, 2003 8
Cmax, 2007 24
Cmax, 2010 20
Fiesta, 1995 21
Fiesta, 1999 9
Fiesta, 2003 20
Fiesta, 2008 28
Focus, 1998 19
Focus, 2005 19
Focus, 2010 17
KA, 1996 20
KA, 2008 24
Mondeo, 2000 20
Mondeo, 2007 13
Make Model No. ofImages
Fi
at
500, 2007 29
Panda, 2003 13
Punto, 1993 14
Punto, 1999 37
Punto, 2005 24
H
on
da
Jazz, 2001 26
Jazz, 2008 23
Civic, 1992 8
Civic, 1996 33
Civic, 2001 21
Civic, 2006 33
CRV, 2002 32
CRV, 2007 29
M
er
ce
de
s
C, 1993 24
C, 2001 27
C, 2007 22
E, 1996 25
E, 2003 20
E, 2010 11
N
iss
an
Juke, 2010 16
Micra, 1993 18
Micra, 2003 32
Micra, 2010 17
Qashqai, 2007 17
Qashqai, 2010 15
Vo
lk
sw
ag
en
Golf, 1993 16
Golf, 1997 27
Golf, 2003 26
Golf, 2008 17
Passat, 1996 16
Passat, 2001 18
Passat, 1996 15
Passat, 2001 15
Vo
lv
o
C30, 2006 14
C30, 2010 20
S40, 1995 15
S40, 2004 21
V50, 2000 18
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Table 6.2: Performance comparison of various approaches on three different image data-
sets.
Dataset
Recognition Accuracy (%)
Zafar Sarfraz Clady Proposed
et al. [186] et al. [127] et al. [27] Method
Zafar et al. [186] 84.00 94.00 - 97.60
PANMMVR [27] - - 94.00 95.15
LC Dataset - 78.83 - 84.31
Note that here the training image set (4 images per class) is formed for 97
classes present in test video sequences both from LC dataset and the images
obtained from the web for the classes that are not present in LC dataset. The
license plate detector mentioned in section 6.3.2 is applied on each frame and the
performance was estimated on the basis of number of frames classified correctly
in each class.
6.4.3 Performance Metric
The performance metric used to evaluate the proposed framework is the recogni-
tion accuracy (%). The recognition accuracy (%) measure is defined as:
Rec.Acc.(%) = TotalCorrectClassifications
TotalTestImages
× 100 (6.4)
6.4.4 Results and Comparison
Table 6.2 presents the recognition accuracy of the proposed frame work. The pro-
posed framework is compared with the techniques presented in [186] and [127]. It
is evident from the recognition scores that the proposed approach performs better
than the published state-of-the-art on this dataset. The methodology presented in
[127] is also tested on the LC dataset. It is observed that the recognition accuracy
of [127] on LC dataset is significantly lower than on the dataset in [186] owing
to the challenging nature of the images and large number of classes (makes and
models). The proposed framework on both of these datasets has proved to be very
efficient in capturing fine inter and intra class variations among different makes
and models of the vehicles.
Figure 6.11 presents the class-wise recognition score and confusion matrices
for the LC, Zafar [186] and PANMMVR [27] datasets that were used for the
experiments. Figure 6.11a presents the rank curve on LC dataset, it can be seen
that the recognition accuracy improves from 84% to 95% for first three matches
(rank-3). This indicates the potential of operating the proposed framework in
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Table 6.3: Recognition accuracy of proposed framework on video datasets.
Dataset Recognition Rates (%)
HD Video Dataset 88.09
CCTV Video Dataset 78.48
practical scenarios like on-road vehicle identification and access control. For the
Zafar [186] dataset, it can be seen in figure 6.11d that the confusion has occurred
in only two classes; images in all other classes have been recognized with 100%
accuracy. In the same way, the confusion matrix for PANMMVR [27] in figure
6.11f shows that most of the classes have been recognized with 100% accuracy. A
few successful recognition examples on LC dataset are shown in figure 6.12.
The performance of the proposed framework on video datasets is given in
table 6.3. The proposed framework achieved a recognition rate of 78.48% on Low
quality surveillance videos and 88.09% recognition rate on high quality videos.
Figure 6.13 presents the class-wise recognition score and confusion matrices for
both video datasets that were used for the experiments. A few visual results on
video frames are shown in figure 6.14 and figure 6.15.
The confusion in recognition occurs in various classes as can be seen in figures
6.11 and figure 6.13. The reason being the LC dataset and video datasets have
been compiled while separating the vehicles even for minor shape lifts. This means
that the classes are not only separated on the bases of makes and models but also
on the bases of years, special editions and minor shape alterations. For instance
Ford Fiesta 2001 model is confused with Ford Focus 2002 model; similarly BMW
346 is confused with BMW 539(see figure 6.16). The confusion in these classes
is well expected and difficult to avoid because subtle difference exists in these
classes as being the same make. It may be better to group models that are highly
similar into large super-classes that contain several similar models. However, it
is worth noticing that the manufacturers of these cars have been recognized with
full accuracy.
6.4.5 Effect of varying PCA and GMM parameters on
System’s Performance
One key step in Fisher Vector computation is the learning of GMM. In order to
compute GMM, patch data from images of 10 training classes have been used.
The selection of classes is not important. First 10 training classes have been used
in this work. The same learned model is used for the experiments with other
datasets. The high recognition results show the strong generalization ability of
the learned model and eliminate the need of retraining of model for every other
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Figure 6.11: Confusion Matrices and Rank-wise recognition accuracy for three datasets.
(a) Rank-wise recognition accuracy on LC dataset. (b) Rank-wise recognition accuracy
on dataset of [186]. (c) Rank-wise recognition rate on dataset of [27]. (d) Confusion
Matrix showing classification accuracy across each class in LC dataset. (e) Confusion
matrix showing classification accuracy of proposed framework on the dataset of [186].
(f) Confusion Matrix showing classification accuracy across each class in dataset of [27].
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Figure 6.12: Successful recognition results on the images of LC dataset.
dataset. This highlights one of the key advantages of the approach that it does not
need retraining for new dataset which in practical systems is otherwise needed.
The selection of the number of Gaussian distributions for GMM learning is also
important and recognition results vary while changing the number of Gaussian
distributions. The experiments were conducted with different number of Gaussian
distributions (16, 32, 128, 256, 512, 1024 and 2048) in GMM and with various
choices of reduced dimensionality values (16, 32 and 64) of feature vectors using
PCA. It was estimated that the GMM learned with 256 Gaussian distributions
with dimensionality reduction of feature vectors up to 64 offers a good trade-off
between the upper limit on encoded vector dimensionality and recognition ability.
Figure 6.17 shows the recognition accuracy of the proposed method using various
combinations of feature dimensionality and number of distributions in GMM. Note
that the combination of the GMM learned with 256 Gaussian distributions and di-
mensionality reduction of feature vectors up to 64 achieves the highest recognition
accuracy.
6.4.6 Performance of the Proposed System using LESH
Features
The experiments were also conducted using the LESH [125] features of patches
in the same way as it was done using SIFT. The results revealed the strength of
the visual word based representation approach. The experiments performed with
512-dimensional LESH features produced recognition accuracy of 73.83% on LC
dataset which is not as high as it is with SIFT features, however, it may still be
considered as a good performance. The reason for a decline in the performance
is the fact that LESH feature description is not rotation invariant. Therefore, it
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Figure 6.13: Recognition rates and confusion matrices on video datasets. (a) Rank-
wise recognition rate on High Quality Video dataset. (b) Confusion Matrix showing
classification accuracy across each class in High Quality Video dataset.(c) Rank-wise
recognition rate on CCTV Video dataset. (d) Confusion matrix showing classification
accuracy of proposed framework on the CCTV Video dataset.
requires an accurate image correction without any effect of in-plane rotation to
perform well.
6.4.7 Implementation details and Processsing Time
In order to implement the various stages of the framework, a very effective and
efficient publicly available computer vision algorithm library VLFeat [160] is used.
The optimized functions for DoG based stable key-point detection, patch extrac-
tion, SIFT computation and FV encoding are available in the library. The package
routine to handle the large number of patches for feature descriptor computa-
tion, mid-level representation while training and testing have been implemented
in MATLAB. The proposed system takes an average 3.7 seconds to compute the
mid-level representation for an RoI image of 128 by 256 pixels.
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Figure 6.14: Correct recognition on High Quality Video Dataset.
Figure 6.15: CCTV Frames showing correct recognition.
6.5 Summary and Conclusion
In this chapter, a novel visual word based pattern representation technique has
been proposed witch is effectively utilized in VMMR. It has been illustrated with
extensive experimentation on a number of datasets that an image representation
using MLR based visual words captures fine grain discrimination. The general-
ization ability of the learned model was demonstrated by cross dataset testing.
The framework achieved state-of-the-art performance on an existing dataset and
three new datasets collected by the author that include up to date car makes and
models. A significant benefit of the proposed approach is that it does not need
retraining for new vehicle models because of the strong generalization ability of
the learned model.
It is worth noticing that all existing techniques rely on conventional global
feature representation and key-points based matching systems. These techniques
perform reasonably well. However, the chances of their failure increase with the
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Figure 6.16: A couple of examples of wrong model recognition. (a) Ford-Fiesta-2001 is
classified as Ford-Focus-2002. (b) BMW-3-1998 is classified as BMW-5-1995. (c) Image
of a Ford-Focus-2002. (d) Image of a BMW-5-1995.
increase in noise and inconsistent illumination within the image. The use of key-
points detection eliminates these chances while the construction of MLR based
lexicon efficiently aggregates the feature vectors and captures the most distinct-
ive information associated with a representative class. The flexibility that this
approach offers in terms of RoI selection is also significant. It is not trivial to
devise a universally applicable criterion of RoI extraction because of varying sizes
and designs of the vehicles. An inaccurate RoI extraction results in clipping of
important information associated with the vehicle in some cases or in other case
it takes in unnecessary information from the background region that affects the
overall performance. Conclusively, a highly accurate and robust framework has
been proposed for the task of vehicle make and model recognition.
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Figure 6.17: Recognition Accuracy with different values of PCA and GMM distributions.
Chapter 7
Detection and Recognition of
Text using Colour Information
7.1 Introduction
Text detection and recognition are two major but interlinked problems with nu-
merous applications. Text serves as an important parameter for image and video
analysis. It is used for indexing and understanding of images and videos for text
based search. A variety of methods have been recently proposed that explore
various theoretical and practical aspects of the field to solve the problems of text
detection and recognition. The techniques presented in this chapter are based
on references [47] and [46]. In this work, particular attention has been paid to
both problems individually in designing a framework that detects and recognizes
the text in outdoor scenes. The proposed framework makes efficient use of col-
our information to detect text regions in images. In word recognition scenario, it
accurately segments and classifies the characters to recognize words in the images.
Text carries an important characteristic, that is, its colour in comparison to its
background. It stands out to its background at least to an extent where humans
can identify it. Another important trait, that is, the characters in a word usually
possess similar colour that helps the reader to identify the letters of a word. From
the detailed review of literature in chapter 2 (section 2.5), it is noticed that none
of the existing techniques have so far exploited the colour information up to full
potential in devising an end-to-end text detection and recognition system.
The work in this chapter is presented to fill the gap in the literature by intel-
ligently exploiting the above mentioned colour characteristics of text to solve the
problem of text detection and recognition in outdoor scenes. First, text detection
is performed that involves the localization of words in the images. Next, the char-
acters in words are identified and recognized. Finally, the recognition of words is
113
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performed by verifying the combination of recognized characters against a lexicon
to remove errors that occur in the character recognition stage.
For detection task, a novel Connected Components (CC) based strategy has
been proposed that uses colour information present in the image to extract can-
didate regions. All existing CC based techniques rely on the edge or gradient
information to extract candidate regions due to which they fail in scenarios such
as where the image is blurred, text regions have low contrast with their surround-
ings and the intensity information is non-uniform due to surrounding light. To
deal with these problems for candidate region extraction, the input image is pre-
processed using colour constancy technique (mentioned in chapter 5) to reduce the
effect of illumination and surrounding reflections. The colour corrected image is
passed through a noise reduction stage where the colour information in small areas
is enhanced while maintaining a sharp boundary between the regions of different
colours. It is done in such a way that all the pixels in significant colour areas
maintain the same colour. The enhanced image is fed into a colour quantization
stage and the CCs in the binary map of each quantization level are used to extract
candidate regions. The candidate regions are then classified into text and non-text
regions using shape features and a pre-trained classifier.
For the recognition task, the region grouping method and the object recogni-
tion strategy is combined to achieve the advantages of both techniques. First, the
word image is binarized using colour information and foreground segmentation is
performed using modified Bilateral Regression (BR) to separate characters from
the background. After that, shape features on binary images of characters are
extracted and classification is performed using a pre-trained classifier. The com-
binations of recognized characters are fed into a string similarity matching stage
where lexicon based search is performed to find the closest matching word.
The proposed character recognition pipeline outperforms the current state-
of-the-art techniques by a significant margin on Chars74k [18] and ICDAR03-
Character [147] benchmark datasets. Further to that, the proposed word recog-
nition pipeline outperforms state-of-the-art approaches on challenging ICDAR03-
Word [147] and SVT [168] benchmarks.
The rest of this chapter is organized as follows: In section 7.2 the proposed
framework for the detection of text is described in detail. Section 7.3 covers the
details about contribution towards text recognition in word images. The exper-
imental evaluation of the proposed method and discussion about results is given
in section 7.4. Section 7.5 summarizes and concludes the work proposed in this
chapter.
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Figure 7.1: Block diagram showing key stages of text detection and pipeline.
7.2 Text Detection
The important stages of proposed text detection framework are shown in figure
7.1. All the stages are explained separately as a sub-section below.
7.2.1 Extraction of Colour Based CCs
The colour based CCs generation initiates with an enhancement stage that im-
proves the colour in the input image. Since the target is to extract candidate
regions using colour difference of text from its surrounding therefore it is import-
ant to eliminate the effect of surrounding illumination. The colour enhancement
aims at reducing the effect of illumination and surrounding reflection using colour
constancy mechanism. The Gray World (GW) [180] algorithm is selected in this
work for illuminant estimation based on the reason explained in chapter 5 (see
section 5.2.1).
7.2.2 Noise Reduction
After colour constancy, the output image is passed through a noise reduction
stage. This stage aims at normalizing the pixels of similar colour while maintain-
ing a sufficient contrast between background and foreground pixels by preserving
the information at edges. The noise reduction is important as it reduces the incon-
sistencies between the pixels of the similar colour and resulting in compact pixel
clusters at colour quantization stage.
As explained in chapter 5 (section 5.2.2) that the most commonly used Av-
eraging Filter does not preserves edges. On the other hand, the specialized edge
preserved image smoothing techniques (BF [152], Guided Filtering [55] and Aniso-
tropic diffusion [113]) are computationally expensive. For instance, Guided Filter
is the fastest among these techniques yet it takes 2.75 seconds on average to pro-
cess an image of 800-by-1200 pixels. This results in a considerably slow detection
process. To find the middle ground between two requirements (edge preserving
and fast computation), the Median Filtering (MF) [60] technique is used here as it
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offers the edge preserving capability for small and medium level of Gaussian noise
and is computationally faster than specialized edge preserving methods.
It is observed that the choice of kernel size plays an important role here as the
features in the image smaller than the kernel size are filtered out while retaining
the relatively sharp edges between features in the image larger than the aperture
size. Further, the corners, unlike edges, are not well-preserved by the MF and
they tend to be blurred to a degree proportional to the size of the median. Hence,
the kernel size for the MF is empirically selected to 5-by-5 pixels to maintain a
balance between advantages and weaknesses it offers.
7.2.3 Colour Clustering
In order to acquire the clusters of pixels having similar colour, the enhanced image
is fed into a colour quantization stage where the full range of colours is reduced to
N . For this purpose, the most commonly used k-means clustering technique [86]
has several disadvantages in this scenario. First, it is computationally expensive
and requires a fairly long convergence time particularly in images where the pixel
values are distributed in non-globular manner. Second, the k-means algorithm
randomly selects the initial partitions that may result in different final clusters on
the same data in various iterations. On the other hand, the Uniform Quantization
[86] offers extremely fast reduction of colour levels in the image but it is not
suitable here because of its non-dynamic nature.
Heckbert [56] proposed an efficient and extremely fast non-linear quantization
technique named as Minimum-Variance Quantization (MVQ). The minimum vari-
ance quantization cuts the colour cube in red, green and blue directions until a
pre-specified number of non-empty regions are obtained; it then uses the average
colour in each region to create the new reduced palette in an iterative manner.
The pixels are clustered together on the basis of the variance between their values.
For example, a set of red pixels may be grouped together because they possess
small variance from the centre pixel of the group. In this work, the MVQ is used
due to its dynamic capability and better computation performance as compared to
k-means clustering. The quantization process merges all the noisy areas together
at different quantization levels while separately clusters the pixels of text regions
from surrounding background pixels. The process is fast and accumulates similar
coloured regions with good accuracy even in the presence of noise. The binary map
of each quantization level is computed by assigning the value 1 to the pixels that
fall into that quantization level while setting the values of the remaining pixels to
0. A total of N binary maps are attained for N quantization levels. The value of
N is important as it has the direct impact on the quality of candidate regions. A
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Figure 7.2: Quantization of input image and binary map of each quantization level. (a)
Original Image. (b) 8-level quantized image. (c)-(j) The binary maps corresponding to
each quantization level. The pixels clustered in each quantization level are represented
with 1 while remaining pixels are represented with 0.
small value of N may result in the text regions to merge with background pixels
whereas a considerably large value of N may result in the text strokes to break
into different quantization levels. The value (N = 8) has been selected empirically
in this work because scene images contain a large variety of colours in the back-
ground. Figure 7.2 shows the output of the quantization and binarization stage
on an image for N = 8. Notice, the text is separated from background in a single
binary maps (see figure 7.2e) while the background pixels are separately clustered
in other binary maps. The background regions are eliminated in the classification
stage explained below.
7.2.4 Extraction of candidate regions
The CCs in the binary map of each quantization level are extracted. These CCs are
passed through an initial screening where the regions are analysed on the basis
of geometric properties (width, height, aspect ratio). The regions that do not
fulfil the geometric thresholds are eliminated. The empirically computed upper
thresholds thu1, thu2 and lower threshold thl can be mathematically expressed
as: thu1 = 23 ∗ imh, thu2 = 23 ∗ imw and thl = 0.025 ∗ (imh ∗ imw), where imh,
imw is the height and width respectively of the input image in terms of pixels.
The coordinates of the bounding boxes of the remaining CCs are used to crop
respective regions from the original (grayscale) image as the candidate regions.
These candidate regions are fed into the feature extraction and classification stage
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where the regions are classified into text and non-text regions.
7.2.5 Feature Extraction
Each candidate window in resized to n-by-n pixels prior to the extraction of fea-
tures. This is important because the classifier has been trained using the same
sized training examples. The value (n = 32) is chosen empirically in this work as
it provides a reasonable middle point between the large and the small candidate
windows. Next, the Histogram of Oriented Gradients (HOG) feature descriptor
for each candidate image is computed. Each 32-by-32 image is divided into 16
sub-blocks of 8-by-8 pixels and HOG features are computed on each sub-block.
Finally, the histograms from all the sub-blocks are concatenated to form a single
HOG vector. The images are passed through a DoG filter prior to HOG com-
putation to enhance edges and other details that may be affected due to resizing
operation.
7.2.6 Classification
A Support Vector Machine (SVM) classifier is trained to discriminate text win-
dows from non-text windows. The training images were extracted from ICDAR11
dataset using the colour based processing and candidate region extraction scheme
explained in the preceding paragraphs. A total of 10000 images were extracted
for training (5000 positive and 5000 negative). The feature vectors of the train-
ing images and the ground truth “text” and “non-text” labels are then used to
train the SVM classifier. The soft margin parameter C and Radial Basis Function
(RBF)kernel’s γ for the SVM model is computed through 5-fold cross validation
on the training data.
7.2.7 Word Formation
The final step in the detection process is the formation of words from detected
text windows. In most images, the characters are detected separately because
each character forms a single connected component and is separately extracted as
a text region. The word formation step is important for performance comparison
on benchmark datasets as the ground truths in these datasets is available in the
form of word windows. The detected text regions are analysed using colour and
location cues. The text present in a linear alignment is expected to have similarities
in terms of colour and size. These minor cues serve as a valuable reference to
combine letters into chains.
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Figure 7.3: Word formation from detected text regions. (a) Windows classified as text
regions. (b) Word windows after merging the adjacent detected text windows with
similar characteristics.
All the detected text regions are analysed with respect to their adjacent text
regions. If two nearby regions possess similarities in colour and size then the
bounding boxes of these text regions are merged into a single bounding box. The
process is repeated in an iterative manner until all the similar regions are merged
into single bounding box. However, there is a chance that two adjacent words
merge into a single word. To deal with this, a post processing step is added where
the words are separated from each other on the basis of horizontal distance. The
geometric distance between the letters of each word is computed using horizontal
projection of that bounding box. If the distance between letters is found to be
greater than a particular threshold then it is an indication for breaking the chain
into two words and so on. The threshold for separating the letters is empirically
computed using the window sizes. The threshold varies for different sentences and
images. Figure 7.3 shows the detected regions before and after the word formation
stage.
7.3 Text Recognition
The next stage after detecting a text region is the recognition of information
present in that word. The key stages of proposed text recognition framework are
shown in figure 7.4. All the stages are explained separately as a sub-section below.
7.3.1 Character Identification
The text recognition stage starts with character identification. The proposed text
recognition module deals with the recognition of text in cropped words. The
reason for involving this step is to enable the system to work as a standalone word
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Figure 7.4: Block diagram showing important stages of word recognition framework.
recognition system. The key requirement for character identification framework is
the accurate segmentation of characters from background in such a fine way that
even the closely located characters remain separated from each other. The gradient
or edge based connected components extraction methods reviewed in chapter 2 do
not perform satisfactorily for character identification. Most of the recent methods
use a sliding window based approach for character identification. This however
generates a large number of candidate regions that requires extensive evaluations.
Following [42], the BR based technique is used here to segment the characters.
However, in this work the proposed approach is different than the original method
in such a way that it has been applied only to estimate the horizontal location
of each character in the word image. The objective here is the estimation of the
starting column and width of each character in word image.
The BR technique models the foreground pixels by using a weighted regression
that assigns weight to each pixel according to its location with respect to the fore-
ground in the feature space. The pixels of foreground region get higher weights in
comparison to the pixels present in background region. In this case, the regression
model in eq. 7.1 represents the quadratic surface that best models the image as
a function of pixels location.
z = ax2 + by2 + cxy + dx+ ey + f (7.1)
The error between each pixel in the image and the model is computed. The
pixels with error value higher than a particular threshold are excluded as back-
ground while the remaining pixels are labelled as foreground pixels.
The BR models top n colours in each image separately. In a post processing
procedure it chooses the segmentation that is most likely to contain the foreground
text by comparing the shape descriptors of foreground regions with a training set.
This makes the overall process complex and leads to false segmentation results.
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Figure 7.5: Improved character identification in word images. (a) Original Images.
(b) Character segmentation using BR. (c) Character segmentation using proposed pre-
processing and BR.
The operation of bilateral regression has been enhanced in the proposed system
by incorporating a pre-processing step where the foreground colour is estimated,
a priori. An N -level colour quantization is applied to the word image and binary
map of each quantization level is computed. Here, keeping in view the relatively
smaller variance of colours in the cropped word as opposed to the whole scene
image, each word image is quantized into three colours (N = 3). The main
motivation is the observation that in the word image the background (having the
uniform colour) can be captured in one large colour cluster while most of the
foreground character pixels are captured in another cluster. The small variations
typically present along the edges of the characters due to noise and illuminations
can be captured in another small cluster. The respective binary map for each
quantization level is separately analysed to decide about the foreground binary
map.
The binary map that contains the highest number of white pixels along the
border is classified as the background binary map and is dropped straight away.
From the remaining two binary maps, the total number of white pixels present in
each binary map are counted. The binary map that contains less white pixels is
dropped and the third binary map is characterized as the foreground map. The
average colour value of the pixels belonging to the foreground region is then used
to perform BR.
The characters are cropped from the original (coloured) word image using
the estimated horizontal location while the height is kept same as the height of
the original word image. In this way, some background information might also
be included but the chances of segmenting only a part of character are reduced.
The segmented characters from original word image are fed into the character
recognition pipeline explained next. Figure 7.5 depicts the improvement achieved
in character identification using the proposed pre-processing procedure in BR.
The segmented masks are used to crop the characters from original (coloured)
image and fed into the character recognition pipeline explained in the next section.
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Figure 7.6: The block diagram of the character recognition framework and the visualiz-
ation of output at each stage.
7.3.2 Character Recognition
Accurate character recognition has a significant importance in achieving correct
word recognition. After a character is properly segmented the recognition requires
to be robust with regards to the noise, illumination variations and perspective
distortions. Figure 7.6 shows all of the important steps of character recognition.
This following section describes each step in detail.
Foreground Segmentation: Consider an image containing a character along
with background noise. Similar to the character identification stage, MVQ is
applied to enhance the character. Note that the foreground binary mask obtained
for each character in the previous stage cannot be directly used. Although it gives
a good separation in terms of segmenting the character from the detected text the
character itself may not be well represented because of the missing edge pixels. It
was empirically observed that for a character image, a 2-level (N = 2) quantization
is sufficiently good to recover the full character pixels from background.
Next, two binary maps corresponding to the two colour levels are generated by
assigning the pixels of each colour cluster a value of 1 (white). Similar as previous
stage, one of the two binary maps is categorized as foreground character map. This
is done by computing the density of white pixels along the borders of each binary
map. The binary map of the background tends to have more white pixels along the
borders as compared to the binary map of the foreground. The foreground binary
map comprises of mostly the pixels associated with the character region therefore
it possesses very low density of white pixel around the borders especially in the
corners. This property is exploited here to classify the binary maps as foreground
and background. A 5-by-5 pixel window in each of the four corners of the binary
map is selected and the total number of corner white pixels in each binary map is
counted. The binary map that possesses the higher total number of corner white
pixels is considered as the background and the other binary map is classified as
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Figure 7.7: Examples of character images from ICDAR03-CH and Chars74k datasets
where the proposed method extracts and enhances the binary map of the characters.
Row (a) shows the Input Images, row (b) represents 2-level minimum variance quant-
ization of input images and row (c) shows the enhanced binary maps of the characters
with reduced noise.
the character map.
Noise Reduction and Enhancement: The foreground binary map is passed
through an enhancement and noise reduction pipeline where the unwanted pixels
are eliminated. Morphological closing, spur removal and dilation operations are
applied to remove noisy pixels and enhancement of character pixels. The CCs
are computed in the foreground binary map and the biggest CC is selected as
the character. The binary map of the character is resized to k-by-m pixels and
padded with an array of five black pixels on all sides resulting in a binary image
of size (k+10)-by-(m+10) pixels with character map perfectly centred in it. The
value of k and m is empirically selected as 64 and 48 respectively in this work.
It is observed that the characters are slightly taller than their width and the
selected size approximately maintains the original aspect ratio of the characters.
Figure 7.7 shows a few images where the proposed colour based binarization
scheme accurately extracts and enhances the character binary maps in challenging
scenarios.
Features Extraction and Classification: The binary map acquired in the
previous step is directly used for feature extraction. HOG features are computed
to capture the shapes of the characters for classification. The HOG features are
computed directly on the binary maps of the characters extracted in the previous
stage. For classification, a multi-class SVM is used. In this work, the character
classes are divided as the Digits (10 classes) and English letters (52 Classes) i.e.
the alphabets ζ = 0,...,9;A,...,Z;a,...,z and |ζ|=62. Hence, a 62-class non-linear
SVM is trained in a one-vs-all manner. The best parameters for training the SVM
model have been estimated using Radial Basis Function (RBF) kernel and 5-fold
cross validation.
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7.3.3 Word Recognition
The word recognition stage requires the accurate recognition of characters iden-
tified in a cropped word image. The inaccuracies in character identification and
recognition may easily lead to false alarms. Since, the improvements have been
proposed in both prior stages; the recognition framework relies on a simple lexicon
based alignment procedure to remove such errors that occur in character identific-
ation and recognition. Some errors in character recognition are inevitable because
of high interclass similarity between various characters i.e. ’I’, ’1’ and ’l’, ’0’, ’o’
and ’O’ etc. The alignment procedure is performed using Lavenshtien distance
[98].
Alignment with Lexicon: The character recognition pipeline predicts the
character label l on the basis of highest probability estimate. In order to deal
with wrong recognitions the first predicted label cannot be relied upon especially
if the probability estimates for that recognition is too low. To deal with this, top η
predicted labels are selected based on a confidence score Sc. The confidence score
is the sum of probability of top η predicted labels. The value of η varies in every
test case. When Sc approaches a threshold τ , the character labels corresponding
to those probability estimates are included in the predicted word combination.
The value τ = 0.35 has been experimentally selected in this work.
One potential problem that may occur in this set up is the formation of a large
number of character combinations for certain images. In order to avoid that, a
limit is put on the maximum number of words. A total of 30 words that possess
the highest sum of probability estimates of characters are selected. The procedure
is precisely expressed in the algorithm 1.
for i= 1:len(word) do
η=1;
Assign Sc = P(η) ; // P(η) is the Probability of the ηth
predicted label.
while (Sc ¡ τ and η ≤ 30) do
EstimatedWord(η,i) = l(η) ; // Update word combinations by
including ηth label l(η).
Sc = Sc+P(η) ; // update confidence score by adding next
highest probability.
η=η+1;
end
end
Algorithm 1: Computing words using the combination of the characters with
high recognition probabilities.
Next, the correct word is searched from all the predicted words. This is done by
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levs1,s2(i, j) =

max(i, j) if min(i, j) = 0
min

levs1,s2(i− 1, j) + 1
levs1,s2(i, j − 1) + 1
levs1,s2(i− 1, j − 1) + 1(s1i 6=s2j)
 otherwise
(7.2)
the alignment of predicted words with a pre-stored lexicon using a string similarity
measure. The closest matching word in the lexicon is finalized as the word present
in the image. The Lavenshtein distance between two strings is used to compare
the predicted word string with the words in the lexicon. The Lavenshtein distance
computes the total number of operations (insertion, deletion, and replacement)
required to align a string with the other. Mathematically, the Lavenshtien distance
between two strings s1 and s2 can be computed using equation 7.2.
The accuracy of word recognition framework directly depends upon the per-
formance of the character recognition framework. The proposed character recog-
nition framework (in sec. 7.3.2) works exceptionally well as a result of which the
simple lexicon alignment strategy achieves accurate word recognition.
7.4 Experiments and Results
The experimental setup and results for each stage of the proposed framework are
discussed in detail in each subsection.
7.4.1 Text Detection
The proposed text detection method is evaluated on two benchmark datasets
ICDAR11 [134] and extremely challenging Street View Text (SVT) dataset [168].
Performance Evaluation: To evaluate the performance of the proposed text
detection pipeline, the standard performance measures (Precision, Recall and F-
measure) have been used. Following [174], the object level precision and recall is
computed first. In the next step, the harmonic mean (F-measure) is computed by
taking the mean value of object measures (Precision and Recall) over all possible
constraint values. The values of the constraints while computing these perform-
ance measures have been used the same as given in [174].
ICDAR11 datset: The ICDAR11 dataset contains 229 training images and 225
test images with sizes varying between 626 × 179 and 3888 × 2592 pixels. The
proposed framework achieves a precision of 80.90% which is in par with existing
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Table 7.1: Comparison of the proposed text detection method with other techniques on
ICDAR11 dataset.
Method Precision Recall F-measure
Huang et al. [61] 0.82 0.75 0.73
Neumann and Matas [102] 0.82 0.75 0.73
Shi et al. [138] 0.83 0.63 0.72
Proposed Method 0.81 0.64 0.71
Kim et al.[134] 0.83 0.62 0.71
Neumann [101] 0.73 0.65 0.69
Yi [184] 0.76 0.68 0.67
Gonzalez [50] 0.73 0.56 0.63
Yi [183] 0.67 0.58 0.62
Neumann [100] 0.69 0.53 0.60
Table 7.2: Comparison of proposed text detection method with other techniques on SVT
dataset.
Method Recall
Proposed Method 0.52
Neumann [101] 0.33
Wang et al. [168] 0.29
state-of-the-art; however, the recall rate of 63.57% is slightly poor resulting in the f-
measure score of 71.26% which is marginally low as compared to the existing start-
of-the-art. This is justifiable due to the fact that proposed technique is simple and
computationally less expensive as explained in section 7.4.5. Table 7.1 presents
the performance comparison of the proposed method with other techniques on
ICDAR11 dataset.
SVT Dataset: The SVT dataset is collected from Google Street View and com-
prises of 101 training and 249 test images. The dataset is extremely challenging
because the images contain significant background information with similar pat-
tern as text regions. Also, the words are not in fully horizontal orientation. An-
other challenge is that the dataset is not fully annotated. This is the reason only
a few authors in the literature have provided the text detection results on this
dataset.
The proposed method has achieved a recall rate of 51.55% and superseded the
state-of-the-art techniques by a considerable margin. Table 7.2 presents the per-
formance comparison of proposed method with other techniques on SVT dataset.
Since that dataset is not fully annotated therefore the precision and F-measure
scores are not meaningful and hence the methods have been compared only on the
basis of recall score.
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7.4.2 Character Recognition
To evaluate the performance of the proposed character recognition method, two
well-known benchmark datasets for scene character classification task have been
used. These are:
1. Chars74K-15 dataset
2. ICDAR03-CH dataset
Chars74K dataset contains 12505 images of characters extracted from scene
images. The images are divided into 62 classes (52 alphabets and 10 number
digits). The authors have provided various training and test splits of dataset for
the research community to perform fair comparison of results. Chars74K-15 is one
subset that contains 930 (15 per class) training images and another 930 (15 per
class) test images from Chars74K dataset.
ICDAR03-CH dataset contains 11482 images of characters. This does not
include non-alphanumeric characters. The dataset comprises of 6113 training and
5369 test images.
Table 7.3 lists the character classification results. The proposed framework
superseded other techniques by achieving the classification accuracy of 81.34% on
ICDAR03-CH dataset and 72.03% on Chars74K-15 dataset. It is evident from
results that the non-informative regions around the characters have significant
degradation impact on recognition accuracy. Also, the intensity variation within
the strokes of characters causes a negative impact on recognition accuracy. The
proposed framework not only removes the noisy background regions to achieve
a nicely centred binary map but also attenuate the effect of intensity variation
within the strokes of characters. This results in a strongly discriminative shape
feature extraction along the contour of the characters.
In order to evaluate the importance of noise reduction and enhancement stage,
the experiments have been performed where the character images are binarized
without applying any noise reduction and enhancement procedure. The remaining
character recognition pipeline is followed as explained in section 7.3.2. Table 7.4
shows the character recognition performance with and without applying the pro-
posed noise reduction and enhancement stage. Notice the significant performance
degradation in the absence of noise reduction and enhancement stage.
The proposed methods in [18, 77, 168] merge similar character classes from 62
to 49 to reduce the confusion among similar looking characters for example ’0’, ’O’,
’o’ and ’1’,’l’,’I’ etc. For a comparison, the proposed character recognition pipeline
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Table 7.3: Comparison of the proposed scene character recognition accuracy (%) with
other techniques.
Method ICDAR03-CH Char74K-15
Proposed Method 81.34 72.03
MLFP [77] 79 64
GHOG+SVM [185] 76 62
LHOG+SVM [185] 75 58
HOG+NN [168] 52 58
MKL [18] - 55
NATIVE+FERNS [168] 64 54
GB+SVM [18] - 53
GB+NN [18] - 47
SYNTH+FERNS [168] 52 47
SC+SVM [18] - 35
SC+NN [18] - 34
ABBYY [18] 21 31
Table 7.4: Character classification performance with and without the use of noise re-
duction and enhancement stage.
ICDAR03-CH Char74K-15
With noise reduction stage 81.34 72.03
Without noise reduction stage 74.87 58.60
is also evaluated in 49-classes setup. Table 7.5 compares the character classifica-
tion performance in 49-classes setup where the proposed framework outperforms
the other techniques with a substantial margin especially on Chars74k-15 dataset.
Figure 7.8 shows the rank-wise scores for top 5 probabilities of character recogni-
tion. The recognition rates for top five candidates approach 94% for 49 classes and
92.5% for all (62) classes on ICDAR03-CH dataset which indicates that the use of
top 5 character recognitions shall also enhance the word recognition performance.
Table 7.5: Scene character recognition accuracy (%) comparison with the techniques of
[18, 77, 168] on ICDAR03 and Chars74k benchmark datasets is 49-classes setup. The
proposed method in [77] use discriminative mid-level feature pooling, the technique in
[18] use tree-structure based character classifier and the proposed method in [168] use
HOG+NN based character classification.
Method ICDAR03-CH Char74K-15
Proposed Method 82.77 81.39
MLFP [77] 81 74
MKL [18] 77.86 71.67
HOG+NN [168] 65.92 64.02
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ICDAR03-CH Dataset Chars74k Dataset
Figure 7.8: Rank-Wise character recognition scores on ICDAR03-CH and Chars74k
datasets for all (62) classes and for 49 classes. The results have been compared with
[77] and [168] where they reported the efficiency of their methods on 49 classes.
7.4.3 Word Recognition
To evaluate the performance of proposed word recognition frame work the bench-
mark datsets: ICDAR03-WD, ICDAR11-WD and SVT-WD have been used. For
a fair comparison the same training and testing splits and the lexicons have been
used as in [168]. A number of different sized lexicons have been provided in [168].
This work used ’FULL’ and ’50’ lexicons to evaluate and compare the proposed
framework. ’FULL’ lexicon contains all the words from test set of ICDAR03-WD
dataset whereas in ’50’ there are 50 distracting words. Notice that this work use
ICDAR03-CH data for training. Following [103, 93, 139, 77, 181], the words with
2 or fewer characters as well as those with non-alphanumeric characters have been
skipped.
The proposed framework achieves 89.37% and 88.94% word recognition accur-
acy on ICDAR03-WD and ICDAR11-WD respectively in small (50 words) lexicon
setup and outperformed existing techniques. The performance in large lexicon (all
words) setup is 77.47% and 78.58% respectively on both datasets which is slightly
less than the existing state-of-the-art techniques. The performance degradation
indicates the weakness of the word recognition method in the presence of large
number of distracting words. The recognition performance on SVT dataset is
78.66% which is third highest recognition accuracy reported to date. Considering
the simplicity of the word recognition pipeline, the performance of the proposed
method is promising. Table 7.6 compares the cropped word recognition perform-
ance of all the techniques that use the same test setup as [168]. Figure 7.9 shows
a few examples where the proposed word recognition framework successfully re-
cognizes the word in the image. More results for end-to-end system are shown in
Fig. 7.11.
A drawback of the proposed character identification module is its inability
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Table 7.6: Comparison of lexicon based cropped word recognition performance of various
methods.
Method ICDAR03 ICDAR03 ICDAR11 ICDAR11 SVT(Full) (50) (Full) (50)
Proposed Method 77.47 89.37 78.58 88.94 78.66
PhotoOCR [12] - - - - 90.39
Strokelets [181] 80.33 88.48 - - 75.89
MLFP+PLEX [77] 76 88 77 88 80
MRF [172] - - - - 78.05
TSM+CRF [139] 79.30 87.44 82.87 87.04 73.51
Mishra et al. [93] 67.79 81.78 - - 73.26
Mishra et al. [94] - 81.78 - - 73.26
Novikova et al [103] - 83 - - 73
TSM+PLEX [139] 70.47 80.70 74.23 80.25 69.51
Field et al. [42] 67.76 76.53 - - -
SYNTH+PLEX [168] 62 76 - - 57
ABBYY [168] 55 56 - - 35
Figure 7.9: Some example images from ICDAR11 and SVT dataset where the proposed
framework correctly recognized the word.
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Figure 7.10: A few example images from ICDAR11 and SVT dataset where the proposed
framework failed to recognize the word.
Table 7.7: Recognition accuracy with and without using the proposed pre-processing
stage in BR based character identification.
Method ICDAR03-Full ICDAR03-50
Proposed modified BR 77.47 89.37
Original BR. [42] 66.19 69.17
to deal with scenarios where the characters are joined either because of font or
because of lighting and viewing angle. Figure 7.10 shows a few images where
proposed character identification technique failed that resulted in wrong word
recognition output. However, the other techniques also fail in such scenario owing
to the challenging nature of patterns formed due to illumination and joining of
characters.
7.4.4 Evaluation of the Modified Bilateral Regression
based Character Identification
The performance of the proposed modified BR based character identification
scheme is also evaluated. The experiments have been performed on ICDAR03
dataset using both (50 and Full) sized lexicons. Table 7.7 shows the word recog-
nition performance in two scenarios:
1. When character identification is performed using only the BR based seg-
mentation.
2. When the character identification is performed using the proposed pre-
processing stage prior to BR based character identification.
The results clearly depict the significance of the proposed pre-processing stage
in BR based character identification.
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Table 7.8: Average execution time of each stage of the proposed framework.
Stage Time Total Time
Text Colour Constancy 0.1 sec
Detection Colour Quantization 0.1 sec
Candidate extraction and classification 1.2 sec 1.6 seconds
Word Formation 0.2 sec
Word Character Identification 1.2 sec
Recognition Character Recognition 0.4 1.7 seconds
Alignment with Lexicon 0.1 sec
Table 7.9: Comparison of average processing time of proposed method with other ap-
proaches.
Method Detection (sec) Recognition (sec) Total (sec)
Proposed Framework 1.6 1.7 3.3
Epshtein et. al [40] 6 - -
Yao et al.[180] 7.2 - -
Neumann and Matas [102] - - 35
Phan et al. [116] - 38.6 -
Novikova et al. [103] - 1.53 -
7.4.5 Computational Performance
All the components of the proposed framework have been implemented in MAT-
LAB. The average execution time of each module on a standard PC is given in
table 7.8. Notice that the code is unoptimized and the execution time can be
reduced further with the inclusion of code optimization and parallel processing
techniques. Table 7.9 compares the average execution time with other techniques
(where available). The average execution time of the end-to-end system per im-
age is considerably low (3.3 seconds) as compared to [102] where the reported
execution time is 35 seconds.
7.5 Summary and Conclusion
An end-to-end scene text recognition framework has been presented in this chapter.
Experimental evidence showed that the smart exploitation of colour information
within the images can generate promising accuracy for the challenging task of
text detection and recognition in medium to poor quality CCTV video. A novel
pipeline involving colour enhancement operations is proposed to improve the sep-
aration of text regions from noisy background. For text recognition, a region
grouping based technique (i.e. binarization) is combined with an object recogni-
tion strategy to achieve state-of-the-art results on Chars74k and ICDAR03-CH
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benchmark datasets. It is demonstrated further that instead of using a complex
word model, a simple but effective colour exploitation and enhancement procedure
leads to better character segmentation and recognition. Based on a string simil-
arity measurement technique, exceptional word recognition accuracy is achieved
on ICDAR03-WD, ICDAR11-WD and SVT benchmark datasets. Conclusively, a
fairly simple, fast and practically exploitable text recognition scheme has emerged
as a result of this work.
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Figure 7.11: Results of end-to-end detection and recognition pipeline.
Chapter 8
Conclusion, Limitations and
Future Enhancements
8.1 Introduction
The research in this thesis has focused towards the extraction of various visual
parameters for the annotation of surveillance videos for forensic application. The
contribution is made to address the problems of moving object identification, col-
our correction and recognition of objects, vehicle make and model recognition and
text detection and recognition. The approaches adopted to address these prob-
lems are those that differentiate the current work from other techniques. These
approaches, the relevant original contributions made and conclusions are outlined
in section 8.2. Section 8.3 discusses the limitations of the proposed algorithms
followed by the proposed future enhancements in section 8.4.
8.2 Conclusion
The thesis presents a number of original contributions to the state-of-the-art for
the application of video content analysis. The novel Contourlet Transform based
Centre Symmetric Local Binary Patterns (CCS-LBP) based feature descriptor
proposed in chapter 4 for representing the moving objects in video frames made use
of the Contourlet Transform (CT) to enhance the contour segments present in the
objects. Due to the fact that the silhouette of the human contains high density of
vertically oriented contour segments, it is decided to use only those frequency sub-
bands that are achieved from vertically oriented filters. Therefore, the texture in
those sub-bands is captured using the LBP. This also reduced the size of the feature
descriptor. The selection for the particular variation of the LBP is also made
carefully. The CS-LBP technique is used to capture the pattern in the CT sub-
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bands. It compares only centre symmetric pairs of pixels to produce more compact
binary patterns. Apart from the novel feature descriptor the chapter also presented
improved foreground extraction technique and an efficient mechanism to separately
detect the body parts of the human objects for their detailed annotation.
The colour correction pipeline presented in chapter 5 used colour constancy
algorithm and edge preserving BF to remove noise while maintaining a high con-
trast at the edges. A novel adaptive thresholding procedure is devised to modify
the Hue, Saturation and Value components of the image in order to boost the
true colours of the objects. In the next phase, the colour recognition is performed
for the objects of interest. The proposed colour recognition pipeline exploited
MPEG7 Dominanr Colour Descriptor (DCD) to capture the colour information
present in the Regions of Interest. A novel mechanism to exploit the temporal
information is adopted to compute the colour descriptor of the objects using the
pixels collected from multiple frames. The use of temporal information contrib-
utes positively towards the performance of the system. Another contribution of
the work is the enhancement and accurate recognition of white colour by using
the average Saturation and Value information within an object.
In chapter 6, a state-of-the-art technique is proposed to recognize the make
and model of the vehicles in images and video frames. A novel visual words
based scheme is proposed to capture the texture pattern in the frontal view of
the vehicles. The proposed visual word extraction use dense Scale Invariant Fea-
ture Transform (SIFT) features and Fisher Vector (FV) encoding to compute the
representative visual words for each class of the vehicles. The classification meth-
odology is kept simple by making use of Cosine Similarity (CS) measure. This
offers the ease of extending the capability of the system to new vehicle classes
without the need of retraining. This capability makes the system more attractive
for practical applications. Another important contribution is the collection of up
to date vehicle databases. The vehicles make and model recognition work resulted
in 3 new benchmark datasets (1 image dataset and 2 video datasets) to aid the
research in this domain [available at: http://imaging.lboro.ac.uk/].
Text detection and recognition work presented in chapter 7 efficiently exploited
the colour information for isolating the text regions from their background. The
proposed method used Minimum Variance Quantization (MVQ) technique to re-
duce the colours in the image. The connected components in the binary map
of each quantization level are analysed separately for their classification as text
and non-text regions. Another important contribution of the work is the modi-
fied Bilateral Regression (BR) technique for the identification of text pixels in a
word image. The technique showed better performance in identifying text pixels
as compared to the originally proposed method. The character recognition work
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exploited the advantage of extracting the shape features directly on the binary
images that resulted in a highly distinctive feature representation. This is due
to the fact that binary images contain reduced noise and are less affected by the
variable colour patterns and texture within the image. The proposed word recog-
nition framework made use of a straightforward lexicon alignment technique that
saved a significant amount of computational time. The extensive experimentation
on benchmark datasets revealed that the proposed framework is highly accurate
while computationally less expensive as compared to the published state-of-the-
art.
8.3 Limitations
The proposed algorithms are constrained by several limitations if specific scenarios
are to be served. This section critically reviews the underlying reasons for the
limitations and the potential impact they may have in practical applications.
To begin with, the method for object recognition strongly relies on the accur-
acy of the foreground extraction technique. The proposed foreground extraction
technique is unable to cater the situations when subjects are moving very close
to each other. Similarly, the presence of random patterns in the background is
classified as foreground objects and selected as the part of the moving target. The
inaccuracy in the foreground extraction causes a negative impact on the feature
representation and results in wrong classification of human and vehicle objects.
A minor drawback of the proposed CCS-LBP features is the high computational
time. The computational time of the proposed method is higher than the baseline
technique that uses the combination of Histogram of Oriented Gradients (HOG)
and Support Vector Machine (SVM) for human and vehicle detection. The pro-
posed human body parts classification works accurately in most of the scenarios,
however, it lacks a more reliable measure especially for the objects that are not in
standing position.
The proposed colour correction and enhancement pipeline relies on basic meas-
ures to compute the parameters for thresholding the video frame for boosting the
true colours. The method uses the mean value in the histogram of the Saturation
and Value to compute the parameters for adaptive thresholding. This method
may not work well in a few limited scenarios when the histogram of the true col-
oured image lies beyond the specific threshold. Similarly, a reliable procedure is
missing in the current framework for the initial assessment of the video frames and
the analyses of the improvements required in a particular scenario. The current
framework for colour correction and extraction is dealing with moving objects, so
if there are stationary objects in the scene they’ll be neglected as background.
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The proposed vehicles make and model recognition system is extremely accur-
ate if the frontal view of the vehicle is captured. The system works robustly even
with the angular variation of up to 30 degrees but the results start to deteriorate if
the angular variation goes beyond that limit. The tests have not been made from
the rear view of the vehicle but considering the capability of the proposed frame-
work on frontal view of the vehicles, it is expected that it will perform equally
well on the rear view images of the vehicle too. A drawback of the proposed
framework is its high computational time and memory requirements. The dimen-
sionality of the visual words is significantly high. The system stores a lexicon of
few hundred visual words per class from the training images which results in a
significant amount of memory utilization to store the lexicon of visual words from
all training images. Similarly, the recognition framework compares a few hundred
visual words from the test image with the lexicon of training visual words. This
requires a substantial amount of computation time and memory resources.
In the proposed text detection and recognition system, the capability of the
proposed character identification technique is limited only to those images where
characters are written separately from each other. The proposed method analyses
the connected components in the foreground binary maps of the images. The scen-
arios where characters are joined together, the combination of multiple characters
forms a single connected component. Such a region is easy to classify into text and
non-text but separating each character using the proposed method is not possible
and result in wrong character or word recognition. Similarly, the criterion used
for estimating the character binary map only analyses the pixels density along the
edges which may sometimes lead to wrong estimation especially when the image
is badly affected by noise.
8.4 Future Enhancements
To overcome the above mentioned limitations it is possible to suggest directions
for future research.
The proposed CCS-LBP feature descriptor for moving object identification
works accurately in almost all the scenarios. However, a dynamic mechanism may
be developed for the selection of Contourlet sub-bands at run time. This will not
only enhance the robustness of the feature descriptor to varying scenarios but also
reduce the feature descriptor size that will eventually put a positive impact on
the computational time of the object detection framework. In human body parts
identification task, an adaptive method is required to improve the robustness of
the method especially to deal with scenarios when human figures do not appear
in perfectly standing position.
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An important direction for improving the proposed colour extraction frame-
work in chapter 5 is to apply the proposed technique in conjunction with an
object recognition strategy. This will not only improve the colour recognition of
the objects of interest but also improve the process of object identification. The
robustness of the system will also increase with the inclusion of shape information.
Similarly in the object retrieval task, the shape information along with the colour
of the objects is expected to improve the accuracy of the object retrieval. The
shape information regarding the objects have been used to retrieve the respect-
ive objects, however, if the DCD is combined with an efficient shape descriptor
into a single representation then it can exploit the benefits of both features for
efficient retrieval of objects. As mentioned in the section 8.3 that the adaptive
thresholding mechanism lacks robustness and reliability for colour correction in
all possible scenarios. A more sophisticated mechanism may be incorporated in
colour enhancement pipeline. A useful cue would be the use of a number of other
parameters like camera calibrations etc. to compute the threshold for the correc-
tion and enhancement of colours in the video frames. In the same way, the analysis
of the colour histograms may be combined with the machine learning techniques
to develop sophisticated model for the initial assessment of the quality of video
frames in order to apply accurate correction and enhancement.
Another important future contribution would be the collection of a benchmark
dataset that can be effectively used to compare various techniques for appearance
based object retrieval. In literature, all the authors have used the images and
videos recorded by themselves to report the results. These datasets have not been
made available online and therefore other scientists cannot use them.
As mentioned in section 8.2 that the proposed vehicles make and model recog-
nition system needs attention in optimization of the memory resource utilization.
A potential direction would be the development of an efficient mechanism for pro-
cessing only the selective number of visual words instead of all visual words. The
procedure may be similar to the Bag of Visual Words (BoVW) approach where
the most discriminative visual words are selected for the representation of the ob-
ject. Similarly, an effective investigation for the dimensionality reduction of Mid
Level Representation (MLR) based visual words is also important for perform-
ance improvement in terms of resource utilization and computational time. Also,
the system needs to be tested and tuned for the rear view of the vehicles. The
classification stage may also be enhanced and improved in the future research.
Currently, the classification strategy relies on CS measure which may be replaced
with a more sophisticated and faster classification technique to achieve the real-
time performance.
The experiments conducted revealed a few limitations in the text detection and
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recognition system and opens up a few directions for future enhancements. The
extraction of candidate regions in text detection stage is solely depending upon
fixed number of colour quantization levels for all the images. A mechanism can
be developed that analyses the colour distribution of the image and dynamically
decides about the required quantization levels for a particular image. One helpful
cue would be the total number of dominant colour centres in the image. The
accuracy can be improved further if the shape information is also incorporated in
the process of colour quantization. It will reduce the number of non-text regions
in the initial candidate extraction stage. Currently, the initial screening of the
candidate regions is being performed using only the aspect ratio, height and width.
A number of other cues such as moment, edges, convex hull etc. may enhance the
accuracy at the initial screening of candidate regions.
The process of classification of character binary map and background bin-
ary map can be made more accurate by adding another processing stage where
the shape information can be used to improve the performance of the character
identification. As mentioned in section 8.2, the proposed character identification
technique fails in cases where the characters are joined either because of font style
or because of variable lighting. A big room for improvement exists to improve the
proposed method for such cases.
The character recognition stage has achieved exceptional performance. As a
future work, more features may be tested to find out which feature representation
is more suitable for text representation. In word recognition, a more reliable model
may be tested to check the accuracy in conjunction with the proposed colour based
character identification. In the same way, a more reliable criterion for the selection
of text binary map and the background binary map in the word images is required.
An important cue would be the use of shape information in both binary maps and
the selection of the binary map as text binary map based on the patterns of the
shape present in it.
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