ABSTRACT
out an order effect. Control subjects performed 1 block (11 cycles) of null trials followed by 
130
otherwise noted, the cycle-by-cycle data were used for each analysis reported in this work.
132
Model-free data analysis
133
We empirically quantified each subject's learning rate in A and B by fitting a single 134 exponential function (Eq. 1) to the pointing angle corresponding to the A and B periods. 
139
parameter  represents the learning rate of the subject. We constrained the relationship 140 between α and c to force the exponential fit to intersect subject behavior at time step t = 0.
141
Therefore, the exponential function had only two free parameters; the third was fixed by 142 the initial level of subject performance. We fit one exponential function to the 66 cycles of 
State-Space Model

159
To better quantify subject performance in A and B, we used a state-space model that
160
dissociates the effect of cycle-to-cycle learning from forgetting while appreciating initial 161 biases in learning.
162
When people perform a movement that produces an unexpected result, they learn 163 from their movement error and retain part of this learning over time. In other words,
164
behavior during sensorimotor adaptation can be described as a process of error-based 
183
The internal state of the subject is not a measurable quantity. Rather, on each 184 cycle, the motor output of the subject is measured. We imagine that the motor output 185 directly reflects the internal state but is corrupted by motor execution noise according to 
200
To fit the model, we started the EM algorithm from 5 different initial parameter sets,
201
performed 100 iterations of the algorithm (Albert & Shadmehr, 2018) , and selected the 202 parameter set with the greatest likelihood. We fit our state-space model to single subject 203 behavior separately for the A and B periods. For the A period, we fit the 77 cycles 204 encompassing the first 11 null cycles and the following 66 CCW rotation cycles (Fig. 1) .
205
We fit the initial null trials along with the perturbation trials to increase confidence in the 206 model parameters. For the B period, we fit the 66 cycles encompassing the CW rotation 207 (Fig. 1) .
209
Validation of the single state-space model
210
Our primary analysis assumed that learning could be represented using a single adaptive 211 state. For a single state system, impairment in the learning rate in B requires that the 212 learning system (i.e., the model parameters) has changed from the A to the B period. Prior 213 accounts of anterograde interference considered how an impairment of learning might 214 arise from the emergent properties of a two-state system (Sing & Smith, 2010 
228
(described by its retention factor a) and error-based learning (described by its error 229 sensitivity b). These internal estimates of the perturbation are additively combined to 230 determine motor behavior according to Eq. 5.
(Eq. 5)
232
We fit this two-state model of learning to subject behavior during the A and B periods using 233 the EM algorithm (Albert & Shadmehr, 2018 
273
We calculated the rate of learning using our exponential model (Eq. 
299
When people adapt to perturbation A, and then switch to the opposite perturbation B, 
308
On each trial, subjects moved a joystick to displace a cursor to one of 8 targets. On 309 average, movement time for correct trials was 125.5 ± 26.6ms (mean ± 1 std. dev.),
310
providing little or no opportunity for within-movement corrections. All groups initially trained 311 in a baseline period of null trials (no perturbation) followed by adaptation to perturbation A
312
( Figure 1A ). After completion of training in A, subjects waited for a specific amount of time
313
(5 min, 1 h, 6 h or 24 h), and then were exposed to perturbation B. Figure 1B 
337
Model-free analysis
338
In order to assess if having learned A also impaired the ability to learn B, we fit the motor 339 output for each subject and each group during adaptation to A and B with an exponential 16 rates across the four experimental groups (Kruskal-Wallis, X 2 (62) = 4.75, p = 0.19).
the ability to learn B, we statistically compared the rate of change in performance for each experimental group during adaptation to B with that of the control group ( Figure 2B ). Non-parametric testing revealed a significant effect of group on the ability to learn B ( To optimally align the behavior of the control with that of the experimental groups,
362
we fit an exponential function (Eq. 1) to the median behavior of each group. We next 363 calculated the cycle on which the predicted behavior would intersect a pointing angle of 0° 364 for each group, and shifted the behavior of the control to match that of each experimental group at Y = 0 (Fig 3) . This temporal displacement points towards an impairment in the learning rate of the 5 min and the 1 h groups.
367
Finally, to rule out the possibility that our results may be explained by an order effect (subjects always learned the CCW rotation before the CW rotation), we statistically 
374
In summary, we conclude that while the lingering memory of A caused the starting 375 point of the learning process to be strongly biased in all experimental groups, the learning 
381
The exponential model we employed for our empirical analysis implicitly assumed that the 382 rate of learning remained constant across trials. For the B period, this assumption is 383 unlikely to be true because initially, learning from the errors induced by B is aided by baseline, and the rate of this fall is due to two processes: forgetting of A, and learning from 386 error in B. During this period, forgetting and learning act in the same direction. However,
387
once the performance crosses baseline levels, the influence of memory decay on behavior 388 is in the opposite direction to learning from error. State-space models of learning space model to the data from individual subjects separately during the A and B periods (Eq. 2 and 3).
392
The state-space model assumes that learning is governed by two processes: a 393 process that learns from error, and a process that retains a fraction of that memory from 394 one trial to the next. The state-space model closely tracked the observed behavior (Fig. 4) .
395
To quantify the model's goodness-of-fit, we computed the fraction of each subject's 
407
After validating our model, we next considered how anterograde interference could 408 be quantified at the level of three different processes that could affect performance in B:
409
(1) memory of A, (2) cycle-to-cycle forgetting rate in B, and (3) learning from error in B.
410
These three processes are represented separately by three specific model parameters: (1) 411 the initial state of the learner in B, (2) the retention factor, and (3) the error-sensitivity.
Unsurprisingly, the initial state of the learner in B (Fig. 4B) closely followed our 413 empirical estimate of the initial level of performance in B (Fig. 2A) . As the interval between
414
A and B increased, the initial state of the learner in B, i.e., the amount of the A memory 
421
To what extent was the impairment in B driven by changes in the rate of cycle-by-422 cycle memory retention and learning from error? Similar to our empirical analysis, we first 423 confirmed that the experimental groups did not differ in performance during the A period.
424
That is, there was no difference in the retention factor (Kruskal-Wallis, X 
435
In summary, our state-space model pointed to a similar conclusion drawn from our 436 empirical findings. Prior exposure to A resulted in a bias in the initial state of B that 437 persisted through 24 h. Moreover, prior exposure produced a reduction in error sensitivity, 438 but this effect was short lasting: we found no evidence for it when the time between A and 439 B was 6 h or more. Therefore, differences in performance in B for any timescale greater 440 than 1 h were likely related to a prior memory of A and not to a deficit in learning. 
446
there was no change in the learning rate of either state. Two-state models of learning posit 447 that adaptation is supported by two parallel learning processes, a slow process (Fig. 5A,   448 red) that learns little from error but exhibits strong retention over trials, and a fast process 449 (Fig. 5A, green) that learns greatly from error but has poor ability to retain its memory over 
456
Could the reduction in error sensitivity we report in our analysis of anterograde 457 interference be explained by a two-state system whose constitutive parameters do not 458 differ across the A and B periods?
459
To answer this question, we first mathematically compared the likelihood that our 460 data was better described by a two-state system rather than a single state system. We fit a individual subjects, we found that a two-state model of learning was justified in only 5 of 465 the 73 subjects in the experimental groups (Fig. 5B, red lines) . Therefore, in this task, the 466 measured behavior was better described by a single state model of learning (Fig. 5C, 
21
We next asked if a two-state model fit to the A period of behavior would produce this analysis, we focused on the 5 min group that exhibited the most significant amount of 471 anterograde interference (Fig. 2B) . Using the two-state model parameters fit to the A 472 period of behavior, we simulated subject performance during the B period. We found that 473 the dynamics of learning predicted by a two-state model whose learning rates were 474 unchanged from A to B (Fig. 5D, red) , did not visually resemble the pattern of interference 475 we measured in the 5 min experimental group (Fig. 5D, black) . Indeed, the exponential 
549
are separated by at least 6 h.
550
The temporal dissociation we observed between the initial level of performance and 551 the rate of learning likely reflects two distinct processes at play: the persistence of a prior 
585
Here we found that prior learning of a contrasting perturbation had no effect on the cycle-
586
by-cycle retention of subsequent learning.
587
Humans also have the capacity to change their error sensitivity depending on their . State-space model fit to behavior. A. We fit individual subject behavior using a single module state-space model of learning that accounted for cycle-by-cycle forgetting, error-based learning, and initial bias. We fit behavior separately for the A (cycles 1 through 77) and B (cycles 78 through 143) periods. Each plot depicts the median pointing angle for 1 of the 4 experimental groups (black lines) as well as the median pointing angle predicted from simulating the state-space model without noise (blue lines) using the maximum likelihood model parameter sets identified for each subject. Corresponding behavior (red) and state-space predictions (green) are provided for the control group in the top-left plot. The shaded error region indicates ±1 standard error of the median. B. Initial state. Here we report the initial state of the learner at the start of the B period. C. Here we report the retention factor during the B period for the experimental and control groups. D. We report the error sensitivity during the B period for the experimental and control groups. The height of each bar denotes the mean (B) or median (C and D) parameter value for each experimental group. Error bars indicate ±1 standard error of the mean or median. In all plots, experimental groups are shown from left to right in order of increasing temporal separation between the A and B periods. The control group is shown at far right where appropriate. Asterisks indicate a level of significance of p < 0.05 (*) or p < 0.01 (**). figure, -30° perturbation) the initial bias of the slow state towards A can slow the apparent rate of learning of the B perturbation, as compared to initial learning of A (blue trace shows the pointing angle during A with opposite sing and shifted to the 0° pointing angle of B). B. We asked if a two-state system could better account for subject behavior than the single state system considered in the primary analysis. We calculated the Bayesian Information Criterion (BIC) associated with single-state and two-state model fits to individual subject behavior. The endpoint of each line shows the average BIC for the A and B periods (left, single state model; right, two-state model). Each line depicts the result for a single subject. Red lines indicate subjects for which the two-state model was superior to the single state model. Black lines indicate subjects for which the single state model was superior to the two-state model. C. We calculated the difference in BIC for the single state and two-state models. Negative values indicate higher evidence for the singlestate model. The height of the bar indicates the mean BIC, and error bars indicate ±1 standard error of the mean. D. We simulated behavior of each subject during the B perturbation (red) using the two-state model parameters fit to the A period. The initial bias of the slow state towards a memory of A did not produce learning in B that resembled the impaired rate of learning exhibited in the 5 min experimental group (black). Solid lines indicate the median prediction or behavior across subjects. Error shade indicates ±1 standard error of the median. E. To quantify any discrepancy between the rate of learning in B and the rate of learning predicted by the two-state model we fit our empirical exponential learning curve to the actual and simulated B behaviors. 
