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Abstrat: Ation reognition has beome a very important topi in omputervision, with many fundamental appliations, in robotis, video surveillane, hu-man omputer interation, and multimedia retrieval among others. The numberof works published is steadily inreasing, and ation reognition is meanwhilepresented with numerous publiations at reent onferenes. A large varietyof approahes have been desribed. The purpose of this survey is to give anoverview and ategorization of the approahes used. We onentrate on ap-proahes that aim on lassiation of full-body motions, suh as kiking, punh-ing, waving, et. and we ategorize them aording to how they represent thespatial and temporal struture of ations; how they segment ations from aninput stream of visual data; and how they learn a view-invariant representationof ations.Key-words: omputer vision, ation reognition
∗ Deutshe Telekom Laboratories, TU Berlin, Germany
† INRIA Team Lear, Grenoble, Frane
‡ INRIA Team Pereption, Grenoble, Frane
Etat de l'Art sur les Méthodes basées Vision enReprésentation, Segmentation et Reonnaissaned'AtionsRésumé : La reonnaissane d'ations est un problème important en visionpar ordinateur, ave de nombreuses appliations fondamentales en robotique,télé-surveillane, interation homme-mahine et indexation multimedia, entreautres. Le nombre de publiations sur e sujet augmente régulièrement dansles onférenes du domaine. Une grande variété d'approhes ont été dérites.Le but de e rapport est de dresser un état de l'art du domaine et de proposerune lassiation des approhes utilisées. Nous nous foalisons sur le problèmede la lassiation des ations faisant intervenir l'ensemble du orps, telles ques'asseoir, se lever, battre des mains, donner un oup de pied ou un oup depoing, et. Nous lassons les diérentes approhes du problème en fontion desreprésentations spatiales et temporelles qu'elles donnent des ations; de la façondont elles permettent de segmenter les ations dans un ux visuel ontinu; etde leur apaité à apprendre des modèles indépendants du point de vue.Mots-lés : reonnaissane d'ations, vision par ordinateur
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Survey of Ation Representation, Segmentation and Reognition 41 IntrodutionAtion reognition is a very ative researh topi in omputer vision with manyimportant appliations, inluding human-omputer interfaes, ontent-basedvideo indexing, full-video searh, video surveillane, robotis, programming bydemonstration, among others. Historially, visual ation reognition has beendivided into sub-topis suh as gesture reognition (espeially hand gestures)for human-omputer interfaes [36, 122℄, faial expression reognition [204℄, andmovement behavior reognition for video surveillane [66℄. However full-bodyations usually inlude dierent motions and require a unied approah forreognition, enompassing faial ations, hand ations and feet ations.Ation reognition is the proess of naming ations, usually in the simpleform of an ation verb, using sensory observations. Tehnially, an ation is asequene of movements generated by a human agent during the performane of atask. As suh, it is a four-dimensional objet, whih may be further deomposedinto spatial and temporal parts. In this paper, we are only onerned with visualobservations, typially by means of one or more video ameras, but it should benoted that ations an of ourse also be reognized from other sensory hannels,inluding audio. An ation label is a name, suh that an average human agentan understand and perform the named ation. The task of ation reognitionis to name ations, i.e. determine the ation label that best desribes an ationinstane, even when performed by dierent agents under dierent viewpoints,and in spite of large dierenes in manner and speed. A typial set-up for testingand evaluating ation reognition systems onsist in sending instrutions to theators, using simple ation verb imperatives, and to ompare them with thereognized ation names.To reah that goal, the various approahes typially employ a ombination ofvision and mahine learning tools. Vision tehniques attempt to extrat ationdisriminative features from the video sequenes, while providing appropriaterobustness to distrating ues. Mahine learning attempts to learn statistialmodels form those features, and to lassify new features based on the learnedmodels. Two issues whih are thereby of partiular importane are to dealwith hanging viewpoints and to segment the observed motions into semantimeaningful instanes of ations.Note that our denition of an ation is more restritive than the one pro-posed by Pinhanez [127℄ when he states that ations are sequenes of movementsperformed in a given ontext (action = context+movement), with the exampleof typing or playing piano whih involve the same quik movements of the ngersin the dierent ontexts of a omputer desk or a onert hall. For our purpose,they are one and the same ation of quikly moving one's ngers, and this ationan be exeuted as part of dierent tasks, suh as playing the piano or typing.The importane of ontext for visual ation reognition is the fous of an exel-lent reent survey on the meaning of ation [85℄. Here, we onentrate on thestruture of ation by reviewing vision-based tehniques that an be used foranalyzing, segmenting and lassifying movements in order to reognize ationsindependently of the task and ontext where it is performed.Generi ation reognition has already been surveyed in [25, 2, 49, 106, 107℄in the ontext of motion apture and body traking, and in [66℄ in the ontextof surveillane. High-level analysis of ativities was reently surveyed in [174℄.In ontrary, our survey fouses exlusively on ation reognition, and it is theRR n° 7212
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Figure 1: A typial data-ow for generi ation reognition system omprisesinter-dependent stages of feature extration, learning, segmentation and lassi-ation.rst work investigating the three related issues of representing, segmenting andreognizing ations.Figure 1 illustrates the major omponents of a generi ation reognitionsystem and their typial arrangement.Feature extration is the main vision task in ation reognition and on-sist in extrating posture and motion ues from the video that are disrimi-native with respet to human ations. Very dierent representations an beused, ranging from omplex body models to simple silhouette images. In eitherase, issues suh as person loation, robustness to partial olusion, bakgroundlutter, shadows and dierent illumination need to be addressed. Further rep-resentations should provide some insensitivity to dierent types of lothing andphysiques.Ation learning and lassiation are the steps of learning statistialmodels from the extrated features, and using those models to lassify new fea-ture observations. A major hallenge thereby is to deal with the large variabilitythat an ation lass an exhibit, in partiular if performed by dierent subjetsof dierent gender and size, and with dierent speed and style. Ation ategorieswhih might seem learly dened to us, suh as kiking, punhing, or waving,for instane, an have very large variability when performed in pratie. It isthus a partiular hallenge to design an ation model, whih identies for eahation the harateristi attitudes, while maintaining appropriate adaptabilityto all forms of variations.Ation segmentation is neessary to ut streams of motions into singleation instanes that are onsistent to the set of initial training sequenes usedto learn the models. Closely related are the questions: how to hoose suhinitial segmentations; and is there something like an elementary voabulary ofprimitive motions in ation artiulation and pereption?Vision-based tehniques for representing, segmenting and reognizing humanations an be lassied aording to many dierent riteria, e.g. the bodyparts involved (faial expressions, hand gestures, upper-body gestures, full-bodygestures, et.); the seleted image features (interest points, landmarks, edges,optial ow, et.); the lass of statistial models used for learning and reognition(nearest neighbors, disriminant analysis, Markov models, Bayesian networks,onditional random elds, et.). The lassiation we have found to be theRR n° 7212
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tion Representation, Segmentation and Reognition 6most useful is how the dierent methods proposed in the literature representthe spatial and temporal struture of ations. Indeed, our analysis of the reentliterature in omputer vision reveals a large variety of approahes in both thetemporal and the spatial dimensions, whih an be summarized as follows. Inthe spatial domain, ation reognition an be based on global image features,aligned to the geometry of the sene or amera; or on parametri image features,aligned to the geometry of the human body; or on loal image features, withoutstruture. We review those three important lasses in Setion 2. In the temporaldomain, ation reognition an be based on global temporal signatures, suh asstaked features, that represent an entire ation from start to nish; or ongrammatial models that represent how the moments of ations are organizedsequentially, usually with several states and transitions between those states;or on sparse and unstrutured observations, suh as isolated key-frames. Wereview those three important lasses in Setion 3. By ombining the three mainspatial lasses with the three main temporal lasses, we end up with a synoptilassiation of ation reognition into nine basi lasses, shown in Table 1.Additional diulties are introdued when we allow to observe ations fromdierent and hanging views. In suh unonstrained realisti settings a singlepose or motion an result in an almost innite number of possible observations.An appropriate representation needs thus to aount for suh hanges. To thisaim, view-independent approahes have been introdued. Beause of the im-portane of that issue and beause of the large variety of dierent approahesthat have been proposed, we disuss those approahes in a separate setion.The paper is therefore organized as follows. First, we present a generaloverview of ation reognition methods, based on how they represent the spatialstruture of ations in Setion 2, and the temporal struture of ations in Setion3. Then, we review the speial topis of ation segmentation in Setion 4 andview-invariant ation reognition in Setion 5. We lose this survey with adisussion on available datasets and experimental evaluation.2 Spatial Ation RepresentationsWe begin this survey with a review of spatial representation used to disriminateations from visual data. As mentioned previously, a rst step in ation reog-nition is the extration of image features that are disriminative with respetto posture and motion of the human body. Various representations have beensuggested. They mainly ontrast by the amount of high level information theyrepresent versus how eient they are to extrat in pratie. For the purposeof this survey, we lassify them into three main groups - body models, imagemodels, and unstrutured features. Body models are based on a parametri rep-resentation of the human body reovered from images using body-part detetionand traking. Image models, are based on dense image features omputed overa regular grid. Sparse features are based on sparse image features omputed atspeially deteted interest regions and loosely organized into a spatial bag-of-features.
RR n° 7212
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Table 1: Classiation of Ation Reognition Methods based on Spatial (vertialaxis) and Temporal Representations (horizontal axis). Only some of the morereent approahes are listed in eah ell.Parametri, Global, Loal,Ation Grammar Ation Template Bag of Features
Parametri,Bod
yModel Body Grammar Body Template Bag of Posturese.g. e.g. e.g.Wang[183℄, Kojima[84℄,Zhao[203℄, Park[121℄,Ramanan[133℄, Green[54℄,Nguyen[111℄,Guerra-Filho[57℄,Parameswaran[118℄,Peursum[125℄, Kitani[82℄,Lv[99℄, Wang[184℄, Ali[4℄,Ikizler[67℄, Moreny[108℄
Guo[58℄, Niyogi[114℄,Gavrila[47℄, Seitz[153℄,Yaoob[195℄, Ben-Arie[8℄,Rao[136℄, Gritai[55℄,Alon[5℄, Sheikh[156℄,Yilmaz[200℄, Shen[157℄ 
Global,ImageM
odel Image Grammar Image Template Bag of Keyramese.g. e.g. e.g.Brand[17℄, Elgammal[35℄,Cuzzolin[28℄, Ogale[116℄,Robertson[138℄,Sminhisesu[161℄,Ahmad[3℄, Lv[100℄,Turaga[176℄,Weinland[187℄,Natarajan[110℄,Vitaladevuni[180℄
Pierobon[126℄, Roh[141℄,Weinland[190℄, Kim[81℄,Laptev[89℄, Meng[105℄,Wang[181℄, Farhadi[37℄,Fathi[39℄, Holte[64℄,Jia[72℄, Jiang[73℄,Junejo[76℄,Rodriguez[139℄,Souvenir[164℄, Yan[197℄ Carlsson[24℄, Efros[33℄,Jhuang[71℄, Thurau[169℄,Wang[185℄, Shindler[149℄,Weinland[186℄, Zhang[202℄
Loal,SpatialBa
gofFeatures Feature Grammar Feature Template Bag of ST-Featurese.g. e.g. e.g.Shi[158℄ Laptev[86℄, Ke[80℄ Shuldt[151℄, Boiman[16℄,Dollar[32℄, Niebles[112℄,Ikizler[68℄, Niebles[113℄,Nowozin[115℄,Sovanner[152℄,Wong[193℄, Filipovyh[42℄,Gilbert[51℄, Klaser[83℄,Laptev[87℄, Liu[96℄
RR n° 7212
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Figure 2: Illustration of moving light displays, taken from [74℄. Johanssonshowed that humans an reognize ations merely from the motion of a fewlight displays attahed to the human body. Awaiting publisher permission2.1 Body modelsIn this setion, we review methods that represent the spatial struture of ationswith referene to the human body. In eah frame of the observed video stream,the pose of a human body is reovered from a variety of available image fea-tures, and ation reognition is performed based on suh pose estimates. Thisis an intuitive and biologially-plausible approah to ation reognition, whihis supported by psyhophysial work on visual interpretation of biologial mo-tion [74℄.Johansson showed that humans an reognize ations merely form the mo-tion of a few moving light displays (MLD) attahed to the human body (Figure2). Over several deades his experiments inspired approahes in ation reog-nition, whih used similar representations based on motion of landmark pointson the human body. His experiments were also origin of the unresolved ontro-versy on whether humans atually reognize ations diretly from 2D motionpatterns, or whether they rst ompute a 3D reonstrution from the motion ofthe patterns. The observation that upside-down reordings of MLDs are usuallynot reognized by humans an be interpreted as evidene for the presene of astrong prior model in human pereption [166, 52℄, i.e. humans expet peoplewalking upright and an not easily adapt to strong transformations.In the ontext of mahine vision, the two approahes have been advoated,resulting in two main lasses of methods [107℄: 1) reognition by reonstrutionof 3D body models and 2) diret reognition from 2D body models.Reognition by reonstrution divides the task of ation reognition intwo well separate stages - a motion apture stage whih estimate a 3D model ofthe human body, typially represented as a kinemati joint model; and an ationreognition stage whih operates on joint trajetories. Two major diultiesare the large number of degrees-of-freedoms of the human body and the highvariability of their shapes. As a result, a parametri model of the human bodymust be arefully seleted and alibrated to support ation reognition andgeneralization. A large variety of parametri models have been proposed over theyears and we an only mention some of them. See Figure 3 for some examples.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 9In their early theoretial work on representation of three dimensional shapes[102℄, Marr and Nishihara proposed a body model onsisting of a hierarhyof ylindrial primitives, see Figure 3 a). Suh a model was later adopted byseveral so alled top-down approahes, e.g. [63, 142℄. Top down refers hereto approahes that use a 3D model in a generative framework, i.e. 3D bodymodels are generated by sampling from the searh spae of joint ongurations,projeted into 2D, and mathed against the observation. A more general bodymodel based on super-quadris was used in the multiview approah [47℄. Evenmore exible is the model used in [54℄, whih approximates body parts in 3Dthrough a textured spline model. In [133, 67℄ a bottom-up approah is used,whih rst traks body parts in 2D, using retangular appearane pathes, andthen lifts the traked 2D onguration into 3D, see Figure 3 ).Markerless motion apture is a diult problem in itself, whih has beenreviewed in other surveys [49, 45, 106, 107, 131℄ and workshops [61℄. MOCAPtehniques whih require speial markers attahed to the human have also beenused for ation reognition. For instane, Campbell et al. ompute a jointmodel from 14 marker points attahed to a ballet daner's body [22℄, see Figure3 b). Instead of reovering kinemati joint ongurations, several approahesdiretly work on the trajetories of 3D anatomial landmarks, e.g. head andhand trajetories [21, 19, 192℄.Diret reognition approahes work from 2D models of the human body,i.e. labeled body parts, without lifting these into 3D. Common 2D represen-tations are stik gures and 2D anatomial landmarks similar to Johansson'sMLDs. For instane, Goddard et al. [53℄ investigate the use of MLDs for ationreognition. Guo et al. [58℄ reover a 2D stik gure from the skeleton of aperson's silhouette, see Figure 3 f). Niyogi et al. detet a stik gure from thespae-time volume spanned by an image sequene of a walking person [114℄.Other diret reognition approahes use oarse 2D body representations basedon blobs and pathes. For instane [165℄ detets the hands of a person faing theamera using skin tone based olor segmentation, and traks these over time.Hand and head trajetories have been also used in [19℄, see Figure 3 d). [195℄represents eah limb trough a planar path, and traks these using optial ow.[20℄ lusters the human body into a gaussian mixture, based on gradient olorand texture values, and models the evolution of the mixture omponents overtime.To onlude this setion, we should note that nding body parts and esti-mating parametri body models from images remains an unresolved problem,independent of the model used (2D or 3D). Even ommerial MOCAP systemsusing speial markers attahed to the body rely on heavy user interation, whihmakes them unsuitable for reognition tasks, exept in very speial ases suhas automati annotation of MOCAP data for lm produtions [6℄.Monoular, marker-less MOCAP, whih is typially based on diult non-onvex optimizations, is highly prone to suh issues as false initialization, onver-gene to loal optima, or non-reovery from failure. Reent methods [143, 161, 1℄use strong prior learning to redue suh issues by assuming partiular types ofativities, walking or running for instane, and thus by imposing strong on-straints on the type of possible body onguration. Suh prior models heneredue the searh spae of possible poses onsidered, whih however limits theirappliation to ation reognition [203, 124℄.RR n° 7212






(f)Figure 3: Model based posture representations: (a) hierarhial 3D model basedon ylindrial primitives [103℄; (b) ballet daner with markers attahed to body[22℄; () body model based on retangular pathes [133℄; (d) blob model [19℄; (e)2D marker trajetories [200℄; (f) stik gure [58℄. Awaiting publisher permission
RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 112.2 Image modelsIn this setion, we review global, image-based representations of ations, alsosometimes alled holisti representations, whih do not require the detetion andlabeling of individual body parts. They only need to detet a region of interest(ROI) entered around the person. In most ases, features are then omputeddensely on a regular grid bounded by the deteted region. As a general term,we all suh a representation an image model of ation. See Figure 4 for someexamples.Image models an be muh simpler than parametri body models. As a re-sult, they an be omputed more eiently and robustly. Paradoxially, theyhave also been shown to be just as disriminative as body models with respetto many lasses of ations, when used in ombination with temporal represen-tations suh as grammars or templates (see following setion).A typial image model is presented by Darell et al. [30℄, where images ofhand gestures are diretly orrelated, without feature extration. Their workassumes however a stati blak bakground. In most other ases, bakgroundsubtration and feature extration must be performed in a pre-proessing stage.An important lass of image models uses silhouettes and ontours of thehuman agent performing the ation, As a good example, the seminal works onHMMs for ation reognition by Yamato et al. [196℄, uses silhouette imagesquantized into super-pixels, eah pixel ounting the ratio of blak and whitepixels within its underlying region, as features. A similar representation is alsoused in [181℄, see Figure 4 a) and b). In [11℄ silhouettes are integrated over timein so alled motion history images (MHI) and motion energy images (MEI), seeFigure 6 a). In [104℄ a similar representation is derived based on an inniteimpulse response lter. [105℄ proposes the use of a hierarhial MHI. [190℄ompute 3D motion history volumes by lifting silhouettes from multiple viewobservations into 3D visual hulls, see Figure 6 b). [10℄ work on the spae-timevolume spanned by a silhouette sequene over time, see Figure 6 ). Similarly[199℄ work on a spae-time shape, whih is omputed by traking a personsontour over time. [116℄ uses key-frames silhouettes in an HMM and mathesthem via phase orrelation. [137℄ reognize ations from a ondensation lterwhih uses a spline ontours to model the evolution of a person outline overtime, see Figure 4 ). [24℄ ompute ation harateristi key-frames from shapesderived from anny edge ltered images.One way to deal with noisy silhouettes, e.g. in outdoor senes where exatbakground segmentation is diult, is to use the hamfer distane [48℄ as forinstane in [35, 186℄. Mathing of noisy silhouettes an also be made more robustby using phase orrelation [116℄, by staking the spae-time volume spanned bysilhouette images over time [10, 199℄, or by using shape ontext desriptors[100, 162, 202℄.As demonstrated by many of the above mentioned approahes, silhouettesprovide strong ues for ation reognition, and moreover have the advantagesof being insensitive to olor, texture, and ontrast hanges. On the downside,silhouette base representations fail in deteting self-olusions, and depend ona robust bakground segmentation.A seond important lass of image models uses dense optial ow extratedfrom onseutive images to represent the movements of human agents perform-ing an ation. An early example of using optial ow for ation reognition isRR n° 7212




(e)Figure 4: Global posture representations: (a) Silhouettes of tennis strokes [196℄;(b) silhouettes pixels aumulated in regular grid [181℄; () spline ontours [137℄;(d) optial ow magnitude aumulated in regular grid [130℄; (e) optial owsplit into diretional omponents, then blurred [33℄. Awaiting publisher permis-sion
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ognition 13given by Polana and Nelson [128℄, where they ompute temporal-textures, i.e.rst and seond order statistis based on the diretion and magnitude of normalow, to reognize events suh as motion of trees in wind or turbulent motion ofwater. In [130℄ Polana and Nelson propose features for human ation reogni-tion based on ow magnitudes aumulated in a regular grid of non-overlappingbins, see Figure 4 d). Another early approah whih uses optial ow is pro-posed by Cutler and Turk [27℄, where the optial ow eld is lustered into aset of motion blobs, and motion, size, and position of those blobs are used asfeatures for ation reognition.More reently, Efros et al. [33℄ split the optial ow eld into four dierentsalar elds (orresponding to the negative and positive, horizontal and vertialomponent of the ow), see Figure 4 e), whih are separately mathed. Thisrepresentation was also used in [138, 185℄.In the works [79, 89, 39℄, the adaboost-based ViolaJones fae detetor isextended to ation reognition by replaing the retangular image features withstatio-temporal ubes omputed over optial ow.Flow based representations do not depend on bakground subtration, whihmakes them more pratial than silhouettes in many settings, beause they donot require bakground models. On the downside, they rely on the assumptionthat image dierenes an be explained as a result of movement, rather thanhanges in material properties, lighting, et.Another important lass of image features is based on gradients. Gradientbased features beame in partiular popular in onjuntion with sparse SIFT-likerepresentations (see next setion). There are however also several approaheswhih employ gradients globally. [201℄ ompute gradient elds in XY T diretionand represent eah frame through the histogram over those gradients. Also theHOG desriptor, whih has been very suessfully applied to person and objetdetetion [29℄, has been used for ation reognition [170℄. Instead of omputinga single gradient histogram per frame, the HOG desriptor divides the imagegrid into regular spaed overlapping bloks, and omputes a histogram withineah of those bloks.Gradient features share many properties with optial ow features: they donot depend on bakground subtration, but likewise are sensitive to materialproperties, textures, and lighting, et. In ontrast to optial ow, gradients aredisriminative for both moving and non-moving parts, whih has advantagesas well as disadvantages. For instane stati non moving body parts an alsoprovide important ues for an ation, but might be easily onfused with statiobjet in the bakground with strong gradients. Reently several works demon-strated superior results by ombining gradients and ows [89, 87℄, or silhouettesand ow [173℄.The last lass of image models whih we disuss, is based on the neurosien-tially inspired HMAX approah [154℄. For instane the approahes [71, 149℄ombine Gabor lters and optial ow in a max-pooling sheme, to simulate thebasi stimulus-response funtions of a virtual ortex. Beause low-frequenyGabor lters an have very similar shapes than oriented gradient lters, bothprovide similar ues. Yet by using higher-order Gabor lters, additional in-formation an be introdued, whih however also leads to a strong inrease inomputational time.As explained earlier, image models of ations result in strong simpliationsompared to parametri body models. One important onsequene is that theyRR n° 7212
Survey of A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ognition 14are very sensitive to variations in the view diretion of the amera and bodysizes of the agent performing the ation. It is thus important to aount forsuh variation, either through a large number of dierent template instanes, orby using suitable features and mathing funtions that are insensitive to suhtransformations. While holisti approahes have been applied to senarios ofmany dierent kind, they are sometimes advoated as being espeially usefulfor distant-views and oarse representations, e.g. the "30-pixel man" in Efroset al. [33℄.Nonetheless, image-based representations have been used by many approahesof very dierent kinds. As previously stated, they are more easily extrated thanbody models while still providing useful ues on ations. Nevertheless, most ofthe urrent approahes in this lass are based on strong assumptions that needto be addressed in future work. In partiular many approahes assume that aROI around a person, possibly even bakground subtrated, is provided by aprevious proessing stage. Consequently, these approahes strongly depend onthe progress in related elds suh as person detetion and traking. Also, mostapproahes only operate on fully visible bodies and do not investigate how toadapt global models to partial observations, e.g. oluded bodies or lose-upviews. Note anyway that video surveillane adapts well to these assumptionssine far-views are frequent. Moreover, in suh appliations additional sensors,inluding time-of-ight ameras, sonars and tags, an alleviate poor bakgroundsubtration or poor motion analysis.2.3 Sparse featuresIn this setion, we review loal representations of ation whih deompose theimage/video into smaller interest regions and desribe eah region as a separatefeature. Unlike body model-based representations, the resulting interest regionsare, however, not linked to ertain body parts or even image oordinates. In-stead, ations are reognized based on the statistis of those sparse featuresin the image. An immediate advantage of those approahes is that they nei-ther rely on expliit body part labeling, nor on expliit human detetion andloalization.Reently, so alled spae-time interest points [86, 32℄ beame popular, drivenby the suess of interest points and loal desriptors [44, 60, 150, 98℄ in objetreognition and image lassiation. Suh image lassiation approahes aretypially based on bottom up strategies, whih rst detet interest points in theimage, mostly at orner or blob like strutures, and then assign eah region to aset of preseleted voabulary-features. Image lassiation redues then to om-putations on so alled bag of words, i.e. histograms that ount the ourrene ofthe voabulary-features within an image. Similar interest detetors have beenproposed by [86℄ and later by [32℄, see Figure 5, to loate informative regionsin the spae-time volumes spanned by video sequenes. Typially, for eah de-teted loation a ompat vetor desriptions [86, 32, 152℄ of the surroundingspae-time uboid is formed and assigned to a set of preseleted voabulary-features. Generally there are many analogies between these approahes and theuse of SIFT-desriptors [98℄ in objet reognition.The work [86℄ originally extend Harris orner detetion [60℄ and automatisale seletion [93℄ to 3D spae and time. The voabulary features used in thiswork are the responses to a set of point-entered and sale-adapted higher orderRR n° 7212
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(a) (b)Figure 5: Loal posture representations: (a) Spae-time interest points in [86℄are omputed at points of high spatiotemporal variation ("spatiotemporal or-ners"). (b) Spatio-temporal features in [32℄ are designed to be more responsivethen the former spae-time interest points. Awaiting publisher permissiongradient lters. This work was extended to BOW and SVM lassiation in [151℄and applied to the meanwhile very well known KTH dataset. [32℄ proposed analternative interest point detetor based on a quadrature pair of 1D Gabor ltersapplied temporally and spatially. This work also introdues several SIFT-like[98℄ spae-time desriptors based on loal PCA and histogramming of gradient,ow, or brightness values. In [112℄ an unsupervised approah to learning ationsfrom sparse features is proposed using probabilisti latent semanti analysis [62℄.Another interest point detetor is proposed in [193℄, where an image sequene isdeomposed into spatial omponents and motion omponents using non-negativematrix fatorization (NMF). Interest points are then independently deteted in2D spatial and 1D motion spae using dierene of gaussian (DoG) detetors.A pratial advantage of interest-point approahes is that the detetion ofthe agent need not be performed expliitly for the omputation of the spae-time features. The deteted interest points need to show some onsistenyfor similar observations, but usually they an also aount for some outliers.On the downside, the deteted features are usually unordered and of variablesize, and onsequently modeling geometrial and temporal struture is diultwith spae-time features. Many approahes stik therefore with the previouslymentioned spatial bags of features representation, whih desribes sequenessimply through histograms of feature ourrenes, hene without modeling anygeometrial struture between the feature loations.Bag-of-feature modeling beame prominent in image lassiation for at-egorization of objets lasses, suh as biyles, ars, and hairs for example.In these settings, disarding global strutural information an be even advan-tageous, as it results in proper insensitivity to interlass variations and viewtransformations. It is however arguable whether suh insensitivity to struturalinformation is advantageous for ation reognition, where we are onerned witha single objet ategory, the human body, yet with detailed knowledge about itsinterlass onguration. Some approahes [113, 194, 42℄ use graphial modelswith hidden variables for the position of pathes to add strutural information tothe loal features. In [51℄ so alled ompound features are proposed, whih anbe seen as some kind of super features taking into aount the relative positionsRR n° 7212
Survey of Ation Representation, Segmentation and Reognition 16of several features in a neighborhood. Another possibility to add strutural in-formation is to divide the image spae into several loal BOW histograms. Forinstane the approah [87℄ omputes loal features not only at deteted interestpoints, but densely over a spae-time volume. BOWs histograms are then om-puted at multiple positions and sales following a pyramid representation [90℄.Though based on loal features, suh an approah shares as well many of theproperties of global image representations suh as HOG and HMAX (Setion2.2).Other interesting issues with BOW based approahes are: how to selet asmall but disriminative voabulary [96℄, and how to ombine dierent types offeatures, e.g. sparse features and silhouette based features [95℄.Finally it is also important to mention, that although most of the previousapproahes ompute SIFT-like histograms over ubes in 3D spae and time, thegradients used in the histograms are nevertheless mostly only 2D spatial. Infat, nding a uniform quantization for vetors on a 3D sphere is a well knownproblem, whih was reently addressed by several papers [152, 83℄ in the ontextof deriving 3D SIFT desriptors for ation reognition.Though the majority of sparse feature representations is based on the pre-viously disussed extensions of SIFT, several other sparse/loal representationshave been proposed. In [80℄ loal pathes are omputed from an olor-basedover-segmentation of the spae-time volume. Loosely spatial relations betweenthe resulting segments are then learned via pitorial strutures [43, 40℄, and usedfor mathing ations. Also the approah in [16℄ is based on the idea of learningpathes and a loosely spatial onguration of those pathes. Even more radial,this approah does not identify pathes via segmentation or feature detetors,but searhes instead over all possible images path ongurations of a given size.In summary, sparse features have reently drawn a lot of attention in theation reognition ommunity, probable beause they provide many of the ad-vantages that showed suessful for stati objet reognition, and beause theyare easily and straightforward applied to diult senes, e.g. movies or videolips from the internet, that evidently will be very diult to use with the otherkinds of spatial desriptors, i.e. body models and image features. They areless aeted by olusions than global features, and they provide some viewinvariane to ane transformations. Moreover, they an be used without priorneed for person detetion and bakground subtration. There are however manyremaining issues in onjuntion with those features, whih need to be addressedin future works. For instane it is not lear whether they an be used withoutperson detetion in senes ontaining multiple persons. Also, they depend on ro-bust detetion of the interest points, and onsequently seem to work partiularlywell with fast and periodi motions that provide a lot of reproduible spae-timeorners, yet it is less obvious how to robustly detet interest points from smoothand monotoni motions. Finally, and as disussed previously, another open is-sue with those features is how to eiently add global spatial onstraints in tothe BOW omputation.3 Temporal Ation RepresentationsIn the previous setion we disussed the dierent kind of image features thatan be extrated from a video sequene to represent the spatial struture ofRR n° 7212
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tions. We will now desribe the dierent representations that an be usedto learn the temporal struture of ations from suh features. As a result, wefurther lassify approahes to ation reognition, based on how they express thetemporal omponent of the observations. We distinguish between three mainategories of representations: grammars are expliit models of the dynamisof ations, whih model time as part of the observation, typially through aset of nite states and temporal transitions between these states; templates areimpliit models of the dynamis of ation, where time is frozen into ompletetemporal bloks of observations; keyframes are isolated moments of ations thatan be used for reognition without taking into aount the temporal relationsbetween them.3.1 GrammarsThe approahes disussed in this setion represent an ation as a sequene ofmoments, eah with their own appearane and dynamis. The hoie of dynamimodel is generally independent from the type of features used, e.g. a body model(Setion 2.1) or image model (Setion 2.2). A ommon way to approximate adynamial system over feature observations is to group features into similarongurations, i.e. states, and to learn temporal transition funtions betweenthese states. Suh models fall generally into the lass of state-spae or graphialmodels, whih are best desribed as probabilisti grammars.Among the versatile probabilisti grammars used for ation reognition themost prominent is ertainly the hidden Markov model (HMM) [132℄. The HMMame in partiular to fame beause of its great suess in the speeh and naturallanguage proessing ommunity. A HMM model of ation is typially a proba-bilisti nite state mahine with a single state variable for the moments of theation (e.g. preparation, start, middle and end). State transitions follow theMarkovian assumption, i.e. the state at time t only depends on its diretly pre-eding state at time t−1. Usually, a separate grammar is learned for eah ationlass, and an use all types of spatial representations as input observations, i.e.body models, image models and sparse features, together or in isolation.The rst work on ation reognition using HMMs is probably that of Yamatoet al. [196℄, where a disrete HMM is used to represent sequenes over a set ofvetor quantized silhouette features of tennis footage, see Figure 4 a). Starneret al. [165℄ use a ontinuous HMM for reognition of Amerian sign language.Wilson and Bobik [191℄ are reognizing hand gestures using a HMM. Bregler[20℄ learns a kind of swithing-state HMM over a set of autoregressive models,eah approximating linear motions of blobs in the video frame.There are many other approahes using HMMs, to name a few: Brand [17℄investigated how a HMM an be learned in one spae, e.g. parametri bodyposes, and mapped to another, e.g. 2D silhouette observation. Wang et al.propose a distane measure between HMMs for unsupervised lustering of ges-tures. Green and Guan, use HMMs for temporal segmentation of gymnastisfootage. Ogale et al. [116℄ learn HMMs over luster of key-frame silhouettes,whih observe ations from dierent viewpoints. Lv and Nevatia [99℄ use HMMsas week lassiers in an adaboost based ation reognition approah.HMMs are purely sequential models of ation, whih severely limits theiruse for full-body ation reognition, where the dierent body parts may moveindependently and in parallel. Various extensions to the more general lassRR n° 7212
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 Bayesian networks (DBN) [50℄ have been proposed to overomethis limitation. Brand et al. [19℄ learn oupled HMMs to model interationsbetween several state variables. They use a two state oupled HMM to reognizeinterations between left and right hand motions during Tai Chi exerises. Parket al. [121℄ use a omplex DBN to model interations between two persons, suhas hugging, handshaking, and punhing for instane. Peursum et al. [125℄ modelinterations between people and objets in their work using Bayesian networks.N'Guyen et al. [111℄ propose to use hierarhial HMMs for ativity reognition.Lv and Nevatia [100℄ and Weinland et al. [187℄ extend HMMs with expliitlatent states for view point, to model ations seen from arbitrary views in asingle model.A less obvious limitation of HMMs is that they are generative models ofations, whih rely on simplifying statistial assumptions for omputing thejoint probability of the states and the observed features, whereas a more generaldisriminative model may better predit the onditional probability of the statesgiven the observed features. As a result, several authors have investigated theuse of disriminative models of ations.Sminhisesu et al. [161℄ proposes to use Conditional Random Fields (CRF)instead of HMMs. CRFs are disriminative Markov models whih an use non-independent features and observations overs time (ontrary to the HMM as-sumption). Furthermore, CRF parameters an be trained to maximize thedisriminative power of the lassier, rather than the joint probability of thetraining examples. Modeling sub-strutures within ations is, however, not asstraightforward with a CRF as with a HMM. The original CRF framework pro-posed in [161℄ only modeled dynamis between separate ations instanes, butnot within single ations. More reent works [182, 108, 181℄ overome this issueby using hierarhial layers of latent variables. A CRF approah whih expliitlyinorporates variables for unknown viewpoint, similar to the HMM approahes[100, 187℄, is proposed in [110℄.Other dynami models that have been used for ation reognition are: autoregressive models [20, 137, 9℄, ontext-free grammars [69, 117℄, general state-spae approahes [14℄, time delayed neural networks [198℄, feature-strutures[84, 169℄, and Stiefel and Grassmann manifolds[175℄. Ali et al. [4℄ take a moreradial path by making the laim that the dynamial proesses involved inhuman ation are intrinsially non-linear and non-Markovian. Instead, theypropose to model the human body as a haoti system, to disover the truetype of inherent dynamis in a supervised fashion.A strong advantage of grammars and state-spae models is their high degreeof modularity. This makes them suitable for generalizing over large variationsin ating speeds and styles. Grammars are also ompositional, i.e. grammarmodels of primitive ations an also serve as smaller voabulary units to buildlarger networks of omplex ations [67℄, and similarly, omplex models an beused to segment sequenes into smaller units [18, 54, 123℄, as disussed more indetail in Setion 4.3. Parameters of probabilisti grammars an also be learnedquite eiently, using small numbers of labeled examples in supervised mode,or large numbers of non-labeled examples in non-supervised mode. But thestruture of probabilisti grammars must usually be hosen manually (see Kitaniet al. [82℄ for an notable exeption). As a result, learning and evaluation ofgrammar-based ation reognition remains an outstanding problem with largenumbers of ations lasses.RR n° 7212
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ognition 193.2 TemplatesInstead of representing features and dynamis expliitly and separately in alayered model, some methods enode the dynamis impliitly by diretly learn-ing the appearane of omplete temporal bloks of features - whih we alltemplates. Typially, template-based approahes diretly represent dynamisthrough example sequenes, either by staking features from several frames intoa single feature vetor, or by extrating features from the n-dimensional spae-time volume spanned by a sequene over time, see also Figure 6. Though mostof the approahes that use templates are based on image models, suh as [10℄and [199℄ that build templates by staking multiple silhouette images into asingle volumetri representation, they an also be used with parametri models,e.g. [58, 114, 195, 136, 55, 5℄, or even loal representations [80℄.Templates are typially omputed over long sequenes of frames, and shouldnot be onfused with spatio-temporal features or optial ow (Setion 2.2 and2.3), whih are omputed over small time windows (typially 2-4 frames) andserve as omponents of other ation lassiers, i.e. grammars, templates orkeyframes. The seminal work on ation templates is that of Bobik et al. [11℄,who build a motion history image (MHI) by mapping suessive frames of sil-houette sequenes into a single image, see Figure 6 a), and extrat Hu-moments[65℄ from this representation. MHIs are generally similar to a depth map om-puted from a spae-time volume. MHIs have been later extended to motionhistory volumes (MHVs) [188℄, see Figure 6 b), by using visual hulls omputedfrom multi view sequenes instead of the 2D silhouettes used in the originalwork.Templates are usually xed-size vetor representations, whih makes themstraightforward to implement in ombination with most stati lassiation teh-niques. Often simple nearest-neighbor assignment or naive Bayes lassiationare used in experiments. Contrary to grammars and state-transition models,templates annot represent variations in time, speed, and ation style throughspeial variables. Variations are instead impliitly represented through large setsof example sequenes, making the lassiation problem more diult. In thoseases, advaned statial learning methods have been proposed: for instane [58℄map joint oordinate sequenes onto a low frequeny Fourier representation andlassify the resulting omponents using a neural network. [105℄ proposes toextend MHIs to hierarhial MHIs and lassies those using a support vetormahine lassier. The works [89, 79, 39℄ all share the idea of rst omputing aow based spatio-temporal volume, and then using the adaboost lassier to se-let uboid based weak lassiers within that volume, similar to the retangularfeatures of the well known Viola Jones fae detetor [179℄.To deal with ations with variable durations, an additional normalizationstep may be neessary to ensure that the resulting feature vetors have the samedimension, or the more advaned dynami time warping (DTW) [147℄ may beused. Darrell et al. [30℄ orrelate observations frames against a set of learnedpose templates, and math the resulting sequenes of orrelation sores usingDTW. [114℄ and [47℄ use DTW to math sequenes of joint model ongurations.[178℄ propose a DTW method for ation reognition that allows better modelingof variations within model sequenes. Note that DTW is in fat a very simplegrammar, where eah frame represents a separate state.RR n° 7212
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(a)
(b)
()Figure 6: Spae-time representations: (a) motion energy images (MEI) andmotion history images (MHI) [13℄; (b) motion history volumes (MHV) [188℄; ()spae-time shapes [10℄. Awaiting publisher permission
RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 21Instead of using multiple templates in a onventional lassier, [139℄ proposesto build a single template from a olletion of templates using a MACH lter,whih an then simply be orrelated with new observations sequenes.Other important examples of ation templates use Fourier or wavelet repre-sentations in the temporal domain, [129, 94℄. Trajetories of body parts or imagefeatures an be also used as templates. For instane, [101℄ introdue templatesof body feature trajetories after traking over extended time sequenes.In summary, template based representations of very dierent kind have beenproposed. Generally they are eetive and disriminative ation representations,and in partiular attrative beause they straightforward integrate with pow-erful stati lassiers suh as SVMs or adaboost. Arguably they are more dis-riminative than Grammars, beause they simultaneously onstrain spae anddynamis, instead of independently treating them on separated layers. Theirglobal harateristi makes them however more diult adapt to new observa-tions that were not expliitly represented in the training set, e.g. variationsin ation performane or missing observations beause of olusions. Also indierene to grammars they do not provide internal mehanisms for automatitemporal segmentation (see Setion 4.3), and therefore mostly use the moreexpensive sliding window based searh (Setion 4.2) for nding good segmenta-tions.3.3 KeyframesIn ontrast to previous referenes, some approahes do not attempt to modelthe dynamis of ation at all. Instead, they attempt to reognize ations fromisolated, harateristi key-frames or with other time-independent measures suhas frequeny of feature ourrene over time for instane.While possibly not pratial with all kinds of ations, these approahes havereently made a onvining ase that they an be quite eetive. An immediatebenet of suh representations is a drasti redution in the omplexity and inthe sensitivity to temporal variations suh as exat length and speed of ations.Another advantage of those methods is that they sometime an even reognizeations from still images, whih the human visual system seems to do easilyand onsistently. Reent methods attempt to emulate this apability by usingpowerful stati mathing tehniques to ompensate for the lak of motion in-formation, whih is of ourse an important ue for ation reognition, both byhumans and mahines, as demonstrated in [74℄.Carlsson and Sullivan [24℄ introdue the use of key-frames, i.e. a singleharateristi frames of an ation, to reognize forehand and bakhand strokesin tennis reordings. The term key-frame omes originally from animation andlmmaking, where key frames dene start and ending point of a smooth motion.Mathing in [24℄ is based on a sophistiated point to point mathing betweenedge ltered images, to measure the deformation of a edge template with respetto the image observation.An interesting attempt was made in [149℄ whih does not use a single frame,but very short snippets of frames, and tries to answer the question of how manyframes are required to perform ation reognition?Time independent representations are also important for ation/event reog-nition from single imagery, i.e. photographs. [92℄ present an approah thatombines dierent visual ues in a generative model to reognize sport events inRR n° 7212
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ognition 22stati imagery, e.g. badminton, snowboarding, sailing, et.. Another approahfor unsupervised disovery of ation lasses from single images is proposed in[184℄.Besides single stati images, sequenes an be also enoded without takingtemporal relations into aount. Histogram tehniques, i.e. the so alled bagsof words approahes, have been used to represent sequenes simply base on thefrequeny of feature ourrene e.g. [151, 32, 152, 185℄. The biologially mo-tivated system of [71℄ uses a dierent tehnique with feature vetors omputedas maximum math responses to a set of prototypes. Similarly, Weinland etal. [186℄ use an exemplar-based embedding, whih represents a sequenes via itsminimum distanes to a set of prototypes.An extension to BOW based on "temporal binning", to expliitly take someshort-time temporal ordering of visual words into aount is proposed in [115℄.Another possibility to add some temporal onstraints to BOW based on so-alledspatial-temporal orrelograms was proposed in [148℄.Clearly, time independent representations an't be applied to disriminateall kind of ations, e.g. two ations that share similar poses but in dierenttemporal order. They are mostly interesting beause they are often simple andeient to omputed, and further time independeny results in insensitivity tovariations in time sale, e.g. length and speed of an ation.In summary, there is growing interest in using time-independent represen-tations, and in partiular the BOW approah. This is partially imposed bythe reent trend in using sparse features, whih simply seem to work best withsuh a simplied representation  or at least up to now, no more eient wayof integrating them over time has been found. Nonetheless, and in partiularfor modeling small atomi motions, dynami free representations have powerfulproperties, suh as being eient to ompute, insensitive to timesale variation,and nevertheless very disriminative, whih makes them as well attrative in amore general ontext.4 Ation SegmentationIn the rst two setions of this survey, we have mostly been onerned withapproahes that extrat visual features from video streams and ombine themin spae and in time for making a deision on what ations are present in thevideo. In many ases, those approahes are illustrated with results obtainedusing segmented video lips eah showing a single ation from start to nish,both for training and testing. But an the two tasks of ation segmentationand ation reognition really be performed separatel? There appears to be verylittle evidene from neurosiene on how motion segmentation and reognitioninterat in the human visual system. From a omputational point of view, itis of ourse beneial to segment the video stream before applying reognition,sine labeling a segment is muh more eient than labeling all subsegments ina stream. But this raises the diult issue of nding a generi voabulary ofparts of ations, and generi methods for breaking video streams into the or-responding segments. In pratie, this appears to be a problem no less diultthan ation reognition itself, espeially when working with arbitrary views.We start by disussing dierent methods used for temporal segmentation.We lassify those methods into three broad lasses. Boundary detetion meth-RR n° 7212
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itly searh for features whih haraterize start and end points ofations. Suh boundaries an be haraterized for example as disontinuities orextrema in aeleration, veloities, and urvature. Sliding window methods areapproahes that evaluate the learned lassiers for all possible segments undera sliding window, and detet segments by searhing for peaks in the result-ing reognition sores. Compositional approahes are methods whih build uprepresentations for sequenes of ations, using higher-level grammars to modeltransitions between individual ation lasses, and dynami programming teh-niques to identifying the best possible path through those models. We losethis setion with a short disussion of methods whih attempt to build a vo-abulary of generi ation primitives to simultaneously solve the problems ofsegmentation and reognition.4.1 Boundary DetetionA ommon strategy for reognizing ations is to use a generi segmentationmethod based on deteting motion boundaries, then separately lassify the re-sulting segments. As mentioned earlier, motion boundaries are typially denedas disontinuities and extrema in aeleration, veloities, or urvature of theobserved motions. The hoie of boundaries thus impliitly results in a basimotion taxonomy.An early paper by Marr and Vaina [103℄ disusses the problem of segmentingthe 3D movement of the human body, and suggests the use of rest states, i.e.loal minima, of the 3D motion of the limbs as natural transitions between prim-itive movements. Similar, Rubin and Rihards dene in their work [145℄ twoelementary kinds of motion boundaries: starts and stops and dynami bound-aries. Starts and stops are boundaries that our whenever a motion hangesfrom a moving state into a rest state and vie versa, they are thus analog to therest states dened by [103℄. Furthermore, dynami boundaries appear betweenstarts and stops and result from disontinuities, e.g. steps or impulses, in foreapplied to the objet in ation.Following this theoretial line of researh, omputational approahes for mo-tion boundary detetion have been proposed [146, 116, 189, 183, 136, 77, 180℄.[146℄ perform an SVD deomposition of a long sequene of optial ow imagesand detet disontinuities in the trajetories of seleted SVD omponents tosegment video into motion patterns. Similar, [116℄ luster ation sequenes bydeteting minima and maxima of optial ow inside body silhouettes. Insteadof fatorizing ow into dierent omponents, their method only uses the averageglobal ow magnitude. In [180℄ impulses in motion, so alled ballisti dynamis,are modeled using a Bayesian network over various image based features, andused to detet motion boundaries.In theory, boundary detetion methods are attrative beause they provide ageneri segmentation of the video, whih is not dependent on the ation lasses.In pratie, the segmentation must be used with some preautions beause (a)they are subjet to errors in the reovery of the motion eld; (b) they are notstable aross view-points; and () they are easily onfused by the presene ofmultiple, simultaneous movements.Extrema in motion magnitude were used in [189℄ to segment 3D movementsof a single ator from visual hulls. That method is independent of viewpoint,and does not require optial ow omputations. As a result, it is shown to beRR n° 7212
Survey of Ation Representation, Segmentation and Reognition 24fairly onsistent over both training and testing examples, as demonstrated withan unsupervised learning task. Boundary detetion methods are most usefulin ases where body part trajetories are available. Wang et al. [183℄ use2D trajetories of hand gestures and searh for loal minima of veloities andloal maxima of hange in diretion. Similar [136℄ examine trajetories of handmotions, see Figure 8(b). [77℄ use a hierarhial body model and detet loalminima in fore, momentum, and kineti energy of the joints. They omparetheir segmentation results on professional horeographed danes.4.2 Sliding WindowsAnother strategy for reognizing ations divides the video sequene into multi-ple, overlapping segments, using a sliding window. Classiation is performedsequentially on all the andidate segments, and peaks in the resulting lassia-tion sores are interpreted as ation loations. In ontrast to boundary detetionmethods, the segmentation here depends very strongly on the reognition stage.As a result, it should be lear that those methods are not appliable in the train-ing stage. A onsistent segmentation of the training examples must be providedmanually or through another method, and is a ruial elements for the suessor failures of those methods.A sliding window approah an be used with any of the previously disussedfeature representations and lassiers. Many template-based representations(Setion 3.2) [201, 205, 41, 79, 80℄ use a sliding window. Some approahes usethem in ombination with dynami time warping (DTW) [30, 109, 5℄ and evengrammars [12, 192℄.Compared to boundary detetion methods, sliding window methods are usu-ally muh more omputationally intensive, as they involve many evaluation ofall lassiers. To ahieve robustness against the duration of ations, they oftenrequire multiple window sizes as well, whih results in an additional omputa-tional burden. Sliding window methods may also produe unpreditable resultsin the presene of unknown ation ategories. However, sliding window methodsmake less assumptions, i.e. they do not assume speial boundary riteria, andan be easily integrated on top of any ation lassier without requiring furtheromputation of speial segmentation features. Indeed, they an be viewed as su-pervised ation segmentation methods, whih makes them espeially attrativeduring the learning of novel ation lasses.4.3 Higher-Level GrammarsIn a previous setion (Setion 3.1), we reviewed representations of individualation lasses with grammars, whih give a model of the transitions betweenstates (moments) in the ation. Similarly, the transitions between ations anbe modeled with higher-level grammars. This provides a generi method forsegmenting sequenes of ations. This is a natural strategy when individualations are already modeled with grammars. Higher-level grammars are builtby pieing together the individual models into a single large network, whihexpliitly models the transition between those single ations. Suh networksan be build for instane by joining all models in a ommon start and end nodeand by adding a loop-bak transition between these two nodes. It is also possibleto allow for more omplex transitions between ations, e.g. ations may shareRR n° 7212
Survey of Ation Representation, Segmentation and Reognition 25states and transitions between ations may be adjusted individually to reetmore realisti the probabilities of one ations following another. Suh omplexstruture are similar to HMM networks used in ontinuous speeh reognition.Segmentation and labeling of a omplex ation sequene is then omputed as aminimum-ost path trough the network using dynami programming tehniques,e.g. the Viterbi path for HMMs [132℄. The works [18, 54, 123, 99℄ use suhnetworks for ation reognition based on HMMs. Similar [161, 108℄ use CRFs,and [158℄ Semi-Markov models. The work of [137℄ uses autoregressive modelsto represent ations, and a ondensation lter to swith between these models.Those approahes make neither the assumptions of the boundary detetionmethods, nor do they require heavy evaluations suh as sliding window ap-proahes. The segmentation is elegantly and eiently solved using dynamiprogramming tehniques. However, it should be emphasized that learning ahigher-level grammar with many ations requires a muh larger amount of train-ing data, espeially when transitions between ations are learned from real data.In speeh reognition suh data is available in form of text-douments, word-transriptions, and phonetially labeled sequenes. Similar data does, however,urrently not exist for ation reognition, and therefore transitions betweenations are often set manually, or with strong assumptions, suh as uniformtransition probabilities.4.4 Ation primitivesA nal lass of methods for segmenting ations uses an analogy with speehreognition. All spoken languages are known to be omposed of a small numberof phonemes. Phonemes are the smallest independent units of a language andall utteranes in that language an be represented (and reognized) as a om-position (sequene) of phonemes. Some authors have made the analogy that atleast some ations are body languages that an similarly be deomposed into adisrete voabulary of primitive ations. When appliable, this analogy an beused to over-segment the video into a sequene of primitive ations, and leaveall the burden of ation lassiation for the next stage of proessing.Independent proposals for motion primitives have been made. [20℄ introduesmovemes as the omplement to phonemes in speeh. Movemes are basi buildingbloks of ations words, that an be approximated with a linear system. Similar,[54℄ hose the name dyneme. In their work they build HMM networks based onan empirial hosen alphabets of 35 dynemes. Another work whih addressesbuilding motor primitives in joint spae is [57℄. In this work, primitives ofkineti origin are named kinetemes. In omputer graphis, [144℄ introdue theonept of verbs and adverbs whih are used as building bloks to interpolatenew motions from example motions. In the work of [6℄, the user an dene a setof motion primitives, whih is then used to synthesize new omposite motions.Besides manually dening ation taxonomies, several approahes attempt apurely data driven disovery of motion primitives. Brand and Kettnaker [18℄,see Figure 7(a), start from a fully onneted HMM to represent a ontinuousation sequene. An entropy based minimization is then used to disover inde-pendent strutures within the HMM by pruning most of the transitions. Theyevaluate their method on single blob trajetories of oe ativity and outdoortra. [183℄ segment hand gestures using boundary detetion. For eah seg-ment a separate HMM is learned and a distane dened between pairs of HMMRR n° 7212
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(a)
(b)Figure 7: Primitive disovery and garbage modeling using HMMs: (a) Im-ages from [18℄. Transition probabilities and initial state probabilities of a fullyonneted HMM, (Left) before and (Middle) after struture disovery using en-tropi estimation. (Right) resulting graphial model (b) HMM network withadditional garbage-model (threshold model). The garbage model is build as anergodi fully onneted HMM based on opies of all states in the original modelsfrom [91℄. Awaiting publisher permissionallows them to hierarhial luster these HMMs. The work [189℄ uses boundarydetetion as well. They use visual hull sequenes in 3D and motion energy min-ima to split those sequenes into small ation segments. The resulting segmentsare then agglomerated into a hierarhy of motion lusters. [201℄ use normalizeduts on orrelation matrixes of ation sequenes to luster these sequenes intodierent types of motions. [177℄ propose a SVD tehniques for 3rd order tensors,to fatorize Rpeople×ation×time joint-oordinate tensors into motion signatures.[70℄ use a spatio-temporal extension of the ISOMAP embedding method [168℄to disover motor-primitive from MOCAP data.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 27The omposition approah has been extremely suessful in the ase of faialexpressions, where a small number of Faial Ation Units (FAUs) have beomeprominent sine the work of Ekman and Frisen [34℄. It took Ekman deadesto build a proper voabulary and prove that it is indeed generi and stableover dierent ontexts and ultures. Segmentation and reognition of FAUsby omputers have been surveyed separately by Fasel and Luettin [38℄ andan serve as a useful referene for applying omposition methods in other areas.Unfortunately, the generalization to Body Ation Units remain an open problemresisting investigation.5 View-Independent Ation ReognitionAs mentioned earlier (Setion 2.1), fundamental onsiderations on the modelrepresentation, i.e. wether to use a 2D or 3D representation, have a long his-tory in ation reognition. Early psyhophysial experiments [74℄ where askingwhether humans use struture from motion reonstrution to reognize ations,or whether they reognize ations diretly from 2D motion patterns. Approahesdemonstrating general qualities of either diretion have been proposed.Following the initial suess of those approahes new hallenges, suh aslearning larger number of ation lasses and robustness under more realistisettings, gained importane. Within this sope a very important demand is in-dependene to viewpoint, whih wasn't address by most of the early approahes.It is our opinion, that suh onsiderations bring the issue on how to representposture, i.e. in 2D or 3D, into a interesting new perspetive. In the followingdisussion we will therefore in partiular fous on the dierent view representa-tions used by ation reognition approahes, i.e. 2D, multi-view, or 3D.We take our taxonomy for view-independent ation reognition from work onview-independent shape mathing [78℄, whih names three strategies for view-independent mathing: normalization, invariane, and exhaustive searh. Nor-malization maps observations from dierent views into a ommon anonialoordinate frame, mathing is then performed under this anonial setting. In-variane uses features that do not depend on view transformations, suh thatthe resulting math is the same for any view transformation. Exhaustive searhtakes all possible view transformations into aount, and searhes for the opti-mal math within these. All these strategies apply as well to ation reognition,with the additional diulty that the viewpoints themselves may hange overtime. In the following we disuss approahes based on these strategies, andas mentioned previously, separate as well between view representations in 2D,multi-view, or 3D.5.1 NormalizationIn view-normalization based approahes, eah observation is mapped to a om-mon anonial oordinate fame. Therefore normalization approahes generallyrst estimate ues that indiate the transformation from the anonial viewframe to the urrent view of the observation, and then orret the observationwith respet to the estimated transformation. Mathing then takes plae in thenormalized oordinate frame.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 285.1.1 Normalization in 2DNormalization is used by many approahes as a preproessing step to removeglobal sale and translation variations. In partiular image models, e.g. silhou-ette base approahes (Setion 2.2), often extrat a retangular region of interest(ROI) around the silhouette, and sale and translate this region to a unit frame.This normalization removes global variations in body size, as well as some saleand translation variations resulting from perspetive hanges.Normalization with respet to out-of-plane transformations, e.g. a amerarotation, is not trivial given a single 2D observation. Nevertheless, [140℄ pro-pose a method, whih estimates the 3D orientation of a person from its walkingdiretion in 2D, using knowledge about the ground homography and ameraalibration. Assuming only horizontal rotation of the body in 3D, the 2D sil-houette of the person is perspetively orreted onto a fronto parallel view andmathed against a set of anonial silhouettes.5.1.2 Normalization in 3DAlthough it somehow limits the appliation of ation reognition approahes,walking diretion as orientation ue was as well used by several 3D based ap-proahes to ompute a referene frame for normalization. [15℄ use multiple viewsto ompute a 3D voxel reonstrution of a walking person. The walking dire-tion is then used to bak-projet the person silhouette on a view orthogonalto the walking diretion, and ation reognition is performed on the resultingsilhouettes. Also [28℄ align voxel grids of human bodies using their waking di-retion. After normalization, they perform ation reognition on veloities ofbody part estimates. [141℄ extend MHIs [11℄ to disparity maps. An estimatedglobal ow diretion is used in this work to align the 2.5D MHIs. Also severaljoint model based approahes use an estimated walking diretion to estimatethe initial model, e.g. [203, 124℄.Given a 3D joint body model, an orientation independent joint representa-tion an be ompute based on the global body strutures. Often the torso isused as referene objet to normalize all joints with respet to its orientation. Itis further possible to represent eah body part with and individual oordinateframes. For example, [47℄ ompute individual referene frames for the torso,arms, and hips.In summary, normalization approahes are based on the estimation of thebody orientation. If strong ues, suh as walking diretion or a reonstrutedbody model are available, the orientation an be easily derived. However, allfollowing phases depend on the robustness of this step. Miss alignments, beauseof noisy estimations or intralass variations, are likely to aet all followingphases of the approah.5.2 View InvarianeView-invariant approahes do not attempt to estimate view transformationsbetween model and observation. Instead view-invariant approahes searh forfeatures and mathing funtions that are independent (i.e. do not hange) withrespet to the lass of view transformations onsidered.RR n° 7212





|2 an be used as mathingost [167, 55, 156, 199, 200, 157℄. Similar, matrix fatorization and rank on-straints, as in struture from motion estimation [171℄, an be used to validatewhether point orrespondenes in two images ame from the same single rigidobjet [153, 136, 134, 135℄.Geometri invariants, i.e. measures that do not hange under a geometritransformation, an also been used for invariant mathing of landmark points.These invariants an be omputed from 5 points that lie in a plane. [118, 119,120℄ detet joint onguration during walking yles that fulll this onditionof 5 landmarks lying in a ommon plane, and use them to ompute geometriinvariants.Note that most of the previously disussed approahes depend on detetionof point orrespondenes, whih is very diult in pratie. Further note, thatalthough these approahes are single view 2D, omputing the fundamental ma-trix and struture from motion fatorizations are already rst steps towards a3D reonstrution.More reently, an invariant approah that optional uses point orrespon-denes or image features without orrespondenes is proposed in [76℄, whereations are learned from arbitrary number of views by extrating view-invariantfeatures based on frame-to-frame self-similarities within a sequene. The rep-resentation disards all information related to an absolute referene frame, itdoes not depend on position or appearane, and only is based on the relativehange between frames. It is shown in [76℄, that suh features remain surpris-ingly stable under hanging viewing onditions. The approah [37℄ is purelybased on image observations. It provides some kind of view-invariane by usinga transfer learning approah, whih maps an ation model from a soure-viewinto a novel target-views. To establish suh a transfer mapping, expliit samplesof orresponding observations from soure and target view must be availableduring learning, those need however not neessarily provide views of the sameation lass, for whih the transfer funtion is learned.
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(a)
(b)Figure 8: View invariant ation reognition: (a) geometrial invariants an beomputed from 5 point that lie in a plane [118℄; (b) View-invariant mathingof hand trajetories [135℄. Point mathes between dierent observations areomputed from disontinuities in motion trajetories. Awaiting publisher per-mission
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ognition 315.2.2 View Invariane in 3DBased on 3D body part trajetories [21℄ investigates 10 dierent view-invariantrepresentations in their work. These inlude shift invariant veloities (dx, dy, dz)in artesian oordinates, and shift and horizontal rotation invariant veloities
(dr, dθ, dz) in polar oordinate. In evaluation on 18 Tai Chi gestures, the polaroordinate representation has best overall reognition rates.There are few other view-invariant approahes in 3D, and espeially few ap-proahes that do not depend on a joint body model or point orrespondenes.An exeption is the work of [26℄, whih proposes a view invariant pose repre-sentation based on a voxel reonstrution. Cylindrial 3D histograms similar tothe 2D shape ontext desriptor [7℄, are used as invariant measure of the voxel'sdistribution in this work. The same desriptor was later used by [126℄ for a-tion reognition. Another invariant representation based on 3D shape-ontextand spherial harmonis was proposed in [64℄. [190℄ propose a view-invariantrepresentation in 3D, based on Fourier oeients in ylindrial oordinates,applies to a 3D extension of MHIs [13℄. The same representation was later usedin [175℄, but with a more sophistiated modeling approah based on Stiefel andGrassmann manifolds. Also the paper [23℄ proposes a view-invariant represen-tation based on MHIs in 3D. They use a invariant representation based on 3Dmoments [97℄.5.3 Exhaustive SearhInstead of deiding on a single transformation, as it is typial for normalizationmethods, or disarding all transformation dependent information, as with in-variant methods, one an searh over all possible transformations onsidered. Atrst sight, an exhaustive searh may seem heavy on omputational resoures.Yet, reasonable assumptions, suh as restritions to ertain lasses of trans-formations, advaned searh strategies, and propagation of ndings over time,an drastially redue the searh spae. Moreover, with the steadily inreasingperformane of modern omputer systems, the omputational expense of suhmethods is about to beome fairly manageable.5.3.1 Exhaustive Searh using Multiple 2D ViewsSeveral approahes use a xed set of ameras installed around the ator, andsimultaneously reord the ations from this multiple views. During reogni-tion, an observation is then mathed against eah reorded view and the bestmathing pair is identied. In their work on MHIs, [13℄ reord ations with 7ameras, eah with an oset of 30◦ in the horizontal plane around the ators.During reognition two ameras with 90◦ oset are used, and mathed againstall pairs of reorded views with the same 90◦ oset. An ation is then labeledwith respet to the best average math of two ameras. Similar [116, 117℄ use8 prereorded views, and a single view during reognition. Their work uses asingle HMM to mode temporal relations between prototype silhouettes and viewhanges over time. Consequently, they an reognize smooth view hanges, e.g.a person slowly turning around while performing an ation. The work [3℄ use aswell 8 prereorded views and HMMs. The individual view HMMs are howeverlearned without transitions between lose views.RR n° 7212
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(a)
(b)Figure 9: Generative MOCAP: (a) Traking a person walking in yle [159℄.(b) Fator-state hierarhial HMM body model and traking results using thegenerative approah in [124℄. Awaiting publisher permission5.3.2 Exhaustive Searh using a 3D ModelTo ahieve more exibility with respet to hanges in amera setup, an internalmodel based on a 3D representation an be used. From suh a 3D represen-tation, and given amera parameters, any possible 2D view observation an berendered. Suh generative approahes are frequently used in MOCAP, where pa-rameterized 3D models of the human body are projeted into 2D. These modelshave expliit variables for global 3D position and orientation, that are estimatedsimultaneously with the remaining joint parameters, e.g. [31, 159, 124℄, see alsoFigure 9.RR n° 7212
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Figure 10: Generative model based on set of exemplary 3D key-poses. Used forview-independent ation reognition in [187℄. Awaiting publisher permissionSimilar methods haven been proposed for ation reognition, and extendedsuh that they do not require a joint model. The approah [100℄ uses a smallset of syntheti 3D key-poses, rendered from a modeling software. Ations arethen mathed against the poses, whih are projeted into 2D with respet to allpossible view transformations. Dynamis over poses and hanges in view trans-formations are modeled in a dynami network, and the best pose-view sequeneis found via a dynami programming searh. The approah [187℄, see Figure 10,shares as well the idea of projeting a set of learned 3D key-poses into 2D to inferations from arbitrary view. This work uses a HMMs with additional apabili-ties to model unknown view transformations, a transformed HMM [46, 75, 172℄.Suh a HMM allows to ompute view transformation independent observationprobabilities by marginalizing over all possible transformations. Computingmarginals is indeed a form of exhaustive searh, exept that no deterministideision are made. Instead a probability taking all possible searh results intoaount is omputed. Another approah based on the idea of projeting a 3Dmodel into 2D to ahieve view-independene is proposed in [110℄. This approahextends previously disussed works by using a onditional random elds (CRF)instead of the HMM, and by extending feature observations to inlude not onlysilhouettes, but as well optial ow.Instead of projeting a 3D model into 2D, the opposite diretion is taken in[197℄, where features are deteted rst in 2D, and then bak-projeted onto 4Dation shapes. This approah requires as well an optimization over the possibleview orientations to nd the best 2D-3D mathing.Another diretion is takin in [164℄. Instead of using pose exemplars andexpliitly produing the 3D to 2D projetion, they diretly learn a funtion,whih takes as input the viewpoint and outputs the orresponding silhouetterepresentation. They use therefore a silhouette representation based on theRadon-transform and ubi B-splines to represent those silhouettes as a funtionof viewpoint. Given a query ation, they searh for the viewpoint that minimizesthe residual between the learned funtion and the silhouette representation ofthe query ation.6 DatasetsFinally, we want to disuss some of the datasets, whih are urrently used bymany of the ation reognition approahes as a benhmark. Unfortunately a-quiring realisti ation footage, inluding ground truth data, is a very diultRR n° 7212
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Figure 11: Example images from the KTH datasetand time onsuming task, and urrently there is ertainly lak of suh data ination reognition.The three popular datasets, whih are urrently used by most of the ap-proahes are: KTH [151℄, Weizmann [10℄, and IXMAS [190℄. They all ontainaround 6-11 ation performed by various ators. They are all not very real-isti and share strong simplifying assumptions, suh as stati bakground, noolusions, given temporal segmentation, and only a single ator.The reognition rates of the papers disussed in this survey on those datasetsare given in Table 2. It is however important to note that not all approahes fol-low the exatly same evaluation methodologies, so approahes an't be omparedpurely based on those results. Moreover, in light of the simplifying assumptionsmade in the datasets, it is not evident how those results might extrapolated tomore omplex senarios. The three datasets are detailed in the following.6.1 The KTH DatasetThe KTH dataset [151℄, Figure 11, ontains the six ations walking, jogging,running, boxing, hand waving and hand lapping, performed several times by25 subjets in four dierent senarios. Overall it ontains 2391 sequenes. Ithas fewer ation lasses than the two other datasets, but the most samples perlass. It is hene well suited for learning intensive approahes, e.g. approahesbased on SVMs.In dierene to the two other datasets it does not provide bakground mod-els and extrated silhouettes, and moreover some of the senes are reorded witha slightly shaking amera. Most approahes that evaluate on the KTH datasetare hene based on sparse features (Setion 2.3) whih are best suited to suhsenarios. Reently, however some approahes whih require bakground sub-tration, e.g. [71, 149℄, reported as well results on the dataset, and the authors[71℄ published some low-level foreground masks for the dataset on their webpage.Not surprisingly, that those works are among the best performing approaheson the dataset. The original paper [151℄ reported a reognition rate of 71.7% onthe dataset. More reently several approahes reported reognition rates above90% up to 97%.6.2 The Weizmann datasetThe Weizmann dataset [10℄, Figure 12, ontains the nine ations running, walk-ing, bending, jumping-jak, jumping-forward-on-two-legs, jumping-in-plae-on-two-legs, galloping-sideways, waving-two-hands, waving-one-hand, performed bynine dierent ators. The dataset's website also provides a tenth ation skip,RR n° 7212
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Figure 12: Example images from the Weizmann datasetwhih is however not used by all approahes. Overall it ontains 93 sequenes,all performed in front of similar plain bakgrounds, and with a stati amera.It is the smallest of the three datasets onsidered.The original approah [10℄ reported already a very high reognition rateof 99.6%, and similar results have been arhived by many of the subsequentapproahes. It appears hene to be the easiest of the three datasets, and resultdo not provide muh insight into the quality of an approah. Nevertheless it isstill used in reent works.Generally approahes whih use the bakground subtrated silhouettes ahievebest rates (up to 100%). Reently also several approahes that only depend onperson loation, but not on extrated silhouettes ould report very high reog-nition rates, e.g. [149, 186℄. The lowest rates are arhived with sparse featurebased approahes, apparently beause they neither use person loation nor bak-ground subtration.6.3 The IXMAS datasetThe INRIA XMAS dataset [190℄, Figure 13, ontains the 11 daily-life ations:hek wath, ross arms, srath head, sit down, get up, turn around, walk,wave, punh, kik, pik-up, performed eah 3 times by 11 non-professional a-tors. Note that there are two more ators and ations on the dataset's website,but those have not been used by most of the approahes. The ations were lmedwith 5 arefully alibrated and synhronized ameras. Overall it ontains hene429 multi-view sequenes, or, if the views are onsidered individually, 2145 se-quenes. It also provides bakground subtrated silhouettes and reonstrutedvisual hulls.The senes are reorded in front of simple stati studio-like bakgrounds. Itsmain diulty omes from the hanging viewpoint, that is aused by the dier-ent amera ongurations and the fat that ators freely hose their orientationwhile performing the ations. Respetively, the dataset is in partiular used byview-independent approahes (Setion 5).The best known reognition rates were reently reported by [175℄ (98.78%)using 3D MHVs [190℄ and a modeling approah based on Stiefel and GrassmannManifolds. Approahes whih use only a single amera for reognition reportedresults up to 82%.
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Figure 13: Example images from the ve view used in the IXMAS dataset6.4 Other datasetsThere are several other not so frequently used datasets available. The CMUMoBo database [56℄ and the HUMAN-EVA database [160℄ were primarily de-signed for motion apture and hene only ontain very simple ation. Nev-ertheless they have been used by some approahes in ation reognition. TheMuHAVI dataset from Kingston University in London ontains 17 ation lassesperformed by 14 non-professional ators. They were lmed by 8 surveillaneameras. The ameras are not synhronized or alibrated. From the same re-searh group, the ViHaSi [59℄ dataset ontains syntheti sequenes of silhouettesgenerated from MOCAP data in Autodesk MotionBuilder. The HOHA datasets[88℄ are a large olletion of short segments of real Hollywood movies, annotatedwith 12 ation lasses: answer-phone, drive-ar, eat, ght-person, get-out-ar,hand-shake, hug-person, kiss, run, sit-down, sit-up, stand-up. The ations areperformed by professional ators, under a wide range of amera viewpoints andin very dierent styles. This is a very hallenging dataset, inluding inter-ationswith people (ght-person, hand-shake, hug-person, kiss) and objets (answer-phone, drive-ar, getout-ar), whih are outside the sope of this survey.
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ognition 37Table 2: We list the papers disussed in this survey with respet tothe spatial representation used (spatial): body model (bm), imagemodel (im), or sparse features (sf); with respet to the temporalmodel (temp) is used: grammar (gr), templates (tmp), key-frames(key), or bag of words (bow); with respet to the temporal seg-mentation (temp) that is used: boundary detetion (bd), slidingwindow (sw), grammar (gr), or ation primitives (ap); with re-spet to the invariant representation that is used: normalization(norm), invariane (inv), or exhaustive searh (exh); and nally wealso show the best average reognition rate that a paper reportedfor the three benhmark datasets: KTH, Weizmann (Weiz), andIXMAS (IXS). A ∗ means thereby that an approah was evaluatedon a ertain dataset, but did not report results in terms of averagereognition rate.year paper spatial temp segm view KTH Weiz IXS1978 Marr [102℄ bm - - - - - -1982 Marr [103℄ bm - bd - - - -1985 Rubin [145℄ - - bd - - - -1989 Goddard [52℄ bm gr bd - - - -1992 Polana [128℄ im tmp - - - - -1992 Yamato [196℄ im gr - - - - -1993 Darrell [30℄ im tmp - - - - -1994 Guo [58℄ bm tmp - - - - -1994 Niyogi [114℄ bm tmp - - - - -1994 Polana [130℄ im tmp pd - - - -1995 Campbell [22℄ bm gr sw - - - -1995 Gavrila [47℄ bm tmp - norm - - -1996 Bobik [11℄ im tmp sw - - - -1996 Campbell [21℄ bm gr - inv - - -1997 Bobik [14℄ bm gr sw - - - -1997 Brand [19℄ bm gr - - - - -1997 Bregler [20℄ bm gr sw - - - -1997 Seitz [153℄ bm tmp - inv - - -1998 Bobik [12℄ bm gr sw - - - -1998 Yaoob [195℄ bm tmp - - - - -1999 Brand [17℄ im gr gr exh - - -1999 Rittsher [137℄ im gr gr - - - -2000 Brand [18℄ bm gr gr - - - -2000 Rui [146℄ - - bd - - - -2001 Bissao [9℄ bm gr - - - - -2001 Bobik [13℄ im tmp sw exh - - -2001 Carlsson [24℄ im key sw - - - -2001 Syeda-Mahmood [167℄ im tmp - inv - - -2001 Wang [183℄ bm gr bd - - - -2001 Zelnik-Manor [201℄ im tmp sw - - - -2002 Ben-Arie [8℄ bm tmp - - - - -2002 Jenkins [70℄ bm - ap - - - -2002 Kojima [84℄ bm gr - - - - -2002 Rao [136℄ bm tmp bd inv - - -2002 Vasilesu [177℄ bm - ap - - - -2002 Zhao [203℄ bm gr - norm - - -2003 Bodor [15℄ im tmp - norm - - -2003 Cohen [26℄ im - - inv - - -2003 Efros [33℄ im key sw - - - -2003 Elgammal [35℄ im gr - - - - -2003 Kahol [77℄ bm - bd - - - -2003 Laptev [86℄ sf tmp - - - - -2003 Masoud [104℄ im tmp - - - - -2003 Parameswaran [118℄ bm tmp - inv - - -2003 Park [121℄ bm gr - - - - -RR n° 7212
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ognition 382003 Ramanan [133℄ bm gr - exh - - -2003 Rao [135℄ bm tmp - inv - - -2003 Rao [134℄ bm tmp - inv - - -2003 Cuzzolin [28℄ im gr - norm - - -2004 Green [54℄ bm gr ap - - - -2004 Gritai [55℄ bm tmp - inv - - -2004 Ogale [116℄ im gr - exh - - -2004 Shuldt [151℄ sf bow - - 71.7 - -2004 Zhong [205℄ im tmp sw - - - -2005 Alon [5℄ bm tmp sw - - - -2005 Blank [10℄ im tmp sw - - 99.6 -2005 Boiman [16℄ sf key sw - - - -2005 Dollar [32℄ sf bow - - 81.2 - -2005 Feng [41℄ im tmp sw - - - -2005 Ke [79℄ im tmp sw - 63.0 - -2005 Nguyen [111℄ bm gr gr - - - -2005 Ogale [117℄ im gr - exh - - -2005 Peursum [125℄ bm gr sw - - - -2005 Robertson [138℄ im gr sw - - - -2005 Shehtman [155℄ im tmp sw - - - -2005 Sheikh [156℄ bm tmp - inv - - -2005 Sminhisesu [161℄ im gr gr - - - -2005 Smith [163℄ im tmp - - - - -2005 Weinland [188℄ im tmp - inv - - -2005 Yilmaz [199℄ im tmp - inv - - -2005 Yilmaz [200℄ bm tmp - inv - - -2006 Ahmad [3℄ im gr - exh - - -2006 Canton-Ferrer [23℄ im tmp bd inv - - -2006 Kitani [82℄ bm gr - - - - -2006 Lv [99℄ bm gr/tmp gr - - - -2006 Niebles [112℄ sf bow - - 81.5 - -2006 Pierobon [126℄ im tmp - inv - - -2006 Rogez [140℄ im - - norm - - -2006 Roh [141℄ im tmp - norm - - -2006 Veeraraghavan [178℄ im tmp - - - - -2006 Wang [184℄ bm gr sw - - - -2006 Weinland [190℄ im tmp bd inv - - 93.32006 Weinland [189℄ im tmp bd inv - - 93.32007 Ali [4℄ bm gr - - - 92.6 -2007 Guerra-Filho [57℄ bm gr pa exh - - -2007 Ikizler [68℄ sf bow - - - 100 -2007 Ikizler [67℄ bm gr gr exh - - -2007 Jhuang [71℄ im key - - 96.0 98.8 -2007 Ke [80℄ sf tmp sw - - - -2007 Kim [81℄ im tmp - - 95.3 - -2007 Laptev [89℄ im tmp sw - - - -2007 Li [92℄ sf - - - - - -2007 Lv [100℄ im gr - exh - - 80.62007 Meng [105℄ im tmp - - 80.3 - -2007 Moreny [108℄ bm gr gr - - - -2007 Niebles [113℄ sf bow - - - 72.8 -2007 Nowozin [115℄ sf bow - - 84.7 - -2007 Peursum [124℄ bm gr - norm - - -2007 Sovanner [152℄ sf bow - - - 82.6 -2007 Thurau [169℄ im bow - - - 86.7 -2007 Turaga [176℄ im gr bd - - - -2007 Wang [181℄ im tmp - - - 100 -2007 Wang [185℄ im bow - - 92.4 - -2007 Weinland [187℄ im gr - exh - - 81.32007 Wong [193℄ sf bow - - 81.0 - -2008 Farhadi [37℄ im tmp - inv - - 58.12008 Fathi [39℄ im tmp - - 90.5 100 -RR n° 7212
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ognition 392008 Filipovyh [42℄ sf bow - - - 88.9 -2008 Gilbert [51℄ sf bow - - 89.9 - -2008 Holte [64℄ im tmp - inv - - -2008 Jia [72℄ im tmp - - - 90.9 -2008 Jiang [73℄ im tmp - - - ∗ -2008 Junejo [76℄ im/bm tmp - inv - 95.3 72.72008 Klaser [83℄ sf bow - - 91.4 84.3 -2008 Laptev [87℄ sf bow - - 91.8 - -2008 Liu [96℄ sf bow - - 94.2 - 82.82008 Liu [95℄ im/sf bow - - - 89.3 78.52008 Natarajan [110℄ im gr - exh - - -2008 Rodriguez [139℄ im tmp - - - ∗ -2008 Shindler [149℄ im key - - 96.7 100 -2008 Shen [157℄ bm tmp - inv - - -2008 Shi [158℄ sf gr gr - - - -2008 Souvenir [164℄ im tmp - exh - - ∗2008 Turaga [175℄ im gr - - - - 98.82008 Thurau [170℄ im bow - - ∗ 94.4 -2008 Tran [173℄ im key - - - 100 812008 Vitaladevuni [180℄ im gr bd - - - 87.02008 Weinland [186℄ im bow - - - 100 -2008 Yan [197℄ im tmp - exh - - 78.02008 Zhang [202℄ im bow - - 81.3 92.9 -7 ConlusionIn this paper we have given a survey of work in ation reognition. We havelassied approahes with respet to how they represent the spatial and tempo-ral struture of ations, how they segment ations from an input stream, andhow they provide a view-invariant representation of ations. We ould identifya large body of dierent proposals and interesting ontributions  overall weould ompile approx. 200 papers for this survey. There are still some impor-tant issues, whih we did not nd addressed in most of those works, suh as forinstane: salability of ation reognition systems, handling of unknown mo-tions, dealing with olusions, and senes ontaining multiple persons. Thoseare very important issues, not only in ation reognition but for most uttingedge researh topis within omputer vision, e.g. fae or objet reognition, andit will remain very hallenging for the ommunity to ome up with solutions foreah of them.A problem that we ould in partiular identify for ation reognition is thelak of available realisti datasets. Obviously, aquiring realisti annotated videofootage is a very time onsuming and omplex tasks  for ation reognitionprobably even more than for related disiplines, e.g. objet or fae reognition.As a onsequene, and as also disussed in the previous setion, the urrentbenhmark datasets in ation reognition are limited to up to 11 dierent a-tions, whih are performed by speially instruted ators and reorded in se-narios with very strong simplifying assumptions, suh as plain bakground, xedamera setups, and given temporal segmentation. It is thus not any longer sur-prising when reent works report results lose to perfet on those reordings,but very little an be gained from over-simplied situations, e.g. where a-tions are limited to walking and running motions. Working on true surveillanefootage, sport reordings, movies, and video data from the internet, will help usto disover the real requirements for ation reognition, and it will help us toshift fous to the other important issues involved in ation reognition, suh asRR n° 7212
Survey of Ation Representation, Segmentation and Reognition 40previously disussed segmentation of ontinuous ations, dealing with unknownmotions, multiple persons, and view invariane.Referenes[1℄ A. Agarwal, B. Triggs, Reovering 3d human pose from monoular images,IEEE Transations on Pattern Analysis and Mahine Intelligene 28 (1)(2006) 4458.[2℄ J. K. Aggarwal, Q. Cai, Human motion analysis: a review, ComputerVision and Image Understanding 73 (3) (1999) 428440.[3℄ M. Ahmad, S.-W. Lee, Hmm-based human ation reognition using mul-tiview image sequenes, in: International Conferene on Pattern Reogni-tion, vol. 1, 2006, pp. 263266.[4℄ S. Ali, A. Basharat, M. Shah, Chaoti invariants for human ation reog-nition, in: IEEE International Conferene on Computer Vision, 2007.[5℄ J. Alon, V. Athitsos, S. Slaro, Aurate and eient gesture spotting viapruning and subgesture reasoning, in: International Workshop on Human-Computer Interation, 2005, pp. 189198.[6℄ O. Arikan, D. A. Forsyth, J. F. O'Brien, Motion synthesis from annota-tions, ACM Transations on Graphis 22 (3) (2003) 402408.[7℄ S. Belongie, J. Malik, Mathing with shape ontexts, in: IEEE Workshopon Content-based Aess of Image and Video Libraries, 2000, pp. 2026.[8℄ J. Ben-Arie, Z. Wang, P. Pandit, S. Rajaram, Human ativity reognitionusing multidimensional indexing, IEEE Transations on Pattern Analysisand Mahine Intelligene 24 (8) (2002) 10911104.[9℄ A. Bissao, A. Chiuso, Y. Ma, S. Soatto, Reognition of human gaits, in:IEEE Conferene on Computer Vision and Pattern Reognition, vol. 2,2001, pp. II52II57 vol.2.[10℄ M. Blank, L. Gorelik, E. Shehtman, M. Irani, R. Basri, Ations as spae-time shapes, in: IEEE International Conferene on Computer Vision,2005, pp. 13951402.[11℄ A. Bobik, J. Davis, Real-time reognition of ativity using temporal tem-plates, in: Workshop on Appliations of Computer Vision, 1996, pp. 3942.[12℄ A. Bobik, Y. Ivanov, Ation reognition using probabilisti parsing, in:IEEE Conferene on Computer Vision and Pattern Reognition, 1998, pp.196202.[13℄ A. F. Bobik, J. W. Davis, The reognition of human movement usingtemporal templates, IEEE Transations on Pattern Analysis and MahineIntelligene 23 (3) (2001) 257267.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 41[14℄ A. F. Bobik, A. D. Wilson, A state-based approah to the representationand reognition of gesture, IEEE Transations on Pattern Analysis andMahine Intelligene 19 (12) (1997) 13251337.[15℄ R. Bodor, B. Jakson, O. Masoud, N. Papanikolopoulos, Image-based re-onstrution for view-independent human motion reognition, in: Inter-national Conferene on Intelligent Robots and Systems, vol. 2, 2003, pp.15481553 vol.2.[16℄ O. Boiman, M. Irani, Deteting irregularities in images and in video, in:IEEE International Conferene on Computer Vision, vol. 1, 2005, pp. 462469 Vol. 1.[17℄ M. Brand, Shadow puppetry, in: IEEE International Conferene on Com-puter Vision, 1999, pp. 12371244.[18℄ M. Brand, V. Kettnaker, Disovery and segmentation of ativities in video,IEEE Transations on Pattern Analysis and Mahine Intelligene 22 (8)(2000) 844851.[19℄ M. Brand, N. Oliver, A. Pentland, Coupled hidden markov models foromplex ation reognition, in: IEEE Conferene on Computer Visionand Pattern Reognition, 1997, pp. 994999.[20℄ C. Bregler, Learning and reognizing human dynamis in video sequenes,in: IEEE Conferene on Computer Vision and Pattern Reognition, 1997,pp. 568574.[21℄ L. W. Campbell, D. A. Beker, A. Azarbayejani, A. F. Bobik, A. Pent-land, Invariant features for 3-d gesture reognition, in: IEEE InternationalConferene on Automati Fae and Gesture Reognition, 1996, pp. 157163.[22℄ L. W. Campbell, A. F. Bobik, Reognition of human body motion usingphase spae onstraints, in: IEEE International Conferene on ComputerVision, 1995, pp. 624630.[23℄ C. Canton-Ferrer, J. R. Casas, M. Pardàs, Human model and motionbased 3d ation reognition in multiple view senarios (invited paper), in:European Signal Proessing Conferene, 2006.[24℄ S. Carlsson, J. Sullivan, Ation reognition by shape mathing to keyframes, in: Workshop on Models versus Exemplars in Computer Vision,2001.[25℄ C. Cedras, M. Shah, Motion-based reognition: A survey, Image and Vi-sion Computing 13 (2) (1995) 129155.[26℄ I. Cohen, H. Li, Inferene of human postures by lassiation of 3d humanbody shape, in: IEEE International Workshop on Analysis and Modelingof Faes and Gestures, 2003, pp. 7481.[27℄ R. Cutler, M. Turk, View-based interpretation of real-time optial owfor gesture reognition, in: IEEE International Conferene on AutomatiFae and Gesture Reognition, 1998, pp. 416421.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 42[28℄ F. Cuzzolin, A. Sarti, S. Tubaro, Ation modeling with volumetri data,in: International Conferene on Image Proessing, vol. 2, 2004, pp. 881884 Vol.2.[29℄ N. Dalal, B. Triggs, Histograms of oriented gradients for human detetion,in: IEEE Conferene on Computer Vision and Pattern Reognition, vol. 1,2005, pp. 886893 vol. 1.[30℄ T. Darrell, A. Pentland, Spae-time gestures, in: IEEE Conferene onComputer Vision and Pattern Reognition, 1993, pp. 335340.[31℄ J. Deutsher, A. Blake, I. Reid, Artiulated body motion apture by an-nealed partile ltering, in: IEEE Conferene on Computer Vision andPattern Reognition, vol. 2, 2000, pp. 126133 vol.2.[32℄ P. Dollar, V. Rabaud, G. Cottrell, S. Belongie, Behavior reognition viasparse spatio-temporal features, in: International Workshop on Perfor-mane Evaluation of Traking and Surveillane, 2005, pp. 6572.[33℄ A. A. Efros, A. Berg, G. Mori, J. Malik, Reognizing ation at a distane,in: IEEE International Conferene on Computer Vision, 2003, pp. 726733.[34℄ P. Ekman, W. Friesen, Faial Ation Coding System: A Tehnique for theMeasurement of Faial Movement, Consulting Psyhologists Press, 1978.[35℄ A. M. Elgammal, V. D. Shet, Y. Yaoob, L. S. Davis, Learning dynamisfor exemplar-based gesture reognition, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2003, pp. 571578.[36℄ A. Erol, G. Bebis, M. Niolesu, R. D. Boyle, X. Twombly, Vision-basedhand pose estimation: A review, Computer Vision and Image Understand-ing 108 (1-2) (2007) 5273.[37℄ A. Farhadi, M. K. Tabrizi, Learning to reognize ativities from the wrongview point, in: European Conferene on Computer Vision, 2008, pp. 154166.[38℄ B. Fasel, J. Luettin, Automati faial expression analysis: a survey, Pat-tern Reognition 36 (1) (2003) 259  275.[39℄ A. Fathi, G. Mori, Ation reognition by learning mid-level motion fea-tures, in: IEEE Conferene on Computer Vision and Pattern Reognition,2008, pp. 18.[40℄ P. Felzenszwalb, D. Huttenloher, Eient mathing of pitorial stru-tures, in: IEEE Conferene on Computer Vision and Pattern Reognition,vol. 2, 2000, pp. 6673 vol.2.[41℄ Z. Feng, T.-J. Cham, Video-based human ation lassi.ation with am-biguous orrespondenes, in: IEEE Conferene on Computer Vision andPattern Reognition, 2005, p. 82.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 43[42℄ R. Filipovyh, E. Ribeiro, Learning human motion models from unseg-mented videos, in: IEEE Conferene on Computer Vision and PatternReognition, 2008, pp. 17.[43℄ M. Fishler, R. Elshlager, The representation and mathing of pitorialstrutures, IEEE Transations on Computers 22 (1) (1973) 6792.[44℄ W. Forstner, E. Gulh, A fast operator for detetion and preise loationof distint points, orners and entres of irular features, in: Interom-mission Conferene on Fast Proessing of Photogrammetri Data, 1987,pp. 281305.[45℄ D. Forsyth, O. Arikan, L. Ikemoto, J. O'Brien, D. Ramanan, Computa-tional studies of human motion: part 1, traking and motion synthesis,Found. Trends. Comput. Graph. Vis. 1 (2-3) (2005) 77254.[46℄ B. J. Frey, N. Joji, Learning graphial models of images, videos andtheir spatial transformations, in: Conferene on Unertainty in ArtiialIntelligene, 2000, pp. 184191.[47℄ D. Gavrila, L. Davis, Towards 3-d model-based traking and reognitionof human movement, in: International Workshop on Fae and GestureReognition, 1995, pp. 272277.[48℄ D. Gavrila, V. Philomin, Real-time objet detetion for smart vehiles, in:IEEE International Conferene on Computer Vision, 1999, pp. 8793.[49℄ D. M. Gavrila, The visual analysis of human movement: A survey, Com-puter Vision and Image Understanding 73 (1) (1999) 8298.[50℄ Z. Ghahramani, Learning dynami Bayesian networks, Leture Notes inComputer Siene 1387 (1998) 168197.[51℄ A. Gilbert, J. Illingworth, R. Bowden, Sale invariant ation reognitionusing ompound features mined from dense spatio-temporal orners, in:European Conferene on Computer Vision, 2008, pp. I: 222233.[52℄ N. H. Goddard, The interpretation of visual motion: reognizing movinglight displays, in: Workshop on Visual Motion, 1989, pp. 212  220.[53℄ N. H. Goddard, The pereption of artiulated motion: Reognizing mov-ing light displays, Ph.D. thesis, University of Rohester, Rohester, NY,USA (1992).[54℄ R. D. Green, L. Guan, Quantifying and reognizing human movement pat-terns from monoular video images-part i: a new framework for modelinghuman motion., IEEE Transations on Ciruits and Systems for VideoTehnology 14 (2) (2004) 179190.[55℄ A. Gritai, Y. Sheikh, M. Shah, On the use of anthropometry in the invari-ant analysis of human ations, in: International Conferene on PatternReognition, vol. 2, 2004, pp. 923926 Vol.2.[56℄ R. Gross, J. Shi, The mu motion of body (mobo) database, Teh. Rep.CMU-RI-TR-01-18, Robotis Institute, Pittsburgh, PA (June 2001).RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 44[57℄ G. Guerra-Filho, Y. Aloimonos, A language for human ation, Computer40 (5) (2007) 4251.[58℄ Y. Guo, G. Xu, S. Tsuji, Understanding human motion patterns, in: In-ternational Conferene on Pattern Reognition, vol. 2, 1994, pp. 325329.[59℄ P. R. H. Ragheb, S. Velastin, T. Ellis, Vihasi: Virtual human ation silhou-ette data for the performane evaluation of silhouette-based ation reog-nition methods, in: Workshop on Ativity Monitoring by Multi-CameraSurveillane Systems, 2008.[60℄ C. Harris, M. Stephens, A ombined orner and edge detetor, in: AlveyConferene, 1988, pp. 147152.[61℄ A. Hilton, P. Fua, R. Ronfard, Modeling people: vision-based understand-ing of a person's shape, appearane, movement, and behaviour, ComputerVision and Image Understanding 104 (2) (2006) 8789.[62℄ T. Hofmann, Probabilisti latent semanti analysis, in: Unertainty inArtiial Intelligene, 1999, pp. 289296.[63℄ D. Hogg, Model-based vision: A program to see a walking person, Imageand Vision Computing 1 (1) (1983) 520.[64℄ M. B. Holte, T. B. Moeslund, P. Fihl, View invariant gesture reognitionusing the sem swissranger amera, Int. J. Intell. Syst. Tehnol. Appl.5 (3/4) (2008) 295303.[65℄ M.-K. Hu, Visual pattern reognition by moment invariants, IRE Trans-ations on Information Theory 8 (1962) 179187.[66℄ W. Hu, T. Tan, L. Wang, S. Maybank, A survey on visual surveillane ofobjet motion and behaviors, IEEE Transations on Systems, Man andCybernetis 34 (2004) 334352.[67℄ N. Ikizler, , D. Forsyth, Searhing video for omplex ativities with -nite state models, in: IEEE Conferene on Computer Vision and PatternReognition, 2007, pp. 18.[68℄ N. Ikizler, P. Duygulu, Human ation reognition using distribution oforiented retangular pathes, in: Workshop on Human Motion Under-standing, Modeling, Capture and Animation, 2007.[69℄ Y. A. Ivanov, A. F. Bobik, Reognition of visual ativities and intera-tions by stohasti parsing, IEEE Transations on Pattern Analysis andMahine Intelligene 22 (8) (2000) 852872.[70℄ O. Jenkins, M. Matari, Deriving ation and behavior primitives fromhuman motion data, in: International Conferene on Intelligent Robotsand System, vol. 3, 2002, pp. 25512556 vol.3.[71℄ H. Jhuang, T. Serre, L. Wolf, T. Poggio, A biologially inspired systemfor ation, in: IEEE International Conferene on Computer Vision, 2007.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 45[72℄ K. Jia, D.-Y. Yeung, Human ation reognition using loal spatio-temporaldisriminant embedding, in: IEEE Conferene on Computer Vision andPattern Reognition, 2008, pp. 18.[73℄ H. Jiang, D. R. Martin, Finding ations using shape ows, in: Euro-pean Conferene on Computer Vision, Springer-Verlag, Berlin, Heidelberg,2008, pp. 278292.[74℄ G. Johansson, Visual pereption of biologial motion and a model for itsanalysis, Pereption & Psyhophysis 1414 (2) (1973) 201211.[75℄ N. Joji, N. Petrovi, B. Frey, T. Huang, Transformed hidden markovmodels: Estimating mixture models of images and inferring spatial trans-formations in video sequenes, in: IEEE Conferene on Computer Visionand Pattern Reognition, 2000, pp. 2633.[76℄ I. Junejo, E. Dexter, I. Laptev, P. Pérez, Cross-view ation reognitionfrom temporal self-similarities, in: European Conferene on ComputerVision, Marseille, Frane, 2008.[77℄ K. Kahol, P. Tripathi, S. Panhanathan, T. Rikakis, Gesture segmenta-tion in omplex motion sequenes, in: International Conferene on ImageProessing, vol. 2, 2003, pp. II1058 vol.3.[78℄ M. Kazhdan, Shape representations and algorithms for 3d model retrieval,Ph.D. thesis, Prineton University (April 2004).[79℄ Y. Ke, R. Sukthankar, M. Hebert, Eient visual event detetion usingvolumetri features, in: IEEE International Conferene on Computer Vi-sion, vol. 1, 2005, pp. 166173.[80℄ Y. Ke, R. Sukthankar, M. Hebert, Event detetion in rowded videos, in:IEEE International Conferene on Computer Vision, 2007.[81℄ T. Kim, S. Wong, R. Cipolla, Tensor anonial orrelation analysis for a-tion lassiation, in: IEEE Conferene on Computer Vision and PatternReognition, 2007, pp. 18.[82℄ K. M. Kitani, Y. Sato, A. Sugimoto, An mdl approah to learning ativ-ity grammars, in: Korea-Japan Joint Workshop on Pattern Reognition,2006.[83℄ A. Kläser, M. Marszaªek, C. Shmid, A spatio-temporal desriptor basedon 3d-gradients, in: British Mahine Vision Conferene, 2008.[84℄ A. Kojima, T. Tamura, K. Fukunaga, Natural language desription ofhuman ativities from video images based on onept hierarhy of ations.,International Journal of Computer Vision 50 (2) (2002) 171184.[85℄ V. Krüger, D. Kragi, A. Ude, C. Geib, The meaning of ation: a reviewon ation reognition and mapping, Advaned Robotis 21 (13) (2007)14731501.[86℄ I. Laptev, T. Lindeberg, Spae-time interest points, in: IEEE Interna-tional Conferene on Computer Vision, 2003, pp. 432439 vol.1.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 46[87℄ I. Laptev, M. Marszalek, C. Shmid, B. Rozenfeld, Learning realisti hu-man ations from movies, in: IEEE Conferene on Computer Vision andPattern Reognition, 2008, pp. 18.[88℄ I. Laptev, M. Marszaªek, C. Shmid, B. Rozenfeld, Learning realisti hu-man ations from movies, in: IEEE Conferene on Computer Vision &Pattern Reognition, 2008.[89℄ I. Laptev, P. Pérez, Retrieving ations in movies, in: IEEE InternationalConferene on Computer Vision, 2007.[90℄ S. Lazebnik, C. Shmid, J. Pone, Beyond bags of features: Spatial pyra-mid mathing for reognizing natural sene ategories, in: IEEE Con-ferene on Computer Vision and Pattern Reognition, vol. 2, 2006, pp.21692178.[91℄ H.-K. Lee, J. Kim, An hmm-based threshold model approah for gesturereognition, IEEE Transations on Pattern Analysis and Mahine Intelli-gene 21 (10) (1999) 961973.[92℄ L.-J. Li, L. Fei-Fei, What, where and who? lassifying events by seneand objet reognition, in: IEEE International Conferene on ComputerVision, 2007, pp. 18.[93℄ T. Lindeberg, On automati seletion of temporal sales in time-ausalsale-spae, in: International Workshop on Algebrai Frames for thePereption-Ation Cyle, London, UK, 1997, pp. 94113.[94℄ F. Liu, R. Piard, Finding periodiity in spae and time, in: IEEE Inter-national Conferene on Computer Vision, 1998, pp. 376383.[95℄ J. Liu, S. Ali, M. Shah, Reognizing human ations using multiple features,in: IEEE Conferene on Computer Vision and Pattern Reognition, 2008.[96℄ J. Liu, M. Shah, Learning human ations via information maximization,in: IEEE Conferene on Computer Vision and Pattern Reognition, 2008.[97℄ C. Lo, H. Don, 3-d moment forms: Their onstrution and appliationto objet identiation and positioning, IEEE Transations on PatternAnalysis and Mahine Intelligene 11 (10) (1989) 10531064.[98℄ D. G. Lowe, Distintive image features from sale-invariant keypoints,International Journal of Computer Vision 60 (2) (2004) 91110.[99℄ F. Lv, R. Nevatia, Reognition and segmentation of 3-d human ation us-ing hmm and multi-lass adaboost, in: European Conferene on ComputerVision, 2006, pp. 359372.[100℄ F. Lv, R. Nevatia, Single view human ation reognition using key posemathing and viterbi path searhing, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2007, pp. 18.[101℄ F. Lv, R. Nevatia, M. Lee, 3d human ation reognition using spatio-temporal motion templates, in: ICCV Workshop on Human-ComputerInteration, 2005, p. 120.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 47[102℄ D. Marr, H. K. Nishihara, Representation and reognition of the spatialorganization of three-dimensional shapes, Philosophial Transations ofthe Royal Soiety of London B 200 (1140) (1978) 269294.[103℄ D. Marr, L. Vaina, Representation and reognition of the movements ofshapes, Philosophial Transations of the Royal Soiety of London B 214(1982) 501524.[104℄ O. Masoud, N. Papanikolopoulos, A method for human ation reognition,Image and Vision Computing 21 (8) (2003) 729743.[105℄ H. Meng, N. Pears, C. Bailey, A human ation reognition system forembedded omputer vision appliation, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2007, pp. 16.[106℄ T. B. Moeslund, E. Granum, A survey of omputer vision-based humanmotion apture, Computer Vision and Image Understanding 81 (3) (2001)231268.[107℄ T. B. Moeslund, A. Hilton, V. Krûger, A survey of advanes in vision-based human motion apture and analysis, Computer Vision and ImageUnderstanding 104 (2) (2006) 90126.[108℄ L.-P. Moreny, A. Quattoni, T. Darrell, Latent-dynami disriminativemodels for ontinuous gesture reognition, in: IEEE Conferene on Com-puter Vision and Pattern Reognition, 2007, pp. 18.[109℄ P. Morguet, M. Lang, Spotting dynami hand gestures in video imagesequenes using hidden markov models, in: International Conferene onImage Proessing, 1998, pp. 193197 vol.3.[110℄ P. Natarajan, R. Nevatia, View and sale invariant ation reognitionusing multiview shape-ow models, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2008, pp. 18.[111℄ N. Nguyen, D. Phung, S. Venkatesh, H. Bui, Learning and deteting a-tivities from movement trajetories using the hierarhial hidden markovmodel, in: IEEE Conferene on Computer Vision and Pattern Reogni-tion, vol. 2, 2005, pp. 955960 vol. 2.[112℄ J. Niebles, H. Wang, H. Wang, L. Fei Fei, Unsupervised learning of humanation ategories using spatial-temporal words, in: British Mahine VisionConferene, 2006, p. III:1249.[113℄ J. C. Niebles, L. Fei-Fei, A hierarhial model of shape and appearanefor human ation lassiation, in: IEEE Conferene on Computer Visionand Pattern Reognition, 2007, pp. 18.[114℄ S. Niyogi, E. Adelson, Analyzing and reognizing walking gures in xyt,in: IEEE Conferene on Computer Vision and Pattern Reognition, 1994,pp. 469474.[115℄ S. Nowozin, G. Bakir, K. Tsuda, Disriminative subsequene mining foration lassiation, in: IEEE International Conferene on Computer Vi-sion, 2007.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 48[116℄ A. Ogale, A. Karapurkar, G. Guerra-Filho, Y. Aloimonos, View-invariantidentiation of pose sequenes for ation reognition., in: VACE, 2004.[117℄ A. S. Ogale, A. Karapurkar, Y. Aloimonos, View-invariant modeling andreognition of human ations using grammars, in: Workshop on Dynami-al Vision, 2005, pp. 115126.[118℄ V. Parameswaran, R. Chellappa, View invariants for human ation reog-nition, in: IEEE Conferene on Computer Vision and Pattern Reognition,vol. 2, 2003, pp. II61319 vol.2.[119℄ V. Parameswaran, R. Chellappa, Human ation-reognition using mutualinvariants, Computer Vision and Image Understanding 98 (2) (2005) 295325.[120℄ V. Parameswaran, R. Chellappa, View invariane for human ation reog-nition, International Journal of Computer Vision 66 (1) (2006) 83101.[121℄ S. Park, J. K. Aggarwal, Reognition of two-person interations using ahierarhial bayesian network, in: ACM SIGMM International Workshopon Video Surveillane, 2003, pp. 6576.[122℄ V. I. Pavlovi, R. Sharma, T. S. Huang, Visual interpretation of handgestures for human-omputer interation: a review, IEEE Transationson Pattern Analysis and Mahine Intelligene 19 (7) (1997) 677695.[123℄ P. Peursum, H. Bui, S. Venkatesh, G. West, Human ation segmentationvia ontrolled use of missing data in hmms, in: International Confereneon Pattern Reognition, vol. 4, 2004, pp. 440445 Vol.4.[124℄ P. Peursum, S. Venkatesh, G. West, Traking-as-reognition for artiu-lated full-body human motion analysis, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2007, pp. 18.[125℄ P. Peursum, G. West, S. Venkatesh, Combining image regions and hu-man ativity for indiret objet reognition in indoor wide-angle views,in: IEEE International Conferene on Computer Vision, vol. 1, 2005, pp.8289 Vol. 1.[126℄ M. Pierobon, M. Maron, A. Sarti, S. Tubaro, 3-d body posture trakingfor human ation template mathing, in: IEEE International Confereneon Aoustis, Speeh, and Signal Proessing, vol. 2, 2006, pp. IIII.[127℄ C. Pinhanez, Representation and reognition of ation in interativespaes, Ph.D. thesis, MIT Media Lab (1999).[128℄ R. Polana, R. Nelson, Reognition of motion from temporal texture, in:IEEE Conferene on Computer Vision and Pattern Reognition, 1992, pp.129134.[129℄ R. Polana, R. Nelson, Deteting ativities, in: IEEE Conferene on Com-puter Vision and Pattern Reognition, 1993, pp. 27.[130℄ R. Polana, R. Nelson, Low level reognition of human motion (or how toget your man without nding his body parts), in: NAM, 1994.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 49[131℄ R. Poppe, Vision-based human motion analysis: An overview, ComputerVision and Image Understanding 108 (1-2) (2007) 418, iSSN=1077-3142.[132℄ L. R. Rabiner, A tutorial on hidden markov models and seleted applia-tions in speeh reognition, Proeedings of the IEEE 77 (1990) 267296.[133℄ D. Ramanan, D. A. Forsyth, Automati annotation of everyday move-ments, Teh. Rep. UCB/CSD-03-1262, EECS Department, University ofCalifornia, Berkeley (Jul 2003).[134℄ C. Rao, A. Gritai, M. Shah, T. Syeda-Mahmood, View-invariant alignmentand mathing of video sequenes, in: IEEE International Conferene onComputer Vision, 2003, pp. 939945 vol.2.[135℄ C. Rao, M. Shah, T. Syeda-Mahmood, Invariane in motion analysis ofvideos, in: ACM International onferene on Multimedia, ACM, NewYork, NY, USA, 2003, pp. 518527.[136℄ C. Rao, A. Yilmaz, M. Shah, View-invariant representation and reogni-tion of ations, International Journal of Computer Vision 50 (2) (2002)203226.[137℄ J. Rittsher, A. Blake, Classiation of human body motion, in: IEEEInternational Conferene on Computer Vision, 1999, pp. 634639.[138℄ N. Robertson, I. Reid, Behaviour understanding in video: A ombinedmethod, in: IEEE International Conferene on Computer Vision, 2005,pp. 808815.[139℄ M. D. Rodriguez, J. Ahmed, M. Shah, Ation mah a spatio-temporalmaximum average orrelation height lter for ation reognition, in: IEEEConferene on Computer Vision and Pattern Reognition, 2008, pp. 18.[140℄ G. Rogez, J. Guerrero, J. Martinez del Rinon, C. Orrite Urunuela, View-point independent human motion analysis in man-made environments, in:British Mahine Vision Conferene, 2006, p. II:659.[141℄ M.-C. Roh, H.-K. Shin, S.-W. Lee, S.-W. Lee, Volume motion templatefor view-invariant gesture reognition, in: International Conferene onPattern Reognition, vol. 2, 2006, pp. 12291232.[142℄ K. Rohr, Towards model-based reognition of human movements in imagesequenes, Graphial Model and Image Proessing 59 (1) (1994) 94115.[143℄ R. Rosales, S. Slaro, Inferring body pose without traking body parts,in: IEEE Conferene on Computer Vision and Pattern Reognition, vol. 2,2000, pp. 721727 vol.2.[144℄ C. Rose, M. Cohen, B. Bodenheimer, Verbs and adverbs: multidimen-sional motion interpolation, IEEE Computer Graphis and Appliations18 (5) (1998) 3240.[145℄ J. M. Rubin, W. A. Rihards, Boundaries of visual motion, Teh. rep.,Massahusetts Institute of Tehnology, Cambridge, MA, USA (1985).RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 50[146℄ Y. Rui, P. Anandan, Segmenting visual ations based on spatio-temporalmotion patterns, in: IEEE Conferene on Computer Vision and PatternReognition, 2000, pp. 11111118.[147℄ H. Sakoe, S. Chiba, Dynami programming algorithm optimization forspoken word reognition, IEEE Transations on Aoustis, Speeh, andSignal Proessing 26 (1) (1978) 4349.[148℄ S. Savarese, A. DelPozo, J. C. Niebles, L. Fei-Fei, Spatial-temporal orrela-tons for unsupervised ation lassiation, in: IEEE Workshop on Motionand video Computing, 2008, pp. 18.[149℄ K. Shindler, L. van Gool, Ation snippets: How many frames does humanation reognition require?, in: IEEE Conferene on Computer Vision andPattern Reognition, 2008, pp. 18.[150℄ C. Shmid, R. Mohr, C. Baukhage, Evaluation of interest point detetors,International Journal of Computer Vision 37 (2) (2000) 151172.[151℄ C. Shuldt, I. Laptev, B. Caputo, Reognizing human ations: A loal svmapproah, in: International Conferene on Pattern Reognition, 2004, pp.3236.[152℄ P. Sovanner, S. Ali, M. Shah, A 3-dimensional sift desriptor and itsappliation to ation reognition, in: ACM International onferene onMultimedia, 2007, pp. 357360.[153℄ S. M. Seitz, C. R. Dyer, View-invariant analysis of yli motion, Interna-tional Journal of Computer Vision 25 (3) (1997) 231251.[154℄ T. Serre, L. Wolf, T. Poggio, Objet reognition with features inspiredby visual ortex, in: IEEE Conferene on Computer Vision and PatternReognition, vol. 2, 2005, pp. 9941000 vol. 2.[155℄ E. Shehtman, E. Shehtman, M. Irani, Spae-time behavior based orre-lation, in: IEEE Conferene on Computer Vision and Pattern Reognition,vol. 1, 2005, pp. 405412 vol. 1.[156℄ M. Sheikh, M. Shah, Exploring the spae of a human ation, in: IEEEInternational Conferene on Computer Vision, vol. 1, 2005, pp. 144149.[157℄ Y. Shen, H. Foroosh, View-invariant ation reognition using fundamentalratios, in: IEEE Conferene on Computer Vision and Pattern Reognition,2008, pp. 16.[158℄ Q. Shi, L. Wang, L. Cheng, A. Smola, Disriminative human ation seg-mentation and reognition using semi-markov model, in: IEEE Confereneon Computer Vision and Pattern Reognition, 2008, pp. 18.[159℄ H. Sidenbladh, M. J. Blak, D. J. Fleet, Stohasti traking of 3d humangures using 2d image motion, in: European Conferene on ComputerVision, Springer-Verlag, London, UK, 2000, pp. 702718.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 51[160℄ L. Sigal, M. J. Blak, Humaneva: Synhronized video and motion apturedataset for evaluation of artiulated human motion, Teh. rep., BrownUniversity (2006).[161℄ C. Sminhisesu, A. Kanaujia, Z. Li, D. Metaxas, Conditional models forontextual human motion reognition, in: IEEE International Confereneon Computer Vision, vol. 2, 2005, pp. 18081815 Vol. 2.[162℄ C. Sminhisesu, A. Kanaujia, Z. Li, D. Metaxas, Disriminative densitypropagation for 3d human motion estimation, in: IEEE Conferene onComputer Vision and Pattern Reognition, vol. 1, 2005, pp. 390397.[163℄ P. Smith, N. da Vitoria Lobo, M. Shah, Temporalboost for event reogni-tion, in: IEEE International Conferene on Computer Vision, vol. 1, 2005,pp. 733740 Vol. 1.[164℄ R. Souvenir, J. Babbs, Learning the viewpoint manifold for ation reogni-tion, in: IEEE Conferene on Computer Vision and Pattern Reognition,2008, pp. 17.[165℄ T. Starner, A. Pentland, Real-time amerian sign language reognitionfrom video using hidden markov models, in: International Symposium onComputer Vision, 1995, pp. 265270.[166℄ S. Sumi, Upside-down presentation of the johansson moving light-spotpattern, Pereption 13 (3) (1984) 283286.[167℄ T. Syeda-Mahmood, M. Vasilesu, S. Sethi, Reognizing ation eventsfrom multiple viewpoints, in: EventVideo01, 2001, pp. 6472.[168℄ J. B. Tenenbaum, V. Silva, J. C. Langford, A global geometri frameworkfor nonlinear dimensionality redution, Siene 290 (5500) (2000) 23192323.[169℄ C. Thurau, Behavior histograms for ation reognition and human dete-tion, in: Workshop on Human Motion Understanding, Modeling, Captureand Animation, 2007, pp. 299312.[170℄ C. Thurau, V. Hlava, Pose primitive based human ation reognitionin videos or still images, in: IEEE Conferene on Computer Vision andPattern Reognition, 2008, pp. 18.[171℄ C. Tomasi, T. Kanade, Shape and motion from image streams under or-thography: a fatorization method, International Journal of ComputerVision 9 (2) (1992) 137154.[172℄ K. Toyama, A. Blake, Probabilisti traking in a metri spae., in: IEEEInternational Conferene on Computer Vision, 2001, pp. 5059.[173℄ D. Tran, A. Sorokin, Human ativity reognition with metri learning, in:European Conferene on Computer Vision, 2008.[174℄ P. Turaga, R. Chellappa, V. S. Subrahmanian, O. Udrea, Mahine reog-nition of human ativities: A survey, IEEE Transations on Ciruits andSystems for Video Tehnology 18 (11) (2008) 14731488.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 52[175℄ P. Turaga, A. Veeraraghavan, R. Chellappa, Statistial analysis on stiefeland grassmann manifolds with appliations in omputer vision, in: IEEEConferene on Computer Vision and Pattern Reognition, 2008, pp. 18.[176℄ P. K. Turaga, A. Veeraraghavan, R. Chellappa, From videos to verbs:Mining videos for ativities using a asade of dynamial systems, in:IEEE Conferene on Computer Vision and Pattern Reognition, 2007,pp. 18.[177℄ M. Vasilesu, Human motion signatures: analysis, synthesis, reognition,in: International Conferene on Pattern Reognition, vol. 3, 2002, pp.456460 vol.3.[178℄ A. Veeraraghavan, R. Chellappa, A. Roy-Chowdhury, The funtion spaeof an ativity, in: IEEE Conferene on Computer Vision and PatternReognition, vol. 1, 2006, pp. 959968.[179℄ P. Viola, M. Jones, Rapid objet detetion using a boosted asade ofsimple features, in: IEEE Conferene on Computer Vision and PatternReognition, vol. 1, 2001, pp. 511518.[180℄ S. Vitaladevuni, V. Kellokumpu, L. Davis, Ation reognition using bal-listi dynamis., in: IEEE Conferene on Computer Vision and PatternReognition, 2008, p. 8 p.[181℄ L. Wang, D. Suter, Reognizing human ativities from silhouettes: Motionsubspae and fatorial disriminative graphial model, in: IEEE Confer-ene on Computer Vision and Pattern Reognition, 2007.[182℄ S. B. Wang, A. Quattoni, L.-P. Moreny, D. Demirdjian, T. Darrell, Hid-den onditional random elds for gesture reognition, in: IEEE Confereneon Computer Vision and Pattern Reognition, vol. 2, 2006, pp. 15211527.[183℄ T.-S. Wang, H.-Y. Shum, Y.-Q. Xu, N.-N. Zheng, Unsupervised analy-sis of human gestures, in: IEEE Pai Rim Conferene on Multimedia,Springer-Verlag, London, UK, 2001, pp. 174181.[184℄ Y. Wang, H. Jiang, M. Drew, Z.-N. Li, G. Mori, Unsupervised disoveryof ation lasses, in: IEEE Conferene on Computer Vision and PatternReognition, vol. 2, 2006, pp. 16541661.[185℄ Y. Wang, P. Sabzmeydani, G. Mori, Semi-latent dirihlet alloation: Ahierarhial model for human ation reognition, in: Workshop on HumanMotion Understanding, Modeling, Capture and Animation, 2007.[186℄ D. Weinland, E. Boyer, Ation reognition using exemplar-based embed-ding, in: IEEE Conferene on Computer Vision and Pattern Reognition,2008.[187℄ D. Weinland, E. Boyer, R. Ronfard, Ation reognition from arbitraryviews using 3d exemplars, in: IEEE International Conferene on Com-puter Vision, 2007.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 53[188℄ D. Weinland, R. Ronfard, E. Boyer, Motion history volumes for free view-point ation reognition, in: IEEE International Workshop on modelingPeople and Human Interation, 2005.[189℄ D. Weinland, R. Ronfard, E. Boyer, Automati disovery of ation tax-onomies from multiple views, in: IEEE Conferene on Computer Visionand Pattern Reognition, 2006.[190℄ D. Weinland, R. Ronfard, E. Boyer, Free viewpoint ation reognitionusing motion history volumes, Computer Vision and Image Understanding104 (2-3) (2006) 249257.[191℄ A. Wilson, A. Bobik, Learning visual behavior for gesture analysis, in:International Symposium on Computer Vision, 1995, pp. 229234.[192℄ A. D. Wilson, A. F. Bobik, Parametri hidden markov models for ges-ture reognition, IEEE Transations on Pattern Analysis and MahineIntelligene 21 (9) (1999) 884900.[193℄ S.-F. Wong, R. Cipolla, Extrating spatiotemporal interest points usingglobal information, in: IEEE International Conferene on Computer Vi-sion, 2007, pp. 18.[194℄ S.-F. Wong, T.-K. Kim, R. Cipolla, Learning motion ategories using bothsemanti and strutural information, in: IEEE Conferene on ComputerVision and Pattern Reognition, 2007, pp. 16.[195℄ Y. Yaoob, M. Blak, Parameterized modeling and reognition of ativ-ities, in: IEEE International Conferene on Computer Vision, 1998, pp.120127.[196℄ J. Yamato, J. Ohya, K. Ishii, Reognizing human ation in time-sequentialimages using hidden markov model, in: IEEE Conferene on ComputerVision and Pattern Reognition, 1992, pp. 379385.[197℄ P. Yan, S. M. Khan, M. Shah, Learning 4d ation feature models for arbi-trary view ation reognition, in: IEEE Conferene on Computer Visionand Pattern Reognition, 2008.[198℄ M.-H. Yang, N. Ahuja, Reognizing hand gesture using motion trajeto-ries, in: IEEE Conferene on Computer Vision and Pattern Reognition,vol. 1, 1999, pp. 472 Vol. 1.[199℄ A. Yilmaz, M. Shah, Ations sketh: A novel ation representation, in:IEEE Conferene on Computer Vision and Pattern Reognition, 2005, pp.I: 984989.[200℄ A. Yilmaz, M. Shah, Reognizing human ations in videos aquired by un-alibrated moving ameras, in: IEEE International Conferene on Com-puter Vision, 2005, pp. 150157.[201℄ L. Zelnik-Manor, M. Irani, Event-based video analysis, in: IEEE Confer-ene on Computer Vision and Pattern Reognition, 2001.RR n° 7212
Survey of Ation Representation, Segmentation and Reognition 54[202℄ Z. Zhang, Y. Hu, S. Chan, L.-T. Chia, Motion ontext: A new representa-tion for human ation reognition, in: European Conferene on ComputerVision, 2008, pp. 817829.[203℄ T. Zhao, R. Nevatia, 3d traking of human loomotion: a traking asreognition approah, in: International Conferene on Pattern Reogni-tion, vol. 1, 2002, pp. 546551.[204℄ W. Zhao, R. Chellappa, P. J. Phillips, A. Rosenfeld, Fae reognition: Aliterature survey, ACM Computing Surveys 35 (4) (2003) 399458.[205℄ H. Zhong, J. Shi, M. Visontai, Deteting unusual ativity in video, in:IEEE Conferene on Computer Vision and Pattern Reognition, vol. 2,2004, pp. II819II826 Vol.2.
RR n° 7212
Centre de recherche INRIA Grenoble – Rhône-Alpes
655, avenue de l’Europe - 38334 Montbonnot Saint-Ismier (France)
Centre de recherche INRIA Bordeaux – Sud Ouest : Domaine Universitaire - 351, cours de la Libération - 33405 Talence Cedex
Centre de recherche INRIA Lille – Nord Europe : Parc Scientifique de la Haute Borne - 40, avenue Halley - 59650 Villeneuve d’Ascq
Centre de recherche INRIA Nancy – Grand Est : LORIA, Technopôle de Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lès-Nancy Cedex
Centre de recherche INRIA Paris – Rocquencourt : Domaine de Voluceau - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex
Centre de recherche INRIA Rennes – Bretagne Atlantique : IRISA, Campus universitaire de Beaulieu - 35042 Rennes Cedex
Centre de recherche INRIA Saclay – Île-de-France : Parc Orsay Université - ZAC des Vignes : 4, rue Jacques Monod - 91893 Orsay Cedex
Centre de recherche INRIA Sophia Antipolis – Méditerranée :2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis Cedex
Éditeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 Le Ch snay Cedex (France)http://www.inria.fr
ISSN 0249-6399
