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Abstract
Let C be a code of length n over an alphabet of q letters. For a pair of integers 2ptou; C is
ðt; uÞ-hashing if for any two subsets T ; UCC; satisfying TCU ; jT j ¼ t; jU j ¼ u; there is a
coordinate 1pipn such that for any xAT ; yAU  x; x and y differ in the ith coordinate. This
deﬁnition, generalizing the standard notion of a t-hashing family, is motivated by an
application in designing the so-called parent identifying codes, used in digital ﬁngerprinting. In
this paper, we provide lower and upper bounds on the best possible rate of ðt; uÞ-hashing
families for ﬁxed t; u and growing n: We also describe an explicit construction of ðt; uÞ-hashing
families. The obtained lower bound on the rate of ðt; uÞ-hashing families is applied to get a new
lower bound on the rate of t-parent identifying codes.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let Q be an alphabet of size q; and let us call any subset C of Qn an ðn; MÞ-code
when jCj ¼ M: Elements x ¼ ðx1;y; xnÞ of C will be called codewords. As usual, let
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R ¼ RðCÞ ¼ logq M=n denote the rate of C: Sometimes we will also refer to C as a
family of vectors.
For a parameter tX2 a code C is called t-hashing if for any t distinct codewords
x1;y; xtAC there is a coordinate 1pipn such that all values xji ; 1pjpt are distinct.
The concept of a hashing family is certainly between the most central in Computer
Science and Coding Theory, and its numerous applications have been described in
the literature, see, e.g., [8] and its references. An obvious necessary condition for the
existence of a t-hashing family of positive rate is qXt; and indeed large hashing codes
are known to exist for this range of parameters (see [9,12,13,15] for bounds on the
rate of t-hashing families of growing length).
In this note, we consider a different notion of hashing, introduced by Barg
et al. [4].
Deﬁnition 1. Let 2ptou be integers. A subset CCQn is ðt; uÞ-hashing if for any two
subsets T ; U of C such that TCU ; jT j ¼ t; jU j ¼ u; there is some coordinate
iAf1;y; ng such that for any xAT and any yAU ; yax; we have xiayi:
The concept of ðt; uÞ-hashing is easily seen to generalize the standard notion of
hashing. Indeed, when u ¼ t þ 1; a ðt; uÞ-hashing family is ðt þ 1Þ-hashing. Also, any
ðt; uÞ-hashing family is t-hashing, and any u-hashing family is ðt; uÞ-hashing, so the
notion of a ðt; uÞ-hashing family can be thought of as standing in between t-hashing
and u-hashing.
It is easy to see that a ðt; uÞ-hashing family of positive rate can exist only for the
alphabet size at least t þ 1: We will thus mostly focus on the most stringent case
jQj ¼ t þ 1:
As it turns out the somewhat artiﬁcially looking class of ðt; uÞ-hashing codes is
exactly what is required to show the existence of high rate codes in a relatively well
studied class of codes, called parent-identifying codes. This connection together with
known bounds on the rate of parent-identifying codes is described in the next
section.
2. Parent-identifying codes
Let C be an ðn; MÞ-code. Suppose XDC: For any coordinate i deﬁne the
projection
PiðX Þ ¼
[
xAX
fxig:
Deﬁne the envelope eðXÞ of X by
eðX Þ ¼ fxAQn : 8i; xiAPiðX Þg:
ARTICLE IN PRESS
Note / Journal of Combinatorial Theory, Series A 104 (2003) 207–215208
Elements of the envelope eðXÞ will be called descendants of X : Observe that XDeðXÞ
for all X ; and eðXÞ ¼ X if jX j ¼ 1:
Given a word sAQn (a son) which is a descendant of X ; we would like to identify
without ambiguity at least one member of X (a parent). From [4,16] we have the
following deﬁnition, a generalization of the case t ¼ 2 from [10].
Deﬁnition 2. For any sAQn let HtðsÞ be the set of subsets XCC of size at most t
such that sAeðXÞ: We shall say that C has the identifiable parent property of
order t (or is a t-identifying code, or has the t-IPP, for short) if for any sAQn; either
HtðsÞ ¼ | or\
XAHtðsÞ
Xa|:
The study of parent identifying codes is motivated by its connection to
digital ﬁngerprinting and schemes against software piracy, see, e.g., [6,7,16].
Currently, there are already several papers discussing bounds on the size/rate
of parent identifying codes. The case of a ﬁxed length and large alphabet
size has been considered in [2,3,5,10], while the case of a ﬁxed-size alphabet
and growing length has been treated in [4,7]. Here we will be concerned with the
latter case.
It is not difﬁcult to prove that if the minimum Hamming distance of C is large
enough, then C must be t-identifying: we have [7]:
Proposition 1. If C has minimum Hamming distance d satisfying
d4ð1 1=t2Þn;
then C is a t-identifying code.
In fact, the condition d=n41 1=t2 guarantees a stronger property: t-traceability
[7], namely, that all closest codewords to the produced descendant are part of the
coalition producing it. It thus insures the t-IPP, with the extra feature of a search
algorithm linear in jCj:
Let RqðtÞ ¼ lim infn-N max RðCnÞ; where the maximum is computed over all
t-identifying codes Cn of length n:
In [4], the following is proved.
Theorem 1. RqðtÞ40 if and only if tpq  1:
Barg et al. [4] discovered a connection between ðt; uÞ-hashing and t-IPP.
Speciﬁcally, they proved the following.
Lemma 1. Let u ¼ Iðt=2þ 1Þ2Þm: If C is ðt; uÞ-hashing then C is a t-identifying
code.
They also obtained a lower bound on the rate of ðt; uÞ-hashing families:
ARTICLE IN PRESS
Note / Journal of Combinatorial Theory, Series A 104 (2003) 207–215 209
Lemma 2. Let uXt þ 1 and e40: Infinite sequences of ðt; uÞ-hashing codes exist for all
rates R such that
R þ ep 1
u  1 logq
ðq  tÞ!qu
ðq  tÞ!qu  q!ðq  tÞut:
By combining Lemmas 1 and 2 one gets the following lower bound on the rate of
t-identifying codes.
Theorem 2. Let u ¼ Iðt=2þ 1Þ2Þm: We have
RqðtÞX 1
u  1 logq
ðq  tÞ!qu
ðq  tÞ!qu  q!ðq  tÞut:
Our main result here is an improvement of the bounds in Lemma 2 and Theorem
2. We also obtain an explicit construction of high rate ðt; uÞ-hashing families, based
on some known explicit constructions of codes.
3. New bounds for ðt; uÞ-hashing
In this section, we present new bounds on the rate of ðt; uÞ-hashing families. For
simplicity, we consider here only the case of the smallest possible alphabet q ¼ t þ 1:
We denote Q ¼ f0;y; tg:
Two families ACBDQn are called separated if there exists a coordinate i; 1pipn;
so that for every aAA and every bAB  a one has aiabi: Then such a coordinate i is
called separating.
Theorem 3. Let uXt þ 1; q ¼ t þ 1 and e40: Infinite sequences of ðt; uÞ-hashing codes
exist for all rates R such that
R þ ep t!ðu  tÞ
ut
uuðu  1Þ lnðt þ 1Þ:
Proof. We will apply the probabilistic method with expurgation to ðt; uÞ-hashing
codes. Choose 2m vectors in Qn independently with repetitions, where each vector c
is generated according to the following distribution: for each coordinate 1pipn;
Pr½ci ¼ 0 ¼ ðu  tÞ=u; and Pr½ci ¼ j ¼ 1=u for j ¼ 1;y; t: The value of m will be
chosen later. Denote the obtained random family by C0: Now estimate the expected
number of non-separated pairs TCUCC0; where jT j ¼ t; jU j ¼ u: The probability
that a coordinate i separates T ¼ fa1;y; atg and U ¼ T,fb1;y; butg is at least as
large as the probability that all aki are different and are different from 0, and b
l
i ¼ 0;
l ¼ 1;y; u  t: The latter probability is exactly t!ð1
u
Þtðut
u
Þut ¼ t!ðutÞut
uu
: As all
coordinates behave independently we get
Pr½T ; U are not separatedp 1 t!ðu  tÞ
ut
uu
 n
:
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Hence, the expected number of non-separated pairs A; B in C0 is at most ð2mu ÞðutÞ
times the above expression. We obtain that if
2m
u
 
u
t
 
1 t!ðu  tÞ
ut
uu
 n
pm; ð1Þ
then there exists a code C0CQn of cardinality jC0j ¼ 2m with at most m non-
separated pairs TCUCC0; jT j ¼ t; jU j ¼ u: Fix such a code and for each non-
separated pair ðT ; UÞ delete one vector from T : Denote the resulting code by C:
Then C is ðt; uÞ-hashing and jCjXm: We infer that for every m satisfying (1), there
exists a ðt; uÞ-separating code CCQn of cardinality m: It now remains to solve (1)
for m: Observe that
2m
u
 
u
t
 
1 t!ðu  tÞ
ut
uu
 n
oð2mÞuute
t!ðutÞut
uu
n;
and thus is order to satisfy (1) it is enough to require
2uutmue
t!ðutÞut
uu
npm
or
mp 1
2uut
  1
u1
e
t!ðutÞut
uuðu1Þ n:
It follows that there exists a ðt; uÞ-hashing family of rate
R ¼ 1
n
logtþ1 m ¼
1
n
ln m
lnðt þ 1Þ ¼
t!ðu  tÞut
uuðu  1Þ lnðt þ 1Þ  oð1Þ;
as claimed. &
Recalling now Lemma 1 and performing simple asymptotic manipulations we get
the following asymptotic lower bound on the rate of t-identifying codes.
Corollary 1. There exists an absolute constant c40 such that
Rtþ1ðtÞX ct!2
2t
t2ðet2Þt ¼ t
tð1þoð1ÞÞ:
Theorem 4. Let CCf0;y; tgn be a ðt; uÞ-hashing code. Then
1
n
logtþ1jCjp
ðln 3Þðt þ 1Þ!ðu  t  1Þut1
2 lnðt þ 1Þðu  2Þu2 þ oð1Þ:
Proof. The argument here borrows some ideas from the proof of Nilli [15] for the
upper bound for hashing. We ﬁrst prove the following claim.
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Claim 1. If C contains subsets T0CU0 of cardinalities jT0j ¼ t  1; jU0j ¼ u  2;
respectively, such that ðT0; U0Þ has at most m separating coordinates, then jCj  u þ
2p3m:
Proof. Fix such T0; U0 and assume to the contrary that jCj  u þ 243m: Let IC½n
be the set of coordinates separating T0 and U0: Then jI jpm: For each iAI set
Qi ¼ fai : aAT0g: Obviously, jQij ¼ t  1 and thus jQ \Qij ¼ 2: By the pigeonhole
principle it follows that the set C \U0 contains two distinct vectors c1; c2 so that for
every iAI ; c1i ¼ c2iAQ \Qi or c1i ; c2iAQi: Deﬁne T ¼ T0,fc1g; U ¼ U0,fc1; c2g: We
claim that the pair ðT ; UÞ violates the condition of ðt; uÞ-hashing. Indeed, if a
coordinate i separates T and U then it already separates T0 and U0 and thus iAI : But
then, if c1i ¼ c2i ; then, as c1AT and c2AU \T ; i does not separate T and U : In the
second case c1iAQi; and hence c
1AT and c1i coincides with ai for some aAT0: The
obtained contradiction establishes the result. &
Returning to the proof of the theorem, we now show that there exists a pair
ðT0; U0Þ as in the above claim with few separating coordinates. To this end, we
choose T0 and U0 at random (with repetitions) and estimate from above the expected
number of coordinates separating T0 and U0: Fix a coordinate i and for all 0pjpt
denote pj ¼ jfcAC : ci¼jgjjCj ; i.e., pj is the frequency of symbol j in coordinate i: Then
Pr½i separates T0 and U0 ¼
X
ICQ;jI j¼t1
ðt  1Þ!
Y
jAI
pj 1
X
jAI
pj
 !ut1
:
By the arithmetic–geometric means inequality, for a ﬁxed ICQ; jI j ¼ t  1;
Y
jAI
ðu  t  1Þpj 1
X
jAI
pj
 ! ut10@
1
A
1
u2
p
ðu  t  1ÞPjAI pj þ ðu  t  1Þ 1PjAI pj 
u  2 ;
implying that
Q
jAI pjð1
P
jAI pjÞut1pðut1Þ
ut1
ðu2Þu2 : Hence, the probability that i is
separating is at most
t þ 1
t  1
 
ðt  1Þ! ðu  t  1Þ
ut1
ðu  2Þu2 ¼
ðt þ 1Þ!
2
ðu  t  1Þut1
ðu  2Þu2 :
By linearity of expectation there exists a pair ðT0; U0Þ with T0CU0CC; jT0j ¼ t  1;
jU0j ¼ u  2; and with at most m ¼ ðtþ1Þ!2 ðut1Þ
ut1
ðu2Þu2 n separating coordinates.
Plugging this estimate into Claim 1 gives the required upper bound on C: &
It is instructive to compare the upper and the lower bounds for ðt; uÞ-hashing
families given by Theorems 4 and 3, respectively. One can easily see that for large t;
both bounds on the rate are exponentially small in t; while their ratio is (up to
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negligible terms)
ln 3ðt þ 1Þ!ðu  t  1Þut1
2 lnðt þ 1Þðu  2Þu2
t!ðu  tÞut
uuðu  1Þ lnðt þ 1Þ
 1
¼ ln 3
2
ðt þ 1Þ ðu  t  1Þ
ut1
ðu  tÞut
uuðu  1Þ
ðu  2Þu2pOð1Þ
t
u  t u
3 u  1
u  2
 u2
¼ Oð1Þ tu
3
u  t
and thus is only polynomial in case u is polynomial in t (as happens for example
when applying ðt; uÞ-hashing families for constructing codes with the identifying
parent property, see Lemma 1). Thus, the obtained bounds for ðt; uÞ-hashing nearly
match each other.
Comparing the lower bounds of Lemma 2 and Theorem 3, one can easily show
that in case u is quadratic in t the bound of Theorem 3 is exponentially better than
that of Lemma 2. For t-identifying codes over an alphabet of t þ 1 elements we get
here that the best possible rate is ttð1þoð1ÞÞ; whereas the lower bound that follows
from Lemma 2 is only tYðt
2Þ:
4. Explicit constructions
Concatenation, see e.g. [14], is a powerful method to construct inﬁnite families of
codes with a required property by combining a ‘‘seed’’ code with the property over a
small alphabet, together with an appropriate code over a larger alphabet (whose size
is the size of the seed).
Let C1 be an ðN; MÞ code over U; where jUj ¼ 4ut; let C2 (the seed) be an ðn; 4utÞ
code over Q ¼ f0;y; tg: We ﬁx a bijection f :U-C2:
Denoting by C1%C2 the concatenation of C1 and C2; obtained by replacing in
codewords of C1 every occurrence of a symbol aAU by its image fðaÞ in C2; we have
the following result.
Proposition 2. If C1 is ðt; uÞ-hashing of rate R1 and C2 is ðt; uÞ-hashing of rate R2; then
C1%C2 is a ðt; uÞ-hashing ðNn; MÞ code of rate R1R2 over Q:
Proof. The fact that the rate of the concatenation is the product of the rates of
concatenated codes is standard and easy to verify. It thus remains to check that the
concatenation C1%C2 is indeed ðt; uÞ-hashing. Let UCC1%C2; jU j ¼ u; TCU ;
jT j ¼ t: Let a1;y; at be the codewords of C1 corresponding to those of T ; and let
b1;y; but be the codewords of C1 corresponding to U \T : As C1 is ðt; uÞ-hashing
there exists a coordinate 1pipN in which all symbols a1i ;y; atiAU are distinct and
disjoint from the set fb1i ;y; buti gCU of cardinality at most u  t: As C2 is ðt; uÞ-
hashing as well, there is a coordinate 1pjpn; where all symbols ðfða1i ÞÞj;y; ðfðatiÞÞj
are distinct and disjoint from the set fðfðb1i ÞÞj;y; ðfðbuti ÞÞjg: Hence, in coordinate
ARTICLE IN PRESS
Note / Journal of Combinatorial Theory, Series A 104 (2003) 207–215 213
nði  1Þ þ j all codewords of T are pairwise distinct and disjoint from those
of U \T : &
It is easy to check that if the minimum distance of a code of length N is at least
ð1 1
ut
ÞN; then this code is a ðt; uÞ-hashing. Indeed, for any sets TCU of codewords,
jT j ¼ t; jU j ¼ u; there are at most
jT j
2
 
þ jT jðjU j  jT jÞ
 
1
ut
NoN
coordinates in which some member of T coincides with another member of U : Thus,
there is a separating coordinate, as needed. In [1], the authors describe an explicit
construction of codes of length N over an alphabet of size g with minimum distance
ð1 dÞN and rate at least
Max
dpmp11=g
cð1 HgðmÞÞ 1 dm
 
;
where c is an absolute positive constant, and HgðxÞ ¼ x logg x  ð1 xÞ loggð1
xÞ þ x loggðg  1Þ: Taking g ¼ 4ut; d ¼ 1 4g ¼ 1 1ut we obtain the following, by
substituting m ¼ 1 2
g
in the above estimate.
Proposition 3. There exists an explicit ðt; uÞ-hashing family over an alphabet of size 4ut
of rate Yð 1
u2t2 logð4utÞÞ:
For the seed C2 now, we use the following general trivial construction.
Proposition 4. For every t; there exists a ðt; uÞ-hashing ðð4ut
t
Þ; 4utÞ code over Q:
Proof. Write as columns all binary vectors of weight t and length 4ut; then, in every
column, replace the t ones by all the non-zero elements of Q: The 4ut rows thus
obtained are the required codewords. &
Putting the above three propositions together we get the following result.
Theorem 5. There exists an absolute constant c40 such that for all 2ptou there is an
explicit construction of a ðt; uÞ-hashing code over an alphabet of size t þ 1 of rate
RXuct:
Corollary 2. There is a constructive infinite sequence of t-identifying codes over an
alphabet of size t þ 1 of rate tOðtÞ:
Proof. Choose u ¼ Iðt=2þ 1Þ2m and apply Lemma 1 and Theorem 5. &
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5. Concluding remarks
The construction in Proposition 3 can be performed using other known explicit
codes, and in particular using the celebrated algebraic geometry codes described in
[11,17] (which supply a similar estimate).
We have mostly considered here the minimal possible alphabet size ðq ¼ t þ 1Þ: On
the other hand, for large q; the asymptotic rates are known: the non-constructive
approach yields the lower bound RXð1þ oð1ÞÞ=ðu  1Þ for the rates of both ðt; uÞ
and u-hashing families.
This coincides with the upper bound for codes with the t-IPP proved in [3,5].
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