Many hard algorithmic problems dealing with graphs, circuits, formulas and constraints admit polynomialtime upper bounds if the underlying graph has small treewidth. The same problems often encourage reducing the maximal degree of vertices to simplify theoretical arguments or address practical concerns. Such degree reduction can be performed through a sequence of splittings of vertices, resulting in an expansion of the original graph. We observe that the treewidth of a graph may increase dramatically if the splittings are not performed carefully. In this context we address the following natural question: is it possible to reduce the maximum degree to a constant without substantially increasing the treewidth?
Introduction
problems. In particular, directional resolution introduced by Davis and Putnam in 1960 for solving CNF-SAT works particularly well on instances with low width [4] . More general constraint satisfaction problems with limited treewidth admit polynomial-time algorithms for finding and counting solutions [3, 5] , and the same applies to the evaluation of Bayesian networks [6] . Therefore, preserving treewidth is crucial when transforming constraint systems, e.g., when converting SAT to 3-SAT. This particular problem is the focus of [14] , which proposes a specific transformation to generate 3-SAT instances at most seven times larger, whose treewidth is increased by at most one.
The considerations above lead to a natural question : is it possible to reduce the maximum degree of G through vertex splitting without substantially increasing the treewidth of G? While treewidth cannot decrease during expansion, a simple example in Figure 1 illustrates that treewidth may dramatically increase after a symmetric expansion. Let us call a graph G ternary if ∆(G) ≤ 3. Note that the maximum degree of a ternary graph cannot be further reduced by expansion. Our main result gives an affirmative answer to the above question: we prove that any graph G = (V, E) admits a ternary expansion with treewidth ≤ w(G) + 1. We give a polynomialtime algorithm to compute such an expansion from an optimal tree decomposition of G. In general, given a tree decomposition of width w, the output of the algorithm is a ternary expansion with width ≤ w + 1. Thus, combined with the Robertson-Seymour algorithm, our algorithm outputs a ternary expansion G ′ of G with width O(w(G)) in time |G| O(1) exp(O(w(G))). Finally, we construct a family of graphs G n such that any ternary expansion G ′ n of G n must have w(G ′ ) = w(G)+1. Thus our algorithm achieves the generally possible minimum treewidth. Its additional applications include a forthcoming work on quantum circuits where it helps to establish an efficient classical algorithm for simulating a broad class of quantum computations [9] .
The remaining part of the paper is structured as follows. We review the notions of tree decomposition and treewidth in Section 2, then prove our main result in Section 3. Section 4 shows that our result cannot be improved, and final remarks are given in Section 5.
Definitions
Let G = (V, E) be an undirected simple graph. For a vertex v ∈ V , we denote the set of its adjacent vertices (neighbors) 
Let G be a graph. Following definitions in [10] , a tree decomposition of G is a tree T , together with a function that maps each tree vertex w to a subset B w ⊆ V (G) . These subsets B w are called bags and can be used as vertex labels. In addition, the following conditions must hold.
, each vertex must appear in some bag (and may appear in multiple bags).
(T2) ∀ {u, v} ∈ E(G), ∃w ∈ V (T ), {u, v} ⊆ B w , i.e., for each edge, there must be a bag containing both of its end vertices.
(T3) ∀ u ∈ V (G), the set of vertices w ∈ V (T ) with u ∈ B w form a connected subtree T u , i.e., all bags containing a given vertex must be connected in T .
The width of a tree decomposition T , denoted by w(T ), is defined by max w∈V (T ) |B w | − 1. For graph G, its treewidth w(G) is the minimum width of tree decompositions of G. While NP-hard to compute in general, w(G) is known for common classes of graphs [7] -a non-empty tree has treewidth 1, the n × n grid has treewidth n, and a parallel serial graph has treewidth ≤ 2. Figure 3 shows an example of a graph of treewidth 3 and its tree decomposition of the same width.
A key motivation for the study of treewidth is the study of graph minors. Let G = (V, E) be a graph. The contraction of an edge uv ∈ E is the following operation on G: remove u and v (and all incident edges), and connect all neighbors of u and v to a new vertex w. A graph G ′ is a minor of G if G ′ can be obtained from a sequence of edge contractions on a subgraph of G. In this case, a tree decomposition for G also induces a tree decomposition for G ′ of equal or smaller width. Usually w(G ′ ) < w(G), in particular, contracting all edges of G will reduce G to an empty graph, which has treewidth 0.
The process of splitting studied in our work can be viewed as inverse to contraction. 
It follows immediately from the definition of splitting a vertex v that contracting the edge vv ′ results in the original graph. Thus if G ′ is an expansion of G, then G is a minor of G ′ , but not vice versa, in general. It also follows from the definition that G ′ is an expansion of G if and only if G can be obtained from G ′ by contracting edges in a set of vertex-disjoint tree subgraphs without creating any parallel edges. Furthermore, an expansion G ′ of G is irreducible if and only if none of the vertices involved in the contraction has degree 2. We note that the size of any irreducible expansion must be linear in the size of the original graph. Denote by |V | 0 the number of degree-0 vertices in a graph G = (V, E).
Proposition 2.2. Any irreducible expansion G
, for otherwise a degree-2 vertex would be created, contradicting to the assumption that G ′ is irreducible. Denote by T ′ v the tree subgraph of G ′ whose internal vertices contract to v. Then the number of leaves of
and |E
⊓ ⊔
In our construction of an expansion, we may introduce degree-2 vertices for the convenience of bounding the treewidth. Such vertices can be removed easily at the end to obtain an irreducible expansion.
Main result and its proof
Theorem 3.1. There is a polynomial-time algorithm that, given a graph G = (V, E) and its tree decomposition of width w, computes a ternary expansion G ′ = (V ′ , E ′ ) with w(G ′ ) ≤ w + 1. In particular, G admits a ternary expansion whose treewidth is no more than w(G) + 1.
The construction of G ′ takes several stages: first we construct graph G 1 with a tree decomposition T 1 such that the subgraph of G 1 induced by each bag in T 1 has maximum degree ≤ 2. In the second stage, each vertex v is split many times to replicate the structure T v , the tree formed by those bags containing v in T 1 .
Two vertex trees T u and T v for uv ∈ E(G 1 ) are then connected through a pair of vertices corresponding to the same bag that contains u and v. In the last stage, each vertex is split many times to reduce the degree within its vertex tree. We combined the last two stages in our following description of the construction.
Proof of Theorem 3.1. If w(G) ≤ 1, then G is a forest. Repeatedly splitting a vertex with degree ≥ 4 with 2 supporting vertices will result in an expansion
and w(G ′ ) ≤ 1. Thus the Theorem holds. We now consider w(G) ≥ 2. 
For each v ∈ V 1 , let T v be the v-subtree of T 1 . There are three types of edges in G ′ . Figure 3 : A graph and a tree decomposition that satisfies the condition in Stage 2 (of having ≤ 2 induced degree within each bag). The edge set E ′ consists of all possible ordering and intra-tree edges, but only one inter-tree edge for one edge of E 1 . Figures 3 and 5 Proof. Contracting all ordering edges associated with an occurrence of v in a bag B 0 combines all (v, B 0 ) into a single vertex associated with this occurrence. All those vertices are connected through intra-tree edges, and this graph is precisely T v . Since T v and T u are connected through one inter-tree edge if and only if uv ∈ E, contracting the intra-tree edges (after contracting the ordering edges) gives G. Since no parallel edges were created in the whole process, G ′ must be an expansion of G.
Proof. A vertex (u, B, B)
is incident to at most one ordering edge, no intra-tree edge, and at most two intertree edges. By Property (3.a), its degree ≤ 3. A vertex (u, B, B ′ ) with B = B ′ is incident to at most two ordering edges, at most one intra-tree edge (connecting (u, B ′ , B)), and no inter-tree edge. Therefore its degree ≤ 3, and
Proof. Our construction of a tree decomposition T ′ for G ′ uses the following procedure. Suppose at some stage we have constructed two bags represented as ordered sets
Then bridging the two bags involves the following steps: We now describe the construction of T ′ . Figure 6 shows part of the tree decompositions before the bridging operations for the ternary expansion in Figure 5 .
(Step 1) For each bag
We have shown above that each edge is contained in some bag. Thus we need only to show that bags containing a vertex must form a subtree. By construction, any vertex Recall that (B, B) and B are of the same size, while for i = 0 |(B 0 , B i )| ≤ |B|. Furthermore, the size of a vertex in a bridge is at most 1+ the size of the end bag. Therefore, we conclude that w(T ′ ) ≤ w(T 1 ) + 1 = w(T ) + 1 = w + 1.
⊓ ⊔
The treewidth bound in Theorem 3.1 is sharp
We now demonstrate a family of graphs of growing treewidth, for which any ternary expansion increases treewidth by one. Let K n be the complete graph with n vertices (n-clique), and K n,n be the complete bipartite graph whose two sets of vertices are denoted by {v i : i ∈ Z n } and {v ′ i : i ∈ Z n }. The graphK n,n is obtained from K n,n by deleting the edges v i v ′ i , i ∈ Z n . Recall that for a graph with 2n vertices, a perfect matching is a subgraph consisting of n vertex-disjoint edges. We call two edges e 1 , e 2 ∈ E engaged if there is an edge uv ∈ E such that e 1 and e 2 are incident to u and v, respectively. We construct a brambling matching M of n + 1 edges as shown in Figure 4 :
where
By direct inspection, M is a bramble matching. Therefore, w(K n,n ) ≥ n, by Proposition 4.2. ⊓ ⊔
Discussion
The main result of this paper is good news for many application domains and generally means that sparsification of instances does not adversely affect their intrinsic complexity, if performed carefully. Theorem 3.1 shows that such an expansion does not need to increase the treewidth by more than 1. For example, extending CNF-SAT with equality clauses (which is trivially supported by most SAT solvers today), one can reduce CNF-SAT to 3,3-SAT, where each clause has up to three literals and every variable participates in at most clauses. Such a reduction could simplify the design and implementation of high-performance SAT solvers, which have become a popular topic in the last 10 years, thanks to important applications in AI, VLSI CAD, logistics, etc. In this special case, our graph-theoretical result is consistent with domain-specific work in [14] , which reduces SAT to 3-SAT in a different way, but may also increase treewidth by at most one. Another application would be to optimize VLSI circuits for better layout by breaking down large AND, OR, XOR gates into trees of smaller gates and applying fan-out optimization using buffer insertion (as outlined in the Introduction).
The step-by-step description of our algorithm in the proof of Theorem 3.1 may seem daunting, but the main insight behind this algorithm is rather simple -to expand a given vertex, one must replicate the tree structure of a good tree decomposition around this vertex. We hope that the idea to reuse the local structure of tree decompositions will find other uses as well. Perhaps, the most surprising part of our work is the detailed analysis of how treewidth can change during the proposed construction -it can grow only by 1, regardless of the parameters of the input graph, and sometimes cannot be preserved by any expansion.
An interesting direction to extend our main result is to avoid the reliance of our algorithm on a tree decomposition. Perhaps, such an algorithm might also help in constructing a tree decomposition or determining the treewidth. It is also an interesting graph-theoretical problem to characterize the class of graphs that admit ternary expansions of the same treewidth. Not containing the graphs in our example as a minor appears to us a likely characterization.
