Using a relationship between the moments of the probability distribution of times between the two consecutive trades (intertrade time distribution) and the moments of the distribution of a daily number of trades we show, that the underlying point process is an essentially long-memory non-markovian one. The considered data set includes all trades in Siemens, Commerzbank and Karstadt stocks on the Xetra electronic stock exchange of Deutsche Boerse in October 2002.
Econophysics of financial markets has drawn considerable attention in recent years. Complete understanding of the evolution of stock prices still belongs to the future, but a lot of important issues have already been thoroughly investigated [1, 2, 3] . The ultimate goal of the quantitative approach to the description of stock price dynamics is constructing a microscopic theory, in which this dynamics originates from the agent's activity in the financial market, generating patterns of demand -supply interaction resulting in price formation. There has been much progress in developing models capturing different features of stock price generating processes along these lines , see e.g. [4, 5, 6, 7, 8] .
At a more phenomenological level the description of stock price evolution is given in terms of one or several underlying stochastic processes -an idea pioneered in [9] . A stochastic process of momentum transfer from the particles of the medium to the brownian particle can serve as an example. Once the main probabilistic features of such process are established, an economic description of the temporal evolution of the quantity in question can, in principle, be given through a macroscopic evolution equation (the diffusion one in the case of Brownian motion), in which the fluctuating microscopic degrees of freedom have been already integrated out. For an analysis of stock price dynamics in these terms see [10] .
Below we shall look at the description of trade dynamics at the lowest level of resolution, focusing ourselves on the properties of (stochastic) process generating the times of trades. Given a description of such directing point process T (t) generating the times of trades t 1 ≤ t 2 ....., the temporal evolution of quantities of interest such as price or volume is that of a subordinated stochastic process [11] X(T (t)). The form the corresponding evolution equations for price, traded volume, etc. take and the characteristic features of this evolution are decisively dependent on the properties of the directing point process T (t). Generically one distinguishes the following possibilities:
• The time at which the n-th point (trade) takes place is completely independent of the times at which the previous n − 1 points were generated. In this case one deals with the Poisson distribution of the number of trades in any fixed time interval. This point process is fully characterized by an exponential probability distribution for the intertrade time τ = t n − t n−1 ,
The evolution equations are then differential with respect to time -the standard considered in the literature [12] .
• The time of the n-th trade is correlated with that of the previous n − 1-th trade, so that the the point process has a unit memory depth (and is thus, by definition, markovian). The point process T (t) is still fully characterized by some non-exponential intertrade time probability distribution ψ(τ ), but the evolution equations are no longer differential, but integral ones, of continuous random walk type [13] . For applications to finance see [14] • The time of the n-th trade depends on r > 1 times of the previous trades t n−1 , t n−2 , ..., t n−r . In this case the point process is a long-memory nonmarkovian one with a memory depth equal to r, and the corresponding evolution equations are complicated integral equations with kernels depending on r − 1 arguments.
It is of obvious importance to understand, to which of the above alternatives the observed pattern of the times of the trades corresponds. To this aim we propose to use a relation between the moments of the distribution p N (T ) of a number of trades in some given time interval T and those of the intertrade time distribution ψ(τ ) that holds for the unit memory depth point process in the large -T limit [15] :
so that
or simply ρ N /ρ τ = 1.
In the above equations we have used a compact notation for the moments of ψ(τ ) ψ n ≡ dτ τ n ψ(τ ). Let us stress that provided the underlying point process has unit memory length, the equation (2) holds for any intertrade time probability distribution ψ(τ ) having a finite second moment ψ 2 . Derivation of Eq. (2) is sketched in the Appendix. Equation (2) provides a straightforward possibility of establishing the nature of the point process T (t) by computing the quantities in its left-and righthandside from an observed distribution of a number of trades in some fixed interval T and a corresponding underlying distribution of the intertrade times. In particular in the case of the ensemble of independent points (Poisson case) ρ N = ρ τ = 1, in the case of the process with unit memory depth Eq. (2) holds and, finally, for the long-memory process the relation in Eq. (2) should break down.
In the data set used for our analysis the interval T corresponds to one trading day (9.00 -20.00) on the Xetra electronic exchange of Deutsche Boerse in Frankfurt, and the considered ensemble of trades consists of all trades in Siemens, Commerzbank and Karstadt (liquid, medium liquid and relatively illiquid stock) in October 2002. The results are summarized in Table 1 : Table 1 Und From Table 1 we see, that the ratio ρ N is significantly different from the ratio ρ τ for all of the three stocks considered, providing an evidence for the essentially non-markovian long-memory nature of the point process generating the times of the trades.
A straightforward explanation of this result would be that not only agents with widely different time scales participate in trading activity 1 , but also that many particular trading strategies are characterized by decisions concatenating information coming from different time horizons.
Appendix Derivation of Eq. (2) In this Appendix we sketch, following [15] , the derivation of Eq. (2). The probability of having N trades in the interval [0, T ] is conviniently written as a convolution of a probability of having N trades in the interval [0, t] (the N-th trade falling into the infinitesimal vicinity of t) w N (t) and a probability of having no trades in the remaining interval [t, T ] w 0 (T − t):
( .1) so that the Laplace transform of p N (T ) reads
where we took into account that in the considered unit memory depth case all probabilities in question are fully determined by the intertrade (waiting) time distribution ψ(τ ), so that w N (λ) = f (λ) N and, for w 0 we have, recalling that
To compute the moments of trade's multiplicity distribution it is convenient to introduce a generating function
so that the moments are given by its derivatives at the origin into Eq. (.5) and computing, through Eq. (.4), the leading contributions to N T and N 2 T in the large T limit. 2 We distinguish the Laplace transform from the original by explicitely writing down the corresponding argument.
