This paper illustrates an application of derivative-free, output feedback adaptive control on an aeroelastic model of longitudinal dynamics for a generic transport model. The controller uses a state observer as a reference model, and has a derivative-free delayed weight update law. Since it does not assume the existence of constant ideal weights, it is particulary well suited for adaptation to sudden changes in system dynamics, such as might be due to reconfiguration, deployment of a payload, docking, structural damage, or to difficult to model external disturbances. In addition, it is applicable to output feedback adaptive control design for non-minimum phase plants.
I. Introduction
Adaptive controllers can be classified as either full state feedback or output feedback. The assumption of full state feedback leads to computationally simpler adaptive controller algorithms in comparison to output feedback algorithms. Output feedback adaptive controllers, however, are required for applications in which it is impractical or impossible to sense the entire state of the process, such as active noise suppression, active control of flexible structures, fluid flow control systems, combustion control processes, and low cost or expendable unmanned aerial vehicle applications.
Adaptive controllers have in common the underlying assumption that there exists a constant, but unknown, ideal set of weights 1, 2 . Although this assumption seems reasonable and these adaptive controllers work well on many systems, in some failure modes they may require the use of unrealistically high adaptation gain or may fail to achieve the desired level of performance in terms of failure recovery. Adaptive controllers that require high gain can excite unmodeled dynamics, typically exhibit an excessive amount of control activity 3, 4 , amplify the effect of sensor noise, and increase sensitivity to time delays 5 .
Yucelen and Calise developed a derivative-free adaptive control law (DF-AC) in Refs. 1 and 2. They generalized the assumption of constant unknown ideal weights to the existence of time-varying weights, such that fast and possibly discontinuous variation in weights are allowed. This generalization adds a dimension in the tuning process such that the adaptive law uses the information of delayed weight estimates and the information of the current known system states and errors. By providing memory to the adaptive law, this approach can be used to improve transient behavior without increasing the effective adaptation gain. Recently, this approach was applied to the NASA Generic Transport Model (GTM), which is a high-fidelity scaled transport aircraft model developed at NASA Langley Research Center 6 , and was also flight tested on the NASA Airborne Subscale Transport Aircraft Research (AirSTAR) flight test vehicle 7 .
The results reported in Refs. 1 and 2 were recently extended to output feedback adaptive control for uncertain dynamical systems using a state observer in Ref. 8 . The observer is employed in the adaptive part of the design in place of a reference model. A derivative-free weight update law in output feedback form ensures that the estimated states follow both the reference model states and the true states so that both the state estimation error and the state tracking error are bounded. This approach is particularly well suited for adaptation to sudden change in dynamics, such as might be due to reconfiguration, deployment of a payload, docking, structural damage, or to difficult to model external disturbances. The stability analysis uses a Lyapunov-Krasovskii functional that entails the solution of a parameter dependent Riccati equation 9 , rather than a Lyapunov equation, to show that all the error signals are uniformly ultimately bounded (UUB). The complexity of this approach is significantly less than many other approaches to output feedback adaptive control and it can be implemented in a form that augments an existing observer based linear control architecture. Moreover, it is applicable to non-minimum phase systems.
In Ref. 10 , aeroelasticity theory is used to develop a flexible GTM that accounts for the interactions between wing bending and torsion on aircraft performance and stability. The aeroleastic model is then used to formulate a state space model of the rigid body pitch dynamics coupled with the flexible body dynamics. This model is then reduced to a form that can be treated using adaptive control in state-feedback form. This paper uses the full order model in Ref. 10 to design an observer based nominal controller, which is then augmented with an adaptive controller in output feedback form. There are seven control inputs: elevator and six symmetric flap deflections. A control allocation matrix is designed to produce a square system in which there are three fictitious control inputs and the regulated outputs are pitch rate, and two aeroelastic deflections at the wing tip. The form of the derivative-free, output feedback adaptive control (DF-OFAC) given in this paper differs slightly from the one given in Ref. 8 in that it is designed to augment a nominal controller with integral action. There is a companion paper in which a derivative based form of adaptive output feedback control is applied to the same examples that are treated in this paper 11 .
Section II of this paper summarizes the architecture and properties of the DF-OFAC architecture. Section III describes the nominal and adaptive control designs, and presents the main simulation results. The conclusions are given in Section IV.
II. The DF-OFAC Architecture
Consider the uncertain time-varying dynamical system given by:
where A p ∈ R np×np , B p ∈ R np×m , and C p ∈ R m×np are known system matrices, x p (t) ∈ R np is the unknown state vector, u(t) ∈ R m is the control input vector, ∆ : R × R np → R m is the matched uncertainty, and y(t) ∈ R m is the regulated output vector. Furthermore, the triple (A p , B p , C p ) is minimal and the control input vector is restricted to the class of admissible controls consisting of measurable functions.
The system given by (1) and (2) assumes that the control input vector and the regulated output vector have the same dimension. For the case when the dimension of the control input vector is larger than the dimension of the regulated output vector, one can use either matrix inverse and pseudoinverse approaches, constrained control allocation, pseudocontrols, or daisy chaining 12, 13 to reduce the dimension of the control input vector to the dimension of the regulated output vector. Furthermore, the system can have a sensed output vector denoted by
where y s (t) ∈ R lp , C s ∈ R lp×np , l p ≥ m, such the elements of y(t) are a subset of the elements of y s (t).
We will consider the situation in which there is a state observer based nominal controller in which the control of some of the regulated outputs that are commanded include integral action, whereas the regulated outputs that are not commanded are subject to proportional control. Let
where y 1 (t) ∈ R r , r ≤ m, is regulated with proportional and integral control to track a given command vector r(t) ∈ R r , y 2 (t) ∈ R m−r is regulated with proportional control, C p1 ∈ R r×np , and C p2 ∈ R (m−r)×np .
The integrator dynamics are defined bẏ
where x int (t) ∈ R r . Considering (1), (2) , and (5), the augmented dynamics become:
where
, and n = n p + r. In addition, the augmented sensed output vector becomes
whereȳ s (t) ∈ R l ,C s ∈ R l×n , l = l p + r. Consider the state observer based nominal control law given by
where K x ∈ R m×n is known feedback matrix, K r ∈ R m×r is known feedforward matrix, andx(t) ∈ R n is an observer estimate of x(t) given bẏ
with L ∈ R n×l being the observer gain matrix designed such that A e ≡ A − LC s ∈ R n×n is Hurwitz.
Define the reference model as:ẋ
where x m (t) ∈ R n and A m = A−BK x is Hurwitz by design. This implies that the gain K x has been designed using the certainty equivalence principle 14 (x(t) = x(t)) with ∆(t, x p (t)) = 0, so that y(t) is regulated and y 1 (t) tracks r(t) to within some set of specifications on both the transient and steady state performance.
Assumption 2.1. The matched uncertainty in (1) can be linearly parameterized as
where W (t) ∈ R s×m is the unknown time-varying weight matrix that satisfies W (t) ≤ω, β : R np → R s is a known Lipschitz continuous basis vector of the form β(
and D is a sufficiently large domain, D ⊂ R n .
Remark 2.1. Assumption 2.1 expands the class of uncertainties that can be represented by a given set of basis functions. That is, an adaptive law design subject to Assumption 2.1 can be more effective than an adaptive law designed subject to
where W is a unknown constant ideal weight and ε(x p ) is the residual error. It also permits an explicit dependence of the uncertainty on time.
Remark 2.2. Assumption 2.1 does not place any restriction on the time derivative of the weight matrix. However the degree of time dependence will depend on how β(x p ) is chosen.
The adaptive control objective is to design a control law u(·) for the system given by (6) and (7) so that x(t) tracks x m (t). For this purpose, the nominal control law u n (t) given by (9) is augmented with the adaptive control law u ad (t) as:
wherex p (t) = I np , 0 np×r x(t). Note that the state observer given by (10) is regarded as a part of the nominal control design.
Consider the derivative-free weight update law given bŷ where τ > 0, and
A visualization of the derivative-free output feedback adaptive control architecture is given in Figure 1 . Note that the state observer serves as the reference model. Its dynamics are the same ass the reference model if u ad (t) cancels ∆(t, x p (t)), and in this case the observer error transientỹ(t) goes to zero. Note that the components that are added to an observer based nominal controller architecture, in order to realize the adaptive control, reduce to computing the basis functions and implementing the adaptation law in (16) .
Next, consider the parameter dependent Riccati equation
in which Q 0 ∈ R n×n ≥ 0 andβ has previously been defined in Assumption 2.1.
Remark 2.3. Let 0 < ν <ν define the largest set within which there exists a positive definite solution for P . Since P > 0 for ν = 0 and P depends continuously on ν, the existence of P (ν) > 0 for 0 < ν <ν is assured. Furthermore, this implies that κ 2 < ν/β 2 − 1/µ ≡κ 2 .
Remark 2.4. If N = 0 in (21), then it follows from (19)- (21) that we have
which implies that the transfer function associated with the system G(s) = C(sI − A e ) −1 B is positivereal 15 . In this case (19) reduces to a Lyapunov equation associated with the error dynamics in (30), which is commonly employed in the stability analysis of adaptive systems, andν = ∞. This suggests that for the purposes of adaptive control design, when m > 1, it is advantageous to define a new measurement by taking a linear combination of the existing measurements
where M ∈ R m×m is a norm preserving transformation that minimizes a norm measure of N o where
with P o defined as the value of P that satisfies (22). Taking the Frobenius norm as a measure, it can be shown that the solution for M that minimizes ||N o || F subject to the constraint ||M C|| F = ||C|| F is given by:
The next lemma shows that for ν <ν, (19)- (21) can reliably be solved for P > 0 using the Potter approach given in Ref. 16 . This also implies thatν can be determined by searching for the boundary value that results in a failure of the algorithm to converge. We employ the notation ric(·) and dom(ric) as defined in Ref. 17 .
Lemma 2.1
17 . Let P satisfy the parameter dependent Riccati equation given by (19) - (21) and let the modified Hamiltonian be given by
where Q ≡ Q 0 + νCC T and R ≡ BB T . Then, for all 0 < ν <ν, H ∈ dom(ric) and P = ric(H).
Denotex(t) ≡ x(t) −x(t) for the state estimation error,ê(t) ≡x(t) − x m (t) for the estimated state tracking error, andW (t) ≡ W (t) −Ŵ (t) for the weight estimate error. From (6) and (10), the dynamics for the state estimation error can be written in the forṁ
where L β > 0 is the Lipschitz constant for the known basis vector. Likewise, from (10) and (11) the dynamics for the estimated state tracking error can be written in the form:
Theorem 2.1 8 . Consider the controlled uncertain dynamical system given by (6) and (7) subject to Assumption 2.1. Consider, in addition, the feedback control law given by (14) , with the nominal feedback control component given by (9) and (10), and the adaptive feedback control component given by (15) and (16) subject to the conditions in (17) and (18), and with κ 2 <κ 2 . Then,x(t) andW (t) are UUB. 
Remark 2.6. The derivative-free weight update law given by (16) does not require a modification term to prove the error dynamics, including the weight errors, are UUB.
Remark 2.7. Derivative-free adaptive control does not employ an integrator in its weight update law. This is advantageous from the perspective of augmenting a nominal controller that employs integral action to ensure that the regulated output variables track r(t) for constant disturbances, regardless of how these disturbances may enter the system. An example that illustrates this advantage is provided for full-state feedback case in Section V of Ref. 1.
III. Evaluation of DF-OFAC Architecture on the Aeroelastic Model of Longitudinal Dynamics of GTM
This section formulates a state space model of the rigid body pitch dynamics coupled with the flexible body dynamics. It then explains how both the nominal and adaptive portions of the control design were performed, and presents sample simulation results that illustrate both nominal performance and performance under several cases of uncertainty and external disturbances. Realistic levels are senor noise are included in all of the results. A detailed description of the aeroelastic GTM model used in this study is given in Ref. 10 .
For the configuration with 50% fuel, and with an altitude of 30000 feet and a Mach number of 0.8, a linearized model under nominal conditions ∆(t, x p (t)) = 0 is obtained in the form of (1) and (2) with 
with the state vector being defined as
T , where α(t) denotes the angle of attack, q(t) denotes the pitch angular rate, w(t) denotes the bending modal amplitude, and θ(t) denotes the torsional modal amplitude. The control input vector is defined as u(t) = [δ e (t), δ f1 (t), δ f2 (t), δ f3 (t), δ f4 (t), δ f5 (t), δ f6 (t)] T , where δ e (t) denotes the elevator deflection and δ fi (t), i = 1, 2, . . . , 6 denote symmetric flap deflections. The regulated output is defined as
T , where w o (t) = 2w(t)/(b/2) and θ o (t) = √ 2θ(t) denote the wing bending and torsion angles at the wing tips, respectively, where b is the wing span.
For the model described above, a control allocation matrix was designed to create a square system in the form of (1) and (2) by defining a three element fictitious control vector, u f (t), in such a way that u f i (t), i = 1, 2, 3, provide nearly independent control of the regulated output variables. A singular value decomposition ofB p = U SV T given in (33) reveals that there are three significant singular values. Let G ca denote the control allocation matrix, so that u(t) = G ca u f (t), and B p in (1) becomes B p =B p G ca . Choosing G ca as the first three columns of V , and letting s i denote the corresponding singular values, then since both U and V are orthonormal matrices, it follows that
where U i denotes the i th column of U . Examining these three columns reveals that: 
From (36) it is evident that selecting G ca in this manner provides nearly independent, relative degree one control of w(t), q(t), and θ(t), with respective control effective gains s 1 , s 2 , and s 3 . However, we chose instead to define G ca in such a way that the elements of u f (t) regulate the outputs in order that they are defined in (34), with unity control effectiveness gains. Thus, G ca was chosen as 
where V i denotes the i th column of V . Finally, B p =B p G ca becomes 
where the boxed entries can nearly be viewed as 1, −1, and 1, respectively, and the others are nearly 0. This verifies that with G ca as the control allocation matrix, we have nearly decoupled control of the regulated output variables, and the effectiveness of each fictitious control is balanced (nearly unity).
Computing the transmission zeros for the triple (A p , B p , C p ) shows that the system has only one transmission zero at 3.17, which is non-minimum phase. Therefore, when designing the controller using LQG theory, we should not expect to be able to recover the guaranteed phase margins of an LQR design. It also means that the output feedback adaptive control approach used to augment the nominal controller should be applicable to non-minimum phase systems. For example, the design approaches in Refs. 18-20 are not applicable.
The sensed output vector in (8) is taken asȳ s (t) = [y T (t), A z (t), y int (t)]
T , where A z (t) denotes the normalized acceleration at the aircraft center of gravity and y int (t) denotes an integrator state defined by ẏ int (t) = r(t) − q(t). The measurement equation for A z (t) was obtained using the relationship
where U 0 is the equilibrium speed and g is the acceleration due to gravity.
Our simulation includes the effect of actuator dynamics, measurement noise, and analog pre-filtering of the first four elements in y s (t). The actuator models each have a bandwidth of 12Hz, an amplitude saturation of ±30 degrees, and a rate saturation of ±100 degrees per second. To model sensor noise, we assumed independent band-limited white noise processes with correlation time constants of 0.001 seconds and noise power levels of 3×10−9, 6×10−9, 6×10−9, and 1×10−5 for the elements of y si (t), i = 1, . . . , 4, respectively. The pre-filters each have a bandwidth of 16Hz, which is well beyond the bandwidth of the nominal control design.
The eigenvalues of the rigid aircraft's short period mode, obtained from the 2 × 2 upper left matrix partition of A p in (32), are −0.85 ± 1.53. The eigenvalues of the aircraft's two flexible modes, obtained from the 4×4 lower right matrix partition of (32), are −2.56±8.55 and −1.07±11.84. These correspond to a bending and a torsion mode, respectively. However, spectrum of A p is ρ(A p ) = {−0.23 ± 12.31, −3.76 ± 8.26, and −0.51 ± 0.50}, which suggests that there is a significant one-way coupling between the aeroelastic modes and the rigid body dynamics of the aircraft.
LQG theory was used to design the nominal controller, with PI control for tracking a pitch rate command, and proportional control for regulation of the wing bending and torsion angles. Thus, C p1 in (4) becomes C p1 = [1, 0, 0, 0, 0, 0] and the augmented system has dimension n = 7. The controller gain matrix (K x ) was obtained using
to penalize x(t), and
to penalize u f (t). The command r(t) is also fed forward so that the first column in K x multiplies the error between r(t) andq(t), so K r in (9) is simply the negative of the first column in K x .
The observer gain matrix (L) was obtained as follows. The command and disturbance input columns were scaled and combined into a matrix, B 1 , to form a nominal process noise intensity matrix Q nom = B 1 B T 1 . To this we added a loop transfer recovery (LTR) fictitious noise term 21 to form the total process noise matrix
, where ρ is the LTR gain, and
The LTR gain was chosen as ρ = 1. A modest value was used since the system has a non-minimum phase zero. The resulting process noise intensity matrix is: 
The measurement noise intesity matrix associated with the five sensed output variables was chosen as R L = I 5 .
The control and observer gain matrices that define the nominal controller resulted from the above choices are: 
(44) Figure 2 shows the performance of the nominal control system in the absence of uncertainty, and without external disturbances. The effect of sensor noise in tracking step commands in pitch rate is evident in the upper left sub-figure. The fictitious controls and actual control surface responses are shown in the first two sub-figures in the bottom row. Note that while the fictitious control is largely made up u f 1 (t), there is significant allocation of this control to the flaps. Figure 3 gives an indication of the performance of the state observer. The effect of sensor noise is most evident in the estimate of the torsional rate.
For the adaptive control design we used a combination of bias and sigmoidal basis functions of the form
1+e −x i (t) , i = 1, . . . , 6. For this choice of basis functions,β = √ 7. For µ = 0.1, the upper bound for κ 1 in (17) 
hence y o (t) = M Cy(t) was used as the system output instead of y(t) when computingỹ(t) for use in the adaptive law in (18) . In what follows we illustrate the performance of this adaptive design.
A. Nonlinear Uncertainty
We first consider the case when there exists a nonlinear uncertainty of the form:
∆(x(t)) = 0.5α(t)q(t) + 0.5α Figure 4 shows the responses with nominal control and Figure 5 shows the responses with adaptive control. The responses with nominal control eventually go unstable. The responses with adaptation remain stable, and tracking performance is nearly as good as that observed in Figure 2 without uncertainty.
B. External Disturbance
Next we consider the case when a disturbance d(t) = 2.5sin(t) is applied to the system in the forṁ
where Figure 6 shows the responses with nominal control and Figure 7 shows the responses with adaptive control. The tracking performance is significantly improved with adaptation.
C. Nonlinear Uncertainty and External Disturbance
The uncertainties in the previous two cases are combined in this example. Figure 8 shows that the response with adaptation remains stable, and adequate tracking performance is still maintained.
D. Change of Inertia
Lastly we illustrate an example of aeroelastic modeling uncertainty in which the I yy and I zz structural inertia parameters in Ref. 10 are reduced by 5% of their nominal values at t = 6 seconds. Figure 9 shows that the response with nominal control becomes unstable, even at this very modest level of uncertainty in the aeroelastic model. Figure 10 shows that both the observer estimates and measurements are divergent. Figure 11 shows that the effect of this sudden change is stabilized when adaptive control is employed. Finally Figure 12 shows that the estimation performance of the observer remains reasonably accurate with adaptive control. Time 
IV. Conclusion
A derivative-free output feedback adaptive control architecture has been applied to an aeroelastic model of the longitudinal dynamics of a generic transport model. The method of design is applicable to non-minimum phase plants. Simulation results confirm that this is a promising approach, particularly for applications in which there is a combination of modeling uncertainty and external disturbances affecting the plant, or there is uncertainty in the aeroelastic model of the aircraft.
