A number of Monte Carlo simulation-based approaches have been proposed within the past decade to address the problem of pricing American-style derivatives. The purpose of this paper is to empirically test some of these algorithms on a common set of problems in order to be able to assess the strengths and weaknesses of each approach as a function of the problem characteristics. In addition, we introduce another simulation-based approach that parameterizes the early exercise curve and casts the valuation problem as an optimization problem of maximizing the expected payoff (under the martingale measure) with respect to the associated parameters, the optimization problem carried out using a simultaneous perturbation stochastic approximation (SPSA) algorithm.
Introduction
In the second edition of his book on financial derivatives, Hull writes (1993, p.363):
"Monte Carlo simulation can only be used for European-style options."
Numerous papers since then have refuted this claim, and Hull himself in the 4th edition of his book tempers the assertion to, "... cannot easily handle situations where there are early exercise opportunities." (Hull 2000 , p.408) Nonetheless, pricing American-style options via Monte Carlo simulation still remains a very challenging problem. The problem lies in the estimation of the early exercise decisions available in American-style derivative contracts. Standard simulation programs are forward algorithms, which means that the paths of state variable are simulated forward in time. Most path-dependent featured options are easily priced through the simulation of sample paths. However, pricing options with "early-exercise" features, such as American options, generally requires a backward algorithm. By working backwards from the maturity date of the option via dynamic programming, the optimal exercise strategy and option price can be estimated. The problem in using simulation to price American-style options results from the inconsistency of applying an inherently forward-based procedure to a problem that requires a backwards procedure to solve. If the usual backwards induction algorithm is applied on a single sample path basis, the resulting future value is derived from perfect foresight, rather than based only on the expectation. Therefore, the estimated optimal early exercise strategy based on a sample path via a backwards algorithm will overestimate the true option value.
As a result of these problems in applying simulation, the primary methods for pricing Americanstyle options are binomial trees and other lattice methods (such as trinomial trees), and finite difference methods to solve the associated boundary value partial differential equations (PDEs). Broadie and Detemple (1996) provide a recent comparison of various (non-simulation-based) existing methods in pricing standard American call and put options written on a single underlying dividend-paying asset. In general (not just for American-style derivatives), the computational speed of these methods is significantly better than that of simulation methods for simple models and contracts. However, the major drawback of these methods is that they can often only handle one or two source of uncertainty: for more state variables, they become computationally prohibitive, with computation times typically increasing exponentially with the number of state variables.
Since the convergence rate of Monte Carlo methods is generally independent of the number of state variables, it is clear that they become viable as the underlying models (asset prices and volatilities, interest rates) and derivative contracts themselves (defined on path-dependent functions or multiple assets) become more complicated. Our goal is to use a small computational testbed of problems to compare and contrast the strengths and weaknesses of some recently proposed simulation-based algorithms along the various dimensions of these additional complications. For more on the use of Monte Carlo simulation for derivatives pricing, see Boyle (1977) , and Boyle, Broadie, and ; see also for a recent review of all numerical methods.
We consider three main classes of algorithms. Since the American option pricing problem can be cast in the framework of a stochastic dynamic programming problem (for discrete time; stochastic control for continuous time), the first class of algorithms is based on the idea of attempting to mimic the basic backwards induction algorithm of stochastic dynamic programming. Tilley (1993) was the first to attempt to apply simulation to American option pricing, using a bundling technique and a backward induction algorithm. His approach is a "single pass" algorithm, in that all simulations are carried out first before the algorithm is applied. In contrast, the approach of Grant, Vora, Weeks (1996 ) is sequential in its use of simulation, proceeding inductively backwards to approximate the exercise boundary at each early exercise point, finally estimating the price in a forward simulation based on the obtained boundaries. The second class of algorithms is based on the approach of explicitly characterizing the early exercise curve through a parameterization, and then using gradient-based simulation to maximize the expected payoff with respect to the parameters. Fu and Hu (1995) treat a simple American call option with discrete dividends by casting the pricing problem as an optimization problem of maximizing the expected payoff of the contract (under the risk-neutral measure) with respect to the early exercise thresholds. They use direct gradient estimates that could be derived for the particular problem. Here, we generalize the approach to arbitrary parameterized early exercise boundaries that are optimized with respect to the parameters through the use of an efficient algorithm based on the simultaneous perturbation stochastic approximation (SPSA) approach of Spall (1992) , which was used by Fu and Hill (1997) for discrete-event systems. The third approach is based on finding efficient upper and lower bounds from simulated paths. Glasserman (1997a,1998) propose two algorithms -one based on a nonrecombining tree and another based on a stochastic mesh -which provide high and low estimates for the option price that converge asymptotically to the true price. These two algorithms and the Tilley algorithm are also discussed in greater detail in Broadie and Glasserman (1997b) . Algorithms not considered in this study include Barraquand and Martineau (1995) , Raymar and Zwecher (1997) , Carriere (1996) , Bossaerts (1989) , and Ibanez and Zapatero (1999) .
The rest of this paper is organized as follows. The testbed cases are first described. Then, each of the three approaches is described in more detail, with two explicit algorithms given for each approach. The algorithms are then compared on the testbed problems, in terms of implementation ease, memory, and accuracy versus computational expense. Summary and conclusions based on the experiments are then presented.
Computational Testbed
The testbed consists of American call options on a single and multiple underlying assets, an American-Asian call option on a single stock, and an American put option on a single stock modeled by the Merton jump-diffusion model. Many of these test cases have been used by Glasserman (1997a,1998) , Fu and Hu (1995) , and Grant, Vora, and Weeks (1996,1997) in testing their own proposed algorithms. Throughout, the expiration date will be denoted by T , the strike price by K, the interest rate by r, the volatility by σ, and the stock price at time t by S t (starting price S 0 ), with an argument S t (k) indicating a particular sample path k and superscripts S i t when there are multiple stocks. Throughout the interest rate and volatility are assumed constant, but these can easily be made stochastic for all the procedures with little difficulty, a usual advantage of Monte Carlo methods. Under the scenario, the price of an American-style option can be written as the solution to the following optimal stopping problem:
where Q denotes the appropriate risk-neutral (martingale) measure, L t (·) represents the payoff at time t, which itself could be path dependent (as in an Asian option), and the supremum is over all stopping times τ ≤ T. All cases will have a finite number of discrete exercise opportunities, at points {t 0 = 0, t 1 , ..., t N = T }, where N + 1 gives the total number of exercise opportunities. Therefore, the supremum becomes a maximization operator. Richardson extrapolation can be used for extension to continuous early exercise opportunities (Geske and Johnson 1984) .
Testbed Set 1: Call Option with Discrete Dividends
Testbed Set 1 is an American call option on a single stock that distributes dividend D j at time
. . , N, where τ i is the time between the distribution of dividend i − 1 and i, and N is the number of dividends distributed during the lifetime of the call contract, the last dividend distributed on the expiration date. Thus,
The dividend amounts {D j } can be deterministic or stochastic, but following standard models, we assume that the stock price drops after ex-dividend by the amount of the dividend, i.e.,
The stock price model adopted here follows that of Stoll and Whaley (1993) and others, in considering the dynamics of the stock price net of the present value of escrowed dividends, given byS t = h(Z;S 0 , t, µ, σ), for some random vector Z independent of the parameters. In particular,
with independent Z j ∼ f j , probability density functions. The actual stock price process is then given by
At exercise decision points,
whereD j represents the net present value (at t − j ) of all future dividends D j , ..., D N . Specifically, we will take geometric Brownian motion
which under the risk-neutral measure µ = r leads to the lognormal distribution of stock prices:
i.e., Z j are i.i.d. standard N (0, 1) normal r.v.s. Although the American feature allows exercise of the option at any time up to and including the expiration date, under the assumption of a frictionless market, the call option should only be exercised -if at all -right before an ex-dividend date or at the expiration date. Thus, the potential early exercise dates are the ex-dividend dates {t j , j = 1, ..., N }.
Testbed Set 2: Call Option with Continuous Dividends
Testbed Set 2 is a call option on a single stock (payoff again given by (2) ) that pays continuous dividends at a rate δ, but early exercise is restricted to the discrete points {t j , j = 0, 1, ..., N }. We assume that the stock price net of the present value of escrowed dividends changes continuously according to
Note that this stock model incorporates the dividends directly into the stock price dynamics. In particular, we will again assume that the risk-neutral version of the underlying stock price process follows geometric Brownian motion:
so that simulation would use the expressions given by (4), with r simply replaced by r − δ. We note that in this setting, McDonald and Schroder (1998) give a relationship between the put and call option values.
Testbed Set 3: Max Option Multiple Underlying Assets
Testbed Set 3 is a call option on the maximum of n stocks (n = 2, 5), i.e., the payoff function upon exercise at time t is
where again early exercise is restricted to the discrete points {t j , j = 0, 1, ..., N }. The individual stock prices are assumed to follow the correlated geometric Brownian motion processes
where Z i t is a standard Brownian motion process and the instantaneous correlation of Z i and Z j is ρ ij . In our numerical examples, we follow Broadie and Glasserman (1997ab) by taking δ i = δ and ρ ij = ρ for all i, j = 1, ..., n and i = j. This type of option was also considered by and Raymar and Zwecher (1997) .
The first two approaches to be discussed require some characterization of the early exercise boundary. For n non-identical stocks, one intuitively appealing boundary that is consistent with the analytical findings of Broadie and Detemple (1997) is to set a threshold level for each individual stock plus another threshold level for each pairwise absolute (or squared) difference. This gives n + n 2 threshold levels to set. By symmetry, when the stocks are assumed to follow identical (but not necessarily independent) price processes, the thresholds should be the same, so the number of thresholds is reduced to 2, and the pairwise differences can be handled as an aggregated sum of squares of differences for ease of implementation. Specifically, one could specify the hold region at date t i as a hypercube appended with a (hyper)cylinder as follows:
i } are the parameters characterizing the region. If S 1 , S 2 , ..., S n are assumed to follow the same distribution, though possibly correlated with a common correlation coefficient (the particular cases we will consider in our numerical experiments), we define the following metric on the vector of stock prices S t = (S 1 t , S 2 t , ..., S n t ):
and specify the hold region by (see Figure 1 )
which gives a two-parameter model {s i , v i } different from the two-factor model of Raymar and Zwecher (1997) , who use the maximum and the second highest stock value or the median. Figure  1 displays the early exercise boundary for an option on the maximum of two identical underlying assets. The dashed vertical line in Figure 1 indicates that for a given value of S 1 t > s i , there are three distinct regions based on the value of S 2 t , going from exercise to hold to exercise.
Testbed Set 4: Asian Option
Testbed Set 4 is an American-Asian call option with payoff defined by
whereS t is the discrete arithmetic average of the stock prices from a pre-specified date t up to the exercise time t. Although it might be optimal to early exercise this option at any time, we again restrict the early exercise opportunities to the discrete points {t j , j = 1, ..., N }. The underlying stock price process follows geometric Brownian motion with continuous dividends according to Equation (5) , as in the previous two cases. Again, the first two approaches to be discussed require some characterization of the early exercise boundary, which here would depend on the joint state variables (S t ,S t ). Following Grant, Vora, and Weeks (1997), we will assume a piecewise linear boundary that is characterized by two parameters at each exercise point.
Testbed Set 5: Put Option on a Jump-Diffusion Asset
The last test case, Testbed Set 5, is a put option defined on a single underlying stock, i.e.,
This time the stock price process is assumed to follow a jump-diffusion model:
where Z i ∼ N (0, 1) iid, N (τ ) ∼ P oisson(λτ ), and the jump sizes are i.i.d. lognormally distributed LN (µ i , σ 2 i ), with µ i = −δ 2 /2 and σ i = δ (δ > 0). (Note: in Grant, Vora, Weeks 1996, there are typographical errors in the specification given on p.222, Equation (6), with an inadvertent √ τ in the jump process portion and omission of the negative δ 2 /2 term.)
3 Description of the Algorithms
Dynamic Programming
The approaches considered here are the bundling method of Tilley (1993) and the sequential method of Grant, Vora, and Weeks (1996, 1997). As mentioned earlier, both approaches mimic the backwards induction solution method of stochastic dynamic programming. The implemented algorithms will be indicated by "DP1" and "DP2" for the adaptation of Tilley (1993) and Grant, Vora, and Weeks (1996, 1997), respectively.
Bundling Algorithm
In Tilley (1993) , the bundling algorithm is clearly stated and easy to implement for one-dimensional problems. The algorithm computes an estimate for the option's holding value by using backwards induction and a bundling technique. At time t, paths whose stock prices are similar can be grouped together to obtain an estimate of the one period ahead option value. Proceeding recursively from the option's expiration date, an optimal exercise policy can be estimated.
We first describe the one-dimensional algorithm, followed by the higher-dimensional extensions. In place of the double indexing notation used in Tilley (1993) , where "A(k, t)" represented the value of some variable A at time t of path k, we will use "A t (k)", as specified earlier for the stock price process.
One-Dimensional Algorithm
For notational convenience and without loss of generality, the time points will be indexed 0, 1, ..., N . The discount factor from time t to time t + 1 of path k is denoted d t (k), with the discount factor from time 0 to time t denoted by D t (k), where
. Let X t denote the exercise (strike) price at time t, t = 0, 1, ..., N , i.e., in general the strike prices may depend on the date of exercise. In all of our testbed cases, the strike price is fixed: K = X i ∀i.
The simulation procedure entails the random generation and storing of a finite sample of R stock price paths from time t = 0 to time t = T . The kth path of stock prices in the simulation sample is represented by the sequence {S 0 , S 1 (k), . . . , S N (k)}. The backwards induction algorithm begins at the last early exercise date t N −1 . At epoch t ∈ {t 0 , t 1 , . . . , t N −1 }, we proceed inductively as follows:
Step 1: Reorder the stock price paths by the stock price at time t: from highest to lowest for a put option, and lowest to highest for a call option. Partition the ordered paths into Q distinct bundles of P paths each (QP = R): the first P paths in the first bundle, the second P paths in the second bundle, etc. Let B t (k) be the set of paths in the bundle containing k at epoch t.
Step 2: For each path k, compute I t (k), the intrinsic value of the option:
Step 3: Compute the option's holding value, H t (k), defined as the present value of the expected one period ahead option value V t (k):
where
Step 4: For each path k, define a "tentative" exercise-or-hold indicator variable x t (k):
Step 5: Examine the sequence {x t (k) : k = 1, . . . , R}. Define the "transition zone" between hold and exercise as the sequence of 0's and 1's that begins with the first 1 and ends with the last 0. Determine a sharp boundary between the hold and exercise decisions as the start of the first string of 1's whose length exceeds that of every subsequent string of 0's. The path index of this leading 1 is denoted k * t .
Step 6: Define a "new" exercise-or-hold indicator variable, y t (k), that incorporates the sharp boundary:
Hold option.
Step 7: For each path k, define the current value, V t (k), of the option:
Step 8: Let t = t − 1 and return to Step 1.
After the algorithm has been processed backwards to epoch 0, define z t (k), the exercise-or-hold indicator variable:
1 if y t (k) = 1 and y s (k) = 0 ∀ s < t; 0 otherwise.
Note: For each path k, either the option is never exercised (z t (k) = 0 ∀ t), or the option is exercised at epoch t * (z t * (k) = 1 and z t (k) = 0 ∀ t = t * ).
The option price estimator is defined by:
Imprecision in the estimator given by (12) is a result of R (thus P and Q) being finite. This imprecision arises from two factors: (1) the continuous distribution of stock prices at each epoch is not sampled finely enough; and (2) the mathematical expectation in Step 3 above is approximated by an average over a finite number of paths. Imprecision from the first type can be reduced by increasing Q, the number of bundles; and imprecision of the second type can similarly be reduced by increasing P , the number of paths per bundle. However, for a fixed R, Q and P are inversely related, implying a tradeoff between the first and second types of imprecision. We propose an extension of the one-dimensional bundling algorithm to higher dimensional options; in particular, options on the maximum of multiple assets and American-Asian options. Many of the procedures we adopt are straightforward adaptations of the one dimensional algorithm. However, those which are unique to this higher dimensional problem are detailed below.
Extension to Higher Dimensions

Extension to Max Option on Multiple Underlying Assets
Simulation: The simulation procedure involves the random generation of a finite sample of R stock price path groupings. Each grouping consists of n correlated stock price paths, where n is the number of stocks considered. The k th path grouping of stock prices in the simulation sample is represented by the sequence {S 0 , S 1 (k), . . . , S N (k)}, where S i (k) = (S 1 i (k), . . . , S n i (k)) and S j i (k) is the stock price of the j th stock of path grouping k at epoch i (1 ≤ j ≤ n). Note: S 0 = (S 1 0 , . . . , S n 0 ).
Step 1: (i) At epoch t, compute the average stock price over all R path groupings of each of the n stocks. Reorder the path groupings by the stock price of the stock with the highest average. Partition the path groupings into Q 1 distinct bundles of P 1 path groupings each (Q 1 P 1 = R).
(ii) Consider the first of the Q 1 bundles. Compute the average stock price over all P 1 path groupings of each of the n stocks, not including the stock which was used to sort in the initial Step (i). Reorder the path groupings by the stock price of the stock with the highest average. Partition the path groupings into Q 2 distint bundles of P 2 path groupings each (Q 2 P 2 = P 1 ). Repeat for each of the Q 1 bundles.
(iii) Consider the first of the Q 1 Q 2 bundles. Compute the average stock price over all P 2 path groupings of each of the n stocks, not including the two stocks which were sorted on previously. Reorder the path groupings by the stock price of the stock with the highest average. Partition the path groupings into Q 3 distinct bundles of P 3 path groupings each (Q 3 P 3 = P 2 ). Repeat for each of the Q 1 Q 2 bundles, etc.
After sorting over all n stocks, we have Q = n j=1 Q j distinct bundles of P = P n paths each (QP = R). Define B t (k) to be the set of path groupings in the bundle containing k at epoch t.
Note: the above detailed ordering is done from highest to lowest for a put option, and from lowest to highest for a call option.
Step 2: For each path grouping k, compute I t (k), the intrinsic value of the option, defined appropriately in the following:
Step 4: (i) For those path groupings k "in the money" at time t, i.e., I t (k) > 0, compute ||S t (k)||, the metric given by (7) for path grouping k. Order these path groupings with respect to this measure from highest to lowest. Recombine all the path groupings by attaching this ordering to the end of the "out of the money" path groupings.
(ii) For each path grouping k, define a "tentative" exercise-or-hold indicator variable x t (k):
All other steps not mentioned proceed exactly as in the one-dimensional algorithm.
Computational time in the above multi-dimensional algorithm can be reduced by a simplification of Step 1. In particular, sorting can be done on the n stocks in a predetermined order rather than with respect to average stock prices. Also, it can be argued that sorting on less than the n stocks is sufficient, especially if sorting is done with respect to the average stock prices. Regardless, in any sorting procedure, the choices of {Q 1 , Q 2 , . . .} and {P 1 , P 2 , . . .}, the size and number of the bundles, is quite flexible.
Application to the American-Asian Option
The above multidimensional algorithm can be easily applied to the American-Asian option on one stock. In this setting, with S(k) = {S 0 , S 1 (k), . . . , S N (k)} representing the stock price path of the underlying asset, letS(k) = {S 0 (k),S 1 (k), . . . ,S N (k)} represent the "path" (sequence) of the stock price averages. The above multi-dimensional algorithm is now applied for n=2, with the following modifications:
(1) In Step 1, the stock path groupings are first sorted with respect to the average stock path, {S(k)}, and secondly with respect to the stock price path,
(3) The procedure for determining the sequencing of x t (k) is the same as that in the one-dimensional algorithm.
Sequential Dynamic Programming Algorithm
The sequential approach of Grant, Vora, and Weeks (1996, 1997) is relatively straightforward in principle, attempting to characterize the exercise boundary at each potential early exercise point through a procedure that closely mimics the backwards induction technique of dynamic programming, and then simulating forward to estimate the option price. The exercise boundaries in their examples are characterized by critical prices (thresholds) that completely determine the option holder's early exercise strategy. We apply this approach to three types of American options. First, we consider the single asset American option and follow the estimation procedure outlined in Grant, Vora and Weeks (1996) . Second, we consider the American-Asian option as described in Grant, Vora, and Weeks (1997). While this procedure is generally straightforward, the paper lacks the details to make implementation obvious and certain assumptions had to be made. Third, we extend the AmericanAsian technique and consider higher dimensional options; in particular, options on the maximum of multiple assets.
One-Dimensional Algorithm
We consider an American call on a single stock; the procedure for a put is identical except for the payoff function. As in the bundling algorithm, we assume the exercise opportunities occur at t = 0, 1, . . . , N, with a fixed time span, τ , between exercise dates (τ is written as a fraction of a year). Let P t (S) denote the (conditional) expected option payoff at time t, given the asset price S. The option value is then given by P 0 (S 0 ). For this option, the optimal exercise boundary at each point t i is simply a threshold s * i (≥ K), called a critical price, such that the option is exercised if S i > s * i . At the expiration date T , where the option payoff is P N (S N ) = (S N − K) + , the critical price is s * N = K. Beginning at the last early exercise date t N −1 , we use a backwards induction algorithm to estimate the critical prices at the early exercise dates. At date t N −1 , the value of the call is given by:
Thus, the critical price at time t, s * N −1 , is the price at which the two quantities in (13) are equal, i.e., s
. In other words, we need to approximate the zero of the function
Using some root-finding algorithm such as the bisection or secant method, we can bracket the root of f (s) to some predetermined tolerance and then interpolate linearly to obtain an estimate for the root.
Proceeding recursively, obtaining an estimate for s * i for i < N−1 follows an analogous procedure, based upon estimates for {s * i+1 , . . . , s * N −1 , s * N = K} already obtained. The value of the call at time i with stock price S i is given by:
In order to find s * i , we must estimate E[P i+1 |S i = s] by simulating {S j , j = i + 1, ...} until S j > s * j or expiration, giving the explicit estimator:
where 1{·} is the indicator function, with the first condition indicating no early exercise and the second condition indicating early exercise at time k. Once estimates for the critical prices at all exercise points are obtained, the value of the option is estimated through a simulation initiated at time 0.
American-Asian Algorithm
For the American-Asian option, we follow the algorithm as detailed in Grant, Vora, Weeks (1997). Here, the early exercise boundary must be based on both S t andS t . As it turns out, there is a critical average priceS * t for each stock price S t . Therefore, the early exercise conditions are expressed as a locus of critical prices,S * t (S t ). At each t, to estimate this locus of critical prices, we first select a representative sample of possible stock prices covering a reasonable range. For each S t in this sample, we estimate the critical average priceS * t (S t ) in an identical manner as the one-dimensional algorithm. Notice that since the representative sample of stock prices can never be exhaustive, linear interpolation must be employed to find the critical average price at every possible stock price.
To simplify the identification of threshold levels, a linear approximation of the exercise boundary is introduced. For the call option considered, the hold region is taken as follows (see Figure 2 ):
so the exercise boundary at t i is given by the piecewise linear function (indicated by the solid line in Figure 2 , withS t a function of S t ):
and the problem reduces to finding at each of the early exercise dates t i the optimal values of the parameters (s i , v i ) that maximize the (continuation) value of the option. Again, we use backwards induction to estimate the set of optimal parameters. At early exercise point t i , we already have estimates for the optimal parameters at all of the subsequent early exercise dates, {(s i+1 , v i+1 ), ..., (s N −1 , v N −1 )}, as well as an obvious exercise policy at the expiration date. By the properties of a call option, the optimization parameters should be monotone with respect to the time until the expiration date. With this in mind, we first prepare a parameter grid (s i , v i ) with the smallest value of s i and v i equal to s * i+1 and v * i+1 , respectively. The range of the grid should reasonably cover the "expected" optimal parameters, and the size of the grid is flexible: in general, more parameters will lead to a more accurate optimization. We next prepare a price grid (S t ,S t ) that approximately covers the possible threshold regions (a function of the parameter grid).
We choose a pair of parameters from the parameter grid and use this pair for the exercise threshold at time t. Then following this rule and the previously obtained decision rules at the subsequent parameters, we use simulation from each of the pairs of the price grid to calculate an average value for the option. Repeating this procedure for each of the pairs in the parameter grid, we choose (s * i , v * i ) to be the pair that produces the highest (continuation) option value. Once optimal parameters have been estimated at each early exercise date, we estimate the value of the option through a simulation initiated at time 0. Early exercise occurs on the first date such that the stock price/stock average pair falls in the exercise region.
Extension to Higher Dimensions
We next extend the algorithm by applying it to higher dimensions. In general, this would require specification of complicated exercise/hold boundaries at each early exercise point. For the cases considered here, the American call option on the maximum of n assets, characterization of the early exercise boundary was already discussed; in particular, since all of the stocks are identically distributed with a common correlation coefficient, the region specified by (8) will be used, with exercise/hold decisions based on the two quantities max i S i t and ||S t ||, the latter metric defined by (7) . With this dimensional reduction, the optimization of the parameters (s i , v i ) at each early exercise epoch and the subsequent valuation of the option price otherwise follows the procedure for the American-Asian case. Note, however, that in contrast to the Asian case, where there is a single exercise threshold forS t for each value of S t (see Figure 2) , for the max-option on two assets, there are two critical values for S 2 t for each value of S 1 t > s i , as shown by the dashed vertical line indicated with two bullets in Figure 1 
Parameterizing the Exercise Boundary
The main idea of this approach is to parameterize the exercise boundary, and then maximize the expected discounted payoff with respect to the parameters. The difference between this approach and the previous approach is that no dynamic programming is involved, i.e., the procedure simultaneously optimizes all parameters by iteration, instead of sequentially by backwards recursion. A similar approach was applied to American option pricing problems in an analytical optimization framework by Welch and Chen (1991) . Here, the optimization is carried out using Monte Carlo simulation through an iterative algorithm called stochastic approximation (refer to Kushner and Yin 1997; see also Fu 1994 for a review of techniques for simulation optimization), which we now briefly describe.
Suppose the optimal stopping problem given by Equation (1) has been transformed to the following parametric optimization problem:
where θ ∈ Θ ⊂ R p is the p-dimensional vector of interest, L(θ, ω) is the (sample) objective function of interest (in our application, the payoff of an American option), Θ a compact set in R p , and ω an element in the probability space of interest, e.g., a sample path in simulation. Stochastic approximation attempts to find the solution to (17) by mimicking steepest-decent algorithms from the deterministic domain of non-linear programming using the following iterative search scheme:
where θ j = ((θ j ) 1 , ..., (θ j ) p ) represents the jth iterate,ĝ j represents an estimate of the gradient of E[L] with respect to the parameter vector θ at θ j , {a j } is a positive sequence of numbers converging to 0, and Π Θ denotes a projection on Θ. Key to the success of the method is the availability of a gradient estimate. Direct gradients can be obtained on a case-by-case basis using techniques such as perturbation analysis (PA) (see Fu and Hu 1995, 1997; Glasserman 1991; Broadie and Glasserman 1996) , and their use generally gives the best convergence rate for the SA algorithm given by (18) . When this is not practical, simultaneous perturbations stochastic approximation (SPSA) (see Spall 1992) --which uses only estimates of the objective function -may be generally and quite easily applied. Here, we apply PA to a couple of the cases and SPSA to all of the cases. The implemented algorithms will be indicated by "PASA" for the stochastic approximation algorithm based on PA gradient estimates, and "SPSA" for the SPSA algorithm.
SPSA Algorithm
We present and contrast the usual finite difference estimators with the simultaneous perturbation estimator. Let e i denote the unit vector in the ith direction of R p , ( g j ) i the ith component of g j , and {c j } a positive sequence converging to 0. The usual symmetric difference (SD) estimator perturbs each parameter one at a time:
where ω 
uniformly bounded (see Spall 1992) . Then the simultaneous perturbation (SP) estimator perturbs the entire parameter vector simultaneously once:
where ω + j and ω − j denote the pair of sample paths used for the jth iterate of the algorithm, and L + j and L − j are performance estimates at the parameter value θ n simultaneously perturbed in all directions. Again, if the method of common random numbers is employed, then ω
The key point to note is that each estimate L(θ, ω) is computationally expensive relative to the generation of ∆. The SD estimator (19) requires a different pair of estimates in the numerator for each parameter to estimate the gradient, thus requiring 2p simulations, whereas the SP estimator (20) uses the same pair of estimates in the numerator for all parameters, and instead the denominator changes. Thus, SP requires only two simulations at each SA iteration to form a gradient estimate.
PASA Algorithm
As we remarked earlier, in general the PASA algorithm would be preferred, because it will lead to a faster convergence rate than the SPSA algorithm. However, application of the PASA algorithm is problem dependent, in that an appropriate PA estimator must be found for each setting. Sometimes this is not difficult, as in going from the discrete to continuous dividends case here, but oftentimes it is not at all straightforward, as in the multiple assets cases. Here we have the PA estimators for the two single stock American call and American-Asian cases, i.e., Testbed Sets 1, 2 and 4.
For the American call option defined on a single stock with discrete early exercise opportunities, the optimal early exercise boundary simply consists of a set of early exercise thresholds, which we denote by {s j (≥ K), j = 0, 1, ..., N }, such that the option is exercised if S t − j > s j . The optimal values of the thresholds, i.e., the settings that maximize the expected payoff and hence give the option value, are denoted as before by s * j . The sample performance is the net present (at time 0) value of the option payoff (not the option value), and can be written as
which is analogous to (14) . The indicator functions simply indicate whether or not the option has been exercised at each potential exercise point. In Fu, Wu, Gürkan, and Demir (2000), the following PA estimator was derived for the derivative of the expected discounted payoff with respect to a parameter in the model, i.e., dE[L]/dθ:
with the stock price process as specified earlier andD i given by (3) . For the pricing problem, we are interested in the case where θ is the vector of thresholds s j , j = 0, ..., N . For geometric Brownian motion under the risk-neutral measure, we have the expressions for h i = h ∀i and f i = f ∀i provided by (4), with the inverse h −1 (y; S, t, r, σ) = (ln(y/S)−(r−σ 2 /2)t)/(σ √ t), so that for dE[L]/ds i , (24) becomes the following estimator:
For the continuous dividends case, the same estimator given by Equation (24) is applicable with the change in the definition of y * i given by (25) to the following:
which gives the explicit estimator:
Remarks 1995, 1997) . These and other typographical errors in Fu and Hu (1997) can be found at http://alexandra.bmgt.umd.edu/mss/mfu/book/. These derivative estimators have also been used in conjunction with nonlinear programming for option pricing in a technique called sample path optimization (Gürkan,Özge, and Robinson 1996) .
Estimator for American-Asian Options
PA estimators for American-Asian options were derived in Wu and Fu (2000) . For geometric Brownian Motion model, using the piecewise linear approximation of the exercise boundary given by (16) , the estimator with respect to s i is given by
and the estimator with respect to v i is given by
Bounds from Simulated Paths
Here we present two algorithms proposed by Glasserman (1997a,1998) , simulated tree and stochastic mesh, that are based on simulated paths, and which lead to biased low and biased high estimators that converge to the true value in the appropriate limit. These algorithms apply only for cases where the number of exercise opportunities is finite, and the simulated tree is practical only when the number is relatively small (less than five). The simulated tree results in a tree generated for each path, whereas the stochastic mesh is constrained to a mesh of points. The implemented algorithms will be indicated by "ST" for the simulated tree algorithm, and "SM" for the stochastic mesh algorithm.
Simulated Tree Algorithm
In contrast to the standard Monte Carlo approach for valuing European options, in the simulated tree (ST) algorithm the evolution of stock prices is simulated using random trees rather than just sample paths. The number of branches at each node is b, where b is called the branching parameter. As before, we let d t denote the discount factor from time t to time t + 1 (if the time steps are uniformly of size 1 and the interest rate constant as in the testbed of cases we consider, then this is simply equal to e −r ), and L t (s) the payoff from exercise at time t in state s. The evolution of the simulated trees can be described as follows: From the initial state S 0 , we generate b independent nodes S 1 1 , S 2 1 ...S b 1 at time t = 1. (Here superscripts denote branches, not different stocks.) Note that the nodes at a fixed time appear according to the order in which they are generated, not according to their node values, as would be the case in a lattice method. From each of these b nodes, S
The simulated trees can be used to derive two estimators, one biased high and one biased low. The high ST estimator Ψ = Ψ 0 is defined by the following backwards recursion:
At any node, therefore, the high estimate is the maximum of the immediate exercise value and the average of the discounted high estimators at successor nodes.
The high estimator uses all branches emanating from a node to approximate both the optimal decision and the node values. The low estimators differs in that it separates the branches used to determine the decision from those used to determine the continuation value. The low ST estimator ψ = ψ 0 is defined by the following backwards recursion:
otherwise.
Enhancements to this method are contained in Broadie, Glasserman, and Jain (1997).
Extension to American-Asian Options
To apply the algorithm to American-Asian options with a finite number of exercise points, all time points that enter into the average payoff function, not just the early exercise points, must be simulated. To be specific, for each replication of the simulated tree, a single sample path is generated from time 0 to time t , the first averaging date. From t , b independent paths are generated to the next averaging date. From each of these b nodes, a single sample path is generated that includes all the time steps required in the averaging until the frist exercise date, t 1 , is reached. Again, at t 1 , b independent paths are generated to the next averaging date and then a single sample path is generated to t 2 . This process continues until the paths reach the final exercise date. In other words, at each early exercise point t i , b independent nodes are generated to the next averaging date, from which a single sample path is simulated forward until the next early exercise point is reached.
Stochastic Mesh Algorithm
The stochastic mesh (SM) method was designed for pricing high-dimensional American options when there is a finite, but possibly large, number of exercise opportunities. As in the simulated tree algorithm, high and low estimators are derived. The procedure starts by generating random vectors X t (i) for i = 1, 2, ..., b, and t = 1, ...T, where now b is a fixed number of nodes at each time step, instead of a branching parameter. Let f t (x, ·) denote the density of S t+1 given S t = x. For t = 1, ..., T, the vectors X t (i), i = 1, ..., b are generated as i.i.d. samples from the mesh density function g t (·). The choice of g t (·) is critical to the practical success of the method. The high SM estimator Ψ = Ψ 0 is defined by the following backwards recursion (i = 1, 2, ..., b):
A choice recommended by Broadie and Glasserman (1998) for the mesh density function g t (·) is given by
Using the density function to generate the mesh can be interpreted and implemented in the following way. Suppose from each of the mesh nodes X t−1 (j), j = 1, ..., b, we generate exactly one successor X t (j) according to the transition density f t−1 (X t−1 (j), ·). Then we choose a value randomly and uniformly from {X t−1 (1), ..., X t−1 (b)}. The value chosen is then distributed according to the density g t (·), conditional on {X t−1 (1), X t−1 (2)..., X t−1 (b)}. This is called stratified sampling.
The low SM estimator is based on n p independent sample paths, each obtained by simulating a trajectory of the underlying process {S t } until the exercise region, determined by the mesh, is reached. Denote the simulated path by S = (S 0 , S 1 ...S T ). The path is simulated according to the density function of the process S t , i.e., given S t = x, the density of S t+1 is f t (x, ·). The approximate optimal policy determined by the mesh will exercise at
For sample path i, i = 1, ..., n p , we denote by S i the stock price sequence, τ i the corresponding optimal stopping time defined by (29) , and define the path estimator in the obvious way by
The low SM estimator is then defined by taking the sample mean over a number of simulated sample paths:
Applicability to American-Asian Options
It appears that the stochastic mesh method cannot be directly applied to American-Asian options, because the density of (S t+1 ,S t+1 ) given (S t ,S t ) is zero with probability one.
Confidence Intervals
For both the ST and SM estimators, Glasserman (1997a,1998) provide proofs that the high estimator Ψ is biased high and the low estimator ψ is biased low. Furthermore, both of them converge to the true price as b → ∞. Based on the high and low estimators, a single point estimator can be obtained simply by taking the average of the two:
where the lower limit is truncated at the immediate exercise value of the option, which is a trivial lower bound on the true price. One can also obtain a conservative confidence interval. For example, based on m independent replications, an approximate (1 − α/2)100% confidence interval for an American call is given by
where z α/2 is the 1-α/2 quantile of the standard normal distribution, and s ψ (m) and s Ψ (m) are the sample standard deviations of ψ and Ψ, respectively.
Computational Results
In this section, we present computational results from implementation of the various algorithms on the testbed of cases. The purpose of these numerical experiments is to try to confirm and/or determine where the strengths of each is likely to lie, in terms of ease of implementation, applicability and flexibility, and computational efficiency. The testbed of cases described in Section 2 was used with the following specific parameter settings: The parameter values for the last three testbed cases follow the settings used in the indicated papers from which the examples were taken.
Parameterizations
The parameterizations of the exercise boundaries used by PASA, SPSA, and DP2 for the testbed cases are as follows: (i) The exercise boundary for all American options on a single stock with discrete exercise opportunities -Testbed Sets 1, 2, and 5 -is parameterized by the vector θ = (s 0 , s 1 , ..., s N ) corresponding to the early exercise thresholds at exercise points t i , i = 0, 1, ..., N, respectively.
(ii) For the American-Asian option, at each exercise date t i , we follow Grant, Vora, and Weeks (1997), and use the linear exercise boundary given earlier by (15) ;thus the parameter vector to be optimized is θ = (s 0 , v 0 , s 1 , v 1 , ..., s N , v N }.
(iii) For the American-max call option on n underlying assets, the exercise boundary implied by the hold region given by (8) leads to the same form of the parameter vector as for the previous case:
Implementation
The following is a summary of the various implementation parameters for each of the algorithms, some (but not all) of which have been defined already in the description of the algorithms: The parameters R and n p have slightly different interpretations for each of the algorithms. In SPSA, PASA, and DP2, R is the number of simulation replications used to price the option after all the early exercise boundaries have been obtained, whereas it is the total number of replications for ST and DP1. (Note that the same number of "replications" in ST -which generate branching trees and not single paths -will involve significantly more computation than for DP1.) For SM, R is the number of replications for the upper bound, and n p is the number of additional paths per replication to estimate the lower estimate; i.e., n p R is the number of additional paths that must be generated for the lower bound. In SPSA and PASA, n p is the number of replications per gradient estimate (i.e., per iteration of θ, where η is the total number of iterations), whereas it is the number of replications per point estimate in the search procedure for each induction step of DP2. For the multiple dimension cases of DP2, |s| and |v| represent the size of the the parameter grid that is searched to find the optimal (s * i , v * i ) at each early exercise date. There are additional implementation considerations for DP1 and DP2; in particular, a bundling/sorting procedure must be specified for DP1, and a search procedure (which could be a brute-force grid in multiple dimensions) must be specified for DP2. The particular procedures adopted have been described earlier. Also, the technique of common random numbers was incorporated for SPSA, so that only a single sample path was used to estimate the gradient in each SPSA iteration given by (18) .
The values of the implementation parameters used were as follows:
• DP1 -For single asset options (Testbed Sets 1, 2, and 5), R = 7225, P = Q = 85; for American-Asian option, R = 13440, P = 70, and Q = (16 12); for max options, R = 13440, P = 70, Q = (16 12) for n = 2, and R = 13440, P = 70, Q = (6 4 2 2 2) for n = 5.
• DP2 -R = 20, 000; n p = 2, 000 for Testbed Cases 1 and 2; n p = 4, 000 for Testbed Cases 3, 4, and 5; |s| = 4, |v| = 9 for Asian (as in Grant, Vora, Weeks (1997)), |s| = 4, |v| = 9 for n = 2 max option, |s| = 8, |v| = 18 for n = 5 max option.
• SPSA -R = 20, 000; c j = 10/j 0.25 ; n p = 100; η = 500. • PASA -R = 20, 000 for all cases; for Testbed Cases 1 and 2, a j = 100/j, n p = 100, η = 500, θ 0 = (K, K, ..., K), 100 replications are used to estimate the portion of conditional expectation in PA estimators; for American-Asian option, a j = 50/j; n p = 50; η = 10; θ 0 = (K, 0, K, 0, ..., K, 0), 10 replications are used to estimate the portion of conditional expectation in PA estimators.
• • SM -R = 50; b = 160, n p = 1600 for single asset T = 0.5, 1, 2; and b = 700, n p = 500 otherwise; g t (·) recommended by Broadie and Glasserman (1998) .
We note that in using ST for derivative contracts such as the American-Asian option here, one needs more replications (higher R) than in other cases in order to get good path estimates, because the payoff depends very heavily on the averaging time points prior to the first branching node.
Results
The results are shown in Tables 2 through 21 . The last row for each case in a table contains an approximate "true" value, obtained in a variety of ways, as there was no common approach to handle all of the cases. For the discrete dividends testbed, analytical results are available in principle, though in practice they are not easy to obtain for more than two dividends; hence, a binomial lattice method (indicated by "lattice" in the tables) was used for both the discrete and continuous dividends cases. For the maximum of two assets, analytical values obtained in Broadie and Glasserman (1997a) are reported in the table, indicated by "true". In the remaining cases, no such analytical results are available and lattice methods are impractical, so estimates from the papers where the parameter values were taken are reported, indicated by GVW96, GVW97, and BG, where the accuracy of the latter was greatly enhanced through the use of control variates. Shown in the tables are the point estimates, the measure of precision, and the CPU times (in seconds). The measures of precision were as follows: two standard errors in the case of SPSA, PASA, DP1 and DP2 and half the (very conservative) 90% confidence interval lengths for ST and SM. For DP1, the standard errors are based on the option values of the R stored paths; however, since the early exercise decisions are based solely on these stored paths, the paths are correlated and do not constitute a final independent replication as in the other methods. In Tables 12, 13 , and 16, there are also no C.I. entries for the K=80 cases for SPSA, PASA, DP1, and DP2; this anomaly is a result of the fact that the exercise boundary always results in immediate exercise. All algorithms were implemented in C. Execution was carried out on a Sun Ultra5 running Solaris OS.
Our experiments indicate that where applicable PASA and DP2 seem to provide the best accuracy for a given amount of computation time. However, PASA is by far the most problem dependent. Furthermore, for both of the first two approaches -which includes the SPSA, PASA, DP1, and DP2 algorithms, convergence to the exact price is achieved only when the form of the parameterized exercise boundary coincides with the true optimal form, as in the one-dimensional case; in general, the algorithms converge to a value that is a lower bound on the price, oftentimes reasonably tight when the price is relatively insensitive to a precise specification of the exercise boundary. Among the first two approaches, SPSA is a very fast and flexible pricing method that is easy to apply to a wide variety of cases, once an exercise boundary is specified. From our experiments, we find that both PASA and SPSA are slower to converge for the multiple dividend cases, with PASA converging faster as expected. For example, for two-year American call options with continuous dividends, 800 iterations are required in order to match the results from PASA, while in three-year cases with continuous yield, 1000 iterations are required. This indicates that whenever the PASA method is available, PASA would be preferred.
The exponential growth of the ST algorithm is also apparent in the CPU times reported. For comparison with CPU times reported here, computation times reported in Broadie and Glasserman (1997a) were 2 CPU minutes per entry on a 133 MHz Pentium PC for the two-asset case (not reported for five-asset case), with T = 1 year, b = 50, N = 3, and 100 replications. Also claimed there was that for single asset cases, a one standard error half-width -which corresponds to 68% confidence interval -actually contained 96% of the true values, and 90% confidence levels actually contained the true value 99% of the time. Computation times reported using Microsoft FORTRAN under DOS on a 100MHz Pentium PC, for standard errors under a penny, were about 1 CPU minute (55 seconds) for the Asian case in Grant, Vora, and Weeks (1997) and 2 CPU minutes, 10 seconds, for the jump-diffusion case with 20 early exercise points, 1,000 replications per induction step, and 200,000 replications for the final option valuation step.
Summary, Conclusions, and Unfinished Business
Our experiments confirm the assessment implied by Broadie and Glasserman (1997b) that the most flexible and easily implementable procedure is the simulated tree (ST) algorithm, its primary drawback being its exponential growth in computational requirements with respect to the number of exercise opportunities. In retrospect, the dynamic programming and stochastic approximation approaches are quite similar in implementation, which becomes more obvious in higher-dimensional problems, in that both require an explicit characterization of the exercise boundary for higher dimensions. (In principle, the dynamic programming approach could proceed without this, but in practice this would lead to computational intractability.) The dynamic programming approach proceeds sequentially by recursively optimizing a parameter vector θ i by backwards induction (i = N − 1, ..., 1), whereas the parametric optimization approach simultaneously optimizes (θ 1 , ..., θ n ) by iterative updates via a stochastic approximation algorithm. Among the four algorithms considered in these two classes, it seems that SPSA and DP2 are the most general and easily implementable, with good computational properties, as well. One clear drawback of DP1 is the absence of an accurate measure of precision, as discussed above.
A non-exhaustive list of some other research issues worth further pursuing:
• Control variates were not implemented here. Whether they will improve all algorithms at relatively the same level is not at all obvious a priori, and they seemed to be critical to the practicality of SM, as reported in Broadie and Glasserman (1998).
• For the parameterizing algorithms DP2, SPSA, and PASA, further substantial computational improvements can be realized by employing ordinal optimization ideas such as those considered in Su (2000) for the SPSA case.
• For the stochastic approximation algorithms PASA and SPSA, instead of using a fixed number of iterations, as done here, a good stopping rule might be lead to a more efficient use of computation time. Other implementation issues that are also common to stochastic approximation applications in general and not just to American option pricing problems include determining parameter choices such as the starting point and starting step size. Starting from a set of different starting points could lessen the inherent problem of gradient search algorithms of falling into local minimums.
• For the dynamic programming algorithms DP1 and DP2, further investigation of implementation issues is warranted. In particular, determining a good bundling/sorting procedure seems to be a difficult problem in higher dimensions for DP1, and more efficient search proceduresperhaps incorporating design of experiments methodology -is key to making DP2 a viable alternative.
• Dimension reduction was implemented for the first two approaches for the max-option testbed cases. This is clearly one way to make the corresponding algorithms more computationally efficient, but it must generally be pursued on a case-by-case basis with caution.
Characterizing the early exercise curve of a high-dimensional problem with a lower-dimensional model has also been pursued by Barraquand and Martineau (1995) for equity options and by Clewlow and Strickland (1998) for interest rate derivatives. Many of these and other papers can be found (most reprinted) in the volume edited by Dupire (1998) . 
