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remain unclear. We examined to which extent object learning depends on the exact exemplar and orien-
tation used during training. Participants were trained to name object pictures at as short a picture pre-
sentation time as possible. The required presentation time diminished over training. After training
participants were tested with a completely new set of objects as well as with two variants of the trained
object set, namely an orientation change and a change of the exact exemplar shown. Both manipulations
led to a decrease in performance compared to the original picture set. Nevertheless, performance with the
manipulated versions of the trained stimuli was better than performance with the completely new set, at
least when only one manipulation was performed. Amount of transfer to new images of an object was
related to perceptual similarity, but not to pixel overlap or to measurements of similarity in the different
layers of a popular hierarchical object recognition model (HMAX). Thus, object learning generalizes only
partially over changes in exemplars and orientation, which is consistent with the tuning properties of
neurons in object-selective cortical regions and the role of perceptual similarity in these representations.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Perceptual learning is a constant learning process in which the
visual representations in the brain are altered (Fahle & Poggio,
2002). It is deﬁned as an increase in the ability to extract informa-
tion from the environment, as a result of experience and practice
(Gibson, 1969).
Early studies documented the properties of this perceptual
learning process, and have used these properties to derive the spe-
ciﬁc location of the underlying changes in the brain. For example, it
was found that perceptual learning tends to be rather speciﬁc in
studies using relatively simple stimuli known to primarily activate
low-level regions in the visual processing hierarchy, such as grat-
ings and short line segments. For example, no transfer of learning
was found towards spatial frequency (Yu, Klein, & Levi, 2004), con-
trast (Yu, Klein, & Levi, 2004), distinct visual learning tasks (Fahle,
2004; Fahle & Morgan, 1996; Poggio, Fahle, & Edelman, 1992) nor
towards different orientations (Ahissar & Hochstein, 1996; Crist
et al., 1997; Fahle, 2004; Sigman & Gilbert, 2000; Yu, Klein, & Levi,ll rights reserved.
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en.be (H.P. Op de Beeck).2004). This speciﬁcity is consistent with the hypothesis that per-
ceptual learning for these stimuli involves changes in low-level
visual regions. This assumption has been conﬁrmed in electrophys-
iological studies (Schoups et al., 2001), although some controversy
remains (e.g., Ghose, Yang, & Maunsell, 2002).
In contrast to properties of perceptual learning with simple
stimuli, a different picture emerged about the expected and empir-
ically veriﬁed speciﬁcity of perceptual learning with more complex
stimuli such as pictures of objects or faces (Hussain, Sekuler, &
Bennet, 2009b), here referred to as object learning. Given that such
stimuli activate higher visual regions, and given that these regions
are traditionally considered to contain representations of objects
that are invariant for changes in many of the aforementioned
manipulations (e.g., Booth & Rolls, 1998; Wallis & Rolls, 1997),
one can expect more transfer across these dimensions if these rep-
resentations are involved in the learning process. Furmanski and
Engel (2000) made use of an object-naming task and found evi-
dence that learning with objects was speciﬁc to the trained object
but indeed generalized towards the trained objects shown at a dif-
ferent size. Other generalization effects with complex stimuli apart
from manipulations of size (Furmanski & Engel, 2000; Lee, Mats-
umiya, & Wilson, 2006), include a transfer between distinct visual
learning paradigms (Baeck & Op de Beeck, 2010) and a partial trans-
fer across orientation using upright and inverted houses as stimuli
(Husk, Bennet, & Sekuler, 2007). Alsowith other types of paradigms,
such as adaptation and repetition priming (e.g., Vuilleumier et al.,
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ceptual priming experiments have found that priming occurs across
changes in size (Fisher & Biederman, 2001) and object position (Bie-
derman & Cooper, 1991). These results endorse theories claiming
visual information in the higher visual areas are stored independent
of momentary viewing parameters.
However, the rationale of using the degree and type of transfer
as an index of where in the brain learning occurs has turned out to
be simplistic. First of all, the degree of transfer can depend upon
how and in which context stimuli are shown during training. For
example, Zhang et al. (2010) showed that orientation speciﬁc per-
ceptual learning could transfer completely to an orthogonal orien-
tation when the observers were exposed to the orthogonal
orientation in an irrelevant task.
Second, the distinction between low-level and high-level repre-
sentations in terms of invariance to image transformations is not
clear-cut. Recent studies have suggested that high-level visual rep-
resentations are much more sensitive to a wide range of object
transformations than suggested by the high degree of invariance
in behavior. Experimental ﬁndings have indeed shown a surprising
degree of position information in these representations, both in
monkeys (DiCarlo & Maunsell, 2003; Op de Beeck & Vogels,
2000) and in humans (Kravitz, Kriegeskorte, & Baker, 2010;
Schwarzlose et al., 2008). Neural responses in these brain regions
are also affected by changes in viewpoint (Freiwald & Tsao, 2010;
Grill-Spector et al., 1999; Logothetis, Pauls, & Poggio, 1995), and
the exact exemplar shown of a particular object type (Vogels,
1999). Computational models have suggested that the discrepancy
between the tuning properties of single neurons and invariance in
behavior can be explained by the fact that (i) behavior depends on
the pattern of activity across a whole population of neurons (Hung
et al., 2005; Zoccolan et al., 2007), and (ii) objects are typically seen
across multiple transformations (Goris & Op de Beeck, 2010).
Given the non-negligible sensitivity of high-level visual neurons
for a wide range of image transformations, it is no longer a
straightforward prediction that object learning would transfer
across such transformations. At least a partial speciﬁcity should
be found. A few studies have already conﬁrmed that learning about
objects can be speciﬁc to viewpoint (Lee, Matsumiya, & Wilson,
2006) and to retinal position (Kravitz, Vinson, & Baker, 2008).
The latter review stressed however that the speciﬁcity of learning
might be dependent on the exact paradigm used.
Here we further test the speciﬁcity of object learning using the
paradigm of Furmanski and Engel that suggested that object learn-
ing generalizes across size (Furmanski & Engel, 2000) and across
the type of noise added to the object images (Baeck & Op de Beeck,
2010). The present experiment included two new manipulations,
object exemplar and orientation (in the image plane). These two
manipulations were chosen amongst others because they are very
different in nature. Orientation manipulations are widely tested
with simple stimuli such as gratings (e.g., Ahissar & Hochstein,
1996; Crist et al., 1997; Fahle, 2004; Ghose, Yang, & Maunsell,
2002; Logothetis, Pauls, & Poggio, 1995; Sigman & Gilbert, 2000;
Yu, Klein, & Levi, 2004), but not often with complex, everyday ob-
jects (but see Husk, Bennet, & Sekuler, 2007; Hussain, Sekuler, &
Bennet, 2009a). This kind of manipulation changes the physical
appearance of the object, but the identity remains the same. Other
examples of manipulations that preserve the identity (with com-
plex objects) are a position change (Stringer & Rolls, 2000) and
changes in viewpoint (Stone, 1999). On the contrary, manipula-
tions in object exemplar change both the physical appearance
and the identity of the presented object.
These two types of changes are treated very differently in theo-
ries of object recognition (e.g., Biederman, 1987; Riesenhuber &
Poggio, 1999), as it is assumed that invariance is built up for iden-
tity-preserving transformations (here represented by orientation)whereas selectivity is preserved or even enhanced for identity
changes. This distinction is for example very explicit in the models
of Riesenhuber and Poggio (1999) and Poggio and Edelman (1990),
which were in large part validated by the paperclip identiﬁcation
experiments of Logothetis, Pauls, and Poggio (1995). This distinc-
tion is also in line with experimental ﬁndings of neurons with high
selectivity for individual objects combined with high invariance in
human cortex (e.g., the famous Jennifer Aniston neuron described
by Quiroga et al. (2005)). Recent theoretical and methodological
(e.g., pattern classiﬁcation) developments suggest that this dichot-
omy might not be so strict because perfect invariance is not a goal
(e.g., DiCarlo & Cox, 2007). Our choice of transformations, although
still limited in extent, allows a ﬁrst comparison of an identity-pre-
serving transformation with an identity change. As indicated
above, high-level neurons are sensitive to differences between
exemplars and changes in orientation, but, if asked for, humans
can easily generalize across exemplars and orientation in a wide
range of behavioral tasks (Ashby & Maddox, 2005).
Participants were trained to name brieﬂy presented object
images in a backward-masking paradigm, with 5 days of practice
with the same stimulus set during which the time of presentation
was gradually decreased in an adaptive manner. After the training,
the performance was tested with four different stimulus sets: (1) a
new object set, (2) the original objects presented in a different, un-
trained orientation, (3) untrained exemplars from the original ob-
ject set and (4) a combination of the two last manipulations. We
replicated the object-speciﬁc training effect from earlier studies
(Baeck & Op de Beeck, 2010; Furmanski & Engel, 2000). In addition,
the training-induced improvement generalized to untrained exem-
plars and untrained orientations, but only partially. Finally, we
determined that this degree of transfer was related to the per-
ceived similarity among the trained stimuli and the transformed
stimuli, in contrast to other measures of similarity such as physical
pixel-based similarity and similarity according to the computa-
tional model of Riesenhuber and Poggio (1999).2. Method
2.1. Participants
Sixteen students of the University of Leuven (KU Leuven) partic-
ipated in the main experiment. Among them were 5 men and 11
women (ages between 19 and 23) who were naïve with respect
to the aim of the study participated in this study as paid volun-
teers. A separate group of eight participants (2 male, ages between
22 and 33) participated in the subjective rating experiment. All
participants had a normal or corrected-to-normal sight. The exper-
iments were approved by the ethical committee of the Faculty of
Psychology and Educational Sciences (KU Leuven) and participants
signed an informed consent at the start of the ﬁrst session.
2.2. Apparatus
Stimuli were presented by a Toshiba laptop using Matlab 6.0
(Psychtoolbox 2.54) in a darkened room. The 100 Hz 22 in. screen
was gamma corrected. The viewing distance was ﬁxed at 94 cm
by a chin support device.
2.3. Stimuli
Forty objects were selected. Criteria for the selection of objects
were an easy recognition and few available synonyms for the same
object. Object images were converted to gray-scale. For each object
two exemplars in the same orientation were included. Each exem-
plar was also rotated, either 90 (for the 20 objects that had the
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the other 20 objects). This way, all pictures had a natural appear-
ance, i.e. they were possible in the ‘real world’ when up is up (con-
sidering e.g., gravity). Given that we worked with photographs and
not with rendered objects, the orientation change also changes
other factors that are directional: not only the orientation of the
shape, but also the orientation of the illumination, and the orienta-
tion of the whole Fourier spectrum. Accordingly, every object had
four different variations (Fig. 1), which gave 160 stimuli in total.
The 40 objects were divided in two sets. Every set contained an
equal amount of objects with 90 rotations (10) and with left–right
switches (10). Another consideration was an equal amount of ani-
mals in every group. The image size of all stimuli was 567 by
567 pixels (13.5 visual degrees). Objects were centered within
these images.
Forty mask stimuli were obtained by a combination of pieces
(70 by 70 pixels per piece) of all 160 stimuli (Fig. 2), since previous
research (Op de Beeck, Wagemans, & Vogels, 2007) demonstrated
that such masks worked well in a backward-masking paradigm.
All masks had the same size as the stimuli. Stimuli were presented
on a white background.Fig. 2. Example of a masking pattern.
2.4. Counterbalancing of stimuli across participants
Half of the participants were trained with stimulus set 1 (Con-
dition 1) and the other half of the participants were trained with
stimulus set 2 (Condition 2). Accordingly, difﬁculty effects between
the two stimulus sets were ruled out. Both the masks and the
assignment of individual stimuli to the different conditions were
counterbalanced between subjects (e.g., participant 1 was trained
with for instance elephant1 but with no chicken, participant 2 with
chicken1 but with no elephant, participant 3 with elephant2 but
with no chicken, participant 4 with chicken2 but with no elephant,
etc.).Fig. 1. Four variations on the stimuli ‘cat’ (two exemplars and a left–right switch),
‘ice cream’ (two exemplars and a left–right switch), ‘tie’ (two exemplars and a 90
rotation) and ‘watch’ (two exemplars and a 90 rotation).2.5. Retinotopic overlap among stimuli
Retinotopic overlap between the stimuli of the different manip-
ulations was calculated based on a gradual measurement (Op de
Beeck, Torfs, & Wagemans, 2008). For every pair of stimuli, the dif-
ference in every pixel was calculated. The square of this difference
was summated over all pixels. Subsequently, we took the square
root of this sum, and normalized it by the square root of the num-
ber of pixels. Because this function results in a measure of differ-
ence (diff) instead of a measure of similarity/overlap (sim), this
measure was inverted: sim = 1-diff.
The average retinotopic overlap between the exemplar manipu-
lations was higher than the average overlap between the orienta-
tion manipulations, t(39) = 3.32, p < .01 (t-test across stimuli).
Thus, the exemplar manipulation induced less physical changes
in the stimuli compared to the orientation manipulation. Both sin-
gle manipulations have more overlap than the combination of both
manipulations, torientation(39) = 3.80, p < .01 and texemplar(39) = 6.61,
p < .01. The mean overlap between the two different orientation
manipulations (90 rotation and left–right switch) did not differ,
t(38) = .54, p = .59.2.6. Similarity among stimuli based on HMAX
We implemented the HMAX model (Riesenhuber & Poggio,
1999). This is a hierarchical model consisting of ﬁve layers. Higher
layers respond to more complex features and also show an increas-
ing degree of invariance towards position and size. By presenting
this model with the same stimuli we showed our participants,
we can try to simulate the different visual processing stages as pro-
posed by this model. First, we computed responses to all 160 stim-
uli for the S1 and C2 units in the standard model. The S1 layer is
considered to correspond to simple cells in the primary visual cor-
tex and the C2 units relate to position- and scale-invariant complex
units of V4. View-tuned units (VTUs, suggested to be correspond-
ing to IT or LOC) were trained to respond maximally to a deﬁned
image of the stimulus set (one VTU for each of the 160 images). Re-
sponses of every VTU were then computed for all the images.
Euclidean distances between all four images of the same object
across the population of units of one layer (S1, C2, or VTU) were
calculated for the three kinds of units.
Fig. 3. Thresholds are plotted as a function of the day and the stimuli presented.
Error bars represent the standard error of the mean (SEM).
A. Baeck et al. / Vision Research 68 (2012) 40–47 432.7. Perceptual similarity among stimuli
Eight participants were asked to rate perceptual similarity of
the stimuli on a scale of 1 (not similar at all) to 7 (very similar).
All four stimuli/images of each object (basis, different orientation,
different exemplar, different orientation and different exemplar)
were compared with each other. Each trial started with a 500 ms
ﬁxation point and then the ﬁrst stimulus was presented for
120 ms. Interstimulus interval was 500 ms, followed by the second
stimulus. Stimulus duration was set at 120 ms because this was the
exposure duration during which the ﬁrst stimulus in a staircase
was presented in the learning experiment. Order of the stimulus
pairs was randomized. The same set-up as during the learning
experiment was used, with exception of the chin support device.
Inter-rater reliability after Spearman–Brown correction was 0.81.
Table 1 summarizes the different similarity measurements in func-
tion of the type of manipulation.
2.8. Procedure
The participants were randomly assigned to either one of the
two stimulus conditions (stimulus set 1 or stimulus set 2). When
the participants entered the laboratory, they received general
instructions about the experiment and signed the informed con-
sent. Each participant was trained with the same set of 20 stimuli
for 5 days. Each training day started with a preview of the same 20
stimuli (2 s each) with their corresponding name and continued
with eight experimental blocks of 80 trials each. Daily sessions
lasted at most 1 h. Each trial started with a ﬁxation cross and sub-
sequently the stimulus was presented with a variable duration.
Stimuli were presented at slightly changing locations with a max-
imum deviation of 1.8 from the screen center. Object size was
kept constant. Every stimulus was followed by a random mask
stimulus at the same location as the preceding stimulus, to avoid
accidental learning of the stimulus-mask combination. The vari-
able duration of the stimulus presentation was determined based
on an adaptive interleaved 2-down, 1-up staircase procedure (Leek,
2001; Treutwein, 1995). The presentation duration of the stimulus
started with 120 ms (12 frames) and diminished with 10 ms (1
frame) after two correct identiﬁcations of the stimulus. One wrong
answer raised the duration with 10 ms. Two staircases of 40 trials
each were interleaved in every training block, to assure that the
participants remained ignorant regarding the procedure. Partici-
pants answered by typing the ﬁrst three letters of the object name.
After every trial, feedback was provided. In the case of a wrong an-
swer, the correct object name was displayed on the screen.
On the testing day the participants received the trained stimulus
set and the other, untrained, stimulus set. In addition, the partici-
pantswere given new exemplars of the trained stimulus set, rotated
versions of the trained stimulus set and a combination of both (new
exemplar + different orientation). These conditions were presented
in separate blocks and the order of the conditions was counterbal-
anced across participants. The ﬁrst block of each condition was pre-
ceded by a preview of the stimuli. The participants received two
blocks of every stimulus set (second blockwithout preview). Except
for these mentioned changes, the procedure during training and
test days was the same (e.g., feedback about response correctness
was always provided after each trial). After the test session the par-
ticipants were informed about the goal of the experiment.
2.9. Data analysis
The individual thresholds were calculated per block based on
the average of the last three turning points of every staircase. These
threshold values were used as the dependent variable in the anal-
yses. Additionally, we also calculated thresholds based on psycho-metric functions (Wichman & Hill, 2001). These analyses are not
reported here in detail, but they resulted in similar ﬁndings and
the same conclusions. For each manipulation, a speciﬁcity index
deﬁned as the ratio of the change in threshold due to the particular
manipulation and the total learning effect was calculated (Ahissar
& Hochstein, 1997). More concrete, we calculated the difference
between the threshold values on the last day for the new condi-
tions (‘new cond’, i.e. different orientation, different exemplar or
completely new stimuli) and the trained stimuli (‘trained’). This
difference score was divided by the difference in threshold value
of the original stimuli on the ﬁrst (‘basis’) and sixth day (‘trained’):
(new cond – trained)/(basis – trained). A higher index value thus
means that more speciﬁcity was found for this variable.
Since every participant was tested in all conditions, paired t-
tests and a repeated measures (RMs) ANOVA were used in the data
analysis. Statistical signiﬁcance levels reported are obtained by
using the performance thresholds estimated with the ﬁrst method
based on the turning points. t-test were corrected for multiple
comparisons, by applying a Bonferroni correction per group of
tests. The appropriate threshold value for signiﬁcance is reported
for each group.3. Results
3.1. Training effect
A gradual decline of the thresholds and the conﬁdence intervals
indicates a training effect (Fig. 3). The main effect of the training
was highly signiﬁcant, F(5,75) = 51.83, p < .01. For t-tests looking
at the effect of training by comparing successive sessions, a-level
of signiﬁcance after Bonferroni correction is 0.0125. Performance
thresholds improved from 50.01 ms at the ﬁrst day to 37.24 ms
on day six. This training effect is very large in the beginning of
the training (day one compared to day two, t(15) = 6.10, p < .01)
and diminishes throughout the rest of the training. Nevertheless,
signiﬁcant training-related improvements were also found after
day two (comparison of days two and three: t(15) = 3.34, p = .01;
days three and four: t(15) = 3.20, p = .01; days four and ﬁve:
t(15) = 2.07, p = .06, only the last comparison fails to be signiﬁcant).
We speciﬁcally counterbalanced the number of animal and non-
animal stimuli across participants because we could not a priori
exclude an effect of this factor, but no difference in performance
between animal and non-animal stimuli was found during training
days (t(38) = 1.033, p = 0.31).
3.2. Transfer to other exemplars and orientations
An RM-ANOVA was applied to the data with two factors: exem-
plar (trained or new exemplar) and orientation (trained or new ori-
entation). The main effect of orientation change was signiﬁcant,
Table 2
Speciﬁcity indices as a function of stimulus manipulation.




Orientation and exemplar change 33.6
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of exemplar, F(1,15) = 7.98, p = .03, x2 = .35. There was no interac-
tion effect between both factors, F(1,15) < 1, p = .95, x2 = .00, indi-
cating that both effects are additive.
3.3. Comparison with new objects tested after training
Separate conditions were further compared to performance for
the new stimuli tested after training to determine whether no or
still partial generalization towards untrained variants of the
trained stimuli could be found. To facilitate comparison between
differences, speciﬁcity indices are summarized in Table 2. Signiﬁ-
cance level for t-tests comparing the performance for the new ob-
jects tested after training with other conditions (5 comparisons in
total) is 0.01 after Bonferroni correction.
First we investigated whether the learning effect was object
speciﬁc. Thresholds of the subjects for the trained stimuli on the
test day strongly differed from the thresholds with the new object
set tested after training, t(15) = 4.19, p < .01, speciﬁcity index:
58.6%. This evidence for object speciﬁcity is a replication of Baeck
and Op de Beeck’s (2010) and Furmanski and Engel’s (2000) results.
When comparing the thresholds of the new stimuli on the test day
with the threshold on day one, t(15) = 2.11, p = .05, no signiﬁcant
difference was found.
Then we compared the thresholds for the new stimuli with the
thresholds for untrained variants of the trained stimuli. First,
thresholds for the rotated stimuli differed from the new stimuli,
t(15) = 2.93, p = .01, speciﬁcity index: 18%, suggesting a partial gen-
eralization towards untrained orientations. The same was found
for the change of the exemplars: the thresholds for the untrained
exemplars strongly differed from the thresholds with the new
stimuli, t(15) = 3.23, p < .01, speciﬁcity index: 15.6%. Performance
levels resulting from the two manipulations were not distinct from
each other, t(15) = 0.31, p = .76. When the two manipulations were
applied together, no signiﬁcant difference was found with the per-
formance for new stimuli, t(15) = 2.58, p = .08.
Finally, the two different manipulations of orientation (left–
right switch and 90 rotation) were also compared. Note that we
cannot compare these two conditions in terms of the obtained
thresholds as they were intermingled in the same staircase: the
20 oriented objects were presented in a random order across the
trials in a block. However, this means that overall the two orienta-
tion changes were presented for the same average stimulus dura-
tion. If one of the two orientation changes would be associated
with less transfer of learning, then we would expect lower percent-
age correct for that condition across all trials. However, no signiﬁ-
cant difference was found, t(15) = 1.77, p = .10 (left–right switch:
84%; rotation: 80%).
3.4. Relationship between transfer of learning and different deﬁnitions
of similarity
Analyses over stimuli were conducted to determine to what ex-
tent the amount of transfer across transformations is related to
similarity of the stimuli. Amount of transfer for each stimulusTable 1
Summary of similarity measurements in function of the type of manipulation.
Orientation Exemplar Orientation and exemplar
Pixel overlap 0.36164 0.364508 0.355408
HMAX
S1 .04 .04 .04
C2 .02 .04 .04
VTU .09 .23 .24
Perceptual similarity 4.61 4.42 3.25was calculated as the difference in percentage correct during the
presentations of trained stimuli and the different manipulations
on the last day.
Analyses over stimuli were conducted to determine to what ex-
tent the amount of transfer across transformations is related to
similarity of the stimuli. Amount of transfer for each stimulus
was calculated as the difference in percentage correct during the
presentations of trained stimuli and the different manipulations
on the last day. The reliability of this measure of transfer, calcu-
lated as the correlation between two groups of participants that
were trained and tested with the same stimulus sets was 0.231
after Spearman–Brown correction. For the next analyses, the aver-
age values of both groups were calculated and used as the mea-
surement of transfer of performance. No signiﬁcant correlation
was found between amount of transfer and the physical measure-
ment of similarity, pixel overlap, r(238) = 0.103, p = .11. Likewise,
no signiﬁcant correlation was found between the transfer of
behavioral performance and the measurements of similarity based
upon any of the HMAX layers (S1: r(238) = .028, p = .66; C2:
r(238) = .035, p = .59; r(238) = .062, p = .34). In contrast, when
using the perceptual similarity ratings from the independent scal-
ing task, a signiﬁcant relation was found, r(238) = 0.221, p < .01,
Fig. 4. The absolute size of this correlation is about as large as we
can expect given the aforementioned reliability of the measure of
transfer.
To increase reliability of the data points on which the correla-
tions are computed, data points were grouped per 20 based on
the degree of transfer observed in the learning experiment (ﬁrst
bin = the 20 object pairs with the least transfer, etc.), resulting in
12 bins/groups. Reliability of this binned measure of transfer was
0.7275 after Spearman–Brown correction. Analyses on these bin-
ned data reveal the same effects as on the unbinned data: no sig-
niﬁcant correlation between amount of transfer and pixel overlap
(r(10) = 0.5133, p = 0.09) or measurements of similarity based
upon any of the HMAX layers (S1: r(10) = .145, p = .65; C2:
r(10) = .152, p = .64; r(10) = .267, p = .40). Again a signiﬁcant corre-
lation between transfer of behavioral performance and perceptual
similarity ratings was found (r(10) = 0.7405, p < .01).
Although the correlation with pixel overlap was not signiﬁcant,
still a trend towards a positive relationship was found. In addition,
a positive correlation was found between pixel overlap and percep-
tual similarity, r(238) = 0.349, p < .01 (binned data: r(10) = 0.808,
p < .01), which might explain the positive relationship between
pixel overlap and amount of transfer. We applied a multiple linear
regression analysis to determine the relative contributions of both
measurements of similarity to amount of transfer. When reporting
regression coefﬁcients, standardized b-values are used. At ﬁrst,
both variables were entered simultaneously in the model. Percep-
tual similarity was related signiﬁcantly to the degree of transfer
(unbinned data: b = .222, p < .01, binned data: b = .938, p = .03),
while pixel overlap could not signiﬁcantly explain part of the resid-
ual variance (unbinned data: b = .026, p = 0.70, binned data:
b = .659, p = .527). In addition, we performed a stepwise compar-
ison of different linear regression models: a model with perceptual
similarity included as an independent variable was signiﬁcantly
better than a null model (unbinned data: F(1,238) = 14.304,
p < .01; binned data: F(1,10) = 12.138, p < .01). Adding pixel over-
Fig. 4. Relationship between the degree of transfer and perceptual similarity in function of the type of manipulation. For each type of change, example stimuli with a large or
a small amount of transfer of performance are shown.
A. Baeck et al. / Vision Research 68 (2012) 40–47 45lap as a second predictor, did not signiﬁcantly improve the model
(unbinned data: F(1,237) = 0.263, p = .608; binned data:
F(1,9) = .43, p = .35). Only including pixel overlap as an indepen-
dent variable was not a signiﬁcant improvement over a null model
(unbinned data: F(1,238) = 3.133, p = .08; binned data:
F(1,10) = 3.578, p = .09).
4. Discussion
The aim of this study was to explore the speciﬁcity of visual
learning with object images. An intensive training period was fol-
lowed by a test day. On this test day, not only the trained stimuli
were included but also several variations of these stimuli, namely
a change of the orientation, a change of the exemplar, a combina-
tion of both, and new objects. The results reveal mostly no transfer
to the untrained objects, and a partial transfer across orientations
and across exemplars.
The training effect itself and its object speciﬁcity are consistent
with previous ﬁndings (Baeck and Op de Beeck, 2001; Furmanski &
Engel, 2000; Hussain, Sekuler, & Bennet, 2009a). As in these previ-
ous studies, the training effect followed a typical learning curve,
with a rapid acceleration in the beginning, followed by decreasing
improvements towards the end (Ritter & Schooler, 2001). Previous
studies have attempted to identify the processes underlying train-
ing effects within the backward masking paradigm. An improve-
ment of the temporal resolution of the processing at a sensory
level through enhanced alertness was proposed by Wolford, Mar-
chak, and Hughes (1988). An overall improvement in temporal
attention would lead to a general improvement in performance
which is not speciﬁc to the training objects. For some ﬁndings in
the literature we could argue that changes in temporal attention
might explain part of the results. For example, in the monkey study
of Op de Beeck, Wagemans, and Vogels (2007) the speciﬁcity of ob-
ject learning was rather limited, and the general improvement was
accompanied by a reduction in responsiveness to the mask pat-
terns. This ﬁnding could reﬂect an improved temporal attention.
However, training studies with the backward masking paradigm
and complex objects in humans have consistently found a marked
speciﬁcity of the training effects: no or only very partial transfer
was noted for untrained objects (Baeck & Op de Beeck, 2010; Fur-
manski & Engel, 2000; Grill-Spector et al., 2000). Furthermore, Bae-
ck and Op de Beeck (2010) found that improvements after training
in a backward masking paradigm transferred, at least partially, to-
wards a paradigm that did not put such high demands upon tem-
poral attention. Thus, based upon the object speciﬁcity and
paradigm generality of effects of training introduced with the
backward masking paradigm, we hypothesize that a generalimprovement in temporal attention is not the cause of the ﬁndings,
in particular not of the differences in transfer between different
stimulus conditions.
The performance after training for the exemplar and orientation
manipulation was in between the performance for trained stimuli
and the performance for new untrained objects, indicating partial
transfer. Similar partial transfer over different orientations has
been found with houses (Husk, Bennet, & Sekuler, 2007). No differ-
ence was found in our study between the orientation and the
exemplar manipulation, nor was there any difference between
the two kinds of orientation changes (90 rotation or left–right
switch). Thus, although both manipulations are very different in
nature, and from theories of object recognition we would predict
invariance for orientation manipulations and no or less transfer
for exemplar manipulations, a similar amount of transfer was
found.
Even though all these manipulations were associated with a
similar effect in thresholds, some of them differ substantially in
the average pixel-based overlap (see Section 2.5). In particular,
the average overlap between exemplar-changed stimuli was high-
er than the average overlap between orientation-changed stimuli.
Thus, from the physical differences between the conditions we
would expect more transfer to new exemplars than to new orien-
tations, but in the actual results learning was equally speciﬁc to
exemplar as to orientation changes.
These partial generalization effects correspond with properties
of object representations in the higher visual areas. Studies with
rhesus monkeys showed that neurons in these areas are sensitive
for changes in orientation (e.g., Freiwald & Tsao, 2010; Logothetis,
Pauls, & Poggio, 1995), and also very sensitive to differences be-
tween exemplars (e.g., Op de Beeck, Wagemans, & Vogels, 2001;
Vogels, 1999). Brain imaging studies with humans conﬁrmed these
ﬁndings (e.g., Grill-Spector et al., 2000; Panis et al., 2008). Never-
theless, these tuning curves for orientation and exemplar informa-
tion are broad enough to allow the population response from a
large number of neurons to convey information about objects
across changes in these manipulations, that is, population analyses
sustain invariant object recognition (Freiwald & Tsao, 2010; Hung
et al., 2005). While the degree of speciﬁcity in a behavioral exper-
iment has to be interpreted with care as it can depend upon partic-
ular design characteristics (see e.g., Zhang et al., 2010) and task
requirements (Tanaka, Curran, & Sheinberg, 2005), we note that
the speciﬁcity of object learning in the present study is consistent
with the sensitivity of single neurons for transformations in orien-
tation and exemplar rather than with the invariance suggested by
neural population analyses. This is in agreement with a recent
computational argument that neural population analyses do not
46 A. Baeck et al. / Vision Research 68 (2012) 40–47do any better than single-neuron responses in terms of the degree
of invariance if training does not include variation in the stimulus
properties for which single neurons are sensitive (Goris & Op de
Beeck, 2009, 2010).
Our learning study was designed to investigate transfer for spe-
ciﬁc dimensions/transformations, but we can consider these
dimensions (and the many other possible dimensions) as capturing
parts of the more integrative concept of perceptual similarity that
might be the underlying determinant of the amount of transfer for
a certain dimension. The link between the pattern of transfer in
this learning experiment and the properties of object representa-
tions is supported convincingly by a common role of perceptual
similarity. Perceptual similarity, in contrast to retinal overlap, is
a determining factor for explaining single-neuron tuning curves
(e.g., Kayaert, Biederman, & Vogels, 2005; Op de Beeck, Wagemans,
& Vogels, 2001) as well as the functional organization in object-
selective regions (e.g., Haushofer, Livingstone, & Kanwisher,
2008; Op de Beeck, Torfs, & Wagemans, 2008; Op de Beeck, Wage-
mans, & Vogels, 2008). Here we show that perceptual similarity is
also an important factor to predict the transfer found in an object
learning paradigm.
Importantly, the degree of transfer could not be predicted from
the similarity in responses to the stimuli in the HMAXmodel of ob-
ject recognition (Riesenhuber & Poggio, 1999). This model is excep-
tionally useful as a model because its predictions are directly
testable. Given that its predictions were contradicted, the object
representations underlying the degree of transfer of learning ef-
fects are qualitatively different from the representations in the
HMAX model. This is not a new conclusion, as several previous
studies have already indicated that object similarity cannot be cap-
tured by existing computational models such as HMAX (Kayaert,
Biederman, & Vogels, 2005; Kriegeskorte, Mur, & Bandettini,
2008; Kriegeskorte et al., 2008; Op de Beeck, Torfs, & Wagemans,
2008; Op de Beeck, Wagemans, & Vogels, 2008). Thus, although
our study demonstrates a link between perceived similarity and
the transfer of object learning effects, it also further illustrates a
general problem in the domain of object recognition in that we
are still far from a full mechanistic understanding of the represen-
tations that underlie the perception of similarity, the degree of
transfer and the relationship between perceived similarity and
transfer.5. Conclusion
Visual learning with complex objects generalizes only partially
to untrained orientations and untrained exemplars. The degree of
transfer is correlated with the perceptual similarity between the
trained and the untrained stimuli. This is consistent with the tun-
ing properties of single neurons in higher levels of the hierarchical
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