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Résumé 
Cet article explore un champ de recherches en plein essor : la communication face-à-face. Les 
performances et la robustesse des composants technologiques nécessaires à la mise en œuvre 
de systèmes d’interaction face-à-face entre l’homme et un agent conversationnel – 
technologies vocales, vision par ordinateur, synthèse d’images, compréhension et génération 
de dialogues, etc. – sont maintenant matures. Nous esquissons ici un programme de recherche 
centré sur la modélisation des diverses boucles de perception-action impliquées dans la 
gestion de l’interaction et sur le paramétrage dynamique de ces boucles par les divers niveaux 
de compréhension de la scène dans laquelle humains, robots et agents conversationnels 
animés seront inévitablement plongés. 
1 Introduction 
L’essentiel des technologies vocales et des connaissances phonétiques que nous avons sur les 
langues orales ont été acquises et développées grâce à l’enregistrement et l’étude des signaux 
audiovisuels de la communication langagière. Il est vrai que, sans en avoir véritablement 
conscience, nous parlons au quotidien avec des microphones et des caméras qui semblent 
devenus de manière naturelle des interlocuteurs aussi légitimes que nos alter-egos. Pourtant 
l’essentiel de nos productions langagières et de nos interactions sociales est composé de 
communications face-à-face, situées, en prise directe avec notre environnement physique 
immédiat. De même, l’émergence de nouvelles technologies opportunistes, ubiquitaires, 
centrées sur l’utilisateur, de services géolocalisés, nous pousse à réintégrer les dimensions 
interactionnelles et pragmatiques dans l’étude de la parole et de l’organisation du discours, 
conçu non plus comme un simple encodage d’informations linguistiques et paralinguistiques 
mais comme le moyen privilégié d’agir sur le monde et d’interagir avec les agents humains ou 
artificiels qui le peuplent. 
Ces interactions sont multimodales : si la parole est un vecteur d’action privilégié, elle est 
accompagnée et complémentée par de multiples autres modalités gestuelles (expressions 
faciales, mouvements de tête, posture, gestes brachio-manuels, regard, etc.). La plupart de ces 
gestes s’inscrivent dans la même structuration linguistique que la parole que ce soit pour 
renforcer la mise en relief ou la valence d’un élément de discours (mouvements de sourcils 
dans Cavé, Guaïtella et al. 2002; et Flecha-García 2004), pour gérer les tours de parole 
(Edlund, Heldner et al. 2005), planifier le discours (Goldin-Meadow, Nusbaum et al. 2001) ou 
pour complémenter l’action (Louwerse and Bangerter 2005). 
Cet article présente le cadre général de modélisation de l’interaction que nous sommes en 
train de mettre en œuvre afin de doter un agent conversationnel de capacités à établir une 
interaction face-à-face située avec un partenaire humain. Les compétences attendues des 
ingrédients technologiques nécessaires à la mise en œuvre d’un tel système et les modèles du 
comportement humain qu’ils exploitent sont illustrés par les recherches que nous menons 
depuis 5 ans sur la gestion du regard et sa relation à l’activité langagière. 
2 Boucles de perception-action et systèmes d’interaction 
Les boucles de perception-action qui conditionnent la planification de nos actions de 
communication prennent en compte de nombreux paramètres extraits de notre analyse de 
l’environnement à des échelles de temps très différentes – donc des temps de réaction très 
différents – et des niveaux de traitement cognitif hétérogènes allant de simples boucles 
réflexes jusqu’à la gestion plus complexe de rapports sociaux et culturels. 
 
Figure 1 : Schéma général de contrôle des boucles d’interaction conditionnant la réponse du locuteur aux 
changements de son environnement survenant de sa propre volonté ou de l’interlocuteur. Un espace de 
croyance mutuelle (Novick and Ward 1993; Herzig and Longin 2002) se construit lors de l’interaction par 
convergence des représentations des profils et intentions de soi et de l’autre. 
Le modèle d’interaction que nous nous proposons de paramétrer avec des données 
comportementales et dont voulons doter un agent conversationnel est présenté 
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Figure 1. Il est largement inspiré du modèle YMIR proposé par Thörisson (Thórisson 2002) et 
consiste essentiellement en un couplage de boucles de perception-action, conditionnant les 
actions de communication du locuteur par les traitements de divers niveaux d’analyse et de 
compréhension de la scène d’interaction dans laquelle ce dernier est plongé. Ce modèle 
distingue essentiellement trois boucles dont les temps de réaction sont de plus en plus lents 
car travaillant sur des unités de discours de plus en plus larges : (a) un niveau dit réactif ou 
réflexe qui réagit de manière instinctive aux sollicitations de l’environnement ; ce niveau 
intègre la plupart des mécanismes attentionnels (attention visuelle, ajustement du volume 
sonore, retours de canal, convergences multimodales, etc.) permettant à l’organisme de 
s’adapter de manière quasi-automatique aux signaux émis par l’environnement immédiat ; (b) 
un niveau dit cognitif, gérant la communication dans son ensemble, aussi bien le contenu 
linguistique et émotionnel des énoncés que la gestion des tours de parole et des signaux 
signalant la mise en œuvre effective des processus d’élaboration de cette communication et 
d’estimation de l’état cognitif de l’interlocuteur ; (c) un niveau dit de profilage, qui élabore un 
paramétrage des deux autres niveaux en fonction des intentions de communication, du profil 
psychologique, social et affectif du locuteur et de son estimation du profil et des intentions de 
l’interlocuteur. Ces trois niveaux se conditionnent évidemment les uns les autres puisque 
l’analyse des actions et réactions de l’interlocuteur actualisent ces divers niveaux d’analyse de 
la situation de communication. 
La suite de cet exposé démontre l’intérêt de ces divers niveaux d’analyse et de compréhension 
de la scène en s’appuyant sur nos recherches sur la gestion du regard en situation de 
communication face-à-face. Des études similaires – impact de l’état cognitif et du rôle des 
interlocuteurs sur l’action - sur les signaux de parole enregistrés lors de ces études sont en 
cours de traitement. 
 
  
Figure 2 : agent conversationnel sensible à l’environnement. A gauche, à l’apparition d’un autre 
interlocuteur dans la scène ; à droite : à un objet agité devant son nez. (d'après Picot, Bailly et al. 2007) 
 
  
Figure 3 : agent conversationnel attirant l’attention d’un interlocuteur sur un objet de l’environnement – 
virtuel en l’occurrence. A gauche, le dispositif utilisant un oculomètre afin d’exploiter et enregistrer le 
regard de l’usager ; au centre, l’agent désigne le lieu où poser la carte tirée dans un jeu d’appariement ; à 
droite : les durées d’appariement (100 ms entre 2 lignes horizontales successives) sont significativement 
augmentées pour plus de la moitié des sujets lorsque l’agent désigne des lieux inadéquats et ceci bien que 
les sujets soient instruits de ne pas tenir compte des actions de l’agent. (d'après Raidt, Bailly et al. 2006) 
3 Boucles réactives 
3.1 Attention visuelle et auditive 
De nombreux systèmes d’attention visuelle (voir notamment la description de l'un des plus 
cités ds Itti, Dhavale et al. 2003) ont été proposés afin de rendre compte de nos stratégies de 
scrutation d’une scène. Ces systèmes se composent essentiellement de trois modules : (a) un 
premier module simulant le traitement de l’image rétinienne par l’ensemble des cônes et 
bâtonnets. Ce module calcule ainsi généralement plusieurs cartes – dites de saillance – 
sensibles au mouvement, à la saturation des canaux de couleur ou à divers gradients de 
luminosité suivant des directions privilégiées – dont notamment les verticales et horizontales 
peuplant notre environnement soumis à la gravité. Les points les plus saillants de ces cartes 
constituent autant de candidats à une fixation oculaire par notre œil directeur. (b) une carte 
dite de pertinence est calculée afin de moduler ces saillances par certaines caractéristiques de 
la tâche ; ce mécanisme d’attention visuelle descendante permet ainsi d’expliquer certaines 
cécités attentionnelles (Simons and Chabris 1999) où un objet intrinsèquement saillant par son 
mouvement ou sa taille mais n’ayant pas les caractéristiques d’apparence recherchées n’est 
pas détecté. (c) le module d’attention proprement dit gère le déclenchement des saccades 
oculaires, la durée des fixations – déclenchant notamment des processus de plus haut niveau 
tels que la détection, l’identification d’objets ou de visages et, le cas échéant, la gestion de 
l’interaction face-à-face et la gestion de la poursuite d’éléments de la scène en mouvement. 
Les modèles diffèrent dans les priorités données aux composantes de l’analyse de scène – 
segmentation, principes de regroupement et de décomposition des sous-éléments constitutifs 
d’un objet ou corps rigide ou articulé (Sun 2003), etc. – et la gestion dynamique de la 
pertinence des points d’intérêt – pile d’attention (Picot, Bailly et al. 2007), système d’alerte, 
etc. 
Sujets 
Durée d’appariement 
Ce système d’attention visuelle, nous rendant intrinsèquement attentifs et conscients du 
monde physique qui nous entoure (cf. Figure 2), permet aux niveaux supérieurs de collecter 
des informations essentielles sur les objets et agents de l’environnement : position, vitesse, 
nature, etc. Ces niveaux supérieurs vont pouvoir à leur tour utiliser ces informations pour 
ébaucher une compréhension de la scène qui s’enrichira par l’interaction : position et 
identification des objets et agents de l’environnement (devenant ainsi autant de référents 
potentiels du discours), caractéristiques individuelles (poids, sexe, âge, etc.), activité cognitive 
des interlocuteurs… notamment au travers de l’observation de leurs propres stratégies de 
scrutation de la scène. 
Comme bien d’autres espèces animales dotées d’un système de vision, nous sommes ainsi très 
sensibles au regard de l’autre, posé sur nous ou sur un autre objet d’intérêt. De nombreuses 
études ont montré que le regard est une des composantes essentielles de l’attention sociale : 
nous ne pouvons échapper au biais d’attention imposé par le regard de l’autre (Langton and 
Bruce 1999; Langton, Watt et al. 2000) et nous avons montré que ce biais peut être reproduit 
par des agents conversationnels incarnés (cf. Figure 3), d’autant plus efficacement que cette 
monstration est multimodale et s’accompagne d’une désignation brachio-manuelle ou vocale 
(Raidt, Bailly et al. 2006). 
Nous reviendrons plus loin sur les termes de ce couplage entre jeux de regard et sur 
l’influence que les niveaux cognitifs et sociaux exercent sur leur paramétrage. 
3.2 Convergence… ou pas 
Cette attraction mutuelle n’est pas l’apanage exclusif des jeux de regards. La voix est aussi un 
indice de l’attention sociale : des études récentes montrent que les boucles de perception-
action peuvent amener les interlocuteurs non seulement à faire converger leurs productions 
linguistiques vers un répertoire de formes communes – lexique, syntaxe, etc. – (Gutierrez-
Clellen and Heinrichs-Ramos 1993) mais aussi à adapter mutuellement leurs productions 
vocales – formes phonologiques telles que le choix des variantes de prononciation, etc. mais 
aussi caractéristiques phonétiques telles que la vitesse d’articulation, les formants vocaliques, 
la distribution de la fréquence fondamentale, ou plus prosaïquement le niveau sonore (Ward 
and Nakagawa 2004; Komatsu and Morikawa 2005; Kousidis, Dorran et al. 2008). Ces 
convergences ont été observées aussi bien entre interlocuteurs humains que dans des 
dialogues homme-machine : les traces collectées lors de dialogues d’agents conversationnels 
avec des usagers montrent que ces derniers adaptent très rapidement leur lexique et la syntaxe 
de leurs interventions au niveau de langue utilisée par l’agent (Bell, Gustafson et al. 2003). En 
retour, l’adaptation des productions vocales des agents conversationnels à celles de l’usager 
est appréciée par les usagers (Zoltan-Ford 1991). Les systèmes d’interaction disposent donc 
ainsi d’un outil précieux de contrôle de la boucle d’interaction par l’action afin de faciliter le 
traitement de la scène multimodale par leur système de perception. 
Ce couplage réactif est évidemment perméable aux impératifs cognitifs et sociaux : ces 
tendances générales à l’unisson sont largement modulées par les contraintes linguistiques de 
la langue utilisée et peuvent aussi être inhibées par le code social : ainsi dans son étude des 
productions vocales de japonais en milieu domestique, Campbell (Campbell 2006) montre 
notamment que la structure familiale se reflète dans l’usage de codes fréquentiels et de 
qualités de voix adaptés aux rapports sociaux établis au sein de la famille japonaise. 
 
  
Figure 4 : Communication face-à-face médiatisée. A gauche, le dispositif de caméras, écrans et 
oculomètres croisés permettant de mesurer les regards des interlocuteurs en communication face-à-face ; 
à droite, la vérification de l’étiquetage automatique des durées de fixations et des états cognitifs. 
 
 
Figure 5 : probabilité d’observer une fixation sur une région du visage (f=face, r= œil droit, l=œil gauche, 
m=bouche, e=écran, n=ailleurs) étant donné un état cognitif impliqué dans l’interaction (s : parler, 
l=écouter, w=attendre, r=lire, p=préparation à parler, t=réfléchir, e=autre). A gauche : caractéristiques de 
notre locutrice cible lorsqu’elle initie l’échange, à droite : lorsqu’elle subit l’échange. 
4 Boucles cognitives 
Le système d’attention a détecté un visage dans son champ visuel. Le face-à-face est mis en 
place, les partenaires sont attentifs l’un à l’autre et l’échange d’informations, la construction 
d’un espace d’expériences et de croyances mutuelles va pouvoir s’engager ou se poursuivre. 
Au-delà de l’analyse et la construction de sens en ligne – engendrant la richesse et la 
complexité de la production de parole spontanée que ce soit au niveau lexical, syntaxique, 
sémantique, phonologique et phonétique – les indices perceptifs permettent aussi aux 
interlocuteurs de réguler les tours de parole, d’estimer ce que l’autre ressent sur ce qu’il 
entend ou dit. L’étude de ces indices et de leur impact sur le dialogue constitue un puzzle 
scientifique qui mérite au moins autant d’attention que l’analyse et la planification du discours 
lui-même. Dans l’interaction, la compréhension des productions verbales de l’autre est aussi 
importante que la planification de nos productions verbales, productions qui, en retour, 
reflètent nos attentes et notre stratégie de découverte des motivations de l’autre. L’écoute est 
active et livre des indices sur les processus de compréhension mis en jeu… qui influencent en 
retour nos stratégies de production. L’écoute s’accompagne ainsi souvent de la production de 
régulateurs phatiques (stigmates visibles ou audibles de la gestion de l’interaction par 
l’interlocuteur ou back-channeling). Ces stigmates sont multimodaux : regard, expressions 
faciales, posture et parole participent à cette gestion de l’interaction. Ces murmures et 
onomatopées sont d’une richesse incomparable et constituent une part importante des 
productions vocales des interlocuteurs (Campbell 2004), modulées par un nombre tout aussi 
important de formes prosodiques que le discours qu’elles ponctuent. 
En utilisant un dispositif original de communication face-à-face médiatisée utilisant deux 
caméras et oculomètres couplés (cf. Figure 4), nous avons montré (Raidt, Bailly et al. 2007) 
que les états cognitifs avaient un impact important sur les jeux de regard observés en situation 
de communication face-à-face médiatisée (cf. Figure 5). L’attention visuelle reflète les 
attentes des interlocuteurs sur les zones du visage où l’information est susceptible d’être lue : 
la bouche est plus scrutée lorsqu’on attend ou écoute une information divulguée imprédictible, 
on attend un contact visuel pour engager la production de parole, etc. Le clignement des yeux, 
geste régulier (plus de 10000 clignements des yeux par jour) permettant d’humidifier la 
cornée, est bien sûr sensible à l’environnement (lumière, particules en suspension, etc.) mais 
aussi à l’état physiologique (fatigue, etc.) et cognitif du sujet : nous clignons plus lorsque nous 
parlons que lorsque nous écoutons (Bailly, Elisei et al. 2006). De même, certains gestes de 
mains (iconiques, déictiques), certaines expressions faciales (dégout, tristesse) sont plus 
susceptibles d’être déclenchés lors de la production de parole que lors de la phase de réflexion 
préalable ou lors des phases de perception de la parole de l’autre. 
5 Paramétrage individuel et interaction sociale 
Les comportements décrits plus haut sont des comportements moyens, signant de manière 
significative les divers évènements internes et externes impliqués dans l’interaction dans 
laquelle les interlocuteurs sont plongés. Ces comportements exhibent une large variabilité et, 
au-delà des codes et normes sociales qui régissent et paramètrent nos comportements, on 
constate dans toutes les études une forte variabilité inter- et intra-locuteurs. C’est pourquoi 
nous choisissons dans nos études de confronter un locuteur-cible à de multiples scénarios 
d’interaction, impliquant des interlocuteurs variés. Même dans ce cadre très contraint, il est 
important de contrôler ou de caractériser les partenaires de l’interaction observée : le sexe, 
l’âge relatif des interlocuteurs, leurs positions sociales, le degré d’intimité sont autant de 
paramètres influant sur les boucles de perception-action. 
Dans notre étude sur les jeux de regard, nous avons choisi des interlocutrices familières, d’âge 
comparable de même niveau social. Si le rôle tenu par chaque interlocutrice dans la 
conversation a un impact significatif sur la distribution du regard sur les parties du visage, le 
facteur « interlocuteur » est significatif et la personnalité (intra/extravertie, etc.) de chaque 
interlocuteur a un fort impact sur les stratégies attentionnelles. 
Le paramétrage social interagit fortement avec les composants de bas niveau de l’analyse de 
scène. Nous sommes notamment très sensibles à la distance interpersonnelle de 
communication : Hall (Hall 1963) propose 4 cercles égocentrés délimitant des espaces dans 
lesquels des interactions peuvent ou ne peuvent pas se dérouler harmonieusement. Kismet, le 
robot affectif développé au MIT (Breazeal 2000), gère avec une boucle de perception-action 
très simple son engagement ou désengagement de l’interaction dans son cercle intime en 
fonction de son empathie et de l’état affectif estimé de son interlocuteur. La voix – son 
intensité mais aussi le régime de phonation, le timbre – est affectée par la gestion de cet 
espace interpersonnel et constitue un instrument irremplaçable de gestion de l’engagement du 
locuteur dans l’interaction. On voit donc que l’estimation de paramètres physiques telles que 
l’intensité du bruit ambiant ou la distance interpersonnelle a une incidence importante sur la 
gestion de l’interaction et la nature des informations confidentielles ou non que nous pouvons 
être amenés à divulguer. 
6 Conclusions 
Nous avons essayé de montrer que la parole fait partie d’un arsenal multimodal de gestion de 
l’interaction et qu’il est difficile de restreindre l’étude de la parole à son seul rôle d’encodage 
de l’information linguistique voire paralinguistique. Même en restreignant son rôle à ces 
fonctions, la situation d’interaction, l’importance du contenu linguistique, les relations 
sociales établies ou supposées entre interlocuteurs ont un impact déterminant sur cet 
encodage. Lors d’une conversation face-à-face, la phrase n’est pas une bouteille jetée à la 
mer, une lettre de la dernière chance, c’est un moyen d’action sur le monde, une progression 
infime dans la compréhension de notre environnement et un de nos moyens d’influer sur le 
processus dynamique en cours. 
L’étude des systèmes dynamiques humains est difficile, en grande partie parce qu’elle heurte 
la démarche scientifique qui s’appuie sur la répétabilité des expériences, mêmes causes – 
mêmes effets. Chaque interaction est unique. Pour satisfaire à la démarche scientifique, il faut 
que nous puissions progresser dans la compréhension des divers constituants et couplages 
entre boucles de perception-action grâce à des expériences contrôlées permettant de maintenir 
un niveau de complexité acceptable tout en permettant de recueillir des données pouvant être 
soumises à l’analyse et la modélisation statistique. Les recherches en interaction sociale 
devront renouveler nos dispositifs de métrologie – l’observation biaisée par l’observateur se 
substituant trop souvent à la mesure – afin de caractériser les comportements humains 
multimodaux dans des situations d’interaction face-à-face réalistes et finalisées. Nous avons 
utilisé des paradigmes de jeux – jeux de langage, jeux de cartes, construction collaborative de 
pièces, etc. – afin de pouvoir également mesurer l’impact sur le déroulement de l’interaction 
des modèles de comportement dont nous dotons nos agents conversationnels animés. La phase 
d’évaluation subjective et objective de la qualité de l’interaction fait en soi partie de la 
démarche scientifique et permet de reboucler sur l’expérimentation et la modélisation. Cette 
phase d’évaluation doit s’appuyer sur la mise en œuvre de systèmes d’interaction simulés en 
temps-réel. Cette contrainte a un impact fort sur les développements technologiques : la 
course à la robustesse et au taux de reconnaissance devra céder la place à des systèmes 
multimodaux plus complexes s’appuyant sur des technologies élémentaires simples, 
sélectives, partiales et peu fiables… à l’image de notre système cognitif. 
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