We propose a full-grid search procedure for broad-band waveform modelling to determine a 1-D crustal velocity model. The velocity model can be more constrained because of the use of broad-band waveforms instead of traveltimes for the crustal phases, although only a small number of event-station pairs were employed. Despite the time-consuming nature of the full-grid search method to search the whole model parameter space, the use of an empirical relationship between the P-and S-wave velocities can significantly reduce computation time. The proposed method was applied to a case in the southern Korean Peninsula. Broad-band waveforms obtained from two inland earthquakes that occurred on 2007 January 20 (M w 4.6) and 2004 April 26 (M w 3.6) were used to test the method. The three-layers over halfspace crustal velocity model of the P-and S-wave velocities was estimated. Comparisons of waveform fitness between the final model and previously published models demonstrate advancements in the average value of waveform fitness for the inland earthquakes. In addition, 1-D velocity models were determined for three distinct tectonic regions, namely, the Gyonggi Massif, the Okcheon Belt and the Gyeongsang Basin, which are all located inside the study area. A comparison between the three models demonstrates that the crustal thickness of the southern Korean Peninsula increases from NW to SE and that the lower crustal composition of the Okcheon belt differs from that of the other tectonic regions.
I N T RO D U C T I O N
The development of the 1-D crustal velocity model is the foundation of a range of research areas in seismology. A well-developed 1-D crustal model has been widely used to determine the source parameters of earthquakes, such as origin times, hypocentres, focal mechanisms and sizes. The computational efficiency to calculate Green's functions is a primary advantage of the 1-D model, which can be used in studies of the rupture processes of earthquakes (e.g. Hartzell & Heaton 1983; . Furthermore, the 1-D model can yield an initial model that may be used for developing more complex 2-D and 3-D velocity models (Kissling et al. 1994) . The traditional way to develop a 1-D velocity model utilizes the traveltimes of seismic phases (Crosson 1976a,b; VanDecar & Crosson 1990 ). However, selection of arrival times can be biased due to errors in the origin times and hypocentres that arise primarily due to a low signal-to-noise ratio (SNR). In addition, this method suffers inherently from the issue of non-uniqueness due to the non-linearity of velocity structures (Gerver & Markushevich 1966; Snieder & Sambridge 1993) .
Seismic waveforms are alternative materials to estimate velocity structure that mitigate non-uniqueness because these waveforms contain more information than arrival times. Linearized techniques have been widely adopted in various studies of waveform inversion (Mellman 1980; Woodhouse & Dziewonski 1984; Holt & Wallace 1990; Fujita & Nishimura 1993; Mégnin & Romanowicz 2000; Zhu et al. 2006; Takeuchi 2007; Tape et al. 2009; Fichtner et al. 2010) . However, avoiding local minima has often failed when the nonlinearity is severe between waveforms and earth structures (Snieder 1998; Sambridge 2001) . For instance, the problem occurs in cases of insufficient data, when the effect of noise in waveform is relatively significant (Sambridge 2001) , or when high-frequency body waveforms are used (Sambridge & Mosegaard 2002) . Fully nonlinear approaches have been introduced using random searches (i.e. Monte Carlo technique) to address this problem. Many authors have previously described the use of this method in waveform inversion, such as simulated annealing (Sen & Stoffa 1991; Riepl et al. 1995; Steck 1995; Zhao et al. 1996; Gangopadhyay et al. 2007) , the genetic algorithm (Noves et al. 1996; Shibutani et al. 1996; Bhattacharyya et al. 1999; Chang & Baag 2006; Li et al. 2007; Lee & Baag 2008) and the neighbourhood algorithm (Sambridge 1999a,b; Yoshizawa & Kennett 2002) . These methods have been successfully used to find the optimum model in non-linear inverse problems. However, methods based on random search cannot assure sufficient searching of parameter space (Sambridge 2001; Sambridge & Mosegaard 2002) . In addition, performance of the methods depends on the problems under investigation and selected values of 'optimisation parameters', such as temperature, the total number of generations, population size and degree of alternations (Sambridge & Mosegaard 2002) . However, the method based on the uniform full-grid search does not require such finetuning, which should vary between problems. Although full-grid search is numerically inefficient, this method always provides all miss-fit functions over the prescribed model space. Thus, the final model is more likely to have a global minimum compared with the results from random search methods (Sambridge & Mosegaard 2002) .
Several previous studies have used the technique of full-grid search to develop 1-D velocity models. However, the majority of applications are characterized by simple crustal models that have only a few unknowns (Rodgers & Schwartz 1997; Rodgers & Schwartz 1998; Rodgers et al. 1999; Swenson et al. 2000; Alvarado et al. 2007) because the viability of the method depends solely on the number of unknowns and the computational efficiency of Green's functions. With recent extension of high-performance computing, the method can be applied to the problems estimating velocity structures using more unknowns than before. Therefore, a threestep, full-grid search procedure to estimate the 1-D crustal velocity structure using broad-band waveforms is proposed in this study. In essence, the P-and S-wave velocities were separately searched for using an empirical relationship between the P-and S-wave velocities (Brocher 2005) . The use of this technique can significantly reduce the total number of forward computations required and enable full-grid searching in the development of a 1-D velocity model.
Herein, the proposed method is applied for the determination of a three-layers over half-space 1-D velocity model of the southern Korean Peninsula. The inland seismicity of the study region is very low and an average of only one moderate-sized earthquake (M w > 3.5) occurs per year. The paucity of data with a sufficiently large SNR results in some difficulty generating a reliable crustal velocity model, especially when using only traveltime data. Joint inversion of the traveltime and waveform data was performed using a genetic algorithm to produce the 1-D crustal velocity model (Chang & Baag 2006; Lee & Baag 2008) . However, assumption of a Poisson solid coupled to the narrow search ranges used in these studies may have resulted in a biased model. Comparisons of waveform fitness between the model obtained in this study and other published models demonstrate advancements in the average value of the waveform fitness for inland earthquakes occurring in the southern Korean peninsula.
DATA A N D WAV E F O R M M O D E L L I N G

Data set used for application
Broad-band seismic stations have been installed and operated in the southern Korean Peninsula by the Korea Meteorological Administration (KMA) and the Korea Institute of Geoscience and Mineral Resources (KIGAM) since the late 1990s (Fig. 1) . Three-component waveforms from the two earthquakes that occurred on 2007 January 20 and 2004 April 24 were used to estimate the 1-D crustal velocity model of the study region. The 14 (from 2007 January) and six (from 2004 April) stations were selected by considering the SNR of the observed waveforms (Table 1) . The origin times and epicentres determined by KIGAM were used to compute the synthetic waveforms (11:56:53.6 UTC, 37.6889 • N and 128.5841
• E for 2007 January and 4:29:25.4 UTC, 35.8248 • N and 128.2392
• E for 2004 April). The moment tensor solutions were evaluated using a time-domain waveform-inversion technique . For the moment tensor inversion, the preliminary crustal model obtained from the test run of the proposed method was used. Although this model is slightly different from the final one, the resulting moment tensor solutions are reliable because they are less sensitive to variations in the velocity models over the relatively long periods (10-20 s) used for the inversion. The waveform fitness and double couple components confirm that the moment tensor solutions are sound (Fig. 2) . Before using waveform modelling, the mean and trend of the raw data were removed and instrument response was corrected to account for ground displacements. For computational efficiency, the sampling rate of the time-series data was set at five samples per second.
Setting of the waveform modelling
Synthetic calculation and fitness measurement of waveform
In the waveform modelling procedure, the synthetic broad-band waveforms for a given 1-D velocity model were calculated using the frequency-wavenumber integration method (Saikia 1994) . This method affords an efficient computation of the regional body wave and surface wave phases. Variance reduction (VR) was used as a quantitative measure of the fitness between observed and synthetic waveforms and is defined as
where O i and S i represent the amplitude of observed and synthetic waveforms at the ith time point, respectively, and n is the total number of time points in the observed and synthetic seismograms.
Waveform segmentation
Surface waves, such as the Rayleigh and Love waves, generally have larger amplitudes than body waves at regional distances. Thus, the VR of the full waveform is more sensitive to changes in surface waves than changes in body waves. The VRs were calculated using the segmented waveforms instead of the whole waveforms and the average VR was obtained from an average of VRs for all segments considered to homogenize the effects of the various phases. A similar segmentation technique has been used in previous waveform modelling studies (Zhao & Helmberger 1994; Zhu & Helmberger 1996; Song et al. 1996) . The sensitivity of the crustal velocity model parameters to P nl (P n + PL), SV , Rayleigh and Love waveforms was investigated by Song et al. (1996) . These results demonstrated that surface waves are sensitive to the perturbation of both P-and S-wave velocities of the shallow crust. In contrast, the S-wave velocity in the deeper crust primarily controls the SV waveform and the P nl wave has a relatively uniform sensitivity to the Pand S-wave velocities between the surface and bottom layers of the crust, which has been described in previous waveform studies (Holt & Wallace 1990; Rodgers & Schwartz 1997; Rodgers & Schwartz 1998; Rodgers et al. 1999; Alvarado et al. 2007) . For the waveform modelling method presented herein, the regional three-component waveforms were divided into five segments for the vertical P nl , radial P nl , vertical SV + Rayleigh, radial SV + Rayleigh and tangential Love waves (Fig. 3a) . The start times of the P nl (P n ) and SV (S n ) waves and the end time of the fundamental mode Rayleigh wave were measured manually to select time windows of the waveform segments. The P nl and SV + surfacewave segments were defined from the P nl start time to SV start time and from the SV start time to the Rayleigh wave end time, respectively. To utilize the dispersion of surface waves, ±15 s were added to the original windows of the SV + surface-waves in the longperiod band (0.04-0.1 Hz), which is described in the next section. All windows were tapered using the cosine function with a 5 s width on each end (Fig. 3) . Each segment was treated as an independent waveform, and time shift was not allowed in the VR calculation. VR for each segment was calculated individually, and then the average VR for one velocity model was calculated by averaging VRs for all segments and frequency bands as described in the next section with the same weight (1.0). However, separation of the P nl and Rayleigh waves at short epicentral distances (<100 km) is difficult. Therefore, whole waveforms were used for VR computation (Fig. 3b) . A lower weight (0.8) for the average VR calculation was imposed, since the waveforms recorded by stations at short epicentral distances (<100 km) are likely to be controlled by local heterogeneities (Dreger & Helmberger 1990 ).
Frequency bands
In addition to the waveform segmentation, three different passbands (0.04-0.1, 0.08-0.2 and 0.1-0.4 Hz) were applied to each waveform 456 S. Kim, J. Rhie and G. Kim Fig. 3 ) using the zero-phase Butterworth filter (Russell 2006) . Three passbands were designed to account for the various frequency characteristics of the observed waveforms. The 0.08-0.2 Hz passband is the primary frequency band and was applied to all segments presented in the previous section. In the long-period band (0.04-0.1 Hz), surface waves (Rayleigh wave) are mainly sensitive to the S-wave velocity of the crust and upper mantle. Various body wave phases are contained within the P nl segment, such as P n , P g , PmP, the associated depths and converted phases (Somerville et al. 1990; Helmberger et al. 1993; Langston et al. 2002) . Those body wave phases are dominant in relatively high frequency, and therefore, absolute time and amplitude of the phases are compared with synthetics in the short period-band (0.1-0.4 Hz). However, short period surface waves are much more sensitive to shallow-velocity heterogeneities (Dreger & Helmberger 1990; Zhao & Helmberger 1994; Zhao et al. 1996) , and the 1-D velocity model does not sufficiently explain the propagations of surface waves at the high frequency band. Furthermore, the long period body waves (e.g. PL) are not fully developed at the epicentral ranges considered in this study (Holt & Wallace 1990; Fujita & Nishimura 1993) . Thus, the 0.1-0.4 Hz and 0.04-0.1 Hz passbands were applied only to the P nl and surface wave segments, respectively. Consequently, a total of 10 and eight wave segments were used for each event-station pair with shorter and longer epicentral distances, respectively (Fig. 3 ).
Waveform modelling
Modelling procedure
We propose a three-step waveform modelling procedure that consists of the following.
(1) Preliminary modelling, (2) P-wave modelling and (3) S-wave modelling. For the three-layers over halfspace model, 11 model parameters are required (eight for the Pand S-wave velocities and three for the thicknesses of the layers). Therefore, if we consider five pre-defined grids for each parameter and search simultaneously for the 11 required parameters, approximately 50 million forward computations are required to consider the whole parameter space of the model. Even if many processors are used, the computation for 50 million models is extremely expensive. However, the total number of computations required is significantly reduced if the search for the P-and S-wave velocities is performed separately. In addition, the velocity was assumed to be the same or increase with depth. This assumption is reasonable for a general crustal structure represented by a small number of layers and further reduces the number of required computations. The preliminary step in the modelling was designed to search a broader range of model parameters by utilizing a coarser grid, which is only used to determine a wide range of possible velocity models. Therefore, this step can be skipped in cases that velocity structures are roughly constrained by other data sets, such as surface wave dispersions (Rodgers et al. 1999) . After several pre-tests, a grid size of 0.2 km s -1 and 2 km for the P-wave velocity and thickness of each layer was selected, respectively. The S-wave velocities and densities were fixed using an empirical relationship to calculate three-component synthetic seismograms at the preliminary and following steps of P-wave modelling (Brocher 2005 ). Brocher's empirical relationship was derived for the active continental margin, which is similar to the relationship for the general continental crust (Christensen & Mooney 1995; Christensen 1996) . The results from the preliminary modelling step were then used to determine the search boundaries in the following step. P-wave modelling was then performed using a finer-grid (0.1 km s -1 and 1 km grid spacing for the velocity and thickness of each layer, respectively).
The final P-and S-wave crustal velocity model was obtained during the S-wave modelling step, which involved searching for only the S-wave velocities from the ensemble of models selected in the Pwave modelling step. The estimates of the P-and S-wave velocities were less biased because a 'set' of good models instead of the 'best' model obtained from the P-wave modelling were considered. The final model was determined by taking an average of all good models that satisfied the condition that the VR was greater than 99 per cent of the largest VR to reduce the inherent problem of nonuniqueness and the possible effect of noise in the data (Sambridge & Mosegaard 2002) . A summary of the procedure for waveform forward modelling is given in Fig. 4 . 
Determination of boundaries for parameter searching
Our method consists of a series of modelling steps that narrow search boundaries for parameters based on the information obtained from the previous modelling step. Adequate inference of search boundaries is important to prevent rejecting potential good models. The probability density functions (PDF) were calculated for each parameter from models satisfying several minimum VR thresholds using the bootstrap method (Efron & Tibshirani 1991) . A set of models was resampled randomly with a replacement that has the same size of the original set. An ensemble of models was then selected for several VR thresholds defined as particular percentages of the largest VR estimated in each modelling step. For each ensemble of a given VR threshold, PDF was calculated using the equation
where PDF ij indicates PDF for the ith value of the jth parameter and VR ij is the sum of all VRs for models with the ith value of the jth parameter. This procedure was repeated 500 times to obtain the mean and standard deviation of PDF for each value of parameters and different VR thresholds. During the preliminary modelling, the PDFs and standard deviations were calculated for VR thresholds of 70, 80, 90 and 95 per cent (Fig. 5a ). PDF can be expected to have a dominant peak for each model parameter with a greater VR threshold, but a dominant peak becomes less significant with decreasing VR thresholds. A significant change in the PDF trend, especially the location of a dominant peak, due to selection of a smaller VR threshold indicates that the broad search range is necessary. However, a broad search range can dramatically increase the computation time. Therefore, the search ranges were first determined by considering the PDF pattern of the largest VR threshold (95 per cent) and then verifying whether the pattern changed for smaller VR thresholds. The search ranges were fixed for the next step, since there were no significant changes and pre-determined search ranges included the location of dominant peaks that appeared in the PDFs for smaller VR thresholds.
A set of 'acceptable' P-wave velocity models for the S-wave modelling step was inferred in the P-wave modelling step. The best 'P' model estimated in this step can be assumed to be close to the final 'P' model if the empirical relation between the P-and S-wave velocities is reliable, since the whole model parameters associated with the P-wave velocity and thickness of each layer were already searched. This indicated that a small number of 'acceptable' models could be selected with large VRs.
Although the empirical relationship can be incorrect for specific layers in our study region, this may not be significant. Therefore, we selected 'acceptable' models by estimating an appropriate threshold value of VR that produced relatively significant peaks in PDFs compared with PDFs for lower VR thresholds. Fig. 5(b) shows PDFs calculated for VR thresholds of 80, 90, 95 and 98 per cent. The VR threshold of 98 per cent was adopted and the number of acceptable models was 505. Ranges with PDF values greater than zero were selected and then the P-wave ranges were converted to S-wave ranges using the given empirical relation. The search boundaries of the S-wave velocities for the S-wave modelling step were determined to include the converted S-wave ranges. 
R E S U LT S
Average models of the southern Korean Peninsula
The three-component seismograms of the 20 event-station pairs were used to yield the final P-and S-wave model shown in Fig. 6 and Table 2 , which demonstrate the ±1σ error for models with VRs greater than 99 per cent of the largest VR in the S-wave modelling step. The estimated average P-and S-wave velocities of the threelayers over half-space crustal model in the southern Korean Peninsula were 5.63 (3.40), 6.17 (3.60), 6.58 (3.70) and 7.77 (4.45) km s -1 between the top layer and the half-space. The corresponding depths of the three boundaries were 7.29, 20.7 and 31.3 km.
Generally, a dominant peak of each PDF for the model parameters was located within the prescribed boundaries and the final average models exhibited similar characteristics with the best model in the preliminary and P-wave modelling steps (Figs 5 and 6) . However, the lower crustal S-wave velocity (S3) obtained from the S-wave modelling seems to be smaller than the values obtained from previous modelling steps. This result indicates that modification of the relationship between the P-and S-wave velocities is required for the lower crustal layer in this region.
One of the aims of this study was to construct an average 1-D velocity model that would represent the entire study area. However, the wide PDF distribution for the P-wave velocity parameter of the shallow crust (P1) was evaluated when shallower depths (1 or 2 km) were assigned to the parameter of the shallowest boundary depth (T1). This result indicates that the shallow structure seems to vary significantly from region to region. The depth of the shallowest boundary (T1) was limited to 3 km to reduce the effect of local variations in the shallow structure. The resulting distribution of the T1 parameter shows a maximum PDF between 7 and 9 km depth in all modelling steps (Fig. 5) .
Much of the modelling effort was concentrated on determining the depth between the middle and lower crust (T2), which shows the broad distribution of PDFs (Fig. 5) . Although the T2 boundary PDF shows two peaks at depths of approximately 20 and 27 km in the preliminary modelling step, the peak at 20 km became dominant in the next step despite the inclusion of the locations of both peaks in the search range during the P-wave modelling step. In contrast, the Moho depth (T3) is relatively well constrained, which may be due to the significant velocity difference between the lower crust and the upper mantle (Fig. 6) .
Comparison of the observed waveforms with the synthetics for the final model shows general agreement for all event-station pairs (Fig. 7) . The shapes of the waveforms agree reasonably well, as do the arrival times of the crustal phases, such as those of the P g and P n (Fig. 7) . For event-station pairs with short epicentral distances (e.g. 2007-SND, 2007-CHC and 2007-YKB) , the amplitudes of the synthetic P nl are larger than the observed amplitudes. This difference could be due to the low weight imposed on the short epicentral distance pairs and the minimum depth constraint on the top-to-middle crustal boundary.
The observed waveforms are more complex for some event-station pairs (e.g. 2007 -TJN, 2007 -DAG and 2007 , and the characteristics of the complex ones are not well modelled. However, the waveforms for other pairs with similar paths were modelled relatively well, and complex waveforms were not generally observed in all cases. For example, 2007-HKU and 2007-TJN share similar paths of propagation, but the fitness of the waveforms for 2007-HKU is much higher than that of 2007-TJN. This result indicates that some event-station pairs may be affected by noise or local heterogeneities that cannot be modelled using a 1-D velocity modelling.
Models for different tectonic regions
The presented method can produce a 1-D velocity model using a small number of waveform data. Thus, further analysis was performed to investigate the variations in crustal velocity structures of different geological regions using corresponding subsets of the data. As shown in Fig. 1 , the southern Korean Peninsula consists of four major tectonic regions: Gyeonggi Massif (GM), Okcheon Belt (OB), Yeongnam Massif (YM) and Gyeongsang Basin (GB). Individual velocity models were estimated using only waveforms for event-station pairs that propagated through each tectonic region. We used an event-station pair if the wave propagated through only one or two different tectonic regions and if more than 60 per cent of the path of that wave belonged to the corresponding tectonic region (Fig. 8a) . Our three-step waveform modelling was applied separately for GM, OB and GB tectonic regions because only one waveform was available for YM (Fig. 8a) . The results are shown in Fig. 8(b) and Table 3 . As a result, the highest average VRs for the segmented waveforms were improved from 76.75, 70.55 and 63.14 per cent to 87.76, 74.34 and 69.06 per cent for GM, OB and GB, respectively. The average velocities for the three tectonic regions are similar to those obtained using the whole data set (Table 3) . However, the variation in Moho depth demonstrates that the Moho dips in a southerly direction, in agreement with previous results (Chang & Baag 2007; Yoo et al. 2007 ). The lower V p /V s ratio estimated at the shallow crustal surface of GM potentially indicates the development of felsic Mesozoic granite in this region (Chough et al. 2000) . The thick upper crustal layer of OB agrees well with the result obtained from the receiver function study (Chang & Baag 2005) .
D I S C U S S I O N
Tests for different parameterizations
The model with small number of layers over half-space successfully resolves the characteristics of normal crustal structures, especially major discontinuities, such as Conrad and Moho (Somerville et al. 1990; Mori & Helmberger 1996) . The model form with three-layers over half-space has been widely used (e.g. 'SoCal' described in ; Priestley & Brune 1978; Mooney et al. 1998) , because this model represents average crustal features (Christensen & Mooney 1995; Mooney et al. 1998 ) with upper, middle and lower crust. However, an optimum number of layers over half-space may depend on specific regions. In our study, some parameters (e.g. T2 in Fig. 5 ) showed a relatively broad distribution for PDF, which indicates that our data may not be sensitive to those parameters. Two-and four-layers over half-space models were estimated and compared with our final three-layers over half-space model to investigate the effects of different parameterizations. Twolayers over half-space model was determined using the same method proposed in this study. An additional search for six parameters consisting of two boundary depths between T1 and T3 and two pairs of P-and S-wave velocities of the third and fourth layers from the top was performed after all other parameters were fixed from the three-layers over half-space model, since the number of model parameters for four-layers over half-space is too large to apply the same method. Six parameters were searched simultaneously without empirical relationship. The highest VR was 70.32, 71.21 and 72.84 per cent for two-, three-and four-layers over half-space models, respectively. Final models for different parameterizations were obtained by taking an average of models with VRs greater than 99 per cent of the largest VR, which is similar to the three-layers over half-space model (Fig. 9 ). VR increased with the addition of more layers, but the difference was not significant. The two-layers over half-space model demonstrates the same values for parameters associated with the upper crust and mantle for the three-layers over half-space model. In addition, the P-wave velocity for the second layer from the top is close to the average P-wave velocity of the middle and lower crusts in three-layers over half-space model. This result shows that the sensitivities of our data set to middle and lower crust are low. However, the four-layers over half-space model clearly demonstrates that the lower crust should have a greater velocity than the middle crust, which indicates that the existing velocity difference between the middle and lower crustal layers in our threelayers over half-space model reflects the real velocity structure. Considering computation times and data sensitivities, three-layers over half-space is a reasonable parameterization in our study region.
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Figure 6. Estimated P-and S-wave velocity models at each modelling step. Search boundaries are presented as thin lines in the same colours of the models. For preliminary and P-wave modelling steps, the models with the highest VR are plotted. For the S-wave modelling step, an average of the ensemble of the models, which have VRs over 99 per cent of the greatest VR, is plotted. Error bars superimposed on the final S-wave models represent standard deviation of the same ensemble of the models (see the main text). 
Comparison with previous models
The VRs of four other three-layers over half-space models were estimated to compare our results with those of previous studies [Kim & Jung 1985 Fig. 10a ]. Average VRs were computed for all three-component full waveforms bandpass filtered between 0.04 and 0.4 Hz. First, the results were compared with the same event-station pairs used in determining our final model. The estimated average VRs were 45.8, -98.4, 7.4, 17.9 and 62.3 per cent for KJ, K, CB, LB and our model, respectively. Even though the model parameters used in all 1-D models were the same, the VR of full waveforms in the final model was at least 16.5 per cent higher than for any other models. The independent data set was also used for more verification, which was not included in our modelling.
All available three-component waveforms were collected from inland earthquakes with moment tensor solutions during the period 2001-2009. The origin times and epicentres were from the KIGAM catalogue, and moment tensor solutions and depths were obtained from a previous study (Rhie & Kim 2010) . The source parameters including moment tensor solution of one event (20090501 in Fig. 1 ) were from the Saint Louis University catalogue. Only selected event-station pairs with VR averages for all five 1-D models greater than 0 per cent were selected. A total of 20 event-station pairs from four events (Figs 1 and 10b ) were finally used with VR averages for KJ, K, CB, LB and our models of 24.7, -3.6, 21.3, 12.3 and 27 .5 per cent, respectively. Although our final model provided a better average VR compared with other models, lower VRs than the CB and KJ models were estimated in some event-station pairs for 20090501 and 20011121 events, respectively (Fig. 10b) . These S. Kim, J. Rhie and G. Kim paths are associated with data sets used to determine KJ and CB models in previous studies. Several of the main characteristics of our final model were compared with previous studies. Our final model yielded a Moho depth of 31.3 km, a crustal average P-wave velocity of 6.18 km s -1 and a Poisson's ratio of 0.245, which are relatively consistent with the previous results shown in Fig. 10(a) and receiver function studies (Chang & Baag 2005; Chang & Baag 2007; Yoo et al. 2007) . The assumption of a Poisson solid was used by Chang & Baag (2005) and Yoo et al. (2007) to generate estimates of the Moho depth that were deeper than with our model. Recently, Chang & Baag (2007) assumed a variable V p /V s ratio, which resulted in results that are more in line with this study. Although the average P-wave velocity and Poisson's ratio in this study are slightly lower than Chang & Baag's estimates (about 6.4 km s -1 and 0.26 for the average P-wave velocity and Poisson's ratio, respectively), these values were within the error bound of their results. The wide-angle refraction study by Cho et al. (2006) reported possible ranges for the upper and lower crustal P-wave velocity (5.4-6.0 km s -1 and 6.4-6.7 km s -1 , respectively) and Poisson's ratio (0.25-0.27) of the profile that crosses from the NW to the SE of the study area. Our estimates were also within the ranges suggested by Cho et al. (2006) .
Our final model can be characterized by a thicker upper crustal layer (T1) and a higher velocity contrast between the upper and middle crusts compared with other 1-D models (Fig. 10a) . The depth of the upper crustal layer and the velocity difference at the boundary are very similar to the results of Chang & Baag (2005) , which suggests that this was a compositional boundary in the stable and mature crust. Several other authors have also reported the existence of this boundary (Kim 1999; Cho et al. 2006; Yoo et al. 2007) . Our estimate of the upper mantle P-wave velocity (7.77 km s -1 ) was less than the global average P n velocity of 8.07 km s -1 (Christensen & Mooney 1995) and slightly faster than the 7.5-7.7 km s -1 that may be observed in an active tectonic region, such as the continental rift in Kenya (KRISP Working Party 1991). The velocity was also less than the 7.9-8.1 km s -1 estimated from the refraction study of this region (Cho et al. 2006) . However, a recent result of P n velocity tomography demonstrated that there are low P n velocity anomalies in the past orogenic regions of the southern Korean Peninsula (Hong & Kang 2009 ). The propagation paths of our data cross these regions to a greater extent than stable massifs with normal P n velocities, which explains the resulting low upper-mantle velocity obtained herein. 
Geological interpretation of modelling results
Several studies have attempted to classify the global crustal velocity structure of the different tectonic provinces (Christensen & Mooney 1995; Rudnick & Fountain 1995; Zandt & Ammon 1995) . Consideration of the shallow Moho depth (∼30 km), low average crustal P-wave velocity (∼6.25 km s -1 ), low Poisson's ratio (∼0.25) and low P-wave velocities in the lower crust (<6.8 km s -1 ) demonstrates that our final model most likely belongs to the same category as the extended crust or the Mesozoic-Cenozoic orogenic belts. However, the crustal structure of the southern part of the Korean Peninsula is probably more complex than any uniform tectonic province because the study region had experienced multiple tectonic events. The southern Korean Peninsula consists mainly of two Precambrian massifs, YM and GM (Fig. 1) . The peninsula also contains OB, which was initiated by an intraplate orogeny during the Paleozoic period (Cruzel et al. 1991) . Following two Mesozoic orogenic events in the late Permian-early Triassic and the Jurassic, the NE-SW trending OB was developed by the accreting, folding and shearing between the two Precambrian massifs (Chough et al. 2000) . Afterward, GB ( Fig. 1) was formed during the early Cretaceous by the subduction of the Izanagi Plate, which involved the development of a pull-apart basin in the region (Chough et al. 2000) . The joint analysis of the P-and S-wave velocities provides some indication of the composition of the deeper crust. The V p /V s ratios of the middle and lower crusts were compared with those obtained in laboratory experiments to investigate the compositional difference of each tectonic region (Christensen 1996; Brocher 2005, Fig. 11) . A comparison between the observed values of V p /V s as a function of V p and Brocher's empirical best-fit line reveals the existence of two outliers, the middle crust of GB and the lower crust of OB. The low V p /V s ratio in the middle crust of GB may be explained by the shallow younger granite that is observed in this region (Chough et al. 2000) . The high V p /V s ratio in the lower crust of OB indicates that the composition could be different from that of the general continental crust (Fig. 11 ). This clear difference in the lower OB crust is more obvious with a comparion of the V p /V s ratios of the middle crust between OB and GM. The lower crust of OB is likely to consist of more mafic rocks compared to GM and GB, which exhibit similar velocity ratios. The mafic composition of the lower crust of OB may reflect the effects of multiple complex events, including rifting along the weak belt between two rigid massifs during the Palaeozoic (Chough et al. 2000) . However, the possibility of magma underplating, as suggested by previous receiver function studies (Chang & Baag 2005; Chang & Baag 2007) , cannot be discounted. Therefore, further work is required to investigate this possibility.
C O N C L U S I O N S
Herein, we proposed a three-step full-grid search procedure for the development of a 1-D crustal velocity model using broad-band waveform data and derived a three-layers over half-space crustal velocity model of the southern Korean Peninsula. The final model obtained has improved the fitness of the waveform in comparison with previous models. PDFs obtained show that all parameters, except for the boundary depth of the middle and lower crust, are well constrained. Three different 1-D models were developed for regions GM, OB and GB using the same technique to investigate the variations in velocity structures for different tectonic regions. The final 1-D models for the three tectonic regions show that the crustal thickness of the study area increases from NW to SE. The results obtained for the V p /V s ratio indicate that the lower crustal composition of OB may be different from that of the other two regions. However, further research is required to explain the cause of this observed difference. We have shown that the proposed method is useful for obtaining 1-D crustal velocity models in the low Figure 11 . V p /V s ratio as a function of V p for the middle (red diamond) and lower (red circle) crustal velocities of the three tectonic regions (GM, OB and GB). The black bars with abbreviated names indicate the range of V p /V s ratios versus V p at 400-800 MPa for different rock types using data from Christensen (1996) . Simplified coloured ellipses and bold grey lines are obtained from Brocher (2005) . The numbers in parentheses imply specific lithologies: (1) Metamorphic rocks, (2) Metagraywackes and mafic rocks, (3) sedimentary rocks and (4) Salinian granite. seismicity region. Therefore, this method can be applied to develop crustal velocity models in other regions where the availability of waveform data with good SNR is poor because of low seismicity or a short observational record.
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