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ABSTRACT
Smoothing splines provide flexible nonparametric regression estimators. Penal-
ized likelihood method is adopted when responses are from exponential families and
multivariate models are constructed with certain analysis of variance decomposition.
However, the high computational cost of smoothing splines for large data sets has
hindered their wide application. We develop a new method, named adaptive ba-
sis sampling, for efficient computation of smoothing splines in super-large samples.
Generally, a smoothing spline for a regression problem with sample size n can be
expressed as a linear combination of n basis functions and its computational com-
plexity is O(n3). We achieve a more scalable computation in the multivariate case by
evaluating the smoothing spline using a smaller set of basis functions, obtained by
an adaptive sampling scheme that uses values of the response variable. Our asymp-
totic analysis shows that smoothing splines computed via adaptive basis sampling
converge to the true function at the same rate as full basis smoothing splines. We
show that the proposed method outperforms a sampling method that does not use
the values of response variable by simulation studies, and apply it to several real
data examples.
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1. INTRODUCTION
Smoothing splines provide flexible nonparametric regression estimators. Due to
several distinguished features, smoothing splines stand out as a popular choice among
nonparametric modeling methods (Ruppert et al., 2003). First, it is conceptually
simple. Smoothing spline is essentially a set of segmented low degree polynomials
connected smoothly at some specified points. Second, its model-fitting is data-driven
and does not require manual parameter-tuning. Smoothing spline treats each data
point as a node and uses a penalized likelihood to fit the model with regularization
parameters tuned by generalized cross-validation (Gu, 2013). Nevertheless, the high
computational cost of smoothing splines for large data sets has hindered their wide
application. For example, modern biology technologies can sequence tens of millions
DNA/cDNA fragments in parallel. After the resulting sequences are mapped to
genome, one gets a sequence of short read counts along genome. Smoothing splines
have been used extensively for modeling and processing single sequencing sample.
However, nonparametric joint modeling of multiple sequencing samples are still lack-
ing due to expensive computational cost.
In this dissertation, we develop a new method, named adaptive basis sampling,
for efficient computation of smoothing splines in large samples. Such basis sampling
scheme makes use of information from response variable and is computationally ef-
fective. We consider nonparametric regression with Gaussian and non-Gaussian re-
sponses, and present a systematic treatment to analyze the asymptotic properties of
the smoothing spline estimator with adaptively selected basis functions.
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1.1 Background
To estimate a function of interest η on a generic domain X using stochastic data,
one may use the minimizer of the penalized likelihood
L(η|data) + λ J(η), (1.1)
where L(η|data) is usually taken as negative log likelihood of the data and J(η) is
a quadratic functional quantifying the roughness of η. The penalty parameter λ
controls the trade-off between the goodness-of-fit and smoothness of η. See Wahba
(1990), Gu (2013) and Wang (2011) for overviews of this method.
The standard formulation of smoothing splines performs the minimization of (1.1)
in a reproducing kernel Hilbert space H = {η : J(η) < ∞}, where J(·) is seen as a
squared semi-norm. Let NJ = {η : J(η) = 0} be the null space of J(η) and assume
that NJ is a finite dimensional linear subspace of H. Denote by HJ the orthogonal
complement of NJ in H such that H = NJ ⊕ HJ . The reproducing kernel Hilbert
space provides a very general framework for nonparametric regression where the
penalty term J(η) can be chosen to serve different purposes. For univariate function
estimation on a compact interval X , one can use
J(η) =
∫
X
(η(m))2dx.
In particular, m = 2 corresponds to the commonly-used second derivative penalty
and the minimizer of (1.1) is a natural cubic spline. For estimating a multivariate
function on a compact domain X ⊂ Rd(d > 1), one can use the thin-plate spline
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penalty
Jmd(η) =
∫
· · ·
∫
X
∑
ν1+···+νd=m
m!
ν1! · · · νd!
( ∂mη
∂xν11 · · · ∂xνdd
)2
dx1 · · · dxd (1.2)
where m is the order of derivatives and d is the number of predictor variables
(Duchon, 1977). As a special case, when m = 2 and d = 2 we have
J22(η) =
∫∫
X
(∂2η
∂x21
)2
+
( ∂2η
∂x1∂x2
)2
+
(∂2η
∂x22
)2
dx1dx2.
See Gu (2013) for details about defining the penalty term and corresponding repro-
ducing kernel Hilbert space for modeling a multivariate regression function using
smoothing spline analysis of variance models.
Univariate smoothing splines can be computed in O(n) by applying the Reinsch
(1967) algorithm. In general, as we shall see in the next chapter, the computational
cost of finding the minimizer of (1.1) is in the order of O(n3) and thus is very
large for big data sets. To lower the computational cost, over the past decades,
there have been efforts to find sparse sets of basis functions to approximate the
minimizer of (1.1). Luo and Wahba (1997) and Zhang et al. (2004) applied variable
selection techniques, but it is not clear whether the resulting estimators share the
good asymptotic properties of standard smoothing splines. Gu and Kim (2002) and
Kim and Gu (2004) developed a simple random sampling approach for basis function
selection and established a coherent theory for the convergence of their approximated
smoothing splines. To overcome the computational burden of smoothing splines,
pseudosplines (Hastie, 1996) and penalized splines (Ruppert et al., 2003) have also
been proposed. Both use a small number of fixed basis functions to approximate the
smoothing splines; they are similar in spirit to Gu and Kim (2002) and Kim and Gu
3
(2004) but differ in the construction of the basis functions.
1.2 Main contribution
Our adaptive basis sampling method for approximating smoothing splines is an
extension of the simple random sampling approach of Gu and Kim (2002) and Kim
and Gu (2004). Its novelty is that we select the basis functions according to the
slicing along the range of the response variable. These adaptively selected basis
functions form a reduced model space, called the effective model space. We compute
the approximated smoothing spline estimator in the reduced space to achieve efficient
computation. This adaptive sampling strategy differs from all existing methods based
on sampling basis functions on the direction of the predictors. It can recover fine
details of the response surface better than the simple random sampling scheme.
With the proposed basis sampling method, we achieve a more scalable computa-
tion through a sparse approximation of smoothing spline ANOVA models in a lower
dimensional effective model space. The asymptotic analysis shows that smoothing
spline estimator computed via adaptive basis sampling converges at the same rate as
that of full basis smoothing spline estimator. As evident in our simulation and real
data analysis studies, smoothing spline ANOVA models approximation via adaptive
basis selection provide very accurate estimates.
Chapter 2 is devoted to nonparametric regression with Gaussian responses. Ef-
fective methods for smoothing parameter selection and generic algorithms for com-
putation are the main topics. It is also focusing on the estimation of multivariate
functions with large samples. Compared with other competing methods such as
penalized spline, our approach is statistically more efficient according to both sim-
ulation study and a read data example on geographical imaging analysis. Chap-
ter 3 extends the adaptive basis sampling to a generalized regression problem, where
4
the response variables come from exponential family distributions. Motivated by
two next-generation sequencing data sets, we are particularly interested in modeling
counts data and thus responses are assumed to be Poisson, binomial or negative
binomial distributed. Chapter 4 studies some theoretical properties of estimators
constructed by the adaptive basis sampling method. Proofs of some lemmas and
theorems in Chapter 2 and 3 are collected. Since Gaussian distribution is also an
exponential family distribution, proofs for Chapter 2 are special cases of those of
Chapter 3. We only present the general case.
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2. REGRESSION WITH GAUSSIAN RESPONSES
2.1 Introduction
Consider the nonparametric regression model
yi = η(xi) + i, i = 1, . . . , n (2.1)
where yi is the ith observation of the response variable, xi is the ith observation
of the predictor variable on the domain X ⊂ Rd (d ≥ 1), η is the nonparametric
function to be estimated, and the i’s are independent and identically distributed
random errors with mean zero and unknown constant variance σ2. A widely used
method for estimating the unknown function η in (2.1) is via minimization of the
penalized least squares criterion
PLS(η) =
1
n
n∑
i=1
{yi − η(xi)}2 + λ J(η), (2.2)
where J(η) is a quadratic functional quantifying the roughness of η. The first term in
expression (2.2) discourages lack of fit, and the second term penalizes the roughness
of η. The penalty parameter λ controls the trade-off between the goodness-of-fit and
smoothness of η. Multivariate penalty parameters can be introduced when estimating
a multivariate function, but we focus our presentation on the single penalty case. See
Wahba (1990), Gu (2013) and Wang (2011) for overviews of this method, including
how to introduce multivariate penalty parameters.
The standard formulation of smoothing splines performs the minimization of (2.2)
in a reproducing kernel Hilbert space H = {η : J(η) < ∞}, where J(·) is a squared
semi-norm. Let NJ = {η : J(η) = 0} be the null space of J(η) and assume that
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NJ is a finite dimensional linear subspace of H with basis {ξi : i = 1, . . . ,m}, where
m = dim(NJ). Denote by HJ the orthogonal complement of NJ in H such that H =
NJ ⊕HJ . Let P be the orthogonal projection operator from H onto HJ . Then J(·)
is a well-defined squared norm of HJ and for any η ∈ H, J(η) = J(Pη) = ‖Pη‖2HJ .
With this norm, HJ is also a reproducing kernel Hilbert space, and we denote its
reproducing kernel by RJ(·, ·).
In this chapter, we propose an adaptive basis sampling method for approximat-
ing smoothing splines. We select the basis functions according to the response vari-
able. These basis functions form an effective model space. Efficient computation
is achieved when we compute the approximated smoothing spline estimator in the
effective model space. In addition, we develop an asymptotic theory on the rate of
convergence of our approximated smoothing spline estimator. This theory is non-
standard because of the response-dependent sampling scheme, and yields conditions
on the dimension of the effective model space to warrant the same convergence rate
as the regular smoothing spline estimators. Such conditions provide useful practical
guidelines for the sample size of the adaptive sampling.
2.2 Smoothing splines and computational issues
We first state the so-called representer theorem (e.g., Wahba, 1990), which de-
clares that although the original penalized least squares problem for smoothing
splines is formulated in the infinite-dimensional function space H = {η : J(η) <∞},
the solution lies in a finite-dimensional space. Recall that H has the tensor-sum
decomposition H = NJ ⊕ HJ , {ξi}mi=1 spans the null space NJ of the quadratic
functional J , and RJ(·, ·) is the reproducing kernel of HJ .
Theorem 2.2.1. There exist vectors d = (d1, . . . , dm)
> ∈ Rm and c = (c1, . . . , cn)> ∈
7
Rn such that the minimizer of (2.2) over H can be represented as
η(x) =
m∑
k=1
dkξk(x) +
n∑
i=1
ciRJ(xi, x), x ∈ X . (2.3)
Theorem 2.2.1 implies that we need only search for the minimizer of (2.2) over the
collection of functions of form (2.3), so the problem reduces to finding the coefficient
vectors d and c that satisfy a system of linear equations. Let x = (x1, . . . , xn)
> be the
vector of observed values of the predictor variable, and y = (y1, . . . , yn)
> be the vector
of corresponding observations of the response variable. Let η = {η(x1), . . . , η(xn)}>
denote the n evaluations of η(·) at x, S denote the n ×m matrix with the (i, j)th
entry ξj(xi), and R denote the n× n matrix with the (i, j)th entry RJ(xi, xj). Then
the decomposition (2.3) applied to x yields the system of equations
η = Sd+Rc, (2.4)
and thus the first term on the right-hand side of (2.2) becomes
n−1(y − Sd−Rc)>(y − Sd−Rc). (2.5)
On the other hand, for any function η with the expansion (2.3), the penalty
function J(η) in (2.2) can also be written in a matrix form using the reproducing
property of RJ(·, ·), i.e.,
〈RJ(xi, ·), RJ(xj, ·)〉HJ = RJ(xi, xj).
Recall that P : H → HJ is a projection operator. For any η as in (2.3), Pη =
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∑n
i=1 ciRJ(xi, ·). Hence
J(η) = ‖Pη‖2HJ =
〈 n∑
i=1
ciRJ(xi, x),
n∑
i=1
ciRJ(xi, x)
〉
HJ
=
n∑
i=1
n∑
j=1
ciRJ(xi, xj)cj = c
>Rc.
(2.6)
Combining (2.5) and (2.6), we see that the penalized least squares criterion (2.2)
is reduced to
PLS(η) =
1
n
(y − Sd−Rc)>(y − Sd−Rc) + λ c>Rc. (2.7)
Since PLS(η) is a quadratic form in both d and c, its minimizer has a closed-form
expression. Differentiating (2.7) with respect to d and c and setting the derivatives
to zero, we obtain the linear system of equations
S>S S>R
R>S R>R + nλR

d
c
 =
S>y
R>y
 . (2.8)
To solve this system, of size m+ n, the computational cost is generally of the order
O(n3), which can be prohibitive when the sample size n is large. From Theorem 2.2.1,
the number of basis functions used to represent the solution is m + n, which grows
with n. While the m basis functions for NJ are needed, it may be not necessary to
use all n basis functions for HJ . If a smaller number of basis functions can provide a
good approximation of the smoothing spline solution, then a computationally efficient
algorithm can be developed to handle cases with large sample size. We discuss two
sampling approaches for selecting basis functions in the next section.
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2.3 Sampling of basis functions
2.3.1 Uniform sampling of basis functions
We first review an approach of selecting basis functions by randomly sampling the
observations of the predictor variable and discuss its limitations, and then present
our new sampling approach that involves the response variable.
From the representer theorem, each of the n basis functions for representing the
function inHJ is uniquely associated with an observed value of the predictor variable.
Thus a natural idea for selecting the basis functions is through randomly sampling
the observed values of the predictor variable. Specifically, we draw a random sample
of size n∗ from the observed predictor values {xi}ni=1, denoted as x∗ = (x∗1, . . . , x∗n∗)>,
and use the corresponding basis functions, {RJ(x∗i , x)}n∗i=1, to represent functions in
HJ . We then solve the penalized least squares problem in the effective model space
HE = NJ ⊕ span{RJ(x∗i , x), i = 1, . . . , n∗}. When n∗ is much smaller than n, the
computational cost can be significantly reduced.
Gu and Kim (2002) and Kim and Gu (2004) proved that this uniform sampling
scheme has some nice theoretical properties. Under some reasonable conditions,
the smoothing spline estimator computed under this scheme can achieve the same
asymptotic convergence rate as the full basis smoothing spline estimator that uses
all the basis functions indicated in the representer theorem.
When the number of sampled basis functions increases, the estimator from the
uniform sampling strategy will approach the smoothing spline estimator and reveal
the underlying true function. However, if constrained by computational resources,
one may not sample enough basis functions to achieve a satisfactory result. Figure 2.1
illustrates this with a toy example. The underlying true function is the density
function of a two-component mixture of normal distributions. Panel (c) shows the
10
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Figure 2.1: Toy regression function with two close peaks: (a) true signal (solid line)
and 100 observations (gray crosses); (b) smoothing spline fit (solid line) with full
basis; (c) smoothing spline fit (solid line) with 12 uniformly sampled basis func-
tions (UBS); (d) smoothing spline fit (solid line) with 12 adaptively sampled basis
functions (ABS). In (b)-(d), short vertical lines at the bottom mark the data points
corresponding to the selected basis functions; observations are indicated by gray
crosses; true signal is shown as dotted gray lines.
smoothing spline fit using 12 uniformly sampled basis functions, which does not
reveal the two peaks of the mixture components because uniform sampling does not
select the basis function corresponding to the point with the largest y-value. Unless
the number of basis functions is greatly increased, there is little chance that the
estimator can capture this peak.
2.3.2 Adaptive sampling of basis functions
We propose a new sampling scheme to select basis functions which makes use of
the observed values of the response variable. This scheme may sample more basis
functions in regions where the response function has big changes and sample fewer
basis functions where the response surface is relatively flat. We call this new scheme
adaptive basis sampling.
Like the uniform sampling scheme discussed in §2.3.1, adaptive sampling also
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samples the basis functions from the collection {RJ(xi, ·) : i = 1, . . . , n} as indicated
in the representer theorem. The difference is the way the sampling is performed. In
adaptive basis sampling, we first group the xi’s according to the corresponding value
of the response variable, and then draw random samples within each group. The
detailed procedure is given below.
1. Divide the range of the responses {yi}ni=1 into K disjoint intervals, S1, . . ., SK .
Let |Sk| denote the number of observations in Sk.
2. For each Sk, consider the collection of all pairs (xi, yi) where yi ∈ Sk, and draw
a random sample of size nk from this collection. Denote the sampled predictor
values by x∗(k) = (x∗(k)1 , . . . , x
∗(k)
nk ).
3. Combine x∗(1), . . . , x∗(K) together to form a set of sampled predictor values
{x∗1, . . . , x∗n∗}. This set has size n∗ =
∑K
k=1 nk.
4. Form the effective model space
HE = NJ ⊕ span{RJ(x∗j , ·), j = 1, . . . , n∗}. (2.9)
Minimize the penalized least squares criterion (2.2) over this effective model
space.
The first step of the adaptive basis sampling procedure groups together observa-
tions with similar response values. It is the same operation as binning when con-
structing histograms and slicing in sliced inverse regression (Li, 1991; Cook, 1998).
Each set {(xi, yi) : yi ∈ Sk} is referred to as a slice of the data. We expect this adap-
tive sampling scheme to select more effective basis functions than uniform sampling.
12
     (a) Truth
−2 −1 0 1 2
−2
−1
0
1
2
x1
x
2
0
2
4
+
+
+
+
+
+
+ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
     (b) UBS
−2 −1 0 1 2
−2
−1
0
1
2
x1
x
2
0
1
2
+
+
+
+
+
+
+
+
+
++
+
+
+
+
+
+
+
+ +
+
+
++
+
+
+
+
+
+++
+
+
+
+++
+
+
++ ++
++
     (c) ABS
−2 −1 0 1 2
−2
−1
0
1
2
x1
x
2
0
1
2
Figure 2.2: Bivariate nonparanormal copula density function. (a): contour plot
of true function; (b)–(c): contour plots of absolute values of fitting residuals by
smoothing splines based on uniform basis sampling (UBS) and adaptive basis sam-
pling (ABS). The sampled basis functions are marked by +’s.
Figure 2.1(d) displays the smoothing spline fit from the adaptive sampling scheme
with 12 basis functions. The fit reveals the two peaks of the mixture components
well, since basis functions corresponding to the peak points are sampled.
To further illustrate how adaptive basis sampling works and compare it with
uniform basis sampling, we considered a two-dimensional example for which the
response surface is a bivariate nonparanormal copula density function; see §2.5 for
its analytical form. Figure 2.2(a) depicts the contour plot of the true function,
showing four peaks: two are significantly higher than the others. Contour plots of
absolute values of residuals after smoothing spline fitting, presented in Fig. 2.2(b)-
(c), indicate that the estimated two big peaks from adaptive basis sampling are
closer to the truth than from uniform basis sampling. That adaptive basis sampling
smoothing spline yields a better estimate can be explained by the distribution of
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sampled basis functions, also shown in (b) and (c): the basis functions sampled
by uniform basis sampling spread over the whole domain while those sampled by
adaptive basis sampling are mainly distributed around the four peaks, especially the
two significant ones.
In §2.4, we show that the adaptive sampling scheme can achieve the asymptotic
rate of convergence of the original smoothing spline estimator, although a much
smaller set of basis functions is employed. The theoretical results of Gu and Kim
(2002) and Kim and Gu (2004) for uniform sampling cannot be applied to adaptive
sampling, because values of the response variable are used in selecting the basis
functions.
2.3.3 Efficient computation
We now present the details of the computational algorithm when adaptive basis
sampling is used to compute the smoothing spline estimator. Recall that the selected
data points are denoted by x∗ = (x∗1, . . . , x
∗
n∗)
>. Under adaptive basis sampling, the
minimizer of (2.2) is approximated by
ηA(x) =
m∑
k=1
dkξk(x) +
n∗∑
j=1
cjRJ(x
∗
j , x).
We let S denote the n×m matrix with (i, j)th entry ξj(xi). Let R∗ be a n×n∗ matrix
with the (i, j)th entry RJ(xi, x
∗
j) and R∗∗ be a n
∗× n∗ matrix with the (i, j)th entry
RJ(x
∗
i , x
∗
j). If we rearrange the original data by putting the selected data points x
∗
at the front, R∗ is just the left part of R while R∗∗ is the top-left corner of R. The
evaluations of ηA at locations x, ηA = {ηA(x1), . . . , ηA(xn)}>, satisfy
ηA = SdA +R∗cA, (2.10)
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where dA = (d1, . . . , dm)
> and cA = (c1, . . . , cn∗)>.
Similar to (2.7), we have
PLS(ηA) =
1
n
(y − SdA −R∗cA)>(y − SdA −R∗cA) + λ c>AR∗∗ cA, (2.11)
whose minimizer (dˆA, cˆA) satisfies the linear system of equations
S>S S>R∗
R>∗ S R
>
∗ R∗ + nλR∗∗

dA
cA
 =
S>y
R>∗ y
 . (2.12)
System (2.12) can be solved using a method described in Golub and Van Loan (1989).
First, a pivoted Cholesky decomposition is performed such that the first matrix on
the left-hand side of (2.12) equals G>G, where G is an upper triangular matrix.
Then, forward and backward substitutions are used to solve the system of equations
to obtain the estimated coefficients. However, care should be taken when R∗ is
singular, i.e., the bottom diagonal elements of G are zeros. Kim and Gu (2004)
suggested replacing those zeros by an appropriate small value δ and proceeding as if
R∗ is of full rank.
A standard method for data-driven choice of the penalty parameter λ is to min-
imize the generalized cross-validation criterion (Craven and Wahba, 1979). To give
a formal definition of this, note that the fitted values yˆ = (ηˆA(x1), . . . , ηˆA(xn))
> can
be obtained from the estimated coefficients as yˆ = SdˆA + R∗cˆA. In light of (2.12),
yˆ = A(λ)y, where A(λ) is the smoothing matrix
A(λ) = (S,R∗)
S>S S>R∗
R>∗ S R
>
∗ R∗ + nλR∗∗

+S>
R>∗
 , (2.13)
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and C+ denotes the Moore–Penrose inverse of C. The criterion is defined as
GCV(λ) =
n−1y>{I − A(λ)}2y
[n−1tr{I − A(λ)}]2 , (2.14)
and we minimize it as a function of the penalty parameter λ (Tenorio et al., 2011),
using standard nonlinear optimization algorithms. We use the modified Newton
algorithm developed by Dennis and Schnabel (1996).
Now we calculate the computational complexity, using the fact that m  n∗ 
n to simplify the expressions. The construction of the linear system (2.12) is of
the order O(nn∗2), the Cholesky decomposition takes O(n∗3) flops, the subsequent
forward and backward substitutions takeO(n∗2) flops respectively, and the evaluation
of (2.14) requires the calculation of tr{A(λ)}, which takes O(nn∗2) flops. The overall
computational cost is of the order O(nn∗2).
2.3.4 Bayesian confidence intervals
The efficient computational scheme can also be used to compute Bayesian confi-
dence intervals (Wahba, 1983). Bayesian confidence intervals have certain across-the-
function coverage property (Nychka, 1988). We need modify Wabha’s formulation
slightly to take into account the fact that the basis used adaptive sampling is not a
full basis.
Analogous to Wahba (1983), we decompose η = η0 + η1, where η0 has a diffuse
prior in the space NJ and η1 has an independent Gaussian process prior with mean
zero and covariance
E{η1(xk)η1(xl)} = σ
2
nλ
RJ(xk, x
∗T )R+∗∗RJ(x
∗, xl),
where x∗ = (x∗1, . . . , x
∗
n∗), and RJ(xk, x
∗T ) and RJ(x∗, xl) denote respectively the row
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and column vectors RJ(xk, x
∗T ) = (RJ(xk, x∗1), . . . , RJ(xk, x
∗
n∗)) and RJ(x
∗, xl) =
RJ(xl, x
∗T )T .
With the priors for η specified above, the posterior mean of η(x) has the following
expression,
E{η(x) | y} = ξ(x)>dˆA + r(x)>cˆA,
where ξ(x) = (ξ1(x), . . . , ξm(x))
> is a m×1 vector, r(x) = RJ(x∗, x) is a n∗×1 vector,
and dˆA and cˆA are solutions of (13) in previous section. The posterior variance has
the following expression
nλ
σ2
var{η(x) | y} = r(x)>R+∗∗r(x) + ξ(x)>(S>W−1∗ S)−1ξ(x)
− 2ξ>(S>W−1∗ S)−1S>W−1∗ R∗R+∗∗r(x)
− r(x)>R+∗∗R>∗ (W−1∗ −W−1∗ S(S>W−1∗ S)−1S>W−1∗ )R∗R+∗∗r(x),
whereW∗ = R∗R+∗∗R
>
∗ +nλ I. Then we construct the 100(1−α)% Bayesian confidence
interval as E{η(x) | y} ± Φ−1(1 − α/2)[var{η(x) | y}]1/2, where Φ−1(1 − α/2) is the
100(1− α/2) percentile of the standard Gaussian distribution.
2.4 Convergence rates for function estimation
2.4.1 Regularity conditions
We first introduce an inner product associated with the marginal density fX(·)
of the predictor variable X. For any g1 and g2 in L2(X ), define
V (g1, g2) = 〈g1, g2〉 =
∫
X
g1(x)g2(x)fX(x)dx.
The norm induced by this inner product is a weighted version of the L2-norm and
the weighting function is the marginal density of the predictor. We define the mean
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squared error of the estimator ηˆA in estimating the regression function η as the
quadratic functional
V (ηˆA − η) = ‖ηˆA − η‖2 = 〈ηˆA − η, ηˆA − η〉 =
∫
X
{ηˆA(x)− η(x)}2fX(x)dx.
This is a common measure in studying statistical properties of smoothing splines
(e.g., Gu and Qiu, 1994).
In the literature, the convergence rate of smoothing splines is usually character-
ized by an eigen-analysis of the penalty functional J with respect to the quadratic
functional V . We now state two commonly-used technical conditions (Gu, 2013). A
quadratic functional B is said to be completely continuous with respect to another
quadratic functional A, if for any  > 0, there exists a finite number of linear func-
tionals L1, . . . , Lk such that L1(η) = · · · = Lk(η) = 0 implies that B(η) 6 A(η); see
Weinberger (1974, §3.3).
Condition C.1. The functional V is completely continuous with respect to J .
By Theorem 3.1 of Weinberger (1974), Condition C.1 implies that V and J can be
simultaneously diagonalized; see, e.g., Silverman (1982) and Gu (2013, §9.1). More
precisely, there exist a sequence of eigenfunctions φν ∈ H and the associated nonneg-
ative sequence of eigenvalues ρν ↑ ∞ such that V (φν , φµ) = δνµ and J(φν , φµ) = ρνδνµ
where δνµ is the Kronecker delta. Furthermore, any function f satisfying J(f) <∞
can be expressed as a Fourier series expansion f =
∑
ν fνφν , where fν = V (f, φν).
Condition C.2. For some r > 1 and β > 0, ρν > βν
r for sufficiently large ν.
This condition on the growth rate of the eigenvalues is essentially a requirement on
the smoothness of η ∈ H. For one-dimensional cubic spline smoothing on a compact
interval X with J(η) = ∫X{η′′}2, Conditions C.1 and C.2 are satisfied with r = 4
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when V (η) is equivalent to the standard L2 norm (Utreras, 1981). For thin-plate
splines on a bounded domain of X ∈ Rd with the penalty (1.2), Conditions C.1 and
C.2 are satisfied with r = 2m/d. For tensor product smoothing splines with penalty
J(η) =
∑s
β=1 θ
−1
β ‖Pβη‖2Hβ , one can prove that Condition C.1 holds using the same
argument in Example 9.2 of Gu (2013), and Condition C.2 holds with r = 4 − ,
where  > 0 (Wahba, 1990).
Condition C.3. For a constant C <∞, var{φν(X)φµ(X)} ≤ C for all ν and µ.
Since φν is an orthonormal system relative to V (·, ·), i.e.,
V (φν , φµ) =
∫
X
φν(x)φµ(x)fX(x)dx = δνµ,
we have that
var{φν(X)φµ(X)} =
∫
X
φ2ν(x)φ
2
µ(x)fX(x)dx− δνµ.
Thus Condition C.3 is equivalent to the requirement that
∫
X φ
2
ν(x)φ
2
µ(x)fX(x)dx is
uniformly bounded for all ν and µ.
2.4.2 Convergence rates
This section presents our main results on convergence rates. All proofs are given
in Chapter 4.
In our adaptive sampling scheme, the search for the smoothing spline estimator is
restricted to the effective model space HE. We first establish a lemma that justifies
the use of the effective model space. Let H	HE denote the orthogonal complement
of HE in the reproducing kernel Hilbert space H.
Lemma 2.4.1. As λ→ 0 and n∗λ2/r →∞, if the function h is not in the effective
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model space, i.e., h ∈ H 	HE, we have V (h) = op{λJ(h)}.
This result suggests that compared to λJ(h), V (h) is negligible when h is orthog-
onal to HE, and implies that the space orthogonal to the effective model space HE
is effectively suppressed by the penalty λJ(η). Hence, we can capture the essential
features of the true function η0 by restricting the estimator to the effective model
space HE.
For completeness, we state below a standard result for the convergence rate of
smoothing splines (e.g., Theorem 9.17 of Gu, 2013).
Theorem 2.4.1. If
∑
i ρ
p
iV (η0, φi)
2 <∞ for some p ∈ [1, 2], as λ→ 0 and nλ2/r →
∞, then (V + λJ)(ηˆ − η0) = Op(n−1λ−1/r + λp).
We now present our main result on the convergence rate of smoothing spline
estimator based on the proposed adaptive basis sampling scheme.
Theorem 2.4.2. If
∑
i ρ
p
iV (η0, φi)
2 <∞ for some p ∈ [1, 2], as λ→ 0 and n∗λ2/r →
∞, then (V +λJ)(ηˆA− η0) = Op(n−1λ−1/r +λp). In particular, when λ  n−r/(pr+1),
the estimator achieves the optimal convergence rate,
(V + λJ)(ηˆA − η0) = Op{n−pr/(pr+1)}.
This theorem states that, under regularity conditions, the convergence rate of
the smoothing spline estimator using an adaptively sampled basis equals that of the
smoothing spline estimator using the full basis indicated by the representer theorem.
The parameter p in the condition yields a faster rate of convergence for certain
functions: for the roughest η satisfying J(η) < ∞, we have p = 1, whereas for the
smoothest η, we have p = 2; see Wahba (1985) for details.
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Note that J(η0) =
∑
i ρiV (η0, φi)
2. When J(η0) < ∞, the condition in Theo-
rem 2.4.2 holds with p = 1, and the convergence rate is Op(n
−r/(r+1)). When η0 is in
the Sobolev space Wm,2 on a bounded domain in Rd, we have r = 2m/d and theo-
rem yields the convergence rate n−2m/(2m+d), which is the optimal rate of convergence
(Stone, 1982). For the case d = 1, Claeskens et al. (2009) and Wang et al. (2011)
showed that penalized splines can also achieve the optimal rate of convergence.
Theorem 2.4.2 helps determine the dimension of the effective model space HE.
With λ  n−r/(pr+1), Lemma 2.4.1 and Theorem 2.4.2 require that n∗λ2/r → ∞,
which suggests that a suitable choice of n∗ should satisfy n∗  n2/(pr+1)+δ, where δ
is an arbitrary small positive number. For univariate cubic smoothing splines with
the penalty J(η) =
∫ 1
0
(η′′)2, r = 4 and λ  n−4/(4p+1), a suitable choice of the
dimension of the effective model space is n∗ = n2/(4p+1)+δ, which lies in the interval
(O(n2/9+δ), O(n2/5+δ)) for p taking values in [1, 2]. For tensor-product splines, r =
4− , where  > 0, a suitable choice of the dimension of effective model space is n∗ =
n2/(4p+1)+δ, which is roughly in interval (O(n2/9+δ), O(n2/5+δ)). In our simulation
study and real data analysis, we take the dimension of the effective model space n∗
to be between 5n2/9 and 20n2/9.
2.5 Simulation results
Using simulated multivariate regression functions, we compared the smoothing
spline estimators based on adaptive basis sampling and uniform basis sampling in
terms of estimation accuracy and computational time. We also compared adaptive
basis sampling with fast bivariate P-splines, an efficient algorithm for bivariate spline
smoothing (Xiao et al., 2013).
Some of our simulation setups involve the joint probability density of a p-dimensional
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nonparanormal distribution (Liu et al., 2009)
ηcopula(x) =
1
(2pi)p/2|Σ|1/2 exp
[
−1
2
{f(x)− µ}>Σ−1{f(x)− µ}
] p∏
j=1
|f ′j(xj)|, (2.15)
where µ = 0, Σ has ones as diagonal entries, 0.5 as off-diagonal elements, and
fj(x) = αj sign(x) |x|αj , j = 1, . . . , p.
This is essentially a probability density function for a Gaussian copula model.
We generated data according to model (2.1) where the predictor variable x was
randomly generated from the uniform distribution over the domain of interest. The
signal-to-noise ratio, defined as var{η(X)}/σ2, was set to three levels: 10, 2, 0.4. For
each simulation setup, samples of size n = 1600 were generated. We considered four
regression function settings:
1. a bivariate blocks function, ηblocks(x〈1〉, x〈2〉) = blocks(x〈1〉), where blocks( ) is
the univariate blocks function used in (Donoho and Johnstone, 1994). It has
frequent and irregular abrupt changes in one direction and stays constant in
the other. The domain of interest is the unit square;
2. a bivariate copula function, given in (3.10), with p = 2, α1 = 2, α2 = 3. The
domain of interest is [−2, 2]2;
3. a 4-d additive function, η(x) = ηblocks(x〈1〉, x〈2〉) + ηcopula(x〈3〉, x〈4〉), where ηblocks
and ηcopula are as in setups 1 and 2;
4. a 6-d copula function, the function given in (3.10), with p = 6 and αj = 0.1
for all j. The domain of interest is [−1, 1]6.
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Figure 2.3: Boxplots of the mean squared errors for four multivariate test functions
under three signal-to-noise ratios (SNR) (10, 2, 0.4), based on 100 simulation runs.
Full, UBS and ABS stand for smoothing spline estimators with full basis, uniform
basis sampling and adaptive basis sampling. FBPS is fast bivariate P-splines.
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For all four settings, we computed the smoothing spline estimator using the full
basis, and using the bases chosen by adaptive basis sampling and uniform basis
sampling. For adaptive basis sampling, the number of slices was chosen based on
the Scott (1992) method and based on the asymptotic results, the dimension of
the effective model space was set to be 10n2/9, so n∗ = 52 basis functions were
sampled. For a fair comparison, the same number of basis function was used for
uniform basis sampling. A thin-plate penalty was used and the penalty parameter
λ was selected by minimizing the generalized cross-validation criterion. For cases
with dimension higher than two, we assumed a smoothing spline analysis of variance
model with second-order interactions to deal with the curse of dimensionality. For
the two bivariate setups, we also applied fast bivariate P-splines (Xiao et al., 2013),
for which the number of interior knots for each predictor variable was set to be 11,
yielding 121 interior knots in total.
To assess the estimation accuracy, we calculated the mean squared error for an es-
timator, which is defined as n−1
∑n
i=1{ηˆ(xi)−η(xi)}2. Figure 2.3 presents boxplots of
the mean squared errors based on 100 runs for each setup under three signal-to-noise
ratios. For all setups, adaptive basis sampling provides more accurate smoothing
spline estimation than uniform basis sampling. Both methods yield higher mean
squared errors than the full basis smoothing spline, but this is the price paid for
efficient computation with large data sets. When the signal-to-noise ratio decreases,
the mean squared error for all methods gets larger and the differences among the
methods diminish.
Under the two bivariate settings, adaptive basis sampling performs as well as the
fast bivariate P-splines of Xiao et al. (2013) for the bivariate copula function and sig-
nificantly outperforms it for the bivariate blocks function. The bivariate blocks test
function is an extension of the univariate blocks function commonly used to illustrate
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univariate spatial adaptive smoothers (Donoho and Johnstone, 1994). However, our
proposed method is not designed to achieve spatial adaptivity, since spatial adaptiv-
ity requires using location-varying penalty parameters, an idea extensively studied
for univariate smoothing splines (Pintore et al., 2006; Liu and Guo, 2010; Wang et al.,
2013).
Table 2.1: Means and standard errors (in parentheses) of computational time (in
seconds) for four multivariate cases, based on 100 simulation runs. (SNR, signal-to-
noise ratio; UBS, uniform basis sampling; ABS, adaptive basis sampling; FBPS, fast
bivariate P-splines.)
True function SNR Full basis UBS ABS FBPS
2d blocks 10 399 (12) 5.20 (0.12) 5.14 (0.10) 1.38 (0.03)
2 408 (9) 7.16 (0.35) 6.40 (0.23) 1.41 (0.02)
0.4 361 (7) 5.00 (0.17) 4.99 (0.17) 1.51 (0.02)
2d copula 10 260 (3) 6.56 (0.20) 6.41 (0.21) 1.63 (0.03)
2 301 (6) 6.86 (0.18) 6.71 (0.33) 1.59 (0.03)
0.4 317 (8) 4.69 (0.16) 4.79 (0.14) 1.58 (0.03)
4d blocks+copula 10 1247 (26) 15.16 (0.60) 13.84 (0.59) –
2 1222 (25) 16.62 (0.96) 15.54 (0.76) –
0.4 1135 (19) 13.16 (0.66) 13.27 (0.60) –
6d copula 10 9336 (223) 162.88 (7.27) 145.14 (7.32) –
2 9572 (283) 179.12 (7.52) 181.27 (6.60) –
0.4 7639 (161) 143.10 (6.80) 135.01 (6.81) –
Table 2.1 summarizes the CPU times of all methods based on 100 runs using Intel
Xeon 2.90GHz processor with 64GB of DDR3 RAM. The computing time for the full
basis smoothing spline estimator is tens or hundreds times more than that for the
basis sampling methods, and for the bivariate cases, the fast bivariate P-spline is the
fastest in computation.
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2.6 Real data example
At a depth of 2890 km in the Earth, the core-mantle boundary separates turbu-
lent flow of liquid metals in the outer core from slowly convecting, highly viscous
mantle silicates. The core-mantle boundary marks the most dramatic change in dy-
namic processes and material properties in our planet, and accurate images of the
structure at or near it over large regions are important for our understanding of
the geodynamical processes and the thermo-chemical structure of the mantle and
mantle-core system.
To accurately image the core-mantle boundary region, Wang et al. (2006) and
Ma et al. (2007) developed a generalized Radon transform to construct raw point
images, and applied the smoothing spline method to the raw images. In particu-
lar, they extracted seismic waves reflected at core-mantle boundary regions from the
public data management center of the Incorporated Research Institutions for Seis-
mology. The seismic waves extracted were generated by around 1300 earthquakes
with magnitude mb > 5.2 that occurred between 1988 and 2002, and were recorded
at one or more of a total of nearly 1200 stations in central America. Along a 2500
km strip, they then constructed point images of core-mantle boundary regions using
a generalized Radon transform. They constructed 163,713 point images at various
depths and locations of the strip. At each depth and location, the point images
constructed contain many noisy replicates resulting from different reflection angles
of the seismic waves, so further statistical analysis is necessary to estimate the true
image. In order to be computationally feasible, they estimated the true image using
smoothing splines at each location and interpolated the estimated images from all lo-
cations to get the three-dimensional image. The image shows peaks of very different
magnitudes at several unexpected locations (van der Hilst et al., 2007).
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In this section, we apply a smoothing spline with adaptive basis sampling directly
to all point images to estimate the three-dimensional image. We let yij denote the
point image at the ith distance, x〈1〉, and the jth depth, x〈2〉. We consider the
following model for the point images
yij = η(x〈1〉i, x〈2〉j) + ij.
Since the sample size is n = 163, 713, the regular tensor product smoothing spline is
computationally prohibitive. Instead, we apply our cubic tensor product smoothing
spline with adaptive basis sampling to the data set with K = 10 slices and let the
dimension of the effective model space be n∗ = 155. Define k1(u) = u− 0.5,
k2(x) =
1
2
{k21(x)−
1
12
}, k4(x) = 1
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{k41(x)−
k21(x)
2
+
7
240
},
and R(u1, u2) = k2(u1)k2(u2) − k4(|u1 − u2|). The cubic tensor product smoothing
spline estimator with adaptive basis sampling has the form
η(x) =
4∑
ν=1
dνφν(x) +
n∗∑
j=1
cjRJ(x
∗
j , x),
where φ1(x) = 1, φ2(x) = k1(x〈1〉), φ3(x) = k1(x〈2〉), φ4(x) = k1(x〈1〉)k1(x〈2〉) and
RJ(x, y) =θ1R(x〈1〉, y〈1〉) + θ2R(x〈2〉, y〈2〉)
+ θ3R(x〈1〉, y〈1〉)k1(x〈2〉)k1(y〈2〉) + θ4R(x〈2〉, y〈2〉)k1(x〈1〉)k1(y〈1〉)
+ θ5R(x〈1〉, y〈1〉)R(x〈2〉, y〈2〉).
The contour plot of the estimated image is provided in Figure 2.4. There, we set
the depth of core-mantle boundary (2890 km) as coordinate zero for depth. We can
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Figure 2.4: The estimated image of core-mantle boundary (CMB) region structure
using smoothing spline with adaptive basis sampling.
clearly see a peak at depth zero at all distances, which reveals that the core-mantle
boundary is a major boundary. It is interesting that we see two disconnected peaks
in the depth around 200 km above the core-mantle boundary: one is below and the
other is above. We also calculated 95% Bayesian confidence intervals and found them
to indicate that these peaks are significantly nonzero. These structures are likely to
be the so-called D′′ region, and have also been detected using nonparametric mixed-
effect models developed in van der Hilst et al. (2007).
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3. REGRESSION WITH RESPONSES FROM EXPONENTIAL FAMILIES
3.1 Introduction
With the rapid development of biotechnologies, second-generation sequencing
technologies have become default methods for various genomic and epigenomics anal-
ysis, i.e., RNA-seq for gene expression analysis (Mortazavi et al., 2008; Wilhelm et al.,
2008; Nagalakshmi et al., 2008), bisulfite sequencing for DNA methylation analysis
(Cokus et al., 2008; Lister et al., 2008), and ChIP-seq for genome-wide protein-DNA
interaction analysis (Boyer et al., 2005; Johnson et al., 2007; Dixon et al., 2012).
Compared to their hybridization-based counterparts, e.g., microarry and ChIP-chip,
second generation sequencing technologies offer up to a single-nucleotide resolution
signals. In particular, these second-generation sequencing technologies sequence tens
of millions of DNA or cDNA fragments in parallel. After mapping the resulting se-
quences (short reads) to reference genome, researchers get a sequence of read counts.
That is, at each nucleotide position, researchers get a count which stands for the
number of reads mapped onto that position. By design, these short read counts
reflect the quantity of interests. Statistical modeling and inference are indispensable
for analyzing the short read counts to facilitate biological discoveries (Li et al., 2010;
Ji et al., 2014). Moreover, as the second-generation sequencing technologies become
mature and cost-effective, conducting experiments with samples at multiple condi-
tions, and/or of multiple tissue types, and/or at different time points is becoming
very common. Since each sequencing sample provides a genome size data, multiple
samples give rise to to data of size in tens of millions. The computation of many
statistical methods are infeasible to such large sample data. Denote the ith read
count by Yi, which associates with some covariates (features) xi, where i = 1, . . . , n.
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Two typical examples of research works are given below.
3.1.1 Estimating gene expression in RNA-Seq
In these studies, researchers are interested in measuring the quantities of mR-
NAs molecules, i.e., quantifying gene expressions. Since they are more stable and
easily degraded, mRNA molecules are shattered and converted into more stable cD-
NAs fragments that are short enough suitable for sequencing. The sequenced short
fragments are called short reads, which are then aligned to the reference genome to
get short-read counts. Finally, gene expressions are estimated based on short-read
counts. A simple proposal of estimating gene expression is to average the short-read
counts across all nucleotides (within exons) in each gene (normalized by total read
counts in the sample) resulting in so-called RPKM (reads per kilobase exon per mil-
lion mapped reads) (Cloonan et al., 2008). In this approach, the short-read counts
at all nucleotides in a gene are assumed to be a iid sample of a population. How-
ever, significant sequencing bias of short-read counts has been observed (Dohm et al.,
2008). In particular, short-read counts at a nucleotide position tend to correlate with
GC content in the neighborhood of that nucleotide position. Thus appropriate mod-
eling the variation of short-read counts within each single gene and the variations
among genes across the whole genome is crucial to calculating the gene expressions
accurately.
Example 1. Profiling time course gene expression in RNA-Seq. In these studies,
gene expressions over a number of time points in a certain biological process are
quantified using RNA-seq. After mapping, read counts at each nucleotide position
of the whole genome are obtained at each time point. Thus appropriate modeling
the variation of short-read counts within each single gene over time while taking
into account the GC bias inherited in the RNA-seq technology is crucial to profiling
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the gene expressions over the whole time period accurately. In these studies, the
response Yi is the short-read count of the ith nucleotide in a gene. Besides time t,
we also have multivariate factor covariate xit = (x〈i1t〉, · · · , x〈iKt〉), where x〈ikt〉 is the
GC content in the surrounding k neighborhoods of the ith nucleotide in the gene for
k = 1, . . . , K. 2
3.1.2 Genome-wide methylation analysis using bisulfite sequencing
DNA methylation is an important epigenetic mechanism that regulates gene ex-
pression, cell differentiation and development. It adds a methyl group to a cytosine
in CpG dinucleotide (CpG dinucleotide means that a cytosine (C) nucleotide oc-
curs next to a guanine (G) nucleotide. The CpG notation is used to distinguish it
from the CG base-pairing in DNA double helix). A current technique for measuring
DNA methylation levels is bisulfite sequencing. In this technique, DNA is teated
with sodium bisulfate, which converts cytosine (C) residues to uracil (U), but leaves
methylated cytosine residue unaffected due to the protection of the methyl group.
Hence, bisulphite treatment enables changes in the DNA sequence that depend on
the methylation status of individual cytosine residues, yielding single nucleotide res-
olution information about the methylation status of the DNA sequence (Ji et al.,
2014). After sequencing and mapping, the number of short reads mapped onto each
CpG site is counted. Thus, bisulfite sequencing data consist of the total number of
short reads and methylated reads at each CpG site. Such data allow researchers to
estimate methylation proportions at a single-nucleotide resolution.
Example 2. Identifying differentially methylated regions using bisulfite sequencing.
In these studies , the methylation levels are measured at two conditions using bisulfite
sequencing. The goal is to compare the DNA methylation levels and identify the
differentially methylated regions (DMRs). After bisulfite sequencing and mapping,
31
the number of short reads mapped onto each CpG site is counted. The total number
of the mapped reads at the ith position is denoted as Ni, and that of methylated
reads is denoted as Yi. To identify the differentially methylated regions, we have
bivariate covariate xi = (x〈i1〉, x〈i2〉) where x〈i1〉 is the genomic location and x〈i2〉 is
condition indicator. 2
3.1.3 Exponential family smoothing spline ANOVA models
To provide a rich family of distributions in modeling these data, we assume the
conditional distribution of Yi given some covariate xi has a density in the exponential
family with the form
f(Yi|xi) = exp{(Yiη(xi)− b(η(xi)))/a(φ) + c(Yi, φ)}, (3.1)
where i = 1, · · · , n, a > 0, b and c are known functions, η(x) is the regression
function to be estimated, and φ is the dispersion parameter, which is assumed to
be a constant, either known or considered as a nuisance parameter. Exponential
family includes binomial, Poisson, negative binomial, and log normal distributions
in a unified framework and is broad enough to cover all practical applications in
second-generation sequencing data.
The short-read counts and their derived data from second-generation sequencing
techniques are often in drastically different magnitudes at different genomic positions.
Versatile nonparametric modeling of η(xi) in (3.1) provides satisfactory goodness-of-
fit (Zheng et al., 2011; Jaffe et al., 2012). Smoothing splines have been primarily
employed as simple smoothing tool to remove noise along genomic positions for single
sequencing sample (Kuan et al., 2011; Hansen et al., 2012). When one has sequencing
data from two treatment groups as in Example 2, smoothing splines may be applied
to short read counts of each individual sample separately to get smoothed profiles
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along genome positions. Additional models and methods are then applied to the
smoothed sequencing profile to extract signal of interest. In principal, such goal
can be achieved through an integrated model and inference strategy via analysis of
variance through smoothing spline ANOVA (Gu, 2013).
However, the wide application of smoothing spline ANOVA models in modeling
second-generation sequencing data has been hindered due to its expensive compu-
tational cost, which is O(n3) where n is sample size. Since the sample size of the
second-generation sequencing data is in tens of millions, the computation cost of
smoothing spline ANOVA estimates for multivariate x in such super-large samples
is prohibitively expensive. Numerous solutions have been proposed in the literature
to address the computational issue. For example, hybrid adaptive splines (Luo and
Wahba, 1997) integrate a stepwise approach to select nodes and then use the reduced
set of nodes to approximate full basis smoothing spline ANOVA models. However,
the stepwise nodes selection per se is computational expensive. The regression splines
(Ruppert et al., 2003) take the advantage of closed form solution of smoothing splines
and use a small number of nodes to reduce computational cost. The downside of the
method is that nodes placement, in general, needs manually conducted, which is in-
feasible for genome scale second-generation sequencing data. A recent development
along this line of thinking is to use randomly allocated nodes (Gu and Kim, 2002).
Albeit it is much simple to implement and faster to compute, the method tends
to provide over-smoothed estimates when applied to second-generation sequencing
data, and consequently, fails to detect subtle signals.
To surmount these challenges, we develop an adaptive basis selection method for
approximating smoothing spline ANOVA models in the exponential family to model
second-generation sequencing data. In the proposed method, we evaluate smoothing
spline ANOVA models in a lower dimensional effective model space. We construct
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the effective model space through an adaptive sampling method via slicing the range
of the read counts or the derived data. The sampling strategy and lower effective
model space give rise to a more scalable computation for approximating smoothing
spline ANOVA models to super-large data, whereas slicing the response provides a
representative set of basis functions corresponding different magnitudes of response.
The proposed method distinguishes itself from the uniform subsampling approach in
selecting smoothing spline basis functions on the direction of the predictors, e.g., Gu
and Kim (2002). As evident in our simulation and real data analysis studies, smooth-
ing spline ANOVA models approximation via adaptive basis selection provide very
accurate estimates. Our symptomatic theory is nonstandard because of the response-
dependent sampling scheme. Our asymptotic functional eigenvalue analysis shows
the effective model space is rich enough to retain the essential information of true re-
gression functions and smoothing spline ANOVA models via adaptive basis selection
converge at the same convergence rate of regular smoothing spline ANOVA models.
Moreover, our theory provides a practical guidelines for choosing the dimension of
the effective model space.
The remainder of the chapter is organized as follows. In Section 3.2, we develop
the smoothing spline ANOVA via adaptive basis selection method. The asymptotic
analysis is presented in Section 3.3. Simulation and real data analysis follow in
Sections 3.4 and 3.5. A few remarks in Section 3.6 conclude the chapter. Proofs of
the theorems are collected in Chapter 4.
3.2 Efficient computation of smoothing spline ANOVA models via adaptive basis
selection
In this section, we first review the penalized likelihood method for fitting smooth-
ing spline ANOVA models and investigate the computation complexity, then develop
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the adaptive basis selection method to efficiently approximate the estimator in a low
dimensional function space.
3.2.1 Penalized likelihood for fitting smoothing spline ANOVA models
We estimate η by minimizing the penalized likelihood functional
− 1
n
n∑
i=1
{Yiη(xi)− b(η(xi))}+ λ
2
J(η), (3.2)
where the first term is derived from the negative log likelihood, and J(η) = J(η, η) is
a quadratic functional penalizing the roughness of η. When η is a univariate function,
a typical choice of J is J(η) =
∫
(η′′)2. Other examples of J are given at the end of
this subsection. The smoothing parameter λ then controls the trade-off between the
goodness-of-fit and smoothness of η.
According to (3.1) we can make distribution assumptions in the afore-mentioned
examples.
Example 1 (continued) Profiling time course gene expressions in RNA-Seq. We
assume the short-read count Y given the covariate x is Poisson distributed, i.e., Y |x ∼
Poisson(λ(x)) with density λ(x)Y e−λ(x)/Y !. This is a special case of exponential
family density (3.1) with η(x) = log λ(x), a(φ) = 1, b(η) = eη and c(Y, φ) = − log Y !.
The Poisson intensity λ(x) is not to be confused with the smoothing parameter λ
appearing in (3.2). Besides Poisson distribution, Sun et al. (2015) models the read
count Y by a negative binomial distribution to account for excessive variation in read
counts. In particular, Y |x ∼ NBinomial(r, p(x)) with density (Y+r−1
Y
)
p(x)Y (1−p(x))r
such that η(x) = log p(x), a(φ) = 1, b(η) = −r log(1− eη) and c(Y, φ) = log (Y+r−1
Y
)
as in (3.1). 2
Example 2 (continued) Identifying differentially methylated regions. We assume
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the number of methylated reads Y given covariate x at position is binomial dis-
tributed, i.e., Y |x ∼ Binomial(N, p(x)) with density (N
Y
)
p(x)Y (1 − p(x))N−Y . Com-
pared with (3.1), η(x) = log{p(x)/(1 − p(x))}, a(φ) = 1, b(η) = N log(1 + eη) and
c(Y, φ) = log
(
N
Y
)
. 2
Usually the quadratic functional J(η) is a square semi-norm and the standard
formulation of smoothing splines restricts minimizing (3.2) in a reproducing kernel
Hilbert space (RKHS) H = {η : J(η) < ∞}. A Hilbert space has a metric and
a geometry that facilitate analysis and computation. To prevent interpolation, the
null space of J , NJ = {η : J(η) = 0}, is assumed to be a finite dimensional linear
subspace of H with basis {φi: i = 1, · · · ,m}. Denote the orthogonal decomposition
of H by NJ ⊕HJ where HJ is still a reproducing kernel Hilbert space. Let RJ(x, y)
be the reproducing kernel of HJ . The representer theorem (Wahba, 1990) shows that
the minimizer of (3.2) in the RKHS H have a simple form
η(x) =
m∑
ν=1
dνφν(x) +
n∑
i=1
ciRJ(xi, x), (3.3)
where coefficients dν and ci are to be estimated from data.
For multivariate x, the smoothing spline analysis of variance (ANOVA) decom-
position of a multivariate function η is
η(x) = η0 +
d∑
j=1
ηj(x〈j〉) +
d∑
j=1
d∑
k=j+1
ηjk(x〈j〉, x〈k〉) + . . .+ η1,...,d(x〈1〉, . . . , x〈d〉) (3.4)
where the η0 is a constant, the ηj’s are the main effects, the ηjk’s are the two-way in-
teractions, etc. The identifiability of the terms in (3.4) is ensured by side conditions
through averaging operators (Wahba, 1990; Gu, 2013). To use (3.4) for estimat-
ing η in (3.2) , we consider ηj ∈ H〈j〉, where H〈j〉 is an RKHS with tensor sum
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decomposition H〈j〉 = H0〈j〉 ⊕H1〈j〉, where H0〈j〉 is the finite-dimensional “paramet-
ric” subspace consisting of parametric functions, and H1〈j〉 is the “nonparametric”
subspace consisting of smooth functions. The induced tensor product space is
H = ⊗dj=1H〈j〉 = ⊕S [(⊗j∈SH1〈j〉)⊗ (⊗j /∈SH0〈j〉)] = ⊕SHS ,
where the summation runs over all subsets S ⊆ {1, . . . , d}. The corresponding
penalty function J(η) =
∑
S θ
−1
S JS(ηS) with ηS ∈ HS , θS > 0 are extra smoothing
parameters, and JS is the square norm in HS . The subspaces HS form two large
subspaces: NJ = {η : J(η) = 0}, which is the null space of J(η), and H 	NJ with
the reproducing kernel RJ =
∑
S θSRS where RS is the reproducing kernel in HS .
The smoothing spline estimator in such reproducing kernel Hilbert space is called a
tensor product smoothing spline.
Example 1 (continued) Profiling time course gene expressions in RNA-Seq. In
the functional ANOVA decomposition of η(x), exp{η0} denotes time course gene
expression level, all other main effects and interactions are sequencing bias need to
be removed. 2
Example 2 (continued) Identifying differentially methylated regions. Applying
function ANOVA to η, we can identify significantly different methyaltion profiles
over two conditions. 2
In Example 2, we encounter the case where covariates are of mixed types. Con-
sider a bivariate function η(x, τ), where x ∈ [0, 1] and τ ∈ {1, . . . , t}. A valid decom-
position is η(x, τ) = η∅ + η1(x) + η2(τ) + η1,2(x, τ), where η∅ is a constant, η1(x) is a
function of x satisfying η1(0) = 0, η2(τ) is a function of τ satisfying
∑t
τ=1 η2(τ) = 0,
and η1,2(x, τ) satisfies η1,2(0, τ) = 0, ∀τ , and
∑t
τ=1 η1,2(x, τ) = 0, ∀x. Regarding the
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quadratic functional J , one may use
J(η) = θ−11
∫ 1
0
(d2η1/dx
2)2dx+ θ−11,2
∫ 1
0
t∑
τ=1
(d2η1,2/dx
2)2dx.
The null space NJ has dimension 2t with basis given by
{1, x, I[τ=j] − 1/t, (I[τ=j] − 1/t)x, j = 1, . . . , t− 1}.
Moreover, the reproducing kernel of HJ is
RJ(x1, τ1;x2, τ2) = θ1
∫ a
0
(x1−u)+(x2−u)+du+θ1,2(I[τ1=τ2]−1/t)
∫ a
0
(x1−u)+(x2−u)+du.
General discussion can be found in Chapter 2.4 of Gu (2013).
By standard exponential family theory, E[Y |x] = b′(η(x)) = µ(x) and var[Y |x] =
b′′(η(x))a(φ) = ν(x)a(φ). When the likelihood function in model (3.2) has a unique
minimizer in NJ , the minimizer ηˆ of (3.2) uniquely exists. Fixing the smoothing
parameter λ (and ones hidden in J(η), if present), (3.2) may be minimized through
the Newton iteration. Write l(η(xi);Yi) = −Yiη(xi) + b(η(xi)), u(η(xi);Yi) = −Yi +
b′(η(xi)), and w(η(xi);Yi) = b′′(η(xi)) = ν(xi). The quadratic approximation of
l(η(xi);Yi) at the current estimate η˜(xi) is seen to be
l(η(xi;Yi) ≈ l(η˜(xi);Yi)+u˜i(η(xi)−η˜(xi))+w˜i(η(xi)−η˜(xi))2/2 = w˜i(Y˜i−η(xi))2/2+Ci,
where u˜i = u(η˜(xi);Yi), w˜i = w(η˜(xi);Yi), Y˜i = η˜(xi)− u˜i/w˜i and Ci is independent
of η(xi). The Newton iteration can thus be performed to penalized weighted least
squares,
n∑
i=1
w˜i(Y˜i − η(xi))2 + nλJ(η). (3.5)
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Although fast algorithms (Reinsch, 1967) are available when x is univariate, the
computation of (3.5) for multivariate x is at least in the order of O(n3), see Chap-
ter 3.4 of Gu (2013). The high computational cost of smoothing splines render its
inapplicability in modeling second-generation sequencing data. In our examples,
sample sizes are 48,660 and 23,361.
3.2.2 Adaptive basis selection
To alleviate computational cost of smoothing splines, one may restrict the min-
imizer of (3.2), equivalently (3.5), in a reduced subspace of H. Such subspace is
called an effective model space with two distinguishing features. First, the computa-
tional cost in constructing the effective model space is very inexpensive; second, the
effective model space retains the essential information of the true function η. Gu and
Kim (2002) and Kim and Gu (2004) developed a simple random sampling approach
to select a subset of full basis functions and construct an effective model space. The
resulted estimator shares the same asymptotic convergence rates with the estimator
constructed with full basis functions. Following this idea, we propose an adaptive
basis selection algorithm to construct the effective model space. The intuition is
to first produce a crude estimate of the conditional density f(x|y) using a simple
slicing technique and then guarantee the most influential basis functions included in
the effective model space. In particular, when the underlying function varies signif-
icantly in magnitude, the estimates based on such adaptive sampling approach will
outperform the the estimates based on uniform random sampling.
Adaptive basis selection algorithm
(1) Divide the range of the responses {Yi}ni=1 into a number of disjoint intervals,
say K intervals, which are denoted by S1, S2, . . ., SK.
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(2) For k = 1, . . . , K, take a random sample x
∗(k)
1 , . . . , x
∗(k)
nk of size nk without re-
placement, from original sample xi with probability |Sk|−1Iyi∈Sk , where |Sk|
is the number of observations in Sk. We denote the combined sample as
x∗1, . . . , x
∗
n∗ with sample size n
∗.
(3) Finally, minimizing criterion (3.2) over
HE = NJ ⊕ span{RJ(x∗j , ·), j = 1, . . . , n∗}
where HE is referred to as the effective model space. The minimizer then has
the expression
ηˆA(x) =
m∑
i=1
dνφν(x) +
n∗∑
j=1
cjRJ(x
∗
j , x) (3.6)
where ηˆA(x) is a smoothing spline ANOVA estimate through adaptive basis
selection.
When dividing the range of response variable, we need take the specific exponen-
tial family into account. In Example 1, responses follow a Poisson distribution and
we can apply step (1) directly. However, in Example 2 where Yi follows a binomial
distribution, we instead propose to divide the range of ratio Yi/Ni to avoid possible
heterogeneity in count data.
With the adaptively selected basis, one can reformulate the minimization of the
penalized weighted least squares functional (3.5). Substituting (3.6) into (3.5), the
numerical problem becomes minimizing
(Y˜ − Sd−Rc)T W˜ (Y˜ − Sd−Rc) + nλcTQc (3.7)
with respect to d, c, where Y˜ = (Y˜1, . . . , Y˜n)
T , S is n × m with the (i, ν)th entry
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φν(xi), R is n × n∗ with the (i, j)th entry RJ(xi, x∗j), Q is n∗ × n∗ with the (j, k)th
entry RJ(x
∗
j , x
∗
k), and W˜ = diag(w˜1, . . . , w˜n). The solution of (3.7) satisfies the
normal equation
STwSw STwRw
RTwRw R
T
wRw + (nλ)Q

d
c
 =
STwY˜w
RTwY˜w
 , (3.8)
where Sw = W˜
1/2S, Rw = W˜
1/2R, and Y˜w = W˜
1/2Y˜. The normal equation of
(3.8) can be solved by the pivoted Cholesky decomposition followed by backward
and forward substitutions (Kim and Gu, 2004).
On the convergence of Newton iteration, the “fitted values” Yˆw = Swd+Rwc of
(3.5) can be written as Yˆw = Aw(λ)Y˜w, where the smoothing matrix
Aw(λ) = (Sw, Rw)
STwSw STwRw
RTwRw R
T
wRw + (nλ)Q

+STw
RTw
 .
and C+ denotes the Moore-Penrose inverse of C satisfying CC+C = C, C+CC+ =
C+, (CC+)T = CC+ and (C+C)T = C+C.
A data-driven approach for the selection of the tuning parameter λ (including θ)
is to choose λ which minimizes the generalized approximate cross-validation score
(Gu and Xiang, 2001),
GACV (λ) = − 1
n
n∑
i=1
{YiηˆA(xi)− b(ηˆA(xi))}+ tr(AwW˜
−1)
n− trAw
1
n
n∑
i=1
Yi(Yi− µˆ(xi)). (3.9)
One may employ standard nonlinear optimization algorithms to minimize the gener-
alized approximate cross-validation score. In particular, we use the modified Newton
algorithm developed by Dennis and Schnabel (1996) to find the minimizer. ηˆA and
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µˆ are evaluated at the minimizer of (3.2) with fixed tuning parameters, and Aw and
W˜ are evaluated on the convergence of Newton iteration.
3.3 Asymptotic analysis
We now develop an asymptotic analysis to guide the construction of the effective
model space and establish the convergence rate of smoothing spline with adaptive
basis selection. Since our basis selection algorithm involves the response variable, the
standard argument for the asymptotic analysis of smoothing splines does not apply.
We refer to Chapter 4 for some theoretical properties of adaptive basis sampling
which shed light on how the algorithm works and facilitate our asymptotic analysis
3.3.1 Regularity conditions
Recall that l(η(x); y) = −yη(x) + b(η(x)) and u(η; y) = dl/dη, w(η; y) = d2l/dη2
and assume that
E{u(η0(X);Y )|X} = 0, E{u2(η0(X);Y )|X} = σ2 E{w(η0(X);Y )|X}.
Write vη(x) = E{w(η(x);Y )|X = x}. Let fX(·) be the marginal density of the
predictor variable X and define
V (g) =
∫
X
g2(x)vη0(x)fX(x) dx.
Condition 3.1. V is completely continuous with respect to J .
This condition ensures that there exists a sequence of eigenfunctions φν ∈ H and
the associated nonnegative increasing sequence of eigenvalues ρν such that functionals
V and J are simultaneously diagonalized. That is, V (φν , φµ) = δνµ and J(φν , φµ) =
ρνδνµ where δνµ is the Kronecker delta. Furthermore, any function f satisfying
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J(f) < ∞ can be expressed as a Fourier series expansion f = ∑ν fνφν , where
fν = V (f, φν).
Condition 3.2. For some r > 1 and β > 0, we have ρν > βν
r for sufficiently large
ν.
The growth rate of the eigenvalues ρν of J with respect to V , essentially dictates
how fast λ should approach to zero. Such polynomial rate is satisfied in various
models, including polynomial splines, thin-plate splines and spherical splines. See
Chapter 9.1 of Gu (2013).
Condition 3.3. For η in a convex set B0 around η0 containing ηˆ and η˜,
c1w(η0(x); y) 6 w(η(x); y) 6 c2w(η0(x); y)
holds uniformly for some 0 < c1 < c2 <∞, ∀x ∈ X , ∀y.
Roughly speaking, Condition 3.3 concerns the equivalence of the information
within B0.
Condition 3.4. There is a constant c3 <∞ such that var{φν(X)φµ(X)w(η0(X);Y )} 6
c3 for all ν, µ.
Recall that φν ’s forms an orthonormal system relative to V (·, ·) such that
E{φν(X)φµ(X)w(η0(X);Y )} = V (φν , φµ) = δνµ,
and thus E{φ2ν(X)φ2µ(X)w2(η0(X);Y )} 6 c3 + 1. Condition 3.4 basically requires
the fourth moments of φν(X) is uniformly bounded.
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3.3.2 Rate of convergence
For completeness, we first state a standard result for the convergence rate of
smoothing splines with full basis, ηˆ as in (3.3). The following result is Theorem 9.17
in Gu (2013).
Theorem 3.3.1. Assume that
∑
i ρ
p
iV (η0, φi)
2 < ∞ for some p ∈ [1, 2]. Under
Condition 3.1-3.4, as λ→ 0 and nλ2/r →∞, we have
(V + λJ)(ηˆ − η0) = Op(n−1λ−1/r + λp).
To understand the behavior of ηˆA, the smoothing spline estimator computed using
the adaptive basis selection algorithm, we first show two important properties of the
effective model space HE.
Lemma 3.3.1. For any function outside the effective model space, its evaluations at
selected samples {x∗j}n∗j=1 are all zeros, i.e. for h ∈ H 	HE,
h(x∗j) = 0, j = 1, . . . , n
∗.
Lemma 3.3.2. Under Condition 3.1, 3.2, and 3.4, as λ → 0 and n∗λ2/r → ∞, if
function h is not in the effective model space, i.e., h ∈ H 	HE, we have
V (h) = op{λJ(h)}.
We now present our main result on the convergence rate of ηˆA.
Theorem 3.3.2. Assuming that
∑
i ρ
p
iV (η0, φi)
2 < ∞ for some p ∈ [1, 2]. Under
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Condition 3.1-3.4, as λ→ 0 and n∗λ2/r →∞, we have
(V + λJ)(ηˆA − η0) = Op(n−1λ−1/r + λp).
In particular, when λ  n−r/(pr+1), the estimator ηˆA achieves the optimal convergence
rate
(V + λJ)(ηˆA − η0) = Op(n−pr/(pr+1)).
This theorem states that, under regularity conditions, the convergence rate of
the smoothing spline estimator using an adaptively selected basis is the same as that
of the smoothing spline estimator using the full basis indicated by the representer
theorem.
3.3.3 The dimension of the effective model space
Utilizing the asymptotic analysis results in the last subsection, we now determine
the dimension of the effective model space HE. On one hand, with λ  n−r/(pr+1),
Lemma 3.3.2 and Theorem 3.3.2 both require n∗λ2/r → ∞, which implies n∗ 
n2/(pr+1)+δ, where δ is an arbitrary small positive number. On the other hand,
constant p depends on the smoothness of η: for roughest η satisfying J(η) < ∞,
we have p = 1, whereas for the smoothest η, we have p = 2.
Take univariate cubic smoothing spline as an example: J(η) =
∫ 1
0
(η′′)2 with
r = 4 and λ  n−4/(4p+1). The proper dimension of the effective model space is
n∗ = n2/(4p+1) + δ, which is in the range of O(n2/9+δ) and O(n2/5+δ) for p in [1, 2].
For linear smoothing spline, the range is (O(n2/5+δ), O(n2/3+δ)) In our simulation
and example, we take dimension of the effective model space n∗ to be between 4n2/9
and 20n2/9 for cubic smoothing spline with selected basis, between 4n2/5 and 20n2/5
for linear smoothing spline with selected basis.
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3.4 Simulation study
We approximated smoothing spline ANOVA estimate via adaptive basis sampling
and that with uniform basis sampling (Kim and Gu, 2004) to three multivariate test
functions. Exponential family distributions considered include negative binomial,
Poisson and binomial . In generating predictors x, a random design was adopted:
n = 1600 points were uniformly generated from the domains. Responses were corre-
spondingly generated under each distribution assumption. The number of slices was
suggested by Scott’s method (Scott, 1992) and based on our asymptotic results, the
dimension of the effective model space was set to be 10n2/9, which meant n∗ = 52 ba-
sis functions were sampled for both sampling methods for approximating smoothing
spline ANOVA models.
We first took the bivariate blocks function with negative binomial distribution as
an example. The bivariate blocks function is a direct generalization of the uni-
variate blocks function (Donoho and Johnstone, 1994) to two dimensional. Let
blocks(·) be the univariate blocks function, then the bivariate blocks function is
blocks2(x〈1〉, x〈2〉) = blocks(x〈1〉), For the negative binomial distribution with param-
eters (α, p), we set the success probability p = (blocks2 + 2.5)/8 and the target for
number of successful trials α = 3.
The next two examples were constructed from the joint probability density of a
d-dimensional nonparanormal distribution (Liu et al., 2009), which is given by
pdα(x) = (2pi)
−d/2|Σ|−1/2 exp
{
−1
2
f(x)>Σ−1f(x)
} d∏
j=1
|f ′j(xj)|, (3.10)
where Σ is a d × d matrix with diagonal entries to be 1, super and sub diagonal
entries to be 0.5 and other entries to be 0, and the jth component of f(x) takes the
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Figure 3.1: Boxplots of MSE for multivariate simulation studies. Left: bivariate
blocks function with negative binomial distribution; middle: bivariate copula den-
sity function with Poisson distribution; right: four dimensional copula density func-
tion with binomial distribution. UBS and ABS stand for smoothing spline ANOVA
models estimator under uniform and adaptive basis sampling strategies.
form fj(x) = αj sign(x) |x|αj and αj’s are shape parameters.
The second example was a bivariate copula density function with Poisson distri-
bution. The bivariate copula density was obtained by setting d = 2 and α = (2, 3)>
in (3.10). For Poisson distribution, the mean parameter λ = 1 + 2(2pi)p/2|Σ|1/2 pdα.
Our third example was a higher dimensional example, a four dimensional copula
density function with binomial distribution. Let d = 4 and α = (0.1, 0.1, 0.1, 0.1)>
in (3.10). For binomial distribution with parameters (m, p), the number of trials
m = 50 and the success probability p = exp(pdα)/{1 + exp(pdα)}.
To evaluate the performance of each approximation method, we repeated the
experiment for 100 times under each simulation set-up and calculated the mean
squared error (MSE) for the estimate. For binomial and negative binomial distribu-
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Figure 3.2: Bivariate blocks function with negative binomial distribution. Perspec-
tive plots of true probability, fitted values by smoothing splines via uniform basis
sampling and adaptive basis sampling.
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Figure 3.3: Bivariate copula density function with Poisson distribution. Perspective
plots of true mean parameter, fitted values by smoothing splines via uniform basis
sampling and adaptive basis sampling.
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tions MSE =
∑n
i=1{pˆ(xi)−p(xi)}2 and for Poisson distribution MSE =
∑n
i=1{λˆ(xi)−
λ(xi)}2. Boxplots of MSEs for three multivariate test functions are displayed in Fig-
ure 3.1. It is obvious that the proposed adaptive basis sampling scheme enables
smoothing spline ANOVA models to be more accurate and stable. Further calcula-
tion shows that, under the three simulation set-ups smoothing splines with adaptive
basis sampling outperforms that with uniform basis sampling for 69, 96 and 76 times
out of 100 experiments respectively.
Figure 3.2 and 3.3 display the visualization for two 2-dimensional examples for
a single run. In Figure 3.2, the probability parameter of the negative binomial
distribution is a bivariate blocks function which has many abrupt local jumps on x〈1〉
direction. The proposed method successfully recovers those fine scale information
while uniform basis sampling fails. In Figure 3.3, the mean parameter of the Poisson
distribution behaves relatively smooth. There are four peaks across the domain:
two are significantly higher than the other two. Smoothing splines with adaptively
sampled basis apparently provides a better estimate: the two big peaks recovered
are closer to the truth.
3.5 Real examples
In this section, we analyze two sequencing data sets from Examples 1 and 2
respectively.
3.5.1 Modeling the time course gene expression profiles using RNA-Seq
Drosophila melanogaster (fruit fly) shares a substantial genetic content with hu-
mans and has been used as a translational model for human development. To study
Drosophila melanogaster development, Graveley et al. (2011) conducted time course
RNA-seq experiments. In these experiments, the authors collected 12 embryonic
RNA samples at two-hour intervals for 24 hours in the stage of early embryos. The
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samples were then sequenced using an Illumina Genome Analyzer IIx platform.
To enhance our understanding of gene expression dynamics, we are interested in
estimating time courses gene expressions at the early embryos stage. To estimate
time course gene expressions accurately, we need to take into account the sequencing
bias, in particular the GC bias. To do this, we attempt a nonparametric model to
model time course gene expression profiles while accounting for the GC bias. Since
the read in Graveley et al. (2011) is 76 base-pair long, we count the GC content in
each read length interval. We denote short-read counts at the jth nucleotide of the
ith gene at time point t by Yijt, the number of GC counts in the neighborhood of 1
to 76 nucleotides away from the jth nucleotide by x〈1ij〉, that in the neighborhood
of 77 to 152 nucleotides away from the jth nucleotide by x〈2ij〉, and that in the
neighborhood of 153 to 228 nucleotides away from the jth nucleotide by x〈3ij〉. We
built a Poisson nonparametric model for the short-read counts,
Yijt ∼ Poisson(λijt),
the mean λijt follows the following model,
log(λijt) = αi + η0(t) + η(x〈1ij〉, x〈2ij〉, x〈3ij〉), (3.11)
where baseline gene expression level of the ith gene is exp{αi}, η0(t) is time trend,
and η(x〈1ij〉, x〈2ij〉, x〈3ij〉) is the sequencing bias. We then applied the smoothing
spline ANOVA decomposition to η(x〈1〉, x〈2〉, x〈3〉). In the smoothing spline ANOVA
models, we kept all main effects, two-way and three-way interactions of covariates,
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i.e.,
η(x〈1〉, x〈2〉, x〈3〉) = c0 +
3∑
k=1
ηk(x〈k〉) +
3∑
k=1
3∑
l=j+1
ηkl(x〈k〉, x〈l〉) + η123(x〈1〉, x〈2〉, x〈3〉).
(3.12)
We then fit the smoothing spline ANOVA models using penalized likelihood (3.2)
for all genes. Since most genes have several thousand nucleotides, the total number
of observations n is around 50, 000, which renders the fitting of smoothing spline
ANOVA models infeasible. Instead, we fitted smoothing spline ANOVA models
using the proposed adaptive basis sampling method.
Here, we illustrate the analysis of RNA-seq data using two randomly selected
genes. The selected genes are heat shock protein cognate 4 (Hsc70-4) and elonga-
tion factor 2b (Ef2b), which are 3, 974 and 4, 055 bp long (only exons are kept)
respectively. Using our adaptive basis selection method for fitting smoothing spline
ANOVA models, we set dimension of effective modeling space (the number of ba-
sis) n∗ = 72 for both genes. The computing time for running the smoothing spline
ANOVA models with adaptive basis selection are 95 and 124 CPU seconds on a 2.90
GHz Intel Xeon computer. To further assess the adequacy of the smoothing splines
ANOVA estimates via adaptive basis selection, we computed the quasi-R2 (Li et al.,
2010), which is defined as
R2 = 1− d/d0 (3.13)
where d is the deviance of the fitted model and d0 is the deviance of the null model
with only constant mean. The quasi-R2 of the fitted smoothing spline ANOVA model
via adaptive sampling method is 0.87 for Hsc70-4, and 0.86 for Ef2b. Figure 3.4 and
3.5 display the estimated counts expαi + η0(t) by removing GC bias η from λijt in
two genes.
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Figure 3.4: Estimated counts after removing GC bias for two time courses of gene
Hsc70-4. Observed counts are in gray line and black line is the estimation, the blocks
in the bottom are exons.
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Figure 3.5: Predicted counts after removing GC bias for two time courses of gene
Ef2b. Observed counts are in gray line and black line is the estimation, the blocks
in the bottom are exons.
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Since RNA-seq data provide single nucleotide data, we can further estimate the
isoform gene expressions (Jiang and Wong, 2009). According to flybase annotation
(www.flybase.org), there are seven known isoforms for Hsc70-4 gene and three for
Ef2b. We estimated the isoform expression for both Hsc70-4 and Ef2b. The estimated
isoform expressions at Hour 6 and 12 for Hsc70-4 and those for Ef2b at Hour 14 and
20 are listed in Table 3.1 and 3.2
Table 3.1: Raw read counts and fitted counts for all 7 isoforms of gene Hsc70-4 at
Hour 6 and 12.
Hour 6
Isoform 1 Isoform 2 Isoform 3 Isoform 4 Isoform 5 Isoform 6
Raw 1522416 1492814 1466414 1468447 1503038 1495502
Fitted 1503707 1474983 1446416 1448412 1482390 1476911
Isoform 7
Raw 1506437
Fitted 1488867
Hour 12
Isoform 1 Isoform 2 Isoform 3 Isoform 4 Isoform 5 Isoform 6
Raw 1486773 1443093 1435028 1435856 1450492 1445258
Fitted 1441400 1399584 1388391 1389162 1401834 1401303
Isoform 7
Raw 1450323
Fitted 1408558
Table 3.2: Raw read counts and fitted counts for all 3 isoforms of gene Ef2b at Hour
14 and 20.
Hour 14 Hour 20
Isoform 1 Isoform 2 Isoform 3 Isoform 1 Isoform 2 Isoform 3
Raw 1824904 1809689 1824718 1773156 1766892 1778588
Fitted 1798631 1781373 1796776 1749174 1742474 1754925
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3.5.2 Differentially methylated DNA regions in Arabidopsis
DNA methylation is an important epigenetic mechanism that regulates gene ex-
pression, cell differentiation and development. The whole genome GC methylation
levels of four strains of Arabidopsis thaliana were measured using whole genome
bisulfite sequencing (Ji et al., 2014). The whole genome of Arabidopsis is around
135 million bp. Two strains were from one generation and the other two strains were
taken from a second generation. The total number of GC methylated nucleotides is
23, 361.
Let Yi,s,g be the read counts at genetic position i in strain s of generation g, where
s = 1, 2 and g = 1, 2. We build a binomial nonparametric model for the short-read
counts, Yi,s,g ∼ Binomial(Ni,s,g, p(i, s, g)). The canonical parameter is
log
p(i, s, g)
1− p(i, s, g) = η(i, g) + bs,
where η is further decomposed through a smoothing spline ANOVA decomposition,
η(i, g) = η0 + η1(i) + η2(g) + η12(i, g),
and random effect bs ∼ N(0, σ2) induces the spatial correlation in the methylation
for each strain.
Since the genome of Abrabidopsis is around 135 million bp, we divided the whole
genome into 20 k bp segments and fit the model to each segments using our adaptive
basis selection method. In the DNA methylation data, we observe that short-read
count Ni,s,g varies significantly with position s. Hence, when applying our adaptive
basis selection method, we first divided the range of the ratio of methylated read
counts to total read counts to disjoint intervals. Thus we selected the basis using
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Figure 3.6: Mapped methylated read counts and fitted methylation level for a whole
genome bisulfite sequencing data of Arabidopsis thaliana. The grey lines at left
panels are the mapped methylation read counts for four strains of two generations.
The black lines are the fitted methylation levels. The thick bars in x-axises are
location of genes AT2G17540 (left) and AT2G17550 (right)
an empirical estimate of success probability p(i, g). The size of the effective model
space is controlled as n∗ = 102 and the CPU running time is about ten minutes in
a computer with an Intel Xeon 2.90 GHz processor with 64GB of DDR3 RAM. We
then test the significance of η12(i, g) and η2(g) using Kullback-Leibler projection (see
Section 5.3 (Gu, 2013)) to identify differentially methylated regions.
An identified DMR region is plotted in Figure 3.6. This DMR is in chromo-
some 2 ranging from 7621000 to 7641000. The Kullback-Leibler ratio projection for
position only model is 0.11, for position and generation additive model is 0.08. In
other words, the Kullback-Leibler projections suggest that none of the three terms
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can be eliminated. In particular, the DMR region is in the intergenic region between
gene AT2G17540 and gene AT2G17550 (TON1 RECRUITING MOTIF 26, TRM26).
Organization of the cortical cytoskeleton guides the growth and morphogenesis of or-
ganisms, e.g., Arabidopsis, that depend on cell walls. By positioning wall-building
enzymes, the cytoskeleton acts as an interior scaffold to direct construction of the
cell’s exterior. In plants, environmental and hormonal signals that modulate cell
growth cause reorganization of cortical microtubule arrays (Lindeboom et al., 2013).
It has been conformed that in Arabidopsis thaliana, the TON1 proteins are essential
for microtubule organization at the cortex (Drevensek et al., 2012). Thus, the iden-
tified DMR region is likely to be concertedly worked with TON1 protein to regulated
microtubule organization.
3.6 Discussion
Proper modeling of second-generation sequencing data plays an important role in
navigating the biological discovery. In this article, we developed an effective approx-
imation of smoothing spline ANOVA via adaptive basis selection for nonparamet-
ric modeling of second-generation sequencing data. Through an adaptive sampling
method, we constructed a lower dimensional effective model space, in which smooth-
ing spline ANOVA models are estimated. We established the asymptotic convergence
rate of smoothing splines via adaptive basis selection. More scalable computation
make smoothing spline ANOVA models via adaptive basis selection an appealing
method for ultra-large sample sequencing data. We demonstrated its excellent per-
formance in both simulated studies and real examples.
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4. PROPERTIES OF ADAPTIVE BASIS SAMPLING AND TECHNICAL
PROOFS
4.1 Basic theoretical properties of adaptive basis sampling
This section presents some basic convergence properties of adaptive basis sam-
pling to help gain some insights how it works. Since adaptive basis sampling involves
the response variable, the standard argument for the asymptotic analysis of smooth-
ing splines does not apply. The results in this section facilitate our study of asymp-
totic performance of the approximated smoothing spline estimator via adaptive basis
sampling.
Consider the estimation of E{ψ(X, Y )} based on n i.i.d. observations {(xi, yi)}ni=1,
where ψ(x, y) ∈ L2(X ,Y) is a generic multivariate function. The classical estimator
is the sample average
En(ψ) =
1
n
n∑
i=1
ψ(xi, yi).
Suppose we use only a subsample by applying adaptive basis sampling. In the fol-
lowing, we shall study the asymptotic behavior of the subsample estimator. For
simplicity in notation, we sometimes use either xi or yi to refer to (xi, yi) since the
response and predictor variables come in pairs.
Adaptive basis sampling works as follows. First, we divide the range of {yi}ni=1
into K slices. The number of observations in the k-th slice, |Sk|, is a random variable
and it can be written as a sum of indicator functions, i.e. |Sk| =
∑n
i=1 1(yi ∈ Sk).
Next, nk samples are drawn with replacement from the k-th slice. Then, we estimate
E{ψ(X, Y )} using the aggregated subsamples {ψ(x∗i , y∗i )}n∗i=1 =
⋃K
k=1{ψ(x∗(k)j , y∗i )}nkj=1,
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where n∗ =
∑K
k=1 nk. The estimator is a weighted average and is written as
E∗n(ψ) =
K∑
k=1
|Sk|
n
{
1
nk
nk∑
j=1
ψ(x
∗(k)
j , y
∗(k)
j )
}
. (4.1)
Here, we use the operator notation E∗n(ψ) to indicate that the sampling scheme works
for a generic function ψ.
The linear operator E∗n(·) maps an element in L2(X ,Y) to a random variable.
Adaptive basis sampling implies that E∗n(ψ) depends on the data {(xi, yi)}ni=1. In
the following, we shall derive the conditional mean and variance of E∗n(ψ) given the
data and determine the magnitude of the distance of E∗n(ψ) from En(ψ).
For each k, 1 ≤ k ≤ K, {x∗(k)j }nkj=1 is a random draw from the k-th slice Sk. Thus,
for j = 1, . . . , nk, the conditional mean of ψ(x
∗(k)
j , y
∗(k)
j ) given the data is
E{ψ(x∗(k)j , y∗(k)j )|{(xi, yi)}ni=1} =
1
|Sk|
n∑
i=1
ψ(xi, yi)1(yi ∈ Sk). (4.2)
It follows that the conditional mean of E∗n(ψ) given the data is
E{E∗n(ψ)|{(xi, yi)}ni=1}
= E
[ K∑
k=1
|Sk|
n
{
1
nk
nk∑
j=1
ψ(x
∗(k)
j , y
∗(k)
j )
}∣∣∣∣{(xi, yi)}ni=1]
=
1
n
K∑
k=1
n∑
i=1
ψ(xi, yi)1(yi ∈ Sk) = 1
n
n∑
i=1
ψ(xi, yi) = En(ψ).
Hence E∗n(ψ) and En(ψ) have the same mean value, E(ψ).
In the k-th slice, for j = 1, . . . , nk, the conditional variance of ψ(x
∗(k)
j , y
∗(k)
j ) given
the data is bounded by its second order conditional moment whose explicit form can
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be obtained by replacing ψ by ψ2 in (4.2), i.e.
var{ψ(x∗(k)j , y∗(k)j )|{(xi, yi)}ni=1} 6 E{ψ2(x∗(k)j , y∗(k)j )|{(xi, yi)}ni=1}
=
1
|Sk|
n∑
i=1
ψ2(xi, yi)1(yi ∈ Sk).
(4.3)
Noticing that samples from the same slice and from different slices are mutually
independent, we obtain that
var{E∗n(ψ)|{(xi, yi)}ni=1}
= var
[ K∑
k=1
|Sk|
n
{
1
nk
nk∑
j=1
ψ(x
∗(k)
j , y
∗(k)
j )
}∣∣∣∣{(xi, yi)}ni=1]
=
K∑
k=1
|Sk|2
n2
1
nk
var{ψ(x∗(k)j , y∗(k)j )|{(xi, yi)}ni=1}.
(4.4)
Lemma 4.1.1. Suppose nk = n
∗/K, for k = 1, . . . , K, then under the adaptive basis
sampling scheme, the conditional variance of E∗n(ψ) is bounded
var{E∗n(ψ)|{(xi, yi)}ni=1} 6
K
n∗
1
n
n∑
i=1
ψ2(xi, yi) (4.5)
and
E{E∗n(ψ)− En(ψ)}2 6
K
n∗
E(ψ2). (4.6)
This lemma implies E∗n(ψ) − En(ψ) converges to zero in probability if n∗ → ∞
for ψ with E{ψ2(X, Y )} <∞. In other words, the subsample estimator, E∗n(ψ), is a
good surrogate of the usual estimator En(ψ).
Proof of Lemma 4.1.1 Since the variance of a random variable is bounded by its
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second moment, (4.4) implies that
var{E∗n(ψ)|{(xi, yi)}ni=1} 6
K∑
k=1
|Sk|
n2
1
nk
n∑
i=1
ψ2(xi, yi)1(yi ∈ Sk),
Applying (4.2) where ψ is replaced by ψ2, we obtain that right-hand side of the above
inequality equals
K∑
k=1
|Sk|
n2
1
nk
n∑
i=1
ψ2(xi, yi)1(yi ∈ Sk),
which in turn is upper bounded by
K∑
k=1
1
n
1
n∗/K
n∑
i=1
ψ2(xi, yi)1(yi ∈ Sk) = K
n∗
1
n
n∑
i=1
ψ2(xi, yi)
with the fact that nk = n
∗/K and |Sk|/n 6 1. We thus have proved (4.5).
The condition mean of E∗n(ψ) given the data has been proved to be En(ψ). Recall
the definition of conditional variance, we have
var{E∗n(ψ)|{(xi, yi)}ni=1} = E[{E∗n(ψ)− En(ψ)}2|{(xi, yi)}ni=1].
We obtain (4.6) immediately by taking expectation on both sides of the above, i.e.
E{E∗n(ψ)− En(ψ)}2 = E[var{E∗n(ψ)|{(xi, yi)}ni=1}] 6
K
n∗
E(ψ2).
4.2 Technical proofs
This section collects proofs of lemmas and theorems presented in Chapter 2 and
Chapter 3. Since Chapter 2 can be seen as a special case of Chapter 3 in terms of
technical proofs, we mainly focus on those in Chapter 3.
First, we present several ancillary lemmas.
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4.2.1 Ancillary lemmas
We first present two lemmas in Gu (2013) that are useful for the proof of our
main results.
Lemma 4.2.1. Under Condition 3.2, as λ→ 0, one has
∑
ν
1
1 + λρν
= O(λ−1/r).
This is part of Lemma 9.1 in Gu (2013).
Lemma 4.2.2. Under Condition 3.1, 3.2 and 3.4, as λ→ 0 and nλ2/r →∞,
1
n
n∑
i=1
g(xi)h(xi)w(η0(xi); yi) = V (g, h) + op({(V + λJ)(g)(V + λJ)(h)}1/2)
for all g and h in H.
This is Lemma 9.16 in Gu (2013).
4.2.2 Proof of main results
We first present the proof of Lemma 3.3.1 and 3.3.2.
Proof of Lemma 3.3.1 According to the construction algorithm of the effective
model space,
HE = NJ ⊕ span{RJ(x∗j , ·), j = 1, . . . , n∗}.
For h ∈ H	HE, h ⊥ g for g ∈ HE. SinceRJ(x∗j , ·) ∈ HE, we have 〈h(·), RJ(x∗j , ·)〉H =
0 for j = 1, . . . , n∗. On the other hand, NJ ⊆ HE implies h ∈ H 	 NJ =
HJ . It then follows from the reproducing property of RJ(·, ·) on HJ that h(x∗j) =
〈h(·), RJ(x∗j , ·)〉HJ .
Noticing that the inner product 〈·, ·〉HJ can be obtained by restricting 〈·, ·〉H on
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HJ , we have
h(x∗j) = 〈h(·), RJ(x∗j , ·)〉HJ = 〈h(·), RJ(x∗j , ·)〉H = 0,
for all j = 1, . . . , n∗.
Proof of Lemma 3.3.2 By Lemma 3.3.1, given the selected samples {x∗j}n∗j=1, for
any h ∈ H 	HE, we have
h(x∗j) = 0 j = 1, . . . , n
∗.
Note that {x∗j}n∗j=1 is the collection of {x∗(k)j }nkj=1 from k = 1, . . . , K slices, hence
E∗n{h2(X)w(η0(X);Y )} =
K∑
k=1
|Sk|
n
{
1
nk
nk∑
j=1
h2(x
∗(k)
j )w(η0(x
∗(k)
j ); y
∗(k)
j )
}
= 0.
It follows that
V (h) =
∫
X
h2(x)vη0(x)fX(x) dx = E{h(X)2vη0(X)} − E∗n{h2(X)w(η0(X);Y ))}.
(4.7)
By Condition 3.1, there exist a collection of functions φν ∈ H and a sequence of
nonnegative ρν such that V and J are simultaneously diagonalized, i.e., V (φν , φµ) =
δνµ and J(φν , φµ) = ρν δνµ. Use φν ’s as basis functions and expand h as h =
∑
ν hνφν ,
where hν = V (h, φν). Then, (4.7) can be written as
V (h) = E
{(∑
ν
hνφν(X)
)2
vη0(X)
}
− E∗n
{(∑
ν
hνφν(X)
)2
w(η0(X);Y )
}
.
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Due to the fact that E(·) and E∗n(·) are both linear operators, we have
V (h) =
∑
ν
∑
µ
hνhµ
[
E{φν(X)φµ(X)vη0(X)} − E∗n{φν(X)φµ(X)w(η0(X);Y )}
]
.
Applying the Cauchy-Schwarz inequality to obtain
V (h) 6 I1/2 ·
{∑
ν
∑
µ
h2νh
2
µ(1 + λρν)(1 + λρµ)
}1/2
(4.8)
= I1/2 ·
∑
ν
h2ν(1 + λρν) (4.9)
where
I =
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
[
E{φν(X)φµ(X)vη0(X)}−E∗n{φν(X)φµ(X)w(η0(X);Y )}
]2
.
(4.10)
Since φν ’s simultaneously diagonalize V and J ,
∑
ν
h2ν(1 + λρν) = (V + λJ)(h). (4.11)
In light of (4.8), to bound V (h), we need to investigate the magnitude of I whose
expression is given in (4.10).
First, by inserting
En{φν(X)φµ(X)w(η0(X);Y )} = 1
n
n∑
i=1
φν(xi)φµ(xi)w(η0(xi); yi)
into the squared term in (4.10) and applying the inequality (a+ b)2 6 2a2 + 2b2, we
63
obtain
I 6 2
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
[
E{φν(X)φµ(X)vη0(X)}
− En{φν(X)φµ(X)w(η0(X);Y )}
]2
+ 2
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
[
En{φν(X)φµ(X)w(η0(X);Y )}
− E∗n{φν(X)φµ(X)w(η0(X);Y )
]2
, 2I1 + 2I2.
Next, we examine the magnitudes of I1 and I2 one by one.
Order of I1.
Recall that E{w(η0(x); y)} = vη0(x), then
E
[
En{φν(X)φµ(X)w(η0(X);Y )}
]
= E{φν(X)φµ(X)vη0(X)}
and
var
[
En{φν(X)φµ(X)w(η0(X);Y )}
]
=
1
n
var{φν(X)φµ(X)w(η0(X);Y )}.
Therefore, the expectation of I1 is
E I1 =
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
E
[
E{φν(X)φµ(X)vη0(X)}
− En{φν(X)φµ(X)w(η0(X);Y )}
]2
=
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
1
n
var{φν(X)φµ(X)w(η0(X);Y )}.
By Condition 3.4, var{φν(X)φµ(X)w(η0(X);Y )} 6 c3 for some constant c3 < ∞.
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Hence, by Lemma 4.2.1,
E I1 6
c3
n
(∑
ν
1
1 + λρν
)2
= O(n−1λ−2/r). (4.12)
Order of I2.
The expectation of I2 is
E I2 =
∑
ν
∑
µ
1
1 + λρν
1
1 + λρµ
E
[
En{φν(X)φµ(X)w(η0(X);Y )}
− E∗n{φν(X)φµ(X)w(η0(X);Y )
]2
.
As in Lemma 4.1.1, we assume nk = n
∗/K for all k and substitute ψ(x, y) by
φν(x)φµ(x)w(η0(x); y) in (4.6) to obtain
E
[
En{φν(X)φµ(X)w(η0(X);Y )} − E∗n{φν(X)φµ(X)w(η0(X);Y )
]2
6 K
n∗
E{φ2ν(X)φ2µ(X)w2(η0(X);Y )}
6 K
n∗
(c3 + 1),
where the constant c3 is the bound of var{φν(X)φµ(X)w(η0(X);Y )} in Condition 3.4.
Again, by Lemma 4.2.1,
E I2 6
K(c3 + 1)
n∗
(∑
ν
1
1 + λρν
)2
= O(n∗−1λ−2/r). (4.13)
Putting (4.12) and (4.13) together and noticing n∗  n, we obtain
E I 6 2 E I1 + 2 E I2 = O(n∗−1λ−2/r) +O(n−1λ−2/r) = O(n∗−1λ−2/r).
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Therefore I = Op(n
∗−1λ−2/r) and V (h) 6 (V +λJ)(h) ·Op(n∗−1/2λ−1/r). The desired
result follows from the fact n∗−1/2λ−1/r → 0.
Proof of Theorem 3.3.2 By the representer theorem, ηˆ, the minimizer of (3.2)
has an explicit form as in (3.3). Given the effective model space HE, let ηˆE be the
projection of ηˆ to HE relative to the reproducing kernel Hilbert space inner product.
The proposed estimator ηˆA uses basis functions from HE while ηˆ uses the full basis
from H.
According to Theorem 3.3.1, ηˆ converges to the true function η0 with certain rate.
Notice that
ηˆA − η0 = (ηˆA − ηˆE) + (ηˆE − ηˆ) + (ηˆ − η0).
It suffices to show that both ηˆE − ηˆ and ηˆA − ηˆE converge to zero at the same or a
faster rate. We achieve this in two steps.
Step 1. We show that ηˆE converges to η0 with the same rate as ηˆ. To this end,
note that ηˆ − ηˆE ∈ H 	HE ⊆ HJ and ηˆ ∈ HE, therefore J(ηˆ − ηˆE, ηˆE) = 0.
For any functions g, h ∈ H, define
Ag,h(α) =
1
n
n∑
i=1
l{(g + αh)(xi); yi}+ λ
2
J(g + αh).
It can be easily shown that
dAg,h(α)
dα
∣∣∣∣
α=0
=
1
n
n∑
i=1
u(g(xi); yi)h(xi) + λJ(g, h). (4.14)
Since ηˆ is the minimizer of (3.2) over H, Ag,h(α) reaches its minimum at α = 0 when
g = ηˆ and h = ηˆ − ηˆE. Thus, for this choice of g and h, the derivative in (4.14) is
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zero. It follows that
λJ(ηˆ, ηˆ − ηˆE) = − 1
n
n∑
i=1
u(ηˆ(xi); yi){ηˆ(xi)− ηˆE(xi)}. (4.15)
The fact that J(ηˆ − ηˆE, ηˆE) = 0 implies J(ηˆ − ηˆE) is equal to J(ηˆ, ηˆ − ηˆE). Thus
λJ(ηˆ − ηˆE) = − 1
n
n∑
i=1
u(ηˆ(xi); yi){ηˆ(xi)− ηˆE(xi)} , S1 + S2, (4.16)
where
S1 = − 1
n
n∑
i=1
{u(ηˆ(xi); yi)− u(η0(xi); yi)}{ηˆ(xi)− ηˆE(xi)},
S2 = − 1
n
n∑
i=1
u(η0(xi); yi){ηˆ(xi)− ηˆE(xi)}.
We next study the orders of the two terms S1 and S2 under Conditions 3.1, 3.2, 3.4,
and λ→ 0, nλ2/r →∞.
For S1, since u(η(x), y) is differentiable with respect to η(x), it follows by the
mean value theorem and Condition 3.3 that there exists a constant γ ∈ [c1, c2] such
that
S1 = −γ
n
n∑
i=1
w(η0(xi); yi){ηˆ(xi)− η0(xi)}{ηˆ(xi)− ηˆE(xi)}.
Applying Lemma 4.2.2 to the right hand side of the above, we have
|S1| = γ V (ηˆ − η0, ηˆ − ηˆE) + {(V + λJ)(ηˆ − η0)(V + λJ)(ηˆ − ηˆE)}1/2 op(1)
= {(V + λJ)(ηˆ − η0)(V + λJ)(ηˆ − ηˆE)}1/2Op(1)
For S2, recall φν ∈ H are eigenfunctions which simultaneously diagonalize V and
J such that V (φν , φµ) = δνµ and J(φν , φµ) = ρνδνµ. Write ηˆ − ηˆE =
∑
ν(ηˆ − ηˆE)νφν ,
67
where (ηˆ − ηˆE)ν = V (ηˆ − ηˆE, φν). Plugging it in S2 and applying Cauchy-Schwarz
inequality, we have
|S2| =
∣∣∣∣∑
ν
(ηˆ − ηˆE)ν
{
1
n
n∑
i=1
u(η0(xi); yi)φν(xi)
}∣∣∣∣
6
{∑
ν
β2ν
1 + λρν
}1/2{∑
ν
(ηˆ − ηˆE)2ν(1 + λρν)
}1/2
where βν =
1
n
∑n
i=1 u(η0(xi); yi)φν(xi) possesses properties E(βν) = 0 and var(βν) =
σ2/n. In fact
E(βν) = E{u(η0(X);Y )φν(X)} = EX
[
E{u(η0(X);Y )|X}φν(X)
]
= 0
and
E(β2ν) =
1
n
E{u2(η0(X);Y )φ2ν(X)} =
1
n
EX
[
E{u2(η0(X);Y )|X}φ2ν(X)}
]
=
σ2
n
EX{vη0(X)φ2ν(X)} =
σ2
n
V (φν) =
σ2
n
.
Furthermore, by Lemma 4.2.1,
E
{∑
ν
β2ν
1 + λρν
}
=
σ2
n
∑
ν
1
1 + λρν
= O(n−1λ−1/r). (4.17)
and it can be shown by a similar argument as in (4.11) that
∑
ν
(ηˆ − ηˆE)2ν(1 + λρν) = (V + λJ)(ηˆ − ηˆE). (4.18)
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Combining (4.17) and (4.18), we obtain
S2 6 {(V + λJ)(ηˆ − ηˆE)}1/2Op(n−1/2λ−1/(2r)).
Now we are ready to determine the order of (V + λJ)(ηˆ− ηˆE). By Lemma 3.3.2,
V (ηˆ− ηˆE) is dominated by λJ(ηˆ− ηˆE) since ηˆ− ηˆE ∈ H	HE. Thus, (V +λJ)(ηˆ− ηˆE)
converges to zero at the same order as λJ(ηˆ − ηˆE). Therefore, it follows (4.16) that
(V + λJ)(ηˆ − ηˆE)  λJ(ηˆ − ηˆE) = S1 + S2
6 {(V + λJ)(ηˆ − η0)(V + λJ)(ηˆ − ηˆE)}1/2Op(1)
+ {(V + λJ)(ηˆ − ηˆE)}1/2Op(n−1/2λ−1/(2r)).
After canceling out {(V + λJ)(ηˆ − ηˆE)}1/2 and taking squares on both sides, we
obtain
(V + λJ)(ηˆ − ηˆE) 6 (V + λJ)(ηˆ − η0)Op(1) +Op(n−1λ−1/r)
 (V + λJ)(ηˆ − η0)
= Op(n
−1λ−1/r + λp).
Step 2. We show that ηˆA, the smoothing spline estimator via adaptive sampling
scheme, converges to η0 with the same convergence rate as ηˆE.
Since ηˆ is the minimizer of (3.2) over H, Ag,h(α) reaches its minimum at α = 0
when g = ηˆ and h = ηˆA − ηˆE. Arguing as in the proof of (4.15), we have
λJ(ηˆ, ηˆA − ηˆE) = − 1
n
n∑
i=1
u(ηˆ(xi); yi){ηˆA(xi)− ηˆE(xi)}. (4.19)
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Since ηˆA is also the minimizer of (3.2) over HE, Ag,h(α) reaches its minimum at
α = 0 when g = ηˆA and h = ηˆA − ηˆE. Thus, similar to the previous result, we have
λJ(ηˆA, ηˆA − ηˆE) = − 1
n
n∑
i=1
u(ηˆA(xi); yi){ηˆA(xi)− ηˆE(xi)}. (4.20)
We subtract (4.19) from (4.20) to obtain
λJ(ηˆA − ηˆ, ηˆA − ηˆE) = 1
n
n∑
i=1
{u(ηˆ(xi); yi)− u(ηˆA(xi); yi)}{ηˆA(xi)− ηˆE(xi)}.
Recall that ηˆE is the projection of ηˆ onto HE and ηˆA − ηˆE ∈ HE, then (ηˆ − ηˆE) ⊥
(ηˆA − ηˆE). Such orthogonality implies that J(ηˆ − ηˆE, ηˆA − ηˆE) = 0 and further
J(ηˆA − ηˆE) = J(ηˆA − ηˆ, ηˆA − ηˆE) + J(ηˆ − ηˆE, ηˆA − ηˆE) = J(ηˆA − ηˆ, ηˆA − ηˆE).
With this result, some algebra yields
1
n
n∑
i=1
{u(ηˆA(xi); yi)− u(ηˆE(xi); yi)}{ηˆA(xi)− ηˆE(xi)}+ λJ(ηˆA − ηˆE) (4.21)
=
1
n
n∑
i=1
{u(ηˆ(xi); yi)− u(ηˆE(xi); yi)}{ηˆA(xi)− ηˆE(xi)}
(4.22)
By the mean value theorem, Condition 3.3 and Lemma 4.2.2, there exists a constant
ζ ∈ [c1, c2] such that the left hand side of (4.21) equals
ζ V (ηˆA− ηˆE)+op{(V +λJ)(ηˆA− ηˆE)}+λJ(ηˆA− ηˆE) = (V +λJ)(ηˆA− ηˆE){1+op(1)}.
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Similarly the right hand side of (4.21) is bounded by
{(V + λJ)(ηˆ − ηˆE)(V + λJ)(ηˆA − ηˆE)}1/2Op(1).
Combining the above two results, we obtain that
(V + λJ)(ηˆA − ηˆE){1 + op(1)} = {(V + λJ)(ηˆ − ηˆE)(V + λJ)(ηˆA − ηˆE)}1/2Op(1).
Canceling out a term from both sides to obtain
(V + λJ)(ηˆA − ηˆE)  (V + λJ)(ηˆ − ηˆE) = Op(n−1λ−1/r + λp). (4.23)
Putting results from Step 1 and 2 together, we conclude the proof with the
convergence rate
(V + λJ)(ηˆA − η0) = Op(n−1λ−1/r + λp).
71
5. CONCLUSIONS
In this dissertation, we develop adaptive basis sampling for efficient computation
of smoothing splines. The fast algorithm enable the classical nonparametric statisti-
cal model to deal with large data sets. We showed that, with a much smaller set of
adaptively selected basis functions, the approximated smoothing splines can achieve
the same rate of convergence of the smoothing splines with full basis. We demon-
strate the excellent performance of the proposed smoothing spline estimator in both
simulated studies and a deep Earth image analysis data set. Fast computation and
asymptotic consistency make the smoothing splines via adaptive basis sampling an
appealing method for large scale applications.
Motivated by the diverse types of data collected by next-generation sequencing
technologies, we further focus on construct smoothing spline models for modeling
counts data from exponential family distributions. Proper modeling of these data
plays an important role in navigating the biological discovery. Two outstanding top-
ics are carefully studied. First, we construct an smoothing spline ANOVA model
to estimate gene expressions from RNA-seq data set. A joint modeling accounts
for the well-known GC bias and reveals dynamics patterns over time. Further ex-
ploration such as isoform expression estimation can be implemented. The second
example is genome-wide methylated region detection with bisulfite sequencing data.
The fast computation of proposed method makes it possible to search over the whole
genome and achieves an automatic procedure. In addition to real data examples,
we also design simulation studies to demonstrated the excellent performance of our
estimator.
The idea of adaptive basis sampling is innovative and is well suited with the
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formulation of smoothing splines. Various models involving smoothing splines can
borrow its strength in a similar manner, for example, mixed-effect models. Those
extensions are future research topics.
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