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Correlações Quânticas em Sistemas de Dois Qbits:
Medidas Alternativas e Dinâmica sob Acoplamento
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Resumo
Neste trabalho propomos novas medidas de correlações quânticas e investigamos o
fenômeno de descoerência para um sistema de dois qbits. Na primeira etapa buscamos
uma forma alternativa para o cálculo da discórdia quântica utilizando entropias diferentes
da de von Neumann, como a entropia de Rényi e a entropia linear. Nessa análise des-
cobrimos uma conexão entre a discórdia entrópica e a geométrica. Assim, propusemos
formalmente um v́ınculo entre elas definindo a discórdia a partir do desvio da regra de
Bayes. A partir desses resultados, conseguimos outro mais surpreendente. Ao utilizar-
mos a entropia de Tsallis na definição da discórdia, provamos que existe uma discórdia
mais geral, que chamamos de discórdia-q, capaz de reproduzir, em limites apropriados, a
discórdia entrópica e a geométrica. A segunda etapa do trabalho consistiu na análise do
fenômeno de descoerência para um sistema de dois qbits acoplado com um reservatório
composto por N osciladores em equiĺıbrio térmico. Determinamos as caracteŕısticas cen-
trais do modelo, em particular o tempo de descoerência e, em seguida, o decaimento das
correlações quânticas, medidas pelo emaranhamento e discórdia, e dos aspectos não-locais,
a partir das desigualdades de Bell.
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Abstract
In this work we introduce new measures of quantum correlations and investigate the
phenomenon of decoherence for a two-qbit system. In the first part, we look for an alter-
native way to evaluate the quantum discord using entropies other than the von Neumann
one, such as the Rényi entropy and the linear entropy. In this analysis we discovered a
connection between entropic and geometric discord. Then we proposed formally, a con-
ceptual link between them defining discord as the deviation of the Bayes rule. A more
surprising result came out from the previous one. Using the Tsallis entropy as the kernel
definition of discord, we proved that there is a general discord, which we called q-discord,
which is able to reproduce, in appropriate limits, the entropic and geometric discord. The
second part of the study was to examine the phenomenon of decoherence for a system
of two qbits coupled with a reservoir composed of N oscillators in thermal equilibrium.
We determined the central features of the model. In particular, the decoherence time and
then, the decay of the quantum correlations, measured by the entanglement and discord,
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Capı́tulo 1
Introdução
Até o final do século XIX, acreditava-se que a natureza era determinista, completa-
mente descrita pela mecânica clássica. Com o desenvolvimento da tecnologia, os expe-
rimentos começaram a ficar mais sofisticadas e escalas cada vez menores passaram a ser
investigadas. Com esses novos experimentos, apareceram fenômenos que a teoria clássica
não conseguia explicar, como, por exemplo, o efeito fotoelétrico, difração e interferência
de part́ıculas materiais, radiação de corpo negro, entre outros. Nesse momento ocorreu
uma ruptura na f́ısica, que precisava de novas teorias para explicar esses fenômenos recém
descobertos.
A mecânica quântica surge nesse contexto, no ińıcio do século XX, a fim de tentar
entender o que acontece no mundo microscópico, quando a mecânica Newtoniana falha
na descrição de certos fenômenos. Entre seus idealizadores estão: Niels Bohr, Werner
Heisenberg, Max Planck, Louis de Broglie, Albert Einstein, Erwin Schrödinger, Max Born,
John von Neumann, Paul Dirac, Wolfgang Pauli, David Hilbert, entre outros. Atualmente
ela é estabelecida como uma teoria bem sucedida no estudo dos fenômenos que ocorrem
em escalas microscópicas.
Mas qual a conexão entre a mecânica quântica e a mecânica clássica? Muitos acre-
ditam que a mecânica quântica é uma teoria mais geral que engloba a mecânica clássica.
Esse pensamento foi primeiro expresso pelo prinćıpio de correspondência de Bohr, segundo
o qual a mecânica quântica deve reproduzir as previsões clássicas no limite macroscópico.
Porém, muitos aspectos fundamentais da teoria quântica permanecem sem resposta.
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Por exemplo, seu caráter probabilista: não se pode inferir com certeza a posição de um
elétron em um instante de tempo, apenas a probabilidade de encontrá-lo numa certa
região. O que muitos cientistas se perguntam é se o caráter probabilista é inevitável ou
a teoria quântica é apenas uma aproximação de uma teoria mais geral. Os adeptos desta
última posição, acreditam que o caráter probabilista é oriundo do desconhecimento de
alguns parâmetros, chamados de “variáveis ocultas”. Ou seja, se t́ıvessemos controle sobre
essas variáveis, a teoria deixaria de ser probabilista e poderia ser considerada completa,
conforme a visão disseminada por Einstein, Podolski e Rosen em 1935 [1].
Em 1964, John Bell publicou um artigo no qual descreve a incompatibilidade entre
a mecânica quântica e o conceito de realismo local [2]. Bell mostrou que é imposśıvel
construir um modelo baseado nas variáveis ocultas locais compat́ıvel com as previsões
da mecânica quântica. Sua proposição tomou a forma de um conjunto de desigualdades,
hoje conhecidas como desigualdades de Bell, que podem ser violadas apenas por sistemas
emaranhados. O primeiro de muitos testes experimentais das desigualdades de Bell foi
feito em 1982 por Aspect et. al. [3] comprovando a violação das mesmas.
Mas o que são esses aspectos não-locais da teoria quântica evidenciados pelas desigual-
dades de Bell? A resposta para esta pergunta ainda não foi dada de maneira completa,
mas hoje sabemos que uma condição necessária para a não-localidade é a presença de ema-
ranhamento. Trata-se de correlações quânticas com papel de destaque para a moderna
ciência da informação quântica. O emaranhamento consiste em correlações que existem
entre sistemas compostos que “sentem” instantaneamente quando uma medida é feita lo-
calmente num subsistema, mesmo que as partes estejam separadas por grandes distâncias.
A definição matemática de emaranhamento é dada em termos de uma negação: o estado
é dito emaranhado se for não separável.
Até o final do século XX, o emaranhamento foi aceito como a única manifestação das
correlações quânticas existentes em sistemas compostos. Mas em 2001, dois artigos, um
publicado por Zurek e Olivier [4] e outro por Henderson e Vedral [5], utilizando conceitos
de teoria da informação, demonstraram que existem correlações “puramente” quânticas
mesmo quando os sistemas são separáveis. Essa nova classe de correlações ficou conhecida
como discórdia quântica, e é um dos assuntos centrais dessa dissertação. Na última década,
houve um grande interesse da comunidade cient́ıfica por essa nova medida, em particular
pelo entendimento de seu significado f́ısico. Devido às dificuldades no cálculo, novas
3
medidas foram propostas e, entre elas, a discórdia geométrica [6]. Esta última se baseia
numa medida geométrica da distância no espaço de Hilbert entre o sistema de interesse
e o estado com discórdia nula mais próximo. Apesar de conceitualmente diferentes, a
discórdia entrópica e geométrica evidenciam as mesmas correlações.
A importância do estudo da discórdia está no fato de que mesmo estados separáveis
(não emaranhados) podem ser utilizados em processos de computação quântica. Assim,
estados quânticos que não apresentam emaranhamento, mas que têm discórdia não nula
são extremamente relevantes no desenvolvimento da ciência da computação quântica.
Além disso, em 2003, Zurek demonstrou que a interpretação operacional da discórdia
está relacionada com a diferença entre a eficiência de demônios de Maxwell clássicos e
quânticos em extrair trabalho de sistemas quânticos correlacionados [7].
Uma questão natural no contexto das correlações quânticas é como elas se comportam
frente à descoerência. Em particular, é interessante quantificar quão robustas elas são.
A teoria de descoerência foi proposta nos anos 80, pelos trabalhos seminais de Caldeira
e Leggett [8] e Zurek [9]. A ideia central consiste em modelar o ambiente mais o sistema
por uma dinâmica Hamiltoniana unitária e então traçar as variáveis inacesśıveis do reser-
vatório. Como resultado, tem-se uma dinâmica dissipativa e não unitária e que, portanto,
não conserva coerência. Fundamentalmente, a descoerência é um mecanismo derivado do
emaranhamento entre o sistema de interesse e graus de liberdade incontroláveis, aos quais
chamamos genericamente de “ambiente”.
O fenômeno da descoerência foi extensivamente estudado nas últimas duas décadas,
especialmente por duas razões. Em primeiro lugar, este mecanismo é o grande empecilho à
computação quântica, que precisa do caráter quântico dos estados afim de oferecer ganho
em relação à computação clássica. A segunda razão, é que o mecanismo da descoerência
fornece um paradigma para a explicação de alguns problemas conceituais importantes,
como a transição quântico-clássico e o problema da medida em mecânica quântica.
O estudo de correlações quânticas e o fenômeno de descoerência são de extrema im-
portância para a teoria de informação e computação quântica. Para o desenvolvimento
dessas ciências é necessário saber quais estados quânticos podem ser usados para proto-
colos de computação e como eles se comportam quando interagem com o ambiente. Além
disso, as correlações quânticas e o fenômeno de descoerência são peças fundamentais para
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o entendimento da transição entre a mecânica quântica e a mecânica clássica. Nessa
dissertação buscou-se um estudo desses dois aspectos e de sua inter-relação em sistemas
bipartidos de dois qbits. Nossos resultados podem fornecer informações úteis para uma
série de situações experimentais de interesse atual.
A dissertação será organizada da seguinte forma. No caṕıtulo 2 vamos apresentar al-
guns conceitos preliminares de mecânica quântica, uma descrição das correlações quânticas
e sua quantificação e uma descrição de diferentes entropias.
No terceiro caṕıtulo iremos investigar maneiras alternativas de calcular a discórdia
quântica para sistemas de dois qbits para uma série de estados conhecidos como tipo
X [10] através da utilização de diferentes entropias daquela apresentada em [4]. Para
complementar a análise é feita uma comparação numérica entre esses resultados. Em
seguida, apresentamos o cálculo da discórdia via entropia linear para sistemas gerais de
dois qbits que evidencia a equivalência com a discórdia geométrica. Continuando a aná-
lise, propomos então a formulação de uma discórdia generalizada, a qual chamamos de
discórdia-q, que é baseada na entropia de Tsallis. Provamos que essa nova definição recai
na discórdia entrópica usual para q → 1 e na discórdia geométrica quando q → 2. Assim,
conseguimos um resultado mais geral que descreve as correlações quânticas em sistemas
bipartidos e consegue conectar duas formas bem estabelecidas na literatura, a discórdia
entrópica e a geométrica.
No quarto caṕıtulo é feita uma análise de um sistema de dois qbits preparados num
estado inicial X interagindo com um reservatório de osciladores harmônicos em equiĺıbrio
térmico. Através desse modelo analisamos a dinâmica das correlações (como emaranha-
mento, discórdia) sob descoerência de fase, isto é, a perda de fase sem dissipação de
energia. Esta aproximação é justificada pelo fato conhecido de que a perda de coerência
do sistema geralmente ocorre muito mais rapidamente do que a perda de energia. Nosso
modelo simula, portanto, um canal de amortecimento de fase, efeito que não tem análogo
clássico direto.




2.1 Fundamentos da Mecânica Quântica
Computação e informação quântica são áreas de pesquisa que estudam a utilização
de sistemas quânticos para melhorar a transmissão e o processamento da informação,
através de aspectos da natureza que não ocorrem em sistemas clássicos (macroscópicos).
Esses sistemas são caracterizados pela mecânica quântica, uma descrição matemática do
mundo f́ısico, fundamentada por alguns postulados. Iremos apresentar os postulados
necessários para o desenvolvimento do trabalho. O conteúdo desse caṕıtulo é baseado nas
referências [11–14].
O primeiro postulado se refere à descrição do estado de um sistema quântico, ou
seja, um estado é uma descrição completa de um sistema f́ısico e todo estado quântico é
definido através de um vetor estado (|ψ〉), com norma unitária (〈ψ|ψ〉 = 1), pertencente
a um espaço vetorial conhecido como espaço de Hilbert (H).
Um dos principais aspectos da mecânica quântica é o prinćıpio de superposição. Se-
jam |φ1〉, |φ2〉, · · · , |φn〉, vetores estados pertencentes a um espaço de Hilbert qualquer H,
então o estado |ψ〉 =
∑n
i=1 ci|φi〉 também é um vetor estado pertencente ao espaço de
Hilbert H, onde os coeficientes ci são números complexos conhecidos como amplitudes de
probabilidade de determinado estado. Ou seja, qualquer estado quântico pode ser descrito
como uma combinação linear de outros estados quânticos.
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O segundo postulado se refere à dinâmica de um sistema quântico fechado, isto é,
sistemas quânticos que não sofrem quaisquer interações com o mundo exterior. A evo-
lução dinâmica de um sistema f́ısico é unitária, gerada por um operador Hermiteano,




|ψ(t)〉 = − i
~
H|ψ(t)〉, (2.1)
onde H é o operador Hamiltoniano. Trata-se de um operador Hermiteano geralmente
obtido a partir da quantização da função Hamiltoniana clássica. O Hamiltoniano do
sistema pode depender explicitamente do tempo. Quando isso não acontece, nós podemos
integrar formalmente a equação (2.1) para obter
|ψ(t)〉 = U(t, t0)|ψ(t0)〉, (2.2)
onde







t0 sendo o tempo inicial e |ψ(t0)〉 o estado inicial do sistema.
Podemos verificar que U(t, t0) também satisfaz a equação de Schrödinger
d
dt




e em t = t0, U(t, t0) deve satisfazer
U(t0, t0) = 1. (2.5)
Como H é um operador Hermiteano, segue que:






= U−1(t, t0), (2.6)
o que mostra que U(t, t0) é um operador unitário. Portanto, podemos dizer que o estado
quântico de um sistema f́ısico evolui de um tempo inicial t0 para um tempo final t através
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de uma transformação unitária, implicando num processo determińıstico. O operador
U(t, t0) é chamado de operador evolução temporal ou propagador.
O terceiro postulado se refere a medidas quânticas, que são descritas por uma coleção
{Mm} de operadores de medida. Estes são operadores que atuam no espaço de estado
do sistema sendo medido. O ı́ndice m refere-se ao resultado da medida que pode ocorrer
no experimento. Se o estado do sistema é |ψ〉 imediatamente antes da medida, então a
probabilidade do resultado m ocorrer numa medida do operador Mm é dado formalmente
por
p(m) = 〈ψ|M †mMm|ψ〉, (2.7)




Os operadores de medida satisfazem a equação de completeza,
∑
m
M †mMm = 1. (2.9)






〈ψ|M †mMm|ψ〉 = 1. (2.10)
Existe ainda, dentro desse postulado, uma classe especial de medidas conhecidas como
medidas projetivas. Uma medida projetiva é descrita por um observável, M , um operador






onde Pm = |m〉〈m| é o projetor no autoespaço de M com autovalor m. Os posśıveis re-
sultados da medida correspondem aos autovalores m do observável. Fazendo uma medida
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no estado |ψ〉, a probabilidade de obter o resultado m é dado por












Medidas projetivas podem ser consideradas como um caso especial do terceiro postu-
lado. Os operadores de medidas projetivas além de satisfazerem a relação de completeza∑
mM
†
mMm = 1, também satisfazem a condição de ortogonalidade, ou seja, os operadores
Mm são Hermiteanos e satisfazem a relação MmMm′ = δm,m′Mm.
O quarto postulado é referente a sistemas compostos, que são sistemas constitúıdos de
duas (ou mais) partes, chamadas usualmente de subsistemas. O espaço de fase do sistema
composto é o produto tensorial dos espaços de cada parte, H = H1 ⊗ · · · ⊗ HN .
Para exemplificar esse postulado, vamos considerar um sistema bipartido, com es-








, n = 1, 2, · · ·








Os produtos escalares desses vetores em H, supondo a ortonormalidade das bases nos
espaços individuais, podem ser obtidos a partir da relação











mn = 〈ψ′|ψ〉∗, (2.16)
de maneira que a normalização de um vetor de H corresponde à condição 〈ψ|ψ〉 =
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∑
m,n |cmn|2 = 1. Todos os pares de vetores |φ(1)〉 ⊗ |φ(2)〉, com |φ(i)〉 ∈ Hi, i = 1, 2,
fazem parte de H, porém esse espaço possui também todas as combinações lineares dos
produtos tensoriais que, em geral, não podem ser escritos na forma fatorada. Ou seja, em


















n . Os estados que
não podem ser escritos na forma fatorada foram chamados por Schrödinger em 1936 de
estados emaranhados, os quais serão abordados na seção 2.4.1.
2.2 O qbit
O conceito mais fundamental em informação clássica e computação clássica é o bit,
o qual pode assumir dois valores diferentes: 0 ou 1. O análogo quântico do bit é o
bit quântico ou qbit. O qbit é um sistema quântico de dois ńıveis, como por exemplo,
uma part́ıcula de spin 1/2 (como o elétron) ou um átomo de dois ńıveis. Assim como
os bits clássicos, eles possuem dois estados que podemos chamar genericamente de |0〉 e
|1〉 (spin up e spin down, respectivamente, para o caso do spin do elétron ao longo de
um eixo particular, como o eixo-z). Entretanto, os qbits são essencialmente diferentes
dos bits clássicos, pois o estado de um qbit qualquer sempre pode ser escrito como uma
combinação linear do tipo
|ψ〉 = a|0〉+ b|1〉, (2.18)
onde a e b são números complexos normalizados, isto é, |a|2 + |b|2 = 1. Isso não corres-
ponde a dizer que o qbit assume valores entre 0 e 1. Na verdade ele se encontra numa
superposição coerente dos dois estados e, se realizarmos uma medida no qbit para conhe-
cer seu estado, nós o encontraremos no estado |0〉 com probabilidade |a|2 ou no estado
|1〉 com probabilidade |b|2. Na base computacional, esses estados representam as matrizes













A base formada pelos vetores acima é ortonormal e a ela é associado um espaço de Hilbert
bidimensional. Além disso, os estados |0〉 e |1〉 são autoestados do operador de Pauli σ3
com autovalores ±1, ou seja,
σ3|0〉 = 1|0〉, σ3|1〉 = −1|1〉. (2.20)
Os operadores de Pauli σ1, σ2 e σ3 satisfazem as seguintes relações de comutação e anti-
comutação, respectivamente,




{σi, σj} = 2δij1, (2.21)
onde εijk é o śımbolo de Levi-Civita e δij é a delta de Kronecker. Na base computacional,























As matrizes de Pauli também satisfazem as relações:
Det(σj) = −1,
Tr(σj) = 0,









(~a · ~σ)(~b · ~σ) = (~a ·~b)1+ i~σ · (~a×~b). (2.23)
É posśıvel descrever rotações em um único qbit através de transformações unitárias.
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Estas operações preservam a norma do vetor estado que caracteriza o qbit, ou seja, são
rotações que preservam a relação |a|2 + |b|2 = 1. Operações desse tipo são representadas
por matrizes unitárias 2 × 2, e o grupo de simetria associado a essas matrizes é o grupo
SU(2). Se n̂ é um vetor tridimensional real de módulo unitário, então podemos definir
uma rotação θ em torno do eixo definido por n̂ pela equação
Un̂ ≡ e−iθn̂·~σ/2 = 1 cos
θ
2
− i(n̂ · ~σ) sin θ
2
, (2.24)
com ~σ = σ1x̂+ σ2ŷ+ σ3ẑ. A rotação dada em (2.24) caracteriza a transformação unitária
mais geral que se pode operar sobre um único qbit.
2.3 Operador densidade
Uma outra maneira de modelar sistemas quânticos consiste em utilizar o operador
densidade, também conhecido como matriz densidade, pois ele oferece uma descrição con-
veniente para sistemas quânticos que não são completamente conhecidos. Dessa forma,
suponha um sistema quântico para o qual sabemos que o estado pode ser |ψi〉 com pro-
babilidade pi. Podemos chamar {pi, |ψi〉} de um ensemble de estados puros. O operador





Utilizando o formalismo para o operador densidade, podemos reescrever todos os postula-
dos da mecânica quântica, de forma a generalizar a descrição de problemas f́ısicos. Nessa
seção iremos nos dedicar à reformulação desses postulados.
Suponha que a evolução de um sistema quântico fechado seja descrita pelo operador
unitário U . Se o sistema estiver inicialmente no estado |ψi〉 com probabilidade pi, então
depois da evolução o sistema estará no estado U |ψi〉 com probabilidade pi. Então, a







piU |ψi〉〈ψi|U † = UρU †. (2.26)
2.3. Operador densidade 12
Medidas também são facilmente descritas pelo formalismo do operador densidade.
Suponha que realizemos uma medida descrita pelos operadores de medida Mm. Se o
estado inicial for |ψi〉, então a probabilidade de obter o resultado m será
p(m|i) = 〈ψi|M †mMm|ψi〉 = Tr(M †mMm|ψi〉〈ψi|). (2.27)









mMm|ψi〉〈ψi|) = Tr(M †mMmρ). (2.28)






Logo, depois de uma medida na qual obtemos o resultado m, temos um ensemble de esta-













Utilizando a regra de Bayes,



















Um sistema quântico cujo estado |ψ〉 é conhecido exatamente está em um estado
puro. Nesse caso, o operador densidade é simplesmente ρ = |ψ〉〈ψ|. Caso contrário, ρ é
um estado misto, ou seja, uma mistura de diferentes estados puros no ensemble {pi, |ψi〉}.
Para descrever melhor estados mistos, considere que ρi possui um ensemble de estados
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puros, {pij, |ψij〉}. Então a probabilidade de estar no estado |ψij〉 é pipij. A matriz








Dizemos então que ρ é uma mistura de estados ρi com probabilidades pi.
Um operador Hermiteano ρ será um operador densidade associado ao ensemble {pi, |ψi〉}
















pi|〈φ|ψi〉|2 ≥ 0. (2.35)
Sabemos que projetores formam uma importante classe de operadores Hermiteanos.
Logo, como o operador densidade para estados puros é um projetor, ele também é um
operador Hermiteano, ρ† = ρ, e como todo projetor Π satisfaz a propriedade Π2 = Π, ele
satisfaz a relação conhecida como idempotência, ou seja, ρ2 = ρ, o que implica que
Tr[ρ2] = 1. (2.36)
A propriedade (2.36) é o critério utilizado para verificar se um estado é puro ou misto,

















p2i ≤ 1. (2.37)
Assim, utilizando todas as propriedades descritas acima, podemos reformular os pos-
tulados da mecânica quântica no formalismo do operador densidade:
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• Primeiro postulado: Associado a qualquer sistema f́ısico isolado está um espaço
vetorial complexo com produto interno (espaço de Hilbert H) conhecido como es-
paço de estado do sistema. O sistema é completamente descrito pelo seu operador
densidade, que é um operador positivo com traço unitário, atuando no espaço de
estado do sistema. Se um sistema quântico está num estado ρi com probabilidade
pi, então o operador para o sistema é ρ =
∑
i piρi.
• Segundo postulado: A evolução de um sistema quântico fechado é descrito por
uma transformação unitária. Isto é, o estado ρ do sistema num tempo t1 é relacio-
nado ao estado ρ′ do sistema num tempo t2 por um operador unitário U que depende
somente dos tempos t1 e t2,
ρ′ = UρU †. (2.38)
• Terceiro postulado: Medidas quânticas são descritas por uma coleção {Mm} de
operadores de medida. Estes são operadores atuando no espaço de estado do sistema
sendo medido. O ı́ndice m se refere ao resultado da medida que pode ocorrer no
experimento. Se o estado do sistema quântico é ρ imediatamente antes da medida,
então a probabilidade que o resultado m ocorra é dado por
p(m) = Tr(M †mMmρ), (2.39)






Os operadores de medida satisfazem a equação de completeza,
∑
m
M †mMm = 1. (2.41)
• Quarto postulado: O espaço de estado de um sistema f́ısico composto é o produto
tensorial dos espaços de estado dos sistemas f́ısicos componentes, H = H1⊗· · ·⊗HN .
Considere então um sistema bipartido com subsistemas A e B, cujo estado é descrito
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pelo operador densidade ρAB. Então, se quisermos descrever o estado do subsistema A é
necessário realizar uma operação sobre o sistema composto, ou seja, o operador densidade
reduzido é definido por
ρA ≡ TrB(ρAB), (2.42)
onde o traço é um mapa de operadores conhecidos como o traço parcial sobre o sistema
B. Por exemplo, para uma subclasse especial de operadores em AB, o traço parcial é
definido por
TrB(|a1〉〈a2| ⊗ |b1〉〈b2|) ≡ |a1〉〈a2|Tr(|b1〉〈b2|), (2.43)
onde |a1〉 e |a2〉 são dois vetores quaisquer em HA e |b1〉 e |b2〉 são dois vetores quaisquer
em HB. Além disso, Tr(|b1〉〈b2|) = 〈b2|b1〉 é a operação usual do traço.
2.4 Correlações Quânticas
Existem propriedades conhecidas na mecânica quântica que são utilizadas para trans-
missão e processamento de informação quântica. Essa caracteŕıstica fundamental quântica
é chamada de emaranhamento.
Nessa seção iremos definir o emaranhamento para sistemas bipartidos, para que pos-
samos medi-lo em nossa análise para sistemas de dois qbits.
2.4.1 Emaranhamento
Definição
Considere um sistema composto por dois subsistemas A e B, cujos espaços de Hilbert
associados são HA e HB, respectivamente. Um estado puro |ψAB〉 ∈ H = HA ⊗ HB, é
dito separável se o estado do sistema puder ser escrito na forma
|ψAB〉 = |ψA〉 ⊗ |ψB〉, (2.44)
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caso contrário o estado do sistema é dito emaranhado. Um exemplo de estado separável
é o estado |ψAB〉 = |00〉 = |0〉 ⊗ |0〉. Exemplos de estados emaranhados são os estados
conhecidos como estados de Bell:
|φ±〉 = |00〉 ± |11〉√
2
, |ψ±〉 = |01〉 ± |10〉√
2
. (2.45)
Uma propriedade que podemos identificar a partir dos estados acima, é que a propriedade
f́ısica de cada subsistema é indefinida, isto é, antes de medirmos não podemos afirmar
se o estado, por exemplo do subsistema A, é |0〉 ou |1〉. No entanto, o estado global
é bem definido. Portanto, não há sentido em falar no estado individual de cada parte.
Este fato contrasta com a mecânica clássica, onde sempre podemos considerar os estados
individuais de cada parte do sistema, em qualquer situação.
Em sistemas compostos por N partes, uma generalização da definição discutida acima
pode ser feita. Entretanto, nesses casos, existem diferentes graus de separabilidade e
torna-se necessário distingui-los. Um estado puro de um sistema de N constituintes é
dito n-separável (possui n subsistemas não emaranhados) se puder ser escrito como um
produto tensorial de n estados:
|ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉. (2.46)
Se n = N , o estado é dito completamente separável, já que não há emaranhamento entre
quaisquer pares de subsistemas. No entanto, se n < N , apenas alguns constituintes estão
emaranhados enquanto outras partes do sistema permanecem separáveis.
Partindo da definição de emaranhamento para estados puros, podemos estender o
conceito para misturas estat́ısticas. Assim, uma matriz densidade ρ é dita n-separável se




piρ1,i ⊗ ρ2,i ⊗ · · · ⊗ ρn,i. (2.47)
Medida de emaranhamento
Em um estado completamente emaranhado não podemos atribuir um estado definido
a qualquer um dos seus constituintes. Esta propriedade é expressa matematicamente
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no fato da matriz densidade reduzida de cada componente ser mista, mesmo quando o
estado global é puro. Desta forma, é natural pensar que a quantificação da falta de
informação sobre cada componente de um par emaranhado possa ser uma boa medida
do emaranhamento do par. Para quantificar a ignorância sobre um estado ρ, pode-se
usar a entropia de von Neumann (um estudo mais detalhado de medidas entrópicas de
emaranhamento é feito na seção 2.5), definida por:
S(ρ) = −Tr[ρ log2 ρ], (2.48)
onde a base 2 é escolhida pela influência da teoria da informação, onde todos os logaritmos
são calculados nesta base.
Para estados puros S(ρ) = 0, situação em que o estado é bem definido (a informação





λi log2 λi, (2.49)
onde λi são os autovalores de ρ
1. O uso da entropia de von Neumann para quantificar
emaranhamento foi introduzida por Bennett et al. [15]. Basicamente, a quantificação
do emaranhamento para sistemas bipartidos puros é feita calculando-se a entropia da
matriz densidade reduzida de qualquer um dos dois subsistemas envolvidos; o resultado é
o mesmo. Podemos provar essa propriedade utilizando a desigualdade de Araki-Lieb [12],
|S(ρA)− S(ρB)| ≤ S(ρAB) ≤ S(ρA) + S(ρB). (2.50)
Se o estado global é puro, então S(ρAB) = 0. A única maneira de satisfazer a primeira
desigualdade é exigindo que S(ρA) = S(ρB).
A esta quantidade baseada na entropia de von Neumann damos o nome de entropia de
emaranhamento, E(ρ). Para estados separáveis, E(ρ) = 0 e, para estados emaranhados,
0 < E(ρ) ≤ log2D, onde D é a dimensão do subsistema. Se E(ρ) = log2D, o estado é
dito maximamente emaranhado.
1No caso de autovalores nulos adotamos 0 log2 0 = 0, resultado que é obtido de limx→0 x log2 x.
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O emaranhamento de um estado puro pode ser calculado então por
E(ρAB) = S(ρA) = S(ρB) = −
∑
µ
λµ log2 λµ, (2.51)
onde λµ são os autovalores de ρ
A ou ρB.
Uma boa medida de emaranhamento E(ρ) deve satisfazer alguns requisitos [16]:
• Se ρ for separável, então E(ρ) = 0.
• O grau de emaranhamento de ρ não pode aumentar devido a operações locais e
comunicações clássicas2. Ou seja, se M representa um mapa que pode ser imple-
mentado por operações locais e informação clássica, então
E(M(ρ)) ≤ E(ρ). (2.52)
• Normalização: O emaranhamento de um estado puro maximamente emaranhado ρ
de dimensão D ⊗D deve ser dado por:
E(ρ) = log2D. (2.53)
• Continuidade: No limite em que a distância entre dois estados tende a zero, a
diferença entre seus emaranhamentos deve tender a zero, ou seja,
E(ρ)− E(σ)→ 0, (2.54)
para ||ρ− σ|| → 0, onde ||A|| =
√
Tr[A†A] é a norma de Hilbert-Schmidt.
• Aditividade: O emaranhamento de n cópias idênticas de ρ deve ser igual a n vezes
o emaranhamento de uma cópia, ou seja:
E(ρ⊗n) = nE(ρ). (2.55)
2Do termo em inglês LOCC: local operations and classical communications. É definido quando uma
operação local é realizada em parte do sistema e o resultado é “comunicado” classicamente para a outra
parte onde geralmente outra operação local é realizada.
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• Subaditividade: O emaranhamento do produto tensorial de dois estados não deve
ser maior que a soma do emaranhamento de cada estado, isto é:
E(ρ⊗ σ) ≤ E(ρ) + E(σ). (2.56)
• Convexidade: O emaranhamento deve ser uma função convexa, ou seja:
E(λρ+ (1− λ)σ) ≤ λE(ρ) + (1− λ)E(σ), (2.57)
para 0 < λ < 1.
O conjunto de requisitos realmente necessários para quantificar o emaranhamento
é uma questão em aberto [16, 17]. Na verdade, algumas das propostas existentes na
literatura não satisfazem alguns dos requisitos listados acima.
Para estados bipartidos puros, a entropia do estado reduzido é considerada uma boa
medida de emaranhamento. Entretanto, para estados mistos E(ρ) não pode mais ser
utilizada para quantificar emaranhamento, pois cada subsistema pode ter entropia nula
mesmo quando o estado global do sistema é emaranhado. Para estados mistos não existe
uma única proposta para quantificar o emaranhamento utilizando essa mesma abordagem.
Dessa forma, foram desenvolvidos alguns quantificadores que se baseiam em propri-
edades matemáticas das matrizes densidades do sistema. Nessa dissertação iremos focar
numa medida conhecida como concorrência (adequada para sistemas de dois qbits). Ela
foi desenvolvida por Hill e Wootters, para estados de dois qbits de posto 23 [18], e, poste-
riormente, generalizado por Wootters para qualquer estado de dois qbits [19].
Esta função está relacionada com a operação spin-flip de ρ dada por:
ρ̃ = σy ⊗ σyρ∗σy ⊗ σy. (2.58)














3O posto de uma matriz é o número de autovalores não nulos dela.
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onde λi são os autovalores em ordem decrescente da matriz ρρ̃. C(ρ) é um quantifica-
dor de emaranhamento, sendo 0 para estados separáveis e 1 para estados maximamente
emaranhados.
2.4.2 Paradoxo EPR e Desigualdades de Bell
Em 1935, Albert Einstein, Natan Rose e Boris Podolsky publicaram um trabalho [1]
que definiu um quadro conceitual que ficou conhecido como Paradoxo EPR. Neste artigo,
os autores defendem que a mecânica quântica é uma teoria incompleta, ou seja, ela não
possui os requisitos necessários para que seja aceita como uma teoria f́ısica. A ideia
fundamental que está por trás do artigo de EPR é o conceito de realismo local, ou seja, a
hipótese de que, numa teoria completa, os objetos f́ısicos possuem propriedades definidas
que independem do processo de observação (elemento de realidade), e de que uma medida
feita por um observador não pode influenciar medidas feitas por outro observador, se eles
estiverem separados de tal forma que a troca de informações entre eles seja imposśıvel
(causalidade).
Assim, define-se o paradoxo EPR: se condições aparentemente razoáveis, tais como
localidade e realismo, forem introduzidas na mecânica quântica, obteremos uma contradi-
ção. Para exemplificar o paradoxo vamos utilizar a formulação feita por David Bohm [20],
que é mais simples que a formulada inicialmente em [1]. Considere o estado singleto de
duas part́ıculas, A e B, de spin 1/2, que se encontram afastadas espacialmente:
|ψ−〉 = 1√
2
(|0A1B〉 − |1A0B〉), (2.60)
onde {|0〉, |1〉} são os autoestados do spin na direção ẑ, com autovalores +~/2 e −~/2,
respectivamente. Como o singleto é invariante quando as mesmas rotações são aplicadas
nos dois sistemas, vamos escrevê-los em termos dos autoestados de spin numa direção ~v
arbitrária, de forma que
|ψ−〉 = 1√
2
(|+A −B〉 − | −A +B〉), (2.61)
onde {|+〉, |−〉} são os autoestados do spin na direção ~v, com autovalores +~/2 e −~/2,
respectivamente. Se realizarmos uma medida do mesmo observável nos dois sistemas,
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os resultados sempre serão anti-correlacionados, isto é, se encontrarmos +~/2 para A, o
resultado para B será −~/2.
Agora considere que Sz tenha sido medido para a part́ıcula A e que o resultado +~/2
tenha sido obtido. Então, se medirmos Sz em B, o resultado certamente será −~/2. Uma
vez que as duas partes estão afastadas espacialmente, o fato de medirmos o sistema A não
deveria perturbar o sistema B. Concluimos portanto, que mesmo sem realizar a medição
em B, podemos determinar o valor de Sz com probabilidade 1. Assim, segundo o critério
de EPR, Sz é um elemento de realidade do sistema B. Usando a mesma lógica para Sx,
podemos concluir que Sx também é um elemento de realidade em B.
Se considerarmos que a medida de uma componente de spin no sistema A não pode
perturbar o sistema B, e que A pode escolher qualquer direção para a medida que o re-
sultado em B poderá ser determinado com probabilidade 1, encontramos uma maneira de
determinar o spin da part́ıcula B nas direções x ou z sem perturbá-la, ou seja, sem reali-
zar nenhuma medida. Portanto, segundo o critério de EPR, deve haver, simultaneamente,
elementos de realidade correspondentes ao spin da part́ıcula B nas direções x e z.
Porém, sabemos que Sz e Sx são operadores que não comutam, ou seja, [Sz, Sx] 6= 0.
Não é posśıvel definir um estado quântico em que os resultados das medições de ambos os
observáveis possam ser determinados simultaneamente. Logo, de acordo com a hipótese de
EPR, essa impossibilidade faz com que a mecânica quântica seja considerada uma teoria
incompleta. A hipótese levantada é que deve haver uma teoria mais completa, compat́ıvel
com a mecânica quântica, que explique esses elementos de realidade.
Para resolver esse paradoxo e tornar a mecânica quântica compat́ıvel com a hipótese
de realismo local, foi postulada a existência de um conjunto de variáveis conhecidas como
“variáveis ocultas”. Um modelo de variáveis ocultas seria capaz de reproduzir todas as
previsões da mecânica quântica sem apresentar a contradição apontada por EPR. Ou
seja, a teoria de variáveis ocultas nos prega que a teoria quântica não é incompleta, mas
falta-nos informação sobre todas as variáveis que determinam o estado do sistema. Se elas
fossem conhecidas, então podeŕıamos reproduzir todos os resultados quânticos utilizando
alguma teoria clássica local.
Entretanto, em 1964, John Bell [2] descobriu uma maneira de testar a compatibilidade
da teoria de variáveis ocultas na mecânica quântica utilizando os argumentos propostos
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por EPR. Bell demonstrou que estados emaranhados violam as premissas de EPR, e a
mecânica quântica passou a ser considerada não-local, ou seja, não existe nenhuma teoria
local de variáveis ocultas que consiga reproduzir os resultados da teoria quântica. A partir
desse teste apareceram generalizações que ficaram conhecidas como desigualdades de Bell
e que foram verificadas experimentalmente. Os primeiros experimentos que comprovaram
as previsões de Bell foram realizados por Freedman e Clauser [21] em 1972, e por Aspect
et. al. [3] em 1982. Até os dias atuais são feitos diversos experimentos que demonstram
que estados emaranhados violam as desigualdades de Bell.
A desigualdade de Bell mais conhecida é a proposta por Clauser, Horne, Shimony e
Holt [22] em 1969. Podemos deduzir essa desigualdade de maneira simples utilizando o
seguinte exemplo: os qbits de um par emaranhado são enviados para laboratórios distintos,
um para Alice e outro para Bob. Alice pode medir um de dois observáveis (incompat́ıveis)
A e A′, enquanto Bob pode medir B ou B′ (também são observáveis incompat́ıveis).
Suponha que os observáveis A, A′, B e B′ assumem valores ±1 e sejam funções de variáveis
ocultas aleatórias.
Se A e A′ tiveremo o mesmo sinal, então A+A′ = ±2 e A−A′ = 0; se tiverem sinais
diferentes, então A+ A′ = 0 e A− A′ = ±2. Portanto
BCHSH ≡ (A+ A′)B + (A− A′)B′ = ±2. (2.62)
A hipótese de variáveis ocultas é implementada ao assumirmos que os valores ±1 podem
ser atribúıdos simultaneamente para as quatro observáveis, mesmo quando é imposśıvel
medir ambos A e A′, ou ambos B e B′. Assim
|〈BCHSH〉| ≤ 〈|BCHSH|〉 = 2, (2.63)
de modo que
|〈AB〉+ 〈A′B〉+ 〈AB′〉 − 〈A′B′〉| ≤ 2. (2.64)
Este resultado é conhecido como desigualdade CHSH (de Clauser-Horne-Shimony-Holt).
Isso se verifica para quaisquer variáveis aleatórias A,A′, B,B′ assumindo valores ±1 que
são governadas por uma distribuição de probabilidade conjunta.
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Para ver que a mecânica quântica viola a desigualdade CHSH, faça A,A′ denotarem
os operadores Hermiteanos
A = ~σ(A) · â, A′ = ~σ(A) · â′, (2.65)
referente ao qbit em posse de Alice, onde â, â′ são vetores tridimensionais. Similarmente,
sejam B,B′ dados por
B = ~σ(B) · b̂, B′ = ~σ(B) · b̂′, (2.66)
referente ao qbit de Bob. Cada observável tem autovalores ±1, os quais, portanto, devem
ser os resultados posśıveis numa medida do observável.








|ψ−〉 = −â · b̂ = − cos θ, (2.67)
onde θ é o ângulo entre â e b̂. Considere o caso onde â′, b̂, â, b̂′ são coplanares e separados
por sucessivos ângulos de 45o. Então as previsões da mecânica quântica são
















2 6≤ 2. (2.69)
Claramente, a desigualdade é violada pela previsão da mecânica quântica.
As desigualdades de Bell são utilizadas teórica e experimentalmente até os dias atuais
para indicar correlações entre sistemas. Ou seja, se os sistemas não estão emaranhados,
eles não violam nenhuma desigualdade de Bell. Porém, foi mostrado pela primeira vez
por Werner [23], em 1989, que existem estados mistos emaranhados (não-separáveis) que
também não violam nenhuma desigualdade, fazendo com que o emaranhamento seja con-
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siderado como um indicador mais apropriado para a existência de correlações quânticas
entre sistemas, enquanto que as desigualdades sejam indicadores de correlações quânticas
não-locais.
2.5 Entropias
Para o desenvolvimento do trabalho, vamos descrever diferentes entropias que serão
utilizadas na abordagem do caṕıtulo 3. Como já foi enunciado antes, a entropia de von
Neumann é um bom quantificador de emaranhamento para estados puros, mas existem
outras medidas entrópicas que também podem ser utilizadas nesse sentido. Entre elas
estão a entropia linear, a entropia de Rényi, a entropia de Tsallis, etc. Nessa seção
apresentaremos algumas propriedades dessas entropias.
2.5.1 Entropia de von Neumann
Em 1927, von Neumann propôs uma extensão da entropia clássica de Boltzmann e
Gibbs para a mecânica quântica,
S(ρ) = −kBTr[ρ log(ρ)], (2.70)
sendo kB a constante de Boltzmann, que será considerada igual a um, o que corresponde
a medir a temperatura em ergs ao invés de Kelvin para tornar a entropia uma quantidade
adimensional.
A função (2.70) só pode ser “corretamente” definida [24] na mecânica quântica, na
qual não há ambiguidade na definição do conceito de microestados acesśıveis ao sistema.








isto é, um sistema maximamente misturado, já que todos os estados puros |k〉〈k| são
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obtidos com a mesma probabilidade. A entropia de von Neumann para esse estado é
S(ρ) = logN. (2.72)
Logo, a entropia de von Neumann é um quantificador do número de estados puros acesśı-
veis ao sistema. A entropia será nula somente no caso de um estado puro, que é a situação
em que se conhece completamente o estado do sistema.
A entropia de von Neumann é conceitualmente bem definida, porém sua utilização
pode ser complicada pois depende do processo de diagonalização de ρ, que nem sempre é
uma operação simples de ser feita, mesmo numericamente. Essa questão será importante
no próximo caṕıtulo quando será necessário utilizar a entropia de von Neumann para o
cálculo de correlações. Será conveniente introduzirmos uma função entrópica mais simples,
a entropia linear.
2.5.2 Entropia linear
Em 1957, U. Fano publicou um artigo [25] que apontava a potencialidade da grandeza
Tr[ρ2] como medida de informação para o caso de estados globais puros. Mais tarde,
levando em conta o fato de que estados puros tem a propriedade de idempotência (2.36),
vários trabalhos [26–28] utilizaram o conceito de entropia linear,
SL(ρ) = 1− Tr[ρ2]. (2.73)
Esta medida, também chamada de defeito de idempotência, traz as mesmas informações
conceituais da entropia de von Neumann em relação à pureza e à separabilidade quando
aplicada a sistemas globalmente puros.
Alguns limites particulares mostrando a equivalência conceitual com a entropia de von
Neumann podem ser facilmente ilustrados. Por exemplo, para um estado puro normali-
zado (Tr[ρ] = 1), vale a condição de idempotência ρ2 = ρ, e consequentemente SL = 0,
o que também acontece para a entropia de von Neumann. Por outro lado, se ρ não é
idempotente, então 0 ≤ Tr[ρ2] < 1, e fatalmente 0 < SL ≤ 1. Apesar da equivalência qua-
litativa (ambas são zero ou ambas são positivas), as entropias em geral não têm a mesma
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amplitude. Usando o mesmo exemplo do operador densidade completamente misturado,
encontramos para a entropia linear SL = 1 − 1N , enquanto S = logN . Esses resultados
mostram que
0 ≤ SL ≤ 1 e 0 ≤ S ≤ ∞. (2.74)
2.5.3 Entropia de Rényi
Em 1960, Alfréd Rényi definiu uma famı́lia de funcionais para quantificar a diversi-
dade, incerteza ou aleatoriedade de um sistema [29]. A entropia de Rényi de ordem α é











onde X é uma variável discreta, pi é a probabilidade do evento X = xi. Se as probabilida-
des forem todas as mesmas então todas as entropias de Rényi da distribuição são iguais,
com SαR(X) = log n. Caso contrário as entropias são fracamente decrescentes em função
de α.











log Tr(ρα) = −Tr(ρ log ρ). (2.77)
A entropia de Rényi também pode ser utilizada para quantificar emaranhamento.
Para este fim costuma-se utilizar a entropia de Rényi para α = 2, pois satisfaz a maioria
das condições enumeradas na seção 2.4.1.
Neste caṕıtulo fizemos a apresentação de conceitos preliminares necessários para o
entendimento dessa dissertação. Iniciamos com a apresentação de alguns postulados da
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mecânica quântica, a definição de qbit e uma descrição do que são correlações quânticas
e como quantificá-las. Para finalizar, descrevemos algumas medidas entrópicas que serão
essenciais no desenvolvimento do próximo caṕıtulo.
Capı́tulo 3
Discórdia Quântica e Medidas Alternativas
No caṕıtulo anterior, abordamos duas maneiras de avaliar a presença de correlações
entre sistemas quânticos, o emaranhamento e as desigualdades de Bell. Esses dois con-
ceitos foram utilizados largamente até final do século XX para indicar a existência de
correlações não-locais em sistemas quânticos. Enquanto o emaranhamento está definido
como a não-separabilidade dos estados num sistema composto, as desigualdades de Bell
são testes baseados na hipótese de existência de uma teoria local com “variáveis ocultas”.
Como existem estados emaranhados que não violam as desigualdades de Bell, estas últi-
mas são modernamente encaradas como medidores da não-localidade do estado, embora
não haja ainda uma teoria bem definida para a quantificação desta noção. O emaranha-
mento, por sua vez, recurso essencial da ciência da informação quântica, é considerado
como uma quantificador de correlações exclusivamente quânticas de um estado.
Em 2001, Zurek e Ollivier [4] e, independentemente, Henderson e Vedral [5], utili-
zando conceitos de teoria da informação, demonstraram que existem correlações que não
são capturadas por medidas de emaranhamento, ou seja, mesmo quando há separabili-
dade de estados ainda existem correlações “puramente” quânticas que podem ser usadas
em processos de computação quântica. Esse novo quantificador de correlações ficou conhe-
cido como discórdia quântica, descrita em detalhes na seção 3.1. A partir destes trabalhos
iniciou-se uma busca para entender o significado f́ısico dessas correlações e novos quanti-
ficadores foram propostos como, por exemplo, a discórdia geométrica [6].
Como veremos na próxima seção, a discórdia quântica depende da realização de uma
28
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medida em um dos subsistemas, e como a base da medida não é única, propôs-se uma
otimização sob a que menos “perturbe” o sistema. Esse procedimento não é simples de
ser feito, mesmo numericamente. Além disso, a discórdia é fundamentada na entropia de
von Neumann, que requer a solução da equação de autovalores do sistema aumentando
ainda mais a complexidade dos cálculos. Motivados por esta dificuldade, definimos como
objetivo desta dissertação a proposição e investigação de formulações alternativas para a
discórdia. Em particular, como primeira abordagem, adotaremos a estratégia de substi-
tuirmos a medida entrópica da discórdia por outra mais simples, como a entropia linear
e a entropia de Rényi. A escolha destas entropias se deve ao fato de que elas depen-
dem apenas da pureza do sistema, Tr(ρ2), que é facilmente obtida para qualquer sistema
bipartido.
Neste caṕıtulo iremos apresentar a discórdia entrópica original (definida por Zurek e
Ollivier [4]) e a discórdia geométrica [6]. Essas medidas de correlação valem para sistemas
bipartidos, mas vamos focar nossa abordagem da troca de entropias para estados de
dois qbits, mais especificamente para uma sub-classe de estados conhecidos como estados
X [10].
Para finalizar, partindo dos resultados obtidos para estados X, vamos propor uma
discórdia generalizada baseada na entropia de Tsallis [30], uma generalização de entropias
em função de um parâmetro q, que se torna a entropia de von Neumann quando q → 1 e a
entropia linear quando q → 2. Mostraremos que essa nova definição da discórdia reproduz
todos os resultados das discórdias entrópica e geométrica apenas variando o parâmetro q.
3.1 Discórdia para sistemas bipartidos
3.1.1 Discórdia quântica
Em teoria da informação clássica [31] a entropia H(A) = −
∑
a pa log2(pa), conhecida
como entropia de Shannon, descreve a ignorância sobre uma variável aleatória A. A
correlação entre duas variáveis aleatórias A e B é medida pela informação mútua,
J(A : B) = H(A)−H(A|B), (3.1)
3.1. Discórdia para sistemas bipartidos 30
onde H(A|B) =
∑
b pbH(A|b) é a entropia condicional de A dado que foi feita uma medida












(regra de Bayes). (3.3)
De acordo com a regra de Bayes, pA|b se refere ao conhecimento dispońıvel sobre uma
variável aleatória A depois que um dado resultado b foi medido para a variável B. Por
outro lado, pA|b e pb representam, respectivamente, a probabilidade de A ∩ (B = b) e
a probabilidade do resultado b, sem referência à medida. Eles podem ser considerados
como o conhecimento prévio ao processo de inferência. De pA|b = (pA,b/pApb)pA vemos
como o conhecimento prévio pA é atualizado após uma medida em B, contanto que A e
B sejam eventos dependentes. Para distribuições independentes, pA,B = pApB, de modo
que H(A|B) = H(A).
Assim, vemos que a informação mútua J(A : B) corresponde ao desvio da situação de
“independência”. Logo, é uma medida das correlações entre A e B. Isto é, a informação
mútua mede a diminuição média da entropia em A quando fazemos uma medida B.
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Assim temos uma expressão classicamente equivalente para a informação mútua:
I(A : B) = H(A) +H(B)−H(A,B). (3.6)
Nessa forma, observamos que não é necessário fazer uma medida do valor de B. A
informação mútua pode ser obtida através da entropia de cada variável e da entropia
conjunta H(A,B). Logo, classicamente, essas duas expressões são idênticas:
I(A : B) = J(A : B). (3.7)
A ideia para a discórdia quântica é a generalização do conceito de informação mútua
para sistemas quânticos. Suponha um sistema bipartido AB descrito pela matriz densi-
dade ρ ≡ ρAB e os subsistemas A, B com matrizes densidades reduzidas ρA, ρB, onde
ρA = TrB[ρ
AB] e ρB = TrA[ρ
AB]. A informação mútua pode ser usada mais uma vez para
quantificar as correlações totais entre A e B. Um análogo quântico da expressão (3.6) é
I(ρAB) = S(ρA) + S(ρB)− S(ρAB), (3.8)
onde S(ρA) é a entropia do subsistema A, S(ρB) é a entropia do subsistema B e S(ρAB)
é a entropia do sistema. Usualmente, utiliza-se a entropia de von Neumann SvN(ρ) =
−Tr[ρ log2 ρ] como medida de entropia devido à sua associação direta com a entropia
clássica de Shannon.
Para a versão quântica de (3.1), foi proposto [4] que
J(ρAB) = S(ρA)− S(ρA|B), (3.9)
onde a entropia condicional quântica S(ρA|B) depende de qual observável medimos em
B. Ou seja, é preciso especificar a medida, o que é feito formalmente e, de forma geral,
através da utilização dos elementos POVM1. Dentro desse conjunto de medidas, existe
uma classe conhecida como medida projetiva von Neumann, definida por operadores de
1Do termo em inglês positive-operator valued measure [12], que são operadores de medida cujos resul-
tados são positivos definidos.
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projeção. Essa medida em B projeta o sistema num ensemble estat́ısitico {pk, ρk}, tal que
ρ→ ρk =





(1A ⊗ PBk )ρAB(1A ⊗ PBk )
]
. (3.11)
Utilizando a propriedade ćıclica do traço total e a idempotência do projetor PBk , podemos
reescrever a equação (3.11) na forma
pk = Tr
[
ρAB(1A ⊗ PBk )
]
. (3.12)
Observe que ρk tem traço unitário e
∑
k pk = 1.
A matriz densidade condicional ρA|k é obtida através de um traço parcial no sistema B,
ρA|k = TrB
[




Embora em teoria de informação clássica as duas formas de se calcular a informação
mútua sejam equivalentes (3.7), o mesmo não ocorre quando analisamos sistemas quânti-
cos, porque a medida altera o estado do sistema. A partir dessa análise podemos definir
a discórdia quântica como sendo a mı́nima diferença entre essas expressões, uma maneira












onde o processo de minimização é feito para que a fórmula final da discórdia não dependa
da escolha do conjunto de projetores de medida. Logo, define-se a discórdia quântica
como sendo o resultado obtido para a diferença das informações mútas no caso em que a
medida produz o menor desvio.
A equação (3.14) é conhecida como “discórdia quântica”. Podemos notar que essa
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expressão é assimétrica, pois
S(ρA)− S(ρA|B) 6= S(ρB)− S(ρB|A). (3.15)
Realizar a medida no sistema B, ao invés do sistema A é perfeitamente leǵıtimo, mas
o resultado, em geral, é um valor diferente da discórdia. Uma discussão mais detalhada
desse aspecto é feita em [32] e uma proposta de generalização simétrica, válida inclusive
para sistemas multipartidos, pode ser encontrada em [33]. Neste trabalho, focamos na
versão assimétrica que apresentamos aqui, mas uma posśıvel generalização dos nossos
resultados para a versão simétrica pode ser obtida e analisada posteriormente.
Foi verificado que não somente estados emaranhados, mas quase todos os estados
separáveis possuem discórdia quântica não nula [34], ou seja, são afetados pelo processo
de medida, exibindo correlações quânticas. Para o caso de estados puros, a discórdia
se reduz à entropia marginal de um dos dois subsistemas e, dessa forma, à medida de
emaranhamento. A discórdia quântica para todos os estados de dois qbits satisfaz
0 ≤ D(ρAB) ≤ 1. (3.16)
Uma ilustração interessante das correlações discutidas acima realizada por Olliveir e




1+ z|ψ〉〈ψ|, |ψ〉 = (|00〉+ |11〉)/
√
2. (3.17)
Neste caso, os resultados na figura 3.1 mostram que, para valores de z ≤ 1/3, o estado
é separável (não-emaranhado), mas possui discórdia não nula. Fica claro nesse exemplo
que a discórdia “revela” que ainda existem correlações quânticas mesmo quando não há
emaranhamento.
3.1.2 Discórdia geométrica
Recentemente, por causa da dificuldade no cálculo da discórdia quântica, foi proposta
uma nova medida de correlação para estados gerais de dois qbits conhecida como discórdia
geométrica [6].
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Figura 3.1: Discórdia (linha azul) e emaranhamento (linha vermelha) em função do parâ-
metro de pureza z para o estado de Werner.
Considere um sistema bipartido AB no qual se pretende realizar uma medida no
subsistema B. A maioria dos estados (emaranhados ou separáveis) são perturbados pela
medida; entretanto existe uma subclasse de estados que é invariante e apresenta discórdia







i ⊗ |i〉〈i|, (3.18)
onde pi é uma distribuição de probabilidade, ρ
A
i é a matriz densidade reduzida de A e
{|i〉} é um conjunto de vetores ortonormal em HB. Um estado clássico-quântico não é
afetado pela medida em B de nenhuma maneira.
Este estado pode ser interpretado da seguinte forma. Suponha que saibamos que o
observável do subsistema B será medido na base {|i〉} mas que não nos seja revelado o
resultado obtido. Diante da informação da base escolhida, tudo o que podemos dizer é
que o estado após a medida será ρAi ⊗ |i〉〈i| com probabilidade pi. Em média, após várias
medidas não lidas, tudo o que poderemos dizer é que o estado será dado por χ. Este tipo
de interpretação auxilia na definição de uma interpretação operacional para a discórdia [7].
Sendo Ω o conjunto de estados clássicos-quânticos de dois qbits e χ um elemento
genérico deste conjunto, a discórdia geométrica DG(ρ) é definida como a distância entre
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onde ||A||2 = Tr[AAT ] é o quadrado da norma de Hilbert-Schimdt da matriz A.
Assim, a discórdia geométrica (3.19) é baseada numa medida de distância entre es-
tados quânticos, enquanto a discórdia entrópica (3.14) baseia-se numa diferença entre
medidas de informação. Apesar de terem naturezas diferentes, essas duas medidas captu-
ram correlações de mesma natureza. Uma análise nesse sentido foi realizada por Girolami
e Adesso em [36].
3.2 Sistemas de dois qbits
Considere um sistema de dois qbits com espaço de Hilbert C2⊗C2 e base computacional
{|00〉, |01〉, |10〉, |11〉}. Na representação de Bloch, qualquer estado para esse sistema pode














onde 1AB é a matriz identidade para o sistema composto, 1A e 1B são as matrizes iden-
tidade para o subsistemas A e B, respectivamente. ~σ = (σ1, σ2, σ3) com σ1, σ2, σ3 sendo
as matrizes de Pauli nas direções x, y, z. ~x = (x1, x2, x3), ~y = (y1, y2, y3) ∈ R3 e tij são
números reais que denotam os elementos na matriz de correlação T .
Se realizarmos operações unitárias locais podemos reescrever esse sistema numa forma














Neste formato, a matriz densidade é completamente definida por nove parâmetros reais
arranjados em vetores tridimensionais, ~a = (a1, a2, a3), ~b = (b1, b2, b3) e ~c = (c1, c2, c3).
2Os detalhes dessa transformação são apresentados no Apêndice A.
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Todo estado de dois qbits pode então ser simplificado na sua forma normal através de
transformações locais unitárias (que preservam emaranhamento e correlações em geral,
por definição). Assim, podemos restringir nossa análise para matrizes densidades da
forma (3.21) sem qualquer perda de generalidade.
3.2.1 Estados X
Como vimos, o cálculo da discórdia nem sempre é um processo simples, principalmente
pelo fato de ser necessária uma otimização em termos da medida que menos perturbe o
sistema. Dessa forma, será conveniente considerar também estados mais simples em nossa
análise. Para estudos de caso utilizaremos os estados X [10], os quais recebem este nome
devido à forma da matriz densidade. A matriz densidade de um estado X de dois qbits,
na base computacional, pode ser escrita na forma
ρX =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ32 ρ33 0
ρ41 0 0 ρ44
 . (3.22)
Para que represente um estado f́ısico, a equação (3.22) deve satisfazer as condições de
traço unitário,
∑4
i=1 ρii = 1, e positividade, ρ22ρ33 ≤ |ρ23|2 e ρ11ρ44 ≤ |ρ14|2. Os estados
X são emaranhados se, e somente se, ρ22ρ33 < |ρ14|2 ou ρ11ρ44 < |ρ23|2.
Para reescrevermos essa classe de estados utilizando a definição da matriz densidade





1− a3 − b3 + c3 0 0 c1 − c2
0 1− a3 + b3 − c3 c1 + c2 0
0 c1 + c2 1 + a3 − b3 − c3 0
c1 − c2 0 0 1 + a3 + b3 + c3
(3.23)
que satisfaz automaticamente a condição do traço.
Vamos iniciar nossa análise da discórdia quântica via diferentes entropias, assim como
da discórdia geométrica, utilizando uma famı́lia de estados X mais simples, com marginais
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onde cj são constantes reais e ρ
A = ρB = 1/2 são as matrizes reduzidas para cada





1 + c3 0 0 c1 − c2
0 1− c3 c1 + c2 0
0 c1 + c2 1− c3 0
c1 − c2 0 0 1 + c3
 . (3.25)
















(1 + c1 + c2 − c3), (3.26)
onde os coeficientes cj devem satisfazer a condição na qual λl ∈ [0, 1], que garante a
positividade da matriz densidade e a propriedade de traço unitário.











Calculando a informação mútua (3.8) para a matriz densidade (3.24), obtemos
IvN(ρ




3.2. Sistemas de dois qbits 38






















via entropia linear, SL(ρ) = 1− Tr(ρ2).
Agora é preciso calcular a informação mútua após realizar uma medida em um dos
subsistemas. Para isso, utiliza-se uma medida generalizada von Neumann, dada por
PBk = VΠkV
†,
Πk = |k〉〈k|, k = 0, 1
V ∈ SU(2), (3.31)
onde V é unitário e é dado por
V = v01
B + i~v · ~σB, (3.32)
com v0 ∈ R, ~v = (v1, v2, v3) ∈ R3 e v20 + v21 + v22 + v23 = 1. Os operadores de medida
PBk consistem em projetores arbitrários, obtidos através de uma rotação genérica induzida












Assim, utilizando as equações (3.11) e (3.13), obtemos os estados reduzidos de A após
a realização de uma medida em B. Para os estados X com marginais maximamente
misturadas, as matrizes reduzidas para os dois valores posśıveis de k são, com probabili-
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(1− c1z1σ1 − c2z2σ2 − c3z3σ3), (3.34)
onde 
z1 := 2(−v0v2 + v1v3),





3 − v21 − v22.
Para calcular a informação mútua após realizar uma medida na parte B, precisamos





















de forma que a informação mútua (3.9) se reduz a
JvN(ρ



















log2 [1− θ] +
1 + θ
2









ou, equivalentemente, dos parâmetros de V .




3 = 1. Definindo
c := max {|c1|, |c2|, |c3|} , (3.38)
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podemos construir uma desigualdade para θ,
θ ≤
√






θ = c. (3.40)
Logo, o valor máximo de θ, e consequentemente de JvN(ρ
AB), depende do valor máximo
entre |c1|, |c2| e |c3|.
Finalmente, podemos escrever uma expressão anaĺıtica para a discórdia (3.14), depois





[(1− c1 − c2 − c3) log2(1− c1 − c2 − c3)
+(1− c1 + c2 + c3) log2(1− c1 + c2 + c3)]
+(1 + c1 − c2 + c3) log2(1 + c1 − c2 + c3)]






log2(1 + c). (3.41)
Esse resultado foi obtido por Luo em [38].
Agora, fazendo o mesmo procedimento, porém com a entropia de Rényi ao invés da









− log2(1 + c2), (3.42)














Analiticamente, podemos observar que a estrutura da discórdia de Rényi (3.42) e da
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discórdia linear3 (3.43) são muito mais simples se comparadas com a discórdia usual.
Porém, precisamos verificar a validade desses resultados para qualquer estado descrito
por (3.24). Para realizar essa verificação, construimos um gráfico no qual variamos c1, c2
e c3 aleatoriamente e, desde que eles satisfaçam a condição de positividade λl ∈ [0, 1], é
marcado um ponto no gráfico relacionando a discórdia com as “novas” discórdias. Esse
procedimento foi feito para 106 conjuntos de pontos4.
Figura 3.2: Comparação entre DR(ρ
AB) e DvN(ρ
AB), a região azul é preenchida pelos
pontos marcados relacionando as duas medidas e as bordas são descritas por estados
definidos pelas equações (3.44), (3.45) e (3.46).
A primeira análise é feita entre a discórdia e a discórdia de Rényi dada pela figura 3.2.
Podemos observar que para essa classe de estados, a troca das entropias é satisfatória,
pois as duas medidas de discórdia possuem os mesmos limites em zero e um, e para todos
os estados ambas medidas são positivas.
Porém, dentro do domı́nio de existência das duas medidas verificam-se ordenamentos
distintos. Para exemplificar este ponto considere os dois estados marcados na figura
3.2, ρ1 e ρ2. Note que DR(ρ1) > DR(ρ2), enquanto DvN(ρ1) < DvN(ρ2). Esse problema é
3Por simplicidade, a partir de agora vamos chamar de discórdia de Rényi a discórdia calculada via
entropia de Rényi, discórdia linear a discórdia via entropia linear e apenas de discórdia quando é calculada
usando a entropia de von Neumann.
4Esse tipo de comparação entre medidas de correlação é normalmente utilizado para comparações
entre diferentes quantificadores de emaranhamento. Uma análise envolvendo a discórdia e a discórdia
geométrica foi feita em [36].
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observado também em análises envolvendo comparações entre medidas de emaranhamento
(por exemplo, em [39]).
A partir do gráfico conseguimos também identificar os estados que descrevem a borda
da região preenchida pelos pontos:
• Linha azul fina:
DR(ρ
AB) ≥ D2vN(ρAB); (3.44)





1− z 0 0 0
0 1 + z −2z 0
0 −2z 1 + z 0
0 0 0 1− z
 ; (3.45)





α 0 0 α
0 1− α 0 0
0 0 1− α 0
α 0 0 α
 ; (3.46)
• Linha vermelha fina: continuação anaĺıtica obtida a partir dos estados α.
Assim, podemos assegurar que a troca da entropia de von Neumann pela entropia
de Rényi pode ser feita de forma bem sucedida para a sub-classe de estados X com
as marginais maximamente misturadas. Vamos estender essa análise para estados mais
gerais, mas antes, vamos fazer a mesma análise utilizando a entropia linear.
Ao analisarmos a figura 3.3, fica claro que a mesma correspondência que t́ınhamos na
figura 3.2 não é mais satisfeita. Para o caso da troca da entropia de von Neumann pela
entropia linear existe uma classe de estados que não satisfaz a correspondência, ou seja,
DvN(ρ
AB) é zero para estados nos quais DL(ρ
AB) 6= 0 (linha vermelha no gráfico). Esses
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Figura 3.3: Comparação entre DL(ρ
AB) e DvN(ρ
AB), a região azul é preenchida pelos
pontos marcados relacionando as duas medidas e a linha vermelha é descrita pelos estados
definidos na equação (3.47).




(1+ zσi ⊗ σi) , 0 ≤ z ≤ 1. (3.47)
Com esse resultado, verificamos que a troca da entropia de von Neumann diretamente pela
entropia linear não satisfaz as condições para que seja uma boa medida de correlação.
Ao invés de abandonarmos a ideia de utilizar a discórdia linear, vamos propor uma
renormalização da entropia em termos da dimensão das matrizes5, ou seja,
SL(ρ) = 1− Tr(ρ2)→
{
SL(ρ
AB) = η′ − ν ′Tr[(ρAB)2],
SL(ρ
A(B)) = η − νTr[(ρA(B))2],
onde ν, ν ′, η e η′ são parâmetros a serem ajustados. Para essa entropia linear “normali-
zada”, obtemos a expressão
DL(ρ













5Em algumas definições aparece a dimensão do sistema, para assegurar que ela varie de zero a um.
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A fim de satisfazer a correspondência entre as discórdias, isto é, garantir queDvN(ρ
AB) =
0 somente quando DL(ρ
AB) = 0, determinam-se os parâmetros de ajuste: ν ′ = 2ν e
η′ = 2η − ν
2












Utilizando a discórdia normalizada (3.49) conseguimos reestabelecer novamente a corres-
pondência entre as discórdias calculadas por diferentes entropias, resultado que é apre-
sentado na figura 3.4, para ν = 1.
Figura 3.4: Comparação entre DL(ρ
AB) e DvN(ρ
AB), a região azul é preenchida pelos
pontos marcados relacionando as duas medidas e as bordas são descritas por estados
definidos pelas equações (3.45), (3.46), (3.50) e (3.51).
Novamente, conseguimos descrever os estados que compõem a borda da região preen-
chida pelos pontos da simulação estat́ıstica:
• Linha roxa:
DL(ρ
AB) ≥ D2V N(ρAB); (3.50)
• Linha azul: estados de Werner (3.45);
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• Linha vermelha: estados α (3.46);





1− z1/6 0 0 2z6
0 1 + z1/6 0 0
0 0 1 + z1/6 0
2z6 0 0 1− z1/6
 . (3.51)
Uma análise entre a discórdia e a discórdia geométrica foi efetuada por Girolami
e Adesso [36], no qual um gráfico similar foi produzido utilizando-se a técnica acima.
Assim como no nosso caso, foi verificada a correspondência conceitual adequada para
as medidas entrópica e geométrica. Vamos fazer a mesma análise aqui, comparando a
discórdia geométrica com a discórdia de Rényi e a discórdia linear.
A expressão expĺıcita fechada da discórdia geométrica para sistemas de dois qbits,
dados pela equação (3.20), foi obtida por Vedral et. al. em [6]. O resultado, em notação




(||~y ~y T ||+ ||T ||2 − k), (3.52)
com k sendo o maior autovalor da matriz ~y~yT + T TT . A discórdia geométrica não é
normalizada a um: seu valor máximo é 1/2 para estados de dois qbits, então é natural
considerar 2DG como uma medida apropriada para uma comparação com a discórdia






||~b~bT ||+ ||~c~c T || − k̃
)
, (3.53)
onde k̃ é o maior autovalor da matriz ~b~bT +~c~c T e ~b e ~c passam a denotar matrizes colunas.
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A comparação com a discórdia de Rényi, dada pela figura 3.5, continua garantindo a
equivalência entre as medidas de correlação, com os mesmos limites.
Figura 3.5: Comparação entre 2DG(ρ
AB) e DR(ρ
AB).
O mesmo comportamento de equivalência entre as medidas de discórdia é descrito
também pela discórdia linear normalizada (figura 3.6). Como podemos notar, para o
Figura 3.6: Comparação entre 2DG(ρ
AB) e DL(ρ
AB).
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caso em que o estado X só depende das variáves c’s, todas reais, a correspondência entre
a discórdia linear e a discórdia geométrica é total, elas são exatamente iguais. Esse
fato é curioso, considerando que a natureza das duas discórdias é diferente (enquanto
uma depende de uma medida em um dos subsistemas, a outra é baseada numa distância
mı́nima até o estado com discórdia nula mais próximo). Se compararmos as equações




Assim, encerramos nossa análise para estados X com marginais maximamente ema-
ranhadas (3.25) e encontramos a equivalência entre a maneira “usual” para o cálculo da
discórdia (via entropia de von Neumann), com a nossa proposta da troca das entropias
(entropia de Rényi e entropia linear normalizada). Para essa classe espećıfica de estados,
podemos afirmar que a discórdia quântica, proposta em [4, 5], pode ser calculada usando
diferentes entropias, apontando a existência de correlações “puramente” quânticas.
Vamos estender nossa análise para estados mais gerais, como aqueles descritos na
seção 3.2.1 pela equação (3.23). Utilizando a equação (3.31), e a mesma medida proposta







Para o cálculo da matriz densidade após a medida (3.13), encontramos as matrizes redu-








(1+ [−z1c1σ1 − z2c2σ2 + (a3 − c3z3)σ3]/(1− b3z3)), (3.56)



















(1 + θ′2). (3.58)
Retornando aos elementos da matriz ρX , as probabilidade se reduzem a
p0 = [(ρ11 + ρ33)k + (ρ22 + ρ44)l],
p1 = [(ρ11 + ρ33)l + (ρ22 + ρ44)k], (3.59)
e θ e θ′ são dados por
θ =
√
[(ρ11 − ρ33)k + (ρ22 − ρ44)l]2 + Θ




[(ρ11 − ρ33)l + (ρ22 − ρ44)k]2 + Θ
[(ρ11 + ρ33)l + (ρ22 + ρ44)k]2
, (3.60)
onde Θ = 4kl[|ρ14|2 + |ρ∗23|2 + 2<(ρ14ρ∗23)] − 16m<(ρ14ρ∗23) + 16n=(ρ14ρ∗23). Definimos os
parâmetros, m, n, k e l como
m = (v0v1 + v2v3)
2,
n = (v0v2 − v1v3)(v0v1 + v2v3),
k = v20 + v
2
3,
l = v21 + v
2
2,
m2 + n2 = klm. (3.61)
Com k+ l = 1 e a última relação, podemos perceber que há duas variáveis independentes
sobre as quais a otimização envolvida na definição da discórdia quântica deve ser feita. Ou
seja, a otimização vai depender apenas de k e m, com n = 0. Usando essas relações, vemos
que esses dois parâmetros são tais que possuem intervalos em k ∈ [0, 1] e m ∈ [0, 1/4].
Usando a otimização proposta em [40], os mı́nimos são obtidos para o conjunto de valores
{k,m} = {(0, 0), (1, 0), (1/2, 0), (1/2, 1/4)}.
Os gráficos correspondentes às comparações entre a discórdia com a discórdia de Rényi
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Figura 3.7: Comparação entre DvN(ρX) e DR(ρX).
Figura 3.8: Comparação entre DvN(ρX) e DL(ρX).
e a discórdia linear (figuras 3.7 e 3.8), mostram que quando “ligamos” mais duas variáveis
no estado do sistema, perdemos a equivalência que t́ınhamos quando era realizada a troca
das entropias. Para essa classe de estados mais gerais, a mudança na entropia não pode
ser efetuada, pois a discórdia, por definição, é sempre positiva, e não é o que de fato
acontece nessa situação. Assim como nos casos anteriores, se aumentarmos o número de
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pontos na elaboração do gráfico, também teremos uma região bidimensional com bordas
descritas por classes espećıficas de estados. Porém, como os resultados para estados X
mais gerais não foram satisfatórios, essa análise não foi realizada.
Assim, encerramos nossa análise afirmando que a troca das entropias só pode ser
efetuada se considerarmos estados X com marginais maximamente misturadas. Para
todos os outros casos não podemos utilizar essa técnica da maneira como propusemos
inicialmente (fazendo a troca das entropias diretamente na definição da discórdia).
3.3 Discórdia linear
Os resultados obtidos mostram que a utilização da entropia linear é satisfatória, a
menos de constantes que foram inseridas para obter essa equivalência. Porém, esses re-
sultados não podem ser estendidos para estados mais gerais. Nesta seção apresentaremos
uma abordagem mais formal para este problema.
Nossa motivação é construir uma discórdia que seja mais simples de ser calculada.
A ideia é adaptar a definição original para acomodar a entropia linear como medida
entrópica, mas ainda assim obedecer ao quadro conceitual básico delineado em [4]. Clas-




p2a = 1− P(A), (3.62)
onde P(A) é o análogo clássico da pureza. O primeiro passo na adaptação do formalismo











Como 0 6 pb 6 1, é claro que HL(A|B) 6
∑
b pbHL(A|b). Porém, continuamos com uma
medida da ignorância média que resta sobre A após uma medida de B. Mudou-se apenas




b 6 1). A
motivação para isto fica clara quando se aplica a regra de Bayes (3.3). Sem o fator p2b
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em (3.63) não seria posśıvel escrever a entropia condicional linear na forma
H
(2)
L (A|B) := HL(A,B)−HL(B) = P(B)− P(A,B). (3.64)
Do ponto de vista da medida de entropia utilizada, a fórmula acima conserva a estrutura
original dada na equação (3.5). Talvez a diferença mais importante ocorra para distri-
buições separáveis pA,B = pApB, em qual caso temos que H
(2)
L (A|B) = P(B)HL(A). Este
resultado difere do tradicional pelo fator multiplicativo P(B). Seguindo o formalismo
anterior, definimos a diferença entre as entropias condicionais lineares pré e pós regra de
Bayes como
∆HL(A|B) := H(1)L (A|B)−H
(2)
L (A|B) = 0. (3.65)
A extensão para o caso quântico é então dada por
DL(ρ











A|k)− SL(ρAB) + SL(ρB)
}
= SL(ρ






onde SL(ρ) = 1 − Tr[ρ2] é a entropia linear quântica e ρA|k é dada por (3.13). Exceto
pela métrica diferenciada e pela nova medida de entropia, a estrutura matemática acima é
similar à da discórdia original dada em (3.14). A fórmula da discórdia linear (3.66) ganha
ainda mais simplicidade matemática se expressa em termos da pureza P(ρ) := Tr[ρ†ρ] =
1− SL(ρ).
Se optarmos por obter a extensão quântica a partir das fórmulas (3.63) e (3.64) escritas
em termos da pureza teremos que
DL(ρ
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É interessante reescrever a discórdia linear em termos de medidas de distância a fim
de compará-la com a discórdia geométrica. No espaço de Hilbert-Schmidt (HS), matrizes
densidades são consideradas como vetores, com produto interno dado por
〈ρ|σ〉 = Tr[ρ†σ]. (3.68)






e medidas de distância são dadas por d(ρ, σ) = ||ρ − σ||. Vê-se imediatamente que















onde Ω é o conjunto de estados com discórdia nula. Em [41] mostrou-se que tais estados
devem ter a forma χ =
∑
~k |~k〉〈~k|ρ|~k〉〈~k|. Como já mencionamos antes, as discórdias linear
e geométrica são, em prinćıpio, diferentes: a primeira está definida pela minimização sobre
operadores de medida em sistemas bipartidos, sendo oriunda de prinćıpios entrópicos,
enquanto a segunda se refere à distância mı́nima em relação a um estado de discórdia
nula em sistemas multipartidos.
Observa-se que a fórmula da discórdia linear, tal como dada pela equação (3.67), pode
ser interpretada como uma expressão do desvio quântico da regra de Bayes pA,B−pBpA|B =
0. Esta ideia fornece uma intuição alternativa para a discórdia.
3.3.1 Discórdia linear para o estado geral de dois qbits
Nesta seção avaliaremos nossa proposta de discórdia através da comparação com uma
medida bem estabelecida de correlações quânticas, como a discórdia geométrica. Considere
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AB + aTσA ⊗ 1B + 1A ⊗ bTσB + (σA)T T σB
)
, (3.72)












com tij ∈ R. σRi é a i-ésima matriz de Pauli do subsistema R, sendo R = A,B. Para este





||b||2 + ||T ||2 − kmáx
)
, (3.74)
onde ||M ||2 = Tr(MTM) e kmáx é o maior autovalor da matriz K = b bT + T T T .
Para o cálculo da discórdia linear, assim como fizemos anteriormente, consideramos
medidas projetivas no subsistema B, com projetores de von Neumann Πk = |k〉〈k|, k =
0, 1, unitariamente transformados:
PBk := VΠkV
†, V := v01
B + i vTσB, (3.75)
com v0 ∈ R, v ∈ R3 e V ∈ SU(2). Para que V seja unitário, isto é, V V † = V †V = 1B, é
necessário que v20 +v
Tv = 1, onde vT = (v1 v2 v3) . O quadrupleto (v0, v) define, portanto,




k , sobre o spin do subsistema B. É sobre
o conjunto {vi} que deve ser feita a minimização. Utilizando-se das propriedades das
matrizes de Pauli, dadas pelas equações (2.21) e (2.23), é posśıvel mostrar que o estado











aT + (−1)k+1ZT T
2pk
, (3.77)













que é a matriz coluna equivalente ao vetor obtido na equação (3.35). A forma (3.76) é
conveniente pois é fácil mostrar que P(ρA|k) = 1
2
(
1 + ηTk ηk
)








1 + aTa+ ZT
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i,j tijtji = Tr[T





||b||2 + ||T ||2 −max
{PBk }
ZT (bbT + TT T )Z
]
. (3.81)
Utilizaremos agora o seguinte resultado (Apêndice F - Nielsen & Chuang [12]):
[1] Se K é um operador Hermiteano com autovalores {ki}, então max
〈u|u〉=1
|〈u|K|u〉| =
kmáx, onde kmáx = max{|ki|}.
A prova pode ser esboçada da seguinte forma. Utilizando a decomposição espectral K =∑











Pela desiguladade de Schwartz, temos que |〈u|i′〉|2 6 〈u|u〉〈i′|i′〉 = 1, já que a maximi-
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zação é feita sobre estados com 〈u|u〉 = 1. É evidente que o maior valor posśıvel para
|〈u|i′〉|2 ocorre quando |u〉 = |i′〉. Pondo este resultado na equação (3.82), obtêm-se que
|〈u|K|u〉| 6 |ki′ |, e a prova se completa.
Definindo K = bbT + TT T . De posse do resultado [1] e notando que K > 0, voltamos





||b||2 + ||T ||2 − kmáx
)
, (3.83)
onde kmáx é o maior autovalor da matriz K = bb
T + TT T . Este resultado é idêntico ao
fornecido pela discórdia geométrica (3.74). Este resultado é surpreendente, dada a dife-
rença conceitual entre as medidas. Conseguimos provar analiticamente, que uma mudança
na definição da discórdia utilizando conceitos como entropia linear e pureza nos levam a
resultados idênticos aos obtidos em [6] para a discórdia geométrica.
3.4 Unificação das medidas de discórdia via entropia
de Tsallis
Na seção 3.3, mostramos que existe uma correspondência direta entre a discórdia
entrópica e a discórdia geométrica ao utilizarmos a entropia linear na definição. Nesta
seção vamos generalizar nosso resultado para uma discórdia-q baseada na entropia de
Tsallis [30, 42], a qual é uma generalização de entropias a partir de um parâmetro q. Essa
entropia é interessante para nós pois se q → 1, ela recai na entropia de von Neumann e,
se q → 2, recai na entropia linear.
A definição de discórdia proposta por Ollivier e Zurek [4] consiste num desvio quân-
tico da regra de Bayes, isto é, ela é derivada da quantização da diferença entre duas
formas classicamente equivalentes da entropia condicional. Vamos utilizar esta mesma




pqa lnq pa, (3.84)
onde lnq u =
u1−q−1
1−q (u > 0) é a função q-logaŕıtmica e pa é uma distribuição de probabi-
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da equação (3.84). Uma caracteŕıstica de Hq é que ela se reduz à entropia de Shannon
H1(A) = −
∑




a quando q → 2,



















Usando a regra de Bayes, pa|b = pa,b/pb, obtemos uma segunda forma para a entropia
condicional q,
H(2)q (A|B) = Hq(A,B)−Hq(B), (3.88)












Definindo ∆Hq = H
(1)












que é uma manifestação entrópica da regra de Bayes. A discórdia quântica surge nova-
mente como um desvio desta regra, como vemos a seguir.
A quantização é promovida por uma extensão direta das equações anteriores. A
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onde Pq(ρ) = Tr(ρq) é a pureza generalizada. Assim como no caso clássico, S1(ρ) =
−Tr(ρ log ρ) é a entropia de von Neumann e S2(ρ) = 1− P2(ρ) é a entropia linear. Para










(1A ⊗ PBk )ρAB(1A ⊗ PBk )
pk
]
e pk = Tr
[
ρAB(1A ⊗ PBk )
]
. (3.93)





















Agora, definimos ∆Sq = S
(1)


















em referência direta à regra entrópica de Bayes ∆Hq. Agora podemos mostrar como Dq
conecta ambas as discórdias entrópica e geométrica com a variação de q.
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k ΠkρΠk e Πk = |k〉〈k| é um projetor von Neumann. Esse resultado é
igual à reformulação da definição da discórdia feita por Zurek em [7]. A equação (3.98)
tem algumas diferenças em relação à definição original (3.14), mas possui interpretação
operacional. Trata-se da diferença entre o trabalho termodinâmico extráıdo por demônios
de Maxwell clássicos e quânticos de um reservatório térmico.
A conexão com a discórdia geométrica não é tão aparente, mas também pode ser
facilmente provada. O palpite natural consiste em investigar a situação na qual q = 2,
já que neste caso temos uma ligação imediata com a norma de Hilbert-Schmidt, isto é,
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A ⊗ |k〉〈k|)ρ(1A ⊗ |k〉〈k|) para alguma base ortogonal {|k〉} de B e
considerando |k〉〈k| = PBk , mostramos que












Finalmente, minimizando o resultado sobre o conjunto {PBk } concluimos que, de acordo
com a equação (3.102), D2(ρ) = DG(ρ). Claramente, a discórdia geométrica pode ser
considerada como a regra de Bayes entrópica gerada pela entropia linear. Este resultado
é geral, válido para qualquer estado bipartido.
Vamos ilustrar nossos resultados fazendo um estudo de caso para sistemas de dois














com ci ∈ R. Usando a decomposição espectral ρ =
∑
i λi|i〉〈i|, onde 0 ≤ λi(cj) ≤ 1 e os





(1 + c)q + (1− c)q
22q−1
, (3.106)
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onde c = max{|c1|, |c2|, |c3|}. Nos limites apropriados obtemos6
D1 = log 4−
4∑
i=1













onde χk = 1 + (−1)kc. Esses resultados são os mesmos obtidos anteriormente na seção
3.2.1 para as discórdias entrópica e geométrica. Em particular, se escolhermos c1 = u,








(1− u)q + (1 + 3u)q − 2(1 + u)q
4q(q − 1)
. (3.108)
Figura 3.9: Discórdia q para (a) o estado α e (b) o estado de Werner em função dos parâ-
metros u e q. Claramente, a discórdia entrópica D1 (linha azul) se deforma continuamente
na discórdia geométrica D2 (linha vermelha) quando variamos q de 1 até 2.
A figura 3.9 mostra como Dq interpola da discórdia entrópica para a geométrica e vai
além para outros valores de q. Assim, conseguimos esboçar um exemplo para dois estados
de dois qbits conhecidos (estado de Werner e estado α) de como a discórdia se comporta
com a variação de q. O resultado é que apenas temos uma deformação na medida da
discórdia em função de q, mas todos eles revelam as correlações quânticas presentes no
6Quando tomamos o limite em Dq o resultado é o logaritmo natural, e não mais o logaritmo na base
2, como hav́ıamos usado até então.
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sistema, o que poderia nos induzir a negar qualquer conteúdo f́ısico mais profundo para
o parâmetro q. É importante notar, contudo, que no campo da termodinâmica não-
extensiva, q possui interpretação f́ısica intimamente ligada à dinâmica microscópica do
sistema [43–46].
Os resultados obtidos nessa seção e outros posteriores em colaboração com o prof.
Renato Moreira Angelo foram submetidos para publicação devido ao seu importante papel
no estudo de correlações e sua interpretação operacional. Uma versão prévia pode ser
encontrada em http://arxiv.org/abs/1207.3337.
Neste caṕıtulo, conseguimos mostrar que a utilização de outras entropias além da de
von Neumann para o cálculo da discórdia é satisfatória. Além disso, encontramos uma
relação baseada na entropia de Tsallis que conecta a discórdia entrópica com a geométrica
pela variação de um parâmetro q. Este resultado é de extrema importância, pois até
então não havia nenhum resultado que conseguisse demonstrar qual era a conexão entre
essas medidas. Conseguimos conectar duas medidas de naturezas diferentes (entrópica e
geométrica) com a utilização de uma definição generalizada, a discórdia-q.
Capı́tulo 4
Dinâmica sob Acoplamento com Banho
Térmico
Durante as últimas duas décadas, o fenômeno conhecido como descoerência induzida
pelo ambiente (EID1), responsável pela destruição de superposições quânticas, foi bastante
estudado, teoricamente [8, 9, 47–49] e experimentalmente [50]. O fenômeno de descoerên-
cia é baseado no acoplamento de um sistema S com um ambiente com muitos graus de
liberdade, que é teoricamente descrito em termos de part́ıculas quânticas em equiĺıbrio
numa temperatura T . O acoplamento com o reservatório força o sistema a evoluir numa
dinâmica não unitária e, em geral, dissipativa.
Usualmente, o ambiente é modelado por um número enorme de part́ıculas (graus trans-
lacionais, de spin, etc.) que se emaranham com o sistema à medida que a dinâmica toma
lugar e, assim, destroem a coerência do mesmo além de drenar sua energia. Em muitos
casos, portanto, o ambiente assume as caracteŕısticas de um “reservatório térmico”, sendo
assim descrito por uma distribuição de Boltzman quântica definida por uma temperatura
T . O modelo seminal de reservatório, em que se empregam osciladores harmônicos unidi-
mensionais com acoplamento posição-posição e distribuições apropriadas de frequências,
foi concebido por Caldeira e Legget [8] em 1985.
Utilizaremos um acoplamento não-dissipativo, a fim de podermos analisar efeitos ex-
clusivamente quânticos, como o amortecimento de fases (descoerência propriamente dita,
1do termo em inglês: environment-induced decoherence
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sem dissipação de energia). Estamos principalmente interessados em avaliar como ocorre
a destruição das correlações quânticas, medidas pelo emaranhamento e discórdia, e dos
aspectos não-locais, inferidos a partir das desigualdades de Bell.
Neste caṕıtulo iremos investigar a dinâmica de um sistema de dois qbits interagindo
com um reservatório de campos bosônicos descrito por N osciladores harmônicos em
equiĺıbrio térmico. Após calcularmos analiticamente a matriz densidade dependente do
tempo para o sistema de dois qbits, vamos analisar as funções que aparecem nos elementos
de matriz as quais devem trazer a informação a respeito do reservatório. Em grande parte,
nossa abordagem seguirá o quadro conceitual delineado em [51, 52].
Numa primeira etapa, avaliaremos as caracteŕısticas centrais do modelo, em particu-
lar o tempo de descoerência. Em seguida, focaremos na dinâmica propriamente dita e
utilizaremos a desigualdade de Bell-CHSH, a concorrência e a discórdia geométrica para
a análise do comportamento das correlações quânticas sob amortecimento de fase.
4.1 Interação de um sistema de dois qbits com um
reservatório bosônico
Nossa análise será feita através de um estudo de caso. Usaremos um modelo não-
dissipativo de acoplamento entre um reservatório térmico e um sistema de dois qbits
preparado inicialmente num estado X (3.22). Esta abordagem nos permitirá aplicar dire-
tamente as técnicas e ferramentas desenvolvidas nos caṕıtulos anteriores. O procedimento
usual para o tratamento da descoerência consiste em iniciar o problema a partir de uma
dinâmica conservativa unitária descrita por um Hamiltoniano total, o qual no nosso caso
será dado por
H = HS +HR +HI , (4.1)
onde HS é o Hamiltoniano do sistema de dois qbits, HR é o Hamiltoniano do reservatório
e HI é o Hamiltoniano de interação, que é dado por
HI = VA + VB, (4.2)
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onde VA e VB são as interações entre cada qbit e o reservatório. Os termos de interação
são da forma








onde n̂k são os operadores de número dos osciladores do reservatório e gk são as constantes
de acoplamento entre os qbits e o reservatório. Os parâmetros u3 e v3 foram inseridos
para diferenciar o acoplamento entre cada qbit e o reservatório. Estamos interessados,
num primeiro momento, no estudo da evolução do estado X. Logo, as interações para
os dois spins foram escolhidas na direção de σ3, o que garante que a evolução dinâmica
fique restrita a um subespaço espećıfico, levando X noutro estado X. Além disso, para os
nossos objetivos, não é importante definir o Hamiltoniano livre do sistema HS, pois sua
influência é apenas local. No que segue vamos apenas assumir que [HS, HI ] = 0, a fim de
garantir a conservação de energia do sistema. Para o reservatório, usaremos um conjunto





onde ωk são as frequências caracteŕısticas dos osciladores do reservatório.
Assumiremos, como de costume, que o estado inicial é separado e dado por ρ(0) =
ρAB(0) ⊗ ρR, onde ρAB(0) é o estado inicial do sistema de qbits e ρR = e−βHR/Z, é
o estado Boltzmaniano associado ao equiĺıbrio térmico à temperatura T e Z a função
partição, Z = Tr(e−βHR), que indica que todos os osciladores do reservatório estão em
equiĺıbrio térmico numa temperatura (kBβ)
−1.
A dinâmica global unitária é obtida através da solução da equação de Schrödinger, o
que se dá na seguinte forma
ρ(t) = Uρ(0)U† = e−iHt/~(ρAB(0)⊗ ρR)eiHt/~. (4.5)
Para o estado inicial do sistema de dois qbits, vamos considerar os estados X com
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A solução da equação de Schrödinger (4.5) é obtida utilizando-se as propriedades das
matrizes de Pauli, em particular
eia(n̂·~σ) = 1 cos(a) + i(n̂ · ~σ) sin(a). (4.7)





















































= 1Bα′ − iσB3 γ′. (4.9)
A partir da equação (4.5), a matriz densidade do sistema composto é então escrita na
forma
ρ(t) = [1Bα′ − iσB3 γ′][1Aα− iσA3 γ](ρAB(0)⊗ ρR)[1Aα + iσA3 γ][1Bα′ + iσB3 γ′]. (4.10)
Outro passo importante nos modelos de descoerência consiste na operação do traço parcial
sobre os graus de liberdade do reservatório,
ρAB(t) = TrR [ρ(t)] . (4.11)
Com isso, a dinâmica resultante para o sistema se torna não-unitária.
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1 + c3 0 0 (c1 − c2) θ+(t)
0 1− c3 (c1 + c2) θ−(t) 0
0 (c1 + c2) θ
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A partir da equação 4.12, notamos que a dependência da matriz densidade no tempo e na
temperatura provêm das funções θ±(t). Além disso, as duas funções também dependem
dos parâmetros do acoplamento (u3 e v3) entre o sistema e o reservatório. Logo, fica
evidente que todas as informações da dinâmica de descoerência dependem somente do
comportamento dessas duas funções no tempo. Deve-se notar, em particular, que não há
dinâmica se u3 = v3 = 0, como se espera.
Para entender as caracteŕısticas da descoerência tal como foi introduzida pelo nosso










Essas duas funções dependem da distribuição de gk e ωk, que são as constantes de acopla-
mento e as frequências caracteŕısticas dos osciladores do reservatório, respectivamente.
Se mantivermos gk = g0 constantes, e fizermos uma distribuição gaussiana de ωk,







onde N é o número de osciladores do reservatório e δ é uma constante de normalização,
notamos que há recorrências nas funções θ±(t), como mostra a figura 4.1.
2Os detalhes da construção da matriz densidade e os traços sobre o reservatório são feitos em detalhes
no Apêndice B e C.
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Figura 4.1: Dinâmica das funções |θ±(t)| para gk = g0 e uma distribuição para ωk, com
~ = 1, u3 = 1, v3 = 5, N = 20, β = 0, 5, ω0 = 1, g0 = 0, 01 e δ = 10.
Se, por outro lado, mantivermos as frequências do reservatório constantes (ωk = ω0),
e fizermos a mesma distribuição gaussiana dos parâmetros de acoplamento,







onde N é o número de osciladores do reservatório e δ é uma constante de normalização,
observamos na figura 4.2 o decaimento dessas funções sem recorrência3.
Figura 4.2: Dinâmica das funções |θ±(t)| para ωk = ω0 e distribuição gaussiana para gk,
com ~ = 1, u3 = 1, v3 = 5, N = 20, β = 0, 5, ω0 = 1, g0 = 0, 01 e δ = 10.
Analisando a matriz densidade do sistema de dois qbits, observamos que o importante
é a distribuição nos parâmetros de acoplamento, não nas frequências do Hamiltoniano
livre, pois nesse regime de parâmetros ocorrerá um decaimento dos termos fora da diagonal
3Podemos notar que, variando-se δ, poderemos interpolar entre a situação de acoplamentos iguais
(δ →∞) e acoplamentos distintos (δ > 0, finito).
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sem recorrências, implicando no fenômeno de descoerência. De fato, isso é esperado, já
que os wk são coeficientes de influência apenas local. Logo, vamos considerar para as
próximas análises a situação na qual temos uma distribuição gaussiana em gk dada por
(4.16) e ωk = ω0.





2(1 + c23) + (c1 − c2)2|θ+(t)|2 + (c1 + c2)2|θ−(t)|2
]
. (4.17)
Vemos em (4.17) que a pureza depende das funções |θ±(t)| e que esta também decai com
o tempo, mostrando que a dinâmica dos qbits é de fato não-unitária.
4.1.1 Tempo de descoerência
Um dos aspectos fundamentais na análise do fenômeno de descoerência é a identifica-
ção do tempo de descoerência, informação que auxilia na caracterização do modelo. Para
encontrar o tempo de descoerência, vamos utilizar a aproximação de tempos curtos, isto

































Este resultado pode ser convenientemente escrito na forma
|θ±(t)| ∼= e
−t2/t2D± , (4.19)











k. tD± são os tempos de descoerência para esse modelo. Podemos observar
que existem duas escalas de tempo que dependem dos valores de u3 e v3. É conveniente,
portanto, definir o tempo de descoerência do modelo como tD = max{tD+ , tD−}.
Figura 4.3: Aproximação de tempos curtos para cinco osciladores (gráficos acima) e 50
osciladores (gráficos abaixo), a linha cont́ınua representa o decaimento das funções |θ±(t)|
e a linha pontilhada a aproximação Gaussiana, com ~ = 1, u3 = 1, v3 = 5, β = 0, 5,
ω0 = 1 e g0 = 0, 01.
Utilizando a aproximação de tempos curtos, vemos que ocorre um decaimento Gaussi-
ano para as funções |θ±(t)| quando temos poucos osciladores no reservatório, assim como
para a situação de muitos osciladores (figura 4.3). Como era esperado, o decaimento
ocorre mais rapidamente quanto mais osciladores tivermos no reservatório. Podemos ob-
servar essa situação diretamente na equação (4.20), onde G cresce com N . Além disso, a
aproximação descreve cada vez melhor o decaimento dessas funções, quanto maior for o
número de osciladores no reservatório.
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4.1.2 Equiĺıbrio
Vamos analisar agora a situação de equiĺıbrio (t → ∞). Fisicamente, o equiĺıbrio
irá ocorrer quando |θ±(t)| atingir seu valor mı́nimo, o que acontece para tempos muito








onde xk = sin
2 [(u3 ± v3)tgk] e y0 = sinh2(β~ω0/2). Se considerarmos que todas as




















)N = |θ|min, (4.23)
onde |θ|min descreve o valor mı́nimo para as funções |θ±(t)|. Como xk é uma função seno













Podemos notar na figura 4.4, para N grande mas finito, que o limite inferior dado
pela equação (4.24) pode variar de valores arbitrariamente pequenos, no regime de altas
temperaturas (β~ω0  1), até valores arbitrariamente próximos à unidade, no regime de
baixas temperaturas (β~ω0  1). O último regime, para o qual |θ|min → 1, corresponde
àquele no qual a dinâmica é praticamente unitária, sem descoerência. Por outro lado, o
primeiro, para o qual |θ|min → 0, correponde ao regime no qual os efeitos da descoerência
são acentuados.
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Figura 4.4: |θ|min em função de β~ω0 e N .
A transição entre esses dois limites corresponde ao regime no qual a descoerência
ainda ocorre, mas somente parcialmente, uma vez que um valor finito para |θ|min indica
a existência de termos fora da diagonal sobrevivendo no estado quântico. A temperatura
cŕıtica, isto é, acima da qual os efeitos de descoerência se tornam acentuadas, pode ser
definida impondo-se que |θ|min ≤ r na eq. (4.24), onde r é um valor real qualquer, que
pode ser tão pequeno quanto necessário e que define o limiar abaixo do qual assumimos
























A figura 4.5 nos mostra a relação entre a temperatura cŕıtica e o número de oscila-
dores para diferentes valores do limiar r. Se analisarmos a situação em que r = 0, 0001,
verificamos que o fenômeno de descoerência só será acentuado para poucos osciladores
quando a temperatura for muito alta. Por outro lado, no limite termodinâmico, N → 1,
fica claro que existirá descoerência mesmo quando TC ∼ 0 (região evidenciada pelo ćırculo
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Figura 4.5: Temperatura cŕıtica (TC) em função do número de osciladores do reservatório
N com kB = 1 e ~ = 1 para (a) r = 0, 0001, (b) r = 0, 001, (c) r = 0, 01, (d) r = 0, 1 e
(e) r = 0, 5.
vermelho).
Figura 4.6: Dinâmica das funções |θ±(t)| (linha rosa), decaimento gaussiano para aproxi-
mação de tempos curtos (linha amarela) e |θmin| (linha azul) com ~ = 1, u3 = 1, v3 = 5,
N = 20, β = 1, ω0 = 1, g0 = 0, 01 e δ = 10.
Na figura 4.6 podemos ver mais claramente o que acontece com as funções |θ±(t)|.
Após atingir o equiĺıbrio, as funções oscilam fracamente em torno de um valor muito
pequeno, sendo esse sempre maior que |θmin|. Além disso, apesar de ser muito pequeno,
|θ±(t)| nunca vai exatamente a zero (exceto quando consideramos o limite de N → ∞).
Logo, |θmin| sempre pode ser considerado como o valor mı́nimo que essas funções irão
atingir.
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As observações acima apontam que o modelo descreve de forma razoavelmente boa a
f́ısica de um reservatório térmico. Em particular, destacam-se as seguintes caracteŕısticas:
• Decaimento Gaussiano, caracteŕıstico de descoerência de fase, para tempos curtos;
• Tempo de descoerência dado por tD = max{tD+ , tD−}, com a relação tD± ∝ G−1;





• Limite inferior |θ|min = 0 e TC = 0.
O último item, que pode ser obtido diretamente tomando-se o limite de N → ∞ nas
equações (4.24) e (4.25), nos diz que a descoerência irá ocorrer no limite termodinâmico
mesmo para temperaturas arbitrariamente baixas. Uma descrição mais detalhada e rigo-
rosa sobre o limite termodinâmico pode ser encontrada em [51], pois o mesmo não ocorre
simplesmente com N → ∞; é preciso também que o volume vá para infinito com N/V
constante.
4.1.3 Dinâmica das correlações
Vamos analisar agora a dinâmica das correlações do sistema. Como primeiro passo,
calcularemos os correlatores de Bell, a concorrência e a discórdia geométrica para estados
X genéricos.
Como vimos na seção 2.4.2, a não-localidade de um estado quântico pode ser detectada
pela violação da desigualdade de Bell-CHSH, que é dada por
|〈BCHSH〉| ≤ 2, (4.27)
onde 〈BCHSH〉 = Tr(ρBCHSH), e BCHSH é o operador de Bell associado com a desigual-
dade CHSH. Como foi demonstrando por Horodecki et. al. [53], a violação máxima
Bmax(ρ) = max |〈BCHSH〉|, a qual se refere a um conjunto ótimo de medidas, é relacionada
à quantidade M(ρ) via Bmax(ρ) = 2
√
M(ρ), que para estados do tipo X [54], é dada por
M(ρX) = max
{
8(|ρ14|2 + |ρρ23|2), 4(|ρ14|+ |ρ23|)2 + (ρ11 + ρ44 − ρ22 − ρ33)
}
. (4.28)
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A desigualdade (4.27) é violada se, e somente se, M(ρ) > 1, e a quantidade M(ρ) também
pode ser usada para medir o grau de violação da desigualdade de Bell.
Como quantificador do emaranhamento, vamos utilizar uma medida conhecida como
concorrência (2.59). Para estados X, ela é dada por [10]





Finalmente, a discórdia geométrica para estados X em termos dos elementos da matriz,
é dada por
DG(ρX) = (ρ11 − ρ22)2 + 4ρ23ρ32 + 4ρ14ρ41 + (ρ33 − ρ44)2
−max {2(ρ23ρ32 + ρ14ρ41 − 2
√
ρ14ρ23ρ32ρ41),
2(ρ23ρ32 + ρ14ρ41 + 2
√
ρ14ρ23ρ32ρ41),
((ρ11 − ρ22)2 + (ρ33 − ρ44)2)
}
. (4.30)








(c1 − c2)2|θ+(t)|2 + (c1 + c2)2|θ−(t)|2
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(c1 − c2)2|θ+(t)|2 + (c1 + c2)2|θ−(t)|2 + 2(c21 − c22)|θ+(t)||θ−(t)|
)}]
.
Podemos notar que todas as medidas de correlação dependem explicitamente de |θ±(t)|,
fato que justifica toda a análise feita anteriormente.
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Considerando o conjunto de parâmetros (N e T ) para o qual |θ±(t)| → 0 (descoerência
total) temos que
M(ρAB(t)) → c23,
C(ρAB(t)) → max{0,−1 + c3,−1− c3},
DG(ρAB(t)) → 0. (4.31)
Como |c3| ≤ 1, obedecendo à condição de positividade da matriz densidade ρAB(t), vemos
que o emaranhamento e a discórdia tendem a zero no equiĺıbrio e, no caso da desigualdade
de Bell, à situação de não violação (M(ρ) < 1). Assim, verifca-se que a descoerência
“mata” todas as correlações quânticas entre os qbits.
Antes da situação de equiĺıbrio, a dinâmica das correlações é mostrada nas figuras 4.7 -
4.9. Consideramos três regimes diferentes para o reservatório. Na figura 4.7, temos poucos
osciladores no reservatório mas, mesmo assim, ocorre o decaimento das correlações. Nesse
regime de parâmetros observamos que ocorrem ressurgimentos das correlações, devido à
dinâmica do sistema. Nota-se que a não-localidade é o primeiro efeito a ser suprimido
(quando M(ρAB(t)) < 1), o que ocorre em torno de t = 4 (unidades arbitrárias). Trata-
se da morte súbita da não-localidade, isto é, o estado deixa de violar a desigualdade de
Bell subitamente. A morte súbita4 também acontece para o emaranhamento, mas num
instante posterior, em t ≈ 13. Depois da morte súbita do emaranhamento, a discórdia
vai assintoticamente a zero. Logo, a cronologia seria: primeiro morre a não-localidade,
depois o emaranhamento e por último a discórdia.
No regime de parâmetros evidenciado pela figura 4.8, aumentamos o número de os-
ciladores, mas mantemos a mesma temperatura. Nota-se que neste regime não há re-
corrências, a dinâmica atinge rapidamente o equiĺıbrio. Novamente observamos a mesma
cronologia de mortes. Primeiro a não-localidade (t ≈ 2, 8), depois o emaranhamento
(t ≈ 8) e por último a discórdia.
Como última análise, escolhemos o regime de baixa temperatura e muitos osciladores,
para o qual não existe decaimento, como mostramos na figura 4.4. Ou seja, para esse
4Este comportamento é bastante abordado na literatura, chamado normalmente de morte súbita do
emaranhamento, do termo em inglês entanglement sudden death. É a situação na qual a medida de
correlação vai subitamente a zero, isto é, não decai assintoticamente.
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Figura 4.7: Correlações quânticas para ρAB(t) em função do tempo, com c1 = c2 = c3 =
−0, 8 (estado inicialmente emaranhado), ~ = 1, u3 = 1, v3 = 5, β = 1, w0 = 1, g0 = 0, 01,
δ = 10 e N = 7.
Figura 4.8: Correlações quânticas para ρAB(t) em função do tempo para o regime de
muitos osciladores, com c1 = c2 = c3 = −0, 8 (estado inicialmente emaranhado), ~ = 1,
u3 = 1, v3 = 5, β = 1, w0 = 1, g0 = 0, 01, δ = 10 e N = 50.
regime o reservatório interage fracamente com o sistema de dois qbits sem modificar suas
correlações.
Figura 4.9: Correlações quânticas para ρAB(t) em função do tempo para o regime de
baixa temperatura e muitos osciladores, com c1 = c2 = c3 = −0, 8 (estado inicialmente
emaranhado), ~ = 1, u3 = 1, v3 = 5, β = 10, w0 = 1, g0 = 0, 01, δ = 10 e N = 50.
É interessante analisar a cronologia de mortes para dois estados espećıficos, o estado
de Werner (c1 = c2 = c3 = −u) e o estado uv (c1 = u, c2 = v e c3 = u−v
2
). Para
fazer as comparações entre as medidas de correlação, é conveniente definirmos o grau de
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não-localidade na forma
NL(ρAB(t)) = max {0,M(ρAB(t))− 1} . (4.32)
O gráfico 4.10 se refere ao estado uv. Os gráficos demonstram a cronologia das mor-
tes das correlações sob descoerência. A dinâmica das correlações começa em t = 0 e
termina em t > tD (indicados nos gráficos), quando todas as correlações são suprimidas
por causa da interação do sistema com o reservatório. Eles evidenciam a conclusão que
discutimos anteriormente, a primeira correlação a morrer é a não-localidade, seguida pelo
emaranhamento e, por último, a discórdia.
Figura 4.10: Comparações entre as correlações quânticas para o estado uv, com u = 1/3,
v = 1, ~ = 1, u3 = 1, v3 = 0, 5, β = 1, w0 = 1, g0 = 0, 01, δ = 10 e N = 5.
A figura 4.11 se refere ao estado de Werner. Novamente, os gráficos demonstram a
cronologia das mortes das correlações. Assim como os outros casos que investigamos, a
mesma cronologia é observada.
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Figura 4.11: Comparações entre as correlações quânticas para o estado de Werner, com
u = 0, 99, ~ = 1, u3 = 1, v3 = 0, 5, β = 1, w0 = 1, g0 = 0, 01, δ = 10 e N = 5.
Neste caṕıtulo investigamos a dinâmica de um sistema de dois qbits interagindo com
um reservatório de campos bosônicos descrito por N osciladores harmônicos em equiĺıbrio
térmico. Mostramos inicialmente que nosso modelo possui as caracteŕısticas de um reser-
vatório f́ısico e descreve o fenômeno de descoerência. Após essa verificação, apresentamos
a dinâmica de diferentes medidas de correlação e como elas são afetadas pela interação
com o reservatório. Para finalizar a análise, apresentamos uma descrição da cronologia
das mortes das correlações. Mostramos vários casos nos quais a não-localidade é sempre a
primeira correlação a ser suprimida, seguida do emaranhamento e por último a discórdia.
Capı́tulo 5
Conclusão
O objetivo desta dissertação foi investigar correlações quânticas, com foco voltado
para (i) sua definição em relação a prinćıpios entrópicos genéricos e (ii) sua dinâmica sob
descoerência.
Para o estudo das correlações quânticas focamos nossa análise em uma medida in-
troduzida recentemente na literatura, a discórdia quântica. Motivados pelas dificuldades
técnicas envolvidas em seu cálculo, mesmo numericamente, propusemos formas alternati-
vas para sua definição, com a utilização da entropia linear e da entropia de Rényi ao invés
da entropia de von Neumann. Num primeiro momento, investigamos sistemas bipartidos
mais simples, como os estados X. Durante esta análise, verificou-se uma correspondência
direta entre a discórdia via entropia linear com a discórdia geométrica. Partindo dessa
descoberta, buscamos uma maneira de conectar a discórdia entrópica com a geométrica
para casos mais gerais.
Adotamos uma nova abordagem para a definição da discórdia, isto é, abandonamos
o conceito de informação mútua e introduzimos o desvio da regra de Bayes na entropia
condicional como responsável pelas correlações quânticas apresentadas pela discórdia. Uti-
lizando essa nova definição, demonstramos analiticamente que é posśıvel obter a discórdia
geométrica a partir da discórdia entrópica baseada na entropia linear.
Continuando a análise, propusemos então a formulação de uma discórdia generalizada,
a qual chamamos de discórdia-q, que é baseada na entropia de Tsallis. Provamos que
essa medida generalizada recai na discórdia entrópica usual para q → 1 e na discórdia
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geométrica quando q → 2. Assim, conseguimos um resultado mais geral que descreve
as correlações quânticas em sistemas bipartidos e consegue conectar duas formas bem
estabelecidas na literatura, como a discórdia entrópica e a geométrica.
O próximo passo no estudo da discórdia e das correlações quânticas é a busca de
uma generalização ainda maior, utilizando outra entropia, mais geral que a entropia de
Tsallis, que depende de dois parâmetros, a entropia (q, r) [55–57], a qual, pela variação
desses parâmetros, resulta na entropia linear, na entropia de von Neumann e também na
entropia de Rényi. Utilizando essa entropia talvez seja posśıvel encontrar uma definição
mais geral para a discórdia que englobe todas essas entropias mencionadas.
Além disso, recentemente, obtivemos outros resultados interessantes. Utilizando a
discórdia q baseada na entropia de Tsallis conseguimos uma interpretação operacional
para as correlações apresentadas pela discórdia. Essa interpretação está associada ao
trabalho termodinâmico de demônios de Maxwell clássicos e quânticos. Além disso, con-
seguimos conectar a discórdia entrópica e geométrica pela variação do parâmetro q. To-
dos esses resultados foram submetidos para publicação num trabalho realizado em co-
laboração com o professor Renato Moreira Angelo. Segue o link do artigo no arXiv:
http://arxiv.org/abs/1207.3337.
A segunda etapa do trabalho foi o estudo da descoerência, para o qual propusemos
o modelo de um sistema de dois qbits interagindo com um reservatório de N osciladores
harmônicos em equiĺıbrio térmico. Para essa análise, consideramos, por simplicidade, que
o estado inicial do sistema era um estado X. A interação escolhida levava a outro estado
X, com os elementos fora da diagonal acoplados a funções que descreviam a dependência
do sistema com o tempo e a temperatura. Fizemos um estudo anaĺıtico dessas funções,
demonstrando que nosso modelo descreve razoavelmente bem a f́ısica de um reservatório
térmico, com decaimento Gaussiano para tempos curtos.
Para esse modelo também foi posśıvel analisar a dinâmica das correlações quânticas,
tais como emaranhamento, desigualdades de Bell e discórdia geométrica sob decaimento de
fase. Observamos alguns regimes de parâmetros para os quais ocorre morte súbita tanto
do emaranhamento, quanto da não localidade do sistema. A partir desses resultados,
identificamos a cronologia em que ocorrem essas mortes para diferentes estados, mais
especificamente para estados de Werner e estados uv. Mostramos que a primeira correlação
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suprimida foi a não-localidade, seguida do emaranhamento e, por último, a discórdia
geométrica.
Uma outra abordagem interessante a ser investigada é o estudo do fenômeno de des-
coerência para estados mais gerais de dois qbits, assim como utilizar outro tipo de reser-
vatório, composto por N spins.
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Apêndice A
Matriz densidade de sistemas de dois qbits
Considere um sistema de dois qbits com espaço de Hilbert C2⊗C2 e base computacional
{|00〉, |01〉, |10〉, |11〉}. Na representação de Bloch, qualquer estado para este sistema pode














onde 1AB é a matriz identidade para o sistema composto, 1A e 1B são as matrizes identi-
dade para o subsistemas A e B, respectivamente. ~σ = (σ1, σ2, σ3) com σ1, σ2, σ3 sendo as
matrizes de Pauli nas direções x, y, z. ~x = (x1, x2, x3), ~y = (y1, y2, y3) ∈ R3 e tij = tji são
números reais que denotam os elementos na matriz de correlação T .
Se realizarmos operações unitárias locais podemos reescrever esse sistema numa forma
mais simples [38]. Ou seja, de acordo com o teorema da decomposição de valor único
em álgebra linear, a matriz T = {tjk}, real e simétrica, pode sempre ser escrita como














são matrizes ortogonais em O(3). Além disso, sempre












njσm [37]. Fazendo ~α = ~xO




























cmσm ⊗ σm, (A.3)














Neste formato, a matriz densidade é completamente definida por nove parâmetros reais
arranjados em vetores tridimensionais, ~a = (a1, a2, a3), ~b = (b1, b2, b3) e ~c = (c1, c2, c3).
Todo estado de dois qbits pode então ser simplificado na sua forma normal através de
transformações locais unitárias (que preservam emaranhamento e correlações em geral).
Apêndice B
Matriz densidade dependente do tempo
A matriz densidade do sistema composto dependente do tempo é escrita na forma
ρ(t) = [1Bα′ − iσB3 γ′][1Aα− iσA3 γ](ρAB(0)⊗ ρR)[1Aα + iσA3 γ][1Bα′ + iσB3 γ′]. (B.1)
Outro passo importante nos modelos de descoerência consiste na operação do traço parcial
sobre os graus de liberdade do reservatório, ou seja,
ρAB(t) = TrR [ρ(t)] . (B.2)
Com isso, a dinâmica resultante para o sistema se torna não-unitária. Assim, temos que






































































































































































AB − c1 σA1 ⊗ σB1 − c2 σA2 ⊗ σB2 + c3 σA3 ⊗ σB3
)
.


























2 ⊗ σB1 − c2σA1 ⊗ σB2 )Tr[αα′2γρR]
+(c1σ
A














1 ⊗ σB2 − c2σA2 ⊗ σB1 )Tr[α′γ′γ2ρR].





























2γ′2ρR]− Tr[α2γ′2ρR]− Tr[α′2γ2ρR]− 4Tr[αα′γγ′ρR]





2γ′2ρR]− Tr[α2γ′2ρR]− Tr[α′2γ2ρR] + 4Tr[αα′γγ′ρR]







Assim, utilizando os resultados apresentados no Apêndice C, os elementos da matriz
densidade dependente do tempo podem ser escritos na forma
































1 + c3 0 0 (c1 − c2) θ+(t)
0 1− c3 (c1 + c2) θ−(t) 0
0 (c1 + c2) θ
∗
−(t) 1− c3 0




































k gkn̂k) + e−2i(u3t
∑






k gkn̂k) + e−2i(v3t
∑






























































































































































































































(2 + <[θ+(t)] + <[θ−(t)] + 2<[τ(t)] + 2<[λ(t)]) . (C.3)
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(=[θ+(t)]−=[θ−(t)]− 2=[λ(t)]) . (C.4)
