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ABSTRACT
Reeve, Samuel Temple PhD, Purdue University, August 2018. Materials Design with
Molecular Dynamics: Novel Properties in Martensitic Alloys through Free Energy
Landscape Engineering. Major Professor: Alejandro Strachan.
Novel properties in martensitic alloys are predicted using molecular dynamics
(MD) simulations, the uncertainty from input models in MD is explored and quantiﬁed, and new data infrastructure for MD is developed.
The possible regimes of material properties are extended through free energy
landscape engineering (FELE), where coherent, epitaxial integration of two materials
at the nanoscale can result in metamaterials with fundamentally diﬀerent behavior.
Free energy as a function of strain is calculated using MD simulations and analytically
combined to predict potential new properties for a Ni 63% - Al 37% martensitic alloy
combined with B2 NiAl, shown to be an ideal candidate for modifying the martensitic
landscape. Direct MD simulations show the landscape predictions hold, producing
large reduction in thermal hysteresis while retaining transformation strain, second
order martensitic transformations, and both tunable and ultra-low stiﬀness. These
properties are shown for structures including nanolaminates, nanowires, and nanoprecipitates; the ﬁnal case provides an example of a more easily accessible structure
through standard metallurgical processing routes. The uncertainty in these results
is described, including atomic level variability, cycle variability, and the interatomic
model; the model uncertainty is most signiﬁcant, but only generally approximated
through similar results with a second, independent interatomic potential.
Beginning from simpler models, functional uncertainty quantiﬁcation (FunUQ)
is developed to directly address the errors between multiple interatomic models. Functional derivatives describe the sensitivity to local changes to the input function and a

xvi
computationally feasible calculation method for MD simulations is derived. Together
with the discrepancy between two models, the functional error between models can
be calculated. These capabilities are shown for relatively simple MD models, structures, and properties, with possible extension to more complex systems and properties. Challenges are addressed, with primary attention to cases where the discrepancy
between input functions is large.
Improvements for community use of MD simulations is ﬁnally presented through
use of the nanoHUB online collaboration and cloud computing platform to improve a
growing materials data infrastructure (MDI). Tools which introduce unfamiliar users
to MD simulations are shown ﬁrst, without coding, downloads, or installation. Next,
connections with existing atomistic MDI are described including databases for interatomic models, structures, tests, and properties. Tools to document and improve MD
workﬂows with Jupyter notebooks are then demonstrated, further connecting these
tools and resources.
To conclude, future possibilities and challenges with FELE are considered within
martensitic materials and beyond, extension of FunUQ to complex interatomic models
and applicability to other materials modeling is examined, and new directions in
atomistic MDI are discussed.
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1. INTRODUCTION
Computational materials science and engineering (CMSE) exists to help understand
material behavior and to make predictions of material properties. Within the last
decade the CMSE ﬁeld has grown substantially, particularly in recognition for its
potential impact on technological advancement from experimentalists, entrepreneurs,
politicians, and more. The idea of integrated computational materials engineering
(ICME) [1] has become widely popular in industry, encouraging use of computational
tools for materials development. Not long after, the idea of the Materials Genome
Initiative (MGI) [2] coalesced and became the focal point for including CMSE in
everything from basic research to product development. Through both of these overlapping ideas, the main point is the acknowledgement that thoughtful use of modeling
and simulation can reduce the time, eﬀort, and cost of new materials. That improvement can be passed down the line to faster material selection, co-design of product
materials and function, and entirely new technology through new materials. One
exciting example is the extensive use of ICME methods to develop new and improved
metallic alloys for demanding applications such as naval landing gears [3, 4].
As a “third pillar” of science, computational investigations can help explain
experimental results with added control and detail; as compared to traditional theory,
much more complex systems are possible within “computational experiments” while
retaining control of simplifying assumptions. In this way, CMSE is uniquely poised to
answer many questions. What experiments should be performed next? At what point
do speciﬁc theoretical assumptions break down? Perhaps even more importantly,
computational science can reduce the number of experiments necessary and guide
experiments in directions never before considered. Of course, these predictions and
phenomenological descriptions are only useful if some degree of certainty is included
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such that a decision can be made with conﬁdence. Even then, questions inevitably
remain; particularly, will the candidate material perform similarly in experiment or
application? There are additionally functional questions of using ICME, MGI, and
CMSE resources. Where do the inputs to a simulation come from? How can results
be quickly and easily reproduced from one study to the next?
This dissertation addresses the three topics of computational material prediction, computational uncertainty quantiﬁcation, and computational infrastructure
within one subﬁeld of CMSE: atomistic simulation. Molecular dynamics (MD) is
used throughout, one of many computational methods in materials science. Figure
1.1 shows some of the main categories of CMSE methods, where MD enables exploration of higher length and time scales than quantum mechanical simulations. While
more accurate, electronic structure methods using electrons as the fundamental unit
are also much more computationally expensive and even those with moderate approximations, e.g. density functional theory (DFT), are limited to hundreds of atoms. MD,
and other methods with atoms as the main unit, including Monte Carlo techniques,
are generally on the nanometer and nanosecond scales, existing below, feeding information to, and informing the many mesoscale and continuum methods. The ﬁrst
MD simulations and the coining of the term “molecular dynamics” came from Alder
and Wainwright in the 1950s [5,6]. Huge advances in computing hardware, as well as
software, has enabled new materials science from the atomic scale. From the initial
single component, hard-sphere models of a few hundred atoms it is now possible to
routinely simulate millions of atoms for an extremely wide array of material systems.
The limits of size and time are continually being extended, including demonstrations with trillions of atoms [7]. In addition to its general applicability, the atomistic
features allows for highly detailed analysis to further fundamental understanding of
plasticity in metals [8], solid-state shock physics [9], polymer chain dynamics [10],
novel nanoscale electronic devices [11], protein folding [12], and much, much more. It
is also important to note in Figure 1.1 that across all scales of simulation, uncertainty
must be taken into account in order to eﬀectively make decisions from the computa-
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tional predictions. Further, all of these methods require unique infrastructure based
on the inputs, outputs, assumptions, and uses.
Following the description of the computational methods in Chapter 2, this dissertation will address exciting new possibilities in martensitic properties through free
energy landscape engineering (FELE), predicting unprecedented material behavior
with MD and opening new direction for experimental eﬀorts in Chapters 3-5. MD
simulations are used due the balance of available detail, particularly the underlying
free energies and nanoscale structures, and ability to directly relate the corresponding properties. Stemming from questions of how robust these novel, MD-predicted
properties are, the main uncertainty present in all MD simulations, the input interatomic model, is quantiﬁed and corrected with functional uncertainty quantiﬁcation
(FunUQ) in Chapter 6. Finally, the development of MD simulation infrastructure
with nanoHUB.org is described in Chapter 7, followed by conclusions across all topics in Chapter 8.
1.1

Free energy landscape engineering
The basis for the computational development of new materials properties is free

energy landscape engineering (FELE). The ﬁrst component of FELE is the combination of two materials at the nanoscale, both forced to share lattice parameters and
ideally, integrate coherently. Thus a new material is created through each material
being forced into a compromise; importantly, this is not simply the weighted sum of
the constituent properties. Signiﬁcant research has been done with similar underlying
ideas, collected under the term “elastic strain engineering”. Work has covered many
properties, including electronic, magnetic, thermal, and strengthening [13, 14]. From
this ﬁrst review, four main challenges are laid out:
For widespread adaptation of elastic strain engineering, four major scientiﬁc challenges need to be overcome: (a) how to synthesize material
systems that can potentially sustain ultra-high elastic strain, (b) how to
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Figure 1.2. Schematic of elastic strain engineering. Reprinted from J.
Li, Z. Shan, and E. Ma, “Elastic strain engineering for unprecedented
materials properties,” MRS Bull., vol. 39, pp. 108-114, 2014, with
permission from Cambridge University Press.

experimentally control the loads and measure the strain/stress using advanced, miniaturized instrumentation, (c) how to measure, understand
and predict the dependencies of physi-chemical properties ... on elastic
strain, and (d) how to understand the diﬀerent mechanisms by which
stored elastic strain energy can relax ... so ultra-strength can be reliably
achieved and designed”
It is further noted in this review that the total space of strained materials has
started to be explored only recently, shown in the schematic in Figure 1.2. Initially
limited to high pressure, hydrostatic conditions highlighted in the diagram, large
amounts of recent work has focused on other avenues, often epitaxial (biaxial) strain
(green line).
Within electronic materials, strained silicon is a well-known and technologically
important example where the charge carrier mobility can be signiﬁcantly increased
through epitaxial strain from a SiGe alloy substrate [15, 16]. In addition, on top of
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the huge interest in two dimensional materials, their signiﬁcant property changes with
strain have only increased proposed application [17,18]. As another example, because
ferroelectrics directly couple strain and electric ﬁelds, it is perhaps unsurprising that
they are sensitive to applied strain. It has been demonstrated, both experimentally
and through Landau thermodynamic theory, that ferroelectric polarization can be
greatly enhanced in BaTiO3 [19, 20] and even increased from zero in otherwise paraelectric SrTiO3 [21, 22].
An eﬀectively separate and equally vibrant area of research exists with a similar
purpose: metamaterials. While the term metamaterial generally refers to electromagnetic systems due to the history of the ﬁeld, the deﬁnition easily includes the systems
described here [23]:
metamaterials are man-made structures composed of tailored micro- or
nanostructured ... building blocks. This deceptively simple yet powerful
concept allows the realization of many new and unusual ... properties
where the breaks in the quote, while referring to the speciﬁcs of photonic materials
could refer instead to mechanical. Indeed, a recent review of mechanical metamaterials gives an extremely similar deﬁnition [24]:
Metamaterials are rationally designed man-made structures composed of
functional building blocks ... to realize extreme or even unheard of eﬀective material properties that go quantitatively and qualitatively beyond
(meta, Greek) what is available in natural substances
This dissertation contributes ﬁrst the investigation of strain engineering and
metamaterials in another ferroic category: ferroelastic, or martensitic, materials. This
relates to point (a) in the aforementioned review from Ref. 13, where the large pseudoelastic strains in martensitic alloys widen the possibilities as compared to “normal”
materials.
Further, this work with FELE goes beyond ESE, where it is clear that epitaxial
strain will modify the ﬁnal material properties, by directly considering the shape
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of the constituent material’s free energy landscape when strained and how that will
in turn aﬀect the combined metamaterial properties. The choice of the materials
to combine is therefore determined through the underlying free energy landscape of
the isolated materials. In this way, how to predict properties from point (c) in Ref.
13 is addressed; to some degree, the results show relaxation mechanisms speciﬁc to
martensite for point (d) as well. Unprecedented improvements in properties including
reduced thermal hysteresis, modiﬁed transformation temperatures and phase stability,
second order martensitic transformations, tunable stiﬀness, and ultra-low stiﬀness are
demonstrated with combinations of Ni-Al phases.
1.1.1 Martensitic materials
As the focus for FELE, martensitic materials are brieﬂy discussed here. Martensitic materials that exhibit shape memory (SM) and superelasticity (SE) are used in a
wide variety of applications, including solid state actuators, biomedical devices, vibration damping, and in solid-state refrigeration [25–28]. These two phenomena originate
in a type of solid to solid phase transformation referred to as martensitic, where the
transition occurs between a high-temperature, high-symmetry phase (austenite) and
a lower symmetry phase (martensite) upon cooling or mechanical deformation. Importantly, these transformations occur without atomic diﬀusion. The relationship
between SM and SE is shown in Figure 1.3. Many materials exhibit both SE and
SM; however, not all exhibit SM, which requires speciﬁc crystallographic symmetry
between the austenite and martensite and that the multiple variants of the martensite
all transform to a single austenite [29].
Alongside the wide array of research and applications in martensite above,
atomistic simulation has furthered understanding and development of these materials. Notably, DFT simulations at the unit cell level were employed to understand
stability of the various phases in the NiTi system and the determined necessity of
internal stresses to enable SM [30]. In order to investigate martensitic phenomena
at larger length scales, numerous interatomic models have been developed specif-
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Figure 1.3. Schematic of martensitic behavior. Reprinted from H.
Sehitoglu, L. Patriarca, and Y. Wu, “Shape memory strains and temperatures in the extreme,” Curr. Opin. Solid State Mater. Sci., vol.
21, pp. 113-120, 2017, with permission from Elsevier.
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ically for MD studies of martensite for many relevant alloys: Ti [31, 32], Zr [33],
NiTi [34], NiAl [35–37], AuCd [38]. These models have enabled many investigations
from the eﬀect of nanoscale grainsize [39], to activated twin variants [40], and surface
eﬀects [41–43]. The degree to which each interatomic model can accurately capture
SM, SE, or any other behavior must be assessed before a speciﬁc MD study.
1.1.2 Landscape combinations
The basis of this work is the combination of the free energy landscapes from
separate materials, forced to share a lattice parameter at the nanoscale epitaxially.
Putting aside the task of ﬁnding two materials with preferred orientation relationships
and feasible coherent epitaxy, the possibilities are mentioned here and investigated in
detail in the following chapters.
Figure 1.4 shows the free energy landscapes for both standard (elastic) and
martensitic materials, each chosen to create a speciﬁc combined landscape. From the
free energy landscape the stable phase(s) can be identiﬁed, the stiﬀness determined
from the curvature, and the nature of the transformation understood. For ﬁrst-order
transformations, the free energy barriers and diﬀerence in stability determines the
ease of transformation and driving force, respectively.
Importantly, these free energy landscapes change signiﬁcantly with temperature. Figure 1.4a is one example of FELE combining a martensitic material with
near equal stability of austenite and martensite with a normal material (with a single
stable state), potentially resulting in shifted transformation temperature and modiﬁed
phase stability at that temperature. If the addition of this second phase reduces the
free energy barrier across temperatures, this also potentially reduces thermal hysteresis within a full transformation cycle. At extremely low temperatures the martensitic
landscape strongly favors the martensite phase and, without a metastable second
phase, to some degree resembles a normal material with one stable state. Figure 1.4b
shows a combination of this stable martensite with an opposite material with only a
stable austenite phase, leading to a ﬂattened landscape lacking a free energy barrier
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Figure 1.4. Examples of free energy landscape engineering combinations a) hysteresis and transition temperature modiﬁcation, b) transition order conversion, and c) reduction of stiﬀness.

11
indicative of a second order transformation. Finally, in Figure 1.4c, one martensitic
landscape with approximately equal phase stability combined with one single phase
landscape overlapping with the unstable state shows the possibility of ultra-low stiﬀness from a large reduction in landscape curvature. These three possibilities are the
focus of the Chapters 3-5, with more in the discussion and continuing work. To conclude the chapter, the uncertainty in those property predictions is calculated through
multiple samples, sample sizes, and test cycles, as well as approximated by using
multiple separate interatomic models. This leads to the following chapter in which
uncertainty in the input model is directly addressed.
1.2

Uncertainty quantiﬁcation
Uncertainty quantiﬁcation (UQ) as a ﬁeld covers uncertainty propagation, sen-

sitivity analysis, and veriﬁcation & validation (V&V). Including uncertainty with
results is imperative as it communicates a level of trust in results and enables making
well informed decisions, from experiments and particularly from simulations. UQ and
V&V are increasingly being used in materials science [44], following many other ﬁelds
including solid mechanics.
There are many types and categories of uncertainty, categorized into epistemic,
or reducible, and aleatoric, also called irreducible. This acknowledges that uncertainty can never be reduced to zero; aleatoric uncertainty will always exist due to
ﬂuctuations and inherent variation. Epistemic uncertainty however, arising from incomplete knowledge of a problem or system, can be reduced. Epistemic and aleatoric
uncertainty are closely related to accuracy and precision, respectively (as described
in Ref. 44). A model can have large error due to poor accuracy (high bias or signiﬁcant epistemic uncertainty), poor precision (signiﬁcant randomness or aleatoric
uncertainty), or both. More speciﬁcally, within computational work, aleatoric errors
can arise from stochastic algorithms or well determined model inputs (which will always retain some variability). Epistemic error can come from computer round-oﬀ,
algorithms, uncertain input parameters, or uncertain input functions. While there
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is always some balance of computational cost and accuracy for truncation and algorithms, the determination and uncertainty of inputs requires signiﬁcant attention.
The many studies concerning uncertain input parameters from CMSE examples and
methods for their quantiﬁcation are discussed in Chapter 6; however, the most signiﬁcant source of uncertainty in MD is the input interatomic function, which lack a
corresponding plethora of options for characterization and quantiﬁcation.
Case in point, while many uncertainties with respect to the FELE MD results are discussed and investigated, uncertainty from the interatomic model can only
be considered qualitatively by comparing two separately developed models. A new
method is accordingly developed for quantifying error from the input interatomic
model in Chapter 6. Functional derivatives, the sensitivity of an output property
to changes from an input function, are used to quantify the aﬀect on various MD
calculated quantities of interest.
1.3

Data infrastructure
Vital to the success of computational science is the easy use of the methods,

results, and underlying data. Exploding alongside is the use of the data itself, outside
of traditional physics simulations, through data science and machine learning. Indeed,
data itself is considered by some as a “fourth pillar” of science [45]. Through data
science and its interactions with computational, experimental, and theoretical work,
large advances and improvements in research and technology become accessible. As
in many other ﬁelds, materials science is working to develop a data infrastructure
to make these advances possible; because every ﬁeld has unique needs, a materials
data infrastructure (MDI) is necessary. There are many existing examples for the
MSE community to model this new infrastructure after, with well established data
infrastructure including protein databases and connected tools from biology [46] and
cancer genome databases within medicine [47].
The proper keeping and use of data has now also been well described, concisely
known as the FAIR principles for data [48]. This acronym highlights that data should
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be Findable, Accessible, Interoperable, and Reusable. All of these require eﬀort
on the part of the data generator, but also necessitate tools to make the potential
shift in science possible. In Chapter 7 online tools are developed for connecting
researchers to many separate codes, models, structures, and tests from a variety of
new databases and repositories. The work creates a unique way of making all of these
types of resources for atomistic simulation ﬁndable and accessible through the online
nanoHUB.org collaboration platform, making many combinations of these resources
interoperable, and enabling fully reusable tools. The nanoHUB platform eﬀectively
maximizes the usefulness for the research described here and for future work.
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2. METHODS
2.1

Molecular dynamics
Molecular dynamics is a computational method to explore materials by following

the motion of every atom in a system. Using classical dynamics, atomic motion can
be simulated with Newton’s second law:
F =m·a

(2.1)

and because force is also deﬁned as the negative gradient of potential energy:
F = −rU

(2.2)

these equations combined allow the time evolution of the system to be simulated.
More directly, the evolution of an MD simulation is controlled by numeric integration
of the positions, r, and velocities, v, of all atoms with deﬁned interatomic forces,
F [49].
ṙi = vi
Fi
v̇i =
mi
Fi =

N
X
i

−

∂
φ(ri )
∂ri

(2.3a)
(2.3b)
(2.3c)

These interaction forces are deﬁned through a potential energy function φ. This
function is often referred to as an interatomic potential, referring to the deﬁnition of
the potential energy; as a force ﬁeld, referring to force interactions between atoms;
and more recently, interatomic models, used in this work to highlight the fact that
these functions are models for the materials they represent. Determining the interatomic model is among the main diﬃculties in simulating a material using MD.
Atomic forces can be directly calculated via quantum mechanics (QM), often with
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DFT and generally referred to as ab initio MD, but here the focus is entirely on cases
where the interactions are classical and parameterized with QM results in some empirical or physically-based constitutive equation. This is among the most signiﬁcant
approximations of the physics and will be discussed in the following section.
As the atoms move in reaction to their surroundings, thermodynamic quantities
can be calculated through averages. Relying on the ergodic hypothesis, that the
system visits the entirety of phase space equally, the desired ensemble average of a
given quantity is assumed equal to the time average through the simulation. For
example, the potential energy and pressure for an atomic system of N particles are
calculated as:
M N
1 XX
φ(ri )
M j i
!
PN
r
·
f
N kT
i
i
+ i
V
3V

U=
M
1 X
p=
M j

(2.4a)

(2.4b)

averaged over M timesteps.
For this work, the LAMMPS (Large-scale Atomic/Molecular Massively Parallel
Simulator) open source MD code [50, 51] distributed by Sandia National Laboratory
was used throughout. The ability of this code to parallelize the MD problem spatially onto thousands of processors is critical for eﬃcient, timely calculation of large
atomic systems. A velocity-Verlet algorithm integrated with a 1 fs time step was used
throughout. All simulations used a Nose-Hoover thermostat with a coupling constant
of 0.01 ps; those with pressure control used a Nose-Hoover barostat with a coupling
constant of 0.1 ps.
2.2

Interatomic models
As an integral part of the MD method, interatomic models deserve an in depth

discussion. The very simplest interatomic models are hard-sphere interactions, acting
as perfect billiard balls. The simplest models in common use are pair potentials, consisting of attractive and repulsive portions. The Lennard-Jones model (also referred
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to as the 12-6 potential) is quite common, having been developed nearly a century
ago [52]:
φLJ (r) = 4((σ/r)12 − (σ/r)6 )

(2.5)

In this case the term for attraction correctly represents the scaling of van der Waals
attraction, but the repulsion much more approximate and chosen for computational
convenience. The Morse potential is similarly widely used, deﬁned as the sum of two
exponentials:
φM orse (r) = D0 (e−2α(r−r0 ) − 2e−α(r−r0 ) )

(2.6)

In both, the negative, attractive portion balances the positive, repulsive portion at
speciﬁc atomic separation, determining the preferred lattice spacing and cohesive
energy. Many other variations of pair potentials exist, such as the Buckingham potential.
These pair potentials have fundamental limitations for all but noble gases; for
example, pair models incorrectly result in isotropic metals with elastic constants
c12 = c44 and vacancy formation energies signiﬁcantly higher than experiment. The
embedded atom method (EAM) [53, 54] has therefore become one of the most widely
used interatomic models for metals. It is a many-body potential and includes an
additional term for the “embedding energy” describing the eﬀect of inserting an atom
into the electron density of the nearby atoms.
φEAM =

X

φ(rij ) +

X

ρ=

X

i<j

Fi (ρi )

(2.7a)

f (rij )

(2.7b)

i

i<j

The form of φ for EAM models is generally a LJ or modiﬁed pair function; the
embedding function, F , a square root; and the electron density, ρ, a power law,
although none of these are restricted to speciﬁc functions, with many in common use.
More complex potentials have been developed over time, with angular dependence added for good description of metals with higher directional bonding with
Modiﬁed-EAM (MEAM) [55], as well as the covalent Tersoﬀ [56] and Stillinger-
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Weber [57] for non-metallic systems; polymers described using combinations of predetermined bonds, angles, torsions, and van der Waals interactions including DREIDING [58] and COMPASS [59]; proteins and small molecules described through similar
potentials, such as CHARMM [60] and AMBER [61]; and increased accuracy and
chemical reactions made possible with the “reactive force ﬁeld”, ReaxFF [62], and
COMB [63]. Recently, new models have pushed the accuracy and computational cost
even further, with Gaussian approximation potential (GAP) [64] and the spectral
neighbor analysis potential (SNAP) [65]. The increase in accuracy also comes with
explosion of parameters, diﬃculty in ﬁtting, and increase in simulation time [66].
Because of its balance between accuracy and computational cost and because atomic
charges and covalent/ionic bonding are not relevant to the metallic systems studied,
EAM models are used throughout Chapters 3-5. In Chaper 6, for reasons pertaining
to the method, simpler pairwise model are used.
2.3

Structural analysis
Advanced analysis is imperative for state of the art MD simulations, particularly

those containing millions of atoms. As this work focuses on metallic systems, so will
this section. Thermodynamic information is calculated from the atomic trajectory
through statistical mechanics, as mentioned in the previous section. Description of
the local atomic environment is another main objective: radial distribution function
(RDF) and common neighbor analysis (CNA) are two of the most common methods, while polyhedral template matching (PTM) is a newly developed method. The
OVITO software [67, 68] was used for all visualization and structural analysis, except
that RDF was calculated directly from LAMMPS. Diﬀerent parts of this work use
CNA and PTM, which both produce similar results, noted in each section.
CNA was used to characterize the structures throughout the simulations using
the adaptive algorithm within OVITO [69]. This method loops over all atoms and
for each examines the n relevant nearest neighbors to compare to desired crystal
structure “signatures” (FCC, BCC, and HCP). Generally, a cutoﬀ must be given
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to deﬁne the atoms considered in the local environment. Notably, a separate cutoﬀ
value is determined for each atom and potential structure to determine bonds within
OVITO, for the “adaptive” CNA. An atom is deﬁned to be of a given structure
by the number of bonds of varying type, where each bond is deﬁned by number of
neighbors, number of common neighbors that share a bond, and the maximum chain
that connects common neighbor bonds. For example, FCC atoms have 12 bonds,
where each pair of neighbors share four common neighbors; those common neighbors
are connected by two bonds, with a maximum chain length between those two bonds
of one. The atoms not matching the signatures of any of the aforementioned structures
are classiﬁed as “other”. CNA can even be extended to diamond cubic structures by
considering multiple shells of atoms in the tetrahedral structure separately [70].
PTM similarly describes the local environment of each atom, but is much less
sensitive to volumetric distortions due to temperature or strain because it is based on
topology, rather than bond cutoﬀs (as in CNA) [71]. Crystal structures of common
crystals (FCC, BCC, HCP, etc.) are deﬁned by templates using topology. For each
atom, the local environment is compared (rotated and shifted as necessary) to each
template and the root mean square (RMS) error calculated. Each atom is then
identiﬁed as the structure with the lowest error. If no mapping exists to any of the
chosen templates, the atom is listed as “other”. In addition, an RMS error cutoﬀ of
0.12 was used throughout, above which atoms were also considered “other”.
Atoms characterized as BCC are reported as austenite, HCP as martensite,
and FCC as defects, including stacking faults and the unstable martensite at strains
above 10%. Surface atoms (all “other”) are removed from some snapshots for clarity; remaining “other” atoms are in some cases included with defects in snapshots
and noted within ﬁgure captions. Within CNA and PTM plots, all “other” atoms
(including surface) are shown separately.
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2.4

Structure, model, and simulation details

2.4.1 Interatomic models for NiAl
Quenched Nix Al1−x alloys display a martensitic transformation and shape memory between 60 and 65 at. % Ni [72]. Here, 63 at. % Ni - 37 at. % Al systems were
created starting from perfect B2 crystals with Al sites randomly swapped for Ni in
the desired region. The non-martensitic second phase is perfect B2 Ni50 Al50 . The
interatomic interactions are described with an EAM model developed by Farkas et
al. [35], parameterized with experimental properties of of FCC Ni and Al, L12 Ni3 Al,
B2 NiAl, Cmmm Ni5 Al3 , and L10 martensite. In addition to reproducing these structures and energetics, the potential has been shown to accurately capture a cubic to
monoclinic thermal martensitic transformation with reasonable transformation temperatures for the correct range of Ni compositions [73]. Simulation size and system
variability was investigated with this model [74], leading in part to the choices for
simulation inputs here. This interatomic model is used for the majority of this work.
An additional EAM model for Ni-Al was used for comparison, developed by
Purja Pun and Mishin [37]. This second potential was parameterized with experimental lattice parameters, formation energies, and elastic constants of B2 NiAl and
DFT formation energies for numerous other ordered phases [36]. It was shown to
thermally transform to martensite only under relatively large hydrostatic stress or
in the presence of defects, e.g. free surfaces and dislocations, which enable the nucleation of the martensitic phase [75]. While the authors’ argument that defect-free
nanoscale samples should in fact not transform is valid, the Farkas model is primarily used because, in order to study the dynamics of the thermal transformation, the
system must transform.
2.4.2 Nanostructure creation
Three diﬀerent conﬁgurations were studied: nanolaminates, spherical precipitates in a matrix, and both core and shell nanowires. All systems were built with
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a {100} orientation. Bulk, nanolaminate, and precipitate systems were created with
1,024,000 atoms, with 80 B2 unit cells in each direction, resulting in initial linear
dimensions between 23.2 nm and 23.3 nm. Regions of oﬀ-stoichiometric 63 at. % Ni
were created by randomly swapping Ni on Al sites within the desired volume fraction.
The metamaterial nanowires studied thermally had initial lengths between 34.0
nm and 34.6 nm (120 unit cells) and radii between 5.88 nm and 5.92 nm (20 unit
cells) with 302,520 atoms; these systems are periodic only along their axes. The
nanowires for mechanical tests contained 787,400 atoms, also with periodic boundary
conditions along the wire axis, initially measuring 14.5 by 58.1 nm in diameter and
length, respectively.
Systems with NiAl precipitates in a Ni63 Al37 matrix are denoted driving matrix
(D-Matrix), referring to the fact that the oﬀ-stoichiometric phase prefers to transform
and can force the second phase to transform as well. D-Matrix systems are built with
a central sphere of perfect B2 NiAl of the desired radius. Systems with the phases reversed are referred to as driving precipitate (D-Precipitate). Similarly, nanolaminates
with layered regions, as well as D-Core and D-Shell nanowires with cylindrical regions
were built. For all geometries, numerous volume fractions of NiAl and Ni63 Al37 were
simulated, beginning with bulk Ni63 Al37 until the transformation was completely suppressed. However, for the nanoprecipitates, volume fractions greater than 52% of the
system are not geometrically possible.
2.4.3 Thermal cycling
Each system was cooled from above Ms to 25 K at a rate of 1 · 1011 K/s and
subsequently heated above the Af temperature at the same rate. During heating
and cooling, directions and angles were left free to relax at 1 atm pressure with an
isothermal-isobaric ensemble (NPT).
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2.4.4 Mechanical testing
Each system was equilibrated at 300 K for 100 ps prior to deformation. Three
diﬀerent mechanical tests were used. Full strain mechanical tests consisted of uniaxial deformation along the wire axis to 20% engineering strain for 400 ps (strain
rate of 5 · 108 s−1 ) under an NVT ensemble. Stiﬀness with uncertainty was obtained
using multiple samples, each with unique randomizations for composition and atomic
velocities. Two sets of alternating single period sine-wave strain and an additional
50 ps equilibration preceded ﬁve sine-wave strain cycles, used for averaging and variability of the stiﬀness, taking linear ﬁts every 0.25% in 1% increments. Each cycle
was between 0 and 2% strain at a rate of 5 · 108 s−1 . Simple calculations of one tensile
cycle to 2% strain were used to quickly assess stiﬀness.
2.5

Free energy integration
Free energy landscapes were calculated starting from the stable, unstrained state

for each temperature and strained at a rate of 1 · 109 ps−1 in tension and compression.
Because it is an isothermal process, the entropic term goes to zero and it is possible
to integrate the free energy from the stress and strain as:
dF = V (σxx dxx + σyy dyy + σzz dzz + σxy dxy + σyz dyz + σxz dxz )

(2.8)

While technically a work value (or potential of mean force), the curves are referred to
as free energies to convey their underlying meaning. For any process out of equilibrium
(i.e. faster than a quasi-static switching) the work done is an upper bound on the
free energy, as some work is lost as heat:
hW i ≥ ΔF

(2.9)

This constitutes a “drag method” for free energy calculation, where the system is
forced to follow a speciﬁc path. Steered MD (SMD) is a similar technique which
pulls an atom (or group of atoms), rather than deforming a bulk system to obtain
the work. SMD is more commonly used in biology for protein conformation studies
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[76]. There are also other existing methods for free energy calculation in solid state
transformations, notably the generalized solid state nudged elastic band [77] which
has been demonstrated in martensitic transformations [78], but is however limited to
zero temperature.
This method is also thermodynamic integration. When thermodynamic integration is discussed it generally refers to “lambda integration” along non-physical paths,
originally derived by Kirkwood [79]. This is a quasi-static result; at the opposite extreme, an instantaneous free energy diﬀerence can be calculated with thermodynamic
perturbation, originally derived by Zwanzig [80], also commonly used in chemistry
and biology. Equation 2.8 would be exact at inﬁnitely slow rates. For ﬁnite rates, the
extremely useful Jarzynski equality [81] (to replace the above inequality) allows determination of the value of free energy barriers or diﬀerences between states through
exponential weighting of multiple work curves:
hexp(−βW )i = exp(−βΔF )

(2.10)

This result has been used signiﬁcantly with SMD [82, 83] and extended to more efﬁcient implementations [84, 85], among other methods. The free energy landscapes
are reasonably well converged at the rates used, although Jarzynski averaging could
be useful or even necessary in other systems. Further, the free energy landscapes are
used only to understand the underlying material, potential metamaterial properties,
or compare between identically calculated curves; therefore, Jarzynski averaging was
not used in this work.
2.6

Functional uncertainty quantiﬁcation
In general, a simulation predicts a quantity of interest (QoI), Q, given some

set of input parameters Pi and constitutive functions fj , themselves functions of an
independent variable z and input parameters Nk :
Q = Q(Pi , fj (z, Nk ))

(2.11)
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The fundamental engine of FunUQ is the functional derivative (FD) or Fréchet
derivative, analogous to derivatives with respect to variables and similarly deﬁned:
δQ[f ]
Q[f (z) +  · δ(z − zi )] − Q[f (z)]
(zi ) = lim
→0

δf (z)
The FD can also be deﬁned in an integral form:
Z
δQ[f ]
δQ[f ] =
(zi )δf (z)dz
δf (z)

(2.12)

(2.13)

These equations quantify the sensitivity of the QoI to changes in the input function.
There are many possibilities with FunUQ, three of which are discussed in more
detail in Ref. 86. First, uncertainty can be propagated from the uncertain input
function, f (z), to the quantity of interest using the FD:
Z
δQ[f ]
(zi ) Δf (z)dz
ΔQprop =
δf (z)

(2.14)

This returns a ﬁrst order bound of the uncertainty in Q. If a more accurate highﬁdelity input function, g(z), is available, the functional discrepancy between that and
the low-ﬁdelity input function can be multiplied by the functional sensitivity (the
FD), termed the functional error. This product then directly corrects the quantity of
interest to ﬁrst order.
Z
ΔQcorr =

δQ[f ]
· (g(z) − f (z))dz
δf (z)

(2.15)

This is an extension of the multi-variate UQ expression to the space of input functions:
sum of variables is replaced by an integral, derivatives with respect to individual
variables are replaced by the functional derivative, and the functional error takes the
place of the diﬀerence in the values of input variable. This is the focus of Chapter
6, where Q is the time averaged potential energy or pressure and f (z) is the LJ
potential in MD. Finally, the product of the functional discrepancy and sensitivity,
the functional error, can be used to determine the ideal low-ﬁdelity simulation to run
in a multi-scale simulation:
E=

δQ[f ]
· (g(z) − f (z))
δf (z)

(2.16)
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where E is the relative eﬀectiveness of running a more expensive high-ﬁdelity simulation. This values highlights where the system both has a signiﬁcant diﬀerence
between the two input functions, but is also particularly sensitive to that diﬀerence.
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3. TUNABILITY OF THERMAL HYSTERESIS AND TRANSFORMATION
TEMPERATURES IN MARTENSITIC ALLOYS THROUGH FREE ENERGY
LANDSCAPE ENGINEERING
This chapter was adapted with permission from S. T. Reeve, K. Guda Vishnu, A.
Belessiotis- Richards, and A. Strachan, “Tunability of martensitic behavior through
coherent nanoprecipitates and other nanostructures,” Acta Materialia (2018). Copyright 2018 Elsevier. [87]
3.1

Introduction
Martensitic materials are widely used, from solid state actuators, biomedical

devices, vibration damping, and solid-state refrigeration [25–28]. Materials design
eﬀorts, including compositional and microstructural optimization [88–92], have resulted in signiﬁcant ability to tune transition temperatures, reduce thermal and mechanical hysteresis, and improve the reversibility of the transformation. In addition,
mechanistic understanding of crystallographic relationships between the martensite
and austenite phases has proved instrumental in understanding and engineering the
phase transformations and derived properties [29,93]. Despite this progress, the need
for additional development and new avenues to optimize the properties of this class
of materials is exempliﬁed by a new series of shape memory alloys (SMAs). These
rare-earth Mg alloys have a signiﬁcantly lower density than other SMAs, making
them attractive for many applications. Unfortunately, their low transformation temperatures render them impractical [94]. In this chapter, coherent precipitates in a
martensitic matrix are shown to be eﬀective in tuning the transformation temperature and hysteresis using MD simulations.
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While there has been substantial research on the eﬀect of precipitates in SMAs
[25, 95–97], recent experimental and theoretical work has shown that coherent integration of an appropriately chosen second phase into martensitic materials can open
new dimensions to improve performance or achieve properties not otherwise accessible [73, 98, 99]. Notably, a recent study found the presence of coherent Ti2 Cu nanoprecipitates in a TiNiCu SMA matrix led to signiﬁcant improvements in the fatigue
life and strength [99]. Theory and simulation have shown that coherent integration
of a second phase can be used to modify the free energy landscape that governs
the martensitic transformation and, thus, engineer desired properties. Indeed, signiﬁcant ability to tune transformation temperature and reduce hysteresis using free
energy landscape engineering (FELE) in coherent nanolaminates has been demonstrated previously via MD simulations [73]. MD simulations on NiTi/Ni3 Ti4 systems
showed that precipitates can reduce transformation stress, at the expense of transformation strain [100], while the opposite arrangement of phases (NiTi precipitates in a
non-transforming matrix) resulted in modest modiﬁcation of thermal and mechanical
transformations [101]. The concept of FELE is exempliﬁed graphically in Figure 3.1,
where a coherent, linear-elastic second phase (blue line) modiﬁes the martensitic free
energy landscape (red line), making lower hysteresis possible by reducing the transformation energy barrier, as well as stabilizing the austenite phase with respect to
the martensite.
While this is one example, the free energy landscapes of both phases change as a
function of temperature, shown in Figure 3.2. The combinations with various volume
fractions at each temperature form the full set of possibilities discussed throughout
the chapter.
The previous work showing tunability of martensitic properties was demonstrated with a nanolaminate geometry [73], diﬃcult to achieve experimentally; in
addition, open questions remain about the operating mechanisms. Inspired by the
growing number of aforementioned martensitic materials incorporating useful coherent precipitates, this chapter explores FELE via coherent nanoprecipitates to tune
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Figure 3.1. Free energy landscape engineering example combining
martensitic (Ni63 Al37 , red) and non- martensitic (NiAl, blue) components. Both are bulk systems at 750 K, strained biaxially, described
in Section 2.5, interpolated to show possible eﬀects of coherent integration.
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Figure 3.2. Free energy landscapes as a function of temperature for
martensitic Ni63 Al37 and non-martensitic NiAl components; both are
bulk systems, strained biaxially, described in Section 2.5.
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the temperature and hysteresis associated with the martensitic transformation in
Nix Al1−x alloys. Results for coherent precipitates are compared with nanolaminates
and core/shell nanowire composite systems, showing tunable properties for all geometries and how the volume fraction of the precipitates aﬀects the structural transformation and the resulting martensitic microstructures. Correlations are established
between the underlying free energy landscape and the thermal behavior of the material; this is dominated by either the reduction of the barrier associated with the
transformation or stabilization of austenite.
3.2

Thermal transformations and structural regimes
The previous study on nanolaminate systems [73] showed signiﬁcant reduc-

tion of thermal hysteresis through FELE. New simulations of the thermally induced
martensitic transformation upon cooling and austenitic transition upon reheating for
laminates are shown in Figure 3.3a as a reference.
As each system is cooled from 800 K, the martensitic transformation is marked
by rather abrupt lattice parameter changes with temperature which deviate signiﬁcantly from thermal contraction; two lattice parameters expand and one contracts.
Similarly, when heated from 25 K, the eventual transition back to austenite occurs
when the lattice parameters return to nearly equal values (the cubic phase). This
temperature loop is highlighted with arrows for the bulk alloy in Figure 3.3a. As
previously reported, a signiﬁcant reduction in transformation hysteresis with increasing volume fraction of the NiAl component is observed. As could be expected from
Figure 3.1, this stems from the engineered free energy landscape with a reduction in
the energy barrier separating these two phases. Results for cooling and heating of
the nanoprecipitate systems show that the martensitic matrix systems exhibit similar
trends, Figure 3.3b. This is an important result as it shows that FELE is possible
in geometries accessible via standard metallurgical processing routes. A gradual reduction in hysteresis is accompanied by a minimal reduction in transformation strain
as the volume fraction of the NiAl precipitate is increased up to 30%. Increasing the
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nanowires, and d) D-Shell nanowires. Temperature path shown with
arrows in a).
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precipitate volume to 40% leads to a sharp reduction in hysteresis and transformation strain; as discussed below, this indicates a change in transformation mechanism.
Interestingly, the D-Precipitate systems did not transform thermally at any volume
fraction studied, up to 40 at. % Ni63 Al37 . For the precipitate conﬁgurations, spheres
in a simple cubic arrangement, a maximum volume fraction of 52% can be achieved
before the precipitates come in contact with its periodic images. Note that other
precipitate arrangements and shapes that enable a higher volume fraction of the
transforming phase may result in transformation. For completeness, Figure 3.3 also
includes results for nanowires in both the D-Core and D-Shell conﬁgurations. This
conﬁguration produces similar trends, but with signiﬁcantly more modiﬁcation of the
Ms temperatures (see Figures 3.3c-d). In all cases the reduction in thermal hysteresis
is accompanied by a reduction in transformation strain.
Structural analysis of the MD trajectories provide insight into the temperature
dependence of the lattice parameters for the various cases. First, the martensitic
transformation of two D-Matrix nanoprecipitate systems (40 and 30 at. % NiAl) is
explored upon cooling to highlight the eﬀect of the second phase on the martensitic
transformation, see Figure 3.4.
Atoms are colored according to their local environments using the PTM method,
classiﬁed into B2 austenite (blue), monoclinic martensite (red), stacking faults (green),
and other defects (white), with the front half of atoms in the simulation cell removed for clarity. NiAl and Ni63 Al37 phases are also distinguished as light and dark
shades of these colors, respectively. For both volume fractions, the systems start as
fully austenite. The left panels in Figure 3.4 show the nucleation of the martensitic
phase, immediately below the Ms . Both systems behave similarly, exhibiting multiple martensitic domains with diﬀerent orientations that nucleate entirely within the
Ni63 Al37 region near the surface of the precipitate. The second view of the snapshots
in Figs. 3.4a,c shows periodic replicas to highlight the various domains (see arrows);
note that the orientation of the stacking faults (in green) can be used to assess the
orientation of the martensite variant. This preferential nucleation contrasts the be-
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Figure 3.4. Martensitic nucleation in D-Matrix nanoprecipitates just
below Ms with 30 at. % NiAl at a) 210 K and b) 209 K (Ms 211K)
and 40 at. % NiAl at c) 122 K and d) 121 K (Ms 128 K). Front half of
atoms are removed for clarity in all; atomic coloring is detailed in the
center inset. Right snapshot in a) and c) show periodic replications
of the systems to highlight two martensitic domains (with arrows) in
each.
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havior of the bulk Ni63 Al37 system where domains nucleate throughout the system.
For the 30 at. % D-Matrix, as well as cases with lower volume fractions of NiAl,
the NiAl nanoprecipitate eventually transforms into the martensitic phase, Figure
3.4b, and a single orientation overtakes the entire sample. This process underlies the
initial regime of gradual reduction in hysteresis and minimal reduction in transformation strain in Figure 3.3b. While the nucleation of the martensite phase is similar
for the 30% and 40% samples, only the matrix transforms for the 40 at. % D-Matrix
(Figure 3.4d) with the precipitate remaining in the austenite phase. The precipitate
then limits the interaction between the multiple initial domains and multiple persistent domains are observed instead of a single domain overtaking the entire sample
as described above. This partial transformation and multi-domain structure explain
the drastically reduced hysteresis and strain in Figure 3.3 for the 40 at. % system
(including one lattice parameter that does not signiﬁcantly change).
Turning attention to the overall processes that govern the transformation in the
various conﬁgurations studied, Figure 3.5 shows atomistic snapshots after cooling to
25 K for each geometry and several volume fractions.
The front half of the D-Matrix, D-Core, and D-Shell systems are removed for
clarity in Figure 3.5. To complement the analysis, Figure 3.6 shows the evolution of
the fraction of atoms classiﬁed as belonging to the martensite phase, calculated using
PTM, during the cooling and heating process.
Three distinct regimes of transformation with respect to the volume fraction
of the non-transforming phase are present in all geometries; the structures shown in
Figure 3.5 correspond to the highest volume fraction NiAl in each regime. The ﬁrst
regime occurs for the lowest volume fractions of the non-transforming NiAl phase
and is characterized by the entire system transforming to martensite. This process
results in minimal reduction in transformation strain as the Ni63 Al37 phase forces the
NiAl phase to transform. This is shown both in the top row of Figure 3.5 with complete transformation to martensite (excluding domain boundaries in some systems),
as well as the abrupt, almost vertical transformations in Figure 3.6. The second
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regime involves intermediate fractions of the NiAl phase; complete transformation of
the Ni63 Al37 region, but only partial transformation of the NiAl (middle row of Figure 3.5). This results in a two-step transformation process (see, for example, Figure
3.6a, 50 at. %). As expected, transformation occurs ﬁrst in the Ni63 Al37 phase and
is subsequently followed by transformation of the non-martensitic NiAl. The NiAl
region in these systems transforms less abruptly and incompletely; thus, there is a
signiﬁcant decrease in transformation strain. Finally, the third regime takes place at
large volume fractions of NiAl where transformation is completely suppressed in the
non-martensitic NiAl (bottom of Figure 3.5). These systems also exhibit a gradual
transformation of the Ni63 Al37 region, as with the NiAl region in the previous regime.
Due to the presence of free surfaces in the nanowire, the geometric constraints of
the martensite and austenite coexistence are less signiﬁcant. The nanowires therefore
exhibit a wider range of transformation temperatures, with less clear distinction between regimes. The martensitic transformation is entirely suppressed with the highest
NiAl volume fractions, above 80, 70, and 50 at. % for laminate, D-Core, and D-Shell
systems, respectively; however, the D-Matrix nanoprecipitate systems cannot geometrically be created at high enough NiAl volume fractions to show behavior in the
partially suppressed third regime.
The evolution of the martensitic fraction in the systems during cooling and
heating shown in Figure 3.6 correlate with the lattice parameter changes shown in
Figure 3.3. Note that the smooth reduction in martensite fraction at high temperature is partially due to thermal noise which leads to an increase in unidentiﬁable
atomic coordination (“other” atoms) and not due to a solid-to-solid transformation.
Increasing the NiAl volume fraction in all geometries brings the two characteristic
temperatures (Af and Ms ) closer together, demonstrating reduced hysteresis. Shifts
in the transformation temperature are also captured, particularly in volume fractions
at and above 40 at.% NiAl.
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3.3

Tunability of hysteresis and martensitic transformation temperatures
For many applications of SMAs, minimization of thermal hysteresis and maxi-

mization of transformation strain is desirable.Therefore, the eﬀect of adding a NiAl
second phase on the purposeful reduction in hysteresis and unavoidable reduction in
strain for all geometries is compared in Figure 3.7.
Hysteresis is deﬁned as (Af - Ms ) and transformation strain as the change in
lattice parameter from Ms to 25 K. The ideal behavior would lie in the lower right
corner of the plots; all geometries display the preferred balance of a more substantial
hysteresis reduction than the accompanying transformation strain reduction. The
uncertainty in the results can be estimated by the 95% conﬁdence interval, shown
with error bars in both hysteresis and strain, from three independent simulations of
the bulk system (top right, Figure 3.7). In addition, the uncertainty can be inferred
from the scatter in similar volume fractions, where intermediate volume fractions show
largest variability. The lowest volume fraction NiAl nanolaminate and nanoprecipitate
systems show strong reduction of hysteresis with minimal loss of strain (top right,
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Figure 3.8. Transformation temperatures for all systems with a)
austenite ﬁnish (Af ) matching trends across geometries and b)
martensite start (Ms ) contrasting geometries. Conﬁdence intervals
of 95% for three independent bulk samples shown in grey.

Figure 3.7). For the highest NiAl volume fractions, all geometries produce small, but
ﬁnite strain with essentially zero thermal hysteresis; this could be potentially useful
for niche low strain, ultra-low hysteresis applications.
3.4

Engineered free energy landscapes
Underlying the eﬀect of the NiAl phase on thermal hysteresis presented above

is the eﬀect on the individual transformation temperatures, Ms and Af . Figure 3.8
shows the dependence of the transformation temperatures on NiAl content.
As expected, the Af temperature decreases with increasing volume fraction of
NiAl for all geometries, see Figure 3.8a. Recalling the free energy landscape changes
from Figure 3.1, this is consistent with both the stabilization of the austenite phase
over a wider temperature range and the reduction in the free energy barrier that
makes it easier to transform from martensite back to austenite. However, the eﬀect
of the second phase on the Ms temperature (Figure 3.8b) shows intriguing, opposite,
trends in nanowire geometries as compared with nanolaminate and nanoprecipitates.
While the addition of NiAl would be expected to similarly reduce the austenite to

39
martensite transformation barrier, leading to an increase in Ms , the stabilization of
the austenite phase would have the opposite eﬀect, i.e. to depress the Ms temperature.
This competition between mechanisms is therefore able to explain both trends. The
nanolaminate and D-Matrix nanoprecipitates show increase in Ms with increasing
non-martensitic NiAl volume fraction; this indicates that the reduction in energy
barrier dominates. The decrease in Ms for the nanowires conversely indicates that
stabilization of the austenite phase prevails.
In order to conﬁrm understanding of the trends in hysteresis and transformation
temperature, the free energy landscapes for all geometries and volume fractions were
computed at relevant temperatures. As described in Section 2.5, these landscapes
relate the free energy to the strain used to drive the transformation; biaxial strain is
used for the nanolaminates and nanoprecipitates and uniaxial deformation used for
the nanowires, see Figure 3.9.
It should be noted that in the nanowire cases, driven by surface energies, the
preferred martensite variant aligns its short direction along the axis of the wire.
Further, the lattice parameter along this axis is the only possible progress variable
for computing the free energy landscape in these systems and is therefore used in
Figs. 3.9c-d. For these systems, the martensite therefore lies at lower values of lattice
parameter (i.e. to the left of the austenite).
For both the nanolaminates and D-Matrix nanoprecipitates, the energy barrier
associated with the transformation from martensite to austenite, going from right to
left in Figures 3.9a-b, is reduced by the incorporation of the coherent NiAl phase, as
designed. This explains the reduction in hysteresis associated with the transformation
and the stabilization of the austenite phase at the expense of the martensite, resulting
in the reduction in Af (Figure 3.8a). The increase in Ms with increasing fraction of
NiAl for these systems also matches the observed reduction in barrier associated with
the austenite to martensite transformation (left to right), which for these systems
more than compensates the increased stability of the austenite (Figure 3.9a).
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For the nanowire cases, the barrier also reduces signiﬁcantly from martensite
to austenite (left to right) with increasing volume fraction NiAl, matching the shared
trend of reduced Af . However, primarily due to the free surface, all nanowires exhibit slightly increased or unchanged barriers for the reverse path, from austenite to
martensite (right to left), with increasing fraction of NiAl (Figure 3.9c-d), where even
the bulk wire shows a very small barrier. Thus, austenite stabilization is dominant
in the wires, yielding the opposite Ms trend with volume fraction. Figure 3.10 shows
that the austenite is stable in the nanowires (with zero curvature at those states),
more easily accessible beginning from that state.
In agreement with the systems displaying lowest thermal hysteresis, the free energy landscapes for the 40-70 at. % NiAl exhibit distinct features. For these volume
fractions, the landscapes are optimally balanced such that the free energy proﬁle is
nearly ﬂat for both the stable and metastable states. FELE results in stabilization of
new states of coexistence containing both austenite and martensite, states in between
the individual martensite and austenite phases in Figure 3.1. Further, the ﬂattening of the energy landscapes agree with the signiﬁcant changes in elastic behavior
from landscape engineering discussed in detail in Chapter 5. For future work, free
energy landscapes interpolated from the bulk phases could signiﬁcantly reduce the
computational cost to predicting useful combinations of phases.
3.5

Discussion
MD simulations show that the incorporation of coherent precipitates in a marten-

sitic matrix modiﬁes the underlying free energy landscape that governs the phase
transformation in the alloy. In the cases studied, the second phase resulted in the
stabilization of the austenite phase and reduction of the transformation energy barrier. Thus, the presence of the precipitate resulted in a reduction of the hysteresis
associated with the martensitic transition and modiﬁed the transformation temperatures. These property changes can be understood in terms of the competition between the stabilization of the austenite, resulting in a reduction of both martensitic
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Figure 3.10. Example free energy landscapes from nanowires starting
from both the martensite (M, yellow/red), as in Chapter 2, and from
the austenite (A, grey curves) for a) 30 at. % NiAl D-Core and b)
0 at. % NiAl nanowires. Beginning from the martensite, the system
ﬁnds the austenite, but shows weak metastability. Beginning from the
austenite, the system transforms to a partially martensitic structure
with higher free energy.
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and austenitic transformation temperatures, and the reduction in energy barrier associated with the transformation that reduced hysteresis, increasing the martensitic
temperature and decreasing the austenitic transition temperature. The reduction in
hysteresis is desirable for applications involving actuation but it comes accompanied
by an undesirable reduction in transformation strain. The relative reduction in hysteresis surpasses that in strain. Detailed analysis of the MD trajectories identiﬁed
three distinct regimes in terms of how the presence of the NiAl phase aﬀects the
martensitic transformation and microstructure. The ﬁrst regime shows comparable
behavior to the bulk alloy, with complete transformation as the martensitic phase
forces the NiAl to transform. Within the second regime the NiAl phase only partially
transforms, with many systems retaining multiple domains, with near equal balance
of the two phases. The martensitic region transforms only partially for the third
regime, again in multi-domain structures, and with little to no transformation of the
NiAl.
The principles of FELE can be generally applied to modify the properties of
a martensitic material as long as an appropriate, coherent, second phase can be
identiﬁed. FELE could be utilized to identify ideal second phases in shape memory
alloys in conjunction with materials informatics and thermodynamic approaches for
composition and processing condition optimization [88–91, 102, 103]. One potential
application of the method could be to increase the transformation temperature and
martensite stability in new low-temperature martensitic Mg alloys, possessing desirable low-density, with a FELE identiﬁed second phase to make them practically
useful [94].
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4. SECOND-ORDER MARTENSITIC TRANSFORMATIONS THROUGH FREE
ENERGY LANDSCAPE ENGINEERING
This chapter was adapted from S. T. Reeve, K. Guda Vishnu, and A. Strachan, “First
to second order conversion in martensitic alloys through epitaxial mechanical ﬁelds”
(In preparation) 2018. [104]
4.1

Introduction
Phase transformations are fascinating from a scientiﬁc point of view and crit-

ical for human development from the production of early bronzes through the rise
of steels [105] to today’s phase change materials used in solar energy [106] and nanoelectronics [107]. In the ﬁeld of materials science, ferroelectric transformations
power actuators and sensors [108, 109] and enhance the performance of electronic devices [110]; analogously, martensitic transformations in metallic alloys underlie shape
memory, superelasticity, and strengthening in many high-performance steels [25,111].
Under most conditions, phase transformations involve a discontinuous jump in properties; for example, as a liquid turns into vapor its density changes abruptly and as a
ferroelectric material is cooled down across its Curie temperature, polarization develops suddenly [112]. However, in most cases, the character of the transformation can be
changed from discontinuous (classiﬁed as ﬁrst order) to continuous (second order) via
the application of an external ﬁeld conjugate with the order parameter that governs
the transformation: electric and magnetic ﬁelds in ferroelectrics and ferromagnetics,
respectively, and pressure in the liquid-gas transition [112, 113]. The change in the
order of a transformation has striking eﬀects, from the existence of universal scaling
laws, originating from a lack of characteristic scales, to a lack of hysteresis which
can be harnessed in various applications, e.g. sensors and actuators [114, 115]. Dis-
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parate systems can exhibit common scaling and second order transformations are
therefore organized into universality classes. For example, ferroic transitions, orderdisorder, superconductors, and superfuids have examples within the same universality
class [112] . Many systems beyond this list of classic examples also display critical
behavior, from biology [116], to Mott transitions [117], liquid crystals [118,119], granular materials [120], fragmentation [121], and spallation [122]. While the existence
of a critical point associated with a second order transformation is common to most
phase changes, martensitic transformations in metallic alloys (including shape memory alloys as one subset) are stubbornly ﬁrst order. Speciﬁc compositions can lead
to near continuous behavior [123]; however, there is no external ﬁeld (e.g. electric
or magnetic) to continuously tune the nature of these transformations and achieve
criticality. There are, however, many avenues for modifying the transformation characteristics in martensitic alloys and improving properties; these include composition
optimization [89–91] and coherent second phases [98, 99].
In this chapter theory and high-ﬁdelity MD simulations show that the strain
ﬁelds resulting from an appropriately chosen coherent second phase can be tuned to
convert the martensitic transformation in NiAl alloys into a second order one. This
second order martensitic transformation is achieved by modifying the free energy
landscape underlying the transformation. This ﬁnding provides a theoretical foundation for the computational prediction of tunable and ultra-low stiﬀness in Chapter
5, reduced hysteresis, and ability to tune transformation temperatures in Chapter 3
and Ref. 73 in these alloys and even further for experiments in Ti-based gum metals
with similar properties, notably containing both nanoscale composition segregation
and reported as “higher-order” behavior [124, 125]. Through MD simulations a dramatic change in the nature of transformation is demonstrated in the vicinity of the
critical point and scaling exponents are extracted that show that critical martensitic
transformation belongs to the mean ﬁeld universality class.
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4.2

MD description of ﬁrst order martensite
The discontinuous nature of a ﬁrst order phase transition originates from the

shape of the free energy landscapes as a function of temperature. Figure 4.1a shows
the free energy as a function of lattice parameter in martensitic Ni63 Al37 from MD
for various temperatures.
Details of the MD simulations, model, and structures for free energy calculations
are discussed in Chapter 2. The landscapes make clear that at high temperatures
the austenite phase (A) is more stable, both phases have approximately the same
free energy at 950 K, and at lower temperatures the martensite phase (M) is more
stable. These landscapes represent the typical behavior of ﬁrst order transformations.
Note that the two phases are separated by an energy barrier that must be overcome
during the phase transformation, resulting in hysteresis. Further, the austenite and
martensite phases have distinct lattice parameters at all temperatures; thus, the
transformation involves a jump in properties. It was hypothesized that a continuous
change from one phase to another, without an energy barrier could be achieved by
modifying this martensitic energy landscape via a second phase with a complementary
landscape. Figure 4.1b exempliﬁes the approach of free energy landscape engineering
(FELE) to achieve a barrier-less transformation. Building on previous work [73] and
Chapter 3, phases with opposing stability are considered: Ni63 Al37 far below austenite
metastability and NiAl for which the martensite is unstable down to 0K, both at 25
K. An analytical combination of these two landscapes yields the desired landscapes
(dashed line) with a ﬂat landscape, lacking a free energy barrier and characteristic of
second order systems. Such an energy landscape could be achieved by the coherent,
defect-free, epitaxial integration of Ni63 Al37 and NiAl. Coherent integration at the
nanoscale forces the materials to share the same lattice parameters; consequently,
one can think of the energy landscape of the composite metamaterial as the weighted
sum of each component at each lattice parameter. This hypothesis is tested in the
following section.
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Figure 4.1. Free energy landscape engineering producing the possibility of second order behavior. a) Calculated free energy landscapes for
bulk, ﬁrst order Ni63 Al37 martensitic alloy at various temperatures
and b) analytically combined free energy landscape from separate
NiAl and Nix Al1−x bulk systems at low temperature.
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4.3

Critical martensite and scaling laws
The free energy landscape shown in Figure 4.1 provides strong evidence for the

second order nature of the transformation in the coherent metamaterial. To conﬁrm
this expectation and to characterize the transformation, high-ﬁdelity MD simulations
of the thermal transformation were carried out. Coherent laminates were cooled from
above the martensitic transformation temperature (Ms ) to 25 K, as in the previous
chapter, with details in Section 2.4. The nature of the thermal transformation is next
characterized by exploring possible scaling laws from simulations of multiple volume
fractions of NiAl and Ni63 Al37 .
The martensitic transformation strain along the in-plane direction within the
nanolaminates is taken as the order parameter; this is analogous to ferroelectric polarization and ferromagnetic magnetization. The bulk alloy shows the baseline characteristics of transformation strain as a function of temperature (shifted by Ms ), see
the red line in Figure 4.2.
This transformation shows ﬁrst order characteristics, with an abrupt jump from
almost entirely austenite to fully martensite. Adding up to 50 at. % NiAl phase (nontransforming) does not change the transformation in a signiﬁcant manner; that intermediate case shows an abrupt, but incomplete, transformation. As hypothesized from
the free energy landscapes in Figure 4.1, 65 at. % NiAl and higher fractions results
in distinct behavior, with a continuous increase in the order parameter. Despite the
intrinsic ﬂuctuations characteristic of relatively small systems with oﬀ-stoichiometric
composition, the change from discontinuous to a continuous transformation is clear
in Figure 4.2. Further supporting this result, Figure 4.3 shows that for all systems
below 60 at. % NiAl, the thermal hysteresis after reheating is nearly zero.
An analysis of the structure during the phase transition provides important
insight. Figure 4.4 shows structures below Ms for a 65 at. % NiAl metamaterial.
Atoms in the martensitic phase are colored in red and those in the austenite phase are
transparent blue. Such a domain structure is completely unexpected in martensitic
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Figure 4.2. Martensitic transformation strain order parameter as a
function of shifted temperature (T - Ms ) contrasting bulk and high
NiAl volume fraction nanolaminates, all cooled to 25 K.
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Figure 4.3. Cooling and heating for all NiAl volume fractions from
60-75 at. % with notable lack of hysteresis below 60 at. % NiAl.
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transformations that are characterized by planar domain walls with preferred lattice
matching between the austenite and martensite: [100]A ||[110]M in this system. In
contrast, the domain structure in Figure 3 is typical of second order transformations,
where the diﬀerence between phases disappears leading to rough, jagged interfaces
and a lack of a characteristic length. Note that the transformation only occurs within
the Ni63 Al37 region of the nanolaminate and that the structures shown in Figure 4.4
are representative of observations for NiAl at. % between 60 and 75, beyond which
the transformation is completely suppressed.
Having established the continuous nature of the transition the existence of scaling laws is now veriﬁed and critical exponents determined. The critical exponent β
describes the scaling of the order parameter as a function of temperature (Figure
4.2). Power-law ﬁts as a function of temperature ﬁt range and for each volume fraction of NiAl are shown in Figure 4.6, as well as one example of the ﬁtting for 65 at
% NiAl. The resulting values for 60-75 65 at. % NiAl systems range from 0.25 and
0.5 and increase signiﬁcantly for the highest NiAl fractions where the transformation
is suppressed. These values are comparable to several other critical phenomena, as
demonstrated in Figure 4.5a.
The critical exponent γ governs the temperature dependence of the derivative of
the order parameter with respect to applied ﬁeld as the critical point is approached
thermally. In this case, the gradient of transformation strain with respect to the
applied strain ﬁeld is computed using multiple values of the volume fraction of the
second phase; ﬁtting and temperature dependence are shown in Figure 4.7. The resulting value of γ, 0.93, calculated using all volume fractions from 60-75 at. % NiAl
also corresponds to existing critical behavior, Figure 4.5b. The values β=0.5 and
γ=1.0 indicate this behavior ﬁts within the mean-ﬁeld universality class. A third
critical exponent, τ , describes the scaling of the cluster number distribution, often
calculated for percolation. Here, a cluster analysis was performed on the transformed
martensite, ignoring austenite in Figure 4.4, to identify individual domains; a ﬁt example for 65 at. % NiAl and temperature dependence for all volume fractions is
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Figure 4.4. Atomistic structure of the 65 at. % NiAl, exemplifying
the localized, continuous nature of the martensitic transformation at
two temperatures below Ms . Atoms classiﬁed as austenite are shown
as transparent blue, martensite as red, and stacking faults as green.
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Figure 4.5. Comparison of critical exponents in the current martensitic study (Mart.) and well-known transformations: ferromagnetism
(FM), liquid-gas coexistence (LG), ferroelectricity (FE), and other
behavior. Lines represent theoretical results, open symbols experimental, and ﬁlled symbols MD. Values taken from Refs. 112,117,120,
122, 126–128

Figure 4.6. Exponent β, with a) ﬁtting example for 65 at. % NiAl
and b) exponents as a function of temperature.
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Figure 4.7. Exponent γ, with a) ﬁtting and b) exponent as a function
of temperature.

shown in Figure 4.8. The calculated values again match well with other critical behavior shown in Figure 4.5c: experimental piezoelectric force microscopy in a relaxor
ferroelectric [128] and spallation [122] and granular materials [120] from MD. Finally,
while the ratio of surface area and volume in 3D scale as 2/3 (A = V (2/3) ), these
martensite clusters scale with an exponent of 0.86, or a fractal dimensionality of 2.58
(Figure 4.9).
Characterization of the bulk system further highlights the disparate behavior
of the ﬁrst and second order systems, shown in Figure 4.10. The evolution of the
lattice parameters under cooling is abrupt and the number distribution of the cluster
volume also shows a large gap consistent with abrupt, complete transformation.
4.4

Critical martensite phase diagrams
An additional picture of the nature of the metamaterial critical martensite are

phase diagrams as a function of temperature and the applied strain from the second phase, calculated based on the stable lattice parameter of each bulk phase at
each temperature. Figure 4.11 shows how with increasing volume fraction of NiAl,
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Figure 4.8. Exponent τ , with a) cluster distribution at and below Ms
for 65 at. % NiAl, b) cluster distribution above and far below Ms for
65 at. % NiAl, and c) exponents as a function of temperature. Plots
for a) and b) separated for clarity.

Figure 4.9. Fractal exponent, with a) ﬁtting example for 65 at. %
NiAl and b) exponents as a function of temperature.
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Figure 4.10. Bulk Ni63 Al37 characteristics with a) cooling and heating
and b) cluster distribution near Ms .
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Figure 4.11. Phase diagram for critical NiAl martensite showing the
reduction of hysteresis to zero.

resulting in increasing epitaxial strain, the Ms and Af transformation temperatures
converge; this is analogous to strain-temperature phase diagrams in ferroelectrics,
e.g. those shown in Ref. 21. In a slightly diﬀerent way, Figure 4.12 shows how the
transformation temperature (average of Ms and Af ) changes with applied strain ﬁeld,
analogous to electric or magnetic ﬁelds in critical behavior for other ferroic systems
or pressure in liquid-gas systems, as shown in Ref. 113 and Ref. 112, respectively.
4.5

Discussion
There are many examples of phase transformations changing from ﬁrst to second

order; for example, going from bulk to thin ﬁlms [129] or randomized composition [130]
in ferroelectrics. Even though martensitic alloys are almost entirely ﬁrst order, recent
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Figure 4.12. Phase diagram for critical NiAl martensite showing the
critical point from the applied strain ﬁeld.
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Figure 4.13. Stiﬀness in biaxial tension as a function of temperature
for bulk phases and nanolaminates

work has shown “higher order” characteristics through speciﬁc compositions in gum
metals producing nanoscale spinodal microstructures, both experimentally [124, 125]
and from phase ﬁeld simulations [131]. The results from Ref. 124 include both continuous transformation and minimum stiﬀness near the critical temperature; Figure
4.13 shows a strikingly similar plot of stiﬀness as a function of temperature for NiAl,
in addition to the continuous transformation detailed in Figure 4.2 and throughout
this chapter. This work shows that through speciﬁc combination of phases, either
metamaterial nanolaminates or nanoscale spinodal segregation, critical martensite is
possible and could be achieved in a wide array of martensitic alloys.
This chapter has, for the ﬁrst time, demonstrated conversion of a ﬁrst order
ferroelastic transformation to second order, developing critical behavior in a martensitic alloy through coherent, epitaxial strain using FELE. This same approach could
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be used in other martensitic alloys to tune their behavior, potentially useful for nonhysteretic martensitic applications including sensors and actuators.
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5. ULTRA-LOW AND TUNABLE STIFFNESS IN MARTENSITIC ALLOYS
THROUGH FREE ENERGY LANDSCAPE ENGINEERING
This chapter was adapted with permission from S. T. Reeve, A. Belessiotis-Richards,
and A. Strachan, “Harnessing mechanical instabilities at the nanoscale to achieve
ultra-low stiﬀness metals,” Nat. Commun., vol. 8, 2017. This article is licensed
under a Creative Commons Attribution 4.0 International License (2017). [132]
5.1

Introduction
Engineering composites combine distinct materials to achieve properties or pro-

cessability not possible with the individual components and ﬁnd widespread use,
from advanced airframes [133] to biomedical implants [134]. Composites are also
ubiquitous in nature, achieving outstanding mechanical performance by arranging
relatively humble materials in optimized microstructures [135]; classic examples include nacre [136], bone [137], and spider silk [138]. However, the design of composites
has its limits. With few exceptions, composite properties fall between those of its constituents; this is rigorously true for properties like density where the composite value
can be obtained as a sum over constituent phases. Properties like stiﬀness depend
not only on phase fractions, but on the arrangement of phases and elegant solutions
exist for simple geometries [139]. Such properties are bounded by the rule of mixtures
with the combination of phases in series or in parallel. This is true even as composite,
foam, and lattice material design has successfully ﬁlled previously inaccessible materials property space [140], e.g. ultra-low stiﬀness metallic micro-lattices [141, 142]
and structures with negative Poisson’s ratio [143, 144].
The prospect of attaining otherwise unachievable properties has generated signiﬁcant interest in breaking the constraints of the rule of mixtures. Breakthroughs in
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materials science and engineering have enabled overcoming such constraints for extrinsic properties: those that depend strongly on microstructure. Examples include
biomimetic composites with high toughness [145, 146] and composites designed for
low thermal conductivity [147]. Intrinsic properties have proven more challenging.
However, as described in Chapter 1, strain engineering, and by extension, FELE is
uniquely suited to breaking these types of constraints.
In this chapter, theory is used to design an ultra-low stiﬀness metamaterial, the
ﬁrst a composite that deﬁes the constraints of the rule of mixtures for a quasi-static
property weakly sensitive to microstructure: stiﬀness. Stiﬀness does depend on microstructure (via texture), but much less so than strength and toughness, and can to
date only be engineered to a large extent via open structures such as foams and lattices, which incorporate air as a second phase. Molecular dynamics (MD) simulations
that explicitly model the mechanical metamaterial show a stiﬀness over one order
of magnitude smaller than that of its softest component. In absolute terms, a fully
dense metal with a stiﬀness of as low as 2 GPa, a value typical of polymers, is demonstrated. This unprecedented result is possible because one of the components in the
metamaterial is stabilized in a thermodynamically forbidden state of negative stiﬀness
by interfacial stresses originating from its coherent integration with a thermodynamically stable material. This idea of harnessing unstable states has been demonstrated
experimentally for negative capacitance using ferroelectrics in nanoelectronic applications [110, 148] and to achieve both ultra-high damping [149, 150] and ultra-high
stiﬀness [151] composites. While these studies have produced impressive properties,
each example is dynamic and the displayed properties are transient; Ref. [148] is
an exception for electronic properties. In contrast, the to prior eﬀorts in mechanical
properties, the metamaterials described in this chapter stabilize a negative phase,
resulting in ultra-low stiﬀness under quasi-static conditions.
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5.2

Landscape combinations for ultra-low stiﬀness
The design of an ultra-low stiﬀness metamaterial starts with the free energy

landscape that governs a martensitic transformation, i.e. free energy as a function
of a transformation progress variable. Here one lattice parameter is chosen as the
progress variable. The red curve in Figure 5.1 shows the energy landscape underlying
the transformation from a cubic to an orthorhombic monoclinic phase through the
application of biaxial strain to a model disordered metallic alloy that approximately
describes a Ni63 Al37 alloy.
The details of the model will be described below; the ﬁrst focus will be the
general aspects of the metamaterial design. The energy landscape exhibits two local
minima. One minimum represents the ground state structure, which for this system
at room temperature is the martensite; a large energy barrier separates this ground
state from a metastable state (austenite in this case). Materials scientists make use
of both ground states and metastable phases, the latter being feasible as long as high
energy barriers ensure their long-term viability. In contrast, rather than using either
local minima, this work instead utilizes the states around the local maximum. The
local curvature of the free energy vs. lattice parameter represents an elastic constant
(the stiﬀness of the material in response to deformation represented by the progress
variable) and the states around the maximum exhibit negative stiﬀness. That is,
under these conditions the material is at or near a mechanical tipping point. Thermodynamics tells us that such a state is unstable [152] and the intent is to harness it
to achieve an ultra-low stiﬀness metamaterial by barely stabilizing it at the nanoscale
using interfacial stresses originating from its epitaxial integration with a second phase
of positive stiﬀness, represented by the blue line in Figure 5.1. An epitaxial or coherent interface involves no defects and atomic planes in one phase continue into the
other; both materials are therefore forced into sharing the same lattice parameters
along the interfacial plane. Thus, to describe epitaxial metamaterials the free energies of the two phases at each lattice parameter weighted by volume fractions in line
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Figure 5.1. Free energy landscape engineering for ultra-low stiﬀness.
Free energy as a function of in-plane lattice parameter from MD simulations of bulk Ni63 Al37 and NiAl, interpolated with rule of mixtures.
The combination of 65 at% Ni63 Al37 (thick red) and 35 at% NiAl
(thick blue) is highlighted in black to show the possibility of ultra-low
stiﬀness. The martensite and austenite are labeled for Ni63 Al37 . The
inset shows a schematic of the epitaxial interface between NiAl and
Ni63 Al37 where Al atoms are light blue, Ni in NiAl is dark blue, and
Ni in Ni63 Al37 is red. Note that this atomic coloring is unique to this
ﬁgure.
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with the rule of mixtures. The thin lines in Figure 5.1 show the results of this new
epitaxial rule of mixtures for various phase fractions. Some of the resulting energy
landscapes exhibit the desired low curvature (one is highlighted in black), indicating
the possibility of ultra-low stiﬀness.
5.3

MD description of mechanical martensitic transformation
To stabilize the Ni63 Al37 alloy in its unstable state (see Figure 5.1) a material

with equilibrium lattice parameter (energy minima) around 2.9 Å is necessary. Conveniently, the equiatomic NiAl ordered alloy (stable only in the B2 phase) has nearly
exactly this stable state, see blue curve in Figure 5.1. Therefore, the possibility of
ultra-low stiﬀness was explored with MD simulations of heteroepitaxial metamaterials consisting of disordered Ni63 Al37 and B2 NiAl organized in core/shell nanowires
and nanolaminate conﬁgurations.
Figure 5.2 shows stress-strain curves of a representative series of core/shell
nanowires with various fractions of each phase. The simulated wires are initially
14.5 nm in diameter and 58 nm in length and uniaxially deformed at a strain-rate of
5 · 108 s−1 at 300 K; see Chapter 2 for additional details.
The two homogeneous wires, NiAl and Ni63 Al37 , show the baseline properties of
the model material and are discussed ﬁrst. The pure NiAl wire exhibits the expected
behavior for a defect-free nanowire: non-linear elasticity followed by transformation to
a strain-stabilized martensitic variant (due to the high cost of nucleating dislocations)
with signiﬁcant stacking faults, see Figure A.1. The Ni63 Al37 wire begins in the
martensitic phase and shows superelastic behavior governed by a change in domain
orientation. In order to develop an atomic-level picture of the processes of elastic and
inelastic deformation, the atomistic trajectories were analyzed using CNA, as shown
in Figure 5.3, that enables the classiﬁcation of atoms into phases and the identiﬁcation
of martensitic domains, see methods in Chapter 2.
Atoms belonging to the martensitic phase are colored in shades of red (dark
red in Ni63 Al37 and light red in NiAl), while atoms in an austenite environment are
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colored in shades of blue (dark blue in Ni63 Al37 and light blue in NiAl). Stacking faults
in the martensite (shown in green) can also be determined from the local bonding
environment and are useful in identifying domains as they always lie on {110}B2 planes
that contain the short lattice parameter. The initial structure of the Ni63 Al37 wire
consists of a single martensitic domain (Figure 5.3a) with its short lattice parameter,
corresponding to [001]B2 , oriented along the wire axis with stacking faults on (110)B2
planes. At approximately 2.5% strain nucleation of a second, rotated martensitic
variant is observed with stacking faults along (011)B2 and its short direction normal
to the wire axis (along the [100]B2 ). Thus, deformation is accommodated by domain
switching, typical of shape memory alloys. It is interesting to note that domain
switching involves the transient formation of austenite as an intermediate phase (see
blue atoms in Figure 5.3a and evolution of the atomic fractions of each phase in Figure
5.4a).
After nucleation, the new domain grows through domain wall motion to accommodate strain, requiring a rather low stress. When this mechanism is exhausted, the
stress increases and deformation proceeds via the nucleation of the same unstable
martensitic variant observed in the NiAl B2 case. The signiﬁcant stress required to
nucleate and propagate domain switching is a key diﬀerence between superelasticity
and the ultra-low stiﬀness metamaterial response. The process of deformation for
both components of the metamaterial are as expected, lending credence to the overall
ﬁdelity of the model to describe martensitic processes.
5.4

Ultra-low stiﬀness with full strength
With context from the response of the pure components to mechanical defor-

mation established, the behavior of the heteroepitaxial nanowire metamaterials is
now investigated. Typical stress-strain curves of Core(Ni63 Al37 )/Shell(NiAl) (herein
denoted D-Core for transforming core) and Core(NiAl)/Shell(Ni63 Al37 ) (denoted DShell) are shown in Figure 5.2. These simulations conﬁrm the expected, engineered,
softening of the metamaterials, including ultra-low stiﬀness for the 70 at. % Ni63 Al37
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D-Shell with a Young’s modulus of 4 GPa, an order of magnitude smaller than that of
the softest component. Atomistic snapshots, CNA, and RDF structural analysis for
all metamaterial composite fractions in Figure 5.2 are described in Appendix A and
shown in Figures A.1-A.4. A detailed analysis of the atomistic structures provides
key insight into the mechanisms responsible for the ultra-low stiﬀness. The CNA
indicates that the undeformed 70 at. % Ni63 Al37 D-Shell metamaterial exhibits coexistence between the austenite phase and two martensitic domains, Figure 5.3b and
Figure 5.4c. Note that the interfaces between the austenite and martensite phases are
jagged with interpenetration between the two phases; furthermore, some regions of
the Ni63 Al37 shell are identiﬁed as austenite and some of the NiAl core as martensite
(Figure 5.4b), opposite their preference as isolated materials. The radial distribution
functions (RDF) proves essential for understanding the intriguing CNA results. The
metamaterial RDFs exhibit broad peaks, with features of both the B2 and martensite
phases, Figure 5.4d. Surprisingly, the RDFs of the metamaterial cannot be described
as a linear combination of those of the austenite and martensitic phase, indicating a
range of local lattice parameters, shown in Figure 5.5.
These observations within the metamaterials - gradual transition between phases
and variation in local lattice parameters across the sample - are clear manifestations
of the interfacial stresses aﬀecting the stability of the system. Moreover, this is consistent with the ﬂat energy landscapes in Figure 5.1) where a wide range of lattice
parameters lie within a narrow energy range and is strikingly diﬀerent from the pure
Ni63 Al37 sample. Application of a mechanical load to the 70 at. % Ni63 Al37 D-Shell
wire results in the seamless change in local lattice parameter with a small change in
free energy. For strain up to a few percent, tensile deformation results in the growth
of the martensite variant oriented with its short direction normal to the axis of the
wire while maintaining the continuous coexistence of both phases. The homogeneous
Ni63 Al37 wire contrasts this behavior, beginning and remaining in the martensitic
phase (except the sharp increase in austenite fraction during the nucleation of the
second, rotated domain) and showing narrower RDF peaks. Once the change in lat-
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tice parameter aﬀorded by the ﬂat region of the free energy landscape is exhausted,
the 70 at. % Ni63 Al37 D-Shell wire stiﬀens and achieves an ultimate tensile strength
comparable to that the pure phases. Stress relaxation occurs via transformation to
the same unstable martensite as in the pure Ni63 Al37 and NiAl cases.
The ultra-low stiﬀness observed in the 70 at. % Ni63 Al37 D-Shell is both reversible and reproducible; furthermore, it applies to various compositions and geometries. A series of heteroepitaxial wires were cycled mechanically with a total strain
range of 2%. Figure 5.7a shows the resulting stiﬀness of the nanowires as a function of the Ni63 Al37 at. %, contrasting it with the expectation from Voigt and Reuss
standard composite averages. The range of Young’s moduli indicates the variability resulting from cycling loading of multiple statistically independent samples, see
Chapter 2. The stress-strain curves for all samples are shown in Figure 5.6.
Remarkably, a few individual samples show stiﬀness as low as approximately
2 GPa (averaged over 5 deformation cycles). The cyclic loading also highlights the
lack of threshold stress, characteristic of superelastic materials, separating elastic
deformation from a regime dominated by domain wall motion (see Ni63 Al37 stressstrain response, Figure 5.2). Further, since the deformation of the ultra-low stiﬀness
metamaterials depends on coexistence of and transition among a wide range of local
parameters there is negligible hysteresis in the elastic response, another important
diﬀerentiating factor from superelasticity. The softening is not restricted to nanowire
conﬁgurations; epitaxial laminates with a periodic thickness of 23.2 nm show similar
softening, see inset in Figure 5.7a.
The predicted properties of the epitaxial nanowires and laminates ﬁll an important gap in materials properties not achievable with current classes of materials.
This is displayed in an Ashby chart [153] of strength vs. modulus in Figure 5.7b [154]
where standard experimental results are compared to the metamaterials from MD
simulations.
This minimum Young’s modulus is over an order of magnitude lower than that
the softer component and is unprecedented for a full density metal, either in ex-
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periment or any realistic simulation. It must be acknowledged that comparing the
strength of defect-free nanostructures with bulk samples of the various classes of materials is not entirely fair; however, the combination of even moderate strength and
ultra-low stiﬀness for a metal is clearly unique otherwise unﬁlled. Signiﬁcant tuning of stiﬀness is possible in cell structures and via macroscopic structural design.
Even negative stiﬀness has been demonstrated under quasistatic, displacement controlled conditions in systems that incorporate buckled elements [155]. In contrast to
this work, their results are achieved at the structural, not material, level and at the
expense of strength.
Finally, as a likely event in experimentally created structures, interlayer diffusion was investigated. D-Shell nanowires were created with a graded composition
across the interface. These wires have a 65 at. % Ni in the shell and the Ni concentration varies from 65 at. % at a radius of 45 nm to 50 at. % at 30 nm, see Figure
5.8.
The stiﬀness of these new nanowires under cyclic loading fall between 7 - 15
GPa, Figure 5.8, within the range of stiﬀness of the sharp interface D-Shell wires
with the same overall composition (70 at. %) shown in Figure 5.7a. Thus, perfectly
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separated layers are not expected to be required and interlayer diﬀusion should not
signiﬁcantly degrade the stiﬀnesses described throughout the chapter.
Finally, it should be noted that this approach does not require core/shell or
laminate geometries; coherent precipitates in a matrix exhibit similar eﬀects, as shown
in Chapter 3.
5.5

Discussion
In summary, by harnessing the negative stiﬀness state of a martensitic mate-

rial and stabilizing it at the nanoscale via epitaxial integration an ultra-low stiﬀness,
full density metal was demonstrated. The metamaterial was designed by identifying
an appropriate second component capable of stabilizing the negative stiﬀness region. Large-scale MD simulations show that the ﬂat energy landscape underlying the
metamaterial does, in fact, result in ultra-low stiﬀness. The metamaterial nanowires
exhibit Young’s moduli in the low gigapascal regime, similar to that of many polymers, as a wide range of lattice parameters result in nearly identical energies. This
softening is achieved at full density and with no loss of strength.
While demonstrated here for model NiAl alloys, the use of negative stiﬀness
phases and landscape engineering to achieve mechanical properties not otherwise possible is quite general and applicable to any material exhibiting ferroic transformations,
including ferroelectric [19, 21, 110, 151, 156] materials. The results in Refs. 151, 156
and related work also harness negative stiﬀness states; however, in contrast to this
work, their systems are not epitaxial and their properties are transient. The authors
use the negative stiﬀness portion of the energy landscape of ferroelectric inclusions,
constrained in a matrix, during thermally induced transformation to produce unique
properties. Ultra-high dynamic stiﬀness and viscoelastic damping result from negative compressibility and shear modulus of the inclusions, respectively. These new
martensitic metamaterials stabilize the negative stiﬀness region of one phase by its
coherent integration with a stable phase at the nanoscale. Not only does this produce
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ultra-low stiﬀness due to the stabilization of a wide range of local lattice parameters,
but this is accomplished under quasi-static, rather than dynamic, conditions.
Metals with stiﬀness in the low gigapascal range are highly desirable for integration with soft materials with similar stiﬀnesses. For example, the combination of
ultra-low stiﬀness with metallic electronic conductivity and high strength furthers the
possibilities for multifunctional, ﬂexible electronics [157] and would be desirable for
implantable devices, enabling better integration with tissue [158, 159].
5.6

Uncertainty quantiﬁcation for interatomic models
Analysis of the uncertainty of the novel systems described in this chapter re-

quire a careful consideration of many sources. Ultimately, the main assumptions of
MD come into question: will the same exciting properties be present in experiment,
without the size, time, and model limitations? Because the approach purposely harnesses materials on the nanoscale, size scales are not particularly of issue. Stability
over long times could be in question and should certainly be investigated, but is not
the focus of this dissertation. However, the signiﬁcance of the interatomic model cannot be overstated. The functional form chosen dictates the atomic interactions and
therefore strongly aﬀects every prediction made. The results above are strengthened
by demonstration of a second, separate, independent interatomic model which shows
the same qualitative behavior.
To assess whether the softening was strongly dependent on the model used
to describe the alloy, simulations were repeated with an independently developed
interatomic potential [37]. This second potential was parameterized using diﬀerent
data and exhibits notably diﬀerent behavior in terms of the energy landscape, elastic
properties, and martensitic transformation, the resulting metamaterials also exhibit
signiﬁcant softening relative to the expected composite averages, shown in Figure 5.9.
A reduction in the stiﬀness of 67% compared with the softest component is
observed; the slightly lower degree of softening as compared to the results shown in
Figure 5.7 is due to a less ideal energy landscape combination in Figure 5.10.
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It should be noted that neither interatomic potentials were modiﬁed or tuned
in any way for this work. As discussed above, nanolaminate metamaterials were also
found to exhibit similar trends (inset in Figure 5.7a). The overall conclusion is then
that the ultra-low stiﬀness observed is not an artifact of the models used; rather,
the unique properties result from the general features of the free energy landscapes
underlying the two components of the metamaterial.
The very nature of making a computational prediction precludes certainty in lieu
of direct comparison to experimental results. However, in order to make decisions with
computational predictions, some degree of certainty is necessary. Validating results
with multiple interatomic models is therefore often used as it was here. This is both
simple – run an identical simulation with a new model – as well as computationally
expensive. It would, however, be ideal to understand and quantify diﬀerences from
one interatomic model to another, as every detail of the models are known beforehand
as inputs.
The following sections describe a method to do just this: functional uncertainty
quantiﬁcation (FunUQ). As will be described, it is highly non-trivial to use this
method with a model as complex as that used for the previous chapters (EAM). It
is instead described for a simpler model involving only pairwise interactions as a ﬁrst
step towards quantifying uncertainty in the speciﬁc research here.
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6. FUNCTIONAL UNCERTAINTY QUANTIFICATION IN MOLECULAR
DYNAMICS
This chapter was adapted with permission from S. T. Reeve and A. Strachan, “Error
correction in multi-ﬁdelity molecular dynamics simulations using functional uncertainty quantiﬁcation,” J. Comput. Phys., vol. 334, pp. 207-220, 2017. Copyright
2017 Elsevier. [160]
6.1

Introduction
A majority of work in UQ to date has come from solid and ﬂuid mechanics;

however, the prior techniques are rapidly being applied, adapted, and extended for
materials simulations [44]. This has included work in DFT [161,162], numerous eﬀorts
in MD [163–167], as well as multiscale methods [168–170]. These eﬀorts highlighted
the importance of acknowledging and quantifying uncertainties in model parameters,
from measurement or averaging techniques, as well as intrinsic variability of the systems or processes under investigation. These studies, and most UQ work thus far,
have examined uncertainties in input parameters. Indeed, there are many specialized
software packages developed for this task: DAKOTA [171] and PUQ [172], for example. However, in many applications, particularly those involving complex physics,
accounting for uncertainty in parameters is not enough, as the functional forms of
the constitutive models themselves are approximate. This is especially true in materials modeling where lack of knowledge leads to unquantiﬁed or poorly quantiﬁed
uncertainties. In addition to interatomic models in MD [173–175], examples of input
functions with varying degrees of accuracy include exchange and correlation functionals used in DFT calculations [161,176], generalized stacking faults used in dislocation
dynamics [177], and constitutive laws for micromechanical simulations. The mathe-
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matical framework to quantify uncertainties that arise from constitutive models used
in simulations was proposed for this context in Strachan et al. [86] and described
in Chapter 2. The functional derivative (FD) was deﬁned in order to quantify and
correct uncertainties that originate from the constitutive input functions.
Through the FD, functional uncertainty quantiﬁcation (FunUQ) can, in principle, be used to assess the uncertainties originating from approximate input constitutive laws, correct predictions if a more accurate function becomes available, and
rank when and where to replace a low-ﬁdelity model used in a simulation with one
of higher ﬁdelity in order to reduce prediction error by running additional simulations. This chapter introduces a computationally eﬃcient method to compute the FD
in MD simulations involving two-body interatomic potentials, extending ideas from
thermodynamic integration and free-energy perturbation methods [49, 178]. The FD
quantiﬁes how a quantity of interest (QoI) – in this case the total potential energy or
pressure computed from an MD simulation in the canonical ensemble – depends on
the input function, here the Lennard-Jones (LJ) two-body pair potential. We further
show that the FD with respect to the LJ potential can be used to compute accurate
correction to the potential energy and pressure for a family of pair potentials without
re-running the simulation. This is true as long as the discrepancy between the potentials remains within reasonable bounds and the phase space explored by the system
with the new potential is not signiﬁcantly diﬀerent from that of the original.
6.2

Functional derivatives
The problem of forward propagation in UQ is most commonly concerned with

uncertainty in simulation outputs arising from uncertainty in the input parameters.
This approach, while very valuable, ignores the fact that the functional forms used
as constitutive laws are almost invariably approximate and lead to errors in the simulation. The functional derivatives deﬁned in Equation 2.12 are used throughout
this chapter, with applications deﬁned in Section 2.6: uncertainty propagation from
functions, error correction from multiple input functions, and optimal multi-ﬁdelity
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simulation orchestration. Where the formal deﬁnition uses the Dirac delta function
as the functional variation, for numerical calculation of the FD within MD simulations narrow Gaussian distributions are used instead. A simple analytical example is
shown ﬁrst in Section 6.2.1. One additional example of calculating and using the FD
was to rank high-ﬁdelity simulations in order of their functional error to optimally
reduce the error in the predicted QoI for the restoring force in a multi-ﬁdelity radio
frequency MEMS switch simulation [86]. This FD was used to rank model evaluations
and minimize the necessary computational cost with maximized error correction. In
this chapter, the approach is extended to a signiﬁcantly more challenging problem:
molecular dynamics simulations.
6.2.1 Analytical example
A simple example using FunUQ is shown ﬁrst in order to demonstrate the
mathematical foundation of the functional derivatives and functional corrections. A
toy problem is devised in which the quantity of interest is the integral of the product
of two functions with an independent variable z:
Z
Q = h(z)f (z)dz

(6.1)

If f (z) is taken as the function of interest, it can be shown that h(z) is the functional
derivative. Beginning with the deﬁnition of the functional derivative in Eq. 3:
δQ[f ]
Q[f (z) +  · δ(z − zi )] − Q[f (z)]
(zi ) = lim
→0

δf (z)

(6.2)

Using the QoI for this problem, a delta function perturbation, and assuming a reasonably small perturbation:
R
R
h(z)(f (z) +  · δ(z − zi ))dz − h(z)f (z)dz
δQ[f ]
(zi ) =
δf (z)

Expanding the equation:
R
R
R
h(z)f (z)dz + h(z) ·  · δ(z − zi )dz − h(z)f (z)dz
δQ[f ]
(zi ) =
δf (z)


(6.3)

(6.4)
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Simplying, and evaluating the delta function:
Z
δQ[f ]
(zi ) = h(z) · δ(z − zi ) = h(zi )
δf (z)

(6.5)

Extended to all points i, the FD is h(z).
If an additional function, g(z), is available (potentially of higher ﬁdelity), then
the functional correction can be computed:
Z
ΔQ = h(z) · (g(z) − f (z))dz

(6.6)

Because of the choice of the “model” and QoI, the direct correction is given by:
Z
Z
Z
ΔQ = QHF −QLF = h(z)g(z)dz − h(z)f (z)dz = h(z) · (g(z) − f (z))dz (6.7)
and the results with the numerical FD and direct analytical results should match.
For a concrete example, h(z) = x2 and f (z) = exp(x) are chosen, and the FD
numerically calculated with the perturbative approach as in the following sections.
In Figure 6.1, the FD clearly matches h(z) for reasonable Gaussian perturbations of
width σ = 0.01 and heights  = ±0.01 and ±0.02. With bounds from z = −5 to 5,
the correction error between f (z) and g(z) = x3 is below 8 · 10−6 .
6.2.2 Numerical functional derivatives using a perturbative technique
For the speciﬁc case of interest the general functional derivative expression from
Eq. 2.12 becomes:
δQ[φ]
Q[φ0 (r) +  · φ0 (r − ri )] − Q[φ0 (r)]
(ri ) = lim
→0

δφ

(6.8)

where Q[φ] denotes the average QoI – the potential energy or pressure of the system
– using interatomic potential φ. The unmodiﬁed LJ potential is φ0 and φ0 is a normalized Gaussian perturbation centered at interatomic distance r = ri with width σ.
Note that φ0 here is the same low-ﬁdelity function used for the correction in Section
6.4 (there denoted φLF ) .
The functional derivative in Eq. 6.8 can be calculated by performing a set
of simulations with the low-ﬁdelity potential modiﬁed by perturbations of varying 
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Input functions
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Figure 6.1. Simple example with input function, f (z), and second
input function, h(z), which is equal to the FD for the speciﬁc choice
of QoI.

86
and computing a numerical derivative for each position ri . These modiﬁed Lennard
Jones potentials and resulting average potential energies as a function of size of the
perturbation  are shown in Figure 6.2(a) and (b), respectively (discussed in more
detail below). However, this brute force approach is computationally very intensive
considering that the functional derivative may need to be sampled at 100 values of
ri . Even with only three values of  for each separation distance one would need
to perform 300 separate MD simulations. To alleviate the computational cost of the
approach a perturbative approach is now derived to calculate the functional derivative
that can be computed with little overhead with respect to the nominal simulation
using the low-ﬁdelity potential, φ0 .
At the heart of the calculation of the FD is the evaluation of canonical averages
of the QoIs with the interatomic potential and a Gaussian perturbation. Recognizing
that the modiﬁed Hamiltonian of the system can be additively decomposed into the
kinetic energy, the original LJ potential energy and the functional variation (or perturbation) for these two-body potentials the canonical ensemble average of quantity
Q can be written as:
R
hQiH =

Q · e−βH0 · e−βH
R
e−βH0 · e−βH 0

0

(6.9)

where H0 is the Hamiltonian with the LJ potential and H 0 the potential energy
resulting from the Gaussian perturbation following form from Eq. 6.8. Equation 6.9
can be re-written as the ratio between two canonical averages over the unmodiﬁed
R
Hamiltonian by multiplying by additional factors of e−βH0 and rearranging:
0

hQiH = hQ · e−βH iH0 ·

1
he−βH 0 i

(6.10)
H0

Since both canonical averages are over the unmodiﬁed potential only simulation with
the low-ﬁdelity potential is required. Therefore, computing the functional derivatives
requires evaluating the Gaussian perturbation potentials on the trajectory obtained
with the low-ﬁdelity model. Such expressions are commonly used to compute free
energies in thermodynamic integration and free energy perturbation approaches [179,
180].
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Figure 6.2. Numerical calculation of a functional derivative with a)
unmodiﬁed LJ potential in bold black and eight examples of modiﬁed
interatomic potentials in blue (two positive and two negative height
Gaussian perturbations with ﬁxed width at each of two positions, r1
and r2 ) and b) numerical derivatives with respect to perturbation
height from the example perturbations in (a). Perturbations enlarged
for visibility with one example, P1 , marked in both a) and b).
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Quantities for the canonical average in Eq. 6.10 are computed every 1 ps with
a total of 64 ns of simulation time with the low-ﬁdelity LJ potential, deemed well
converged, with an example of that convergence for one set of conditions in Figure
6.5. These averages are evaluated using a binned coordination number with a total of
2000 bins to compute H 0 and Q (as it contains contributions from the perturbation),
described in more detail in the Section 6.2.3. The coordination number is used primarily to further reduce computation and avoid modifying the MD code. Performing
the calculation directly within the MD force loop with atomic positions would be
equivalent excluding slight discrepancies from discretization.
Using Eq. 6.8, with the ﬁrst term in the diﬀerence calculated using Eq. 6.10, the
functional derivative was computed with respect to Gaussian perturbations centered
at ri with width σ = 0.1 Å and heights  = ±0.00075 and ±0.000375 eV (examples
at two ri in Figure 6.2(a)). The perturbation width was chosen to minimize (localize) the perturbation while retaining suﬃcient sampling. The heights were similarly
minimized, due to the diﬃculty of converging exponentially weighted averages, while
ensuring a measurable eﬀect from the perturbations. The numerical derivative is then
evaluated by computing the slope of the QoI with respect to  (examples in Figure
6.2b) at a set of interatomic separations ranging from zero past the potential cutoﬀ
in increments of 0.05 Å.
The thick blue lines in Figure 6.3 show the functional derivatives obtained in
this manner for all physical conditions and both QoIs. These curves were averaged
from multiple calculations of the FD with independent randomized samplings from
the total of 64 ns of simulation time. The functional derivative displays signiﬁcant
information about the physics of the systems. The overall shapes correspond to the
atomic shells as in the radial distribution function – notably more pointed for the
solid case. At very low separation distances the FD goes to zero as atoms hit the
soft-wall repulsion of the potentials; for the extreme liquid system the atoms occupy
smaller separations.
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Figure 6.3. Functional derivatives of the potential energy for the a)
solid, b) ambient liquid, and c) extreme liquid cases and of pressure
for the d) solid, e) ambient liquid, and f) extreme liquid cases. The
perturbative method is shown in thick blue lines and the brute force
method in red lines with points.
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To assess the accuracy of the calculation the functional derivative was also computed at equally spaced values of ri using the brute force approach described above.
For each value of ri four MD simulations were performed with varying perturbations
(identical to those in the perturbative approach) added to the LJ potential as shown
in Figure 6.2(a) and obtain the functional derivative with the same numerical derivatives as the perturbative approach. For each separate perturbation the simulation
was run for 16 ns (split between 16 independent systems). The results of the brute
force approach are shown in red in Figure 6.3; the two methods of calculating the
functional derivative are nearly identical with only small numerical discrepancies.
6.2.3 Thermodynamic quantities using coordination number
The calculation of the functional derivative using the perturbative approach
(Eq. 6.8 and 6.10) is expanded upon here, beginning with the contribution to the
Hamiltonian from the perturbation. This quantity can be directly calculated with a
sum over all pairs of atoms as the potential energy in any MD simulation:
H0 =

X

φ0 (rij )

(6.11)

i<j

This would require modiﬁcation of the MD code to calculate this quantity within
the force loop or summing over a saved atomic trajectory. This expression can be
replaced:
H0 =

NX 0
φ (rk ) · c(rk )
2 k

(6.12)

where c(r) is the average coordination number at a given separation distance r, discretized into k bins and N the number of atoms. This is neither invasive to the code,
nor requires signiﬁcant storage or computation past the low-ﬁdelity simulation.
With the potential energy as the QoI, Q is simply the sum of Eq. 6.12 and the
low-ﬁdelity simulation potential energy. For the pressure the virial expression is used
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(without the small ideal gas contribution as it is already present in the low-ﬁdelity
pressure):
P0 =

1 X
fij rij
3V i<j

(6.13)

Because only cases with two-body central forces are examined this can be simpliﬁed:
P0 =

1 X
f (rij )rij
3V i<j

(6.14)

and with the same motivations as above, the equation is rewritten in terms of the
coordination number, again with k bins in separation distance:
P0 =

N 1 X
f (rk ) · r · c(rk )
2 3V k

(6.15)

This quantity, added to the low-ﬁdelity simulation pressure, provides Q in Eq.
6.10 for the QoI pressure.
6.3

System and model details
The FunUQ method is demonstrated in MD simulations where the input func-

tion is a pairwise interatomic potential and the QoIs are the potential energy and
pressure (long-time averages) of the system. MD simulations use this pairwise potential energy as a function of atomic separation as an input to compute total energy
and interatomic forces (obtained as the negative gradient) which are used to integrate Newton’s equations of motion to predict the time evolution of the system. The
Lennard-Jones 12-6 potential is taken as the low-ﬁdelity input function and test the
ability of FunUQ to correct the prediction of the QoI for a family of “high-ﬁdelity”
potentials. The LJ potential uses an inverse sixth order term to describe the attractive part of the interactions and an inverse twelfth order term to describe shorter
range repulsion. The parameters for the low-ﬁdelity LJ potential are designed to
roughly describe copper: the equilibrium bond distance, σ = 2.315Å and the equilibrium energy well depth,  = 0.167eV [181]. These values were ﬁt to the bulk melt
temperature and room temperature lattice constant. It should be noted that this is

92

Table 6.1.
High-ﬁdelity potential sine modiﬁcation terms
Name

Modiﬁcation function

Sine 1

0.44 + 0.46 sin(0.17(24.2 + r))

Sine 2

−0.47 sin(−0.15(14 + r)) · exp(−r)

Sine 3

0.07 sin(1.2(−1.2 + r))/r2

Sine 4

−0.01 + 0.2 sin(0.3(14 + r)) · exp(−r)

Sine 5

0.7 sin(0.4(11 + r)) · exp(−r)

Sine 6

0.9 sin(0.4(11 + r)) · exp(−r)

Sine 7

1.1 sin(0.4(11 + r)) · exp(−r)

not an accurate potential for Cu as it ignores important many body eﬀects critical
to describe elastic constants and defect energetics. Also notable is the discrepancy of
the liquid densities as compared to experiment [182]. However, the goal is to demonstrate the applicability of FunUQ to an MD problem. In this spirit, the high-ﬁdelity
potentials are similarly designed for demonstration purposes only and do not represent a more accurate representation of an actual material. Seven pair potentials were
constructed by additively modifying the LJ potential with sine functions in Table 1.
This family of functions will be denoted Sine 1 to Sine 7.
For all potentials a smoothing function is used to ensure stable dynamics near
the cutoﬀ. The function is of fourth order to create potential energy and force curves
that both smoothly tend to zero:
s(r) =

c) 4
( (r−r
)
w

(1 +

(r−rc ) 4
)
w

(6.16)

where rc is the cutoﬀ distance and w is the width of the smoothing. For all potentials
the cutoﬀ is 5.79Å (2.5σ, commonly used for LJ potentials) and smoothing width
1.5Å. Each potential curve is created by summing the base equation and the modiﬁcation term and subsequently taking the product with the smoothing function. The
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Figure 6.4. Interatomic potentials used with inset taken from the
dotted region. High-ﬁdelity models obtained as sine modiﬁed LJ potentials are shown in color labeled with numbers, low-ﬁdelity LJ with
bold line in black, and Morse (M) with dashed line in gray.

force curve is then created with product rule diﬀerentiation of the potential. These
potentials are shown in Figure 6.4.
Each system consists of 500 atoms simulated under isothermal, isochoric conditions (canonical ensemble). Three physical states of the system were simulated: one
solid at ambient temperature and pressure (300K with density of 9.02g/cm3 ), one
liquid slightly above the melt temperature at ambient pressure (1300K with density
of 6.48g/cm3 ) and another liquid at extreme temperature and pressure (5000K with
density of 8.93g/cm3 , corresponding to 55GP a).
In order to obtain the quantities of interest, energies, pressures and functional
derivatives, both temporal and ensemble averages were performed as is common practice in MD simulations. For each condition, several simulations were run with statistically independent velocities obtained from the Maxwell-Boltzmann distribution at the
desired temperature. For each high-ﬁdelity potential and thermodynamic condition
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Figure 6.5. Convergence of correction error between the FunUQ
method and a direct simulation for the ambient liquid case with the
Sine 1 potential. Points represent individual calculations, the middle
line the mean, and the shaded region the 95% conﬁdence interval.

of interest, 16 independent simulations were performed, each 1 ns long, suﬃcient for
good statistical sampling of the quantities of interest. For each low-ﬁdelity potential
and thermodynamic condition, the total sample time was 64 ns, from 64 independent
simulations of 1 ns. A longer simulation time was necessary for the low-ﬁdelity simulations in order to properly converge the FD with the perturbative approach (discussed
in the following section). The use of multiple independent simulations allowed for
concurrent computation and reduced wall-clock time for the study. An example of
the convergence of the FunUQ corrections is shown in Figure 6.5.
6.4

Error corrections for sine modiﬁed potentials
In order to use Eq. 2.15, in addition to the functional derivative, the discrepancy

function (φHF (r) − φLF (r)) is needed, the diﬀerence between the high and low-ﬁdelity
potentials. Figure 6.6 illustrates (a) the functional derivative, (b) the functional
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discrepancy, and (c) the product of the two, the functional error, each as a function
of interatomic distance for one case, the ambient liquid with modiﬁed potential Sine 1.
These results are shown for each physical case and potential in Appendix B, Figures
B.1-B.5. Note that the functional error goes to zero both for small and large values of
r; at small r it goes to zero following the functional derivative (due to steep repulsion
that keeps atoms from coming close to one another), while for large distances the
discrepancy goes to zero as both potentials tend to zero at the same cutoﬀ.
The functional error was numerically integrated using the trapezoid rule to
obtain the total correction for the QoI. In order to verify these correction predictions
explicit MD simulations were performed with the high-ﬁdelity modiﬁed LJ potentials.
Figure 6.7 compares the (a) potential energy and (b) pressure diﬀerences explicitly
simulated with low and high-ﬁdelity potentials (gray) to the corrections obtained
with FunUQ (with colors matching those in Figure 6.4, as well as the hybrid LJMorse potential discussed in sub-section 6.5 in white). These results are shown in
detail in Tables B.1 and B.2 in Appendix B.
For almost all cases, the FunUQ predictions are in excellent agreement with
the direct simulations. Excluding only the Sine 6 and 7 potentials for the ambient
liquid (discussed below) average error is 0.600% and 1.70% for potential energy and
pressure, respectively. These very accurate corrections are obtained only making use
of the simulation with the unmodiﬁed LJ potential; no additional MD simulations
are required.
The ability of FunUQ to correct the QoIs is impacted greatly by the degree
of phase space overlap between the high and low-ﬁdelity simulations. This can be
shown simply by the overlap in histograms of probability distributions of diﬀerences
in potential energy from the initial to ﬁnal state, a common practice in free energy
calculations [183]. In this case, the states refer to the potential used and the distributions are taken from:
ΔU0 = (U (φHF , ΓLF ) − U (φLF , ΓLF ))

(6.17)

ΔU1 = (U (φLF , ΓHF ) − U (φHF , ΓHF ))

(6.18)
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Figure 6.6. Method of calculating the cumulative functional error
with examples of the a) functional derivative , b) the functional discrepancy, and c) the product of the two for the ambient liquid with
the Sine 1 high-ﬁdelity potential. The shading shows the integrated
area contributing to the total correction of the QoI as in Eq. 2.15.
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Figure 6.7. Comparison of correction from FunUQ (colors matching
curves in Figure 6.4, with addition of the hybrid potential, shown in
white and discussed in sub-section 6.5) and direct simulation (gray).
Each set of three bars shows the solid, ambient liquid, and extreme
liquid cases from left to right for each potential. Results for a) potential energy and b) pressure.
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Figure 6.8. Examples of potential energy probability distributions
showing various degrees of overlap: a) solid with Sine 1, b) extreme
liquid with Sine 1, c) ambient liquid with Sine 1, and d) ambient liquid
with Sine 7. Overlap is close to zero for systems with phase change
in only one potential; inset d) shows an example of a void formed as
compared to the normal liquid in inset c).

where each term is the energy with potential φ and set of samples in phase space
Γ = (x1 , ..., xN ) (each point dependent on the positions of the N atoms) from the
high or low-ﬁdelity potential trajectory. Examples are shown in Figure 6.8. More
concretely, ΔU0 gives the diﬀerence between the potential energy distribution from
the low-ﬁdelity potential MD simulation and the potential energy distribution from
the same atom positions through time re-evaluated with the high-ﬁdelity potential
(without additional MD simulation).
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Lack of phase space overlap and diﬀerence in probability distributions is most
signiﬁcant for the the ambient liquid with the Sine 6 and 7 potentials, the same
two cases with signiﬁcantly larger error. Further inspection of the MD trajectory
shows that the modiﬁed potential results in a structural transformation while the
unmodiﬁed LJ does not. This is shown in atomistic structures (created using OVITO
[67]) included as insets in Figure 6.8 comparing the ambient liquid with Sine 1 and Sine
7: the liquid undergoes cavitation for Sine 7 (and to a lesser extent with Sine 5 and 6).
Thus the low-ﬁdelity LJ explores a vastly diﬀerent region in phase space as compared
to that of the high-ﬁdelity Sine 7; however, even under such unfavorable conditions
FunUQ is able to provide some level of correction. In contrast, the solid cases have
sharply peaked distributions with strong overlap and correspondingly highly accurate
predictions, with the caveat of more diﬃcult convergence of the results. Histograms
for all physical cases and potentials are within Appendix B, Figure B.6.
The degree of similarity of phase space exploration can be further summarized
by plotting the average of ΔU0 against the average of ΔU1 . The closer to slope
of unity, the more signiﬁcant the distribution overlap. Figure 6.9 gives results that
agree with the histograms in Figure 6.8 and Figure B.6; namely, for cases where the
explored phase space for the low and high-ﬁdelity trajectories is less similar and there
is little histogram overlap, the prediction error increases, particularly for the ambient
liquid. Results in this ﬁgure for the Morse (gray symbols) and hybrid LJ-Morse
(white) potentials are discussed in sub-section 6.5.
6.5

Error correction for Morse and hybrid potentials
Predicting properties for the Morse potential from LJ further highlights the

challenge of attempting to correct a prediction made with a low-ﬁdelity model. In
this case the discrepancy between the two models is very large for short interatomic
distances, leading to near zero phase space overlap and an inaccurate FunUQ prediction for all physical cases. The red line in Figure 6.10 shows this discrepancy as
a function of interatomic separation with the functional derivatives from both liquid
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Figure 6.9. Similarity in potential energy probability distribution
peaks for all potentials (colors matching Figures 6.4 and 6.7 in subsection 6.4 with the exception of Morse in gray and hybrid LJ-Morse
in white, both discussed in sub-section 6.5). Each physical case separated for readability: a) solid, b) ambient liquid, and c) extreme
liquid.
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Figure 6.10. Discrepancy between LJ and Morse potentials (red) and
between hybrid LJ-Morse and Morse (green). Both liquid perturbative functional derivatives shown in blue to demonstrate the non-zero
sensitivity at low separation distance.

conditions in blue to demonstrate the sensitivity to changes in the potential at these
distances. The short range repulsion is described with an exponential for Morse while
LJ uses an inverse power of 12. Thus the discrepancy between the two potentials diverges for short distances and the functional derivative correction, being ﬁrst order,
produces extremely large errors. These results are therefore omitted from Figure 6.7.
The approach can, nevertheless, be useful in such circumstances, although the
high-ﬁdelity model cannot be fully replaced by the low-ﬁdelity. Instead, a hybrid
potential (Eq. 6.19) that smoothly switches from the low-ﬁdelity LJ to the highﬁdelity Morse between 2.8 and 2.4Å using error functions was created, leading to a
discrepancy of reasonable magnitude shown in green in Figure 6.10.
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φHybrid

⎧
⎪
⎪
⎪
r ≥ 2.8
⎪φLJ (r)
⎪
⎨
= φLJ (r) · [B(r) + 0.5] + φM orse (r) · [−B(r) + 0.5] 2.8 > r > 2.4 (6.19)
⎪
⎪
⎪
⎪
⎪
⎩φM orse (r)
2.4 ≥ r
B(r) = 0.5 erf(8(r − 2.6))

(6.20)

With the hybrid potential in Eq. 6.19 the high-ﬁdelity model is used only where
necessary. This is similar in spirit to adaptive sampling methods in multi-scale simulations, with examples in the literature [184–186] and codes available: the Co-design
Embedded Visco-Plasticity Proxy Application (CoEVP) [187] and the Co-design Heterogeneous Multiscale Method Proxy Application (CoHMM) [188].
It is then possible to use FunUQ to correct a low-ﬁdelity simulation run with this
hybrid potential to the result with the high-ﬁdelity Morse by using the discrepancy
between the two potentials and the functional derivative of the hybrid potential. The
hybrid potential reduces the discrepancy and the functional approach provides an
accurate correction for all cases, as shown with the white bars in Figure 6.7. The
hybrid potential solid case correction shows an additional example of increased error
(5.9%), again due to poor overlap in explored phase space between the two potentials
(see Figure B.6). Even with these signiﬁcantly diﬀerent systems FunUQ provides
the majority of the necessary correction. Further, all predictions for Morse from the
hybrid potential (white symbols) lie near the unity line in Figure 6.9 (describing good
agreement between the phase space of each trajectory) in contrast to Morse from LJ
(gray symbols), furthest from the line. Note that the high-ﬁdelity model needs to be
used during the actual simulation; however, only approximately 12% of the atomic
force calculations fall in the range requiring the high-ﬁdelity model. Thus, if the highﬁdelity model was signiﬁcantly more intensive than the low-ﬁdelity the methodology
would still greatly reduce computational cost.
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6.6

Discussion
The perturbative method to obtain the functional derivatives described here is

similar to techniques in free energy methods: free energy perturbation and thermodynamic integration [189,190]. One subset of these methods most comparable to FunUQ
and often used in biology simulations, referred to as computer alchemy, is utilized to
calculate free energy changes along non-physical paths as potentials are slowly turned
on or oﬀ for the various molecules or solvents of interest [191–194]. These methods
share with the work described here the need to sample from the phase space trajectory of an initial state (often a simple reference state for free energy calculations,
e.g. the Einstein crystal), to ensure that phase space is not too dissimilar to that of
the ﬁnal state of interest, and to converge exponentially weighted averages. However,
while free energy methods generally focus on a single path from initial to ﬁnal state
(or a bidirectional path), using FunUQ, once the functional derivative is calculated
for a given low-ﬁdelity model, the corrections can be made with respect to any other
high-ﬁdelity model as long as minimum conditions are satisﬁed. If the low-ﬁdelity
simulation does not explore the regions of phase space relevant for the high-ﬁdelity
potential at the conditions of interest the results will be poor; this is most striking when switching potentials results in a structural phase transition. A check of
phase space overlap was performed here in order to understand cases where FunUQ
is unable to provide accurate error corrections as is done in free energy calculation
methods. In real applications where FunUQ would be most useful, i.e. where the
high-ﬁdelity function is much more computationally expensive than the low-ﬁdelity
function, checking phase space overlap is expensive and should be performed by evaluating the high-ﬁdelity model for relatively few conﬁgurations or replacing it with
a computationally eﬃcient surrogate model. Additionally, the functional derivative
correction can only be used for relatively small functional discrepancies such that its
eﬀect can be described to ﬁrst order. Note also that the perturbative approach used
here is applicable only to input functions that appear linearly in the Hamiltonian
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so the perturbation can be separated additively. This is not a general limitation of
FunUQ but of the speciﬁc approach used here to obtain the functional derivatives.
This work demonstrates FunUQ in equilibrium simulations. Continuing work
should include investigation of functional derivatives in non-equilibrium processes as
an analog of the relationships between free energy perturbation and non-equilibrium
work methods in free energy calculations. The method can be generally used in equilibrium MD simulations and numerous other physics problems including multi-scale
simulations. Ongoing investigations will include using FunUQ to correct predictions
in solid mechanics with the plasticity model as the input constitutive law.
An important advantage of FunUQ over uncertainty propagation in parameters
is that it enables changes in the actual functional forms used in the simulation. In this
example, one is not limited to Lennard-Jones potentials with diﬀerent parameters, but
can instead freely change the shape of the potential (with the limitations discussed
above). This feature makes FunUQ an important tool within continuing UQ research.
For example, eﬀorts in quantifying model uncertainty [195–197] could be expanded to
problems with higher computational cost and include an increased number of models
by using FunUQ. Our method could also simplify techniques which include both
parametric and model UQ [198] by utilizing similar forms for each portion of the
uncertainty.
In summary, the ability to calculate functional derivatives of a quantity of interest predicted by a non-trivial physics simulation with respect to its input laws was
demonstrated. This information can be used to quantify the uncertainties originating
in the simulation due to the use of the input function or to correct the prediction
if a more accurate model becomes available. A computationally eﬃcient approach
to compute the functional derivative in MD simulations was developed, with examples using the Lennard-Jones potential, showing that this information can be used
to infer thermodynamic properties corresponding to various other potentials without re-running the simulation. The functional uncertainty quantiﬁcation approach is
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quite generally applicable and likely useful to quantify uncertainties in a variety of
materials models.
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7. NANOHUB BASED MATERIALS DATA INFRASTRUCTURE FOR
MOLECULAR DYNAMICS
7.1

Materials data infrastructure
New computational, data, and machine learning materials solutions and capa-

bilities are rapidly being devised and implemented. Together with the continuing
increase of computation and storage capacity, materials science is embracing these
ideas, under the umbrella of the MGI and ICME. A recent report on the challenges
and opportunities for MDI [199] goes further and speciﬁcally deﬁnes the types of infrastructure necessary: repositories (databases), tools, and e-collaboration platforms.
The tools have been in development for signiﬁcant amounts of time (e.g. from the
atomistic perspective, LAMMPS [50, 51] for MD and VASP for DFT [200–202] are
widely used examples) and are not the limiting factor. The databases are a major
new focus. New projects have been started for sharing of experimental and computational studies: Citrination of Citrine Informatics [203, 204], the Materials Data
Facility [205, 206], and the Materials Commons [207]. As they continue to grow
they play an important role in the MGI in ensuring sharability and discoverability
of existing work. It is important to stress that the third infrastructure type, collaboration platforms, are few and diﬃcult to start, but critical to usability of existing
research. nanoHUB is a notable example, having existed for a signiﬁcant amount of
time, possessing a large user base, and existing to make nanotechnology simulations
easy [208, 209]. It is also notable that nanoHUB itself is built on the open-source
HUBzero software [210, 211], which has helped to build many more science collaboration platforms.
The atomistic community is actively developing new databases and sharing
more data than ever. At the same time, many other types of materials simulation
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and modeling are following a similar trajectory, e.g. CALculation of PHAse Diagram
(CALPHAD) approaches [212] with new databases [213,214] and collaboratively motivated tools [215, 216]. Methods of discovering and keeping track of this rapidly
growing MDI are also coming online, e.g. the Materials Resource Registry from
NIST [217, 218].
The following sections describe how the tools developed aim to connect new
atomistic resources and put them in the hands of researchers and professionals with
as few barriers as possible through the nanoHUB collaboration platform.
7.2

Atomistic data infrastructure
The most successful atomistic infrastructure eﬀorts to date have been databases

for DFT simulations. DFT, as a quantum mechanics based method, provides more
accurate results as compared to MD and requires fewer have fewer signiﬁcant approximations and diﬃcult to determine inputs; in particular, it does not have the
issue of uncertain interatomic models. These databases allow consistent sets of data
for phase stability, elastic, and electrical properties with signiﬁcantly more coverage than a traditional experimental dataset. As such, repositories such as the Materials Project [219, 220], AFLOW [221, 222], Open Quantum Materials Database
(OQMD) [223, 224], Novel Materials Discovery (NoMaD) [45, 225], and the NIST
Joint Automated Repository for Various Integrated Simulations for DFT (JARVISDFT) [226, 227] have exploded in size and use. These databases include the calculation details, structures, and property results and generally focus on the most
common properties with lowest reasonable computational cost as is necessary in highthroughput computing. Databases for the input models only (pseudopotentials) also
exist for DFT [228,229], which could be used with the aforementioned property repositories.
While extremely useful for describing many materials properties, these DFT
databases do lack ﬁnite temperature properties and any properties that require more
than a small unit cell, any but atomic level defects, or other especially complex struc-
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tures. These strengths of MD simulations has fueled eﬀorts in MD databases: the
Open Knowledgebase of Interatomic Models (OpenKIM) [230, 231], the NIST Interatomic Potential Repository (IPR) [232–234], and NIST’s JARVIS for force ﬁelds
(JARVIS-FF [235, 236]. Each has a major emphasis on making interatomic models
available with some work on property calculation. Even still, these database currently predict similar properties to the DFT databases, e.g. lattice parameters and
stable phase, for each interatomic model. One exception is the Cyberinfrastructure
for Atomistic Materials Science (CAMS) [230, 237], which houses an atomistic structure database. These are the repositories to be integrated with the tools discussed
throughout this work, within the nanoHUB collaboration platform.
7.3

Tool development with nanoHUB
Two main types of tools are available through nanoHUB: Rappture and Jupyter.

Both have been used to develop the atomistic materials infrastructure described
here. Rappture [238] is an XML based tool developed closely alongside HUBzero
and nanoHUB and enables reasonably simple graphical user interface (GUI) creation
for simulations in a variety of languages. Jupyter [239,240] is a newer project growing
out of the IPython notebook community into full support for many languages which
allows creation of notebooks containing text, images, and code together. While development is very active for Jupyter, as it currently stands each has signiﬁcant strengths
and weaknesses for the purposes of scientiﬁc simulation. It is important to note that,
as the main feature of nanoHUB tools, both types can run scientiﬁc simulations either
within nanoHUB or submitted to supercomputers through nanoHUB.
Rappture tools have generally been developed with a focus on individuals unfamiliar with aspects of computational tools, shielding those running the tools from
needing to run commands from a terminal and shielding tool developers from writing their own GUI. Most useful to the collaboration platform aspect is the ability to
save and share runs. This is possible both automatically through the run caching,
such that a previous (potentially long running) simulation returns instantly, and also
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directly available to the user through saving the tool state and sharing a URL. In
addition, the session itself can be shared and multiple users can watch and interact
with the simulation inputs and results. To add even more power, all Rappture tools
can be called from outside of nanoHUB through an API. Finally, an automatic uncertainty quantiﬁcation is included with Rappture, enabling any number input to be
input and propagated as a distribution. There are issues with the system, however,
most notably the rigidity of the XML basis (although in the case of UQ, this rigidity is useful). Further, the fact that it is developed internally, rather than publicly,
functionally means that updates are both less frequent and less wide ranging.
Jupyter has been developed recently and rapidly, considered by many computational scientists to be the best current way to document and share research. This
means that the user base spans from the unfamiliar (as above) through computational
experts, willing and able to write their own code to extend a given tool. This makes it
perhaps more diﬃcult to build tools that ﬁnd the right balance between extensibility
and simplicity, but gives users more direct control than Rappture tools. The speciﬁc
features detailed and available within Rappture (as it was developed for a scientiﬁc
collaboration platform) are not yet possible with Jupyter, but hopefully will be soon.
It is also important to consider how to deliver tools to users that are easy to
use and understand. This requires careful building of GUI tools with Rappture, as
well as inline text description and ordering of Jupyter cells. Diﬃcult tools are not
used; this simple fact means that for simulation tools to truly grow MDI, they must
be intuitive and well documented.
7.4

nanoHUB tools using MD for education

7.4.1 Nanomaterial Mechanics Explorer: MD for the non-expert
The Nanomaterial Mechanics Explorer tool (NanoMatMech) [241] focuses ﬁrst
and foremost on helping those new to MD understand the types of systems and
properties that are accessible with the method for metals. The Rappture interface
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Figure 7.1. NanoMatMech tool front page, showing the main simulation options.

was designed so that multiple simulations could be run with a few clicks, but also
so that a broad array common options are easily exposed through an “advanced
options” interface. The main options include crack propagation, nanowire tensile
tests, melting, martensitic transformations, and dislocation dynamics (Figure 7.1),
all run using LAMMPS and analyzed using OVITO.
The tool has been used in introductory material science labs and lectures
in numerous semesters, shown to improve learning outcomes for plasticity in met-
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als [242, 243]. The most used feature is the nanowire tensile test, directly compared
to experimental tests within one lab course. Most importantly, the atomistic details of
slip and plasticity is shown, allowing a clear correspondence between these processes
and the stress-strain curve. The stress-strain curves show vastly over predicted yield
strengths, as expected for a defect-free nanoscale single crystal, but predict elastic
moduli reasonably well. The most eﬀective lab courses leverage the interactive nature
of the tool, speciﬁcally asking for tool inputs to be modiﬁed and atomic structures
to be rotated and zoomed. The tool can also be used for advanced undergraduate
or graduate courses, for investigation of crack propagation diﬀerences with temperature and crystal structure, comparison of various dislocation types and their motion,
description of the atomic basis for phase transformations, and more.
On top of the importance of MD simulations available in the cloud with minimized barriers to usage, the tool is useful for a wide array of materials because of
automated connection to the OpenKIM interatomic model database. Over 75 models
are available to use (EAM models for metals), accessed through the OpenKIM API,
and used within nanoHUB or on associated supercomputers.
7.4.2 Vacancy formation energy notebook
Another tool, the vacancy formation energy notebook [244] was created to highlight the fundamental diﬀerences and limitations of pair potentials to the more complex EAM model. The tool was used for an introductory course on atomistic simulation, oﬀered through nanoHUB and edX, as a Jupyter notebook. The input options
are simple, including only simulation size, interatomic model, and a small number of
FCC metals to keep the tool focused. Comparison between Lennard-Jones and the
EAM style Finnis-Sinclair model [245] shows that while both can describe the total
energy of a metal, LJ (and any other pair potential for that matter) is incapable of
describing the vacancy formation energy with experimental results alongside. Because
the Finnis-Sinclair form is so simple, the problem setup also enables an accompanying
theoretical problem to explore the same diﬀerences.
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7.5

nanoHUB tools using MD for research
A ﬁrst demonstrative example of research uses the previously described NanoMat-

Mech tool to easily enable reproducibility from research results in Chapter 5. Within
the Martensitic Transformation section of the tool, pre-built cases called “Research
examples” allow direct simulation, comparison, and interaction with the main results:
standard martensitic behavior in a Ni63 Al37 nanowire and ultra-low stiﬀness in a 70 at.
% Ni63 Al37 D-Shell nanowire. These tools can clearly be used for multiple purposes,
spanning from education to research.
7.5.1 FunUQ MD notebook
An additional example directly from this dissertation is a Jupyter notebook
which allows users to calculate functional derivatives, determine functional error corrections, or quantify functional uncertainty with FunUQ for MD. The FunUQ MD
notebook [246] uses a Python module with inherited classes for brute force or perturbative calculation (both from all-atom snapshots and radial distribution function)
of the FD. Complete reproducibility of the results from Chapter 6 and Ref. 160
is made easy; most importantly, the simulations can be directly run on nanoHUB,
fully compatible with the FunUQ analysis in the module. Figure 7.2 shows ﬁrst, the
Jupyter notebook interface, and second the beginning of a FunUQ example, where
by stepping through the notebook, the main portions of FunUQ can be understood.
Importantly, the code is completely open and modiﬁable, either on nanoHUB or after
download.
7.5.2 JARVIS notebook: Automated MD
The next tool is built for direct extension of existing materials infrastructure;
the JARVIS notebook [247] was created to connect to the JARVIS-FF database at
NIST. Although an excellent source of materials properties from an extensive list of
interatomic models, JARVIS-FF cannot be completely comprehensive and generate
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Figure 7.2. FunUQ notebook showing the setup for one example
within Jupyter on nanoHUB.
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Figure 7.3. Example from the JARVIS notebook for the bulk modulus
of iron, with 0 K results from JARVIS-FF (blue) and 1000 K results
from nanoHUB (red).

results for all potentials, structures, or properties. One of the many focuses of NIST
is high-quality, standardized data; with nanoHUB analogously focused particularly
on cloud computing, making a connection is natural.
The Jupyter notebook provides examples of extensions to the available material
properties from JARVIS-FF, with the intent of making it easy for the user to create
their own high-throughput evaluation of the models for the property of interest. One
concrete example in Figure 7.3 shows results for bulk modulus at 0 K of all available
iron potentials pulled from JARVIS-FF in blue, compared with new simulations with
the same models at 1000 K run on nanoHUB with only a few clicks. Individual
simulations can be run as desired and highlighted as shown in Figure 7.3.
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7.5.3 MD Workﬂow: MD data infrastructure connections
The future goal of the MD Workﬂow tool will be to connect all other major
atomistic data infrastructure into one publicly available tool. The user will choose
from multiple interatomic models, atomistic structures, and atomistic test resources,
as well as deﬁne their own local inputs. Through these combinations, the common
diﬃculties of ﬁnding models, building structures, and determining well deﬁned tests
can all be minimized.
The proposed tool will use OpenKIM, IPR, and JARVIS-FF for interatomic
models; CAMS, JARVIS-FF, and LAMMPS for structures; and OpenKIM and JARVISFF for test deﬁnitions. Together with analysis and simulation from other existing
tools (e.g. OVITO and LAMMPS) and the computation available on nanoHUB, a
full MD workﬂow can be deﬁned and executed in one place. Further steps for enabling
contribution back to these databases would be equally useful. The already published
tools described above each feature some portions of this tool, where here the intent
is a tool facilitating a fully connected and distributed MD infrastructure.
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8. CONCLUSIONS
In summary, this dissertation has described advances in predictive design of novel
nanostructured martensitic materials with MD, uncertainty quantiﬁcation with respect to input functions to improve the predictive ability of MD, and directly useful
online infrastructure for MD. This ﬁnal chapter focuses on future directions and possibilities in each of these three areas.
8.1

Future possibilities with FELE
The computational predictions made in the FELE chapters of this dissertation

focused on one speciﬁc material combination, chosen because the second phase so
eﬀectively modiﬁed the martensitic phase. Outside of this example, the challenges
laid out in Ref. 13 and discussed in Chapter 1 are important to consider. The ﬁrst
point concerning how to actually create strain engineered materials alludes to the
main issue discussed here: how to determine ideal candidates for compatible phases.
The diﬃculty arises from the numerous requirements for a successful FELE material:
epitaxial compatibility with, stiﬀness compatibility with, and relative phase stability
near the main (in these cases martensitic) phase. With these requirements satisﬁed,
the combined – and relaxed – metamaterial must overlap speciﬁcally to produce the
desired properties without much room for error. Finally, there must be a physical
process to create the combined material, through decomposition, growth, or some
combination. All told, it is not surprising that FELE materials are not exceedingly
common.
One possible methodology for ﬁnding suitable second phases would be to begin
with a martensitic alloy (or other material class) of interest and search based on strain
matching [248]. Tools exist for biaxial substrate-ﬁlm matching, notably the Substrate

117
Analyzer [249] within the tools available from the Materials Project and connected to
the database. Through this tool, atomic structures from experiment or DFT would
be available to compare to the main martensitic phase, where it is important to note
that matching must be considered between both the austenite and martensite. Three
dimensional matching, however, provides an even larger challenge.
Once ideal candidates have been identiﬁed, many experimental paths are possible to create martensitic metamaterials. In this case the challenge of epitaxial
integration in metallic nanostructures is the primary issue.

Coherent core/shell

nanowires [250], nanolaminates, and other nanostructures [251] have been demonstrated in semiconductors and oxides. While heteroepitaxy in metals is more challenging, coherent superlattices have been demonstrated in various metallic systems via
magnetron sputtering [252] and molecular beam epitaxy [253]. The lattice mismatch
between components could constrain the maximum thickness of epitaxial layers [254],
yet the fact that one of the materials exhibits a martensitic transformation with a
concave (negative stiﬀness) region of free energy pushes the coherence limit to signiﬁcantly larger lengths. In fact, Buschbeck et al. demonstrated the coherent integration
of Fe-Pd magnetic shape memory alloys with a family of substrates spanning the entire Bain path [255]. In addition, the spinodal decomposition from systems such as
Ti-Nb [124] oﬀer a decomposition pathway to nanoscale materials.
Of course, FELE is not limited to martensitic systems and properties. There are
many more properties potentially tunable through FELE, truly any property directly
related to the free energy landscape. Recent work in other ferroic systems, while not
referred to as FELE, certainly matches the intent of this dissertation. FELE has been
used to create exciting new properties in other systems, experimentally demonstrated
in ferroelectrics, with negative capacitance [110], ultra-high piezoelectricity [114], and
enhanced ferroelectricity through the related area of strain engineering [19, 21]. It
is important to note that in all of these cases, the applied strain which modiﬁes
the properties is distinct from the independent ﬁeld variable relevant to the system
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behavior. Thus, the martensitic case is unique with an overlap in the applied strain
and ﬁeld variables.
8.2

Future possibilities with FunUQ
For computational predictions with FELE or any other with MD, the addition

of an uncertainty from the largest source of error, the interatomic model, is key. The
ability to extend the FunUQ method is therefore imperative to widen its use. This
work has dealt only with equilibrium properties from pair potentials in single component systems. With only added bookkeeping, multi-component systems could be
handled. Similarly, because models for polymers and small molecules are completely
additive, these systems require only keeping track of all terms with interesting questions related to the relative sensitivities of portions of the model. Potentials which
are not additive, e.g. EAM, cannot use the perturbative approach for the entire
model, while the brute force approach is useful only for understanding the system
at hand due to the high computational cost. The most complex potentials such as
ReaxFF and COMB are currently somewhat out of reach for FunUQ in total, but for
these or EAM the uncertainty within one portion of the model could be investigated.
Finally, many more properties are possible with FunUQ in MD, from equilibrium
ﬂuctuation-based properties, to full non-equilibrium simulations.
Other approaches for uncertainty quantiﬁcation in MD have been developed,
including “reliable” MD which uses generalized intervals to represent the uncertainty
in atom positions and velocities with ranges, rather than exact values [256]. The same
method was extended to include an interval for uncertainty in the interatomic model
as well [257]. While a valuable pursuit with similar goals as FunUQ, the simulations
are more computationally expensive and require a signiﬁcantly modiﬁed MD code.
There are of course many other types of materials modeling which could beneﬁt
from FunUQ, as well as those outside the materials domain. Aside from practical
issues of accessing functions within existing computational codes, the true requirement
for FunUQ for uncertainty propagation is that the function of interest have a direct
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impact on the quantity of interest. A current practical issue is also derivation of
expressions to calculate the functional derivative without all brute force simulations,
as with the perturbative approach in MD. For error correction, as discussed in Chapter
6, the discrepancy between input functions must be relatively small to ensure that
both functions explore a reasonably similar phase space (or appropriate description
of the parameter space). On top of the many cases in which the repulsive portion
of the MD interatomic model contributes to large discrepancies which make FunUQ
diﬃcult, cases such as the permeability function in solidiﬁcation modeling [258], which
spans many orders of magnitude would be particularly challenging. In addition, the
independent variable of the functional derivative must match that of the discrepancy;
while perhaps uncommon, one known case where FunUQ would otherwise be useful is
that of the hardening function in the VPSC implementation of crystal plasticity [259].
Of course, there are also cases in materials modeling that would not ﬁt well
with FunUQ; among others, kinetic Monte Carlo, dislocation dynamics, and cellular
automata do not rely on constitutive laws, but instead on probabilities and rules.
Aside from these types of cases and the relatively speciﬁc aforementioned issues,
FunUQ is applicable to most materials simulations which rely heavily on any input
constitutive function. The free energy density functions in phase ﬁeld methods [260],
constitutive plasticity laws in mesoscale through continuum simulations [261], and
exchange-correlation functionals in DFT [262] stand out because of the many available
forms of the equations, ubiquity of the methods, and lack of a theoretically ”true”
function. In particular, the wide array of physically based (e.g. mechanical threshold
stress and Zerilli-Armstrong) and empirical (e.g. Johnson-Cook) models for plastic
ﬂow make future work with FunUQ attractive.
There are many exiting opportunities ahead for FunUQ in materials modeling
and, with all likelihood, interesting challenges for each of the modeling methods.
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8.3

Future possibilities with MDI
With the growth of the internet alongside scientiﬁc computing, sub-communities

have been increasingly able to collaboratively create simulation codes and methods.
This is now continuing to the next stage, where many projects are focusing on data,
shared repositories, linking, and working together. This work tries to epitomize these
traits, using computation on nanoHUB with centrally accessible simulation codes
and leveraging those external databases and other resources. Many new connections
should continue coming online, with an entire ecosystem of MGI and ICME codes,
repositories, and other interoperability tools. As all of these resources change and
evolve, so must the connections and platforms [263].
It is important that best practices must always be followed in keeping data,
writing code, and developing workﬂows whether for internal or widely shared use,
often lost in domain science focused primarily on publishing in scientiﬁc journals.
In addition, from the perspective of building useful resources, the end user must be
carefully considered and designed around. Well documented and easily accessible
APIs are imperative to public sharing of data and models.
The very aim of maximizing usefulness in CMSE, increasing ﬁndability, accessibility, interoperability and reusability, is beginning to shift landscape of materials
science publishing. As one example, many data publications are becoming popular alongside traditional, full-length papers and connected to data repositories. As
this continues the ﬁeld should only become more open and more streamlined, with
growing reuse of existing science. Ideally, more emphasis and recognition will be
placed on sharing results, models, and tests, as well as building tools, repositories,
and platforms.
8.4

Final thoughts
While each of the three areas of focus are somewhat distinct, each is an impor-

tant, ultimately connected direction within the speciﬁc ﬁeld of molecular dynamics
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within materials science. Together they are a reﬂection of the current state of computational science as a whole.
By looking past common limits on materials properties and forcing materials
into metastable states with applied epitaxial strain at the nanoscale, many exciting new directions for experimental inquiry and application of martensitic alloys and
beyond have been suggested through MD. The ability to trust these computational
predictions with MD was improved by considering error in the input model and a
method was derived to quantify this main simulation uncertainty. Finally, the collective ability of the community to use MD was expanded through cloud computing
and integrated resources.
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[122] A. Strachan, T. Çağın, and W. A. Goddard, “Critical behavior in spallation
failure of metals,” Phys. Rev. B, vol. 63, p. 060103, 2001.
[123] M. Sanati, R. C. Albers, T. Lookman, and A. Saxena, “First-order versus
second-order phase transformation in AuZn,” Phys. Rev. B, vol. 88, p. 024110,
2013.
[124] H. L. Wang, Y. L. Hao, S. Y. He, T. Li, J. M. Cairney, Y. D. Wang, Y. Wang,
E. G. Obbard, F. Prima, K. Du, S. J. Li, and R. Yang, “Elastically conﬁned

131
martensitic transformation at the nano-scale in a multifunctional titanium alloy,” Acta Mater., vol. 135, pp. 330–339, 2017.
[125] Y. L. Hao, H. L. Wang, T. Li, J. M. Cairney, A. V. Ceguerra, Y. D. Wang,
Y. Wang, D. Wang, E. G. Obbard, S. J. Li, and R. Yang, “Superelasticity and
tunable thermal expansion across a wide temperature range,” J. Mater. Sci.
Technol., vol. 32, pp. 705–709, 2016.
[126] B. Yu, W. Sun, J. Fan, X. Lan, W. Zhang, Y. Zhu, H. Han, L. Zhang, L. Ling,
and H. Yang, “Scaling study of magnetic phase transition and critical behavior
in Nd0.55 Sr0.45 Mn0.98 Ga0.02 O3 manganite,” Mater. Res. Bull., vol. 99, pp. 393–
397, 2018.
[127] K. Dadda, S. Alleg, S. Souilah, J. J. Suňol, E. Dhahri, L. Bessais, and E. K.
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APPENDIX A. FREE ENERGY LANDSCAPE ENGINEERING
Complementary results to Chapter 5 are shown for metamaterial nanowires with
Ni63 Al37 fractions 30, 50, 60, 70, and 80 at. % for both D-Core and D-Shell. For reference, corresponding results for the NiAl and Ni63 Al37 wires are also shown. Atomistic
structures are shown in Supplementary Figures 1 and 2 for D-Core and D-Shell conﬁgurations, respectively. Similarly, Supplementary Figures 3 and 4 shows CNA and
RDF results, respectively, for all cases. In the lowest Ni63 Al37 fractions, the transformations to martensite are abrupt and limited only to the Ni63 Al37 region of the
wire (D-Shell or D- Core); values exhibiting ultra-low stiﬀness instead contain a balance of both austenite and martensite in both regions with smoother transformation
to higher martensite fraction. All metamaterial cases show some degree of softening, with corresponding degrees of phase coexistence and variation in local lattice
parameter.

142

b 30% Ni63Al37 / 70% NiAl

a 100% NiAl

0%

5%

10%

15%

20%

c 50% Ni63Al37 / 50% NiAl

0%
5%
e 70% Ni63Al37 / 30% NiAl

0%

5%

0%

5%

10%

15%

20%

d 60% Ni63Al37 / 40% NiAl

10%

15%

20%

0%
5%
f 80% Ni63Al37 / 20% NiAl

10%

15%

20%

10%

15%

20%

0%

10%

15%

20%

5%

g 100% Ni63Al37
Austenite

Ni63Al37

Ni63Al37

NiAl

NiAl

{
{

Martensite

0%

5%

10%

15%

Defects

20%

Figure A.1. Atomic structures in D-Core metamaterial nanowires.
Representative structures for a) homogeneous NiAl, b) 30, c) 50, d)
60, e) 70, and f) 80% D-Core, and g) homogeneous Ni63 Al37 nanowires
between 0 and 20% strain in 5% increments. Surface atoms and atoms
in the front quarter were removed for clarity.
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Figure A.2. Atomic structures in D-Shell metamaterial nanowires.
Representative structures for a) homogeneous NiAl, b) 30, c) 50, d)
60, e) 70, and f) 80% D-Shell, and g) homogeneous Ni63 Al37 nanowires
between 0 and 20% strain in 5% increments. Surface atoms and atoms
in the front quarter were removed for clarity.
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Figure A.3. Common neighbor analysis for metamaterial nanowires.
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g) 30, h) 50, i) 60, j) 70, and k) 80% D-Shell; and l) homogeneous
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APPENDIX B. FUNCTIONAL UNCERTAINTY QUANTIFICATION
Results for all physical conditions and potentials described in the main text are presented here. Figures B.1 and B.2 show the functional derivatives for potential energy
and pressure, respectively, all calculated using the perturbative method. For both
the FD for the LJ potential, as well as hybrid LJ-Morse potential is shown. Figure
B.3 shows the discrepancy for each high-ﬁdelity potential with respect to the the
low-ﬁdelity LJ, with exception of the Morse discrepancy marked with (H), taken with
respect to the hybrid LJ-Morse potential. Of note is the discrepancy and functional
error for the Morse with respect to LJ. The discrepancy at low separation distance is
so large that this ﬁrst-order method produces an unreasonable error correction. The
product of the FD and discrepancy, the functional error is shown in Figures B.4 and
B.5, also for potential energy and pressure, respectively. Figure 6.6 of the main text
shows the example of the ambient liquid with the Sine 1 high-ﬁdelity potential.
Histograms of probability distributions for all physical conditions and highﬁdelity potentials are shown in Figure B.6. Examples are shown in Fig. 6.8 of the
main text and summarized by Fig. 6.9 of the main text.
Tables B.1 and B.2 show full results for all physical conditions for potential energy and pressure, respectively, for Chapter 6. Figure 6.7 compares columns ΔQSim
and ΔQF U Q . All results here are calculated with respect to the LJ low-ﬁdelity potential, except the rows marked with (H). Those cases use the low-ﬁdelity hybrid
LJ-Morse potential.
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Figure B.1. Functional derivatives for potential energy. Columns
show the solid, ambient liquid, and extreme liquid cases from left to
right. Rows show the FD for LJ and hybrid LJ-Morse.
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Figure B.5. Functional error for pressure. Columns show the solid,
ambient liquid, and extreme liquid cases from left to right. Rows show
the high-ﬁdelity potentials Sine 1-6, followed by Morse and Morse
predicted by the hybrid LJ-Morse.

151

Figure B.6. Probability distributions showing phase space overlap.
Columns show the solid, ambient liquid, and extreme liquid cases
from left to right. Rows show the high-ﬁdelity potentials Sine 1-6,
followed by Morse and Morse predicted by the hybrid LJ-Morse.
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Table B.1.
Potential energy correction from functional derivatives and direct simulation.
Temp.

Potential

QLF

QHF

QLF + ΔQSim

ΔQF U Q

ΔQF U Q

ΔQ
% Error

(K)

-

(eV/atom)

-

300

Sine 1

-1.08

-1.28

-1.27

-0.197

-0.196

0.456

300

Sine 2

-1.08

-0.928

-0.927

0.151

0.152

0.784

300

Sine 3

-1.08

-1.03

-1.03

0.0518

0.0522

0.793

300

Sine 4

-1.08

-1.31

-1.31

-0.235

-0.235

0.0132

300

Sine 5

-1.08

-1.33

-1.34

-0.256

-0.259

0.988

300

Sine 6

-1.08

-1.41

-1.41

-0.330

-0.333

0.993

300

Sine 7

-1.08

-1.48

-1.49

-0.403

-0.407

0.995

300

Morse

-1.08

-0.998

-1.02

0.0804

0.0628

21.9

300

Morse (H)

-1.05

-0.998

-1.00

0.0552

0.0520

5.89

1300

Sine 1

-0.704

-0.850

-0.850

-0.146

-0.146

0.0158

1300

Sine 2

-0.704

-0.602

-0.601

0.102

0.103

1.23

1300

Sine 3

-0.704

-0.666

-0.666

0.0377

0.0379

0.588

1300

Sine 4

-0.704

-0.867

-0.868

-0.164

-0.164

0.160

1300

Sine 5

-0.704

-0.878

-0.876

-0.174

-0.172

1.08

1300

Sine 6

-0.704

-0.956

-0.925

-0.252

-0.221

12.1

1300

Sine 7

-0.704

-1.03

-0.974

-0.330

-0.271

18.0

1300

Morse

-0.704

-0.655

-0.662

0.0485

0.0416

14.3

1300

Morse (H)

-0.703

-0.673

-0.673

0.0295

0.0295

0.0295

5000

Sine 1

-0.398

-0.598

-0.598

-0.200

-0.200

0.136

5000

Sine 2

-0.398

-0.243

-0.241

0.155

0.157

0.896

5000

Sine 3

-0.398

-0.346

-0.345

0.0524

0.0527

0.477

5000

Sine 4

-0.398

-0.636

-0.637

-0.238

-0.239

0.441

5000

Sine 5

-0.398

-0.663

-0.665

-0.265

-0.267

0.932

5000

Sine 6

-0.398

-0.738

-0.741

-0.340

-0.343

0.959

5000

Sine 7

-0.398

-0.814

-0.818

-0.416

-0.420

1.01

5000

Morse

-0.398

-0.321

-0.393

0.0774

0.00547

93.1

5000

Morse (H)

-0.366

-0.320

-0.320

0.0454

0.0455

0.376
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Table B.2.
Pressure correction from functional derivatives and direct simulation.
Temp.

Potential

QLF

QHF

QLF + ΔQSim

ΔQF U Q

ΔQF U Q

ΔQ
% Error

(K)

-

(GPa)

-

300

Sine 1

-0.116

-3.37

-3.25

-3.26

-3.13

3.89

300

Sine 2

-0.116

2.69

2.70

2.81

2.81

0.279

300

Sine 3

-0.116

0.514

0.538

0.630

0.654

3.75

300

Sine 4

-0.116

-4.12

-4.05

-4.01

-3.94

1.73

300

Sine 5

-0.116

-5.03

-5.07

-4.91

-4.95

0.763

300

Sine 6

-0.116

-6.43

-6.48

-6.32

-6.37

0.792

300

Sine 7

-0.116

-7.83

-7.90

-7.72

-7.78

0.805

300

Morse

-0.116

1.43

-1.31

1.54

-1.19

177

300

Morse (H)

0.491

1.27

1.49

0.781

0.998

27.7

1300

Sine 1

0.129

-1.12

-1.13

-1.25

-1.26

1.44

1300

Sine 2

0.129

1.37

1.36

1.24

1.23

0.498

1300

Sine 3

0.129

0.563

0.562

0.434

0.433

0.219

1300

Sine 4

0.129

-1.58

-1.62

-1.71

-1.75

2.34

1300

Sine 5

0.129

-1.87

-2.03

-2.00

-2.16

7.70

1300

Sine 6

0.129

-1.75

-2.65

-1.88

-2.77

47.3

1300

Sine 7

0.129

-1.74

-3.26

-1.87

-3.391

81.5

1300

Morse

0.129

0.0733

-0.359

-0.0558

-0.488

774

1300

Morse (H)

0.124

0.469

0.463

0.344

0.338

1.68

5000

Sine 1

54.4

51.6

51.6

-2.77

-2.77

0.0187

5000

Sine 2

54.4

57.1

57.1

2.72

2.74

0.905

5000

Sine 3

54.4

55.1

55.1

0.7413

0.750

1.17

5000

Sine 4

54.4

50.6

50.6

-3.80

-3.81

0.161

5000

Sine 5

54.4

49.6

49.5

-4.81

-4.84

0.704

5000

Sine 6

54.4

48.2

48.2

-6.18

-6.23

0.845

5000

Sine 7

54.4

46.9

46.8

-7.53

-7.61

1.12

5000

Morse

54.4

39.8

36.8

-14.6

-17.5

20.1

5000

Morse (H)

39.0

39.8

39.8

0.796

0.794

0.279
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