In order to make strategic, tactical and operational decisions for the shortest path in an uncertain environment. Firstly, the information transmission time expectation-variance shortest path model in uncertain environment is proposed. Secondly, to avoid the interruption of information transmission caused by sudden situations, a fuzzy shortest path critical edge model is established. Then, an improved ant colony algorithm with traffic congestion factor and random variables is developed. Finally, to assess the performance of Improved ant colony algorithm, experiments on a set of 6 benchmark test functions are conducted, and numerical examples of these models are given to illustrate its effectiveness.
I. INTRODUCTION
The shortest path problem is not only a hot issue in optimization, but also a classic problem in graph theory and complex networks [1] . In 1958, R. Bellman [2] , the American mathematician and the originator of dynamic programming, began to study the shortest path problem. From then on, it arises in a wide variety of scientific and engineering problem settings, both as stand-alone models and as subproblems in more complex problem settings.
After that, the classical shortest path problem and problems stemming from it have been widely studied, and some classical algorithms have been proposed, such as Dijkstra [3] , Bellman-Ford [4] , Floyd [5] , and Dreyfus [6] . However, the results of the above classical algorithms are mostly obtained under the premise of clear network topology and edge weight determination, and the traditional shortest path algorithms, such as Dijkstra algorithm and Bellman-Ford algorithm can not effectively solve the shortest path problem in uncertain networks [7] , [8] . But, due to the influence of various factors in reality (such as road congestion, bad weather, road construction, traffic accidents, etc.), the network is usually dynamic and uncertain, and must be taken into account. For example, the lengths of the arcs are assumed The associate editor coordinating the review of this manuscript and approving it for publication was Lin Wang . to represent transportation time or cost rather than the geographical distances, as time or cost fluctuate with traffic or weather conditions, payload and so on, it is not practical to consider each arc as a deterministic value. Some researchers believed that these non-deterministic phenomena conform to randomness, so they introduced probability theory into network optimization problems and used random variables to describe the non-deterministic lengths. Such as Frank [9] , Nie and Wu [10] , Sun et al. [11] , Chen et al. [12] , and Zockaie et al. [13] . In these literature, the wights of arcs were regarded as random variables, and corresponding models were studied. However, such probability based methods can effectively work only when probability distribution functions of non-deterministic phenomena are exactly obtained. That is to say, if there are not enough observational data to support the non-deterministic phenomena, the probability distribution functions estimated via statistical methods will not be close to real situations, which indicates that it is not suitable to employ random variables to model non-deterministic phenomena in these cases.
In the case of little or no observation data for nondeterministic phenomena, the factor of expert empirical data human factors are so imprecise, and there is almost no rigorous additive property can be discovered. In order to solve more uncertain problems effectively in the real environment, Liu [14] created the uncertain theory in 2007 that could be used to depict inaccurate information without historical data or experimental data, and the related concepts were refined in 2010. On the basis of Liu, in 2014, Han et al. [15] studied maximum flow problems in networks with uncertain capacities, and designed a 99-algorithm to calculate the uncertainty distribution function of maximum flow. In 2016, Yuan and Qin [16] , studied the uncertainty graph and proposed the edge connectivity of the uncertain graph. In 2018, Wang [17] investigated the time-dependent and uncertain shortest path generation strategy and coordinated routing optimization methods, which adopted the scenario-based and time-dependent link travel time and capacity to describe the uncertainty and dynamics of transprotation networks. And, in daily transportation production, line interruption (the interruption edge is the critical edge [18] ) caused by natural disasters, inappropriate transportation organization or some transportation facilities occurs from time to time. In order to the information can be transmitted smoothly when the shortest path breaks down. Corley and Sha [19] proposed the shortest path critical edge problem. Subsequently, Malik et al. [20] , used the Fibonacci Heaps to give an algorithm with time complexity O(m+n logn). Nardelli et al. [21] improved the time complexity to O (m. T(m, n)) of the algorithm, where T is the inverse function of the Ackermann function. Shi and Xu [22] studied the maximum flow critical edge of a sudden interruption of one side of the traffic network. Besides, Li [23] investigated the critical degree of uncertain edges based on flow and reliability. However, there are little research on combining the shortest path problem and the shortest path critical edge problem in the uncertain environment effectively, and building a problem model, designing an algorithm and developing empirical research.
In 1992, inspired by the foraging behavior of ants in nature, Dorigo M and others proposed a bionic algorithm--Ant Colony Optimization (ACO) [24] . As one of the modern heuristic algorithms for path planning, Ant colony algorithm differs from traditional search algorithm (Dijkstra algorithm, Floyd algorithm, etc.) [25] and incremental search algorithm (LPA * algorithm, D * algorithm, etc.) [26] , because it uses heuristic function to guide the search process, and it has strong robustness, excellent distributed computing and easy to combine with other algorithms, but there are shortcomings such as premature convergence to local optimal solutions and unstable convergence speed [27] . In order to better solve the problem of combination of the shortest path problem and its critical edge in uncertain environment, especially the high-performance intelligent optimization algorithm designed to solve the problem. Firstly, the information transmission time expectation-variance shortest path model in an uncertain environment and the fuzzy shortest path critical edge model are given. Then, for the mathematical model constructed, an improve ant colony algorithm and the fuzzy shortest path critical edge algorithm are designed. Finally, the validity of the algorithm and models are verified through 6 benchmark test functions and the specific the examples.
The reminder of this paper is organized as follows. In Section II, the basic knowledge of the uncertainty theory, the related theory of triangular fuzzy numbers and the concept of fuzzy shortest path critical edge problems are introduced formally. In Section III, the information transmission time expectation-variance shortest path model and fuzzy shortest path critical edge model are established respectively. In Section IV, the Improved ant colony algorithm (IACO) and the fuzzy shortest path critical edge algorithm are designed. In Section V, in order to prove the validity and superiority of the Improved ant colony algorithm and the model proposed in this paper, the 6 benchmark test functions and numerical examples are given for verification. Section VI gives a brief summary to this paper.
II. PRELIMINARIES
In this section, we first review some fundamental concepts and properties of uncertainty theory and fuzzy number theory, which will be used throughout this paper. Then we introduce some basic concepts of a critical edge of the shortest path problem of uncertain network.
Definition 1 Liu (2007) : The uncertainty distribution of an uncertain variable ξ is defined by
for any real number x.
Example 1: Let ξ be an uncertain variable (1) An uncertain variable ξ is called linear if it has a linear uncertainty distribution
denoted by L(a, b) where a and b are real numbers with a < b. (2) An uncertain variable ξ is called zigzag if it has a zigzag uncertainty distribution
denoted by N (e, σ ) where e and σ are real numbers with σ > 0. (4) An uncertain variable ξ is called constant if it has a constant uncertainty distribution
Definition 2 Liu (2007) : An uncertainty distribution is said to be regular if its inverse function −1 (α) exists and is unique for each α ∈ (0, 1).
Definition 3 Liu (2007) : Let ξ be an uncertain variable. Then the expected value of ξ is defined by
provided that at least one of the two integrals is finite.
Definition 4 Liu (2007) : Let ξ be an uncertain variable with finite expected value e. Then the variance of ξ is defined by
Theorem 1 Liu (2010) : Let ξ be an uncertain variable with uncertainty distribution . If the expected value exists, then
Theorem 2 Liu (2010) : Let ξ be an uncertain variable with uncertainty distribution . If the expected value exists, then 
Theorem 4 Liu (2010) : Assume ξ 1 , ξ 2 , · · ·, ξ n are independent uncertain variables with regular uncertainty distribution
where e is ξ expected value. Example 3: Easy to verify, in example 1 (1) The linear uncertain variable ξ ∼ L (a, b) has an expected value e. It follows that the variance is
(2) The zigzag uncertain variable ξ ∼ Z (a, b, c) has an expected value e. It follows that the variance is
(3) The normal uncertain variable ξ ∼ N (e, σ ) has an expected value e. It follows that the variance is
where ω is the given level, then the left and right inverse function respectively of A are
where λ (ω) ∈ (0, 1) is the weight of ω for decision-makers, L (ω) and R (ω) are the weights of the left and right sides of the decision maker. Note 1: Combine definition 5 with definition 6, simplify
In the actual network transmission process, the decision maker gives λ (ω) , L (ω) , R (ω) the value according to the actual situation. Note 2: After calculating the value of F(A) from definition 6, the triangular fuzzy numbers A, B and C can be sorted. Definition 7 Li(2004) : In a graph G(V , E) of at least 2 − Edges connectivity, it is assumed that any edge on the shortest path is e ij , in which the i point is closer to the starting point, and when the e ij edge is deleted from G, the detour is made at the i point and finally reaches the end point n, and the total distance of the stroke is longer d G−e * (1, n) ≥ d G−e (1, n), then the edge e i * j * is the critical edge of the shortest path. Where
where d G (1, i) is the path length from the start point 1 to the point i on the shortest path P G (1, n) , and d G−e (i, n) is the detour path length from point i to the end point n in G(V , E − e).
III. MODEL ESTABLISHMENT
In this part, the transmission time expectation-variance shortest path model and the fuzzy shortest path critical edge model are established, which can ensure the efficient and rapid transmission of information within the acceptable range of the decision-makers, and avoid the interruption of information transmission caused by sudden situations.
A. EXPECTATION-VARIANCE SHORTEST PATH MODEL OF TRANSMISSION TIME
In practice, the decision-makers generally want to find the path with the minimum expected value of the path's transmission time to help them make a decision. Therefore, the transmission time expectation-variance shortest path is considered. First, we give the definition as follows:
Let G = (V, A, W) be an acyclic network, where V = {1, 2, · · ·, n} is the set of network nodes, A = {(i, j) |i = j; i, j ∈ V} is the set of edges. It is supposed that there is only one directed arc from i to j, and W = (t ij |i = j; i, j ∈ V ) is the set of edge weights, t ij represents the weight of edge (i, j), and it is subject to an uncertain distribution.
Now, we use x = x ij |i, j ∈ A to represent a path, where x ij = 1 means edge e ij on this path, where x ij = 0 means edge e ij is not on this path. Let 1 be the starting point of the path, and n be the end point of the path. Then, if and only if the formula ( * ) is valid, the acyclic network x = x ij |i, j ∈ A represents a path from node 1 to n.
( * )
Then, the total length of the information transmission time T (x, t) is:
In the actual network information transmission, the decision-makers often use the expected value of the minimum transmission time as the decision target to achieve the fast transmission of information within the acceptable risk range. Thus, the mathematical model can be established as the transmission time expectation-variance shortest path:
where t ij is the transmission time of information from node i to node j and a random variable obeying the uncertainty distribution; A is a constant, indicating the maximum acceptable risk value of the decision-makers.
It can be assumed that the random variable t ij obeys the uncertainty distribution t ij , and its inverse distribution is −1 t ij . According to Theorem 2 and Theorem 4, the model (1) can be transformed into:
(2)
B. FUZZY SHORTEST PATH CRITICAL EDGE MODEL
In order to avoid the affected factors in the transmission process such as the line damage, weather change, load etc. and considering the fuzziness caused by the sudden situation between network nodes, the fuzzy shortest path critical edge model is established. We make the following assumptions [32] . Assumption 1: The shortest path from the specified start point to the end point in the network is unique, and the information is transmitted according to the shortest path.
Assumption 2: Information disruption only occurs on the shortest path and only once.
Assumption 3: The interrupt information is only obtained when the information is transmitted to the interrupt node (near the starting point).
Taking consideration of the hypothesis condition, the basic concept of shortest path problem of the uncertain network, and the subtree connectivity idea [33] , we can clearly find out that when the information is interrupted in the transmission process, the previously transmitted node set must be on the shortest path P G (1, n) . We only need to calculate the shortest path from the interrupt point i to the end point n, and the two segments are connected before and after, which is the new shortest path.
After the interruption, let M n (i) be the subtree rooted at the end point n, and N n (i) = V − M n (i) is the subtree rooted at the interruption point i, then According to the subtree connectivity idea, there is where e xy ∈ E − {e ij }.
The new short path model is obtained by connecting the shortest path transmitted before the interruption with the shortest path between the interruption point u and the terminal point n.
IV. ALGORITHM DESIGN
Generally speaking, it is difficult to solve some problems by a traditional method when the model contains uncertain functions, and modern intelligent algorithms provide a more effective way to solve such problems [34] . For the transmission time expectation-variance shortest path model and fuzzy shortest path critical edge model established in the third part, which can solve the corresponding model, the improved ant colony algorithm and fuzzy shortest path critical edge algorithm are proposed individually.
A. IMPROVED ANT COLONY ALGORITHM
The static setting of the pheromone volatilization factor in the traditional ant colony algorithm can easily lead to unstable convergence rate and local optimality. Moreover, this problem has not been solved in the combination of ant colony algorithm and other intelligent algorithms (genetic ant colony algorithm). In view of these shortcomings, we use the volatilization factor as a random variable which obeys the (0, 1) uniform distribution. It not only improves the computational efficiency, but also ensures that the algorithm converges more stably to the global optimal solution. The specific steps are as follows:
Step 1: Initialize parameters The heuristic factor, expectation factor, number of ants, pheromone increase intensity coefficient and maximum iteration number Nc_max are set as in the traditional ant colony algorithm.
Step 2: Improvement of state transition probability formula The congestion factor (the congestion factor refers to the ratio of the amount of transmission between two network nodes in the grid topology to the maximum withstand bandwidth) is introduced into the state transition probability formula of the traditional ant colony algorithm to obtain a new state transition probability formula:
Where α, β, γ represents the importance of the pheromone, heuristic factor, and congestion factor. τ ij (t), η ij (t), δ ij (t) represents the values of pheromone, heuristic factor, and congestion factor from node i to node j at time t. allowed k = [1, 2, · · ·, n] − tabu k represents the set of all candidate nodes that the ant k accesses at the next moment, tabu k represents the set of nodes that the ant k has visited.
Step 3: Correct the volatile factor In the selection of the path, the value of the volatile factor is often changed randomly, and the volatilization factor obeys (0, 1) uniform distribution, which is in order to reflect this change.
A new pheromone update formula is obtained from above:
In this formula, ρ is the local pheromone volatilization factor, (1 − ρ) is the local pheromone retention factor, and τ ij (t) indicates the pheromone increment.
Step 4: Determine the current shortest path (refers to shortest transmission time) and calculate the current optimal solution(the minimum expected value of transmission time).
The ants are placed randomly in different network nodes to record the nodes visited until all the nodes are accessed, and obtain the taboo table tabu. The shortest path of the current transmission time is recorded, and the minimum expected value of the current transmission time is calculated.
Step 5: Termination conditions The termination principle of the specified number of iterations is adopted. If Nc ≤ Nc_max, set Nc := Nc + 1, turn to Step 3; Otherwise, stop the iteration, get the shortest transmission time and minimum expected value of transmission time after Nc_max times.
B. FUZZY SHORTEST PATH CRITICAL EDGE ALGORITHM
We propose an algorithm for calculating the critical edge of fuzzy shortest path by combining with the design idea of the fuzzy shortest path critical edge model in III. B-part.
Step 1: The shortest path of the transmission time obtained by the improved ant colony algorithm is recorded as P G (1, n) and the number of the upper side of P G (1, n) is calculated;
Step 2: Let the interrupt side is e ij = s, where s = 1 is the first edge interrupt on the shortest path,..., s = k is the last edge interrupt on the shortest path. Set s := 1;
Step 3: Remove the interrupt edge e ij = s from P G (1, n) to get M n (i), N n (i);
Step 4: set s := s + 1; and Calculate
Step 5: If s ≤ k, return Step 3, otherwise go to Step 6;
Step 6: Find the maximum value from obtained the d G−s (1, n) , and its corresponding interrupt edge s is the fuzzy shortest critical edge.
V. EXPERIMENTAL VALIDATION A. EXPERIMENTAL OF IMPROVED ANT COLONY ALGORITHM
A set of constrained benchmark problems is used to test the performance of the proposed improved ant colony algorithm (IACO). The set contains 6 benchmark functions, the characteristics of which are shown in Table 1 . These benchmark functions in Table 1 are all minimization problems and are widely used to test the performance of global optimization algorithm [35] .
The performance of proposed algorithm with respect to solution convergence is first compared with the genetic ant colony algorithm (GA-ACO) and traditional ant colony algorithm (ACO) (as shown Fig. 1 ). Then, each algorithm has been tested multiple times and the mean optimum value and the mean excellent rate are calculated (From Table 2 ). In the part of the experiment, the maximum number of iterations is set to 100, where D is the dimension of the problem, most importantly, the test environment of the algorithm involved is the same. Fig.1 shows that improved ant colony algorithm, genetic ant colony algorithm and traditional ant colony algorithm in the convergence curve of evolutionary process of iteration number. From the convergence curves of each function, we can see that the convergence curve of improved ant colony algorithm is the best. The experimental results are summarized in Table 2 , which includes the ''known'' optimal values for each benchmark function, mean optimum value, and mean excellent rate based on the 30 independent runs. For each benchmark function, the solution obtained by improved ant colony algorithm is also the best. Fig. 2 shows a random network consisting of 23 nodes and 40 edges. The time between the nodes is a random variable. In a simulated confrontation exercise, the exercise command is recorded as the source node, the combat team is recorded as the destination node, the remaining nodes represent the signal tower, then we seek the shortest path of the information transmission time from the command of the drill command to the command of the combat team and determine the critical edge on the shortest path. It could be assumed that the exercise command, signal tower, the time on the edge of combat team are random variable with an uncertain distribution (see Table 3 ) before the start of the simulated confrontation exercise. The N (e, σ ) indicates that the weight obeys the normal uncertainty distribution with parameter e, σ , L(a, b) indicates that the weight obeys the linear uncertainty distribution with parameter a, b, Z(a, b, c) indicates that the weight obeys the zigzag uncertainty distribution with parameter a, b, c, C(where is a constant) indicates that the weight obeys the uncertainty distribution with the parameter C. During the simulated confrontation exercise, the interruptions of the sides between the exercise command, the signal tower, and the combat group are represented by the triangular fuzzy number F N = {(a, b, c) Table 4 ). Before the simulation exercise, the maximum risk value of the simulated confrontation exercise command for the exercise is assumed to be 5 2 . We bring the data in Table 3 into the model (2) by using the improved ant colony algorithm, taking MATLAB 2014a as the programming tool, and programming calculation on the Windows processor 3.20 GHz, Intel (R) Core (TM) i5-6500 CPU and memory 8.0GB as the experimental platform. The transmission time expectationvariance shortest path of information from the source node 1 to the destination node 23 is: 1→5→11→17→21→23, the expected shortest path length is 60.5, and the risk of variance is 9.4215.
B. NUMERICAL EXAMPLES OF MODELS
After the start of the simulated confrontation exercise, the transmission of the information on the shortest path will be interrupted due to line damage, weather changes, and load conditions etc. We will find the closed edge on the shortest path of the information transmission time. According to definition 9, if the decision maker decides the value of the weight λ, L, R by using the indifference point of view according to his own preference, that is λ = 1 2, L = R = 1, it can be calculated as shown in Table 5 . Table 5 shows the fuzzy shortest critical edges and the corresponding actual information transmission paths after the interruption in the five kinds of interruptions calculated by the algorithm. Significantly, when the information is transmitted to node 17 and the side e 17,21 is interrupted, the information is selected to be transmitted to the node 20. But the node 20 is not connected to the node 21, so it is transmitted to the destination node 23 directly.
VI. CONCLUSION
In this paper, the contributions of the uncertain environment shortest path problem and its critical edge are indicated from the following aspects. First, the shortest path model of transmission time expectation-variance and the fuzzy shortest path critical edge model under uncertain environment are established. Second, the improved ant colony algorithm and the fuzzy shortest critical edge algorithm are designed for the established model. Then, the validity of the algorithm and models are verified through 6 benchmark test functions and the specific examples. The calculation results show that the proposed algorithm has good performance in terms of optimization ability and stability of solution results. In addition, the paper only considers the uncertainty of transmission time when constructing the information transmission time expectation-variance shortest path model and fuzzy shortest path critical-edge model, and the algorithm is only improved for the traditional ant colony algorithm. However, the complexity of the real world leads to more types of the shortest path and its critical edge problems in the real environment, such as the maximum flow problem, the minimum cost flow problem and its critical edge problem in uncertain networks, and this paper only studies the case of interruption on the shortest path only once. The further research on the modeling of multi-objective and complex constrained problems and practical hybrid intelligent algorithm in these uncertain environments has more important practical significance and application value, which will be the main direction of our research in the next step.
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