Abstract. Semi-supervised learning methods constitute a category of machine learning methods which use labelled points together with unlabelled data to tune the classifier. The main idea of the semi-supervised methods is based on an assumption that the classification function should change smoothly over a similarity graph, which represents relations among data points. This idea can be expressed using kernels on graphs such as graph Laplacian. Different semi-supervised learning methods have different kernels which reflect how the underlying similarity graph influences the classification results. In the present work, we analyse a general family of semi-supervised methods, provide insights about the differences among the methods and give recommendations for the choice of the kernel parameters and labelled points. In particular, it appears that it is preferable to choose a kernel based on the properties of the labelled points. We illustrate our general theoretical conclusions with an analytically tractable characteristic example, clustered preferential attachment model and classification of content in P2P networks.
Introduction
The first principal idea of the semi-supervised learning methods is to use few labelled points (points with known classification) together with the unlabelled data to tune the classifier. This drastically reduces the size of the training set. The second principal idea of the semi-supervised learning methods is to use a (weighted) similarity graph. If two data points are connected by an edge, this indicates some similarity of these points. Then, the weight of the edge, if present, reflects the degree of similarity. Later in the paper we show how the similarity graph can be constructed in a specific application. Each class has a classification function defined over all data points which gives a degree of relevance to the class for each data point. The third principal idea of the semi-supervised learning methods is that the classification function should change smoothly over the similarity graph. Intuitively, nodes of the similarity graph that are closer together in some sense are more likely to have the same label. This idea of classification function smoothness can be expressed using graph Laplacian or its modification. In particular, the authors of [14] proposed transductive learning, a semi-supervised learning method based on the Standard Laplacian. The authors of [13] and [15] used the Normalized Laplacian (or diffusion kernel). And the authors of [3] used the Markov kernel. We observe that if one takes the method of [1] for detecting local cuts and takes seeds in [1] as the labelled data and considers sweeps as classification functions, then because the degrees of data points in different sweeps are the same, the resulting method will be equivalent to the semi-supervised method proposed in [3] . Recently in [5] , the authors proposed a generalized optimization formulation which gives the above mentioned methods as particular cases. In the present work we provide more insights about the differences among the semi-supervised methods based on random walk theory, and give recommendations on how to choose the kernel and labelled points (of course, when there is some freedom in the choice of labelled points). It appears that the choice of labelled points influences the choice of kernel. In particular, we show that if the labelled points are chosen uniformly at random, the PageRank based method is the best choice for the semi-supervised kernel. On the other hand, if one can choose labelled points with large degrees or we know that labelled points given to us have large degrees, the Standard Laplacian method is the best choice.
The paper is organized as follows: In the next section we briefly describe the graph-based semi-supervised learning methods. We refer readers interested in more details on semi-supervised methods to several excellent surveys [8, 16, 17] . In Section 3 we provide general theoretical insights about semi-supervised learning methods and suggest how to choose the kernel and labelled points. Then, in Section 4 we illustrate the theoretical conclusions on an analytically tractable characteristic network example, on clustered preferential attachment model and with application to P2P content classification. In particular, for this specific application we show that with the right combination of labelled points and kernel one can achieve 95% precision with as little as 50 points per class for several hundred thousands unlabelled points. Finally, in Section 5 we give conclusions and provide directions for future research.
Semi-supervised learning methods
Suppose we need to classify N data points into K classes and assume P data points are labelled. That is, we know the class to which each labelled point belongs. Denote by V k , the set of labelled points in class k = 1, ..., K. Thus,
The graph-based semi-supervised learning approach uses a weighted graph connecting data points. The weight matrix, or similarity matrix, is denoted by W . Here we assume that W is symmetric and the underlying graph is connected. Each element w i,j represents the degree of similarity between data points i and j. Denote by D a diagonal matrix with its (i, i)-element equal to the sum of the i-th row of matrix W :
Later in the paper we demonstrate how to construct the similarity matrix for a specific application.
Define an N × K matrix Y as
, point i is labelled as a class k point, 0, otherwise.
We refer to each column Y * k of matrix Y as a labeling function. Also define an N × K matrix F and call its columns F * k classification functions. The general idea of the graph-based semi-supervised learning is to find classification functions so that on the one hand they will be close to the corresponding labeling function and on the other hand they will change smoothly over the graph associated with the similarity matrix. This general idea can be expressed by means of the following optimization formulation [5] :
where µ is a regularization parameter. In fact, the parameter µ represents a trade-off between the closeness of the classification function to the labeling function and its smoothness. The first order optimality condition gives explicit expressions for the classification functions
Once the classification functions are obtained, the points are classified according to the rule
The ties can be broken in arbitrary fashion. We would like to note that our general scheme allows us to retrieve as particular cases:
-The Standard Laplacian method (σ = 1), [14] :
-The Normalized Laplacian method (σ = 1/2), [13] :
-The PageRank based method (σ = 0), [3] :
In the present work we try to answer the questions: which kernel (or which values of σ and µ) one needs to choose? and which points to label if we have some freedom with respect to labelling points? It turns out that these questions are not independent and one has to choose the kernel depending on the information available while labelling the points.
General theoretical considerations
First, let us transform the expression (2) to a more convenient form.
Denoting α = 2/(2 + µ), transposing and using the fact that W is symmetric, we obtain F
Next we apply to the above expression the Blackwell series expansion [7, 12] (1 − α) I − αD
where π is the stationary distribution of the standard random walk (πD
is a vector of ones of appropriate dimension and H = (I −
−1 − 1π is the deviation matrix. We note that since the similarity matrix W is symmetric, the random walk governed by the transition matrix D −1 W is time-reversible and its stationary distribution is given in the explicit form
Combining (3), (4) and (5), we can write
In particular, we have
and, consequently, if
for some k and k , in the case when the parameter α is close to 1 (equivalently when µ is close to 0), then all points will be classified into the classes with the largest value of p∈V k d σ p . An interesting exception is the case when σ = 0 and |V k | = const(k). In such a case, the zero order terms in the Blackwell expansions for the classification functions are the same for all classes and we need to compare the first order terms. Recall [10] that there is a connection between the mean first passage time of the standard random walk from node i to node j, m ij , and the elements of the deviation matrix, namely, m ij = (δ ij + H jj − H ij )/π j , where δ ij is the Kronecker delta. If σ = 0 and
This condition has a clear probabilistic interpretation: point i is classified into class k if the sum of mean passage times from the labelled points to point i is smallest for class k over all classes.
In addition to the standard random walk, it will also be helpful to consider a random walk with absorption {S t ∈ {1, ..., N }, t = 0, 1, ...}. At each step with probability α the random walk chooses next node among its neighbours uniformly and with probability 1 − α goes into the absorbing state. The probabilities of visiting nodes before absorption given the random walk starts at node j, S 0 = j, are provided by the distribution
which is the personalized PageRank vector with respect to seed node j [9] . Here e j denotes the j-th element of the standard basis. Now we are ready to formulate the first result explaining the classification by the semi-supervised learning methods.
Theorem 1 Data point i is classified by the generalized semi-supervised learning method (1) into class k, if
where q pi is the probability of reaching state i before absorption if S 0 = p.
Proof: Since Y T * k = p∈V k e T p and F ik = F T * k e i , from (3) we obtain
It has been shown in [6] that
pi denotes the (p, i)-element of the inverse matrix. Multiplying the above equation by (1 − α) yields
Thus, using relation (10) and equation (9), we conclude that for point i to be classified into class k we need
or, equivalently (8) .
Let us discuss the implications of Theorem 1. First, it is very interesting to observe that, using (8) , one can decouple the effects from the choice of α and σ. A change in the value of α only influences the factor q pi and a change in the value of σ only affects the factor d attract all points. Thus, the case of σ = 0 and |V k | = const(k) is especially interesting. In this case there is stability of classification even when α is close to one. Third, if σ = 0 and |V k | = const(k), one can expect that smaller classes will attract a larger number of "border points" than larger classes. Suppose that class k is smaller than class k . Then, it is natural to expect that q pi > q si with p ∈ V k and s ∈ V k . This observation will be confirmed by examples in the next section. This effect, if needed, can be compensated by increasing σ away from zero. And finally, fourth, we have the following rather surprising conclusion.
Corollary 1 If labelled points have the same degree
, all considered semi-supervised learning methods provide the same classification.
Now with the help of the following lemma, we can obtain another alternative condition for semi-supervised learning classification.
Lemma 1 If the graph is undirected (W T = W ), then the following relation holds
Proof: We can rewrite (7) as follows
and hence,
Since matrix W is symmetric, [D − αW ] −1 is also symmetric and we have
Thus, ppr j (i)/d j = ppr i (j)/d i , which completes the proof.
Theorem 2 Data point i is classified by the generalized semi-supervised learning method (1) into class k, if
Proof: Follows from equation (9) and Lemma 1. We note that in the statement of Theorem 2 the "reversed" PageRank is used instead of the PageRank in (9) . In particular, this provides another interesting interpretation of the PageRank based method. If we set σ = 0 in (12), it appears that we need to compare the reversed PageRanks divided by the degrees of the labelled points. As already mentioned in the Introduction, if one considers the sweeps from [1] as classification functions, then the degrees of the nodes to be classified are cancelled in the sweeps. However, if we now view the PageRank method in terms of the reversed PageRank, the division by the degree of the PageRank values remains essential. This provides another interesting interpretation of sweeps defined in [1] .
Evaluation
Let us illustrate the theoretical results with the help of a characteristic network example, clustered preferential attachment graph and application to P2P content classification.
Characteristic network example:
Let us first consider an analytically tractable network example. Despite its simplicity, it clearly demonstrates major properties of graph-based semi-supervised learning methods. There are two classes, A and B with |A| = N 1 and |B| = N 2 . Each class is represented by a star network. The two classes are connected by a link connecting two leaves. The graph of the model is given in Figure 2(a) .
The central nodes with indices 1 and N 1 + N 2 are the obvious choice for labelled points. In order to determine the classification functions analytically, we need to calculate the matrix Z = [I − αD
Once the matrix C is calculated, we can immediately retrieve the elements of matrix Z by the formula
Thus we need to solve a system of equations [D − αW ]C * ,j = e j . Since we have chosen the central nodes as labelled points and due to the symmetry of the graph, we actually need to solve only one system for j = 1 of six equations
Solving the above system, in particular, we obtain
Consider first the PageRank based method (σ = 0). According to the theoretical consideration, it is very likely that some points will be misclassified into a smaller class. Suppose that N 1 < N 2 and consider border points. The point N 1 + 1 will be classified into class B by the PageRank based method if and only if
Using slightly more convenient notation n i = N i − 1, i = 1, 2, we can rewrite the above condition as follows:
or, equivalently, (1 − n 2 )α 2 + (2n 1 − n 2 )α + 2n 1 > 0. If 2n 1 + 1 > n 2 , the above inequality holds for any α ∈ (0, 1). And consequently, for any α ∈ (0, 1) the point N 1 + 1 is classified into class B. However, if 2n 1 + 1 < n 2 (class A is significantly smaller than class B), for α ∈ (ᾱ, 1) point N 1 + 1 will be erroneously classified into class A. The expression forᾱ is given bȳ
If we fix the value of n 1 and let n 2 go to infinity, we getᾱ → 0. Thus, if the sizes of A and B are very different, the point N 1 + 1 will be misclassified for nearly all values of the parameter α. Now we analyse the performance of the Standard Laplacian method (σ = 1). According to the general theoretical considerations, the Standard Laplacian method has a tendency to classify more points into a larger class. We consider the classification of the point with index N 1 (still assuming N 1 < N 2 ). It will be classified correctly if and only if
or, equivalently,
which results in the following cubic inequality
Consider a linear scaling n 2 = Kn 1 , K > 1. Then, the above inequality can be rewritten in the form
This inequality can be regarded as a regularly perturbed inequality with respect to 1/n 1 (see e.g., [2] ). If we let n 1 go to infinity, the limiting inequality can be easily factored, i.e.,(1 − α)(1 + α)(2 − α) > 0. Since the perturbation is regular, when n 1 varies in the vicinity of infinity the roots change slightly. In particular, using the implicit function theorem, we can find that the root near 1 changes as follows:ᾱ
In particular, this means that if the sizes of classes are large, the Standard Laplacian method performs well for nearly all values of α from the interval (0, 1). This is in contrast with the PageRank based method. We summarize and illustrate various considered cases by means of numerical examples presented in Table 1 . Our main conclusion from this characteristic network model is that the PageRank based method is a safe choice as it can misclassify at most one point in this particular example whereas with α close to one the Standard Laplacian method can classify all points in the largest class. On the other hand if parameter α is chosen appropriately, the Standard Laplacian method gives a perfect classification for nearly all values of α, even when classes have many points and very different sizes. Table 1 . Comparison between different methods in terms of classification errors Clustered Preferential Attachment model: Let us now consider a synthetic graph generated according to the clustered preferential attachment model. Our model has 5 unbalanced classes (1500 / 240 / 120 / 100 / 50). Once a node is generated, it has two links which it attaches independently with probability 0.98 within its class and with probability 0.02 outside its class. In both cases a link is attached to a node with probability proportional to the number of existing links. First, we test the case of random labelled points. Five labelled points were chosen randomly for each class and results are averaged over 100 realizations. The precision of classification for various values of σ and α is given in Figure 1(a) . Then, in each class we have chosen 5 labelled points with maximal degrees. The results of classification are given in Figure 1(b) . We obtain conclusions consistent with the characteristic network model. If no information is available for assignment of the labelled points, the PageRank method is a safe choice. If one can choose labelled points with large degrees, it is better to use the Standard Laplacian method. There could be a significant gain in precision (roughly from 70% to 95%). It can be observed that the Standard Laplacian method is not too sensitive to the value of α if we stay well away from α = 1. Application to P2P content classification: Finally, we would like to conclude the illustration with an application to P2P content classification. For lack of space, here we just very briefly outline the experiment and the results. An interested reader can find more details about this application in [4] . Using the technology developed in [11] we had an access to all world-wide Torrents managed by BitTorrents protocol. In particular, within one week we could observe 200413 different content files. Each file is a data point and we create an edge between two data points i and j if the same user downloaded two files i and j. By such a construction, graph has 50726946 edges. Consider an example of classification of the content by language (e.g., language of a movie or language of a book). Fortunately, a big portion of the content is tagged, so we can compare with the ground truth for some content. We have chosen to classify the content according to five major languages (English, French, Italian, Japanese, Spanish). For each language we have chosen 50 labelled points with the maximal degree within the ground truth points. Since we do not have ground truth for all the points, it is assumed that choosing random points from the ground truth will not be representative (popular content is more likely to be tagged). The precision of classification for σ = 0.0; 0.5; 1.0 and various values of α is given in Figure 2 (b). The figure is consistent with Figure 1(b) . In Tables 2 and 3 we provide crossvalidation matrices for the Standard Laplacian and PageRank based methods with α = 0.8. We can observe that as in the previous examples, the PageRank method pulls elements from the largest class to the smaller classes and the Standard Laplacian method does the opposite. Thus, in the case of unbalanced classification, by choosing σ, one admits a trade off between precision and recall for smaller classes. Table 3 . σ = 0.0, precision 65.85%
