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概要    
           
微小 Josephson 接合は、大きな Josephson 接合とは、電流と電圧の役割あるいは電荷
とフラックスの役割が入れ替わっているという意味において双対な系と考えられて
いる。大きな Josephson接合は、その特有の非線形特性ゆえにマイクロ波デバイスや
直流電圧の計量標準として重要な応用に用いられてきているが、同様な応用が微小
Josephson 接合にも期待されてきた。微小接合はその一方で環境との結合が強く、環
境の揺らぎや環境の変化の影響を大きく受ける。そのため、微小接合の理論的な扱
いは大きな接合に比べてはるかに複雑になるとともに、回路量子電磁力学に代表さ
れるように、より豊かな物理現象を提供する場にもなっている。しかし、このよう
な環境との結合の強さゆえに、これまで微小接合系自体に関する交流電磁場を用い
た研究は、理論的にも実験的にもごく限られたものでしかなかった。 
本論文は、単一接合と接合列を対象とし、印加される電磁場に対する電磁環境の効
果に着目して、実験・理論の両面から、そこで起きる電磁現象の特徴を明らかにす
ることを試みたものであり、交流電磁場が接合に与える効果には、電磁環境の効果
が繰り込まれることを実験的にまた理論的に見出したものである。 
第 1章では上記のような研究背景と、微小 Josephson接合・接合列の高周波印加下で
の振る舞いに関する過去の研究、またその理論的な扱いのこれまでの進展をまとめ
ている。第 2 章は、本論文の実験的な取り組みを記述した章である。上記の繰り込
み効果の観測を目指し、接合面積 0.02 μm2 程度の Al/AlOx/Al 接合からなる微小
Josephson接合の 1次元配列を対象に、特性に Coulomb閉塞が現れる希釈冷凍温度で
行った高周波照射実験について述べている。接合列の Coulomb 閉塞は、高周波のパ
ワーの増大とともに徐々に縮小していくことが観測された。これは Cooper 対の光子
援助トンネルによるものと理解された。その高い応答性から、微小 Josephson接合列
は、低温環境における高感度なオンチップのマイクロ波検出器として好適であるこ
とが指摘されている。また、観測された特性を古典領域の多光子吸収極限での理論
と比較することによって、接合列に高周波が印加された際には、そのパワーに電磁
環境の効果が繰り込まれることが明らかになった。これは、Josephson 接合系におけ
る電磁気量の繰り込み効果を、印加交流電圧について初めて観測した事例になって
いる。 
第 3章から第 5章では本論文の理論的な研究を述べている。第 3章では、第 2章の実
験結果と後半の理論との関連を基礎づけるための理論的な見地を導入している。第
4 章では、微小トンネル接合・微小 Josephson 接合の記述のために開発されてきた、
いわゆる位相相関理論あるいは P(E)理論が詳しくまとめられている。特に、微小
Josephson 接合の場合に、Caldeira-Leggett 型の環境インピーダンスを考慮したハミル
トニアンから出発して、準粒子あるいは Cooper対のトンネルハミルトニアンが摂動
として扱える範囲で、電磁環境を取り入れたトンネル電流・超伝導電流の表式を得
る過程を述べている。ただし、従来用いられてきたWick回転を使った虚時間での計
算ではなく、後の章で有効になる実時間の経路積分法に基づいた手法を開発し、後
の章の理論的な取り扱いの基礎としている。 
第 5章は、本論文の理論面での主要な章になっている。微小 Josephson接合に交流電
圧が印加された際の現象を理論的に詳細に解析している。Josephson 接合の電磁環境
は、印加される振動電圧の大きさに予測可能な様式でその効果が繰り込まれること
を理論的に示している。この繰り込みは、波動関数の繰り込みにその起源を遡るこ
とができる。ここでいう繰り込みとは、単一接合への高周波電磁場の効果が接合の
静電容量と共に環境インピーダンスにも依存して変調を受けることを意味する。経
路積分法による解析を通して、単一接合の場合について、交流電圧に電磁環境の効
果が繰り込まれた光子援助トンネリングによる準粒子および超伝導電流の表式を導
いている。さらに、無限長の接合列の場合について、接合列を再スケールされた環
境インピーダンスをもつ接合と見る有効回路が構築され、単一接合の議論が敷衍さ
れる。そこでは電荷ソリトンと解釈できる粒子の励起が繰り込み因子を決めること
を指摘しており、第２章の実験結果をよく説明できることを示している。 
Abstract
A Josephson junction is a Superconductor/Insulator/Superconductor tunnel junction
that admits a supercurrent across it even in the absence of applied voltages. Due to its
non-linear response to applied electromagnetic fields, Josephson junctions have found
varied metrology and detector applications. Moreover, the junction size determines the
current ()–voltage (+) characteristics observed in experiments. The small Josephson
junction can be thought of as a dual system to the large junction due to the interchange
of quantities such as charge and flux or current and voltage in the characteristics of the
junctions. In particular, small (mesoscopic) junctions are known to be greatly susceptible to
quantum fluctuations and changes in the electromagnetic environment compared to large
junctions. This means that standard (quantum) phase dynamics inadequately describes
dual characteristics such as Coulomb blockade. Consequently, the standard theory of
Coulomb blockade in superconducting and normal junctions is formulated instead on the
basis of phase-phase correlations. This leads to complex theoretical considerations albeit
richer physics such as circuit-quantum electrodynamics (QED) in the small junction whose
features are often captured by the so-called %() theory. This complexity scales with the
number of junctions connected in series forming an array.
Due to the aforementioned non-linearity, predictions with %() theory has been marred
by several predictive limitations which require the rescaling of measurable quantities
appearing in the %() function. Consequently, a handful of experimental and theoretical
studies with oscillating electromagnetic fields has been conducted with small junctions to
date due to their strong coupling to the electromagnetic environment, since the coupling
significantly modifies the –+ characteristics compared to the large junction.
In this thesis, we focus on the effect of the electromagnetic environment on applied
electromagnetic fields in single small junctions as well as arrays. We apply microwaves
(RF) in the sub-gigahertz frequency range on a one-dimensional array of small Josephson
junctions exhibiting distinct Coulomb blockade characteristics. We observed a gradual
lifting of Coulomb blockade with increase in the microwave power which we interpret is
due to photon-assisted tunneling of Cooper pairs in the classical (multi-photon absorption)
regime. We observe that, due to its high sensitivity to microwave power, the array is
well-suited for in situ microwave detection applications in low temperature environments.
A detailed analysis of the characteristics in the classical (multi-photon absorption) limit
reveals that the microwave amplitude is rescaled (renormalized), which we attribute to the
difference in dc and ac voltage response of the array.
We proceed to rigorously consider the origin of the aforementioned renormalization effect
by considering the effect of the electromagnetic environment of the Josephson junction
on applied oscillating voltages. We theoretically demonstrate that its effect is simply to
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renormalize the amplitude of oscillation in a predictable manner traced to the physics
of wavefunction renormalization (Lehmann weights) consistent with circuit-QED. Such
Renormalization implies that the sensitivity of the single junction and the array to oscillating
electromagnetic fields (e.g. microwaves) is modulated and depends on the environmental
impedance as well as the junction capacitance.
Preface
Since the pioneering theoretical work by Likharev and co-workers [1, 2], small Josephson
junctions have been thought of as a dual system to large Josephson junctions – the
roles of current and voltage are interchanged. In the case of large Josephson junctions,
their effective interaction with oscillating electromagnetic fields has intensively been
studied, demonstrating their unique suitability for microwave-based applications such
as the metrological standard for the Volt (in terms of voltage (+) Shapiro steps) and
other microwave-based devices.[3–5] Thus, the dual system holds enormous promise for
complementary applications such as a metrological standard for the Ampere in terms of the
current () Shapiro steps.[1, 2] However, due to their mesoscopic size, microwave based
studies with oscillating electromagnetic fields face daunting experimental and theoretical
challenges due, in part, to the lack of a theory that consistently covers both regimes.[6]
In particular, small junctions are prone to quantum and thermal fluctuations, thus a well-
known (fluctuation-dissipation) theorem applies.[7–9] Due to their dissipative nature, the
characteristics of small junctions generally cannot be analyzed separate from their fluctuative
environment.[10, 11] Heuristically, as a consequence of Heisenberg uncertainty principle,
their –+ characteristics is highly sensitive to energy changes in the environment.[12]
For instance, tunneling of a single charge 4 across a tunnel junction of capacitance 
and conductance 1/' is restricted unless the maximum energy ~/' it can absorb from
the electromagnetic vacuum through zero-point oscillations is sufficient to offset its own
charging energy 42/2 = c in the absence of other energy sources. Here, 4 and ~
respectively denote the elementary charge and the reduced Planck constant. Thus, the
necessary condition for Coulomb blockade to occur is 2~/' < c. On the other hand,
lifting of Coulomb blockade occurs when other sources of energy are present. For instance,
energy is easily supplied by thermal fluctuations :B) > 0, large Josephson coupling energy
J across the junction J  c or external voltages +x > +cb ∼ #0c above the Coulomb
blockade threshold voltage+cb, where#0 is the number of junctions in an array. This results
in –+ characteristics highly dependent on these environmental parameters. Formally,
within the context of circuit-quantum electrodynamics (QED), this implies that the classical
action for small Josephson junctions is effective – it emerges from tracing out irrelevant
degrees of freedom.∗
This leads to complex theoretical considerations albeit richer physics such as circuit-QED
in the small junction whose features are often captured by the so-called %() theory.[13–
16] This complexity scales with the number of junctions connected in series forming
an array. In particular, the %() theory of dynamical Coulomb blockade in single small
Josephson junctions is formulated on the basis of phase correlation functions[15, 16]
where tunneling across the barrier is influenced by a high impedance environment treated
∗ In the case of the large junction, it is necessary to trace out the environmental degrees of freedom that act as
energy sources for tunneling charges.
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within the Caldeira-Leggett model.[10] %() theory has successfully been tested to a great
degree of accuracy in a myriad of experiments.[17–21] This has lead to its widespread
application in describing progressively complex tunneling processes such as dynamical
Coulomb blockade in small Josephson junctions and quantum dots.[17, 22] Moreover,
owing to significant improvement in microwave precision measurement technology such
as near-quantum-limited amplification[23, 24] and progress in theory, recently published
works suggest novel features in the %() framework ranging from time reversal symmetry
violation[25] and Tomonaga-Luttinger Liquid (TLL) physics,[26] to renormalization of
electromagnetic quantities appearing in the %() function.[27–31] Despite this progress,
aspects of the theory remain elusive especially in the case of one dimensional arrays.
%() theory was recently extended to account for the effect of excited environmental modes
by an alternating voltage in single normal junctions.[27] Novel features in the theory not
yet observed experimentally include the renormalization of the radio frequency (RF) power
absorbed by the junction as well as higher harmonic modifications of the time-averaged
current.[32, 33] Moreover, the Caldeira-Leggett form of the environmental impedance
neglects the back-action of the Josephson junctions on the environment (with the bath and
the junction becoming entangled) which has been reported to dramatically change the
predictions of the %() theory.[31, 34, 35] This back-action manifests through the non-linear
inductive response of the junction where the Josephson coupling energy is renormalized
and the insulator-superconductor phase transition conditions for the single Josephson
junction are altered.[35]
Due to this high sensitivity of small junctions to such environmental parameters, special
considerations and techniques are required to observe such dual characteristics as Coulomb
blockade and Bloch oscillations in single small Josephson junctions.[24, 34–37] However,
for a one-dimensional array, Coulomb blockade is easily observed when the junction
parameters such as the tunnel resistance 'T and the capacitance  of each junction are
adequately chosen, such that J < c = 42/2 and 'T > 'Q = ~/42, without any other
special considerations of the environment.[38] Thus, one-dimensional arrays are more
suitable than single junctions to studying the interaction of small Josephson junctions with
RF electromagnetic fields (microwaves). Moreover, the environment of the superconducting
array (as well as the single junction) is susceptible to an externally-applied magnetic field
 through the quotient J()/c that governs the dynamics of the quasi-charge of each
Josephson junction in the array within their respective Brillouin zone of the Bloch energy
band.[2] In particular, the energy band gap, which is comparable to J(), is diminished
by applying a magnetic field  ≤ max where max is the value of the magnetic field that
leads to the largest Coulomb blockade of Cooper-pairs.
Pioneering experimental work by Delsing intensively studied the weak Josephson coupling
limit J  c and high tunnel resistances 'T > 'Q, where Cooper-pair tunneling is
virtually non-existent and the quasi-particle current is dominant.[32] This work observed
the lifting of Coulomb blockade of the quasi-particle current by a thermal bath and external
microwaves, in addition to small peak structures in the differential conductance at currents
= = =4 5 , with 5 being the frequency of the microwave and = integer, corresponding to
microwave phase-locked narrow-band single electron tunneling oscillations previously
List of Tables 5
predicted by Averin and Likharev.[39] Recently, Billangeon et al. studied the ac Josephson
effect and Landau-Zener transitions by detecting, through photon-assisted quasi-particle
tunneling in a superconductor-insulator-superconductor junction, the microwave emission
by a single Cooper-pair transistor (SCPT) in the Cooper-pair transport dominant regime.[40]
In turn, by using photo-resistance measurement, Liou et al. studied the modulation of
the –+ characteristics of a 1D array of small dc superconducting quantum interference
devices (SQUIDs) with the application of RF electromagnetic fields (microwaves) in the
phase-charge crossover regime.[33, 41]
Motivation
However successful, %() theory has not been comprehensively tested especially with
Josephson junction arrays. This is because of the aforementioned complexity due to the
strong coupling of junctions with the electromagnetic environment, which scales with the
number of junctions. This makes the determination of the environmental impedance of the
junction taxing and sometimes impossible. Moreover, %() theory cannot account for key
photon-assisted tunneling features of Cooper pairs and quasi-particles, even for the simplest
case of two small Josephson junctions in series forming a superconducting single electron
transistor (SSET).[42] Here, Cooper-pair tunneling is incoherent while tunneling events are
expected to be uncorrelated[43] leading to a dissipative processes such as the Josephson
quasi-particle cycle (JQP).[44] Strong coupling to the electromagnetic environment has
broad implications for the interaction of arrays with electromagnetic fields. For instance, a
voltage biased array with no special coupling, fabricated adjacent to another unbiased array
with a similar structure, has been shown to induce a strongly correlated current through
the latter.[45, 46] The current has the characteristic that reversing the polarity of the bias
voltage does not reverse the polarity of the induced current. Thus, such effects show the
need for further theoretical and experimental studies pertaining the interaction of single
Josephson junctions as well as arrays with the electromagnetic environment. This serves as
the motivation for the research presented herein.
Experimental work
We conducted an experiment to examine the effect of microwaves on an array of small
Josephson junctions satisfying 0.1 < J/c < 1 and 'T > 'Q by measuring its current
voltage (–+) characteristics. Under these conditions, the tunneling of charges at small
voltages is dominated by Cooper pairs, and the characteristics exhibited are in the charge
regime, dual to the phase regime. However, Cooper-pair tunneling can easily be precluded
by the electromagnetic environment of the array, leading to Coulomb blockade. In our
experiment, the Coulomb blockade of tunneling Cooper-pairs was steadily diminished
when radio-frequency electromagnetic radiation was applied, independent of frequency
5 = Ω/2 in the sub-gigahertz band 1MHz ≤ 5 ≤ 1000MHzwith ~Ω ≤ :B). The observed
diminishing of Coulomb blockade with microwave radiation is dual to the phase diffusion
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effect reported in Liou et al in ref. [41] for a one dimensional array of Josephson junctions
in the regime, J/2 > 1.
In the experiment, a substantial non-varying magnetic field, max = 500 Oe is applied
perpendicular to the unirradiated array in order to raise the value of the Coulomb blockade
(threshold) voltage +cb to its maximum. This corresponds to a factor of approximately 1.4
its original value for  = 0 Oe.[38, 47] Nonetheless, the+cb versus+ac characteristics of the
irradiated array when  = 500 Oe coincide with those for  = 0 Oe when both axes of the
+cb–+ac plots are rescaled by the aforementioned factor, 1.4.
The experimental results are analysed by simulating the –+ characteristics of the irradiated
array using well-known equations[15, 48, 49] describing Photon-assisted tunneling in the
multi-photon absorption regime ~Ω  24+ac. Comparing the simulated curves with the
experimental results by plotting +cb versus +ac curves, we discover that, a mismatch of a
factor, 0.87 persists between the values of the absorbed microwave power by the array in
the experiment and the values corresponding the simulated curves with the same Coulomb
blockade threshold voltage even after calibration of the microwave line. This factor is
neither dependent on frequency nor the applied magnetic field after rescaling the +cb–+ac
axes by 1.4.
We discuss other possible origin of this mismatch by considering the uncertainties relating
to the microwave generator, transmission line calibration procedure and the influence of
electron heating at the islands of the array by ruling all out. Consequently, we conclude that
a possible voltage division effect in the array leads to the renormalization of the microwave
amplitude by a factor, ΞA ∼ exp(−Λ−1) ' 0.89 comparable to the observed mismatch,
where Λ is the length over which the applied microwave is damped from the edge into the
array (soliton length).[41, 50–52]
Theoretical work
We focus on the effect of the electromagnetic environment on applied electromagnetic fields
in one dimensional arrays of Josephson junctions. In particular, we apply path integral
formalism to re-derive the Cooper-pair current and the BCS quasi-particle current in single
small Josephson junctions and apply it to long Josephson junction arrays. We consider
rescaling (renormalization) effects of applied oscillating voltages due to the impedance
environment of a single junction as well as its implication to the array. For the single
junctions, the amplitude of applied oscillating electromagnetic fields is renormalised by the
same complex-valued weight Ξ($) = |Ξ($)| exp 8($)which rescales the environmental
impedance in the %() function. Since the quasi-particle current naturally reduces to
the normal current and the Cooper pair current vanishes when the superconducting
gap vanishes Δ = 0, the final expression of the tunneling current with renormalization
effects in the single junction is essentially the recently proposed time averaged current
result.[27] Our approach which, is restricted to the damping of the microwave amplitude
for multi-photon-assisted tunneling in single junctions as well as arrays, qualitatively differs
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from other approaches e.g. reported in ref. [28, 29] and ref. [53] where amplification effects
are also discussed.
In the approach herein, the weight acts as a linear response function for applied oscillating
electromagnetic fields driving the quantum circuit, leading to a mass gap in the thermal
spectrum of the electromagnetic field. The mass gap can be modeled as a pair of exotic
‘particle’ excitation with quantum statistics determined by the argument ($). We also
consider arrays of small Josephson junctions, where the dynamics of Cooper-pair/charge
solitons[50] become important. In the case of the array, this pair corresponds to a bosonic
charge soliton/anti-soliton pair injected into the array by the electromagnetic field. When
an infinitely long array[32, 51] is modeled as half the infinite array interacting with two
junctions, one at the array edge and the other at the center, we find an additional Lehmann
weight ΞA = exp(−Λ−1) compared to the case of the single junction. This requires that
applied oscillating voltages are damped by this factor across a range Λ along the array
given by the soliton length of the array.
Significance
The above experimental results demonstrate pristine Josephson junction arrays arepoised for
microwave detection applications in awide range of environments such as on-chip detection
schemes[54] due to their high sensitivity to low-power, of order 106 V/W, whereas the
renormalization effect can be exploited to configure ‘opaque’ Ξ = 1, ‘translucent’ 0 < Ξ < 1
or ‘transparent’ Ξ = 0 quantum circuits to microwave radiation.

Convention, Notation and Units
Throughout the sections of the theoretical work, we set reduced Planck’s constant and
Swihart velocity[55] ~ = 2̄ = 1 respectively to unity. Whenever Greek indices appear,
Einstein summation convention is used with diag
{

}
= (1,−1,−1,−1) the Minkowski
space-time metric and  =   the Kronecker delta symbol. Define integrals in the
interval [−∞ < C < +∞] and [−∞ < $ < +∞] are displayed as
∫
3C and
∫
3$ without
including the infinite signs. Other relevant notations and units are summarized in the Table
below:
Quantities, Symbols and SI units
quantity [SI units] quantity [SI units]
voltage, + [V] current,  [A]
microwave amplitude, +ac [V] Coulomb blockade voltage, +cb [V]
Boltzmann constant, :B [JK−1] reduced Planck’s constant, ~ [Js]
charging energy, c [J] Josephson coupling energy, J [J]
quantum phase, ) charge, & [C]
vacuum speed of light, 2 [ms−1] Swihart velocity, 2̄ [ms−1]
electromagnetic tensor,  Minkowski metric tensor, 
Levi-Civita symbol, 8 9:
electric field, 08 ≡ ® [Vm−1] magnetic field, 128 9: 8 9 ≡ ® [Am−1]
quantum resistance (electron), 'Q [Ω] electron charge, 4 [C]
Fourier transform, ($) = 12
∫
3C 5 (C) exp(8$C)
Inverse Fourier transform, 5 (C) =
∫
3$($) exp(−8$C)
Fourier transform angular frequency, $ [Hz] microwave frequency, 5 = Ω/2 [Hz]
permittivity (vacuum), 0 relative permittivity r
inductance, ! [H] capacitance,  [F]
impedance (environment), /($) [Ω] impedance (! circuit), 1/8$ + 8$! [Ω]
inverse temperature,  [K−1] temperature, ) [K]
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1. A brief history: Josephson junctions
The 20th century saw impressive advancements in physics
and technology. In the heart of this advancement is quan-
tum mechanics and quantum field theory which explain
with stunning accuracy microscopic phenomena and their
macroscopic manifestations. The macroscopic manifestation
related to this treatise is superconductivity. In the advent
of discoveries related to superconductivity, such as perfect
conductivity and perfect diamagnetism (Meissner effect),
little was known as to what actually produced these effects
in specific metals, more so how superconducting electrons
differed from the normal electrons. Theories by Fritz and
Heinz London, Anderson et al. [56] did a great deal to better
our understanding on phenomenological superconductiv-
ity. Feynman et al. tried applying perturbation techniques
to the behaviour of electrons in superconductivity using
Feynman diagrams with limited success[57]. The theory was
finally realized by the nowwell-known trio, Bardeen, Cooper
and Schrieffer (BCS)[58]. In the language of quantum fields
(second quantization), the BCS theory incorporates paired
electrons (with opposite momenta and spin) that are weakly
coupled to each other by phonons. These phonons can be ex-
changed between the coupled electrons in momentum space
near the Fermi-surface via the crystal lattice, thus conserving
their momenta and avoiding any effective scattering. This
creates a bound state of paired electrons known as Cooper
pairs. The consequence of this state is the coherence of the
superconducting state across large distances (long range or-
der). The Cooper pairs take the character of Bosons and, like
photons (unlike electrons) can condense to form a degenerate
ground state known as a Bose Einstein condensate, which
is phenomenologically described by the Ginzburg-Landau
theory of second order phase transitions.
In this picture, the Cooper pair condensate is a charged
superfluid described by a macroscopic wavefunction # =√
= exp(82!), where = is the number of Cooper pairs and
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Figure 1.1.: Josephson junc-
tion: (a) A schematic of the
Superconducting–Insulating–
Superconducting, SIS tunnel
junction (Josephson junction)
depicting a Cooper pair tunnel-
ing across a barrier of effective
thickness 3eff along a direction ®=
perpendicular to the barrier. (b)
The electrical circuit symbol for a
single Josephson junction.
2! is the quantum phase of the coherent superconducting
state. Microscopically, the BCS ground state has an energy
gap Δ that represents the minimum energy required to
break a Cooper pair into quasi-particles without breaking
the superconducting state. Then the diamagnetic nature of
superconductivity (Meissner effect) can be explained by the
decrease of the superconducting gap by external magnetic
fields. BCS theory, however, does little to explain a new class
of high-temperature superconductors, where gapless super-
conductivity[56] and other (strong) coupling mechanisms,
whose origin may be topological, have been observed.
2. Introduction to single Josephson
junctions
Large Josephson junctions
A subsequent discovery was made by then a PhD student,
Josephson[59], who showed that the superconducting state
remains coherent even across thin dielectric insulators (Fig.
1.1) by introducing the now well-known equations,
S = −24J sin 2), (1.1)
%)
%C
= 4+, (1.2)
where ) = !2 − !1 is the quantum phase difference of the
two superconductors, S is the superconducting current, J is
known as the Josephson coupling energy and + the applied
biasing voltage through the junction.
Thus, the Josephson junction is a Superconductor/Insulator/-
Superconductor (SIS) tunnel junction that admits a supercur-
rent across it. The Josephson coupling energydependson tem-
perature via the BCS energy gap,Δ()) = 1.74Δ(0)(1−)/)c),
J()) = N
Δ())
442
tanh
Δ())
2:B)
, (1.3)
where Δ(0) is the BCS energy gap at zero absolute tempera-
ture, N is the normal conductance of junction measured at
high bias voltages,  B is Boltzmann’s constant and ) is the
temperature.[60]
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Figure 1.2.: Shapiro steps in a
large Josephson junctionwith crit-
ical current c = 24J. The dc
Josephson currents occur at volt-
ages += = =Ω/24, whereΩ is the
frequency of the ac voltage ap-
plied across the junction.
Due to its non-linear response to applied electromagnetic
fields, Josephson junctions have found varied applications
ranging fromdetection of electric andmagnetic fields, low sig-
nal amplification, single electron transistors to metrology.[4,
54, 61] This versatility arises due to the quantum nature of
the non-linear Josephson current, S = 24J sin 2) arising
from Cooper-pair tunneling across the junction, where )
is the quantum phase across the junction. The Josephson
current couples to the electric field ® via the quantum phase
%)/%C = −43eff ®= · ® where + = −3eff ®= · ® is the bias volt-
age across the junction, 3eff is the effective thickness of the
barrier and ®= is the unit normal vector in the tunneling di-
rection across the barrier. This implies that the supercurrent,
S persists as a direct current even when when the electric
field vanishes, ® = 0, the hallmark of superconductivity. In
turn, the presence of electromagnetic fields causes the super-
current S(C) = 24J sin$JC to oscillate with the Josephson
frequency$J = 24+ . Respectively, these are the direct current
(dc) Josephson and the alternating current (ac) Josephson
effects.
The exploitation of the dc and ac effects has led to the high
precision standardization of the Volt [V] [62] through the ob-
servation of Shapiro steps[63, 64] by irradiating the large junc-
tion with microwaves whose oscillation frequencyΩ phase-
lockswith the Josephson frequency at integermultiple values
values, $J = =Ω corresponding to the voltage values of the
dc Josephson effect. This can be seen by plugging in %)/%C =
4+ − 4+ac cosΩC into S = 24J sin 2) and using the iden-
tities, sin(G sin H) = ∑∞==−∞ =(G) sin =H and cos(G sin H) =∑==∞
==−∞ =(G) cos =H where =(G) = (−1)−= −=(G) = 12
∫
3B×
exp 8(G sin B − =B) is the Bessel function of the first kind and
= are integers, to yield S = 24J
∑∞
−∞ =(24+ac/Ω) sin($JC −
Ω=C + )0) where the condition for the dc supercurrent is at
the resonant frequency modesΩJ = =Ω = 24+= as shown in
Fig. 1.2.
Superconducting quantum interference device
(SQUID)
The superconducting quantum interference device (SQUID)
is a device composed of two parallel Josephson junctions
as shown in Fig. 1.3. Because of the loop formed by such
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Figure 1.3.: A schematic of a su-
perconducting quantum interfer-
ence device (SQUID): two Joseph-
son junctions (labeled by a cross)
connected in parallel with a mag-
netic field  applied through the
loop in the direction of the circled
cross
⊗
. Each Josephson junction
admits a current 1 and 2 respec-
tively. The total current of the cir-
cuit is given by  = 1 + 2.
1: These conditions are simply
Maxwell’s equations, ®∇ · ® =
s/0r and charge conserva-
tion law (equation of continuity),
%s/%C = −®∇ · ®s where s , s are
the charge and current densities
respectively.
a design, and eq. (1.2), the current across each junction,
1 = J sin 2)1 and 2 = J sin 2)2, is not independent but are
related by a gauge transformation due to the gauge invariance
of the Cooper pair quantum phases, )1 = )+ 4
∫ 2
1 3
®; · ® and
)2 = ) + 4
∫ 1
2 3
®; · ®, where ®; is the length along the loop.
Thus, the total current across it is given by,
 = J sin 2)1 + J sin 2)1
= 2J cos()2 − )1) sin()1 + )2) = ∗J sin 2),
where ∗J = 2J cos(4) and we have used,
∫ 1
2 3
®; · ® =
−
∫ 2
1 3
®; · ® and
∫ 2
1 3
®; · ® −
∫ 1
2 3
®; · ® =
∮
3®; · ® =
∫
3
where  is the area enclosed by the SQUID loop and 
an applied magnetic field through the loop. Using the mod-
ulus, |∗J |, the condition that the current is maximum is
 = =2/24, where = is the number of quantized flux
2/24 stored in the loop. This quantizationmakes the SQUID
an extremely sensitive detector of magnetic fields.[65] Finally,
it is worth noting that the SQUID can merely be treated as
a Josephson junction with a renormalized coupling energy
J → ∗J = J cos(4).[66] Thus, in the discussions that
follow, we shall not distinguish between the SQUID and the
Josephson junction.
Josephson Hamiltonian
The Josephson equations can be expressed using a conserved
Hamiltonian,
 =
&2
2
− J cos 2), (1.4)
where & = −10 
−1
r
∫
3A®= · ® = + is the charge stored
by the junction of capacitance  = 0rA/3eff and cross-
sectional area Aand %&/%C = S.1 The Josephson equations
are then given by Hamilton’s classical equations of motion,
%
%)
= 4−1
%&
%C
,
%
%&
= 4−1
%)
%C
,
respectively. Much of the aforementioned success is traced to
the successful exploitation of the duality between the quan-
tum phase ) and the stored charge,&, which act as quantum
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mechanical conjugate variables satisfying the commutation
relations, [&, )] = −824 where 4 is the unit charge of a single
electron. This is the origin of much of the interesting physics
of the large and small Josephson junction.
Small Josephson junctions: phase and charge
duality
Duality refers to two related concepts: 1) invariant symmetry
i.e. two variables (conjugate or otherwise) that when inter-
changed leave the Hamilton’s equations of motion invariant;
2) The existence of two quantum mechanical conjugate pairs
related by Heisenberg’s uncertainty principle.[67] It is clear
that as Josephson equations stands, there is an apparent lack
of duality type 1 with respect to the current, S and voltage,
+ across the junction. Nonetheless, duality type 1 and type 2
are related through second quantization using the Josephson
Hamiltonian given eq. (1.4).
In particular, taking the charge & = −824%/%) and phase )
as quantum mechanical conjugate variables, we can express
eq. (1.4) as,
 = −4c
%2
%)2
− J cos 2), (1.5)
where c = 42/2 is the charging energy, which satisfies the
Schrodinger equation,
8
%Ψ
%C
= Ψ, (1.6)
where Ψ is the wavefunction of the junction. The junction
itself behaves like a quantum mechanical object when the
‘quantum mechanical’ kinetic energy term −4c%2/%)2 that
acts on the wavefunction Ψ dominates over the ‘classical’
potential energy term −J cos 2). This introduces a dimen-
sionless parameter J/c which governs the dual physics of
the large and small Josephson junctions.
Solving the time-dependent Schrodinger equation (8%Ψ/%C =
) requires solving the well-known Mathieu’s equation,
which describes a fictitious particle in a periodic cosine
potential. The solution to this Eigenvalue problem is given
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by,
Ψ=()) = D=()) exp()@/24). (1.7)
Here, D=()) is a periodic function satisfying the boundary
condition D=()) = D=() + 2) and @ is known as the quasi-
charge. Plugging this solution back into the Schrodinger
equation gives the energy spectrum = of the Josephson
junction. The spectrum comprises Cooper pair 24-periodic
functions in the energy and quasi-charge space (Brillouin
zones) where the energy band structure is entirely deter-
mined by the ratio of J/c as depicted in Fig. 1.4. The
first Brillouin zone extends from −4 ≤ @ ≤ +4. In the
limit, J/c  1, the energy bands can be approximated
as charge parabolas, = ' @2/2 with gaps of amplitude
given by Δ= = 4c(J/4c)=/=
=−1 . Conversely, in the limit
J/c  1, the ground state of the Josephson junction sys-
tem takes the form 0 ' −∗c cos(2@/24) ≡ *(@) where
∗c = 16
(
$2p
[
J/8c
]1/2 /2)1/2 exp (−4J/$p) where $p =
8Jc is the plasma frequency. This leads to the dual equa-
tions,
+ =
3
3@
*(@) = 2
24
∗c sin(2@/24), (1.8)
%@
%C
= . (1.9)
Due to the dependence of the critical voltage ∗c/24 on J
in the exponent, applying a magnetic field diminishes the
superconducting gap, which in turn diminishes J and by
extension also the critical voltage. Further introduction to
the dynamics of the quasi-charge @ in the Brillouin zone can
be found in refs. [1, 2, 68, 69].
According to these equations, no current flows within the
region + ≤ ∗c/24, the hallmark of Coulomb blockade. Thus,
Coulomb blockade is dual to the dc Josephson effect. More-
over,when the current, exceeds this critical value, the voltage
oscillates. This is dual to the ac Josephson effect. Numeri-
cal calculations considering a bias current b as well as an
interaction term in eq. (1.4) given by int = 12'
∫
&23C for
the effect of the environment on the junction, have found a
periodic time solution resulting from an oscillatory voltage
across the Josephson junction with a frequency (dual toΩJ)
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Figure 1.4.: The energy spectrum
of the Josephson junction for c '
J calculated from eq. 1.6, cen-
tered at the first Brillouin zone
(−4 ≤ @ ≤ +4) where the Joseph-
son coupling energy J is the en-
ergy gap between the 0 ≡ *(@)
and 1 state at @ = ±4.
given by,
$B =
1
24
 =
1
24
(b − 〈+〉/'), (1.10)
where ' ≥ 1/242 is the environmental resistance of the junc-
tion representing dissipation effects due to the environment
and 〈+〉 is the averaged voltage across the junction. These
oscillations are analogous to the Bloch oscillations in spatially
periodic crystals.[1, 2, 6, 12, 39]
Observation of dual effects by tuning the
electromagnetic environment
Bloch oscillations in small Josephson junctions represent the
coherent tunneling of Cooper pairs, whereby a region of
negative differential resistance in the –+ characteristics of
the Josephson junction is observed. The intermediate state
between Coulomb blockade and Bloch oscillations is a nose
structure in the –+ characteristics. In analogy with the
Josephson effect, a dc and ac bias current  =  + ac cosΩC
phase lock at integer frequency $B = =Ω. In fact, this biasing
current can phase-lock either with the basic frequency of the
bloch oscillations,$B or one of its harmonics or subharmonics
ΩB/<, thus generally leading to a fractional dual Shapiro
step given by $B = =Ω/< = =/24. To date, these have not
been exclusive observed experimentally. This is in part due
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Figure 1.6.: The Coulomb block-
ade characteristics of an ar-
ray of #0 number of junc-
tions. The Coulomb blockade volt-
age, +cb and the environmental
impedance ' both scale with the
number of junctions, #0 making
the array favorable for Coulomb
blockade experiments over the
single junction.
to the difficulty in observing the block nose in experiments
with single junctions since their environmental impedance
' is not large enough but dominates over b the term in eq.
(1.10). On the other hand, Josephson junction arrays offer
an alternative at least for the clear observation of Coulomb
blockade effects since the environmental impedance scales
with the number of junctions, ' ∝ #0' 9 where ' 9 is the
impedance of each junction and #0 as shown in Fig. 1.6.
A solution for the single junction was suggested by Watan-
abe et al.[36, 37], where a method using a linear array of
SQUIDs an environment with very weak coupling to dis-
sipation is introduced, which allows for the measurement
of a well-defined charge quantum state. By measuring the
–+ characteristics of a single Josephson junction placed
in the high impedance environment, the existence of the
well-defined charge state which is a manifest feature of the
Coulomb blockade of Cooper pair tunneling,was ascertained.
The transfer of Cooper pairs through the junction is thus
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Figure 1.8.: The characteristics of
a single junction embedded in a
high impedance environment of
SQUID arrays as shown in Fig. 1.7.
The characteristics are tuned from
low impedance ('env = 0.61 MΩ),
where they exhibit near ohmic
characteristics, to high impedance
('env = 43 M$), where they
exhibit Coulomb blockade char-
acteristics with a back-bending
structure referred to as a Bloch
nose by an external magnetic
field.[36, 37]). Since the environ-
mental resistance ' (and hence
the Coulomb blockade voltage)
scales with the number of junc-
tions for the array; and is max-
imum when 4 = = for the
single junction embedded within
an environment of SQUIDs, both
techniques can be employed for a
bigger Coulomb blockade voltage
and larger Bloch nose.[12] (Figure
reproduced from ref. [36])
governed by overdamped quasi-charge dynamics, leading
to Coulomb blockade and Bloch oscillations as shown in
Fig. 1.6 and 1.8 respectively. This experiment confirmed exact
duality between the standard overdamped phase dynam-
ics of a Josephson junction, resulting in a dual shape of
the current-voltage characteristic, with current and voltage
exchanging their roles. Subsequently, F. Maibaum et al. de-
signed an experiment and performed extensive simulations
and preliminary measurements to identify a set of realistic
circuit parameters that should allow for the observation of
constant-current steps in short arrays of small Josephson
junctions under external ac drive of frequency.[70] Indeed,
observation of these steps demonstrating phase locking of
the Bloch oscillations with the external drive requires a
high-impedance environment for the array. They concluded
through their simulation results that the width of the dual
Shapiro steps is proportional to the number of junctions in
the sample measured. Subsequently, Shimada et al. used
arrays of dc-SQUIDs as leads to a linear array of 20 small
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Figure 1.5.: The Shapiro steps pre-
dicted in small Josephson junc-
tions with a Coulomb blockade
voltage, +cb = ∗c/24. The dc volt-
ages occur at current values = =
24=Ω, where Ω is the frequency
of the ac current through the junc-
tion. Thus, the duality between
the tunneling current phenomena
in the large and small Josephson
junctions is apparent from com-
paring Fig. 1.2 and Fig. 1.5.
Figure 1.7.:A single junction (red)
embedded in an environment of
four linear arrays of SQUIDs. This
technique was used in ref. [12, 36,
37] to increase the environmental
impedance of the junction and ob-
serve distinct dual effects in small
Josephson junctions, as shown in
Fig. 1.8
2: Maximal frustration corre-
sponds to the largest value for
the effective environmental resis-
tance.
Josephson junctions to tune its environmental impedance
with an external magnetic field, thus observing a distinct
Bloch nose with a negative differential resistance as large as
14.3 MΩ at maximal frustration of the SQUIDs2 .
3. Electromagnetic environment in
small junctions
The aforementioned results place overcoming the contri-
bution of the electromagnetic environment at the heart of
successfully observing the phase locking of Bloch oscilla-
tions,which holds promise in high precision current standard
metrology applications. In this regard however, no such ex-
periments have yielded convincing results to date. This is,
in part, due to the lack of comprehensive understanding of
the effects of the electromagnetic environment especially in
Josephson junction arrays.
Experiments with microwave irradiated small
Josephson junctions
Phase diffusion
Thus far, we have merely considered the duality of the
large and small junctions by checking the ratio, J/c which
defines the phase or charge regime of the junction. However,
the Josephson junction has another energy parameter,  B),
which determines the thermal fluctuations of Josephson
phase. For the small junction, where J/c < 1, the %()
function, which is temperature dependent is generally used
to accurately determine the tunneling rate for J, c  :B),
since in this regime, phase quantum fluctuations are well
described by the phase-phase correlation function. However,
in the opposite regime when J/c > 1, and J, c  :B),
quantum fluctuations are considerably suppressed while
thermal fluctuations are enhanced. In this case, the average
in the phase-phase correlation function is carried out over
the Boltzmann distribution B ∝ exp(−′(), &, C)). The
thermal phase-phase correlation 〈)(C))(0)〉 ∝ C displays a
diffusive behaviour. In particular, the potential energy term
of eq. (1.17) given by *()) = 24J − 24J cos(2)) + /24)
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Figure 1.10.: The simulated low
frequency ( 5  24+m), low tem-
perature  B)  24+m charac-
teristics of a Josephson junction
(where +m is defined as the volt-
age value of the current peak in
the absence of microwaves) with
a phase diffusion branch irradi-
ated by microwaves of frequency
0.859 GHz. The increase of mi-
crowave power results in larger
phase diffusion corresponding to
an increase in +m. Figure repro-
duced from ref. [73]
gives a washboard profile over which the phase fluctuates in
accordance to B. Large thermal fluctuations lead to a higher
fluctuation rate Γ, which on average leads to a finite voltage
of the supercurrent even for  < 24J, as depicted in Fig.
1.9.[73]
Microwave irradiation of junctions satisfying J > c will
exhibit similar behaviour, as the phase gains enough energy
to ‘roll’ down the *()) potential for  < 24J. Defining
the corresponding voltage of the maximum current m as
+m, phase diffusion causes +m to increase in value. Koval
et al. [73] demonstrated that incoherent multi-photon ab-
sorption by the junction best explains the features observed
in the –+ characteristics. They studied phase diffusion in
a single Nb/AlOx/Nb Josephson junctions with different
cross-sectional areas, at varied thermal temperatures and mi-
crowave power and frequency. Experimental results showed
that, +m decreases (m increases) with increase in junction
size. This is due to enhanced Cooper-pair tunneling currents
which dominate over quasi-particle currents thus suppress-
ing phase diffusion.
Thus, using Josephson junctions with large cross-sectional
areas (small normal resistances 0.1 ∼ 0.6 kΩ) irradiated with
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Figure 1.9.: A schematic show-
ing, (a) the supercurrent when
the junction is undergoing phase
diffusion where it shows the volt-
age+m corresponding to the max-
imum supercurrent m; (b) The
energy profile (washboard poten-
tial[71]) of the Josephson junction
undergoing phase diffusion. A
photon of energy Ω can be ab-
sorbed by the junction and lead to
diffusive behaviour of the super-
current, where Γ()) is Kramer’s
rate for such a process to occur.[71,
72]
microwaves, they showed that phase diffusion results were
enhancedbymicrowavepower at high temperatures (5K) and
low microwave frequency (5 GHz). Conversely, microwave
irradiation at low temperatures (0.3 K) and high frequencies
(40 GHz) showed Shapiro like negative resistance peaks
at zero bias current. All results excellent agreement with
incoherent photon absorption in the phase regime (J > c),
with the unirradiated –+ characteristics is given by,
0S =
24J


2 + 2 , (1.11)
where  = +/
√
8Jc is thenormalizedvoltage,  = +m/
√
8Jc
and  ∝ 1/' is a damping parameter, and the characteristics
for during incoherent multi-photon absorption by,
(+) =
∞∑
==−∞
2=
(
24+ac
Ω
)
0S(+ − =Ω/24), (1.12)
where Ω, +ac are the microwave frequency and amplitude.
TYpical results (simulation) for 5 = 0.859I have been
reproduced in Fig. 1.10.
Consequently, Liou et al. [41] studied microwave phase diffu-
sion and the cross-over into the Coulomb blockade regime
using one dimensional arrays of Josephson junctions. Similar
results to Koval et al. were obtained in the phase diffusion
regime, where the group considered instead %() theory.[16]
The resulting equation from %() theory is essentially eq.
(1.12), but with the damping factor  = 1, thus suggesting
a detector application. In addition, oscillations of the zero
bias resistance as the microwave power is increased were
observed, with an oscillatory behaviour comparable to the
superconducting gap.
Coulomb blockade regime
Earlyworkwith Josephson junction arrays irradiatedwithmi-
crowaves in theCoulombblockade regime focusedonphoton-
assisted tunneling and thermal tunneling effects of quasi-
particles. Experiments by Delsing et al. [32] concentrated on
the deepCoulomb blockade regimec  J and 2/42 < 'T.
Here, the tunneling current is dominated by quasi-particles.
The results showed that the quasi-particle Coulomb blockade
characteristics were diminished for high temperatures as well
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Figure 1.11.: The diminishing
of Cooper pair Coulomb block-
ade characteristics by microwave
power. The device measured was
a SQUID array tuned by an exter-
nal magnetic field into the deep
Coulomb blockade regime, J 
c. The explored frequency range
was 3 GHz to 26 GHz. The figure
was lifted from ref. [33]
as highmicrowave powers. Moreover, the work reported elec-
tron tunneling oscillations[39] in the differential conductance
at particular current value, = = =4Ω, where = is an integer
andΩ is the microwave frequency.
Using a linear array of SQUIDs, Liou et al. [33] studied high
frequency regime of Cooper pair tunneling J ≥ c and the
deep Coulomb blockade J  c photon assisted tunneling,
reproducing the diminishing of Coulomb blockade character-
istics with microwave power as shown in Fig. 1.11. However,
the report lacks environmental impedance analysis e.g. the
Coulomb blockade power characteristics. Nonetheless, it is
suggested that linear arrays in the Coulomb blockade regime
are suitable for microwave detection.
P(E) theory: complexity in determining the
environmental impedance
The standard theory that incorporates the effect of the elec-
tromagnetic environment in small Josephson junctions is
the %() theory, formulated in terms of the phase-phase
correlation function,
%() = 1
2
∫
3C exp(8C)〈exp[8)(C)] exp[−8)(0)]〉, (1.13)
24 1. Introduction
3: It can trivially be considered
only when the Josephson cou-
pling term is linearized by taking
)  1 and writing J cos 2) '
J(1 − 2)2), which leads to an in-
ductive contribution to the effec-
tive impedance givenby/′eff($) '
1/('−1 + 8$ + 1/8$!J), where
!J = 1/242J.
4: Thus, this problem also applies
for arrays of normal junctions.
However, since normal junctions
do not possess the Josephson cou-
pling term, the problem is merely
one-fold.
where the tunneling rate of the Cooper-pair across the Joseph-
son junction is given by,
Γ(+) = 
2
J%(24+). (1.14)
The information of the electromagnetic environment, given
by a complex-valued impedance function /eff($) = 1/('−1+
8$), is contained in the termJ(C) in phase-phase correlation
term,
〈exp 8[)(C)] exp[−8)(0)]〉 = exp(−4J(C)), (1.15)
where, J(C) = 〈[)(C) − )(0)])(0)〉 and the phase-phase cor-
relation function is given by,
〈)(C))(0)〉 = 4
2
2
∫
3$
$
[/eff($) + /eff(−$)]
1 − exp(−$) exp(−8$C),
(1.16)
with  = :−1B )
−1 the inverse temperature. The form of the
effective impedance function /eff($) corresponds to the case
for the effective Josephson Hamiltonian (′ =  + int(C) +
bias) where J = 0,
′(&, ), C) = &
2
2
− J cos 2) +
∫
3C
&2
'2
+ )/24 (1.17)
where bias = )/24 is the energy due to a bias current
through the junction and int = 122'
∫
3C&2 is the interac-
tion term between the Josephson junction and the environ-
ment, effectively introducing dissipation since %/%C ≠ 0.
Due to the non-linearity of the Josephson coupling term,
it is difficult to incorporate the effect of J on the effective
impedance /eff($) of the %() function even for the single
junction.3 In the case of the array, it is extremely difficult
to accurately determine /eff($) even for J = 0 since the
complexity of the theory scales with the number of junctions
in the array.4
Recourse for complexity in %() theory
Thus, the non-linearity of the Josephson junction, coupled
with the complexity exhibited by Josephson junction ar-
rays serve as an unexpected bottleneck towards the range
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5: A method to determine the
impedance of an arbitrary envi-
ronment of a single Josephson
junction has been proposed in ref.
[34]
of applicability of the %() theory. Nonetheless, %() the-
ory has successfully been tested to a great degree of accu-
racy in a myriad of experiments leading to its widespread
application in describing progressively complex tunneling
processes such as dynamical Coulomb blockade in small
Josephson junctions and quantum dots.[17, 22] However,
in most instances, creative theoretical models that essen-
tially are meant to approximate /eff have been proposed
over the years. For instance, the %() theory of dynamical
Coulomb blockade in single small Josephson junctions is
formulated on the basis of phase correlation functions[15,
16] where tunneling across the barrier is influenced by a
high impedance environment treated within the Caldeira-
Leggett model [10]. However, the Caldeira-Leggett form of
the environmental impedance neglects the back-action of
the Josephson junctions on the environment (with the bath
and the junction becoming entangled) which has been re-
ported to dramatically change the predictions of the %()
theory.[31, 34, 35] This back-action manifests through a non-
linear inductive response !∗J ' 1/242J〈cos 2)〉 = 1/242∗J
of the junction where the renormalized Josephson coupling
energy ∗J appears in the renormalized effective impedance
function /′eff($) = 1/('
−1 + 8$ + 1/8$!∗J) thus altering the
insulator-superconductor phase transition conditions for the
single Josephson junction.[35]5
Moreover, owing to significant improvement in microwave
precision measurement technology such as near-quantum-
limited amplification[23, 24] and progress in theory, recently
published works suggest novel features in the %() frame-
work ranging from time reversal symmetry violation[25] to
the renormalization of electromagnetic quantities appearing
in the %() function[27–31]. Despite this progress, aspects
of the theory remain elusive especially in the case of one
dimensional arrays. Useful techniques for Josephson junction
arrays involve mapping the dynamics of the quantum phase
of the Josephson junction onto dynamics of a system with
known solutions e.g. charge solitons,[32, 50, 51] Tomonaga-
Luttinger Liquid[26] (TLL) and/or depinningmodels.[74, 75]
However, these techniques apply to specific domains where
%() theory is not well-understood.
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4. Motivation and Aim
Due to the aforementioned difficulties, %() theory has not
been comprehensively tested with Josephson junction arrays.
This is because of the aforementioned complexity due to
the strong coupling of junctions with the electromagnetic
environment, which scales with the number of junctions. For
instance, %() theory cannot account for all photon-assisted
tunneling features of Cooper pairs and quasi-particles, even
for the simplest case of two small Josephson junctions in
series forming a superconducting single electron transistor
(SSET).[42, 66] Here, Cooper-pair tunneling is incoherent
while tunneling events are expected to be uncorrelated[43]
leading to radiative and photon assisted tunneling processes
such as the Josephson quasi-particle cycle.[44, 76] This has
broad implications for the interaction of arrays with the
electromagnetic field. Moreover, a voltage biased array with
no special coupling, fabricated adjacent to another unbiased
array with a similar structure, has been shown to induce a
strongly correlated current through the latter.[45, 46] The
current has the characteristic that reversing the polarity of
the bias voltage does not reverse the polarity of the induced
current. Such effects require the understanding of how the
electromagnetic quantities appearing in %() theory couple
to the electromagnetic field. Thus, this shows the need for
further theoretical and experimental studies pertaining the
interaction of single Josephson junctions as well as arrays
with the electromagnetic environment, serving as motiva-
tion for the research herein. Explicitly stated, the aim of the
research presented herein is to experimentally and theo-
retically study the electromagnetic environment of small
Josephson junctions irradiated by microwaves.
Experiment

1: :B and ) are the Boltzmann
constant and temperature respec-
tively.
2: In the studied array,
max ' 500 Oe.
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In this chapter, we conducted an experiment to examine
the effect of RF electromagnetic fields on an array of small
Josephson junctions satisfying 0.1 < J/c < 1 and 'T >
'Q = 2/442 ' 6.45 kΩ by measuring its current, –voltage,
+ characteristics. Under these conditions, the tunneling of
charges at small voltages is dominated by Cooper pairs, and
the characteristics exhibited are in the charge regime, dual to
the phase regime. However, Cooper-pair tunneling can easily
be precluded by the electromagnetic environment of the array,
leading to Coulomb blockade. Thus, the array offers great
utility over the single junction which requires the tuning
to observe Coulomb blockade.[38] In our experiment, the
Coulomb blockade of tunneling Cooper-pairs was steadily
diminished when radio-frequency electromagnetic radiation
was applied, independent of frequency 5 = Ω/2 in the sub-
gigahertz band 1 MHz ≤ 5 ≤ 1000 MHz withΩ ≤ :B).1 The
observed diminishing of Coulomb blockade with microwave
radiation is dual to the phase diffusion effect reported by
Liou et al in ref. [41] for a linear Josephson junction array in
the regime, J/2 > 1.
Moreover, the environment of the superconducting array is
susceptible to an externally-appliedmagnetic field through
the quotient J()/c that governs the dynamics of the
quasi-charge of each Josephson junction in the array within
their respective Brillouin zone of the Bloch energy band. In
particular, the energybandgap,which is comparable toJ(),
is diminished by applying a magnetic field  ≤ max where
max is the magnetic field that leads to the most enhanced
Coulomb blockade of Cooper-pairs in the sample.[2] 2
In the experiment, a substantial non-varying magnetic field,
 = 500 Oe is perpendicularly applied to the unirradiated
array in order to raise the value of the Coulomb blockade
(threshold) voltage +cb to its maximum. This corresponds
to a factor of approximately 1.4 its original value for  = 0
Oe.[38, 47] Nonetheless, the +cb versus +ac characteristics of
the irradiated array when  = 500 Oe coincide with those
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3: eq. (2.2) and eq. (2.3)
4: Photon-assisted tunneling in
the classical regime where Ω 
24+ac.
5: This factor is neither depen-
dent on frequency nor the applied
magnetic field after rescaling the
+cb–+ac axes by 1.4
6: Total uncertainty amounts to
∼ 4% whereas the total mismatch
would correspond to a large un-
certainty of ∼ 0.13
7: Gross failure of calibration un-
likely due to the clear frequency
independenceof the+cb–+ac plots;
Fig. 2.6
8: The quasi-particle number is
negligibly small to account for the
mismatch for the microwave am-
plitude range considered.
9: The so-called soliton length of
the array.[51]
10: e.g. on-chip detection
schemes[54]
11: However, unlike the single
junction, the array lacks a com-
prehensive (%()) theory[15, 16]
for its response to microwave irra-
diation.
for = 0 Oewhen both axes of the+cb–+ac plots are rescaled
by the aforementioned factor of ' 1.4.
To analyse the experimental results, we simulate the char-
acteristics of the irradiated linear array using well-known
equations3 for photon-assisted tunneling[48, 49] within the
%() theory.[15]4 Comparing the simulated curves with the
experimental results by plotting +cb versus +ac curves, we
discover that, a mismatch of a factor, 0.87 persists between
the values of the absorbed microwave power by the array in
the experiment and the values corresponding the simulated
curves with the same Coulomb blockade threshold voltage
even after calibration of the microwave line.5
We discuss other possible origin of this mismatch by consid-
ering the uncertainties relating to the microwave generator,6
transmission line calibration procedure,7 the influence of
electron heating at the islands of the array8 and a possible
voltage division effect that leads to the renormalization of the
microwave amplitude by a factor, ΞA ∼ exp(−Λ−1) ' 0.89,
where Λ is the length over which the applied microwave is
damped from the edge.9
These results demonstrate pristine Josephson junction arrays
are poised for microwave detection applications in a wide
range of environments10 due to their high sensitivity to
low-power, of order 106 V/W.
1. Experimental Method
Design and fabrication of the sample
Typically, the Coulomb blockade voltage, +cb is roughly
proportional to the number of Josephson junctions in a linear
array.[70] Since the response of the array to irradiation by
microwaves depends on +cb, a greater response is exhibited
for linear arrays with many junctions as well as for applied
magnetic fields below max. This is the basis for choosing
the array over the single junction.11
Here, an array of #0 = 10 Josephson junctions aranged in
series (linear array) is fabricated such that its soliton length
in the semi-infinite model of the array is approximately of the
same length. This is based on our analysis in chapter 5 and
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Table 2.1.: Parameters of the array (per junction): the tunnel resistance 'T, charging energy c, capacitance ,
the aluminium electrode superconducting gap given by Δ, Josephson coupling energy J, and J-to-c ratio.
The parameters per junction when magnetic field  = 0, 500 Oe is applied, with 500 Oe ≡ max the value of the
magnetic field that leads to the largest Coulomb blockade voltage in the sample.
'T / kΩ  / fF c/eV Δ/eV J/eV J/c  / Oe
35.1 0.72 110 165133
30.3
24.5
0.27
0.22
0
500
appendix E that such an array can be treated within the %()
framework as an effective single junction using the soliton
model of a semi-infinite array.[32, 51] The array, with 10, 100
× 200 nm2 Al/AlOx/Al junctions and island electrodes of
length ; = 1m, base and counter electrode thickness of
25nm and 40 nm respectively, is designed by creation of an
evaporation mask using Electron Beam Lithography (EBL),
aluminium deposition and subsequent lift-off of the electron-
resist. In this process, the chip used was fabricated on a 7 × 7
mm2 silicon (Si) wafer engulfed by a silicon dioxide (SiO2)
layer. Optical lithography is used to design a pad on the chip
with 16 leads that converge to the center of the chip leaving
200 × 200 m2 at the center, over which the present sample is
fabricated; The resist used to fabricate the sample is industry
standard PMMA (6%and 2% respectively); Aluminiummetal
evaporation is conducted in an electron-beam evaporator
with a base vacuum pressure of 10−7 torr using the shadow
evaporation technique (evaporation 1st and 2nd angles given
by −35◦ and +25◦), whilst oxidation performed with pure
oxygen at 10−2 torr.
Sample parameters
The desired single junction parameters (0.1 < J/c < 1 and
'T > 'Q) can be chosen by during electron-beam lithogra-
phy and shadow evaporation during oxidation. The tunnel
resistance, 'T and c are determined from the offset voltage
and the differential conductance d0(+)/d+ respectively, of
the linear array characteristics, 0(+) when  = 0 Oe.[32,
77] The differential conductance for  = 0, 500 Oe, together
with measured Δ– dependence determine the supercon-
ducting gap Δ. The Josephson coupling energy, J is then
determined by the Ambegaokar-Baratoff relation.[60] The
values determined above are displayed in Table 2.1.
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Figure 2.1.: Measurement set-up for the linear array of 10 small Josephson junctions. The signal from the RF
generator, +RF is combined by the pair of bias tees with the dc signal ±+/2, + ++RF where +RF = +ac cosΩC
is the ac voltage or the applied microwaves. The bias tee on the right has a terminator“t" of 50 Ω at one of its
terminals. The magnetic field indicated by  and a circled-cross is applied are right angles to the sample: (a)
The diagram of the circuit and array used in experiment; (b) The array as seen by a scanning electron microscope
(SEM), displaying 4 of the #0 = 10 fabricated junctions; (c) Schematic of the sample holder containing the
fabricated chip; (d) Sample holder containing the fabricated chip; (e) The base of the dilution refrigerator
showing the positions of the two bias tees, low-pass filters denoted by “f”, the magnet and the sample holder.
Experimental setup
A standard dilution refrigerator with a stable operational
temperature of 40 mK is used for the low temperature mea-
surements. The semi-rigid circuitry incorporated in the re-
frigerator has a terminator“t" of 50 Ω at one of its terminals.
A coaxial cable made from CuNi is fitted from room tem-
perature to still plate where thermal anchors are used to fix
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12: The applied magnetic field re-
duces the superconducting gap
per junction of the array, hence
increasing the coulomb blockade
voltage[38] by a factor of approxi-
mately 1.4, as shown in Table 2.1
cryogenic attenuators (10 dB, 20 dB) ∗, as well as in the vicin-
ity of the 1 K pot. A coaxial cable made from stainless-steel
extended from the still plate to the mixing chamber plate is
joined to a coaxial cable made of copper through another
cryogenic attenuator (20 dB) anchored thermally (Fig. 2.2 (a),
(b) and (c)). The copper coaxial cable transmits themicrowave
signal to the sample through a commercial bias tee, which is
fixed at the mixing chamber plate. Similarly, a second bias
tee at the mixing chamber plate is connected to the sample
chamber and its port fitted with a 50 Omega terminator as
shown in Fig. 2.1. Thus, the constant (dc) and alternating
(ac) voltage signals (+ ++RF) are combined by the bias tees,
where the high frequency noise signal in the dc line is cut
off by a 3.4 kHz low pass filter at the mixing chamber plate
before the signal is directed to the ac line through the bias
tees.
A copper sample holder with MMCX connectors for the ac
signal was fitted at themixing chamber platewith the sample,
with the MMCX connectors connected directly to the gold
(Au) pads of the chip with Au wires of length 4mm and 3
mm to the pad and from the pad to the array respectively. All
measurements were conducted in an environment shielded
from electromagnetic fields. A typical radio-frequency gen-
erator (Agilent 8753ES) capable of supplying a signal of 1
MHz ≤ 5 ≤ 1000 MHz was used to irradiate the sample via
the described circuitry.
The well-known A-bias methodwas applied whenmeasuring
the characteristics (–+) of the array.[78] It entails incorpo-
rating a fixed resistance given by A (1 MΩ, 5 MΩ) serially
connected to the array and biasing both (the resistor and
the array) with a voltage, and measuring the current and
voltage values employing differential amplifiers with high
input impedance. Noise reduction was achieved by applying
half the dc voltage in each terminal with opposite polarity
(−+/2 and +/2) relative to the ground (Fig. 2.1). Finally, a
superconducting coil was used to generate a sufficient mag-
netic field  = 500 Oe, applied at right angle to the sample.12
34 2. Microwave Irradiation of small Josephson junction arrays
Ac input Calibration
We calibrated the transmission characteristics of the line prior
to the commencement of the experiment. The transmission
coefficient was obtained by fitting a pair of identical trans-
mission lines to the cryostat each spanning from the room
temperature environment at the top to the sample chamber at
the bottom, with appropriate attenuation and bias tees. The
two lines were then shorted at their terminals with a single
semi-rigid cable made from copper instead of the sample
to create a double line (main line + auxiliary line) as shown
in Fig. 2.2 (d) and then the characteristics of the RF line at
Room temperature (RT), Liquid Nitrogen temperature (85
Figure 2.2.:The standard dilution refrigerator used in themeasurement of the sample and the RF circuitry. (a) The
typical dilution refrigerator with a single RF cable attached with the application of RF signal in the measurement
set-up depicted in Fig. 2.1 (a) at room temperature (RT); (b) 1 K pot, Still and Mixing Chamber of the dilution
refrigerator; (c) The RF line equivalent circuit showing the position of the attenuators (-10 dB, -20 dB and -20 dB)
and bias tee in the measurement set-up; (d) Two identical transmission lines in the cryostat, each extending from
the room temperature terminal to the sample chamber with their bias tees shorted, replacing the sample with a
Cu semi-rigid cable. The total attenuation of the RF line is 59 dB = (10 + 20 + 20 = 50 dB) + (3 + 3 + 3 = 9 dB)
(where we have dropped the minus, “-” signs).
∗ minus sign, “-” is implied by the word “attenuation”.
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Figure 2.3.: The calculated trans-
mission characteristics of the
main line using the measured
characteristics of the set-up in Fig.
2.2 (d) at approximately the cryo-
stat running temperature (/ 150
mK). The red line marks the at-
tenuation value (- 50 dB) of the
main line. Inset: The transmission
coefficient, (Ω) of the main line
calculated under the assumption
of identical lines,  = √double.
K), Liquid Helium temperature (4.2 K) and cryostat base
temperature (∼ 0.15 K) were measured. Since there is no way
of measuring the main line transmission coefficient  at the
operational temperature of the dilution refrigerator (∼ 100
mK) without connecting it to the auxiliary line, we measured
the double line transmission coefficient double(Ω) and cal-
culated (Ω) from it (Fig. 2.3). Assuming that the main and
auxiliary lines are identical except for the attenuation, we
have
√
double(Ω) ' (Ω). We measured double(Ω) at dif-
ferent equilibrium temperatures and discovered that it was
temperature independent at sub-liquid helium temperatures
() < 4.2 ) for all sub-giga hertz frequencies. The length
difference of the two transmission lines at room temperature
was taken into account by estimating the corresponding error
of the estimation √double '  to be 2%.
We determined the error in setting
√
double(Ω) ' (Ω)
due to the small length difference of the two lines at room
temperature to be 2%. Defining the input power to the main
line as %input0 , its attenuated power becomes %0 = %
input
0 − 50
dB. Thus, the desired incident power on the sample is given
by % ' (Ω)%0(Ω)where %0 is the attenuated power of the
main line connected to the sample.
Finally, using the fact that the line impedance, /0 = 50 Ω
for the sub-gigahertz frequency range is much smaller than
the sample impedance /, the reflection coefficient of the
applied microwave at the input terminal of the linear array is
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Table 2.2.: A summary of the un-
certainties related to the determi-
nation of the applied microwave
amplitude, +ac.
Uncertainty
RF generator 1%
Transmission line characteristics estimation 2%
Output impedance of the line 5%
Impedance mismatch at the connection Negligible (≤ 100 MHz)
1 ∼ 10% (1 GHz)
Combined 4% (≤ 100 MHz)
< 10% (1 GHz)
given by Γ = (/ − /0)/(/ + /0) ' 1. This means the incident
voltage gets twice the chance to be absorbed by the array. In
particular, the total magnitude of the ac voltage is given by,
+ac = 2
√
2%/0. (2.1)
The uncertainty of applying the aforementioned procedure
to calculate+ac is estimated to be 4%, calculated from the un-
certainties of the determined /0 and % values. The summary
of all the relevant uncertainties is given in Table 2.2.
2. Experimental Results
The –+ characteristics of the array were measured for varied
microwave power % values between -115 dBm and -60 dBm at
the refrigerator’s lowest stable running temperature (40 mK).
The –+ characteristics for 5 = 100MHz and  = 0Oe are
given in Fig. 2.4a. Distinct Coulomb blockade characteristics
were observed for % = 0 (represented by the dotted line).
The coulomb blockade characteristics are diminished with
increase in % to near-ohmic characteristics at % ≥ −63 dBm.
The Coulomb blockade voltage +cb(,+ac) is defined at the
current value th = 1pA for all –+ curves. The –+ character-
istics for varied microwave power values, −115 dBm ≤ % ≤
−60 dBm were measured and the microwave amplitude +ac
subsequently determined by eq. (2.1).The characteristics for
5 = 100MHz at  = 0Oe are plotted in Fig. (2.4a) whilst for
5 = 100MHz at  = 500Oe in Fig. 2.4b.
Evidently, distinct Coulomb blockade characteristics were ob-
servedwhen% = 0, as indicated by the dotted line. The curves
become increasingly linear for large % values, nearly satis-
fying ohm’s law at % = -63 dBm. Thus, Coulomb blockade
characteristics are increasingly diminished as the microwave
power is increased. To clearly show this trend, we proceed
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to plot the Coulomb blockade voltage +th(,+ac) versus the
microwave power +ac for the experimental results in Fig.
(2.4a) and Fig. (2.4a).
Consider the plot for 5 = 100MHz in the absence ofmagnetic
field, = 0 Oe. The coulomb blockade voltage was decreased
from +th( = 0, 0) = 0.25 mV to +th( = 0, +ac) < 0.05 mV
in the presence of maximum microwave +ac = 0.42 mV
(% = −63.5dBm) as displayed in Fig. 2.4(a) and Fig. 2.5(a).
Likewise, +th( = 500 Oe, 0) = 0.4 mV was decreased to
+th( = 500Oe, +ac) < 0.05 mV in the presence of maximum
microwave +ac = 0.42 mV (% = −63.5 dBm) as displayed in
Fig. 2.4(b) and Fig. 2.5(b) for  = 500 Oe where +th( = 500
Figure 2.4.: The array –+ characteristics measured at 40 mK for (a)  = 0 and (b)  = 500 Oe. Different curves
correspond to different values of applied microwave power % for microwave frequency 5 = 100 MHz. The -+
curves were calculated using eq. (2.3) for (c) = 0 Oe and (d) = 500 Oe. The Coulomb blockade characteristics
of the unirradiated array, 0(+) for  = 0 Oe and  = 500 Oe are displayed as dashed curves. The microwave
amplitude, +ac is obtained from % in eq. (2.1). The Coulomb blockade voltage +cb for the characteristics in (a),
(b), (c) and (d) is defined at th = 1 pA. Figure reproduced from ref. [61] with permission from the journal.
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Oe, 0) = 0.34 mV = 1.4 × +th( = 0 Oe, 0). The Josephson
coupling energy for each junction in the array was decreased
from J( = 0) = 30.3 eV to J( = 500 Oe) = 24.5eV by
applying the magnetic field  = 500 Oe (Table 2.1), where
500 Oe is the value of the magnetic field that leads to the
largest measured Coulomb blockade of Cooper-pairs in the
array. The above results were reproduced for 1 MHz ≤ 5 ≤
1000 MHz microwave frequency range, and representative
results displayed in Fig. 2.5 for 5 = 1, 10, 100, 1000 MHz.
Finally, the simulated characteristics for  = 0 and  = 500
Oe in Fig. 2.4(c) and Fig. 2.4(d) respectively are calculated us-
ing their corresponding unirradiated array characteristics †,
0(+) in eq. 2.3 and plotted alongside the aforementioned ex-
perimental results, in Fig. 2.5 and Fig. 2.5. Further discussion
on the simulation is given in the next the next section.
† given by the dotted curves in Fig. 2.4
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Figure 2.5.: The dependence of Coulomb blockade voltage, +cb( = 0, 500 Oe, +ac) to microwave amplitude,
+ac plotted from the measured –+ characteristics for magnetic field  = 0 Oe and  = 500 Oe and frequencies
5 = 1 MHz, 10 MHz, 100 MHz and 1000 MHz. The results from the simulated –+ characteristics are plotted as
dashed curves. The coulomb blockade voltage is determined at the current value, th = 1 pA. (Figure partially
reproduced from ref. [61] with permission from the journal.)
3. Discussion
Irradiation effects due to electron heating in the
array
It is important to consider the effects of electron heating
of the sample by the applied microwaves.[79, 80] Electron
heating occurs via the excitation of quasi-particles in the
islands and electrodes leading to dissipation effects. Since
these quasi-particles are thermal, their average number can
be approximated by the Boltmann distribution given by
exp(−&?/:B)), where &? =
√
?2/2< + ∆2 is the BCS quasi-
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particle energy formula, ? the momentum of the quasi-
particle measured from the Fermi surface, < the effective
mass of the quasi-particle and Δ the BCS energy gap.[58]
Typically, these quasi-particles will not propagate in the
sample, leading to ? = 0.
By roughly estimating the differential resistance near th = 1
pA to be 10 MΩ, we can estimate the dissipation for the
maximum power (% = -61 dBm) incident on the array to be ≈
10 fW.Using the volume0.12m3 of the array and the electron-
phonon coupling constant 2 nWK−5 m−3 in Aluminium, we
can calculate‡ the temperature of the electrons to be )e ≈ 130
mK, which is greater than the substrate temperature of 40
mK. However, the corresponding decrease in the Coulomb
blockade voltage, +cb will be small (≤ 10%) up to 130 mK, as
was reported in ref. [81] for such a Al/AlOx/Al-junction with
similar geometry and parameters. In other words, electron
heating via thermally excited quasi-particle excitations will
only take for large +ac values in the curves reported in Fig.
2.5.
In particular, the quasi-particle number per electrode at the
electron temperature, )e ≈ 130 mK can be estimated to be
around 0.01 for  = 0Oe and 0.2 for  = 500Oe, using the
Boltzmann factor, exp(−∆/:B)) and the formular for the effec-
tive number of quasi-particle states #eff ∼ V(0)
√
2:B)∆
with (0) = 1.45 × 1047 m−3J−1 the Aluminium density of
states, V = 0.013m3 the electrode volume and Δ the su-
perconducting gaop given in Table 2.1 [81]. This leads to a
negligibly small quasi-particle number at the electrode for the
microwave amplitude range considered in this experiment.
Cooper pair photon-assisted tunneling
Photon assisted tunneling of cooper-pairs in a Josephson
junction is successfully described within the context of %()
theory[15, 16] by the following formula,
(+) =
∞∑
==−∞
2=(24+ac/Ω) 0(+ − =Ω/24), (2.2)
containing the –+ characteristics of the unirradiated junc-
tion (+ac = 0), 0 where =(G) are the Bessel functions of
‡ by the discussion given in refs. [79, 80]
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13: This is the well-known Tien-
Gordon formula and corresponds
to the photon-assisted tunneling
of Cooper pairs through the junc-
tion.[48]
the first kind.13 When the frequency 5 is infinitismal com-
pared to microwave amplitude (Ω  24+ac), eq. (2.2) can
be approximated with a classical expression§ describing the
microwave absorption by the junction,[49]
(+) = 1

∫ /2
−/2
d 0(+ −+ac sin). (2.3)
This implies that photon assisted tunneling is restricted to the
effect of a large number of photons leading to the smearing
out of photon assisted tunneling effect in the characteristics
of the junction by steady state current averages for each
tunneling event.[49]
The simulated curves in Fig. 2.4 were numerically produced
using eq. (2.3) by approximating the integral with Simpson’s
rule,
 ' Δ
3
[
0(0) + 0(2;) + 2
;∑
<=1
0(2<) + 4
;∑
<=1
0(2<+1)
]
where < = −/2 + </2; defined between the entire in-
tegration interval  = 2;Δ for 2; + 1 values bounding 2;
equally spaced intervals of width Δ. The sum was then
carried out using spline interpolation[82] with the code
appended in G.
Using the aforementioned procedure and substituting 0(+)
with the experimental curves for the irradiated array (given
by the dashed curves) for  = 0 Oe and  = 500 Oe in Fig.
2.4(a) and 2.4(b), we simulate numerically the –+ curves
given in Fig. 2.4(c) and 2.4(d). The simulation reproduces
the diminishing of Coulomb blockade characteristics via
irradiation by microwaves. To qualitatively compare and
contrast the simulated results with the experimental curves,
we plotted the+cb–+ac curves of the simulated characteristics
as dashed curves alongside the experimental characteristics
in Fig. 2.5 in a similar fashion as before (th = 1 pA). This
confirms the general trend of the Coulomb blockade voltage
diminishing for the simulated curves, albeit with a larger
gradient compared to the characteristics of the irradiated
array.
§ Classical here means frequency independent
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14: Generally, since+cb and hence
the absolute zero temperature
characteristics of the unirradiated
array depend on applied mag-
netic fields through J/c, we
should write this expression as
0(+) = +cb'∗ 6(J/c , +/+cb) in-
stead. However, since J is in-
finitesimal compared to c, we
can drop this consideration from
our analysis.
15: Generally, 6(G) asymptotes to
zero for G < 1, and rapidly in-
creases for G > 1.
Comparing two characteristics with different
Coulomb blockade voltage values
There is need to compare and contrast the  = 0 Oe to  =
500 Oe results. This can be carried out under by assuming the
characteristics for the unirradiated array at zero temperature,
0(+) can be approximated as,
0(+) =
+ −+cb
'∗
Θ(+ −+cb), (2.4)
where '∗ is the magnetic-field dependent differential resis-
tance above the Coulomb blockade voltage+cb whereasΘ(G)
is the Heaviside function. Note that 0(+) is slightly smeared
near +cb by finite temperature effects but otherwise eq. (2.4)
is an excellent approximation for the Coulomb blockade
characteristics at near absolute zero temperatures.[16]
To analyzing our results, we employ a scaling form for
0(+),
0(+) =
+cb
'∗
6(+/+cb), (2.5)
with '∗ the differential resistance for voltages slightly greater
than+cb, and 6(G = +/+cb) a general scaling function that is
temperature and magnetic field independent14
Thus, using the ideal case given by eq. (2.4), we can write
the scaling function as 6(G) = (G − 1)Θ(G − 1). 15 This
scaling guarantees the +cb(+ac, )–+ac characteristics fall
on a singular line after both axes are normalized by their
corresponding +cb(+ac = 0, ) values. As can be seen in Fig.
2.6, the data from experiment conforms to this scaling at least
near+cb. For such an analysis to be valid, we assume that the
Coulomb blockade characteristics of the unirradiated array is
such that the -+ curves keep a trivial form below a threshold
voltage +th and exhibit a steep rise above +th signaling the
injection of charge carriers into the array. For the unirradiated
array, the this threshold voltage can be determined from the
equation,
th =
+th
'∗
6(+th(+ac = 0)/+th). (2.6)
leading us to equate it to the Coulomb blockade threshold
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Figure 2.6.: The dependence of normalized Coulomb blockade voltage, +cb(,+ac)/+cb(, 0) to normalized
microwave amplitude, +ac/+cb(, 0) plotted from the measured –+ characteristics for magnetic field  = 0 Oe
and  = 500 Oe and frequencies 5 = 1 MHz, 10 MHz, 100 MHz and 1000 MHz. The coulomb blockade voltage is
determined at the current value, th = 1 pA. The normalization is carried out by dividing both axes by their
respective +cb(, 0) values. The normalized plots for the  = 0 Oe and  = 500 Oe simulated curves, given
by the blue and black dashed curves respectively, are presented alongside the experimental results. The two
simulated curves coincide within a small margin of error. The two simulated curves labeled by +simac in the
legend exhibit a steeper gradient than the experimental results labeled by +ac by a factor of 1/0.87, suggesting
the need to consider other effects to successfully explain the experimental results. (Figure partially reproduced
from ref. [61] with permission from the journal.)
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16: This demonstrates a singular
relevant energy scale given by
24+cb for photon assisted tunnel-
ing ofCooper-pairs in the classical
limit and the lifting of Coulomb
blocakade in Josephson junction
arrays satisfying J  c.
17: Later in subsequent chapters,
we consider this effect to arise
from renormalization of the am-
plitude of the microwave radia-
tion applied to the array, as com-
prehensively discussed in chapter
5.
voltage of the experiment,
+th(+ac = 0) ' +cb, (2.7)
for th = 1 pA.
Thus applying eq. (2.7) into eq. (2.3), the expression for
th'
∗/+cb when the array is irradiated by microwaves is,
1

∫ /2
−/2
3 6(+cb/+cb(+ac = 0)−+ac/+cb(+ac = 0) sin).
(2.8)
Thus, +cb/+cb(+ac = 0) is effectively a function of th'∗/+cb
and +ac/+cb(+ac = 0). This leads to a magnetic field indepen-
dent approximation for th'∗/+cb at the threshold current,
th = 1 pA.
On the other hand, the scaling for +cb is obtained by,
+cb/+cb(+ac = 0) = ℎ(+ac/+cb(+ac = 0)), (2.9)
where ℎ(G) is a magnetic field, microwave amplitude in-
dependent scaling function. The plot for measured H =
+cb/+cb(+ac = 0) versus +ac/+cb(+ac = 0) for  = 0 Oe and
 = 500 Oe at varied frequencies of the microwave radiation
is given in Fig. 2.6. Consequently, the characteristics fall ap-
proximately on a singular line independent of the applied
magnetic field  and frequency 5 . All the characteristics fall
on the same line irrespective of  or 5 as expected, which
demonstrates the validity of this scaling.16
We proceed to plot, in Fig. 2.6, the curve for  = 0 Oe
from numerical simulation with eq. (2.3) alongside the afore-
mentioned curves from experiment. The simulated curves
show approximately the same characteristics except for the
gradient which is steeper, differing from the curves from
experiment by a factor of 1/0.87. We define ΞA = 0.87 for the
array to represent this factor whose origin is yet unexplained.
Such a factor less than unity (ΞA) implies the response of the
array to irradiation is suppressed relative to the approach to
photon-assisted assisted tunneling encapsulated by eq. (2.2)
and eq. (2.3). In this chapter, we shall analyze the origin of
such as factor by considering the difference in the response
between applied dc and ac voltages.17
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18: As is apparent in Table 2.1
19: and Fig. 4 of Ref. [83]
Dependence on magnetic field
In the previous section, we have argued that the magnetic
field does not alter the scaling ℎ(G). However, the effect of
 will still appear in the Coulomb blockade voltage +cb. In
the experiment, a substantial non-varying magnetic field,
 = 500 Oe is applied perpendicular to the unirradiated
array in order to raise the value of the Coulomb blockade
(threshold) voltage +cb to its maximum. In the experiment,
this corresponds to a factor of approximately 1.4 its original
value for  = 0 Oe.[38, 47] Nonetheless, the +cb versus +ac
characteristics of the irradiated array when  = 500 Oe
coincide with those for  = 0 Oe when both axes of the
+cb–+ac plots are rescaled by the aforementioned factor,
+cb( = 500 Oe, +ac = 0)
+cb( = 0, +ac = 0)
' 1.4, (2.10)
as discussed in the previous sections.
Heuristically, this can be explained within the context of the
dynamics of the quasi-charge of each Josephson junction in
the array within their respective Brillouin zone of the Bloch
energy band. In particular, the energy band gap, which is
comparable to J(), is diminished18 by applying amagnetic
field  ≤ max where max = 500 Oe is the value of the
magnetic field that leads to the largest Coulomb blockade of
Cooper-pairs in the sample.[2] However, it is rather unwieldy
to calculate the J-dependence of +cb(+ac = 0), since many-
body effects for the tunneling Cooper-pairs in the array
have to be considered in detail. Such a calculation has been
conducted inwithin the context of adepinningpotential in ref.
[83]. Using the parameters of the array in our experiment19
yields,
+cb( = 500 Oe, +ac = 0)
+cb( = 0, +ac = 0)
= [*(0.22)/*(0.27)]2/3 ' 1.05,
(2.11)
with *(J/c) the depinning potential. A more accurate
calculation, incorporating comprehensive measurements of
the array parameters and simulation of the characteristics of
the array under  ≠ 0 is beyond the scope of this thesis.
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Figure 2.7.: (a) A diagram depict-
ing the symmetric dc-biasing of
the array of #0 Josephson junc-
tions (−+/2,++/2) and asym-
metric ac bias (+RF = +ac cosΩC)
from the left corresponding to
the effect of microwave irradia-
tion; (b) The equivalent circuit of
the array showing the positions
of relevant circuit elements where
'j, , 0 correspond to the re-
sistance due to the environment
of each junction, the junction ca-
pacitance and the stray capaci-
tance of adjacent islands respec-
tively. ; (c) A simplified circuit
of half the array depicted in (b)
and (a). The environment is now
given by the sum of resistances
' = #0' 9/2 where JHA indicates
half the array (HA). The total ca-
pacitor of the half array can be
calculated in the semi-infinite ap-
proximation (#0  1) as HA =(
0 +
√
20 + 40
)
/2; (d) The
equivalent circuit of (c). [Figures
(a), (b) and (c) have been repro-
duced from ref. [61] with permis-
sion from the Journal.]
20: Note here that, ‘renormaliza-
tion’ means the rescaling of the
amplitude of the incident mi-
crowaves relative to the absorbed
amplitude by the array. The justi-
fication of using ‘renormalization’
instead of ‘rescaling’ will be tack-
led in subsequent chapters.
21: Inductive effects can dramat-
ically alter the characteristics of
the array by inducing a supercon-
ducting phase form the Coulomb
blockade phase. [35]
Renormalization effect
Here, we shall discuss the origin of ΞA = 0.87 as arising
from the ‘renormalization’ of the amplitude of the applied
microwave.20 The approach considers the impedance of the
equivalent circuit of the array consistent with ref. [84]. The
impedance analysis is simplified by setting J = 0, which is
justified by the condition J  c, that neglects inductive
effects of the array.21
Proceeding step by step, we first consider the equivalent the
circuit of the array biased symmetrically with a dc voltage
(−+/2,++/2) and asymmetrically biased by an ac voltage,
+RF = +ac cosΩC from the left corresponding to the effect of
microwaves on the array depicted in Fig. 2.7(a). Such a circuit
can be analyzed by the equivalent circuit depicted in Fig.
2.7(b). This equivalent circuit shows the positions of relevant
circuit elements where 'j, , 0 correspond to the resis-
tance due to the environment of each junction, the junction
capacitance and the stray capacitance of adjacent islands re-
spectively. The symmetric biasing renders the voltage drop at
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22: This approximation is valid if
we take ' > 109 Ω to be always
greater than the zero bias resis-
tance of the Coulomb blockade
characteristics of the array, which
yields 1/' < 6.28 MHz.
the center of the array zero. This observation can be exploited
to transform Fig. 2.7(b) into the circuit of half the array shown
in Fig. 2.7(c) which we shall use to compute the effective
impedance of the circuit. One approach to achieve this is by
employing the theory of continued fractions.[85] However,
such an approach yields unwieldy insoluble expressions for
the impedance. An alternative approach is to substitute the
circuit elements in series in half the array with effective ones.
Thus, we substitute the series of resistances, 'j with the sum
' = #0'j/2 representing the total environmental resistance,
the series of junction elements with a single element for the
half array JHA, and the series of the capacitances, 0 and 
with a unified capacitance given by the analytic expression
for capacitance of the half array,
HA =
1
2
(
0 +
√
20 + 40
)
, (2.12)
valid for a large number of junctions #0  1. This leads to
the equivalent circuit diagram given in Fig. 2.7 (d), typical
for studying the Coulomb blockade within the context of
%() theory.[15, 16, 27]
Thus, the effective impedance for the half array in Fig. 2.7 (d)
becomes,
/eff(Ω) =
1
'−1 + 8Ω . (2.13)
In the absence of applied microwaves, (+ac = 0), the effective
impedance /eff(Ω) becomes ' and the final steady state is
characterized by the direct biasing of JHA parallel to HA by
the dc voltage + . However, when an ac voltage is applied
(+ac ≠ 0), the effective impedance explicitly depends on
the capacitance. For large frequencies compared to the time
constant of the circuit,Ω  1/', the effective impedance
becomes, /eff(Ω) ' 1/8Ω.22
Therefore, the effective ac voltage applied to JHA is renormal-
ized by the impedance ratio,
lim
'Ω→+∞
(8ΩHA)−1
/eff(Ω) + (8ΩHA)−1
=

 + HA
. (2.14)
This ratio merely corresponds to the varied response of the
dc voltage form the ac voltage across the array to the center
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23: We applied a voltage bias
* + +/2 and * − +/2 at each
ends of the array respectively cor-
responding to a total bias of +
across the array and an additional
offset voltage * . The additional
potential produces responses in
the differential conductance of the
array, 3/3+ that correspond to
maximal disorderwhere the noise
is nearly periodic in * . Hence,
this periodicity is used to extract
the stray capacitance 0 = 9 aF
when the array is subjected to a
magnetic field higher than the
superconducting critical value of
aluminium,  > 2 , where the
conductance structure is exactly
periodic with* = 4/0.
24: A different sample was mea-
suredprior to the sample reported
here at threshold current th =
3pA, frequency range 1MHz ≤
5 ≤ 3GHz and no applied mag-
netgic field ( = 0 Oe), finding
ΞA ' 0.80 as can be seen in ap-
pendix F. However, despite the
large frequency range, it has a
large scatter and fewer measured
points.
junction producing the factor,
ΞA =

 + HA
= exp(−Λ−1), (2.15)
where Λ is the characteristic decay length of the electric
potential along the array,[41, 51, 52]
Λ =
[
cosh−1
(
1 + 0
2
)]−1
'
√

0
, (2.16)
known as the soliton length of the array. We measured an
array of the same structure using the gate effect[86] 23 to
yieldΛ '
√
/0 ' 9. From this result, we can determine the
renormalization factor of the array to be ΞA ' 0.89, which is
within the margin of error of the experimental results.24
Detector application
An obvious application of the diminishing of Coulomb block-
ade is the detection of microwaves. We can estimate the
sensitivity of such a detector from our results in Fig. 2.5,
where a slight change in the Coulomb blockade voltage of
order 10 V, corresponds to a microwave amplitude (power)
of order 40 V (4 pW, using eq. (2.1)). Consequently, the sen-
sitivity to small signals becomes greater than 106 V/W. This
value far surpasses the sensitivity of standard microwave
detection schemes using diodes by about 5.0×103. Such high
sensitivities enable Josephson junction arrays to respond
to microwave power even in situations where only small
coupling schemes to the microwave source is available.
Since a clear Coulomb blockade characteristic is indispensi-
ble for such high sensitivity detection schemes, single small
Josephson junctions and single Cooper pair transistors are
inadequate, since they need to be embedded within a high
impedance environment to exhibit clear Coulomb block-
ade characteristics.[36, 37] Thus, the linear array offers a
non-complex and extremely tractable device for microwave
detection. An exemplary method of use is to bias the ar-
ray with a current of order pA, and observe the Coulomb
blockade characteristics at around 100 V level diminish.
This results in extremely low power dissipation of ranging
from 0.1 to 1 fW, suitable for detection schemes in dilution
refrigerators. Such a detection scheme has successfully been
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carried out by detecting microwave emission from a single
Cooper pair transistor fabricated on-site 2 m adjacent to
and decoupled from the array applied as the detector.[54]
This detection scheme differs from the one presented in ref.
[40], where the SCPT is coupled to the detector. Since the
detector registers a strong signal even at large separation
distances of order 30 m between the microwave source and
detector, it offers a tractable microwave detection scheme
without coupling it to a microwave source.
4. Conclusion
In this chapter, we have described the irradiation of a linear
array of small aluminium Josephson junctions in the charge
dominant regime (c > J) exhibiting distinct Cooper-pair
Coulomb blockade characteristics, by microwaves in the
sub-gigahertz frequency range. Irradiation has the effect of
diminishing theCoulomb blockade characteristics. This effect
is independent of the microwave frequency in accordance
with the standard theory of Coulomb blockade (%() theory)
and the classical expression for the photon-assisted tunneling
of Cooper pairs. [15, 16, 48, 49] However, our results differ
from expected results by a microwave amplitude renormal-
ization factor of approximately 0.87. We analyze such a factor
by considering the effective impedance of a semi-infinite
model circuit of the array, where the factor can be attributed
to the difference in response of the circuit to dc and ac volt-
ages. This connects the factor to the soliton length Λ of the
array[41, 50–52] by the expression, ΞA = exp(−Λ−1) ' 0.89.
Further deliberation on this connection has been carried out
in subsequent chapters.
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The interaction of matter with radiation has been the corner-
stone of quantum mechanics since the successful theoretical
description of the black-body spectrum by Max Planck,[87]
where the spectral radiance of a black-body for a mode of
frequencyΩ and at absolute temperature) = −1:−1B is given
by (Ω, )) = Ω3/323
[
exp(Ω) − 1
]
. The mantle was taken
up by Einstein, Bohr, Schrödinger, Dirac and others[88] in the
early development of quantum theory, later leading to the
fully fledged theory of quantum electrodynamics (QED) by
Tomonaga, Swinger, Feynmann, Tomonaga and Dyson.[89]
Einstein introduced the concept of photons in a seminal paper
on the photon electric effect[90] and years later proceeded
to describe spontaneous emission, stimulated emission and
stimulated absorption of matter at equilibrium with ther-
mal radiation by introducing his famous 21(Ω), 21(Ω) and
12(Ω) coefficients[91, 92] representing the transition rates
per particle for the radiation processes respectively (Fig. 3.1).
In this introductory chapter, we establish how these coeffi-
cients manifest in the Josephson junction, and their relation
to the dc and ac effect of renormalization described in chapter
2. This chapter serves as a conduit between the experiment
part of the thesis, and the subsequent chapters detailing the
theoretical work pertaining renormalization.
1. Einstein’s A and B coefficients
Einstein showed, through a detailed balance calculation,
[91]
0 = −21#2 − 21(Ω)#2 + 12(Ω)#1, (3.1)
(Ω) = 21(Ω)/12(Ω)
#1/#2 − 21(Ω)/12(Ω)
, (3.2)
that the necessary condition for Planck’s law of black-body
radiation to be satisfied is 12(Ω) = 21(Ω) ≡ (Ω) and
21(Ω)/21(Ω) = Ω3/323, where the number of particles
populating energy states E2 > E1 (assuming no degeneracy)
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Figure 3.1.:Aschematic depicting
a two level system undergoing
spontaneous emission (Ω) = 0
and stimulated emission, (Ω) ≠
0
Table 3.1.: Transforming the sum
for infinitemodes$8 of oscillation
of the dipole to an integral:∑
8 
2
8
→ 8
∫
3$($)
in the two level system considered is #1 = # exp(−E1) and
#2 = # exp(−E2) respectively with E2 − E1 = Ω and # the
total number.
2. Determining B (Fermi’s golden rule)
These coefficients govern the quantum mechanical transition
rates per particle, which are intrinsic to the radiating system,
and thus can actually be independent of thermal equilibrium.
For instance, the derivation of the stimulated emission rate
per particle, Γ2→1 = 21(Ω)(Ω) between the two quantum
mechanical energy states can effectively be carried our in
quantum mechanics by applying Fermi’s golden rule,[93]
Γ2→1(Ω) = 2
∑
8
| 〈E2 |8 |E1〉 |2(E2 − E1 − $8), (3.3)
Here, E2 − E1 = Ω as before, 8 = ( ®3∗ · ®=)8 |E2〉 〈E1 | +
(®3 · ®=)8 |E1〉 〈E2 | is the transition Hamiltonian for the two
level system, 8 is the amplitude of an oscillating electric
dipole moment of energy, d = (®3 · ®=)8 exp(−8$8C) where
®= is the unit vector, ®3 = @®A is the electric dipole moment, @
the dipole charge and ®A the displacement vector. The trans-
formations in Table 3.1 leading to 21(Ω) = 42 |®3 · ®= |2. Then
21(Ω) can be determined indirectly using 21(Ω)/21(Ω) =
Ω3/2322.
The calculation of 12(Ω) ≡ (Ω) from first principles of
quantum theory required the formulation of QED, where the
radiation field as well as the particle states are both treated
quantum mechanically, since spontaneous emission is due
to fluctuations of the QED ground state.[94, 95] In contrast,
standard quantum mechanics is incapable of calculating
12(Ω) directly since the radiation field is treated classi-
cally by exploiting the gauge invariance of the Schrödinger
equation. Instead, spontaneous emission calculations are
undertaken within the context of Weisskopf-Wigner theory
of spontaneous emission.[96]
The quantum mechanical understanding of the radiation
processes has found a wide range of applications particularly
in the field of photonics in microwave amplification by stimu-
lated emission of radiation (maser) and light amplification by
stimulated emission of radiation (laser) technologies.[97]
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1: The ∼ is used to mean not al-
ways satisfied by an equal sign,
since one has to sometimes con-
sider negative frequencies, as is
the case in the Caldeira-Leggett
model tackled below.
3. Fluctuation-dissipation theorem
Essentially any quantum mechanical system that couples
to radiation can be exploited for amplification of radiation
similar to the laser, provided the electrodynamics governed
by the dynamics of the system in question is known. In
particular, Callen andWelton, demonstrated that the real part
of the admittance (kernel) for a system driven by oscillating
electromagnetic fields appears as the coefficient of the black-
body spectrum,
( 5 )
( 5 ) ∼ @
2 −1( 5 ) 5 = , (3.4)
where  ( 5 ) is the kernel of the system, = is the num-
ber of space-time dimensions of the system in consider-
ation and 5 = Ω/2 is the oscillation frequency.1 This
is simply the manifestation of the well-known fluctuation-
dissipation theorem.[9] This theorem is universal, for any
system whose dynamics are highly dependent on the fluc-
tuations of the environment. Such exotic systems ranging
from black holes[98, 99] to small Josephson junctions[16, 100]
satisfy the fluctuation-dissipation theorem.[9]
4. Tunnel junctions
Within the %() theory, Cooper pair tunneling events are
governed by the probability per unit energy, %() for the
junction to absorb energy  from the environment, given by
the function,
%() = 1
2
∫
3(C − C′) exp(−4J(C − C′)) exp(−8[C − C′]),
(3.5)
where, J(C − C′) = 〈)(C))(C′)〉 − 〈)(0))(0)〉 is given by the
phase-phase correlation function,
〈)(C))(C′)〉 =
42
2
∫
3$
$
[/($) + /(−$)]
exp(−8$[C − C′])
1 − exp(−$) , (3.6)
where ) is the phase difference of the junction and /($) is
the impedance related to the environment.[16] The spectral
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radiance of the junction is simply the = = 1 (space-time)
dimensional spectral radiance, and is related to eq. (3.6) by
the Fourier transform of,
〈%)(C)%)(C′)〉
%C%C′
≡ (C − C′) =
42
2
∫
3$$ [/($) + /(−$)]
exp(−8$[C − C′])
1 − exp(−$) ,
given by,
(−Ω) = 1
2
∫
3(C − C′)(C − C′) exp(−8Ω[C − C′]) =
42
2
[/(Ω) + /(−Ω)] Ω
exp(Ω) − 1) ,
where we can read-off the Kernel using eq. (3.4) to yield,
 −1(Ω) = [/(Ω) + /(−Ω)] /2.
The formof/(Ω)depends on the quantumcircuit considered,
and is generally difficult to ascertain. This is due to the strong
coupling of the small junction to the electromagnetic envi-
ronment, which significantly modifies the –+ characteristics
compared to the large junction.
Large Josephson junctions
In particular, the supercurrent density S through the large
junction[59] can be written as,
®S(C , ®A⊥) = −®=
24J
A
sin 2)(C , ®A⊥), (3.7)
where J is the Josephson coupling energy, 4 is the electron
charge, A is the cross-sectional area of the tunnel barrier, ®=
is the unit vector normal to the tunnel barrier pointing in
the tunneling direction and )(C , ®A⊥) is the phase difference
across the junction that depends on time, C and the spatial
coordinates, ®A⊥ perpendicular to the tunneling direction. The
phase couples to the electric field ® and magnetic field ®
through its space-time derivatives,
%)(C , ®A⊥)
%C
= −43eff ®= · ®(C , ®A⊥), (3.8a)
®∇⊥)(C , ®A⊥) = 43eff ®= × ®(C , ®A⊥), (3.8b)
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Figure 3.2.: The schematic of a
large junction showing the electric
field ® = (0, 0, I) and magnetic
field ® = (G , H , 0), aswell as the
tunneling current ® = ®S + ®N =
(0, 0, I)where ®= = (0, 0, 1)points
in the I direction. The quantum
phase difference of the electrodes,
the permittivity of the barrier and
the effective barrier thickness are
given by ), 0r and 3eff ' 30 +
1 + 2 respectively where 0 is
the permittivity of the vacuum, r
is the relative permittivity of the
barrier, 30 is the thickness of the
barrier and 1 ,2 is the London
penetration depth of electrode 1,
2.
as shown in fig. 3.2, where ®∇⊥ is the divergence operator and
3eff is the effective thickness of the tunnel barrier.Note that the
above equations have to be consistent with electromagnetism
(Maxwell’s equations),
®∇⊥ × ®(C , ®A⊥) =
1
0r
[
®S(C , ®A⊥) + ®N(C , ®A⊥)
]
+ %
®(C , ®A⊥)
%C
,
where 0 and r are the permittivity of the vacuum and the
relative permittivity of the barrier, ®N(C , ®A⊥) = ®=
∫
3C′(C −
C′) ®(C′, ®A⊥) is the normal current through the system. Hence,
($) =
∫
3C(C) exp(−8$C) is the conductance, related to the
kernel by  ($) = A($)/3eff. Plugging in eq. (3.7) and eq.
(3.8) into Maxwell’s equations yields the field equation for
the phase,
%2)(C , ®A⊥)
%C2
− 1

∫
3C′ (C − C′)
%)(C′, ®A⊥)
%C
− ®∇2⊥)(C , ®A⊥) = −4cJ sin 2)(C , ®A⊥), (3.9)
where we have used the capacitance of the junction,  =
0rA/3eff, the charging energy, c = 42/2 and A(C −
C′)/3eff =  (C − C′).
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2: Actually, the charge stored by
the Josephson junction is 2&.
3: %CL/%& 9 = 4−1%) 9/%C and
−%CL/%) 9 = 4−1%& 9/%C for
the environment degrees of
freedom, ) 9 yield, %) 9(C)/%C =
4& 9(C)/, and %& 9(C)/%C =
−4−2!−1
9
[
) 9(C) − )(C)
]
respec-
tively.
Small Josephson junctions: Caldeira-Leggett
model
In the case of the small junction, the term ®∇2⊥) = 0 can be
approximated to vanish due to the small cross-sectional area
(small capacitance) of the junction. Such an approximation
is convenient since one can apply a simple Hamiltonian for-
malism known as the Caldeira-Leggett model[10, 101, 102] to
arrive at eq. (3.9). This entails employing the Hamiltonian,
CL =
&2
2
− J cos 2) +
∑
9
{
&2
9
2 9
+ 1
242! 9
() 9 − ))2
}
(3.10)
where & = + is the charge stored2 by the small junction
of capacitance  biased by voltage + , and the small junction
couples to the electromagnetic environment represented by
! 9 9 circuit elements, where $ 9 = 1/! 9 9 is the characteristic
frequency of eachmode and& 9 =  9+9 is the charge stored by
each element in the circuit with a voltage drop+9 and ) 9(C) =
4
∫ C
−∞ 3C+9(C) is the phase difference across each element. The
Hamilton’s equations of motion, %CL/%& = 4−1%)/%C and
−%CL/%) = 4−1%&/%C for the phase of the junction ),3
are,
%)(C)
%C
=
4&(C)

, (3.11a)
%&(C)
%C
= −24J sin 2)(C)+
∑
9
1
42! 9
[
) 9(C) − )(C)
]
. (3.11b)
When the time dependence of the phase )(C) is known, the
equations of motion for the environment can be solved in
terms of their initial values, & 9(0), ) 9(0) and their influence
on )(C),[101]
1
42!2
9
[
) 9(0) − )(0)
]
=
1
4! 9
[
) 9(0) − )(0)
]
cos$ 9C + $ 9& 9(0) sin$ 9C
− 1

∫
3C′
&(C′)
! 9
cos$ 9(C − C′). (3.12)
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Figure 3.3.: A circuit depicting
the terms in eq. (3.13) as a fluc-
tuation current, a displacement
current through a capacitance ,
a dissipative current through an
admittance /−1($) and a super-
current through a Josephson junc-
tion. Thus, eq. (3.13) simply cor-
responds to Kirchhoff’s Current
Law for the circuit.
4: Fluctuation-dissipation theo-
rem[9, 10, 101]
5: The kernel is given by  ($) =[
/−1($) + /−1(−$)
]
/2. How-
ever, we shall first consider posi-
tive frequency modes.
Plugging this back to eq. (3.11b) and using eq. (3.11a) yields
eq. (3.9),
%2)(C)
%C2
− 1

∫
3C′ (C − C′)
%)(C′)
%C′
= −4cJ sin 2)(C) + 24−1cF(C), (3.13)
where,
F(C) =
∑
9
4−1!−19
[
) 9(0) − )(0)
]
cos$ 9C +
∑
9
$ 9& 9(0) sin$ 9C ,
is a fluctuation current due to the environmental degrees of
freedom resulting in the normal current4 ,
N = 
−1
∫
3C′&(C′) (C − C′)
and  (C) = ∑9 !−19 cos$ 9C. The sum can be transformed into
an integral by (C) = ∑9 !−19 cos$ 9C → 12 ∫ 3$/−1($) exp 8$C
where /($) is the impedance of the environment. 5
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Different responses between dc and ac voltages
Since the junction biased with a voltage + satisfies + =
−3eff ®= · ®, the coupling of the electric field in %)/%C = 4+
allows for a swift comparison with the aforementioned case
of the oscillating electric dipole. (For ease of expression, we
set J ' 0, which is generally satisfied in small junctions.) In
particular, we note the response of the junction biased via its
electromagnetic environment by a constant voltage %+/%C =
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6: ($) and eff($) are simply
the Green’s functions of the quan-
tum circuit. See chapter 4
0 (dc response) versus the response for an oscillating bias
voltage %+RF/%C ≠ 0 (ac response) will differ based on eq.
(3.13). In particular, taking the Fourier transform of eq. (3.13),
we find,
8$/−1($))($) = 4F($), (3.14)
8$[8$ + /−1($)])RF($) = 4F($), (3.15)
for the dc and ac responses respectively. For negative fre-
quency, we simply have to invert the frequency variable
$→ −$ in the equations above.
The quantum significance of different ac and dc
responses (renormalization)
For convenience, we define two functions,6
($) = −4)($)/F($), eff($) = −4)RF($)/F($). (3.16)
Moreover, since we can express the ratio, ($)/($) using
eq. (3.15) as, 8$2[($) − (−$)]/2 = ($)/($), we plug
in eq. (3.16) to find,
($)
($) =
48$2
2
F($))(−$) − )($)F(−$)
F($)F(−$)
. (3.17a)
for the dc response. The same procedure with 8$2[eff($) −
eff(−$)]/2 = eff($)/($) yields,
eff($)
($) =
48$2
2
F(−$))RF($) − )RF(−$)F($)
F($)F(−$)
, (3.17b)
where we have unwittingly introduced the concept of renor-
malization of the spontaneous emission rate by the junction,
i.e. ($) → eff($). Consequently, due to the difference in
the dc and ac response of the junction, the spontaneous emis-
sion rate for the ac voltage is rescaled relative to the case for
the dc response. Since this rescaling is traced to the rescaling
of the Green’s function of the quantum circuit, ($) (due to
the difference in the ac response from dc response), we refer
to it as Lehmann/wavefunction renormalization.[103]
The wavefunction, #(C) of a quantum system satisfies the
time dependent Schrodinger equation, 8%#/%C = E#, where
E is the energy of the system. The Green’s function of the
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7: Dynamical Casimir effect has
been observed with a SQUID ar-
ray attached to the terminal of a
transmission line, which when a
rapidly oscillating magnetic field
is applied, it acts as a rapidly oscil-
latingmirror changing the bound-
ary condition of the transmission
line.[109]
8: Since (−$) has dimensions of
energy [1/s] and F($)/4 is dimen-
sionless in natural units, ~ = 1.
system is given by the Fourier transform of the wavefunc-
tion, ($) = −8
∫
3C#(C) exp(8$C).[102] Thus, rescaling the
Green’s function implies renormalizing the wavefunction.
Typically, finite wavefunction renormalization factors appear
calculating quasi-particle energies when the spectrum of
excitations is not in the exact eigenstate of the system.[104] In
this case, the various techniques used to diagonalize quan-
tum mechanical operators and the Hamiltionian include
Bogoliubov transformations and Feynman diagrams. [104,
105]
6. Discussion
Significance of renormalization
In the case considered here, this renormalization implies that
the junction will spontaneously emit photons at different
rates for the dc and the ac voltage. In fact, this observation
is reminiscent of the rescaling of (Ω)/(Ω) = Ω3/2322 →
Ω3(1 + 02/Ω2)/2322 = eff(Ω)/(Ω) in Unruh-Hawking
radiation[98, 99] predicted for a non-inertial observer under
uniform acceleration 0 relative to an inertial observer.[106,
107] Such a renormalization factor is related to the nature
of the quantum vacuum in QED and the fact that quantum
operators of the inertial observer versus the accelerated
observer can be related by a Bogoliubov transformation.[105,
108] In fact, Unruh-Hawking radiation is analogous to the
dynamical Casimir effect where an oscillating mirror relative
to a static one, spontaneously radiates photons from the
quantum vacuum.7 For a system at its ground state, ($) is
zero. However, due to this driving of the mirror, the ($)
coefficient is rendered finite.
Note that we could have easily chosen to renormalize ($)
instead of ($), or to renormalize both. The motivation to
choose to renormalize ($) instead is in analogy with the
above argument of the casimir effect. Moreover, observe that
($) ∝ F($)F(−$)/42 has the right dimensions the rate of
stimulated emission.8 Defining the unknownproportionality
constant for ($) as a dimensionless coefficient , we write
($) = 8$2
[
F(−$))($) − )(−$)F($)
]
/24.
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9: Such a factor has been reported
describing the effect of excited en-
vironmental modes by an alter-
nating voltage in single normal
junctions[27] in an extended %()
theory approach. Such a factor
that may lead to amplification ef-
fects has also been reported in
ref. [28, 29] and ref. [53] More-
over, the Caldeira-Leggett form
of the environmental impedance
neglects the back-action of the
Josephson junctions on the en-
vironment (with the bath and
the junction becoming entangled)
which has been reported to dra-
matically change the predictions
of the %() theory.[31, 34, 35] This
back-actionmanifests through the
non-linear inductive response of
the junction where the Josephson
coupling energy is renormalized
and the insulator-superconductor
phase transition conditions for the
single Josephson junction are al-
tered.[35] Novel features not yet
observed experimentally with ar-
rays for Josephson junction arrays
include the renormalization of the
radio frequency (RF) power ab-
sorbed by the array junction as
well as higher harmonic modifi-
cations of the time-averaged cur-
rent[32, 33]. We thus view the ob-
servation of the renormalization
effect detailed in chapter 2 as a
crucial first step extending %()
theory to Josephson junction ar-
rays.
Table 3.2.: Transforming the sum
of infinite modes $8 in the Joseph-
son junction Cooper-pair tunnel-
ing rate.∑
8 →
∫
3$ (Ω − $),
08 → 4+($),
0†
8
→ 4+(−$).
10: 08 and 0†8 account for tunnel-
ing of a Cooper-pair accompanied
by stimulated photon emission or
absorption processes.
Recall that in chapter 2 we found that the applied microwave
+RF was rescaled by a factor ΞA($) related to the difference
of dc and ac response of the equivalent circuit of the array.
This also implies the renormalization of ($) as exemplified
by our discussion in this chapter. Although the arguments
presented in this chapter for the renormalization of the ($)
coefficient by considering dc versus ac response may appear
new, the results herein are familiar. In fact, the impedance
in the %() function for the single small junction is always
effective /eff = 1/[8$ + /−1($)].[16, 100] The rescaling of
+RF($) is therefore by the factorΞ($) = /eff($)//($)which
in turn is related to the rate which the junction spontaneously
emits a photon back to the environment.9
Determining A and B for small Josephson
junctions
In eq. (3.3), we used Fermi’s golden rule to calculate the
($) coefficient. From %() theory, we know that stimulated
emission processes in small junctions must be accompanied
by emission or absorption of photons. The ($) and ($)
coefficients we have derived do not capture this intuitive
observation. Nonetheless, we know they are valid due to
fluctuation-dissipation requirements: we have expressed the
coefficients using the phase )($) and the fluctuation current
F($). In chapter 5, we shall see that ($) ∝ F($)F(−$) and
($) ∝ F(−$))($) appear in the Caldeira-Leggett action
as the Coulomb interaction and coupling terms respectively
suggesting a deeper connection than is offered in the thesis.
Nonetheless, we can go farther to determine the rate of
stimulated emission Γ2→1($) = (Ω)(Ω) using Fermi’s
golden rule by following closely the dipole example. In
fact, the transition Hamiltonian in eq. (3.3) should be re-
placed with the tunneling Hamiltonian of Cooper-pairs
8 = 0
†
8
J exp(−82))/2 + 08J exp(82))/2 with the slight
modification where we include the photon creation 0†
8
and
annihilation 08 operators for the infinite $8 modes satisfying
[08 , 0†9 ] = 8 9 , analogous to 8 in the dipole case.10 Thus,
Γ2→1($) = ($)($) simply becomes the standard tunnel-
ing rate calculation for Cooper-pairs using Fermi’s golden
rule, e.g. the calculation, for the tunneling rate, given e.g.
in eq. (135) in ref. [16] where E2 − E1 = 24+ + ′' − '
and ′
'
, ' are energies related to the environment. The
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calculation yields, Γ2→1 = 
∑
8 〈0†8 08〉2J %(24+−$8)/2. Here,
%(24+ − $8) is the %(8) function given in eq. (3.5) with
8 = 24+ − $8 . Finally, changing the sum to an integral by
the transformation in Table 3.2, we arrive at,
Γ2→1(Ω) = 2J %(24+ −Ω)(Ω)/2Ω, (3.18)
where we have used (Ω) = 42Ω〈+(Ω)+(−Ω)〉. Recalling
that Γ2→1 = (Ω)(Ω), we discover that (Ω) = 2J %(24+−
Ω)/2Ω = Γ(24+−Ω)/Ω, which is proportional to theCooper-
pair tunneling rate Γ in eq. (1.14), albeit with the voltage
shiftedbyΩ/24.Moreover, using(Ω)/(Ω) = (24)2Ω[/(Ω)+
/(−Ω)]/2, we find that,
( 5 ) = 2A( 5 )Γ(24+ − 2 5 ) (3.19)
with the definition A( 5 ) ≡ 442[/( 5 ) + /(− 5 )]/4 and 5 =
Ω/2. Thus, the rate of spontaneous emission, ( 5 ) is re-
lated to the spectral density of photon emission ( 5 ) in
the dynamical Coulomb blockade regime provided in ref.
[110] by ( 5 ) = ( 5 )/ 5 . This is an interesting result since
it implies that, whenever the impedance is renormalized
(/(Ω) → /eff(Ω)), only the (Ω) coefficient (and not the
(Ω) coefficient) is trivially renormalized, where the non-
trivial renormalization entails the rescaling of (Ω) and/or
the %() function. The succeeding chapters toil towards
formulating in detail the renormalization effect using path
integral formalism.[102]

Electromagnetic
Environment in Josephson
junctions 4.
A Josephson junction is a Superconductor(S)-Insulator(I)-
Superconductor(S) tunnel junction (Fig. 4.1) that admits a
supercurrent across it by the coherent tunneling of Cooper
pairs[58, 59] even in the absence of applied voltages. Due
to its non-linear response to applied electromagnetic fields,
Josephson junctions have found varied metrology[4] and de-
tector applications.[5] Moreover, the junction size determines
the current-voltage characteristics observed in experiments.
In particular, mesoscopic (small) junctions are known to be
greatly susceptible to quantum fluctuations and changes in
the electromagnetic environment compared to large junc-
tions. This leads to complex theoretical considerations albeit
richer physics such as circuit-Quantum Electro-Dynamics in
the small junction whose features are often captured by the
so-called %() theory.[16]
Despite the existence of excellent reviews on the subject
and techniques[15, 16, 100], the authors found much of the
techniques and prior concepts useful in following the ar-
guments in this thesis scattered in various literature[10, 11,
89, 101, 111, 112]. In particular, the techniques used in the
subsequent chapters include path integral formalism[102]
andGreen’s functions[11, 89] to calculate phase-phase correla-
tion functions and four-vector notation[113] where Maxwell’s
equations appear for compactness. Thus, we include this
section as a preamble for completeness and/or compactness.
Hopefully it offers a more nuanced understanding of the
Caldeira-Leggett model and %() theory in the context of
Green’s functions and generally a path integral framework.
Quantum Phase Dynamics in Large Josephson
Junctions (The Josephson Effect)
The physics of Josephson junctions (schematic shown in Fig.
4.1) is described by the well known Josephson equations[59],
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1: where the subscript G distin-
guishes it from quantum phases
of other circuit elements defined
later in the chapter.
S = 24J sin 2)x(C) (4.1a)
%)x(C)
%C
= 4+x (4.1b)
Here, 2)x(C) denotes the phase difference across the junction
1 and J is the Josephson coupling energy[60]. The simplest
derivation of eq. (4.1) follows from the real and imaginary
parts of these two coupled Schrodinger equations
8
%#1
%C
= 1#1 + <0#2, (4.2a)
8
%#2
%C
= 2#2 + <0#1. (4.2b)
Here, 1 and 2 and the chemical potentials of the left (1)
and right (2) junction respectively, #1 and #2 are the Cooper-
pair wavefunctions of the left and right superconductors
respectively and <0 is a coupling energy term characterizing
magnitude of overlap for the two wavefunctions across the
insulator. When a potential difference (voltage) +x is applied
across the junction, the two chemical potentials shift relative
to each other in order to accomodate this change. This means
that we can set 1 − 2 = 24+x, where 24 is the Cooper pair
charge. Based on this, it is instructive to define an average
chemical potential,  ≡ (1 + 2)/2, and solve for 1 and 2
in terms of . This yields, 1 =  + 4+x and 2 =  − 4+x.
Plugging this back to eq. (4.2) yields,
8
%#1
%C
= ( + 4+x)#1 + <0#2, (4.3a)
8
%#2
%C
= ( − 4+x)#2 + <0#1. (4.3b)
From this, it is clear  is simply the common chemical po-
tential relative to which the voltage drop is measured. This
observation implies we can set it to zero without loss of
generality,  = 0.
TheCooperpairwavefunctions aredefinedas#1 =
√
=1 exp(82!1)
and #2 =
√
=2 exp(82!2) where =1 and =2 are the number
of Cooper-pairs in the left (1) and right (2) superconductor
respectively, and 2!1 and 2!2 is their respective macroscopic
quantum phases. Plugging these definitions into eq. (4.3), we
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find,
%=1
%C
= 2<0
√
=1=2 sin(2[!2 − !1]) (4.4a)
%=2
%C
= 2<0
√
=2=1 sin(2[!1 − !2]) (4.4b)
and,
2
%!1
%C
= −<0
√
=2
=1
cos(2[!2 − !1]) − 4+x, (4.5a)
2
%!2
%C
= −<0
√
=2
=1
cos(2[!2 − !1]) + 4+x. (4.5b)
Taking the approximation that any tunneling currents that
arise have the effect of varying =1 and =2 by only a small
amount (=)2 ' 0 from an equilibrium value given by 12(=1+
=2) ≡ =, i.e. =1 = = + = and =2 = = − =, we see that the
supercurrent across the barrier is given by S ≡ 4%=/%C and
the voltage drop by %(!2 − !1)/%C = 4+x, which yield eq.
(4.1) when J = =<0 and !2 − !1 = )x.
There is another advantage of setting  = 0. In particular, eq.
(4.3) becomes a spinor equation,
8
%#
%C
= cp# (4.6a)
cp = 4+x3 + <01, (4.6b)
# ≡
(
#1
#2
)
, (4.6c)
where 1 and 3 are the Pauli matrices,
1 =
(
0 1
1 0
)
, 3 =
(
1 0
0 −1
)
. (4.7a)
Since J ∝ <0, 1 plays the role of the coupling term that re-
sults to Cooper-pair tunneling. Using the last Pauli matrix,
2 =
(
0 −8
8 0
)
, (4.7b)
we can define two operators + ≡ (1 + 82)/2 and − ≡
(1− 82)/2. These operators form tunnelingmatrix elements
with the spinor and a transpose conjugate spinor defined
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Figure 4.1.: A schematic of a
Josephson junction (S: supercon-
ductor, I: insulator, S: supercon-
ductor) depicting a Cooper pair
from the left/right electrode tun-
neling through the insulator to
the right/left electrode.
as,
#† ≡ #∗T = (#∗1,#∗2). (4.8)
For instance, tunneling from left to right requires replacing#1
with #2 and annihilating #1, which corresponds to +#. The
inverse process process corresponds to −#. These matrices
will be useful when calculating Cooper-pair tunneling rates
for small junctions (See eq. 4.34).
The Electromagnetic Environment and
Fluctuation-Dissipation in Single Large
Josephson Junctions
Equation 4.1 only considers the superconducting current and
thus neglects the environment that lead to effects such as
Coulomb blockade. The environment consists of all sources
of the electromagnetic field (including the field itself) which
couple to the Cooper-pair wavefunction via the phase dif-
ference thus determining the  −+ characteristics satisfying
eq. (4.1). Specifically, the environment arises from processes
such as the alternating currents and voltages, thermal fluc-
tuations in the form of Johnson-Nyquist noise and coupled
high impedance circuit environments[7, 73].
Using eq. (4.1), one can define a conserved energy by treating
the junction as a capacitance
 = &2x/2 − J cos(2)x) (4.9a)
&x = −+x (4.9b)
%&x
%C
= S (4.9c)
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where  is the capacitance of the junction. Modifying the
last equation in (4.9) to
%&x
%C
=
∑
a
a, (4.10)
one can then include all the environmental sources of energy
in the form of currents. In fact, to arrive at eq. (4.10), the
phase-difference needs to couple to the electromagnetic field
(Maxwell equations) in a straight-forward manner
%)x
%G
= 43eff#
 (4.11a)
## = −
∑
8 9
#8#98 9 = −1 (4.11b)
%
%G
= − 1
0r
∑
a
a (4.11c)
Here,  = %/%G − %/%G = − is the electro-
magnetic tensor, 3eff is the thickness of the barrier and
# = (0, # 8) points in the direction # 8 normal to the tunnel
barrier. We have used Einstein notation where only the Greek
indices are summed over and the Minkowski space-time
signature is diag() = (+, -, -, -). Taking the total derivative
%/%G = %/%G of eq. (4.11a) (with  = ) and
using %#/%G = 0 , we arrive at

%2)x
%G%G
=
%2)x
%G%G
= − 43eff
0r
∑
a
#

a = −F (4.12)
which is eq. (4.10) in disguise. Note that 08 = ® and
1
2
∑
8 , 9 8 9: 8 9 = ® where ® and ® are the G, H, I components
of the electric and magnetic fields respectively and 8 9: is the
Levi-Civita symbol. eq. (4.12) is the sourced Klein-Gordon
equation with  =
∑
a #

a the source and F = 43eff/0r
the coupling constant. The vector # and the anti-symmetry
of the electromagnetic tensor  guarantees that, unlike
Maxwell equations, the coupled Klein-Gordon equation lives
in 2+1 dimensions instead of 3+1. For instance, when the tun-
nel barrier is aligned to the y-z direction,# = (0, 1, 0, 0) and
eq. (4.11a) and by extension eq. (4.12) become independent of
G.
%2)x
%G%G
=
%2)x
%C2
−
%2)x
%H2
−
%2)x
%I2
= −F (4.13)
Furthermore, taking the limit for small junctions which
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2: See eq. (3.4) of chapter 3
3: Also the Lagrangian for eq.
(3.9) given in chapter 3 with )→
)x and ®∇2⊥)x = 0
corresponds to taking the area of the barrier A to be small
such that the phase neither varies with H nor I, we arrive at
eq. (4.10)
%2)x
%C2
= −4cJ sin(2)x) −
1
'
%)x
%C
− 2cF/4 (4.14a)
3∑
a
1a = 
1
S + 1N + 1F (4.14b)
〈F(C)F(C′)〉 =
4−1
'
(C − C′) (4.14c)
with 1S = cp sin 2)x the supercurrent, 
1
N = GG01 the nor-
mal current and GG the effective conductivity of the barrier
along the G direction. Here, we have used the cross-sectional
area of the junction, A to define a A= 

a , the junction capac-
itance  = 0rA/3eff, the charging energy c = 42/2 and
the junction conductance 1/' = GGA/3eff. Finally, −1 = :B)
is the inverse temperature and we have assumed the fluctua-
tion current 1FA= F is Gaussian-correlated over a bath (B
stands for bath or Boltzmann distribution) with the thermal
correlation function given by eq. (4.14c).
It is straight forward to generalize the conductance 1/'
in eq. (4.14) using a spectral function  ($) = [/−1($) +
/−1(−$)]/(2) describing the macroscopic physics of the
microscopic degrees of freedom of the system undergoing
Brownian motion due to a heat bath comprising : harmonic
oscillators,[101]
B =
:∑
==1
{
&2=
2=
+
()= − )x)2
242!=
}
(4.15a)
 (C) =
:∑
==1
!−1= cos($=C) =
∫ +∞
−∞
3$ ($) exp−8$C (4.15b)
where B is the Hamiltonian of the heat bath consisting of
!== circuits in parallel where $= = 1/!== ,&= , )= are the
charges stored by and the phases of the elements and  (C) is
referred to as the Kernel representing the dissipative nature
of the circuit.2 The generalized Lagrangian for the system3
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is given by
L=

242
(
%)x(C)
%C
)2
− 1
242
∫ +∞
−∞
)x(C)
% (B − C)
%B
)x(B)3B
− 1
4
∫ +∞
−∞
F(C − B))x(B)3B + J cos(2)x), (4.16)
where the fluctuation current is given by,
F(C) =
:∑
==1
{
$=&= sin($=C) + 4−1!−1= ()= − )x) cos($=C)
}
〈F(C)F(C′)〉 =
:∑
==1
2!−1= 〈B($=)〉 cos$=(C − C′).
The average is over the thermal bath degrees of freedom. For
the Ohmic conductance above, we have /−1($) = 1/' and
〈B($)〉 = −1 where the continuous, large : limit
lim
:→∞
:∑
==1
!−1= × →
∫ ∞
−∞
3$ ($)× (4.17a)
is taken in accordance with eq. (4.15b) thus recovering eq.
(4.14c). The fluctuation current density certainly satisfies the
Green-Kubo relation[111, 112],
GG =

4
∫
3 4G##
〈
F(C)F(0)
〉
=

4
A−13eff
∫
3C 〈F(C)F(C′)〉 =
3eff
'A
, (4.17b)
where we have used eq. (4.14c) in the last line. Note that to
obtain the correct equation of motion, integration by parts
of the second term in eq. (4.16) should be performed after
applying the Euler-Lagrange equations, then the boundary
term is dropped
1
42
∫ +∞
−∞
%
%B
[
 (B − C))x(B)
]
3B = 0 (4.18)
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4: That the effect of the environ-
mental impedance /($) can be
represented by a single quantum
phase )z defined by the volt-
age drop over /($) is not at all
obvious. At this stage, we treat
it as an ansatz. It will not ap-
pear in the equations until we
impose the topological constraint∑
0 )0 = 4Φ on the circuit.
Phase Correlation Functions, P(E)
function and Coulomb Blockade of
Cooper-pairs and Quasi-Particles in
Single Small Josephson Junctions
The Hamiltonian
Consider a mesoscopic tunnel junction with capacitance
 driven by a voltage source +x via an environmental
impedance /($). Each circuit element is characterized by a
phase )a related to the voltage drop +a of the element in the
circuit by )a(C) =
∫ C
−∞ 4+a()3, where the subscript a = J, x
or z corresponds to the junction, voltage source and environ-
ment impedance and 4 = 24 , 4 corresponds to Cooper pair,
quasi-particle charge respectively. 4 The voltages +z and +J
decrease as one moves clockwise along the circuit, whereas
the value increases for the voltage source +x in the same di-
rection. The corresponding charge on the junction is defined
as &J = +J where  is the capacitance of the junction. The
circuit can store a topological flux 4Φ = )J+)z+)x =
∑
0 )a
related to a topological potential
∫ C
−∞ ()3 = Φ(C), which
we will find out, in chapter 5, that it leads to RF power
renormalization when present.
The total Hamiltonian, Hof the circuit (Fig. 4.2) is given by
the expression,
H=
2∑
=1
 + J + z (4.19)
Here,
∑2
=1  = 1 + 2 where the Cooper-pair Hamil-
tonian 2 = #+# = #+8
[
%/%C + 8cp
]
# depends on the
chemical potential and the 2-spinor# and the quasi-particle
Hamiltonian 1 is given by,
1 = L + R =
∑
?,
&?
†
?? +
∑
@,
&@
†
@@ (4.20)
where ? or @ and †? or †@ are the annihilation and
creation operators respectively of a quasi-particle state with
energy &? or &@, momentum ? or @ and spin  in the left
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5: This Hamiltonian basically cor-
responds to eq. (21) of ref. [16]
with the topological terms, Φ = 0
and  = 0.
or right electrode,
J =
2∑
=1
Θ exp(−8)J) + ℎ.2. (4.21)
is the tunneling Hamiltonian where
Θ1 =
∑
?≠@,
"?@@
†
? (4.22a)
Θ2 =
J
2
(1 − 82) ≡
J
2
− (4.22b)
1,2 are the G, H Pauli matrices acting on the 2-spinor given
in eq. (4.7),"?@ is a dimensionful spin-conserving complex-
valued quasi-particle tunneling matrix, ? ≠ @ enforces the
condition [L, R] = 0 and J is the Josephson coupling
energy[60],
z =
(&J + +x + )2
2
+
∑
==1
{
&2=
2=
+ 4−2
()= − )J + )x + 4Φ)2
2!=
}
(4.23)
is theHamiltonian5 describing the environmental impedance
/($) and junction capacitance , where /($) is character-
ized by an infinite number of parallel !== circuits coupled
serially to the tunnel junction. One can define & = &J − +x
and ) = )J − )x as the fluctuation variables of the junction
charge &J = +J and junction phase )J(C) = 4
∫ C
−∞ 3C
′+J(C′)
around the mean value determined by the voltage source +x,
where +J(C′) is the voltage drop across the junction. (See ref.
[16] on page 27. Note that )J and ) are related by a suitable
unitary transformation Uof the Hamiltonian,
H′ = 8U†
%
%C
U+ UHU†, (4.24)
where H′ = ′1 +2 +J +z, J =
∑2
=1 Θ exp(−8)J) +
ℎ.2., ′1 =
∑
?≠@, &′?
†
?? +
∑
?≠@, &@†@@ and &′? =
&? + 4+x. & = &J − +x, &= are the conjugate variables to
) = )J − )x, )n satisfying the charge-phase commutation
relation,
[)= , &<] = 8<=4 , (4.25)
[), &] = 84 (4.26)
74 4. Electromagnetic Environment in Josephson junctions
6: As before in eq. 4.3.
where 01 is the Kroneker delta. Operators, $(C) in the
Heisenberg picture are related to the ones in the Schrödinger
picture, $(0) by $(C) = *0(C)†$(0)*0(C) with the unitary
evolutionoperator*0(C)givenby*0(C) = exp
{
−8∑2=1 C}
in the absence of tunneling.
In what follows, we assume the Cooper-pair ground state
energy  = 0.6 The tunneling current (+) at the junction is
given by
(+, C′) = tr
〈
T
{
*†J(0)*
}〉
(4.27)
Here,* = *0 +*int where,
*int = exp
(
−8
∫ +C′
−C′
J(C)3C
)
= exp
(
−8
∫ 0
−C′
J(C)3C
)
exp
(
−8
∫ C′
0
J(C)3C
)
= exp
(
+8
∫ −C′
0
J(C)3C
)
exp
(
−8
∫ C′
0
J(C)3C
)
= *†int(−C′)*int(+C′)
and T is the time ordering operator with the property given
by TΘ(C)Θ†(0) = Θ(C)Θ†(0), TΘ(0)Θ†(C) = Θ†(C)Θ(0).
Here, C′ is the elapsed time after switching on the interaction
term *int(C′) and takes the range 0 ≤ C′ ≤ +∞. [Note that
*†int(C′) takes care of 2.2. term in eq. (4.29), updating the inte-
gral range as discussed:
∫ C′
0 3C →
∫ 0
−C′ 3C +
∫ C′
0 3C =
∫ +C′
−C′ 3C.]
We shall be interested in the current (+, C′→ +∞) = (+)
at equilibrium [eq. (4.45)].
The tunneling current operator is
J(0) = −8[&J(0), J(0)], (4.28)
and the average 〈...〉 is over, the quasi-particle equilibrium
states, whose density matrix is given by 1 = LR =
Z−11 exp(−1)withZ1 = ZL×ZR =
∏
?[1+exp(−&?)]×∏
@[1+exp(−&@)], and the environmentenv = Z−1env exp(−z)
where  = 1/:B) is the inverse temperature while the trace
(tr) is over the Pauli matrices.
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Figure 4.2.: A mesoscopic tun-
nel junction, J with capacitance
 driven by a voltage source +x
via an environmental impedance
/($) composed of infinite num-
ber of parallel != = circuits.
The circuit stores a flux 4Φ =∑
8 )8 = )J + )x + )z related to
a topological potential (C) by∫ C
−∞ 3B(B) = Φ(C). (This figure
corresponds to Fig. 2 of ref. [16]
without the topological flux.)
Perturbation Expansion
We can then expand eq. (4.27) as a perturbation series in the
tunneling Hamiltonian J(C) by applying the perturbation
expansion formula in Appendix C
 =
〈
J(0) − 8
∫ +∞
−∞
[J(0), J(C)]3C + $(2J )
〉
(4.29)
UsingTΘ(C)Θ†(0) = Θ(C)Θ†(0),TΘ(0)Θ†(C) = Θ†(C)Θ(0),
〈Θ(C)〉 = 0 and
〈
Θ′(C)Θ†(0)
〉
=
〈
Θ†′(C)Θ(0)
〉
= (C)′,
we find that
 '
〈∫ +∞
−∞
[J(C), [&J(0), J(0)]]3C
〉
(4.30)
= 84
2∑
=1
∫ +∞
−∞
(
(C)
〈
sin
[
Δ)J(C)
]〉
)J
)
3C (4.31)
where Δ)J(C) = )J(C) − )J(0). Thus, the particle degrees of
freedom (C) and the environment are decoupled and the
trace over the environment
〈
... env
〉
has been re-written as
〈...〉)J in terms of the junction phase )J degree of freedom.
For the quasi-particle current, the kernel 1(C) scales with the
dimensionless tunneling conductance 4−2'−1T but its func-
tional form depends on the gap, reflecting the corresponding
structures in the quasi-particle  −+ characteristics. It can be
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computed as,
1(C) =
〈
Θ1(C)Θ†1(0)
〉
=
∑
?≠@,
∑
?′≠@′,
"?@"
∗
@′?′×
〈', B |〈!, B |@(C)†?(C)?′(0)†@′(0)1 |!, B〉|', B〉
= 2
∑
?≠@
∑
?′≠@′
"?@"
∗
@′?′〈' |@(C)〈!|†?(C)?′(0)L |!〉†@′(0)R |'〉
= 2
∑
?≠@
5 (&?) exp
{
−8&?C
} ∑
?′≠@′
"?@"
∗
@′?′??′〈' |@(C)†@′(0)R |'〉
= 2
∑
?≠@
5 (&?)[1− 5 (&@)] exp
{
8(&@ − &?)C
} ∑
?′≠@′
"?@"
∗
@′?′@@′??′
= 2
∑
?≠@
5 (&?)[1 − 5 (&@)]"?@"∗@? exp
{
8(&@ − &?)C
}
→ 1
42'T
∫ +∞
−∞
∫ +∞
−∞
3&?3&@
NL(Δ)
NL(0)
NR(Δ)
NR(0)
×
5 (&?)(1 − 5 (&@)) exp
{
8(&@ − &?)C
}
, (4.32)
by taking the continuous limit242'TNL(0)NR(0)"?@"∗@? →
1. Here, 42'T is the dimensionless tunnel resistance, 5 () =
[1+exp()]−1 is the Fermi-Dirac function andNL(Δ),NR(Δ)
is the left, right BCS density of states which reduce to the elec-
tron density of statesNL(0),NR(0)when the superconducting
gap Δ = 0 vanishes,
3?
3&?
3@
3&@
=
NL(Δ)
NL(0)
NR(Δ)
NR(0)
, (4.33a)
? =
√
&2? − Δ2, @ =
√
&2@ − Δ2 (4.33b)
where ? = ?2/2<, @ = @2/2< is the kinetic energy of the
electrons above the Fermi sea.
Likewise, calculating 2(C), we find,
2 =
〈
Θ†2(C)Θ2(0)
〉
=
〈
Θ†2(0)Θ2(0)
〉
=
(
J
2
)2
tr {(1 + 82)(1 − 82)}
=
2J
4
tr {20 + 8[2, 1]} =
2J
2
tr {0 + 3} = 2J , (4.34)
where 0 is the 2× 2 identity matrix. We discover that, unlike
1(C), the function 2(C) = 2(0) = 2J is time independent
and only depends on the strength of Cooper pair tunneling,
J.
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Path Integrals and Phase Correlations
To calculate the remaining average over )J in eq. (4.31), we
work inMinkwoski time at zero temperature (thus by-passing
a rigorous but otherwise tedious Wick rotation to Euclidean
time) since the finite temperature propagator is trivially
related to the zero temperature result [eq. (4.43b) for the
trivial relation and Appendix B for the formalism].
In this formalism: Given an observable $()J), its average at
zero temperature is given by the functional/path integral
lim
→∞
〈$()J)〉)J = Z−1
:∏
==1
∫
)n)J$()J) exp 8(z()n, )J)
(4.35)
where Z=
∏:
==1
∫
)n)J exp 8(z()n, )J) is the partition
function normalizing eq. (4.35) and the Lagrangian in the
action for the environment (z()n, )J) is given by the (inverse)
Legendre transform of the environment Hamiltonian in eq.
(4.23)
(z =
∫
Lz3C =
∫ {
(&J + +x + )
%z
%&J
− z
}
3C,
(4.36a)

%)x(C)
%C
= 4&x, 
%)J(C)
%C
= 4&J,
%Φ(C)
%C
= (C).
(4.36b)
The effective action (′z()J) resulting from performing first
the functional integral product over )= is given by
(′z()+4Φ) =

242
∫ +∞
−∞
(
%[)(C) − 4Φ(C)]
%C
)2
3C− 1
242
∫ +∞
−∞
[
)(C) − 4Φ(C)
]2∑
= !=
3C
− 1
442
∫ +∞
−∞
∫ +∞
−∞
[)(C)−4Φ(C)]%/
−1(B − C)
%B
[)(C)−4Φ(C)]3B3C
+ 1
4
∫ +∞
−∞
F(C)[)(C) − 4Φ(C)]3C (4.37)
with a fluctuation current F(C) = 0 and we have used ) =
)J−)x. Here, /−1(C) is the Fourier transform of a generalized
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admittance function /−1($) given by
/−1($) =
:∑
==1
$=
8$!=
{
$=
($ + 8)2 − $2=
}
(4.38a)
=
:∑
==1
$=
8$!=
{
1
$ − $= + 8
− 1
$ + $= + 8
}
, (4.38b)
1
$ + $= ± 8
= ∓8($ + $=) + p.p.
(
1
$ + $=
)
(4.38c)
where eq. (4.38c) is the Sokhotski-Plemelj formular and p.p.
stands for Cauchy principal part. eq. (4.38) is related to the
spectral function  ($) = [/−1($) + /−1(−$)]/(2) where
 is the infinitesimal satisfying $ =  and the nilpotent
condition 2 = 0. Note, the spectral function is the sum of
negative and positive frequency impedance accounting for
emission and absorption processes respectively by the circuit.
Thus, eq. (4.16) differs slightly from eq. (4.37) where the real-
valued spectral function  (C) in the classical Lagrangian gets
replaced with the complex valued admittance /−1(C)/(2)
in the quantum case.
Introducing the Dirac delta function (G) for functional
integrals with the property∫
G 5 (G)(G − H) = 5 (H) (4.39)
for any functional 5 (G),wemayproceed to insert
∫
)z()J+
)x + )z − 4Φ) = 1 into eq. (4.35) thus introducing the con-
straint
∑
0 )a = )J + )x + )z = 4Φ guaranteed by the circuit
in Fig. (4.2). Consequently, the average in eq. (4.31) is now
taken over both )J and )z:
lim
→+∞
〈sin
[
Δ)J(C)
]
〉)J)z
= Z−1
∫
)J
∫
)z
(∑
0
)a − 4Φ
)
× sin
[
Δ)J(C)
]
exp 8(′z() − 4Φ) (4.40)
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We find,
−〈sin
[
Δ)J(C)
]
〉)J)z = 〈sin[Δ)x(C)+4
∫ C
0
()3+Δ)z(C)]〉)z
= 〈sin
[
Δ)z(C)
]
〉)z cos
[
Δ)x(C) + 4
∫ C
0
()3
]
+ 〈cos
[
Δ)z(C)
]
〉)z sin
[
Δ)x(C) + 4
∫ C
0
()3
]
(4.41)
with Δ)a(C) = 4
∫ C
0 +a(C
′)3C′ and ΔΦ(C) =
∫ C
0 (C
′)3C′. We
have assumed Fubini’s theorem for interchange of integra-
tion order applies and thus performed first the integral
over )z. Using the fact that (′z is quadratic, the result-
ing functional integral over )z in eq. (4.41) is Gaussian
resulting in 〈sin
[
Δ)z(C)
]
〉)z = 0 term vanishing. Likewise,
〈cos
[
Δ)z(C)
]
〉)z satisfies Wick’s theorem[16]
〈cos
[
Δ)z(C)
]
〉)z
= exp
(
2
〈
[)z(C) − )z(0)])z(0)
〉
)z
)
, (4.42a)
∫
)z exp 8(′z()z, F) = exp 8(′′z (F), (4.42b)
(′′z (F) =
2
242
∫ +∞
−∞
F(−$)eff($)F($)3$ (4.42c)
eff($) = −428$−1/eff($), (4.42d)
/eff($) =
1
/−1($) + H($) (4.42e)
where H($) = 8$ − 8$−1 ∑= !−1= .
We introduce the zero temperature propagator +∞(C) given
by
+∞(C) =
1
2
∫ +∞
−∞
3$
$
exp−8$C
{
/eff($) + =. 5 .
}
,
(4.43a)
where =. 5 . stands for negative frequency. The finite tem-
perature propagator is related to +∞(C) by a sum over the
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photon number states
+∞(C) → (C) =
+∞∑
==0
+∞(C − 8=)
=
1
2
∫ +∞
−∞
3$
$
exp−8$C
1 − exp(−$)
{
/eff($) + =. 5 .
}
(4.43b)
Thus, computing the phase–phase correlation function, we
find〈
)z(B))z(C)
〉
)z
=
Z−12 exp 8(′′z (F)
4−2F(B)F(C)

F=0,Z=1
= 42+∞(B − C) → 42(B − C), (4.44)
which satisfies the well-know fluctuation-dissipation theo-
rem.[9]
Cooper Pair and Quasi-Particle Tunneling
Current
Finally, plugging in results (4.41) and (4.43b) in eq. (4.31), and
using Δ)x(C) =
∫ C
0 +(C
′)3C′ = +C where +x = + is a constant
external voltage and ΔΦ(C) = 0, the total  −+ characteristics
is given by
0(+) = 1(+) + 2(+)
= 4−1'−1T
∫ +∞
−∞
3&?3&@
N(&@)N(&?)
N2(0) 5 (&?)(1 − 5 (&@))
×
{
%1(&@ − &? + 4+) − %1(&@ − &? − 4+)
}
+ 42J {%2(24+) − %2(−24+)} (4.45)
where we have introduced the so called %() function[16]
%() =
1
2
∫ +∞
−∞
3C exp2J(C) exp 8C, (4.46a)
4−2J(C) = (C) − (0) (4.46b)
with  some arbitrary energy. It gives the probability that
the junction will absorb energy  from the environment.
Note that eq. (4.45) reduces to the normal junction  − +
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characteristics
(+)|Δ=0 = 4−1'−1T
∫ +∞
−∞
3?3@ 5 (?)(1 − 5 (@))
×
{
%1(@ − ? + 4+) − %1(@ − ? − 4+)
}
= 4−1'−1T
∫ +∞
−∞
3

1 − exp(−)
× {%1(− + 4+) − %1(− − 4+)} (4.47)
when the superconducting gap vanishes Δ = 0, since J(Δ =
0) = 0, N(Δ = 0)/N(0) = 1 and ? = &? , @ = &@ .
Here, we have used path integral formalism and demon-
strated how to reproduce the –+ characteristics of the single
small Josephson junction. Finally, recall we introduced a flux
stored by the circuit, Φ only to set it equal to zero. In the
next chapter, we discuss how the microwave amplitude and
Green’s function are renormalized in a manner analogous to
vacuum polarization in QED. We show that this implies that
Φ ≠ 0 is non-vanishing.
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In chapter 4, we introduced the %() function in terms of
Green’s function in eq. (4.42e) for the equivalent circuit of
the Josephson junction and the environment given in Fig. 4.2.
It is worth noting that the early introduction of %() theory
and its applications for single junctions is provided in ref. [16,
114] while the case of the single Josephson junction is given
in ref. [114]. In particular, %() theory accurately predicts
the current-voltage characteristics (given by eq. (4.45)) for
a single junction biased by a dc voltage (+) and strongly
coupled to its electromagnetic environment in the form of
an impedance function /($).
Typically, the theory accounts for the effect of an ac bias
voltage by considering a shift + → + + +ac cosΩC of the
–+ characteristics, where +ac is the amplitude and Ω is
the angular frequency of the alternating voltage. Using a
unitary transformation method equivalent to eqs. (25 - 31)
of ref. [16], entailing the splitting off of the dc component
)(C) of the quantum phase from the ac component )RF(C),
the aforementioned shift was shown not to hold for a normal
junction driven via its electromagnetic environment.[27]
Instead, the two phases )(C) and )RF(C) should satisfy the
following constraint,

%2)RF
%C2
−
∫
3C′/−1(C − C′) %
%C
[
)RF(C′) − )(C′)
]
= 0, (5.1)
equivalent to eq. (4.9) of ref. [27]. Taking its Fourier transform,
it is clear that eq. (3.15) satisfies this constraint. The constraint
requires that the shift + → + + +ac cosΩC be modified to
+ → + +
 [1 + 8Ω/−1(Ω)]−1+ac cos(ΩC + ), where (Ω)
is the argument of
 [1 + 8Ω/−1(Ω)]−1. Herein, we shall
refer to the rescaling +ac to |Ξ|+ac, where Ξ is a ratio of
impedance functions, as renormalization.
It is important to note that since the arguments presented in
chapter 3, consistent with eq. (5.1) through eq. (3.15), merely
require the responses of the dc voltage vary from the ac
voltage to be valid, the renormalization result of ref. [27] for
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1: A Lehmann weight is a factor
which renormalizes the Green’s
function of a quantum mechani-
cal system. Lehmann weights are
also referred to as wavefunction
renormalization factors since the
Green’s function of a quantum
mechanical system is often the
Fourier transform of the wave-
function.
single normal junctions should also apply for single small
Josephson junctions.
Thus, in this chapter, we introduce a method for calculating
the renormalization factor using Lehmann weights.[103]1
This method has the advantage of being amenable to var-
ied situations ranging from single normal junctions, single
Josephson junctions as well as arrays. Particularly, we con-
sider renormalization effects of applied oscillating voltages
due towavefunction renormalization/Lehmannweights[103]
that rescale the environmental impedance of the single
junction as well as the array. The array is treated as an
infinitely long[51] effective circuit. As is the case for the
single junction, we find a Lehmann weight of the general
form, Ξ($) = exp(−Λ−1) exp−"($) exp(8<), where Λ
is the soliton length of the array[41, 50–52], which also acts
as a linear response function for oscillating electromagnetic
fields, and can be interpreted as the probability amplitude
of exciting a ‘particle’ of mass" from the junction ground
state by the RF field.[115] The quantum statistics of this
‘particle’ are determined by the argument < , where <
is identified as the Matsubara frequency.[116] In the case
of the infinite array, this ‘particle’ corresponds to a bosonic
charge soliton injected into the array. Possible application of
these results is in accurately determining the absorbed RF
power in dynamical Coulomb blockade experiments espe-
cially where long arrays are used as on-site electromagnetic
power detectors.[33, 54]
1. Rescaling of Oscillating Voltages
Applied on Single Junctions
Introduction
Within the Caldeira-Leggett model[10] introduced in chapter
4, the environment of a dissipative voltage-biased single
junction shown in Fig. 4.2 is modeled by the action (z =∫
3CLz, where the Lagrangian is given by,
Lz =

242
(
%)′
%C
)2
+
:∑
==1
{
=
242
(
%)=
%C
)2
− !
−1
=
242
(
)= − )′
)2}
,
(5.2a)
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2: )′ is the phase defined for con-
venience, to shorten the expres-
sion of the Lagrangian to avoid
always writing )J − )x − 4Φ =
)− 4Φ in the calculations in chap-
ter 4.
3: A Lehmann weight renormal-
izes a Green’s function.
4: Appendix D.
5: This co-efficient can be com-
puted using the driven system’s
equation of motion.
where 4 is the electric charge,  = 0rA/3eff is the junction
capacitance, )′ ≡ )J − )x − 4Φ where2 )J, )x, )z and 4Φ
are the phases associated with the the voltage drop at the
junction +J, voltage source (external voltage) +x and the flux
stored by the circuit respectively, )= is the bath degrees of
freedom represented by : coupled (via )) !== oscillators
constituting the environment.
The effective action,
(′z = −8 ln
∫ :∏
==1
)= exp 8(z()= , )′)
=
∫
3C
{

242
(
%)′
%C
)2
− 1
442
∫
3B )′(B)
[
%/−1(C − B)
%C
]
)′(C)
}
=
2
242
∫
3$ )′($)8$/−1eff ($))
′(−$) (5.2b)
requires the impedance Green’s function in the %() function
to bemodified by awavefunction renormalization (Lehmann)
weight[103]),
%() =
1
2
∫
3C exp
(
2J(C) + 8C
)
, (5.3a)
J(C) = 24
2
2
∫
3$
$
Re {/eff($)}
exp(−8$C) − 1
1 − exp(−$) , (5.3b)
/eff($) = [/−1($) + 8$]−1 = Ξ($)/($), (5.3c)
where Re {/eff($)} = [/eff($) + /eff(−$)]/2 is the real part
of /eff($),  is the inverse temperature, 4 = 14 , 24 is the
quasi-particle, Cooper-pair charge,  is the energy exchanged
between the junction, Ξ($) is a Lehmann weight3 and !==
circuits acting as the environment, $ is the Fourier transform
frequency that also plays the role of the thermal photon
frequency at finite temperature.
It is known – at least since the work of Callen andWelton[9] –
that the (causal) response function4 Ξ($) ≡
∫ +∞
−∞ 3C (C)"(C)
exp(8$C)3C for a system driven by oscillating electromag-
netic fields appears as the coefficient5 of the black body spec-
trum. Consequently, this requires that the response +′RF(C)
as seen by the junction J in Fig. 4.2 be a weighted function
of "(C) and the applied oscillating voltage +RF(C) : +′RF(C) =∫ C
−∞ 3B "(C − B)+RF(B). Therefore, to accurately describe the –
+ characteristics of J driven by an applied oscillating voltage
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+RF(C), it is not enough to simply rescale the impedance /($)
in the %() function: the amplitude and phase of the applied
oscillating voltage +RF has to be renormalized accordingly.
This point of view and its implications has been discussed in
detail in chapter 3.
In subsequent sections, we first consider tracing our steps
from standard quantum electrodynamics and ease our way
into circuit-QED and hence %() theory. We then proceed
to introduce the finite temperature propagator for the junc-
tion and consider how the Lehmann weight arises for the
impedance in %() theory, and its implications for single junc-
tions and long arrays driven by +RF(C). We find that, a finite
time varying flux Φ(C) stored by the circuit consistently im-
plements the aforementioned wavefunction renormalization
by guaranteeing the circuit responds linearly to +RF(C).
Connection of %() theory to quantum
electrodynamics (QED).
Here, we shall make the connection of the Caldeira-Leggett
model to quantum electrodynamics (QED). We shall find
out that circuit-QED is merely the 1 dimensional space time
version of QED. This also allows us to link the propagator
introduced in eq. (4.43), chapter 3with the photon propagator
in QED.
The Fourier transform of the summed terms in Caldeira-
Leggett action given in eq. (5.2a) is (0 + (int where,
(0 =
2
242
∑
=
∫
3$=)=($)
[
$2 − $2=
]
)=(−$)
+ 2
242
∑
=
1
!=
∫
3$)=($))′(−$) + $()′2), (5.4)
$()′2) is a term with )′2 that we initially neglect, )= are
the Caldeira-Leggett phases of !== circuits in Fig. 4.2,
$= = 1/!== and the interaction term (int is given by,
(int =
2
242
∫
3$$2)′($))′(−$)
+ 2
4
∫
3$F(−$))′($), (5.5)
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6: Some of these conditions have
been introduced in chapter 3 in
eq. (3.8)
where F is the fluctuation current which we shall later set,
F = 0.
Integrating out the fluctuating degrees of freedom, )= as we
did in eq. (4.35) of chapter 3,∏
=
∫
)= exp(8(0) = exp(8(′0), (5.6a)
we arrive at,
(′0 =
(2)2
4
∫
3$)′(−$)−1($))′($), (5.6b)
−1($) = 1
42
∑
=
1
!=
$2=
$2 − $2=
≡ 8$4−2/−1($), (5.6c)
where we have transformed the Green’s function ($), from
the )= degrees of freedom, to the environmental impedance
/($).
Proceeding to combine the two actions yields,
(′0 + (int =
2
242
∫
3$)′($)
[
42−1($) + $2
]
)′(−$)
+ 2
4
∫
3$F(−$))′($). (5.7)
Note that eq. (5.7) is the action for eq. (3.13)with the Josephson
coupling energy J = 0, already encountered in chapter 3.
Moreover,we saw in chapter 3 that eq. (3.13) is consistentwith
Maxwell’s equations. In fact, by defining the electromagnetic
vector potential  = (+, ®), the electric field ® = % ®/%C −
®∇+ , the magnetic field ® = ®∇× ® and the fluctuation current
density F , it can be seen that the interaction term given by
(int above is actually Maxwell’s action in disguise,
(int ∝
∫
3C3A3;
[ 0r
2
( ® · ® − ® · ®) + 4F
]
=
1
2
∫
3 4:
(2)4 0r
(:)−1(−:)+4
∫
3 4:
(2)4 

F (−:)(:),
(5.8)
with the conditions6 ® = 0, %)′/%C = −4; ®= · ®, )′ =
4
∫
3; ®= · ®,  = A/; and
∫
3A®= · ®F = F where ®= = (1, 0, 0)
is the normal vector to the junction barrier, ; ≡ 3eff the effec-
tive barrier thickness and A the junction area. The last term
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7: Actually, the Green’s function
takes the form,[89]
 = lim
→0
− + ::/2
:2 − 2 .
(5.9)
8: The difference is the dimen-
sionality of the theory: QED is
in 1 + 2 space-time dimensions
while circuit-QED is solely in the
time dimension.
9: In self-energy interactions,
the photon polarizes the QED
vacuum by creating electron-
positron pairs which subse-
quently annihilate. Such pairs can
be created an infinite number of
times, thus the contribution to
the amplitude of all the processes
takes the form: eff = +*+
** · · · = /(1 − *) =
1/(−1 −*), where  is the pho-
ton propagator and* the vacuum
polarization energy (interaction
term). e.g. see [89]
is the Fourier transform of the action where : ≡ : = ($, ®:)
is the photon energy-momentum satisfying :2 ≡ :: = 2
and (:) ∝ 1/:2 is the photon Green’s function in 1 + 3
space-time dimensions.7
Integrating out )′($) degrees of freedom in (0 + (int given
by eq. (5.7) as in eq. (5.6a) leads to a circuit-QED term,

42
∫
3$F($)eff($)F(−$) (5.10)
where −1eff = 
−1
$ + 4−2$2 is reminiscent of the famous
Coulomb interaction term in QED,

∫
3 4:
(2)3 

F (:)(:)

F (−:), (5.11)
where  = 42/40r is the fine structure constant. The
QED term is obtained in a similar fashion by integrating out
 instead of )′. Nonetheless, both expressions are essen-
tially describing the same process.8 Thus, we have showed
that 1/$2 and hence ($) are the photon propagator in 1
dimensions.
However, a question still remains: is there any significance of
this trivial Fourier space transformation given by −1($) →
−1eff ($)? We notice that we can define a factor Ξ($) =
($)/eff and claim that this factor renormalizes the prop-
agator ($) (of the )= degrees of freedom) to eff($) due
to the presence of the Maxwell term, (int. Since this renor-
malization takes a photon propagator into a different photon
propagator, the Feynman rules to calculate it resemble photon
self-energy interactions.9 Bearing this in mind, we formulate
the following Feynman rules for the propagator:
1. The photon propagator ($) = 42/($)/8$ is repre-
sented by: ;
2. The vacuumpolarization energy term,*($) = 4−2$2
is represented by: ;
3. Therefore, the leading order interaction term,
($)*($)($) is drawn as, ,
where time increases from left to right.
Note that diagram 1 reads as follows: A photon of energy
$ is created, propagates with a probability amplitude ($)
and annihilates at a later time. Thus the amplitude must
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10: This procedure is invalid
when arguments for time-reversal
asymmetry e.g. discussed in ref.
[25] apply.
be assigned a photon creation operator and an annihilation
operator, 0† and 0 respectively and, in mathematical form, it
should be written as 0($)0†.
Likewise, diagram 3 represents an interaction whereby a
photon of frequency $ is produced by acting on the vac-
uum state with 0†, it propagates with an amplitude given
by ($)*($)($) then it annihilates by acting on the vac-
uum with 0($). We emphasize that reversing $ reverses the
aforementioned processes. This implies that the operators
themselves should also be defined accordingly as,
0(−|$ |) = 0†, (5.12a)
0(|$ |) = 0, (5.12b)
[0($), 0($′)] = [($′) − ($)] $,−$′ , (5.12c)
where ($) is the Heaviside function. This clearly displays
the roles of the positive and negative frequencies. Note that
negative frequencies are allowed since we are interested
in energy differences due to single photon emission and
absorption processes. For instance, processes where a photon
is created before annihilation are related to processes where
a photon is annihilated before creation by reversing the
sign of the frequency $ and re-ordering the 0†, 0 operators
appropriately.10
Connection to %() theory: The Finite
Temperature Green’s Function and Propagator
Observe that a straightforward regularization procedure
verifies /eff($) plays the role of effective Green’s function of
the %() function,
/eff($) = /($) + /($)[−8$/($)] + /($)[−8$/($)]2
+ · · · + /($)[−8$/($)]=→+∞ = /($)
+∞∑
==0
[−8$/($)]=
=
/($)
1 + 8$/($) = Ξ($)/($), (5.13)
analogous to the renormalization of the propagator in QED
which often leads to a (Lehmann) factor[103, 117] analogous
to Ξ($).
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11: The prefactor2/28 included
for ease of comparison later with
the %() theory.
12: The processes with ∗($) =
−2
28 {(−$) 〈0($)0(−$)〉}
+−228 {($) 〈0($)0(−$)〉} are
forbidden since represent actual
negative frequency photons.
To elucidate this, consider the finite temperature propagator
for (′0, given by ( ),
($) = −
2
28
{($) 〈0($)0(−$)〉 + (−$) 〈0(−$)0($)〉}
(5.14)
where 4 = 14 , 24 is the Cooper pair, BCS quasi-particle
charge.11 12
We proceed to include the effect of (int from a finite tunnel
junction impedance by introducing the potential *($) =
4−2($2 −∑= !−1= ) = −4−28$H($) where we have restored
the $()′2) term from eq. (5.4). The effective propagator is
given by the sum of all the single photon interactions at the
junction due to *($) and is proportional to 〈0($)0(−$)〉
for positive and 〈0(−$)0($)〉 for negative frequencies [eq.
(5.14)], we find
eff($) =
−2
28
{($) + ($)*($)($) + ...} 〈0($)0(−$)〉
+ −
2
28
{(−$) + (−$)*(−$)(−$) + ...} 〈0(−$)0($)〉
=
−2
28
($)[1 −*($)($)]−1 〈0($)0(−$)〉
+ −
2
28
(−$)[1 −*(−$)(−$)]−1
〈
0†0
〉
−$
=
−2
28
{eff($) 〈0($)0(−$)〉 + eff(−$) 〈0(−$)0($)〉} .
(5.15a)
The term proportional to [*(±$)(±$)]= is the finite tem-
perature propagator for the photon interacting = times with
the junction impedance and the perturbation series
+∞∑
==0
[*(±$)(±$)]= = [1 + H(±$)/(±$)]−1
= 1 − H(±$)/eff(±$) ≡ Ξ(±$), (5.15b)
is computed by analytic continuation of the series 1 + G +
G2 · · · + G= → [1 − G]−1, where G is given by the diagram,
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13: Also see eq. (4.37) and (4.43b).
. Thus, the effective Green’s function becomes,
eff($) = + + + · · ·
= × 1(
1 −
) = 1(
[ ]−1 −
) .
Comparing eq. (5.14) to (5.15a), we find that ($) is rescaled
to eff($) = [−1($) −*($)]−1. Consequently, the effective
action is given by
(′z |F=0 = (
′
0 + (int

F=0
= 
∫ +∞
−∞
3$ )′($)−1eff ($))
′(−$), (5.16)
which is equivalent to eq. (4.37) in chapter 4 with F = 0. In-
deedwe recoverJ(C) = 42
[
eff(C) − 

eff(0)
]
, whereeff(C) =∫
3$eff($) exp(−8$C) is the Fourier transform of 

eff($),
13 by substituting 〈0(−$)0($)〉 = =(−$) = [exp(−$)−1]−1
and 〈0($)0(−$)〉 = =($)+1 = [1−exp(−$)]−1 in eq. (5.14)
and (5.16), where the analytic continuation
+∞∑
==0
exp(∓= |$ |) = 1
1 − exp(∓ |$ |) (5.17)
has been used to regularize the divergent sum when calcu-
lating averages, 〈· · · 〉 for negative frequencies.
Vacuum Excitation and Photon amplitudes
Notice that in eq. (5.15a), the factor [1 − *($)($)]−1 =
Ξ($) ≡ |Ξ($)| exp
[
8($)
]
either rescales ($) or the pho-
ton number thermal averages 〈· · · 〉, implying that the photon
number states are modified by the junction impedance. Rear-
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14: Photon amplitude here refers
to a wavefunction renormaliza-
tion (Lehmann)weight, where the
photon wavefunction is taken to
be the G component of the Rie-
mann – Silberstein vector[119].
ranging, we find
eff($) 〈0(−$)0($)〉 = ($)Ξ($) 〈0(−$)0($)〉
= ($)
〈
|Ξ($)| exp
{
8($)
}
0(−$)0($)
〉
= ($)Z−1ph
∞∑
==0
〈= |0(−$)0($)×
exp
{
−$
[
0(−$)0($) +
sgn($)
2
]
+ ln [Ξ($)]
}
|=〉
≡ ($)Z−1ph
∞∑
==0
〈= |0(−$)0($)×
exp
{
−
[
$[0(−$)0($) +
sgn($)
2
] +" − 8<
]}
|=〉,
(5.18)
where sgn($) is the sign function,"− 8< = −−1 lnΞ($) is
a gap in the electromagnetic energy spectrum. Taking "($)
to be positive definite leads to |Ξ($)|2 ≤ 1.
Thus," is the energy of a ‘particle’ excited from the vacuum
by the electromagnetic field where the probability that the
vacuum will be excited is given by the Boltzmann distri-
bution |Ξ($)|2 = exp(−2"). Since this excitation carries
electromagnetic energy, |Ξ($)|2 gives the fraction of electro-
magnetic power absorbed via excitations at the capacitor
 by the junction.[115] We note that the complex nature of
−1 lnΞ($) is not a concern since we are already accustomed
to shifting our frequencies or energies by an infinitesimal [e.g.
$ to $ + 8 in eq. (4.38)]. Taking in eq. (5.15b) the impedance
/($) = ' to be real and H($) = 8$, corresponding to eq.
(4.14), yields
arctan$' = ($) = < . (5.19)
We introduce quantum statistics of the ‘particle’ by identify-
ing < = (2< + 1)−1 or < = 2<−1 as the fermionic or
bosonic Matsubara frequency[116] respectively where < ∈ ℤ.
This requires the oscillation period 2/$ of the electromag-
netic field to greatly exceed the relaxation time ' of the
circuit, 2/$  2'. Thus, when this condition is not
satisfied, it leaves the possibility for ‘anyons’[118] with exotic
statistics. Consequently, we can take Ξ($) as the amplitude14
that a photon of frequency $ is absorbed by the junction
creating a ‘particle’ of mass" and statistics according to the
Matsubara frequency < . This realization, together with the
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15: Notice that the exponent can
be re-written conveniently as
G−1(", 8<) +
1
2
coth($/2)
= G−1(", 8<)+
+∞∑
<=−∞
1
2<8 − $
(5.20a)
with G−1(", 8<) = (" − 8<)
and the statistics of the excitations
computed as,
+∞∑
<=−∞
G(", 8<) =
+∞∑
<=−∞
−1
" − 8<
(5.20b)
where eq. (5.20b) is the inverse
thermal Green’s function of the
‘particle’ with mass". Thus, this
picture of ‘particle’ excitation has
well defined Green’s functions.
Ofcourse, there is need to explore
this excitation picture further and
perhaps get the appropriate struc-
ture of the interaction potential,
*($) given by .We havemade
an attempt in ref. [115], for the case
of a large junction.
fact that the field theory of the Josephson junction given by
eq. (4.11) lives in 1 + 2 dimensions, suggests that ‘anyonic’
excitations cannot be ignored.[118] 15
Applied Alternating Voltages
In the previous section, we have established that the frac-
tion of photons absorbed by a tunnel junction is |Ξ($)|2 =
[1 + H($)/($)]−2. A straightforward way to experimentally
measure |Ξ($)|2 is applying an external oscillating elec-
tric field in the form of ac voltage +RF(C) supplying power
% ∝
∫ )/2
−)/2 3C+
2
RF(C)where) is the oscillation period.Whether
the ac power is efficiently transferred to the junction from this
ac source ought to depend on Ξ($). We proceed to formally
express the explicit form of the effective alternating voltage
at the junction.
This can be done by substituting Δ)x(C) = Δ)x(C − 0+) =∫ C
0+ +x()3 in eq. (4.10) where +x = + ++RF(C) and +RF(C) is
an alternating voltage corresponding to the effect of the RF
field given by
+RF(C) =
∫ +∞
−∞
3$+RF($) exp(−8$C) = +ac cosΩC (5.21a)
+RF($) =
+ac
2
{(Ω − $) + (Ω + $)} (5.21b)
where+RF($),+ac andΩ is the spectrum, the amplitude and
frequency of the RF field respectively and the significance of
the + sign is that 0+ is experimentally, not computationally
equal to 0; it is the limit 0+ ≡ C → 0.
Proceeding, the applied power % of the RF field is the mean-
square value of +RF(C) given by
% ∝ 1
2/Ω
∫ 2/Ω
0
[+RF(C)]23C =
+2ac
2
, (5.22)
where the proportionality factor is the admittance of the
junction.
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Lehmann Weight and Linear Response
However, we are interested in the power absorbed by the
junction %J instead since it modifies the  −+ characteristics.
In the previous sections, we argued that this power %J is
proportional to |Ξ(Ω)|2 in the presence of renormalization.
Within the context of linear response theory[112], this means
that the applied voltage +RF(C) acts as an external force, and
the effective voltage as a linear response +′RF(C) of the circuit,
+′RF(C) =
∫ C
−∞
"(C − B)+RF(B)3B, (5.23a)
Ξ($) =
∫ +∞
0
"(C) exp(8$C)3C, (5.23b)
+′RF($) = Ξ($)+RF($), (5.23c)
where "(C − B) is the response function, making Ξ($) the
susceptibility. For the special case discussed in eq. (5.19),
we have "(C) = (1/') exp(−C/'). Thus, the RF spectrum
above gets modified to
+′RF($) =
+ac
2
Ξ($) {(Ω − $) + (Ω + $)} , (5.24a)
+′RF(C) =
∫ +∞
−∞
+RF($) exp(−8$C)3$,
= |Ξ(Ω)|+ac cos(ΩC + ), (5.24b)
and %J is proportional to,
%J ∝
1
2/Ω
∫ 2/Ω
0
3C[+′RF(C)]2 =
+2ac
2
|Ξ(Ω)|2 ∝ % |Ξ(Ω)|2,
(5.25)
where we have used eq. (5.21), (5.22) and (5.24).
Unitarity and the topological potential
This section displays the unitary nature of the renormaliza-
tion effect. In particular, we show that the renormalization
effect can be split into two: The fraction of ac voltage drop at
the junction and the fraction of ac drop at the environment.
This entails taking the quantum states of the environment
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Figure 5.1.: Diagrammatic rep-
resentation of the unitary trans-
formation implemented by the
matrix URF(C = 0) in eq. (5.26).
(a) The equivalent circuit of the
Josephson junction labeled by the
coupling energy J, the capaci-
tance  and inductance 1/! =∑
= 1/!= where the admittance
H($) = 8$ + ∑= 1/8$!= . The
junction is coupled serially to the
environmental impedance /($)
and symmetrically biased by an
external voltage +x where the
quantum states of the environ-
ment and the junction can be rep-
resented by |0〉 and |1〉 respec-
tively; (b) The equivalent circuit of
the Josephson junction and its en-
vironment. The bias voltage, the
quantum states and the environ-
mental impedance are all renor-
malized by the unitary transfor-
mation given by U in eq. (5.26);
(c) A Bloch sphere representing
the action of the unitary transfor-
mation given by U(C = 0) in eq.
(5.26), where  is the argument
of the renormalization factor Ξ =
|Ξ| exp(8) and  = 2 arccos |Ξ|.
and the junction as two orthornormal states #J = |1〉 and
#z = |0〉 respectively (Fig. 5.1) undergoing a time dependent
unitary transformation.
In particular, definingmatrices Vx and URF and two quantum
states,
Vx =
1
2
{+0 ++ac URF} , (5.26a)
URF(C) =
(
Ξ(Ω)4 8ΩC −
√
1 − |Ξ(Ω)|24 8ΩC√
1 − |Ξ(−Ω)|24−8ΩC Ξ(−Ω)4−8ΩC
)
,
(5.26b)
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16: Thus, in the simple model
in eq. (4.14), power renormal-
ization is negligible (Ξ(Ω) '
1) only for extremely low fre-
quencies satisfying 1/'  Ω.
However, for samples exhibiting
Coulomb blockade that satisfy
the Lorentzian-delta function ap-
proximation Re {/eff} = '/(1 +
Ω22'2) ∼ −1(Ω), the con-
ductance 1/' is extremely small
(1/'  Ω) and thus we should
expect power renormalization for
virtually all applied frequencies.
such that, (
#′J
#′Z
)
= URF
(
#J
#Z
)
, (5.26c)
+′x = tr {Vx} = + +
∫ +∞
−∞
+′RF($) exp(−8$C)3$, (5.26d)
det {URF} = 1, (5.26e)
U†RF URF = URF U
†
RF = 1, (5.26f)
where 0 is the 2× 2 identity matrix, we find that these states
#J = |1〉, #′J = |1′〉 and #Z = |0〉, #′Z = |0′〉 are normalized
〈0|0〉 = 〈0′|0′〉 = 〈1|1〉 = 〈1′|1′〉 = 1 and orthogonal to
each other, 〈0|1〉 = 〈0′|1′〉 = 0, while orthonormality is
preserved under the unitary transformation URF leading to
a renormalized external voltage +x = + + +ac cos(ΩC) →
+′x = tr {Vx} = +x + (C). This requires the topological flux
ΔΦ(C) ≠ 0 in eq. (4.41) not vanish in the presence of oscillating
electromagnetic fields. Solving for the topological potential
(C), we find
(C) = +′x −+x = +ac {E(Ω) sinΩC − D(Ω) cosΩC} (5.27a)
(Ω) = D(Ω) + 8E(Ω) (5.27b)
Ξ(Ω) = 1 − (Ω) = 1 − D(Ω) − 8E(Ω) (5.27c)
with eq. (5.27c) relating the impedanceLehmannweightΞ(Ω)
to the topological potential amplitude factors D(Ω), E(Ω).
Thus, the purpose of the topological potential is to implement
the renormalization scheme above. By eq. (5.27), we find that
the topological flux Φ(C) =
∫ C
−∞ ()3 is ill-defined for
 = −∞ since sin($∞) and cos($∞) both oscillate rapidly
without converging. Nonetheless, this poses no problem
since it is the flux difference ΔΦ(C) =
∫ C
0 ()3 that appears
in the correlation function in eq. (4.41) rendering the –+
characteristics in eq. (4.45) perfectly well-defined.
Moreover, by eq. (5.15b), we find that
Ξ(Ω) =
H−1(Ω)
H−1(Ω) + I(Ω) =
1
1 + I(Ω)H(Ω) (5.28a)
(Ω) = I(Ω)
H−1(Ω) + I(Ω) = H(Ω)/eff(Ω) (5.28b)
are ratios of impedances. 16
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17: In the case of Shapiro steps,
the characteristics depend on a
single power of the Bessel func-
tion, = . This can be traced to the
fact that the Josephson equations
in eq. (1.2) depend on )(C) and
not Δ)x(C) = 4
∫ C
0+ 3C
′+x(C′). For
arbitrary functions G1,2 , H1,2, the
integral produces two oscillatory
terms, sin(G1 sin H1 + G2 sin H2)
while the Josephson current, only
one, sin(G1 sin H1)
18: The amplitude of the higher
(current) harmonics has been
shown by Grabert in ref. [27],
to correspond to |Ξ(=Ω)| =
|/eff(=Ω)//(=Ω)| where = is the
=-th harmonic (assumed to be
positive). Using the impedances
/(Ω) = ' and/eff(Ω) = 1/('−1+
8Ω + 1/8Ω!), the renormaliza-
tion factor |Ξ(=Ω)| is a rapidly
decreasing function of =.
Current–Voltage Characteristics with finite RF
Field
Now that we have the form of the voltage+′x = + ++RF+ =
++|Ξ|+ac cos(ΩC+),where |Ξ|+ac = +effac , it shouldbe substi-
tuted into eq. (4.45) to determine the Cooper-pair and quasi-
particle tunneling current in the presence of microwaves.
Thus, substituting +′x into eq. (4.45) and using the iden-
tities, sin(G sin H) = ∑∞==−∞ =(G) sin =H and cos(G sin H) =∑==∞
==−∞ =(G) cos =H where =(G) = (−1)−= −=(G)
= 12
∫
3B exp 8(G sin B − =B) is the Bessel function of the first
kind, G, H are arbitrary functions and = ∈ ℤ is an integer,
the –+ characteristics of the irradiated junction can be ex-
pressed in terms of the -+ characteristics 1 and 2 of the
unirradiated junction,
(+) =
∞∑
==−∞
2=
(
4+effac
Ω
)
1
(
+ − =Ω
4
)
+
∞∑
==−∞
2=
(
24+effac
Ω
)
2
(
+ − =Ω
24
)
. (5.29)
Here, 1,2 are the quasi-particle, Cooper pair RF-free  −+
characteristics given in eq. (4.45), =(G) are Bessel functions
of the first kind where the order = is the number of actual
photons absorbed by the junction,+ac is the amplitude of the
alternating voltage,Ω is the energy quantum of individual
photons, + and  respectively are the applied dc voltage and
tunneling current of the junction. Equation 5.29 is the well-
known photon-assisted tunneling equation[48] where the
total current is shifted by the number of photons reflecting
energy conservation and is proportional to the square of
the Bessel function reflecting the modification of density of
states.17 However, it differs from the conventional photon-
assisted tunneling expression since the applied voltage +ac
is renormalized by a factor Ξ(Ω) to become +effac = Ξ(Ω)+ac.
Such a factor, including additional higher-order effects that
are largely suppressed,wasfirst derived in ref. [27] for a single
normal junction using unitary transformations of the environ-
mental degrees of freedom.18 Our approach differs from [27]
since it places Ξ($)within the framework of wavefunction
renormalization by treating the environmental impedance
of a single normal and the superconducting junction as a
Green’s function, and Ξ($) as a Lehmann weight,[103] pro-
viding a straight forward path to generalization to linear
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19: This action has been consid-
ered before within the context
of one dimensional XY model of
topological phase transitions, e.g.
in ref. [120] with (/−1)8 9 = 0. This
reference can be consulted for in-
troduction on how to approach
dynamics and phase transitions
in such a linear array.
arrays. Further discussion is provided in the Conclusion
(Section 4).
2. Rescaling of Applied Oscillating
Voltages in Linear Arrays of
Josephson Junctions
We consider the action for #0 number of Josephson junction
elements where the action resembles that for a single junction
given in eq. (5.2b) where all the admittance elements in the
expression are replaced by (#0 − 1) × (#0 − 1)matrices,
(Az =
#0−1∑
9 ,:=1
∫
3C
1
242
 9:
%)′
9
%C
%)′
:
%C
− 1
442
∫
3B3C )′9(B)
[
%(/−1)9:(C − B)
%C
]
)′:(C)
− J
#0−1∑
8=1
∫
3C cos()′8(C) − )′8+1(C)), (5.30a)
where  9: = (0 + 2) 9 ,: −  9+1,: −  9−1,: is the capaci-
tance matrix of the array with Josephson junctions of equal
capacitance , #0 − 1 is the number of islands, 0 is the stray
capacitance of each island, )′
9
and &′
9
= 4−1
∑
:  9:%)
′
:
/%C
the phase and charge of each island respectively, J  42/2
the Josephson coupling energy of each island and (/−1)9:
is the unspecified environment admittance matrix of the
array.19 The Fourier transform of this action with J → 0 as
Figure 5.2.: A chain of Josephson
junction arrays representing the
locations of each element in the
array. Here,  is the junction ca-
pacitance, / is the junction envi-
ronmental impedance and J is
the Josephson coupling energy.
Each island is labeled by an in-
dex 9 and is characterized by a
self-capacitance 0. The action for
this circuit is given by eq. (5.30a)
and eq. (5.30b)
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a perturbation parameter takes the general form,
(Az =
2
242
#0−1∑
9 ,:=1
∫
3$)′9($)8$(/ −1eff )9:($))
′
:(−$), (5.30b)
where (/−1eff )9: = 8$ 9: + (/
−1)9:($) is the effective ad-
mittance matrix. It is now straightforward to determine
the phase-phase correlation function 〈)′
9
(C))′
:
(C)〉 by re-
calling that its Fourier transform is equal to the imagi-
nary part of the Green’s function of the action read-off
from eq. (5.30b) to yield A
9:
($) = 2428$−1(/eff)9:($) where
(/eff)9:($) is the inverse matrix of (/−1eff )9: . This procedure
yields,
∫
3C 〈)′
9
(C))′
:
(0)〉 exp(8$C) = A
9:
($) − A
9:
(−$) =
242$−1
{
(/eff)9:($) + =. 5 .
}
. This suggests that the Lehman-
n/wavefuntion renormalization weight is a matrix of the
form,
∑
;(/eff)9;(/−1);: = Ξ9:($). The amplitude of the ap-
plied ac voltage will be modified by its determinant ΞA =
det(Ξ8 9($)).
For Gaussian correlated phases, 〈)′
9
(C))′
:
(B)〉 = 0 with : ≠ 9,
the impedance matrix (/eff)9:($) has to be diagonalized,
with (/eff)9:($) = 0 for 9 ≠ :. This is akin to setting all
the phase-phase interaction terms to zero. However, this is
not the case since the islands will effectively interact when
a charge soliton propagates along the array constituting a
current. The injection of a soliton/anti-soliton pair into the
array depends on the electrostatic potential at the junction
at the edge and the one at the center of the array labeled
1 and 2. We shall approximate the array as infinite with
#0  1 junctions, where each junction has a capacitance 
and environmental impedance /($) = '. The capacitance
of the rest of the array is computed by recognizing that
for an infinite array, neglecting the capacitance of the first
junction  and the self-capacitance of the first island 0
does not alter the capacitance r of the rest of the array,
−1r = 
−1 + (0 + r)−1. Solving for r, we find
1
(0 + r + )r
=
1
(0 + r)
→ 2r + 0r − 0 = 0
→ r =
1
2
(
−0 +
√
20 + 40
)
.
The total capacitance of the infinite array A (excluding the
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Figure 5.3.: A simplified circuit
of a symmetrically biased infi-
nite array with #0  1 showing
only half the array as a black box
where the effective capacitance
of the whole array is given by
23 = 12
(
0 +
√
2 + 40
)
.
first junction) is given by,
A = 0 + r =
1
2
(
0 +
√
20 + 40
)
= 23.
We thus set the capacitance of half the array as 3 = A/2.
Taking the junction phases as )1 and )2, we can write the
leading terms of the effective action as,
(Aeff =

242
∫
3C
{(
%)1
%C
)2
+
(
%)2
%C
)2}
+
∫
3C
3
242
(
%)1
%C
−
%)2
%C
)2
− 1
442
∫
3C3B )1(C)
%/−1(C − B)
%C
)1(B)
− 1
442
∫
3C3B )2(C)
%/−1(C − B)
%C
)2(B). (5.31)
This leads to the following 2 × 2 capacitance and admittance
matrices respectively,
8$ 9: = 8$
(
 + 3 −3
−3  + 3
)
, (/−1)9: =
1
'
(
1 0
0 1
)
.
where 9 , : = 1, 2. The effective admittance matrix is thus
given by their sum, (/−1eff )9: = (/
−1)9: + 8$ 9: .
Thus, the array via the interaction term with 3 = A/2
modifies the phase-phase correlations by destroying their
Gaussian nature as the impedance matrix is shifted as
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Table 5.1.: A summary of the electromagnetic quantities and their rescaled expressions where the junction
admittance and the environmental impedance are given by H($) = 8$ and /($) respectively.
Quantity Expression Rescaled Expression
Environmental impedance (Single Junction) /($) /eff($) = Ξ($)/($)
Lehmann weight (Single Junction) 1 Ξ($) = [1 + 8$/($)]−1
Microwave amplitude (single junction) +ac +effac = |Ξ(Ω)|+ac
Environmental Impedance (long array: Fig. 5.3) (8$ + 1/') 9: (/−1eff )9: + 8$ 9:
Lehmann Weight (long array) det
[
 9:
]
= 1 ΞA = det
[
(8$ + 1/')(/eff)9:
]
∼ exp(−Λ−1)
Microwave amplitude (long array) +ac +effac ∼ exp(−Λ−1)+ac
20: The determinant arises
from the fact that when the
action is Gaussian with the
form, ( = 12)8
−1
8 9
) 9 where
) 9 are bosonic variables,
the path integral becomes∫
)8 exp(8() = 1/det(−18 9 ) =
det(8 9). In particular, renormal-
izing 8 9 to eff8 9 =
∑
: Ξ8:: 9
implies
∫
)8 exp(8() →∫
)8 exp(8(eff) =
det(Ξ8 9)
∫
)8 exp(8() Using the
identity, det(Ξ8 9) = exp(Tr lnΞ8 9),
where Tr is the trace, we find the
action ( is shifted by −8Tr lnΞ8 9 ,
similar to eq. (5.18).
(8$ + 1/')8 9 → (/−1eff )9: . In turn, this corresponds to
a Lehmann weight, Ξ9: =
∑2
;=1(8$ + 1/') 9;(/eff);: =
(8$ + 1/')(/eff)9: . This will affect the amplitude of the
applied oscillating voltage by a Lehmann weight det(Ξ9:).20
When the angular frequency $ is much larger than the
inverse of the time constant ', we find,
ΞA = lim
$'→∞
det(Ξ9:) =

 + A
= exp(−Λ−1), (5.32)
where Λ is the soliton length of the array. When an alternat-
ing voltage is applied across the array, the amplitude of the
oscillating voltage will be renormalized by ΞA ∼ exp(−Λ−1).
This represents a damping of the applied power of applied os-
cillating voltage. This damping corresponds to the measured
renormalization factor in chapter 2.
Finally, caution should be taken when using this result since
the form of the Lehmann weight is valid as long as the
effective action given by eq. (5.31) is a valid approximation
of the action for the array. In particular, the full eq. (5.30a)
should be applied to determine ΞA = det
[∑
;(/eff)9;(/−1);:
]
for the linear array.
3. Soliton Field Theory Origin of the
Lehmann Weight in an Infinite Array
Consider the charge soliton lagrangian of the array,
Lsol =
1
2
∫
3G
{
1
2
(
%"
%C
)2
− 1
2
(
%"
%G
)2
− 2
Λ2
sin2("/2)
}
,
(5.33a)
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where the co-ordinates G ≡ G/0, C ≡ E0C/0 are dimensionless,
and 0 = 1 is the length of the islands (lattice constant), E0 = 1
is the velocity of electromagnetic radiation along G. The
Euler-Lagrange equations of eq. (5.33a) yield the solution,
" = 4 arctan exp
{
Λ−1(G ± EC)
}
+ 2=, (5.33b)
with  = 1/
√
1 − E2 the Lorentz factor. Plugging in eq. (5.33b)
into eq. (5.33a), we can eliminate %/%C in favor of %/%G,(
%"
%C
)2
= E2
(
%"
%G
)2
(5.34a)
Lsol =
−1

∫
3G
{
1
42
(
%"
%G
)2
+Λ−2 sin2("/2)
}
. (5.34b)
Observing that since the integrand is quadratic, we can apply
the Bogomol’nyi inequality[89] (2+2 ≥ 2||) to evaluate
the mass," given by,
Lsol ≥ " =
1

∫
3G
 12Λ (%"%G ) sin("/2)
=
1
Λ
∫ 3G % cos("/2)%G  = 1Λ [cos("/2)]+∞−∞
=
1
Λ
|cos() − cos(0)| = 2
Λ
≡ 0
Λ
(5.34c)
with 0 = 1/0. Treating the solitons as charged dust of
mass density, "/Vwhere D = 3G/3 = (,±E, 0, 0) is
the four-velocity, V= A; is the volume and ; the length of
the array, we can introduce the energy-momentum tensor,
) =
2"
V
DD + 0r
{
 −
1
4


}
. (5.35)
The total energy is given by,
 =
∫
V
3 3G〈)00〉 = 1
V
∫
V
3 3G〈2"D0D0〉
+ 1
V
∑
B=±1
∫
V
3 3G $
(
〈0B($)0B(−$)〉$ +
sgn($)
2
)
, (5.36a)
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with B = ±1 the photon polarization states. Note that,
〈"D0D0〉 = 0
Λ
〈〉 ' 0
Λ
+ 0
Λ
〈E2〉
2
=
1
Λ
(
0 +
1
2
)
,
(5.36b)
where 〈· · · 〉 ≡
(∫ +∞
−∞ 3E exp−0E
2/2
)−1 ∫ +∞
−∞ 3E (· · · exp−0E
2/2)
is the Boltzmann average for a gas of (anti-)solitons in 1 + 1
dimensions. Comparing eq. (5.36) to eq. (5.18) (neglecting
the vacuum evergy 0/Λ and considering only one photon
polarization mode), we conclude that the array is an effective
single junction with ΞA = exp(−Λ−1) exp(2<8).
4. Discussion
In the case of the single Josephson junction, the renormaliza-
tion of the amplitude of applied oscillating electromagnetic
fields is implemented by linear response. This entails the
excitation of ‘particles’ appearing as a mass gap " − 8< =
−−1 lnΞ($) in the thermal radiation spectrum, where <
is the Matsubara frequency[116], Ξ($) = [1 + H($)/($)]−1
is the linear response function, /($) is the environmental
impedance of the junction and H($) ' 8$ is the impedance
of the junction. Likewise, when an infinitely long array[32,
51] is modeled as half the infinite array interacting with two
junctions,one at the array edge and the other at the center, as
illustrated in Fig. 5.3, we find an additional Lehmann weight
ΞA = exp(−Λ−1). This requires that applied oscillating elec-
tric fields are damped by the same factor by a finite range of
electric fields along the array. This finite range arises due to
the presence of charge solitons in the array, and is dual to
the Meissner effect where the Cooper-pair order parameter
leads to a finite range of the magnetic field.
A Josephson junction circuit that exhibits a large Coulomb
blockade voltage is ideal for the observation of the renor-
malization effect. In particular, for the single junction, power
renormalization is negligible (Ξ(Ω) ' 1) only for extremely
low microwave frequencies satisfying 1/'  Ω. However,
for samples exhibiting Coulomb blockade that also satisfy
the Lorentzian-delta function approximation Re {/eff} =
'/(1 + Ω22'2) ∼ −1(Ω), the conductance '−1 is ex-
tremely small (1/'  Ω) and thus we should expect
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power renormalization for virtually all applied frequencies.
In the case of long arrays (#0  Λ) with Ξ ' 1, RF ampli-
tude renormalization should be readily observed due to the
additional factor |ΞA(Ω)| ∼ exp(−Λ−1).[61] Finally, a list of
the electromagnetic quantities and their rescaled formulae is
displayed in Table 5.1.
The form of the admittance H($) given in eq. (4.42e) neglects
the back-actionof the Josephson junctions on the environment
(with the bath and the junction becoming entangled) which
has been reported to dramatically change the predictions
of the %() theory.[31, 34, 35] This back-action manifests
through the non-linear inductive response of the junction
where the Josephson coupling energy is renormalized, effJ =
J〈cos(Δ2)J)〉 = J exp(−〈Δ2)2J 〉). In our work, we have
made an implicit assumption that, whenever the Josephson
coupling energy J is considerably small compared to all
relevant energy scales such as the charging energy c, and
the current-voltage characteristics of the junction do not
exhibit a superconducting branch, this back-reaction can
be taken to be small. Nonetheless, considering this back-
reaction in our theoretical framework especially in the case
of a single Josephson junction is certainly warranted since
the back-reaction has been suggested to dramatically alter
the insulator-superconductor transition conditions for the
Josephson junction.
Within our path integral approach, considering such effects
entails performing the path integral for the rescaled %()
function given by %eff=2() =
∫
3C %eff=2(C) exp(−8C)where,
%eff=2(C) =
∫
)J cos 2Δ)J(C) exp (8(CL) (5.37)
× exp
(
−8
∫
3C J cos 2)J(C)
)
, (5.38)
which is challenging to carry out successfully to all orders
of perturbation. Typically, the exponent is linearized as
cos(2)J) ' 1 − (2)J)2/2 + (2)J)4/4 + · · · which becomes the
)4 theory.[121] In turn, at order )2, the renormalized J is ex-
pected to enter the usual Caldeira-Leggett expression as an in-
ductance,!effJ = 1/(24)2effJ ,%=2() =
∫
3C%=2(C) exp(−8C)
where,%=2(C) =
∫
) cosΔ)(C) exp
(
8(effCL
)
, yields a%=2()
function with a linear inductive part in the impedance as
given by H($) in eq. (4.42e). Further discussion on the exper-
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21: Appendix 3.
imental results of J−based renormalization and the back-
action is beyond the scope of this work.
We have employed path integral formalism to derive the
Cooper-pair current and the BCS quasi-particle current in
small Josephson junctions and introduced a model which
transforms the infinitely long array[51] into an effective
circuit with a rescaled environmental impedance, /Aeff ∼
exp(−Λ−1)Ξ($)/($),where/($) is the environmental impedance
as seen by a single junction in the array. As is the case for
the single junction, we expect that Ξ($) = exp[−"($) −
Λ−1] exp(8<) also acts as a linear response function for os-
cillating electromagnetic fields, and can be interpreted as
the probability amplitude of exciting a ‘particle’ of mass
" + −1Λ−1 from the junction ground state by the elec-
tromagnetic field,[115] with the quantum statistics of this
‘particle’ determined by the complex phase < identified
as the Matsubara frequency.[116] In the case of the infinite
array, this ‘particle’ corresponds to a bosonic charge soliton
injected into the array. 21 This analysis does not take into
account random offset charges which are known to act as
static or dynamical background charges in the islands of the
array, resulting in shifting of the threshold voltage +th and
noise generation affecting the soliton flow along the array.[52,
84] Since the quasi-particle current naturally reduces to the
normal current and the supercurrent vanishes with the su-
perconducting gap (Δ = 0), eq. (5.29) is essentially the time
averaged current result previously proposed in ref. [27]. In
the classical limit when the frequencyΩ is small compared
to the amplitude of the alternating voltage (4+effac /Ω  1),
multi-photon absorption occurs. Setting, 4+ac sin = =Ω,
the sum over photon number can be approximated by an
integral formula that corresponds to a classical detection of
the RF field,[49]
(+) = 1

∫ /2
−/2
0 (+ − |Ξ(Ω)|+ac sin ) d. (5.39)
where 0(+) is given by eq. (4.45). This result offers a way
to measure the magnitude of the Lehmann weight Ξ(Ω),
where |Ξ(Ω)| is proportional to the sensitivity of the detector
to RF power[61]. Conversely, this implies that our results
are indispensable in dynamical Coulomb blockade exper-
iments where linear arrays are used as microwave power
detectors.[33, 54]

Conclusion

1: The linear arrayof small Joseph-
son junctions satisfying 0.1 <
J/c < 1 and 'T > 'Q and
~$ ≤ :B). Under these condi-
tions, the tunneling of charges at
small voltages is dominated by
Cooper pairs, and the character-
istics exhibited are in the charge
regime, dual to the phase regime.
In this regime, Cooper-pair tun-
neling is precluded by the elec-
tromagnetic environment of the
array, leading to Coulomb block-
ade of Cooper pairs.
2: This is dual to the enhanced
phase diffusion effect by mi-
crowaves observed in ref. [41]
for a one dimensional array of
Josephson junctions in the regime,
J/2 > 1
Summary and Perspectives 6.
Research with Josephson junctions have come to a critical
juncture. On one hand, several key theoretical works on the
behaviour of Cooper pair tunneling in single small Joseph-
son junctions as well as linear arrays and their interactions
with the electromagnetic field have been proposed over the
years in an effort to understand the quantum fluctuative
nature of the Josephson junction.[15, 16, 27, 34, 49] On the
other, over the years precision measurement techniques have
enable crossroad experiments to be performed with these
devices.[24, 32, 33, 36, 37, 41] At the heart of this success is the
successful application of %() theory[16] progressively com-
plex quantum circuits ranging from superconducting single
electron transistors where incoherent Cooper pair tunneling
is prevalent in the Josephson quasi-particle cycle (JQP),[36,
37, 44, 76] to single Josephson junctions as well as arrays
where photon assisted tunneling by microwave irradiation
have been successfully carried out.[32, 33, 41] These experi-
ments and others,[24, 28, 29] show that direct application of
microwaves to single Josephson junctions in the regime of
Cooper-pair Coulomb blockade produces photon-assisted
tunneling effects in accordance to standard photon-assisted
tunneling expressions in ref. [49] and [48], in accordance to
standard %() theory.
Summary
In chapter 2, we described an experiment where microwaves
of the sub-gigahertz rangewere irradiated on a linear array of
small Josephson junctions exhibiting clear Coulomb blockade
characteristics, dual to the Josephson effect.1 The Coulomb
blockade of tunneling Cooper-pairs was steadily diminished
under irradiation, independent of frequency. The observed
diminishing of Coulomb blockade with microwave radiation.
2 . This trend is typical for photon-assisted tunneling of
Cooper-pairs in the Coulomb blockade regime.
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3: In addition, the transmission
line used in themeasurement was
calibrated in advance and the cali-
bration uncertainties calculated
were less than 4%, well below
the 13% uncertainty needed to ex-
plain the results.
4: The array is biased by a dc
and ac voltage, where the ac volt-
age represents the irradiated mi-
crowaves in the sample.
5: Such ratios multiply the power
output of the circuit and can also
lead to amplification effects not
observed in our experiments. In
fact, experimental results and the-
oretical analyses with single junc-
tions in e.g. refs. [28, 53] show that
such a factor can be used for near
quantum amplification. However,
these references focus on the
Josephson junction, whose results
are straigh-forward to theoreti-
cally analysed compared with ar-
rays.
6: The coefficients represent the
photon spontaneous and stimu-
lated emission/absorption rates
respectively by the Josephson
junction.
However, on comparing the response obtained in the ex-
periment with well-known equations[15, 48, 49] of photon-
assisted tunneling, the results deferred by a loss factor of 0.87,
suggesting the possibility of other effects such as electron
heating in the islands of the array may play a significant
role in the non-equilibrium tunneling processes in the array.
However, the quasi-particle contribution calculated is negli-
gibly small to account for this mismatch for the microwave
amplitude range considered.[79, 80] Moreover, we found that
experimental results, with substantial non-varying magnetic
field applied perpendicular to the unirradiated array in or-
der to raise the value of the Coulomb blockade (threshold)
voltage +cb to its maximum Cooper-pair Coulomb blockade
voltage value,[38, 47] exhibited the exact samemismatchwith
theory, thus raising the confidence level of our findings.3
We proceeded in the discussion section of chapter 2 to con-
sider a voltage division effect arising from the difference in
response between the dc and ac voltages applied to the array
using an equivalent circuit of the array in the semi-infinite
model of the array.[32, 51]4 Consequently, we conclude that
a possible voltage division effect in the array occurs resulting
in the factor observed, which we refer to as a renormalization
effect. The equivalent circuit used relates the the factor to
a characteristic length scale of the array, Λ, over which the
applied microwave is damped from the edge into the array
(soliton length).[41, 50–52] The soliton length is determined
by measuring a device of the same built by using the gate
effect,[86] to yield exp(−Λ−1) ∼ 0.89, comparable to the mis-
match observed. Even though such a dc/ac response analysis
yields the desired result, a need arises to theoretically place it
on an even firmer footing. The essential result here is that the
dc and ac responses are related by a factor, which is simply
the impedance ratio, |/eff($)//($)| ∼ 0.87, where /($) is
the impedance when the circuit is dc biased and /eff($) ac
biased.5 ).
In chapter 3, we apply this important observation to intro-
duce fluctuation-dissipation in the context of Einstein’s ($)
and ($) coefficients[91] 6 and the Caldeira-Leggett model.
These coefficients are related to each other by ($)/($) =
42$[/($) − /(−$)]/2, through the fluctuation dissipation
theorem,[9, 10] where /($) is the environmental impedance
of the junction. In this paradigm, we find the rate of stim-
ulated emission ($) = Γ(24+ − $)/$ proportional to the
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7: Note that since $ is a Fourier
transform parameter, which is al-
lowed to have negative frequen-
cies. This means that there is a
decay rate for the junction with
negative frequency, correspond-
ing to absorption. This is in stark
contrast to QED, where the pho-
ton frequency is always positive.
8: Or equivalently, the
renormalization is of
the ratio ($)/($) =
42$[/($) + /($)]/2 →
42$[/eff($) + /eff($)]/2 =
eff($)/($). This sort of
renormalization in quantum elec-
trodynamics has been predicted
for the case of the static versus
dynamic systems with photon
emission and absorption such as
Unruh-Hawking radiation[106,
107] within the context of e.g. the
Casimir effect.[109]
9: The amplitude for such
an excitation process is given
by Ξ($) = /eff($)//($) =
|Ξ($)| exp(8&<) where <
is the ‘Matsubara’ frequency
defining the statistics of the
‘particle’. Further analysis on
this is beyond the scope of this
thesis.[See [115] for a discussion
on the topological nature of the
‘particles’ in the case of the large
junction.]
tunneling rate Γ for a Cooper-pair to tunnel across the junc-
tion. Therefore, the rate of spontaneous emission is given
by,7
(Ω) = 4
2
2
[/(Ω) + /(−Ω)]Γ(+ −Ω/24)
The tunneling rate was calculated by Fermi’s golden rule
within the context of%() theory.[16] Thus, the dc/acdivision
analysis of the experiment in chapter 2 corresponds to a renor-
malization of the ($) coefficient, since /($) → /eff($). 8
In the latter parts of the thesis, we introduced %() theory in
the context of path integrals in chapter 4 and in chapter 5, we
considered the origin of the aforementioned renormalization
effect using path integral formalism[102] and Green’s func-
tion of the Caldeira-Leggett action.[10, 11] In our analyses
we find that since the admittance of the circuit is equivalent
to the Green’s function in the Caldeira-Leggett model, and
the Green’s function is the Fourier transform of the circuit
wavefunction, the aforementioned renormalization is simply
a wavefunction renormalization, where the renormalization
factor is the Lehmann weight representing the probability of
exciting a fictitious quasi-particle from the junction vacuum.
This interpretation is useful for the extension of the %()
theory to the case of the linear array, where the ‘particle’ in
question is a charge soliton.9 Moreover, we find that a topo-
logical flux stored in the circuit reproduces the impedance
ratio responsible for the renormalization effect.
Perspectives
Based on the above discussion, we note that Ξ($) can be
interpreted as the amplitude of the junction to radiate by
spontaneous emission into the environment and Ξ($) the
amplitude of the environment to radiate into the junction by
spontaneous emission. The corresponding stimulated emis-
sion rates are given by the photon-assisted expressions given
by %() theory. This observation has straightforward impli-
cations for the Josephson junction, when used as microwave
detectors and near quantum amplifiers.[33, 53, 54]
In particular, the experimental results demonstrate pristine
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10: See e.g. ref. [53] for an exam-
ple of amplication using small
Josephson junctions.
Josephson junction arrays are poised for microwave detection
applications in a wide range of environments such as on-
chip detection schemes[54] due to their high sensitivity to
low-power, of order 106 V/W.
Moreover, in chapter 1, we reviewed experiments whereby
the environment impedance of of the Josephson junction em-
bedded in leads of linear arrays of superconducting quantum
interference devices (SQUIDs) can be tuned by an external
magnetic field, .[12, 36, 37] Since the environment depends
largely on the property /eff ∝ Ξ ∝ |J cos(4)|, application
of finite magnetic fields to Josephson junction array should
be able to tune Ξ. In chapter 2, the effect is negligible since
we used Josephson junctions instead of SQUIDs, with a
small Josephson coupling energy, J which varies extremely
slowly with magnetic fields. This type of magnetic field tun-
ing allows for the the renormalization effect to be exploited
to configure ‘opaque’ Ξ = 1, ‘translucent’ 0 < Ξ < 1 or
‘transparent’ Ξ = 0 quantum circuits to microwave radiation.
Finally, the theoretical work affirms the possibility to use
Josephson junctions for microwave amplification schemes
by exploiting the  and  coefficients similar to microwave
amplification by stimulated emission of radiation (maser).10
Appendix

A.
Duality of charge and phase fluctuations
Josephson Hamiltonian
In Sec. 4 and 1, we introduced two seemingly independent energies cp and  for the
large Josephson junction. Here, we shall demonstrate the equivalence of both energies,
discovering old results in the process. Consider the Hamiltonian cp = 4+x3 +<01 in eq.
(4.6c). First we compute the bilinear −#+cp# to find,
 = −#†cp# = −4+x〈=〉 − <0Δ= cos(2)x) =
&2x
2
− J cos(2)x) (A.1)
where #† = #∗1(1, 0) + #∗2(0, 1), #1 =
√
=1 exp(8)1), #2 =
√
=2 exp(8)2), =1 = 〈=2〉1/2 + 〈=〉,
=2 = 〈=2〉1/2 − 〈=〉 and we have re-defined the charge stored by the junction as =, and its
variance as Δ= = 2
√
=1=2, and simply used 24〈=〉 = &x = −+x and <0Δ= = J in the last
term thus arriving at (4.9a).
From the substitutions above, it is clear that the current S is proportional to %〈=〉/%C as
expected. In addition, Josephson energy J ∝ Δ= is proportional to charge fluctuations.
Thus, treating J as a small parameter as we did in the perturbation expansion in Sec. 6 is
tantamount to introducing large phase fluctuations, hence small charge fluctuations by the
phase-charge Heisenberg relation [=, )x] = −8 or Δ=)x ≥ 1/2, where )x is the variance
of the phase. It follows that 〈=〉 tends to a good quantum number∗ when J is taken to
be small. Notably, S = 24%〈=〉/%C = 24〈[=, ]〉 = 24J〈sin(2)x)〉 does not vanish for large
J since the quantum average is over well defined phase states, thus 〈sin 2)x〉 = sin 2)x.
Conversely, since S is an odd function of )x, it vanishes in the charge regime where the
average 〈· · · 〉 is a Gaussian path integral over )x. This is simply the Coulomb blockade of
Cooper pairs, equivalent to the vanishing of the first term 〈J(0)〉 = 0 in the perturbation
series [eq. (6)]. The next term in the perturbation series gives rise to the supercurrent in eq.
(4.45) and is proportional to 2J ∝ (Δ=)2. It also vanishes when the Cooper pair charge is
extremely well defined, J → 0, albeit less rapidly than the first term.
∗ Agood quantumoperator commuteswith theHamiltoniancp of the system and thus can be simultaneously
diagonalized.
118 A. Duality of charge and phase fluctuations
Estimation of the Coulomb Blockade Voltage at Zero
Temperature
When 〈=〉 is a good quantum number, Cooper pair charge fluctuations at the capacitor are
given by &2x/2 − (&x + 24〈=〉)2/2 = −24〈=〉&x/ − 4〈=〉2c = 24〈=〉+x − 4〈=〉2c ≥ 0,
where we have used &x = −+x as before. It is clear that fluctuations, and hence charge
tunneling is precluded for +x ≤ 4〈=〉c/24. For small J, large charge fluctuations are
suppressed, and we need only consider single charge fluctuations 〈=〉 = 1, thus +x >
4c/24 = +cb for a finite supercurrent.
Thus, 24+cb plays a dual role to 24J in Sec. A. Since the phase is 2 periodic, we cannot
naively take 24+cb ∝ )x. Instead, motivated by 24%〈=〉/%C ∝ 24J above, we compute
)x ∝ lim
'→∞, →∞
8
1
44
%
%C
ln〈cos 2Δ)x(C)〉)x (A.2)
to yield,
lim
'→∞, →∞
∫ {
/eff($) + =. 5 .
} exp(−8$C)
1 − exp(−$)3$
=
4
2
lim
'→+∞
∫ {
/eff($) + =. 5 .
}
exp(−8$C)3$
=
4

lim
'→+∞
∫
1/'
1/'2 + $22 exp(−8$C)3$
=
4

∫
3$($) exp(−8$C) = 4c/24 = +cb, (A.3)
where /eff($) = [1/' + 8$]−1. The two limits 1/',  = 1/:B) → +∞ do not commute,
and thus should be taken in the order shown above.Equation A.2 says that phase fluctuations,
at the ground state of the system, are proportional to +cb. Consequently, since the (Gaussian)
ground state saturates the Heisenberg relation,Δ=)x ∼ 1/2, we have 4Jc ∼ $2p/2 where
the plasma frequency $p here plays the role of a conversion factor needed to guarantee the
correct units.
B.
Gaussian Functional Integrals
For completeness, this section summarizes how to compute correlation functions with
Gaussian functional integrals such as the ones used in Sec. 6 in the derivation of the
propagator +∞(C) in eq. (4.43). Our approach differs from typical procedures with
imaginary time [11]. We work with real time instead since the finite temperature propagator
is CA8E80;;H related to the zero temperature propagator [eq. (4.43b)].
Consider a quadratic action ((-,.)with - as the coordinate variable, . as a fluctuation
force, 0 as a mass term and 6 a coupling constant. The computation procedure is then as
follows:
1. Take the Fourier transform of the action by substituting the Fourier or inverse Fourier
transforms below
-(C) =
∫
3$-($) exp−8$C , -($) = 1
2
∫
3C-(C) exp 8$C ,
.(C) =
∫
3$.($) exp−8$C , .($) = 1
2
∫
3C.(C) exp−8$C
in the action,
((-,.) =
∫
3C
[
0
2
(
%-(C)
%C
)2
− 0
2
$20-
2(C) + 6-(C).(C)
]
= 2
∫
3$
[
1
2
-($)−1- ($)-(−$) + 6-($).(−$)
]
, (B.1)
where 0−1−1
-
($) = ($ + 8)2 − $20 and -(C) =
∫
3$-($) exp(−8$C);
2. Perform the functional integral
∫
- exp 8((-,.) ∝ exp 8(′(.) emulating a typical
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Gaussian integral∫
3G exp 8[0 G
2
2
+ 6HG] ∝ exp[8
(8 6)2H2
20
] = exp[−8
62H2
20
]
→ (′(.) = 2
∫
3$
[ (8 6)2
2
.($)-($).(−$)
]
=
(8 6)2
2 × 2
∫
3C3B .(B)-(B − C).(C); (B.2)
3. Compute the correlation functions with the quadratic part of the action as follows,
〈-(C1) · · ·-(C=)〉 = Z−1
∫
- [-(C1) · · ·-(C=)] exp 8((-,. = 0)
=
[
1
(8 6)=

.(C=)
· · · 
.(C1)
Z−1
∫
- exp 8((-,. ≠ 0)
]
.=0,Z=1
=
[
1
(8 6)=

.(C=)
· · · 
.(C1)
exp 8(′(.)
]
.=0
=
[
1
(8 6)=

.(C=)
· · · 
.(C1)
<=∞∑
<=0
{8(′(.)}<
<!
]
.=0
. (B.3)
We require the variation /.(C) and the delta function (C) to satisfy

.(C)

.(B) +

.(B)

.(C) = 0, (B.4a)
.(B)
.(C) = (C − B). (B.4b)
Note that the anti-commutation rule in eq. (B.4a) accounts for time ordering. Since
(′(.) is quadratic in ., the integral vanishes for odd number of variables = = 2# − 1
where # is a positive integer. For even number of variables = = 2# we have the
continuation,
〈-(C1) · · ·-(C=)〉 =
[
8#
(8 6)=# !

.(C=)
· · · 
.(C1)
(′# (.)
]
.=0, ==2#
=
(8 6)2#
(8 6)==2#
8#
# !
1
(2 × 2)#

.(C=)
· · · 
.(C1)
×
<=#∏
<=1
∫
3B2<−13B2<.(B2<−1)-(B2<−1 − B2<).(B2<); (B.5)
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4. For illustration, we compute the case # = 1,
〈-(C1)-(C2)〉C1≠C2
=
8
2 × 2

.(C2)

.(C1)
∫
3B13B2.(B1)-(B1 − B2).(B2)
=
8
2 × 2
∫
3B13B2
.(B1)
.(C2)
-(B1 − B2)
.(B2)
.(C1)
− 8
2 × 2
∫
3B13B2
.(B1)
.(C1)
-(B1 − B2)
.(B2)
.(C2)
=
8
2 × 2 {-(C2 − C1) − -(C1 − C2)}
=
8
2 × 2
∫
3$ [-($) − -(−$)] exp(−8$C) (B.6)
and
〈-(0)-(0)〉 ≡ 〈-(C1)-(C2)〉C1=C2
=
8
2 × 2 {-(0
+) − -(0−)}
=
8
2 × 2
∫
3$ [-($) − -(−$)] ≠ 0, (B.7)
where C = C2 − C1 and we have used eq. (B.4a). Note that, after Fourier transforming
the action given in eq. (4.37), we simply substitute -(C) → )z(C)/
√
2 and -($) →
eff($) = −428$−1/eff($) to yield eq. (4.44).

C.
Perturbation expansion formula
To expand eq. (4.27) into a perturbation series, we use the expansion formula (Baker-
Hausdorff lemma)
exp(−) exp() =
∞∑
==0
1
=!
[...[ , ]...]︸ ︷︷ ︸
=
(C.1)
for non-commuting operators (0) = J(0) and (C0) = −8
∫
(C0)3C0 together with
temporal iteration to yield
exp
[
8
∫
J(C0)3C0
]
J(0) exp
[
−8
∫
J(C0)3C0
]
=
∞∑
==0
(−8)=
=!
[...[︸︷︷︸
=
J(0)
=∏
:=0
{
,
∫ C:
−∞
J(C:+1)3C:+1]
}
(C.2)
The proof of eq. (C.1) goes as follows.
exp(−) exp()
=
[
1 −  + (−)
2
2!
+ ... + (−)
=
=!
]

[
1 +  + 
2
2!
+ ... + 
=
=!
]
= 
[
1 +  + 
2
2!
+ ... + 
=
=!
]
− 
[
1 +  + 
2
2!
+ ... + 
=
=!
]
+ (−)
2
2!

[
1 +  + 
2
2!
+ ... + 
=
=!
]
+ ...
+ (−)
=
=!

[
1 +  + 
2
2!
+ ... + 
=
=!
]
=  +  −  + 1
2!
[
2 − 2 + 2
]
+ ...
+ 1
=!
[(
=
0
)
= −
(
=
1
)
1=−1 + ... + (−1):
(
=
:
)
:=−:
]
=
∞∑
==0
{
=∑
:=0
(−1):
=!
(
=
:
)
:=−:
}
(C.3a)
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where, (
=
:
)
=
=!
=!(= − :)! (C.3b)
are binomial coefficients. Finally, we note that,
0∑
:=0
(−1):
0!
(
0
:
)
:0−: = ,
1∑
:=0
(−1):
1!
(
1
:
)
:1−: =  −  = [, ],
2∑
:=0
(−1):
2!
(
2
:
)
:2−: =
1
2!
[( − ) − ( − )] = 1
2!
[[, ], ],
=∑
:=0
(−1):
=!
(
=
:
)
:=−: =
1
=!
[...[ , ]...]︸ ︷︷ ︸
=
,
and thus,
exp(−) exp() =
∞∑
==0
{
=∑
:=0
(−1):
=!
(
=
:
)
:=−:
}
=
∞∑
==0
1
=!
[...[ , ]...]︸ ︷︷ ︸
=
. (C.3c)
D.
Causal Linear Response
This section is meant for the skimming reader, who wants a quick reference to linear
response (and its relevance to microwave power renormalization). Thus, we do not strive
to introduce the entire subject of linear response and its subtleties. (For a comprehensive
introduction to the subject, see e.g ref. [112])
Within Linear Response Theory, the response '̃(C) of a system is related to the driving
force, ̃(C) by the central causal relation
'̃(C) =
∫ C
−∞
"(C − B)̃(B)3B, (D.1)
where "() is the response function. The system variable, '̃(C) obeys some equation of
motion,
5 (%/%C)'̃(C) = ̃(C), (D.2)
with 5 (%/%C) a function of %/%C. Introducing the Green’s function of the system, '̃(C),
satisfying,
5 (%/%C)'̃(C − B) = (C − B), (D.3)
we see that,
5 (%/%C)'̃(C) =
∫ C
−∞
5 (%/%C)'̃(C − B)̃(B)3B
=
∫ C
−∞
(C − B)̃(B)3B =
∫ +∞
0
()̃(C − )3
=
∫ +∞
−∞
()( + 0+)̃(C − )3 = (0+)̃(C) = ̃(C) (D.4)
with () the Heaviside function. Thus, we can equate the Green’s function to the response
function: "(C − B) = '̃(C − B).
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Substituting the Fourier transforms,
'̃(C) =
∫
3$'̃($) exp(8$C)
̃(C) =
∫
3$̃($) exp(8$C),
into eq. (D.1),∫
3$'̃($) exp(8$C) =
∫ C
−∞
∫
̃($) exp(8$C′)"(C − C′)3$3C′
=
∫ {
̃($)
∫ +∞
0
"() exp(−8$)3
}
exp(8$C)3$ =
∫ {
̃($)Ξ($)
}
exp(8$C)3$, (D.5)
where  = C − C′ and,
'̃($) = Ξ($)̃($), (D.6a)
Ξ($) =
∫ +∞
0
"() exp(−8$)3 =
∫ +∞
−∞
()"() exp(−8$)3 (D.6b)
2()"() = Ξ(C) (D.6c)
Finally, that Ξ($) = ± exp(−") exp 8($) acts as the response function to the applied
oscillating electromagnetic field is to be understood as the result of the arguments in Sec. 13,
and not necessarily the converse. This leaves the possibility that linear response is violated
in complicated circuits, where novel physics may lurk.
E.
The Array as an Effective Single Junction
It is prudent to highlight the ingredients that went into deriving the –+ characteristics of
the single small Josephson junction given in eq. (4.45):
1) The Caldeira-Leggett action (z()′x) that is varied with respect to ) = )J + )′x to obtain
the equation of motion for the single large Josephson junction;
2) the correlation 〈sin
[
Δ)J(C)
]
〉)J calculated with respect to )J;
3) The condition
∑
8 )8 = 4Φ enforced by the circuit.
In the case of a one dimensional array of #0 small Josephson junctions, it is clear that
constraint 3) has to include all the phases )J=1 · · · )J=#0 of the junctions along the array,
and the quantum average in 2) taken over each phase where the action in 1) is the sum of
the action of individual junctions in the array. To simplify the calculation, one assumes all
the junctions have the same structure constant (C) and calculates the quantum average
〈sin
[
Δ)J=1(C)
]
〉)1···)#0 [step 2)]. Since the same current passes through all the junctions
in the array, the calculation is carried out at any one of them [e.g. the J = 1 junction] while
assuming that the circuit forms a loop that imposes condition 3) as before. Hence, treating
the other junctions as environments each with an effective action of the form (′z()J), we
have,
A(+) = 84
2∑
=1
∫ +∞
−∞
3C (C)〈sin
[
Δ)J=1(C)
]
〉)z)1···)#0
= −48
2∑
=1
∫ +∞
−∞
3C (C) sin
[
4
∫ C
0
()3 + Δ)x(C)
]
×∫ #0∏
z′=1
)z′ exp 8(′z()z′)[cosΔ)z′(C)], (E.1)
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where,
− 〈sin
[
Δ)J=1(C)
]
〉)z)1···)#0 = 〈cos
[
Δ)z(C)
]
〉)z×
〈sin
[

∑
J=2
Δ)J(C) + 4
∫ C
0
()3 + Δ)x(C)
]
〉)2···)#0
=
#0∏
z′
〈cos
[
Δ)z′(C)
]
〉)z′ sin
[
4
∫ C
0
()3 + Δ)x(C)
]
= exp
[
−
2
2
#0∑
z′
〈Δ)2z′(C)〉)z′
]
sin
[
4
∫ C
0
()3 + Δ)x(C)
]
,
= exp2
[
#0∑
z′
Jz′(C)
]
sin
[
4
∫ C
0
()3 + Δ)x(C)
]
=
#0∏
z′
%z
′
 (C) sin
[
4
∫ C
0
()3 + Δ)x(C)
]
.
Evidently, the current depends on the product
%A (C) =
∏
z′
%z
′
 (C)
as expected, since, it is comprised of individual tunneling events at each junction. Since,
1/2
∫
3C%A (C) exp 8C is the probability that the array will absorb energy  from the
environment, we discover that the tunnel current obeys the product rule of probabilities.
For identical junctions of capacitance  and impedance /($),
〈)z(C))z(0)〉 ≡ 〈)z′=2(C))z′=2(0)〉 = · · · = 〈)z′=#0(C))z′=#0(B)〉,
we have
∏#0
z′ %
z′
 (C) = [%(C)]#0 where
[%(C)]#0 = exp
(
#0
2 〈[)z(C) − )z(0)])z(0)〉)z) = exp (#02JA(C)) , (E.2)
where /Aeff($) in JA(C) =
〈
[)z(C) − )z(0)])z(0)
〉
)z
will differ from /eff($) in eq. (4.46a)
due to possible interaction terms. Neglecting these interactions by setting JA(C) ' J(C), eq.
(E.2) implies that at zero temperature, Cooper pair Coulomb blockade threshold voltage
+Acb = #0+cb for the array is a factor #0 larger than for the single junction.
However, the rest of the array ()J=2 · · · )J=#0) acts as the environment for the single junction
()J=1) thus introducing interaction terms. In particular, the single junction interacts with the
rest of the array electromagnetically. Since, in the presence of Cooper pair solitons[32, 50]
and the Meisner effect, the electromagnetic field has a finite range within an infinitely long
array (#0  1), the array has a cut-off number of junctions beyondwhich no electromagnetic
interactions occur. Consequently, the effective number of junctions #c ≤ #0 − 1 acting
as the environment will be determined by the range of the electromagnetic field. #c(Λ)
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is independent of the magnetic field,  when the superconducting islands are shorter
than the penetration depth of the magnetic field, . It can be evaluated by equating
the Coulomb blockade voltage +cb (estimated by replacing #0 with #c(Λ) and setting
Re
{
/Aeff($)
}
' Re {/eff($)} in eq. (E.2) to the standard expression for the soliton threshold
voltage[51] of the array, 4+Acb = 4+cb ' 2c[exp(Λ
−1) − 1]−1, leading to
#0 → #c(Λ) =
1
exp(Λ−1) − 1 , (E.3a)
which approaches the soliton length #c(Λ) → Λ when Λ  1. However, the infinite array
effectively has
#c(Λ) + 1 =
1
1 − exp(−Λ−1) (E.3b)
junctions. This means that #0 in eq. (E.2) is instead rescaled to #c(Λ) + 1. Since +Acb(Λ)
should be invariant under the transformation #c(Λ) → #c(Λ) + 1, we find
lim
'→+∞
Re
{
/Aeff($)
}
' lim
'→+∞
Re {/eff($)}
→ lim
'→+∞
Re
{
/Aeff($)
}
' exp(−Λ−1) lim
'→+∞
Re {/eff($)} , (E.4a)
we discover that switching on electromagnetic interactions leads to a rescaled impedance
and a rescaled response function given by Ξ($) → ΞA($)Ξ($) = exp(−Λ−1)Ξ($).
Finally, #c [eq. (E.3b)] is given by [confer: eq. (5.20b)],
#c(Λ) =
+∞∑
<=−∞
1
Λ−1 − 2<8 −
1
2
=
1
2
coth
(
1
2Λ
)
− 1
2
. (E.5)
This result is not surprising, since we have determined the –+ characteristics of the array
by treating it as a single junction with the rest of the array acting as its environment. This
means that the #0 − 1 = : junctions themselves act as bosonic excitations whose (average)
number 〈:〉 = #c determines the electromagnetic cut-off number, which is also the effective
number of junctions that can be approximated as the environment of the effective single
junction.

F.
Preliminary results: irradiated array
This appendix presents the preliminary results for the experiment described in chapter 2.
Here, the experimentwas carried out to examine the effect of RF electromagnetic fields on an
array of 10 small Josephson junctions satisfying 0.1 < J/c < 1 and 'T > 'Q = 2/442 '
6.45 kΩ, as can be seen in Table F.1, by measuring its –+ characteristics, displayed in the
inset of Fig. F.1. The measurement/simulation procedures, analyses and interpretation
of results are same as the measured/simulated results provided in chapter 2. However,
due to the large scatter of the experimental results, the renormalization factor could not
be determined to a reasonable degree of accuracy. In Fig. F.1, a renormalization factor of
|ΞA | = 0.8 is included for ease of comparison with experimental data.
Table F.1.: Average parameters per junction the array of 10 Aluminium (Al)/Aluminium Oxide
(AlxOy)/Aluminium (Al) Josephson junctions whose measured characteristics, 0(+) have been used in
the simulation with eq. (2.3). The parameters consecutively are, the capacitance , tunnel resistance 'T,
Josephson coupling energy J, charging energy c and J/c ratio.
 [fF] 'T [kΩ] J [eV] c [eV] J/c
0.8 10 62.5 96 0.65
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Figure F.1.: The dependence of Coulomb blockade voltage, +cb to microwave amplitude, +ac plotted from
the measured –+ characteristics (inset) of an array with parameters displayed in Table F.1 for magnetic
field  = 0 Oe and frequency range 1 MHz ≤ 5 ≤ 3 GHz. The coulomb blockade voltage is determined at
the current value, th = 3 pA. The plot for the  = 0 Oe simulated curve using eq. (2.3) given by the black
curve is represented alongside the experimental results. The simulated curve exhibits a steeper gradient
than the experimental results by a factor of |ΞA | = 0.80, suggesting the need to consider effects beyond the
conventional %() theory[15, 16] in order to successfully explain the experimental results.[27, 61] Inset: The
array –+ characteristics measured at 40 mK for  = 0 Oe magnetic field. Different curves correspond to
different values of applied microwave power range −135dBm ≤ % ≤ −60dBm for microwave frequency
5 = 100 MHz.
G.
Photon-assisted tunneling simulation
This  + + program was used to perform successfully the Cooper-pair photon-assisted
tunneling integral given in eq. (2.3) using Simpson’s rule and spline interpolation. The
description for the code at each stage of the code is given. The “Vaclower = · · · ” and
“Vacupper = · · · ” values can be chosen as the lower and upper bounds of the microwave
power to be simulated. The default is set to 1 × 10−6 V and 3 × 10−6 V respectively. The
measured –+ characteristics of the unirradiated array are inputted via a data file named
“Vac = 0.dat” and outputted into “Vac = · · · .dat” files after computation. The default setting
to output only the ‘Vaclower = · · · .dat” and “Vacupper = · · · .dat” files is setting intervals
= 2. Files for the intermediate +ac values can be outputted by setting this interval to any
integer value > 2.
1 # include <fstream> / / f o r r e ad / w r i t e d a t a f i l e
2 # include <iostream> / / f o r r e ad / w r i t e d a t a f i l e
3 # include <vector > / / f o r v e c t o r p a i r s d a t a s t r u c t u r e
4 # include <iomanip> / / f o r s e t t i n g p r e c i s i o n
5 # include <cmath> / / f o r s i n and PI
6 # include <math . h> / / a l t e r n a t i v e f o r s i n and PI
7 # include <s t r ing > / / f o r working with s t r i n g s / t e x t
8 # include <sstream> / / f o r renaming p r i n t e d f i l e s wi th Vac=
9 # include <ctime> / / f o r t im ing
10
11 using namespace std ;
12
13 #define M_PI 3 . 14159265
14
15 / / c r e a t e a s t r u c t u r e / d a t a t y p e t o h o l d a s i n g l e co−o r d i n a t e
16 s t ru c t VI {
17 long double V;
18 long double I ;
19 long double I a c ;
20 } ;
21
22 s t ru c t SimpsonResult {
23 long double I_simp ;
24 bool val id ;
25 } ;
26
27 /∗∗ t a k e a V va lue , and v e c t o r o f p o i n t s ( VIs ) and use l i n e a r s p l i n e
28 ∗ i n t e r p o l a t i o n t o f i n d t h e c o r r e s p ond i n g I v a l u e
134 G. Photon-assisted tunneling simulation
29 ∗∗ /
30 long double l i n e a r _ sp l i n e ( long double v_find , vec tor <VI> pa i r s ) {
31
32 / / i f we go t h e r e th en v_ f i nd i s w i t h in bounds
33 / / f i n d r e l e v a n t i n d i c e s
34 in t before = 0 ;
35 in t a f t e r = 0 ;
36
37 / / s e a r c h f o r t h e r e l e v a n t s p l i n e in t h e p a i r s v e c t o r
38 for ( in t i = 0 ; i < pa i r s . s i z e ( ) ; i ++) {
39 i f ( pa i r s [ i ] .V == v_find ) {
40 / / p o i n t e x i s t s in our da t a s e t a l r e a d y
41 return pa i r s [ i ] . I ;
42
43 } e lse i f ( pa i r s [ i ] .V > v_find ) {
44 / / f ound our b e f o r e and a f t e r
45 i f ( i == 0) {
46 / / means v_ f i nd i s l e s s than l ow e s t v a l u e
47 / / s o we use t h e f i r s t s p l i n e
48 a f t e r = i + 1 ;
49 before = 0 ;
50 } e lse {
51 / / v _ f i n d f a l l s w i t h in bounds
52 a f t e r = i ;
53 before = i − 1 ;
54 }
55
56 break ;
57 } e lse {
58 / / means v_ f i nd i s l e s s than cu r r e n t v o l t a g e
59 i f ( i == pa i r s . s i z e ( ) − 1 ) {
60 / / means we go t t o end o f t h e l o o p wi thou t en c oun t e r i ng
61 / / a v a l u e l a r g e r than v_ f i nd
62 / / we use t h e l a s t s p l i n e th en
63 a f t e r = i ;
64 before = i − 1 ;
65 }
66 }
67 }
68
69 / / g e t b e f o r e and a f t e r v a l u e s f o r our s p l i n e
70 long double x_before = pa i r s [ before ] .V;
71 long double y_before = pa i r s [ before ] . I ;
72 long double x_a f t e r = pa i r s [ a f t e r ] .V;
73 long double y_a f t e r = pa i r s [ a f t e r ] . I ;
74
75 long double gradient = ( y_a f t e r − y_before ) / ( x_a f t e r − x_before ) ;
76
77 / / do t h e math and r e t u rn
78 return y_before + ( gradient ∗ ( v_find − x_before ) ) ;
79
80 }
81
135
82 /∗∗
83 ∗ t a k e s a f i l e n ame , r e a d s i t and r e t u r n s a v e c t o r o f VIs
84 ∗ with t h e v o l a t a g e s and c u r r e n t s r e ad i n t o i t
85 ∗ ∗ /
86 vector <VI> readPoints ( s t r i ng f i lename ) {
87 / / c r e a t e t h e v e c t o r t o r e t u rn
88 vector <VI> VI_0 ;
89 / / open t h e f i l e in r e ad mode .
90 i f s t r eam i n f i l e ;
91 i n f i l e . open ( f i lename ) ;
92
93 / / r e a d e v e r y l i n e and s av e as V and I
94 long double x_read , y_read ;
95 while ( i n f i l e >> x_read >> y_read ) {
96
97 / / c r e a t e VI and s av e V, I f o r e a ch p a i r
98 VI temp ;
99 temp .V = x_read ;
100 temp . I = y_read ;
101
102 / / s a v e VI t o Vec t o r d a t a s t r u c t u r e
103 VI_0 . push_back ( temp ) ;
104 }
105
106 / / c l o s e t h e opened f i l e .
107 i n f i l e . c l o se ( ) ;
108
109 return VI_0 ;
110 }
111
112 /∗∗
113 ∗ t a k e an even number o f i n t e r v a l s , Vdc t o i n t e g r a t e , a Vac f o r t h e s h i f t
and
114 ∗ a v e c t o r o f VIs f o r t h e i n t e r p o l a t i o n and r e t u rn t h e c o r r e s p ond i n g I v a l u e
115 ∗ ∗ /
116 SimpsonResult simpsons ( in t i n t e rva l s , long double Vdc , long double Vac ,
vector <VI> VI_0 , bool i n f i n i t e S p l i n e ) {
117 / / r e s u l t v a l u e t h a t i n c l u d e s v a l i d i t y
118 SimpsonResult r e s u l t ;
119
120 / / NOTE: i n t e r v a l s must be even f o r s impson ’ s t o work
121 long double d_theta = M_PI / i n t e r v a l s ;
122
123 long double the ta = −(M_PI / 2) ;
124 long double I a c = 0 ;
125
126 / / l o o p through a l l t h e p o i n t s from −PI /2 t o PI /2
127 for ( in t i = 0 ; i <= i n t e r v a l s ; i ++) {
128
129 / / f i r s t s h i f t Vdc us ing Vac and t h e t a , th en i n t e r p o l a t e
130 long double Vdc_shi f t = Vdc − ( Vac ∗ s in ( the ta ) ) ;
131 / / c h e c k v a l i d i t y
136 G. Photon-assisted tunneling simulation
132 i f ( ! i n f i n i t e S p l i n e && ( Vdc_shi f t < VI_0 [ 0 ] .V || Vdc_shi f t > VI_0 [
VI_0 . s i z e ( ) − 1 ] .V) ) {
133 r e su l t . I_simp = 0 . 0 ;
134 r e su l t . va l id = f a l s e ;
135 return r e su l t ;
136 }
137 long double I d c _ sh i f t = l i n e a r _ sp l i n e ( Vdc_shif t , VI_0 ) ;
138
139 i f ( i == 0 || i == i n t e r v a l s ) {
140 / / f i r s t and l a s t
141 I a c += Id c _ sh i f t ;
142 } e lse i f ( i % 2 == 0) {
143 / / even−th p o i n t s c oun t ing from 0
144 I a c += 2 ∗ I d c _ sh i f t ;
145 } e lse {
146 / / odd−th p o i n t s c oun t ing from 0
147 I a c += 4 ∗ I d c _ sh i f t ;
148 }
149
150 / / i n c r emen t t h e t a a c c o r d i n g l y
151 the ta += d_theta ;
152 }
153
154 / / f i n i s h s impson ’ s c a l c u l a t i o n and c o r r e c t v a l u e wi th PI
155 I ac ∗= ( d_theta / (3 ∗ M_PI ) ) ;
156
157 r e su l t . I_simp = Iac ;
158 r e su l t . va l id = t rue ;
159
160 return r e su l t ;
161 }
162
163 vector <VI> multiple_Simpsons ( in t i n t e rva l s , long double Vac , vec tor <VI>
VI_0 , bool i n f i n i t e S p l i n e ) {
164
165 vector <VI> af ter_s impsons ;
166
167 / / l o o p through t h e inpu t v a l u e s
168 / / app ly s impson ’ s i n t e g r a t i o n t o e v e r y x va lu e
169 for ( in t i = 0 ; i < VI_0 . s i z e ( ) ; i ++) {
170 long double Vdc = VI_0 [ i ] .V ;
171 long double Idc = VI_0 [ i ] . I ;
172 SimpsonResult r e s u l t = simpsons ( i n t e rva l s , Vdc , Vac , VI_0 ,
i n f i n i t e S p l i n e ) ;
173
174 i f ( r e s u l t . va l id ) {
175 long double I_new = r e su l t . I_simp ;
176
177 VI temp ;
178 temp .V = Vdc ;
179 temp . I = Idc ;
180 temp . Iac = I_new ;
181
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182 af ter_s impsons . push_back ( temp ) ;
183 } e lse {
184 / / i n v a l i d r e s u l t , do no th ing and s k i p
185 }
186
187
188 }
189
190 return af ter_s impsons ;
191 }
192
193 /∗∗
194 ∗ pa s s a v e c t o r <VI> and p r i n t i t t o f i l e wi th o p t i o n a l h e a d e r s in t h e f i l e
195 ∗ ∗ /
196 void pr in tToF i l e ( s t r i ng filename , vec tor <VI> VI , bool incColHd ) {
197
198 / / open f i l e t o w r i t e t o
199 ofstream ou t f i l e ;
200 ou t f i l e . open ( f i lename ) ;
201
202 i f ( incColHd ) {
203 ou t f i l e << setw (20 ) << l e f t << " Voltage , V (V) " <<
204 /∗ se tw (20 ) << l e f t << "Current , I (A) " <<∗ / setw (20 ) << l e f t << "
Current , I ac (A) " << endl ;
205 }
206
207 / / s a v e new v a l u e s t o f i l e
208 for ( in t i = 0 ; i < VI . s i z e ( ) ; i ++) {
209 ou t f i l e << s e tp r e c i s i on ( 5 ) << s c i e n t i f i c << setw (20 ) << l e f t
210 << VI [ i ] .V /∗<< setw (20 ) << l e f t << VI [ i ] . I ∗ /<< setw (20 ) << l e f t <<
VI [ i ] . I a c << "\r\n" ;
211
212 }
213
214 / / c l o s e t h e f i l e
215 ou t f i l e . c l o se ( ) ;
216
217 return ;
218 }
219
220 void simpsons_range ( in t i n t e rva l s , long double Vac_lower , long double
Vac_upper ,
221 in t num_points , vec tor <VI> VI_0 , bool i n f i n i t e Sp l i n e ,
bool incColHd ) {
222
223 / / c a l c u l a t e s t e p be tween ea ch Vac
224 long double Vac_step ;
225 i f ( num_points <= 1 ) {
226 Vac_step = 0 ;
227 } e lse {
228 Vac_step = ( Vac_upper − Vac_lower ) / ( num_points − 1 ) ;
229 }
230
138 G. Photon-assisted tunneling simulation
231 / / f i r s t Vac v a l u e t o compute
232 long double Vac = Vac_lower ;
233
234 / / l o o p from lower Vac t o upper Vac , p r i n t out f i l e e v e r y t ime
235 for ( in t i = 1 ; i <= num_points ; i ++) {
236 / / g e t t h e s t a r t t ime
237 c lo ck_ t s tar tTime = clock ( ) ;
238
239 / / g e t t h e Vac= p a r t in t h e r i g h t f o rma t
240 s t r ings t ream Vac_str ing ;
241 Vac_str ing << s e tp r e c i s i on ( 1 ) << s c i e n t i f i c << Vac ;
242
243 / / combine two p a r t s o f t h e f i l e n am e
244 s t r i ng f i lename_out = "Vac=" + Vac_str ing . s t r ( ) + " . dat " ;
245
246 / / p r i n t our p r o g r e s s r e p o r t
247 cout << endl << " Creat ing " << fi lename_out << " . . . ( " << i << " of "
<< num_points << " ) " << endl ;
248
249 / / do t h e s impson ’ s
250 vector <VI> VI_Vac = multiple_Simpsons ( i n t e rva l s , Vac , VI_0 ,
i n f i n i t e S p l i n e ) ;
251
252 / / f i n a l l y , p r i n t t o f i l e
253 pr in tToF i l e ( f i lename_out , VI_Vac , incColHd ) ;
254
255 / / i n c r emen t Vac
256 Vac += Vac_step ;
257
258 / / g e t t h e end t ime and c a l c u l a t e
259 c lo ck_ t endTime = clock ( ) ;
260 in t seconds = ( endTime − s tar tTime ) / CLOCKS_PER_SEC ;
261
262 / / c o n v e r t t ime
263 in t t o t a l , hours , minutes ;
264 t o t a l = seconds ∗ ( num_points − i ) ;
265 minutes = t o t a l / 60 ;
266 hours = minutes / 60 ;
267 cout << fi lename_out << " crea ted suc c e s s fu l l y in " << seconds << "
seconds . " << endl
268 << " Tota l time l e f t to c r ea t e a l l f i l e s : " << in t ( hours ) << " hours "
<< in t ( minutes % 60)
269 << " minutes " << in t ( t o t a l % 60) << " seconds . " << endl ;
270
271 }
272
273 / / p r o g r e s s r e p o r t when done
274 cout << endl << "Done . " << endl ;
275
276 return ;
277 }
278
279 in t main ( ) {
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280
281 / / g e t t h e o r i g i n a l v a l u e s i n t o v e c t o r
282 s t r i ng f i lename = "Vac=0. dat " ;
283 vector <VI> VI_0 = readPoints ( f i lename ) ;
284
285 / / g e t t h e r ang e s
286 long double Vac_lower = 1e−6;
287 long double Vac_upper = 3e−4;
288 in t num_points = 2 ; / / number o f p o i n t s t o do t h e s impson ’ s on in t h e above
( i n c l u s i v e ) range
289 in t i n t e r v a l s = 100 ; / / f o r s impson ’ s c a l c u l a t i o n s , must be an even number !
290 bool i n f i n i t e S p l i n e = f a l s e ;
291 bool incColHd = f a l s e ;
292
293 / / s t a r t t h e s impson ’ s p r o c e s s f o r a l l t h e r ang e s
294 simpsons_range ( in t e rva l s , Vac_lower , Vac_upper , num_points , VI_0 ,
i n f i n i t e Sp l i n e , incColHd ) ;
295
296 return 0 ;
297 }
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