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ABSTRACT 
 
Exploring Electron Transfer  





Electron transfer in proteins is an issue of fundamental importance in 
biochemistry.  This is especially true for proteins whose functionality relies on redox 
reactions, which by definition means that electron exchange must take place between the 
protein and another protein, a cofactor, or the external environment.  An important 
example consists of proteins containing heme groups, where the iron ion in the 
protoporphyrin ring changes valence state depending on the whether an electron is 
accepted or given up by the protein.  Much experimental work has been carried out since 
the late 1950s in order to develop an understanding of protein electron transfer 
mechanisms.  This understanding is mainly based on the statistical average of protein 
ensembles measured by spectroscopic and electrochemical techniques.   
Since the 1990s, electron transfer through individual molecules has been probed 
using electrochemical scanning tunneling microscopy (EC-STM) in aqueous solution at 
room temperature.  Models that explain the behavior of electron transfer include the 
resonant tunneling model and two-step electron transfer model.  
Recently, the fabrication of nanometer-gap electrodes by electromigration (break 
–junction) techniques has made it possible to study electron conductance through small 
single molecules that undergo redox reactions at cryogenic temperatures.  By applying a 
bias voltage V between the electrodes, as well as a gate voltage VG to the sample, the 
molecular energy levels can be probed and characteristic single-electron transistor (SET) 
behavior, such as a Coulomb blockade or a Kondo resonance, can be observed under the 
right conditions.  This has created the possibility of making devices that exploit the 
unique electronic properties of organic and biomolecular compounds, such as their small 
size, stability, and dependence on conformation.   
Considering the successful results in molecular SETs, an interesting question is 
whether similar devices can be fabricated using proteins.  In principle, protein-based 
SETs could be observed at moderate cryogenic temperatures for heme proteins.  Ideally, 
proteins with localized, well-defined energy levels are necessary.  
In this work, the mechanism of electron transfer by myoglobin using nanometer-
gap platinum electrodes was investigated.  The electrodes were fabricated by breaking a 
small junction by electromigration at cryogenic temperatures.  Apomyoglobin 
(myoglobin without the heme group) was used as a reference.  The experimental results 
suggest single electron transport behavior is mediated by resonance of the electronic 
levels of the heme group in the myoglobin protein.  This demonstrates that myoglobin 
across nanometer-gap electrodes could be utilized to fabricate single electron transistors.  
The orientation and conformation of myoglobin in the gap of electrodes may significantly 
affect the conductance of these devices.     
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Chapter 1 
Protein Electron Transfer  
 
1.1 Introduction  
Electron transfer (ET) in proteins plays a crucial role in biological redox 
processes that are essential for life.  Most significantly, respiration and photosynthesis 
processes rely entirely on electron transfer reactions in proteins.  Identifying the 
fundamental mechanisms responsible for electron transfer in proteins over long distances 
is a problem that preoccupies physicists, chemists and biologists.  As a result, much 
experimental work has been carried out since the late 1950s in order to develop an 
understanding of protein electron transfer mechanisms.1,2  Early experimental information 
was provided primarily by spectroscopic and electrochemical techniques.  More recently, 
this has been investigated in single-molecules using electrochemical scanning tunneling 
microscopy (EC-STM)3 and this technique is now considered a mature field.4   
In this chapter, the basic structure of proteins will be introduced and electron 
transfer will be explained in terms of the Marcus theory.  Subsequently, cyclic 
voltammetry, an electrochemical technique that measures redox potential averaged over a 
large number of proteins, will be reviewed.  Finally, EC-STM techniques and several 
models that deal with electron transfer by a redox center will be discussed.  
 
1.1.1 Amino Acids  
Amino acids, the building blocks of proteins, are composed of such elements as 
carbon, hydrogen, nitrogen, oxygen and sulfur.  The general structure of an amino acid is 
shown in Figure 1.1.5  All amino acids are built around a tetrahedral alpha (α) carbon (Cα) 
which is covalently linked to four different groups: a hydrogen atom, an R group, an 
amino group and a carboxyl group.  The R group determines the specific properties of the 
amino acid.  Amino acids are joined together by peptide bonds between the carboxyl and 
amino groups of adjacent amino acid residues forming a linear chain as shown in Fig. 
1.2.5  The bond is covalent in character and is so strong that it is practically never broken 
by thermal effects.   
 - 2 -  
 
Figure 1.1 Structure of an amino acid (from Ref. 5). 
 
Proteins consist of approximately 100 to 1000 amino acids which bind together to 
form a polypeptide chain.  A polypeptide chain is formed from individual amino acids 
through peptide bonds, which consists of a backbone and two residues per amino acid.  
Proteins contain two terminal groups: the amino terminal (–NH3+ , denoted by –N) and  
the carboxy terminal (–COO-, denoted by –C).   
There are 20 common amino acids found in proteins5 which can be classified into 
four types based on the polarity of side chains: (1) Amino acids with nonpolar 
(hydrophobic) residues.  These amino acids are less soluble in water than the polar amino 
acids.  (2) Amino acids with uncharged polar residues.  The polar R groups of these 
amino acids can hydrogen-bond with water and thus they are more soluble in water than 
those of group (1).  (3) Amino acids with negatively charged (acidic) R groups.  The 
members of this class possess a negative charge at pH = 6-7.  (4) Amino acids with 
positively charged (basic) R groups.  The basic amino acids have a positive charge at pH 
= 7.  
 - 3 -  
 
Figure 1.2 A covalent amide bond formed by two amino acids (from Ref. 5). 
 
1.1.2 Hydrogen Bond  
A hydrogen bond is a special type of dipole-dipole force between a hydrogen 
atom bonded to an electronegative atom (such as nitrogen or oxygen) and a second 
electronegative atom that serves as the hydrogen bond acceptor.  This type of force 
always involves a hydrogen atom.  A hydrogen atom bonded to an electronegative atom 
is a hydrogen bond donor.  This electronegative atom is usually oxygen or nitrogen.  An 
electronegative atom, such as oxygen or nitrogen, is a hydrogen bond acceptor, regardless 
of whether it is bonded to a hydrogen atom or not.  Figure 1.3 shows a few types of 
hydrogen bonds and functional groups that serve as hydrogen bond donors and acceptors.  
This attractive force can occur between molecules or within different parts of a single 
molecule.  The hydrogen bond is a very strong fixed dipole-dipole van der Waals-
Keesom force, but weaker than covalent, ionic and metallic bonds.   
 - 4 -  
 
Figure 1.3 Types of hydrogen bonds (from Ref. 5). 
 
1.1.3 Protein Structure  
A protein’s structure has four distinct aspects: (1) Primary structure - the amino 
acid sequence of the peptide chains.  (2) Secondary structure - highly regular sub-
structures (alpha helix and strands of beta sheet) which are locally defined, meaning that 
there can be many different secondary motifs present in one single protein molecule.  (3) 
Tertiary structure - three-dimensional structure of a single protein molecule; a spatial 
arrangement of the secondary structures.  (4) Quaternary structure - complex of several 
protein molecules or polypeptide chains.  
1.1.4 Proteins with Heme Group  
 - 5 -  
Proteins can be divided roughly into three classes on the basis of  shape and 
solubility: globular proteins, fibrous proteins, and membrane proteins.  Of particular 
interest are the globular proteins because essentially all enzymes (catalysts) are globular 
proteins.  Proteins can be divided into functional proteins and structural proteins based on 
the functions they perform.  Functional proteins are tailor-made for a specific job, such as 
storing energy or matter (oxygen) or catalyzing a reaction.  An example of these proteins 
are those containing heme groups, where the Fe ion in the porphyrin ring changes valence 
state depending on the whether an electron is accepted or given up by the protein.   
The metalloporphyrin group consists of an organic part and a central heavy atom.  
If the metal is iron, it is called the heme group.  The structure of the porphyrin ring, 
shown in Figure 1.4, consists of four pyrrole rings linked by methene bridges to form a 
tetrapyrrole ring.  The iron atom binds covalently to the four nitrogens in the center of the 
porphyrin.  The iron can form two additional bonds, one on either side of the heme plane.   
 
Figure 1.4 The structure of a porphyrin ring. 
 
The 2, 3, 7, 8, 12, 13, 17 and 18 positions are commonly referred to as "β-
positions" (i.e. of the pyrrole rings).  Similarly, positions at 1, 4, 6, 9, 11, 14, 16 and 19 
are referred to as "α-positions," while those at 5, 10, 15 and 20 are referred to generically 
as "meso-positions."  
There are many types of heme proteins, such as myoglobin, hemoglobin, 
cytochrome P450, etc.  The main function of myoglobin (Mb) is oxygen storage, but it 
also transports oxygen in the cell and may also carry energy.  The detailed structure of 
the Mb protein is showed in Fig. 1.5A.  The heme group is embedded in the folded 
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polypeptide chain.  If the iron ion in the heme group is in the +2 oxidation state, it is 
called the ferrous form.  In this case, the heme binds O2 (Fig. 1.5B), and myoglobin 
becomes oxymyoglobin.  If the iron ion is in the +3 ferric form, myoglobin becomes 
metmyoglobin and the heme will not bind O2.  
 
Figure 1.5 A: Detailed structure of the myoglobin protein. B: The heme group in oxymyoglobin, a 
porphyrin ring system complex with an iron ion. (from Ref. 5).  
 
Figure 1.5B shows the heme group in oxymyoglobin.  There are six ligands 
around an iron ion.  Four ligands share a common plane, the heme plane, which is 
composed by the nitrogen atoms of the four pyrrols.  The fifth and sixth ligands lie above 
and below the heme plane.  In myoglobin, the fifth ligand is His F8.  In oxymyoglobin, 
the sixth ligand is O2 and in deoxymyoglobin, the sixth ligand is vacant.  In 
metmyoglobin, for the ferric atom, the sixth ligand is occupied by a H2O molecule-filled 
O2 site.  The iron in the active Mb is in the ferrous state and is formally written as Fe2+.  
1.1.5 Redox Reaction 
A redox reaction (shorthand for reduction/oxidation reaction) describes all 
chemical reactions in which the oxidation number (oxidation state) of an atom is changed.  
The term redox comes from the two concepts of reduction and oxidation.  Oxidation 
describes the loss of electrons by a molecule, atom or ion.  Reduction describes the gain 
of electrons by a molecule, atom or ion.  The iron Fe ion in the porphyrin ring of a heme-
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containing protein changes valence state depending on the whether an electron is 
accepted or given up by the protein.  
1.1.6 Crystal Field Theory (CFT) 
 
Crystal field theory describes the electronic structure of transition metal 
compounds which can be considered coordination complexes.  Figure 1.6 shows the 
splitting of d orbitals according to CFT.  In the free transition metal ion, the five d 
orbitals are degenerate.  In the proximity of a negative spherical charge distribution, the 
energy of the orbitals of the transition metal ion increase due to the Coulomb repulsion 
between the electrons in the ion and the spherical charge.6, 7  In the presence of a non-
spherically symmetric field, the degeneracy of the orbitals is removed.  For example, in 
an octahedral field generated by six point charges equidistant from the ion, the 
wavefunctions of some of the d-orbitals will cause a stronger electrostatic interaction 
with the point charges than others, resulting in a loss of degeneracy.  
 
 
Figure 1.6 Splitting of the d orbitals in an octahedral field. 
 
 
1.1.7 Ligand Field Theory (LFT) 
 
CFT describes certain properties of coordination complexes and emphasizes 
electrostatic interactions between the ligand electrons with the d-electrons on the metal, 
but it does not describe bonding.  Combined with molecular orbital theory, CFT was 
developed to the more realistic and complex ligand field theory (LFT).   
Ligand field theory (LFT) is an application of molecular orbital theory that 
describes the chemical bonding in transition metal complexes.  For the octahedral 
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complexes, the transition metal ion has six hybridized atomic orbitals to engage its 
ligands.  The five d orbitals will lose part of their degeneracy according to crystal field 
theory.  If combined with molecular orbital theory, the five d orbitals may lose their 
degeneracy.8  Figure 1.7 show the calculated orbital structure and relative energy of 
oxymyoglobin.9   
The electronic state of Fe in myoglobin can be elucidated by the LFT.  As 
mentioned above, the Fe ion in myoglobin has two oxidation states: the ferrous (Fe2+) and 
the ferric (Fe3+) states.  Considering its high spin and low spin states, the Fe ion has four 
electronic states, shown in Figure 1.8.  
 
 
Figure 1.7  Calculated orbital structure and relative energy of oxymyoglobin (from Ref. 9). 
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Figure 1.8 The electronic states of iron in myoglobin. 
 
1.1.8 Protein Denaturation   
The destruction of the structural order of a protein is called denaturation, which is 
accompanied by loss of function.  Proteins can be denatured by changing the pH, heating 
or exposing them to organic solvents.  Anything that breaks the bonds and electrostatic 
attractions responsible for maintaining the structure of protein will cause the protein to 
denature.   
For most biological proteins, their biological function will be lost when denatured.  
For example, enzymes lose their activity, because the substrates can no longer bind to the 
active site.  For some proteins, denaturation is reversible, that is, the proteins will re-form 
their structure and can regain their native state when the denaturing conditions are 
removed.    
 
1.2 Electron Transfer (ET)  
 
Electron transfer (ET) is a fundamental process by which an electron moves from 
one atom or molecule to another atom or molecule.  ET underlies many physical, 
chemical and biological reactions.  There are many examples of ET in organic molecules 
with metal complexes.  Electron transfer from a molecule (the donor) with high-energy to 
 - 10 -  
a molecule (the acceptor) with a lower-energy can be separated into a series of 
intermediate redox reactions called an electron transport chain.10  Electron transfer 
reactions where an electron is transferred from an donor D to an acceptor A can be 
written as  
−+ +→+ ADAD  
 
If the electron is transferred through a molecular bridge (B), which is either 
connected to a donor and acceptor molecular units, or to two metal electrodes, this 
reaction can be described as follows 
−+→ BADDBA  
There are three kinds of ET reactions.  (1) Inner sphere electron transfer.  In this 
case, the two redox centers are covalently linked during the ET.  The reactant and oxidant 
share a ligand in their inner or primary coordination spheres with the electron being 
transferred across a bridging group. (2) Outer sphere electron transfer.  In this case, the 
participating redox centers are not linked via any bridge during the ET event.  Instead, the 
electron "hops" from the reducing center to the acceptor.  Outer sphere electron transfer 
can occur between differing chemical species or between identical chemical species that 
differ only in their oxidation state.  (3) Heterogeneous electron transfer.  In this case, an 
electron is moved between a chemical species and a solid-state electrode.   
 
1.3 Marcus Theory  
The generally accepted electron transfer theory was developed by Rudolph A. 
Marcus to explain outer sphere electron transfer.  The Marcus theory is based on a 
transition-state approach.  The outer sphere electron transfer is the transfer of electrons 
between two metal spheres enabled by introducing reorganization energy and electronic 
coupling to the reaction coordinate diagram typically portraying the Gibbs' Free Energy 
and thermodynamic transition state.  The Marcus theory was later extended to inner 
sphere electron transfer and heterogeneous electron transfer.   
In the view of Marcus theory, all the nuclear motions of the reactant and the 
surrounding environment are regarded approximately as a single, simple harmonic 
oscillator potential along a reaction coordinate.2  In Figure 1.9, the left parabola 
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represents the potential energy surface for the nuclear motion of the reactants in the initial 
state (where the electron is still on the donor molecule or group), and the right parabola 
represents the potential energy surface for the nuclear motion of the products in the final 
state (after the electron has transferred from the donor to the acceptor).   
 
Figure 1.9 Energy diagram of the Marcus theory (from Ref. 2). 
There are two fundamental points of the theory:  1. The reorganization energy 
required to optically excite an electron from an electron donor to an electron acceptor is 
intimately related to the activation energy for thermal electron transfer process.  2. The 
rate of electron transfer from one redox site to another will increase with the 
thermodynamic driving force for the reaction to a point.  When the driving force becomes 
too large the electron transfer rate will decrease.      


















where etk  is the rate of electron transfer, ABH is the electronic coupling between the 
initial and final states, λ is the reorganization energy, GΔ  is the total Gibbs free energy 
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change for the electron transfer reaction, Bk  is the Boltzmann constant, and T is the 
temperature.  According to the semiclassical Marcus’ theory, an electron transfer takes 
place when a thermal fluctuation of the solvent, or that of the nuclear coordinate of the 
donor and acceptor, shifts the donor and acceptor electronic states into resonance.   
 
1.4 Redox Potential  
The oxidation-reduction reactions of proteins containing heme groups can occur 
at the right conditions.  The ability of an organism to carry out oxidation-reduction 
reactions depends on the oxidation-reduction state of the environment, or its reduction 
potential.   
The redox potential (also known as oxidation / reduction potential) describes the  
affinity of a chemical species for electrons.  The more negative the redox potential, the 
less the species' affinity for electrons and the tendency is toward oxidation.  Usually, the 
redox potential is measured in volts (V) or millivolts (mV).  Because the absolute 
potentials are difficult to measure accurately, the reduction potential of a chemical 
species is defined relative to the standard hydrogen electrode (which is set at 0.00 volts).  
Any system or environment that accepts electrons from a normal hydrogen electrode is a 
half cell that is defined as having a positive redox potential; any system donating 
electrons to the hydrogen electrode is defined as having a negative redox potential.   
 
1.5 Cyclic Voltammetry (CV)  
Cyclic voltammetry (CV) can be used to measure the redox potential of proteins.  
CV is one of the most frequently used electrochemical methods because of its relative 
simplicity and its high information content.  There are three electrodes used in this 
technique: the working electrode, the reference electrode, and the counter electrode.  In 
this experiment,  the working electrode potential is ramped linearly versus time like linear 
sweep voltammetry.  Cyclic voltammetry takes the experiment a step farther then linear 
sweep voltammetry which ends when it reaches a set potential.  When cyclic 
voltammetry reaches a set potential the working electrode's potential ramp is inverted.  
This inversion can happen multiple times during a single experiment.  The current 
flowing at the working electrode is plotted versus the applied voltage to give the cyclic 
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voltammogram trace.  Cyclic voltammetry is generally used to study the electrochemical 
properties of analyte in solution.11, 12  There are two important examples of this type of 
measurement:  
1.  Fe(III)-protoporphyrin IX  
Fe(III)-protoporphyrin IX [FePP, Fig. 1.10(C)] was studied in Tao’s STM 
experiment3 sketched in Fig. 1.10(A).  Its CV results were obtained with a sweeping rate 
of 0.2V/s (Fig. 1.10(D)).  The redox potential measured in the CV was negative which 
means that the initial state of the Fe was 3+ at VG = 0.  Its redox level was above the 
Fermi level of electrodes (showed in Fig. 1.10(B)) and therefore the electrochemical 
potential of the molecule had a positive value.  The energy diagram of this molecule, 
shown in Fig. 1.10(B), was developed according to this CV result.   
 
Figure 1.10 Tao’s results (from Ref. 3). (A) Schematic of Tao’s STM experiment.  (B) Energy diagram of 
the molecule.  (C) The structure of the molecule.  (D) The CV result of the molecule.   
 
 
2.  [Co(tpy-(CH2)5-SH))2]2+ and [Co(tpy-SH)2]2+ 
[Co(tpy-(CH2)5-SH))2]2+ (showed in Fig. 1.11(A)) and [Co(tpy-SH)2]2+ were used 
in Park’s experiment.13  CV measurements of [Co(tpy-SH)2]2+ are shown in Fig. 1.11(B).  
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The redox potential measured in the CV was positive which means that the initial state of 
the cobalt ion was 2+ at VG = 0.  Its redox level was below the Fermi level of electrodes.  
So, the electrochemical potential of the molecule had a negative value.  The energy 
diagram of these molecules is shown in Fig. 1.11(C) based on this CV result.   
 
Figure 1.11 Park’s results (from Ref. 13).  (A) The structure of the molecule. (B) The CV result of the 
molecule.  (C) Energy diagram of the molecule.   
 
1.6 Electrochemical  STM (EC-STM) 
Single-molecule electronic devices were first proposed by Aviram and Ratner in 
1974.14  Since then, researchers have developed various experimental devices to measure 
the electrical conductance of molecules.  However, the study of single molecules was not 
practical until the invention of scanning tunneling microscopy (STM).  The first 
experiment with a single molecule with redox reactions was reported by Tao based on 
STM measurements.3  Figure 1.12 shows an electrochemical scanning tunneling 
microscope (EC-STM).15  This device can be regarded as the combination of 
conventional STM and cyclic voltammetry.  It can work in liquid on a conductive and 
atomically flat substrate.  The role of the conductive substrate is that of the working 
electrode.  The tip can be considered as another working electrode.  The bipotentiostat 
controls the potential of the substrate and the tip.  In EC-STM, the electrochemical gate 
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(the substrate) is used to shift and align the molecule’s redox level to the metal contacts’ 
Fermi level, and the bias voltage between the tip and the substrate is kept constant with 
respect to the reference electrode when changing the gate voltage.   
 
 
Figure 1.12  EC-STM configuration (from Ref. 15). 
 
 
1.7 Some ET Models  
1.7.1 Two-Step ET Model  
This model has been used to describe how electron transfer by redox levels in EC-
STM.  Figure 1.13 shows energy diagram of a redox molecule in EC-STM.16  Electrons 
tunnel from the negatively biased electrode (substrate) to the positively biased electrode 
(tip) by resonating with the molecular redox level.  
The initial equilibrium redox level position shown in Fig. 1.13 is vacant, which is 
above the Fermi level of electrodes.  This vacant energy level can be shifted close to the 
Fermi level of electrodes by changing the substrate voltage and the bias voltage.  Nuclear 
configurational fluctuations can also shift the vacant redox level close to the Fermi level 
of the negatively biased electrode where interfacial ET occurs.16, 17  In Fig. 1.13, ξηe  is 
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the effective overpotential and biaseV  is the bias potential energy with respect to the 
substrate.  At a negative bias voltage, first the electron tunnels from the left electrode to 
the vacant redox level and then from the temporarily occupied redox level to the right 
electrode by thermal activation.  The occupied level will be trapped below the Fermi 
level of two electrodes by further vibrational relaxation.16  This is the two-step process.  
A corresponding ET sequence would occur in the opposite direction at a positive bias 
voltage or when the redox level at equilibrium is initially occupied and located below the 
Fermi level of the positively biased (right) electrode.16, 17   
 
Figure 1.13 Energy diagram of EC-STM of  redox molecule (from Ref. 16). 
 
When electron transfer is much slower than typical redox energy fluctuations 
(typically, when the electronic coupling of the redox centre to the electrodes is small), the 
overall tip-to-substrate electron transport can be seen as the result of two processes that 
occur sequentially.  First, one ET process occurs from the tip to the redox molecule, then 
another ET from the molecule to the substrate.15, 16  Note that the second process has no 
memory of where the molecular electrons come from, i.e., there is no correlation between 
the two processes.15  This model predicts that the maximum current is obtained when the 
redox level of the molecule is mid-way between the Fermi levels of the two electrodes.  
Figure 1.14 show the tunneling current vs. substrate potential for EC-STM.18  Figure 
1.14A shows that the redox level is empty and located above the Fermi levels of the two 
electrodes.  Figure 1.14B shows that an amplifying current channel opens when the redox 
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level is between the Fermi levels of the two electrodes.  Figure 1.14C shows that the 
redox level occupation leads to level trapping below the Fermi levels of two electrodes.   
 
 
Figure 1.14 Tunneling current vs. substrate potential in EC-STM (from Ref. 18). 
 
1.7.2 Resonant Tunneling Model  
This model is only effective when the starting occupied tip electron level, the 
intermediate molecular level and the final empty substrate level all have the same 
energy.15  The mechanism predicts that the current reaches a peak when the empty state is 
shifted to the Fermi levels of the two electrodes by the gate potential.  This implies that 
the ET between the tip and the substrate is much faster than the typical timescale of the 
fluctuations of the redox level energy (fluctuations are slow with respect to electron 
tunneling).  Figure 1.15 shows the energy diagram of the resonant tunneling model.   
 
 - 18 -  
 
Figure 1.15 Energy diagram of the resonant tunneling model.  (a) The redox level is above the Fermi levels 
of two electrodes.  (b) The redox level is shifted to the Fermi levels of two electrodes by the gate potential. 
 
 
1.8 Summary  
 
In this chapter, the protein structure and some basic concepts that necessary for 
the description of the Marcus theory was reviewed.  The concepts of redox potential and 
cyclic voltammetry were introduced.  Finally, EC-STM techniques and some models for 
electron transfer by redox centers were discussed.  Electron transfer through individual 
proteins has been probed using EC-STM in aqueous solution at room temperature.  
Considering the limitations of the poor energy resolution at room temperature and lacking 
one independent gate electrode for the EC-STM technique, it is necessary to probe the 
heme proteins with ordinary transistor geometry at cryogenic temperature in order to 
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Chapter 2  
Basic Theories   
 
2.1 Overview 
The mechanism of electron transfer through an insulating medium relies on 
quantum mechanical electron tunneling.  The importance of electron tunneling in biology 
was clearly shown in early experiments.19, 20  In the first section of this Chapter, some 
basic tunneling phenomena will be explained, including inelastic electron tunneling, 
elastic electron tunneling and resonant electron tunneling.  
The single electron transistor (SET) theory, which is also known as the Coulomb 
Blockade theory, has been introduced in a number of review articles and theses.13, 21-23   
To date, single electron transport behavior has been observed in devices made from 
single molecules with redox states.  They include devices based on [Co(tpy-(CH2)5-
SH)2]2+, OPV5, and some molecules with one Co ion inside.24-26  In these systems, it is 
possible to treat the behavior of the single molecule as that of a quantum dot.  By 
applying a bias voltage between the electrodes, as well as a gate voltage to the sample, it 
is possible to probe the molecular energy levels and observe characteristic single-electron 
transistor (SET) behavior, such as a Coulomb blockade or a Kondo resonance under the 
right conditions.24-26  In the next section of this chapter, SET theory for the single-level 
molecule will be discussed.  Finally, the Kondo effect will be reviewed simply.   
 
2.2 Inelastic Electron Tunneling  
Vibrational spectroscopy with tunneling electrons was first observed by Jaklevic 
and Lambe in 1966 when they studied the resonant tunneling from molecules adsorbed in 
buried metal-oxide-metal junctions due to localized molecular vibrational modes.27, 28  
This experiment showed that electrons tunneling through the ~3 nm thick oxide were able 
to excite vibrational modes of the sandwiched molecules.  This discovery marked the 
birth of a new spectroscopic tool which utilizes inelastic electron tunneling processes.  
Since then, inelastic electron tunneling spectroscopy (IETS)  has been developed as a 
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powerful spectroscopic tool for chemical identification, bonding investigation, trace 
substance detection, etc.  
Figure 2.1 shows the energy diagram for inelastic tunneling with a vibrational 
excitation and the corresponding plots ( VI − , dVdI / and 22 / dVId ).29-31  When a 
negative bias voltage is applied to the left electrode, an electron tunnels from an occupied 
state on the left side into an empty state on the right side.  If energy is conserved (process 
a in Fig. 2.1(a)), this is an elastic process.  During this process the current increases 
linearly with the applied small bias (showed in Fig. 2.1(b)).  If there is a vibrational mode 
with a frequency of ω localized inside this barrier, then when the applied bias is large 
enough such that ωh≥eV  (the threshold for excitation of a vibrational mode), the 
electron can lose a quantum of energy of ωh  to excite the vibrational mode and tunnel 
into another empty state (process b in Fig. 2.1(a)).  This opens an inelastic tunneling 
channel for the electron and its overall tunneling probability is increased.  Thus the total 
tunneling current has a kink as a function of the applied bias (showed in Fig. 2.1(b)).  
This kink becomes a step in the differential conductance ( dVdI / ) plot, and becomes a 
peak in the 22 / dVId  plot.  When the energy of the electron is near the threshold for 
excitation of a vibrational mode, the electron can directly tunnel elastically or through a 
vibrational mode.   
Since only a small fraction of electrons tunnel inelastically, the conductance step 
is too small to be conveniently detected.31  Usually, a phase sensitive detector (“lock-in”) 
second harmonic detection technique is used to directly measure the peaks of the second 
derivative of I(V).32    
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Figure 2.1 Diagram of the elastic and inelastic electron tunneling (revised from Ref. 30). 
 
 
2.3 Elastic Electron Tunneling 
2.3.1 Rectangular Potential Barrier  
Fig. 2.2 shows a rectangular barrier with a barrier height of V0 and a barrier width 
of a.  An electron with energy E < V0 incoming from the left would be totally reflected by 
the barrier according to classical physics.  However from the quantum mechanical point 
of view, due to the wave nature of electron, there is some probability that the electron 
will tunnel through this barrier to the other side.  Schrödinger’s equation can be used in 
different ranges to get the transmission coefficient of this potential.   
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Figure 2.2 An electron with energy E tunnels through a rectangular barrier. 
 
 









And the solutions in there two regions can be written as  
xikxikex 11 Re)(1
−+=ψ , x < 0 
xikSex 1)(3 =ψ ,              x > 0 
where 21 /2 hmEk = , and only the transmitted wave is considered in the x > a region.   





















The values of R and S can be obtained by using the wave functions ψ  and their 








































 - 23 -  
where 122 =+ SR .  
Now, we discuss the transmission coefficient T:  
(1) 0≠T  indicates that the electron can tunnel through a potential barrier that is higher 
than its kinetic energy.  
(2)If ak2 >> 1, then 
akeak 2
2
1sinh 2 ≈  >> 1.  In this case, the transmission coefficient can 




⎡ −−=≈ − )(22exp 0
2 2 EVmaeT ak
h
, 
which show that T decays exponentially with the barrier width.  
(3) For the case where EV >0 , 02 >k and 0sinh 2
2 >ak , the transmission coefficient is 
T < 1, which means no resonant tunneling (T = 1) occurs.    













The current density of the transmitted wave ( xikSex 1)(3 =ψ ) is  
TT
m
kej ∝= 1h . 
 
2.3.2 The Square Potential Well 
Fig. 2.3 shows a square potential well of -V0 and with a width of 2a.  An electron 
with energy E is incoming from the left.  According to classical physics, no electrons 
would ever be turned back.  However from the quantum mechanical point of view, the 
electron will be reflected from the sharp edges at x = a and x = -a.  
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Figure 2.3 An electron with energy E tunnels through a potential well. 
 









The solution in this region can be written as  
xikxik BeAex 11)(1
−+=ψ , 
where 21 /2 hmEk = .   





















The solution in the region x >a can be written as  
xikEex 1)(3 =ψ , 
where 21 /2 hmEk = .   
The values of A, B, C, D and E can be obtained by using the wave functions ψ  
and requiring that their first derivatives be continuous at x = -a and x = a.  The 
transmission coefficient is found to be  






















There are two important cases: 
(1)If 21 kk = , T = 1.  In this case, 00 =V , there is no potential well at all, so 1=T .  
(2)If 21 kk ≠ , i.e. 00 ≠V , the transmission coefficient T <1, indicating that some 
reflection has taken place.  This reflection from an attractive potential is a result of the 
wave nature of matter.  
 
2.4 Resonance Tunneling 
2.4.1 Square Potential Well 
From the equation above, the transmission coefficient T = 1 when 0)2(sin 2






= , where n is an integer.  In this case, the potential well is totally transparent 














VE hπ+−= , n = 1, 2, 3, …. 
 
2.4.2 One-dimensional Double Barrier  
As explained above, in quantum tunneling through a single barrier the 
transmission coefficient, or the tunneling probability, is always less than one for an 
incoming particle with kinetic energy less than the potential barrier height.  Consider the 
potential profile which contains two barriers (located close to each other) in Figure 2.4(a).  
The transmission coefficient (as a function of the incoming particle energy E) can be 
calculated using any of the standard methods.33  Resonance tunneling occurs when the 
energy E of the incident electron is close to certain energies.  It is interesting that while 
the transmission coefficient of a single potential barrier is always lower than one (and 
decreases with increasing barrier height and width), two barriers in a row can be 
completely transparent for certain energies of the incident particle.  
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Figure 2.4 (a) Double barriers surrounding a well (b) Its transmission coefficient )(εT vs. 2/VE=ε  for 
03 EV < (the resonance energy).  The curves shown by dotted, solid and dashed lines are for V3/V2 = -2, 0 
and 0.4, respectively (from Ref. 33).  
 
Assuming that the two barriers are symmetric about the origin and narrow (small 







where )()(1)( EBEAE α
α






























=≡β ; )(2 222 EV
mK −=
h




Figure 2.4(b) shows the transmission coefficient )(εT as a function of the 
dimensionless energy 2/VE=ε  for 03 EV <  (the resonance energy).  The resonant 
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condition of the three curves (dotted, sold, and dashed lines) is 23 /VV  = -2, 0, and 0.4 
respectively, and 12 =Va , 5.12 =Vd .   
Now consider a potential well surrounded by barriers as shown in Figure 2.5.34, 35  
It is assumed that V(x) is symmetric about the origin and the origin is located at the center 
of the well for simplicity.  The turning points are assumed to be at x  = -a, -b, b and a.  
The electron is assumed to be incident from the left and its energy E below the peaks of 
the barriers.  
 
Figure 2.5  A well surrounding two potential barriers. 
 
For this kind of potential, the WKB (Wentzel–Kramers–Brillouin) approximation 
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= 2 , and pw is the absolute value of the 





θ , where p1 is the absolute 
value of the momentum inside the barriers.  
Transmission resonances occur when 
ππ NJ 2−=−
h
   or   hNJ N )2
1( += , N = 0, 1, 2, … 
 
2.5 Single Electron Transistor Theory  
An important question is whether single-electron transistors using proteins are 
feasible.  The charging energy EC = e2/C, where e is the electron’s charge and C is the 
protein’s capacitance, can be roughly estimated by the size of protein.  For a sphere with 
a radius R, its self-capacitance is C = 4πε0R and the charging energy is EC = e2/(4πε0R), 
where ε0 is the permeattivity of free space.  For a protein such as myoglobin with R = 4 
nm, EC = 360 meV, which is much larger than the thermal energy kBT (25.9 meV at 300 
K; 6.65 meV at 77 K; 0.52 meV at 6 K).  Considering the additional capacitance between 
the molecule and electrodes, however, the total capacitance is much larger than its self 
capacitance and this will reduce the charging energy greatly.  Therefore, protein-based 
SETs, in principle, could be observed at moderate cryogenic temperatures for heme 
proteins.  Ideally, proteins with localized, well-defined energy levels are necessary for 
resonant tunneling to occur.   
A few basic concepts will now be introduced following the discussion of other 
dissertations.13, 23  In order to treat the problem of a complicated single protein like 
myoglobin, we assume that resonant electron transfer occurs only through the orbitals of 
the heme group.    
 
2.5.1 Basic Concepts of Single Electron Transistor 
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Figure 2.6 A diagram of  SET. 
 
Figure 2.6 is a sketch of a single-electron transistor based on a single molecule.  
The single molecule is coupled capacitatively to three electrodes - the source, drain and 
gate electrodes with capacitances CS, CD and CG, respectively.  A change in any of the 
electrodes’ potentials will modify the electrostatic potential of the molecule.  The 
molecule is coupled by an effective tunnel junction to the source and drain electrodes.  
Therefore, electric current can flow between the source and the drain by electrons 
tunneling on and off the molecule.  The gate electrode is used to shift the molecule’s 
energy levels with respect to the Fermi levels of the source and drain metal electrodes.  
The rate of electron tunneling between the molecule and the source or drain electrode is 
represented by the tunneling rates SΓ  and DΓ , respectively.  SΓ and DΓ  are defined as the 
number of electrons that tunnel through one of the tunnel barriers per unit time, with units 
of 1−s or Hz.   
In this dissertation sequential tunneling as the electron transport mechanism 
through myoglobin proteins will be used.  The sequential tunneling process is described 
below.  
The energy diagram of a single molecule device as illustrated in Figure 2.7.  The 
molecule has N electrons and the solid lines represent all the filled quantized 
electrochemical levels of the molecule.  The lowest dotted line labeled 1+Nμ  represents 
an unoccupied molecular energy since it is above the Fermi level of electrodes.  In this 
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case, the molecule is stable with N electrons and current cannot flow through the 
molecule.  Electric current will flow when an electron can tunnel into the molecule and 
subsequently off the molecule to the other electrode.  When one molecular energy state is 
available between Sμ  and Dμ  (the Fermi level of the electrodes), the sequential 
tunneling process can occur via this state while changing the number of electrons on the 
molecule between N and N+1.  An electrical current will flow in this case.  When there 
are no molecular states between Sμ  and Dμ , the current will be blocked.  Note that the 
electrochemical potential of the dot changes linearly with VG.  
 
Figure 2.7 Energy diagram of single molecule level between two electrodes. 
 
The electrochemical potential Nμ of a single molecule with N electrons is defined 
as the minimum energy required to add the N-th electron.  This energy can be obtained 
from the energy difference between the total energy U(N) for the N electron state and 
U(N−1) for the N-1 electron state:  
)1()( −−≡ NUNUNμ . 
It is generally assumed that all electrostatic interactions between the localized 
electrons in the molecule and all the electrons in the electrodes can be parameterized by 
the total capacitance totalC  of the system, where totalC  does not depend on the different 
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charged states of the molecule.  In this case, the total electrostatic energy for one 
molecule with N electrons is totaltotal CNeCQ 2/)(2/
22 = .  When N electrons reside on the 


































i VeCeNENU . 
Here iE is the chemical potential of the molecule with i electrons, which is the energy of 
the orbital of the molecule that the i -th electron would occupy if there was no interaction 
among electrons.  The third term is the effect of three electrodes on the total energy.  The 
electrochemical potential Nμ  is 
dottotalNN eVCeNENUNU +−+=−−≡ /)2/1()1()(
2μ . 
Here eVdot is a function of the source voltage VS and the gate voltage VG, which is 




















1 ,                          (2.1) 
where VD  = 0 (the drain electrode is grounded).  Ctotal is the sum of all three capacitances, 
Ctotal  = CS + CD + CG.  From the equations above, the electrochemical potential of 
molecule can be controlled by changing the bias voltage V and/or the gate voltage VG for 
an arbitrary charge state.   
Similarly, the electrochemical potential 1+Nμ of the molecule with N+1 electrons 
is  
dottotalNN eVCeNENUNU +++=−+≡ ++ /)2/1()()1(
2
11μ . 
This requires 1+Nμ to be below Sμ and Dμ .  Then, 
)(2 11 NNNN EEC
e
−+=− ++ μμ . 
This means that if there are N electrons on a molecule, the external energy required to 
add one more electron to the molecule is NN μμ −+1 .   
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There are several characteristic energies in this problem: 
(1) NN EEE −=Δ +1 : the quantized energy spacing between adjacent electronic states of 












: the energy required to add an electron to the molecule.   
(4) TkB :  the thermal energy. 
(5) )(~ DSh Γ+Γγ :  the intrinsic broadening due to the finite tunneling rate between the 
molecule and the electrodes.  
Single electron transistor behavior can be observed only when the following 







(2) 2/ ehRcontact >> , where contactR  is the contact resistance between the molecule and the 
electrodes and 2/ eh  is the resistance of a single conductance channel.  
(3) TkB<<γ  
For condition (1) above, when EΔ  < TkB , the system is called a “classical dot”, 
and when EΔ  > TkB , it is referred to as a “quantum dot”.  In the classical dot regime, a 
tunneling electron can access a continuum of excited states of the dot, and the overall 
conductance can be described by the tunneling rates averaged over many electronic levels.  
In the quantum dot regime, each quantum state of the dot can be identified and specific 
tunneling rates are assigned to each quantum state.  
 
2.5.2 Single Level Molecule  
For a molecule with a single level, it is assumed that EC > TkB  and EΔ  > TkB  
(the quantum dot regime) and also that EC and EΔ  are large enough that only one 
additional charge state (N+1) is accessible and that no quantum excited states are 
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accessible.  Therefore, only two charged states (N and N+1) in their own ground states 
will be discussed here.  
If the electrochemical potential of the N+1 electron state ( 1+Nμ ) when V = VG = 0 
is defined as  E0, 1+Nμ  can be written as 
dotN eVE +=+ 01μ .                                                           (2.2) 
 
 
Figure 2.8 The energy diagram of a molecule with a single level. 
 
 
In Figure 2.8, energy diagrams of a molecule with  E0  > 0 and V ~ 0 are illustrated. 
For case A, VG < VC, the molecule is always in its N electron state because 1+Nμ is above 
the Fermi level of both the source and drain electrodes.  The current will not flow in this 
case.  For case C, )/(0 GtotalG CCEVe > , the current is blocked again because the N+1 
electron state is always occupied.  For case B, )/(~ 0 GtotalG CCEVe , electron transport is 
allowed because 1+Nμ  is aligned with the source and drain electrodes.  In this case, an 
electron can jump between the dot and the source or drain electrode freely.  The crossing 
potential  VC is defined as VC = VG  which corresponds to electrical current flow at low 







V 0= .                                                   (2.3) 
For VG = VC, the two charge states N and N+1 of the molecule have the same 
energy, hence an electron can hop on and off the dot freely.  This charge degeneracy of 
the quantum dot is the origin of the longer relaxation time.  The electron can tunnel 
through the molecule with the molecule remaining in the same intermediate state. 
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2.5.3 Solving Rate Equations for Two-Steps ET  
The rate equation13, 36  for the transition of an electron into an energy level in a 








where P is the probability that the molecule is in a specific state and βα→Γ and αβ→Γ are 
the transition rate between α  and β  states.  The current can be calculated by the electron 
transfer through either of the two tunnel barriers corresponding to the source and drain 
electrical contacts.  In equilibrium the two currents are equal.  The current through the 






where e is the charge of the electron, αβα P
S
→Γ is the contribution of the source to βα→Γ , 
multiplied by +1 or -1 depending on the βα→Γ  transition contribution to the current. 
 
Figure 2.9 Two-step electron transfer by a protein modeled as a quantum dot. 
     
Figure 2.9 is a sketch of the two step tunneling process.  The protein’s ferric state 
is labeled by (0) and the ferrous state is labeled (1).  SΓ  and DΓ are the tunneling rates 
between the protein and the source and drain electrodes, respectively.  The energy 
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difference between the ferric and ferrous states is Eδ .  Here 0P  and 1P  are the 
probabilities that the level in the quantum dot (protein) is unoccupied and occupied, 
respectively.   
For single electron transport, the total tunneling time τ can be estimated from 
I
e
=τ , where τ ~ ps for a current I ~ 10-7A.  The rate equations for two-step electron 
transfer are set up by making the following assumptions:  
(1) When the electron tunnels into the protein, the energy level 0 relaxes to level 1 via a 
structural distortion in a time ~τ.   
(2) The process is not reversible and fluctuations between levels 1 and 0 resulting from 
nuclear distortions are neglected.  This is especially true at low temperatures where the 
thermal energy is much smaller than the vibrational energy of the heme group (kBT << 
Evib).  
With these assumptions, the time change rate of 0P  can be written as   
( ) ( ) ( )[ ]































where )1(0Sf and 
)1(0
Df are the Fermi distribution functions of the source and drain 
electrodes, respectively, for the unoccupied (occupied) energy levels.  These can be 
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Here μN  is the chemical potential of the system with N electrons and μN+1 is the chemical 
potential when an additional electron is added to the system.  Using the Eqs. (2.2) and 




VCVCeEVeE +−=−=+ 001μ , 
where the energy totalGC CCeVE /0 =  (from the Eq. 2.3) is proportional to the crossing 
potential VC .   













Simplifying, one obtains  
( ) ( )




















.                                     (2.4) 
In the calculation shown in Fig. 2.10(a), the differential conductance dI/dV was 
calculated by numerically taking the derivative of Eq. 2.4 (I as a function of the drain-
source voltage V) with respect to V.  As in the experiments, the chemical potential of the 
drain was set to 0=Dμ  (i.e., the drain contact was grounded).  Note that if Eδ = 0 there 
is no two-step process and the result of a single-level quantum dot is recovered (shown in 
Fig. 2.10(b)).   
 
Figure 2.10 The calculation results for (a) with two-step process at T = 6 K, δE = 25 mV, E0 = 25 mV, 
CD:CS:CG = 12:23.5:1, tunneling rates ΓS = ΓG = 10 GHz (b) without two-step process at T = 6 K, δE = 0 
mV, E0 = 25 mV, CD:CS:CG = 12:23.5:1, tunneling rates ΓS = ΓG = 10 GHz.  
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2.6 The Kondo Effect 
The Kondo effect is a consequence of the interaction between a magnetic impurity 
with a conduction electron.37  It was first explained by Jun Kondo in 1964 for the effect 
of magnetic impurities in metals.38  The interacting electrons confined on a quantum dot 
between two electrodes can be described by Phil Anderson’s model.39  Figure 2.11 shows 
the relation of conductance verse temperature for the Kondo effect in quantum dots.40  
The red line shows the Kondo effect at low temperature for the odd number of electron 
confined in the dot.  The blue line shows the case where the dot contains an even number 
of electrons and the total spin is zero, and thus the Kondo effect does not occur.    
   
 
Figure 2.11 The Kondo effect in quantum dots.  The red line show the Kondo effect for the odd number of 
electron confined in the dot.  The blue line show the case that the Kondo effect does not occurs (from Ref. 
40).  
 
The Kondo effect has captured the interest of both experimentalists and theorists 
with the rapidly development of nanotechnology.  Various groups around the world have 
exploited trapping a molecule between two metal electrodes to make single-electron 
transistor24-26 and some of these devices exhibit the Kondo effect24, 26  Figure 2.12 shows 
the Kondo effect from the devices made using a relatively short molecule, [Co(tpy-
SH)2]2+.24  The Kondo effect is observed as an enhanced conductance at zero bias 
resulting from the formation of a bound state between a local spin in the molecule and the 
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conduction electrons in the electrodes.24  The graph on the left of Fig. 2.12 shows that the 
peak height decreases with temperature.  The graph on the right shows that peak splits 
with increasing magnetic field.  These are characteristic properties of the Kondo effect in 
quantum dots that must be verified in order to unambiguously identify its presence.  
Normally it can only be observed if the electron maintains its spin coherence during the 
tunneling process and if the electronic state of the resonant energy level has a net spin.    
 
 
Figure 2.12 The Kondo effect from devices made using the shorter molecule, [Co(tpy-SH)2]2+.  Left graph 
show the temperature dependence of the Kondo peak.  Right graph show the magnetic dependence of the 
Kondo peak (from Ref. 24).   
 
2.7 Summary  
In this chapter basic tunneling physics phenomena were introduced, including 
inelastic electron tunneling, elastic electron tunneling and resonance electron tunneling.  
Then, single electron transistor theory for the single-level molecule was discussed, 
including the rate equation for two-step ET process.  Then the Kondo effect was 
reviewed.  These are the basic theories for discussing electron transfer by a single protein 










Various experimental devices have been developed to measure the conductance of 
molecules.41  One of the most powerful methods is the EC-STM technique discussed in 
the Chapter 1.  One advantage of this technique is that the proteins can be imaged before 
measuring them.  However, its energy resolution is usually poorer than other techniques 
and it lacks the independent gate electrode, which is a significant disadvantage when one 
wishes to study charge states of the molecule.   
It is difficult to fabricate nanometer gap electrodes directly on an insulating 
surface with electron beam lithography because of poor reproducibility at the nanometer 
scale.  A method used to fabricate such electrodes is the mechanical break junction 
technique.42  The disadvantage of the method is that it lacks a gate electrode due to 
experimental limitations.  Other nanofabrication techniques include electrodeposition43 
and nanopore techniques.44  The technique used in our experiment is the electromigration 
technique.45  In this chapter, various experimental issues regarding device fabrication will 
be discussed.  The junction fabrication procedure and the protein deposition and 
measurement setups will be discussed.   
 
3.2 Fabrication of Junctions 
Commercial silicon wafers with a 200 nm thick layer of SiO2 on top and a 
resistivity ranging from 0.002 to 0.003 cm−Ω  were used.  The Si wafers were 550 μm 
thick.  Gate failure and leakage were caused by impurities and pin-holes present in the 
gate oxide.  In our experiments, the 200 nm thickness of SiO2 usually failed while 
soldering of the contacts by hand.  Therefore, all the gates were checked to be good 
insulators up with a gate voltage of at least 5 V before cooling down.  The electrodes 
were fabricated by standard lithography techniques.46   
 
3.2.1 Photolithograph 
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First 68 chips were fabricated on a single 4-inch Si/SiO2 wafer using standard 
photolithography (Fig. 3.1).  Eight microscopic electrodes were designed on each chip (5 
mm by 5 mm) so that it would fit in the sample holder of the cryostat in our experiments 
(Fig. 3.2).  The thickness of the evaporated pattern was approximately 3 nm for Cr and 90 
nm for Au.  This total thickness was enough for the macroscopic electrodes to stick to the 
junctions easily.  The design pattern of the macroscopic electrodes is shown in Figure 
3.3(A).  The pattern consists of a long vertical electrode that serves as the common drain 
electrode for all the junctions, and another long vertical electrode that serves as the 
common gate electrode.  There are six other macroscopic electrodes that serve as source 








Figure 3.2 The sample holder in the cryostat. (A) in ARS, Helitran LT-3-110 open cycle cryostat.  (B) in 
ARS, Displex DE-202 Closed Cycle cryostat.   
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Figure 3.3 A: An optical microscope image of a chip with 8 electrodes.  B: An SEM micrograph of 6 
junctions after e-beam lithography and lift-off. 
 
 
3.2.2 Electron Beam Lithography 
A chip that has six junctions is shown in Figure 3.3(B) (scanning electron 
microscope image).  The junctions were fabricated using e-beam lithography.  A bilayer 
of e-beam resist (first MMA 120 nm thick and then PMMA 180 nm thick) was spun on 
the surface.  Then the target area that would later become the junctions was exposed 
using the electron beam (dose approximately 200 μC/cm2).  The development time was 
between 20 and 45 seconds using the standard PMMA developer (MIBK:IPA 1:3).  After 
development, platinum films (10 to 20 nm thick) were deposited on a Si/SiO2 substrate 
by magnetron sputtering with approximately a 15o degree deposition angle with respect to 
the surface normal of the sample.  The samples were rotated during deposition in order to 
improve thickness homogeneity.  The deposition rate was 0.28 Å/s and the base pressure 
was 5 × 10-8 Torr.  The width of junctions was usually between 100 nm and 300 nm.  The 
total resistance of the junction (including parasitic resistance) at room temperature ranged 
between 100 Ω  and 1 Ωk .  Compared to gold, Pt sticks to SiO2 very well without Ti or 
Cr adhesion underlayers.   
 
3.3 Breaking Junctions by Electromigration 
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In most cases, Pt junctions were broken by electromigration at voltages ranging 
from 0.6 V to 1.0 V with feedback and a current between approximately 2 mA and 7 mA 
at temperatures below 80 K (depending on the experiment).  The failure current density 
for a Pt junction was approximately 1012 A/m2.   In order to break the junction, a bias 
voltage was ramped at a rate of 30 mV/s and the computer was programmed to stop when 
the current dropped by a certain percentage, approximately 10% for the most successful 
samples.  Usually the junctions needed to be broken several times until conductance 
peaks were found in some samples coated with the protein solution.  The voltage ramping 
rate was slower (10 mV/s) after the first break in order to control the gap between 
electrodes.  In this case, the gap of electrodes was usually approximately 5 nm wide after 
breaking junction several times at low temperature and warming up (Fig. 3.4(A)).  
Breaking the junction without feedback (the program was stopped by hand after a drop in 
the current was observed) caused large gaps and was not practical.  
 
 
Fig. 3.4 Breaking junction by electromigration at cryogenic temperature. A: the gap after braking junction. 
B: I-V curve during breaking junction.  
 
Figure 3.4(B) shows the current versus the total bias voltage applied to the circuit 
during the process of breaking the junction.  In this plot, the current keeps increasing 
until Vbias reaches 1.02 V and then it suddenly drops to approximately zero while ramping 
at a constant rate of 30 mV/s.  This breaking curve shows that the junction behaves like 
an ohmic conductor up to a certain current density and then fails, forming a physical gap 
within the junction.  
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In most cases, junctions needed to be broken several times until they were broken 
completely.  The gap of broken junction by electromigration were observed in images 
taken by SEM or AFM.  The presence of a gap between the electrodes is clearly visible 
after the wire is broken and the size of the narrowest gap is around 5 nm.  However, an 
accurate measurement of the gap size is difficult because the resolution limit of the SEM.  
 
3.4 Protein Deposition 
Because the gap of a broken junction is ~5 nm, which is the approximate diameter 
of the proteins studied here, these electrodes can be used to wire up single proteins in our 
experiments.  The molecular deposition method used to accomplish this objective differs 
from molecule to molecule and will be discussed in the Chapter 5.  The procedure is 
summarized below.  
First, junctions were rinsed with optima acetone and isopropanol, and 
subsequently cleaned with O2 plasma in order to remove possible contaminants on the 
electrode surface.  After the cleaning procedure, the protein solution was dropped on the 
samples.  The samples were kept at 4 oC in order to allow H2O to evaporate slowly and 
minimize damage to the protein.  Finally the junctions coated with proteins were loaded 
into a cryostat and broken by the electromigration process to form a tunnel gap at 
cryogenic temperatures (77 K or 5 K).  Proteins deposited on the surface of junctions 
before the breaking that end up in the gap were identified by subsequent conductance 
measurements.   
Electrical measurements were performed immediately after breaking the junction 
by electromigration at cryogenic temperatures.  The conductance (dI/dVbias) as a function 
of bias and voltages was acquired by numerically differentiating I-Vbias curves.  It was 
verified that the same results were obtained using a direct measurement technique 
utilizing a lock-in amplifier.   
The effects of a protein in the gap were occasionally observed during the breaking 
process (Figure 8.6(a)).  This resulted in a significant increase in the current even after 
the junction was broken.  The mechanism of incorporation of proteins within the gap is 
not well understood.  One possible explanation is the electrostatic trapping mechanism.13   
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3.5 Measurement Setup 
Most transport measurements and the electromigration process were performed in 
two ARS(Advanced Research System, Inc.) cryostats, a Helitran LT-3-110 open cycle 
cryostat (Fig.3.5(a)) and a Displex DE-202 Closed Cycle cryostat (Fig. 3.5(b)).  The 
standard measurement devices were two Keithley source meters, a Keithley 6430 with 
preamplifier provide bias voltage and measure current and a Keithley 2400 used to 




Fig. 3.5  The two cryostat used for low temperature conductance measurements. (A) ARS, Helitran LT-3-




All junctions were broken in this work were taken using a Labview program 
developed for this purpose called  “Breaking junction with Feedback” (Figure 3.6).  
Another program called “I-V with Keithley 6430” can control two voltage outputs, which 
are usually used for controlling the source-drain bias and the gate bias (Fig. 3.7).  It can 
also read several analog signals and record them in real time.  It is a very versatile 
program and has many useful functions especially developed for three terminal transport 
measurements.   
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Figure 3.6 The program of breaking junction with feedback. 
 
 
Figure 3.7 The program of current vs. bias. 
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3.6 Summary 
In this chapter, various issues concerning the device design, device fabrication, 
sample preparation and the measurement setup procedures were discussed.  The junction 
cleaning process and protein deposition is a critical process for successful device 
fabrication and requires careful control.  Finally the electromigration process is used to 
form two electrodes with a several nanometer sized gap that can be bridged by single 
proteins previously deposited on the surface.  As discussed in the next chapters, 
conductance measurements after the junction breaking process show simple tunnel I-V 
curves or the Coulomb blockade depending on whether a protein is located in the gap or 
not.   
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Chapter 4  
Control Experiments in Blank Junctions 
 
4.1 Introduction 
As discussed in the Chapter 3, different methodologies have been developed to 
measure the conductance of single molecules.  Each of them has its advantages and 
disadvantages.  EC-STM offers mechanical control, but the incorporation of a third, 
independent gate electrode is difficult to realize.  Three-terminal molecular junctions 
have been made using standard (e-beam) fabrication techniques.  The electromigration 
fabrication technique has the disadvantage that small metal grains can form near the gap 
region masking molecule information.  The local temperature to which metal junctions 
become heated during the electromigration process is not well known.  Despite these 
shortcomings, many groups around the world are using this method to perform 
experiments on single molecule transport.   
In this chapter, several pitfalls and ways of distinguishing the molecular transport 
from impurity transport will be discussed.   
 
4.2 The Origins of Conductance Peaks 
There are several possible origins for conductance peaks.  One possibility is that 
they come from the molecule that one intends to measure, which has discrete energy 
levels.  Another possibility is that an impurity in the junction can cause spurious signals.  
This impurity can consist of metal grains produced during junction-breaking process by 
electromigration.47, 48, 49  It is therefore necessary to know the behavior of metal grains 
first.  
 
4.3 The Pt Grains Produced During Electromigration  
In control experiments, 107 blank Pt junctions were broken by electromigration at 
a temperature of 77 K.  The broken junctions had a resistance is ranging from 1 MΩ  to 1 
GΩ  at 77 K.  All but one of the broken junctions did not show conductance peaks.  
Figure 4.1(a) is a typical result (differential conductance dI/dVbias versus Vbias) from a 
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blank Pt measured at T = 77 K.  The conductivity was relatively low and there was a 
significant amount of noise for these structures.  Only one sample had conductance peaks 
as shown in Fig. 4.1(b).  
 
Figure 4.1 Two blank Pt junctions at 77 K. (a) is a typical result (differential conductance dI/dVbias versus 
Vbias).  The inset shows the current during the junction-breaking process. (b) is the only one sample with 
conductance peaks.  
 
In addition, 31 bare Pt junctions were broken by electromigration and measured at 
5.5 K.  Seventeen of these did not have peaks in the conductance vs. bias voltage as 
shown in Fig. 4.2(a).  Out of the remaining 14 junctions that had conductance peaks, 11 
broken junctions did not have a dependence on the gate voltage.  The remaining three 
junctions did have conductance peaks whose positions were dependent on the gate 
voltage.  Coulomb diamonds, characteristic of SET behavior, were observed in the 
conductance as a function of gate and bias voltages as shown in Fig. 4.2(b)(c).  This 
demonstrates that occasionally Pt grains are formed during electromigration at ~5 K, just 
like gold grains can form during electromigration, which can mask the desired molecular 
information.47, 48, 49  The electronic behavior of small metal grains between the electrodes 
can be described using the theory of quantum dots.50  These islands have several energy 
levels and the conductance peaks from metal grains can be tuned by gate voltage 
modulation.  More Coulomb diamonds can be expected in dI/dV and all the degeneracy 
points are around zero bias.  If there is one island, all diamond edges are linear and have 
two kinds of slopes whose values are determined by the three capacitances associated 
with each electrode in the transistor geometry.13, 51, 52  If there is more than one island, 
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more complicated Coulomb diamond shapes and more than two kinds of slopes may be 
found.53   
In order to check whether Pt grains can be formed at 77 K, four blank Pt junctions 
were broken by electromigration at 77 K and then cooled down to 5 K.  None of these 
junctions had a discernible conductance peak at 77 K.  After cooling down to 5 K, two of 
these broken junctions had conductance peaks (shown in Fig. 4.2(d)).  Out of these two 
samples, one had a gate voltage effect and the other did not.  This shows that Pt grains 
can form at 77 K in some cases and that their conductance peaks can’t be observed 
because of the high temperature.  
 
Figure 4.2  Measurements of blank Pt junctions at 5~6 K. (a) A sample that did not have peaks in the 
conductance vs. bias voltage.  The inset shows the junction-breaking process.  (b) One Pt junction with 
Coulomb diamonds, characteristic of SET behavior, was observed in the conductance as a function of gate 
and bias voltages. (c) Another sample with Coulomb diamonds, characteristic of SET behavior.  (d) 
Conductance of blank Pt junction was broken by electromigration at 77 K and then cooled down to 5 K.   
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Although a more detailed analysis of these data could be made, the focus here is 
on the samples containing proteins, and therefore the aim is simply to point out the 
importance of being able to distinguish the conductance due to the presence of the protein 
from artifact arising from the fabrication of the junctions.  
 
4.4 The Behavior of Metal Grains in the Gap of Electrodes  
 
In this section, some results of the gold grains from other groups will be 
introduced in order to understand the behavior of metal grains in the gap of electrodes.  
(1) No Grain or Single Grain 
Instead of breaking a Au junction, the Au electrodes with nanometer gap can be 
fabricated at 4K by depositing at an angle through a mask on a substrate and placing the 
evaporator in a helium cryostat.54  The gap can be controlled by tilting the deposition 
angle.55  Figure 4.3 shows the fabrication and transport properties of metallic nanogaps (T 
= 4.2 K).  When a single gold grain is left between the source and drain electrodes (Fig. 
4.3(a)), the corresponding differential conductance plot has Coulomb diamonds (Fig. 
4.3(d)); when the grain is attached to one of the leads (showed in Fig. 4.3(b)) by changing 
the deposition conditions, the differential conductance does not depend on the gate 
voltage (Fig. 4.3(e)).   
The experimental platform introduced above allow the nanometer electrodes to be 
fabricated at low temperature and in high vacuum.  And single molecules can be 
evaporated into the gap of the electrodes without changing any conditions after the 
electrodes is fabricated.  This method can provide a clean background.  
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Figure 4.3 Some results from Ref. 54. (a) shows when a single gold grain is left between the source and 
drain electrodes, the corresponding differential conductance plot has Coulomb diamonds (shown in (d));  
(b) when the grain is attached to one of the leads by changing the deposition conditions, the differential 
conductance does not depend on the gate voltage (shown in (e)).   
 
(2) More Complicated Results from Au Grains 
The gate-dependent transport measurements of Kondo impurities in bare gold 
break junctions has been reported in a study which showed that 30% of the broken 
devices have an enhanced zero-bias conductance.47  Figure 4.4(a) show Coulomb 
diamonds like that of Ref. 49.  Figures 4.4(b) to (c) show a Kondo-like effect that in one 
case depends on the gate voltage and in the other that does not.  
 
Figure 4.4  Differential conductance for four blank Au devices (at 250 mK) (from Ref. 47).  (a) Coulomb 
blockade.  (b) Superposition of a Coulomb blockade diamond and the Kondo effect.  (c) Transition from 
Kondo effect to Coulomb diamond.  (d) Kondo effect that is gate-independent.   
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(3) Two Quantum Dots (Simulation) 
Some papers have discussed the behavior of two quantum dots connected in 
series.56, 57  In general, it is impossible to ensure that there is only one quantum dot in the 
gap of the electrodes.53  For example, although electron transport could be dominated by 
a single quantum dot, other dots around it could affect its transport behavior by 
capacitance coupling.53  Simulations of two metal grains in the gap of electrodes will be 
introduced below in order to distinguish transport mediated by two molecules from two 
metal grains in the next chapters.   
Figure 4.5 shows an arbitrary double-drain system and the theoretical results 
concerning the multigrain systems.53  Figure 4.5(a) shows the system topology and 
energy decrements for each tunneling jump.  ΔKα, β is the electrostatic charging energy 
decrement during the tunneling jump of an electron between the grain α and the electrode 
β.  Figure 4.5(b) shows the differential conductance graph as a function of bias and gate 
voltage for the general case of a double-dot SET.  The top graph is the result of a Monte 
Carlo simulation and the bottom graph is the result of direct numeric integration.  Figure 
4.5(c) show all possible cases for a double-dot SET.   
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Figure 4.5 Simulation for two metal grains (from Ref. 53). (a) shows the system topology and energy 
decrements for each tunneling jump.  (b) shows the differential conductance graph as a function of bias and 
gate voltage for the general case of a double-dot SET.  The top graph is the result of a Monte Carlo 
simulation and the bottom graph is the result of direct numeric integration.  (c) show all possible cases for a 
double-dot SET.   
 
 
Another simulation has discussed negative differential conductance (NDC) from 
two quantum dots connected in series.58  The proposed theory is based on a diagrammatic 
technique for non-equilibrium many-body operator Green functions.  It suggests that 
scattering between the states in the two quantum dots suppresses the total current greatly 
as the bias voltage is increased.  The effect is present in Fig. 4.6 as the solid line for the 
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system where the double-quantum-dot states are asymmetrically coupled to the electrodes.  
This theory predicts that there is no NDC for symmetric coupling.    
 
 
Figure 4.6 I-V characteristics of the two quantum dots system (from Ref. 58). The solid line for the system 
where the double-quantum-dot states are asymmetrically coupled to the electrodes.  
 
4.5 Localized Heating 
The local temperature to which metal junctions become heated during the 
electromigration process is not well understood.  Some groups have discussed this 
problem because the molecules used for making single-molecule transistors are often 
attached to the device before electromigration is performed, and high temperatures might 
damage or destroy some molecules.59, 60, 61  This issue is especially important for 
biomolecules which can be easily denatured at high temperatures (above room 
temperature).  One estimate of the temperature of a gold junction during EM is that it is a 
few hundred Kelvins, low enough to allow the study of many molecular adsorbates 
without desorption or dissociation of the molecules.59  Another estimate for the effective 
temperature experienced by molecular adsorbates on the gold junction during the 
electromigration process is 515 K at least.60   
The temperatures reached during electromigration in Pt junctions are considerably 
higher than those observed for Au junctions.61  The heating in Pt junctions has been 
investigated before and during electromigration using thermal emission microscopy.  The 
wires were observed to reach temperatures in excess of 1000 K, which was measured in 
air at room temperature.61  The effective temperature during the electromigration process 
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experienced by molecular adsorbates on a metal junction cooled down to cryogenic 
temperatures is not known.  
 
4.6  Some Effective Methods  
Considering the shortcomings of the break-junction method discussed above, 
improvements can be made.  One method is breaking the junction first and then 
depositing molecules.  After that, the devices are cooled down and measured.  This 
method has been successfully used to study discrete energy-level spectra in individual 
chemically synthesized gold nanoparticles.62  Some previous papers have discussed to 
make similar devices to trap metal nanoparticles to study Coulomb blockade.63, 64  
Another method for measuring bio-molecules is the self-breaking junction.  The 
mechanism of this method is not well understood.  A thin film with thickness less than 10 
nm will become discontinuous when cooling down to cryogenic temperatures.13  The 
thickness in the middle of the junction can be made to be less than 10 nm by using 
magnetron sputtering with approximately a 15o degree deposition angle with respect to 
the surface normal of the sample.  In this case, the junction will demonstrate some 
cracking from the middle at low temperature (shown in Figure 4.7(A)), probably due to 
surface stress.  The metal thin film does not recover when warmed up to room 
temperature.  Another possibility is that the junction is broken already during fabrication 
or loading.  This result is different with from what happens after breaking by an 
electrostatic discharge (shown in Figure 4.7(B)).  Whether small metal grains are formed 
in the gap region need to be determined.  At least, using self-break method can avoid the 
problem of the local heating during the electromigration process.  
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Figure 4.7 Two broken junctions. (A) Self-break.  (B)Break by electrostatic discharge. 
 
4.7 Summary 
In this chapter, electron transport by metal grains (Pt, Au) was discussed.  One 
important distinction between transport through single molecules and metal grains is the 
characteristic of electron-molecular vibration coupling.  The discrete vibrational modes 
of the molecules (as opposed to continuous levels expected for metallic islands) have 
been observed in several experiments.   
The technique of electromigration has the disadvantage that small gold grains are 
formed in the gap region.  Unfortunately, a more reliable method suitable for 
measurement protein conductance does not exist at the present time.   





There has been a growing interest in immobilizing proteins on a surface in order 
to study the electron transfer mechanism in a single protein.  A major concern regarding 
protein immobilization is whether they can retain their functionality.  Therefore, protein 
immobilization on different chips has become a broad research area and some methods 
have been successful.65, 66   
Protein immobilization techniques can be classified into three different 
mechanism based on how the molecule is bound to the carrier, either by covalent binding, 
adsorption or bioaffinity immobilization.  A few of these techniques will be introduced in 
this chapter and then the effects of these methods on the electrical measurements will be 
discussed.   
 
5.2 Covalent Binding 
Covalent binding is the most widely used technique for protein immobilization.   
This method is based on the development of covalent bonds between the protein and the 
support.  Covalent linkages are strong and the protein will not be released from the 
support material easily.  Some proteins can covalently bind to the immobilization support 
by its functional groups of exposed amino acids.  The covalent bond formed between the 
protein and the substrate should involve amino acid residues located away from the active 
site of the protein in order to maintain protein biological activity.   
Covalent binding requires the activation of specific functional groups of the 
support.  It is also possible to introduce into the protein being immobilized additional 
reactive groups by chemical modification.  These chemical modifications of either the 
protein or support are performed to obtain a strong and specific attachment of the protein 
to the support.  
 
5.2.1 DTSP 
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For proteins with cysteines on the surface, direct bonding to Au or Pt substrates is 
possible.  Myoglobin has no cysteines and an alternative approach is required.  Here, the 
linker DTSP (dithiobis [succinimidyl propionate], SIGMA) was used (shown in Fig. 
5.1).67  This linker bonds to the Pt surface via a thiol group.68  The succinimidyl portion 
of the linker can be bonded to the protein at either the N-terminus or via a surface lysine.  
The thiol linker, which is than 1 nm in length, was used in some of our experiments with 
myoglobin.  In these cases, the DTSP was dissolved in DMF (N, N-dimethylformamide, 
Sigma) and the Pt chip immersed in this solution for at least 24 hours.  The Pt chip was 
then washed with PBS and immersed in a PBS solution of the myoglobin for 24 hours.  
The Pt chip was then removed and washed with water.  This procedure resulted in the 
myoglobin being bonded to the Pt chip via a DTSP linker (shown in Fig. 5.2).   
 
Figure 5.1 DTSP can bind with Au or Pt in DMF.  
 
 
Figure 5.2 DTSP used to bind a protein to a Au or Pt surface.  
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At total of 53 Pt junctions coated with DTSP were broken with feedback by 
electromigration at 77 K.  Out of these, 12 junctions showed conductance peaks.  Figure 
5.3 show two samples bound with DTSP from the 12 samples.  Because the linker itself 
has a significant electronic signature, the data analysis of proteins where these types of 
linkers are used will be more complicated (Fig. 5.4).   









































Figure 5.3 Two results of DTSP at 77 K. Left graph shows there are two reproducible conductance peaks, 
measured at different times: t1, t2, t3.  Right graph shows there is one conductance peak dependence of 
gate voltage.  
 
 
Figure 5.4 Two results of myoglobin bound with DTSP.  (a) One result at 77 K.  (b) One result at 4 K.   
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5.2.2 Cystamine 
 
Cystamine, which is another kind of linker, had the same problem as DTSP.  In 
our experiments, cystamine dihtdrochloride (98%) was used as linker.  Cystamine can be 
dissolved in DI water and can be bonded on a Pt junction by the thiol group as shown in 
Fig. 5.5.  Fourteen Pt junctions coated with cystamine were broken by electromigration at 
77 K with feedback.  Three junctions showed one conductance peak.  Figure 5.6 shows 
two results from cystamine.  One peak can be found in each sample.  The peak is not 
stable and may be due to, for example, the molecule being only bound to one side of the 
gap junction.   
  
 
Figure 5.5 Cystamine can bind with Au or Pt in H2O.  
 
 
Figure 5.6 Two results from Cystamine bound with Pt at 77 K. (a) One sample with one conductance peak 
at 77 K.  (b) Another sample at 77 K measured at different time: t1, t2, t3.  
 
In summary, two popular linkers used to bind organic molecules and 
biomolecules to Au and other noble metals are DTSP and cystamine.  Both of these 
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molecules rely on a thiol group to bind to the noble metal and an amine group on the 
opposing end to bind to the protein.  These kind of linkers may provide additional 
tunneling channels for electron transport, thus complicating the data analysis.  Therefore, 
we elected not to use a linker to attach the proteins to our devices.   
 
5.3 Physical Immobilization  
Proteins can be adsorbed on the surface of a substrate by intermolecular forces.  
The forces responsible for this kind of immobilization are relatively weak compared with 
covalent binding.  They include hydrogen bonds, van de Waals forces, and hydrophobic 
interactions.69  In addition, adsorption may involve ionic binding, based on ionic 
interactions between the protein and the opposite charge of the carrier.  The weakness of 
the forces involved in protein immobilization could allow desorption of the protein from 
the support.  Changes in pH, ionic strength, and temperature disrupt the interactions 
between the protein and the carrier.  Proteins immobilized by adsorption, however, are 
expected to retain high activities.70  Adsorption mainly occurs with three-dimensional 
porous materials,66 but in our experiments, direct deposition was achieved as in 
experiments performed on smaller molecules.71   
In our experiments, a 0.01 M phosphate buffered saline solution (PBS) (Sigma) 
(NaCl-0.138M; KCl-0.0027M, pH 7.4 at 25 oC) was used to prevent denaturing of the 
protein.  The protein used here was essentially salt-free.  As a reference, myoglobin 
without PBS was also measured.  In the latter case, the conductance peaks were not stable 
(i.e., it was difficult to reproduce the same conductance as a function of bias voltage for 
different runs on the same sample, as shown in Fig. 5.7).  This could be a result of protein 
conformation changes induced by the applied electric field.  Because some amino acids 
have positively charged groups and some have negatively charged groups, differently 
charged functional groups may react differently to an applied electric field, thereby 
causing conformation changes in the protein.  One possible reason that PBS could 
stabilize the protein is that the negatively charged groups of amino acids attract the Na+ 
and K+ ions in the PBS solution and the positively charged groups of amino acids attract 
the Cl- ions.  The other reason is that PBS may crystallize while drying, trapping the 
protein in place.   
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Figure 5.7 One myoglobin sample without PBS measured at different time: t1, t2, t3 and t4 (t1<t2<t3<t4).   
 
5.4 PBS Control Experiments  
Conductance measurements with only PBS (no protein) in 50 junctions were 
performed at 77 K and three junctions at 5.5 K.  Figure 5.8(a) shows the conductance of 
one sample after breaking the junction at 77 K.  Only one of these samples had a 
conductance step or peak at 77 K, perhaps as a result of an impurity in that sample 
(shown in Fig. 5.8(b)).  The mechanism of electrical conductivity in alkali halide crystals 
is usually the motion of ions and not the motion of electrons37; NaCl and KCl are 
insulators with an energy band gap of over 8 eV, and therefore tunneling is difficult via 
these energy levels.   
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Figure 5.8 Two results from PBS at 77 K. (a) One sample without conductance peak at 77 K.  (b) One 
sample had a conductance step or peak at 77 K, Measured at different time: t1, t2, t3. 
 
 
5.5 Summary  
Several strategies were developed to immobilize protein on a chip in protein 
biochip technology.  While it is difficult to tell which strategy is the best one, it is 
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Chapter 6 
Protein Vibrational Spectroscopy 
 
6.1 Introduction 
As discussed in the Chapter 2, a molecular vibration is excited when the molecule 
absorbs a quantum of energy ωh , corresponding to the vibration's resonant frequency ω .  
The vibrational states of a molecule can be probed with infrared and Raman 
spectroscopies.  These two methods are complementary because some vibrational 
transitions that are observed in IR spectroscopy are not observed in Raman spectroscopy, 
and vice-versa.   
The vibrational spectra of proteins are complicated and are determined by its 
structure and function.  Some information can be derived from the vibrational spectra, 
such as the redox state, chemical structure, bond lengths and bond strength, bond angles 
and conformation, hydrogen bonding, etc.   
In this chapter, vibrations will be discussed first in terms of a simple diatomic 
oscillator in order to illustrate some of the fundamental principles that govern the 
relationship between the vibrational spectrum of a molecule and its structure and 
environment.  Then, Raman spectroscopy will be introduced.  After that, Raman results 
of apomyoglobin and myoglobin deposited on Pt and cooled to cryogenic temperatures 
will be discussed.   
 
6.2 Vibrational State 
The vibration of a diatomic molecule can be regarded as if the two atoms were 
joined by a spring, and stretching and contracting of the spring results in the vibrations.  
In this model, the chemical binding force in the diatomic molecule behaves like a 
spring.72, 73   
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Fig. 6.1 Equivalent diatomic molecule. 
 
For a diatomic molecule, consisting of two atoms with masses m1 and m2, the 








Here m = m1m2/(m1 +m2) is the reduced mass and r is the distance between the 
two nuclei.  To find the vibrational energy levels, the form of V (r) must be known.  In 
the simplest case, we can take V (r) to be parabolic, 
2
0 )(2
1)( rrkrV −=  
where k is a force constant between the two atoms and r0  is the equilibrium distance.  
With this potential, the solution of the Schrödinger equation for the energy of the 







⎛ += nEv , 
where ω0 is the classical vibration frequency, mk /0 =ω , and n is an integer greater 
than or equal to zero.  The resonant frequency increases as the force constant increases, 
that is, when the electron density in the bond between the two atoms increases.  Any 
inter- or intramolecular factor that alters the electron density in the bonds will affect the 
vibrational spectrum.  The second important influence on the frequency is the mass of 
vibrating atoms; the larger the mass, the slower the vibration.  This effect is often used as 
a tool for interpreting spectra when the sample is isotopically labeled in order to shift the 
frequency of vibrations that involve the labeled atoms.   
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Figure 6.2 show the vibrational energy levels, vibrational-zero-point energy and 
dissociation energy of a diatomic molecule. The transitions among these vibrational 
levels follow the selection rule 1±=Δn , where Δn = + 1 corresponds to absorption and 
Δn = - 1 corresponds to emission.73       
 
Figure 6.2 The vibrational levels of a diatomic molecule. 
 
Raman spectroscopy can be used to identify chemical compounds because the 
frequencies of vibrational transitions depend on the atomic masses and the bond strengths.  
Heavier atoms correspond to lower vibrational frequencies, while stronger bonds 
correspond to higher vibrational frequencies.  Thus, armed with a database of spectra 
from known compounds, one can unambiguously identify many different known 
chemical compounds based on a Raman spectrum.  The number of vibrational modes 
scales with the number of atoms in a molecule, which means that the Raman spectra from 
large molecules will be very complicated.  For example, proteins typically contain 
thousands of atoms, and will therefore have thousands of vibrational modes.  
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6.3 Raman Spectroscopy 
Raman spectroscopy relies on inelastic scattering of light usually provided by a 
laser in the visible, near infrared, or near ultraviolet range.  The laser light interacts with 
phonons or other excitations in the system, resulting in the energy of the laser photons 
being shifted up or down.  The shift in energy gives information about the phonon modes 
in the system.   
The Raman effect occurs when light excites a molecule and interacts with the 
electron cloud of the bonds of that molecule.  The incident photon excites one of the 
electrons into a virtual state.  For the spontaneous Raman effect, the molecule will be 
excited from the ground state to a virtual energy state, and relax into a vibrational excited 
state, which generates Stokes Raman scattering.  If the molecule was in an excited 
vibrational energy state to start with, the energy can be absorbed by the incoming photon, 
thus generating anti-Stokes Raman scattering (showed in Fig. 6.3).  It is important to note 
that the intensity of the anti-Stokes lines will vanish while the relative intensity of the 
Stokes lines will increase as 0→T .37  This is because as the temperature is lowered, the 
probability of the molecule being in an excited state due to temperature is diminished, 
while absorption of energy from the incoming photon is always possible.     
 
Figure 6.3 Raman energy levels. 
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In resonance Raman spectroscopy, the energy of the incoming or scattered light is 
adjusted such that it coincides with an electronic transition of the molecule or crystal.  In 
most materials the incoming and outgoing electronic resonances are sufficiently broad 
that they can not be distinguished.  So, rather than exciting the molecule to a virtual 
energy state, it is excited to near one of its excited electronic transitions (showed in Fig. 
6.4).  When the frequency of the laser beam is tuned to be near an electronic transition 
(resonance), the vibrational modes associated with that particular transition exhibit a 
greatly increased Raman scattering intensity.     
 
Figure 6.4 Vibronic transitions diagram based on the Franck-Condon principle (from Wikipedia). 
 
6.4 Raman Spectra for Myoglobin Proteins 
Raman spectra show that the heme group of myoglobin has two different 
electronic transitions which give rise to two bands near 400 nm (also known as Soret or 
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γ  bands) and 500-550 nm (α-β band) via different resonance scattering mechanisms.74  
Recently, Raman spectra (α-β bands with the 514.5 nm excitation and Soret band with 
406.7 nm excitation) was obtained for a dry myoglobin film (Fig. 6.5).75   
 
Figure 6.5 Resonance Raman spectra for aqueous metMb a and Mb film b in (a) 5.514=exλ nm and (b) 
7.406=exλ nm (from Ref. 75).  
 
In order to perform measurements at cryogenic temperatures, it is important to 
determine whether the protein remains active.  Raman specta (α-β bands with the 514 nm 
excitation laser) performed on our samples show that it is still active after cooling down 
to 5 K for two days and then warming up to room temperature.  Because we were able to 
observe these lines before and after cooling, it is unlikely that the protein denatured 
during the cooling process.  The Raman vibration bands of apomyoglobin were also 
identical before and after cooling down to 5 K and then warming up to room temperature.  
These results are discussed in more detail below.    
 
6.4.1 Experimental Procedures 
 
The myoglobin and apomyoglobin investigated here were obtained from horse 
skeletal muscle (Sigma) in its powder state and essentially salt-free.  The purity of 
myoglobin was at least 95% according to the manufacturer.  The protein powder was 
dissolved in a 0.01 mol/L PBS (Sigma, pH = 7.4) solution.  The myoglobin and 
 - 70 -  
apomyoglobin concentrations were 1.42 × 10-2 mol/L 3.15 × 10-5 mol/L, respectively.  
All protein solutions were filtered through the filters with 0.2 μm pores (Whatman) to 
remove larger protein clusters that may have formed.  Samples were prepared by placing 
a drop of the solution on a Pt thin film grown on Si substrates identical to those used for 
the break junction experiments.   
A Renishaw Raman microscope was used to obtain the Raman spectra.  The laser 
power was adjusted to 250 mW for 514 nm excitation to check the background.  The 
spectrum was recorded with 30 seconds accumulation 15 times.  Figure 6.4 shows the 
results of the background measurement. Figures 6.6(a) and 6.6(b) show the results from 
substrate.  The sharp peak is from the silicon wafer.  Figures 6.6(c) and 6.6(d) show the 
results from dry PBS.  The results show the background is featureless in the range of 300 
cm-1 to 1800 cm-1.   
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Figure 6.6 Background checking. (a) Si/SiO2 substrate.  (b) Pt thin film on Si/SiO2 substrate.  (c) Dry PBS 
on Si/SiO2/Pt substrate.  (d) Dry PBS on Si/SiO2/Pt substrata at different conditions.  
 
6.4.2 Apomyoglobin  
As a reference, Raman spectroscopy was performed for apomyoglobin 
(myoglobin without the heme group) using a 514 nm excitation at 250 mW power.  The 
spectrum was recorded with 30 seconds accumulation and repeated 5 times.  The scan 
range was 1200-1800 cm-1.  Two kinds of Raman spectra were compared (Fig. 6.7): (1) 
before cooling down (thin film); (2) after cooling down to ~5.5 K for 6 hours and then 
warming up (thin film).  The fact that the data were identical show that the protein is 
unaffected by thermal cycling.   
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Figure 6.7 Raman spectroscopy for apomyoglobin. The black line shows the Raman spectra (1)(before 
cooling), the red line shows  the Raman spectra (2) (after cooling).   
 
6.4.3  Myoglobin  
For the myoglobin samples the spectrum was recorded with 30 seconds 
accumulation and averaged 15 times.  The laser power was adjusted to 5 mW.  The scan 
range was 1200-1800 cm-1.  Four types of Raman spectra were taken (Fig. 6.8): (1) before 
cooling down (thin film); (2) after cooling down to ~5.5 K for two days and then 
warming up (thin film); (3) after dropping some PBS on the sample after warming up; (4) 
with myoglobin in PBS at room temperature without cooling down.   
 
 
Figure 6.8 Raman spectroscopy for myoglobin. The black line shows the Raman spectra (1)(before cooling).  
The red line shows  the Raman spectra (2) (after cooling).  The green line shows the Raman spectra 
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(3)(drop PBS again after cooling down). The pink line shows the Raman spectra (4)(Mb in PBS and never 
cool down).   
 
 
The Mb Raman spectra can be explained using the heme structure in Mb.  Figure 
6.9 shows structural diagrams of the heme group in Mb for different situations.  The case 
where Mb bound with water is shown in Fig. 6.9(a).  After the Mb is dry, the heme iron 
loses the water and is bound to the amino acid His (Fig. 6.9(b)) so that the Fe spin state 
changes from high spin to low spin.75  This causes the main Raman peaks to shift because 
they are sensitive to the spin state of the heme iron.  After cooling down and warming up, 
and dropping PBS into the dry Mb, the Raman peaks moved to the initial positions.  This 
means that the heme iron re-binds with water changing its low spin configuration to the 
high spin configuration.  Because this is a clearly reversible process, these data show that 
the protein heme group does not denature during the cooling process.  
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6.5 Summary  
In this chapter, protein vibrations treated as a simple diatomic oscillator and basic 
concepts of Raman spectroscopy were discussed.  Raman scattering results (α-β bands 
with the 514 nm excitation laser) show that myoglobin is still active after cooling down 
to ~5 K for two days and then warming up to room temperature.  Therefore, it is likely 









 - 75 -  
Chapter 7  
Electron Transfer by Apomyoglobin  
 
7.1 Introduction  
Apomyoglobin is composed of 153 amino acids bound together to form a 
polypeptide chain.  Experiments have found that the conductance of single peptide chains 
decrease with molecular length.41, 76  There are 19 kinds of common amino acids in 
apomyoglobin, but there are no cysteine (Cys, C) groups.5  There are four groups of 
amino acids: nonpolar amino acids, polar uncharged amino acids, acidic amino acids with 
negatively charged R groups and basic amino acids with positively charged R group.  The 
behavior and reactivity of specific R groups affect the electrical properties of the protein 
and determine its biological functionality.  Recent research show that tryptophan, one 
kind of common  amino acids, can accelerate electron flow through proteins.77, 78   
The aim of this work is to investigate the electron transport mediated by the heme 
group of myoglobin proteins.  Apomyoglobin (myoglobin without the heme group) was 
used as a reference in our experiments.   
In this chapter, the mechanism of electron transfer by apomyoglobin will be 
analyzed and one-dimensional conductance will be discussed.  Results of conductance 
measurements of apomyoglobin at 77 K and ~5 K will also be presented and analyzed.   
 
7.2 Electron Transfer Mechanism  
As introduced in the Chapter 2, the single electron transfer mechanism relies on 
elastic and inelastic tunneling mediated by vibrational excitations.  However, because 
apomyoglobin does not contain a heme group, there is no elastic tunneling via heme 
group orbital energy levels.  Inelastic tunneling measurements of vibrational spectra for 
some amino acids sandwiched in Pb-based tunnel junctions have been performed at 4.2 K 
by measuring the second derivative of the current (d2I/dV2).32  Since only a small fraction 
of electrons tunnel inelastically, the conductance from inelastic tunneling is too small to 
be conveniently detected.31   
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Elastic tunneling process can occur as a combination of tunneling through empty 
space and tunneling through hydrogen bonds.2, 79  Here the repulsions from two or more 
covalent bonds or spaces in a row within the protein act as potential barriers for incident 
electrons.  The attraction created by hydrogen bonds (the proton) is a potential well for 
electron tunneling.  In this case, resonant tunneling would occur for certain energies of 
incident electrons, similarly to what happens in semiconductor superlattices.80  The 
simplest example is the well surrounded by two barriers34 discussed in the Chapter 2.  
Figure 7.1 show the possible mechanism for electron resonant tunneling through 
apomyoglobin.  This will show up in the conductance vs. bias voltage characteristics as 
one or more conductance peaks.      
 
Figure 7.1 The possible mechanism for electron resonant tunneling through apomyoglobin. 
 
 
7.3 One-dimensional Conductance  
The conductance G of a one-dimensional system due to elastic scattering of an 
obstacle can be expressed by Landauer's formula81, 82, 83, 84  
RTeG /)/( 2 hπ= ,                                                      (7.1) 
where T and R are the transmission and reflection coefficients, respectively.   
A number of papers have argued that  conductance G ~ T or G ~ T/(1-T) after the 
equation (7.1) is found.82, 85, 86  One explanation is that when deriving Equation (7.1), the 
system is connected to a classical wire, behaving as a current source.85  For a one-
dimensional chain without interacting (spinless) electrons, the DC conductance is found 
to be85  
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TeG )/( 2 hπ= ,        (7.2) 
where T is the transmission coefficient.   
By contrast, equation (7.2) yield quantum conductance for resonance tunneling T 
= 1 and equation (7.1) yield an infinite conductance for T = 1.  Equation (7.2) has turned 
out to have a very significant range of applicability.82, 87  Later, Landauer's formula was 
expanded to higher dimensions such that82 
)()/( 2 +Τ= ttreG hπ ,                                             (7.3) 
where t is the transmission matrix of the device.  The trace in the equation (7.3) 
represents a sum over the conduction channels of an ideal conductor.  
 
7.4 Some Results at 77 K 
In the apomyoglobin experiments, 125 Pt protein-coated junctions were broken by 
electromigration at 77 K.  Of these, 20 junctions had conductance peaks and nine of these 
had a very weak response to the electric field applied through the gate electrode.  Figure 
7.2 shows typical results from one apomyoglobin sample with a single conductance 
channel.  Figures 7.2(a) and 7.2(b) show I-V characteristics during the junction-breaking 
process.  Figure 7.2(b) shows that this junction was broken four times until steps in the I-
V graph were found.  Figure 7.2(c) is the conductance measured at 77 K with zero gate 
voltage which shows one conductance peak at Vbias = -15 mV.  This conductance peak 
may display the resonance tunneling behavior described by Equation 7.2.  The data 
became very noisy at higher bias voltages, indicating that perhaps the protein’s 
interaction with the applied electric field (Vbias) made its conformation unstable.  At 77 K, 
however, the conductance features remained more or less constant as a function of VG 
(Fig. 7.2(d)).  Figure 7.2(e) shows how this conductance peak changed with temperature.  
The temperature dependence is evidence that this conduction mechanism is due to 
resonant tunneling because of the amplitude of the conductance peak decreases as the 
temperature increases as G ~ 1/T.88, 89  This is illustrated in Fig. 7.2(f), where the 
amplitude of the peak, fitted to a Gaussian line shape, is plotted as a function of 1/T 
which yields a straight line fit.  Figure 7.2(g) shows that the conductance peak changes 
slightly with gate voltage after cooling down again.  Nevertheless, as Fig. 7.2(h) 
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illustrates, the background conductance changed after warming up to 150 K and cooling 
back down to 77 K.  This suggests that the protein conformation or orientation may have 
changed after cycling the temperature.  In contrast, Fig. 7.2(h) also shows two 
conductance channels (peaks) after applying VG = +9.0 V (t3).  In this case, the 
conductance profile changed drastically, suggesting that a substantial change in the 
conformation of the protein occurred.  These experiments illustrate the importance of the 
effects of the conformation of the protein adopted when bound to the electrical contacts 
on the measurements.   
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Figure 7.2 One apomyoglobin sample at 77 K.  (a) shows I-V characteristics during the junction-breaking 
process.  (b) shows that this junction was broken four times until steps in the I-V graph were found.  (c) is 
the conductance measured at 77 K with zero gate voltage which shows one conductance peak at Vbias = -15 
mV.  (d) shows the conductance features remained more or less constant as a function of VG.  (e) shows 
how this conductance peak changed with temperature.  (f) shows the amplitude of the peak is plotted as a 
function of 1/T which yields a straight line fit.  (g) shows that the conductance peak changes slightly with 
gate voltage after cooling down again.  (h) illustrates that the background conductance changed after 
warming up to 150 K and cooling back down to 77 K.  The black curve (t1) shows the initial conductance, 
the red curve (t2) shows the conductance after cooling down and warning up, and the blue one (t3) shows 
the final conductance after applying VG = +9.0 V.  
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Figure 7.3 One apomyoglobin sample at 77 K.  (a) shows that some conductance peaks can be found after 
breaking the junction.  (b) shows the dependence of there conductance lines on bias and gate voltages.   
 
 
Figure 7.3(a) shows that some conductance peaks can be found after breaking the 
junction of another sample at 77 K.  Figure 7.3(b) shows the dependence of there 
conductance lines on bias and gate voltages.  These conductance lines could be due to the 
incident electron resonance tunneling by potential barriers.  Once again, there is little 
dependence of the conductance on the gate voltage.   
 
7.5 Some Results at ~5 K 
Forty-three apomyoglobin samples were measured at 5.5 K.  Fifteen of them had 
conductance peaks and two had a very weak field (gate voltage) dependence.  For one of 
the latter two samples, Fig. 7.4(a) shows the existence of some conductance peaks after 
breaking the junction.  Figure 7.4(b) shows that their conductance lines changed slightly 
with gate voltage.  The red arrow indicates where one of the conductance peaks splits 
with gate voltage.  Figure 7.4(c) shows the temperature dependence of these conductance 
lines.  The strong degradation of the features with increasing temperature indicates that 
tunneling is the mechanism that dominates the conduction.   
As mentioned above, the conformation of the protein is not likely to be the same 
in different devices.  Therefore, the asymmetrical sequence of amino acids in the 
narrowest part of electrodes could significantly affect the conductance measurements.     
 
 - 81 -  
 
Figure 7.4 One apomyoglobin sample at 6 K.  (a) Reproducible conductance peaks after breaking the 
junction.  (b) Conductance lines changed slightly with gate voltage.  The red arrow indicates where one of 




The possible mechanisms of electron transport by apomyoglobin were discussed.  
Our experimental results show that resonance tunneling was observed in some samples.  
The orientation of the protein is not likely to be the same in different devices and 
therefore different devices have different tunneling spectra, but in all devices the 
dependence on gate voltage was weak.   
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Chapter 8 
Electron Transfer by Myoglobin  
 
8.1 Introduction  
Myoglobin is a protein found in muscles containing a heme group.  It has been 
used in electrochemical studies as a model system because its crystal structure has been 
determined by high-resolution X-ray crystallography.2, 90  Although its function is oxygen 
storage and transport, it can be used to study enzyme electron transfer.4, 91  The heme 
group has a porphyrin ring with a Fe ion redox center that has two oxidation states: the 
ferrous (Fe2+) and the ferric (Fe3+) states.  The Fe ion changes valence state depending on 
the whether an electron is accepted or given up by the protein.   
In this chapter, some results of cyclic voltammetry (CV) measurements in Mb 
films previously performed by others will be reviewed.  Then the mechanism of electron 
transport by myoglobin, and the experimental results will be discussed.   
 
8.2 Cyclic Voltammetry (CV) for Mb Film 
Myoglobin was chosen not only for its relatively small size (4.4 nm × 4.4 nm × 
2.5 nm) with respect to other proteins,5 which is desirable to increase the electron 
tunneling probability, but also for its well-studied electrochemical properties.  CV 
measurements in Mb films (from horse skeletal muscle) indicate that the redox potential 
is at -0.34 V measured with a scan rate 0.1 V/s in a pH = 7.4 buffer solution (Fig. 8.1).75  
Raman spectra indicate that this kind of Mb films is in the ferric state.75  Therefore, when 
the protein is placed between two metallic electrical contacts (Fig. 8.2(a)), its 
electrochemical potential μ (Fe3+ →  Fe2+), or vacant redox level, is above the Fermi level 
of the electrodes when no bias and gate voltages are applied (Fig. 8.2(b), μ = E0 for Vbias = 
Vgate = 0).   
 
 - 83 -  
 
Figure 8.1 CV of (a) the Mb film electrode in a pH 7.4 phosphate buffer and (b) a bare glassy carbon 




Figure 8.2 (a) Protein measurement device.  (b) There is an electrochemical potential μ (Fe3+ →  Fe2+) 
above the Fermi level. Just this level is drawn for simplicity (S: source, D: drain).   
 
An important question is what is the redox potential E0 for a single protein.  The 
midpoint potential at -0.34 V was obtained from Mb film measurements that averaged 
over a large number of proteins.  In addition, CV measurements show that the midpoint 
potential becomes less negative as the solution pH is decreased (Fig. 8.3).92  Indeed, the 
midpoint potential of myoglobin is -0.15 V in a pH = 7.1 buffer.93  The material used for 
the electrode has a strong influence on the redox potential.4  These dependencies may be 
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different for single proteins in nanometer electrodes because of the particular protein 
conformation94 and the local electrostatic environment (i.e. the interface between protein 
and metal electrode).  
 
 
Figure 8.3 CV at 2 V/s in buffers containing 100 mM NaBr of Mb-DDAB on PG electrode (from Ref. 92).  
 
8.3 The Charge State and Charging Energy  
The charge state and charging energy of the heme iron have been introduced 
above by some electrochemical measurements of MB film.  It is difficult to figure out its 
charge state and charging energy in the transistor geometry just by electrochemical data.  
Previous work has shown that there is a charging energy reduction in the transistor 
environment due to image charges in the metal and the polarizability of the molecule13, as 
well as shifts in the charge degeneracy point on an absolute scale from device to device.  
These factors all make charge state assignment more complicated than direct comparison 
to electrochemical data.  From this point of view, the free heme iron has a large gap 
between the HOMO and LUMO levels as shown in Fig. 8.4(a).  When the protein is 
trapped in the noble metal electrodes, the energy spacing between neighboring 
electrochemical potentials becomes smaller (shown in Fig. 8.4(b)) due to the molecule-
electrode interaction.13    
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Figure 8.4 The electrochemical potential of protein. (a) for the isolated protein; (b) for the trapped protein.   
 
8.4 Electron Transfer Mechanism  
There are several factors that influence the redox potential of a molecule.94, 95  
One way is by applying a gate voltage through a back gate electrode, which is one of the 
three electrodes in a SET three–terminal device (Fig. 8.2(a)).13, 96  In normal transistor 
geometries, the metal ion charge state in the molecule can be tuned to the Fermi level of 
the electrodes by changing the back gate voltage, as Fig. 8.5(a) illustrates.   
As discussed in the Chapter 1, electron transfer by a single protein has been 
probed using EC-STM.  Two mechanisms for electron transfer (ET) by single redox 
metalloproteins in aqueous solutions at room temperature were mentioned.  The resonant 
tunneling model implies that the electron transfer between the tip and the substrate is 
much faster than the relaxation time of the redox center.  At cryogenic temperatures, the 
ET mechanism by redox metalloproteins is single electron transfer, with the 
accompanying Coulomb blockade effect, if the charging energy is much larger than the 
thermal energy.97  In this case, the conductance mechanism can also be regarded as 
sequential resonance tunneling.  It is expected that the current is blocked at the Coulomb 
blockade region and conductance peaks will be found at the tunneling thresholds for 
transitions between two charges states, as has been observed in some small molecules 
with redox center.13, 36  Nevertheless, for the two-step ET process, nuclear relaxation 
upon tunneling is still available due to conformational changes in the protein induced by 
the redox reaction.  In particular, it is known that in heme-containing proteins redox 
reactions cause significant conformational changes of the heme group.98  Therefore, the 
two-step ET transfer process is expected to be valid at low temperatures in these proteins.  
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The electron transport theory of a quantum dot with a two-step tunneling process can be 
used to describe the electron transport of the device.   
 
 
Figure 8.5 Electron transport mechanism. (a) The redox level can be shifted to the Fermi level of the 
electrodes by the gate voltage.  (b) Two-step electron transfer by protein.   
 
For single electron transport at cryogenic temperature, the total tunneling time τ 
can be estimated from Ie /=τ , where τ ~ ps for a current I ~ 10-7 A.  The protein 
relaxation time from the intermediate states to the ground state could range from 
picoseconds to seconds.99  Because of the redox properties of the Fe ion, as electrons 
tunnel into the protein, the Fe ion fluctuates between its two charged states (an empty 
level and an occupied level).  If the relaxation time is long, the electron can resonantly 
tunnel through the protein with the protein remaining in the same intermediate state.  In 
this case, Coulomb blockade behavior will show up in a differential conductance graph 
with its degeneracy point at zero bias and the crossing potential (VC) by tuning the gate 
voltage (Vg) up to VC.  If the relaxation time is very short (~ps), the protein can quickly 
relax from the intermediate state to its ground state, whose level may be below the Fermi 
level of electrodes, as Fig. 8.5(b) illustrates.  In this case, the electron will be trapped in 
the protein, the current is blocked and Coulomb blockade behavior will not have a 
degeneracy point in the differential conductance graph.  The calculations in Fig. 8.6 were 
performed using the rate equation13, 36 for electron tunneling via discrete quantum states.   
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Figure 8.6 (a) Calculated differential conductance dI/dV as a function of gate and bias voltages without the 
two-step process for T = 6 K, E0 = 4.72 mV, CD:CS:CG = 24:40:1, tunneling rates ΓS = ΓG = 10 GHz.  (b) 
Calculated differential conductance dI/dV as a function of gate and bias voltages with a two-step process 
for T = 6 K, δE = 25 mV, E0 = 25 mV, CD:CS:CG = 12:23.5:1, tunneling rates ΓS = ΓG = 10 GHz.  
 
Although a single myoglobin protein could be viewed as a quantum dot, as 
discussed above, the question remains as to the importance of conduction through the 
amino acids around the heme group which could provide parallel conduction channels.  
The conductance channels could be resonant tunneling via the redox level or other 
electronic states in the protein, both of which could be enhanced by the vibrational states 
of the heme group and/or surrounding amino acid groups.  It is well-known that the heme 
group is not at the center of the protein.  It should be also noted that the orientation of the 
proteins in the gap can not be controlled through the processes of protein deposition and 
electromigration.  Therefore, the asymmetrical structure and numerous orientations of the 
protein could significantly affect the conductance measurements (i.e., the relative 
importance of the different conductance channels) from sample to sample.   
 
8.5 Some Results at 77 K 
A total of 96 Pt junctions coated with myoglobin were broken by electromigration 
with feedback at 77 K.  Out of these, 23 had clear conductance peaks as a function of bias 
voltage.  Three of these samples showed a clear dependence on the gate voltage.  Figure 
8.7 shows some results from one of these samples.  Figure 8.7(a) shows the I-V 
characteristics after breaking the junction several times until conductance peaks or steps 
were found as shown in Fig. 8.7(b).  The red arrow in Fig. 8.6(a) indicates that the current 
increased even after the junction broke.  In single molecular measurements, this is a 
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signature of at least one molecule being incorporated into the gap.13, 24  Figure 8.7(c) 
shows the dependence of the conductance of myoglobin on the gate voltage at 85 K - 90 
K.  The conductance lines had a weak dependence on the gate voltage.  One peak, 
indicated by the red arrow, split into two peaks with increasing gate voltage.  This 
suggests that the split peak came from the overlay of two resonant tunneling processes.  
However, the heme group conductance is not evident because of the weak gate voltage 
dependence.  This could be a result of the way the protein orients in the electrodes, which 
could favor transport through the amino acid shell rather than by resonant tunneling 
through the heme group, or simply due to the temperature of the sample, which tends to 
mask SET behavior.   
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Figure 8.7 One myoglobin sample at 85 K (a) Breaking junction process; (b) Some peaks or steps can be 
found in dI/dVbias as function of bias voltage, Vgate=0 V; (c)Differential conductance dI/dVbias as function of 
gate and bias voltage at 85~90 K (gray scale from 7.0E-7 S [black] to 1.0E-5 S [white]).  
 
Figure 8.8 shows some results from one Mb sample at 77 K made with an AC 
measurement technique.  The conductance spectra of this sample were measured using a 
lock-in technique with a modulation signal.  Figure 8.8(a) shows some conductance peaks 
found in the range of Vbias = ± 0.5 V.  The peaks were altered by the application of a gate 
voltage (-20 V, -30 V, -40 V).  Figure 8.8(b) shows the dependence of the conductance of 
myoglobin on the gate voltage from -22V to -34 V  at 77 K.  It was not possible to map 
the whole conductance behavior because this sample was damaged at Vgate = -35 V.  
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Figure 8.8  One of Mb samples at 77 K by AC measurement.  (a) Some peaks can be found in dI/dVbias as 
function of bias voltage and gate voltage; (b)Differential conductance dI/dVbias as function of gate and bias 
voltage at 77 K (gray scale from -1.5 μS [black] to 13.0 μS [white]). 
 
8.6 Some Results at ~5 K 
Another 215 myoglobin samples were measured at 5 K, out of which 73 had 
conductance peaks.  Of these, 21 had conductance peaks that depended on the gate 
voltage and 21 had a very weak dependence on gate voltage.  Figure 8.9(a) shows the 
result from one sample which has a conductance peak at zero bias that is independent of 
the gate voltage.  Enhanced zero bias conductance was occasionally observed in Mb 
samples and some apomyoglobin samples (shown in Fig. 8.9(b)).  Kondo effects with 
gate-independence can also be observed in bare metal break-junctions (Fig. 4.4(d)).47  It 
is impossible to tell the origin of Kondo peak in Fig. 8.9.  Furthermore, it is hard to 
distinguish by applying a magnetic field because the Kondo peak from a metal grain can 
also be split by a magnetic field.47   
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Figure 8.9  Enhanced zero bias conductance was observed in Mb samples (a) and apomyoglobin samples 
(b).  The conductance of peaks are independence of gate voltage.   
 
Figure 8.10 shows the results from one sample whose conductance peaks 
depended on the gate voltage.  Figure 8.10(b) shows that some conductance peaks can be 
found after breaking the junction (Fig. 8.10(a)).  Figure 8.10(c) shows the typical 
signature of single-electron transistor.  The conductance gap keeps opening on the left 
side of the graph and exceeds 100 mV.  The conductance on the right side of the graph 
becomes noisy at gate voltages over +1.5 V.  The crossing potential is at VC = + 30.7 mV.  
E0, the electrochemical potential for Fe2+/Fe3+ transition or redox potential, can be 







V 0= , 
where the total capacitance of the device, Ctotal = CD+CS+CG, with CD, CS, and CG being 
capacitances of the drain, source, and gate contacts, respectively.  From Fig. 8.10(c), the 
positive slope for the resonance line at VG < 0 and V < 0 is CG/(CG+CD) ≈  0.040, whereas 
the negative slope for the resonance line at VG < 0 and V > 0 is - CG/CS ≈  -0.025.  
Therefore, Ctotal/CG ≈  65  and, using the equation above, E0 = + 4.72 meV.  Figure 8.6(a) 
is a calculation of the conductivity using a single energy level quantum dot model with 
these parameters which compares favorably with the experimental data.   
In order to determine whether this value is reasonable, we note that previous CV 
measurements show that Mb films are in the ferric state and the electrochemical redox 
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potential E0 > 0, in agreement with our result.  We also note the appearance of two wide 
conductance lines that start at V ~ 5.2 mV, indicated by the red arrows in Fig. 8.10(c), 
that could arise from the vibrational excitation of the protein.  Previous spectroscopic 
studies have shown that a low-frequency mode in myoglobin exists with an energy ~40 
cm-1 (~4.96 mV at room temperature).100, 101  This energy agrees well with the observed 
resonant line, especially since the peak tends to shift to higher energies at low 
temperatures.102  Therefore we surmise that the wide conductance line is due to electron-
molecular vibration coupling.   
Another piece of evidence that is consistent with single-protein measurements is 
the sudden increase in current at 2.0 V during the junction-breaking process, as shown in 
Fig. 8.10(a).  This is an indication of protein incorporation in the gap of the electrodes, as 
has been observed previously in junction measurements involving single molecules.24  
This was not observed in any of our blank Pt junctions.  Furthermore, this measurement 
was made on a self-breaking junction, which could avoid the problem of local heating.  
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Figure 8.10 One myoglobin sample at 6 K. (a) The current suddenly increase a lot during breaking junction 
by electromigration; (b) Some conductance peaks can be found; (c) One the typical signature of single-
electron transistor (gray scale from -1.5 μS [black] to 8.2 μS [white]). 
 
 
Another sample with SET behavior is shown in Fig. 8.11.  In this case, two 
deformed Coulomb blockade triangles near zero bias voltage, indicated by the red dots, 
can be found without a degeneracy point in the differential conductance graph (Fig. 
8.11(a)).  This means that two charge states do not have the same energy regardless of the 
gate voltage; indeed, the separation with the top triangles is greater than 30 mV.  As 
demonstrated above, this large separation is an indication that the two-step electron 
transfer process is a viable mechanism.   
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In addition, there are three areas that exhibit negative differential conductance 
(NDC), indicated by three blue arrows, in regions ranging in gate voltage from -0.7 V to -
0.9 V, from -0.4 V to +1.0 V, and from +1.7 V to +2.2 V.  Figure 8.11(b) shows the 
conductance near Vg = -0.8 V and Fig. 8.11(c) shows the I-V measurements taken near Vg 
= 0.2 V, where the NDC is clearly evident.  NDC behavior may arise from two quantum 
dots connected in series.58  This suggests that these measurements were the result of 
transport through two myoglobin proteins in series with each other.  Moreover, the 
existence of several Coulomb triangles is an indication that the multiple-protein complex 
can have more than two electronically stable states.   
The faint line at Vbias = -25 mV indicated by the green arrow in Fig. 8.11(a) did 
not change significantly with gate voltage, which indicates electron tunneling by the 
medium around the heme group.  And this peak is also indicated by the green arrow in 
Fig. 8.11(b).   
Finally, we also note that the conductance feature that starts at V = -97 mV, 
indicated by the red arrow, could arise from one of the excited electronic level of the 
protein or a vibrational excitation of the protein.  In particular, this energy coincides with 
the energy of the tryptophan amino acid in Mb which is known to have an energy of 760 
cm-1 = 94.2 mV (measured at room temperature).75, 103  The wide conductance line that 
starts at V ~ 93 mV, indicated by the pink arrow, is another candidate that could arise 
from the excited state or vibrational excitation of the protein.   
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Figure 8.11 One myoglobin sample at 6 K. (a) Differential conductance dI/dVbias as function of gate and 
bias voltage at 6 K (gray scale from -0.27 μS [black] to 1.6 μS [white]); (b) Negative differential 
conductance from -0.7 V to -0.9 V (gate voltage); (c) The I-Vbias curves change with gate voltage; (d) The I-




A weakness of our experiments is that the orientation of myoglobin in the gap of 
electrodes is essentially unknown, and the electron transfer pathway is very important for 
single electron transport by single proteins.  Therefore, different protein orientations may 
result in different electron transfer pathways and different protein relaxation times.  This 
may explain why a two-step process was observed in some of our samples and not in 
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others.  The mechanism of electron transfer by the protein in nanometer-gap electrodes 
could be explained simply by the relaxation time.  Our experimental results show that fast 
protein relaxation is the condition for two-step SET behavior.   
In summary, we have immobilized myoglobin protein between nanometer gap 
electrodes and have observed single electron transistor behavior that may be associated 
with the iron ion redox reaction.  In particular, indications of resonant tunneling and two 
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Chapter 9  
Conclusions 
 
The electronic properties of myoglobin proteins with ordinary transistor geometry 
at cryogenic temperatures were studied in order to provide more detailed information for 
the electron transfer by protein.  To measure the proteins (~ 4 nm in diameter), an 
electromigration technique using Pt instead of Au was employed to fabricate electrodes 
with nanometer-sized gaps in order to create single electron transistors based on 
myoglobin proteins.  A significant effort was made to check for artifacts by measuring 
blank junctions and junctions with apomyoglobin and demonstrating that the protein’s 
structure remains unchanged after cooling to cryogenic temperatures.  The appearance of 
Au or Pt grains with nanometer-sized in the gap of the electrodes after breaking the 
junction was a problem because the electrical properties of small islands display SET 
behavior.   
For the immobilized myoglobin proteins, single electron transistor behavior that 
may be associated with the iron ion redox reaction was observed.  It is well-known that 
the heme group is not at the center of myoglobin protein, and that the conformation and 
orientation of the proteins can not be controlled through the processes of protein 
deposition and electromigration.  Therefore, the asymmetrical structure and numerous 
orientation configurations of the protein could significantly affect the conductance 
measurements.  One method used to identify conduction by the protein is to look for 
conductance enhanced by vibrational excitations.  When an electron tunnels on to or off 
from a molecule, the molecular equilibrium configuration undergoes a certain change that 
also reflects the change in the local electrostatic environment.  Due to variations in the 
local environment of each single molecule device, the observed excitation spectrum 
usually differed from device to device. 
In this work, the mechanism of electron transfer by myoglobin using nanometer-
gap platinum electrodes at cryogenic temperatures was investigated.  The experimental 
results suggest single electron transport behavior is mediated by resonance of the 
electronic levels of the heme group in the myoglobin protein.  This demonstrates that 
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myoglobin across nanometer-gap electrodes could be utilized to fabricate single electron 
transistors.  In particular, indications of resonant tunneling and two step transfer 
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