Weakly stationary Gaussian processes are the principal tool in the statistical approaches to the design and analysis of computer experiments (or Uncertainty Quantification). Such processes are fitted to computer model output using a set of training runs to learn the parameters of the process covariance kernel. The stationarity assumption is often adequate, yet can lead to poor predictive performance when the model response exhibits nonstationarity, for example, if its smoothness varies across the input space. In this paper, we introduce a diagnostic-led approach to fitting nonstationary Gaussian process emulators by specifying finite mixtures of region-specific covariance kernels. Our method first fits a stationary Gaussian process and, if traditional diagnostics exhibit nonstationarity, those diagnostics are used to fit appropriate mixing functions for a covariance kernel mixture designed to capture the nonstationarity, ensuring an emulator that is continuous in parameter space and readily interpretable. We compare our approach to the principal nonstationary models in the literature and illustrate its performance on a number of idealised test cases and in an application to modelling the cloud parameterization of the French climate model.
INTRODUCTION
Computer simulators (models) are widely used to model physical processes (Frierson et al. 2006, Farneti and Vallis 2009 ). These models are treated as mathematical functions, denoted f , of a large number of parameters and are often computationally expensive to run. Gaussian Process emulators are often used as 'surrogates' to complex computer simulators in such cases, in order to make inference that requires embedding the model as part of a Monte Carlo procedure, tractable. The usual approach to emulation is to fit a stationary Gaussian 1 arXiv:1803.04906v1 [stat.ME] 13 Mar 2018 process (Sacks et al. 1989 , Kennedy and O'Hagan 2001 , Santner et al. 2003 ) trained on a set of runs of the simulator. Gaussian Process emulators are then used in a number of inferential engines, such as uncertainty analysis (Oakley and O'Hagan 2002) , sensitivity analysis (Oakley and O'Hagan 2004) and calibration (Kennedy and O'Hagan 2001) .
The usual stationarity assumption means that a common variance term and a correlation function that depends only on the distance between the two points of interest are used to fit a Gaussian process (Bastos and O'Hagan 2009 ). However, in practice simulators may behave differently across the input space. This can sometimes be captured in modelling by using complex regression functions in the prior mean of the Gaussian process so that the residual is approximately stationary (Rougier et al. 2009; Williamson et al. 2013) . When the nonstationarity is not adequately captured in this way, prediction intervals produced by the emulators can be too narrow in the region of high residual variability of f (the emulator is over-confident). On the contrary, the emulator is under-confident in the input space where f is 'well-behaved' (Bastos and O'Hagan 2009; Montagna and Tokdar 2016; Oughton and Craig 2016) .
There is a large literature on nonstationary GP models in spatial statistics. For example, Gelfand et al. (2003) suggested modelling spatial processes through the mean function using spatially varying regression coefficients, with the coefficients themselves given a multivariate process model. Paciorek and Schervish (2006) proposed to use nonstationary Gaussian Processes for spatial modelling, by convolving spatially-varying kernel functions. These methods
have not yet been implemented for computer experiments as it would take many more model runs than are usually possible to obtain designs that are sufficiently dense in the typically > 2 input dimensions that are worked with. simulator behaviour is continuous. Ba and Joseph (2012) introduced composite Gaussian processes (CGP) to deal with nonstationarity. The idea is to use two independent and stationary GPs, where the first GP captures the global trend throughout the input space, while the second one is used for local adjustments around this global trend. A flexible variance model is introduced to capture the varying volatility across the input space. This is similar to the approach described above, capturing as much variability with a complex mean function and allowing local behaviour to be captured by a residual process. Montagna and Tokdar (2016) presented a new nonstationary GP model via latent input augmentation. The model consists of two stationary GPs, the first GP is expressed in terms of original inputs and the second GP depends on the latent input. The latent input is used to capture regions in the input space that correspond to abrupt changes in the simulator behaviour.
In this paper we introduce a natural and interpretable approach to constructing Gaussian process emulators for computer experiments that aims to mimic an applied statistician's approach to using diagnostics to fix initial stationary fits. Firstly, we perform standardized Leave One Out (LOO) diagnostics for a stationary GP emulator fitted to our training data.
We specify a finite mixture model for the standardized LOO errors to identify L distinct regions of behaviour in the input space and to derive mixing functions over each of these regions. We then assign a Gaussian process prior for f whose covariance kernel is a mixture of L stationary covariance kernels, each belonging to the L previously identified regions.
The article has the following structure. Section 2 gives an overview of the stationary GP emulator and describes the existing work in nonstationary GP modelling. Section 3 introduces our nonstationary GP emulator. Section 4 examines the performance of our nonstationary GP emulator for a number of idealised numerical examples. Section 5 presents a real-data application to the CNRM-CM5 Earth system model. In particular, the climate modellers we collaborate with are interested in calibrating cloud parameterizations within their global models so that the sub-grid scale processes they represent have similar performance to models that explicitly resolve these processes. During our work with this project we observed that some of the model outputs we needed to capture failed traditional diagnostics checks, motivating this work. Section 6 contains a discussion.
GAUSSIAN PROCESS EMULATORS

Stationary GPs
We define a computer simulator to be a function, f , that takes inputs x ∈ X and outputs a scalar, we discuss a generalisation to multiple outputs later in this section. We write the GP emulator as
There are a number of popular forms of correlation function leading to a positive definite kernel, k, used routinely in the literature on computer experiments, such as the power
with 0 < φ j ≤ 2, and φ j = 2 corresponding to the popular squared exponential. The Matern covariance function is also popular (Santner et al. 2003, Rasmussen and Williams 2004) .
We can therefore consider f (x) to be the sum of 3 processes
where h(x) T β represents a global response surface that captures dominant features of the model output, (x) is a correlated residual process capturing input dependent deviation from the surface and ν(x) is a nugget process (Andrianakis and Challenor 2012; Gramacy and Lee 2012) either representing noise in the simulator (such as the internal variability of a climate model) or for capturing variability due to inactive inputs not used in (x) (Andrianakis and Challenor 2012), or to ensure non-singularity of covariance matrices in the Bayesian update (Gramacy and Lee 2012) .
Let X = (x 1 , . . . , x n ) T at which we obtain training runs F = (f (x 1 ), . . . , f (x n )). Conditioned on the hyperparameters
with
and K = k(X, X).
Multivariate emulation often uses the scalar output emulator as a building block. For example, basis methods that project high dimensional output onto a basis such as that found by principal components, do this in order to fit scalar, stationary emulators to the coefficients (Higdon et al. 2008 , Bayarri et al. 2009 , Salter et al. 2018 . Rougier (2008) introduced outerproduct emulators that included space, time and output type as inputs to a scalar, stationary emulator for high dimensional output. The multivariate Gaussian Processes introduced by Conti and O'Hagan (2010) used separable covariance functions between inputs and outputs, with the input covariance, the same stationary form used for scalar emulators.
There are a number of popular methods for fitting GPs. Currin et al. (1991) fit the hyperparameters by maximum likelihood. Haylock and O'Hagan (1996) showed that fixing δ first led to a t-process posterior prediction for f (x) under π(β, σ 2 ) ∝ 1/σ 2 . This was extended to a Normal-inverse gamma update by Oakley and O'Hagan (2004) , given δ. Full
Bayes MCMC methods with specific priors on δ have been used e.g. Higdon et al. (2008) , Kaufman and Sain (2010) and many others.
In practice even with very flexible or well-chosen prior distributions, there can be difficulties with stationary emulators for highly nonstationary simulators. Figure 1 demonstrates the performance of a stationary GP emulator for a 2D function considered by Ba and Joseph in the R package CGP's reference manual (Ba and Joseph 2014) . From the top left panel, the mean surface is too rough in the highly smooth area for x 1 and x 2 large. We also see plot (bottom left) shows that a calibration using this emulator would be inefficient in identifying optimal regions of parameter space (Kennedy and O'Hagan 2001; Salter et al. 2018) , and the heteroskedasticity in the standardized errors plot (bottom right) is the typical issue with nonstationarity. How can these errors be mitigated in practice? 
Existing work in nonstationary GP modelling
A common approach in mitigating nonstationarity is to fit a more complicated response surface h(x) T β that captures global nonstationarity, leaving a stationary process residual (Rougier et al. 2009; Vernon et al. 2010; Williamson et al. 2013) . If the right functions can be found and added to h(x), they should be used, but in practice this can be extremely difficult and requires too much manual fitting. In applications where emulators are needed quickly or automatically (say 100's or 1000's must be built to describe a complex computer code), this may not be feasible in such a way as to leave a stationary residual. Ba and Joseph (2012) introduce the Composite Gaussian Process (CGP), which consists of two processes,
The first process replaces h(x) T β with a stationary GP and captures the global behaviour.
They specify that Z global (x) is GP distributed with mean µ and covariance τ 2 g(x, x ). The second process captures the local variability by including a variance model σ
where σ 2 is a variance term and v(x) is a standardized volatility function which fluctuates around 1. Z local (x) is a zero-mean GP with covariance l(x, x ). Both g(x, x ) and l(x, x ) are the Gaussian correlation functions:
with their own correlation parameters that satisfy 0 ≤ θ ≤ α l and α l ≤ α. To ensure that
, α l is set to be moderately large. The parameters in the CGP model are derived using maximum-likelihood estimation, which means that the full account of parameter uncertainty is not taken in the predictions contrary to the fully Bayesian framework used for other nonstationary methods.
Gramacy and Lee (2008) developed a treed partition model to divide the input space by making binary splits on the value of single variables recursively. The Bayesian approach is applied to the partitioning process by specifying a prior through a tree-generating process and the tree is averaged out by integrating over possible trees using Reversible Jump MCMC (RJ-MCMC). In each leaf of the tree a stationary Gaussian Process is fitted. Partitioning does not guarantee continuity of the fitted function, because the posterior predictive surface conditional on a particular tree is discontinuous across the partition boundaries, which translates into higher posterior predictive uncertainty near region boundaries. However, Bayesian model averaging provides mean fitted functions that are relatively smooth in practice. Pope et al. (2018) provided an extension to the classification trees for modelling discontinuities in the model response. Voronoi tessellation is applied to divide the input space into disjoint regions and an independent Gaussian Process is fitted to each region. RJ-MCMC is used for implementation, which requires a larger number of MCMC chains and iterations per chain to ensure the convergence.
Another approach to modelling nonstationary simulators is developed by Montagna and Tokdar (2016) . They introduce a latent variable Z into the model, which does not have any physical meaning and is used to stretch the distance between the inputs with potentially abrupt changes in function values. The idea is that we model simulator f (x) as
where the first term has the same meaning as in subsection 2.1 and [x, Z]; θ is a zeromean GP with a covariance function that depends on the original vector of inputs x and a latent input Z. The correlation function has the following form:
The latent input Z is considered as a continuous function of original inputs, Z = g(x), and a stationary GP is defined:
. Hence the method relies on two stationary GPs, one for the function of interest and another for the latent input:
The extended process f (x, Z) is stationary, while the marginal f (x) is not. Posterior prediction forx is derived by averaging over the set of hyperparameters θ and the posterior distributions of the latent inputs. Montagna and Tokdar (2016) demonstrated the approach to be effective over a number of numerical examples, though it may be computationally demanding if the goal is fast prediction over the whole parameter space, as in a calibration exercise. It may also be difficult to interpret Z and so to use priors for the latent process that lead to good fits.
NONSTATIONARITY VIA DIAGNOSTIC-DRIVEN COVARIANCE MIXTURES
When fitting an emulator in practice, we would normally begin by fitting a stationary Gaussian Process and examining diagnostics to assess whether the emulator was sufficient. Possible failure of the stationarity assumption can then be checked from the plots of standardized errors against the model inputs (Bastos and O'Hagan 2009). We may notice, as we do in Figure 1 , that the model is 'well-behaved' in some regions of the input space but not in others. For example, the standardized errors are close to zero for x 1 and x 2 close to 1 in Figure   1 , yet the model changes rapidly and the standardized errors are large for small values of x 1 and x 2 . Approaches such as TGP explicitly model these as regions of distinct behaviour by axis-aligned partitioning of the input space and fitting distinct Gaussian Processes to each region, imposing discontinuities in the covariance function. Our approach captures the distinct regional behaviours we see in stationary diagnostics, yet uses input-dependent mixing functions to ensure a continuous covariance kernel. We develop this approach below.
Nonstationary GP through mixtures of stationary processes
Suppose, upon examining the diagnostics of a stationary GP emulator, as above, we identify L input regions of distinct model behaviour, X l , l = 1, . . . , L (see below for our method for identifying these regions). We define f (x) as:
where λ 1 (x), . . . , λ L (x) are input-dependent mixture components on the unit simplex. Here σ l and correlation length parameters δ l for each input region l, so that
The final term of equation (4) is a nugget process term. We specify a region specific nugget process term for each input region,
allowing the nugget to vary between the regions.
Given λ(x) our nonstationary GP is therefore
so that the covariance kernel for our nonstationary GP is a mixture of stationary covariance kernels. This formulation allows us to specify a different type of process behaviour in L regions similar to TGP. However by mixing GPs in this way we can have non-zero covariance between the points from different regions. Our approach is related to the covariance kernel specification introduced by Banerjee et al. (2004) in spatial statistics. There, L knots, x l , l = 1, . . . , L, are specified in 2D space by applying a rectangle-partitioning approach and finding the centroids of the resulting rectangles. The optimal choice of L is determined by considering BIC (Schwarz 1978) . Banerjee et al. (2004) employ a mixture λ(x) = α(x, x l ) that depends on the centroids via a distance function. Our approach avoids the requirement to find centroids, which will be more difficult in the p > 2 dimensions we typically encounter in computer experiments, allowing a more general partitioning based on smooth surfaces in p dimensions.
Modelling the mixture components
We consider the λ(x) as probabilities indicating the dominant local behaviour around x as described by l (x) and ν l (x). Definef (x) to be an 'out of the box' stationary emulator (described in the beginning of section 4), fitted using design X and computer model runs F . Let e i denote the leave-one-out standardized cross validation residuals:
where
We define a latent indicator process
and model the e i via e i |s(
where ζ l is the standard deviation for the distribution of standardized errors in region l.
Then, we can fit the λ l (x) via, for example, categorical regression
, with a suitable prior π(α, ζ). 
Sinse s is discrete, this is equivalent to
The mixture components for x are computed for all M posterior samples (α) M and the mean over all posterior samples is foundλ(x):
λ(x; α m ).
An alternative to this approach for fittingλ is to operate with joint prior distribution
using reversible jump MCMC (Green 1995; Kim et al. 2005) . Reverseble jump MCMC could be time-consuming and operationally expensive, requiring a longer warm-up period for the mixing of Markov chains and introducing the convergence problems (Green 1995; Pope et al. 2018 ). Also this model specification could raise identifiability issues for x, in particular to which input region x should be allocated. We discuss this in section 6.
Our approach is diagnostic-led, automatable and fast. Fixingλ(x) in this way resembles the common and effective Cross Validation (CV) approach for estimating covariance hyperparameters for stationary GPs (Rasmussen and Williams 2004, Bachoc 2013 ).
CASE STUDIES
We consider the performance of stationary and our proposed nonstationary GP emulators on a set of test functions. To avoid 'cherry picking' we use our in-house code for constructing stationary GP emulators based in Stan. The code is available in supplementary material.
The default options of our code select h(x) = (1, x 1 , . . . , x p )
T and weakly informative prior β 2:p ∼ N (0, 10) with uniform intercept. We use a truncated normal prior for σ with mean α σ as the residual standard error from an OLS fit with h(x), and β σ the squared difference of the standard deviation of the training runs and α σ . The weakly informative δ k ∼ Gamma (4, 4) is used for the correlation length parameters (Stan Development Team 2017b). We assign τ 2 to 0.0001 to facilitate stable matrix inversion as suggested by Andrianakis and Challenor (2012) . To ensure comparability, we specify the same forms of prior distribution for model parameters β 2:p and σ, δ, τ 2 L for our nonstationary GP emulator. We use the same default prior settings in all examples that follow.
We also demonstrate the performance of Bayesian TGP (Gramacy and Lee 2008) and composite GP (CGP) (Ba and Joseph 2012) . To implement TGP and CGP, we used R packages TGP with default settings and fixed nugget parameter at 0.01, note the nugget has a different interpretation to τ 2 in TGP (Gramacy 2007) , and CGP with default settings (Ba and Joseph 2014) . Both R packages are available from CRAN. We do not consider the performance of the nonstationary GP emulator suggested by Montagna and Tokdar (2016) , analysed in subsection 2.2, because there is no available package for this method.
The 2D 'wavy' function
In this subsection, we examine the performance of the emulators on the nonstationary function considered by Ba and Joseph (2012) We use a 24-run maximin distance Latin Hypercube (LHC) (Morris and Mitchell 1995) to train our emulators. Firstly, we construct a stationary GP emulator and plot the standardized errors to see if there is a particular subspace in the input space where the behaviour is different. From Figure 3 we notice that the variability of the errors depends on both inputs and there are two distinct identifiable regions of standardized error behaviour. We to the higher probability of a point being allocated to region 1, while the deep red colour corresponds to the higher probability of a point being allocated to region 2.
therefore specify the number of distinct regions L = 2. For x 1 , x 2 < −0.5, the standardized errors exhibit large variability, i.e. standardized errors ranging from -1.5 to 2, while for input values greater than -0.5 the standardized errors variability significantly decreases. We use the model described in section 3.2 to derive mixing functions. From the second row of Figure 4 we observe that the stationary GP emulator produces the lowest values of predictive standard deviation around the design points, but due to the small values of the correlation length parameters, the information is quickly 'dying' away from the design points. Our nonstationary GP emulator and CGP manage to learn and explore the function behaviour for high values of x 1 and x 2 based on a few design points due to the stronger correlation structure in this region. The behaviour of the wavy function changes along the line where x 1 = x 2 . Figure 4 demonstrates the cross-section plot for the stationary model and shows the limitations of the stationary emulator, i.e. it is overconfident in the region where the function behaviour changes rapidly. Both the TGP and CGP models are under-confident across the cross-section, while our nonstationary GP emulator produces the lowest prediction intervals among all of the methods, through is perhaps under-confident during the transition to smoother behaviour x 1 , x 2 ≥ −0.5.
Nonstationarity in 5 dimensions
We now examine the performance of our method in higher dimensions, using the 5D function f (x) = β 0 + β 1 x 1 + β 2 x 2 + β 3 x 3 + β 4 x 4 + β 5 sin(β 6 x 5 ), with β 5 , β 6 changing in each of 5 different intervals in x 5 , as shown in Figure 5 . Intervals in white correspond to five separate function behaviours, while the intervals in blue are a mixture of functions from two neighbouring regions to ensure continuity. Our choices of β 5 , β 6 impose significant variability in smoothness with changes in x 5 . We choose to vary the stationarity properties along one axis in order to favour TGP, which partitions the input space along one input. We generate a 4-extended LHC of size 100 following the methodology presented by Williamson (2015) . The 100 member LHC is composed of four, 25 member LHCs, each added sequentially, ensuring that the composite design is orthogonal and space-filling at each stage of extension. We will compare the performance of all methods using Leave One Latin Hypercube Out (LOLHO) diagnostics, i.e. each row represents the predictions generated for a left out from the design LHC by refitted emulators. LOLHO diagnostics offer a sterner test for an emulator than LOO diagnostics and allow us to assess which areas of the input space do not validate well (Williamson 2015) .
To construct our nonstationary GP emulator we consider plots of standardized errors for each left out LHC, shown in Figure 6 , to see if there is a particular subspace in the input space where the behaviour is different. We observe heteroskedasticity against x 5 and see that the standardized errors become highly correlated as x 5 increases. We specify L = 2, allowing our model to be as simple as possible. Through the true function has L = 5, in practice, we will always try to specify as few regions as possible initially, and L = 2 works well in this example. Figure 6 : e i against the x 5 for four sub-designs. The deep blue colour corresponds to the higher probability of a point being allocated to region 1, while the deep red colour corresponds to the higher probability of a point being allocated to region 2. Figure 7 shows the LOLHO diagnostic plots for each of our 4 emulators (columns) for each of the sub-designs considered (rows). We observe that the main issue with our stationary GP emulator manifests in the wide prediction intervals produced in the regions where the test function is 'well-behaved' for x 5 close to 1. Despite TGP outperforming other methods in the region where the function is 'well-behaved', it performs poorly for small values of x 5 across all ensembles, perhaps due to a small number of design points in this region. Across all designs our proposed nonstationary GP emulator and CGP produce similar results.
To perform a fair comparison between our stationary and proposed nonstationary GP emulators to TGP and CGP, we used the 'out of the box' specification defined in the beginning of the section and our proposed nonstationary GP emulator performed well across all of the sub-designs. However, we could implement further steps to demonstrate the potential for superior performance of our proposed method. Figure 8 shows the standardized error plots generated by our stationary GP emulator for the first sub-design, demonstrating the nonstationarity against x 5 . In practice, noticing such behaviour would lead us to give stronger prior information for δ 5 (Higdon et al. 2008; Williamson and Blaker 2014) . We achieve this by keeping the same Gamma(4, 4) prior for δ 5 but specifying a smoother prior in the other 4 dimensions via δ 1 , . . . , δ 4 ∼ Gamma(42, 9) (this distribution was chosen by using the MATCH elicitation tool (Morris et al. 2014 ) to capture a reasonable distribution giving more weight to longer correlation lengths). Figure 9 demonstrates the superior performance of our non-stationary GP emulator with this weakly informed choice of priors for the correlation length parameters across all sub-designs. 
Stationarity check example
Following Ba and Joseph (2012) we check the performance of our emulator on stationary data. We perform LOO diagnostics for our stationary and nonstationary GP models on sample paths generated by three different zero-mean bivariate Gaussian processes with varying design X and correlation length parameters δ.
We start by producing plots of standardized errors and we observe from Figure 10 there is no sign of unusual behaviour of standardized errors against x 1 . We specify L = 2 as the default setting for the number of distinct regions. The mixture model identifies two distinct regions for the last ensemble. Figure 10 : e i plotted against x 1 for three randomly sampled stationary paths. The deep blue colour corresponds to the higher probability of a point being allocated to region 1, while the deep red colour corresponds to the higher probability of a point being allocated to region 2. Figure 11 demonstrates the posterior samples of region-specific parameters generated by our nonstationary GP model for the last ensemble and we notice that the histograms of posterior distributions for region specific parameters look similar across the regions. We observe that the performance of our stationary GP emulator (top row) and nonstationary GP emulator (bottom row) are almost identical in Figure 12 . The true values are in ether green, if they are within the prediction intervals, or red otherwise.
CNRM-CM5 EXPERIMENTS
In this section we present work that has been done as part of the ANR (The French National Research Agency) funded HIGH-TUNE project. The primary objective of the project is to improve and tune the boundary-layer cloud parameterization of the French General Circulation Model (Voldoire et al. 2013 ). Boundary-layer clouds are crucial component climate model because of their effect on water and energy cycles of atmosphere and surface temperature (Bony and Dufresne 2005) . These clouds are not resolved by solvers at the resolution used for running GCM's and so are parameterized inside the models through a set of approximating equations dependent on a number of 'free' (internal) parameters. In the climate community the estimation of these parameters is called tuning (Hourdin et al. 2017 ).
The HIGH-TUNE project aims to improve the representation of boundary-layer clouds by comparing single-column versions of the GCM's (SCM's) in different regions of the globe with explicit 3D high-resolution Large-Eddy simulations (LES) over the same regions. In particular, history matching , a statistical approach to tuning, will be performed in order to rule out the free parameter choices for the SCM's that are not effectively mimicking the LES results. It is common practice to treat LES as surrogate observations for tuning, because it is difficult to observe real clouds at the required temporal and spatial scales. In climate modelling this concept is termed 'process based tuning'.
Emulators for the SCM's will be required whenever new parameterizations are tried. In our work with the HIGH-TUNE team we have found using routine stationary GP's insufficient for this task and so we present the performance of our nonstationary method within this application. The tuning, what we would term calibration, of these models is beyond the scope of this paper. We will consider the average potential temperature generated by the SCM by varying nine input parameters of interest.
Firstly we identified the physically plausible ranges of the input model parameters with the HIGH-TUNE team and standardized these to the range [-1, 1], which is the usual practice in constructing emulators for computer experiments. We generated a 160 member LHC composed of four, 40 member LHCs (Williamson 2015) , similar to the design for the 5D example in Section 4.2. Figure 13 plots the average potential temperature against each input. We see that the average potential temperature varies most with the input ALFX, i.e. the variability in the response of the average potential temperature increases as ALFX increases. For our stationary and nonstationary GP emulators we specified a linear mean function in the nine inputs. To validate the performance of our emulators we used LOLHO diagnostics (Williamson 2015) . Ensemble 4 Figure 14 : Coloured e i against ALFX for four sub-designs. The deep blue colour corresponds to the higher probability of a point being allocated to region 1, while the deep red colour corresponds to the higher probability of a point being allocated to region 2.
We specified L = 2 allowing our model to be as simple as possible and derive the mixture functions. We also checked the performance of the model with L = 3, but haven't observed any improvement in the emulator performance. We compare the performance of our nonstationary GP emulator to the stationary GP emulator, TGP and CGP.
From Figure 15 we observe that the stationary GP emulator fails to recognise the variability of the model response in relation to ALFX, i.e. the length of two standard deviation prediction intervals is the same across the whole range of ALFX. TGP demonstrates satisfactory performance for all four validation ensembles, however due to the hard partitioning mentioned in subsection 2.2 the two standard deviation prediction intervals increase significantly for the ALFX>0. CGP performs well in the input region where the model is well-behaved, however is over-confident in the region where the model response varies the most, especially for sub-designs 2 and 4. Our nonstationary GP emulator demonstrates a gradual increase in the length of prediction intervals with increasing ALFX as we observe in the data. 
DISCUSSION
In this paper we have introduced a non-stationary, diagnostic-driven, GP emulation of computer models via covariance kernel mixtures. We construct our nonstationary GP emulator in two steps. Firstly, we check if the stationary GP emulator performs well by considering plots of individual standardized errors against inputs in order to identify any signs of nonstationarity/heteroskedasticity (Bastos and O'Hagan 2009) . We then fit a mixture model to the individual standardized errors to produce a mixture function prescribing the covariance kernel mixture for a nonstationary GP. We specify region-specific stationary covariance kernels, then establish the covariance kernel for our nonstationary GP as a mixture of these.
The numerical examples together with the real-data application demonstrated the competitive performance of our method at its default settings compared to the main nonstationary methods implemented in software, TGP and CGP.
A motivation for our approach is to mimic the approach we take to building emulators for computer models in practice. We may fit many such emulators to different model output over a session with our collaborators and use diagnostics from stationary fits to decide how to proceed. Our method treats these diagnostics as data that we then use to fit nonstationary models, making the fitting of many emulators more automatic, so that ultimately it can be done in house by the modellers themselves using our software.
There are a number of possible extensions to the methodology presented. Firstly, we specify the number of regions L by considering plots of standardized errors against the model inputs, and the choice of L is based on subjective expert judgement. The alternative is to construct an automated process by considering WAIC and/or BIC measures and choose the number of regions L which provides the best WAIC and/or BIC measures (Almond 2014 ).
Secondly, we may remove the 2 stage approach altogether by operating with joint prior
L , L) using reversible jump MCMC (Green 1995; Kim et al. 2005) to attempt full Bayesian inference. Intelligent choice of prior distribution in order to avoid confounding will be important here. Finally, we would be interested to further develop diagnostics for types of nonstationarity and tailor methods/priors to these.
