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ON THE NAGATA PROBLEM
ZIV RAN
In the course of his construction [N] of a counterexample to Hilbert’s 14th problem,
Nagata was led to formulate a conjectural lower bound on the degree of a plane curve
having assigned multiplicities at a generic collection of points. To state the conjecture
precisely, recall first that the multiplicity multP (C) of an arbitrary plane curve C (=pos-
sibly reducible, nonreduced Cartier divisor) at a point P ∈ P2 is by definition the degree
of the first nonvanishing term in the Taylor expansion of an equation of C at P . Nagata’s
conjecture then is that the following statement (Nr) holds for all r ≥ 10:
(Nr) if (P1, ...Pr) ∈ (P2)r is generic then for any plane curve C we have
r∑
1
multPi(C) ≤
√
rdeg(C).
The purpose of this paper is to give a partial answer to Nagata’s conjecture by proving
(Nr) for a certain subset of r-values. To state our result we need some notation. Let
k2 ≥ 9 be the largest square below r and ε = {√r}(fractional part); also let α = r − k2.
Theorem 0.1. (Nr) holds provided k ≥ 3 and either
1. α is odd and ε > 1√
2k−1 , or
2. α is even, α ≥ 6, and ε ≤ 2(√2− 1) ∼ .82
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The result has a mentionable application to a conjecture of Harbourne and Hirschowitz
(cf.[Hi]), which says that the following statement (Hr) holds for all r ≥ 10
(Hr) If χ(d, µ, r) =
(d+1)(d+2)
2
− rµ(µ+1)
2
≥ 0, then r generic µ-fold points
µP1, · · · , µPr impose independent conditions on plane curves of degree d.
Corollary 0.2. If r is as in Theorem 0.1 and χ(d, µ, r) > rµ
2
− 4, then (Hr) holds.
Proof Let b : S → P2 be the blowing-up of P1, · · · , Pr with exceptional divisors
E1, · · · , Er and L = (d : µr) := b∗O(d)(−µ
r∑
1
Ei), L
′
= L · KS = b∗O(d + 3)(−(µ +
1)
r∑
1
Ei). Our assumptions imply (L
′
)2 > 0, hence by Theorem 0.1 it follows easily that
L′.C > 0 for any curve C on S. By the Nakai-Moisezon criterion it follows that L
′
is ample
on S, hence by Kodaira vanishing H1(L
′
+KS) = H
1(L) = 0, which is just (Hr).
In the case where r is a square, (Nr) was already proven by Nagata himself [Na],
using a specialization of the points in the plane. More recently Xu [Xu], using a calculus
method, gave a simple proof of Nagata’s result and of the closely related result that, in
the above notation, L = (d : 1r) is numerically effective if L2 = d2 · r ≥ 0, and also gave
some related inequalities. Other contributions are due to Biran [Bi] (for µ = 2) and Roe´
[Ro]. As for the Harbourne-Hirschowitz conjecture, some small multiplicity cases were
treated by Arbarello-Cornalba [A-C], Ciliberto-Miranda [C-M], and by Hirschowitz and
his students [Ev].
It may be mentioned that (Nr) has an application to ‘symplectic packing’, following
the work of Gromov and McDuff-Polterovich [M-P] [Xu]: roughly speaking (Nr) implies
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that the symplectic 4-ball B4(1) of radius 1 and (normalized) volume 1 contains a sym-
plectically embedded
r∐
1
B4(ρ) of total volume arbitrarily close to 1. We refer to [Xu] for
more details on this connection.
The main device used in the proof is a slight generalization of one used earlier in [R1]
[R2], and consists, essentially, of degenerating the plane (or, say, a surface of type F1) to
a kind of reducible surface called a mosaic, which is a rectangular array of surfaces of type
F1 or F0 arranged conveniently(see Sect. 1). A violator of (Nr) will admit a limit Z on the
mosaic which may, by some general easy considerations(see Sect. 2), may be assumed to
be reasonably ‘good’, at least in meeting the singular locus properly. Then, distributing
the assigned points judiciously among the components of the mosaic, and performing
suitable birational (Cremona) transformations. we may analyse Z to conclude (Nr).
In recent years Lazarsfeld and others have introduced the notion of ‘local positivity’ of
a line bundle L, having to do with nefness of bundles like (d : µr), usually for r = 1. One
interpretation of ‘localization’ - at least when the variety is F1 or something similar - is
to degenerate to a reducible limit and consider a particular component. In this sense our
method is consistent with that viewpoint.
Acknowledgement This work was begin while the author was visiting the University
of Nice. He is grateful to the University’s Mathematics Laboratory for its hospitality,
and especially to A. Hirschowitz who introduced him to the problem and provided much
encouragement. He is also grateful to Z.J.Chen for inviting him to visit East China
Normal University in Shanghai, where this work was completed.
1. Mosaic families
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1.1. Basics. As indicated above, our working method in this paper is largely based on
degenerating the plane - or more conveniently, a surface of type F1 and its blow-ups
-to a type of reducible surface which we call a mosaic and which is essentially just a
rectangular and ‘linear’ array of surfaces of type F0 and F1. The notion of mosaic is a
natural and mostly straightforward generalization of that of fan, used extensively in [R1]
[R2] ; i.e. a fan is just a ‘vertical mosaic’. We next proceed with basic definitions and
constructions. While mosaics could natually be generalised further and extended to other
types of surfaces, we shall aim to keep generality down to a necessary minimum.
An a× b mosaic S is by definition a reducible surface
S =
⋃
1≤i≤a
1≤j≤b
Si,j
where Si,j is the type F1 for j = 1, naturally fibred, and of type F0 = P
1 × P1 for j > 1,
fibred by projection to the first factor; moreover each Si,j contains four distinguished
curves Ai−1,j , Ai,j, Bi,j−1, Bi,j called respectively bottom, top horizontal, right, left
vertical subaxes, where each Bi,j is a fibre, and for j = 1, Ai−1,j is a line- section and
Ai, j is the exceptional section, while each Ai,j, j > 1, is a horizontal ruling; further, the
components are arranged so that Si,j ∩ Si+1,j = Ai,j, Si,j ∩ Si,j+1 = Bi,j , Ai,j ∩ Ai,j+1 =
Ai,j ∩ Bi−1,j = · · · = Si,j ∩ Si−1,j ∩ Si−1,j+1 ∩ Si,j+1 = Qi,j , (see Fig. 1) called the bottom
left corner point of Si,j, etc. Note that the Si,j form a matrix-like array except that rows
are counted from the bottom and columns from the right. We call the Ai =
⋃
j
Ai,j, Bj =
⋃
i
Bi,j, the horizontal and vertical axes of the mosaic, and A0, A∞ = Aa, B0, B∞ = Bb
are the boundary axes, the other interior axes. When b = 1(resp. a = 1), the mosaic is
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said to be horizontal(resp. vertical); thus in the terminology of [R1] a vertical mosaic is
just a fan.
1.2. Universal family. We want to construct some mosaic degenerations, i.e. families
of mosaics whose size may vary from point to point. Perhaps the simplest way to do
this is by horizontal or vertical extension which we describe next. Let pi : S → T
be a mosaic family, i.e. a flat proper morphism such that each fibre S(t) = pi−1(t) is
(scheme-theoretically) a mosaic of size a(t) × b(t) together with divisors A0,A∞,B0,B∞
such that the fibres A0(t), B0(t) ⊂ S(t) are the respective bottom and rightmost axes,
while A∞(t) = Aa(t), B∞(t) = Bb(t). For simplicity we shall also assume S, T,A.,B. are
smooth.
Note that then the restricted normal bundle
NB∞/S |B(t) ≃ NBb(t)(t)/S(t) = OB(t),
etc.
The horizontal extension of S is given by
pihor : Shor −→ T ×C
where Shor is the blowup of S × C in Binfty × 0 and pihor is the natural map. If E =
P(NB∞/S ⊕O) is the exceptional divisor of the blowup then it is easy to see that via the
restriction piE of pi
hor, E → T = T×0 is itself a family of vertical mosaics with left vertical
axis P(0 ⊕ O) ⊂ E. Each fibre (pihor)−1(t, 0) = S(t) ⋃
Bb(t)(t)
pi−1E (t) is an a(t) × (b(t) + 1)
mosaic with left column pi−1E (t), while of course (pi
hor)−1(t, s) = pi−1(t), s 6= 0.
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Thus pihor : Shor −→ T × C is a mosaic family, called the horizontal extension of
pi : S → T (it might be called the left-horizontal extension, but we shall have no use
for right-horizontal extensions–the two are related in an obvious way). The leftmost axis
Bhor∞ ⊂ Shor is the proper transform of B × C, while Bhor0 , Ahor0 , Ahor∞ are the total
(=proper) transforms of corresponding divisors in S.
The vertical extension Sver of S is constructed analogously, using A0 in place of B∞,
again there is another analogous construction which we shall not use, based instead on
A∞. As A0 and B∞ meet transversely (in Q0,∞, the ’relative bottom left point’ of S/T ),
it is easy to see that the two constructions commute, i.e.
(Shor)ver = (Sver)hor.
Thus, starting with a 1 × 1 mosaic over a point and extending a − 1 times horizontally
and b− 1 times vertically in any order we obtain a mosaic family
pia×b : Suniva×b −→ Ca×b−2
whose special fibre pi−1a×b = Sa×b(0) is an a × b mosaic and such that every smaller-size
mosaic Sa′×b′ occurs over a suitable locally closed (linear) stratum Va′,b′ ⊂ Ca×b−2. It is
in fact easy to see (e.g. by a T1 computation) that Suniva×b is a miniversal deformation of
Sa×b but we shall not need this fact.
Note that locally at a corner point Q a mosaic S has equations x1x2 = y1y2 = 0
where x2 = y1 = 0 give the four components through Q, y1 = y2 = xi = 0 give the two
horizontal subaxes, while x1 = x2 = yj = 0 give the two vertical axis. The local miniversal
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deformation of the singularity is x1x2 = u, y1y2 = v where u = 0(resp. v = 0) gives the
locus where the vertical (resp. horizontal) axis survives (i.e. stays in the singular locus).
1.3. Line bundles. On a 1×1 mosaic we set (d : e)1 = O(dA0−eA1) and also (u×v)1 =
(u : u− v)1. Now let u = (u1, . . . , ub), v = (v1, . . . , va). then it is easy to see that on an
a × b mosaic S = ⋃Si,j there exists a unique, up to isomorphism, line bundle, denoted
(u× v) such that
(u× v)|A0,j = O(uj), (u× v)|Bi,j = vi ∀i, j,
and we then have
(u× v)|Ai,0 = O(u1 −
∑
k≤i
vk), (u× v)|Ai,j = O(uj) ∀i, j > 0,
(u× v)|Si,1 = ((u1 −
∑
k<i
vk)× vi)1, (u× v)|Si,j = (ui × uj)o ∀i, j > 1,
where (u×v)0 = p∗1O(u)⊗p∗2O(v) on P1×P1. Also, it is easy to see from our construction
of Suniva×b that it carries a line bundle, denoted (u× v)univ whose restriction on the special
fibre is (u× v) and on the general fibre is ((u1 + . . .+ ub)× (v1 + . . .+ va))1.
Now if p1, . . . , pr are general points on a surface and m1, . . . , mr are numbers, denote
by S:r the blowup of S in p1, . . . , pr with exceptional divisors E1, . . . , Er and for S = F1,
(d : e,m1, . . . , mr)1 = ((d× d− e) : m1, . . . , mr)1 := (d : e)1(−
∑
i
Ei);
likewise (u× v : m1, . . . , mr)0 = (u× v)0(−
∑
iEi) on F0:r. If R = (rij) is an a× b matrix
of nonnegative integers, then by a modified mosaic of size a×b : (rij) we mean the blowup
on an a × b mosaic where each component Si,j is blown up in rij general points with
exceptional divisors Eijk , 1 ≤ k ≤ rij. Similarly, if m = (mijk) is an array of numbers
we set (u × v) : m = u × v(−∑mijkEijk). Again there is a family with special fibre
(u× v) : m on Sa×b : (rij) and general fibre (
∑
uj ×
∑
vi) : m on F1:
∑
rij .
1.4. Cremona transformations. The so called elementary or quadratic transforma-
tions are a very useful tool in analyzing line bundles. Recall that constructing proper
transforms of (special) fibres yields isomorhisms
F0:2s ≃ F0:2s, F1:2s ≃ F1:2s
F0:2s+1 ≃ F1:2s+1, F1:2s+1 ≃ F0:2s+1
which, when applied to line bundles, yield
(a× b : m1, . . . , m2s)0 ≃ ((a + sb−
∑
mi)× b : b−m1, . . . , b−m2s)0,
(d : e,m1, . . . , m2s)1 ≃ ((s+ 1)d− se−
∑
mi : sd− (s− 1)e−
∑
mi,
d− e−m1, . . . , d− e−m2s)1
(a× b : m1, . . . , m2s+1)0 ≃ (a + (s+ 1)b−
∑
mi : a + sb−
∑
mi,
b−m1, . . . , b−m2s+1)1,
(d : e,m1, . . . , m2s)1 ≃ (((s+ 1)d− se−
∑
mi)× (d− e) :
d− e−m1, . . . , d− e−m2s)0
2. stretching and good limits
2.1. Ambient stretching. Here we want to describe a natural operation of stretching
i.e. of gluing in, by a suitable birational modification, a vertical or horizontal mosaic in
place of a horizontal or vertical axis occurring on the special fibre of a mosaic degeneration.
We shall describe this in the case of a 2× 2 mosaic, as the extension to the general case
is merely a matter of notation.
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Let pi : S → T be a proper flat morphism from an irreducible 3-fold to a smooth pointed
curve, with special fibre pi−1(0) = S a 2 × 2 mosaic (reduced) and general fibre a 1 × 1
mosaic. Locally at a corner point, such a family is given in coordinates by
x1x2 = t
m y1y2 = t
n
with t a parameter on T . For any (y1, y2) 6= (0, 0), S has an Am−1 × C singularity (in
particular, the singularity type is constant along any axis, off corner points although the
axis is in general reducible). Also note S is never smooth at a corner point.
Given an axis, e,g. a vertical one B = B11 ∪B21 of S, which is contained in the singular
locus of S (i.e. such that m ≥ 2 in the above notation), the stretch of S along B is by
definition the blowup S˜ of S in B, with natural map p˜i : S˜ → T . We claim
Proposition 2.1. (i) S˜ = p˜i−1(0) is a 2 × 3 (if m = 2) or 2 × 4 (if m ≥ 2) mosaic
(reduced) whose leftmost and rightmost components are naturally isomorphic with
those of S.
(ii) if m ≤ 3 then S˜ is smooth at all non-corner points of its vertical axes ; if m ≥ 4
then S˜ is smooth at all non-corner points of its vertical axes except for the middle
axis where it has an Am−3 ×C singularity. ;
(iii) the singularity type of S˜ along its middle horizontal axis is the same as that of S.
Proof Working locally at a corner point with equations x1x2 = t
m, y1y2 = t
n, we
are blowing up the locus x1 = x2 = t = 0, and the blowup is covered by 3 open affines.
In the first, we have coordinates t, x
′
1 = x1/t, x
′
2 = x2/t and an equation x
′
1x
′
2 = t
m−2.
Thus if m = 2 this affine is smooth and disjoint from the proper transforms of S11 ∪ S21
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and S12 ∪ S22, which are given respectively by x′1 = 0, x′2 = 0. If m ≥ 3 we get an
Am−3 × C singularity with reducible exceptional divisor (x′1 = t = 0) ∪ (x′2 = t = 0) for
(y1, y2) 6= (0, 0) which the other equation y1y2 = tn remains. In another open affine we
have coordinates x1, x21 = x2/x1, t1 = t/x1 and a relation x21 = t
m
1 x
m−2
1 , so here S˜ is
smooth off (y1, y2) = (0, 0) and locally given by equation
t1x1 = t, y1y2 = t
n
so it still has an Am−1×C singularity in the other direction. Likewise for the third affine
open. Naturally, similar but simpler behavior occurs at non-corner points. To see that S˜
is indeed a mosaic it suffices to see how the coordinates x1, x2 change upon switching to
another open set along the axis. In the present case where the axis is vertical, x1, x2 are
in fact globally defined along it, making the exceptional divisor either P1 × P1 (m = 2)
or (P1 ∪ P1) × P1 (m ≥ 3). In the case of a horizontal axis x1, x2 would change by a
transition function for O(±1) or O on each subaxis, making the exceptional divisor a
horizontal mosaic. Thus S˜ is a mosaic as claimed.
2.2. Good limits. As we specialize curves on F1 to curves (or cycles) Z on a mosaic S,
an important question is : what can we assume about Z?. Examples show Z cannot in
general be assumed Cartier. Let us say that a cycle Z =
∑
Zij on a mosaic S = ∪Sij is
good if Zij is a divisor on Sij and
(i) Z contains no subaxis ;
(ii) Z is Cartier at every noncorner point ; equivalently, if P ⊂ S is any noncorner point
lying on precisely one subaxis A and two components Sα, Sβ, then Zα.PA = Zβ.PA.
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Proposition 2.2. Let pi : S → T be a 1-parameter mosaic family with general fibre F1,
and Z ⊂ S → T a flat family of curves. Then there exists a base change T ′ → T and
a mosaic family pi
′
: S ′ → T ′ which is a birational modification of S ×
T
T
′
, such that the
limit or special fibre Z ′(0) of Z ′, the proper transform of Z ×
T
T
′
in S ′, is good.
Proof Note that once Z ′(0) satisfies (i), (ii) is automatic ; indeed as S ′ has locally Am×C
singularities off corners, Z ′ is automatically Q-Cartier there, hence Z ′(0) is Q-Cartier,
hence Cartier.
It remains to show that, by sufficient stretching, we may eliminate subaxes in the limit.
This assertion is local at a general point P of some subaxis A and to prove it we may
take a transversal slice X of S, which is an Am-singularity with two transverse smooth
curves Y1, Y1, i.e. slices of the two components S1, S2 of S through P , and another curve
C, slice of Z. Replacing C by a multiple, we may assume C is Cartier. The proof will be
by recursion on the ‘contact invariant’ min(C ·P Y1, C ·P Y2); these intersection numbers
coincide with the respective multiplicities of A in Z ∩ S1, Z ∩ S2, hence unchanged by a
base change T
′ → T ; in particular, we may assume m ≥ 2. Let X ′ → X be the blowing-
up of P , C
′
, Y
′
1 , Y
′
2 the proper transforms of C, Y1, Y2, respectively, and E the exceptional
divisor, which is reduced and Cartier, meets each Yi in a unique point Pi, i = 1, 2, and is
irreducible (m = 1) or E = E1 ∩ E2 (m ≥ 2) where E1 and E2 are smooth, contain only
P1, P2, respectively, and meet in a unique point Q which is an Am−2-singularity on X
′
.
All of this is just the slice of a suitable stretch of S. Now note
C .
P
Yi = f(C
′
) .
P
Yi = C
′
.
Pi
(Y
′
i + E) = C
′
.
Pi
Y
′
i + C
′
.
Pi
E, i = 1, 2.
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Thus our contact invariant decreases at P1 and P2 and the only problem is at Q, which
only exits if m ≥ 2. Now if m = 2, we perform a base-change T ′ → T of order 2 so
that the unique point Q
′
above Q becomes an A1 singularity so by another blowup the
contact invariant decreases. If m ≥ 3, first blow up sufficiently to obtain X ′′ smooth.
We may then assume the proper transform C
′′
of C in X
′′
contains a unique ‘axis’ point
Q
′′
(singular point of the exceptional divisor, slice of axis of suitable mosaic). At this
point we may as before perform an order-2 base change and blowup to reduce the contact
invariant.
Remark Suppose in the above situation that Z has a good limit Z(0) and moreover
that S/T is a specialization of a family S˜/T with special fibre a vertical mosaic. Then
Z(0) satisfies additionally a certain ’horizontal matching conditions’ at each corner point
P : namely if A is the horizontal axis of S through P , S± in two ‘sides’ of A (having two
components each) and Z± in the part of Z(0) in S±, then
Z+ .
S+
A = Z− .
S−
A
as we see by specializing the situation on S˜(0).
As an application of good limits, and a foretaste of the proof of the main theorem, we
give a proof of Nagata’s result.
Proposition 2.3. (Nagata) For any r ≤ d2, d ≥ 3 (resp. d > 3), the line bundle
L : (d : 1r) on P2:r has L.C ≥ 0 (resp. L.C > 0) for any nontrivial curve C.
proof We may assume r = d2. First we claim that for d = 3, L.C ≥ 0 with especially
only for the unique curve of type (3 : 19). To see this specialise (3 : 14) : (3− 1 : 18), to
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L = ((3×(1, 1)) : (15, 13))1 on a modified mosaic S of type 2×1 : (5, 3). If L.C ≤ 0, C will
admit a good limit on some stretch S
′
of S and by partially smoothing we may assume C
has a good limit Z = Z1+Z2 on S itself. (see §3 for more details on this type of argument).
Applying Cremona it is easy to see that L |Si is nef for i = 1, 2 with the only integral
curves of degree 0 being components of members of the pencils of type (3 : 2, 15)1 on S1
and (2 : 1, 13)1 on S2. Suitably modifying the glueing of S1 and S2 along the axis A by an
element of Aut(A) we may assume the traces on A of these pencils have a unique element
in common. Consequently, L is nef and all its null (i.e. degree-0) cycles are multiples of
a fixed one, which deforms to (3 : 1, 18)1 on the general fibre, proving our claim. Now for
d = 4 the argument is similar. We specialize (4 : 1, 115)1 to L = (4, (1, 2) : (1
7, 18)1 on S.
If L.C ≤ 0 we may specialize C to a good cycle Z = Z1 + Z2 on S. Again L |S1 is nef
and the only integral curves W with L- degree 0 are components of members of the pencil
of type (4 : 3, 17)1 (whose general member is irreducible and reducible members split off
a proper transform of a ruling). Since all these W have W.A > 0, it follows firstly that
Z2 6= 0, hence Z2 must be a positive integral multiple of some particular C with C.A = 3.
Since there are ∞1 possibilities for Z1, hence forZ1.A, it follows as above that by general
glueing none of them will match a possible Z2, so Z cannot exist. Finally for d ≥ 5 the
argument is similar but simpler as Z2 as above cannot exist by induction.
3. Proof of theorem
We begin by setting up some notations. Let k2 be the largest square below r and write
r = k2 + α, α ≤ 2k
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Thanks to Nagata’s result(2.3), we may assume r is not a square, i.e. α > 0. Let ε be the
fractional part of
√
r, so that
2kε+ ε2 = α,
√
r = k + ε.
To prove Nagata’s conjecture it suffices to show that for any positive integers d, µ with
d/µ >
√
r, the line bundle (d : µr)1 on P
2
:r or F1:r−1, is nef. Of course, we may take d/µ
arbitrarily close to
√
r. Write d = kµ+ j so j/µ ∼ ε.
Now the general plan of the argument runs as follows. Suppose there exists a curve C
on F1:r−1 violating Nagata’s conjecture. C may be defined over a finite Galois extension
of the coordinate field C(P1, . . . , Pr). Averaging over the Galois group, we may assume
C defined over C(P1, . . . , Pr). Consider a family S → T over a curve with general fibre
F1:r−1 and special fibre of type a× b : (rij) for some (rij) with
∑
rij = r−1 : we call such
a family a 1-mosaic of type a × b : (rij). Now C will extend to a family Z/T . By (2.2)
there exits S ′/T ′ containing Z ′ with a good limit, where the general fibre of Z ′ may be
identified with C. Let the special fibre S
′
(0) be of type (a
′ × b′ : (r′ij)). Now consider the
universal deformation S ′
a′×b′ :(r′ij)
of S
′
(0). Its general fibre is again of type F1:r−1, and we
know that for a suitable T
′ ⊂ U through the origin, the limit of C on S ′(0) taken via T ′ is
good. Now U contains a stratum V whose general member S(0) is of type (a× b : (rij)),
and clearly we may deform T
′
to another curve T
′′
containing a general point of U and
a general point of V , so via T
′′
, C admits a good limit on a modified mosaic of type
(a× b : (rij)). Thus we may as well assume our original limit Z(0) on S(0) is good.
Step 1
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Use a modified 1-mosaic of type (2×1) : (12k+α−1, 1(k−1)2−1) with a line bundle L restrict-
ing to (d : µ, µr−1)1 on the general fibre and to (d×(kµ+j, (k−1)µ)) : (µ2k+α−1, µ(k−1)2−1)
on the special fibre S. Since L | S1 = µ(k − 1 : 1, 1(k−1)2−1) is nef by Nagata it suffices to
prove that L | S1, i.e. (kµ+ j : (k − 1)µ, µ2k+α−1)1 is nef.
Step 2
Applying Cremona transformation on 2k − 2 points, we have
(kµ+ j : (k − 1)µ, µ2k+α−1)1 ≃ (kj + µ : (k − 1)j, j2k−2µα+1)1
Step 3
Now assume α is odd, ε > 1√
2k−1 .
We use initially a 1-mosaic of type 2× 1 : (α+1, 2k− 2) with line bundle L restricting
to (µ + kj × (µ, j) : µα+1, j2k−2)1 on the special fibre S(0). By Cremona, we see easily
that L |S2 is nef, while L |S1 admits a unique integral curve K with L.K < 0, namely the
unique curve of type (α+1
2
: α−1
2
, 1α+1)1, whose degree is
L.K = µ(k
j
µ
− α + 1
2
) > −µε
2 + 1
2
.
Thus the good limit Z(0) of Z on S(0) may be written
Z(0) = aK + Z
′′
, a ≥ 0, L.Z ′′ ≥ 0.
We now specialize the above (see Fig. 2) 1-mosaic to one of type (2×2 : ((α+1, 0), (0, 2k−
2)), with line bundle L restricting on the special fibre S
′
(0) to (µ+ j, (k − 1)j)× (µ, j) :
(µα+1, 0), (0, 2k−2))1 (or it might be advantageous to think of the latter 1-mosaic as given
’first’ and the former being a small deformation of it). The limit of K on S
′
(0) is of the
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form K1 ∪K2 where K1 is the unique curve of type (α+12 : α−12 , 1α+1)1 on S
′
11 ≃ F1:α+1,
while K0 is the unique horizontal ruling on S
′
12 ≃ F0 meeting K1. Now K1 meets the
subaxis A11 in
α−1
2
non-corner points. In S
′
12, A11 is just a line section, hence the part
Z
′
21 of the limit of Z in S
′
21 must have ‘ordinary’ degree (as plane curve) at least a
α−1
2
.
Moreover, L |S′22 is nef. It follows that we can write
Z
′
= aK0 + aK1 + Z
′
12 +W, L.W ≥ 0
hence L.Z = L.Z
′ ≥ aµ(−1+ε2
2
+ ε(α−1
2
). Thanks to our hypothesis on ε and since
α ∼ 2kε+ ε2, the latter is ≥ 0. Hence L is nef.
Step 4
Suppose α even, α ≥ 6, ε ≤ √3− 1.
Here we use a modified 1-mosaic S of type 3×2 : (0, α−1)(2, 0)(2k−2, 0), with line bun-
dle L which on the special fibre is ((j+µ), (k−1)j)× (µ, 0, j) : (0, µα−1)(µ2, 0)(0, j2k−2))1
(see Fig. 3), and we may assume S is a specialization of S ′ of type 1× 2 : (α+ 2k− 3, 2),
in a natural way. By Cremona, using ε ≤ √3− 1, S12 contains a unique integral curve K
of negative L-degree, namely K of type ((α
2
− 1× 1) : 1α−1)0, and L.K > µ(−ε− ε2/2).
Now L |S′11≃ (µ + j : 0, µ2) clearly (Cremona again) admits a unique integral curve
of negative L-degree, namely Λ ∼ (1 : 0, 12)1; as S ′11 specializes to S11 ∪ S21 ∪ S31, Λ
specializes Λ1 + Λ2, where Λ2 ⊂ S21 is again of type (1 : 0, 12)1 and Λ1 ⊂ S11 is a ruling,
of type (1 : 1). Since Λ2 meets the subaxis B21 in a unique non-corner point, it follows
that if a is the multiplicity of Λ2 in the good limit of Z(0), then Z22 is of type (a1 × a2)0
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on S22 with a2 ≥ a; hence L.Z22 ≥ (k − 1)ja, so that
L.(Z21 + aΛ1) ≥ aµ((k − 1)ε+ ε− 2) ≥ aµ(α− 1
2
− 2) ≥ 0
since α ≥ 6.
Next we write
Z21 = aΛ2 + Z
′
21, Λ2 /∈ Z ′21
z′ = Z ′21.A11 ≤ z = Z11.A11
Note that
L.(Z ′21 + Z31) ≥ −z′µ
e.g. because by attaching z′ rulings from S11 (counting multiplicities), whose total L-
degree is z′µ, to Z ′21 + Z31 we obtain a good cycle which is a specialization of one on a
surface isomorphic to S ′1 and Z˜ 6= Λ so L.Z˜ ≥ 0. Now let (y, z)1 be the type of Z11 on
S11. Then
L.A11 ≥ µ(z + (1 + ε)(y − z).
On the other hand if b is the multiplicity of K in Z12 then y − z ≥ b, because Z11 must
have contact order ≥ b with the vertical axis at the point where K meets it. Now we may
write
Z(0) = bK + Z11 + Z
′
21 + Z31 + aΛ2 + Z22 + Z
′′, L.Z ′′ ≥ 0
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and hence
L.Z = L.Z(0) ≥ L.(aΛ2 + Z22) + L.(bK + Z11 + Z ′12 + Z13)
≥ 0 + µ(b(−ε− ε2/2) + (1 + ε)(y − z) + z − z′)
≥ µb(−ε− ε2/2 + 1 + ε) = µb(1− ε2/2)
≥ 0.
Hence L is nef.
Step 5
α even,
√
3− 1 ≤ ε < 2(√2− 1)
We begin with an easy remark.
Lemma 3.1. For L = (a × b : c2)0, a + b − 2c ≥ 0, the only possible integral curves of
negative L-degree are proper transforms of rulings.
Proof We may assume a ≥ b. If b ≥ c, then
L = ((a− c)× (b− c) : 02)0 + c((1× 1) : 12)0,
so clearly L is nef. If c ≥ b, then Cremona yields
((a, b) : c2)0 ∼ (a+ b− 2c : (b− c)2)0.
As a + b − 2c ≥ 0 ≥ b − c, the latter bundle is clearly nef except on the (desingulated)
exceptional divisors.
Now our condition on ε implies 0 < 2 − 2ε − ε2/2, hence choosing µ large enough
we may assume 1/µ < 2 − 2ε − ε2/2. We use a modified 1- mosaic S of type (2 × 2 :
(α+1, 0)(2k−4, 2))1 with line bundle L such that L |S(0) is of type (kj+µ−1, 1)×(µ, j) :
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(j2µα−1)()(j2k−4, µ2) (see Fig 4), which is a specialization of a modified 1-mosaic S ′ of type
(2× 1 : α+1, 2k− 2)1 such that L |S′(0) is of type ((kj+µ)× (µ, j) : (j2µα−1)(j2k−4µ2))1.
Now the lemma shows that L |S′1 (resp. L |S11) has precisely two integral curves of negative
L-degree, namely the curves K, J (resp. K1, J1) of type (
α
2
: α
2
− 1, 1α)1 through all the
µ-points and one j-point on S ′1 (resp. S11), and we have
L.K = L.J > µ(1− ε− ε2/2)
L.K1 = L.J1 > µ(1− ε− ε2/2− 1/µ)
and K, J specialize to K2 ∪K1, J2 ∪ J1 where K2, J2 are horizontal ruling on S12.
Now by Cremona again
L |S′2∼ (3j − 2µ : 2j − 2µ, (j − µ)202k−4)1, (∗)
hence L |S′2 admits precisely 3 integral curves of negative L-degree, namely Λ ∼ (k − 1 :
k− 2, a2k−2)1, of L-degree > µ2(ε− 1), plus two proper transforms of rulings R1, R2 each
of L-degree > µ(ε−1). The limit of Λ on S(0) is Λ1+Λ2 when Λ1 ∼ (k−2 : k−3, 12k−4)1
and Λ2 is the unique curve of type (1× 1 : 12)0 meeting Λ1.
Now in the good limit Z ′(0) = Z ′1 + Z
′
2, let aj and ak be the respective multiplicities
of J and K. As (J +K) ∩ (Λ +R1 + R2) is empty, there exists a sub cycle M of Z ′2 not
containing Λ, R1 or R2, containing (ajJ + akK)∩A1, a cycle of degree (aj + ak)(α2 − 1) >
(aj+ak)(kε−1), and since under the Cremona transformation (*) above A is transformed
to a plane curve of degree k − 1, M must be likewise transformed to a curve of degree
≥ (aj + ak)(kε−1k−1 ) ≥ (aj + ak)(ε− 1/k), hence
L.M ≥ (aj + ak)(ε− 1/k)(2ε− 2)µ,
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hence,
L.(M + ajJ + akK) ≥ µ(aj + ak)(1− 3ε+ 52ε2 − 3k(ε− 23))
≥ µ(aj + ak)(52ε2 − (3 + 3k )ε+ (1 + 2k ))
≥ 0
(as the parenthesised quadratic in ε has negative discriminant for k ≥ 3.)
Finally, letting aΛ, a1 and a2 be the respective coefficients of Λ, R1, R2 in Z, note that
Z12 must contain a part D to ’match’ (at least) aΛΛ2 + a1R1 + a2R2 which as before we
may assume does not contain the horizontal rulings J0, K0. Thus D meets a horizontal
ruling in degree ≥ aΛ + a1 + a2, hence L.D ≥ µ(aΛ + a1 + a2), hence
L.(D + aΛ(Λ1 + Λ2) + a1R1 + a2R2) ≥ µ(aΛ(1 + 2ε− 2) + a1(1 + ε− 1) + a2(1 + ε− 1))
≥ µaΛ(2ε− 1) ≥ 0.
As above, we may write
Z(0) = aj(J2 + J1) + ak(K2 +K1) + aΛ(Λ1 + Λ2) + a1R1 + a2R2 +D + Z
′′
with L.Z ′′ ≥ 0, hence L.Z(0) ≥ 0, so L is nef.
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