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Abstract: Benefiting from recent advantages in location-aware technologies, movement data are
becoming ubiquitous. Hence, numerous research topics with respect to movement data have
been undertaken. Yet, the research of dynamic interactions in movement data is still in its infancy.
In this paper, we propose a hybrid approach combining the multi-temporal scale spatio-temporal
network (MTSSTN) and the continuous triangular model (CTM) for exploring dynamic interactions
in movement data. The approach mainly includes four steps: first, the relative trajectory calculus
(RTC) is used to derive three types of interaction patterns; second, for each interaction pattern,
a corresponding MTSSTN is generated; third, for each MTSSTN, the interaction intensity measures
and three centrality measures (i.e., degree, betweenness and closeness) are calculated; finally,
the results are visualized at multiple temporal scales using the CTM and analyzed based on the
generated CTM diagrams. Based on the proposed approach, three distinctive aims can be achieved
for each interaction pattern at multiple temporal scales: (1) exploring the interaction intensities
between any two individuals; (2) exploring the interaction intensities among multiple individuals,
and (3) exploring the importance of each individual and identifying the most important individuals.
The movement data obtained from a real football match are used as a case study to validate the
effectiveness of the proposed approach. The results demonstrate that the proposed approach is useful
in exploring dynamic interactions in football movement data and discovering insightful information.
Keywords: dynamic interactions; movement data; multi-temporal scale spatio-temporal network;
continuous triangular model; relative trajectory calculus
1. Introduction
With the technical developments in location-aware technologies such as GPS (global positioning
system), RFID (radio-frequency identification), WiFi and bluetooth, the position changes of moving
objects over time can be tracked more easily than ever before. This has caused a proliferation of rich
and voluminous movement data. Specific types of movement data include transportation-related
movement data [1–5], animal movement data [6–8], eye movement data [9], sports movement
data [10–12], as well as natural phenomena movement data [13]. Benefiting from the large amount of
tracked movement data, the analysis of movement data has become a state-of-the-art research theme
in the community of geographical information science (GIScience). Currently, numerous methods to
analyze movement data, such as movement pattern mining [6,14,15], movement visualization [16–18]
and movement modelling [19–21], have been undertaken extensively. In addition, the study of
interactions in movement data has become active recently, but is still in its infancy [22,23]. In this paper,
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we mainly focus on exploring the interaction issues in movement data aiming to provide additional
insights into this relatively new research topic.
Moving objects commonly move in geographical space, in which the geographical context
(e.g., the environments where moving objects occur) is considered one of the important components.
Therefore, the interactions in movement data can be categorized as the interactions between
geographical contexts, the interactions between moving objects and geographical contexts, and the
interactions between moving objects themselves. In this paper, we only consider the interactions
between/among moving objects themselves. Interactions can be classified as static interactions or
dynamic interactions [24]. In spatio-temporal data (e.g., movement data), static interactions are purely
described by spatial properties, without taking account of the possibility of temporal avoidance or
attraction between individuals, while dynamic interactions are defined based on both spatial and
temporal components [25]. Hence, ‘dynamic interaction’ is sometimes synonymously termed as
‘spatio-temporal interaction’ [22]. We mainly focus on dynamic interactions in this paper.
Generally, dynamic interactions can be defined as the way the movements of individuals are
related or the inter-dependency in the movements of individuals. For example, attraction and
avoidance are two typical kinds of dynamic interactions [25]. Typical research on dynamic interactions
in movement data within the domain of GIScience is listed as follows. Miller [26] analyzed the dynamic
interactions between individuals based on the GPS data of animals using five different techniques,
thereby comparing the results acquired by the different techniques. Later, a null model approach [25]
was developed by the same author to compare six dynamic interaction metrics using data on five
brown hyena dyads in Northern Botswana. The comparisons highlighted the need for further study
of appropriate methods for measuring and interpreting dynamic interactions [25]. Long et al. [23]
introduced a new method, dynamic interactions (termed DI), for measuring dynamic interactions
between pairs of moving objects. Six simulated datasets and two applied examples (i.e., team sports
and wildlife) were used to validate the DI method. The results showed that the DI method was able to
be used to measure dynamic interactions in movement data. Long et al. [27] executed an examination
of eight currently available indices of dynamic interactions in wildlife telemetry studies and compared
the effectiveness of the indices. Long [22] examined the statistical properties of a suite of currently
available methods in dynamic interactions. In this work, the ability of each method in characterizing
and capturing different patterns of dynamic interactions was examined in practice. Konzack et al. [28]
proposed a new approach to analyze interactions between two trajectories and developed a prototype
visual analytics tool to evaluate the approach based on three datasets.
By summarizing the aforementioned studies, we can find that the current research mainly
focuses on either comparing or evaluating existing interaction methods based on various datasets,
or developing new methods to measure dynamic interactions between a pair of trajectories. Besides,
most of the current research on dynamic interactions has been done at a single temporal scale. Few work
has focused on exploring the dynamic interactions among multiple moving objects and at multiple
temporal scales. In addition, few have aimed at exploring the importance of each individual and
identifying the individuals which play relatively important roles in maintaining specific types of
interaction patterns. Hence, in order to achieve the above-mentioned explorations, we develop a
hybrid approach combining the multi-temporal scale spatio-temporal network (MTSSTN) and the
continuous triangular model (CTM). Currently, networks are widely used to explore many systems.
However, in the data-rich era, it appears necessary to deal with data that are temporally evolving.
To this end, temporal networks are proposed and applied to various domains [29–31]. More recently,
spatio-temporal networks have been proposed to enhance the abilities of networks [32,33]. In this
paper, we propose a novel spatio-temporal network (i.e., multi-temporal scale spatio-temporal
network) to extend the analytics applicability of spatio-temporal networks at multiple temporal
scales. We then integrate the MTSSTN with the CTM to compose our proposed approach. In this
approach, first, the relative trajectory calculus (RTC) [34] is employed to derive specific types of
interaction patterns. Second, the MTSSTN is generated based on a specific interaction pattern. Third,
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for each MTSSTN, the interaction intensity measures and three frequently used centrality measures
(i.e., degree, betweenness and closeness) [35,36] in network theory are calculated. Finally, the results are
visualized using a multi-temporal scale visualization tool, the CTM [12,37], and the results are analyzed
based on the generated CTM diagrams. Based on the generated CTM diagrams, the following aims
can be achieved for each interaction pattern at multiple temporal scales: (1) exploring the interaction
intensities between any two individuals; (2) exploring the general interaction intensities among
multiple individuals, and (3) exploring the importance of each individual and identifying the most
important individuals by applying map algebra operations to multiple CTM diagrams.
The remainder of this paper is organized as follows. Section 2 gives a brief introduction to network
theory, RTC and CTM. In Section 3, the methodology of the proposed approach is described in detail.
In Section 4, a case study of football is conducted using the proposed approach, and the results are
analyzed. Some advantages and disadvantages of the proposed approach are discussed in Section 5.
Finally, in Section 6, the conclusions and recommendations for future work are described.
2. Background Knowledge
In this section, the basic information on network theory, the relative trajectory calculus (RTC)
and the continuous triangular model (CTM) are introduced, so that one can be able to understand the
proposed approach easily.
2.1. Network Theory
A large number of systems, either natural or man-made, are structured in the form of networks.
Therefore, network theory has been widely used to explore the complex systems existing in many
domains. Typical examples include social networks, World Wide Web, transportation networks, academic
cooperation networks, biological networks, and so forth [35,38]. Essentially, a network is a graph which
can be represented as G = (V, E), where V = {v1, v2, . . . , vn} and E =
{
vivj
}
(1 ≤ i ≤ n, 1 ≤ j ≤ n)
respectively denote the set of vertices and edges. A graph can be connected or disconnected, directed or
undirected, and weighted or unweighted. A connected, undirected and unweighted graph with n vertices
can be represented by an adjacency matrix R(G) as denoted by Equation (1):
R(G) =
[
r
(
vi, vj
)]
n×n, where r
(
vi, vj
)
=
{
1, i f vertices vi and vj are connected
0, i f vertices vi and vj are disconnected
(1)
Note that in this case, matrix R(G) is symmetric. Besides, all diagonal elements of R(G) are zero.
Hence, in practice, we can just calculate either the top right or the bottom left part of R(G) in order to
reduce the complexity. The other part of R(G) can be computed via a symmetric transformation.
Several measures have been proposed to characterize the topological structural properties of a
network or to investigate the importance of vertices. Among these measures, centrality measures are
widely used. Frequently used centrality measures are degree, betweenness and closeness. In a graph,
the degree of a vertex corresponds to the number of vertices that are directly connected to this vertex.
Formally, the degree of a given vertex vi (1 ≤ i ≤ n) is calculated as follows:
CD(vi) =
n
∑
j=1
r
(
vi, vj
)
(2)
where CD represents the degree and n is the total number of vertices in the graph.
The betweenness of a vertex measures to what extent the vertex is located in between the paths
that connect pairs of vertices. Formally, the betweenness of a given vertex vi (1 ≤ i ≤ n) is calculated
as follows:
CB(vi) =
∑n−1j=1 ∑
n
k=j+1 pvjvivk
∑n−1j=1 ∑
n
k=j+1 pvjvk
(3)
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where CB denotes the betweenness, pvjvivk is the number of shortest paths from vertex vj to vertex vk
that pass through vertex vi, pvjvk represents the number of shortest paths from vertex vj to vertex vk,
and n is the total number of vertices in the graph.
The closeness of a vertex measures the closeness of a vertex to all other vertices in a graph.
Formally, the closeness of a vertex vi (1 ≤ i ≤ n) is calculated as follows:
CC(vi) =
n− 1
∑nj=1 d
(
vi, vj
) (4)
where CC denotes the closeness, d
(
vi, vj
)
is the shortest path from vertex vi to vertex vj, and n is the
total number of vertices in the graph.
The measures of degree, betweenness and closeness describe the status of vertices. As degree only
considers the relations between a vertex and its immediate neighboring vertices, it is characterized as
a local measure. In contrast, betweenness and closeness are considered as global measures, since they
take the relations of a vertex and all other vertices into account. Specific to the objects in the real world,
if an object has a high degree value, it means that the object directly connects to a large number of other
objects, hence, it is a relatively important object. Betweenness evaluates to what extent a given object is
part of the shortest paths that connect to any two other objects. A high betweenness value indicates
that the object plays an important role in the connectivity of other objects as a ‘bridge’, hence, without
this object, the connectivity of other objects might be broken. Closeness reflects how far (on average)
an object is to every other object. This gives a sense to what extent an object is integrated or segregated
with respect to other objects. A high closeness value denotes that the object is more integrated to all
other objects, thus is more central and important.
2.2. Relative Trajectory Calculus (RTC)
The Relative Trajectory Calculus (RTC) was proposed by Van de Weghe [34] as a qualitative
approach to represent the spatio-temporal relationships between two disjoint moving objects based on
describing their relative trajectories. Important in this calculus is that an object moving during a time
interval I, which starts at time stamp t1 and ends at time stamp t2, is represented by means of a vector
starting at t1 and ending at t2. Two objects moving during the same time interval can be represented
by two vectors, each corresponding to a specific object. Using a single character label to denote the
distance relation between the two objects, the RTC relationship between the two objects is determined.
In the following, the RTC relationship is introduced in detail.
Assume: moving objects k and l, and time stamp t
k|t denotes the position of k at t
l|t denotes the position of l at t
d(u, v) denotes the Euclidean distance between two positions u and v
t1 ≺ t2 denotes that t1 is temporally before t2
−: the distance between k and l decreases:
∃t1, t2
(
t1 ≺ t ≺ t2
∧ ∀t−, t+(t1 ≺ t− ≺ t ≺ t+ ≺ t2 → d(k|t−, l|t−) > d(k|t+, l|t+)))
0: the distance between k and l remains the same:
∃t1, t2
(
t1 ≺ t ≺ t2
∧ ∀t−, t+(t1 ≺ t− ≺ t ≺ t+ ≺ t2 → d(k|t−, l|t−) = d(k|t+, l|t+)))
+: the distance between k and l increases:
∃t1, t2
(
t1 ≺ t ≺ t2
∧ ∀t−, t+(t1 ≺ t− ≺ t ≺ t+ ≺ t2 → d(k|t−, l|t−) < d(k|t+, l|t+)))
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According to the relationship syntax between two moving objects, three RTC relations can be
distinguished, as illustrated in Figure 1. For example, the RTC relation ‘−’ indicates that the distance
between the two objects before t is larger than the distance between the two objects after t. As the
relations can represent the inter-relationship between two moving objects, they can be adopted to denote
specific types of interaction patterns. Hence, three types of interaction patterns (i.e., attraction pattern,
stability pattern and avoidance pattern) can be derived based on the RTC relations. The relationship
between the RTC relations and the three types of interaction patterns is shown in Table 1.
ISPRS Int. J. Geo-Inf. 2018, 7, 31  5 of 18 
 
According to the relationship syntax bet  t o oving objects, three RTC relations can be 
distinguished, as illustrated in Figure 1. For exa ple, the RTC relation ‘−’ indicates that the distance 
between the two objects before t is larger than the distance between the two objects after t. As the 
relations can represent the inter-relationship between two moving objects, they can be adopted to 
denote specific types of interaction patterns. Hence, three types of interaction patterns (i.e., attraction 
pattern, stability pattern and avoidance pattern) can be derived based on the RTC relations. The 
relationship between the RTC relations and the three types of interaction patterns is shown in Table 
1. 
 
Figure 1. Illustration of the RTC relations. 
Table 1. The relationship between the RTC relations and the three types of interaction patterns. 
RTC Relations Types of Interaction Patterns 
− Attraction pattern 
0 Stability pattern 
+ Avoidance pattern 
2.3. Continuous Triangular Model (CTM) 
The continuous triangular model (CTM) is an extension of the triangular model (TM), a 2D 
representation of time intervals that was initially introduced by Kulpa [39]. In the TM, any time 
interval is represented by a corresponding point. For example, in Figure 2, the time interval I, which 
starts at t1 and ends at t2, is represented by the intersection point P of two corresponding lines L1 and 
L2. In other words, point P equals to time interval I (or [t1, t2]). Hence, any sub time interval within I 
(or [t1, t2]) can be represented by a corresponding point within the triangle consisting of points P, t1 
and t2. However, the TM appears incapable to represent the time intervals continuously. Hence, it 
was extended to the CTM by Qiang et al. [37] to represent continuous temporal data. The CTM has 
the ability to represent the attribute values during all time intervals. The attribute value during a time 
interval is calculated using a specific algebra operator (such as mean, summation and maximum) 
based on the attributes at the finest sampled time stamps within the time interval. The attribute values 
at the time stamps between any two neighboring sampled time stamps can be calculated using 
interpolation. Through color-coding, the continuous field of the CTM is displayed as an image, in 
which each color denotes the corresponding attribute value of a specific time interval. Hence, the 
color at a specific point in the CTM denotes the attribute value during a corresponding time interval. 
For example, Figure 3 illustrates the values of the mean speed of a football player during the first five 
minutes of a game using the CTM. In Figure 3, the value of the mean speed during any time interval 
within [2, 4] minutes corresponds to a specific point within triangle A. 
 
Figure 2. Illustration of the TM. 
Figure 1. Illustration of the RTC relations.
Table 1. The relationship between the RTC relations and the three types of interaction patterns.
RTC Relations Types of Inte tion Pat erns
− Attraction pattern
0 Stability p ttern
+ Avoidance pattern
2.3. Continuous Triangular Model (CTM)
The continuous triangular model (CTM) is an extension of the triangular model (TM), a 2D
representation of time intervals that was initially introduced by Kulpa [39]. In the TM, any time
interval is represented by a corresponding point. For example, in Figure 2, the time interval I, which
starts at t1 and ends at t2, is represented by the intersection point P of two corresponding lines L1 and
L2. In other words, point P equals to time interval I (or [t1, t2]). Hence, any sub time interval within
I (or [t1, t2]) can be represented by a corresponding point within the triangle consisting of points P,
t1 and t2. Howev r, th TM ppears incapable to represe the time in ervals continuously. Hence,
it was extended to the CTM by Qiang et al. [37] to represent continuou temporal data. The CTM has
the ability to represent the attribute values uring all time intervals. The attribute value during a time
interval is calculated using a specific algebra operator (such as mean, summation and maximum) based
on the attributes at the finest sampled time stamps within the time interval. The attribute values at the
time stamps between any two neighboring sampled time stamps can be calculated using interpolation.
Through color-coding, the continuous field of the CTM is displayed as an image, in which each color
denotes the corresponding attribute value of a specific time interval. Hence, the color at a specific point
in the CTM denotes the attribute value during a corresponding time interval. For example, Figure 3
illustrates the values of the mean speed of a football player during the first five minutes of a game
using the CTM. In Figure 3, the value of the mean speed during any time interval within [2, 4] minutes
corresponds to a specific point within triangle A.
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In all, the CTM has a strong ability in visualizing temporal information at any temporal scale,
from the finest till the coarsest. Therefore, it can be employed as a multi-temporal scale tool, by which
meaningful information, which cannot be revealed by other tools, might be discovered. Based on
these characteristics, the CTM is utilized in this paper to visualize the interaction patterns at multiple
temporal scales so that useful information on dynamic interactions might be discovered [12].
3. Methodology
In this paper, w propose a hybrid approach combin ng the MTSSTN and the CTM to explore
dynamic interactions in movement data. A MTSSTN is an extension of a network by taking space,
time and temporal scale into account. The methodology mainly includes four steps: (1) the selection
of a specific interaction pattern; (2) the generation of a MTSSTN; (3) the calculation of the interaction
intensity measures and centrality measur s, and (4) the visualiza ion and analysis of the results based
on the CTM diagrams. In the following, these steps are introduced in detail.
3.1. The Selection of a Specific Interaction Pattern
The interaction patterns are derived based on RTC. As introduced in Section 2, according to
the RTC relations, three interaction patterns (i.e., attraction pattern, stability pattern and avoidance
pattern) can be derived. Befor generating a MTSSTN, a specific interaction pa tern has to be selected.
3.2. The Generation of a MTSSTN
A MTSSTN is gener ted bas d on a or po din interaction pattern. The generation of a
MTSSTN includes three steps: (1) the generation of the vertices of the sub-networks during the
time intervals at multiple temporal scales; (2) the generation of the edges of the sub-networks,
and (3) the generation of the MTSSTN. A sample dataset, which is displayed in Figure 4a, is utilized to
illustrate how a MTSSTN is generated. In this dataset, three trajectories which are generated by three
corresponding objects (i.e., O1, O2 and O3) during five consecutive time intervals at the finest temporal
scale are involved. In Figure 4a, the (x, y) positions of each object at each of the six time stamps are
given. Hence, the RTC relations of the three objects during the five consecutive time intervals at the
finest temporal scale can be derived, which are shown in Figure 4b.
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Figure 4. Illustration of the generation of a MTSSTN: (a) the three sample trajectories during five 
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Figure 4. Illustration of the generation of a MTSSTN: (a) the three sample trajectories during five
consecutive time intervals at the finest temporal scale; (b) the RTC relations during each time interval at
the finest temporal scale; (c) the generated vertices of the sub-networks; (d) the adjacency matrix
generated based on the attraction pattern during the time intervals at multiple temporal scales;
(e) the generated edges of sub-networks, and (f) the generated MTSSTN.
3.2.1. The Generation of the Vertices of the Sub-Networks during the Time Intervals at Multiple
Temporal Scales
A sub-network is a part of a MTSSTN. More specifically, a sub-network is considered as a vertex
of a MTSSTN. A sub-network is essentially a network during a time interval. A vertex in a sub-network
denotes a corresponding moving object. For a moving object k, assume the spatial positions of k at time
stamps t0, t1, t2, . . . , tn are (x0, y0), (x1, y1), (x2, y2), . . . , (xn, yn), respectively, for a time interval [ti, tj]
(0 ≤ i < j ≤ n), the centroid of (xi, yi), (xi+1, yi+1), . . . , (xq, yq), . . . , (xj, yj) (i < q < j) is considered as
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the position of the vertex corresponding to k during this time interval. The vertex is represented as
vk|
[
ti, tj
]
. As the CTM is an excellent tool to visually represent time intervals at multiple temporal
scales, the sub-networks during time intervals at multiple temporal scales are visualized using the
CTM-like format. According to this method, the generated vertices of the sub-networks during time
intervals at multiple temporal scales are displayed in Figure 4c. In Figure 4c, the black points in each
square denote the vertices of the sub-networks, and the squares denote the vertices of the MTSSTN.
Besides, the temporal scale becomes coarser from the bottom to the top.
3.2.2. The Generation of the Edges of the Sub-Networks
For an interaction pattern P, if two moving objects k and l form pattern P during a time interval
[ti, ti+1] (0 ≤ i ≤ n− 1) at the finest temporal scale, the corresponding value in the adjacency matrix
is r(vk, vl)|[ti, ti+1] = 1, otherwise, r(vk, vl)|[ti, ti+1] = 0. For any time interval [ti, tj] (0 ≤ i < j ≤ n),
the corresponding value in the adjacency matrix is the summation of that (i.e., the summation of
the number of connections) during all the sub time intervals at the finest temporal scale. Hence,
the corresponding value in the adjacency matrix is calculated as follows:
r(vk, vl)|
[
ti, tj
]
=
j−1
∑
u=i
r(vk, vl)|[tu, tu+1] (5)
If r(vk, vl)|
[
ti, tj
] ≥ 1, an edge exists between the two corresponding vertices vk|[ti, tj] and
vl |
[
ti, tj
]
, otherwise, not. Take the sample dataset and the attraction pattern for instance, the adjacency
matrix during each of the time intervals at multiple temporal scales are calculated. The results are
shown in Figure 4d. Based on Figure 4d, the edges of the sub-networks can be generated, which are
shown in Figure 4e.
3.2.3. The Generation of the MTSSTN
A sub-network during a time interval is considered as a vertex of a MTSSTN. Hence, in this sub
section, a vertex refers in particular to a sub-network mentioned above. For example, in Figure 4e,
each square is considered as a vertex of the final MTSSTN. When generating the edges of a MTSSTN,
two principles are obeyed: (1) any two consecutive vertices at the same temporal scale are not allowed
to be connected, and (2) any two vertices at two consecutive temporal scales are connected if the
time intervals corresponding to the two vertices share a common time interval. According to these
principles, the final MTSSTN can be generated. The generated MTSSTN corresponding to the sample
dataset is shown in Figure 4f.
3.3. The Calculation of the Interaction Intensity Measures and Centrality Measures
In this paper, we define interaction intensity between two individuals during a time interval as
the number of edges between the two corresponding vertices in the corresponding sub-networks at
the finest temporal scale in the MTSSTN divided by the number of edges that they can have in theory.
Hence, for two moving objects k and l, the interaction intensity between k and l in the sub-network
during time interval [ti, tj] (0 ≤ i < j ≤ n) is calculated according to Equation (6):
II(vk, vl)|
[
ti, tj
]
=
∑
j−1
u=i r(vk, vl)|[tu, tu+1]
j− i (6)
where II denotes the interaction intensity, and r has the same meaning as in Equation (5). The larger
II is, the stronger the interaction between the two objects.
For at least three, the interactions among the individuals can be categorized as local interactions
and global interactions. Local interactions denote the overall interaction between one individual and
the others, while global interactions denote the overall interaction between all individuals. Assume m
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moving objects (i.e., O1, O2, O3, . . . , Om), the local interaction intensity measure and global interaction
intensity measure can be calculated according to Equations (7) and (8), respectively:
LII
(
vOp
)
|[ti, tj] = m∑
q=1
II
(
vOp , vOq
)
|[ti, tj] (7)
GII |
[
ti, tj
]
=
m−1
∑
p=1
m
∑
q=p+1
II
(
vOp , vOq
)
|[ti, tj] (8)
where LII denotes the local interaction intensity of one individual, GII the global interaction intensity
of all the individuals, and II the interaction intensity between two individuals.
The calculation of centrality measures in MTSSTN is similar to that in traditional networks.
Specifically, the degree, betweenness and closeness of a moving object k during time interval [ti, tj]
(0 ≤ i < j ≤ n) in the MTSSTN are calculated according to Equations (9)–(11), respectively:
CD(vk)|
[
ti, tj
]
=
n
∑
u=1
r(vk, vu)|
[
ti, tj
]
(9)
CB(vk)|
[
ti, tj
]
=
∑n−1u=1∑
n
v=k+1 pvuvkvv |
[
ti, tj
]
∑n−1u=1∑
n
v=k+1 pvuvv |
[
ti, tj
] (10)
CC(vk)|
[
ti, tj
]
=
n− 1
∑nu=1 d(vk, vu)|
[
ti, tj
] (11)
where CD, CB and CC denote degree, betweenness and closeness, respectively. The larger CD/CB/CC
is, the more important the object.
3.4. The Visualization and Analysis of Results Based on the CTM Diagrams
For each interaction pattern, both the interaction intensity measures and the centrality measures
can be visualized using the CTM. Based on the corresponding CTM diagrams of the interaction intensity
measures, the interaction intensities between any two individuals, or among multiple individuals can
be explored. Based on the corresponding CTM diagrams of the centrality measures, the importance of
the individuals in maintaining each interaction pattern can be explored. By applying the map algebra
operator of ‘maximum’ to the CTM diagrams of the centrality measures of all individuals, the most
important individuals in maintaining each interaction pattern can be identified.
4. Case Study
4.1. Dataset
The movement data adopted in this paper come from a real and entire football match between
‘Club Brugge KV’ and ‘Standard de Liège’ which took place on 2 March 2014. For simplicity, we call
them ‘Club Brugge’ and ‘Standard Liège’ respectively in the remainder of the paper. Football is
considered as a highly interactive sport since the players need to interact (e.g., collaborate) frequently
with the teammates. As such, various types of interaction patterns can be involved during a match.
The exploration of player interactions is important as player interactions can give insight into a team’s
playing style and can be used to assess the importance and performance of individual players of the
team. In this dataset, the positions of all the players were tracked at a temporal resolution of 0.1 s.
The data include both spatio-temporal information and semantic information. The spatio-temporal
information is recorded in a (id, x, y, t) format, where id identifies a specific player, x and y represent the
x and y coordinates of the player’s position, and t denotes the corresponding time stamp. The semantic
information mainly includes the information of both teams, especially the basic information of the
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players (e.g., names, id numbers and positions played) and the events that happened during the match
(e.g., event name, time of occurrence and id of the actors).
Note that Club Brugge won the match by 1-0 by scoring a goal at the time stamp 4733 s.
As relatively more sophisticated interactions might be involved in a relatively short time interval
before a goal event, the movement data of the players (except the goalkeeper) of Club Brugge during
the time interval before and until the goal event are used as the experiment data. After checking the
semantic information in the original data, time interval [4493, 4733] s is used since it contains many
interesting events (e.g., shot events and free-kick events) just before the goal was scored. Besides,
in order to reduce the computational complexity, we down-sampled the temporal resolution from 0.1 s
to 1 s. Note that for reasons of simplicity, the time interval is changed to [0, 240] s from [4493, 4733] s.
In addition, due to privacy issues, the actual names of the ten players are all replaced by player 1,
player 2, player 3, . . . , and player 10.
4.2. Results and Analysis
4.2.1. The Interaction Intensities between Two Individuals for Each Interaction Pattern
Based on the proposed approach, the interaction intensities between any two individuals during
all time intervals for each interaction pattern can be explored. Take for instance the attraction pattern,
the interaction intensities between player 1 and player 6 are shown in Figure 5, in which a darker color
denotes a stronger interaction and a lighter color corresponds to a weaker interaction. For example,
according to Figure 5, we can notice that the interactions between the two players during time interval
just before the goal, [3.7, 3.8] min, were relatively strong. In order to validate this, we plotted the
trajectories of the two players during this time interval, which is shown in Figure 6, in which the
red line denotes the trajectory of player 1, the green line the trajectory of player 6, and the black
dotted line corresponds to the distance between the two players at each time stamp. Obviously,
from Figure 6, we can clearly see that the distance between player 1 and player 6 decreased during each
time interval from the 3.7th minute to the 3.8th minute. One is thus able to explore the interactions
between any two individuals based on the corresponding CTM diagrams according to the specific
demands (e.g., particularly interested in the movements of players during a specific time interval by
watching the video), after which the performance of a pair of players can be explored, which might be
important to sports professionals (e.g., coaches).
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4.2.2. The Interaction Intensities among Multiple Individuals for Each Interaction Pattern
Under many circumstances, one individual might interact with more than ne other individual.
Specifically in team sports, tactics may involve multiple players simultaneously. For example, as the
most fundamental aspect of a football match, the passing of the ball always involves multiple players.
Thus, the exploration of the overall interaction intensities between one player and other players
(i.e., the local interaction intensity of one player) is important to related sports professionals. This can
be achieved using the proposed approach. By checking the dataset, we select four players (i.e., player
1, player 2, player 5 and player 6) as an illustration, since they were involved in a sequence of passes
before the goal. Take the attraction pattern for example, the local interaction intensities of each player
are shown in Figure 7. From Figure 7, w can obse ve that each player ad time interval during which
his gen ral interactions with others we e relatively strong. For instance, by comparing Figur 7a–d,
we can find that during the time interval around [3.7, 3.8] min, the local interactions of each of the four
players were all relatively strong, which indicates that each of them may collaborate well with the
others during this time interval. When looking at the football match, we can see that this interval of
strong local interactions coincides with spatial compression of these four players just before the goal.
Besides, as introduced in [12], by employing corresponding map algebra operations, additional
information can be discovered. In this case, a new CTM diagram is generated by employing the
‘maximum’ operator to the four CTM diagrams displayed in Figure 7. The new CTM diagram is shown
in Figure 8, in which each colour corresponds with a specific player. F gure 8 depicts which player
had the strong st local interactions during all time intervals. For instance, from Figure 8, we can
conclude that player 6 interacted comparatively more intensively with the other three players from
the perspective of a long time-interval (e.g., longer than about 2.5 min). When the time intervals
were shorter than about 2.5 min, each of the four players had specific time intervals during which he
interacted comparatively more intensively with the other three players. This shows that, the proposed
approach has potential to help sports professionals (e.g., coaches) to explore the local interactions of
a group of target players in order to examine which player had a high influence on the movement
patterns of the players around him, thus allowing evaluating player performance.
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for a good performance, the avoidance pattern is expected to happen in team 1. The overall 
performance of a team can be examined using the proposed approach by calculating the global 
interaction intensities among all the players. Take the avoidance pattern for instance, the global 
interaction intensities among all the players are shown in Figure 9. In Figure 9, for example, we can 
notice that the global interaction intensity values during time interval [0.85, 0.95] min were relatively 
large (which indicates that the overall interactions during this time interval were relatively strong), 
and the global interaction intensity values during time interval [2.95, 3.10] min were relatively small 
(which indicates that the overall interactions during this time interval were relatively weak). By 
checking the adopted dataset, we find that during time interval [0.85, 0.95] min, Club Brugge 
possessed the ball, thus the avoidance pattern was expected to occur in case of a good performance. 
This coincides well with the results during the corresponding time interval in Figure 9, which 
demonstrates that Club Brugge indeed performed well generally during this time interval. On the 
other hand, during time interval [2.95, 3.10] min, Standard Liège possessed the ball. In case of a good 
performance, the attraction pattern was thus expected to happen for Club Brugge, which should 
make the overall interactions in the avoidance pattern weak during this time interval. Obviously, this 
coincides well with the results in Figure 9 as well. Based on this, we can infer that Club Brugge also 
indeed had a good performance during this time interval. In terms of the simple analysis, we can 
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Apart from explo ing the local interaction inte sities of each individual for each int raction
pattern, the approach can b used t explore the global nteraction intensities of multiple individuals
as well. This is particularly useful in team sports when examining the overall performance of multiple
players. Take for instance all the ten players in a football match. When a team (e.g., team 1) possesses
the ball, the players in the other team (e.g., team 2) tend to run towards each other to compress the
space in order to tackle the opponents and to limit their options to pass the ball. Thus, for a good
performance, he at raction pattern is ex ect d to happen in team 2. On the contrary, the players of team
1 are expected to run away from ach oth r in order to extend the sp e to pass the ball. Hence, for a
good performance, the avoida ce pa tern is xpected o h ppen in te m 1. The overall performance of
a team can be examined using the proposed approach by calculating the global interaction intensities
among all the players. Take the avoidance pattern for instance, the global interaction intensities among
all the players are shown in Figure 9. I Figure 9, for example, we can notice that the gl bal interaction
intensity values during time int rval [0.85, 0.95] min were relatively large (which indicates that the
overall interactions during this time interval were relatively strong), and the global interaction intensity
values during time interval [2.95, 3.10] min were relatively small (which indicates that the overall
interactions during this time interval were relatively weak). By checking the adopted dataset, we find
that during tim interval [0.85, 0.95] min, Club Brugge possessed the ball, thus the avoidance pattern
was exp cte to occur in case of good performance. This coincides w ll with the results during the
corresponding time interval in Figure 9, which demonstrates that Club Brugge indeed performed
well generally during this time interval. On the other hand, during time interval [2.95, 3.10] min,
Standard Liège possessed the ball. In case of a good performance, the attraction pattern was thus
expected to happen for Club Brugge, which should make the overall interactions in the avoidance
pattern weak during this time interval. Obviously, this coincides well with the results in Figure 9 as
well. Based on this, we can infer that Club Brugge also indeed had a good performance during this
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time interval. In terms of the simple analysis, we can conclude that the proposed approach has the
ability to assist coaches to explore the overall interaction intensities among multiple players for each
interaction pattern.
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4.2.3. The Importance of Each Individual and the Identification of the Most Important Individuals in
Each Interaction Pattern
The cent ality m asures can be u ed to measure the importance of an i dividual in an interaction
pattern from different perspectives. In this case study, based on the centrality measures, the importance
of each player for each interaction pattern can be evaluated, which might pr vide i sightful information
to coaches. Take player 6 and the attraction pattern for instance, the results of the centrality measures
are visualized in Figure 10. In Figure 10, a dark color corresponds to a high value, which means that
the player was a central player during the corresponding time intervals according to the corresponding
centrality measure. Note that ‘central player’ here and hereafter means a player playing an important
role according to centrality measures, but not a player who is located at the spatial center of the field.
In Figure 10, we can find that the importance of player 6 was different during all time intervals based
on the s m measure. For example, based on the measure of degree, player 6 can be co sidered as a
central play during the tim intervals which are dark, because play r 6 had more direct onnections
with the other players in the MTSSTN during these time intervals. This indicates that the number of
players whose distances between player 6 decreased during these time intervals was relatively large.
Thus, player 6 had relatively good interactions with the other players for the attraction pattern and
was considered a relatively central player of the movement pattern. Hence, based on the proposed
approach, the importance of each player in each interaction pattern can be explored by using different
centrality measures. This might provide potential insights to sports professionals and coaches for
arranging suitable tactics and selecting the starting lineup for a match.
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The identification of important individuals is of high importance since they might play rather
important roles in specific types of interactions. In this case study, the most central players for
each interaction pattern during all time intervals can be identified based on the proposed approach.
This is achieved by employing corresponding map algebra operators (‘maximum’ in this case) to the
corresponding CTM diagrams of the centrality measures of each player. The detailed principle can
be seen in [12]. The results are shown in Figure 11. Note that in Figure 11, similar colors are used
for players at similar positions (i.e., players 1~3 are forward, players 4~6 midfielders and players
7~10 defenders). Figure 11 clearly demonstrates which player was the most central player during
which time interval for each interaction pattern based on different centrality measures. For instance,
for the attraction pattern (Figure 11a), player 4 can be considered as playing key roles based on degree
and player 1 based on betweenness on a whole during relatively long time-intervals (e.g., longer than
about 1 min). When the time intervals were shorter than 1 min, each player had his own dominant
time intervals, during which this player was considered as a central player. Similarly, for the stability
pattern, players 1, 3 and 5 can be considered as the most central players on a whole based on degree,
players 1 and 8 the most central in general based on betweenness, and players 1, 3, 5 and 6 the most
central generally based on closeness. For the avoidance pattern, obviously, player 1 was the most
central player on a whole based on betweenness. From Figure 11 we can observe that the results vary a
lot, as in some of the figures, the most central players are quite easy to be identified, while in others this
is not possible. However, one can draw specific conclusions by analyzing the corresponding figures in
depth (e.g., zooming in the zone of a specific time interval on a CTM diagram) according to specific
demands. Therefore, this approach has the potential to provide insightful suggestions to related sports
professionals for suitable tactics arrangement and players’ performance evaluation.
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5. Discussion
As a key contribution of this paper, we developed a hybrid approach combining the
multi-temporal scale spatio-temporal network and the continuous triangular model and addressed
the applicability of the approach in exploring dynamic interactions in movement data. Specifically,
the approach is utilized in football movement data, a type of sports movement data which has gained
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much attention in recent years. The results showed that the proposed approach can be used to explore
various interactions between the players. Besides, it is useful in evaluating the importance of each
player and identifying the most central players.
As is known, scale is a common problematic issue in many disciplines, especially those that
involve space and/or time (e.g., GIScience). In GIScience, scale is of significant importance. It even has
been considered as the fifth dimension in 5D data modelling [40]. Thus, it is crucial to take scale into
consideration when dealing with space and/or time-related data. However, only limited research on
dynamic interactions in movement data has taken scale (or in detail, temporal scale) into consideration.
The research conducted by Long et al. [23] can be regarded as a typical example. In this research,
it was argued that dynamic interactions can be analyzed from four analysis levels, i.e., local, interval,
episodal and global. Local level is described as the finest temporal scale, interval level and episodal
level correspond to a coarser temporal scale, and global level is considered as the coarsest temporal
scale. A new computation has to be made if the analysis level changes, and new results have to be
visualized correspondingly. Actually, the results at the four levels are contained simultaneously in the
results of the proposed approach in this paper. In other words, the results at any of the four levels can
be found in one corresponding CTM diagram. Take the simple CTM diagram in Figure 12 for example,
the x-coordinate and y-coordinate denote the time stamps and the temporal scales, respectively, the red
dotted line and the blue dotted line indicate the local level and the global level, respectively, and the
green dotted line either an interval level or an episodal level. Therefore, the values at points A, B, C
and D correspond to the values at the local level, and the value at point J corresponds to the value
at the global level. The values at the interval level can be found at points E, F and G, and the values
at the episodal level can be found at points E and G. Hence, this approach appears to be superior in
analyzing dynamic interactions at multiple temporal scales.
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The dynamic interactions in movement data include both the interactions between a pair of
individuals and the interactions among multiple (usually at least three) individuals. So far, current
methods have mainly focused on the interactions between two individuals. However, it is common in
practice to consider several objects as a group (e.g., four players as a moving flock). Hence, a method
to explore the interactions among more than two individuals simultaneously is very much in need.
Benefitting from the map algebra operations supported by the CTM, the proposed approach is capable
to explore the interactions among multiple individuals. The results showed the effectiveness of
this approach.
Network science provides a lot of powerful methods to study systems in the real world. Therefore,
networks have been widely adopted as a useful tool to enable researchers to explore many systems
in society, nature and technology. In the area of movement data analysis, networks have already
been utilized as a tool as well. In recent time, a new type of network (i.e., spatio-temporal network)
has been developed by Williams et al. [32] in order to analyze spatio-temporal data more accurately.
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However, it appears unsatisfactory to analyze multi-temporal scale related issues. Based on this, in this
paper, we propose an even more novel type of network (i.e., multi-temporal scale spatio-temporal
network). To the best of our knowledge, this is the first case that adopted networks as a tool to analyze
spatio-temporal data at multiple temporal scales. The results revealed the advantages of using the
multi-temporal scale spatio-temporal network to discover insightful information that current networks
cannot. We expect that the new type of network could be considered as a potential tool to gradually
serve the domain of movement data analysis in the future.
However, the proposed approach still has its own flaws. On the one hand, although the interaction
patterns derived based on RTC are prevalent between/among any two/multiple objects, they are still
relatively simplistic. This, to some extent, limits the significance of the results exhibited during all time
intervals in the case study. The results primarily make sense quite well during part of the time intervals,
which are chosen by users (e.g., coaches) based on relevant information (e.g., the video of the match)
according to their demands. In the future, more sophisticated interaction patterns might be derived
using other potential methods automatically, such as qualitative trajectory calculus (QTC) [41–43],
dynamic interaction (DI) [23] and relative motion (REMO) [6], in order to enhance the meanings of
results. On the other hand, the current approach appears costly in time (the complexity is O(n3),
where n is the number of time intervals at the finest temporal scale), thus limiting its applicability for
very large movement datasets, although it showed its applicability and usefulness in relatively small
datasets (e.g., it took approximately 4 min in this case study on a Windows 10 system with a processor
of 2.6 GHz and a RAM of 8 GB). Things thus need to be optimized in the future.
6. Conclusions and Future Work
Currently, movement data are collected in a variety of domains and are becoming a popular
type of data. Although many research topics with respect to movement data have been undertaken,
the research on dynamic interactions in movement data is still in its infancy. This paper proposes a
hybrid approach combining the multi-temporal scale spatio-temporal network and the continuous
triangular model to explore dynamic interactions in movement data. Four main steps are included in
the approach: first, RTC is used to derive three interesting interaction patterns; second, a corresponding
MTSSTN is generated for each interaction pattern; third, for each MTSSTN, both the interaction
intensity measures and the three centrality measures—degree, betweenness and closeness—are
computed; finally, the results are visualized using the CTM and analyzed based on the CTM diagrams.
Based on the proposed approach, three distinctive aims regarding the dynamic interactions in
movement data can be achieved at multiple temporal scales. The approach is then validated based on
the movement data obtained from a real football match. The results demonstrate that the dynamic
interactions involved in movement data can be explored effectively and useful information can be
discovered based on the proposed approach.
In this paper, central to the approach is the construction of the MTSSTNs. For each interaction
pattern, a corresponding MTSSTN can be generated. Networks include undirected or directed
networks, and unweighted or weighted networks. As our aim is primarily methodological, in this
paper, only unweighted undirected networks are generated. In the future, directed networks can be
generated so that more insightful information might be revealed. Besides, in the proposed approach,
the MTSSTN is generated only based on the spatio-temporal information involved in the movement
data. In the future, the semantic information can also be employed to generate new types of MTSSTNs.
For example, based on the passing information in football movement data, the multi-temporal scale
spatio-temporal passing networks can be derived, according to which the dynamic interactions of
football players regarding passing can be explored. In addition, the movement data from other
domains can also be employed in order to extend the range of applications of the proposed approach.
Acknowledgments: The authors would like to thank the China Scholarship Council (CSC) for funding the
research of Pengdong Zhang and the Research Foundation—Flanders for Jasper Beernaerts. We are grateful to
ISPRS Int. J. Geo-Inf. 2018, 7, 31 17 of 18
Club Brugge KV for providing the football data. The authors would also like to thank the anonymous reviewers
for their valuable comments and suggestions to improve the manuscript.
Author Contributions: Pengdong Zhang designed the research, performed the experiments and wrote the
manuscript. Jasper Beernaerts and Pengdong Zhang analyzed the results. Nico Van de Weghe gave instructions
and suggestions on improving the manuscript. All authors contributed to the revisions of the manuscript.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Civilis, A.; Jensen, C.S.; Pakalnis, S. Techniques for efficient road-network-based tracking of moving objects.
IEEE Trans. Knowl. Data Eng. 2005, 17, 698–712. [CrossRef]
2. Delafontaine, M.; Versichele, M.; Neutens, T.; Van de Weghe, N. Analysing spatiotemporal sequences in
bluetooth tracking data. Appl. Geogr. 2012, 34, 659–668. [CrossRef]
3. Xu, Z.; Sandrasegaran, K.; Kong, X.; Zhu, X.; Zhao, J.; Hu, B.; Lin, C.-C. Pedestrain monitoring system using
wi-fi technology and rssi based localization. Int. J. Wirel. Inf. Netw. 2013, 5, 17. [CrossRef]
4. Vogel, M.; Hamon, R.; Lozenguez, G.; Merchez, L.; Abry, P.; Barnier, J.; Borgnat, P.; Flandrin, P.; Mallon, I.;
Robardet, C. From bicycle sharing system movements to users: A typology of vélo’v cyclists in lyon based
on large-scale behavioural dataset. J. Transp. Geogr. 2014, 41, 280–291. [CrossRef]
5. Zhang, P.; Deng, M.; Shi, Y.; Zhao, L. Detecting hotspots of urban residents’ behaviours based on
spatio-temporal clustering techniques. GeoJournal 2017, 82, 923–935. [CrossRef]
6. Laube, P.; Imfeld, S.; Weibel, R. Discovering relative motion patterns in groups of moving point objects. Int. J.
Geogr. Inf. Sci. 2005, 19, 639–668. [CrossRef]
7. Shamoun-Baranes, J.; van Loon, E.E.; Purves, R.S.; Speckmann, B.; Weiskopf, D.; Camphuysen, C.J.
Analysis and visualization of animal movement. Biol. Lett. 2012, 8, 6–9. [CrossRef] [PubMed]
8. Demšar, U.; Buchin, K.; Cagnacci, F.; Safi, K.; Speckmann, B.; Van de Weghe, N.; Weiskopf, D.; Weibel, R.
Analysis and visualisation of movement: An interdisciplinary review. Mov. Ecol. 2015, 3, 5. [CrossRef]
[PubMed]
9. Andrienko, G.; Andrienko, N.; Burch, M.; Weiskopf, D. Visual analytics methodology for eye movement
studies. IEEE Trans. Vis. Comput. Graph. 2012, 18, 2889–2898. [CrossRef] [PubMed]
10. Gudmundsson, J.; Wolle, T. Football analysis using spatio-temporal tools. Comput. Environ. Urban Syst. 2014,
47, 16–27. [CrossRef]
11. Gomez, G.; López, P.H.; Link, D.; Eskofier, B. Tracking of ball and players in beach volleyball videos. PLoS
ONE 2014, 9, e111730. [CrossRef] [PubMed]
12. Zhang, P.; Beernaerts, J.; Zhang, L.; Van de Weghe, N. Visual exploration of match performance based on
football movement data using the continuous triangular model. Appl. Geogr. 2016, 76, 1–13. [CrossRef]
13. Lee, J.-G.; Han, J.; Whang, K.-Y. Trajectory clustering: A partition-and-group framework. In Proceedings of
the 2007 ACM SIGMOD International Conference on Management of Data, Beijing, China, 11–14 June 2007;
pp. 593–604.
14. Wang, Y.; Luo, Z.; Takekawa, J.; Prosser, D.; Xiong, Y.; Newman, S.; Xiao, X.; Batbayar, N.; Spragens, K.;
Balachandran, S.; et al. A new method for discovering behavior patterns among animal movements. Int. J.
Geogr. Inf. Sci. 2015, 30, 929–947. [CrossRef] [PubMed]
15. Meijles, E.W.; de Bakker, M.; Groote, P.D.; Barske, R. Analysing hiker movement patterns using GPS data:
Implications for park management. Comput. Environ. Urban Syst. 2014, 47, 44–57. [CrossRef]
16. Kveladze, I.; Kraak, M.-J.; Van Elzakker, C.P.J.M. The space-time cube as part of a geovisual analytics
environment to support the understanding of movement data. Int. J. Geogr. Inf. Sci. 2015, 29, 2001–2016.
[CrossRef]
17. Andrienko, G.; Andrienko, N.; Demsar, U.; Dransch, D.; Dykes, J.; Fabrikant, S.I.; Jern, M.; Kraak, M.-J.;
Schumann, H.; Tominski, C. Space, time and visual analytics. Int. J. Geogr. Inf. Sci. 2010, 24, 1577–1600.
[CrossRef]
18. Andrienko, G.; Andrienko, N.; Wrobel, S. Visual analytics tools for analysis of movement data. ACM SIGKDD
Explor. Newsl. 2007, 9, 38–46. [CrossRef]
19. Ahearn, S.C.; Dodge, S.; Simcharoen, A.; Xavier, G.; Smith, J.L.D. A context-sensitive correlated random
walk: A new simulation model for movement. Int. J. Geogr. Inf. Sci. 2016, 31, 1–17. [CrossRef]
ISPRS Int. J. Geo-Inf. 2018, 7, 31 18 of 18
20. Wang, J.; Duckham, M.; Worboys, M. A framework for models of movement in geographic space. Int. J.
Geogr. Inf. Sci. 2016, 30, 970–992. [CrossRef]
21. Hornsby, K.; Egenhofer, M.J. Modeling moving objects over multiple granularities. Ann. Math. Artif. Intell.
2002, 36, 177–194. [CrossRef]
22. Long, J.A. Quantifying spatial-temporal interactions from wildlife tracking data: Issues of space, time, and
statistical significance. Procedia Environ. Sci. 2015, 26, 3–10. [CrossRef]
23. Long, J.A.; Nelson, T.A. Measuring dynamic interaction in movement data. Trans. GIS 2013, 17, 62–77.
[CrossRef]
24. Doncaster, C.P. Non-parametric estimates of interaction from radio-tracking data. J. Theor. Biol. 1990, 143,
431–443. [CrossRef]
25. Miller, J.A. Towards a better understanding of dynamic interaction metrics for wildlife: A null model
approach. Trans. GIS 2015, 19, 342–361. [CrossRef]
26. Miller, J.A. Using spatially explicit simulated data to analyze animal interactions: A case study with brown
hyenas in northern botswana. Trans. GIS 2012, 16, 271–291. [CrossRef]
27. Long, J.A.; Nelson, T.A.; Webb, S.L.; Gee, K.L. A critical examination of indices of dynamic interaction for
wildlife telemetry studies. J. Anim. Ecol. 2014, 83, 1216–1233. [CrossRef] [PubMed]
28. Konzack, M.; McKetterick, T.; Ophelders, T.; Buchin, M.; Giuggioli, L.; Long, J.; Nelson, T.; Westenberg, M.A.;
Buchin, K. Visual analytics of delays and interaction in movement data. Int. J. Geogr. Inf. Sci. 2017, 31,
320–345. [CrossRef]
29. Lee, S.; Rocha, L.E.; Liljeros, F.; Holme, P. Exploiting temporal network structures of human interaction to
effectively immunize populations. PLoS ONE 2012, 7, e36439. [CrossRef] [PubMed]
30. Holme, P. Modern temporal network theory: A colloquium. Eur. Phys. J. B 2015, 88, 234. [CrossRef]
31. He, J.; Chen, D. A fast algorithm for community detection in temporal network. Physica A 2015, 429, 87–94.
[CrossRef]
32. Williams, M.J.; Musolesi, M. Spatio-temporal networks: Reachability, centrality and robustness. R. Soc.
Open Sci. 2016, 3, 160196. [CrossRef] [PubMed]
33. Von Landesberger, T.; Brodkorb, F.; Roskosch, P.; Andrienko, N.; Andrienko, G.; Kerren, A. Mobilitygraphs:
Visual analysis of mass mobility dynamics via spatio-temporal graphs and clustering. IEEE Trans. Vis.
Comput. Graph. 2016, 22, 11–20. [CrossRef] [PubMed]
34. Van de Weghe, N. Representing and Reasoning about Moving Objects: A Qualitative Approach. Ph.D. Thesis,
Ghent University, Ghent, Belgium, 2004.
35. Newman, M.E. The structure and function of complex networks. SIAM Rev. 2003, 45, 167–256. [CrossRef]
36. Jiang, B.; Claramunt, C. A structural approach to the model generalization of an urban street network.
Geoinformatica 2004, 8, 157–171. [CrossRef]
37. Qiang, Y.; Chavoshi, S.H.; Logghe, S.; De Maeyer, P.; Van de Weghe, N. Multi-scale analysis of linear data in
a two-dimensional space. Inf. Vis. 2014, 13, 248–265. [CrossRef]
38. Barrat, A.; Barthelemy, M.; Pastor-Satorras, R.; Vespignani, A. The architecture of complex weighted networks.
Proc. Natl. Acad. Sci. USA 2004, 101, 3747–3752. [CrossRef] [PubMed]
39. Kulpa, Z. Diagrammatic representation of interval space in proving theorems about interval relations.
Reliab. Comput. 1997, 3, 209–217. [CrossRef]
40. Van Oosterom, P.; Stoter, J. 5D data modelling: Full integration of 2D/3D space, time and scale dimensions.
Geogr. Inf. Sci. 2010, 6292, 310–324.
41. Van de Weghe, N.; Cohn, A.G.; De Maeyer, P.; Witlox, F. Representing moving objects in computer-based
expert systems: The overtake event example. Expert Syst. Appl. 2005, 29, 977–983. [CrossRef]
42. Van de Weghe, N.; Cohn, A.G.; De Tre, G.; De Maeyer, P. A qualitative trajectory calculus as a basis for
representing moving objects in geographical information systems. Control Cybern. 2006, 35, 97–119.
43. Van de Weghe, N.; Maddens, R.; Bogaert, P.; Brondeel, M.; De Maeyer, P. Qualitative analysis of polygon
shape-change. In Proceedings of the IEEE International Geoscience and Remote Sensing Symposium,
Anchorage, AK, USA, 20–24 September 2004; pp. 4157–4159.
© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).
