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Abstract
In reliability engineering, the failure mechanism is a key concept to identify the lifetime
distribution and its time scale. However a failure phenomenon could be occurred by two
or more failure mechanisms. Therefore the analysis of field reliability data may lead us
to a conclusion different from the results of lab experiments. This thesis investigates the
problem of multiple time scales, especially in bivariate cases, to assess the effects of failure
mechanisms on field reliability by estimating the joint distribution function of the product
lifetime on these time scales.
Pons (1986) proposed a nonparametric estimator of the joint cumulative hazard function
of bivariate survival data in the presence of censoring. However this estimator does not
consider the fact that each product has a bivariate history up to a failure or a censoring on
a two-dimensional space. Intrinsically the lifetime distribution of a product on multiple
time scales is univariate. Therefore this thesis proposes a simple estimator of the cumu-
lative hazard function which takes usage histories of each product into consideration for
analyzing field failure data of industrial products.
This estimator is proposed in Chapter 4 under the assumption that a sample path can
be modeled as a straight line. Chapter 5 shows the analysis of an actual field reliability
data to demonstrate that it enables estimation of the usage-frequency-dependent failure
probability. The difference between this estimator and the estimator proposed by Pons
(1986) is discussed in Chapter 6.
The estimator in Chapters 4 through 6 is proposed for the cases in which the product
bivariate history is linear and only the event point, failure or censoring, is observed. Chapter
7 investigates the cases in which every product history is observed. Variables which affect
the failure mechanism are commonly referred to covariates. For example, the temperature
and the relative humidity are sometimes included into the analysis of reliability data as
covariates. Recently, covariates can be obtained continuously by the use of Information
and Communication Technology (ICT). Using a conversion model from a failure time to
a new value taking covariate information, a method to estimate the value of a covariate
effect on failure mechanism is shown. According to the above studies, it is shown that
user’s information such as usage-frequency and covariate becomes possible to be utilized
for lifetime estimation.
二変量時間変数に基づく信頼性寿命解析
とその応用
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概要
二つの時間尺度により故障データと観測打ち切りデータが得られている寿命データ
に対し，二変量に拡張した累積ハザード関数の推定量が従来研究として提案されてい
る。一方，自動車などのように二つ以上の時間尺度（暦時間と走行距離）を有する製
品では，二変量軸上で故障時点までの履歴（累積使用量曲線と呼ぶ）を考慮すべき場
合が多い。そこで，累積使用量曲線を直線と仮定した製品の二変量での故障データと
打ち切りデータに対して，累積使用量曲線を考慮した累積ハザード関数の推定方法を
提案する。これにより，ユーザによる製品の使用頻度の違いを考慮した寿命分布の推
定や特性の把握が可能となる。
さらに近年の情報通信技術の発達により，故障に対して何かしらの影響を与えるよ
うな製品の使われ方に関する情報や環境条件など（これらを共変量と呼ぶ）がオンラ
インで取得されつつある。そこで，逐次的に取得される様々な共変量の活用に取り組
み，共変量の影響の大きさの推定に関する一考察を示す。
これらにより，使用頻度や共変量を活用した製品の寿命特性の把握が可能となる。
目次 i
目次
1 はじめに 1
1.1 寿命データの解析 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 暦時間と累積使用量による二変量寿命データ : : : : : : : : : : : : : : 2
1.3 累積使用量曲線 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
1.4 使用頻度を考慮した解析 : : : : : : : : : : : : : : : : : : : : : : : : : 6
1.5 オンライン状態監視により取得される共変量の活用 : : : : : : : : : : 8
1.6 本稿の目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 8
1.7 本稿の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 9
2 寿命分布と累積ハザード関数 11
2.1 一変量の寿命分布と累積ハザード関数 : : : : : : : : : : : : : : : : : : 11
2.2 使用頻度を考慮した二変量の寿命分布と条件付き累積ハザード関数 : 12
2.3 二変量の同時寿命分布と同時累積ハザード関数 : : : : : : : : : : : : : 13
2.3.1 二変量の同時寿命分布と同時累積ハザード関数の定義 : : : : : 13
2.3.2 二変量の同時累積ハザード関数から同時累積故障確率への変換 14
3 累積ハザード関数の推定に関する先行研究 16
3.1 Nelson-Aalen推定量 : : : : : : : : : : : : : : : : : : : : : : : : : : : 16
3.2 Pons[14]のよる二変量に拡張した累積ハザード関数の推定方法 : : : : 17
3.3 従来研究を受けた本研究の提案 : : : : : : : : : : : : : : : : : : : : : 18
目次 ii
4 提案する累積ハザード関数の推定方法 19
4.1 累積ハザード法に基づく推定方法の提案 : : : : : : : : : : : : : : : : 19
4.1.1 集計表に基づく推定のための格子の生成 : : : : : : : : : : : : 19
4.1.2 累積ハザード関数の推定手順 : : : : : : : : : : : : : : : : : : 22
4.2 集計表を用いた場合の Pons[14]の同時累積ハザード関数の推定方法 : 23
5 提案方法の実際例への適用 25
5.1 提案方法の実データへの適用 : : : : : : : : : : : : : : : : : : : : : : : 25
5.1.1 実データからのリスクセットの集計までの結果 : : : : : : : : 25
5.1.2 3次元ワイブルプロットによる解析 : : : : : : : : : : : : : : : 30
5.1.3 提案方法による推定結果の更なる活用 : : : : : : : : : : : : : 32
5.2 Pons[14]の方法に基づく解析との比較 : : : : : : : : : : : : : : : : : : 35
5.2.1 Pons[14]の方法によるリスクセットの集計 : : : : : : : : : : : 35
5.2.2 Pons[14]の方法に基づく同時累積故障確率の推定結果との比較 36
6 提案方法による同時累積故障確率の推定の検証 38
6.1 変量効果モデルにより発生させた累積使用量曲線を有する故障データ 38
6.2 打ち切りを含んだ故障データによる検証 : : : : : : : : : : : : : : : : 42
6.2.1 同時累積故障確率の経験分布関数との比較 : : : : : : : : : : : 42
6.2.2 εi jの標準偏差が 0:5となる図 12のデータの場合の結果 : : : : 43
6.2.3 εi jの標準偏差が 2:5となる図 13のデータの場合の結果 : : : : 46
6.2.4 累積使用量曲線を直線とならない場合の検証 : : : : : : : : : : 48
6.2.5 データ数を増やし，集計表を細かくした場合の検証 : : : : : : 49
6.3 Ponsの方法との比較の考察 : : : : : : : : : : : : : : : : : : : : : : : 52
目次 iii
7 共変量の影響の大きさの検討に関する研究 54
7.1 オンライン状態監視により取得される共変量 : : : : : : : : : : : : : : 54
7.2 本章における共変量を取り入れた解析の目的 : : : : : : : : : : : : : : 54
7.3 共変量の影響の大きさの推定に関する本章の主張 : : : : : : : : : : : 55
7.3.1 共変量を取り入れた寿命分布の推定に関する従来研究 : : : : : 55
7.3.2 本章における主張 : : : : : : : : : : : : : : : : : : : : : : : : : 56
7.4 尤度関数による解析的な考察 : : : : : : : : : : : : : : : : : : : : : : : 57
7.5 シミュレーションによる確認 : : : : : : : : : : : : : : : : : : : : : : : 59
7.5.1 本章で扱う共変量 : : : : : : : : : : : : : : : : : : : : : : : : : 59
7.5.2 シミュレーションの方法 : : : : : : : : : : : : : : : : : : : : : 60
7.5.3 シミュレーションの結果 : : : : : : : : : : : : : : : : : : : : : 63
7.6 まとめと今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : 68
8 結論 70
8.1 本稿の結論 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 70
8.2 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 71
付録 A 分割領域の検討 72
付録 B MSEklの重み付き平均の計算過程 76
図目次 iv
図目次
1 データの二変量の故障時点と打ち切り時点（×:故障,○:打ち切り, 8988
台分） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
2 累積使用量曲線の例 : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
3 故障と打ち切り以前の途中の履歴が得られている製品の
二変量の故障時点と打ち切り時点（×:故障,○:打ち切り, 1080台分） 5
4 図 3と同じデータの累積使用量曲線（×:故障,○:打ち切り,・:故障と
打ち切り以前の途中の履歴,点線:累積使用量曲線,1080台分） : : : : 5
5 図 2以外のデータの二変量の故障時点と打ち切り時点（×:故障,○:打
ち切り, 7908台分） : : : : : : : : : : : : : : : : : : : : : : : : : : : : 7
6 対数尺での間隔を 0:2とした時の (55)個の領域 : : : : : : : : : : : 21
7 直線となる累積使用量曲線を考慮した場合における，(55)個の領域
の E23に対する例 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
8 集計表に基づいた Pons[14]の二変量に拡張した累積ハザード関数の推
定量の場合における，(55)個の領域の E23に対する例 : : : : : : : : 24
9 故障データの散布図（常用対数尺） : : : : : : : : : : : : : : : : : : : 26
10 提案方法による各層での条件付き累積ハザード関数の 3次元ワイブル
プロット（図中の log10 ˆHの値は ˆFに変換した値を示す） : : : : : : : 31
図目次 v
11 群間変動ηiが対数正規分布（対数変換後の平均が 1:0，標準偏差が 0:5）
となる累積使用量曲線（×：故障,点線：累積使用量曲線, 200台分） 39
12 群内変動 εi jが正規分布（平均が 0，標準偏差が 0:5）となる累積使用量
曲線（×：故障,・：∆xi jごとの時点,点線：累積使用量曲線, 200台分） 40
13 群内変動 εi jが正規分布（平均が 0，標準偏差が 2:5）となる累積使用量
曲線（×：故障,・：∆xi jごとの時点,点線：累積使用量曲線, 200台分） 41
14 εi jの標準偏差が 0:5となるデータを用いた各推定値（50回分）の箱ひ
げ図（表 10中の累積使用量が f101:85 < x  101:90gの範囲を抜粋） : : 45
15 εi jの標準偏差が 2:5となるデータを用いた各推定値（50回分）の箱ひ
げ図（表 10中の累積使用量が f101:85 < x  101:90gの範囲を抜粋 : : : 47
16 直線とならない場合の累積使用量曲線（×：故障,・：∆xi jごとの時点,
点線：累積使用量曲線, 200台分，ηi：対数正規分布（対数尺での平均
が 0:2，標準偏差が 0:5）に従う，εi j：正規分布（平均が 0:5，標準偏差
が 0:5）を時点ごとに累積） : : : : : : : : : : : : : : : : : : : : : : : 48
17 εi jの標準偏差が 0:5となるデータに対するデータ数と集計表の細かさ
による推定精度の検証（表 13中の累積使用量が f101:85 < x  101:90g
の範囲における推定値の平均） : : : : : : : : : : : : : : : : : : : : : 51
18 εi jの標準偏差が 0:5となるデータに対するデータ数と集計表の細かさ
による推定精度の検証（表 13中の累積使用量が f101:85 < x  101:90g
の範囲を抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 53
19 離散間隔で観測される共変量 zq（J = 4） : : : : : : : : : : : : : : : : 59
20 T (β )への変換 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 60
21 表 17中の η = 100の場合の β1の推定結果（β 1 = 1:00，プロットの中
央が繰り返し数 1000回の平均値，上下が標準偏差） : : : : : : : : 66
図目次 vi
22 表 17中の β1の推定結果（η = 100の場合）の箱ひげ図（n = 10000，繰
り返し数 1000回，β 1 = 1:00） : : : : : : : : : : : : : : : : : : : : : : 67
23 提案方法における，対数尺での間隔を 0:2とした (55)個の領域での，
領域 f(x;y) : 101:4 < x  101:6;101:2 < y  101:4gのリスクセットが存在
しうる範囲 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 73
24 分割領域の検討 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 73
表目次 vii
表目次
1 対数尺で 0:1刻みの各領域で観測された故障数 dklの実データ : : : : : 28
2 対数尺で 0:1刻みの各領域で観測された打ち切り数 cklの実データ : : 28
3 提案方法におけるリスクセット数 : : : : : : : : : : : : : : : : : : : : 29
4 提案方法による各層での条件付き累積ハザード関数の推定値 ˆHの対数
値（結果の一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : 30
5 提案方法による各層の条件付き累積故障確率の推定値（結果の一部抜
粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 32
6 提案方法による同時累積故障確率の推定値（結果の一部抜粋） : : : : 34
7 Pons[14]の方法におけるリスクセット数 : : : : : : : : : : : : : : : : 35
8 Pons[14]の方法に基づく同時累積故障確率の推定値（結果の一部抜粋） 37
9 [再掲]提案方法による同時累積故障確率の推定値（結果の一部抜粋） 37
10 εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推定値の
平均（n = 10000，繰り返し数 50，打ち切りデータあり，結果の一部抜
粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
11 εi jの標準偏差が 0:5となるデータを用いた Pons[14]の方法に基づく推
定値の平均（n = 10000，繰り返し数 50，打ち切りデータあり，結果の
一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
12 εi jの標準偏差が 0:5となるデータを用いた経験分布による推定値の平
均（n = 10000，繰り返し数 50，打ち切りデータなし，結果の一部抜粋） 44
表目次 viii
13 εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推定値の
平均（n = 25000，繰り返し数 50，集計表を 55倍，打ち切りデータ
あり，結果の一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : 50
14 εi jの標準偏差が 0:5となるデータを用いた経験分布による推定値の平
均（n = 25000，繰り返し数 50，集計表を 55倍，打ち切りデータな
し，結果の一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : 50
15 [再掲] εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推
定値の平均（n = 10000，繰り返し数 50，打ち切りデータあり，結果の
一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 50
16 T i を対数正規分布で発生させた際の結果（β 1 = β 2 = 1:00，µ = 2:0, n =
1000,繰り返し数: 500） : : : : : : : : : : : : : : : : : : : : : : : : : 63
17 ワイブル分布で発生させたT i (β )に対してT i (β )に対数正規分布を仮
定した最尤推定でβ を推定した結果（繰り返し数1000回，β 1 = β 2 = 1:00) 65
18 ワイブル分布で発生させた T i (β )に対する変動係数最小化による β
の推定結果（繰り返し数 1000回，β 1 = β 2 = 1:00) : : : : : : : : : : : 69
19 図 24のような分割領域による各層の条件付き累積故障確率の推定値
（結果の一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : 74
20 [再掲]提案方法による各層の条件付き累積故障確率の推定値（結果の
一部抜粋） : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 75
21 εi jの標準偏差が 2:5となるデータにおいて故障データが集計表の各範
囲に現れる数の平均（n = 10000，繰り返し数 50） : : : : : : : : : : : 77
22 εi jの標準偏差が 2:5となるデータを用いた提案方法に基づく推定値の
MSEkl（n = 10000，繰り返し数 50，打ち切りデータあり） : : : : : : 78
表目次 ix
23 εi jの標準偏差が 2:5となるデータを用いた Pons[14]の方法に基づく推
定値のMSEkl（n = 10000，繰り返し数 50，打ち切りデータあり） : : 79
第 1章 はじめに 1
第1章
はじめに
1.1 寿命データの解析
市場型製品を製造する企業にとって，市場から取得される “故障データ”や “打ち切
りデータ”などの寿命データを解析することにより，製品の寿命特性を把握し，最適
な予防保全方法などの検討が可能となる。
ここで，寿命データに関する定義を示す。ある尺度上で値が変化する量を “変量”と
呼ぶ。この際の尺度は，寿命データを扱う場合においては，製品の使用開始時点から
着目した故障などの特定の事象が発生する時点までを測るため尺度として，“時間尺
度”と呼ばれる。そしてその時間尺度に基づき，故障時点までの経過時間や使用量の
累積値などの変量の実現値を故障データと呼ぶ。一方，ある製品の故障データを測定
する際に，故障時点に至る前に測定が打ち切られることがある。時間尺度に基づき，
測定が打ち切られた時点までの変量の測定値を打ち切りデータと呼ぶ。
これらの寿命データを測る時間尺度は暦時間のみではなく，複数の時間尺度を考慮
することができる。例えば自動車では保有期間，走行距離，ミッションの変速回数，
エンジンの起動回数，ドアの開閉回数など，さまざまな時間尺度がある。このような
実使用量に関する時間尺度を “累積使用量”と呼ぶ。
上記のような複数の時間尺度の中で，どの時間尺度が最も寿命分布を記述するのに
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適しているのかを検討する必要がある。その際，一つの時間尺度が選択される場合も
あるが，複数の時間尺度が影響する場合もある。
1.2 暦時間と累積使用量による二変量寿命データ
正常な稼働を維持するために保全を必要とする製品において，実際に測定された寿
命データが累計で 8988台分ある。この製品は，故障発生時には暦時間とある累積使
用量の二つの時間尺度で故障データが得られる。打ち切り時（観測期間中の最終動作
確認時点）にも同様に，二つの時間尺度で打ち切りデータが得られる。このように二
つの時間尺度で測定された変量を併せて，“二変量”と呼ぶ。
8988台分のデータのうち，故障が観測されたものが 904件，測定が打ち切られた
ものが 8084件となっている。測定されたデータを (xi;yi;ei), i = 1; : : : ;8988;と記す。
iは各製品を識別するための “製品番号”とする。xiは製品 iの暦時間，yiは製品 iの累
積使用量を表し，ei = 1ならば (xi;yi)は故障データであり，ei = 0ならば (xi;yi)は打
ち切りデータである。このデータの散布図を図 1（次ページ）に示す。
ここで，“寿命変量”と “打ち切り変量”，さらにその分布を定義する。まず，製品の
故障あるいは観測打ち切りが，ある一つの時間尺度上の分布で定まるとする。その時
間尺度上での寿命を表す変量（以下，“寿命変量”と呼ぶ）をT で表し，観測打ち切りを
表す変量（以下，“打ち切り変量”と呼ぶ）をCで表す。T はある寿命分布F(t)に従う
連続量，Cも T とは独立にある確率分布G(c)に従う連続量とし，それぞれ製品番号に
依らないものとする。今，ある製品 iの暦時間上での寿命変量をTi，打ち切り変量をCi
とした際に，製品 iで測定される暦時間 xiは，TiとCiの最小値となり，xi = minfT;Cg
で表される。即ち，Ti Ciのとき故障データが測定され，Ti >Ciのとき打ち切りデー
タが測定される。このような考え方は，“競合リスクモデル”と呼ばれている。
次に，製品の故障と観測打ち切りが暦時間と累積使用量の二つの時間尺度上の分布
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図 1: データの二変量の故障時点と打ち切り時点
（×:故障,○:打ち切り, 8988台分）
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で定まるとする。それぞれの時間尺度での寿命変量を T1，T2で表し，打ち切り変量を
C1，C2で表す。全て，連続量であるとする。(T1;T2)はある二変量の寿命分布F(t1; t2)
に従い，(C1;C2)も (T1;T2)とは独立にある二変量の確率分布G(c1;c2)に従い，製品番
号に依らずにそれぞれが同じ分布に従うものとする。このとき，ある製品 iの寿命変
量を (T1i;T2i)，打ち切り変量を (C1i;C2i)とすると，両二変量は (0;0)から出発する単
調非減少関数上に存在する。そのような関数を，“累積使用量曲線”と呼ぶ。その曲線
上において，このとき，T1i C1i，即ち，T2i C2iであれば二変量の故障データが測
定され，C1i < T1i，即ち，C2i < T2iであれば二変量の打ち切り時点が測定される。
1.3 累積使用量曲線
ある一台の (暦時間,累積使用量)が，(50;1000)，(120;2200)では正常な動作が確認
され，(200;4000)で故障が発生したとする。各時点を結ぶことで，図 2のように，あ
る一台の暦時間と累積使用量の軌跡（累積使用量曲線）を描くことが可能になる。
　　
図 2: 累積使用量曲線の例
本稿で扱う実例において，特に図 3に散布図を示した 1080台においては，故障と打
ち切り以前の途中の履歴が得られている。その 1080台の累積使用量曲線が図 4であ
る。図 4より，この事例では累積使用量曲線が概ね直線となっていることがわかる。
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図 3: 故障と打ち切り以前の途中の履歴が得られている製品の
二変量の故障時点と打ち切り時点（×:故障,○:打ち切り, 1080台分）
　　
図 4: 図 3と同じデータの累積使用量曲線（×:故障,○:打ち切り,
・:故障と打ち切り以前の途中の履歴,点線:累積使用量曲線,1080台分）
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1.4 使用頻度を考慮した解析
暦時間での単位期間（例えば，一日分など）における，累積使用量の増分を “使用
頻度”と呼ぶ。ここで，暦時間 xiと累積使用量 yiの比 ai = yi=xiは，製品 iの使用頻度
を表す。図 4の結果より，本稿で扱う事例は，製品間では使用頻度 aiに差があるも
のの，各製品内では使用期間中に使用頻度 aiが大きくは変化しない特徴があること
がわかる。本稿の事例のように複数の時間尺度で測定されている寿命データの解析で
は，各時間尺度で測定される変量同士の関係を考慮することが求められる。そこで本
稿では，図 4で示したような直線となる累積使用量曲線を有する二変量寿命データに
対し，使用頻度を考慮した解析方法を提案する。
ここで，使用頻度 aiを考慮した場合の寿命分布を定義する。使用頻度が共通のある
値Aであるという条件を，“条件A”とする。条件Aの下での (T1;T2)は，ある二変量の
条件付き寿命分布 F(t1; t2jA)に従うものとする。条件 Aの下での (C1;C2)も，(T1;T2)
とは独立に，ある二変量の条件付き確率分布G(c1;c2jA)に従うものとする。なお，条
件 Aの下では，製品番号に依らずにそれぞれが同じ分布に従うものとする。
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図 5: 図 2以外のデータの二変量の故障時点と打ち切り時点
（×:故障,○:打ち切り, 7908台分）
ところで，図 1のデータのうち図 3に現れていない残りの 7908台については累積使
用量曲線が観測されていない。図 5はそれらのデータの散布図である。このように一
部の対象にのみ詳細な履歴が観測されているが，残りの大半については故障時，もし
くは打ち切り時のデータしか測定できないこともよくある。本稿では図 4に基づき，
履歴が詳細に観測されていない対象（図 5）も含めて直線の累積使用量曲線を仮定す
ることで，故障と打ち切りに至る途中の情報を用いずに，故障データと打ち切りデー
タ (xi;yi;ei)のみを用いた解析方法を提案する。
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1.5 オンライン状態監視により取得される共変量の活用
市場から取得される寿命データは，各製品のユーザにより様々な使われ方や環境条
件で使用された下で測定される。ここで，時間尺度に基づく変量の増加とともに値が
変化する量で，積載量などの使われ方，温度や湿度などの環境条件のように，製品の
故障に対して影響を与えうる要因を “共変量”と呼ぶ。従来の市場型製品の寿命デー
タ解析においては，製品使用途中の共変量を逐次的に取得し活用することが難しかっ
た。しかし，近年の情報通信技術（Information and Communication Technology：ICT）
の発達により，建設機械，複写機，PCなど，身近な製品に対してオンラインによる
状態監視が可能になりつつある。これにより，製品の使用途中の共変量を取得するこ
とが可能となる。本稿では，オンライン状態監視により取得される共変量の活用を，
第 7章にて扱う。
1.6 本稿の目的
第 3章にて示す従来研究（Pons[14]）において，二変量の寿命データの解析方法が
提案されている。しかし，従来研究（Pons[14]）は累積使用量曲線を考慮した推定方
法ではないため，使用頻度に着目した解析を行うことができない。本稿では前述の背
景を踏まえ，使用頻度を考慮した二変量寿命データの解析のための，二変量の条件付
き累積ハザード関数の推定方法を提案する。提案方法により推定した条件付き累積ハ
ザード関数の対数値を累積ハザード紙に倣って両対数軸の平面上に 3次元の曲面とし
て描くことで，故障発生率への使用頻度の依存性や二つの時間尺度との関係を視覚的
に捉えることができる。さらに，二変量による条件付き累積故障確率を評価すること
で，使用頻度を考慮した故障発生の予測を行うことが可能となる。
本稿の後半では，逐次的に取得される共変量の活用を考える。従来研究において，
ある時間尺度で測定される変量を基に，共変量を取り入れた新しい変量に変換するモ
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デルが提案されている。このモデルでは，変換後の変量が従う寿命分布があらかじめ
わかっているもとで，共変量の影響の大きさの推定を考える。本稿では，このモデル
を用いて故障の発生に対する共変量の影響の大きさを検討する際に，変換後の変量が
実際に従う寿命分布の型がワイブル分布であっても，対数正規分布を仮定することに
より共変量の影響の大きさが近似的に求まることを解析的に示し，近似の有効性をシ
ミュレーションにより確認する。このように共変量を取り入れて変量を変換し累積使
用量曲線に直線性が成り立つようにすることで，使用頻度を考慮した提案方法の適用
の幅が広がる。
1.7 本稿の構成
本稿は 8つの章により構成されている。第 2章から第 6章において使用頻度の影響
を考慮した二変量の累積ハザード関数のノンパラメトリックな推定方法の提案に関す
る内容を記す。そして，第 7章において，共変量の活用への取り組みについて記した
のち，第 8章にてまとめる。
第 2章では，一変量の寿命分布と累積ハザード関数の関係，二変量の条件付き分布
および同時分布と，その条件付き累積ハザード関数と同時累積ハザード関数の関係を
示し，累積使用量曲線を考慮した推定と考慮しない推定との違いについて述べる。第
3章では，累積ハザード関数によるノンパラメトリックな寿命分布の推定方法の先行
研究として，Nelson-Aalen推定量（Nelson[12], Aalen[1]）を示し，さらに累積使用量
曲線を考慮しない二変量の同時累積ハザード関数の推定量（Pons[14]）を示す。第 4
章では，提案方法として使用頻度による層別の下での二変量の条件付き累積ハザード
関数の推定方法を示す。そして比較のための，既存の研究である Pons[14]で示されて
いる二変量の同時累積ハザード関数の推定量に対して，集計表に基づいた離散化され
た寿命データを扱う場合における推定方法も示す。
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第 5章では，本章にて示したある製品の 8988台分の二変量寿命データの実データ
を用いて，提案方法を用いた解析の実際例への適用方法を示す。そして，既存の研究
である Pons[14]の方法に基づく推定結果との違いを示す。さらに第 6章では，第 5章
での既存研究との結果の違いに対して，シミュレーションによる検証を行う。
第 7章では，共変量を扱う取り組みについて論じる。まず，従来研究である共変量
を取り入れて変換するモデルを示す。そして，その変換後の変量が実際に従う寿命分
布の型がワイブル分布であっても，対数正規分布を仮定することにより共変量の影響
の大きさが近似的に求まるという本研究の主張を示す。そして，近似の関係について
の解析的な考察を示した上で，シミュレーションによりその近似の有効性の確認し，
サンプル数や分布のパラメータの影響について考察している。
第 8章では，本稿の内容をまとめた上で，今後の取り組む課題について述べる。
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第2章
寿命分布と累積ハザード関数
本稿の第 4章にて，使用頻度を考慮した条件付きの累積ハザード関数の推定方法を
提案する。本章では，累積ハザード関数と寿命分布の関係について述べる。
2.1 一変量の寿命分布と累積ハザード関数
まず，一変量の場合の寿命分布に関する定義を行う。ある時間尺度において，
S(t) = PfT > tg ; t  0
F(t) = PfT  tg= 1 S(t) ; t  0　
とする。S(t)は信頼度関数，F(t)は累積故障確率（累積分布関数）と呼ばれる。ここ
で，確率密度関数 f (t)が存在するとき，
F(t) =
Z t
0
f (u)du　
となる。さらに，
λ (t) = f (t)
S(t)
　
とするとき，λ (t)は故障率，あるいはハザードレイトと呼ばれる。
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ここで，式 (2.1)のようにλ (t)を累積した値を “累積ハザード関数” Λ(t)と定義する。
Λ(t) =
Z t
0
λ (u)du =  log
Z
∞
t
λ (u)du+ log
Z
∞
0
λ (u)du　
=  log
Z
∞
t
λ (u)du =  logS(t) =  log(1 F(t)) (2.1)
式 (2.1)より，累積ハザード関数Λ(t)を推定することにより，F(t)を推定することが
できる。
2.2 使用頻度を考慮した二変量の寿命分布と条件付き累積
ハザード関数
第 1章で定義したように，使用頻度が共通のある値 Aであるという条件を，“条件
A”とする。条件 Aのもとでの二変量 (T1;T2)の条件付き信頼度関数を S(t1; t2jA)，二変
量の条件付き累積故障確率を F(t1; t2jA)とする。（^は “かつ”の意味）
S(t1; t2jA) = PfT1 > t1^T2 > t2jAg
F(t1; t2jA) = PfT1  t1^T2  t2jAg　
f (t1; t2jA)を，F(t1; t2jA)の条件付き確率密度関数とする。
以下，S(t1; t2jA)> 0を満たす領域内で考える。F(t1; t2jA)の確率密度関数 f (t1; t2jA)
が存在するとき，二変量の条件付き故障率 λ (t1; t2jA)は，次式で定義される。
λ (t1; t2jA) = f (t1; t2jA)S(t1; t2jA)　
さらに，二つの時間尺度における二変量の条件付き累積ハザード関数 Λ(t1; t2jA)は，
次式で定義される。
Λ(t1; t2jA) =
Z t1
0
Z t2
0
λ (u1;u2jA)du1du2 (2.2)
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本稿では第 4章で，使用頻度を考慮した条件付きの累積ハザード関数Λ(t1; t2jA)の
推定方法を提案する。推定された条件付きの累積ハザード関数から，式 (2.1)に基づ
き，条件付きの累積故障確率F(t1; t2jA)が求まる。さらに条件付きの累積故障確率は，
同時累積故障確率に変換することも可能である。
条件付き確率密度関数を f (t1; t2jA)とする。累積使用量曲線上で条件付き累積故障
確率F(t1; t2jA)の推定量の差分をとることにより条件付き確率密度関数 f (t1; t2jA)の推
定値が得られる。ここで，条件Aの周辺確率をPfAgとする。PfAgは，全製品のうち，
条件 Aを満たす割合により推定されるものである。条件付き確率密度関数 f (t1; t2jA)
の推定値に PfAgの推定値を掛け合わせたものを累積することで，条件付き累積故障
確率の推定値から同時累積故障確率の推定値へ変換した値が得られる。
2.3 二変量の同時寿命分布と同時累積ハザード関数
2.3.1 二変量の同時寿命分布と同時累積ハザード関数の定義
二変量の同時寿命分布に関する定義を行う。ある二つの時間尺度のある時点 (t1; t2)
において，二変量の信頼度関数を S(t1; t2)，二変量の累積故障確率を F(t1; t2)とする。
S(t1; t2) = PfT1 > t1^T2 > t2g
F(t1; t2) = PfT1  t1^T2  t2g
以下，S(t1; t2) > 0を満たす領域内で考える。F(t1; t2)の確率密度関数 f (t1; t2)が存
在するとき，二つの時間尺度における二変量の故障率 λ (t1; t2)は，次式で定義される。
λ (t1; t2) =
f (t1; t2)
S(t1; t2)
　
二つの時間尺度における二変量の同時累積ハザード関数 Λ(t1; t2)は，次式で定義さ
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れる。
Λ(t1; t2) =
Z t1
0
Z t2
0
λ (u1;u2)du1du2 (2.3)
使用頻度を考慮しない場合には，二変量の同時累積ハザード関数Λ(t1; t2)を推定する
こととなる。第3章において，式 (2.3)に示した二変量の同時累積ハザード関数Λ(t1; t2)
の推定に関する従来研究を示す。推定された同時累積ハザード関数からは，同時累積
故障確率 F(t1; t2)が求まる。次節にて，その変換方法を示す。
2.3.2 二変量の同時累積ハザード関数から同時累積故障確率への変換
ここで，二変量の同時累積ハザード関数と同時累積故障確率の関係を導出する。二
変量の信頼度関数の定義より，以下のようになる。
Z t1
0
Z t2
0
∂∂ logS(u1;u2)
∂v1∂v2
du1du2 =
"
logS(u1;u2)
# u1=t1 u2=t2
u1=0 u2=0
= log
 
S(0;0) S(t1; t2)
S(t1;0) S(0; t2)
!
(2.4)
一方で，二変量の同時累積ハザード関数に関して以下の式が成り立つ。
Z t1
0
Z t2
0
∂∂ logS(u1;u2)
∂v1∂v2
du1du2
=
Z t1
0
Z t2
0
(
∂∂ S(u1;u2)=∂v1∂v2
S(u1;u2)
  ∂S(u1;u2)=∂v1
S(u1;u2)
 ∂S(u1;u2)=∂v2
S(u1;u2)
)
du1du2
=
Z t1
0
Z t2
0
(
f (u1;u2)
S(u1;u2)
 

 
R
∞
u2
f (u1;v2)dv2
S(u1;u2)



 
R
∞
u1
f (v1;u2)dv1
S(u1;u2)
)
du1du2
= Λ(t1; t2) 
Z t1
0
Z t2
0
(R ∞
u2
f (u1;v2)dv2
S(u1;u2)


R ∞
u1
f (v1;u2)dv1
S(u1;u2)
)
du1du2
= Λ(t1; t2) (とおく) (2.5)
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の関係となるため，式 (2.4)，式 (2.5)より，以下の式 (2.6)が成り立つ。
Λ(t1; t2) = log
 
S(0;0) S(t1; t2)
S(t1;0) S(0; t2)
!
(2.6)
式 (2.6)を変形することで，S(t1; t2)を求める式 (2.7)が得られる。
S(t1; t2) = exp(Λ(t1; t2)) S(t1;0) S(0; t2) (2.7)
最後に，同時累積故障確率 F(t1; t2)は，以下の式 (2.8)によって求まる。
F(t1; t2) =
Z t1
0
Z t2
0
f (u1;u2)du1du2
= 1 S(t1;0) S(0; t2)+S(t1; t2) (2.8)
ここで，S(t1;0) =
R
∞
t1
R
∞
0 f (u1;u2)du1du2，S(0; t2) =
R
∞
0
R
∞
t2
f (u1;u2)du1du2 であり，そ
れぞれ一変量における時点 t1; t2での信頼度関数に対応する。
この関係式 (2.8)は第 5章と第 6章にて提案方法と先行研究を比較する際に用いら
れる。
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第3章
累積ハザード関数の推定に関する先行研究
3.1 Nelson-Aalen推定量
一変量における累積ハザード関数の推定量として，Nelson-Aalen推定量（Nelson[12],
Aalen[1]）が提案されている。Nelson-Aalen推定量は，日本では累積ハザード法とも
呼ばれ，信頼性解析に広く用いられている（市田・鈴木 [8]）。
n台のある製品に対し，ある一つの時間尺度で故障と打ち切りが観測されていると
する。i（i = 1;    ;n）は製品番号である。観測時間 Xi，寿命変量 Ti，打ち切り変量Ci
とする。Ti，Ciは，iに依らずに，それぞれ独立なある分布に従う確率変数とする。
Xi = minfTi;Cig
ei = IfXi=Tig
なお，Ifgは fgの中を満たす場合を 1，それ以外を 0とする関数を表す。
ここで，以下を定義する。
N(t) =
n
∑
i=1
IfXit;ei=1g
R(t) =
n
∑
i=1
IfXitg
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さらに，微小な時間間隔 [t; t +dt)において，以下を定義する。
dN(t) = N((t +dt) ) N(t )
dN(t)は [t; t +dt)での N(t)の変化分を表す。（註：N(t ) = limu!t 0 N(u)とする。）
Nelson[12], Aalen[1]は，R(t)> 0となる区間におけるΛ(t)に対して，以下の推定量
を提案した。
ˆΛ(t) =
Z t
0
dN(u)
R(u)
(3.1)
式 (3.1)の詳細は，Lawless[10]を参照されたい。
本研究の第 4章において，集計表により離散化した場合における使用頻度を考慮し
た累積ハザード関数の推定量（式 (4.6)）を提案する。式 (4.6)の方法は，式 (3.1)の推
定量に対応するものである。
3.2 Pons[14]のよる二変量に拡張した累積ハザード関数の
推定方法
Pons[14]では，二変量に拡張した累積ハザード関数の推定量が提案されている。n
台のある製品に対し，ある二つの時間尺度 x軸，y軸で故障と観測打ち切りが観測さ
れているとする。iを各製品を識別するための製品番号とする（i = 1;    ;n）。各製品
に対し，寿命変量 (T1i;T2i)，打ち切り変量 (C1i;C2i)とする。(T1i;T2i)，(C1i;C2i)は，i
に依らずにそれぞれ同じ分布の確率変数とする。
次に，以下を定義する。本稿における添え字の Pは，Pons[14]の提案方法を示す。
N(t1; t2) = ∑
1in
IfT1i<t1;T2i<t2;C1i>T1i;C2i>T2ig
RP(t1; t2) = ∑
1in
IfminfT1i;C1ig>t1;minfT2i;C2ig>t2g
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さらに，微小な時間間隔 [(t1; t2);(t1 +dt1; t2 +dt2))において，以下を定義する。
dN(t1; t2) = N((t1 +dt1; t2 +dt2) ) N((t1; t2) )
ここで，dN(t1; t2)は [(t1; t2);(t1 + dt1; t2 + dt2))での N(t1; t2)の変化分を表す。（註：
N((t1; t2) ) = limu1!t1 0 limu2!t2 0 N(u1;u2)とする。）
Pons[14]は，故障も打ち切りもされていない個体が一つでも残っている二つの時間
尺度上の領域の中におけるΛ(t1; t2)に対して，次の推定量を提案した。
ˆΛP(t1; t2) =
Z t1
0
Z t2
0
dN(u1;u2)
RP(u1;u2)
(3.2)
式 (3.2)より，推定の際に使用頻度の情報を用いていないことがわかる。4.2節では，
集計表により離散化した場合における式 (3.2)にあたる推定量（式 (4.8)）を示す。
3.3 従来研究を受けた本研究の提案
第 1章でも示したように，各時間尺度で測定される変量同士の関係として，使用頻
度を考慮した解析を行う必要がある。しかし，Pons[14]における同時累積ハザード関
数の推定では，使用頻度を考慮した推定を行うことができない。
それに対して本研究では，使用頻度を考慮した二変量の寿命データの解析方法を提
案する。具体的には，第 1章で示されるような累積使用量曲線が直線となるデータに
対し，その直線の近傍のデータを用いて条件付き累積ハザード関数の推定を行うこと
を考える。このことを，次の第 4章にて示す。提案方法により，使用頻度を考慮した
推定が可能となる。
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第4章
提案する累積ハザード関数の推定方法
第 1章で示されるような累積使用量曲線が直線となるデータに対し，その累積使用
量曲線の近傍のデータを用いて条件付き累積ハザード関数の推定を行うことを考え
る。これにより，使用頻度を考慮した推定が可能となる。
4.1 累積ハザード法に基づく推定方法の提案
4.1.1 集計表に基づく推定のための格子の生成
本稿では，表計算ソフトウェアなどで容易に実装できることを念頭に，2次元平面
を離散化して寿命データを集計する集計表を考える。その際，累積使用量曲線の傾き
(使用頻度) aiの値に応じた層別を行う。そのために故障データおよび打ち切りデータ
の散布図全体の矩形領域を，対数変換後に矩形となる格子で覆う。対数の底はどのよ
うな値でもかまわない。なお本稿では特に断らない限り，対数の底を 10とする。
以下で，格子を定義する。1.2節でも示したように，市場から得られるデータを，
(xi;yi;ei), i = 1; : : : ;n;と記す。xi; i = 1; : : : ;n;を覆う対数尺度での等間隔な区間
(Vk 1;Vk] ; k = 1; : : : ;K
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と，yi; i = 1; : : : ;n;を覆う対数尺度上での等間隔な区間
(Wl 1;Wl] ; l = 1; : : : ;L
を得るには，時間尺度のそれぞれの分割数 K，L，端点 V0, VK およびW0, WL を，
V0 < mini xi; maxi xi VK; W0 < mini yi; maxi yi WL;
1
K
(logVK   logV0) = 1L (logWL  logW0)
を満たすように定める。すると分割点 Vk;k = 1; : : : ;K  1;およびWl; l = 1; : : : ;L  1;
は，自動的に
Vk =V010kf(logVK logV0)g=K; k = 1; : : : ;K 1
および，f(logVK   logV0)g=K = f(logWL  logW0)g=Lにより，
Wl =W010lf(logVK logV0)g=L; l = 1; : : : ;L 1
で定まる。上記により得られた格子で囲まれた KL個の矩形領域を，
Ekl = f(x;y) jVk 1 < x Vk;Wl 1 < y Wlg
と記す。これらにより，観測データ全体を覆うことができる。
ここで，Kと Lの間には
L
K
=
(logWL  logW0)
(logVK   logV0)
の関係がある。
上記のような条件を満たす格子を定めるためには，例えば logV0 =

logmin
i
xi

,
logW0 =

logmin
i
yi

, logVK =

logmax
i
xi

, logWL =

logmax
i
yi

のように先に対数
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変換後の最小値と最大値を整数に丸めた値を端点にとり，間隔が等間隔になるように
K と Lの値を
1
K
(logVK   logV0) = 1L (logWL  logW0) (4.1)
を満たすように定めればよい。ここで，d eは整数値への切り上げ，b cは整数値への
切り下げを表す。
K = L = 5, V0 =W0 = 10, VK =WL = 100の場合に，式 (4.1)の値を 0:2と定めた場
合の例を図 6に示す。
図 6: 対数尺での間隔を 0:2とした時の (55)個の領域
図 6(b)が対数変換後の格子で，元の格子は図 6(a)のようになる。図 6(a)より，斜
め方向に現れる各領域の層は，使用頻度が等しい製品群の集合となることがわかる。
さらに図 6(b)のように，両軸を対数変換することで使用頻度が等しい製品群の集合が
切片ごとに斜めの方向に現れることがわかる。
そこで k  l = mが一定となる分割を
Am =

Ek0l0jk0  l0 = m
	 (4.2)
と集めると，Am, m = 1  L; : : : ;0; : : : ;K   1; は元の x  y平面での傾き yi=xi による
K +L 1個の層への層別を与える。
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4.1.2 累積ハザード関数の推定手順
暦時間と累積使用量が Ak l に含まれるとの条件の下での，各矩形領域 Ekl におけ
る条件付き故障率の推定を考える。
累積使用量曲線が矩形領域 Ekl に到達してから，Ak l 内で故障もしくは打ち切りが
発生した製品の集合を，Ekl の “リスクセット”と呼ぶ。すなわち

Ek0l0 jk0  l0 = k  l; k0  k; l0  l
	
で故障もしくは打ち切りが発生した製品全体が，Ekl のリスクセットとなる。この集
合の要素の数（含まれる製品の数）をリスクセット数と呼び，RAklで表す。ここで添
え字の Aは，Ak lによる層別を考慮していることを表す意味で用いる。
今，故障と打ち切りの件数を数える変数 dkl と ckl を
dkl = ∑
i:(xi;yi)2Ekl
ei ; ckl = ∑
i:(xi;yi)2Ekl
(1  ei) (4.3)
と定義する。RAkl は次のように求めることができる。
RAkl =
minfK k;L lg
∑
j=0
 
dk+ j;l+ j + ck+ j;l+ j
 (4.4)
さらに矩形領域 Ekl の面積 (Vk  Vk 1)  (Wl  Wl 1)を δkl と記すと，この領域での条
件付き故障率 hAkl は
ˆhAkl =
dkl
RAklδkl
(4.5)
で推定される。これを Ak l の領域で累積加算していくことで，Ekl での累積ハザード
関数 HAkl の推定量は
ˆHAkl =
0
∑
j= minfk 1;l 1g

ˆhAk+ j;l+ jδk+ j;l+ j

=
0
∑
j= minfk 1;l 1g
dk+ j;l+ j
RAk+ j;l+ j
(4.6)
となる。
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図 7: 直線となる累積使用量曲線を考慮した場合における，(55)個の領域の E23に
対する例
flogV0 = 1:0; logV1 = 2:0; : : : ; logV5 = 6:0g;flogW0 = 1:0; logW1 = 2:0; : : : ; logW5 =
6:0gにより区切られた 25(= 55)個の領域における，E23に対する例を図 7に示す。
E23のリスクセット数 RA23は，図 7の灰色の領域内で発生した故障数と打ち切り数
の合計である。また，E23の累積ハザード関数 ˆHA23は，図 7の太枠の領域の故障率の
推定量の和により与えられる。
4.2 集計表を用いた場合のPons[14]の同時累積ハザード関
数の推定方法
ここでは比較のために，既存の研究である Pons[14]で示されている二変量の累積
ハザード関数の推定量に対して，集計表に基づいた離散の場合での推定方法を示す。
なお，こちらの方法では特に対数尺に変換し，等間隔に領域を区切る必要はない。
この場合の領域 Eklにおけるリスクセット数を RPklとする。RPklは，次式で求まる。
RPkl =
K
∑
j1=k
L
∑
j2=l
(
d j1 j2 + c j1 j2
)
(4.7)
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領域 Eklにより構成される矩形の面積を δklとすると，故障率の推定量 ˆhPklは次のよ
うに表せる。
ˆhPkl =
dkl
RPklδkl
各領域での累積ハザード関数の推定量を ˆHPklとする。 ˆHPklは，次のように表される。
ˆHPkl =
k
∑
j1=1
l
∑
j2=1
(
ˆhPj1 j2 δ j1 j2
)
=
k
∑
j1=1
l
∑
j2=1
(
d j1 j2
RPj1 j2
)
(4.8)
図 8で，図 7と同様に区切られた (55)個の領域における，E23に対する例を示す。
E23のリスクセット数 RP23は，図 8の灰色の領域内で発生した故障数と打ち切り数
の合計である。また，E23の累積ハザード関数 ˆHP23は，図 8の太枠の領域の故障率の
推定量の和により与えられる。
図 8: 集計表に基づいた Pons[14]の二変量に拡張した累積ハザード関数の推定量の場
合における，(55)個の領域の E23に対する例
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第5章
提案方法の実際例への適用
本章では，1.2節で示したある製品の 8988台分の二変量の実故障データを扱う。実
データにより，提案方法を適用することで使用頻度を考慮した解析が行えることを示
す。さらに，Pons[14]による方法と比較する。
5.1 提案方法の実データへの適用
5.1.1 実データからのリスクセットの集計までの結果
(1)領域の生成
故障時間と打ち切り時間の散布図より，解析の領域を定める。x軸，y軸を常用対
数尺とした際の故障時間のみの散布図が図 9(a)，故障時間・打ち切り時間の両者を含
めた散布図が図 9(b)である。図の結果より，x軸をV0 = 100:8; VK = 102:6とし，y軸
をW0 = 101:2; WL = 104:0とした領域で解析する。
そして，図 9(c)で示すように，常用対数尺での間隔を 0:1に区切られた (1828)個
の領域を用いて，提案方法により累積ハザード関数を推定する。
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図 9: 故障データの散布図（常用対数尺）
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(2)故障数・打ち切り数
各領域の故障数 dklを表 1（次ページ）に示す。さらに，各領域の打ち切り数 cklを
表 2に示す。
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表 1: 対数尺で 0:1刻みの各領域で観測された故障数 dklの実データ
表 2: 対数尺で 0:1刻みの各領域で観測された打ち切り数 cklの実データ
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(3)リスクセット
提案方法における f101:6 < x  102:3;102:7 < y  103:6gの領域（表 1，表 2内の太枠
部）での各領域のリスクセット数 RAklを表 3に示す。これ以降では表 3のように集計
表の主要な部分の表示に止めるが，推定は表 1に示されるようなすべての範囲で行っ
ている。
表 3: 提案方法におけるリスクセット数
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5.1.2 3次元ワイブルプロットによる解析
提案方法より，各層ごとの条件付き累積ハザード関数の推定値が算出される。1.2
節で示したデータにおいて，リスクセット数が十分にある f101:6 < x  102:3;102:7 <
y  103:6gの領域（表 1，表 2内の太枠部）に対し，条件付き累積ハザード関数の推
定値を対数変換した値を表 4に示す。表 4内での色の変化では，灰色が濃くなるにつ
れて，log10 ˆHの値が高まることを示している。表 4の色の変化から，累積使用量（縦
軸）の増加に伴って故障が発生する確率が高まることを示している。
表 4: 提案方法による各層での条件付き累積ハザード関数の推定値 ˆHの対数値
（結果の一部抜粋）
さらに，表 4の結果を，二変量の x軸（対数尺），y軸（対数尺）と，log10 ˆHの値
の 3次元上にプロットする。以下，これを，3次元ワイブルプロットと呼ぶ。これは，
信頼性解析によく用いられるワイブルプロットに準ずるものであり，二変量における
特定のパラメトリックな分布を仮定した寿命分布の推定を行うことを目的としている
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のではなく，故障の発生率や各時間尺度への故障の依存性を視覚的に捉えることを目
的とする。図 10に 3次元ワイブルプロットの結果を示す。なお，縦軸の目盛の値は，
log10 ˆHを累積故障確率 ˆF に変換した値である。累積故障確率は ˆF = 1  exp(  ˆH)に
より計算される。
図 10: 提案方法による各層での条件付き累積ハザード関数の 3次元ワイブルプロット
（図中の log10 ˆHの値は ˆFに変換した値を示す）
累積使用量の軸に沿ってプロットを眺めると，軸の値の増加にしたがって累積故障
確率が増加していく様子がわかる。一方，暦時間の軸に沿ってプロットを眺めると，
累積故障確率の増加が軸の値の増加に伴っていないことがわかる。
このように，図 10のプロットの形状から，視覚的に，累積使用量の増加に伴って
故障が発生する確率が高まっていくことが確認できる。よって，各層ごとに見たとき
に，この製品の故障メカニズムが累積使用量依存であることがわかる。
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5.1.3 提案方法による推定結果の更なる活用
三次元ワイブルプロットにより，二変量のうちどちらの変量が故障の発生に影響し
ているかのを確認することができる。ここで，どちらの変量も影響していると判断さ
れる場合には，更に推定した累積ハザード関数を二変量の累積故障確率に変換した結
果を用いて解析を行う。
各層での条件付き累積故障確率の推定
累積ハザード関数の推定値 ˆH から，累積故障確率の推定値 ˆF = 1  exp(  ˆH)を計
算する。表 5は，式 (4.6)による各層での条件付き累積ハザード関数の推定値により
各層での条件付き累積故障確率の推定値を求めた結果である。
表 5: 提案方法による各層の条件付き累積故障確率の推定値（結果の一部抜粋）
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各層での条件付き累積故障確率の推定結果の考察
表 5の推定結果を用いた故障予測の観点で考察する。暦時間が f101:2 < x  101:3g
の区間において累積使用量が f102:2 < y  102:3gとなる累積使用量曲線を有するユー
ザをユーザAとする。一方，暦時間が f101:2 < x  101:3gの区間において累積使用量
が f102:8 < y  102:9gとなる累積使用量曲線を有するユーザをユーザBとする。ユー
ザAは使用頻度が低いユーザであり，ユーザBは使用頻度が高いユーザである。表 5
内の太枠は，各ユーザで使用頻度が変化しない場合のその後の予測結果を表している。
ユーザ Aとユーザ Bを比較すると，経過した暦時間が等しくても累積故障確率の
予測結果が大きく異なる。例えば，暦時間が f101:9 < x  102:0gの区間の予測値を比
較すると，ユーザAの予測が 2:9%であるのに対し，ユーザBでは 22:2%と予測され
る。一方で，使用した累積使用量が等しい際には，両者でそれほど累積故障確率が変
わらない。例えば，累積使用量が f103:2 < y  103:3gの区間の予測値を比較すると，
ユーザAの予測が 15:5%であるのに対し，ユーザ Bでは 10:5%と予測される。
このように，各層での条件付き累積故障確率により，ユーザごとに予測を行うこと
が可能となる。
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提案方法による同時累積故障確率の推定
表 5に掲げた条件付き累積故障確率の推定値は，同時累積故障確率へ変換できる。
その結果を表 6に示す（変換方法は，2.2節に記載している）。
表 6: 提案方法による同時累積故障確率の推定値（結果の一部抜粋）
条件付き累積故障確率の推定結果と同時累積故障確率の推定結果との比較
各層の条件付き累積故障確率の推定値（表 5）との同時累積故障確率の推定値（表
6）を，ユーザBに着目して比較する。ユーザBの同時累積故障確率の推定値は，条
件付きの推定結果よりも低くなっていることがわかる。これは，全データの中で，使
用頻度で層別された層に含まれる割合が少ないことによる。
以上のように，本稿の提案方法を用いて推定された条件付き累積故障確率の結果
（表 5）に基づいてユーザ個別の使用頻度を考慮した保全計画を立てることが可能と
なる。一方で，同時累積故障確率の結果（表 6）を用いることで，全ユーザが使用頻
度で層別された各層に含まれる割合を考慮することによる，全ユーザへの全体的な保
全計画を立てることも可能となる。
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5.2 Pons[14]の方法に基づく解析との比較
5.2.1 Pons[14]の方法によるリスクセットの集計
比較のため，領域の区切り方は 5.1節と同様とする。このため，(1)領域の生成，(2)
故障数・打ち切り数は，提案方法の結果と等しくなる。
(3)リスクセット
表 7は，集計表に基づいた Pons[14]の方法における f101:6 < x  102:3;102:7 < y 
103:6gの領域内の各領域のリスクセット数 RPklを示したものである。考慮する範囲が
広いため，表 3に比べて各セルのリスクセット数の値が大きいことが確認できる。
表 7: Pons[14]の方法におけるリスクセット数
　
第 5章 提案方法の実際例への適用 36
5.2.2 Pons[14]の方法に基づく同時累積故障確率の推定結果との比較
表 8（次ページ）は，Pons[14]の方法による同時累積ハザード関数の推定値から，
同時累積故障確率を求めた結果である（変換方法は，2.3.2節に記載している）。表 9
に再掲した提案方法による同時累積故障確率の推定値と比較すると，両方法に基づく
結果には違いがあることがわかる。
そこで次章にて，シミュレーションによる両方法に基づく同時累積故障確率の推定
結果の相違についての検証を行う。
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表 8: Pons[14]の方法に基づく同時累積故障確率の推定値（結果の一部抜粋）
表 9: [再掲]提案方法による同時累積故障確率の推定値（結果の一部抜粋）
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第6章
提案方法による同時累積故障確率の推定の検証
前章において，提案方法と Pons[14]の方法に基づく場合とでは，同時累積故障確率
の推定結果が大きく異なることを確認した。本章では，シミュレーションにより発生
させた累積使用量曲線を有する打ち切りを含んだ故障データを用いて，その結果の違
いについて検証し，その考察を記す。
6.1 変量効果モデルにより発生させた累積使用量曲線を有
する故障データ
時点ごとに傾き（使用頻度）の変化を持つ累積使用量曲線を表すモデルとして，本章で
は変量効果モデルを用いる。添え字の iが製品番号を表す。添え字 j; ( j = 1 : : : ;Ji 1);
が，各製品の故障時点と打ち切り時点までに使用頻度が変化する時点を表すとする。
そして時点 ( j = Ji)を，各製品の故障時点と打ち切り時点とする。∆xi jを時点 j 1か
ら時点 jまでの暦時間とし，∆yi jを時点 j  1から時点 jまでの実使用量とする。即
ち，各製品の故障時点・打ち切り時点（xi;yi）は，xi = ∑Jij=1 ∆xi j，yi = ∑Jij=1 ∆yi jとなる。
ここで式 (6.1)に変量効果モデルを示す。ηiを群間変動とし，製品間での使用頻度
のバラつきを表すものとする。εi jを群内変動とし，製品内での各時点ごとの使用頻
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度のバラつきを表すものとする。
∆yi j = ηi ∆xi j + εi j (6.1)
上記の変量効果モデルに基づき，群間変動ηiのみを取り入れて累積使用量曲線を発
生させた例を図 11に示す。ηiは，対数正規分布（対数変換後の平均が 1:0，標準偏差
が 0:5）に従うとする。また故障発生は，故障時点の累積使用量がワイブル分布（形
状パラメータが 4,尺度パラメータが 100）に従うとする。
図 11: 群間変動 ηiが対数正規分布（対数変換後の平均が 1:0，標準偏差が 0:5）
となる累積使用量曲線（×：故障,点線：累積使用量曲線, 200台分）
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さらに図 12は，図 11に示されるようなデータに対して，群内変動 εi jを取り入れ
た場合の累積使用量曲線を示したものである。εi jにより，第 1章で示した図 4のデー
タのように，各時点の使用頻度にバラつきを持つことが確認できる。図 12における
εi jは，正規分布（平均が 0，標準偏差が 0:5）に従う。また，∆xi j = 5としている。
図 12: 群内変動 εi jが正規分布（平均が 0，標準偏差が 0:5）となる累積使用量曲線
（×：故障,・：∆xi jごとの時点,点線：累積使用量曲線, 200台分）
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図 13は，図 11に示されるようなデータに対して，正規分布（平均が 0，標準偏差
が 2:5）に従う群内変動 εi jを取り入れた場合の累積使用量曲線を示したものである。
に図 12よりも，各時点における使用頻度のバラつきが大きいことが確認できる。な
お，傾き（使用頻度）は負になることはないため，使用頻度の値が負となる区間の傾
きは 0としている。
図 13: 群内変動 εi jが正規分布（平均が 0，標準偏差が 2:5）となる累積使用量曲線
（×：故障,・：∆xi jごとの時点,点線：累積使用量曲線, 200台分）
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6.2 打ち切りを含んだ故障データによる検証
前節で示した累積使用量曲線を有する故障データに対し，累積使用量がワイブル分
布（形状パラメータが 4,尺度パラメータが 70）に従うような打ち切り時点を各製品
ごとに発生させる。各製品で故障が先に発生すれば故障が観測され，打ち切りが先に
発生すれば打ち切りが観測されるとする。
6.2.1 同時累積故障確率の経験分布関数との比較
上記で示した打ち切りを含んだ故障データのシミュレーションデータに対し，提案
方法と Pons[14]の方法のそれぞれで同時累積故障確率 F(t1; t2) = PfT1  t1^T2  t2g
を推定する。両推定結果に対し，推定に用いた打ち切りデータが故障時点まで観測さ
れているとしたシミュレーションデータを用いた経験分布関数による推定結果と比較
することで検証する。同時累積故障確率の経験分布関数は，次式で表され，
˜F =
n
∑
i=1
IfT1it1^T2it2g
IfT1i0^T2i0g
=
n
∑
i=1
IfT1it1^T2it2g
n
(6.2)
一致推定量としての性質を持つ。以下では，このようにして求めた推定値を，経験分
布による推定値と記す。
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6.2.2 εi jの標準偏差が 0:5となる図 12のデータの場合の結果
図 12に示されるような郡内変動 εi jの標準偏差が 0:5となる設定に対し，打ち切り
を含んだ故障データ（10000台分）を生成し，同時累積故障確率を推定する。打ち切
りデータが観測される割合は，平均して 80:5%となった。データの生成から推定ま
でを，50回繰り返した際の平均値が表 10，表 11（次ページ）である。さらに，上記
のデータに対し，10000台が打ち切られることなく故障時点まで観測されているもと
での同じデータを用いて同時累積故障確率の経験分布関数を推定した結果が表 12で
ある。
さらに，各推定値の平均とバラつきを，箱ひげ図により確認する。箱ひげ図とは，
中央の太線が中央値を表し，箱の上下が 25%点，75%点を表し，箱を挟む上下の線
が外れ値を除く最小値，最大値を表すものである。図 14は，表 10中の累積使用量が
f101:85 < x 101:90gの範囲における，各暦時間の累積故障確率の推定値（50回分）の
箱ひげ図を示したものである。箱ひげ図の様子から，提案方法に基づく推定値は，経
験分布の推定値より全体的に低めの値となる様子がわかる。これは推定に用いるデー
タに打ち切りデータを多く含んでいる影響である。一方，Pons[14]の方法に基づく推
定値は，バラつきが大きく，暦時間が進むにつれて経験分布の推定値から大きく外れ
た推定結果となる様子がわかる。
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表 10: εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推定値の平均
（n = 10000，繰り返し数 50，打ち切りデータあり，結果の一部抜粋）
表 11: εi jの標準偏差が 0:5となるデータを用いた Pons[14]の方法に基づく推定値
の平均（n = 10000，繰り返し数 50，打ち切りデータあり，結果の一部抜粋）
表 12: εi jの標準偏差が 0:5となるデータを用いた経験分布による推定値の平均
（n = 10000，繰り返し数 50，打ち切りデータなし，結果の一部抜粋）
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図 14: εi jの標準偏差が 0:5となるデータを用いた各推定値（50回分）の箱ひげ図
（表 10中の累積使用量が f101:85 < x  101:90gの範囲を抜粋）
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6.2.3 εi jの標準偏差が 2:5となる図 13のデータの場合の結果
次に，図 13に示されるような郡内変動 εi jの標準偏差が 2:5となる設定で発生させ
た打ち切りを含んだ故障データ（10000台分）に対しての検証の結果を示す。図 15
（次ページ）は，図 14と同じ範囲における箱ひげ図を作成したものである。箱ひげ図
の様子から，εi jの標準偏差が 0:5（図 12）の場合と同様の傾向があることがわかる。
MSEによる比較
εi jの標準偏差が 2:5となるデータに対する検証において，推定結果を経験分布によ
る推定値の平均とのMSE(mean squared error)で評価する。集計表の k行，l列におけ
る，同時累積故障確率の推定値を ˆFkl とし，経験分布による推定値の平均を ˜Fkl とす
る。推定を 50回繰り返した際の，集計表の k行，l列の範囲における推定値のMSE
をMSEklとすると，次式で計算される。
MSEkl =
50
∑
r=1
( ˆFkl   ˜Fkl)2
50
さらに，各範囲のMSEklに，故障データが集計表の各範囲の現れる確率（10000台の
データの故障時点が各範囲に現れる割合）による重み付き平均をとった値で比較する。
上記の方法で計算された提案方法に基づく推定値の MSEkl の重み付き平均値は，
0:0257となった。一方，Pons[14]の方法に基づく推定値のMSEkl の重み付き平均値
は，0:0301ととなり，提案方法の方が経験分布に近い推定量であることがわかる。な
お，実際に計算する上で必要となる，故障時点が集計表の各範囲に現れる数，及び各
範囲のMSEkl の値を付録 Bに記載する。以上より，提案方法の方が打ち切りされて
いないデータを用いた経験分布に近い推定量であることがわかる。
第 6章 提案方法による同時累積故障確率の推定の検証 47
図 15: εi jの標準偏差が 2:5となるデータを用いた各推定値（50回分）の箱ひげ図
（表 10中の累積使用量が f101:85 < x  101:90gの範囲を抜粋）
第 6章 提案方法による同時累積故障確率の推定の検証 48
6.2.4 累積使用量曲線を直線とならない場合の検証
図 16は，直線とならない場合の累積使用量曲線を示したものである。図 16におい
て，ηiは対数正規分布（対数変換後の平均が 0:2，標準偏差が 0:5）に従うとしている。
さらに εi jは，正規分布（平均が 0:5，標準偏差が 0:5）が時点 jが進むごとに累積さ
れるとする。また，∆xi j = 5としている。
図 16: 直線とならない場合の累積使用量曲線
（×：故障,・：∆xi jごとの時点,点線：累積使用量曲線, 200台分，
　 ηi：対数正規分布（対数尺での平均が 0:2，標準偏差が 0:5）に従う，
　 εi j：正規分布（平均が 0:5，標準偏差が 0:5）を時点ごとに累積）
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図 16に示した累積使用量曲線を有する故障データに対し，累積使用量がワイブル
分布（形状パラメータが 4,尺度パラメータが 70）に従うような打ち切り時点を各製
品ごとに発生させる。そして，打ち切りを含んだ故障データの生成から推定までを 50
回繰り返した。打ち切りされていないデータを用いた経験分布と比較した提案方法に
基づく推定値のMSEklの重み付き平均値は，0:0365となり，Pons[14]の方法に基づく
推定値のMSEkl の重み付き平均値は 0:0154となった。以上より，累積使用量曲線が
直線とならない場合には，直線性を仮定して推定を行う提案方法では推定精度が悪い
ことが確認できる。
6.2.5 データ数を増やし，集計表を細かくした場合の検証
表 10で示した検証のデータは，製品台数を 10000台とした。ここでは製品台数を
25000台とし，前節までの集計表と同じ範囲を 55倍に細かくした集計表を用いる。
表 10と同じデータ（図 12に示した累積使用量曲線を持つ打ち切りを含んだデータ）
に対して推定を 50回行った結果の平均が表 13（次ページ）であり，打ち切りされて
いないデータを用いた経験分布での結果の平均が表 14である。比較のため製品台数
を 10000台で推定した表 10の結果を，表 15に再掲する。なお，表 13，表 14は，比
較対象となる表 15に対応する範囲の結果を表示させている。
さらに図 17に，表 13中の累積使用量が f101:85 < x  101:90gの範囲における，推
定値の平均を比較した結果を示す。図 17の結果より，データ数を増やし，集計表を
細かく（ある範囲に対応する分割の数を多く）することで，経験分布の結果（表 14）
に近づいている様子がわかる。
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表 13: εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推定値の平均
（n = 25000，繰り返し数 50，集計表を 55倍，打ち切りデータあり，
結果の一部抜粋）
表 14: εi jの標準偏差が 0:5となるデータを用いた経験分布による推定値の平均
（n = 25000，繰り返し数 50，集計表を 55倍，打ち切りデータなし，
結果の一部抜粋）
表 15: [再掲]εi jの標準偏差が 0:5となるデータを用いた提案方法に基づく推定値
の平均（n = 10000，繰り返し数 50，打ち切りデータあり，結果の一部抜粋）
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図 17: εi jの標準偏差が 0:5となるデータに対するデータ数と集計表の細かさによる
推定精度の検証（表 13中の累積使用量が f101:85 < x  101:90gの範囲
における推定値の平均）
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さらに，Pons[14]の方法に基づく推定値と比較した結果を図 18（次ページ）に示
す。Pons[14]の方法に基づく推定では，推定精度が悪いことがわかる。また，打ち切
りされていないデータを用いた経験分布と比較した提案方法に基づく推定値のMSEkl
の重み付き平均値は，0:0082となり，Pons[14]の方法に基づく推定値のMSEklの重み
付き平均値は 0:2393となった。
これらの結果より，Pons[14]の方法に基づく推定では，集計表を細かくすることで
精度が悪くなることがわかる。
6.3 Ponsの方法との比較の考察
測定の打ち切りを含んだ故障データにより，提案方法に基づく推定と Pons[14]の方
法に基づく推定で，同時累積故障確率の推定値を比較した。提案方法の推定値は，打ち
切りデータの影響により経験分布に比べて全体的に低い結果となり，一方の Pons[14]
の方法に基づく推定は経験分布の推定値よりも値が高めとなりやすく，バラつきの大
きい推定量であることが分かった。
累積使用量曲線を考慮していない Pons[14]の方法に基づく推定でも，存在している
累積使用量曲線が比較的多い範囲の推定では，提案方法や経験分布に近い推定値が得
られているようである。しかし，図 18に示されるように，推定する範囲に存在して
いるデータが少なくなるにつれて，推定する範囲から累積使用量曲線が外れたデータ
も考慮してしまうために，バラつきの大きな推定結果となると考えられる。
一方の提案方法は，累積使用量曲線を考慮した推定であるため，推定値のバラつき
が小さく，データ数を増やして集計表の間隔を細かくすることにより，経験分布に近
い精度の良い推定を行うことができる。よって，累積使用量曲線が直線と仮定しうる
二変量のデータに対しては，提案方法による解析の方が適していることがわかる。
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図 18: εi jの標準偏差が 0:5となるデータに対する
データ数と集計表の細かさによる推定精度の検証
（表 13中の累積使用量が f101:85 < x  101:90gの範囲を抜粋）
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第7章
共変量の影響の大きさの検討に関する研究
7.1 オンライン状態監視により取得される共変量
故障時間 T の分布を推定する際に，T が従う分布の型を仮定し，パラメトリックに
寿命分布を記述することがある。近年はオンラインで共変量が観測されるようになり
つつあるため，このような解析に対して共変量を活用することが求められる。共変量
の情報を取り入れることは，より正確な寿命分布を得るために必要となる。例えばト
ラックのエンジンの故障を考える。エンジンでは，故障時点に達するまでの走行距離
が時間尺度に用いられることが多い。しかし，走行途中の積載量や坂道の勾配などの
影響により，同じ走行距離を走っていてもエンジンにかかる負荷が異なるため，走行
距離の情報のみでは十分とは限らない。
7.2 本章における共変量を取り入れた解析の目的
本稿の前章までの内容は，累積使用量と暦時間の二変量のデータに対して，使用頻
度に着目した寿命分布の推定に取り組んでいる。その際の使用頻度は，ユーザごとに
大きな変化がないものとして扱っている。それに対して本章の内容は，例えば累積使
用量と暦時間の二変量を扱う場合を考えれば，故障に至るまでに各時点の使用頻度が
細かく観測される場合を扱う。
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さらに前章までの内容は，二つの時間尺度で観測される変量のうち，より寿命に影
響する変量の検討が目的の一つであった。本章では，逐次的に観測される共変量を活
用して，着目した故障の寿命分布を記述することを考える。そこから，寿命に対する
共変量の影響の大きさの検討を目的とする。
7.3 共変量の影響の大きさの推定に関する本章の主張
7.3.1 共変量を取り入れた寿命分布の推定に関する従来研究
共変量は時間尺度のように扱うことができないため，なにかしらの形でモデルに組
み込むことが求められる。Hong and Meeker[5][6]は，Nelson[13]にて示されているモ
デルを基にして，式 (7.1)に示されるモデルを用いたオンラインで観測される共変量
の活用を提案した。時点 t (連続量とする)で取得される共変量を z(t)とする。式 (7.1)
は，故障時間 T を，共変量の情報を取り入れた量 T (β )に変換することを表してい
る。なお，取得される共変量の値は連続量でも離散値でもよい。
T (β ) =
Z T
0
exp[β z(s)]ds (7.1)
ここで，
z(t) =
266666664
z1(t)
z2(t)
.
.
.
zQ(t)
377777775
:時点 tで取得される共変量（Q：共変量の種類）
β = [β1β2   βQ] :共変量の影響を表すパラメータ
とする。式 (7.1)のモデルは，Meeker and Escobar[11]において，proportional quanti-
ties(PQ)モデル，あるいは scale accelerated failure-time(SAFT)モデルと呼ばれている。
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ここで，β の真値を β とする。Hong and Meeker[5][6]は，この T (β )があらかじ
め定めた分布の型（ワイブル分布など）に従うものとし，その分布パラメータおよび
の β の最尤推定を示した。
7.3.2 本章における主張
本章は，T (β )の寿命分布が実際はワイブル分布に従っている場合において，そ
の分布の型を対数正規分布と仮定しても，共変量の影響の大きさ β が近似的に推定可
能であることを主張する。これにより，対数正規分布とワイブル分布の間において，
T (β )の分布の型の仮定に依らずにオンラインで観測される共変量を取り入れたモ
デルの構築が可能となり，オンラインで観測される共変量を用いた製品個別の寿命予
測への活用につながる。
T (β )の寿命分布が従う分布の型が既知の場合には，Hong and Meeker[5][6]によ
り，共変量の影響の大きさ β も，T (β )の分布のパラメータも最尤推定することがで
きる。しかし，T (β )の従う分布の型が未知の場合には，Hong and Meeker[5][6]の
提案方法に従えば，寿命分布が従う分布の型の候補をいくつか挙げて，それぞれで分
布パラメータを推定する式を立てた後に，各候補で推定値 ˆβ を得る。そして，各候補
で，T ( ˆβ )の分布のあてはまりを一つ一つ検討する必要がある。
一方，本章の主張によれば，T (β )の寿命分布の型がワイブル分布であっても，対
数正規分布であっても，T (β )の寿命分布が従う分布の型がどちらであるのかを特定
し得ない場合でも共変量の影響の大きさ β を推定することができる。本章では上記
の内容に関する近似関係を解析的に示し，近似の有効性をシミュレーションにより確
認し，サンプル数やパラメータの影響を検討する。
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7.4 尤度関数による解析的な考察
以下，対数正規分布の対数変換後の平均を µ，標準偏差を σ と表記する。T (β )
に対数正規分布を仮定した際の尤度関数は，式 (7.2)となる。
LLN(β ;µ;σ) =
n
∏
i=1
(
exp[β z(toi; Bi)] 
1p
2piσT i (β )
 exp[ (lnT

i (β ) µ)2
2σ2
]
)
(7.2)
さらに，式 (7.2) の対数尤度関数を β で微分したスコア関数は以下の形となる。
T (β )に対数正規分布を仮定した際の最尤推定法では，このスコア関数が 0となる
値を β の推定値としている。
gln(β ) =
n
∑
i=1
(z(toi;Bi)) 
n
∑
i=1
T 0i (β )
T i (β )
  1
σˆ

n
∑
i=1
( 
log(T i (β ))  µˆ
σˆ
!
 T
0
i (β )
T i (β )
)
(7.3)
一方，T i (β )がワイブル分布 (log-location-scale)に従う場合の対数尤度関数は式
(7.4)となる。
logLwei(β ) =
n
∑
i=1
(β z(toi;Bi)) 
n
∑
i=1
log(σˆ) 
n
∑
i=1
logT i (β )
+
n
∑
i=1
(
log(T i (β ))  µˆ
σˆ
  exp( log(T

i (β ))  µˆ
σˆ
)
)
(7.4)
さらに，そのスコア関数 gwei(β )は，式 (7.5)となる。
gwei(β ) =
n
∑
i=1
(z(toi;Bi)) 
n
∑
i=1
T 0i (β )
T i (β )
  1
σˆ

n
∑
i=1
( 
exp(
log(T i (β ))  µˆ
σˆ
) 1
!
 T
0
i (β )
T i (β )
)
(7.5)
T (β )にワイブル分布を仮定した際の最尤推定法では，このスコア関数が 0となる
値を β の推定値としている。
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ここで，exp( log(T i (β )) µˆσˆ ) = exp(x)とし，x = 0の周りでテイラー（Taylor）展開に
より一次近似する。exp(x) = exp(0)+ exp(0) x = 1+xより，式 (7.6)のように近似さ
れる。
gwei(β )
n
∑
i=1
(z(toi;Bi)) 
n
∑
i=1
T 0i (β )
T i (β )
  1
σˆ

n
∑
i=1
( 
(
log(T i (β ))  µˆ
σˆ
)
!
 T
0
i (β )
T i (β )
)
= gln(β ) (7.6)
以上のスコア関数の関係が，実際は T (β )がワイブル分布に従っている場合でも，
対数正規分布を仮定した最尤推定法により β の推定を近似的に行えることにつながっ
ていると考えられる。
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7.5 シミュレーションによる確認
7.5.1 本章で扱う共変量
本章では，図 19に示されるように，離散間隔とする時点 toj ; ( j = 1; : : : ;J);で共変量
が観測される場合を扱う。このとき，各観測時点 toj の間で，共変量の値が一定である
とする。このような状況は，トラックの積載量の情報の取得などが考えられる。
図 19: 離散間隔で観測される共変量 zq（J = 4）
主な，記号の定義を示す。
T :故障時間
toj :共変量の取得時点 ( j = 1; : : : ;J)
J :故障に至るまでの共変量の取得時点の数
q :取得される共変量の種類 (q = 1; : : : ;Q)
zq(toj ) :時点 tojに取得される共変量 zqの値
このとき，故障発生時点の共変量の値も観測されるとする。つまり，T = toJ の関係
とする。
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図 20に，図 19に示されるような共変量を基に，T からの T (β )への変換を行うイ
メージを示す。
図 20: T (β )への変換
ここで，各製品の番号を，i = 1; : : : ;n;とし，各製品ごとの故障時間を Tiとする。さ
らに，各製品ごとに共変量 z(toi j)が取得時点 toi j; ( j = 1; : : : ;Ji)で観測されるとする。最
後に，T i (β )を，各製品ごとで変換された量とする。
7.5.2 シミュレーションの方法
T i (β )を対数正規分布と仮定した最尤推定法により，パラメータ β を推定する。
推定に必要となるデータは，各取得時点の共変量 z(toi j)，故障時間 Tiである。まずは，
シミュレーション用のデータの生成について記す。
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変換した量 T i (β )の設定
変換した量 T i (β )を，ワイブル分布に従わせて発生させる。
共変量 z(toi j)の設定
図 19のように，離散値であり，取得時点間で一定となる共変量 z(toi j)を発生させる。
本シミュレーションでは，二つの共変量 z1;z2を扱うこととする。各製品 iの，各取得
時点 toi jでの共変量の値 z1(toi j); z2(toi j)を，それぞれ独立に，平均 1.0，標準偏差 0.1の
正規分布に従わせて発生させる。また，共変量の影響の大きさを表すパラメータの真
値 β 1 ;β 2 は，ともに 1.0と定める。
故障時間 Tiの設定
上記で定めた T i (β )と z(toi j)から，故障時間 Tiの値を求める。共変量の取得時間
の間隔は，次のように定める。
toi1 = (t
o
i2  toi1) =   = (toi; Ji 1  toi; Ji 2) = 1 (:取得時間の間隔は一定)
(toi; Ji   toi; Ji 1)< 1 (:最後の取得時間の間隔のみ 1未満となる)
それにより，
T i (β ) =
Ji 1∑
j=1
exp[β 1  z1(toi j)+β 2  z2(toi j)]
+ exp[β 1  z1(toi; Ji)+β 2  z2(toi; Ji)]  (toi; Ji   toi; Ji 1)
となるため，toi; Ji = Ti により各製品の故障時間 Tiが求まる。
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変動係数最小化による推定との比較
Kordonsky and Gertsbakh[9]では，最適な時間尺度を変動係数を最小化とする時間
尺度としている。この方法は，分布の型によらない方法である。本稿では，この変動
係数最小化による推定との比較を行う。
変動係数：c:v:(T i (β )) =
p
T i (β )の分散
T i (β )の平均
(7.7)
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7.5.3 シミュレーションの結果
対数正規分布に従わせた T i (β )による最尤推定の確認
まず，T i (β )に対数正規分布を仮定した最尤推定が正しく行えていることを確認
するために，T i (β )を対数正規分布で発生させて確認を行う。
表 16は，T i (β )に対数正規分布を仮定し，β 1 = β 2 = 1:00としたシミュレーショ
ンデータの推定結果である。表中の µは対数正規分布の対数変換後の平均，σは標準
偏差の設定値をそれぞれ表す。一回のシミュレーションで 1000台分のデータを発生
させ，1セットを 500回繰り返した際の推定結果の推定値の平均を上段に示し，推定
値の標準偏差を下段に示す。この結果より，β を正しく推定できていることが確認で
きる。さらに，分布の標準偏差 σ の値が小さい場合ほど，β の推定精度は良くなる。
表 16: T i を対数正規分布で発生させた際の結果（β 1 = β 2 = 1:00，µ = 2:0, n = 1000,
繰り返し数: 500）
設定値 提案方法 変動係数最小
µ σ ˆβ1 ˆβ2 ˆβ1 ˆβ2
2.0 1.0 0.991 0.997 0.165 0.119
0.301 0.286 1.305 1.489
2.0 0.7 0.994 0.991 0.619 0.605
0.209 0.222 0.489 0.493
2.0 0.5 1.001 0.998 0.801 0.795
0.168 0.163 0.244 0.053
2.0 0.1 1.001 0.999 0.979 0.977
0.032 0.035 0.032 0.035
2.0 0.01 1.000 1.000 1.000 1.000
0.003 0.004 0.003 0.004
（上段は 500個の推定値の平均を表し，下段は 500個の推定値の標準偏差を表す。）
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ワイブル分布で発生させた T i (β )による確認
T i (β )をワイブル分布に従わせて発生させたデータに対して，対数正規分布を仮定し
た最尤推定法によりβ を近似的に求めることができることを確認する。β 1 = β 2 = 1:00
とした T i (β )にワイブル分布を仮定したデータを発生させ，対数正規分布を仮定し
た最尤推定法により β を推定することを 1000回行った。
表 17（次ページ）は，推定結果の平均と標準偏差を示したものである。発生させる
ワイブル分布の形状パラメータをm，尺度パラメータを η，サンプル数を nとして表
中に示す。さらに図 21は，表 17中の η = 100の場合の β1の推定結果を図で示した
ものである。表 17，図 21の結果により，分布の仮定が異なっていても，パラメータ
β を近似的に求められることが確認できる。さらに，ワイブル分布の形状パラメータ
mの値が大きい場合ほど，β の推定精度は良くなることがわかる。一方で，形状パラ
メータ mの値が小さい場合には，β の真値に対して偏りを持っている様子が確認で
きる。
さらに，推定結果のバラつきを確認する。図22は，表17中のβ1の推定結果（η = 100，
n = 10000の場合）の箱ひげ図を示したものである。形状パラメータmの値が大きく
なると，推定値のバラつきは小さくなるが，バラつき方の分布にはそれほど違いがな
いことがわかる。
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表 17: ワイブル分布で発生させた T i (β )に対して，
T i (β )に対数正規分布を仮定した最尤推定により β を推定した結果
（繰り返し数 1000回，β 1 = β 2 = 1:00)
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(a) m = 1の場合 (b) m = 2の場合
(c) m = 3の場合 (d) m = 4の場合
(e) m = 5の場合 (f) m = 6の場合
図 21: 表 17中の η = 100の場合の β1の推定結果（β 1 = 1:00，
プロットの中央が繰り返し数 1000回の平均値，上下が標準偏差）
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図 22: 表 17中の β1の推定結果（η = 100の場合）の箱ひげ図
（n = 10000，繰り返し数 1000回，β 1 = 1:00）
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表 18（次ページ）は，変動係数最小化により推定した結果である。こちらの場合
も，ワイブル分布の形状パラメータmの値が大きい場合ほど推定精度は良くなるが，
対数正規分布を仮定した最尤推定法に比べて全体的に推定精度が劣る。
7.6 まとめと今後の課題
以上より，変換した故障時間 T i (β )が実際はワイブル分布に従っている場合でも，
対数正規分布を仮定することにより，共変量の影響を表すパラメータ（β1;β2）の値
を近似的に求められることを示した。これにより，対数正規分布とワイブル分布の間
において，T (β )の分布の型の仮定に依らずにオンラインで観測される共変量を取
り入れたモデルの構築が可能となり，製品個別の寿命予測へのオンラインで観測され
る共変量のさらなる活用につながる。
今後は，提案手法のオンライン状態監視による信頼性向上への活用に取り組む。ま
た，ワイブル分布の形状パラメータmの値と近似の精度の関係についても，解析的な
検討を行う。そして，より広い範囲のオンライン状態監視データに適用するために，
他の分布の下でも同様なモデル構築が可能かも検討していく。
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表 18: ワイブル分布で発生させた T i (β )に対する
変動係数最小化による β の推定結果（繰り返し数 1000回，β 1 = β 2 = 1:00)
第 8章 結論 70
第8章
結論
8.1 本稿の結論
本稿では，直線と仮定した累積使用量曲線を有する製品の故障データならびに打ち
切りデータに対し，使用頻度を考慮した二変量の条件付き累積ハザード関数を集計表
に基づいて推定する方法を提案した。
二変量の条件付き累積ハザード関数の結果を用いることにより，条件付き累積ハ
ザード関数を両対数軸の平面上に曲面として描いた 3次元ワイブルプロットを確認す
ることで，故障発生率の使用頻度の依存性と二つの時間尺度との関係をより視覚的に
捉えるようにした。
さらに，条件付き累積ハザード関数の推定結果を条件付き累積故障確率・同時累積
故障確率へと変換することにより，ユーザによる製品の使用頻度の違いを考慮した二
変量における故障時点の予測と，累積使用量曲線の傾きで層別された各ユーザがそれ
ぞれの層に現れる割合を考慮した全体的な保全計画の立案が可能となる。
これら，提案方法の累積ハザード関数の推定および 3次元ワイブルプロットは，通
常入手可能な表計算ソフトウェアで容易に作成することができる。
さらに，逐次的に取得される様々な共変量の活用を考え，共変量を取り入れた新し
い変量に変換し，故障の発生に対する共変量の影響の大きさを検討することを提案し
第 8章 結論 71
た。本稿では，変換する変量の従う寿命分布の型がワイブル分布に従っている場合で
も，対数正規分布を仮定した最尤推定により共変量の影響の大きさが推定可能である
ことを示した。
8.2 今後の課題
本稿の第 4章の提案方法に対して，共変量の情報を取り入れることを目指す。その
ためには，第 7章で示した共変量を取り入れた寿命変量への変換を用いて，二変量の
寿命データ解析を行うことが考えられる。
さらに，共変量を取り込む際のモデル化について，より故障メカニズムに即したモ
デルの検討を進めたい。また現実では，寿命分布がきれいに一つの分布の型に従って
いることは少なく，いくつかの寿命分布の型が混合した分布に従う。このような場合
についても検討したい。
以上を含め，オンラインでの状態監視による製品やシステムの信頼性向上のための
オンライン状態監視データの活用の研究を進めていきたい。
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付録A
分割領域の検討
図 23(a)の灰色部分は，flogX0 = 1:0; logX1 = 1:2;    ; logX5 = 2:0g;flogY0 = 1:0;
logY1 = 1:2;    ; logY5 = 2:0gにより，(55)個に区切られた領域において，直線と仮
定した累積使用量曲線を考慮した際の領域 f(x;y) : 101:4 < x  101:6;101:2 < y  101:4g
の範囲を示す。さらに図 23(b)の灰色部分は，提案手法において，領域 f(x;y) : 101:4 <
x  101:6;101:2 < y  101:4g（図 23(a)の灰色部分）におけるリスクセットが存在しう
る範囲を示す。
しかし，図 23(b)の灰色部分では，図 23(a)の矢印と矩形との間に隙間が発生して
しまう。そこで，分割領域に対する検討のために，図 24(a)(b)のように，累積ハザー
ド関数を求める際の矩形の領域を上下に分割して考える。
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図 23: 提案方法における，対数尺での間隔を 0:2とした (5 5)個の領域での，領域
f(x;y) : 101:4 < x  101:6;101:2 < y  101:4gのリスクセットが存在しうる範囲
図 24: 分割領域の検討
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上下に分割した各領域における故障数，打ち切り数を集計する。そして，上下部に
分割した各範囲におけるリスクセット数を用いて，各時点の故障率を求める。さらに，
求めた故障率を各範囲内で累積することにより，上下部それぞれの領域における累積
ハザード関数を推定する。最後に，上下部の各累積ハザード関数の推定値を平均する
ことにより，各矩形の領域の累積ハザード関数を得る。
図 24のような分割領域による各層の条件付き累積故障確率の推定値を，表 19に示
す。一方，第 4章の提案方法による各層の条件付き累積故障確率の推定値を，表 20
に再掲する。分割領域を変化させる前と後では推定値にそれほど大きな違いが現れな
いことが確認できる。
表 19: 図 24のような分割領域による各層の条件付き累積故障確率の推定値（結果の
一部抜粋）
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表 20: [再掲]提案方法による各層の条件付き累積故障確率の推定値
（結果の一部抜粋）
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付録B
MSEklの重み付き平均の計算過程
表 21は，εi jの標準偏差が 2:5となるデータにおいて故障データが集計表の各範囲
に現れる数の平均を示したものである。この集計表の各値を全データの総数で割るこ
とにより，故障時点が集計表の各範囲に現れる割合が算出される。
表 22，表 23は，εi jの標準偏差が 2:5となるデータを用いた各方法における推定値
（50回分）のMSEklを示したものである。各MSEklの値に，データの故障時点が各範
囲に現れる割合を掛け合わせたものを合計することにより，各方法におけるMSEklの
重み付き平均が算出される。
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表 21: εi jの標準偏差が 2:5となるデータにおいて故障データが集計表の各範囲に
現れる数の平均（n = 10000，繰り返し数 50）
(a)暦時間が f1:6 < x  18gの範囲の結果
(b)暦時間が f18 < x  200gの範囲の結果
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表 22: εi jの標準偏差が 2:5となるデータを用いた提案方法に基づく推定値のMSEkl
（n = 10000，繰り返し数 50，打ち切りデータあり）
(a)暦時間が f1:6 < x  18gの範囲の結果
(b)暦時間が f18 < x  200gの範囲の結果
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表 23: εi jの標準偏差が 2:5となるデータを用いた Pons[14]の方法に基づく推定値
のMSEkl （n = 10000，繰り返し数 50，打ち切りデータあり）
(a)暦時間が f1:6 < x  18gの範囲の結果
(b)暦時間が f18 < x  200gの範囲の結果
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