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Abstract 
An understanding of future trend in the demand for construction could influence 
investment strategies for a variety of parties, including construction developers, 
suppliers, property investors and financial institutions. Although there are clear needs for 
achieving sustainable development in the long-run, the Australian construction industry 
still lacks an established strategy to estimate demand in both national and regional 
construction markets. The overall aim of this research is therefore, to develop advanced 
econometric estimation models to estimate construction demand for both national and 
regional construction markets. Although construction demand estimation has been 
studied in several countries using various techniques, research has hardly considered the 
impact of external factors, such as the recent global financial crisis, in the estimation 
models, and previous used estimating methods are not applicable due to the volatility 
and fluctuations of the construction market during the economic downturn. In this study, 
global economic events as intervention dummies, together with identified determinants 
of construction demand, are considered in a vector error correction model to accurately 
estimate the movement of construction demand in the national construction market. The 
numerical forecasting results generated by the VEC model with dummy variables are 
compared with those from a conventional VEC model and other commonly used 
temporal estimating techniques, namely multiple-regression and Box-Jenkins. The 
estimation results indicate that the VEC model with dummy variables is more effective 
and reliable for estimating construction demand than the conventional VEC, BJ and MR 
modelling techniques.  
 
 VI 
Previous studies in the field of quantitative forecasting for construction demand 
employed mainly temporal estimation models, such as ARIMA, MR and VEC models, 
and most of them have been carried out at the national level. However, in Australia, 
construction markets cannot be simply considered as a national aggregate, but are better 
represented as a series of interconnected regional and local markets. Using Australian 
state-level data, two regional estimating techniques - panel vector error correction (P-
VEC) model and panel vector error correction model with dummy variables - were  
developed, in view of regional disparities and global financial crisis impact among sub-
national construction markets in the regional demand estimation.  
 
Spatial linkages among regional construction markets in Australian were found in the 
study. Two spatial panel estimating models - spatial panel vector error correction (SP-
VEC) model and SP-VEC model with dummy variables - were developed for estimating 
regional construction demand in view of linkages among regional construction markets. 
The estimation results of two spatial panel models were further compared with two 
proposed P-VEC models in order to select the most appropriate and accurate forecasting 
model for the regional construction markets. The comparison results suggest that spatial 
panel vector error correction model with dummy variables outperforms other three 
proposed regional forecasting models (i.e. P-VEC, P-VEC model with dummy and SP-
VEC model). 
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1. Introduction 
1.1   Background of research 
The construction sector plays an essential role in the economic development of many 
countries, and Australia is no exception with its annual construction value added 
contributing to around 7% of the gross domestic product (GDP). The activities of the 
industry have great significance for the achievement of economic development goals of 
providing buildings and infrastructures. These include offices, houses, schools, roads, 
airports, power stations and agriculture systems. As one of the most dynamic and 
responsive industries, the construction industry normally generates high visible output 
and has strong linkages with other industries, which make it a powerful tool for 
economic manipulation (Ofori and Han 2003). Since the early 1980s, planning future 
demand for construction has become an important management tool for investing and 
pricing construction services or projects in the construction market (Ofori 1990). The 
successful estimation of future construction demand would be important for a number of 
reasons. First, there is a strong interest in construction demand forecasting models and 
their properties, as evidenced by the long list of studies at the national level, e.g., Tang et 
al. (1990); Hua (1998); Fan et al. (2011). Furthermore, modelling and forecasting 
demand for construction are essential for relating construction statistics to resource 
usage, for construction labour management, procurement or cost management and 
analysis, as the variation of the construction demand could affect the decisions of 
construction developers, clients, property investors and financial institutions.  
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In Australia, the construction industry is important to its continued residential, 
commercial and infrastructural development. It has made significant contribution to the 
economy, in terms of output and the share of employment involved. The value of 
construction approvals has increase dramatically since 1998, reached a peak of AUD 
23000 million in 2nd quarter of 2008 and fell to around AUD 14000 million in the 1st 
quarter of 2009 owing to the shock of recent global financial crisis (Jiang and Liu 2011). 
This unexpected shock on the construction market led to a wave of bankruptcy and 
retrenchment while the industry was trying to survive and recover from this global 
economic downturn. 
 
From this lesson, the forward planning for the construction market has become more 
important. Currently, the construction industry is lacking a coordinated effort to monitor 
changes in the existing market and predict future demand for construction, thus resulting 
in shortages or surpluses of manpower and building materials, and imbalanced and 
distorted production capacity. A number of studies have called for the industry to extend 
its orientation by looking ahead and to prepare itself to respond to potential future events 
and trends (Runeson 1988; Hua 1998; Fan et al. 2010, 2011; Wong et al. 2011). If the 
underlying structure of the construction industry and future demand for construction can 
be revealed and estimated in both national and regional markets, construction firms 
could respond more appropriately to the fluctuation of market demand to survive. The 
improved ability to forecast more accurately is important for planning purposes but 
would not have alleviated events such as the global financial crisis from occurring. 
Improved forecasting may not lessen the market volatility but rather could improve the 
ability of the industry to cope with it. 
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Although there is general recognition of the importance of  forward demand planning in 
the construction industry, unfortunately, until recently, there was neither a reliable 
estimating method nor a generally accepted consensus regarding the way in which 
demand for construction should be estimated properly (Dang and Low 2011). 
Econometric techniques have been considered in the literature as one of the main tools 
to model and forecast demand for the construction industry in many countries, as there 
are two major objectives that can be achieved by using econometric analysis: 
understanding the associations between a set of possibly related variables or uncovering 
the ongoing change within a specific market, and forecasting future economic conditions. 
Although some recent studies attempted to estimate future construction demand utilising 
econometric models, such as Fan et al. (2011) and Wong et al. (2011), the existing 
methods still suffer from some critical limitations as explained below:  
 
1) In order to forecast construction demand, construction economists employ 
various prediction techniques, including neural networks, input-output, multiple 
regression or advanced multivariate regression techniques such as the vector 
autoregressive model and the vector error correction model etc (Hua 1998; Fan et 
al. 2010; Wong et al. 2011). However, the adoption and selection of economic 
indicators in previous studies has depended entirely on human judgement. 
Studies in forecasting construction demand have shown that forecasts of demand 
for construction are inevitably inaccurate and this inaccuracy is mainly a result of 
the lack of empirical studies on determinants of construction demand (Fan et al. 
2011). Therefore, a systematic and standardized determinant selection procedure 
to estimate future demand for construction has been called for. 
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2) Movement of construction demand generally associates with changes in the 
macro economy, but can also be affected by some special events, such as the 
global financial crisis, seasonality and key government policies on the 
construction industry. However, the way these external shocks affect the 
construction market and particularly the demand for construction has rarely been 
discussed. Understanding the impact of special events is very important for 
guiding future economic policy. 
 
3) Previous research has undertaken construction demand analysis by estimating 
relationship or associations between construction demand and a set of economic 
indicators in a certain period, and has often ignored the external impact from 
special events. Then, in the late 2000s, the Australian general economy and 
consequently the construction industry were hit by the global financial crisis. 
Failing to consider the effect of special global economic events such as the 
global financial tsunami on demand modelling will result in an incorrect 
estimation of the future variation of the construction market. 
 
4) Previous studies in construction demand estimation were mainly focused on 
temporal estimation at nation level. Meen (1996) argued that the construction 
market should be represented by a group of interconnected regional or local 
markets rather than a national aggregate. The relationships between construction 
demand and macroeconomic environment may differ by region, as the economic 
development status, population, and market structure are different in each. 
Therefore, regional construction demand estimation by using panel econometric 
analysis techniques is highly recommended (Jiang and Liu 2012). 
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5) Very few studies employed regional models to estimate demand in regional 
construction markets. These studies estimated regional construction demand 
based on a long-term relationship between construction demand and economic 
indicators while the short-term disequilibrium relationship was not included. 
Furthermore, the interactions among regional construction markets were ignored 
in the previous regional construction forecasting. Deng et al. (2010) commented 
that if construction markets in adjacent region grow fast, this may pull demand 
and activities for construction growth in the region itself. Although these spatial 
effects have been found in housing and construction markets in some previous 
studies, whether these spatial effects on regional construction markets should be 
considered in regional demand estimation has never been discussed. 
 
Given the limitations inherent in the existing methods and previous research, more 
appropriate estimation techniques for modelling and forecasting demand for construction 
are desirable. Such techniques seem to be an adequate response to the deficiencies of the 
existing methods and provide more reliable and accurate estimation for future 
construction demand, particularly with regard to some new temporal and spatial 
perspectives and conceptual considerations.  
 
The relationship between construction investment or demand and economic 
development has been widely discussed (Dang and Low 2011; Mak et al. 2012). 
However there are still some arguments about whether there is a positive link between 
expansion of construction demand and economic growth (Ofori and Han 2003). Some 
previous research found that the relationship between construction demand and 
economic development varies in different regions, depending on local socio-economic 
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status and government policies (Ofori and Han 2003; Mallick and Mahalik 2010; Dang 
and Low 2011; Ozkan et al. 2011; Wilhelmsson and Wigren 2011; Mak et al. 2012). No 
previous research has focused on the quantitative relationship between construction 
demand and economic development in times of economic austerity, particularly during 
the recent global financial crisis. The question of whether investment in the construction 
market and expansion of construction demand can be efficient tools to jump start the 
national and regional economy from the global recession needs to be answered. 
Furthermore, the previously used techniques for analysing links between construction 
demand and economic development were mainly simple statistical methods within a 
single region. None of them has evaluated the relationships among sub-regional 
construction markets and taken such relationships into account in the estimation of 
regional construction demand. 
 
1.2   Research aim and objectives 
The aim of this research is to develop econometric models for a reliable and accurate 
estimation of demand for Australian national and regional construction markets taking 
into consideration the volatility of the construction markets, changes in macroeconomic 
conditions, and impact of special global events. The main objectives of the research are: 
 
1) to estimate the relationships between construction demand and macroeconomic 
indicators in order  to identify the determinants of both national and regional 
construction demand, in order to derive construction demand forecasting 
methodologies. 
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2) to develop temporal econometric estimation techniques for modelling and 
forecasting the construction demand for national construction markets and to 
assess the robustness, accuracy and reliability of the models developed in order 
to allow their subsequent calibration and maintain their applicability. 
 
3) to estimate regional variations and spatial linkages among eight Australian sub-
national construction markets and to estimate the relationships between 
construction investment and economic development using panel data analysis. 
4) to develop regional econometric estimation techniques for modelling and 
forecasting regional construction demand and to assess the robustness, accuracy 
and reliability of the models developed in order to allow their subsequent 
calibration and maintain their applicability . 
 
5) to evaluate the effects of external economic events on demand for construction in 
Australian national and regional construction markets, in order to better estimate 
future construction demand in light of external disturbances. 
 
6) to compare forecasting performances of the applied econometric models in 
estimating demand for construction and to propose the best modelling and 
forecasting strategy for Australian construction demand. 
  
1.3   Significance of the research 
Although there are clear needs for achieving sustainable development in the long run, 
the Australian construction industry still lacks an established strategy to model and 
forecast demand for construction in both national and regional markets. The Australian 
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Housing Industry Association (HIA) provides two-years short-term forecasts for housing 
starts. The National Housing Supply Council only provides short-term dwelling 
completion and affordability forecasts for the housing market. A recently established 
institute named Australian Construction Industry Forum (ACIF) generates short-term 
forecasting for future construction prices and costs. Some global construction consulting 
organisations, such as Global Insight, Euroconstruct, Reed Construction Data, McGraw-
Hill Construction, etc. also provide modelling and forecasting consultation for industry 
practitioners. However, these institutes only provide construction forecasts for the 
European and American markets and their forecasts cannot be applied to Australian 
construction markets. This study is the first to reveal the demand for construction 
forecasts in Australia both in national and regional markets. Furthermore, the modelling 
and forecasting strategy established in this research would offer a significant 
contribution to the current void in construction demand models, so that by using 
construction demand forecasts construction practitioners can apply realistic forward 
planning.  
 
Previous research in construction demand estimation has not considered the impact of 
special events, such as the recent global financial crisis, in the estimation models, which 
makes them inapplicable to the volatility and fluctuations of Australian construction 
market during the economic downturn. This issue will be addressed in this research by 
factoring the impact of special global events in the forecasting models. Moreover, this 
research aims to fill the current research gaps in the comprehensive estimation of 
regional construction demand by utilising newly developed panel econometric models. 
The disparities and spatial linkages will be evaluated and involved into the regional 
forecasting model to enhance prediction performance, which would be a valuable 
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contribution to the industry and construction research field. Additionally, the new 
estimation techniques such as the vector error correction model with dummy variables, 
panel vector error correction models and spatial panel vector error correction models 
will be compared with traditional forecasting models to provide the best estimating 
strategy for construction demand. 
  
1.4   Dissertation overview 
The dissertation contains eight chapters as summarised below: 
 
Chapter 1 gives the introduction to the research study. It includes background, research 
aim and objectives. The research problems and gaps in construction demand estimation 
are also described in the background section. The significance of the research is also 
discussed within this chapter.  
 
Chapter 2 introduces the essential concepts of construction demand and demand 
forecasting, and further describes in detail the background information from a literature 
review on construction demand research. Through the review, the role and perspectives 
of construction demand research are outlined. The potential influencing factors that may 
affect demand for construction are summarised. The previously used construction 
demand estimating techniques are reviewed. The knowledge and research gaps in the 
construction demand estimation are identified. The literature review informs the research 
questions and the development of the theoretical constructs.  
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Chapter 3 introduces the detailed methodology for the research. The econometric 
methods adopted in this research are presented in four parts, including determinant 
identification, temporal estimation, panel estimation and spatial panel estimation. These 
four parts are an adequate response to the deficiencies of the existing methods and 
provide a comprehensive insight into the estimation of construction demand. 
 
Chapter 4 introduces the data source and uses econometric techniques to identify the 
determinants for both national and regional construction demand, in order to better 
formulate construction demand forecasting methodologies. 
 
Chapter 5 applies temporal econometric techniques and vector error correction model 
with dummy variables to model and forecast national construction demand for Australia, 
followed by a discussion and comparison of their forecast performance with 
conventional temporal forecasting models. The impact of the global financial crisis on 
construction demand and demand estimation is evaluated. 
 
Chapter 6 presents the process of modelling and forecasting regional construction 
demand in the six Australian states and two territories, considering the external effect of 
the global financial tsunami. Regional disparities are investigated though analysis of the 
relationship between construction demand and economic development in eight regional 
construction markets. 
 
Chapter 7 estimates the demand for construction in eight regional construction markets, 
considering their spatial linkages as a factor indicating their interconnection. Estimations 
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from all proposed regional estimation models are further compared in order to select the 
most reliable and accurate forecasting model for Australian construction markets. 
 
Chapter 8 closes the dissertation with a conclusion responding to the aims. It represents 
the major findings and experiences learned from this research. Finally, further research 
suggestions are also identified to advance this study. 
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2. Literature review  
2.1   Introduction 
Construction is defined as the massive worldwide effort to build various types of 
structures and facilities (Liebing 2001). Construction is a certain kind of production of a 
certain kind of object for certain kind of use (Ive and Gruneberg 2000). It is 
accomplished by assembling materials, parts and systems into major subsections of the 
structure and the finished structure then becomes part of the building stock necessary for 
the conduct of business and life (Ive and Gruneberg 2000; Liebing 2001). As an 
economic indicator, changes in demand for construction represent the fluctuation of the 
construction market which is closely related with other sectors, such as finance, 
manufacture and mining (Song and Liu 2006). In order to sustain economic growth and 
promote healthy development of the construction industry, governments have a pivotal 
role to play. Understanding future demand in the construction market can help ensure 
that limited valuable resources can be allocated for the construction sector more 
appropriately, especially after the recent global tsunami (Jiang and Liu 2011). 
Furthermore, construction contractors need to understand future variations of demand 
for construction in order to formulate appropriate pricing strategies and take action in a 
high competitive market. With regard to tenders, those who have knowledge of future 
demand can price their tenders more realistically and strategically, thereby increasing 
their chances of success (Hua 2000). It is necessary to appreciate how sensitive the 
construction market is to a change in public policy and economic environment. However, 
this is never an easy task without a reliable modelling and forecasting tool. 
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The literature review aided the formulation of the research questions and the 
development of the theoretical constructs. Chapter 2 first reviews underpinning literature 
on construction demand and demand in the construction industry. Then, the variables 
representing demand for construction and factors that may affect construction demand 
are discussed. Subsequently, the methodologies of construction demand estimation are 
critically reviewed at temporal and panel levels while disparities and linkages among 
regional construction markets are discussed. Finally, limitations of previous research are 
identified. 
 
2.2   Underpinning literature on construction demand  
2.2.1 Definition of construction demand 
Three classical definitions of demand made in economics are listed as follows 
 
 Bannock et al. (1972) defined that demand is the willingness and ability to pay a sum of 
money for some amount of a particular good and service.  
 
Demand was defined by Taggart et al. (1999) as the quantity demand of a good or 
services is the amount that consumers plan to buy in a given period at a particular price.  
 
The definition of demand made by Mankiw (2007) is in a competitive market, the 
quantity demanded of any good is the amount of the good that buyers are willing and 
able to purchase. 
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Construction demand is defined as the requirement for goods and services that the 
customer is able and willing to pay for (Hillebrandt 1984). In the study of Ive and 
Gruneberg (2000), demand in construction refers to a set of possible price-quantity 
combinations in microeconomics. In terms of macroeconomics, demand refers to a value 
of expenditure, found by multiplying price by quantity. If prices are assumed to be stable, 
then demand would refer to the quantity of output that is actually bought. Researchers 
have defined the demand for construction in various ways and the variables chosen to 
represent demand vary in the academic field. The variables and definitions of demand 
for construction are summarised in Table 2.1. The value of construction approvals or the 
value of construction work approved has been used to represent the demand in the 
construction industry because it is an indicator of changes in the level of construction 
demand (Ofori 1990). The value of construction approvals is used as a key indicator of 
future construction activities as construction generally commences in the months after 
approval is given (ABS 2012). In this study, the value of construction approvals was 
adopted to represent the demand in construction because it can be explained as the total 
monetary cost of the construction work that clients are able and will be able to purchase 
in a given period.  
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Table 2.1 Variables and definitions of construction demand in previous studies 
Authors and year Variables used to 
represent construction 
demand 
Definitions of construction demand in 
previous studies 
Tang et al. (1990) Value of construction 
output  
Demand of construction can be defined as the 
output value of construction activities. 
Akintoye and 
Skitmore (1994) 
Value of investment in 
construction industry 
The products of the construction industry are 
regarded as investment goods. In developed 
countries, the investments in construction can 
be seen as a derived demand. 
Hua (2005) Value of contract 
awarded 
Suitability of value of contract awarded as a 
proxy justified on the basis of its reliability as 
an indicator of changes in the level of demand 
in the industry. 
Runeson (1988); 
Ofori (1990) 
Value of construction 
approvals or building 
approvals 
Building approvals is a measurement of level 
of demand for building construction. 
Ive and Gruneberg 
(2000); Fan et al. 
(2010) 
Gross output value of 
construction work 
In Hong Kong, gross output value of 
construction work serves as a reasonable 
proxy to the construction volume that clients 
wish to purchase as a prevailing construction 
price. 
Hua (1998; 2000) Gross floor area of 
developments 
commenced (GFA) 
GFA is represented as residential construction 
demand in the UK, because it provides a 
picture of likely short-term demand. 
Hsieh (2005) Mortgage loans for new 
houses 
Home purchasers usually provide funds for 
new house construction through their housing 
loans in Taiwan. The demand of new housing 
construction can be represented by the 
mortgage loans of new houses. 
Tse et al. (1999) Number of unit 
occupied 
The net increase in housing demand respects 
to the net increase in the number of units 
occupied in Hong Kong. 
Gyourko and Saiz 
(2006) 
Number of housing 
permits 
Recent construction activities can be 
measured by the average number of housing 
permits, which can be seen as the demand of 
new housing construction. 
Hua (1996) Gross fixed capital 
formation (GFCF) 
GFCF is a measure of construction output. It 
can be used to represent the level of demand 
if there are no statistics of demand only of 
output. 
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2.2.2 Perspectives of previous research in construction demand 
Research in construction demand varies, but can be broadly categorised into four 
perspectives. The first research area is the relationship analysis between construction 
demand and economic indicators. The changes of economic indicators provide a trend in 
construction demand for consultants and clients. Tang et al. (1990) and Akintoye and 
Skitmore (1994) constructed three linear multiple regression models to estimate the 
relationships among indicators and different types of construction demand in Thailand. 
The authors believed that the selected economic indicators should be different for 
estimating residential construction, non-residential construction and ‘other’ construction 
demands. Hua (1996) discussed the relationship between residential construction 
demand and 15 indicators through linear and non-linear estimations. A Granger causality 
test was conducted to analyse the relationships between gross domestic product and 
construction demand in Hong Kong by Yiu et al. (2004). The determinants of residential 
construction demand were identified by using panel data from 31 Chinese provinces 
(Choy et al. 2011). The key macroeconomic indicators of construction price were 
estimated by using “cyclical pattern” and “horse race” analysis in the study of Akintoye 
et al. (1998) and the authors finally found 9 leading indicators out of 23 variables. The 
construction industry was the prime mover, and it could and should be used to boost the 
economy especially during the economic recession (Lewis 2004). Based on China’s 
province-level data, Ofori and Han (2003) concluded that the investment in construction 
could only be an effective motor of economic growth in a limited context and over a 
short period. Though the investigation on the relationship between the construction 
demand and the national economy in Cape Verde, Lopes et al. (2011) found that the 
growth of construction demand does not significantly affect the growth of national 
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economy. A bi-directional causality relationship has been found between public 
construction investment and GDP in Turkey (Ozkan et al. 2011). A panel data approach 
was utilised to analyse the relationship between construction demand and economic 
growth and the results confirmed that both public construction investment and economic 
growth have significant effects on each other (Wilhelmsson and Wigren 2011). 
 
The relationship between construction demand and demand in other sectors was 
estimated in some previous studies; for example, Song et al. (2006) used the OECD 
input-output tables to conduct an input-output analysis of the construction sectors in 
eight developed countries. The linkages between the Australian construction sector and 
other 17 sectors were discussed using input-output tables from 1992 to 1999 (Song and 
Liu 2006). The authors (2006) found that the Australian construction sector had very 
low forward and backward linkages values, which means weak economic push and pull 
capabilities. Econometric techniques, Granger causality test and impulse response 
analysis had been employed to investigate the linkages and relationships between the 
construction sector and 8 other sectors in Hong Kong (Lean 2001). Dang and Low (2011) 
summarised that a growth in demand for construction can stimulate the expansion of 
other industries through backward linkages, and increasing investment in construction of 
public facilities can lead to growth in the production of other economic sectors. 
 
The second perspective is demand modelling and forecasting. The modelling and 
forecasting methods for construction demand in the literature can be summarised into 
two main types: univariate and multivariate modelling methods including multiple 
regression, Box-Jenkins (BJ) or benchmarking, artificial neural network techniques, 
least squares regression and vector error correct modelling techniques. Multiple 
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regression models were widely used to forecast the trends of construction demand in 
Thailand, UK and Singapore by Tang et al. (1990), Akintoye and Skitmore (1994) and 
Hua (1996) respectively. Hua (1998) compared prediction accuracy of three forecasting 
models by using Singapore data. Hua (1998) found that the Box-Jenkins technique is 
suitable for making short-term forecasts; the multiple regression technique always has a 
problem in modelling as the indicators selection is affected by human judgement; and 
artificial neural network techniques have poor explanatory capabilities. However, Fan et 
al. (2010) reported that the benchmarking model has less prediction errors than the 
multiple regression model when forecasting construction demand in Hong Kong during 
1984 and 2005. Tse et al. (1999) discussed investment demand and traditional demand 
for new housing construction in Hong Kong based on the least squares regression model. 
Fan et al. (2011) indicated that the VEC model performs better than the multiple 
regression model for predicting demand for construction. 
 
There is little research focusing on the third perspective, the effects of a special event on 
construction demand and price. Hua (2005) estimated the dynamic effects of the 1997 
Asian financial crisis on the demand and price index for construction in Singapore using 
the auto-regressive-integrated moving average model. Hua (2005) reported that the net 
effect of the Asian financial crisis on the demand from both the public and private 
sectors is different, with a positive response in the public sector and a negative response 
in the private sector. A study also based on the ARIMA technique by Fan et al. (2010) 
discussed the effects of the SARS outbreak and the Asian financial crisis on Hong Kong 
construction industry. The study concluded that the total demand for construction was 
only slightly impacted by the SARS outbreak and financial crisis, but the financial crisis 
influenced the demand in the residential sector deeply. 
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Estimation of house and construction prices or cost based on the modelling of 
construction supply and demand is the fourth research field. In a competitive market, 
price or cost is determined by the supply and demand of products or services across the 
industry. Ball et al. (2000) indicated that for each market sector, construction prices 
should be determined by the total demand. Construction prices are different by region, 
partly as a result of local resources and their demand because increases in demand will 
lead to a rise in price (Meikle 2001). However Gyourko and Saiz (2006) believed supply 
and demand both determine the price of construction, and they estimated a construction 
price using the construction demand and supply equilibrium model.  
 
2.2.3 The role of construction demand estimating 
The important role of the construction market in an economy is well recognised. 
Changes in construction industry activities will directly and indirectly influence other 
industries and ultimately affect the economy at all levels of life. The construction 
industry can be the main engine for economic growth (Ofori 1990). However, the 
construction market is greatly affected by the performance of the economy because the 
output of construction is a response to the demand for construction, which is a derived 
demand from other sectors (Hua 1996). Fluctuations in the level of construction output 
can lead to significant rippling effects on the general economy (Lean 2001).  
 
Australia’s construction market has indeed experienced severe recession after the 1997 
Asian financial crisis. The construction market lacks a coordinated effort to monitor 
changes in the existing market and predict future demand for construction, thus resulting 
in an imbalanced and distorted production capacity. Construction and real estate-related 
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organisations need to respond to fluctuating market demand to survive and work within 
a tradition of competitive tendering and small profit margins (Skitmore and Smyth 2007). 
Therefore, it is valuable to develop forecasting models using statistical techniques to 
forecast demand for construction in the future, so that both policy makers and industry 
practitioners can formulate appropriate short- to medium-term strategies to cope with 
any undue fluctuations in construction. More benefits of construction demand estimating 
are summarised as follows: 
 
1) Construction contractors who are likely to know about changes in future demand 
for their services can use this knowledge to formulate appropriate pricing 
strategies and take action (Akintoye and Skitmore 1994). 
2) With regard to tenders, those who have knowledge of future demand can price 
their tenders more realistically and strategically, thereby increasing their chances 
of success (Hua 2000). 
3) For construction developers, the levels of demand indicate the possibility of a 
timely and profitable disposal of new developments (Hua 1998). 
4) For construction firms, knowledge of change in demand can help them to operate 
more efficiently through better planning and control of their activities (Hua 
2000). 
5) For the construction industry, future workload planning cannot be appropriate 
nor accurate without a good knowledge of future demand (Hua 2000). 
6) Appropriate policies and strategies can be introduced by the government and 
organisations to ensure that the industry and the general economy can be 
developed in a more sustainable manner (Fan et al. 2011). 
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The construction market also plays an indispensable role in human settlements and 
various employment issues. Knowledge of future demand can help ensure that valuable 
public resources can be allocated for the construction sectors in order to retain the labour 
and skills after this global recession. 
 
2.3   Construction demand and economic development 
The construction industry is an important sector of every economy. It makes a 
significant contribution to the economic output in many countries; and it also provides 
employment and business opportunities for people (Lean 2001). The construction sector 
interacts with other sectors while creating construction products and services. The 
dwellings can provide spaces for residential activities and support population growth. 
The business activities take place in commercial buildings. The infrastructure links 
bounded spaces and facilities into an increasingly complex network. Road, rail and other 
transport systems enable the movement of goods and people (Myers 2008). Furthermore, 
the construction industry also builds facilities for the production of goods and services, 
hence supporting the countries’ economic and social development. Besides investments 
in factories, machinery and equipment, investments in the construction industry, such as 
houses, office buildings, warehouses, roads, bridges, power stations, dams and similar, 
also increase the physical stock of a nation. Additionally, when the construction market 
is on the rise, property prices increase resulting in more wealth. When the property 
market declines, the opposite result is economic stagnation or even recession (Ozkan et 
al. 2011). 
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The productive capacity determines the national aggregate output in the long run. If 
there is a change in the national capital stock, the fixed amount of national output will 
change accordingly (Dang and Low 2011). Investing in capital stock is the most efficient 
way for an economy to expand production or growth. The Harrod-Domar model in 
economic growth suggested that economic growth depends on labour, and capital and 
net investment leads to more capital accumulation, which generates higher output and 
income (Ghatak 2003). Investments in the construction industry are considered as 
supplementary to capital formation in other sectors. For example, increased investments 
in public transport will stimulate more products in the tourism and agriculture industries 
or other local commercial markets. Expansion in the construction industry can also raise 
productivity of other sectors, while the higher productivity will attract more investments 
in production. These extra investments will contribute to higher profit, output and 
employment levels (Dang and Low 2011). 
 
A positive relationship was found between the construction industry expansion and 
aggregate output growth in many studies. Around 910 billion Euros was invested in the 
construction industry in the countries of the European Union, which represents 10% of 
the gross domestic product and 51.2% of the gross fixed capital formation (Ortiz et al. 
2009). The efficiency of the economic system can be enhanced in both goods and 
employment markets by increasing investments in public transport facilities (Dang and 
Low 2011). Mallick and Mahalik (2010) concluded that the construction industry may 
contribute to the production process or output of economic growth in two ways. First, 
when construction is at the final stage of the production process, it may be simply added 
to the capital formation and national wealth; alternatively, construction may help in 
furthering the production process, resulting in enhanced output. A study across 28 
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developed countries suggested a strong positive correlation between economic growth 
and transport and communication investment (Easterly and Rebelo 1993). Ofori (1990) 
demonstrated that more than half of capital formation consists of work in building and 
construction.  
 
As an important sector, the construction industry also contributes to the national income 
by creating income and value added. The value added of construction is the gross output 
value at producer’s prices less the value of all industry’s current purchases from other 
enterprises (Ofori 1990). The data from the World Bank shows the value added to output 
ratio of the construction industry was larger than manufacturing in most developing 
countries during 1970-1980 and the ratio of the construction industry could be as high as 
60% in some countries (Dang and Low 2011). A strong linear correlation between 
construction output and gross domestic product was found earlier in the study of Turin 
(1969) by using cross-section analysis of 87 countries during 1955-1965. Turin (1969) 
found that the value added by the construction industry contributed around 3-5% to the 
GDP in developing countries and 5-8% in developed countries. The important role of the 
construction industry to the growth of GDP also has been proved in many studies, such 
as Ofori (1990), Chen (1998), Yiu et al. (2004), Mallick and Mahalik (2010), Lopes et al. 
(2011), Ozkan et al. (2011). Although these studies mainly focused on the static view of 
the close relationship between output or activities of construction and economic growth, 
these studies also confirmed that the role of the construction sector in the economic 
growth would decline during the economy’s mature stage. This result was first found in 
the study of Bon (1992) by analysing data over different development stages in 
developed countries, namely the US, UK, Japan, Italy, Finland and Ireland. The author 
(1992) pointed out that there is an inverted U-shaped relationship between construction 
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output and GDP; the share of construction in the total output first increases and then 
decreases with economic development. Therefore, the construction output will decline 
accordingly in the long run after economic maturity is reached. 
 
Apart from a declining portion in the construction share of the countries’ GDP, the 
absolute construction volume (value of construction output) would decline with the 
country’s advancement in economic development (Bon 1992). Oppositely, Ruddock and 
Lopes (2006) argued that in more mature stages of economic development the volume of 
construction activity declines only in relative terms, not in absolute terms. That means in 
a more developed country the construction industry still grows but slower than the 
economic growth. The reason for this phenomenon may be due to the increasing share of 
maintenance and repair works in the total construction volume. The construction 
industry becomes more labour intensive than new construction activities after the mature 
stage.  
 
The causal links between construction and GDP or national income have also been 
widely discussed. Lean (2001) investigated the linkages between the construction sector 
and other sectors. The author (2001) found a bidirectional causality between 
construction output and GDP. A study using Western Europe data indicated that the 
causal relation is weak between the infrastructural construction and GDP in the long run 
(Wilhelmsson and Wigren 2011). The investment in construction has a strong short run 
effect on economic growth, whereas the growth of the economy has a long-term effect 
on construction demand (Dang and Low 2011). After investigating the relationship 
between construction and national economy in Trinidad and Tobago, Lewis (2009) 
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reported that the economy led construction during the economic upturn, and expansion 
in construction drove the national economy during the economic downturn. 
The activities of the industry have great significance for the achievement of economic 
development goals of providing buildings and infrastructures. These include offices, 
houses, schools, roads, airports, power stations and agriculture systems. As one of the 
most dynamic and responsive industries, the construction industry normally generates 
high visible output and has strong linkages with other industries, which make it a 
powerful tool for economic manipulation (Lewis 2004). Whatever happens in the 
construction sector will influence other sectors directly or indirectly, and ultimately the 
development of the national economy. Most construction projects cannot be completed 
without support from other industries such as mining, manufacturing, financing and 
utilities. There is a close association between the construction, financing and 
manufacturing sectors because construction activities generate demand not only for 
financing, but also building materials and equipment (Lean 2001). 
 
The concept of “linkage” was first defined by Hirschman (1958) and the author 
concluded that an economic activity that has the ability to stimulate and propel others in 
the growth process should be given greater attention than those that have not. Ofori 
(1990) claimed that construction activities are one of those sectors that have strong 
linkages with other industrial sectors. The backward and forward linkages between 
construction sectors and other sectors are widely discussed in many studies. Using input-
output analysis, Song and Liu (2006) reported that there are strong backward and 
forwards linkages between the construction sector and other sectors, especially in 
manufacturing services and government administration and defence. A large amount of 
national resources is used in the construction industry by purchasing from other sectors, 
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which makes the industry the one with the highest backward linkages (Lean 2001). 
Oppositely, the magnitude of forward linkages between construction activities and other 
sectors can be more significant because the demand for construction is derived demand 
from all other sectors. The investment in infrastructure projects would help to raise 
profits in the manufacturing, transportation and business service sectors; and it would 
also raise the level of returns, income and employment for other sectors (Dang and Low 
2011). 
 
The contribution of construction in the economy has also been discussed in the creation 
of employment by the construction industry. Employment in construction grows with 
economic development and the construction sector can be used as a potential means to 
generate employment sustainably (Turin 1978). There is a strong relationship between 
increases in the construction labour demand and increases in employment and the 
housing construction is an important determinant of regional employment growth (Saks 
2008). The proportion of total employment contributed by the construction sector is 
higher than other sectors, especially in industrialized countries (Ofori and Han 2003). 
The government is more likely to fund infrastructure construction projects to stimulate 
economy during periods of slack demand and high unemployment rates (Dang and Low 
2011). Many countries relied considerably on funding for construction projects or 
expansion of construction demand to jumpstart the economy and spur employment 
during the recent 2008-2009 global financial crisis.  
 
Some research studies examined the relationships between construction output, demand 
and other macroeconomic variables, such as monetary supply, interest rates, exchange 
rates and prices (Masih and Masih 1996). In the construction industry, interest rates 
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might have a more general effect on the level of demand. The two factors, namely 
interest rates and the amount of cash available, together largely control the demand for 
construction and the output of the industry bears a close association with these two 
factors (Lewis 2004). The rises in interest rates represent the increases in the price of 
capital and decline in the demand for construction. On the other hand, falling interest 
rates would have a positive effect on construction demand and output (Wong et al. 2011). 
This is because most construction projects involve large amount of money and need to 
be funded though financial institutes (Lean 2001). Governments can generate desired 
changes in the national economy by changing the amount of public expenditure and the 
interest rates of bank loans financing non-residential construction projects, which has 
been discussed in many studies (Ofori 1990; Hillebrandt 2000; Dang and Low 2011).  
 
The above findings or discussions on construction and economic development have been 
criticised. First, the conclusion that rising construction demand can pull the economic 
development while construction demand also follows the growth of the economy should 
be questioned. The share of construction in the GNP and the value added in construction 
grow with economic development, whereas construction contributes to the economic 
development (Turin 1978). Investment in housing construction plays a dual role, acting 
as a driver and follower in the national economic growth (Chen et al. 2010). However, 
Lopes et al. (2011) claimed that the growth of construction demand is not significantly 
affected by the growth of the national economy even in the long run. Construction does 
stimulate economic growth but also cause problems in China. In particular, overbuilding 
would generate significant adverse economic consequences beyond the opportunity cost 
of misallocation of limited resources (Ofori and Han 2003). Furthermore, the observed 
relationships between construction and economic development may be not present in the 
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same relation in different period or region, and the co-movement of construction demand 
and economic development during economic austerity needs to be further explored. 
 
The second criticism concerns the methods of analysis and the assumptions made in 
previous studies. Previous studies, such as Turin (1978), Bon (1992) and Ruddock and 
Lopes (2006), conducted research based on cross-sectional analyses of individual 
countries at different socio-economic development levels. These authors tried to find out 
the similarities between countries including the linkages between construction demand 
or activities and economic development, and the paths of national development. The 
paths of development for each country are necessarily different because policy 
approaches and successes, the resources at the disposal of countries, the dynamic of the 
national and global environment and its impact on the countries are probably different 
(Ofori and Han 2003). However it is possible to find out similarities in construction and 
development among different regions in the same country. Therefore, the forms and 
intensity of the expansion of construction demand in sub-national regions need to be 
investigated.  
 
Third, the question is asked of whether the expansion of construction demand can help 
to boost employment. Wong et al., (2011) suggest that construction demand have a 
positive, long-term influence on the construction labour demand. The interaction 
between housing construction and local labour market is an important determinant of 
regional patterns of employment growth (Saks 2008). Moreover, Turin (1978), Ofori and 
Han (2003) argued that construction activities create proportionally more jobs in highly 
developed provinces. However, this relationship may change between different regions 
or time periods. On the other hand, the misuse of construction is considered as a cheap 
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way to absorb unskilled unemployment, although poorly planned public construction 
programs would only damage the health of economic development (Dang and Low 
2011). 
 
Fourth, the methodologies used in the previous studies for investigating linkages 
between construction and development have been criticized. The most commonly used 
methods are cross-sectional analysis and time series analysis. Ofori and Han (2003) 
compared the proportion of construction to GDP across 31 Chinese provinces using 
cross-sectional technique and the authors confirmed the positive relationship between 
construction demand and economic development. The relationships between 
construction and economic development are discussed based on cross-sectional data in 
the study of Bon (1992) and Ruddock and Lopes (2006). Advanced time series analysis 
methods, the vector error correction or vector autoregressive models have been recently 
employed in the analysis of construction demand and economic development, such as in 
Wilhelmsson and Wigren (2011), Mallick and Mahalik (2010) and Ozkan et al. (2011). 
Either cross-sectional or time series methods contain some limitations when analysing 
the relationship between construction and economic development. Cross-sectional 
techniques cannot analyse inter-temporal relationship between construction and 
development. The relationship between construction and the wider economy changes 
though time and is subject to significant variations (Ofori and Han 2003). At the same 
time, time series method cannot analyse the cross-sectional effects on the construction 
and development among different regions. In contrast, panel data containing information 
on both inter-temporal and cross-sectional properties would facilitate the analysis of 
dynamic response and the control of unobserved heterogeneity (Wooldridge 2002). 
Panel data method can provide better analysis because more variation in the data that 
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results in higher efficiency of estimators and the estimation of dynamic relationships 
(Hadavandi et al. 2011). 
 
2.4   Factors affecting construction demand 
Demand from an economist’s point of view is real, “genuine” demand backed by the 
ability to make a purchase (Myers 2008). Economic theory does not normally refer to 
just one sector of the economy. It is developed in a general way and can equally apply to 
any sector. Statistics of aggregates have played a very important part as parameters in 
the development of empirical demand curves or demand functions. The demand function 
can be specified as an exact mathematical relationship between demand and a series of 
variables considered significant, or alternatively as a simple list of relevant variables that 
leaves the relationship undefined (Cooke 1996). However, involving insignificant or 
unrelated variables in the construction demand estimating models may result in the 
unreliable estimation. Theory of demand has been proposed by many construction 
economists, such as Ofori (1990); Tang et al. (1990); Akintoye and Skitmore (1994); 
Hillebrandt (2000); Myers (2008); Thomas Ng et al. (2011); some of these studies tried 
to establish mathematical and statistical models to further verify the proposed theories 
by using real life data.  
 
The law of demand is an important component in the theory of demand. The law of 
demand states that (McTaggart et al. 2010): “The higher the price of a good, the smaller 
is the quantity demanded; and the lower the price of a good the greater is the quantity 
demanded”. Based on the law of demand, an increase in the price leads to a fall in the 
demand and vice versa. These strong causal relationships between construction price and 
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demand have been confirmed in many studies, such as Akintoye and Skitmore (1994), 
Fan et al. (2011) and Thomas Ng et al. (2011). 
 
The structure of the construction market and the nature of the process make the level of 
price more market-oriented than cost-based (Skitmore et al. 2006). The idea that 
construction prices are market-oriented was first introduced by Fine (1975) who used the 
term ‘socially acceptable’ to represent market price. Construction prices are market-
driven, which means they are determined by the levels of demand and supply (Ball et al. 
2000; Hillebrandt 2000; Skitmore et al. 2006). At the same time, prices also affect the 
levels of demand and supply according to the law of demand and supply. When the 
construction market is at a high price, a lower level of construction will be demanded 
than at lower price and vice versa, while the lower the price in construction the greater 
level of supply will be offered and vice versa. 
 
Construction prices are closely related to demand and demand can fluctuate dramatically 
depending on the changes of economic and market factors (Meikle 2001). Akintoye et al. 
(1998) indicated that changes of price were highly correlated with the changes in 
construction output or completion two to four quarters earlier, and the authors reported a 
linear relationship between price movement and demand variation through time. In the 
construction market, the effects of the changes of demand on price are that construction 
prices rise when the level of demand increases, and they fall when the level of demand 
decreases (Ball et al. 2000). Because of the limited resources in the construction industry, 
many construction firms are diversified. Then resources being transferred from one 
market to another become an internal arrangement, and the construction price changes in 
one market will have ripple effects on the other markets (Skitmore et al. 2006). The 
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dramatic changes in demand were illustrated in many countries during the late 2000’s 
financial crisis, when similar movements in the construction price at the time 
accompanied movements in the construction approvals. Ball et al. (2000) indicated that 
for each market sector, construction prices should be determined by the total demand.  
 
Construction prices differ by region, partly as a result of local resources and demand for 
construction as a fluctuation in demand will lead to fluctuation in prices and vice versa 
(Meikle 2001). Geographical differences in the level of demand have been found to be 
associated with geographical differences in prices in many studies. For example, 
Skitmore (1987) found that shifts in level of construction demand from one region to 
another generated similar shifts in construction price. Jiang et al. (2010) found that 
construction firms will enter any market for higher returns and these arbitrage activities 
will cause ripple effects in regional construction prices. Skitmore (1987) found that 
seasonal changes of construction demand cause seasonality in the construction price, 
observing that the increased demand in autumn can lead to a rise in price levels in 
Canada. The effect of special global events or government policies on the construction 
demand will also cause unexpected shocks on the price in the construction market.  
 
Based on the theory of construction demand and supply introduced by Myers (2008), the 
demand and supply for construction is presented in the form of two general equations as 
follows: 
 
ܳ௖஽ ൌ ݂ሾ ௖ܲǡ ௫ܲ ǡ ܫǡ ܧܺܲǡ ǥ Ǥ ሿሺʹǤͳሻ 
 
ܳ௖ௌ ൌ ݂ሾ ௖ܲǡ ௫ܲǡ ܮܥǥ Ǥ ሿሺʹǤʹሻ 
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These are formally referred to as demand and supply functions. The functions state that 
ܳ௖஽ the demanded value of the construction products or services is f function of all the 
factors listed inside the bracket: ௖ܲ the construction price, ௫ܲ the prices of other goods 
related to construction, ܫ  income, EXP consumer’s expectations, and a host of other 
things. ܳ௖஽ the supplied value of the construction products or services is f function of all 
the factors listed inside the bracket, including, the construction price, the prices of other 
goods related to construction, LC labour costs and a host of other things. Based on the 
law of demand and law of supply, the construction price is the main determinant for the 
levels of construction demand and supply. There are many non-price factors, such as, 
changes of economic conditions, cost of financing (interest rates), technology 
developments, demographic factors, labour force, season of the year, location, and so on 
(Myers 2008). Based on this general function of demand for construction, the key factors 
of construction demand can be summarised into five generalized categories, namely: 
prices, income and production, demography and labour force, consumer’s expectations, 
and other factors.   
 
2.4.1 Economic indicators affecting construction demand 
The economic indicators affecting construction demand are several. The construction 
market is greatly affected by the performance of the economy because the output of 
construction is a response to the demand for construction, which is a derived demand for 
other sectors (Hua 1996). Akintoye and Skitmore (1994) used five factors - economic 
conditions, construction prices, real interest rates, unemployment levels and profitability 
- to model demand for three types of construction markets in the UK.  Fan et al. (2010) 
indicated that a change in interest rates can affect the lending costs for clients, 
contractors, developers and company profits. A lower interest rate will encourage 
 34 
investment in the construction market and raise the level of demand for construction. 
Relationships between these economic indicators and construction demand have been 
tested by previous researchers in order to construct a causal model which can then be 
utilised to forecast future change in construction demand. The economic indicators 
affecting construction demand in previous studies are summarised in Table 2.2.  
 
Although a great number of macroeconomic indicators were employed to estimate 
demand for construction, most of these indicators were selected entirely through human 
judgement or a review of past literature, for example,Tang et al. (1990), Ofori (1990), 
Myers (2008) and Fan et al. (2010). Others like Akintoye et al. (1998) identified 
determinants of construction demand though the observation of cyclical patterns of 
determinants and estimating variables. However, studies in estimating construction 
demand have been shown that forecasts of demand for construction are inevitably 
inaccurate and this inaccuracy is mainly resulted from the lack of empirical studies on 
the determinants of construction demand (Fan et al. 2011). 
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Table 2.2 Economic indicators affecting construction demand in previous studies  
Indicators considered in previous studies 
Indicators  Considered by previous authors 
Per capita GDP, Real GDP, National 
income, income per capita 
 Tang et al. (1990), Ofori (1990), Akintoye and 
Skitmore (1994) , Hua (1996, 1998) , Tse et al. 
(1999), Yiu et al. (2004), Myers (2008), Fan et 
al. (2010), Thomas Ng et al. (2011) 
Value of export  Tang et al. (1990) 
Government revenue and expenditure  Tang et al. (1990) 
Householder  and corporate savings   Tang et al. (1990), Hua (1996) 
Gross fixed capital formation (GFCF) or 
capital formation (construction and 
works) 
 Tang et al. (1990), Hua (1996, 1998, 2000)  
Housing stock or number of planning or 
construction approvals  
 Ofori (1990), Hua (1998, 2000), Ball et al. 
(1998), Tse et al. (1999),  
Industrial output or investment  Tang et al. (1990), Ball et al. (1998), Lean 
(2001) 
Land supply   Fan et al. (2010) 
Construction cost or construction tender 
price or building material price index 
 Tang et al. (1990), Akintoye and Skitmore 
(1994) , Hua (1996, 1998), , Myers (2008), Fan 
et al. (2010), Thomas Ng et al. (2011) 
Consumer price index or inflation rate  Hua (1996), Tang et al. (1990) 
Property price and relative price index  Ofori (1990), Hua (1996, 2000),  Tse et al. 
(1999),  Myers (2008), Fan et al. (2010) 
Labour force, Unemployment rates, 
Labour productivity 
 Akintoye and Skitmore (1994) , Hua (1996, 
1998, 2000), Ball et al. (1998), Wong et al. 
(2007), Fan et al. (2010) 
Size of population or population growth  Tang et al. (1990), Hua (2000), Myers (2008), 
Fan et al. (2010), Thomas Ng et al. (2011)  
Profitability (manufacturing price to 
cost ratio) 
 Akintoye and Skitmore (1994)  
Income or real wage  Ofori (1990), Wong et al. (2007), Myers 
(2008), Fan et al. (2010) 
Housing loans, Central provident fund 
and others 
 Hua (1998, 2000), Hsieh (2005) 
Interest rates or prime lending rate  Tang et al. (1990), Ofori (1990), Akintoye and 
Skitmore (1994) , Hua (1996), Tse et al. (1999), 
Myers (2008),  Fan et al. (2010), Thomas Ng et 
al. (2011) 
Number of tourist   Tang et al. (1990) 
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In the construction industry, the determinants of demand vary among different regions 
and can be categorised as general and local factors; e.g. economy, society and politics 
are general factors, while local factors include type of construction or building and 
geographical location (Akintoye and Skitmore 1994). A correct selection of 
determinants for construction demand in a market should not simply be based on 
reviewing previous literature, expert or personal opinion and comparing their cyclical 
patterns. An innovative selection approach to identify the determinants from various 
economic indicators is introduced in this study. An economic indicator that has long-run 
and causal relationships with construction demand is identified as a determinant. Indeed, 
little or no similar academic work has been done on differentiating the influences of 
categories of economic indicators of demand for construction. Additionally, identifying 
determinants of demand for regional construction markets has never been investigated in 
previous studies. These issues will be addressed in Chapter 4. 
 
2.4.2 External factors affecting construction demand 
Changes in construction demand are not only affected by changes in the economic 
indicators, but also affected by other factors such as government policies and special 
global events. Ofori (1990) indicated that the effect of change in government policies on 
land supply, tax and the economy can affect changes in construction demand both 
directly and indirectly. There has been very little research considering the effects of 
global economic events and other factors in construction demand modelling and 
forecasting. Fan et al. (2010, 2011) covered the data period of the 1997 Asian economic 
crisis and the SARS epidemic in a study of demand forecasting. However, the authors 
only briefly discussed how these two events affected the construction market and 
ignored any consideration of the impact of these events in the construction demand 
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modelling process. Hua (2005) employed the intervention variable in an auto-regressive-
integrated-moving average model to analyse the effects of the 1997 Asian Financial 
Crisis on construction demand and tender prices in Singapore. It was found that during 
the 1997 Asian Financial Crisis both public and private construction sectors needed 
small amounts of adjustment in the construction orders and the construction price levels 
declined 18.9%. The effects of the late 2000s global financial crisis were well discussed 
in the study of Jiang and Liu (2011), who claimed that the effects of the recent global 
financial crisis need to be considered by the estimating model in order to forecast future 
demand for construction in the post-crisis era. 
 
The global financial crisis of 2007-2009 is considered as the worst financial crisis since 
the Great Depression of the 1930s by many economists. In July 2007, a liquidity 
shortfall in the United States banking system was caused by US investors losing their 
confidence in the value of sub-prime mortgages, and was followed by the collapse of 
large financial institutions and downturns in stock markets around the world. The crisis 
started in 2007, but did not fully impact the global economy until 2008 and 2009. The 
annual GDP growth rates from 2007 to 2009 were, respectively, 3.8%, 1.6% and -2.2% 
for the world economy (Nayyar 2011). The International Labour Organisation claimed 
that unemployment worldwide rose by at least 30 million people, and reached as much 
as 50 million people during 2007 and 2009 (Blankenburg and Palma 2009). The collapse 
of Lehman Brothers on September 14, 2008 was marked as the beginning of a new 
phase in the global financial crisis. In the following months, the financial crisis spread 
from the US to Europe and all around the world. 
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The Australian economy was deeply affected by the crisis. In the period between 2007 
and mid-2008, the Australian economy registered the highest growth rate around 4%. 
However, in the December 2008, the Australian stock market experienced the largest fall 
on record with AUD 3.4 billion while the Australian unemployment rates increased 2% 
during 2008 and 2009 global economic downturn. At the same time, the global financial 
tsunami also triggered unexpected shock waves in the Australian construction industry. 
In Australia, the value of construction approvals had shrunken by almost one fourth in 
March 2009 as compared to its peak in March 2008 while the house price declined 6% 
from March 2008 to March 2009.  
 
Other than the effects of special economic events, construction prices may also be 
affected by seasonal effects. The effects of seasonal change on the construction industry 
have been discussed in many studies, such as Topel and Rosen (1988), González-Díaz et 
al. (2000), and Skitmore et al. (2006). In the summer season, construction activity is 
twice as intense as in winter in the U.S (Topel and Rosen 1988). González-Díaz 
(González-Díaz et al. 2000) found that there is a significant seasonal variation in the 
construction labour market and the authors constructed an estimated seasonal index to 
remove the seasonal variation in the modelling of construction employees. In order to 
provide accurate forecasts for the construction cost index, the seasonal impact were 
removed from the data series because of seasonality caused a sinusoidal shape with a 12-
month cycle in the construction cost index (Hwang 2009). The seasonal changes of 
construction demand caused seasonality of construction prices in Canada (Skitmore et al. 
2006) and the authors reported that the increased demand in autumn can lead to a rise in 
price levels. 
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Government policies related to the construction industry are concerned primarily not 
only with meeting society’s needs but also with the level of employment. The 
construction industry has often been considered as a suitable vehicle for economic 
policy by governments, because governments can use it as a tool to stimulate the whole 
economy or specific regions, for example, increasing investment in the construction 
industry and generating more jobs (Gruneberg 1997). Changes in construction 
regulations such as the “Code for Sustainable Homes” would generate significant impact 
on the design of, and demand for, the standard fittings and appliances used in the 
building and construction products and services. The government can also influence the 
level of demand for construction by changing taxes or creating a subsidy (Myers 2008). 
Regardless of political outcomes, it is certain that governments will continue to have a 
major impact on the construction industry through both legislative and distributive 
functions. 
 
2.5   Previous methods for estimating construction demand  
The need for more objective methods and the benefits of quantitative predictive models 
in the construction industry have been widely recognised for a long time, e.g. by 
Skitmore (1987), Taylor and Bowen (1987), Akintoye and Skitmore (1993), Hua (1996), 
Kim, Gwang Hee et al. (2004), Lowe et al. (2006), Wong et al. (2007), Fan et al. (2010), 
Wong and Ng (2010), and Fan et al. (2011). These forecasting methods vary by 
complexity and have been devised by researchers.  Knight and Fayek (2002) forecasted 
the overrun costs in construction using a fuzzy logic model. Artificial neural network 
(ANN) techniques were adopted to forecast construction demand and cost in the study of 
Hua (1996) and Williams (1994). Apart from these non-econometric methods, 
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econometric methods have also been widely applied in construction demand forecasting, 
with univariate, multivariate, cross-sectional and panel data techniques.   
 
2.5.1 Non-econometric methods 
Artificial neural network and fuzzy logical techniques are the main non-econometric 
forecasting techniques in the construction industry.  As one of artificial intelligence (AI) 
forecasting techniques, the neural network has been applied in modelling and forecasting 
prices, demand and activities (Yeh 1998; Hua 2000). Wilmot and Mei (2005) predicted 
highway construction price in Louisiana using artificial neural network technique and 
authors indicated 95% of the variation in observed highway cost can be captured by the 
proposed model. An artificial neural network model is generated by a complex network 
of processing elements, which performs three basic functions (Hua 1996). Firstly, the 
ANN model receives inputs from different process elements based on weight links; then 
these inputs are processed in the processing system; finally, the results to other process 
elements are outputted (Hua 1996). Although the multiple regression technique is a very 
powerful statistical tool that can be used in modelling and estimation, ANN appears as a 
viable alternative method for estimating construction indicators especially in non-linear 
estimation (Kim, Gwang-Hee et al. 2004). However, ANN approach is very time-
consuming because it contains a black box technique and its acquisition process. The 
learning speed in ANN is often very slow and the forecasting errors are quite high when 
solving highly non-linear function mapping problems (Yeh 1998). 
 
Fuzzy logic has become an increasingly popular tool in modelling and estimation 
research, and it is widely used in situations where little deterministic data are available. 
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Fuzzy logic has been applied to predict housing construction price in Turkey based on 
four factors, including house, environmental, transportation and regional social-
economic factors (Kuşan et al. 2010). Knight and Fayek (2002) posited that fuzzy 
analysis is devised to model uncertainty associated with human perception or subjective 
probability judgements. More important, fuzzy logic method supports the use of 
linguistic variables, for example, “bad weather” or “high experience” and these factors 
can be ranked or rated (Knight and Fayek 2002).  Wang and Mendel (1992) introduced a 
five steps procedure in fuzzy logic estimation and this new approach shows the best 
prediction performance compared with time series and neural network techniques. 
Human behaviour can be formulated through the fuzzy logic model. However it has 
usually taken too long to achieve a good performance and the proof of stability for 
arbitrary fuzzy controllers is difficult (Isermann 1998). 
 
2.5.2 Univariate methods 
The univariate model, which forecasts future value, is solely based the past values of the 
time series. The common univariate modelling techniques employed by previous 
researchers include exponential smoothing, auto-regressive (AR) and auto-regressive 
integrated moving average also known as Box-Jenkins (1970) approach. The univariate 
model has been widely used for predicting construction demand, prices or activities. 
 
Smoothing methods 
Exponential smoothing process produces forecasts of weighted values of past 
observations with exponentially decreasing weights (Hwang and Liu 2010). This method 
is categoriszed as simple and higher -order models. The order selection in the 
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exponential smoothing model is determined by the mean trend of s series. A simple 
exponential smoothing model is generally suitable for a series that is locally stationary 
with a slowly varying mean. In contrast, a time series exhibiting a linear quadratic or 
seasonal pattern of trend in the mean can be better modelled by a higher order model 
(Hwang and Liu 2010). Merkies and Poot (1990) who forecast construction activities in 
the Netherlands and New Zealand via an exponential smoothing technique. 
Khosrowshahi and Alani (2003) concluded that the issues of smoothing and curve-fitting 
can be fundamentally addressed in by analysing time series data in construction through 
a number of smoothing techniques. Exponential smoothing is a forecasting method that 
weights the observed time series values unusually and more recent observations are 
weighted more heavily. 
 
The AR model 
The AR model is typically applied to measure time series data where the future data 
values are purely predicted based on its historical values (Figueiredo et al. 2011). An 
autoregressive regression model was carried out to model and forecast future 
construction demand for construction in Singapore (Hua 1999). Hua (1999) reported that 
autoregressive regression model is found to be the most accurate forecasting technique 
for the commercial sector compared with multiple regression and multi log-linear 
regression models. 
 
The ARIMA model 
The ARIMA model is used to model the time-lagged relationship of self-correlated 
observations with a single series (Hwang and Liu 2010). The Box-Jenkins technique 
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introduced by Box and Jenkins (1970), also known as a bench-mark technique, was 
applied to forecast construction demand, price and productivity (Hua and Pin 2000) and 
construction manpower (Wong et al. 2007). The ARIMA model also has been widely 
used in infrastructure project modelling, especially in demand, pricing and resource 
planning (Maier and Dandy 1997).  Furthermore, this method is a systematic approach 
for identifying characteristics of a time series, for example, stationarity and seasonality 
(Hua and Pin 2000). Fan et al. (2010) indicated that the ARIMA model does not 
introduce too much personal bias into the forecasting process and it is considered as an 
appropriate predicting tool when the components describing the time series are varying 
very quickly over time. The Box-Jenkins technique was utilised to modelling and 
forecasting different types of construction demand in Hong Kong during economic 
turbulence (Fan et al. 2010).  
 
2.5.3 Multivariate methods 
Multivariate or causal modelling techniques can identify the related variables affecting 
the predicting variable and can develop statistical models to differentiate the relationship 
between these variables (Fan et al. 2010). Commonly used multivariate modelling 
methods include multiple regression (MR), vector autoregressive and vector error 
correction models. 
 
The MR models 
Tang et al. (1990) forecast three different types of demand for the Thailand construction 
market by using the classical multiple regression technique. Neale and Ameen (1999) 
discussed using linear multiple regression technique to predict earthmoving productivity 
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and bridge construction costs. In the UK, the linear multiple regression model was 
adopted to predict demand for the residential, commercial and industrial construction 
markets (Akintoye and Skitmore 1994). A linear MR model was conducted by McCaffer 
et al. (1983) to forecast construction prices based on the movements of construction 
costs. Akintoye and Skitmore (1993) modelled construction price by a linear multiple 
regression model with market demand and supply equilibrium. Tse et al. (1999) 
discussed investment demand and traditional demand for new housing construction in 
Hong Kong based on the two-stage least-squares and three-stage least-squares regression 
model. Hierarchy time series analytical techniques (linear regression, exponential 
regression, moving average, and ARIMA) were employed by Taylor and Bowen (1987) 
to forecast construction prices, and the authors (1987) concluded that the Box-Jenkins 
model is the most appropriate technique for modelling and forecasting construction price 
compared with other three forecasting techniques. The Box-Jenkins and multiple 
regression techniques were adopted to forecast construction demand in Hong Kong by 
Fan et al. (2010), who claimed that Box-Jenkins approach is reliable in modelling and 
forecasting construction economic indicators. However, a significant limitation of 
univariate techniques is that they are only suitable for making short-term forecasts (Hua 
and Pin 2000; Wong and NG 2010). 
 
The VAR and VEC models 
The most recently used advanced multivariate models are the vector autoregressive and 
the vector error correction models, which can provide prediction results of each variable 
based on its own lags and the lags of all the other variables. The vector autoregression 
system was first introduced in economic research by Sims (1980). The usual ordinary 
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least-squares method can be used to formulate each variable, but the prediction results 
obtained by VAR system are better than those from the simultaneous equation models 
(Gujarati 2003). The VAR systems were widely employed in modelling and estimating 
housing and construction demand or prices in many studies, such as Luo et al. (2007a), 
Wong et al. (2007), Wong and Ng (2010), and Fan et al. (2011). The vector error 
correction model is more suitable when used for forecasting economic variables, 
because it can establish a long-run equilibrium relationship between dependent and 
independent variables. Past equilibrium is used as explanatory variable to explain the 
dynamic behaviour of current variables (Fan et al. 2010), as seen in Wong et al. (2007) 
where they employed a vector error correction model to predict labour demand in the 
Hong Kong construction market. Fan et al. (2011) claimed that the VEC model had a 
better predicting performance than MR approach in forecasting Hong Kong’s 
construction demand. The results of predictive accuracy suggest that the VEC model 
outperforms MR and BJ approaches in forecasting the construction tender price index 
(Wong and Ng 2010).  
 
Besides time series models such as MR, BJ and VEC models, cross-sectional modelling 
techniques have been applied to analyse the variation of construction market. Ofori and 
Han (2003) compared the proportion of construction to GDP across 31 Chinese 
provinces using a cross-sectional technique and the authors confirmed the positive 
relationship between construction output and economic development. The relationships 
between construction and economic development are discussed based on cross-sectional 
data in the study of Bon (1992) and Ruddock and Lopes (2006). Crosthwaite (2000) 
found an inverted U-shaped relationship between construction investing share and GDP 
by carrying out a cross-sectional analysis on 150 countries. Either cross-sectional or time 
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series methods contain some limitations when modelling and forecasting construction 
demand or price. Cross-sectional techniques cannot analyse inter-temporal causal 
relationships between construction demand, price and macroeconomic movement. At the 
same time, time series methods cannot analyse the cross-sectional effects on the 
construction and development among different regions. However, panel data containing 
information on both inter-temporal and cross-sectional properties would facilitate the 
analysis of dynamic response and the control of unobserved heterogeneity (Wooldridge 
2002).  
 
2.5.4 Panel estimating methods 
Previous forecasting methods such as MR, BJ and VEC models are generally used in 
modelling and forecasting the behaviour of national or single market and are not suitable 
for modelling and forecasting regional markets’ behaviour, because these techniques are 
more time consuming than panel data method in establishing models for each region, 
while regional variations are ignored in modelling and forecasting. Thus, a more 
accurate description of each individual’s behaviour can be obtained by pooling the data, 
if individual behaviours are similar conditional on certain variables (Hsiao 2003). More 
important, panel data methods also provide the possibility of generating more accurate 
predictions for individual outcomes than time-series methods (Hsiao 2003). Regional 
forecasting models were earlier introduced by Taylor (1982) and Thomas and Stekler 
(1983) to model and forecast income, employment, population and construction 
activities and these authors reported regional variations among modelled variables. A 
panel data model can enrich housing demand analysis compared with cross-sectional and 
time series methods and can increase the statistical precision of the separation of 
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concurrent effects (Börsch-Supan 1990). Those previous used regional models were 
established only based on a long-term equilibrium relationship between dependent and 
independent variables, while the short-term disequilibrium relationship was not included. 
  
There are a number of advantages in using panel approach over a single time series or 
cross-sectional method of estimation. The advantages of using panel data approach are 
as follows: 
 
1) Panel data contain more degrees of freedom and less multicollinearity than cross-
sectional data, which may be considered as a cross-sectional data with T = 1 or 
as a time series that is a panel with N = 1 (Hsiao 2003). 
2) Panel data are advantageous in that it is possible to observe the before-and-after 
effect of government regulation, such as the effect of lifting the First Home 
Grant on the demand of housing construction (Hsiao 2003). 
3) Panel data contain information on both intertemporal and cross-sectional 
properties of the data that allow one to control the effects of missing or 
unobserved variables (Choy et al. 2011). 
4) Researchers can use the interindividual differences to reduce the collinearity 
between current and lag variables to estimate unrestricted time-adjustment 
patterns (Pakes and Griliches 1984). 
5) If individual behaviours are similar and conditional on certain variables, panel 
data provide the opportunity to learn about an individual’s behaviour by 
observing others (Choy et al. 2011). 
6) If micro units are heterogeneous, the time-series properties of aggregate data can 
be very different from those of disaggregate data, while policy evaluations based 
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on aggregate data may also be misleading. Particularly, the use of panel data 
allows one to follow the same individuals over time, which facilitates the 
analysis of dynamic responses and the control of unobserved heterogeneity 
(Wooldridge 2002). 
7) More variation in the data that results in higher efficiency of estimators, and in 
the estimation of dynamic relationships (Hadavandi et al. 2011). 
 
2.5.5 Spatial panel estimating methods 
Spatial econometrics, introduced by Paelinck and Klaasen (1979) and Anselin (1988), is 
a subfield of econometrics that deals with the treatment of spatial interconnections and 
spatial structures in regression models for cross-sectional and panel data. The 
development of spatial econometrics has been spurred by a new interest in the role of 
space in regional economies, with a particular emphasis placed on interactions in 
dependence (autocorrelation) and spatial convergence (Holly et al. 2010).  
 
Spatial dependence in a collection of observations refers to the phenomena that an 
observation in a location is correlated with the observations in other locations (LeSage 
1999). The core attention of spatial econometrics is to address the spatial dependence 
among the observations of interest. In the spatial econometrical regression models, 
spatial dependence represents the spatial effects and is expressed in the form of spatially 
lagged dependents or in the form of error structures. The former is called spatial lag 
model. Spatial heterogeneity refers to the distinctions in relationships across regions. In 
the regression context, spatial heterogeneity can be carried out by varying parameters, 
random coefficients and so on (Anselin 1988). 
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Spatial convergence was first mentioned by Baumol (1986) in analysing the 
convergence of national productivity levels. The systematic approach of investigating 
regional convergence was introduced in research which studied the issue of whether 
poor countries should grow faster than rich ones (Barro and Sala-i-Martin 1992). Based 
on neoclassical growth model (Solow 1956) and under the assumption that steady states 
and relevant factors should be the same over regions, this research led the way in 
investigating the convergence across the U.S. states over a certain period. The results 
confirmed that the U.S. regional economies converged with one and another. The 
regional convergence of German labour markets was investigated by a technique of 
geographically weighted regression, which allowed a detailed analysis of convergence 
processes (Eckey et al. 2007). Spatial convergence has also been widely applied to the 
analysis of regional housing markets in many studies, for instance Meen (1996), Cook 
(2003), and Holly et al. (2011). These authors all confirmed that house prices 
convergence exists and there are strong equilibrating mechanisms in housing markets. 
 
Regional variations in construction markets 
The construction market not only changes though time but also varies greatly from 
region to region. Construction markets differ by region, partly as a result of local 
resources and demand, as a fluctuating demand will lead to fluctuating prices and vice 
versa. Jiang et al. (2010) found that construction firms will enter any market for higher 
returns and these arbitrage activities will cause ripple effects in regional construction 
prices. Geographical differences in the level of demand have been found to be associated 
with geographical differences in prices in previous studies; for example, Skitmore (1987) 
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found that shifts in level of construction demand from one region to another generated 
similar shifts in construction price. Such differentials in construction demand and 
income have originated from the great variations in regional economic development 
(Barrios and Strobl 2009). 
 
Local construction activities and its services are more dependent on the regional demand 
(Armington and Acs 2002). Regional variations in the mean age of construction labour 
would generate variations in construction outputs and construction-related health 
problems among regions (Brenner and Ahern 2000). Public construction investment 
varies between regions, and is determined by different regional public capital stock and 
personal income (Duffy-Deno and Eberts 1989). Analyses of construction industries on 
the basis of aggregate country data ignore regional variations and do not provide data to 
inform the formulation of growth in regional construction markets (Han and Ofori 2001). 
The authors (2001) discussed the regional disparities in construction markets in several 
aspects, which include variations in absolute value of construction value added, 
variations in contribution to GDP, variations in growth of construction demand, 
variations in level of technology used and variations in the proportions of employment 
among different regions. When selecting construction contractors or suppliers, regional 
variation or regional interest need to be taken into account (Holt et al. 1995). 
Rosenbloom and Sundstrom (1999) reported that regional variations in construction and 
manufacturing industries are affected by regional economy, employment, and demand 
level. 
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Spatial effects on regional construction demand 
Spatial linkages in regional markets have been found in many studies, particularly in 
housing and construction markets. Geographical forces may come into play in a region, 
arising from the economic or other activities of agents in neighbouring regions (Deng et 
al. 2010). These authors also indicated that if regions in adjacent areas are growing fast, 
this may attract construction builders and increase land demand for many economic 
activities, beginning to expand economic activity in the region itself. When construction 
activity is low, competition for projects becomes intense, and construction firms are 
willing to bid in other regional markets where they do not normally operate (Skitmore et 
al. 2006). Skitmore (1987) indicated that builders move with seasons from one region to 
another to obtain work. 
 
Previous studies found that spatial effects on construction markets are statistically 
significant, but the underlying behavioural explanations for the interactions leading to 
the observed pattern of spatial effects are still not entirely clear. Three possible 
explanations might be identified:  
 
Migration -- It is possible that states that are contiguous may influence each other’s 
construction prices. High construction prices in one market may persuade people to 
commute from neighbouring states (Holly et al. 2010). A lower construction price may 
provide an incentive to migrate and increase labour mobility.  Giussani and 
Hadjimatheou (1991) indicated that if housing construction prices are high in a southern 
region relative to a northern region, then households might be expected to migrate to the 
northern region, leading to an equalisation in housing construction prices over time as 
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the ripple effect would suggest. Since empirical studies typically find population 
changes are the key influence factor for the construction price and demand, the 
migration flow might be a factor which can affect change of construction demand. 
 
Spatial arbitrage -- Construction firms, developers and suppliers may enter that market 
for gaining higher profits when the construction price goes up (Skitmore et al. 2006). If 
construction markets were fully efficient, arbitrage would take place over space to 
eliminate any differences in returns. Evidence of spatial arbitrage in regional 
construction markets has been found through a diffusion process or ripple effect, 
whereby recent strength in one sub-market feeds gradually into others (Fu and Liu 2010). 
An explanation for these arbitrage activities might be that, as new information becomes 
available in one region, this information is transmitted first to contiguous regions (Meen 
1999). 
 
Spatial patterns in the determinants of construction demand -- Spatial effects in the 
determinants of construction demand have been found in some previous studies, such as 
Skitmore et al. (2006). The authors summarised that a high demand in the northern area 
of the USA, associated with high construction prices and shift in demand in one regional 
construction market, would affect movement of demand in contiguous regions then 
produce similar shifts in construction price levels. Meen (1999) claimed that changes in 
local income may affect incomes in contiguous regions and generate indirect impacts on 
the construction markets. 
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2.6   Limitations of previous research 
In order to forecast aggregate construction demand, construction economists employ 
various prediction techniques, including neural networks, ARIMA, multiple regression 
or advanced multivariate regression techniques, such as the vector autoregressive model. 
The most recently used forecasting techniques in the construction industry are VEC 
modelling techniques. Although many econometric techniques have estimated 
construction demand temporally, the models are not always systematically derived and 
connected to the fundamental of construction demand theory. In this study the general 
construction demand equation and theory are well explained in Section 2.4 and closely 
connected with demand formulation. Through reviewing the theory of construction 
demand and relationships between construction demand and economic indicators, the 
demand estimating models and econometric modelling strategy can be developed. 
 
Furthermore, few researchers have considered the impact of global economy events in 
construction demand modelling. Hua (2005) estimated the dynamic effects of the 1997 
Asian financial crisis on the demand for construction in Singapore using the auto-
regressive-integrated moving average model. Hua (2005) reported that the net effect of 
the Asian financial crisis on the demand from both the public and private sectors is 
different, with a positive response in the public sector and a negative response in the 
private sector. A study also based on the ARIMA technique by Fan et al. (2010) 
discussed the effects of the SARS outbreak and the Asian financial crisis on the 
construction industry in Hong Kong. The study concluded that the total demand for 
construction was only slightly impacted by the SARS outbreak and financial crisis, but 
the financial crisis did influence the demand in the residential sector deeply. As far as 
 54 
could be ascertained from published sources, no research has involved the intervention 
of global events in construction demand forecasting. The impact of global economic 
events is factored into the prediction of construction demand in this study. The effects of 
the recent financial crisis on the construction industry can be readily observed. Hence, 
analysing the effects of the crisis on growth in the construction industry can facilitate 
resource planning, to ensure all valuable public resources can be allocated for the 
construction sectors in order to retain the labour and skills after this global recession. 
 
Previous studies in the field of quantitative forecasting for construction are various, but 
most of them have been carried out at national level. Some construction economists 
argued that construction markets cannot be considered as a national aggregate, but are 
better represented as a series of interconnected regional and local markets (Meen 1996). 
Concerns about these studies are twofold: first, the determinants of construction prices 
and demand may differ over different socio-economic development levels; hence, even 
if the structures of construction markets are identical, there may still be a problem of the 
construction market from a policy perspective. Second, the interactions among regional 
construction markets cannot be ignored.  
 
An earlier regional construction market forecasting was applied by Thomas and Stekler 
(1983) in the generation of forecasts for construction activities in 50 states of the United 
States. The authors presented evidence that the structure of the determinants of 
construction activity varies across regions and the pooling of regional data in a regional 
model can provide better forecasting performance than simpler forecasting methods. 
Ordinary Least-Squares (OLS) method was employed to model and forecast 
construction demand for American regional housing construction (Conway and Howard 
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1980). However, the OLS method is only suitable for short-term forecasting and 
dynamic relationships among construction demand and determinants cannot be factored 
into the forecasting model. Mak et al. (2012) adopted panel multiple regression 
technique to model construction investment among 22 provinces, five autonomous 
regions and four municipalities in China. A panel-based error correction model was 
developed to investigate the relationship between regional housing construction 
investment and local economic growth based on panel unit root, panel cointegration and 
dynamic causality estimations (Chen et al. 2010).  
 
Unfortunately, empirical studies of the regional construction demand have been 
relatively few and there are even fewer empirical investigations of differentials in 
relationships between construction demand and macroeconomic changes among 
different regions. Those previous used regional models were established only based on a 
long-term equilibrium relationship between dependent and independent variables while 
the short-term disequilibrium relationship was not included. Furthermore, there has been 
no research considering regional variation of construction market in demand modelling 
and forecasting. A new and comprehensive regional forecasting model, panel data-based 
vector error correction model, was developed in this study to forecast regional 
construction demand in Australia. The long-run and causal relationships between 
regional construction demand and identified influencing factors are estimated and 
factored into the forecasting model in order to provide accurate forecasts. 
 
The interactions among construction markets in different regions have been discussed in 
some previous studies. For example Song et al. (2006) investigated forward and 
backward linkages among construction markets in eight OECD countries by using input-
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output methods. Developing countries generate economic development by a rapid 
investment in construction programs over a short-term period, and lead to direct or 
indirect effects on other global construction markets (Pheng 1991). A regional 
dimension was added in the study of the relationship between the construction industry 
and economic growth in China (Han and Ofori 2001); the authors found that regional 
construction markets strongly interacted, which is due to civil engineering works and 
infrastructure projects being spread over all the provinces. Linkages among regional 
housing and construction markets have been found in the studies of Alexander and 
Barrow (1994) and Luo et al. (2007b). These studies indicated migration and regional 
arbitrage activities may be the main reasons that lead to the diffusion of the regional 
housing prices. 
 
Therefore, the interactions among regional construction markets could not be ignored in 
the regional construction forecasting. Whether there is a spatial interconnection between 
different regional markets and whether spatial effects on regional construction markets 
need to be considered in demand formulation has never been discussed. A new and 
comprehensive regional forecasting model, spatial panel vector error correction model, 
was developed to forecast regional construction demand in Australia. The 
interrelationships of regional construction markets will be investigated by utilising 
spatial autocorrelation tests among regional construction prices in Australia. Then 
regional markets interconnection will be factored into the forecasting model to test how 
the spatial effects affect accuracy of regional construction demand forecasting, if there is 
any regional autocorrelation. 
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2.7   Summary 
Given the importance of the construction industry and construction demand forward 
planning, the literature review informed the development of theoretical constructs and 
the formation of research questions. This chapter first demonstrated the role of 
construction demand and demand estimation, then studies in construction demand were 
reviewed and summarised into four perspectives. Next, factors that may affect variation 
of construction demand were reviewed while variables representing demand for 
construction were discussed. After that, the previous forecasting techniques for 
estimating aggregate construction indicators were reviewed critically and the regional 
construction markets disparities and linkages were discussed. Finally, the limitations of 
previous research were identified. 
 
Four research perspectives were summarised through a review of previous studies in the 
construction demand field, namely exploring relationship between construction demand 
and other indicators, modelling and forecasting demand in the construction industry, 
using supply and demand equilibrium model to estimate construction prices or labour 
force, and analysing effects of special events on construction demand and price. Based 
on the general equation of construction demand introduced in Section 2.4, the factors 
affecting construction demand can be classified into five general categories, i.e. prices, 
income and production, demography and labour force, consumer’s expectations, and 
other factors.  
 
In the previous research of construction indicators’ estimation, the estimation models 
can be divided into five categories: non-econometric, univariate, multivariate, cross-
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sectional and panel methods. Having reviewed previously used construction estimating 
methods and construction demand research, five major research limitations in the 
previous construction demand estimating studies were summarised in this chapter. 
Hence a comprehensive and systematic construction demand estimation study is 
desirable, especially for estimating construction demand from temporal and regional 
points of view while considering the impact of economic austerity. Advanced 
econometric estimation techniques such as VEC models and panel models, and taking 
the impact of economic austerity into account could be the best solution to address these 
research gaps. The process and methodology developed for estimating construction 
demand will be presented in Chapter 3. 
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3. Methodologies for estimating construction demand 
3.1   Introduction 
Chapter 2 has reviewed the previously used methods for estimating construction 
indicators in the construction industry. Given the limitations inherent in the existing 
methods, more appropriate demand estimating techniques are desirable. Hence, this 
chapter aims to develop comprehensive and reliable strategies for estimating 
construction demand in national and regional markets. Two temporal econometric 
models, VEC model and VEC model with dummy variables are proposed to estimate the 
national construction demand and two panel econometric models are developed to 
estimate the regional construction demand, namely the panel VEC model and panel VEC 
model with dummy variables. Moreover, as the regional construction markets may have 
interconnections with each other, two regional sub-models, spatial panel VEC model and 
spatial panel VEC model with dummy variables, are established to forecast regional 
construction demand involving spatial linkages among regional construction markets, if 
any. All these six proposed econometric estimation models are carried out with the same 
procedure: firstly, identifying determinants for construction demand, and developing 
estimation models for the national context; secondly, developing models for estimating 
national and sub-national construction demand; fourthly, testing model validation and 
predictive accuracy; finally, comparing forecasts of construction demand generated by 
the proposed models in order to select the best econometric estimation techniques for the 
Australian construction industry.  
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3.2   Procedure of determinant identification  
In contrast with previous research, this study uses a number of econometric techniques 
to estimate systematically the effects of economy change on construction demand. In 
order to forecast construction demand, construction economists employ various 
prediction techniques, including neural networks, multiple regression or advanced 
multivariate regression techniques, such as the vector autoregressive model, the vector 
error correction model etc. However, economic indicators modelling and selection in 
previous studies has depended entirely on human judgement. This problem has been 
overcome in this study by employing an innovative selection approach to identify the 
determinants from various economic indicators. In this approach, an economic indicator 
that has long-run and causal relationships with construction demand is identified as one 
of its determinants. Indeed, little or no similar academic work has been done on 
differentiating the influences of categories of economic indicators of demand for 
construction. The objectives of this subsection are to demonstrate the use of an 
innovative selection approach to identifying the determinants of demand in the 
Australian construction market, based on long-run and causal relationships estimation 
using construction demand and economic indicators; to evaluate the forecast 
contribution of each determinant and category as economic indicators of construction 
demand; and to compare and contrast the construction demand determinants and non-
determinants identified in this subsection with the economic indicators affecting 
construction demand found in previous research. 
 
 A well-executed econometric analysis approach is utilised to identify and evaluate the 
determinants of demand in the construction market. Each indicator will be combined 
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with construction demand in order to test their relationships through integration and 
causality. A schematic flow chart highlighting the determinants identification and the 
evaluation procedure is shown in Figure 3.1.  
 
 
Figure 3.1 Procedure for the identification and evaluation of determinants for 
construction demand 
 
The two numbered modules in this figure are the main processes for determinant 
identification and evaluation. Long-run and causal relationships between determinants 
ĸ 
Evaluating forecasting contribution 
by variance decomposition analysis 
Constructing VEC-models by combining economic 
indicator’s categories and construction demand 
Selecting lag length with LR, 
FPE, AIC, SC and HQ tests 
Constructing VEC models by combining 
cointegrated indicators and construction demand 
Comparing determinants, non-
determinants and previous used indicators 
Estimating long-run relationship 
via Johansen cointegration test 
Estimating causal relationship 
via Granger causality test 
Identifying determinants by caused and 
cointigrated with construction demand 
 
ķ  
Testing stationarity with PP-unit 
root test 
Selecting and classifying economic 
indicators into five broad categories 
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and construction demand are estimated using Johansen cointegration and Granger 
causality tests; analysing forecast contribution of the determinants of the demand for 
construction via variance decomposition. 
 
3.2.1 Cointegration and causal estimation for identifying determinants 
Stationary test 
A stationary time series is significant to a forecasting analysis based on the time series, 
because useful information or characteristics are difficult to catch in a non-stationary 
time series. Therefore non-stationary data would lead to a spurious regression and 
forecasting. In practice, most of economics time series data are non-stationary but they 
can be stationary after differencing. Furthermore, if two or more selected series are non-
stationary in the level and cointegrated in the same order, these series can be constructed 
in a cointegration test. Thus, a prior condition for the cointegration test is that all the 
variables should be integrated in the same order or contains a deterministic trend (Engle 
and Granger 1991; Luo et al. 2007a).  
 
Stationary time series data can be examined by using a unit root test. A unit root test is 
conducted for each variable by using the Augmented Dickey-Fuller (ADF) unit root test 
(Dickey and Fuller, 1979) and the Phillips-Perron (PP) unit root test (Phillips and Perron, 
1988).  There are 3 formats of ADF and PP unit root test models, 
 
οܺ௧ ൌ ߛܺ௧ିଵ ൅෍ߣ௜
௠
௜ୀଵ
οܺ௧ି௜ ൅ ߝ௧ሺ͵Ǥͳሻ 
οܺ௧ ൌ ߙ ൅ ߛܺ௧ିଵ ൅෍ߣ௜
௠
௜ୀଵ
οܺ௧ି௜ ൅ ߝ௧ሺ͵Ǥʹሻ 
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οܺ௧ ൌ ߙ ൅ ߜݐ ൅ ߛܺ௧ିଵ ൅෍ߣ௜
௠
௜ୀଵ
οܺ௧ି௜ ൅ ߝ௧ሺ͵Ǥ͵ሻ 
 
where the symbol ߙ denotes a drift which is not zero, and the product value of ߜ and t 
denotes a deterministic time trend. Equation (3.1) contains no intercept and trend; it 
means X is stationary time series with zero mean if the null hypothesis is rejected. 
Equation (3.2) comprises with a nonzero drift but no trend; it means X is a stationary 
series with nonzero mean. Equation (3.3) includes a nonzero drift and a trend; that 
means X is a stationary series around a deterministic trend. The symbol i is the lagged 
term of each variable and ܺ௧ି௜ represents the ith lagged term of the variable match along 
with ܺ௧. ߝ௧ is the generated residual series of the stationarity test equation, t = 1, 2, 3, …, 
n  and n is dimension of the vector variable. 
 
Cointegration test 
Cointegration, an econometric property of time series variables, is generally used to 
estimate the long-run relationships between non-stationary variables. If the level of time 
series data is not stationary but a linear combination of variables is stationary after an 
initial difference, then the series can be defined to be co-integrated to the order one or 
߇(1). They will tend to co-move to the same trend in the long run, even though they 
deviate from each other in the short run. The Johansen cointegration test was introduced 
by Johansen and Juselius (1990) who conducted the multivariate maximum likelihood 
approach in order to reveal the number or cointegration equations without using 
arbitrary normalisation rules. This method is based on the vector autoregression model. 
To carry out the Johansen cointegration test, a vector autoregression model should be 
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formulated first. A  VAR model for k variables with i lagged variable terms can be 
expressed as, 
 
ܤ ௧ܻ ൌ ෍ܣ௜
௉
௜ୀଵ
௧ܻି௜ ൅ ߝ௧ǡ ݐ ൌ ͳǡ ʹǡ ͵ǥ݇ǡ ݅ ൌ ͳǡ ʹǡ ͵ǥ݌ሺ͵ǤͶሻ 
 
Where B is a k×k matrix in which the leading diagonal are all 1; ௧ܻ is the k variables 
symbolised with a k-dimension vector; ܣ௜  is the number i k×k matrix and ௧ܻି௜  is the 
number i lagged variables corresponding to ௧ܻ; ߝ௧ is a k-dimensional vector of error term. 
The symbols of B, ௧ܻ ܣ௜ and ௧ܻି௜ are made as, 
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The lag length of the VAR or VEC model is selected for a time series in VAR modelling 
system on the basis of the sequential modified likelihood ratio test statistic (LR), final 
prediction error (FPE), Akaike information criterion (AIC), Schwarz information 
criterion (SC) and Hannan-Quinn information criterion (HQ). The test results of the lag 
length selection are then inputted into the Johansen cointegration test to construct the 
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VEC models with different combinations between construction demand and each 
economic indicator. Once all variables are proved to be stationary and co-integrated, a 
vector error correction model can be formulated.  
 
There are five models in the Johansen cointegration test, which are summarised in Table 
3.1. Model 1 represents all series having a zero mean. Model 2 represents deterministic 
data with an intercept but no trend in the cointegration equations (CE). Model 3 suggests 
that data has a linear trend with an intercept but no trend in the CE. Model 4 has a linear 
trend with both an intercept and a trend in the CE while model 5 suggests a quadratic 
data trend with an intercept and a trend in the CE. This study only analyses three 
different specifications in the Johansen cointegration estimation, because model 1 and 5 
are usually excluded from the estimation as they are not practical in real life (Hui and 
Yue 2006).   
 
Table 3.1 Johansen cointegration test 
Model Deterministic Trend Case 
1 The level ௧ܻ data have no deterministic trends and the cointegrating equations do not 
have intercept 
2 The level data ௧ܻ  have no deterministic trends and the cointegrating equations have 
intercepts 
3 The level data ௧ܻ have linear trends but the cointegrating equations have only 
intercepts 
4 The level data ௧ܻ and the cointegrating equations have linear trends 
5 The level data ௧ܻ have quadratic trends and the cointegrating equations have linear 
trends 
 
Causality test 
The definition of causality can be referred to Granger (1969). This test is a technique for 
determining whether a time series is useful in forecasting another. Unrestricted VAR 
model is usually assumed to be implemented in the Granger causality test and block 
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exogeneity Wald test, but VAR model for the Granger causality test would contain some 
misspecification when time variables are cointegrated. Therefore, this kind of test should 
be processed under a vector error correction model. If the series, X and Y are 
individually stationary after first difference I(1) and cointegrated then Granger causality 
tests may use I(1) data because of the super-consistency properties of estimation. The 
Granger causality test can be formulated as follows 
 
ܺ௧ ൌ ߙ଴ ൅෍ܽଵ௜
௢
௜ୀଵ
ܺ௧ି௜ ൅෍ܽଶ௜
௣
௜ୀଵ
௧ܻି௜ ൅ ݑ௧ሺ͵Ǥ͸ሻ 
 
௧ܻ ൌ ߚ଴ ൅෍ߚଵ௜
௤
௜ୀଵ
௧ܻି௜ ൅෍ߚଶ௜
௥
௜ୀଵ
ܺ௧ି௜ ൅ ݒ௧ሺ͵Ǥ͹ሻ 
 
Where ݑ௧  and ݒ௧  are zero-mean, serially uncorrelated, random disturbances. The lag 
lengths o, p, q, and r are determined by the lag length selection test criterion, namely, the 
sequential modified likelihood ratio test statistic, final prediction error, Akaike 
information criterion, Schwarz information criterion and Hannan-Quinn information 
criterion.  
 
In Equation (3.6), Y Granger causes X if  
H0 ߙଶଵ ൌ ߙଶଶ ൌ ߙଶଷ ൌ ڮ ൌ ߙଶ௡ ൌ Ͳ 
H1  at least one ߙଶ௜ ് Ͳǡ ܫ ൌ ͳǥ ǡ ݌  
 
In Equation (3.7) X Granger causes Y if 
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H0 ߚଶଵ ൌ ߚଶଶ ൌ ߚଶଷ ൌ ڮ ൌ ߚଶ௡ ൌ Ͳ  
H1  at least one ߚଶ௜ ് Ͳǡ ܫ ൌ ͳǥ ǡ ݎ  
 
Once all variables are proved to be stationary and cointegrated, a vector error correction 
model could be formulated. 
 
Panel unit root tests 
Series stationary structures of state-level data are analysed via panel unit root tests, 
because the non-stationary time series data would lead to a spurious estimation in panel 
data analysis. Hadri (2000) indicated that in order to have a stronger power test, the null 
hypothesis should be reversed to be the stationary. Recently, investigations in the panel 
data unit root test have attracted a great deal of attention. It is better to test null 
hypothesis of non-stationary by using newly developed panel unit root tests (Niu et al. 
2011), which include Levin-Lin-Chu (2002) (LLC), Breitung (2001), Im-Pesaran-Shin 
(2003) (IPS), a modified version of the test described by Dickey and Fuller (1979) (ADF) 
and a test introduced by Phillips and Perron (1988) (PP). The unit root test in panel data 
are based on the following autoregressive model: 
 
ݕ௜ǡ௧ ൌ ߩ௜ݕ௜ǡ௧ିଵ ൅ ߜ௜ܺ௜ǡ௧ ൅ ߝ௜ǡ௧ሺ͵Ǥͺሻ 
 
where i = 1, 2, …., N represent regions observed over periods t = 1, 2, …, T, ܺ௜ǡ௧ are 
exogenous variables in the model including any fixed effects or individual trend, ߩ௜ are 
the autoregressive coefficients, and ߝ௜ǡ௧ are the stationary error terms. If ߩ௜ ൏ ͳ, ݕ௜ is said 
to be weekly trend-stationary. On the other hand, if ߩ௜ ൌ ͳ, then ݕ௜ contains a unit root.  
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Panel cointegration tests 
If it is established from the panel unit root test that the variables are integrated of order 
one I(1), the next step is to apply cointegration analysis to determine if a long-run 
equilibrium relationship exists among the variables. This is done by applying the 
Johansen and Juselius (1992) maximum likelihood approach to identify the number of 
cointegration relationships between the selected variables. The empirical model for 
panel cointegration test can be written as: 
 
௜ܻǡ௧ ൌ ߙ௜ ൅ ߜ௜ݐ ൅ ߚଵ ଵܺǡ௜ǡ௧ ൅ ߚଶܺଶǡ௜ǡ௧ ൅ ڮ൅ ߚ௡ܺ௡ǡ௜ǡ௧ ൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡǥܶǡ݅ ൌ ͳǡǥ ǡܰሺ͵Ǥͻሻ 
 
Where ௜ܻǡ௧  are dependent variables, ܺ௡ǡ௜ǡ௧  are independent variables, n is number of 
exogenous variables input into the long-run estimation, ߝ௜ǡ௧  is the estimated residual 
representing deviations from the long-run equilibrium relationship; ߙ and ߜ are regions 
and time fixed effects. Because of a dynamic panel containing a large cross-section 
dimension, Johansen’s procedure is likely to be infeasible and therefore panel 
cointegration methods are more appropriate (Mahadevan and Asafu-Adjaye 2007).  
 
In this study, Pedroni’s (1999, 2001) method is also employed, because, the Pedroni 
heterogeneous panel cointegration test allows for cross-section interdependence with 
different individual effects. Pedroni considered seven different test statistics, four of 
which are based on pooling the residuals of the regression along the within-dimension of 
the panel, including the panel v-statistic, panel rho-statistic, panel PP-statistic and panel 
ADF-statistic. The other three are based on pooling the residuals of the regression along 
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the between dimension of the panel, including the group rho-statistic, group PP-statistic 
and group ADF-statistic. The basic approach of this method is first to estimate the 
hypothesised cointegrating relationship separately for each panel member and then to 
pool the resulting residuals for conducting the panel tests.  
 
Panel causality test 
To test causality among the selected variables, a panel data-based vector error correction 
model is employed. A two-step procedure is applied. First, the long-run relationship is 
estimated in Equation (3.9) for obtaining the estimated residuals ߝ௜ǡ௧ which is the error 
correction term for Panel VEC model. The second step is the Granger causality model 
estimation with a dynamic error correction. A panel data-based VEC model can be 
written as follows: 
 
ο ௜ܻǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ڮ
൅෍ߠ௡ାଵǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܰሺ͵ǤͳͲሻ 
 
where ο denotes the first difference in the variable, k is the optimal lag length which is 
determined by the Schwarz information criteria, ݁ܿ݉௜ǡ௧ିଵ  is the serially uncorrelated 
error correction term, ߠ are the coefficient of estimated parameters, n is the number of 
exogenous variables in the model, ܻ  are the dependent variables and ܺ  are the 
independent variables.  
 70 
The causalities among variables can be identified by testing the significance of the 
coefficients of the independent variables in Equation (3.10). For the short-run dynamic 
effect, X does not Granger-cause Y if and only if ߠ௡ାଵǡ௜ǡ௞ equal to zero in Equation (3.10). 
Furthermore, the absence or presence of long-run effect can be estimated by examining 
the significance using t-test on the coefficient, ߣ௜, of the error correction term,݁ܿ݉௜ǡ௧ିଵ. 
Finally, a joint test of ݁ܿ݉௜ǡ௧ିଵ and respective interactive terms is conducted to check for 
strong causality. This can be done by testing the joint hypothesis ܪ଴ǣߣ௜ ൌ Ͳ  and 
ߠ௡ାଵǡ௜ǡ௞ ൌ Ͳ for all i in Equation (3.10). Oh and Lee (2004) pointed out that the joint test 
indicates which variable bear the burden of short-run adjustment to re-establish long-run 
equilibrium, following a shock to the system. 
 
3.2.2 Variance decomposition estimation for evaluating determinants 
Once the determinants of construction demand have been identified, a variance 
decomposition technique is employed to explore the forecast error for each determinant 
and the category of economic indicators in Module two. The variance decomposition 
technique splits up the forecast error variance into components which can measure the 
contribution of every target variable in each of the future period (Sims 1980). The VEC 
model can be defined by Equation (3.11). 
 
ο ௧ܻ ൌ ܥ ൅ ߎ ௧ܻିଵ ൅σ ߁௜ο ௧ܻି௜௞ିଵ௜ୀଵ ൅ߝ௧                                          (3.11) 
 
Equation (3.11) can be written as: 
 
௧ܻ െ ௧ܻିଵ ൌ ܥ ൅ ߎ ௧ܻିଵ ൅σ ߁௜ሺ ௧ܻି௜ െ௞ିଵ௜ୀଵ ௧ܻି௜ିଵሻ ൅ߝ௧                  (3.12) 
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The expression for  ௧ܻ can be rewritten as: 
 
௧ܻ ൌ ܥ ൅ ሺܫ ൅ ߎ ൅ ߁ଵሻ ௧ܻିଵ ൅ ሺ߁ଶ െ ߁ଵሻ ௧ܻିଶ ൅ ڮ൅ ߁୩ିଵ ௧ܻି௞ାଵ ൅ ߝ௧        (3.13) 
 
Rewrite Equation (3.13) as: 
 
Ȱሺሻ ௧ܻ ൌ ߝ௧                                                       (3.14) 
 
where  is the lag operator. The variance decomposition is based on the idea of the 
infinite vector moving average expression of Equation (3.14). Since Ȱሺሻ ௧ܻ is stationary,  
 
௧ܻ ൌ Ȱሺሻିଵߝ௧ ൌ ܣሺሻߝ௧ ൌ ܣ଴ ൅ ܣଵߝ௧ ൅ ܣଶߝ௧ିଵ ൅ ڮ                  (3.15) 
 
where ܣ଴, ܣଵ,ܣଶ, ڮ are constructed as, 
 
ܣ଴ ൌ ൮
ܽଵ
ܽଶ
ڭ
ܽ௡
൲ ǡ ܣଵ ൌ
ۉ
ۈ
ۇ
ܽଵǡଵሺଵሻ ܽଵǡଶሺଵሻ ڮ ܽଵǡ௡ሺଵሻ
ܽଶǡଵሺଵሻ ܽଶǡଵሺଵሻ ڮ ܽଶǡ௡ሺଵሻ
ڭ ڭ ڮ ڭ
ܽ௡ǡଵሺଵሻ ܽ௡ǡଶሺଵሻ ڮ ܽ௡ǡ௡ሺଵሻی
ۋ
ۊ ǡ ܣଶ ൌ
ۉ
ۈ
ۇ
ܽଵǡଵሺଶሻ ܽଵǡଶሺଶሻ ڮ ܽଵǡ௡ሺଶሻ
ܽଶǡଵሺଶሻ ܽଶǡଵሺଶሻ ڮ ܽଶǡ௡ሺଶሻ
ڭ ڭ ڮ ڭ
ܽ௡ǡଵሺଶሻ ܽ௡ǡଶሺଶሻ ڮ ܽ௡ǡ௡ሺଶሻی
ۋ
ۊ ǡ
ڮǤ 
 
Substitute ܣ଴, ܣଵ,ܣଶ, ڮ into Equation (3.15): 
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൮
ܺଵǡ௧
ܺଶǡ௧
ڭ
ܺ௡ǡ௧
൲ ൌ ൮
ܽଵ
ܽଶ
ڭ
ܽ௡
൲ ൅
ۉ
ۈ
ۇ
ܽଵǡଵሺଵሻ ܽଵǡଶሺଵሻ ڮ ܽଵǡ௡ሺଵሻ
ܽଶǡଵሺଵሻ ܽଶǡଵሺଵሻ ڮ ܽଶǡ௡ሺଵሻ
ڭ ڭ ڮ ڭ
ܽ௡ǡଵሺଵሻ ܽ௡ǡଶሺଵሻ ڮ ܽ௡ǡ௡ሺଵሻی
ۋ
ۊ൮
ߝଵǡ௧
ߝଶǡ௧
ڭ
ߝ௡ǡ௧
൲
൅
ۉ
ۈ
ۇ
ܽଵǡଵሺଶሻ ܽଵǡଶሺଶሻ ڮ ܽଵǡ௡ሺଶሻ
ܽଶǡଵሺଶሻ ܽଶǡଵሺଶሻ ڮ ܽଶǡ௡ሺଶሻ
ڭ ڭ ڮ ڭ
ܽ௡ǡଵሺଶሻ ܽ௡ǡଶሺଶሻ ڮ ܽ௡ǡ௡ሺଶሻی
ۋ
ۊ൮
ߝଵǡ௧ିଵ
ߝଶǡ௧ିଵ
ڭ
ߝ௡ǡ௧ିଵ
൲ ൅ڮሺ͵Ǥͳ͸ሻ 
 
Defining ܺଵǡ௧ ൌ ܥܦ௧ , the corresponding VEC model based on Equation (3.16) for 
construction demand, can be written as: 
 
ܥܦ௧ ൌ ܽଵ ൅ σ ቀܽ௜ǡ௝ሺଵሻߝ௝ǡ௧ ൅ ܽ௜ǡ௝ሺଶሻߝ௝ǡ௧ିଵ ൅ڮቁ௡௝ୀଵ                                    (3.17) 
 
Variance decomposition provides insight into the relationship between variables by 
measuring the contribution of all variables to the variance, namely the relative variance 
contribution (RVC). RVC of determinants to construction demand is expressed in 
Equation (3.18): 
 
ܴܸܥ௝՜஼஽ሺݏሻ ൌ
σ ሺ௔೔ೕ
ሺ೜ሻሻమ௏௔௥ሺ௑ೕǡ೟ሻೞ೜సభ
௏௔௥ሺ஼஽೟ሻ                                         (3.18) 
 
where s denotes the number of future periods, ௝ܺǡ௧ denote the variables of determinants. 
This equation forecasts the contribution of the variable j to the variance of the demand 
for construction in the future period. Thus, the variance decomposition is the ratio of the 
contribution that ascertains how much the forecast error variance accounts for each 
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variable, and it can distinguish the key factors which have more influence on other 
variables in the VAR system. 
 
3.3   Development of construction demand estimation models 
3.3.1 Temporal estimation models 
Box-Jenkins approach 
One of the most commonly used univariate modelling technique is Auto-Regressive 
Integrate Moving Average model, which can represent a variety of correlation structures. 
The ARIMA model was introduced by Box and Jenkins (1970) for time series analysis, 
forecasting and control. This method has come to be known as the Box-Jenkins 
approach for time series modelling and forecasting. It is an iterative approach for 
identifying a possible useful model from a general class of models (Hua and Pin 2000). 
The ARIMA (p, d, q) model is a rth order difference Auto-Regressive Moving Average 
(ARMA) model. The mathematic of ARMA model can be represented as 
 
Autoregressive (AR) of order p 
 
ݕ௧ ൌ ߠ ൅ ߚଵݕ௧ିଵ ൅ ߚଶݕ௧ିଶ ൅ ߚଷݕ௧ିଷ ൅ڮ൅ ߚ௣ݕ௧ି௣ ൅ ߤ௧ሺ͵Ǥͳͻሻ 
 
Where ߚଵ, ߚଶ, ߚଷ, …,ߚ௣ are unknown parameters relating ݕ௧, to ݕ௧ିଵ, ݕ௧ିଶ, ݕ௧ି௣. 
 
Moving average (MA) of order q 
 
ݕ௧ ൌ ߴ ൅ ߤ௧ ൅ ߮ଵߤ௧ିଵ ൅ ߮ଶߤ௧ିଶ ൅ ߮ଷߤ௧ିଷ ൅ ڮ൅ ߮௤ߤ௧ି௤ሺ͵ǤʹͲሻ 
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where ߮ଵ, ߮ଶ, ߮ଷ, ..., ߮௤ are unknown parameters relating ݕ௧ to the past random shocks 
ߤ௧ିଵ , ߤ௧ିଶ , ߤ௧ିଷ , …, ߤ௧ି௤ . Each random shock is assumed to have been randomly 
selected from a normal distribution that has mean zero and constant variance for every 
time period t.  
 
Autoregressive moving average, ARMA (p, q) 
 
ݕ௧ ൌ ߠ ൅ ߚଵݕ௧ିଵ ൅ ߚଶݕ௧ିଶ ൅ ߚଷݕ௧ିଷ ൅ ڮ൅ ߚ௣ݕ௧ି௣ ൅ ߤ௧ ൅ ߮ଵߤ௧ିଵ ൅ ߮ଶߤ௧ିଶ ൅ ߮ଷߤ௧ିଷ
൅ ڮ൅ ߮௤ߤ௧ି௤ሺ͵Ǥʹͳሻ 
 
To establish an ARIMA model, periodic variations and systematic changes in these 
properties must be identified and removed first. An autocorrelation function (ACF) is 
used for checking stationary of the time series. After that the behavior of ACF and 
partial ACF (PACF) will be served as the key to identify the best fitted model. If the 
ACF of the time series values either cuts off fairly quickly or dies down fairly quickly, 
then the time series values should be considered stationary. On the other hand, if the 
ACF of the time series values dies down extremely slowly, then the time series values 
should be considered non-stationary (Bowerman and O'Connell 1993). The simple 
correlation coefficient r between ݕ௧  and ݕ௧ିଵ  was derived by means of the following 
equation: 
 
ݎ௬೟ǡ௬೟షభ ൌ
σ ሺݕ௧ െ ݕതሻሺݕ௧ିଵ െ ݕതሻ௡௧ିଶ
σ ሺݕ௧ െ ݕതሻଶ௡௧ିଵ ሺ͵Ǥʹʹሻ 
 
where ݕത is the mean value of y; and n is the number of time periods. 
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The autocorrelation for 1, 2, 3, …, k time lags can be found and denoted by ݎ௞, as 
 
ݎௗ ൌ
σ ሺݕ௧ െ ݕതሻሺݕ௧ି௞ െ ݕതሻ௡ିௗ௧ୀଵ
σ ሺݕ௧ െ ݕതሻଶ௡௧ୀଵ ሺ͵Ǥʹ͵ሻ 
 
Where D(p) means the function drops off to 0 after lag p; D(q) means the function drops 
off to 0 after lag q. The PACF function is given as 
 
߮௞ǡ௞ ൌ ቐ
ݎଵ݇ ൌ ͳ
ݎ௞ െ σ ߮௞ିଵǡ௜ݎ௞ି௜௞ିଵ௜ୀଵ
ͳ െ σ ߮௞ିଵǡ௜ݎ௞ି௜௞ିଵ௜ୀଵ
݇ ൐ ͳሺ͵ǤʹͶሻ 
 
Where 
߮௞௜ ൌ ߮௞ିଵǡ௜ െ ߮௞௞߮௞ିଵǡ௞ି௜ሺ͵Ǥʹͷሻ 
 
After the time series has confirmed stationary in the level form or differenced form, the 
Box-Jekins approach can be carried out to model the time series. The autocorrelation 
and partial correlation function are conducted to identify likely combinations of  p, d, q 
for the tentative ARIMA models which were suggested by Fan et al. (2010) in Table 3.2. 
 
Table 3.2 Tentative Box-Jenkins model identification 
 ACF PACF 
White Noise All zero All zero 
MA (q) Drop off after lag q Die down 
AR (p) Die down Drop off after lag p 
ARMA (p, q) Die down Die down 
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Stage 1 involves conducting a stationary test by using an ACF function; stage 2, 
identifying a specific model that best suits the characteristics of the time series.; stage 3, 
generating forecasts based on the ARIMA model established. If the tentative model is 
not satisfactory, then return to stage 2. A flow chart of the Box-Jenkins approach is 
displayed in Figure 3.2. 
 
 
Figure 3.2 The flowchart of Box-Jenkins approach  
  
Yes 
No 
Yes 
No 
BJ approach 
Test stationarity with autocorrelation 
function (ACF) 
Stationary 
Identify the fitted ARIMA(p, d, q) model 
by using autocorrelation and partial 
correlation functions 
Establish forecasting model with 
estimation sample 
Generate forecasts during the out-of-
sample period 
Correct time series by 
differencing 
Test predictive accuracy by using MAPE 
and U tests 
Complete the forecasting 
Satisfactory 
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Multiple regression technique 
Multiple regression is the most widely used modelling and forecasting technique in 
many other fields as well as in construction. A linear multiple regression model can be 
written as follows: 
 
௜ܻ ൌ ߙଵ ൅ ߙଶܺଶǡ௜ ൅ ߙଷܺଷǡ௜ ൅ ڮ൅ ߙ௡ܺ௡ǡ௜ ൅ ߝ௜ሺ͵Ǥʹ͸ሻ 
 
where ௜ܻ  is the dependent variable with i numbers of observations, the ܺ௡ǡ௜  are the 
independent variables, and ߝ௜ is the error term. ܺଶǡ௜ is the ith observation on explanatory 
variable ܺଶ . ߙଵ  is the constant term of the equation. The dependent variable can be 
modelled and forecasted based on the independent variables through this multiple 
regression function. 
 
Vector error correction model 
The vector error correction model is a combination of the vector autoregressive model 
and co-integration restrictions. After testing stationarity, identifying number of 
cointegrating equations and estimating causalities among dependent variable and 
independent variables, the VEC model can be developed. The conventional VEC model 
employed by Wong et al. (2007) is represented in Equation (3.27). 
 
 
ο ௧ܻ ൌ ܥ ൅ ߎ ௧ܻିଵ ൅෍߁௜ο ௧ܻି௜
௞ିଵ
௜ୀଵ
൅ߝ௧ሺ͵Ǥʹ͹ሻ 
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where ௧ܻ are the independent ߇(1) variables being integrated to an ߇(0) vector, C is the 
intercept, ߁ is the matrix which reflects that the short-run dynamic relationship between 
the elements of ௧ܻ, and  ߝ௧ is residual. ο = (߇ െ ܮ), ܮ is the lag operator, k is the number 
of lags, while ߎ  is the matrix containing long-run equilibrium information. If the 
elements of ௧ܻ are ߇(1) variables and co-integrated with rank (ߎሻ = r < p, then the rank 
of ߎ can be rewritten as ߎ ൌ ߙߚc ൌ ߙ݁ܿ݉௧ିଵ,  ݁ܿ݉௧ିଵ is the error correction term and 
ߚc ௧ܻ is stationary. This implies that there exist r < p stationary linear combinations of ௧ܻ. 
ߚ  is a vector of cointegration relationships and ߙ  is a loading matrix defining the 
adjustment speed of the variables in Y to the long-run equilibria defined by the co-
integrating relationships. On the other hand, if the rank of ߎ is zero (r = 0), the elements 
of ௧ܻ are not cointegrated and there is no long-term equilibrium among these elements. 
Then, the conventional VAR model in the first differencing form should be adopted as 
the forecasting model. A flowchart of the vector error correction model is highlighted in 
Figure 3.3. 
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Figure 3.3 The process flowchart of vector error correction model 
 
Vector error correction model with dummy variables 
The VEC model containing exogenous variables was earlier used by Ramey (Ramey 
1993) to analyse the effect of seasonality and monetary-policy disturbance on the money 
market. As types of exogenous variables, dummy variables have been involved in the 
VEC model to estimate the impacts of the 1985 United Airlines strike and the 1991 
Persian Gulf War on the tourism demand and supply for Hawaii (Bonham et al. 2009). 
Some of these previous applications of an event dummy analysis have been studied and 
used to analyse the impact of the 1997 Asian financial crisis, the 2000 Sydney Olympic 
Games, and the Bali Bombing in 2005 on the housing market and tourism industries 
(Hua 2005; Yap and Allen 2011). In brief, the dummy variables can be represented in 
The VEC model  
Testing stationarity with ADF and PP unit root tests 
Selecting lag length using the Vector Autoregressive model 
Testing long-run relationship via Johansen cointegration test  
Testing causal relationship via Granger causality test 
Constructing the vector error correction model based on the 
long-run and causal estimations 
Measuring model validation using serial correlation LM, 
White heteroskedasticity and Jarque-Bera normality tests 
Testing predictive accuracy with Mean absolute percentage 
error (MAPE) and Theil’s inequality coefficient U 
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two forms, namely a step and a pulse. As exogenous variables, the indicator variables 
take the value 0 and 1 to denote non-occurrence and occurrence of the intervention. If 
the intervention function is a step, then the value of dummy variable is 0 until the event 
begins at time T. At the occurrence of the event, the dummy variable equals 1 and such 
indicator can be denoted by ܵ௧்  where 
 
ܵ௧் ൌ ቄͲǡݐ ൏ ܶͳǡݐ ൒ ܶሺ͵Ǥʹͺሻ    
 
If the intervention function is a pulse function, then the value of dummy variable is 0 at 
non-occurrence of the event. At the occurrence of the event, the dummy variable is 1 and 
it remains 1 for the duration of the occurrence of the event. In some case, a conventional 
pulse is only one time period, or in the case of the time period spanned by the duration 
of the event. A dummy for pulse function can be denoted by ܦ௧்  where 
 
ܦ௧் ൌ ቄͲǡݐ ് ܶͳǡݐ ൌ ܶሺ͵Ǥ͵ͻሻ 
 
Based on Equation (3.27), the VEC model with dummy variables can be represented in 
Equation (3.30). 
ο ௧ܻ ൌ ܥ ൅ ߎ ௧ܻିଵ ൅෍߁௜ο ௧ܻି௜
௞ିଵ
௜ୀଵ
൅෍Θேܦ௝ǡ௧
௡
௝ୀଵ
൅ߝ௧ሺ͵Ǥ͵Ͳሻ 
 
where ܦ௝ǡ௧ is dummy variable j at time t, N is the number of endogenous variables, n is 
the number of dummy variables, Θ௞  are ݊ ൈ ܰ  vectors. In this research, only recent 
global financial crises have been considered, hence n = 1.  
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3.3.2 Panel estimation models 
Panel data analysis is a method of studying multiple phenomena observed over multiple 
time periods for the same individuals. This method of analysis can reveal changes in 
pool and individual characteristics based on the total information available for a sample. 
Panel unit root tests, panel cointegration test and dynamic panel causality tests should be 
conducted before establishing a panel VEC model to confirm the validity (Niu et al. 
2011). 
 
Panel VEC model  
The cointegration relationship only indicates there are causal links among tested 
variables. The direction of the variable’s interaction should be identified by conducting a 
causality test. If the series are I(1) but cointegrated, the Granger causality test should be 
applied under a vector error correction model not the common vector autoregressive 
model (Granger 1988). Having established both long-run and causal relationships among 
panel dependent variable and independent variables, a panel data-based VEC model can 
be constructed as follows: 
 
ο ௜ܻǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ڮ
൅෍ߠ௡ାଵǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܰሺ͵Ǥ͵ͳሻ 
 
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where ο denotes the first difference in the variable, k is the optimal lag length which is 
determined by the Schwarz information criteria, ݁ܿ݉௜ǡ௧ିଵ  is the serially uncorrelated 
error correction term, ߠ are the coefficient of estimated parameters, n is the number of 
exogenous variables in the model, ܻ are dependent variables and ܺ are the independent 
variables.  
 
If the variables are I(1) and not cointegrated, then a panel vector autoregressive model 
should be undertaken. The variables must be rendered stationary by differencing and the 
causality test should be conducted within a Panel VAR model as follows: 
 
ο ௜ܻǡ௧ ൌ ߙ௜ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ڮ൅෍ߠ௡ାଵǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͵Ǥ͵ʹሻ 
 
Sources of causation between variables in the Equation (3.32) can be estimated by 
testing the significance of the coefficient of the exogenous variables. The process of the 
panel vector error correction model is displayed in Figure 3.4. 
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Figure 3.4 The process flowchart of panel vector error correction model 
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Panel VEC model with dummy variables 
As exogenous variables, the indicator variables take the value 0 and 1 to denote non-
occurrence and occurrence of the intervention. Based on Equation (3.31), the panel VEC 
model using dummy variables (ܦ௜ǡ௧) can be constructed in Equation (3.33). 
 
ο ௜ܻǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ڮ
൅෍ߠ௡ାଵǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߜ௜ܦ௜ǡ௧ ൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͵Ǥ͵͵ሻ 
 
where ߜ௜  is the coefficient of the dummy variables for each region, and ܦ௜ǡ௧  is the 
dummy variables for an one-off event for eight sub-regional markets.  
 
3.3.3 Spatial panel estimation models 
Four broad steps were applied in the spatial panel estimation, including, testing spatial 
autocorrelation, testing spatial convergence, constructing spatial variables and 
developing spatial panel models. 
 
Spatial autocorrelation test 
The spatial autocorrelation coefficient mentioned in this study is a statistical method 
which attempts to measure the interrelationship between construction prices in different 
states. The coefficient is usually evaluated with respect to distance, contiguity, 
boundaries and other geographic weighting functions. Spatial weights are often used to 
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quantify the locations of observations. There are various types of spatial weight 
constructions in spatial econometrics, which can be classified in two ways. One is to 
construct the spatial weights base on the distance among observations, while the other is 
to use the contiguity reflecting the position of one observation to the others in the space.  
 
The null hypothesis for testing the presence of spatial autocorrelation is that there is no 
relation between construction prices in different regions and their relative weights. 
Moran’s I statistic (Moran 1950) is used to calculate the tests in this study. The 
calculation of Moran’s I test mentioned in the work of Aten (1996) was described as  
 
¦¦ ¦
¦¦


 
i j i
iij
i j
jiij
ppw
ppppwN
I 2)(
))((
            (3.34) 
 
where, i and  j denote the different regional construction market, which are counted from 
1 to 8, N denotes the number of region, which equals 8, ijw  is an element of the spatial 
matrix W, ip  and jp  denote the natural logarithm construction price in state i and state j 
respectively, and ¦ 
i
ipN
p 1  in a certain time. For example, given the (i, j) elements of 
a weighting matrix, ݀௜௝ could take a value of 1 if the ith and jth regions are contiguous 
and zero otherwise. The spatial weight for two regions is defined as the reverse values of 
the ݀௜௝, namely ݓ௜௝ ൌ ଵௗ೔ೕ. 
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In that way, the weight matrix W is composed by 
¸¸
¸¸
¸
¹
·
¨¨
¨¨
¨
©
§
 
0
0
0
21
221
112




NN
N
N
ww
ww
ww
W  . It can 
be found that the geographic weight matrix is symmetric, which means the spatial 
weight from region i to region j is the same as that from region j to region i. The Moran’s 
I values range from -1 to 1. A positive value of Moran’s I indicates a positive 
autocorrelation, which is measured as the clustering of similar construction prices, while 
a negative value indicates a negative autocorrelation, which describes the tendency for 
dissimilar construction prices to cluster. When the Moran’s I value close to 0, it is 
expected that the physical distribution of construction prices should follow a random 
distribution, which means the lack of spatial autocorrelation. 
The z-scores of Moran’s I, which is computed by 
NIVar
IEIIz
/)(
)()(  , are often used to 
determine the significance. 
1
1)( 
 
N
IE  is the expected value of Moran’s I, when there 
is no spatial autocorrelation, while )(IVar is the variance of Moran’s I. When )(Iz  is 
more than 2/Dz , there is a significant positive spatial autocorrelation; when )(Iz  is less 
than 2/Dz , there is a significant negative spatial autocorrelation, where D  indicates the 
critical level of the confidence.   
 
Spatial convergence test 
Spatial convergence has been considered through cointegration analysis. Suppose, 
construction price p in region i and written into a cointegration set: 
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݌௜ ൌ ߙ ൅ ߚ݌௝ ൅ ߝ௜                (3.35) 
 
If change in one region is transmitted to all other regions, then that a stable long-run 
relationship in construction prices exists between the regions, then those regions may be 
considered as open in the long-run. If this does not occur, then there is a suggestion that 
barriers exist, preventing prices from adjusting. The concept of cointegration was first 
suggested by Granger (1981). If several nonstationary variables have a cointegration 
relationship, it indicates that these nonstationary variables own a common trend and 
there is an equilibrium relationship among them in the long term. There are two popular 
econometric cointegration test theories employed in this study. They are the Engle-
Granger cointegration test and the Johansen cointegration test. The Engle-Granger 
cointegration test theory was proposed by Engle and Granger (1987). The Engle-
Granger cointegration test is good at detecting the pairwise cointegration relationship 
between variables. Once the pairwise cointegration relationships are discovered, then the 
certain cointegration equations can be built up on this foundation, and the causal links 
between variables will be explored according to the cointegration models. 
 
There are two steps of the Engle-Granger cointegration test. Firstly, the regression 
equations of the variables are formulated as: 
 
ttt XY HEE  10      (3.36) 
ttt XtY HEFE  10     (3.37) 
 
the corresponding residual series is calculated as: 
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ttt XYe 10 ˆˆ EE       (3.38) 
 
where tX  and tY  are two time series, 0E  is a non-zero drift, 1E  is the coefficient of data 
series tX , tH  is the residual series of regression. The arithmetic product of X  and t 
denotes a deterministic time trend, 0Eˆ  and 1ˆE  are the estimated magnitudes of  0E  and 
1E  respectively, t = 1, 2, 3, …., n and n is the dimension of the vector variable. There are 
two sorts of Engle-Granger cointegration test included in this study. One is without 
deterministic time trend, stated as Equation (3.36), and the other one with deterministic 
time trend, expressed in Equation (3.37). 
 
Secondly, the stationarity of these residual series is tested and the test equations are as 
follows: 
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ititt eee HOJ ' ' ¦
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1      (3.39) 
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1     (3.40) 
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ititt eete HOJGD ' ' ¦
 

1
1     (3.41) 
 
where the symbol D denotes a drift which is not zero, and the product value of G and t 
denotes a deterministic time trend, te' is the first difference of the residual series te  
derived from Equation (3.38). The symbol i is the lagged term of each variable and 1te  
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represents the ith lagged term of the variable match along with te . tH  is the generated 
residual series of the stationarity test equation, t = 1, 2, 3, …, n  and n is dimension of 
the vector variable. The pairwise cointegration relationships exist between the couples of 
variables if the residual series are tested as stationary by using the unit root test on te  
and the regression equation is considered as the cointegration regression equation. It is 
concluded that there is no pairwise cointegration relationships existing between the 
couples of variables if the residual series are tested as nonstationary, and then the 
regression equation will be regarded as a spurious regression equation. Therefore, the 
variable of tY  and tX are cointegrated if the residual series of te  is tested as stationary 
one, otherwise, there is no cointegration relationship between the variables of tY  and tX . 
 
When the pairwise cointegration relationships are detected by the Engle-Granger 
cointegration test, it does not support the notion that equilibrium relationships are 
occurring between pairs of variables all the time, because they are probably in 
disequilibrium in the short term. However, there are plenty of equilibrium errors 
maintaining the long term equilibrium relationships within variables. The term 
equilibrium error was firstly proposed by Sargan (1964), and it is defined as ‘error 
correction mechanism’. The notion of error correction mechanism was promoted by 
Davidson et al. (1987) and then combined with the cointegration theorem by Engle and 
Granger (1987). The danger of spurious regression can be eliminated by analysing the 
cointegration relationship, and the error correction models can be used to present the 
causality between the pairs of variables. The error correction model is expressed as: 
 
tttt ecmXY PID ' ' 10            (3.42)   
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11011   ttt XYecm EE                 (3.43) 
 
where tY'  represents the data series derived from the first difference of the time series 
tY and tX'  denotes the data series tX  at the first difference level, nt ,,3,2,1   and n 
is dimension of the vector variable. The time series of tY  and tX  are both hypothesised 
as I(1), which indicates that they are both integrated at the first difference level. The 
symbol 0D  denotes the short term elasticity, and the symbol I  represents the rapidity of 
adjustment back to equilibrium status and the item of tP  denotes the residual value of 
the ECM. The item of 1tecm  denotes the error correction term, and in the expression of
1tecm , the symbol 0E  is the constant item and the symbol 1E  represents the long term 
elasticity. The calculation of the item of 1tecm  is derived as the residual value of the 
cointegration regression equation.   
 
Construction of spatial construction prices 
In this study, the spatial weight will be constructed based on the position of each 
regional construction market to others in the space. The spatial matrix is time invariable, 
indicating the spatial weights will not change over time. The regional construction price 
dependence ܥܲܲܫௌ ൌ ܹ כ ܥܲܲܫ, which represents a new variable equal to the mean of 
construction prices from the neighbouring markets, specifically, 
ܥܲܲܫ௜ௌ ൌ σ ݓ௜௝ே௝ஷ௜ ܥܲܲܫ௝. 
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Spatial panel VEC model 
Once the spatial autocorrelation is approved, effects of spatial autocorrelation on 
regional construction markets may need to be considered in the forecasting model. 
Otherwise, a conventional panel VEC model will be appropriate. The spatial 
construction producer price indices (ܥܲܲܫ௜ǡ௧ௌ ) are developed based on the spatial weight 
among regional construction markets, then the price indices are inserted into the 
forecasting model for factoring regional linkages among eight markets. A spatial panel 
VEC model is established to forecasting regional construction demand based on the 
panel VEC model as follows 
 
ο ௜ܻǡ௧ ൌ ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞ௌ
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܺଶǡ௜ǡ௧ି௞ ൅
௛
௞ୀଵ
ǥ൅෍ߠ௡ାଶǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͵ǤͶͶሻ 
 
where ο denotes the first difference in the variable, k is the optimal lag length which is 
determined by the Schwarz information criteria, ݁ܿ݉௜ǡ௧ିଵ  is the serially uncorrelated 
error correction term, ߠ are the coefficient of estimated parameters, n is the number of 
exogenous variables in the model, ܻ are dependent variables and ܺ are the independent 
variables.  
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If the variables are I(1) and not cointegrated, then a spatial panel VAR model should be 
undertaken. The spatial panel VAR model as follows: 
 
ο ௜ܻǡ௧ ൌ ߙ௜ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௟ௌ
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܺଶǡ௜ǡ௧ି௞ ൅
௛
௞ୀଵ
ǥ൅෍ߠ௡ାଶǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͵ǤͶͷሻ 
 
Spatial panel VEC model with dummy variables 
Based on the Equation (3.44), a specific spatial panel VEC model with dummy variables 
(ܦ௜ǡ௧) can be developed as follows 
 
ο ௜ܻǡ௧ ൌ ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞ο ௜ܻǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞ο ଵܺǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞ௌ
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܺଶǡ௜ǡ௧ି௞ ൅
௛
௞ୀଵ
ǥ൅෍ߠ௡ାଶǡ௜ǡ௞οܺ௡ǡ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߜ௜ܦ௜ǡ௧ ൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͵ǤͶ͸ሻ 
 
where ߜ௜  is the coefficient of the dummy variables for each region, and ܦ௜ǡ௧  is the 
dummy variables for an one-off event for eight sub-regional markets.  
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3.4   Predictive accuracy tests 
Model validation on the proposed forecasting models is carried out to verify the 
assumptions of statistical soundness. These techniques include serial correlation 
Lagrange multiplier tests (LM) for testing up to fourth, eighth and twelfth order 
respectively, White’s test for heteroskedasticity (White) in the residual and for testing 
model misspecification, and Jarque-Bera test for testing normality of the residual 
(Jarque-Bera). The Breusch (1978) and Godfrey (1978) Serial correlation Lagrange 
multiple test for residual autocorrelation is based on considering an AR (n) model for the 
residuals 
 
ݑ௧ ൌ ߚଵݑ௧ିଵ ൅ ߚଶݑ௧ିଶ ൅ ڮ൅ ߚ௡ݑ௧ି௡ ൅ ݁ݎݎ݋ݎ௧ሺ͵ǤͶ͹ሻ 
 
And check the pair of hypothesis 
 
ܪ଴ǣ ߚଵ ൌ ߚଶ ൌ ڮ ൌ ߚ௡ ൌ Ͳ versus ܪଵǣ ߚଵ ് Ͳor ߚଶ ് Ͳ or … or ߚ௡ ് Ͳ 
 
 
If the original model is an AR (p) as follows 
 
ݕ௧ ൌ ݒ ൅ ߙଵݕ௧ିଵ ൅ ߙଶݕ௧ିଶ ൅ ڮ൅ ߙ௣ݕ௧ି௣ ൅ ݑ௧ሺ͵ǤͶͺሻ 
 
The auxiliary model can be written 
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ݑො௧ ൌ ݒ ൅ ߙଵݕ௧ିଵ ൅ ߙଶݕ௧ିଶ ൅ ڮ൅ ߙ௣ݕ௧ି௣ ൅ ߚଵݑො௧ିଵ ൅ ߚଶݑො௧ିଶ ൅ ڮ൅ ߚ௡ݑො௧ି௡
൅ ݁௧ሺ͵ǤͶͻሻ 
 
where ݑො௧ are the ordinary least square residuals from Equation (3.48) (Godfrey 1978). 
The LM statistic for the null hypothesis can be obtained from the coefficient of 
determination R2 of the auxiliary regression model as  
ܮܯ௡ ൌ ܴܶଶ 
 
where T is the number of residuals. Lütkepohl (2004) indicated that it has an asymptotic 
X2(n) distribution in the absence of residual autocorrelation. 
 
White’s heteroskedasticity test was introduced by White (1980).  White’s test is a test of 
the null hypothesis of no heteroskedasticity against heteroskedasticity of unknown form 
(McCurdy and Morgan 1988). An auxiliary regression of the squared residuals on all 
possible cross products of the regressors is estimated in the test statistic. White also 
describes this approach as a general test for model misspecification, since the null 
hypothesis underlying the test assumes that the errors are both homoskedastic and 
independent of the regressors, and that the linear specification of the model is correct. 
Failure of any one of these conditions could lead to a significant test statistic. 
Conversely, a non-significant test statistic implies that none of the three conditions is 
violated (QMS 2007). 
 
A test for non-normality based on the skewness and kurtosis of a distribution was 
proposed in the study of Jarque and Bera (1987). If the residuals are normally distributed, 
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the histogram should be bell-shaped and the Jarque-Bera statistic should not be 
significant (QMS 2007).  
 
The residuals of standardized true model can be defined as: 
 
ߴ௧௦ ൌ
ߴ௧
ߪణ ሺ͵ǤͷͲሻ 
The Jarque and Bera test checks the pair of hypotheses: 
 
ܪ଴ǣ ܧሺߴ௧௦ሻଷ ൌ Ͳand ܧሺߴ௧௦ሻସ ൌ ͵  
ܪଵǣ ܧሺߴ௧௦ሻଷ ് Ͳand ܧሺߴ௧௦ሻସ ് ͵  
 
The test checks whether the third (skewness) and fourth (kurtosis) moments of the 
standardized residuals are consistent with a standard normal distribution. If the 
standardized estimation residuals are again denoted by መߴ௧௦ , the statistic of test is as 
follows: 
 
ܬܽݎݍݑ݁ െ ܤ݁ݎܽሺܬܤሻ ൌ ܶ͸ ൥ܶ
ିଵ෍൫ መߴ௧௦൯ଷ
்
௧ୀଵ
൩
ଶ
൅ ܶʹͶ ൥ܶ
ିଵ෍൫ መߴ௧௦൯ସ
்
௧ୀଵ
െ ͵൩
ଶ
ሺ͵Ǥͷͳሻ 
 
where ܶିଵ σ ൫ መߴ௧௦൯ଷ௧்ୀଵ  and ܶିଵ σ ൫ መߴ௧௦൯ସ௧்ୀଵ are the measurement for the skewness and 
kurtosis of distribution respectively.  If the null hypothesis is correct, the test statistic has 
an asymptotic X2 (2) distribution. The null hypothesis is rejected if the statistic is large. 
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After constructing the three prediction models, the out-of-sample testing was carried out. 
The prediction accuracy was estimated by comparing the predicted values with the 
actual values. Various techniques have been applied for testing predictive accuracy in 
the forecasting analysis, including mean error (ME), mean absolute error (MAE), mean 
percentage error (MPE), root mean squared error (RMSE), absolute percentage error 
(MAPE), and Theil’s inequality coefficient U (Akintoye and Skitmore 1994). 
 
In this study, the two main testing techniques for forecasting reliability were used; the 
mean absolute percentage error and Theil’s inequality coefficient U. 1) Mean absolute 
percentage error, which is a measure of the precision of forecasts and considers only the 
absolute magnitudes of the errors. When the signs of the percentage forecast errors are 
ignored in and absolute magnitudes are considered. The test provides a masure of the 
bias in the forecast (Akintoye and Skitmore 1994). 2) Theil’s inequality coefficient U 
attains its smallest possible value, zero, when the forecasts are perfect. Comparing with 
RMSE and ME, Theil’s inequality coefficient U acts as a scaling factor to take account 
of the size of the variables to be predicted. This method weighs errors relative to the 
actual movements of the predicted variable, produces the most appropriate way to 
standardize for difference between different time intervals. Moreover, Theil’s inequality 
coefficient U is better in making comparisons of forecast accuracy across different 
forecast span (Akintoye 1991). 
 
Generally, any result of the MAPE test smaller than 10% is considered as acceptable, 
while the closer Theil’s inequality coefficient U value is to 0 the better the prediction 
results achieved (Fan et al. 2010, 2011). The characteristics of these measures have been 
elaborated in other studies such as (Hua and Pin 2000; Wong et al. 2007; Fan et al. 
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2010). In brief, these measures can be explained as follows the mean absolute 
percentage error is computed by Equation (3.52): 
 
ܯܣܲܧ ൌ ͳܶ෍
ȁ݁௧ȁ
௧ܻ
்
௧ୀଵ
כ ͳͲͲሺ͵Ǥͷʹሻ 
 
where ݁௧ ൌ  ௧ܻᇱ െ ௧ܻ , ݁௧ is the forecast error term at time t,  ௧ܻᇱ is the forecast value of ௧ܻ 
at period t, ௧ܻ is the actual value at time t.T is the total number of periods. 
 
Theil’s inequality coefficient U is computed by Equation (3.53): 
 
ܷ ൌ
ටͳܶσ ሺ ௧ܻᇱ െ ௧ܻሻଶ௧்ୀଵ
ටͳܶσ ሺ ௧ܻᇱሻଶ௧்ୀଵ ൅ ට
ͳ
ܶσ ሺ ௧ܻሻଶ௧்ୀଵ
ሺ͵Ǥͷ͵ሻ 
 
where ௧ܻ is the actual value at time t, and ௧ܻᇱ is the forecast value of ௧ܻ at period t. T is 
the total number of periods. The coefficient U can only occur between 0 and 1. If U 
equals 0, then the predicted value fits perfectly with the actual value during the 
forecasting period. If U equals 1, then the performance of the predicting mode is as poor 
as it can be (Jiang and Liu 2011). In this study, all statistical analyses for estimating 
construction demand were conducted by E-views (version 6.0). 
 
3.5   Summary 
This chapter has proposed a number of econometric models for estimating construction 
demand in both national and regional construction markets. Three main stages were 
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presented in the estimation of construction demand, including identifying determinants 
of construction demand, developing forecasting models and test predictive accuracy. 
Econometric techniques such as cointegration, Granger causality and variance 
decomposition analysis were carried out in both national and regional construction 
markets for identifying determinants of construction demand based on the long-term and 
causal relationship and forecasting power between dependent and independent factors.  
The framework for the construction demand estimation process is shown in Figure 3.5. 
In this study, national construction demand is estimated by using temporal estimating 
methods, including the VEC model and the VEC model with considering the impact of 
the financial crisis. In order to find a more reliable forecasting technique for construction 
demand, proposed VEC models will be further compared with other forecasting 
techniques, namely multiple-regression and Box-Jenkins methods. Therefore the 
ARIMA and multiple regression models were also examined in this study. 
 
Furthermore, the demand estimation for regional construction markets comprises four 
models: two panel based VEC models and two panel VEC models considering spatial 
linkages among regional construction markets. The proposed regional estimation 
strategies provide some significant advantages, as demonstrated by their superiority in 
providing a more comprehensive and broader perspective in construction demand 
estimation. Assessment of regional construction indicators by using panel data and panel 
based models has rarely been performed in previous studies. Panel data contains more 
degrees of freedom and less multicollinearity than cross-sectional data or time series, 
and it contains information on both intertemporal and cross-sectional properties of the 
data, allowing one to control the effects of missing or unobserved variables. 
Additionally, regional disparities in the relationship between regional construction 
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demand and local general economy would be compared in the proposed panel VEC 
models.  
 
Additionally, the impact of interactions among regional construction markets has been 
considered in this framework. The literature has shown that there are strong spatial 
linkages between different local construction market because of population migration, 
arbitrage activities and linkages of economic indicators in regional markets. Hence, two 
new regional construction demand estimating models were developed based on panel 
VEC models and named spatial panel VEC models. These newly developed models will 
estimate regional construction demand taking into consideration spatial linkages 
between regional construction markets, which is certainly an important contribution to 
traditional regional construction forecasting.  
 
Chapter 4 will introduce the data source and apply econometric techniques to identify 
determinants of demand in both national and regional construction markets. 
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Figure 3.5 The frame work of construction demand estimation by using advanced econometric techniques  
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4. Determinants of construction demand in Australia 
4.1   Introduction 
In order to forecast construction demand, construction economists employ various 
prediction techniques, including but not limited to neural networks, multiple regression 
or advanced multivariate regression techniques, the vector autoregressive model and the 
vector error correction model. However, studies in forecasting construction demand 
have shown that forecasts of demand for construction are inevitably inaccurate and this 
inaccuracy is mainly a result of the lack of empirical studies on the determinants of 
construction demand (Fan et al. 2011).  
 
This chapter derives determinants of demand for construction in Australia using an 
econometric approach to identify and evaluate economic indicators that affect 
construction demand in both national and regional markets. In the first stage, the 
characteristics and sources of demand for construction and key macroeconomic 
indicators are described. Key macroeconomic indicators are then classified into five 
categories based on the theory of demand for construction. Subsequently, determinants 
of demand for construction in national and regional markets are identified by using a 
series of econometric techniques to test causal relationships and predictive power 
between key macroeconomic indicators and construction demand. Comprehensive lists 
of determinants for construction demand in both national and regional markets were 
obtained as detailed in Sections 4.3 and 4.4. These findings are a crucial step for 
developing construction demand forecasting models. 
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4.2   Demand in the Australian construction industry 
The Australian construction industry, and its activities, are strongly linked to other parts 
of the Australian nation’s economy such as manufacturing, wholesale trade, retail trade, 
and finance and insurance. The Australian Year Book 2012 reported that after a decline 
in the 2000-01 financial year, construction production continued its growth and the total 
reached 102 billion Australian dollars in the 2010-2011 financial year (ABS 2012). The 
construction industry contributed nearly 8% to the total production of goods and services 
in the Australian economy in 2010-11 while the construction industry employed an 
average of 1.03 million people. Total income for the construction industry was $281 
billion in 2009-10. In the same financial year, the operation profit of the construction 
industry before tax reached $27 billion. The Australian construction industry is divided 
into two parts, namely building construction and engineering construction. The structure 
chart of the construction industry in Australia is presented below: 
 
 
Figure 4.1 The structure of the construction industry in Australia 
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As Figure 4.1 shows, the building and engineering construction engages in eight broad 
areas of activity, including house, other residential, commercial, office, industrial, road 
and bridge, and other engineering construction. The constituent groups and classes of the 
Australian and New Zealand Standard Industrial Classification (ANZSIC) subdivision 3 
embrace the building construction group (30), which contains two classes: residential 
building construction (301), such as house, department and flat construction, and non-
residential building construction (302) (ABS 2006). Another group is the engineering 
construction group (31) which comprises road and bridge construction (3101) and other 
engineering construction (3109), which includes railways, telecommunications, 
electricity infrastructure, etc (ABS 2006). 
 
Residential construction is primarily used for providing dwellings or buildings for long-
term residential purposes, whereas non-residential construction is used for providing 
dwellings or buildings for other purposes. Housing approvals are typically cited as an 
indicator of the vibrancy of the overall economy. The Australian Year Book (2012) 
indicated that new house approvals in 2010-11 were 99,473, which is a decrease of 13% 
since 2009-10. This substantial decline in housing approvals is mainly an effect of the 
late 2000s global financial crisis on the Australian construction industry.  
 
Non-residential construction produces buildings for a range of commercial, office, 
education, business and industrial purposes. The value of approved non-residential 
building construction work was 28$ billion in 2010-11. The value of construction 
approvals for commercial, industrial and other non-residential construction was, 
respectively, 10.4$ billion, 3.7$ billion and 13.8$ billion in 2010-11 in Australia. The 
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value of engineering construction work done in 2010-11 for the private sector was $56 
billion and 30$ billion for the public sector. 
 
As indicated in Chapter 2, the demand for construction in Australia is represented by the 
value of construction approvals. The value of construction approvals is used as a key 
indicator of future construction activities as construction generally commences in the 
months after approval is given (ABS 2012). Due to data on engineering construction 
approvals not being available in Australia, this study only focuses on analysing the value 
of construction approvals of the building construction industry, which is then used to 
present the demand for construction in Australia.  
 
In a competitive market, buyers and sellers agree on a certain price and a quantity for a 
good at a given time. However, construction goods have a special feature as they can be 
characterised as contract goods. When the contract is signed, the construction developers 
promise to produce and deliver construction goods and services to the clients.  
 
Three indicators representing the movement of the Australian construction markets are 
described in Table 4.1, which shows that from 1998 to 2011 the output of the 
construction industry doubled from 34075 $million to 80843 $million. Annually, the 
number of completed construction dwellings fluctuated from 1998, reaching the highest 
amount at 165 thousand dwellings in 2006 then decreasing to 150 thousand in 2011. 
There is a gradual increase in the construction producer price index from 1998 (98.3) to 
2011 (159.7). 
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Table 4.1 Statistics of the national construction market in Australian  
Year Construction 
output 
($'million) 
Number of dwelling 
completed 
('000) 
Construction producer 
price 
(index) 
1998 34075 142 98.3 
1999 36630 144 102.4 
2000 38288 162 106.2 
2001 35356 126 106.3 
2002 44446 148 109.6 
2003 49927 155 116.3 
2004 57521 163 126.1 
2005 61421 165 134.2 
2006 65476 147 139.6 
2007 71443 152 145.9 
2008 79316 145 154.7 
2009 75567 146 153.6 
2010 85991 152 156.4 
2011 80843 150 159.7 
 
The construction market in Australia not only can be divided in building and engineering 
categories, but it can also be broken down by regions in different geographic locations. 
Australia comprises six states and two territories as shown in Figure 4.2, namely New 
South Wales (NSW), Victoria (VIC), Queensland (QLD), South Australia (SA), Western 
Australia (WA), Tasmania (TAS) Northern Territory (NT) and Australian Capital 
Territory (ACT). Data collection in this study is divided into two parts. One is the 
collection of national data series for temporal estimating construction demand at national 
level. The second part is the collection of panel data to estimate demand for regional 
construction markets. All quarterly time series data are drawn from the Australian 
Bureau of Statistics (ABS) during 1998Q3 and 2011Q1. 
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Figure 4.2 States and territories in Australia 
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summarised in Table 4.2. It is found that there is an obvious regional variation in the 
regional construction markets in Australia. In 1998, NSW had the largest construction 
output and number of completed dwellings among the six states and two territories. 
However, in 2011 the construction market in VIC became the largest one in Australia. 
The construction output in NSW decreased from AUD 21170 million in 1998 to 18179 
$million in 2011, while the number of completed dwellings decreased from 44.8 
thousand in 1998 to 30 thousand in 2011. The changes in the NSW construction market 
indicated that there was a downturn in the construction market in NSW during 1998 and 
2011. However, construction outputs have been observed to be soaring in VIC, QLD, 
SA, WA, TAS and ACT since 1998. These figures seem to suggest that the growth of 
the construction market in Australia from 1998 to 2011 was largely contributed to by the 
expansion of these six regional construction markets. 
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Table 4.2 Statistics of regional construction markets in Australia  
Year Construction output 
($'million) 
Number of dwelling completed 
('000) 
Construction price 
(index) 
1998    
NSW 21170 44.8 98.6 
VIC 13119 33.3 98.8 
QLD 11197 35.1 99.5 
SA 2413 6.6 98.9 
WA 6214 16.7 99.4 
TAS 648 1.6 100.1 
NT 1055 2.2 100.5 
ACT 1039 1.4 99.6 
2011    
NSW 18179 30.3 154.1 
VIC 23116 50.4 155.1 
QLD 15219 27.6 165.4 
SA 4809 10.9 157.5 
WA 12274 22.4 189.4 
TAS 1331 2.9 171.9 
NT 927 1.0 185.1 
ACT 2540 4.3 165.6 
 
Demand for construction, value of construction approvals, as an important indicator 
which can directly represent the movement of the construction market. Figure 4.3 
represents the steady upward trend of construction demand, showing the actual levels 
and the estimated trend levels. It can be seen from the pattern that construction demand 
in Australia increased steadily from 1998Q3 (around AUD 8000 million) to 2008Q2 
(nearly AUD 23000 million), and then a large U shape occurred between 2008Q3 and 
2009Q3. This dramatic movement in the construction market was mainly due to the 
shock from the recent global financial tsunami during 2008 and 2009 (the effect of the 
financial crisis is highlighted by two vertical dot lines). 
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Figure 4.3 Comparison of actual construction demand and its linear trend (two 
vertical dot lines highlight the effect of the financial crisis) 
 
Figure 4.4 indicates the movements of regional construction demand, value of 
construction approvals, in the six Australian states and two territories. Demand for 
construction in Tasmania and in the Northern and Australian Capital Territories is quite 
small compared to the other states, with less than 200 million Australian dollars 
quarterly in the period from 1998 to 2011. In contrast, construction demand in New 
South Wales, Victoria and Queensland increased significantly from around 2000 to over 
6000 million AUD during 1998 and 2011. Construction demand in Victoria was the 
highest after 2005 compared to the other sub-national markets while New South Wales 
had the highest construction demand from 1998 to 2005. Figure 4.4 reveals that there 
was an increase in construction demand from 1989 to 2007 in almost all of the regional 
markets, but due to the unexpected shock wave from the late 2000s global financial 
crisis an obvious decrease follows during 2008Q3 and 2009Q2.  In contrast, there were 
some increases in demand for construction in some states or territories during the 
financial crisis, such as ACT and TAS. The effects of the late 2000s financial crisis on 
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the Australian national and regional construction demand are assessed and discussed in 
detail in Chapters 5 and 6. 
 
 
Figure 4.4 Comparison of regional demand for construction in the six Australian 
states and two territories (two vertical dot lines highlight the effect of the financial 
crisis) 
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for construction has been presented in Section 2.4. The generalised equation of 
construction demand was written as Equation (2.1). The key factors of construction 
demand were classified into five generalised categories, namely, prices, income and 
production, demography and labour force, consumer’s expectations, and other factors.  
 
Economic indicators represent a statistical summary of the economy. In the statistical 
system of the Australian Bureau of Statistics, economic indicators are classified into 10 
categories which include national accounts, international accounts, consumption and 
investment, production, price indices, labour force and demography, income and labour 
costs, finance markets, state comparison and international comparisons. The last two 
categories are the comparison statistics based on the state levels and national levels 
which are the selected economic indicators from the first eight categories. Therefore, the 
categories of state comparison and international comparison are not considered in this 
study. A list of Australian economic indicators and abbreviations are presented in Table 
4.3 based on the eight broad categories. National accounts provide a systematic 
statistical framework for summarising and analysing economic events, and the wealth of 
an economy and its components (ABS 2011). The economy contains the gross domestic 
product, the national income and its components, which are a barometer of the nation’s 
economy. International accounts detail the economic transactions and provide an overall 
net flow of transactions between Australian residents and the rest of the world. These 
economic transactions include the export and import of goods and services, international 
investments and so on, such as the export or import of agricultural products, minerals, 
other raw materials, white goods, international transport and business services, 
international investments in foreign countries, and so on. 
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Table 4.3 A list of the economic indicators used in this study 
Categories  Economic indicators 
National accounts Gross domestic product (GDP)  
National income (NI) 
International accounts International investment position (IIP) 
Value of import of goods and services (VOI)  
Value of export of goods and services (VOE) 
Consumption and investment Household expenditure (HHE) 
Government expenditure (GE)  
Value of retail trade (RT) 
Production Industrial production index (IPI) 
Total Manufacturing production index (TMPI) 
Prices indices Construction producer price index (CPPI) 
Established house price index (EHPI) 
New house price index (NHPI) 
Import price index (IMPI)  
Export price index (EXPI) 
Labour force and demography Unemployment rates (UR) 
Size of population (POP)  
Employed person in the construction industry (EPCI) 
Incomes and labour costs Construction company profit  (CCP: before tax) 
Average weekly earnings (AWE) 
Labour cost (LC) 
Finance markets Bank loans (BL) 
Value of housing finance commitments (VHFC) 
Interest rates (IR)  
Australian stock market index (SPI) 
 
As two of the most familiar and important concepts in economics, consumption and 
investment present the expectations of households and government for the future 
national economy, which is a sign of confidence of the future economic growth. The 
household and government expenditure and the value of retail trade are contained in the 
consumption and investment category. Industrial production and total manufacturing 
production are represented as indices in the production category which provides 
summary statistics about the growth of the total industry.  
 
The category of price indices mainly includes the construction producer price index, the 
established house price index, the new house price index, and import and export price 
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indices. These indices reflect the change in inflation rate, construction and property 
market prices, and in the import and export market prices for Australia. Unemployment 
rates, population and the number of employed people in the construction industry are 
key indicators in the labour force and demography category which can be used to 
explain the shift of total purchasing power, basic demand and man power for the 
construction industry. The construction company profit, the average weekly earnings, 
and the labour costs are abstracted from the income and labour costs category. The 
change of profitability can influence the future investment amount in a company and 
indirectly affect the future production volume. The average weekly earnings and the 
labour costs provide summary statistics for the Australian labour market. The changes in 
money supply, interest rates and the stock market are available in the financial market 
category. These abstracted indicators were further classified in the above mentioned five 
general categories, as shown in Table 4.4. A justification of why these indicators were 
chosen is provided below. 
 
Prices -- The structure of the construction market and the nature of the process makes 
the price level more market-oriented than cost-based (Skitmore et al. 2006). 
Construction prices are market-driven, which means that they are determined by the 
levels of demand and supply (Ball et al. 2000; Hillebrandt 2000; Skitmore et al. 2006). 
Prices also affect the levels of demand according to the law of demand. When the 
construction market attains a high price, a lower level of construction will be demanded 
than during lower prices and vice versa, while the higher the price in construction the 
greater the level of supply that will be offered and vice versa. The changes in property 
prices and construction-related price index are highly correlated with demand for 
construction (Ofori 1990; Tse et al. 1999). Demand curves are always plotted on the 
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assumption that the prices of other commodities relate to the construction industry, 
particularly in housing, import and export markets (Myers 2008).  
 
Table 4.4 A list of economic indicators based on five general categories  
Categories  Economic indicators 
Prices Construction producer price index (CPPI) 
Established house price index (EHPI) 
New house price index (NHPI) 
Import price index (IMPI)  
Export price index (EXPI) 
Income and production National income (NI)  
Gross domestic product (GDP)  
Average weekly earnings (AWE) 
Construction company profit  (CCP: before tax) 
Industrial production index (IPI) 
Total Manufacturing production index (TMPI) 
Demography and labour force Size of population (POP)  
Employed person in the construction industry (EPCI) 
 Labour cost (LC) 
Consumer’s expectation Household expenditure (HHE) 
Government expenditure (GE)  
Unemployment rates (UR) 
Interest rates (IR) 
Value of retail trade (RT) 
Other factors International investment position (IIP) 
Value of import of goods and services (VOI)  
Value of export of goods and services (VOE) 
Bank loans (BL) 
Value of housing finance commitments (VHFC) 
Australian stock market index (SPI) 
 
Income and production -- For most goods, an increase in income will lead to a rise in 
demand, particularly in the construction industry. Changes in national income or GDP 
can Granger-cause variations in construction demand and activities (Akintoye and 
Skitmore 1994; Ozkan et al. 2011). Any variation in the national income will affect the 
level of demand for construction in both the private and public sectors. Changes in 
industrial and manufacturing production or output will affect product availability and 
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demand for construction (Lean 2001), as strong links were found among the construction 
sector and other sectors (Song and Liu 2006). 
 
Demography and labour force -- Demographic change is another factor influencing the 
need for various construction facilities and has been widely used for modelling and 
forecasting construction economic indicators such as demand and price. A change in the 
growth rate of population would lead to an expansion or contraction of developed land 
and hence influence demand for construction (Jiang and Liu 2011). Variations in the 
labour market would affect construction supply and prices, which may indirectly affect 
demand for construction (Wong et al. 2007). 
 
Consumer’s expectation -- Consumer’s views on future trends of expenditures, interest 
rates, unemployment rates and retail trading value may affect demand for construction, 
because these factors are commonly viewed as indicators of consumer’s expectations of 
the future construction market. A higher expenditure and retail trading value represents 
more confidence on future national economy from consumers. Also, a lower local 
unemployment rate would represent a better macroeconomic stabilisation. A rise in 
unemployment may discourage investment in the construction market because 
employment is the main source of income for residents, and an increase in 
unemployment rate represents a lowering of the purchasing power of the population as 
well as a lower demand. 
 
Other factors -- Some other factors have been employed in estimating construction 
demand such as bank lending, value of export and import, international investment and 
housing finance commitments (Ofori 1990; Hua 1998; Hsieh 2005). International 
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investment, value of import and export are generally considered as barometers of 
national economy. Changes in bank lending represent variations in the level of money 
supply in the construction market, which can directly affect demand for construction. 
The housing construction market seems to be a substitute for the stock market for the 
urban household (Jiang et al. 2011), therefore a substitute relationship would be 
expected between construction demand and the stock market index.   
 
4.3.2 Identifying determinants of national construction demand 
A well-executed econometric analysis approach is utilised to identify and evaluate the 
determinants of demand in the construction market. A schematic flow chart highlighting 
the determinants identification and the evaluation procedure is shown in Figure 3.1. The 
two numbered modules in this figure are the main processes for determinant 
identification and evaluation. Long-run and causal relationships between determinants 
and construction demand are estimated by using Johansen cointegration and Granger 
causality tests; forecast contribution analysis of the determinants of the demand for 
construction via variance decomposition. 
 
Causal relation of determinants of construction demand 
The identification of determinants begins with the stationary test for each series while 
the results are summarised in Table 4.5. The null hypotheses of non-stationarity are 
performed at the 1% and 5% significance level. The results of the PP unit root test 
illustrates that all the data series during 1998Q3 and 2011Q1 are non-stationary at level. 
However, the PP unit root test results indicate that the series of construction demand and 
all selected economic indicators are stationary after the first difference during 1998Q3 
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and 2011Q1. When the multiple individual time-series variables are found to be 
integrated of order one, an additional test is required to determine whether a long-run 
relationship exist between construction demand and each economic indicator. 
 
Table 4.5 Stationarity test for economic indicators and construction demand 
Indicators Level   First difference 
PP t-Stat P-value   PP t-Stat P-value  
CPPI -1.879 0.651   -3.094 0.033* 
EHPI -1.476 0.825   -3.204 0.026* 
NHPI -2.496 0.329   -4.577 0.000** 
IMPI -2.041 0.565   -5.225 0.000** 
EXPI -2.581 0.290   -3.240 0.002** 
NI -2.468 0.342   -2.578 0.011* 
GDP -0.275 0.921   -11.152 0.000** 
AWE -2.797 0.205   -5.535 0.000** 
CCP -2.772 0.214   -9.606 0.000** 
IPI -1.873 0.654   -5.637 0.000** 
TMPI -1.302 0.877   -5.817 0.000** 
POP 3.004 1.000   -3.823 0.005** 
EPCI -0.211 0.930   -7.508 0.000** 
LC -3.109 0.115   -7.100 0.000** 
HHE -1.071 0.924   -2.352 0.019* 
GE -0.326 0.914   -12.421 0.000** 
UR -0.398 0.985   -3.878 0.000** 
IR -2.217 0.470   -4.302 0.000** 
RT -1.699 0.738   -5.415 0.000** 
IIP -1.828 0.677   -4.325 0.000** 
VOI -1.872 0.655   -3.898 0.000** 
VOE -2.284 0.181   -7.261 0.000** 
BL -1.882 0.650   -4.317 0.001** 
VHFC -2.903 0.170   -3.176 0.002** 
SPI -2.157 0.503   -5.314 0.000** 
CD -0.119 0.942   -7.022 0.000** 
* denotes rejection of null hypothesis of unit root based on their P-value at the 0.05 
significance level. 
** denotes rejection of null hypothesis of unit root based on their P-value at the 0.01 
significance level. 
 
Long-run relationships between construction demand and economic indicators are 
estimated via Johansen cointegration tests (Jiang and Liu 2011). The indicators which 
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have a long-run relationship with construction demand are summarised in Table 4.6. 
There are 17 long-run relations found between construction demand and key economic 
indicators from 1998 to 2011 based on the results of trace and max-Eigen statistics tests. 
The test results suggest that the gross domestic product, the international investment 
position, the value of import of goods and services, the value of retail trade, the total 
manufacturing production index, the established house price index, the employed person 
in the construction industry and the Australian stock market index have no cointegration 
with construction demand in Australia. One possible reason is that these variables maybe 
not affect construction demand directly in the long-run, such as the gross domestic 
product, the international investment position, values of import of good and services and 
value of retail trade. The other possible reason is that some of these variables can 
possibly affect construction supply, but not demand, i.e. the employed person in 
construction industry and the total manufacturing production index. Generally, an 
increase in GDP can lead a rise in household and national income. Hence it affects level 
of demand for construction indirectly and the expansion of construction demand could 
not affect GDP, but construction demand or activities only accounts for GDP. The 
economic indicators which have no long-run relationships with construction demand 
were then excluded from further estimation. 
 
Table 4.6 The economic indicators co-integrated with construction demand 
Model specification Indicators  
M2   CPPI, EXPI, NI, LC, HHE, IR, VHFC 
M3   NHPI, AWE, IPI, POP, BL 
M4   IMPI, VOE, CCP, GE, UR 
 
Since certain economic indicators and construction demand were proved to be integrated 
and co-integrated, vector error correction models could be formulated based on Equation 
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(3.28). Each pairwise combination of construction demand and one of economic 
indicators was tested. Subsequently the causality relationships between construction 
demand and the selected economic indicators were examined using the VEC-Granger 
causality test, and the results are summarised in Table 4.7. The results suggest that a 
change of the import price index (p=0.12), construction company profit (p=0.36) and the 
value of housing finance commitments (p=0.17) cannot Granger cause a change in 
demand for construction.  
 
Table 4.7 Causal estimation among indicators and construction demand 
Direction of Causality Chi-square P-value 
CPPI → CD 11.09 0.01 
NHPI → CD 10.87 0.05 
IMPI → CD 2.86 0.12* 
EXPI → CD 23.62 0.00 
NI → CD 10.94 0.00 
AWE → CD 4.93 0.09 
IPI → CD 10.26 0.02 
CCP → CD 2.02 0.36* 
POP → CD 17.05 0.00 
LC → CD 13.25 0.00 
HHE → CD 9.46 0.00 
GE → CD 10.15 0.02 
UR → CD 3.35 0.07 
IR → CD 24.81 0.00 
VOE → CD 6.90 0.03 
BL → CD 14.75 0.00 
VHFC → CD 9.01 0.17* 
* denotes the acceptance of no Granger causality at the 0.1 significance level. 
 
Generally, for construction companies, high profitability may encourage investment 
which can increase construction production and influence the level of supply of 
construction. However, the profits of construction companies would not cause the 
change in demand for the construction market. The result of the Granger causality test 
confirms that construction company profit cannot Granger cause the construction 
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demand. No causal relationship was found between the value of housing finance 
commitments to the level of demand for construction mainly because over 90% of the 
value of housing finance is invested in the established housing market not the new 
housing construction market in Australia (ABS 2011). 
 
The test results also suggest that national income, value of exports, household and 
government expenditure, the industrial production index, the construction producer price 
index, the new house price index, the import price indices, unemployment rates, 
population, average weekly earnings, labour costs, bank loans and interest rates have 
causal relations with demand for the construction market. Therefore, 14 economic 
indicators have been identified as determinants of construction demand after long-run 
and causal relationship estimations. 
 
Predictive power of determinants of construction demand  
To obtain further insights into the influence of the determinants on the demand for 
construction, a variance decomposition technique based on the VEC models was 
conducted. In previous sections, VEC models were constructed based on a pairwise 
combination between construction demand and the selected economic indicators. To test 
the predictive power of each determinant and five influencing categories, five new VEC 
models were structured between the construction demand and each category. Each 
category was represented by one or several corresponding determinants. The Johansen 
cointegration test results of the construction demand and each category are summarised 
in Table 4.8, which suggests that the five categories are all co-integrated with 
construction demand. The test results indicate that each combination between 
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construction demand and categories only contains one cointegrating equation in the VEC 
model variance decomposition analysis with different cointegration models (refer to sub-
section 3.2.1) and lag lengths. 
 
Table 4.8 Johansen cointegration tests among the five categories and construction 
demand 
Categories and indicators Lag M C.Es 
Prices (CD, CPPI, NHPI, & EXPI) 2 3 1 
Income and production (CD, NI, AWE & IPI) 2 4 1 
Demographic & Labour force (CD, POP & LC) 3 3 1 
Consumer’s expectation (CD, HHE, GE, UR & IR) 3 2 1 
Other factors (CD, VOE & BL) 3 3 1 
Note: C.Es means the number of cointegration equations. M means the cointegration 
models indicated in Table 3.1 
 
Variance decomposition analysis is able to describe the forecast error variance as a 
number of constituents which indicate the respective contribution degrees of certain 
variables in every prospective time. Therefore, the variable which contributes most and 
those which contribute less can be differentiated. As this study pays more attention to 
the contribution of determinants to the changes of demand for the construction market, 
only the forecast error variance for construction demand in response to its determinants 
is decomposed. Table 4.9 reports the test results of variance decomposition for 
construction demand in response to its determinants over following 10 quarter periods. It 
can be seen that the forecast error variance of the national income, population and 
unemployment rates both explain more than 23% of the forecast error variance in 
demand for the construction market. The construction producer price index, value of 
export, and household expenditure contribute, 18.12%, 10.37% and 7.89% respectively 
for the forecast error variance of construction demand.  
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The construction producer price index, national income and average weekly earnings 
play key roles for affecting the growth of construction demand in the short term with 
approximately 20.73%, 10.89% and 14.63% respectively. This highlights that 
approximately 16% of future variations in construction demand are explained by the 
change of future interest rates in the third quarter. In contrast, new house price index, 
export price indices, average weekly earnings, industrial production index, labour costs, 
government expenditure and bank loans are weak in affecting future construction 
demand with below 5% forecast contribution. 
 
 
 122 
Table 4.9 Variance decomposition of construction demand and key influencing indicators over ten quarters 
CPPI NHPI EXPI NI AWE IPI POP LC HHE GE UR IR VOE BL
1 20.73 6.91 0.00 10.89 14.63 0.00 0.58 0.00 0.00 1.02 0.00 5.53 4.88 3.46
2 21.56 3.93 0.30 21.24 10.36 0.05 5.54 5.04 0.82 1.34 1.32 10.91 4.03 1.03
3 19.47 2.60 0.51 21.23 6.11 0.92 8.94 5.86 4.83 1.99 2.65 16.40 8.06 0.43
4 17.95 1.84 0.55 22.36 5.06 1.71 14.59 5.22 6.01 2.97 14.68 13.02 7.78 0.72
5 17.82 2.58 0.92 22.72 4.29 3.10 17.50 4.44 6.00 4.14 16.89 12.03 8.39 1.24
6 18.05 2.49 1.25 23.31 3.75 3.66 20.24 4.46 6.62 4.45 18.39 10.85 8.74 1.58
7 18.30 2.50 1.38 23.42 3.25 3.97 21.42 4.32 6.99 4.72 19.37 10.07 9.48 1.82
8 18.26 2.28 1.46 23.57 2.91 3.98 22.41 3.97 7.03 4.25 21.52 9.01 9.86 1.99
9 18.20 2.18 1.53 23.66 2.61 3.97 22.92 3.79 7.43 4.64 21.96 8.26 10.18 2.04
10 18.12 2.17 1.59 23.81 2.38 3.94 23.53 3.68 7.89 4.87 23.06 7.64 10.37 2.10
Other factors
Periods
Prices Income & production Demography & labour
force
Consumer's expectation
 
 123 
Figure 4.5 displays the forecast contribution from five general categories to construction 
demand. The variation in construction demand can be primarily explained by future 
changes in consumer’s expectation, income and production, and demography and labour 
force. This figure shows changes in prices (the construction price and other related 
prices) at present quarter can  contribute around 10% and 20% to the error variance of 
construction demand in Australia in the future 10 quarters. After the future fourth 
quarter to the tenth quarter, the forecast error variance of the consumer’s expectation 
explains over 40% of the forecast error variance in construction demand. In contrast, 
future changes in the other factors generate insignificant effects on the variation in 
construction demand with 10%. The changes in the consumer’s expenditure, income and 
production, and demography and labour force can affect the level of construction 
demand significantly in the future ten quarters. 
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Figure 4.5 Forecast contribution of the five categories to construction demand 
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After long-run and causal relationship estimations, 14 economic indicators are identified 
as the determinants of the demand for construction in Australia. In contrast, 11 
indicators are identified as non-determinants. The economic indicators affecting 
construction demand used in previous studies, and the determinants and non-
determinants of construction demand identified in this study are listed in Table 4.10. The 
17 economic indicators adopted in this study are the same or similar to those used in 
previous studies. However, three new influence factors, namely, the household 
expenditure, the export price index and the labour costs are approved and have both 
long-run and causal relations with the demand for construction. These new determinants 
were found to have significant forecast contribution between 5% and 11% to the future 
variation of construction demand.  
 
Meanwhile other previously untested economic indicators, e.g. value of import, 
Australia stock market index, international investment position, import price index and 
value of retail trade are identified as non-determinants of construction demand. 
Householder and corporate savings, housing stock, land supply and number of tourists 
are not involved in this study because of the lack of statistical data available for these 
indicators. However, householder and corporate savings, housing stock, land supply, 
number of tourists, GDP and housing loans were found to have insignificant roles in 
modelling the demand for construction in the studies of Tang et al. (1990), Hua (1998) , 
and Fan et al. (2010). 
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Table 4.10 Comparison of economic indicators affecting construction demand in previous studies and the present 
study 
Determinants & non-determinants 
considered in this study 
 Indicators considered in previous studies 
 Indicators Considered by previous authors 
Gross domestic productƾ, National 
income 
 Per capita GDP, Real GDP, National 
income, income per capita 
Tang et al. (1990), Ofori (1990), Akintoye and Skitmore 
(1994) , Hua (1996, 1998) , Tse et al. (1999), Yiu et al. 
(2004), Myers (2008), Fan et al. (2010) 
International investment positionƾ, Value 
of export, Value of importƾ 
 Value of export Tang et al. (1990) 
Government expenditure, Household 
expenditure▲, Value of retail tradeƾ 
 Government revenue and expenditure Tang et al. (1990) 
  Householder  and corporate savings * Tang et al. (1990), Hua (1996) 
  Housing stock or number of planning or 
construction approvals * 
Ofori (1990), Hua (1998, 2000), Ball et al. (1998), Tse et 
al. (1999),  
Industrial production index,  Total 
manufacturing production indexƾ 
 Industrial output or investment Tang et al. (1990), Ball et al. (1998), Lean (2001) 
  Land supply * Fan et al. (2010) 
Construction producer price index  Construction cost or construction tender 
price or building material price index 
Tang et al. (1990), Akintoye and Skitmore (1994) , Hua 
(1996, 1998), , Myers (2008), Fan et al. (2010) 
New house price index, Established 
house price indexƾ, Import price indexƾ, 
Export price index▲ 
 Property price and relative price index Ofori (1990), Hua (1996, 2000),  Tse et al. (1999),  
Myers (2008), Fan et al. (2010) 
Unemployment rate, Employed person in 
construction industryƾ 
 Labour force, Unemployment rate, 
Labour productivity 
Akintoye and Skitmore (1994) , Hua (1996, 1998, 2000), 
Ball et al. (1998), Wong et al. (2007), Fan et al. (2010) 
Size of population  Size of population or population growth Tang et al. (1990), Hua (2000), Myers (2008), Fan et al. 
(2010)  
Construction company profitƾ  Profitability (manufacturing price to cost 
ratio) 
Akintoye and Skitmore (1994)  
Average weekly earnings, Labour cost▲  Income or real wage Ofori (1990), Wong et al. (2007), Myers (2008), Fan et 
al. (2010) 
Bank loans, Value of housing finance 
commitmentƾ 
 Housing loans, Central provident fund 
and others 
Hua (1998, 2000), Hsieh (2005) 
Interest rates, Australia stock market 
indexƾ 
 Interest rates or prime lending rate Tang et al. (1990), Ofori (1990), Akintoye and Skitmore 
(1994) , Hua (1996), Tse et al. (1999), Myers (2008),  
Fan et al. (2010) 
  Number of tourist * Tang et al. (1990) 
ƾ denotes the indicators identified as non-determinants of construction demand; ▲ denotes the determinants not considered in 
previous studies; * denotes the indicators considered in previous studies but unused in this study.  
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It was also found that not all types of property prices have links with construction 
demand. In Australia changes in new house prices can affect the level of demand but the 
established house prices cannot. Therefore, the irrationality of a determinant-identifying 
approach can be verified according to the comparison results. There are 14 determinants 
identified in the estimation, however, the VEC models would generate spurious results if 
the number of variables were higher than eight. The variables with less than 5% forecast 
contributions are further removed from the model construction. Finally, national income, 
value of export, household expenditure, construction producer price index, 
unemployment rate, population and interest rates are identified as key macroeconomic 
factors which will be factored into forecasting models in the Modelling and Forecasting 
Stage. 
 
4.4   Determinants of regional construction demand in Australia 
4.4.1 Potential influencing factors of regional construction demand  
State-level panel data series are abstracted from the category of state comparison in the 
Australian Economic indicators (ABS 2011). In collecting the variables for estimation, 
the following important issues were taken into account (Akintoye et al. 1998): economic 
plausibility of their leading character; availability of the time series with as few 
interruptions as possible; and availability of the data with minimum delay. Due to the 
limitation of panel data series provided from ABS, only five quarterly macroeconomic 
panel variables are finally selected to estimate the construction demand, namely, 
construction producer price indices (CPPI), state income (SI), population (POP), 
unemployment rates (UR) and interest rates (IR).  The justifications for the selection of 
those factors were discussed in the previous section. Quarterly state-level series of 
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construction demand and influencing factors identified in this study are all drawn from 
Australian Bureau of Statistics (ABS) in the period of 1998Q3 and 2011Q1 and 
expressed as natural logarithm. The data series from 1998Q3 to 2009Q2 are used to 
develop forecasting models. The last seven data points, seven quarters, are retained to 
evaluate the accuracy of the forecasting model. 
 
Descriptive statistics of regional construction demand and selected state-level variables 
are shown in Table 4.11. Construction demand, CD, increased significantly from 1998 to 
2011 in all Australian states and territories. During these 13 years, the average 
construction demand in Victoria was the highest in the six Australian states and two 
territories with 4014 million AUD while the Northern Territory had the lowest average 
construction demand with 157 million AUD. Standard deviation of construction demand 
for Queensland is 1359 which is higher than other regions. It means that the demand for 
construction in Queensland fluctuated more during the study period.  
 
State income, SI, is the total income from both local residents and government in a state, 
which is the barometer of the state’s economy. Table 4.11 indicates that New South 
Wales has the highest state income with the highest standard deviation of state income 
compared with other states and territories.  
 
The producer price of the construction industry is commonly applied as a measure of 
construction price in Australia. Construction prices differ by region, partly as a result of 
local resources and demand, as a fluctuating demand will lead to fluctuating prices and 
vice versa. As ABS (2011) indicated, the calculations of the output indices are processed 
on the foundation of the reference base 1998-99=100.00. The average construction 
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producer price indices, CPPI, are the highest in Western Australia with 143.1 but the 
lowest in New South Wales with 98.2. These movements of construction producer price 
indices demonstrate that construction price increased more dramatically in Western 
Australian than other regions.  
 
Demographic influences have been widely used for analysing the construction economic 
indicators such as demand and prices. The population statistics, POP, show that nearly 
half of Australian residents live in New South Wales and Victoria. The Northern 
Territory has the smallest population with the lowest level of construction activities 
demand compared with other states and territories.  
 
A lower interest rates, IR, policy will encourage investment and increase the level of 
demand in the construction industry. On the other hand, if the national economy is 
overheated, a higher interest rates policy will help to stabilise the macroeconomic 
environment. Interest rates in Australian varied from 3.2% to 7.9% during 1998 and 
2011.  
 
The unemployment rate, UR, is measured as the total number of people not in 
employment who are ready and able to work. A lower local unemployment rate would 
represent a better macroeconomic stabilisation. The highest average unemployment rate 
was observed in Tasmania with 5.7% while the lowest average unemployment rate was 
found in Northern Territory. 
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Table 4.11 Descriptive statistics of regional construction demand and selected 
macroeconomic variables 
Parameters 1998Q3 2011Q1 Mean Lowest Highest S.D. 
Construction demand, CD ($’million) 
NSW  3137 4194 3853 2212 6851 871 
VIC  2161 5621 4014 2076 6810 1245 
QLD  1523 3173 3217 1367 7162 1359 
SA  435 943 804 349 1745 335 
WA  768 2555 1781 712 4635 876 
TAS  77 284 206 70 481 103 
NT 157 185 157 57 374 76 
ACT 167 540 331 97 959 199 
State income, SI ($’million)  
NSW  54056 100175 77799 53850 105772 15056 
VIC  38032 78012 58856 37312 83908 13354 
QLD  26454 61864 45322 26454 67157 13786 
SA  10571 21772 16368 10147 23468 3865 
WA  15781 41613 26533 15294 43614 9445 
TAS  3091 6652 4817 3024 7041 1240 
NT 2290 4558 3372 1924 5030 988 
ACT 4263 11908 7905 4103 12421 2486 
Construction producer price indices, CPPI 
NSW  98.2 153.2 125.8 98.2 153.2 18.3 
VIC  98.0 153.3 126.6 98.0 153.3 16.5 
QLD  99.3 164.7 132.8 99.3 171.3 26.5 
SA  98.3 157.8 128.7 98.3 158.0 19.2 
WA  99.1 189.2 143.1 99.1 192.4 35.5 
TAS  100.0 171.8 129.4 99.8 171.8 24.9 
NT 100.5 184.9 130.6 99.2 184.9 31.7 
ACT 99.3 165.1 131.9 99.3 165.1 22.2 
State population, POP (’000) 
NSW  6358 7279 6782 6358 7279 264 
VIC  4649 5599 5064 4649 5599 287 
QLD  3460 4549 3973 3460 4548 347 
SA  1491 1653 1558 1491 1653 49 
WA  1831 2321 2036 1831 2321 150 
TAS  472 511 486 471 511 13 
NT 190 231 208 191 231 13 
ACT 310 363 332 310 363 15 
State interest rates, IR (%) 
AU 5.0% 4.8% 5.4% 3.2% 7.9% 1.05 
State unemployment rates, UR (%) 
NSW 7.1% 4.9% 5.5% 4.5% 7.1% 0.59 
VIC  7.8% 4.9% 5.6% 4.4% 7.8% 0.84 
QLD  8.5% 5.5% 6.0% 3.6% 8.6% 1.60 
SA  9.8% 5.5% 6.2% 4.7% 9.8% 1.28 
WA  6.8% 4.3% 5.1% 2.8% 7.4% 1.31 
TAS  10.2% 5.7% 7.0% 4.0% 10.2% 1.77 
NT 4.3% 2.6% 4.7% 2.6% 7.6% 1.21 
ACT 6.5% 3.5% 3.9% 2.5% 6.5% 1.01 
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The statistics of average quarterly construction demand per capita, state income per 
capita and ratio of construction demand to state income across states and territories in 
Australia are summarised in Table 4.12. The Australian Capital Territory both has the 
largest average construction demand per capita and the highest state income per capita. 
These data show that the Australian Capital Territory has higher levels of economic 
development and demand for construction. Table 4.12 indicates Queensland has the 
highest average ratio of construction demand to state income with 6.8%, which means 
the local residents and government are likely to spend 6.8% of their income on 
purchasing construction products or services. 
 
Table 4.12 Statistics of per capita of construction demand and state income  
States and territories Average quarterly 
CD per capita ($) 
Average quarterly 
SI per capita ($) 
Average ratio of 
CD to SI 
NSW 566 11407 5.2% 
VIC  783 11515 6.4% 
QLD  791 11201 6.8% 
SA  510 10439 4.5% 
WA  854 12778 6.2% 
TAS  418 9852 3.9% 
NT 742 15999 5.0% 
ACT 975 23514 3.9% 
 
4.4.2 Identifying determinants of regional construction demand 
As mentioned in Section 3, cointegration and causality tests were employed to identify 
determinants for construction demand. Before conducting panel cointegration and 
causality tests, the panel time series are first tested for unit root or the order of 
integration. While time-series property of a variable is of significant interest to 
economists; the statistical properties of time-series estimators actually depend on 
whether the data are stationary or nonstationary. If the data are nonstationary, or contain 
unit roots, standard estimators will have nonstandard distributions (Hsiao 2003). 
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The results of panel data unit root test are summarised in Table 4.13, which shows the 
results of five tests statistics for each variable. Five panel unit root tests were employed, 
including Levin-Lin-Chu (2002) (LLC), Breitung (2001), Im-Pesaran-Shin (2003) (IPS), 
a modified version of the test described by Dickey and Fuller (1979) (ADF) and a test 
introduced by Phillips and Perron (1988) (PP). The results of panel unit root tests 
represent that e most of the level values of six variables are panel non-stationary at level, 
but all tests of the first difference reject the joint null hypothesis at 0.05 significance. 
Thus, all panel series are non-stationary at levels, but stationary after first difference I(1). 
Then, panel cointegration tests are conducted to determine if a long-run relationship 
exists between construction demand, state income, population size, unemployment rates 
and interest rates. 
 
Table 4.13 Panel unit root tests between regional construction demand and 
economic indicators 
Unit root tests  LLC Breitung IPS Fisher-ADF Fisher-PP 
Levels CD -2.25* -2.65 0.15 10.61 19.83 
 CPPI -1.21 2.55 2.76 3.96 3.58 
 SI 3.43 -1.79* 5.14 2.12 5.13 
 POP 2.82 4.58 9.42 2.86 0.06 
 UR 0.96 4.33 -1.11 26.23 3.83 
 IR -2.38** -6.91** -4.22** 43.80** 13.20 
First difference CD -6.45** -7.36** -5.30** 59.17** 106.25** 
 CPPI -3.48** -3.84** -3.42** 41.35** 74.63** 
 SI -2.79** -9.28** -15.11** 197.75** 1851.42** 
 POP -3.12** -2.53** -4.02** 46.89** 123.47** 
 UR -5.38** -1.72* -8.01** 95.17** 86.66** 
 IR -9.53** -9.56** -7.37** 77.84** 71.25** 
Note: All unit root tests were individual trends and intercepts for each series. The null 
hypothesis is the unit root for all tests. Lag length are determined by the Schwarz 
Bayesian Criterion. * denotes rejection of null hypothesis of unit root based on their P-
value at the 0.05 significance level; ** denotes rejection of null hypothesis of unit root 
based on their P-value at the 0.01 significance level. 
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Panel cointegration estimation 
Having established that construction demand, construction producer price indices, state 
income, population size, unemployment rates and interest rates are I(1), the next step is 
to determine whether a long-term equilibrium relationship exists between them. The 
Pedroni’s heterogeneous panel cointegration tests were conducted to test for group 
cointegration and bivariate cointegration relationship between construction demand and 
other variables.  
 
As previous mentioned in the Methodology Section, two kinds of statistics panel and 
group were used to observe the relationship between construction demand and selected 
macroeconomic variables in the Pedroni’s tests. The first four test statistics are based on 
the “within” dimension, panel statistics. If the null is rejected, then the level of demand 
in construction and other variables are cointegrated for all regions. The last three test 
statistics are based on the “between” dimension, group statistics. In this case, 
cointgration among construction demand and determinants exists in at least one of the 
eight states construction markets.  
 
The results of bivariate panel cointegration tests between construction demand and other 
variables were summarised in Table 4.14. For all panels in Table 4.14, the panel v-
statistic, panel rho-statistic, panel PP-statistic, panel ADF t-statistic, Group rho-statistics, 
Group PP-statistics and Group ADF-statistics clearly reject the null of cointegration at 
the 0.05 significance level. It also reveals that the hypothesis of a zero cointegration 
vector cannot be rejected at the 0.05 significance level by all the group statistics.   
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Table 4.14 Bivariate panel cointegration tests  
Test statistics CPPI SI POP UR IR 
Panel v-statistics 1.54* 2.73** 1.81* 6.22* 1.49* 
Panel rho-statistics -14.97** -15.91** -12.86** -10.02** -13.51** 
Panel PP-statistics -11.12** -11.24** -9.17** -7.40** -11.99** 
Panel ADF-statistics -6.01** -5.07** -4.60** -4.05** -9.53** 
Group rho-statistics -10.22** -11.64** -8.21** -7.44** -8.74** 
Group PP-statistics -9.76** -10.62** -7.62** -7.11** -9.92** 
Group ADF-statistics -4.85** -4.21** -3.43** -4.23** -8.55** 
Note: Lag length are determined by the Schwarz Bayesian Criterion,  
*denotes significance at 0.05 level, 
**denotes significance at 0.01 level. 
 
Panel dynamic causality estimation 
Table 4.15 shows the results of panel causality between construction demand, 
construction producer price indices, state income, size of population, unemployment 
rates and interest rates. The significance of the causality results are determined by the 
Wald F-test. In the short-run, there is a bidirectional relationship between construction 
demand and construction producer price indices. According to the law of demand, when 
the product is at a higher price, a lower amount of product will be demanded than at 
lower prices and vice versa.  
 
On the other hand, the change of demand will affect price movement. In the construction 
market, the effects of changes of demand on the price are that the construction price 
rises when the level of demand increases and the construction price falls when the level 
of demand decreases. The results of long-run causality and strong exogeneity tests also 
prove that there is a bidirectional, long-term relationship between construction demand 
and the construction price in the eight sub-national construction markets. 
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Table 4.15 Panel VEC model causality tests  
Null hypothesis Short-run causality test Long-run causality test Strong exogeneity test 
οܥܦ ՜ οܥܲܲܫ 5.07** 13.92*** 5.50*** 
οܥܲܲܫ ՜ οܥܦ 24.61*** 3.15* 9.17*** 
οܥܦ ՜ οܵܫ 9.27* 3.56* 5.23** 
οܵܫ ՜ οܥܦ 8.65** 45.56*** 23.28*** 
οܥܦ ՜ οܱܲܲ 5.82 1.47 2.89 
οܱܲܲ ՜ οܥܦ 9.11*** 38.63*** 19.33*** 
οܥܦ ՜ οܷܴ 18.16*** 4.69* 2.60* 
οܷܴ ՜ οܥܦ 15.22*** 5.2** 25.07*** 
οܥܦ ՜ οܫܴ 4.94 3.84** 2.44 
οܫܴ ՜ οܥܦ 21.85*** 4.22*** 3.38*** 
Note: ՜ means variable x does not Granger cause variable y.  
*indicates significance at the 0.1 level; **indicates significance at the 0.05level; 
***indicates significance at the 0.01 level 
 
In general, an increase in national income or GDP would affect construction demand in 
two ways. First, residents can chose to spend the extra money earned in the real estate 
market, which would directly stimulate the level of demand in the residential 
construction market. Second, a national economic growth would expand investment in 
commercial buildings, rail, road and public facilities. At the same time, increase 
investment in construction can increase capital stock not only for the national economy 
but also for other economic sectors, and then lead the growth in the economy. It is 
evident that in the short run, there is a bidirectional relationship between construction 
demand and state income. This relationship reveals that change of construction demand 
would lead to a short-term effect in the growth of the economy and vice versa. 
Furthermore, bidirectional causalities are found between state income and construction 
demand both in long-run and strong causality tests. These results further support that the 
increase in demand for construction can help to lead both short-term and long-term 
economic growth in Australia. 
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The results of causality tests indicate that there is unidirectional relationship between 
construction demand and the size of population both in the long and short runs. This 
result confirms that the change of population is one of the most important factor which 
affects change of demand in the construction market. Bidirectional relationships are 
found between construction demand and unemployment rates both in the long and short 
runs. The construction industry is more labour intensive than other industries. The 
construction industry can generate sustained employment in many countries especially 
in some developing countries. An increase in unemployment may discourage investment 
in the construction market because employment is the main source of income for 
residents, and a rise in unemployment rates represents a lowering of the purchasing 
power of the population as well as a lower demand. The changes of interest rates reflect 
the general view of macroeconomic situation. The panel causalities between 
construction and interest rates indicate that changes of interest rates can significantly 
cause the shift of demand for construction both in the short and long runs in the eight 
Australian sub-regional markets. The movement of construction demand only has long-
run effects on the interest rates. This finding suggests that as an important sector, 
changes in the construction industry could affect future decision making and 
implementation of monetary policies in the long-run. 
 
Predictive power of determinants of regional construction demand 
The results of panel cointegration and causality tests show that construction producer 
price indices, state income, state population, state unemployment rates and interest rates 
exhibit significant predictable variation. In this subsection, estimates of changes to 
expectation of each these components determines the variation of regional construction 
demand are examined by panel variance decomposition analysis. The variance 
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decompositions show the portion of variance in the prediction for each variable in the 
system that is attributable to its own shocks and to shocks to other variables in the 
system. The results of forecast error variance decomposition analysis over ten quarter 
periods are summarised in Table 4.16, which shows that shocks to the size of population, 
unemployment rates and prices of construction account for more variation in demand for 
construction than variations produced by shocks to state income and interest rates. For 
example, a shock to the unemployment rates explained about 7.4% of the variances in 
construction demand over 10 quarters. A shock to the interest rates only explains only 1% 
of demand for construction. The corresponding variations in regional construction 
demand due to a shock in growth of population and construction prices are 7.8% and 
6.3%, respectively, which is a clear indication that population changes produce the 
largest variation in demand for construction in the six Australian states and two 
territories. The results of predictive power of determinants of regional construction 
demand are consistent with the national construction market. The growth of population, 
employment and prices changes are the key influencing factors that can predict future 
variations in both national and regional construction demand in Australia. 
 
Table 4.16 Variance decomposition of regional construction demand and its 
determinants over ten quarters 
Period CPPI to CD SI to CD POP to CD UR to CD IR to CD 
1 0.00 0.00 0.00 0.00 0.00 
2 0.68 1.13 0.80 0.17 0.10 
3 2.85 2.97 1.12 0.15 2.12 
4 3.07 3.65 2.52 4.71 1.72 
5 2.90 3.49 2.50 7.60 1.57 
6 3.44 3.38 3.53 7.01 1.39 
7 4.86 3.38 4.15 6.64 1.27 
8 5.49 3.36 5.83 6.99 1.19 
9 5.86 3.28 6.45 7.36 1.09 
10 6.30 3.22 7.80 7.36 1.01 
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4.5   Summary 
This study has delivered an innovative approach for identifying and evaluating the 
economic determinants of demand for both Australian national and regional construction 
markets. The economic indicators adopted in this study are classified into five categories 
based on demand theory. The effects of economic indicators and categories on the 
growth of demand in the construction market are estimated in this study. A series of 
econometric techniques, Johansen cointegration, Granger causality and forecast error-
variance decomposition estimation have been employed to explore the long-run and 
causal relations and to evaluate the forecast contributions of economic indicators on the 
demand for construction. The conclusions can be stated as follows: 
 
In this study, 14 economic indicators have been identified as the determinants of demand 
for the national Australian construction market based on the long-run and causal 
relationship estimations. It is important for construction contractors, tender applicants 
and developers to observe the fluctuations of construction price, national income, size of 
population, unemployment rates, value of export, interest rates and household 
expenditure in order to predict the future demand for the construction market, because 
these determinants are the most important factors able to explain the level of demand for 
construction. Changes in the categories of consumer’s expectation, demography and 
labour force, income and production play key roles in explaining the future variation of 
demand for construction in the future ten quarters. In contrast, change in other factors 
(value of export and bank loans) had the least influence in affecting future construction 
demand during the study period. Compared with previous studies in the field of 
construction demand and economic indicators, three indicators (household expenditure, 
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export price index and labour costs) were found to be new determinants in this study. 
Strong links were confirmed between these determinants and the level of demand in the 
construction market. Furthermore, policies aimed at enhancing employment and 
encouraging the export of goods and services can help to raise the demand for Australian 
construction market significantly. It was also revealed that while the fluctuation of new 
house prices can affect the level of demand in the construction market, established house 
prices cannot. 
 
In order to measure determinants for regional construction demand, this study has 
employed a series panel econometric technique to estimate the long-term and short-term 
causal relationships and predictive power of selected key economic indicators. The 
results of causal relation analysis indicate that all selected five regional macroeconomic 
indicators have long-term and short-term predictive relationships with regional 
construction demand. The construction producer price indices, state population and state 
unemployment rates were found to be playing key roles in predicting future demand for 
construction in Australia. Understanding the determinants of construction demand 
movements is crucial to the forecasting of demand for construction. The determinant 
measurement procedure developed in this study provides the basis for developing 
macroeconomic forecasting models of both national and regional construction demand 
in Australia. Moreover, the determinant selection techniques can also be used in 
modelling other macroeconomic construction activities. 
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5. Estimating construction demand in Australia 
5.1   Introduction 
Last chapter has introduced the Australian construction industry and database of the 
construction demand and macroeconomic indicators. The determinants of construction 
demand have been identified through a series of econometric estimations, such as 
Johansen cointegration, Granger Causality and variance decomposition tests. This 
chapter will apply established temporal estimation models, the conventional VEC model 
and VEC model with dummy variable, to estimate national construction demand based 
on selected determinants of construction demand.  
 
Reliable estimation of construction demand is essential for the construction industry as 
the future variation in construction demand can affect the decisions of construction 
contractors, property investors and related financial institutions. Various estimating 
techniques for construction demand have been studied, but few researchers have 
considered the impact of global economic events. In order to better estimate demand for 
construction during the global economic downturn, the impact of the recent global 
financial crisis on the Australian construction industry will be estimated and further 
factored into the estimation model.  
 
This chapter will first test stationary for all the selected variables, then identify the 
number of long-run equilibrium equations in the VEC models. After that the proposed 
models will be established and model validation will be tested. Next, the forecasts of 
construction demand will be generated by proposed VEC models. Finally, the 
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forecasting results will be tested for forecasting accuracy and further compared with 
other temporal econometric estimating models, such as multiple regression and Box-
Jenkins methods, in order to select a more reliable estimating model for demand 
forecasting in the Australian construction industry. 
 
5.2   Establishing temporal estimation models 
5.2.1 VEC model and VEC model with dummy variables 
Before conducting each of the regression models, all the variables should be integrated 
at the same order or contain a deterministic trend. A stationary time series process has a 
stable probability distribution over time. As the nonstationary time series behaviour is 
unpredictable over time and the regression of non-stationary time series would lead to a 
phenomenon of spurious regression (Luo al et. 2007a). The ADF and PP unit root tests 
were carried out to test stationary for all the variables. The null hypothesis of 
nonstationary is performed at the 0.01 and 0.05 significance levels. The results are 
summarised in Table 5.1, which suggest that all the variables were stationary after the 
first difference at the 0.01 and 0.05 significance levels.  
 
Using VAR system, the optimal lag length can be determined by comparing the values 
of Akaike information criterion (AIC) and Schwarz criterion (SC) tests (Grasa 1989). 
Moreover, the judgment of the optimal lag length should still take other factors into 
account, such as autocorrelation, heteroskedasticity, possible ARCH effects and 
normality of the residuals (Asteriou 2005). 
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Table 5.1 Results of ADF and PP unit root tests 
Indicators ADF unit root test   PP unit root test  
Level   1st difference   Level   1st difference 
t-Stat P   t-Stat P    t-Stat P   t-Stat P  
CD 2.02 0.99   -8.62 0.00**   -1.25 0.65   -11.95 0.00** 
NI 0.34 0.98   -4.92 0.00**   0.41 0.98   -6.01 0.00** 
VOE 2.47 1.00   -8.12 0.00**   -1.87 0.34   -8.79 0.00** 
HHE -1.73 0.41   -6.35 0.00**   -1.74 0.41   -6.27 0.00** 
CPPI 2.43 1.00   -3.18 0.03*   -0.26 0.92   -3.18 0.03* 
UR -1.12 0.24   -4.11 0.01*   -1.26 0.19   -4.11 0.01* 
POP 1.97 0.99   -3.68 0.03*   1.18 1.00   -7.54 0.00** 
IR -0.38 0.54   -4.63 0.00**   -0.75 0.39   -4.49 0.00** 
Note: CD, loge of construction demand; NI, loge of national income; VOE, loge of value 
of export; HHE, loge of household expenditure; CPPI, loge of construction producer 
price index; UR, loge of unemployment rates; POP, loge of size of population; IR, loge 
of interest rates.ο is the first difference operator. 
 * denotes rejection of null hypothesis of unit root based on their P-value at the 0.05 
significance level; ** denotes rejection of null hypothesis of unit root based on their P-
value at the 0.01 significance level. 
 
In this study, five selection criteria:  The sequential modified likelihood ratio test 
statistic, final prediction error, Akaike information criterion, Schwarz information 
criterion and Hannan-Quinn information criterion which have been introduced by 
Lutkepohl (1993) were employed. The smallest value of these 5 criteria points are used 
to identify the optimal lag length (Liu et al. 2008). Based on the VAR lag length 
selection system, the smallest values of the LR, FPE, AIC, SC and HQ tests indicate that 
the lag length for the VEC models was three. 
 
After that, cointegration tests were carried out, and the results of the trace statistics 
indicate that each variable ௧ܻ  has a linear trend with an intercept but construction 
demand has no trend in the co-integrating relation. The deterministic trend in model 
three and one cointegration relationship were identified and implemented into the VEC 
models. As cointegration relationships were found between the construction demand and 
selected economic indicators, the general VEC model and the VEC model with global 
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event dummy were constructed. Specifically the VEC model for construction demand 
(ܥܦ௧) can be constructed based on Equations (3.27) as follows 
 
οܥܦ௧ ൌ ܥ ൅ ߙሺߚc ୲ܻିଵ ൅ ߩ଴ሻ ൅෍ߠଵǡ௜οܥܦ௧ି௜
௞
௜ୀଵ
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௜ୀଵ
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௜ୀଵ
൅෍ߠ଺ǡ௜οܱܲ ௧ܲି௜
௞
௜ୀଵ
൅෍ߠ଻ǡ௜οܫܴ௧ି௜
௞
௜ୀଵ
൅෍ߠ଼ǡ௜οܸܱܧ௧ି௜
௞
௜ୀଵ
൅ ߝ௧ሺͷǤͳሻ 
 
where ߙ  is the adjustment coefficient,ߩ଴  is the intercept of co-integrating equations, 
௧ܻିଵ are the ߇(1) vectors at time t-1. ߠ௝ǡ௜ reflects the short-run aspects of the relationships 
between the independent variables and the target variable. At time t, ܰܫ௧ is the national 
income, ܪܪܧ௧  is the household expenditure, ܥܲܲܫ௧  is the construction producer price 
index, ܷܴ௧ is the unemployment rates, ܱܲ ௧ܲ is the size of population, ܫܴ௧ is the interest 
rates and ܸܱܧ௧ is the value of export.  
 
The VEC model using the late 2000s financial crisis dummy variable ( ܦ௧ ) for 
construction demand can be constructed based on Equation (3.30) as follows 
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where ߜ is the coefficient of the dummy variable, and ܦ௧ is the dummy variable for an 
one-off event. The first sign of the deterioration in Australia’s construction market was 
in the second half of 2008 when the demand for construction declined over 29% during 
these six months. At the same time, the first significant policy response to the global 
financial crisis came from the Australian Commonwealth Government. The government 
announced it would guarantee all bank deposits, and an economic stimulus package 
worth AUD 10.4 billion was announced. In this package, AUD 1.5 billion was allocated 
to support housing construction. This announcement could be considered as an ideal 
indicator that denoted when the financial crisis started to affect the Australian economy. 
Through a series of effective boost strategies, the approvals in the Australian 
construction market reached the same level in the September quarter of 2009 as at the 
beginning of the global financial crisis, and the Australian Government was able to 
announce that the economy of Australia had recovered from the late 2000s global 
financial crisis (Henry 2009). At the same time, the Reserve Bank of Australia (RBA) 
announced it would raise the cash rate by 25 base points. Indeed, the period of the late 
2000s global financial crisis that affected the Australian economy can be defined as 
starting in September 2008 and finishing in September 2009.  
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The estimates of the general VEC model and the VEC model with dummy variables for 
construction demand are reported in Tables 5.2 and 5.3 respectively. The specifications 
of two VEC models show that the construction demand was significantly affected by the 
national income, household expenditure, the construction producer price index, 
population, interest rates and the value of exports, which support that a rise in income 
household expenditure and population will lead an increase in demand for construction. 
However, an increase in unemployment rates and interest rates will lead a decrease in 
demand for construction. Additionally, the lagged national income and population are 
highly endogenous and have significant causal relationships with construction demand at 
three-quarter time frame. The estimates also suggest that lagged construction demand, 
changes in interest rates and household expenditure affect construction demand 
significantly at the three-quarter time frame. However, demand variation has no 
relationship with lagged unemployment rates and construction prices in the short-run. 
The general VEC model and the VEC model with the global event dummy were 
examined for their model fit based on the values of R-squared, Sum square residue, 
Standard Error (SE) of the equation and Log likelihood. The VEC model with the crisis 
dummy variable has a higher R-square value with 0.75 than the general VEC model with 
0.68. This suggests that approximately 75% of the variations in Australian construction 
demand could be captured by the VEC model with event dummy. 
 
A rise in unemployment rates represents a lowering of the purchasing power of the 
population as well as a lower demand. However, the estimates of the VEC model 
without event dummy indicate the changes of unemployment rates can not affect the 
level of demand in the construction market significantly. It may be due to some variation 
of construction demand is caused by some external impacts (such as, deep recession of 
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global economy, bankrupt of financial facilities, etc.), while the relationships among 
economic indicators and construction demand cannot be estimated correctly. 
 
Table 5.2 Estimates of construction demand by using the conventional VEC model 
Variables οܥܦ௧   
ܥܦ௧ିଵ 1   
ܰܫ௧ିଵ 29.19 (5.71)***   
ܪܪܧ௧ିଵ -6.35 (-1.79)**   
ܥܲܲܫ௧ିଵ 4.63 (4.36)***   
ܷܴ௧ିଵ 1.06 (1.15)   
ܱܲ ௧ܲିଵ -166.20 (-8.11)***   
ܫܴ௧ିଵ -2.14 (-5.15)***   
ܸܱܧ௧ିଵ 4.20 (4.79)***   
C 1281.55   
CointEq1 ሺߙሻ 0.18 (1.55)*   
ߩ଴ -0.54 (-1.50)*   
Error correction  t-1 t-2 t-3 
οܥܦ -0.31 (-1.30) -0.39 (-2.26)** -0.01 (-0.03) 
οܰܫ -7.01 (-2.02)** -6.21 (-1.94)** -4.14 (-1.46)* 
οܪܪܧ 2.54 (0.80) 7.62 (2.35)** -0.54 (-0.14) 
οܥܲܲܫ 3.74 (1.03) -0.46 (-0.11) -2.57 (-0.62) 
οܷܴ 0.54 (-0.62) -0.35 (-0.42) 0.06 (0.08) 
οܱܲܲ 85.25 (1.67)* 90.26 (1.70)** 49.82 (1.21) 
οܫܴ 0.34 (1.15) 0.39 (1.24) -0.22 (-0.73) 
οܸܱܧ 0.32 (0.48) -0.43 (-0.62) 0.22 (0.29) 
R-squared 0.68   
Sum sq. residue 0.17   
S.E. equation 0.09   
Log likelihood 67.69   
Note: CD, loge of construction demand; NI, loge of national income; VOE, loge of value 
of export; HHE, loge of household expenditure; CPPI, loge of construction producer 
price index; UR, loge of unemployment rates; POP, loge of size of population; IR, loge 
of interest rates.ο is the first difference operator. Values in parenthesis are t-statistics. 
* denotes t-statistics significant at 0.1 level;** denotes t-statistics significant at 0.05 
level;*** denotes t-statistics significant at 0.01 level 
 
In contrast, the changes of unemployment rates can significant affect construction 
demand in the VEC model with event dummy and the relationships among construction 
demand and economic indicators can be more accurately estimated after considering 
external interventions.  
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Table 5.3 Estimates of construction demand by using the VEC model with dummy 
variables 
Variables οܥܦ௧   
ܥܦ௧ିଵ 1   
ܰܫ௧ିଵ 2.97 (1.82)**   
ܪܪܧ௧ିଵ -4.66 (4.55)***   
ܥܲܲܫ௧ିଵ -1.46 (-5.36)***   
ܷܴ௧ିଵ 0.54 (1.91)**   
ܱܲ ௧ܲିଵ -28.27 (-4.18)***   
ܫܴ௧ିଵ -0.33 (2.54)***   
ܸܱܧ௧ିଵ 2.15 (1.66)*   
C 179.27   
CointEq1 ሺߙሻ 0.10  (0.27)   
ߩ଴ -0.13 (-1.27)   
DUMMY -0.25 (-2.54)***   
Error correction  t-1 t-2 t-3 
οܥܦ -0.41 (-1.12) -0.51 (-2.02)* -0.09 (-0.38) 
οܰܫ -1.68 (-0.72) -2.67 (-1.09) -2.08 (-0.85) 
οܪܪܧ -1.04 (-0.35) 4.98 (1.78)** 0.62 (0.18) 
οܥܲܲܫ 2.34 (0.65) 0.59 (0.16) -4.60 (-1.51)* 
οܷܴ 0.50 (0.81) -0.38 (-0.50) 0.15 (0.23) 
οܱܲܲ 10.23 (0.39) 37.24 (1.58)* 30.53 (1.02) 
οܫܴ -0.10 (-0.39) -0.01 (-0.02) -0.42 (-1.44)* 
οܸܱܧ 0.49 (0.80) -0.19 (-0.31) -0.26 (-0.38) 
R-squared 0.75   
Sum sq. residue 0.13   
S.E. equation 0.08   
Log likelihood 73.59   
Note: CD, loge of construction demand; NI, loge of national income; VOE, loge of value 
of export; HHE, loge of household expenditure; CPPI, loge of construction producer 
price index; UR, loge of unemployment rates; POP, loge of size of population; IR, loge 
of interest rates.ο is the first difference operator. Values in parenthesis are t-statistics. 
* denotes t-statistics significant at 0.1 level;** denotes t-statistics significant at 0.05 
level;*** denotes t-statistics significant at 0.01 level 
 
The global financial crisis dummy variable performs a negative coefficient in the model 
with -0.25, which confirms that construction demand in Australia received a significant 
negative impact from the recent global financial crisis. In the Australian construction 
market, the total actual value add of construction work approved had a negative value of 
AUD 5052 million during the crisis period (Australia Bureau of Statistics, 2011). The 
Australian government would encourage investment in the construction market of no 
less than AUD 5052 million to correct the effect of the financial tsunami. 
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5.2.2 MR and BI models 
The forecasts of VEC models were further compared with results of two most commonly 
used forecasting techniques, namely Box-Jenkins and multiple regression models for 
identifying a more reliable forecasting technique. The multiple regression modelling 
technique is generally used for linear regression prediction but the relationship it 
produces between the dependent variables can be used to fit non-linear models (Wong 
and Ng 2010). A multi-regression model based on the Equation (3.26) is established 
with lagged independent variable while the error term of the regression model had 
autocorrelation (AR) problems. An autoregressive error model with autoregressive 
parameter AR(*) is applied to correct the estimated serial correlation. In the multiple 
regressions, the error term of the regression model has autocorrelation problems as 
indicated by the correlograms of autocorrelation and partial autocorrelations of the 
residuals and significant Ljung-Box Q-statistic. An AR(*) term was applied to discount 
the estimated serial correlations and corrected best-fit MR model could generate more 
accurate forecasting results. The estimated results of the MR model for construction 
price prediction are summarized in Table 5.4 with a reasonably high R-square value 
(0.93).  
 
Box-Jenkins (1970) applied autoregressive-integrated-moving models to forecast time-
series which is known as Box-Jenkins approach. As a benchmark model, the Box-
Jenkins approach has been proved to be reliable in construction prediction due to its 
structured modeling basis and acceptable predicting performance (Hua and Pin 2000; 
Wong and Ng 2010). The ARIMA (p, d, q) model is a rth order difference Auto-
Regressive Moving Average (ARMA) model. To establish an ARIMA model, periodic 
variations and systematic changes in these properties must first be identified and 
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removed. An autocorrelation function (AC) is used for checking the stationary nature of 
the time series. After that the behaviour of AC and partial AC functions (PAC) will be 
served as the key to identification of the best fit model. If the AC function of the time 
series values either cuts off fairly quickly or dies down fairly quickly, then the time 
series values should be considered stationary. 
 
Table 5.4 Estimates of multiple regression model of the construction demand 
Variables Regression coefficient Standard error t-Statistic P-value 
ܰܫ௧ 3.26 1.26 2.58 0.01 
ܪܪܧ௧ 2.86 1.30 2.20 0.03 
ܥܲܲܫ௧ -1.11 0.77 -1.42 0.16 
ܱܲ ௧ܲ 4.82 5.39 1.53 0.13 
ܷܴ௧ -0.66 0.45 -1.49 0.14 
ܫܴ௧ -0.44 0.18 -2.35 0.02 
ܸܱܧ௧ -1.72 0.47 -3.64 0.00 
C 46.59 42.11 1.10 0.27 
AR(2) -0.11 0.16 -0.67 0.51 
R-squared 0.93    
Sum sq. residue 0.34    
S.E. equation 0.09    
Log likelihood 53.16    
 
On the other hand, if the AC function of the time series values dies down extremely 
slowly, then the time series values should be considered non-stationary. There are three 
stages in the forecasting procedure by using Box-Jenkins approach (Hua and Pin 2000) - 
stage 1, conduct a stationary test by using AC function; stage 2, identify a specific model 
that best suits the characteristics of the time series; stage 3, generate forecasts based on 
the ARIMA model established. If the tentative model is not satisfactory, then return to 
the stage 2. The quarterly “construction demand” data from 1998Q3 to 2009Q2 was 
used to develop the ARIMA model based on the Box-Jenkins approach shown in Figure 
3.2. The rest 7 data points (2009Q3-2011Q1) were left behind for goodness-of-fit testing. 
First stage is stationary test. The correlogram of quarterly value of construction 
approvals was presented in Figure 5.1, which shows there is strong autocorrelation and 
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non-stationary in the construction demand time series. At the same time, the results of 
Augmented Dickey-Fuller test in Table 5.1 also indicate that a unit root can be rejected 
for the first difference of “construction demand” data series. 
 
 
Figure 5.1 Correlogram of the quarterly value of construction approvals 
 
Second stage is model identification. Using Table 3.2 as principle, the behaviour of the 
autocorrelation and the partial correlation functions serve as the key to arrive at a 
tentative ARIMA model. The AC and PAC functions of the value of construction 
approvals in Figure 5.2 indicate the best fitted ARIMA model. The AC function appear 
to cut off after lag 2, then the fitted ARIMA model can be identified as ARIMA (2,1,0). 
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Figure 5.2 Correlogram of the quarterly value of construction approvals first-
differenced 
 
A hypothesis was employed to test the possibility of having constant and trend 
components in the ARIMA model. The results suggest that there has no constant and 
trend terms for the construction demand series in the ARIMA model. The final form of 
ARIMA (2,1,0) model can be written as,  
 
ܼ௧ ൌ ߙସܼ௧ିସሺͷǤͳሻ 
 
where ܼ௧ is the change of the target variable between current time t and t-1; the ߙ௧ is the 
AR coefficient. The fitted model is presented in Table 5.5.  
 
Table 5.5 Results of ARIMA model fit for construction demand estimating 
Parameter estimate Coefficient Standard error t-value P-value 
Construction demand -0.31 0.14 -2.18 0.03 
 
The fitted model is further examined for its residual in the model validation stage, which 
contains examining autocorrelation and Ljung-Box Q-statistic to determine the adequacy 
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of the proposed model. The correlogram of residual of quarterly value of construction 
demand ARIMA model is presented in Figure 5.3. There have no serial correlation been 
detected in autocorrelation and Ljung-Box Q-statistic. Therefore, the established 
ARIMA (2,1,0) model is robust and proved to be reliable. 
 
 
Figure 5.3 Correlogram of the quarterly value of construction demand ARIMA 
model residual 
 
5.2.3 Model validation of temporal estimating models 
Model validation on the general VEC model, VEC model with dummy variables, MR 
and BJ models was carried out to verify the assumptions of statistical soundness. These 
techniques include serial correlation Lagrange multiplier tests (LM) for up to fourth, 
eighth and twelfth order respectively, White’s test for heteroskedasticity (White) in the 
residual and for model misspecification, and Jarque-Bera test for normality of the 
residual (Jarque-Bera).  
 
Serial correlation Lagrange multiplier test for residual autocorrelation was introduced by 
Breusch (1978) and Godfrey (1978) based on considering an autoregressive (n) model 
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for the residuals. White’s heteroskedasticity test was introduced by White (1980).  
White’s test is a test of the null hypothesis of no heteroskedasticity against 
heteroskedasticity of unknown form (McCurdy and Morgan 1988). An auxiliary 
regression of the squared residuals on all possible cross products of the regressors is 
estimated in the test statistic. White also describes this approach as a general test for 
model misspecification, since the null hypothesis underlying the test assumes that the 
errors are both homoskedastic and independent of the regressor, and that the linear 
specification of the model is correct. Failure of any one of these conditions could lead to 
a significant test statistic. Conversely, a non-significant test statistic implies that none of 
the three conditions is violated. A test for non-normality based on the skewness and 
kurtosis of a distribution was proposed in the study of Jarque and Bera (1987). If the 
residuals are normally distributed, the histogram should be bell-shaped and the Jarque-
Bera statistic should not be significant. (*) are the p-values of three model validation 
analysis. The results of model validation were summarised in Table 5.6, which indicates 
that four forecasting models passed all validation tests at the 5% significant level. 
Therefore, there is no evidence of problems related to serial correlation, 
hereroskedasticity and non-normal errors in selected four forecasting models. 
 
Table 5.6 Model validation tests of temporal estimating models 
Modelling technique VEC  VEC with dummy MR BJ 
LM(4) 76.02 ( 0.14) 86.97 (0.08) 1.80 (0.15) 0.46 (0.76) 
LM(8) 73.99 ( 0.18) 75.33 (0.16) 1.05 (0.41) 0.71 (0.68) 
LM(12) 70.97 ( 0.26) 56.89 (0.72) 1.79 (0.09) 0.55 (0.86) 
White 0.66 (0.83) 0.81 (0.68) 2.81 (0.16) 3.46 (0.07) 
Jarque-Bera 88.35 (0.09) 96.24 (0.18) 58.07 (0.14) 60.12 (0.10) 
Note: LM(p) is the Lagrange multiplier test for residual serial correlation with p lag 
length; White  is White’s test for heteroskedasticity; Jarque-Bera is the Jarque Bera test 
for normality of the residuals; figures in parentheses denote probability values.  
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5.3   Forecasts of temporal estimating models 
A reliable forecast means minimum forecasting errors are generated. The out-of-sample 
testing is carried out to test the prediction reliability for the conventional VEC model, 
the VEC model with dummy variables, BJ approach and MR model. The predictive 
accuracy is estimated by comparing the forecasts with the actual data values.  
 
The mean absolute percentage error and the Theil’s inequality coefficient U are 
employed to quantitatively measure how closely the predicted results track the actual 
values. Generally, any result of the MAPE test smaller than 10% is considered as 
acceptable, while the closer the Theil’s inequality coefficient U value is to 0 the better 
the prediction results achieved (Jiang and Liu 2011).  
 
Table 5.7 shows that the values of the MAPE test of the two models are both less than 
10% absolute percentage error and the coefficients U are all close to 0, which indicates 
that the general VEC model and the VEC model with dummy variables are both 
acceptable for predicting the level of demand for construction. Furthermore, the results 
of the evaluation of prediction accuracy suggest that the VEC model with event dummy 
gives a better prediction result in construction demand forecasting compared with the 
general VEC model by achieving a lower MAPE and Theil’s inequality coefficient U 
statistics i.e 3.78% and 0.0254 respectively. 
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Table 5.7 Results of evaluating prediction accuracy by using VEC models 
 Period Actual 
construction 
demand 
VEC   VEC with dummy 
Predicted 
values 
Percentage 
error 
 Predicted 
values 
Percentage 
error 
2009Q3 25305 23477 -7.22%  26988 6.65% 
2009Q4 23800 24807 4.23%  22279 -6.39% 
2010Q1 18581 16970 -8.67%  18569 -0.06% 
2010Q2 18397 17709 -3.74%  18169 -1.24% 
 2010Q3 19697  18011  -8.56%   19190  -2.57% 
2010Q4 20037 21643 8.02%  21542 7.51% 
2011Q1 18276 19065 4.32%  17909 -2.01% 
       
    MAPE= 6.39%  MAPE= 3.78% 
    U= 0.0337  U= 0.0254 
 
The forecasts produced by MR and BJ techniques are summarised in Table 5.8. The 
results of predictive accuracy suggest that BJ outperforms than MR model by achieving 
lower mean absolute percentage errors and Theil’s inequality coefficient U statistics 
with 7.84% and 0.063 respectively. However, comparing with forecast values generated 
by the VEC models in Table 5.7, it is found that the vector error correction model with 
dummy variables produced better forecasts than conventional VEC model, MR and BJ 
techniques. 
 
Table 5.8 Results of evaluating prediction accuracy by using BJ and MR techniques 
 Period Actual 
construction 
demand 
MR  BJ 
Predicted 
results 
Percentage 
error 
 Predicted 
results 
Percentage 
error 
2009Q3 25305 20653 -18.38%  18391 -27.32% 
2009Q4 23800 21300 -10.50%  24465 2.80% 
2010Q1 18581 19223 3.45%  20782 11.85% 
2010Q2 18397 21170 15.07%  18968 3.11% 
2010Q3 19697 18050 -8.36%  19891 0.99% 
2010Q4 20037 17725 -11.54%  19758 -1.39% 
2011Q1 18276 17406 -4.76%  19630 7.41% 
       
  MAPE = 10.30%  MAPE = 7.84% 
  U = 0.068  U = 0.063 
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The predicted values of construction demand generated by the VEC, VEC with dummy 
variables, MR and ARIMA models are plotted in Figure 5.4 in comparison with the 
actual data. The estimates of construction demand were generated over ex post and ex 
ante forecasting periods. The figure reflects that the previous deviation between actual 
value and predicted value of construction demand is adjusted quarterly towards the 
equilibrium by 31 %. This implies that the process of adjustment in the level of demand 
for the construction market is precarious and sensitive. 
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Figure 5.4 Comparison of actual construction demand and prediction of four 
forecasting models (two vertical dot lines highlight the effect of the financial crisis) 
 
Many construction economists have adopted the ARIMA model to predict demand, 
prices or productivity in the construction market. Some of them claimed that the 
ARIMA models could provide better prediction results than using observed variables to 
capture the movement of construction demand (Hua and Pin 2000; Fan et al. 2010).  
However, compared to the dynamic regression models, the VEC model can preserve the 
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information relating to the key economic indicators and construction demand. In this 
study, ARIMA, the general VEC models and the VEC model with dummy variables 
were proved to be acceptable for forecasting construction economic indicators, while the 
VEC model when considering external impacts, compared with the general VEC model, 
is a more reliable and robust approach for forecasting demand in the Australian 
construction market. The VEC model with dummy variables provides a valuable future 
direction for construction developers, policy makers and stakeholders to project the 
growth of the construction market and to formulate appropriate development strategies. 
 
5.4 The effects of the global financial crisis on national construction 
demand 
The intervention of the recent global financial crisis on construction demand is estimated 
in Section 5.2. Predict construction demand backward to the period of global financial 
crisis based on established the VEC models (in Table 5.3). Through this procedure, the 
values of construction demand with intervention analysis are estimated under two 
scenarios, each with different assumptions regarding the trend of the social and 
economic factors selected in estimating construction demand.  
 
Scenario A -- The change of construction demand is assumed to follow the trend of 
economic growth in the pre-crisis period. The VEC model of construction demand is 
solved based on the dynamic solution technique, which solve the model according to the 
forecast series of selected macroeconomic variables during the event period. The 
estimated values of construction demand with intervention analysis are interpreted as the 
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value of construction demand changes from 2008Q3 to 2009Q2 without being shocked 
from the late 2000s global financial crisis.  
 
Scenario B -- The change of construction demand is assumed to follow the trend of 
economic growth in the post-crisis era. A statistic solution technique is conducted to 
solve the value of construction demand with intervention analysis based on the statistic 
data of selected macroeconomic variables. 
 
Based on two scenarios, the results of the impact of the late 2000s global financial crisis 
on construction demand are summarised in Table 5.9, which shows a significant loss in 
the value of construction demand with AUD-26075.3 million during the financial 
tsunami if there was no financial crisis and economic growth followed the pre-crisis 
trend. Based on the statistic solution, the levels of demand in the construction industry 
were impacted heavily with -3750 million by the crisis in 2009Q2. In regard to the 
results of the intervention analysis in the Scenario B, the government policy makers 
should note that the value of construction demand is under valuation of AUD 12955.6 
million in 2009Q2. In the latter quarter, a further boost strategy would be to increase 
investments on construction by these amounts to correct the effects of the late 2000s 
financial crisis on the construction industry. 
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Table 5.9 The impacts of the late 2000s global financial crisis on national 
construction demand 
Estimated
values Net effects
Estimated
values Net effects
2008Q3 22333.6 25346.8 -3013.2 25346.8 -3013.2
2008Q4 15662.0 21970.3 -6308.3 19135.6 -3473.7
2009Q1 14476.2 22488.5 -8012.3 17194.2 -2718.1
2009Q2 16241.9 24983.4 -8741.5 19992.5 -3750.6
Total net effects -26075.3 -12955.6
Actual
values
Period Scenario A Scenario B
 
 
Both the solved results of Scenario A and B are compared with actual values of 
construction demand in Figure 5.5. The gaps between values with intervention analysis 
and actual values can be seen as the net effects of the recent global financial tsunami on 
the level of demand for construction. 
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Figure 5.5 Comparison of actual construction demand and estimated construction 
demand with intervention analysis during the late 2000’s crisis. 
 
The recovery of Australia’s economy and construction market from the recent global 
economic recession was successful but would not have worked without a series of 
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corrective and effective stimulating strategies put in place by the Australian government. 
During the period of the 2008-2009 crisis, these policies included the first home buyer’s 
grant, which encouraged residents to buy their first property, and an increase in 
investment in public facilities. Together, these effectively created growth in construction 
demand in Australia. For example, the approved value of non-residential construction 
projects rose almost four times from AUD 1650 million in December 2008 to AUD 
5793 million in August 2009 (Australia Bureau of Statistics, 2011). At the same time, 
the rise in investment in the construction market triggered growth in the Australian 
economy, enabling it to recover from the recession. The responses of the Australian 
government to the late 2000s global financial crisis, especially the stimulation policies 
enacted in the construction market set a good example for other organizations and 
provide a good solution for similar cases.  
 
5.5   Summary 
An empirical study of the use of advanced multivariate techniques, namely the general 
VEC model and the VEC model with an event dummy, has been presented in this 
chapter to model and forecast the level of demand in the Australian construction market. 
The impact of the late 2000s global financial crisis was developed as an intervention in 
the forecasting model to evaluate the dynamic effects of the recent crisis on the variation 
in the construction market and construction demand projection. The out of sample 
forecasts during the September quarter 2009 and the June quarter 2010 provided a basis 
for assessing the predictive performance of these two models. . The VEC model with 
dummy variables is verified against various validation criteria and prediction accuracy 
tests in an empirical study, and the numerical results are compared with those from a 
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conventional VEC model and other commonly used prediction techniques, namely 
multiple-regression and Box-Jenkins.  
 
The estimates of the two VEC models both indicated that the growth in population is the 
most significant factor that can affect construction demand positively, compared with 
other selected macroeconomic indicators. It is important for construction contractors, 
tenders and developers to observe the fluctuation of growth in the population, any 
change in national income, variations in interest rates and changes in household 
expenditure in order to predict the future level of demand for construction in Australia. 
The estimation results of the event dummy variable revealed that the effect of the late 
2000s global financial crisis on the demand for construction was negative and 
statistically significant. Compared with MR and BJ models, the VEC models outperform 
the former in national construction demand estimation with lower MAPE and U values. 
Although the general VEC model has been proved to be the reliable in previous studies 
on forecasting techniques, a better prediction performance can be achieved by inserting 
dummy variables into the general VEC model to involve the dynamic impact of special 
global events in the forecasting model. Hence, the VEC model with the event dummy is 
valid for application to a global event period as well as to a period of change in 
government policy, which could be valuable for construction policy makers, developers 
and stakeholders in order to forecast the future growth of the construction market and to 
develop the industry in a sustainable manner. 
 
The impact of the recent global financial crisis is the only external influence considered 
in this study. There have been many other global events and factors affecting the 
construction market which have not been considered, such as the 1997 Asian Financial 
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Crisis, the 2000 Sydney Olympic Games, the September 11 attacks and seasonality, etc. 
In particular, an abnormal variation of construction demand was also observed in 
Australia during 2001 and 2002. This major depression was largely due to a change in 
Australian government policy regarding the new taxation law, which came into effect in 
2001. However, the VEC model with disturbance in this study served as an experiment 
for an advanced econometrical method, which can be used to analyse the effect of 
special events and factors on the construction market. 
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6. Estimating regional construction demand in Australia  
6.1   Introduction 
Last chapter has delivered reliable estimations for national construction demand by 
using VEC models and VEC models with dummy variables. The estimation results 
suggest that the VEC model with dummy variables was confirmed to have a better 
forecasting performance than other traditional forecasting models, such as conventional 
VEC, BJ and MR models. Although four temporal estimating models were conducted to 
estimate construction demand in the last chapter, these models are more suitable to be 
applied in the national or single markets. Yet, little research has focused on regional 
construction demand forecasting. Moreover, none of them have used panel data to 
estimate regional construction demand and the disparities in the relationship among 
regional construction demand and economic conditions in the local markets have never 
been discussed. This chapter will address this research gap by using two newly 
developed regional estimating models, panel VEC model and panel VEC model with 
dummy variable, to estimate regional construction demand.  
 
First, similarly to the procedure outlined in the temporal estimation chapter (Chapter 5), 
numbers of panel cointegrating equations in the panel VEC models are identified. Then, 
the disparities and similarities of relationship between regional construction demand and 
local economic indicators are tested based on long-run estimation. Subsequently, the 
model estimation and validation of two panel VEC models is presented. Next, the 
forecasting accuracy of construction demand generated by two proposed regional 
models is evaluated and compared in order to select a more reliable regional forecasting 
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model. The effect of the late 2000s global financial crisis is evaluated in the following 
section. Finally, a summary is presented. 
 
6.2   Panel cointegration among regional construction demand and 
determinants 
A prior condition for establishing a panel VEC model is that long-run relationship and 
number of cointegrating equations among estimating variables need to be defined. Panel 
cointegration tests were employed in the cointegration analysis. As an econometric 
property of time series variables, cointegration is generally used to estimate the long-
term relationships between non-stationary variables. If the level of time series data is not 
stationary but a linear combination of variables is stationary after first different, then the 
series are defined to be cointegrated of order one or I(1). They will tend to move to the 
same trend in the long run, even though they deviate from each other in the short run. 
The results of panel cointegration tests for CD and determinants are reported in Table 
6.1. For all panels in Table 6.1, panel rho-statistic, panel PP-statistic, panel ADF t-
statistic, group v-statistics, group rho-statistics, group PP-statistics and group ADF-
statistics clearly reject the null hypothesis of cointegration at the 0.05 significance level. 
The results also reveal that the hypothesis of a zero cointegration vector cannot be 
rejected at the 0.05 significance level by all the group statistics.  
 
The confirmation of co-integration from individual and group statistics implies that the 
panel series in the system move together closely in the long run, in spite of their 
individual drift. Hence, a plausible characterisation of the data is that there is a stable 
long-run equilibrium relationship between construction demand, price and 
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macroeconomic variables in the whole Australian construction market as well as in eight 
individual sub-national markets. 
 
Table 6.1 Results of heterogeneous panel cointegration tests for regional indicators 
Test statistics  CD and key factors  CPPI and key factors 
 Statistic Prob.  Statistic Prob. 
Common AR coefs. Panel v-statistics -0.75 0.77  -0.75 0.88 
Panel rho-statistics -7.00 0.00***  -5.53 0.00*** 
Panel PP-statistics -11.72 0.00***  -6.88 0.00*** 
 Panel ADF-statistics -5.66 0.00***  -3.59 0.01*** 
Individual AR coefs. Group rho-statistics -5.59 0.00***  -5.95 0.00*** 
Group PP-statistics -11.17 0.00***  -8.73 0.00*** 
Group ADF-statistics -4.43 0.00***  -1.82 0.07** 
Note: Note: Lag length is determined by the Schwarz Bayesian Criterion,  
*denotes significance at 0.1 level 
**denotes significance at 0.05 level, 
***denotes significance at 0.01 level. 
 
Identifying lag length for estimating models is crucial. Because a incorrect lag length in 
the estimating model may not capture the dynamic behaviour of the variable (Luo al et. 
2007a). A panel based VAR model is conducted to select lag length for the panel VEC 
model. Using VAR system, the optimal lag length can be determined by comparing the 
values of Akaike information criterion and Schwarz criterion tests (Grasa 1989). 
Moreover, the judgment of the optimal lag length should still take other factors into 
account, such as autocorrelation, heteroskedasticity, possible ARCH effects and 
normality of the residuals (Asteriou 2005). Based on the panel based VAR lag length 
selection system, the smallest values of the LR FPE, AIC, SC and HQ tests indicate that 
the lag length for the panel VEC model is three.  
 
After that, Johansen’s panel cointegration test was carried out to identify the number of 
cointegrating equations among six variables of interest. The results were summarised in 
Table 6.2 which suggests that the results of trace statistic reject null hypothesis of none 
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cointegrating relationship among regional construction demand and determinants 
(p=0.01), but accept null hypothesis that there is at most 1 cointegrating equation in the 
long-run estimation (p=0.18). Therefore, only one cointegrating equation exists among 
construction demand, construction producer price indices, state income, size of 
population, unemployment rates and interest rates.  
 
Table 6.2 Results of Johansen panel cointegration test  
Hypothesised No. of CE(s) Eigenvalue Trace statistic 5% critical value P-value 
None *  0.11 78.19 69.82 0.01 
At most 1  0.08 41.41 47.86 0.18 
At most 2 0.04 14.47 29.80 0.81 
At most 3  0.01 2.50 15.49 0.98 
At most 4  0.00 0.39 3.84 0.53 
At most 5 0.00 0.26 3.84 0.15 
Note: The asterisks * denote rejection of the hypothesis at the 0.05 level. Lag length is 
selected by Panel VAR model lag length selection criteria. 
 
The results of the trace statistics indicate that each variable ௜ܻǡ௧ has a linear trend with an 
intercept but regional construction demand has no trend in the co-integrating relation. 
Thurs, the panel VEC models for construction demand and price are both constructed 
with 3 quarters of time lag and one cointegration relationship. Based on the panel 
cointegration tests, the long-run equilibrium relationships between construction demand, 
construction producer price indices, state income, size of population and unemployment 
rates in eight regional markets have been identified.  
 
6.2.1 Construction demand and price 
The panel based cointegration equations are further used to analyse the geographical 
variation in the regional construction demand and determinants. Based on Equation (3.9), 
an individual fixed-varying coefficient models were established as Equations (6.1) and 
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(6.2), which reflect the long-run equilibrium relationship between construction demand 
and the construction price in different regions: 
 
ܥܦ௜ǡ௧ ൌ െͲǤͲʹ ൅ ߙ௜ ൅ ߚ௜ܥܲܲܫ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻͺܨ ൌ ͳͳͳͻǤͶ͸ܵǤ ܧ ൌ ͲǤͲʹ                              (6.1) 
 
ܥܲܲܫ௜ǡ௧ ൌ െͲǤͲͳ ൅ ߛ௜ ൅ ߜ௜ܥܦ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻͻܨ ൌ ͶͲ͹ͷǤ͵͹ܵǤ ܧ ൌ ͲǤͲͳ                    (6.2) 
 
where ߙ௜ is cross-sectional difference among eight regional construction demand, ߛ௜ is 
cross-sectional difference among regional construction prices. The coefficient  ߚ௜ 
represents how the fluctuation of construction demand reacts to the price movement in 
these eight regional markets. The coefficient ߜ௜ reflects how changes of investment in 
construction affect the movement of construction price in six states and two territories. 
Model fit were examined based on the values of R-square (ܴଶ), F-statistics (ܨ) and 
standard error (ܵǤ ܧ) of the equation, ߝ௜ǡ௧ is the error term of the equation.  
 
Table 6.3 shows the constants and coefficients of construction demand and price. There 
are obvious differences between parameters of six different states and two territories. 
The individual fixed effects of six different states and two territories ߙ௜ indicate levels of 
development of the construction markets. New South Wales is the top developed 
construction market with the highest constant value of 6.16 compared to others. The 
coefficient ߚ௜  in New South Wales and Victoria were found to be less than zero. It 
means that the total amount of demand will decrease when the construction price goes 
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up. The values of R-square, F-statist and standard error suggest that the models have 
high degree of fit and its can capture the variations of construction demand and prices 
very well. 
 
Table 6.3 Parameter estimation between construction demand and price 
Parameter NSW VIC QLD SA WA TAS NT ACT 
ߙ௜ 6.16 2.40 2.02 1.60 1.73 0.72 0.31 1.29 
ߚ௜ -0.32 -0.28 4.01 3.58 4.11 1.58 2.59 1.64 
ߛ௜ 0.09 0.06 0.05 0.14 -0.04 0.02 -0.18 0.04 
ߜ௜ 0.030 0.023 0.040 0.022 0.031 0.005 0.008 0.006 
 
Generally, an increase in price leads to a fall in demand and vice versa based on the law 
of demand. However, the level of demand and price in construction are positively 
correlated in Queensland, South Australia, Western Australia, Tasmania, Northern 
Territory and Australian Capital Territory. This abnormal relationship between demand 
and price in the construction market might be explained by two reasons. First, 
continuous changes in the construction price lead to the exceptional behaviour in these 
six regional markets; construction investors are likely to buy more at a high price to 
protect themselves against a further rise in the construction price. Second, in some 
construction markets the rate of expansion in the level of demand is much higher than 
the rate of growth in price in the long term.  
 
The value ߛ௜  in Table 6.3 shows that the expected constants in New South Wales, 
Victoria, South Australia, Queensland and Australian Capital Territory are higher than 
Western Australian Tasmania and Northern Territory. This result means that the 
construction price in the first five markets is higher than in the remaining three, so it 
yields higher intercepts. It is found that changes in construction demand can positively 
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cause changes in price in all Australian sub-national construction markets. The 
coefficient ߜ௜ in Queensland is 0.04, which is slightly higher than other seven regions. 
This value indicates that when construction demand increases 1%, the construction price 
will go up 0.04% in Queensland in the long-term. Comparing the value of ߚ௜ and ߜ௜, it 
can be concluded that the amount of investment in construction is more responsive to the 
change of price than the movement of price reacting to the change of demand. Ranked 
influence of demand for construction on the construction price and ranked price 
influence on construction demand in Australian states and territories are shown in Figure 
6.1.  The ranking results indicate that changes in construction price will lead a larger 
impact on future construction demand in Western Australia (ߚ = 4.11) compared with 
other regions. Changes in demand for construction will lead a higher increase in 
construction price in Queensland than other states and territories. 
 
 
Figure 6.1 Ranked degree of influence between construction demand and price 
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6.2.2 Construction demand and economic growth 
State income is the measure of the total income in a state’s economy and a barometer of 
the economy in a region. State income is the sum value of the total income of 
householders and local governments. The panel based cointegrating relationship 
between construction demand and state income can be written in Equations (6.3) and 
(6.4): 
 
ܥܦ௜ǡ௧ ൌ െͶǤͳͻ ൅ ߙ௜ ൅ ߚ௜ܵܫ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻͺܨ ൌ ͺʹ͹ǤͶͻܵǤ ܧ ൌ ͲǤʹͲ     (6.3) 
 
ܵܫ௜ǡ௧ ൌ ͳǤͶͷ ൅ ߛ௜ ൅ ߜ௜ܥܦ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻͻܨ ൌ ͷʹʹʹǤͶͳܵǤ ܧ ൌ ͲǤͲ͸                              (6.4) 
 
In Equation (6.3) the constant ߙ௜  is different for different states and territories. The 
constants and coefficients of construction demand and state income in the long run are 
summarised in Table 6.4. The individual fixed effects of New South Wales, Victoria, 
Western Australia and Australian Capital Territory ߙ௜  are larger than zero, which 
indicates a high level of construction demand. The ߙ௜ value of New South Wales, which 
has the highest level of construction demand with 4.11 when the state economic growth. 
In contrast, the ߙ௜  values for Queensland, South Australia, Tasmania and Northern 
Territory are smaller than zero, indicating that the levels of construction products or 
services demanded are low. Evaluation of income effects on demand based on ߚ௜ values 
of six states and two territories indicate that the growth of the state economy would 
significantly pull the expansion in the Australian construction market. In Western 
 170 
Australia, the market demand expands 1.19% when state income increases 1%. However, 
in the Northern Territory the investment in construction only increases 0.32% when state 
income grows by 1%. This result indicates the local residents and government in the 
Northern Territory spend the least savings on the construction market compared with 
other seven regions.  
 
Table 6.4 Parameter estimation between construction demand and income 
Parameter NSW VIC QLD SA WA TAS NT ACT 
ߙ௜ 4.11 3.86 -0.56 -5.01 2.31 -1.45 -4.23 0.13 
ߚ௜ 0.53 0.65 0.93 0.56 1.19 0.49 0.32 0.88 
ߛ௜ -0.54 0.04 1.25 0.30 -0.14 0.76 -0.59 -1.07 
ߜ௜ 0.15 0.20 0.29 0.16 0.18 0.17 0.08 0.04 
 
In the case of varying coefficients of Equation (6.4), both ߛ௜ and ߜ௜ change with regions. 
Among these, the fixed effects ߛ௜ in Table 6.4 show that there are differences based on 
the level of economic development among six states and two territories. The coefficient 
ߜ௜ represents the contribution of the construction sector to the growth of state economy 
in six states and two territories, which is the difference in the efficiency of stimulation of 
construction investment between regions. 
 
Ranked demand pull effects of construction on the economic growth and ranked 
economic growth stimulating effects on construction demand in Australian states and 
territories are shown in Figure 6.2. All the values of ߜ௜ are positive, which demonstrate 
that investment in the construction market can stimulate economic growth in Australia, 
but the effects of stimulation vary across sub-national regions. It is found that 
Queensland has the highest ratio of construction investment and economic growth with 
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0.29. Compared to Queensland, the expansion in construction demand in Australian 
Capital and Northern Territories generates small effects on local economic growth with 
0.04 and 0.08 respectively. It may be due to the fact that proportions of construction 
output on the local Gross State Products are very low and tourism and business 
investment are the main resources of income in these two territories (ABS 2011). 
 
 
Figure 6.2 Ranked degree of influence between construction demand and economic 
growth  
 
6.2.3 Construction demand and demographic change 
The long-run and short-run relationships between construction demand and population 
are estimated by panel cointegration and causality tests and there is no long-run causality 
betwen fluctuation of construction demand and the growth of population in Australia. 
Then, further estimation on panel based long-run relationship is only conducted from 
population to construction demand as follows: 
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ܥܦ௜ǡ௧ ൌ െͶ͸Ǥ͵͸ ൅ ߙ௜ ൅ ߚ௜ܱܲ ௜ܲǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻͺܨ ൌ ͺͲʹǤͲ͵ܵǤ ܧ ൌ ͲǤͳͲ                         (6.5) 
 
Population is a fundamental factor affecting the need for various construction facilities 
and services as asserted by many construction economists. A growth in population 
would lead to an expansion of developed land and hence generate demand for 
construction. The long-run regional variations of construction demand and population 
are summarised in Table 6.5. The differences between sub-national markets are reflected 
in the intercept ߙ௜  and coefficient ߚ௜ . The fixed effects of ߙ௜  of New South Wales, 
Victoria, Queensland, Western Australia and Northern Territory are larger than zero, 
while ߙ௜ of South Australia, Tasmania and Australia Capital Territory are smaller than 
zero. These findings suggest that the per capita construction demand bases of former 
states and territory are far higher than those of the latter.  
 
Table 6.5 Parameter estimation between construction demand and population 
Parameter NSW VIC QLD SA WA TAS NT ACT 
ߙ௜ 27.72 22.66 22.24 -70.40 13.08 -53.08 40.34 -2.56 
ߚ௜ 2.72 3.16 3.54 16.65 5.04 16.58 1.59 9.14 
 
The coefficient ߚ௜ represents how sensitive of demand for construction is to the growth 
of population in eight sub-national markets. The ߚ௜ values for all regions are larger than 
zero, which confirms that construction demand has a high positive correlation with 
demographic factor. Table 6.5 shows that the influence of population growth on 
construction is most significant in South Australia with 16.65, while change of 
population generate the smallest effect on the fluctuation of construction demand in the 
Northern Territory with 1.59 compared with other states. The ranked influence of the 
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growth of population on regional construction demand is highlighted in Figure 6.3, 
which shows growth of population has generated greater contribution to the increase of 
demand for construction in South Australia compared with other states and territories. 
 
 
Figure 6.3 Ranked degree of influence between construction demand and 
population growth  
 
6.2.4 Construction demand and employment growth 
A higher unemployment rate is usually sign an unstable economy. Financial uncertainty 
would increase if unemployment rates rose, leading to more conservative investment 
behaviour from potential investors (Thomas Ng et al. 2011). Only bidirectional long-run 
causalities are identified between unemployment rates and construction demand in the 
previous section, thus, panel cointegrating equations between construction demand and 
unemployment rates can be written as: 
 
ܥܦ௜ǡ௧ ൌ ͶǤͺͻ ൅ ߙ௜ ൅ ߚ௜ܷܴ௜ǡ௧ ൅ ߝ௜ǡ௧ 
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ܴଶ ൌ ͲǤͻͻܨ ൌ ͳͲͲͲǤͻ͵ܵǤ ܧ ൌ ͲǤͲʹ                                (6.6) 
 
ܷܴ௜ǡ௧ ൌ ͶǤ͸ͺ ൅ ߛ௜ ൅ ߜ௜ܥܦ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͺͳܨ ൌ ͺ͵ǤͻͲܵǤ ܧ ൌ ͲǤͳͲ                               (6.7) 
 
As shown in Table 6.6, there are obvious differences between parameters in the eight 
sub-national markets. In New South Wales, Victoria, Queensland, South Australia, 
Tasmania and Australian Capital Territory, the constant ߙ௜ values are larger than zero, 
indicating higher fixed effects, while the ߙ௜  of the Northern Territory is smaller than 
zero. The coefficient values of ߚ௜  represent the movement of construction demand in 
reaction to the change of unemployment rates. All the ߚ௜ values are smaller than zero; 
these signs are theoretically acceptable. This finding demonstrates that the rise of 
unemployment rates can lead to a decline in the level of demand for construction. The 
negative effect of change of unemployment rates on the demand for construction is 
strongest in the Australian Capital Territory with -0.99 but weakest in the Northern 
Territory with -0.18 compared to other states 
 
Table 6.6 Parameter estimation between construction demand and unemployment 
rates 
Parameter NSW VIC QLD SA WA TAS NT ACT 
ߙ௜ 0.33 0.45 0.33 0.11 0.69 0.15 -2.39 0.32 
ߚ௜ -0.47 -0.62 -0.62 -0.72 -0.67 -0.93 -0.18 -0.99 
ߛ௜ 0.53 0.91 1.89 0.12 1.31 -0.23 -2.25 -1.22 
ߜ௜ -0.29 -0.47 -0.61 -0.46 -0.60 -0.49 -0.18 -0.38 
 
The fixed effects ߛ௜ in Table 6.6 indicate that there are differences based on the level of 
unemployment in six states and two territories. The coefficient values of ߜ௜  are all 
smaller than zero. The combined results of long-run and causal relationship suggest that 
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expansion of the construction industry can provide more job opportunities and contribute 
to the growth of employment. Ranked contributions of construction demand to 
employment growth and ranked negative effects of rises in unemployment on 
construction demand in Australian states and territories are shown in Figure 6.4. 
 
 
Figure 6.4 Ranked degree of influence between construction demand and 
employment 
 
It is found that in Queensland the growth of the construction market can affect the 
employment growth more effectively than in other states or territories. In contrast, the 
growth of construction demand generates the least effect (0.18) on the growth of 
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raise the cost of bank lending for construction projects and lead to a decline in 
purchasing power. In equation (6.8), the intercepts ߙ௜  demonstrate the differences 
between regions. The coefficients ߚ௜ indicate the effects of changes of monetary policies 
on the fluctuation of construction demand. The results shown in Table 6.7 demonstrate 
that the increasing interest rates have negative effects on the level of demand for 
construction in the six Australian states and two territories. The negative effects 
generated by interest rates on the construction demand are found to be strongest in the 
Australian Capital Territory and weakest in Tasmania. 
 
ܥܦ௜ǡ௧ ൌ ͳǤͲ͹ ൅ ߙ௜ ൅ ߚ௜ܷܴ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤͻ͹ܨ ൌ ͷͲ͹ǤͺͳܵǤ ܧ ൌ ͲǤʹ͵                                     (6.8) 
 
ܷܴ௜ǡ௧ ൌ ͲǤͷͶ ൅ ߜ௜ܥܦ௜ǡ௧ ൅ ߝ௜ǡ௧ 
ܴଶ ൌ ͲǤ͸ͻܨ ൌ ͵ͲǤͷͲܵǤ ܧ ൌ ͲǤͳͳ                                     (6.9) 
 
Table 6.7 Parameter estimation between construction demand and interest rates 
Parameter NSW VIC QLD SA WA TAS NT ACT 
ߙ௜ 3.59 2.30 0.99 -0.09 0.14 -2.47 -2.12 -2.33 
ߚ௜ -0.070 -0.093 -0.090 -0.040 -0.110 -0.011 -0.272 -0.450 
ߜ௜ 0.063 0.050 0.041 0.034 0.010 0.024 0.012 0.022 
 
There is no difference in change of interest rates for these eight sub-national markets in 
Australia. The coefficients ߜ௜  in Equation (6.9), which represent the impact of 
construction demand fluctuation on the movement of interest rates, vary with regions. 
The values of ߜ௜suggest that the growth of demand for construction would lead to a 
negative impact on monetary policies. This impact would be more obviously found in 
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New South Wales and Victoria with coefficients 0.06 and 0.05 respectively because the 
construction markets in these two states are much larger than the other six sub-national 
markets and would generate more impact on the implementation of monetary policies. 
Ranked influence of construction demand to interest rates and ranked influence of 
changes in interest rates to demand for construction in Australian six states and two 
territories is illustrated in Figure 6.5. Changes in construction demand in NSW, VIC, 
QLD and SA contributed more to the fluctuation of interest rates in Australia. This may 
be because the construction markets or demand in these four states are much larger other 
states or territories, which may generate higher influence on the monetary policy. In 
contrast, the changes in interest rate will lead higher effects on demand for construction 
in ACT, NT and WA. 
 
Figure 6.5 Ranked degree of influence between construction demand and interest 
rates 
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growth of state income had a positive linkage with the growth of the construction 
industry measured by rise of construction demand both in the short and long run. The 
demand pull effects on economic growth are found to be more obvious in Queensland, 
Victoria and Western Australia as shown in Figure 6.1. In contrast, in the Northern 
Territory, Australian Capital Territory, Tasmania and South Australia, with their low 
levels of urbanisation, construction investment is less likely to drive local economic 
growth.  
 
Does the economic growth lead to expansion in construction demand? The empirical 
results show that the growth of the economy can Granger cause the expansion in 
construction demand both in the short and long run (Table 4.15). The construction 
industry plays a dual role, acting as both driver and a follower for economic 
development in Australia. It is found that Western Australia, Victoria, and Queensland 
obtained great benefits from construction demand pull effects on the economic growth 
and economic development also can help to stimulate local construction markets 
expansion. Therefore, it is recommended that local governments in these three states 
utilise spending in construction as a useful tool to reboot and stimulate state economy in 
the recent global recession. 
 
The results of long-run parameter estimations between construction demand and 
unemployment rates indicate that increasing demand for construction does help to 
increase employment in all states and territories. The study shows significant differences 
in construction’s contribution to employment in Australia’s six states and two territories. 
Although New South Wales and Victoria have a much higher state income than other 
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states, construction industries there do not provide a proportionally higher number of 
jobs than in other states and territories. Thus, there is not sufficient evidence to say the 
construction generates proportionally more jobs in states at higher levels of economic 
development, which suggests that Australia’s states and territories have not taken full 
advantage of the employment generating potential of construction activities.  
 
Investing in the construction industry or expanding construction demand has become a 
useful means to pump prime and stimulate economy during recessions (Dang and Low 
2011). During the 2008-09 global financial crisis, the Australian government carried out 
a series of corrective and effective stimulating strategies to reboot the national economy. 
For example, it increased the  first home buyers’ grant to encourage residents to buy 
their first property, funded AUD 1.5 billion to support housing construction, funded 
AUD 4.7 billion fund in commencement of large-scale infrastructure projects and 
allocated an AUD 42 billion stimulus package titled Nation Building and Jobs Plan 
(Australia Bureau of Statistics, 2011). These strategies effectively expanded demand for 
construction and significantly enhanced employment in Australia, so that the economy 
of Australia had recovered from the recent global financial crisis by the end of 2009 
(Jiang and Liu 2011). Construction not only acts as a stimulus of economic growth but 
also a cause of problems in the economic development (Ofori and Han 2003). The 
positive and negative effects of expansion in construction demand on economic 
development are summarised in Table 6.8. Therefore, careful forward planning in future 
spending or demand in the construction industry is significantly important. 
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Table 6.8 The positive and negative effects of the expansion of construction demand 
on economic development 
Positive effects Negative effects 
x Increases the fixed capital formation for 
the nation. 
x Increases the national income; increases 
the wealth for residents. 
x Provides more job opportunities for the 
society, helps to decrease the 
unemployment rates and enhances social 
harmony.  
x Pulls development in other sectors 
x Stimulates national economy and helps 
its recovery from the global financial 
tsunami. 
x Lack of awareness of the adaptive 
capacities of other sectors in the 
economy and how they react to the 
growth of construction demand will 
cause over-investing problem in  
construction;  
x Waste of government funds, risk for 
financial capital availability, waste of 
building and human resources. 
x Demand-pull effect may raise the 
inflation rate; risk for stability of the 
national economy 
x Push up the cost of construction and 
affect the intensity of environmental 
stress. 
 
6.3   Establishing panel VEC models 
6.3.1 Panel VEC model 
Having identified number of cointegrating equations and long-run equilibrium 
relationship (Sub-section 6.2) between regional construction demand and determinants 
of construction demand, a panel based vector error correction model can be established. 
Based on Equation (3.31), specifically the panel VEC model for regional construction 
demand (ܥܦ௜ǡ௧) can be written as follows 
 
οܥܦ௜ǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞οܥܦ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܵܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܱܲ ௜ܲǡ௧ି௞
௛
௞ୀଵ
൅෍ߠହǡ௜ǡ௞οܷܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଺ǡ௜ǡ௞οܫܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ǡ 
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ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͸Ǥͳሻ 
 
where T is the lag order and N is number of regions in the panel. At time t, ܥܲܲܫ௜ǡ௧ is 
construction producer price indices, ܵܫ௜ǡ௧ is state income, ܱܲ ௜ܲǡ௧ is state population, ܷܴ௜ǡ௧ 
is state unemployment rates and ܫܴ௜ǡ௧ is interest rates. ܶ is the length of lag and ܰ is the 
number of sub-nations considered in the model.  
 
The estimates of the panel VEC model for regional construction demand are summarised 
in Tables 6.9 and 6.10, which illustrate the long-run equilibrium and short-run dynamic 
relationship between regional construction demand and determinants respectively. The 
importance of error correction term, ݁ܿ݉௜ǡ௧ିଵ demonstrates the amount of information 
relevant to near-term forecasting. It represents pressure to adjust toward long-run 
equilibrium in the short-term data generating process.  
 
The t-statistics shows that coefficients of error correction term in Table 6.9 are 
significant, which suggests that the adjustment from short term disequilibrium back to a 
long term equilibrium relationship is confirmed in all sub-national construction markets. 
The values of R-squared, Sum square residue, S.E equation and Log likelihood are used 
for examining the model fit of the panel VEC model. The panel VEC model obtained a 
R-square value of 0.72, which means approximately 72% of the variations in the 
construction demand for eight Australian construction markets could be captured by the 
proposed model. 
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Table 6.9 Estimates of the P-VEC model for regional construction demand (long-
term) 
Independent variable  ܥܦ௜ǡ௧ 
Long-run estimation  ߙ௜ ݁ܿ݉௜ǡ௧ିଵ 
ܹܰܵ  0.23 -0.58 (-1.74)** 
ܸܫܥ  0.05 -1.20 (-5.72)*** 
ܳܮܦ  0.11 -0.17 (-2.23)** 
ܵܣ  0.12 -0.61 (-1.70)* 
ܹܣ  0.01 -1.12 (-3.53)*** 
ܶܣܵ  -0.04 -1.12 (-3.60)*** 
ܰܶ  -0.01 -1.14 (-2.13)** 
ܣܥܶ  -0.47 -1.00 (-3.25)*** 
R-squared  0.72  
Sum sq. residue  274.21  
S.E. equation  1.25  
F-statistic  3.38  
* denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 0.05 
level; *** denotes t-statistics significant at 0.01 level.  
 
Further to the long-term relationships among the variables, the coefficients capturing the 
short-term dynamics are shown in Table 6.10, which indicates the impact of changes in 
selected factors on construction demand in three lags. The regional variation or 
disparities are clearly shown by the short-term dynamic estimations. The results (Table 
6.10) indicate that construction demand is significantly affected by the construction 
price in all states and territories, while the lagged construction demand can significantly 
affect the demand itself in Victoria, Western Australia and Tasmania. That means when 
demand for construction rise in these three states, the future demand will generate 
significant negative effect on demand in the next three quarters. However, the changes 
of construction demand do not affect future variation of construction demand in New 
South Wales, Queensland, South Australia, Northern Territory and Australian Capital 
Territory in the short-term. This result suggests the growth of construction demand in 
these five regions is due to the general expansion of the construction industry, while the 
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demand for construction in Victoria, Western Australia and Tasmania are more likely to 
be due to speculative investment in the construction industry.  
 
Table 6.10 Estimates of the P-VEC model for regional construction demand (short-
term) 
 ܹܰܵ ܸܫܥ ܳܮܦ ܵܣ ܹܣ ܶܣܵ ܰܶ ܣܥܶ 
οܥܦ௜ǡ௧ିଵ -0.07 
 (-0.22) 
-0.24* 
 (-1.66) 
-0.62 
 (-1.00) 
-0.33 
 (-1.04) 
-0.39 
 (-1.47) 
-0.15 
 (-0.56) 
-0.06 
 (-0.13) 
-0.01 
 (-0.00) 
οܥܦ௜ǡ௧ିଶ -0.01 
 (-0.01) 
-0.37** 
(2.10) 
-0.18 
 (-0.42) 
-0.25  
(-0.95) 
-0.43* 
 (-1.81) 
-0.56** 
 (-2.19) 
-0.05  
(-0.14) 
0.18 
 (0.79) 
οܥܦ௜ǡ௧ିଷ 0.14 
(0.75) 
0.07 
(0.54) 
0.15 
(0.42) 
-0.14 
 (-0.72) 
-0.28 
 (-1.41) 
-0.38** 
 (-2.10) 
0.16 
 (0.75) 
0.21 
 (1.25) 
οܥܲܲܫ௜ǡ௧ିଵ -3.13*  
(-1.61) 
-0.138** 
(-2.10) 
-0.61* (-
1.78) 
-10.17** 
 (-2.40) 
-10.16**  
(-2.50) 
-5.34* 
 (-1.70) 
-14.23*** 
(-2.58) 
-16.20***  
(-2.74) 
οܥܲܲܫ௜ǡ௧ିଶ 1.54  
(0.62) 
-0.01 
 (-0.01) 
-3.99 
 (-1.15) 
-0.95 
 (-0.19) 
-4.76 
 (-0.90) 
-5.10 
 (-1.61) 
0.42  
(0.07) 
0.38  
(0.06) 
οܥܲܲܫ௜ǡ௧ିଷ -6.87*** 
(-2.86) 
0.89 
 (0.54) 
0.70 
 (0.25) 
-2.18 
 (-0.46) 
-1.79  
(-0.57) 
-3.83  
(-1.20) 
-2.49  
(-0.49) 
5.26  
(0.89) 
οܵܫ௜ǡ௧ିଵ 0.68 
(0.79) 
0.62 
(1.15) 
0.14 
(0.16) 
0.26 
(0.32) 
1.12* 
 (1.59) 
-0.40  
(-0.64) 
-0.23  
(-0.29) 
2.12** 
(1.74) 
οܵܫ௜ǡ௧ିଶ -0.74  
(-0.58) 
1.00 
(1.24) 
2.32** 
(1.85) 
2.10** 
(1.92) 
2.30*** 
(2.52) 
-0.66  
(-0.83) 
-0.17  
(-0.19) 
-1.12  
(-0.88) 
οܵܫ௜ǡ௧ିଷ -1.26  
(-1.48) 
1.05* 
(1.79) 
2.82*** 
(3.34) 
1.90** 
(2.01) 
0.51  
(0.56) 
-0.68  
(-0.98) 
-0.42  
(-0.60) 
-1.30  
(-1.20) 
οܱܲ ௜ܲǡ௧ିଵ 47.31* 
(1.59) 
75.21*** 
(2.58) 
6.54 
(0.14) 
67.10 
(1.10) 
49.75* 
(1.69) 
31.81 
(0.91) 
11.99 
(0.33) 
87.90** 
(2.42) 
οܱܲ ௜ܲǡ௧ିଶ 49.84 
(0.81) 
34.68 
(1.15) 
102.60 
(1.51) 
-20.93  
(-0.37) 
70.76* 
(1.76) 
26.54 
(0.65) 
-3.39  
(-0.10) 
-39.13  
(-1.01) 
οܱܲ ௜ܲǡ௧ିଷ -49.33 
(-1.00) 
40.41 
(1.41) 
96.82* 
(1.76) 
-69.28 
 (-1.06) 
26.99 
 (0.65) 
33.73 
(1.00) 
-34.73 
 (-1.13) 
40.76 
(1.17) 
οܷܴ௜ǡ௧ିଵ -1.21**  
(-2.06) 
-0.61* 
 (-1.76) 
-0.79  
(-1.06) 
-0.71 
 (-1.02) 
0.20 
 (0.61) 
-0.41 
 (-0.74) 
0.35 
(0.87) 
-0.05 
 (-0.06) 
οܷܴ௜ǡ௧ିଶ 0.46 
(0.56) 
0.13 
(0.32) 
-0.07 
(-0.09) 
0.24 
(0.35) 
-0.37  
(-0.90) 
0.14  
(0.25) 
0.24 
 (0.56) 
-1.32* 
 (-1.80) 
οܷܴ௜ǡ௧ିଷ -0.36 
 (-0.52) 
-0.80**  
(-2.03) 
-1.09* 
 (-1.61) 
-0.19  
(-0.28) 
-0.65* 
(-1.81) 
0.04  
(0.07) 
0.13  
(0.28) 
-2.06**  
(-2.31) 
οܫܴ௜ǡ௧ିଵ 0.20 
(0.57) 
0.43* 
(1.55) 
0.53* 
(1.82) 
0.16 
(0.32) 
0.19 
 (0.49) 
0.62*** 
(2.18) 
-1.26*  
(-1.92) 
1.72*** 
(3.18) 
οܫܴ௜ǡ௧ିଶ 0.46* 
(1.75) 
-0.34 
(-1.18) 
0.23 
(0.70) 
-0.26 
 (-0.56) 
-0.07 
(-0.16) 
0.40 
 (1.31) 
0.35  
(0.56) 
1.65** 
(2.46) 
οܫܴ௜ǡ௧ିଷ -0.35 
 (-0.78) 
-0.44 
 (-1.17) 
-0.26 
 (-0.67) 
-0.19 
 (-0.33) 
-0.12  
(-0.21) 
-0.32 
 (-0.70) 
1.50* 
(1.85) 
-1.83**  
(-2.14) 
Note: * denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 
0.05 level; *** denotes t-statistics significant at 0.01 level.  
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In Table 6.10, it is found that the changes in state income can significantly influence the 
demand for construction in Victoria, Queensland, South Australia, Western Australia 
and Australian Capital Territory. It suggests that the growth of state economy can lead to 
an expansion in the construction industry in these five states. In contrast, the residents 
and governments in New South Wales, Tasmania and Northern Territory are not likely 
to increase construction spending when the local economy booms. The lagged growths 
of population and unemployment rates play a significant role in the demand for 
construction in New South Wales, Victoria, Queensland, Western Australia and 
Australian Capital Territory. 
 
The estimates displayed in Table 6.10 also demonstrate the differentials in the effects of 
monetary policies on the construction demand. It is found that changes of interest rates 
can significantly affect construction demand in New South Wales, Victoria, Queensland, 
Tasmania, Northern Territory and Australian Capital Territory. However, the short-term 
relationships between construction demand and interest rates are not the same in these 
five sub-regions because there are some positive or negative coefficient values. 
Generally, a lower interest rate will encourage investments in the construction market 
and thus raise the level of demand for construction. In contrast, an increase in interest 
rates will raise the cost of bank lending for construction projects and lead to a decline in 
purchasing power. Most of the construction projects in Australia are funded by financial 
institutes. Lagged interest rates positively affect the value of construction approvals in 
New South Wales, Victoria, Tasmania and Australian Capital Territory. This may be due 
to the increase in the cost of bank borrowing.  
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6.3.2 Panel VEC model with dummy variables 
After inserting the global financial crisis dummy variable into the general panel VEC 
model, a panel VEC model with dummy variables can be established based on Equations 
(3.36) and (6.1). Specifically the panel VEC model with the financial crisis dummy 
variables for regional construction demand can be written as follows 
 
οܥܦ௜ǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞οܥܦ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܵܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܱܲ ௜ܲǡ௧ି௞
௛
௞ୀଵ
൅෍ߠହǡ௜ǡ௞οܷܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଺ǡ௜ǡ௞οܫܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߜ௜ܦ௜ǡ௧ ൅ ߝ௜ǡ௧ǡ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͸Ǥʹሻ 
 
where ߜ௜  is the coefficient of the dummy variables for each region, and ܦ௜ǡ௧  is the 
dummy variables for the event of the late 2000s financial crisis for eight sub-regional 
markets. The period of the late 2000s global financial crisis that affected the Australian 
economy is defined in the same way as the VEC model with dummy variables, i.e. 
starting in September 2008 and finishing in September 2009. 
 
 
Estimates of panel VEC model with dummy variables are summarised in Tables 6.11 
and 6.12, which presents the long-run and short-run relationship between construction 
demand and determinants with the impacts of the recent global financial crisis 
respectively. The results show the panel VEC model with dummy variables obtained an 
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R-square value with 0.77, which means approximately 77% of the variations in the 
construction demand for eight Australian construction markets could be captured by the 
proposed model. 
 
Table 6.11 Estimates of the P-VEC model with dummy variables for regional 
construction demand (long-term) 
Independent variable  ܥܦ௜ǡ௧ 
Long-run estimation  ߙ௜ ݁ܿ݉௜ǡ௧ିଵ Dummy 
ܹܰܵ  0.29 -0.35 (-1.39) -0.16 (-1.86)* 
ܸܫܥ  0.00 -1.95 (-1.98)** -0.17 (-1.69)* 
ܳܮܦ  -0.19 -0.53 (-1.67)* -0.29 (-2.18)** 
ܵܣ  0.09 -4.20 (-3.83)*** -0.22 (-1.10) 
ܹܣ  -0.08 -0.41 (-0.28) -0.50 (-2.74)*** 
ܶܣܵ  0.11 1.24 (2.30)** 0.05 (0.30) 
ܰܶ  -0.01 0.14 (1.03) -0.54 (-1.38) 
ܣܥܶ  -0.21 1.90 (2.86)*** 0.39 (2.34)** 
R-squared  0.77   
Sum sq. residue  287.19   
S.E. equation  1.28   
F-statistic  2.03   
* denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 0.05 
level; *** denotes t-statistics significant at 0.01 level.  
 
The values of R-squared, Sum square residue, S.E equation and Log likelihood indicate 
that the panel VEC model with dummy variables achieved a good model fit. Values of t-
statistics of dummy variables for NSW, VIC, QLD, WA, and ACT are larger than 1.64. 
These results indicate that the late 2000s financial crisis generated significant impact on 
those states or territories. Furthermore, the coefficients of dummies suggest that NSW, 
VIC, QLD and WA were negatively affected by the crisis, while ACT received a 
positive shock from it. 
 
Short-term dynamic relationships among construction demand and its determinants are 
summarised in Table 6.12. It is noted that the dynamic short-term relationships among 
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construction demand and its determinants are different between panel VEC model with 
dummy variables and general panel VEC model. These differences may be caused by 
the fact that those short-term relationships are corrected by considering the shock of 
financial crisis in the forecasting model. The results suggest that changes in regional 
construction prices and state income can significantly affect regional construction 
demand at three quarter time frame. When the construction price goes up, the demand 
for construction in ACT, NT, WA and SA will decease dramatically in following three 
quarters. In contrast, changes in construction prices do not lead obvious decline in 
construction demand in VIC and QLD with small values of coefficient. Growth of 
population size can significantly lead an increase in demand for construction in NSW, 
VIC, QLD, TAS, NT and ACT. Changes in interest rate can only significantly affect 
construction demand in ACT compared with other states and territories. The possible 
reason of this phenomenon maybe a high proportion of construction projects was 
supported by the financial institutions and ACT’s construction demand was more likely 
to be affect by the changes in monetary policy.  
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Table 6.12 Estimates of the P-VEC model with dummy variables for regional 
construction demand (short-term) 
 ܹܰܵ ܸܫܥ ܳܮܦ ܵܣ ܹܣ ܶܣܵ ܰܶ ܣܥܶ 
οܥܦ௜ǡ௧ିଵ -0.15  
(-0.42) 
-0.13 
 (-0.61) 
-0.87* 
 (-1.57) 
-0.38 
 (-0.90) 
-0.26  
(-0.69) 
-0.58** 
 (-2.02) 
-0.95** 
 (-2.17) 
-0.02  
(-0.07) 
οܥܦ௜ǡ௧ିଶ -0.03 
 (-0.10) 
-0.27*  
(-1.48) 
-0.50 
 (-1.26) 
-0.26  
(-0.77) 
-0.05 
 (-0.17) 
-0.66**  
(-2.49) 
-0.50* 
 (-1.67) 
0.19 
(0.91) 
οܥܦ௜ǡ௧ିଷ 0.10 
(0.49) 
-0.08 
(-0.53) 
-0.03 
(-0.10) 
-0.09 
(-0.35) 
0.07 
 (0.32) 
0.40** 
(2.25) 
0.27* 
(1.46) 
0.08 
(0.53) 
οܥܲܲܫ௜ǡ௧ିଵ -2.26  
(-0.80) 
-0.47 
 (-0.30) 
-0.14 
 (-0.04) 
-8.42*** 
(-2.70) 
-7.14*** 
(2.45) 
-4.05* 
 (-1.94) 
-18.77*** 
(-4.07) 
-19.88*** 
(-3.66) 
οܥܲܲܫ௜ǡ௧ିଶ -3.31 
 (-1.51) 
-1.68 
 (-1.01) 
-4.30** 
(-1.99) 
-0.64  
(-0.11) 
0.53 
 (0.09) 
-2.58* 
 (-1.68) 
-5.07*  
(-1.95) 
0.56  
(0.10) 
οܥܲܲܫ௜ǡ௧ିଷ -6.74*** 
 (-2.42) 
-0.15  
(-0.08) 
-0.28 
 (-0.12) 
-3.82*  
(-1.63) 
-4.90** 
 (-2.29) 
-3.38*  
(-1.82) 
-5.24** 
 (-2.16) 
7.17***  
(2.34) 
οܵܫ௜ǡ௧ିଵ 0.70 
(0.75) 
0.46 
(0.91) 
0.62 
(0.84) 
0.18 
(0.20) 
1.16* 
(1.66) 
-0.69  
(-1.39) 
-0.38 
(-0.53) 
1.46* 
(1.71) 
οܵܫ௜ǡ௧ିଶ -0.41  
(-0.30) 
1.22* 
(1.67) 
1.92* 
(1.76) 
1.77 
(1.39) 
2.16*** 
(2.37) 
0.94  
(1.36) 
0.13  
(0.18) 
1.02 
(0.90) 
οܵܫ௜ǡ௧ିଷ -1.66*  
(-1.79) 
1.72*** 
(2.41) 
2.69*** 
(3.75) 
1.84* 
(1.66) 
0.29  
(0.28) 
-0.49  
(-0.87) 
-0.28  
(-0.47) 
-1.02  
(-1.03) 
οܱܲ ௜ܲǡ௧ିଵ 60.06* 
(1.73) 
57.14* 
(1.80) 
24.86* 
(0.61) 
61.55 
(0.87) 
31.47 
(0.80) 
1.35  
(0.05) 
 50.02* 
(1.56) 
66.03* 
(1.95) 
οܱܲ ௜ܲǡ௧ିଶ 89.43* 
(1.81) 
24.33 
(0.77) 
123.44** 
(2.13) 
-14.32  
(-0.21) 
6.13  
(0.13) 
25.49 
(0.76) 
10.33 
(0.33) 
-2.26  
(-0.06) 
οܱܲ ௜ܲǡ௧ିଷ 78.62* 
(1.79) 
66.30** 
(2.19) 
50.81 
(1.07) 
-55.72  
(-0.72) 
35.55 
(0.82) 
67.09*** 
(2.37) 
-9.86 
(-0.35) 
30.28  
(0.95) 
οܷܴ௜ǡ௧ିଵ -0.99*  
(-1.70) 
-0.73* 
 (-1.51) 
-0.38  
(-0.55) 
-0.66 
(-0.80) 
0.34  
(0.79) 
-0.92* 
 (-1.81) 
-0.18 
 (-0.48) 
0.63  
(0.78) 
οܷܴ௜ǡ௧ିଶ 0.43 
(0.41) 
-0.30  
(-0.59) 
-0.03  
(-0.04) 
-0.09 
 (-0.11) 
0.10  
(0.23) 
-0.74* 
 (-1.61) 
-0.09 
 (-0.23) 
0.55 
(0.80) 
οܷܴ௜ǡ௧ିଷ -0.12 
 (-0.12) 
-0.23 
 (-0.45) 
-0.62  
(-0.82) 
-0.31 
 (-0.40) 
-0.73* 
 (-1.59) 
-0.42 
 (-0.85) 
0.02 
 (0.05) 
-2.21**  
(-2.58) 
οܫܴ௜ǡ௧ିଵ -0.45  
(-1.26) 
-0.08  
(-0.21) 
0.20  
(0.62) 
-0.47 
 (-1.06) 
-0.14  
(-0.35) 
0.61 
 (1.22) 
-2.08** 
 (-2.13) 
-1.87** 
 (-2.57) 
οܫܴ௜ǡ௧ିଶ 0.33  
(0.91) 
-0.70* 
 (-1.75) 
0.15 
 (0.38) 
-0.38 
 (-0.86) 
-0.36  
(-0.87) 
-0.30 
 (-0.60) 
1.07 
 (1.20) 
3.05***  
(3.90) 
οܫܴ௜ǡ௧ିଷ -0.51 
 (-1.03) 
-0.17  
(-0.34) 
-0.41  
(-0.86) 
0.03  
(0.05) 
-0.18 
 (-0.30) 
-0.67 
 (-0.97) 
1.14 
 (0.96) 
-3.51*** 
(-3.45) 
Note: * denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 
0.05 level; *** denotes t-statistics significant at 0.01 level.  
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6.3.3 Model validation of panel VEC models 
The estimation results also confirm that the panel VEC model with dummy variables 
achieves a better model fit that general panel VEC model. The model validation tests, 
including serial correlation Lagrange multiplier tests and Jarque-Bera normality test, 
were carried out to verify the assumptions of statistical soundness for the panel based 
VEC models. The results of model validation are also summarised in Table 6.13, which 
indicates that the two panel VEC models passed all validation tests at the 5% significant 
level. Therefore, there is no significant departure from the standard assumptions for the 
developed panel VEC models. 
 
Table 6.13 Model validation tests of panel VEC models 
Diagnostics P-VEC model P-VEC with dummy 
LM(4) 32.67 (0.14) 33.84 (0.12) 
LM(8) 30.23 (0.22) 30.88 (0.30) 
LM(12) 22.70 (0.60) 24.95 (0.47) 
White 1.32 (0.08) 2.10 (0.20) 
Jarque-Bera 3.94 (0.55) 3.2 (0.20) 
Note: LM(p) is the Lagrange multiplier test for residual serial correlation with p lag 
length; White is White’s test for heteroskedasticity, Jarque-Bera is the Jarque Bera test 
for normality of the residuals; figures in parentheses denote probability value 
 
6.4   Forecasts of panel estimating models 
The prediction accuracy is estimated by comparing the predicted values with the actual 
values. Two techniques commonly used for testing forecasting reliability are conducted: 
the mean absolute percentage error and Theil’s inequality coefficient U. Generally, any 
result of the MAPE test smaller than 10% is considered acceptable, while the closer the 
value of Theil’s inequality coefficient U is to 0 the better the prediction results achieved. 
The characteristics of these measures have been elaborated in Section 3.4. 
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The predictive adequacy of the proposed regional demand forecasting models is further 
evaluated by comparing them with the actual regional construction demand over the 
forecasting period as shown in Tables 6.14 and 6.15. The values of the MAPE test of the 
panel VEC models for six states and two territories are all less than 10% absolute 
percentage error and the coefficients U are all close to 0, which indicates that the panel 
VEC models perform excellently in the regional construction demand prediction. Thus 
the panel VEC models are proved to be reliable for forecasting sub-regional demand for 
the construction industry. However, comparing the results of MAPE and Theil’s 
inequality coefficient U generated by two panel VEC models, it can be concluded that 
the panel VEC model with dummy variables has a higher accuracy in regional 
construction demand forecasting in Australia. Furthermore, the panel VEC models 
achieve different predictive accuracy in different sub-regions. This is due to the 
differentials in relationships among construction demand, construction producer price 
indices and state income, state population, state unemployment rates and interest rates, 
which lead to different forecasts from the panel VEC models in the eight Australian sub-
regional markets. The predicted values of regional construction demand generated by the 
panel VEC and panel VEC with dummy variables are plotted in figures in Appendix A 
with the results of other two regional forecasting models (spatial panel models are 
demonstrated in details in Chapter 7). 
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Table 6.14 Prediction accuracy of regional construction demand based on the panel VEC model  
Period NSW NSWp VIC VICp QLD QLDp SA SAp WA WAp TAS TASp NT NTp ACT ACTp 
2009Q3 6851 6837 6810 6635 4210 4149 1543 1503 4635 4450 481 479 257 255 680 680 
2009Q4 5999 5415 6334 6712 5912 5552 1543 1455 2745 2768 441 400 320 307 675 689 
2010Q1 3699 3744 5478 5427 3924 4030 1331 1334 3325 3342 349 344 164 171 600 552 
2010Q2 4398 4233 5401 5668 3992 4348 1034 1122 2625 3184 282 284 346 333 446 476 
2010Q3 4397 4452 6501 5949 3891 3988 1197 1255 2424 2363 344 348 294 283 647 659 
2010Q4 4868 4769 6616 6981 3333 3700 1223 1252 2668 3039 279 302 195 194 821 816 
2011Q1 4194 4490 5444 5757 4268 4190 993 1170 2365 2333 311 304 200 167 401 405 
        
MAPE = 3.61%   4.88%   4.92%   6.01%   6.34%   3.31%   4.82%   2.87% 
U = 0.0262 0.0272 0.0285 0.0335  0.0427  0.0260  0.0295  0.0179 
Note: (CD) is the actual construction demand for each region and (CD)p is the predicted construction demand for each region. 
 
Table 6.15 Prediction accuracy of regional construction demand based on the panel VEC model with dummy variables 
Period NSW NSWd VIC VICd QLD QLDd SA SAd WA WAd TAS TASd NT NTd ACT ACTd 
2009Q3 6851 6906 6809 6568 4210 4174 1543 1488 4634 4477 481 485 256 256 681 679 
2009Q4 5999 5984 6333 6698 5911 5663 1542 1469 2745 2739 441 397 319 300 676 676 
2010Q1 3699 3936 5478 5372 3923 4110 1331 1294 3325 3309 349 348 163 162 600 564 
2010Q2 4398 4275 5401 5500 3991 4177 1033 1144 2624 2998 283 287 345 336 447 459 
2010Q3 4397 4466 6501 5990 3890 3869 1197 1217 2423 2410 344 347 294 274 648 665 
2010Q4 4868 4803 6616 6775 3333 3662 1222 1264 2667 3008 280 300 194 182 821 814 
2011Q1 4194 4536 5444 5872 4267 4148 992 1102 2364 2310 312 308 199 180 401 409 
        
MAPE = 3.05%   4.45%   3.96%   5.41%  4.85%   3.17%   4.56%   2.11% 
U = 0.0168 0.0255 0.0223 0.0279  0.0327  0.0251  0.0273  0.0132 
Note: (CD) is the actual construction demand for each region and (CD)d is the predicted construction demand for each region  
 192 
6.5   The effects of the global financial crisis on regional construction 
demand  
Using the same intervention analysis procedure in Section 5.4, the panel VEC model 
with dummy variables for construction demand during the period of global financial 
crisis was solved based on the pre-estimated coefficients of independent variables in the 
estimation of panel VEC model and panel VEC model with dummy variables. The 
values of regional construction demand with intervention analysis are estimated under 2 
scenarios with dynamic and statistic solutions respectively. 
 
Scenario A -- Assuming that changes of regional construction demand followed the pre-
crisis trend of economic growth during the crisis, the panel VEC model with dummy 
variables of construction demand is solved based on the dynamic solution technique. 
The estimated values of regional construction demand with intervention analysis are 
interpreted as meaning that the value of regional construction demand changed from 
2008Q3 to 2009Q2 without being shocked from the late 2000s global financial crisis.  
 
The results of the recent financial crisis on Australian regional construction demand 
based on the dynamic solution are summarised in Tables 6.16 and 6.17, which show that 
the total net effects on the eight construction markets are all negative. The negative 
shocks generate a significant loss in demand for construction in VIC, QLD, SA and WA 
with negative 3686, 3466, 3859 and 2549 million Australian dollars respectively. In 
contrast, demand for construction in NSW and ACT decreased by a smaller proportion 
compared with other states during the intervention period.  
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Table 6.16 The impacts of the late 2000s global financial crisis on regional construction demand in NSW, VIC, QLD 
and SA (Scenario A, $’million) 
Period 
Actual 
value_ 
NSW 
Estimated 
value_ 
NSW 
Net 
effects 
Actual 
value_ 
VIC 
Estimated 
value_ 
VIC 
Net 
effects 
Actual 
value_ 
QLD 
Estimated 
value_ 
QLD 
Net 
effects 
Actual 
value_ 
SA 
Estimated 
value_ 
SA 
Net 
effects 
2008Q3 4479 4805 -326 5494 5411 83 7162 7648 -487 1284 1863 -579 
2008Q4 3555 3507 49 4070 5632 -1562 3923 4985 -1062 1009 1973 -963 
2009Q1 3331 3400 -70 4212 5714 -1503 3054 4680 -1627 889 2121 -1232 
2009Q2 3166 3563 -397 5002 5707 -705 3991 4281 -291 1178 2262 -1084 
Total net effects   -743     -3686     -3466     -3859 
 
 
Table 6.17 The impacts of the late 2000s global financial crisis on regional construction demand in WA, TAS, NT and 
ACT (Scenario A, $’million) 
Period 
Actual 
value_ 
WA 
Estimated 
value_ 
WA 
Net 
effects 
Actual 
value_ 
TAS 
Estimated 
value_ 
TAS 
Net 
effects 
Actual 
value_ 
NT 
Estimated 
value_ 
NT 
Net 
effects 
Actual 
value_ 
ACT 
Estimated 
value_ 
ACT 
Net 
effects 
2008Q3 2819 2638 181 357 392 -35 163 274 -112 576 645 -69 
2008Q4 2104 2737 -633 328 378 -49 180 259 -79 492 619 -127 
2009Q1 1573 2453 -880 255 311 -56 204 267 -63 959 766 194 
2009Q2 1983 3201 -1217 325 356 -30 190 296 -106 406 571 -164 
Total net effects   -2549     -171     -361     -166 
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Scenario B -- The changes in regional construction demand are assumed to follow the 
trend of economic growth in the post-crisis era during the crisis. The values of regional 
construction demand with intervention analysis are solved based on the statistic solution 
method in the panel VEC model with dummy variables. 
 
Tables 6.18 and 6.19 indicate the results of the impact of the late 2000s global financial 
crisis on regional construction demand under Scenario B. It is found that construction 
markets in QLD and WA were injured more deeply than others with a decline of AUD 
5654 and 4913 million respectively. However, construction markets in NSW, TAS and 
ACT received insignificant impact from the late 2000s global financial crisis, with small 
proportions of increase or decrease in demand for construction. This may be due to the 
series of effective stimulation strategies approved by the Australian Government having 
encouraged high demand in the construction industry in these three regions.  
 
After the late 2000s financial crisis affected Australian economy in 2009, the 
Commonwealth government launched a series of stimulation strategies to jump start the 
economy. Key economy stimulus policies issued by the Australian government to boost 
the national economy from global economic downturn are summarised in the Table 6.20. 
This table indicates that nearly 50 AUD billion funding was announced to be allocated 
to the non-residential construction industry from 2008Q4 to 2009Q1; the First Home 
Owner Grant (established by the Australian Government to encourage and assist 
residents to buy their first home) was tripled and interest rates were cut from 7% to 3% 
within three quarters; and 4.7 billion funding was allocated to the commencement of 
large scale infrastructure projects at the beginning of 2009. These stimulation strategies 
have boosted both the local economy and the construction markets in some states or 
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territories. In regard to the results of the intervention analysis in the Scenario B, the local 
government policy makers should note that the value of construction demand are under 
valuation in VIC, QLD, SA, WA, NT, and ACT with AUD 3292 million, AUD 5654 
million, AUD 1315 million, AUD 4913, AUD 574 million and AUD 125 million in 
2009Q2 respectively. 
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Table 6.18 The impacts of the late 2000s global financial crisis on regional construction demand in NSW, VIC, QLD 
and SA (Scenario B $’million) 
Period 
Actual 
value_ 
NSW 
Estimated 
value_ 
NSW 
Net 
effects 
Actual 
value_ 
VIC 
Estimated 
value_ 
VIC 
Net 
effects 
Actual 
value_ 
QLD 
Estimated 
value_ 
QLD 
Net 
effects 
Actual 
value_ 
SA 
Estimated 
value_ 
SA 
Net 
effects 
2008Q3 4479 4805 -326 5494 5411 83 7162 7648 -487 1284 1863 -579 
2008Q4 3555 3269 287 4070 5718 -1648 3923 6541 -2618 1009 1360 -350 
2009Q1 3331 3042 289 4212 4852 -641 3054 4314 -1260 889 1085 -196 
2009Q2 3166 2845 321 5002 6089 -1087 3991 5281 -1290 1178 1367 -189 
Total net effects   571     -3292     -5654     -1315 
 
 
Table 6.19 The impacts of the late 2000s global financial crisis on regional construction demand in WA, TAS, NT and 
ACT (Scenario B, $’million)  
Period 
Actual 
value_ 
WA 
Estimated 
value_ 
WA 
Net 
effects 
Actual 
value_ 
TAS 
Estimated 
value_ 
TAS 
Net 
effects 
Actual 
value_ 
NT 
Estimated 
value_ 
NT 
Net 
effects 
Actual 
value_ 
ACT 
Estimated 
value_ 
ACT 
Net 
effects 
2008Q3 2819 3638 -819 357 292 65 163 374 -212 576 645 -69 
2008Q4 2104 3670 -1566 328 339 -11 180 199 -19 492 552 -60 
2009Q1 1573 2866 -1293 255 249 6 204 379 -175 959 848 112 
2009Q2 1983 3218 -1235 325 309 16 190 357 -167 406 514 -108 
Total net effects   -4913     76     -574     -125 
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Table 6.20 The Australia’s response to the late 2000s global financial crisis 
Dates of Announcements  Australia’s responses to the global financial crisis 
September 2008 The RBA announced to lower the cash rate by 25 basis points to 
7 per cent. 
October 2008 The RBA announced to lower the cash rate by 100 basis points 
to 6 per cent. 
October 2008 The Australian government announced to guarantee all bank 
deposit and an economic stimulus package worth AUD 10.4 
billion was announced. In this package, AUD 1.5 billion was 
allocated to support housing construction. 
November 2008 The RBA announced to lower the cash rate by 75 basis points to 
5.25 per cent. 
December 2008 The Australian government announced that the first home 
buyer’s grant doubled to AUD 14,000 for existing homes, and 
tripled to AUD 21,000 for new homes. A worth AUD 4.7 billion 
fund was allocated in commencement of large-scale 
infrastructure projects. 
December 2008 The RBA announced to lower the cash rate by 100 basis points 
to 4.25 per cent. 
February 2009 The Australian Government announced an AUD 42 billion 
stimulus package titled the Nation Building and Jobs Plan.  
February 2009 The RBA announced to lower the cash rate by 100 basis points 
to 3.25 per cent. 
April 2009 The RBA announced to lower the cash rate by 25 basis points to 
3 per cent 
May 2009 - August 2010 No further boost strategy was announced by the Government.   
October 2009 - August 
2010 
The RBA announced to raise the cash rate from 3 per cent to 4.5 
per cent 
 
 
6.6   Summary 
The results of panel cointegration analysis shows that state economic growth, measured 
in terms of growth of income, had a positive linkage with the growth of the construction 
industry measured by the rise of construction demand both in the short and long run. The 
demand pull effects on economic growth are found more obvious in Queensland, 
Victoria and Western Australia as shown in Figure 6.1. In contrast, in the Northern 
Territory, Australian Capital Territory, Tasmania and South Australia, with their low 
levels of urbanisation, construction investment is less likely to drive local economic 
growth.  
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The empirical results of panel cointegration show that the growth of the economy can 
cause the expansion in construction demand both in the long run. The construction 
industry plays a dual role, acting as both driver and a follower for the economic 
development in Australia. It is found that Western Australia, Victoria, and Queensland 
obtained great benefits from construction demand pull effects on the economic growth 
and economic development also can help stimulate the expansion of local construction 
markets. Therefore, it is recommended that the local governments in these three states 
utilise spending in construction as a useful tool to reboot and stimulate state economy in 
the recent global recession. 
 
The results of long-run parameter estimations between construction demand and 
unemployment rates indicate that an increase in demand for construction does help to 
enhance employment in all states and territories. The study shows significant differences 
in the construction’s contribution to the employment in Australia’s six states and two 
territories. New South Wales and Victoria have a much higher state income than other 
states but construction industries do not provide a proportionally higher number of jobs 
than other states and territories. Thus, there is not sufficient evidence to say that 
construction generates proportionally more jobs in states at higher levels of economic 
development, which suggests Australia’s states and territories have not taken full 
advantage of the employment generating potential of construction activity.  
 
Panel based vector error correction models were developed to estimate regional 
construction demand. A series panel data analysis technique was employed to estimate 
panel cointegrating and causal relationships among construction demand and identified 
influencing factors in order to establish the potential driving factors for construction 
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demand to be included in the panel VEC models. The model estimates suggest that 
lagged construction demand, construction price, state income and interest rates play very 
significant roles in forecasting future construction demand in most of Australia’s sub-
regions.  The values of MAPE and Theil’s inequality coefficient U of forecasting model 
consistently falls within the general acceptable limit of 10% and closing to 0 
respectively.  
 
Box-Jenkins and vector error correction modelling techniques have been proven in many 
studies to be a reliable approach in construction industry forecasting, however these 
previous forecasting methods, such as MR, BJ and VEC techniques, cannot be applied to 
estimate regional variation of construction demand whilst considering all state 
influencing factors and their interactions. It is also hard for researchers to construct a 
number of separate VEC models for each region when carrying out regional forecasting. 
Moreover, regional similarities and differences cannot be compared, estimated and 
factored into a forecasting model. In contrast, a panel based VEC model can provide a 
better prediction in forecasting regional construction industry variables. Through the 
analysis of empirical results, it is concluded that the relationships between construction 
demand and identified key factors do not behave in the same way for all eight regions in 
Australia. The panel VEC models would be helpful to assist industry stakeholders and 
policy makers in adjusting their business and development strategy based on the 
projection results while also providing a useful tool in analysing similarities and 
disparities of regional construction markets. 
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7. Estimating regional construction demand with the impact 
of spatial linkages 
7.1   Introduction 
Chapter 6 has proposed two regional forecasting models, the panel VEC model and 
panel VEC model with dummy variables, for estimating regional construction demand 
while the disparities and similarities of relationships between construction demand and 
local economic indicators were discussed.  
 
The interconnection or linkages among regional construction markets has been 
examined in previous studies, such as Song et al. (2006), who investigated forward and 
backward linkages among construction markets in eight OECD countries by using input-
output methods. Linkages among regional housing and construction markets have been 
found in the studies of Alexander and Barrow (1994) and Luo et al. (2007). These 
studies indicated that migration and regional arbitrage activities may be the main reasons 
for the diffusion of the regional housing prices. However, an important issue to explore 
is that of the interconnections or linkages among regional construction markets. The 
question of whether such interconnection among regional construction markets should 
be considered in the regional demand estimation for construction markets will be 
discussed. 
 
Using Australian state-level data of construction demand and its determinants, the 
spatial linkages among regional construction markets are estimated. Moreover, the 
estimated spatial linkages are factored in the regional forecasting model for better 
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estimating regional construction demand in light of such interconnections among 
regional construction markets. In this chapter, two spatial panel VEC models are 
proposed to provide an estimate for regional construction demand. 
 
This chapter first analyses the spatial effects on Australian regional construction markets. 
Then, spatial construction producer price indices are developed as an indicator to 
represent interconnection among regional construction markets. Next, the developed 
spatial indicator is factored into the panel estimating models. Subsequently, the 
estimates of proposed spatial panel models and results of model validation are presented. 
Finally, the primitive accuracy between forecasts generated by spatial panel VEC 
models and general panel VEC models are compared. 
 
7.2   Spatial effects on regional construction markets 
Spatial autocorrelation and convergence tests are commonly used techniques for 
estimating spatial effects among regional markets. In this subsection, the spatial 
autocorrelation between the construction prices of eight regional markets will be first 
investigated. Then spatial convergence among regional construction prices in regional 
markets will be discussed. 
 
7.2.1 Testing spatial autocorrelation 
The spatial autocorrelation test is a statistical method which attempts to measure the 
interrelationship between construction prices in different states. The null hypothesis for 
testing the presence of spatial autocorrelation is that there is no relation between 
construction prices in different regions and their relative weights. Moran’s I statistic 
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(Moran 1950) is used to calculate the tests in this section. Details about spatial 
autocorrelation test were elaborated in Sub-section 3.3.3. The Moran’s I statistic test is 
carried out to investigate the spatial autocorrelation between the construction prices of 
Australia’s six states and two territories at each time point over the observation period. 
The results of Moran’s I tests and the Z-scores are shown in Figure 7.1. The figure 
shows that Moran’s I values for construction prices across Australia’s six states and two 
territories are positive at each quarter throughout the whole observation period.  
 
Figure 7.1 gives the Z-scores of Moran’s I critical values of -1.96 and 1.96 with the 
significance of 5%. It is obvious that most of the Z-scores are less than -1.96 or larger 
than 1.96. Therefore, the results suggest the presence of significant positive spatial 
correlation between the construction prices of Australia’s sub-markets at each quarter 
from 1998 to 2011. That means whenever the construction price in one market increased, 
it positively affected construction prices in other contiguous markets for most quarters 
from 1998 to 2011. Furthermore, the autocorrelation results seem suggest that degree of 
dependence decreases sufficiently quickly as the space between units increase. 
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Figure 7.1 Spatial autocorrelation test for regional construction prices  
 
7.2.2 Testing spatial convergence 
The spatial convergence test was employed to test whether there is a stable long-run 
relationship in construction prices between the construction markets. If such relationship 
does not occur, then there is suggestion that barriers exist, preventing prices from 
adjusting. Spatial convergence is commonly conducted though cointegration analysis,, 
which is an approach to detect long term equilibrium relationships. The variables are 
cointegrated if they share a common trend and tie together in a long term equilibrium 
relationship. The Engle-Granger test method is employed in this research to test the 
cointegration relationships of the construction producer prices indices in six states and 
two territories. The casual relationships between the regional indices will be explored as 
well. 
 
The construction producer price indices in eight regional markets are tested 
nonstationary. There are two circumstances of cointegration regression analysis included 
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in this research: cointegration regression analysis without deterministic trend is shown in 
Table 7.1, and cointegration regression analysis with deterministic trend is presented in 
Table 7.2. For every pair of any two states, there is one least square regression equation; 
respectively, 0k  denotes the intercept item, 1k  denotes the regression coefficient, R 
squared is the correlation coefficient, DW is short for Durbin-Watson statistic, and ADF 
is the Augmented Dickey-Fuller unit root test method results on the residuals obtained 
from each least square regression equation. The item of ‘na’ indicates that the series of 
residuals acquired from individual regression equation is nonstationary according to the 
ADF unit root test method. When percentage numbers are indicated, they represent the 
significance levels when the null hypothesis is rejected, which indicates that the series of 
residuals is stationary; therefore, the two variables in the regression equation are 
considered cointegrated. 
 
From the results revealed in Table 7.1, there are 19 pairs of states construction producer 
price indices which are cointegrated, each pair having a long term equilibrium 
relationship. 9 pairs of states series are tested for cointegration, and they are all observed 
to be cointegrated in Table 7.2 as well. The coefficient of determination (R square) 
values in Tables 7.1 and 7.2 suggest that the pairwise relationships among these regions 
are quite stable. Most of coefficients of determination values are above 0.9, with a few R 
square values lower than 0.9, for instance, the regression of Victoria on Northern 
Territory and Northern Territory on Victoria. There are several factors affecting 
cointegration, such as the amount of market information reflected in prices at a 
particular market (Buccola 1985), and agent’s cost and risk associated with trading 
activities between markets (Buccola 1989). The market volume factor (Tomek 1980), 
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and the degree of the industry concentration (Goodwin and Schroeder 1991) may also be 
relevant in affecting cointegration. The cointegration regression tests explore the long-
term equilibrium relationship of the pairs of states producer price index series of house 
construction, and indicate that the law of one price exists in the market, and the 
cointegration regional linkages are shown by the test results. All the outcomes support 
the hypothesis that there is regional convergence in the construction prices. 
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Table 7.1 Pairwise cointegration test results (without deterministic trend) 
  NSW  VIC QLD SA WA TAS NT ACT  
N
SW
 
- 
0.565 -1.735 -0.050 -3.120 -1.389 -2.588 -0.717 
0.885 1.369 1.015 1.669 1.292 1.541 1.577 
R2 0.969 0.979 0.983 0.966 0.979 0.923 0.986 
DW 0.269 0.169 0.167 0.100 0.222 0.071 0.255 
ADF on 
residuals 
-2.218 -1.639 -2.551 -2.947 -2.468 -1.996 -5.209 
5% 10% 5% 5% na na 1% 
V
IC
 
-0.471 
- 
-2.354 -0.607 -3.899 -2.016 -3.255 -1.333 
1.096 1.495 1.129 1.828 1.419 1.676 1.283 
R2 0.969 0.943 0.981 0.935 0.954 0.881 0.979 
DW 0.265 0.142 0.373 0.124 0.145 0.081 0.379 
ADF on 
residuals 
-2.103 -1.840 -3.769 -2.055 -2.755 -2.075 -3.708 
5% na 1% na 10% na 1% 
Q
LD
 
1.340 1.761 
- 
1.323 -0.996 0.327 -0.596 0.825 
0.716 0.630 0.724 1.218 0.928 1.117 0.830 
R2 0.980 0.943 0.956 0.984 0.966 0.928 0.971 
DW 0.170 0.147 0.085 0.150 0.138 0.005 0.122 
ADF on 
residuals 
-1.679 -2.04 -2.53 -1.282 -0.255 -1.159 -2.156 
na na 10% na na na 5% 
SA
 
0.130 0.619 -1.534 
- 
-2.943 -1.269 -2.459 -0.628 
0.968 0.869 1.321 1.625 1.261 1.507 1.133 
R2 0.983 0.981 0.956 0.959 0.978 0.925 0.992 
DW 0.168 0.378 0.085 0.069 0.172 0.064 0.273 
ADF on 
residuals 
-2.469 -3.875 -1.836 -1.811 -3.174 -2.492 -2.234 
5% 1% na na 5% na na 
W
A
 
1.968 2.308 0.883 1.933 
- 
1.102 0.263 1.543 
0.579 0.5117 0.807 0.591 0.758 0.929 0.673 
R2 0.966 0.935 0.984 0.959 0.973 0.967 0.964 
DW 0.101 0.130 0.152 0.070 0.118 0.065 0.071 
ADF on 
residuals 
-3.007 -2.206 -1.317 -2.867 -1.959 -1.077 -1.775 
10% na na 5% na na na 
TA
S 
1.154 1.577 -0.173 1.092 -1.281 
- 
-1.006 0.590 
0.758 0.672 1.041 0.775 1.283 1.207 0.883 
R2 0.979 0.954 0.965 0.977 0.973 0.966 0.979 
DW 0.224 0.152 0.139 0.173 0.118 0.084 0.160 
ADF on 
residuals 
-2.669 -3.518 -0.486 -2.510 -1.961 -1.328 -2.050 
na 5% na na na na na 
N
T 
1.923 2.285 0.844 1.873 -0.110 0.967 
- 
1.501 
0.599 0.525 0.831 0.614 1.041 0.800 0.695 
R2 0.923 0.881 0.928 0.925 0.967 0.966 0.915 
DW 0.073 0.088 0.058 0.065 0.0651 0.084 0.046 
ADF on 
residuals 
-1.626 -2.470 -1.438 -2.46 -1.412 -1.575 -1.626 
na na na na na na na 
A
C
T 
0.675 1.119 -0.825 0.587 -2.033 -0.553 -1.565 
- 
0.852 0.763 1.169 0.875 1.431 1.108 1.317 
R2 0.987 0.979 0.971 0.992 0.964 0.979 0.915 
DW 0.257 0.386 0.122 0.274 0.071 0.160 0.046 
ADF on 
residuals  
-2.537 -3.887 -2.110 -2.29 -1.760 -2.001 -1.576 
5% 1% na na na na na 
Note: The percentage number in the ADF on residuals row denotes the significance level 
when the null hypothesis is rejected. 
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Table 7.2 Pairwise cointegration test results (with deterministic trend) 
 
 
 NSW  VIC QLD  SA  WA  TAS NT ACT  
N
SW
 
 
- 
2.899 -3.296 2.772 
No trend 
1.285 0.821 1.663 
 0.363 1.717 0.384 0.694 0.778 0.625 
Time trend 0.005 -0.004 0.006 0.006 0.007 0.005 
R2 0.981 0.982 0.996 0.986 0.930 0.993 
DW 0.349 0.242 0.452 0.197 0.048 0.399 
ADF on 
residuals 
-4.68 -2.074 -1.939 -1.972 -2.539 -2.539 
5% Na Na na Na na 
V
IC
 
 1.668 
- No trend 
3.018 1.489 4.289 7.589 2.204 
 0.622 0.326 0.635 0.024 -0.724 0.500 
Time trend 0.004 0.007 0.011 0.013 0.022 0.007 
R2 0.973 0.993 0.945 0.977 0.926 0.988 
DW 0.178 0.368 0.056 0.106 0.052 0.229 
ADF on 
residuals 
-1.506 -1.506 -1.791 -2.948 -2.001 -2.256 
na Na na 5% Na na 
Q
LD
 
 2.586 3.769 
- 
3.675 
No trend No trend 
1.586 2.945 
 0.431 0.171 0.186 0.618 0.345 
Time trend 0.004 0.006 0.008 0.007 0.007 
R2 0.991 0.980 0.995 0.942 0.996 
DW 0.296 0.335 0.480 0.043 0.402 
ADF on 
residuals 
-3.270 -2.236 -2.609 -1.593 -2.149 
5% na 10% na na 
SA
  
 -2.064 
No trend 
-8.231 
- 
-7.049 1.319 
No trend No trend 
 1.457 2.812 2.539 0.685 
Time trend -0.005 -0.015 -0.001 0.006 
R2 0.985 0.966 0.962 0.979 
DW 0.278 0.252 0.129 0.127 
ADF on 
residuals 
-1.866 -2.509 -2.226 -3.429 
na Na na 5% 
W
A 
 
 3.200 4.197 
No trend 
3.900 
- 
2.825 
No trend 
3.484 
 0.294 0.075 0.136 0.360 0.225 
Time trend 0.005 0.008 0.008 0.007 0.008 
R2 0.980 0.976 0.994 0.989 0.990 
DW 0.155 0.297 0.374 0.204 0.170 
ADF on 
residuals 
-3.667 -1.024 -3.267 -1.853 -1.078 
1% na 5% na na 
TA
S 
 
No trend 
4.473 
No trend 
3.815 
No trend - 
-3.602 2.968 
 0.012 0.154 1.799 0.341 
Time trend 0.009 0.008 -0.007 0.007 
R2 0.976 0.992 0.972 0.987 
DW 0.287 0.213 0.162 0.162 
ADF on 
residuals 
-2.883 -1.018 -1.355 -0.659 
10% Na na na 
N
T 
 
 3.917 4.833 2.612 4.302 1.360 2.865 
- 
4.314 
 0.132 -0.071 0.416 0.044 0.696 0.356 0.036 
Time trend 0.007 0.009 0.007 0.009 0.006 0.007 0.011 
R2 0.969 0.976 0.947 0.991 0.976 0.992 0.984 
DW 0.128 0.303 0.070 0.304 0.072 0.232 0.131 
ADF on 
residuals 
-1.883 -2.838 -1.414 -2.562 -0.773 -2.007 -0.352 
na na Na Na na na na 
A
C
T 
 
 
No trend 
2.468 -5.306 2.433 
No trend 
1.582 2.823 
- 
0.460 2.174 0.461 0.630 0.333 
Time trend 0.004 -0.012 0.005 0.006 0.011 
R2 0.981 0.982 0.996 0.982 0.923 
DW 0.386 0.335 0.427 0.137 0.037 
ADF on 
residuals 
-3.791 -2.206 -2.418 -2.926 -1.998 
1% Na Na na na 
Note: The percentage number in the ADF on residuals row denotes the significance level 
when the null hypothesis is rejected. 
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The cointegration regression tests explore the spatial convergence of the pairs of states 
producer price index series of construction. However, during the process of long term 
equilibrium, there are still some short term disequilibrium circumstances caused by short 
term changes. Error correction model is applied to estimate this short term 
disequilibrium. In practice, the error correcting mechanism can be the arbitrage and 
trading activities in the economy system. Based on the 19 cointegrated pairs acquired 
from the cointegration regression tests, error correction models can then be estimated. 
Table 7.3 presents the error correction model equations of six states and two territories 
producer price index series of house construction based on Engle-Granger cointegration 
test results.  
 
Table 7.3 Error correction models of construction producer price indices 
States or Territories Error correction model equations 
NSW 
D(NSW) = 0.007015+ 0.209221*D(VIC) - 0.011709* ecmt-1 
D(NSW) = 0.002279+0.701268*D(SA) + 0.082590* ecmt-1 
D(NSW) = 0.004677+ 0.321239*D(WA) + 0.074515* ecmt-1 
D(NSW) = 0.002943+ 0.583805*D(ACT) + 0.108472* ecmt-1 
VIC 
D(VIC) = 0.006400+ 0.274281*D(NSW) + 0.144992* ecmt-1 
D(VIC) = 0.006182+ 0.280789*D(SA) + 0.244234* ecmt-1 
D(VIC) = 0.005035+ 0.360342*D(TAS) + 0.007604* ecmt-1 
D(VIC) = 0.008051+ 0.069847*D(ACT) + 0.226173* ecmt-1 
QLD D(QLD) = 0.002532+ 0.862309*D(NSW) + 0.076747* ecmt-1 
SA 
D(SA) = 0.005269+  0.470845*D(NSW) +0.025234* ecmt-1 
D(SA) = 0.008180+  0.141004*D(VIC) -0.061004* ecmt-1 
D(SA) = 0.006851+  0.260981*D(QLD) -0.020564* ecmt-1 
D(SA) = 0.005986+  0.269687*D(WA) -0.006359* ecmt-1 
WA D(WA) = 0.007362+ 0.621413*D(NSW)  -0.037730* ecmt-1 
TAS D(TAS) = 0.008552+ 0.242047*D(VIC) -0.047163* ecmt-1 D(TAS) = 0.008559+ 0.231615*D(SA) -0.041348* ecmt-1 
NT Nil 
ACT 
D(ACT) = 0.006623+ 0.399335*D(NSW) +0.080874* ecmt-1 
D(ACT) = 0.009821+ 0.032321*D(VIC)  -0.060559* ecmt-1 
D(ACT) = 0.007254+ 0.284091*D(QLD) +0.042953* ecmt-1 
D(.) denotes the data series of the item included in the bracket at the first difference level.  
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Johanson (1988) indicated that when the cointegration relationship exists, it is 
considered that Granger causality must occur in at least one direction. The causal links 
between six states and two territories have been presented in Figure 7.2, which indicates 
the elasticity of changes in the diffusion of regional construction prices based on 
cointegration regression test and error correction model estimation. Figure 7.2 shows 
that no causal relationships exist in the Northern Territory. In contrast, construction 
price in New South Wales receives four significant positive causal effects from Victoria, 
South Australia, Western Australian and Australian Capital Territory. The figure also 
indicates that Victoria and South Australia construction prices both receive positive 
causal effects from other four regional prices. Queensland and Western Australia are 
only influenced by New South Wales. The changes of New South Wales’s construction 
price generate the most significant effects on construction prices in five regional markets.  
 
The results of Table 7.1 and Figure 7.2 suggest that there are 14 pairs of regional market 
bidirectional causalities and the other 5 pairs of regional markets have one-way causality 
with other regional markets. It is also found that each market has at least one one-way 
causality with other regional markets except the Northern Territory, and the causality 
links between states are mainly between adjoining states in a geographical sense based 
on the estimation results. Furthermore, there is no causal relationship existing in the 
Northern Territory and the movements of construction price in the Northern Territory do 
not affect other regions. This phenomenon may be largely due to the fact that the 
construction market in the Northern Territory is the smallest one out of the eight 
regional markets. The construction price in New South Wales has the highest degree of 
positive influences to other five regional markets; this may be because New South Wales 
has become the largest construction market in the last two decades in Australia. These 
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results constitute further evidence on the “ripple effect” in construction prices in 
Australian regional markets; the changes in regional construction price positively 
influence neighbouring states first, and then spread out into other regions. Finally the 
regional prices converge and reach a long-run equilibrium in the following quarters.  
 
 
Figure 7.2 The short-term inputs to changes of construction prices in each regional 
market 
 
7.2.3 Construction of spatial construction price 
As the spatial linkages were found among Australia regional construction markets, a spatial weight 
will be developed based on the position of each regional construction market to others in the space. 
The developed spatial weight will be used to construction the spatial construction producer price 
indices for developing spatial panel VEC models to estimate regional construction demand in 
Australia. For example, given the (i, j) elements of a weighting matrix, ݀௜௝ could take a 
value of 1 if the ith and jth regions are contiguous and zero otherwise. The spatial weight 
for two regions is defined as the reverse values of the ݀௜௝, namely ݓ௜௝ ൌ ଵௗ೔ೕ. 
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In that way, the weight matrix W is composed by 
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be found that the geographic weight matrix is symmetric, which means the spatial 
weight from region i to region j is the same as that from region j to region i. Moreover, 
the spatial matrix is time invariable, indicating the spatial weights will not change over 
time. The geographic weighting matrix is summarised in Table 7.4, which shows South 
Australia is contiguous with five states. The construction market in South Australia 
received influence from five neighbouring regions with each spatial weight at 0.2. In 
contrast, Tasmania is only contiguous with Victoria and the spatial weight from Victoria 
to Tasmania is 1.  
 
Table 7.4 The spatial weight matrix among Australian regional construction 
markets 
 NSW VIC QLD SA WA TAS NT ACT 
NSW 0 0.25 0.25 0.25 0 0 0 0.25 
VIC 0.25 0 0 0.25 0 0.25 0 0.25 
QLD 0.33 0 0 0.33 0 0 0.33 0 
SA 0.2 0.2 0.2 0 0.2 0 0.2 0 
WA 0 0 0 0.5 0 0 0.5 0 
TAS 0 1 0 0 0 0 0 0 
NT 0 0 0.33 0.33 0.33 0 0 0 
ACT 0.5 0.5 0 0 0 0 0 0 
 
The regional construction price dependence ܥܲܲܫௌ ൌ ܹ כ ܥܲܲܫ , which represents a 
new variable equal to the mean of construction prices from the neighbouring markets, 
specifically, ܥܲܲܫ௜ௌ ൌ σ ݓ௜௝ே௝ஷ௜ ܥܲܲܫ௝.After establishing the spatial weight matrix among 
Australian regional construction markets, the spatial construction producer price indices 
can be computed and are shown in Appendix D. 
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7.3   Identifying cointegrating equations 
Because of the non-stationary nature of time series data, it is essential to test their 
stationarity before panel data models are established. Stationarity is defined as a variable 
where mean, variance, and auto-covariance are constant over time. Five panel unit root 
tests were employed to test stationarity for regional construction demand, construction 
producer price indices, spatial construction producer price indices, state income, state 
population, state unemployment rates and interest rates., The unit root tests including 
Levin-Lin-Chu (2002) (LLC), Breitung (2001), Im-Pesaran-Shin (2003) (IPS), a 
modified version of the test described by Dickey and Fuller (1979) (ADF) and a test 
introduced by Phillips and Perron (1988) (PP). The null hypothesis of nonstationary is 
performed at the 0.01 and 0.05 significance levels. The results of panel unit root tests are 
displayed in Table 7.5, which shows the null hypotheses of a unit root cannot be rejected 
at their levels for all seven variables. However, upon taking first differences, the null of 
unit roots is rejected at the 0.05 significance level.  
 
Therefore, it is concluded that all the series are nonstationary and integrated of order one. 
Having established that construction demand, construction producer price indices, 
spatial construction producer price indices, state income, state population, 
unemployment rates, interest rates are I(1), the next step is to test whether a long-run 
relationship exists among them.  
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Table 7.5 Results of panel unit root tests 
Unit root tests  LLC Breitung IPS Fisher-ADF Fisher-PP 
Levels CD -2.25* -2.65 0.15 10.61 19.83 
 CPPI -1.21 2.55 2.76 3.96 3.58 
 CPPI s -1.05 3.48 0.48 7.94 6.31 
 SI 3.43 -1.79* 5.14 2.12 5.13 
 POP 2.82 4.58 9.42 2.86 0.06 
 UR 0.96 4.33 -1.11 26.23 3.83 
 IR -2.38** -6.91** -4.22** 43.80** 13.20 
First difference CD -6.45** -7.36** -5.30** 59.17** 106.25** 
 CPPI -3.48** -3.84** -3.42** 41.35** 74.63** 
 CPPI S -4.02*** -2.72*** -3.73*** 37.10*** 37.03*** 
 SI -2.79** -9.28** -15.11** 197.75** 1851.42** 
 POP -3.12** -2.53** -4.02** 46.89** 123.47** 
 UR -5.38** -1.72* -8.01** 95.17** 86.66** 
 IR -9.53** -9.56** -7.37** 77.84** 71.25** 
Note: All unit root tests were individual trends and intercepts for each series. The null 
hypothesis is the unit root for all tests. Lag length are determined by the Schwarz 
Bayesian Criterion. * denotes rejection of null hypothesis of unit root based on their P-
value at the 0.05 significance level; ** denotes rejection of null hypothesis of unit root 
based on their P-value at the 0.01 significance level.  
 
Both the results of Pedroni’s heterogeneous panel cointegration test and Johansen’s test 
for eight regional construction markets are employed to test long-run relationship among 
regional construction demand, and other selected variables. The Pedronils heterogeneous 
panel cointegration test allows for corss-sectional intedepdence with different individual 
effects. Seven different test statistics were considered in Pedroni’s test. Four of which 
are based on pooling the residuals of the regression along the within-dimension of the 
panel, such as panel v-statistics, panel rho-statistics, panel PP-statistics and panel ADF-
statistics. The other three are based on pooling the residuals of the regression along 
between dimension of the panel, for instance, group rho-statistics, group PP-statistics, 
group ADF-statistics.The results are reported in Tables 7.6 and 7.7 respectively. Table 
7.6 indicates that with the exception of the group v-statistics, all the statistics reject the 
null hypothesis of no cointegration for the full samples of seven variables.  
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Table 7.6 Results of heterogeneous panel cointegration tests for selected regional 
variables 
Test statistics  Statistic Prob. 
Common AR coefs. Panel v-statistics -0.75 0.77 
Panel rho-statistics -5.50 0.00*** 
Panel PP-statistics -12.58 0.00*** 
 Panel ADF-statistics -12.38 0.00*** 
Individual AR coefs. Group rho-statistics -3.49 0.00*** 
Group PP-statistics -11.91 0.00*** 
Group ADF-statistics -11.77 0.00*** 
Note: Note: Lag length is determined by the Schwarz Bayesian Criterion,  
*denotes significance at 0.1 level, **denotes significance at 0.05 level, ***denotes 
significance at 0.01 level. 
 
Using same lag length selection procedure used in Sub-section 6.2, a panel based VAR 
model is conducted to select lag length for the spatial panel model. Based on the panel 
based VAR lag length selection system, the smallest values of the likelihood ratio test 
statistic, final prediction error, Akaike information criterion, Schwarz information 
criterion and Hannan-Quinn information criterion tests indicate that the lag length for 
the spatial panel VEC model is three. After the lag length has been identified, the panel 
based Johansen cointegration test can be conducted to test how many cointegrating 
equations in the spatial panel VEC models. The Johansen results summarised in Table 
7.7 shows that all the variables are cointegrated and only one cointegrating equation is 
identified among the seven variables. The results of the trace statistics indicate that each 
variable ௜ܻǡ௧ has a linear trend with an intercept but regional construction demand has no 
trend in the co-integrating relation. 
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Table 7.7 Results of Johansen panel cointegration tests for regional construction 
demand and determinants 
Hypothesised No. of CE(s) Eigenvalue Trace statistic 5% critical value P-value 
None * 0.23 175.30 125.62 0.00 
At most 1 0.15 92.59 95.75 0.08 
At most 2 0.05 40.80 69.82 0.93 
At most 3 0.04 24.97 47.86 0.92 
At most 4 0.02 11.32 29.80 0.95 
At most 5 0.01 4.77 15.49 0.83 
At most 6 0.00 0.13 3.84 0.72 
Note: The asterisks * denote rejection of the hypothesis at the 0.05 level. Lag length is 
selected by Panel VAR model lag length selection criteria. 
 
7.4   Establishing spatial panel models  
7.4.1 Spatial panel VEC model 
Having established that there is a long-run equilibrium relationship between construction 
demand and its determinants, spatial panel vector error correction models can be 
constructed to estimate demand for construction in Australian six states and two 
territories. Based on Equation (3.44), specifically the spatial panel VEC model for 
regional construction demand (ܥܦ௜ǡ௧) can be written as follows 
 
οܥܦ௜ǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞οܥܦ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞௦
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܵܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠହǡ௜ǡ௞οܱܲ ௜ܲǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଺ǡ௜ǡ௞οܷܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଻ǡ௜ǡ௞οܫܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ߝ௜ǡ௧ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͹Ǥͳሻ 
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where T is the lag order and N is number of regions in the panel. At time t, ܥܲܲܫ௜ǡ௧ is 
construction producer price indices, ܵܫ௜ǡ௧ is state income, ܱܲ ௜ܲǡ௧ is state population, ܷܴ௜ǡ௧ 
is state unemployment rates and ܫܴ௜ǡ௧ is interest rates. ܶ is the length of lag and ܰ is the 
number of sub-nations considered in the model.  
 
The estimates of the spatial panel VEC model for regional construction demand are 
summarised in Tables 7.8 and 7.9. The importance of error correction term, ݁ܿ݉௜ǡ௧ିଵ 
demonstrates the amount of information relevant to near-term forecasting. It represents 
the pressure to adjust toward long-run equilibrium in the short-term data generating 
process. It is found that the coefficients of error correction term in Table 7.8 are 
significant as the t-statistics shows, which suggests that the adjustment from short-term 
disequilibrium back to a long-term equilibrium relationship is confirmed in all sub-
national construction markets except Queensland.  
 
Table 7.8 Estimates of the SP-VEC model for regional construction demand (long-
term) 
Independent variable  ܥܦ௜ǡ௧ 
Long-run estimation  ߙ௜ ݁ܿ݉௜ǡ௧ିଵ 
ܹܰܵ  0.18 -0.85 (-1.67)* 
ܸܫܥ  0.09 -0.74 (-2.46)*** 
ܳܮܦ  -0.04 -0.06 (-0.08) 
ܵܣ  0.08 -0.79 (-1.68)* 
ܹܣ  0.05 -1.30 (-2.20)** 
ܶܣܵ  0.02 -1.20 (-2.82)*** 
ܰܶ  0.01 -1.07 (-1.73)* 
ܣܥܶ  -0.38 -1.01 (-2.72)*** 
R-squared  0.78  
Sum sq. residue  4.41  
S.E. equation  0.18  
F-statistic  2.57  
* denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 0.05 
level; *** denotes t-statistics significant at 0.01 level.  
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The values of R-squared, Sum square residue, S.E equation and Log likelihood are used 
for examining the model fit of the panel VEC model. The panel VEC model obtained an 
R-square value of 0.78, which means approximately 78% of the variations in the 
construction demand for eight Australian construction markets could be captured by the 
proposed forecasting model. 
 
The short-run dynamic relationships between construction demand and determinants are 
represented by the coefficient values in Table 7.9. These coefficients indicate the 
impacts of changes of selected factors on the construction demand in three lags while the 
regional variation or disparities are clearly shown by the short-term dynamic estimations. 
The results in Table 7.10 suggest that construction demand can be positively affected by 
the lagged construction demand or investment in Western Australia and Tasmania 
significantly. However, other regional construction demand is shown to receive negative 
non-significant impact from lagged construction demand itself. This result suggests the 
growths of construction demand in New South Wales, Queensland, South Australia, 
Northern Territory and Australian Capital Territory are due to the general expansion of 
the construction industry. However, the demanded construction in Western Australia and 
Tasmania are more likely due to speculative investment in the construction industry, as 
the more investing in construction would lead more demand for construction in a short 
period.  
 
Table 7.9 shows the short-run relationships between construction demand and 
construction price in three lags. The results indicate that regional construction demand is 
negatively affected by the local construction price significantly in New South Wales, 
Queensland, Western Australia Tasmania, Northern and Australian Capital Territories. 
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These results are consistent with the law of demand that rises in prices will lead to a 
decline in products and services demanded. 
At the same time, the local construction market is not only affected by the local 
construction price but also affected by construction prices in contiguous regional 
markets. The results indicate these spatial effects on construction prices in all Australian 
sub-national construction market, which suggests that changes in construction prices in 
neighbouring markets can significantly affect one regional construction demand. It 
further evidences the efficiency of Australian construction market. 
 
The results of short-run dynamic relationships between construction demand, state 
income and state population are shown in Table 7.9. It is found that increases in state 
income can significant generate demand for construction in most states and territories, 
such as Victoria, Queensland, South Australia, Western Australia, Tasmania and 
Australian Capital Territory. This also suggests that local governments can stimulate 
construction market growth by increasing government spending and decreasing personal 
income tax. Furthermore, a change of demographic can lead to a significant impact on 
regional construction demand. 
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Table 7.9 Estimates of the SP-VEC model for regional construction demand (short-
term) 
 ܹܰܵ ܸܫܥ ܳܮܦ ܵܣ ܹܣ ܶܣܵ ܰܶ ܣܥܶ 
οܥܦ௜ǡ௧ିଵ 0.19 
(0.35) 
-0.14  
(-0.49) 
-0.63  
(-0.97) 
-0.09 
 (-0.17) 
0.41 
 (0.84) 
-0.07 
 (-0.19) 
-0.03 
 (-0.04) 
-0.16  
(-0.52) 
οܥܦ௜ǡ௧ିଶ -0.20  
(-0.44) 
-0.40*  
(1.79) 
-0.34  
(-0.70) 
-0.08  
(-0.20) 
-0.41 
 (-0.96) 
-0.22 
 (-0.70) 
-0.03  
(-0.07) 
0.28 
 (1.12) 
οܥܦ௜ǡ௧ିଷ 0.21  
(0.68) 
-0.14 
 (-0.64) 
0.03 
(0.07) 
-0.12 
 (-0.40) 
0.56* 
(1.72) 
0.28* 
(1.78) 
0.14  
(0.55) 
0.14  
(0.77) 
οܥܲܲܫ௜ǡ௧ିଵ -3.52 
 (-1.75)* 
-0.72 
 (-0.37) 
-1.69*  
(-0.31) 
-4.91  
(-0.80) 
-11.92* 
 (-1.69) 
-0.89 
 (-0.367) 
-7.82* 
 (-1.69) 
-12.22*  
(-1.84) 
οܥܲܲܫ௜ǡ௧ିଶ -0.87 
 (-0.25) 
-0.36 
 (-0.14) 
3.04  
(0.59) 
3.61  
(0.47) 
-14.58* 
 (-1.74) 
-4.50* 
 (-1.68) 
1.16  
(0.15) 
-5.32 
 (-0.78) 
οܥܲܲܫ௜ǡ௧ିଷ -6.09* 
(-1.64) 
-1.35 
 (-0.50) 
4.04  
(1.06) 
-4.44  
(-0.62) 
1.48 
 (0.25) 
-1.80  
(-0.51) 
-3.35  
(-0.54) 
7.86  
(1.18) 
οܥܲܲܫ௜ǡ௧ିଵௌ  1.20  
(1.16) 
1.09  
(1.22) 
-1.72  
(-1.30) 
-9.67** 
 (-2.14) 
6.39* 
 (1.73) 
-12.74** 
 (-2.12) 
-0.65  
(0.06) 
-2.16*  
(-1.71) 
οܥܲܲܫ௜ǡ௧ିଶௌ  -5.18**  
(-2.68) 
-3.72*  
(-1.67) 
1.98  
(1.26) 
-7.96***  
(-2.85) 
-12.35***  
(-3.55) 
3.59*  
(1.64) 
-16.53***  
(-3.11) 
4.09**  
(2.28) 
οܥܲܲܫ௜ǡ௧ିଷௌ  -2.20  
(1.31) 
6.43**  
(1.97) 
-20.02***  
(-4.31) 
-0.87 
 (-0.10) 
-7.45*  
(-1.86) 
-7.82*  
(-1.69) 
-10.77***  
(-2.75) 
-2.28*  
(-1.80) 
οܵܫ௜ǡ௧ିଵ 2.03  
(1.45) 
0.75  
(1.19) 
0.14  
(0.16) 
1.14  
(1.06) 
1.35  
(1.23) 
0.96*  
(1.65) 
-0.60  
(-0.60) 
1.55*  
(1.74) 
οܵܫ௜ǡ௧ିଶ 0.03 
(0.02) 
0.28 
(0.25) 
2.36 * 
(1.79) 
2.29 
(1.68)* 
1.64* 
(1.72) 
1.56** 
(1.97) 
-0.30  
(-0.28) 
-0.71  
(-0.54) 
οܵܫ௜ǡ௧ିଷ -1.34 
 (-1.11) 
1.24* 
(1.73) 
2.18*** 
(2.56) 
-1.79 
 (-1.41) 
0.79  
(0.58) 
-0.58  
(-0.88) 
-0.47  
(-0.58) 
-0.15  
(-0.14) 
οܱܲ ௜ܲǡ௧ିଵ 116.35* 
(1.69) 
28.51* 
(1.85) 
59.83 
(1.21) 
82.66** 
(1.99) 
61.33** 
(1.80) 
29.03 
(0.86) 
32.90 
(0.83) 
58.79* 
(1.66) 
οܱܲ ௜ܲǡ௧ିଶ 122.72* 
(1.75) 
-6.36 
 (-0.15) 
62.09* 
(1.71) 
-24.06 
 (-0.30) 
91.29* 
(1.88) 
-18.92 
 (-0.48) 
-14.38  
(-0.34) 
-4.61 
 (-0.12) 
οܱܲ ௜ܲǡ௧ିଷ -51.42 
 (-0.64) 
34.47  
(0.75) 
-57.01 
 (-1.12) 
54.58  
(0.65) 
12.06  
(0.19) 
50.81  
(1.60) 
-42.43  
(-1.05) 
41.73  
(1.19) 
οܷܴ௜ǡ௧ିଵ -1.78*  
(-1.68) 
-0.51 
 (-0.75) 
-0.09 
 (-0.13) 
-1.00  
(-1.00) 
0.53  
(0.78) 
0.38  
(0.57) 
-0.09  
(-0.18) 
0.76  
(0.75) 
οܷܴ௜ǡ௧ିଶ 0.03 
(0.02) 
-1.66**  
(-1.97) 
-0.37 
 (-0.46) 
0.03  
(0.03) 
-0.37  
(-0.55) 
0.56  
(0.93) 
0.61 
 (1.15) 
0.60  
(0.77) 
οܷܴ௜ǡ௧ିଷ -0.48  
(-0.41) 
-0.57 
 (-0.76) 
-1.62* 
 (-1.70) 
-0.55  
(-0.58) 
-2.74*  
(-1.94) 
-0.46  
(-0.71) 
0.19  
(0.34) 
-1.47* 
 (-1.73) 
οܫܴ௜ǡ௧ିଵ -0.36 
 (-0.84) 
0.50  
(1.77)* 
-0.77*** 
 (-2.71) 
0.04  
(0.08) 
0.33  
(0.78) 
-0.69** 
 (-2.17) 
-0.23 
 (-0.29) 
-0.92*  
(-1.68) 
οܫܴ௜ǡ௧ିଶ 0.07 
(0.17) 
-0.59 
 (-1.75)* 
0.09 
 (0.25) 
-0.29  
(-0.54) 
-0.31  
(-0.61) 
0.11 
 (0.32) 
-0.08 
 (-0.09) 
2.03***  
(2.81) 
οܫܴ௜ǡ௧ିଷ -0.34 
 (-0.71) 
-0.77*  
(1.72) 
-0.35  
(-0.85) 
-0.05  
(-0.08) 
-0.57  
(-0.83) 
-0.65 
 (-1.38) 
0.82 
 (0.76) 
-1.72*  
(-1.77) 
Note: * denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 
0.05 level; *** denotes t-statistics significant at 0.01 level.  
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In Table 7.9, the size of population is found to be positively related to demand for 
construction in most of states and territories except Tasmania and Northern Territory. 
This is mainly because of the small population size in these two regions compared to 
other regions. Change in unemployment rates and monetary supply or borrowing cost 
can negatively affect construction demand in most states and territories, namely New 
South Wales, Victoria, Queensland, Tasmania and Australian Capital Territory. The 
changes of short-term relationships between regional construction demand and interest 
rates represent the changes of consumer’s expectations on construction markets. 
 
7.4.2 Spatial panel VEC model with dummy variables 
Based on spatial panel VEC model established in last sub-section, Equation (7.1), 
specifically the spatial panel VEC model with the financial crisis dummy variable for 
regional construction demand (ܥܦ௜ǡ௧) can be written as follows 
 
οܥܦ௜ǡ௧ ൌ  ߙ௜ ൅ ߣ௜݁ܿ݉௜ǡ௧ିଵ ൅෍ߠଵǡ௜ǡ௞οܥܦ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଶǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠଷǡ௜ǡ௞οܥܲܲܫ௜ǡ௧ି௞௦
௛
௞ୀଵ
൅෍ߠସǡ௜ǡ௞οܵܫ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠହǡ௜ǡ௞οܱܲ ௜ܲǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଺ǡ௜ǡ௞οܷܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅෍ߠ଻ǡ௜ǡ௞οܫܴ௜ǡ௧ି௞
௛
௞ୀଵ
൅ ൅ߜ௜ܦ௜ǡ௧ߝ௜ǡ௧ 
ݐ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡ ܶǡ݅ ൌ ͳǡ ʹǡ ͵ǡ ǥ ǡܰሺ͹Ǥʹሻ 
 
where ߜ௜  is the coefficient of the dummy variables for each region, and ܦ௜ǡ௧  is the 
dummy variables for the event of the late 2000s financial crisis for eight sub-regional 
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markets. The period of the late 2000s global financial crisis that affected the Australian 
economy is defined in the same way as the VEC model with dummy variables, i.e. 
starting in September 2008 and finishing in September 2009. 
 
The estimation of spatial panel VEC model with dummy variables for regional 
construction demand is presented in Tables 7.10 and 7.11. The estimates in Table 7.10 
indicate that error correction terms (݁ܿ݉) impacted the model estimation significantly 
and helped to adjust relationships among regional construction demand and helping its 
determinants to reach long-term equilibriums. The t-statistics of dummy variables in the 
model estimation show that construction markets in nearly all states and territories were 
significantly affected in the recent global financial crisis, except Tasmania. 
 
 The coefficients of dummy variables indicate that construction demand in NSW, VIC, 
QLD, SA, WA, and NT all received negative influences in the recent global financial 
crisis varying from -0.20 to -0.91. However, demand for construction in ACT was 
positively impacted by the crisis with 0.47. The total value of construction approvals 
increased more than 900 million AUD during the late 2000s global financial crisis in 
ACT (ABS 2011). This result may be caused by the effective economic stimulation 
strategies that were launched in the local construction market and pulled the demand up 
during the crisis period.  
 
The spatial panel VEC model with dummy variables achieved a better model fit than the 
spatial panel VEC model with 0.82 in R-square. This means 82% variations of regional 
construction demand can be captured by this model. 
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Table 7.10 Estimates of the SP-VEC model with dummy variables for regional 
construction demand (long-term) 
Independent variable  ܥܦ௜ǡ௧  
Long-run estimation  ߙ௜ ݁ܿ݉௜ǡ௧ିଵ ܦ௜ 
ܹܰܵ  0.26 -0.76 (-1.86)* -0.37 (-1.73)* 
ܸܫܥ  0.15 -0.71 (-2.29)** -0.58 (-1.86)* 
ܳܮܦ  -1.74 -0.17 (-0.30) -0.34 (-3.45)*** 
ܵܣ  0.13 -0.49 (-0.77) -0.20 (-1.69)* 
ܹܣ  0.02 -0.87 (-1.63)** -0.44 (-2.08)** 
ܶܣܵ  0.14 -1.12 (-2.26)** 0.04 (0.08) 
ܰܶ  -0.21 -1.68 (-2.92)*** -0.91 (-3.38)*** 
ܣܥܶ  -0.2 -0.98 (-2.55)** 0.47 (2.32)** 
R-squared  0.82   
Sum sq. residue  3.57   
S.E. equation  0.17   
F-statistic  3.03   
* denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 0.05 
level; *** denotes t-statistics significant at 0.01 level.  
 
The short-term estimations among determinants and construction demand shown in 
Table 7.11 are still consistent with estimations of spatial panel VEC model. Regional 
construction demand is negatively affected by lagged construction demand, construction 
price, unemployment rates, and interest rates in most states and territories.  
 
The estimates of spatial construction price support the conclusion that construction price 
in a state can be affected the change of construction price in other states. That means 
when the construction price changes in a state, it will lead “ripple effect” to construction 
prices in other states or territories. It is supported that the interconnections among 
different regional construction market should be considered in the regional construction 
demand estimating model.  
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Table 7.11 Estimates of the SP-VEC model with dummy variables for regional 
construction demand (short-term) 
 ܹܰܵ ܸܫܥ ܳܮܦ ܵܣ ܹܣ ܶܣܵ ܰܶ ܣܥܶ 
οܥܦ௜ǡ௧ିଵ 0.10  
(0.15) 
-0.16 
 (-0.55) 
-0.97* 
 (-1.88) 
-0.24 
 (-0.45) 
-0.03 
 (-0.06) 
-0.13 
 (-0.32) 
0.37 
 (0.75) 
0.13  
(0.43) 
οܥܦ௜ǡ௧ିଶ 0.15 
 (0.30) 
0.07  
(0.28) 
-0.81** 
 (-2.01) 
-0.23  
(-0.50) 
0.13 
 (0.30) 
0.13 
 (0.60) 
0.16 
 (0.46) 
0.26  
(0.98) 
οܥܦ௜ǡ௧ିଷ 0.18  
(0.54) 
-0.11 
 (-0.48) 
-0.26  
(-0.79) 
-0.26 
 (-0.74) 
-0.42* 
 (-1.64) 
-0.67**  
(-2.23) 
0.21 
 (1.00) 
0.13  
(0.66) 
οܥܲܲܫ௜ǡ௧ିଵ 3.91  
(1.01) 
-0.25  
(-0.09) 
-3.91 
 (-0.90) 
-6.64 
 (-1.02) 
-7.85 
 (-1.12) 
0.60 
 (0.17) 
-3.61  
(-0.67) 
-12.73* 
 (-1.81) 
οܥܲܲܫ௜ǡ௧ିଶ -0.01  
(-0.00) 
-0.58 
 (-0.22) 
-1.14 
 (-0.22) 
4.61 
 (0.59) 
-8.16* 
 (-1.75) 
4.77 
(1.32) 
-4.19 
 (-0.67) 
-4.98  
(-0.70) 
οܥܲܲܫ௜ǡ௧ିଷ -5.91*  
(-1.71) 
-0.56 
 (-0.18) 
1.81  
(0.59) 
-3.80  
(-0.53) 
-2.60  
(-0.41) 
-1.28  
(-0.32) 
-6.42  
(-1.29) 
7.87 
 (1.15) 
οܥܲܲܫ௜ǡ௧ିଵௌ  0.38  
(0.05) 
2.08  
(0.39) 
2.77  
(0.59) 
8.62*  
(1.66) 
7.22  
(0.76) 
12.98** 
 (2.09) 
3.10  
(0.33) 
-2.12  
(-0.20) 
οܥܲܲܫ௜ǡ௧ିଶௌ  4.61  
(0.57) 
3.25  
(0.57) 
8.41*  
(1.64) 
-11.92*  
(-1.83) 
9.7  
(0.87) 
-4.17  
(-0.60) 
17.25**  
(2.47) 
3.86  
(0.26) 
οܥܲܲܫ௜ǡ௧ିଷௌ  -1.96 
 (-0.27) 
-6.72*  
(-1.65) 
-18.16***  
(-3.49) 
0.97  
(0.11) 
-5.18  
(-0.63) 
-9.16*  
(-1.74) 
0.77 
 (0.06) 
-0.79  
(-0.06) 
οܵܫ௜ǡ௧ିଵ 1.84*  
(1.70) 
-0.74  
(-1.14) 
0.92  
(1.02) 
0.87  
(0.77) 
1.19  
(1.15) 
1.00*  
(1.69) 
-0.39 
 (-0.50) 
0.63  
(0.44) 
οܵܫ௜ǡ௧ିଶ 0.11  
(0.06) 
0.26 
(0.22) 
-1.46 
 (-1.38) 
-2.09* 
 (-1.81) 
-1.70  
(-1.42) 
-1.62* 
 (-1.95) 
-0.24 
 (-0.28) 
-0.73  
(-0.54) 
οܵܫ௜ǡ௧ିଷ -1.37  
(-1.11) 
1.24  
(1.11) 
2.24***  
(3.36) 
-1.66* 
 (-1.78) 
-0.32 
 (-0.22) 
-0.60 
 (-0.88) 
-0.28  
(-0.43) 
-0.23 
 (-0.20) 
οܱܲ ௜ܲǡ௧ିଵ 109.75*  
(2.49) 
-27.85  
(-0.59) 
60.87* 
(1.68) 
86.81*  
(1.73) 
46.94  
(0.81) 
27.61  
(0.79) 
71.17*  
(2.15) 
61.74*  
(1.69) 
οܱܲ ௜ܲǡ௧ିଶ 128.18*  
(2.35) 
-1.34 
 (-0.03) 
102.30*  
(1.88) 
-9.66  
(-0.12) 
-15.47 
 (-0.22) 
-20.95  
(-0.51) 
12.31  
(0.36) 
1.05  
(-0.03) 
οܱܲ ௜ܲǡ௧ିଷ -51.11 
 (-0.62) 
40.09 
 (0.85) 
-57.58  
(-1.44) 
-32.46 
 (-0.37) 
-0.10 
 (-0.00) 
49.33*  
(1.70) 
-22.26  
(-0.70) 
-41.96 
 (1.16) 
οܷܴ௜ǡ௧ିଵ -1.52*  
(-1.74) 
-050 
 (-0.72) 
0.69 
(1.20) 
-0.79  
(-0.76) 
0.354  
(0.55) 
0.37 
 (0.54) 
-0.65* 
 (-1.71) 
0.74  
(0.71) 
οܷܴ௜ǡ௧ିଶ 0.20 
 (0.13) 
-0.78  
(-1.09) 
-0.49 
 (-0.79) 
-0.02  
(-0.02) 
-0.06 
 (-0.09) 
0.60  
(0.96) 
0.17 
 (0.39) 
0.64  
(0.79) 
οܷܴ௜ǡ௧ିଷ -0.24 
 (-0.17) 
-0.45 
 (-0.59) 
-0.38  
(-0.59) 
-0.45 
 (-0.46) 
-0.95  
(-1.40) 
-50 
 (-0.75) 
0.11 
 (0.24) 
1.48* 
(-1.64) 
οܫܴ௜ǡ௧ିଵ -0.37  
(-0.83) 
0.38 
 (1.08) 
0.37*  
(1.68) 
-0.29 
 (-0.47) 
0.00 
 (0.02) 
0.73**  
(2.09) 
-1.31* 
(1.86) 
-1.05*  
(-1.76) 
οܫܴ௜ǡ௧ିଶ 0.14  
(0.28) 
-0.61*  
(-1.75) 
0.29 
 (0.97) 
-0.21  
(-0.39) 
-0.34 
 (-0.71) 
0.12 
 (0.34) 
-0.79 
 (-1.12) 
1.99***  
(2.65) 
οܫܴ௜ǡ௧ିଷ -0.29  
(0.55) 
-0.68 
 (-1.41) 
-0.15  
(-0.44) 
-0.03 
 (-0.05) 
-0.50 
 (-0.77) 
-0.65* 
 (-1.64) 
0.93 
 (1.09) 
-1.73* 
 (-1.72) 
Note: * denotes t-statistics significant at 0.1 level; ** denotes t-statistics significant at 
0.05 level; *** denotes t-statistics significant at 0.01 level.  
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7.4.3 Model validation of spatial panel VEC models 
Model validation on the proposed forecasting models is carried out to verify the 
assumptions of statistical soundness. These techniques include serial correlation 
Lagrange multiplier tests (LM) for up to fourth, eighth and twelfth order respectively, 
White’s test for heteroskedasticity (White) in the residual and for model misspecification, 
and Jarque-Bera test for normality of the residual (Jarque-Bera). Two spatial panel VEC 
models pass all validation tests at the 5% significant level and the results of model 
validation are summarised in Table 7.12. Therefore, there is no significant departure 
from the standard assumptions for the spatial panel VEC models. 
 
Table 7.12 Model validation of spatial panel VEC models for constriction demand  
Diagnostics Spatial P-VEC model Spatial P-VEC model with dummy 
LM(4) 44.98 (0.14) 46.78 (0.09) 
LM(8) 44.58 (0.15) 44.81 (0.16) 
LM(12) 30.62 (0.72) 34.78 (0.33) 
White 21.17 (0.23) 19.51 (0.56) 
Jarque-Bera 2.30 (0.86) 2.71 (0.70) 
Note: LM(p) is the Lagrange multiplier test for residual serial correlation with p lag 
length; White is White’s test for heteroskedasticity, Jarque-Bera is the Jarque Bera test 
for normality of the residuals; figures in parentheses denote probability value 
 
 
7.5   Results of spatial panel forecasting models 
A reliable forecast means that minimum forecasting errors are generated. The out-of-
sample testing is carried out to test the prediction reliability for the spatial panel VEC 
model and the spatial panel VEC model with dummy variables. The predictive accuracy 
is estimated by comparing the forecasts with the actual data values. The mean absolute 
percentage error and the Theil’s inequality coefficient U are employed to quantitatively 
measure how closely the predicted results tack the actual values.  
 
 225 
The predictive adequacy of the proposed regional demand forecasting models are further 
evaluated by comparing them with the actual regional construction demand over the 
forecasting period, as shown in Tables 7.13 and 7.14. The values of the MAPE test of 
the panel VEC model for six states and two territories are all less than 10% absolute 
percentage error and the coefficients U are all close to 0, which indicates that both 
spatial panel VEC models perform excellently in the regional construction demand 
prediction. Thus spatial panel VEC models are proved to be reliable for forecasting sub-
regional demand for the construction industry. But comparing forecasts generated by 
two spatial panel VEC models, it is found that spatial panel VEC model with dummy 
variables can provide more accurate prediction than the spatial panel VEC model. 
Moreover, spatial panel VEC model with dummy variable is confirmed to be a useful 
tool to estimate shocks of special events on regional markets or industries. 
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Table 7.13 Prediction accuracy of regional construction demand based on the spatial panel VEC model  
Period NSW NSWs VIC VICs QLD QLDs SA SAs WA WAs TAS TASs NT NTs ACT ACTs 
2009Q3 6851 6773 6810 7021 4210 4355 1543 1426 4635 4558 481 479 257 248 681 675 
2009Q4 5999 5885 6334 6446 5912 5756 1543 1424 2745 2668 441 449 320 316 676 673 
2010Q1 3699 3719 5478 5671 3924 4043 1331 1247 3325 3278 349 346 164 157 600 610 
2010Q2 4398 4546 5401 5638 3992 4187 1034 1051 2625 2741 283 300 346 353 447 460 
2010Q3 4397 4029 6501 6204 3891 4030 1197 1215 2424 2208 344 342 294 276 648 597 
2010Q4 4868 4681 6616 6272 3333 3433 1223 1250 2668 2454 280 307 195 176 821 836 
2011Q1 4194 4023 5444 5854 4268 3990 993 1066 2365 2384 312 322 200 204 401 413 
                                 
MAPE  = 3.32%   4.30%   3.88%   4.90%   4.00%   3.24%   4.10%   2.63% 
U  = 0.0187   0.0223   0.0199   0.0305   0.0216   0.0181   0.0218   0.0174 
Note: (CD) is the actual construction demand for each regional market and (CD)s is the predicted construction demand for 
each region. 
 
Table 7.14 Prediction accuracy of regional construction demand based on the spatial panel VEC model with dummy 
variables 
Period NSW NSWsd VIC VICsd QLD QLDsd SA SAsd WA WAsd TAS TASsd NT NTsd ACT ACTsd 
2009Q3 6851 6732 6810 6962 4210 4372 1543 1426 4635 4713 481 477 257 248 681 685 
2009Q4 5999 5885 6334 6410 5912 5889 1543 1524 2745 2709 441 452 320 316 676 677 
2010Q1 3699 3674 5478 5703 3924 4078 1331 1247 3325 3164 349 343 164 167 600 621 
2010Q2 4398 4457 5401 5578 3992 4144 1034 1051 2625 2705 283 291 346 353 447 452 
2010Q3 4397 4112 6501 6449 3891 3801 1197 1215 2424 2227 344 350 294 276 648 637 
2010Q4 4868 4677 6616 6391 3333 3476 1223 1250 2668 2654 280 299 195 176 821 842 
2011Q1 4194 4099 5444 5643 4268 4012 993 1066 2365 2499 312 316 200 204 401 433 
                                 
MAPE  = 2.62%   2.67%   3.51%   3.98%   3.60%   2.53%   3.78%   2.51% 
U  = 0.0151   0.0139   0.0180   0.0247   0.0192   0.0132   0.0213   0.0136 
Note: (CD) is the actual construction demand for each regional market and (CD)s is the predicted construction demand for 
each region. 
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7.6   The effects of the global financial crisis on regional construction 
demand with the impact of spatial linkages 
The effects of the global financial crisis on Australian regional construction demand and 
taking into account the impact of spatial linkages were estimated using spatial panel 
VEC model with dummy variables. Two scenarios were developed based on the same 
intervention analysis procedure applied in Sections 5.4 and 6.5, including the 
assumption that changes in regional construction demand would follow the trend of 
economic growth in the pre-crisis period during 2008 and 2009 (Scenario A) and that 
changes in regional construction demand followed the trend of economic movement in 
the post-crisis era during 2008 and 2009 (Scenario B).  
 
The results of impact of the late 2000s global financial crisis on regional construction 
demand in light of spatial linkages among regional construction markets are summarised 
in Tables 7.15, 7.16, 7.17 and 7.18 under two scenarios. The results of Scenario A and B 
both indicate that the financial crisis had a severe impact on the regional construction 
demand in Australia. However, the impact of the financial crisis differs according to 
region. Comparing intervention analysis results of the impact of the late 2000s global 
financial crisis on regional construction demand generated by panel VEC model with 
dummy (Tables 6.14-6.17) and spatial panel VEC model with dummy (Tables 7.15-
7.18), the results are quit similar in the estimates of two regional estimating models. This 
finding suggests that regardless of whether the linkages among regional markets are 
considered or not, the impact of the recent global financial crisis on Australian regional 
construction markets was severe and significant.  
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Table 7.15 The impacts of the late 2000s global financial crisis on regional construction demand with the impact of 
spatial linkages in NSW, VIC, QLD and SA (Scenario A $’million) 
Period 
Actual 
value_ 
NSW 
Estimated 
value_ 
NSW 
Net 
effects 
Actual 
value_ 
VIC 
Estimated 
value_ 
VIC 
Net 
effects 
Actual 
value_ 
QLD 
Estimated 
value_ 
QLD 
Net 
effects 
Actual 
value_ 
SA 
Estimated 
value_ 
SA 
Net 
effects 
2008Q3 4479 4754 -275 5494 5434 60 7162 7600 -438 1284 1695 -411 
2008Q4 3555 3591 -36 4070 4976 -906 3923 4832 -909 1009 1657 -648 
2009Q1 3331 3506 -175 4212 5531 -1319 3054 4544 -1490 889 2678 -1789 
2009Q2 3166 3550 -384 5002 6172 -1170 3991 4691 -700 1178 2156 -978 
Total net effects  -870     -3335     -3537     -3826 
 
Table 7.16 The impacts of the late 2000s global financial crisis on regional construction demand with the impact of 
spatial linkages in WA, TAS, NT and ACT (Scenario A, $’million)  
Period 
Actual 
value_ 
WA 
Estimated 
value_ 
WA 
Net 
effects 
Actual 
value_ 
TAS 
Estimated 
value_ 
TAS 
Net 
effects 
Actual 
value_ 
NT 
Estimated 
value_ 
NT 
Net 
effects 
Actual 
value_ 
ACT 
Estimated 
value_ 
ACT 
Net 
effects 
2008Q3 2819 2978 -159 357 372 -15 163 213 -50 576 615 -39 
2008Q4 2104 2687 -583 328 365 -37 180 237 -57 492 692 -200 
2009Q1 1573 2065 -492 255 390 -135 204 299 -95 959 806 153 
2009Q2 1983 3189 -1206 325 370 -45 190 306 -116 406 514 -108 
Total net effects   -2440     -232     -318     -194 
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Table 7.17 The impacts of the late 2000s global financial crisis on regional construction demand with the impact of 
spatial linkages in NSW, VIC, QLD and SA (Scenario B $’million) 
Period 
Actual 
value_ 
NSW 
Estimated 
value_ 
NSW 
Net 
effects 
Actual 
value_ 
VIC 
Estimated 
value_ 
VIC 
Net 
effects 
Actual 
value_ 
QLD 
Estimated 
value_ 
QLD 
Net 
effects 
Actual 
value_ 
SA 
Estimated 
value_ 
SA 
Net 
effects 
2008Q3 4479 4970 -491 5494 5465 29 7162 7713 -551 1284 1890 -606 
2008Q4 3555 3315 240 4070 5805 -1735 3923 6289 -2366 1009 1269 -260 
2009Q1 3331 2965 366 4212 4668 -456 3054 4411 -1357 889 1127 -238 
2009Q2 3166 2724 442 5002 5964 -962 3991 4939 -948 1178 1424 -246 
Total net effects   557     -3124     -5222     -1350 
 
 
Table 7.18 The impacts of the late 2000s global financial crisis on regional construction demand with the impact of 
spatial linkages in WA, TAS, NT and ACT (Scenario B, $’million)  
Period 
Actual 
value_ 
WA 
Estimated 
value_ 
WA 
Net 
effects 
Actual 
value_ 
TAS 
Estimated 
value_ 
TAS 
Net 
effects 
Actual 
value_ 
NT 
Estimated 
value_ 
NT 
Net 
effects 
Actual 
value_ 
ACT 
Estimated 
value_ 
ACT 
Net 
effects 
2008Q3 2819 3579 -760 357 273 84 163 355 -192 576 693 -117 
2008Q4 2104 3707 -1603 328 408 -80 180 207 -27 492 521 -29 
2009Q1 1573 2294 -721 255 224 31 204 361 -157 959 709 250 
2009Q2 1983 3508 -1525 325 290 35 190 309 -119 406 680 -274 
Total net effects   -4609     70     -495     -170 
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7.7   Comparison of regional construction demand estimating models 
Although these four newly developed regional forecasting models can all provide 
accurate forecasting in regional markets, spatial panel VEC model with dummy 
variables outperform than other three. The forecasting performance of regional 
construction demand by using four panel data models are compared in figures in 
Appendix A. Those figures show that these four newly developed models, (panel VEC, 
panel VEC with dummy variable, spatial panel VEC, spatial panel VEC model with 
dummy variables) can be used to forecast regional construction demand and the MAPE 
values may vary from 2.5% to 6% based on regional economic development, 
consumer’s expectation and local government policies on the construction market. 
 
It is noticed that the prediction performance in the panel VEC model can be improved by 
inserting a global financial crisis dummy variable. Furthermore, spatial panel models 
also provide a new angle to investigate interactions among different regional markets, 
particularly in construction markets. Spatial panel VEC model and spatial panel VEC 
model with dummy variables also confirm that considering regional interconnection and 
influence of special events in the regional forecasting model can enhance the prediction 
accuracy.  
 
Econometric techniques have been widely used in forecasting construction economic 
indicators, particularly in temporal estimation, such as VAR/VEC models, ARIMA and 
MR models. These models could be used to forecast demand for one construction 
market, but they cannot estimate or forecast a group of variables when compared with 
panel based data models. Furthermore, the interconnections, convergence or divergence 
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effects among different regional markets cannot be considered and estimated by using 
temporal forecasting models. The VEC models and ARIMA models are capable of 
reliably forecasting demand for construction at national level or forecasting a single 
indicator. 
 
7.8  Summary 
Linkages among different construction markets are widely discussed, but most of them 
have focused on input-output analysis and have been carried out between different 
countries. This chapter analysed spatial linkages and effects on construction producer 
price indices in Australian eight regional construction markets by employing spatial 
econometric techniques, namely, spatial autocorrelation and convergence tests. 
Furthermore, using quarterly state-level data, regional construction demand in Australia 
is modelled, and newly developed spatial construction prices are inserted into spatial 
panel VEC models in order to generate better forecasting results. 
 
The results present the presence of significant positive spatial correlation between the 
construction prices in eight Australian construction markets. The autocorrelation results 
also suggest that degree of dependence decreases sufficiently quickly as the space 
between units increases. Each construction market has at least a one-way causality with 
other regional markets except Northern Territory. The construction price in New South 
Wales has the highest degree of positive influences on the other five regional markets, 
possibly because of New Sales Wales has become the largest construction market in the 
last two decades in Australia. The results of a convergence test further presents evidence 
on the “ripple effect” in the construction prices in Australian regional markets. The 
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changes in regional construction price positively influence neighbouring states first, then 
spread out into other regions, and finally the regional prices converge and reach a long-
run equilibrium in the following quarters. 
 
The estimates of spatial panel VEC models indicate that the variation or disparities are 
significant in the Australian regional construction markets. The values of MAPE are all 
less than 10% and Theil’s inequality coefficient U is close to 0 in both spatial panel 
VEC models, which presents that these two newly developed spatial panel-based 
regional forecasting models are accepted in forecasting regional construction indicators. 
However, the forecasting accuracy may vary by regions because the interactions among 
regional construction demand and determinants are differ according to socio-economic 
development level. Following a further comparison between the forecasting results of 
these two spatial panel VEC models with panel VEC models used in Section 7, it is 
found that the spatial panel VEC model with dummy variables can provide the best 
forecasting performance in these four regional forecasting models. This advance 
econometric estimating model could estimate construction demand accurately, thus 
helping policy-makers and decision-makers to formulate timely and forward-looking 
strategies to address future challenges. 
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8. Conclusions 
The construction industry is one of the largest industries in most of the countries around 
the world. It is also one of the most volatile, with extreme behaviour in both good and 
bad times. Understanding the nature of fluctuation of demand in the construction market 
is crucial in the management industry and its constituent organisations. Yet, little 
substantive work has been carried out aimed at deriving suitable predictive or even 
explanatory models, particularly during this global economic downturn. This study was 
motivated by the need for an in-depth empirical analysis to estimate the demand in the 
construction industry, in order to assist with the industry’s sustainable development and 
policy formulation. The overall aim of this research was to develop reliable demand 
estimation models, at both national and regional level, for Australia’s construction 
market. Such models would benefit the industry by serving as a reliable aid to policy in 
the areas of tendering, pricing, resource allocating, construction labour and workload 
planning. 
 
To establish a construction demand estimating model framework at national and regional 
level, the construction industry should understand the linkages between construction 
demand and the general economy, and make use of reliable methods for demand 
estimation. An awareness of these aspects is reflected in the research objectives of this 
study which are: 1) to review and understand the general equation of construction 
demand and economic factors that may affect demand for construction; 2) to review and 
evaluate the existing construction demand estimating methods; 3) to identify 
determinants of demand in both national and regional construction markets; 4) to 
develop robust econometric estimating models to model and forecast construction 
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demand in national and regional markets; 5) to evaluate effects of special global events 
on the construction markets and interconnections among regional construction markets 
for estimating demand more accurately in construction markets and 6) to test the 
reliability and sensitivity of the developed models. Conclusions from these research 
objectives are presented in this chapter. The findings and conclusions of the research are 
also highlighted. Finally, recommendations are made for further research. 
 
8.1 Findings of the research 
8.1.1 Identification of determinants of construction demand 
The economic indicators that may affect demand for construction proposed by scholars 
and literature on construction demand estimation have been critically reviewed. It is 
found that most of previously used modelling factors were selected entirely through 
human judgement, while some scholars identified determinants of construction demand 
though the observation of cyclical pattern of determinants and estimating variables. Lack 
of effective selecting approaches for determinants of construction demand is the main 
reason forecasts of demand are inevitably inaccurate in the construction industry. This 
research expands on construction demand literature by using a series of econometric 
techniques to identify and evaluate key influencing factors of construction demand. 
 
After reviewing previously used economic indicators, an innovative determinant 
selection approach was introduced to select key influencing factors for modelling and 
forecasting construction demand for both national and regional markets, based on the 
econometric long-term and short-term causal relationships and predictive power 
estimation. The results of determinants for national demand estimation reveal that 
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construction price, national income, size of population, unemployment rates, value of 
export, interest rates and household expenditure are the key driving factors for 
estimating demand for the construction market. Compared with previous studies in the 
field of construction demand and economic indicators, three indicators, namely 
household expenditure, export price index and the labour costs, were found to be new 
determinants in this study. Strong links were found between these determinants and the 
level of demand in the construction market. Furthermore, policies introduced to enhance 
employment and encourage the export of goods and services can help to raise the 
demand for Australian construction market significantly. It was also revealed that while 
the fluctuation of new house prices can affect the level of demand in the construction 
market, established house prices could not do so. 
 
Compared to temporal estimation for national construction markets, the estimation for 
regional construction markets was always ignored. In order to measure determinants for 
regional construction demand, this study has employed a series of panel econometric 
techniques to estimate the long-term and short-term causal relationships and predictive 
power of selected key economic indicators. The results of causal relation analysis 
indicate that all of the selected five regional macroeconomic indicators have long-term 
and short-term predictive relationships with regional construction demand.  The 
construction producer price indices, state population and state unemployment rates were 
found to be playing key roles in predicting future demand for construction in Australia. 
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8.1.2 Temporal estimation of construction demand 
Estimating construction demand has received great attention in the recent two decades 
and various modelling and forecasting techniques have been applied. However, few 
researchers have considered the impact of global economy events in construction 
demand modelling. As far as it could be ascertained from published sources, no research 
has involved the intervention of global events in construction demand forecasting. The 
negative effects of the recent financial crisis on the construction market can be readily 
observed. Hence, analysing the effects of the crisis on the growth in the construction 
market and forecasting the movement of construction demand after the crisis are 
extremely important. In order to provide an accurate and reliable post-crisis estimating 
for construction demand, the impact of global economic events is factored into the 
modelling and prediction of construction demand in this study. An advanced 
multivariate modelling technique, namely the vector error correction model with dummy 
variables, was adopted to estimate demand in the Australian construction market. The 
out of sample forecasts during the September quarter 2009 and the June quarter 2010 
provided a basis for assessing the predictive performance of these two models.  
 
The derived temporal estimation model, VEC model with dummy variables, was verified 
against various diagnostic statistical criteria. The estimates of the VEC models with 
dummy variables indicated that the growth in population is the most significant factor 
that can positively affect construction demand, compared with other selected 
macroeconomic indicators. It is important for construction contractors, tenders and 
developers to observe the fluctuation of growth in the population, any change in national 
income, variations in interest rates and changes in household expenditure in order to 
predict the future level of demand for construction in Australia. The estimation results of 
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the event dummy variable revealed that the effect of the late 2000s global financial crisis 
on the demand for construction was negative and statistically significant. 
 
After comparing the forecasts and actual demand for construction, it can be convinced 
that the VEC model with dummy variables has a reasonably good predictive 
performance. The prediction accuracy of the VEC model with dummy variables was 
further compared with conventional VEC model and other forecasting techniques, 
namely multiple-regression and Box-Jenkins, for identifying a more reliable estimating 
technique of the construction demand. The comparison results reveal that the VEC 
model with dummy variables outperforms other three proposed estimating models. 
Because, a better prediction performance could be achieved by inserting dummy 
variables into the conventional VEC model that can factor the dynamic impact of special 
global events in the forecasting model. A long-run relationship among construction 
demand and key macroeconomic variables was identified by the VEC models and this 
long-term information cannot be captured by the multiple-regression and Box-Jenkins 
techniques. The achievement of a high predictability has proven the VEC model with 
disturbances in this study can be used to predict future variation of construction demand 
in advance and can further assist construction economists to analyse the effect of special 
events and factors on the construction market.  
 
8.1.3 Panel estimation of construction demand 
After reviewing relevant literature and following the pilot study, it was found that 
previous studies in construction estimation mainly focused on temporal estimation at 
national level. Empirical studies of regional construction demand have been relatively 
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scarce and there are even fewer empirical investigations of differentials in relationships 
between construction demand and macroeconomic change among different regions. The 
long-term and short-term relationships between regional construction demand and key 
regional influencing factors were estimated by panel cointegration and causality tests in 
order to provide better estimation for regional construction demand. 
 
The results of panel cointegration and causality tests suggest that construction demand 
both pulls and follows economic development while increases in demand for 
construction can also help to enhance employment both in the short and long term. 
However, the interactions between construction demand and economic development in 
different states and territories were found to be strikingly different. The research 
findings suggest that Western Australia, Victoria and Queensland could obtain great 
benefits from construction demand pull effects on economic growth while economic 
development can help to stimulate local construction markets expansion. In contrast, in 
the Northern Territory, Australian Capital Territory, Tasmania and South Australia, with 
their low levels of urbanisation, construction investment is less likely to drive local 
economic development. 
 
After comparing the regional disparities, the panel VEC model and panel VEC model 
with dummy variables were developed to estimate regional construction demand in 
Australia. The results of model validation suggest that there is no significant departure 
from the standard assumptions for the developed panel VEC models. The model 
estimates suggest that lagged construction demand, construction price, state income and 
interest rates play very significant roles in forecasting future construction demand in 
most of Australia’s sub-regions. The panel VEC model with dummy variables achieved 
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slightly better predictive accuracy than the general panel VEC model, proving that it can 
provide reliable and robust forecast between 0.7% and 5.5% in terms of the mean 
absolute percentage error for a medium-term trend of construction demand.  
 
8.1.4 Spatial panel estimation of construction demand 
Previous studies have proven that regional construction market are strongly 
interconnected, which is due to three possible reasons as highlighted in Section 2.5.5: 
first, the migration flow could be the main reason that regional construction demand are 
linked; second, spatial arbitrage can build a link between different regional construction 
markets, particularly for contiguous regions; third, the determinants of regional 
construction demand may have spatial effects, such as local income may affect incomes 
in contiguous regions and generate indirect impacts on the construction markets. 
However, these spatial linkages among sub-national construction markets have rarely 
been discussed and their effects were generally ignored in the regional construction 
demand estimation. The spatial linkages among regional construction markets were 
estimated by analysing the linkages among regional construction producer price indices. 
Such spatial linkages were represented by newly developed spatial construction 
producer price indices and then were factored into the panel VEC models for estimating 
regional construction demand in Australia, taking into account both spatial effect and 
effect of the recent global financial crisis on regional construction markets. 
 
The results of spatial autocorrelation and convergence tests suggest that Australian sub-
national construction markets are statistically closely linked with each other. After 
factoring such sub-national market interactions in the regional construction demand 
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estimation models, it is found that spatial panel VEC models outperform panel VEC 
models with lower MAPE values, which vary from 2.5% to 6% depending on regional 
economic development, consumer’s expectation and local government policies on local 
construction markets. Furthermore, it was found that the spatial panel VEC model with 
financial crisis dummy variable can provide the best forecasting performance out of all 
the four proposed regional construction demand forecasting models. 
 
8.1.5 The effects of the global financial crisis on construction demand  
The negative effects of the late 2000s global financial crisis on the national economy 
were observed in many countries, as well as in Australia. However, the effects of the 
global financial crisis on construction demand has remained unexplored and analysing 
the effects of the crisis on growth in the construction industry could facilitate resource 
planning in the industry, to ensure all valuable public resources are allocated for the 
construction sector in order to retain the labour and skills after this global recession. This 
study is unique as this is the first study estimating the effect of the recent global 
financial crisis on construction demand both in national and sub-national construction 
markets, based on intervention analysis of temporal and panel estimation respectively. 
 
The results of intervention analysis on the effects of the crisis on the national 
construction market suggest that the government policy makers should note that the 
value of construction demand is under valuation of AUD 12955.6 million in 2009Q2. In 
the latter quarters, a further booster strategy would be to increase investments in 
construction by these amounts to correct the effects of the late 2000s financial crisis on 
the construction industry. 
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The results of the impact of the late 2000s global financial crisis on regional 
construction demand demonstrate that construction markets in QLD and WA were 
affected more deeply than others with a decline 5654 and 4913 million Australian 
dollars respectively. However, construction markets in NSW, TAS and ACT received 
insignificant impact from the late 2000s global financial crisis with small proportions of 
increase or decrease in demand for construction. These may be due to the series of 
effective stimulation strategies approved by the Australian Government, which may 
have encouraged high demand in the construction industry in these three regions. 
 
This research has developed reliable econometric estimating strategies for both national 
and regional construction demand in Australia. Although the multiple regression and 
Box-Jenkins techniques can be applied for estimating national construction demand, the 
Box-Jenkins model predicts future values based on historical values and it cannot 
explore the factors affecting demand behaviour, while multiple regression analysis 
cannot estimate the dynamic relationship between dependent and independent variables. 
The VEC models can establish a long-run equilibrium relationship between construction 
demand and its determinants while the past equilibrium is used as explanatory variable 
to explain the dynamic behaviour of construction demand.  
 
The vector error correction models are reliable estimating strategies for the national 
construction demand. Moreover, the VEC model which considers the effects of the late 
2000s late global financial crisis has achieved the best forecasting performance as seen 
from a comparison of four techniques adopted in temporal estimating and forecasting 
Australian construction demand.  
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This study proposed four regional forecasting models for estimating regional 
construction demand in six Australian states and two territories. Two proposed panel 
VEC models were found acceptable for estimating regional construction demand in 
Australia with MAPE value less than 10% and Theil’s inequality coefficient U close to 0. 
After factoring the spatial linkages of regional construction markets into the general 
panel VEC model, the new proposed spatial panel VEC model achieved better 
forecasting results than the general panel VEC model. The spatial panel VEC model 
with the recent financial crisis dummy variable outperformed the other three regional 
estimating models (panel VEC model, panel VEC model with dummy variable and 
spatial panel VEC model). This research has proven that inserting the recent crisis 
dummy variable and interaction of regional construction markets in the panel estimation 
model can enhance estimating performance of regional construction demand. 
 
8.2 Future research 
Though the econometric estimating models established in this research, the volatile 
construction demands in Australian national and regional markets are successfully 
modelled and forecasted using VEC models or panel VEC models and spatial panel 
VEC models. Two research areas are highly recommended to be addressed in future 
studies: 
 
1) This research estimates demand for construction based on quantitative analysis, 
including several proposed econometric models and techniques. Yet, there is 
little research focus on qualitative analysis on construction demand estimation; 
qualitative factors such as the perception of construction policy makers, builders 
 243 
and construction economists on the determinants of construction demand and the 
prospects of construction industry development can be later integrated into our 
proposed econometric estimating models when needed for further investigation. 
The opinions and perceptions of construction industry policy makers, 
practitioners and experts could be transformed as indicators factored into the 
econometric models to generate forecasts of construction demand based on the 
subjective perception by these stakeholders. 
 
2) This research focuses on estimating Australian construction demand at national 
and regional levels. The Australian construction market can not only be broken 
down by geographic locations (national and regional level) but can also be 
classified by type and sector, such as residential, commercial, office, industrial, 
private and public. The future demand estimation for different construction types 
and sectors should be further investigated and projected in order to provide a 
more comprehensive estimation of construction demand in Australia. 
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Appendices 
Appendix A Comparison of actual construction demand and forecasts 
of four regional forecasting models in Australian regions 
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Appendix B Time series of construction demand and economic 
indicators in Australia 
Year Construction 
demand 
($Million) 
GDP 
($Million) 
National 
income 
($Million) 
International 
investment position 
 ($Million) 
Value of 
import 
($Million) 
Value of 
export 
($Million) 
 (1) (2) (3) (4) (5) (6) 
1998Q3 8426.8 152022.0 148833.0 311918.0 21486.0 34,157 
1998Q4 8197.8 162671.0 150597.0 315105.0 21455.0 34,916 
1999Q1 8198.6 151627.0 152258.0 317272.0 22562.0 34,269 
1999Q2 8308.0 156376.0 152517.0 319067.0 22857.0 34,297 
1999Q3 9729.1 160203.0 155677.0 332931.0 24315.0 36,129 
1999Q4 9250.8 170514.0 159861.0 331922.0 24901.0 38,233 
2000Q1 9524.1 163630.0 164099.0 318921.0 25853.0 38,539 
2000Q2 9013.0 169520.0 166465.0 326134.0 25871.0 39,237 
2000Q3 7646.7 173769.0 170100.0 334016.0 26070.0 39,380 
2000Q4 7746.5 181756.0 170550.0 352901.0 25124.0 39,827 
2001Q1 8011.0 173877.0 174541.0 367481.0 24443.0 40,768 
2001Q2 9051.5 179488.0 174966.0 362747.0 24254.0 41,343 
2001Q3 10703.2 184350.0 181289.0 350286.0 24258.0 40,593 
2001Q4 10587.3 195807.0 183877.0 340637.0 25117.0 39,916 
2002Q1 9879.4 185356.0 186272.0 340374.0 26480.0 40,771 
2002Q2 11366.1 193692.0 189112.0 362256.0 27262.0 41,114 
2002Q3 12349.9 196718.0 191874.0 380039.0 27921.0 40,928 
2002Q4 13476.3 209644.0 194744.0 389084.0 30258.0 41,000 
2003Q1 12076.6 195236.0 196077.0 400086.0 30446.0 41,461 
2003Q2 12465.0 202762.0 200271.0 411880.0 31026.0 39,620 
2003Q3 14088.4 209695.0 205149.0 413120.0 31346.0 39,493 
2003Q4 13487.2 224397.0 209322.0 429241.0 32410.0 40,720 
2004Q1 12994.4 211214.0 212055.0 438711.0 34260.0 41,694 
2004Q2 13882.2 219649.0 214787.0 447288.0 35495.0 42,318 
2004Q3 14222.0 224753.0 217711.0 467466.0 36014.0 41,597 
2004Q4 13614.8 238583.0 220574.0 478760.0 37309.0 42,314 
2005Q1 13301.7 225916.0 226144.0 491059.0 38070.0 42,768 
2005Q2 15254.4 236611.0 228100.0 497517.0 39420.0 43,729 
2005Q3 15653.3 243707.0 235016.0 506447.0 39235.0 42,729 
2005Q4 15052.2 260434.0 239063.0 520262.0 40695.0 43,724 
2006Q1 14388.4 241902.0 241908.0 516637.0 40842.0 43,224 
2006Q2 16723.9 254745.0 246048.0 528681.0 42757.0 44,195 
2006Q3 17068.1 263951.0 251431.0 546039.0 42034.0 44,437 
2006Q4 16668.4 281131.0 257526.0 581763.0 44151.0 44,541 
2007Q1 16969.5 264881.0 264717.0 594060.0 46114.0 44,437 
2007Q2 17201.5 281364.0 272289.0 612485.0 46787.0 44,761 
2007Q3 19424.3 285480.0 274253.0 614539.0 47924.0 45,413 
2007Q4 22186.3 305728.0 279449.0 636243.0 49117.0 45,157 
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2008Q1 19579.9 285817.0 286381.0 646572.0 51462.0 46,297 
2008Q2 21293.5 304725.0 293809.0 662240.0 53534.0 47,375 
2008Q3 22333.6 316195.0 304775.0 685644.0 53979.0 46,955 
2008Q4 15662.0 328812.0 302777.0 703938.0 50113.0 45,983 
2009Q1 14476.2 300719.0 301933.0 707897.0 45784.0 47,767 
2009Q2 16241.9 308925.0 295431.0 694201.0 45305.0 47,270 
2009Q3 25349.7 313115.0 300644.0 731890.0 47543.0 48,259 
2009Q4 23973.9 332377.0 304481.0 762713.0 50920.0 49,710 
2010Q1 18612.9 324,569.0 309,899 770,341 52,125 51,343 
2010Q2 18397.0 326,623.0 325,987 777,864 54,407 52,439 
2010Q3 19697.0 327,534.0 329,107 783,451 54,110 51,232 
2010Q4 20037.0 329,652.0 331,997 775,047 55,134 53,055 
2011Q1 18276.0 328,555.0 334,275 790,327 56,610 49,451 
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Year House hold 
expenditure 
($Million) 
Government  
expenditure 
($Million) 
Retail trade 
($Million) 
GFCF 
($Million) 
Industrial 
production 
(Index) 
Manufacturing 
production 
(Index) 
(7) (8) (9) (10) (11) (12) 
1998Q3 113523.0 27238 36,500.7 37920 82.7 86.0 
1998Q4 114485.0 28386 36,774.7 40665 83.1 87.1 
1999Q1 116594.0 26346 38,023.5 36399 84.0 87.2 
1999Q2 117437.0 28690 38,565.1 41213 82.4 84.9 
1999Q3 118793.0 27631 39,280.6 40790 82.9 85.2 
1999Q4 120546.0 28935 40,082.9 42773 83.5 85.8 
2000Q1 121055.0 29366 39,753.4 40149 86.7 89.3 
2000Q2 122044.0 30864 41,184.9 46571 87.0 87.9 
2000Q3 123725.0 30137 39,611.3 41882 88.4 89.5 
2000Q4 124280.0 30844 40,456.1 40236 88.9 90.0 
2001Q1 125486.0 30663 41,155.1 37771 88.1 87.4 
2001Q2 126497.0 32878 41,765.9 43174 88.6 88.6 
2001Q3 127079.0 32195 42,086.6 42299 88.3 88.8 
2001Q4 127859.0 32476 42,720.1 46033 89.7 90.8 
2002Q1 129377.0 32421 43,599.1 42728 90.3 91.3 
2002Q2 131165.0 34402 44,433.3 50543 90.4 92.3 
2002Q3 132700.0 33618 44,765.9 48779 91.3 92.7 
2002Q4 133014.0 34698 45,388.9 54504 92.4 94.4 
2003Q1 133109.0 34918 45,597.5 48734 92.6 96.1 
2003Q2 134244.0 36915 46,566.1 54201 91.4 95.1 
2003Q3 138353.0 36267 47,955.9 53760 91.0 94.7 
2003Q4 140180.0 36972 49,405.7 59307 91.2 95.6 
2004Q1 141773.0 37349 49,935.8 53329 92.2 96.6 
2004Q2 142381.0 38877 50,720.5 60066 92.0 95.9 
2004Q3 144827.0 38802 51,341.6 58107 92.0 94.8 
2004Q4 146210.0 39920 51,181.9 64626 91.8 94.5 
2005Q1 147489.0 40329 51,441.8 57267 92.9 94.6 
2005Q2 148965.0 41622 51,477.2 67658 94.1 94.6 
2005Q3 149504.0 40909 51,852.8 66698 93.6 95.4 
2005Q4 150400.0 42459 51,940.4 73274 93.4 93.8 
2006Q1 151123.0 42496 52,693.8 64708 92.7 93.6 
2006Q2 153065.0 45787 53,566.0 72809 93.9 94.6 
2006Q3 154117.0 45160 53,828.4 70241 96.2 94.7 
2006Q4 155964.0 46243 54,407.5 76351 98.0 97.4 
2007Q1 158510.0 46263 55,773.3 70008 97.6 96.7 
2007Q2 161149.0 49022 55,890.8 82500 97.1 95.6 
2007Q3 162016.0 47864 57,058.8 78594 98.1 97.5 
2007Q4 164197.0 50087 57,806.3 86246 99.1 98.5 
2008Q1 164725.0 49939 57,759.9 77517 100.8 101.5 
2008Q2 164349.0 53604 57,408.5 94000 102.1 102.5 
2008Q3 164371.0 53688 57,371.0 89341 101.4 99.9 
2008Q4 164519.0 56115 57,951.2 94514 99.5 94.7 
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2009Q1 164993.0 54092 58,679.0 79071 97.6 90.3 
2009Q2 167072.0 56702 59,767.8 88185 97.8 91.4 
2009Q3 167599.0 55697 59,220.1 84523 97.1 90.4 
2009Q4 169107.0 58214 59,918.7 94775 100.1 95.1 
2010Q1 178,043.0 57823 59,815.7 81645 101.9 95.3 
2010Q2 180,401.0 61962 60,179.3 95092 101.4 96.4 
2010Q3 181,648.0 61337 60,437.7 89509 101.6 100.9 
2010Q4 182,636.0 62790 59,961.7 97119 101.2 102.4 
2011Q1 184,186.0 60750 60,151.4 85242 98.9 100.3 
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Year Consumer 
price  
(Index) 
New house 
price  
(Index) 
Established 
house price 
(Index) 
Export 
price 
(Index) 
Import 
price 
(Index) 
Unemployment 
rates  
(%) 
(13) (14) (15) (16) (17) (18) 
1998Q3 121.3 72.0 52.2 102.0 122.9 8.4 
1998Q4 121.9 72.6 53.1 96.9 121.7 7.9 
1999Q1 121.8 73.5 54.0 93.1 119.1 7.6 
1999Q2 122.3 74.2 55.3 90.6 115.9 7.3 
1999Q3 123.4 75.6 56.3 91.5 115.8 7.1 
1999Q4 124.1 77.9 58.1 96.0 118.3 6.9 
2000Q1 125.2 79.1 59.2 100.2 120.1 6.7 
2000Q2 126.2 79.4 60.6 106.4 126.7 6.5 
2000Q3 130.9 86.8 60.5 107.4 128.4 6.2 
2000Q4 131.3 87.1 62.0 115.3 137.0 6.4 
2001Q1 132.7 87.3 63.3 114.8 132.9 6.6 
2001Q2 133.8 87.5 65.6 120.3 138.7 7.0 
2001Q3 134.2 88.1 69.0 119.2 135.1 7.2 
2001Q4 135.4 88.9 71.6 117.2 134.9 7.2 
2002Q1 136.6 89.5 74.3 116.4 130.8 6.9 
2002Q2 137.6 90.4 78.8 113.8 128.4 6.6 
2002Q3 138.5 91.3 82.0 113.6 128.5 6.4 
2002Q4 139.5 92.1 85.0 114.0 128.8 6.3 
2003Q1 141.3 93.5 87.4 113.2 126.4 6.4 
2003Q2 141.3 95.6 92.0 105.8 120.1 6.4 
2003Q3 142.1 97.7 97.4 102.8 116.0 6.1 
2003Q4 142.8 99.3 101.5 99.6 112.6 5.9 
2004Q1 144.1 100.7 101.2 99.6 108.0 5.6 
2004Q2 144.8 102.3 100.0 108.0 112.4 5.5 
2004Q3 145.4 103.6 100.0 115.4 115.3 5.5 
2004Q4 146.5 105.4 101.7 113.6 113.1 5.1 
2005Q1 147.5 107.1 101.3 113.0 110.4 5.1 
2005Q2 148.4 108.2 101.9 123.5 112.3 5.0 
2005Q3 149.8 109.1 101.7 129.3 115.2 4.9 
2005Q4 150.6 110.0 104.0 132.1 115.7 5.0 
2006Q1 151.9 110.4 105.3 138.7 117.2 5.0 
2006Q2 154.3 111.7 109.3 143.7 119.9 4.7 
2006Q3 155.7 111.9 112.0 146.4 119.5 4.6 
2006Q4 155.5 112.6 114.1 146.7 115.7 4.6 
2007Q1 155.6 113.7 115.4 146.7 113.7 4.4 
2007Q2 157.5 114.9 120.3 147.2 113.8 4.2 
2007Q3 158.6 116.2 124.8 142.8 112.9 4.1 
2007Q4 160.1 117.8 130.1 142.0 113.1 4.1 
2008Q1 162.2 119.9 131.0 146.9 116.2 3.8 
2008Q2 164.6 121.1 129.9 166.8 117.8 4.1 
2008Q3 166.5 122.8 126.5 189.8 123.7 4.0 
2008Q4 166.0 123.1 124.8 219.9 137.0 4.4 
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2009Q1 166.2 122.5 123.8 209.8 133.2 5.4 
2009Q2 167.0 124.3 129.1 166.5 124.7 5.9 
2009Q3 168.6 125.9 134.8 150.5 120.9 6.1 
2009Q4 169.5 126.6 142.2 148.0 115.7 5.9 
2010Q1 171.0 127.7 147.1 153.6 116.0 5.5 
2010Q2 172.1 128.6 149.8 178.3 118.3 5.3 
2010Q3 173.3 129.2 148.1 192.2 119.1 5.1 
2010Q4 174.0 130.2 148.8 176.7 114.6 5.1 
2011Q1 176.7 131.3 147.3 185.9 116.2 4.9 
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Year Population 
(000) 
Employed person 
in Construction 
industry 
(000) 
Construction 
company 
profit 
($Million) 
Average 
weekly 
earnings 
($) 
Weekly 
labour 
cost 
($) 
Bank 
loans 
($Million) 
(19) (20) (21) (22) (23) (24) 
1998Q3 18761.9 629.1 356.4 602.7 1012.0 1443.6 
1998Q4 18811.6 633.2 420.1 603.4 1016.0 1475.2 
1999Q1 18879.0 624.1 350.0 607.9 1015.0 1507.5 
1999Q2 18923.2 643.8 440.5 610.4 1031.0 1544.7 
1999Q3 18981.4 674.1 467.4 604.8 1029.0 1585.8 
1999Q4 19035.7 688.9 408.8 613.0 1042.0 1618.9 
2000Q1 19106.0 691.1 468.4 625.0 1046.0 1652.8 
2000Q2 19150.8 697.3 471.5 633.8 1030.0 1696.7 
2000Q3 19211.6 705.7 425.0 645.4 1026.0 1747.1 
2000Q4 19270.0 668.0 526.5 643.1 1034.0 1790.3 
2001Q1 19357.6 653.4 1102.8 658.4 1040.0 1834.9 
2001Q2 19410.7 654.5 1344.8 660.3 1045.0 1866.2 
2001Q3 19469.5 670.7 1311.0 670.2 1042.0 1907.5 
2001Q4 19531.4 691.4 1342.6 673.6 1044.0 1962.6 
2002Q1 19602.7 705.6 1502.9 684.6 1044.0 1997.0 
2002Q2 19648.9 704.0 1402.2 683.8 1052.0 2103.5 
2002Q3 19707.2 687.6 1589.6 694.1 1059.0 2164.2 
2002Q4 19768.4 701.3 1911.3 699.4 1042.0 2215.4 
2003Q1 19844.3 761.8 1615.8 713.9 1042.0 2277.1 
2003Q2 19893.0 719.9 1361.2 721.4 1067.0 2335.0 
2003Q3 19950.7 766.3 1464.6 728.8 1065.0 2372.0 
2003Q4 20009.4 766.1 1499.8 740.3 1074.0 2458.2 
2004Q1 20081.3 765.6 1586.7 749.8 1089.0 2511.2 
2004Q2 20124.9 796.9 1708.8 741.4 1096.0 2587.4 
2004Q3 20187.6 807.9 1693.8 754.8 1108.0 2664.2 
2004Q4 20249.7 827.3 1704.9 761.7 1104.0 2749.8 
2005Q1 20336.2 844.2 1810.2 783.2 1108.0 2814.4 
2005Q2 20392.4 851.9 1693.7 784.2 1112.0 2902.5 
2005Q3 20467.6 874.5 1742.2 799.5 1119.0 2995.5 
2005Q4 20541.7 850.4 2119.8 800.6 1121.0 3107.9 
2006Q1 20635.5 892.5 1827.4 816.5 1129.0 3207.6 
2006Q2 20695.5 892.8 1893.4 819.7 1132.0 3301.7 
2006Q3 20786.7 921.1 1666.2 830.2 1123.0 3404.7 
2006Q4 20871.3 954.0 1935.4 837.4 1146.0 3512.3 
2007Q1 20986.1 955.3 2018.4 857.1 1159.0 3620.4 
2007Q2 21070.1 942.8 2436.9 858.5 1173.0 3730.8 
2007Q3 21167.4 942.1 2453.2 871.1 1166.0 3891.7 
2007Q4 21260.9 962.9 2884.4 873.3 1160.0 4123.5 
2008Q1 21394.9 994.6 2724.4 886.6 1160.0 4303.3 
2008Q2 21496.1 986.3 3032.7 885.0 1189.0 4437.1 
2008Q3 21611.4 1,007.9 3372.1 901.8 1183.0 4562.1 
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2008Q4 21720.4 1,002.7 2643.2 909.5 1186.0 4694.1 
2009Q1 21857.0 997.0 3731.5 921.1 1180.0 4722.0 
2009Q2 21952.8 999.0 2427.5 918.6 1180.0 4765.6 
2009Q3 22063.2 996.2 3,185.3 940.0 1176.0 4831.8 
2009Q4 22153.0 989.8 3,265.6 955.0 1168.0 4878.7 
2010Q1 22232.0 1,005.8 3,455.8 973.84 1,180.0 4970.3 
2010Q2 22297.5 1,023.0 4,397.1 977.06 1,208.0 5043.6 
2010Q3 22376.3 1,014.1 3,181.4 978.39 1,201.0 5107.5 
2010Q4 22446.0 1,050.9 2,826.5 996.12 1,200.0 5178.3 
2011Q1 22544.1 1,021.3 2,908.6 1,011.85 1,223.0 5265.5 
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Year Value of housing financial 
Commitments ($ Million) 
Interest rates (%) Australia stock market 
index (all ordinaries index) 
(25) (26) (27) 
1998Q3 2004.0 5.0 2542.9 
1998Q4 2024.0 4.8 2745.3 
1999Q1 2262.0 4.8 2954.2 
1999Q2 2446.0 4.9 2963.0 
1999Q3 2532.0 5.0 2945.4 
1999Q4 2773.0 5.7 3116.9 
2000Q1 2661.0 5.9 3213.9 
2000Q2 1896.0 6.2 3115.9 
2000Q3 1503.0 6.6 3244.5 
2000Q4 1477.0 6.2 3208.4 
2001Q1 1633.0 5.1 3200.3 
2001Q2 2246.0 5.0 3352.4 
2001Q3 2622.0 4.6 3042.6 
2001Q4 2808.0 4.3 3292.7 
2002Q1 2802.0 4.5 3388.7 
2002Q2 2465.0 5.1 3241.5 
2002Q3 2499.0 4.9 3040.3 
2002Q4 2321.0 4.8 2977.9 
2003Q1 2508.0 4.8 2778.9 
2003Q2 2768.0 4.7 3032.0 
2003Q3 2928.0 4.9 3161.6 
2003Q4 3015.0 5.5 3233.3 
2004Q1 2840.0 5.5 3409.8 
2004Q2 2840.0 5.5 3499.8 
2004Q3 2823.0 5.4 3624.2 
2004Q4 2825.0 5.4 3976.9 
2005Q1 2929.0 5.8 4188.0 
2005Q2 2948.0 5.7 4197.5 
2005Q3 2891.0 5.6 4494.5 
2005Q4 2905.0 5.6 4602.5 
2006Q1 3075.0 5.6 4937.3 
2006Q2 3066.0 6.0 4933.5 
2006Q3 3282.0 6.2 5023.3 
2006Q4 3233.0 6.4 5515.1 
2007Q1 3247.0 6.4 5847.2 
2007Q2 3336.0 6.4 6337.6 
2007Q3 3489.0 6.9 6342.9 
2007Q4 3536.0 7.3 6503.4 
2008Q1 3442.0 7.9 5345.4 
2008Q2 3241.0 7.8 5513.5 
2008Q3 2969.0 7.3 4945.6 
2008Q4 3036.0 4.4 3523.9 
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2009Q1 3805.0 3.2 3338.4 
2009Q2 4632.0 3.3 3931.8 
2009Q3 4970.0 3.4 4606.2 
2009Q4 5386.0 4.1 4726.3 
2010Q1 4930.0 4.2 4771.7 
2010Q2 4198.0 4.8 4639.6 
2010Q3 4099.0 4.8 4524.1 
2010Q4 4180.0 5.0 4769.6 
2011Q1 3929.0 4.9 4881.1 
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Appendix C State-level data of construction demand and economic 
indicators in Australian six states and two territories 
 
Year CD in 
NSW 
CD in  
VIC 
CD in 
QLD 
CD in  
SA 
CD in  
WA 
CD in  
TAS 
CD in  
NT 
CD in  
ACT 
Million Million Million Million Million Million Million Million 
1998Q3 3813 2145 1943 308 823 73 183 105 
1998Q4 3138 2161 1523 435 769 77 157 167 
1999Q1 2921 2294 1473 349 839 72 137 112 
1999Q2 2842 2098 1369 457 1029 110 105 189 
1999Q3 3132 2076 1517 350 908 85 102 137 
1999Q4 3619 2658 1583 434 1104 106 83 141 
2000Q1 2927 2645 1740 508 1089 90 108 145 
2000Q2 3129 2971 1633 467 969 106 91 158 
2000Q3 3037 2572 1597 404 977 108 94 223 
2000Q4 2212 2608 1367 398 765 79 121 97 
2001Q1 2510 2316 1612 356 712 81 57 101 
2001Q2 2494 2681 1419 421 746 70 59 120 
2001Q3 2497 2763 1753 441 1211 92 137 157 
2001Q4 3398 3411 2088 544 944 97 69 154 
2002Q1 3466 3367 1820 541 984 134 65 210 
2002Q2 2917 3179 1999 563 854 113 116 140 
2002Q3 3621 3579 2222 558 1087 98 71 131 
2002Q4 3509 3807 2433 647 1408 125 132 288 
2003Q1 4927 3483 2847 780 997 109 77 256 
2003Q2 3748 3698 2517 566 1178 135 57 177 
2003Q3 3576 3939 2542 692 1291 157 78 190 
2003Q4 4560 3666 3320 761 1276 182 109 214 
2004Q1 3868 3676 2909 996 1457 188 111 282 
2004Q2 3651 3750 3291 634 1254 156 91 166 
2004Q3 4219 3920 2891 760 1438 221 119 315 
2004Q4 4340 3787 3357 721 1548 172 176 123 
2005Q1 3852 3435 3347 764 1545 239 156 278 
2005Q2 4017 3084 3133 867 1547 188 160 306 
2005Q3 3927 4445 3563 787 1809 269 148 305 
2005Q4 4239 3863 4044 844 1763 227 186 488 
2006Q1 3645 3823 3864 822 2002 208 170 517 
2006Q2 3713 3824 3371 914 1790 208 152 417 
2006Q3 4138 4449 4063 829 2399 209 313 325 
2006Q4 4584 4367 4279 812 2195 259 158 415 
2007Q1 4043 4505 4122 808 2448 247 164 330 
2007Q2 4032 4639 4331 708 2340 284 251 384 
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2007Q3 4280 4319 4546 934 2238 243 163 479 
2007Q4 4549 4973 5186 944 2889 267 197 418 
2008Q1 5063 5917 5564 1209 3320 344 374 396 
2008Q2 4184 5667 4827 986 3205 256 179 275 
2008Q3 5053 4939 5349 1745 3254 325 201 427 
2008Q4 4479 5494 7162 1284 2819 357 163 576 
2009Q1 3555 4070 3923 1009 2104 328 180 492 
2009Q2 3331 4212 3054 889 1573 255 204 959 
2009Q3 3166 5002 3991 1178 1983 325 190 406 
2009Q4 5999 6334 5912 1543 2745 441 320 676 
2010Q1 3699 5478 3924 1331 3325 349 164 600 
2010Q2 4398 5401 3992 1034 2625 283 346 447 
2010Q3 4397 6501 3891 1197 2424 344 294 648 
2010Q4 4868 6616 3333 1223 2668 280 195 821 
2011Q1 4194 5444 4268 993 2365 312 200 401 
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Year CPPI in 
NSW 
CPPI in  
VIC 
CPPI in 
QLD 
CPPI 
in  SA 
CPPI in  
WA 
CPPI in  
TAS 
CPPI in  
NT 
CPPI in  
ACT 
1998Q3 98.2 98.0 99.3 98.3 99.1 100.0 100.5 99.3 
1998Q4 98.9 99.6 99.7 99.5 99.7 100.2 100.4 99.9 
1999Q1 101.0 100.6 100.1 100.5 100.1 100.0 99.7 100.2 
1999Q2 101.8 101.9 100.9 101.6 101.1 99.8 99.4 100.5 
1999Q3 103.4 103.4 101.5 103.0 103.9 99.9 100.0 101.7 
1999Q4 105.5 105.8 102.8 105.9 107.0 100.4 100.8 102.9 
2000Q1 106.4 107.4 104.2 108.1 106.9 101.3 100.6 104.8 
2000Q2 107.1 108.2 104.5 108.3 107.0 101.6 101.0 106.4 
2000Q3 106.4 108.2 103.8 107.4 106.6 101.2 100.5 106.6 
2000Q4 106.0 109.6 103.3 107.2 106.2 102.0 100.5 107.0 
2001Q1 105.4 110.3 102.8 107.8 106.4 102.2 99.5 107.5 
2001Q2 105.5 110.4 99.9 109.0 107.0 102.9 99.2 108.4 
2001Q3 105.7 111.6 102.2 109.8 107.6 103.3 99.2 108.6 
2001Q4 106.2 112.7 102.6 111.6 108.2 103.6 99.8 111.2 
2002Q1 107.0 113.4 104.0 113.0 109.2 104.0 100.4 111.7 
2002Q2 108.0 114.0 105.6 114.7 109.7 106.3 101.9 113.2 
2002Q3 109.2 114.3 107.8 115.7 110.2 108.7 103.1 114.7 
2002Q4 109.5 114.9 109.3 116.6 111.2 109.4 103.2 115.8 
2003Q1 111.1 117.1 110.8 117.3 113.0 112.7 105.0 118.0 
2003Q2 114.1 120.2 113.9 118.3 115.9 114.5 105.1 120.7 
2003Q3 116.6 120.8 117.5 120.4 118.8 115.7 105.4 125.3 
2003Q4 118.3 120.8 120.6 122.4 121.0 116.9 107.1 126.1 
2004Q1 122.8 123.3 123.3 124.7 123.1 119.0 107.6 127.8 
2004Q2 124.9 125.9 128.3 125.5 126.0 121.3 111.8 128.2 
2004Q3 126.3 128.2 130.0 125.7 129.7 124.8 114.8 128.8 
2004Q4 129.7 129.0 132.7 127.4 134.6 128.5 118.7 131.5 
2005Q1 131.1 130.6 136.9 130.6 138.9 131.4 121.5 135.0 
2005Q2 132.2 130.4 139.6 131.3 143.1 132.6 127.6 136.9 
2005Q3 132.2 131.7 142.1 133.0 147.6 134.0 129.4 137.9 
2005Q4 133.3 131.1 144.3 133.9 152.5 134.7 131.4 140.2 
2006Q1 133.8 130.7 146.3 134.8 157.1 136.5 134.4 142.2 
2006Q2 135.3 131.8 148.4 136.1 162.6 137.6 138.4 143.8 
2006Q3 136.5 131.3 150.6 137.4 167.7 141.4 142.1 144.3 
2006Q4 136.1 134.0 152.0 138.0 170.7 142.7 147.4 146.1 
2007Q1 135.9 136.1 154.9 138.7 173.1 143.8 150.5 147.2 
2007Q2 137.4 138.6 157.0 141.0 176.2 146.9 153.1 148.4 
2007Q3 138.6 141.1 159.2 142.9 179.3 148.6 156.6 149.8 
2007Q4 139.8 143.5 162.1 143.8 181.9 149.8 159.3 151.2 
2008Q1 142.5 147.2 164.3 146.9 184.4 152.0 161.7 152.2 
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2008Q2 146.3 147.8 166.9 149.0 187.5 154.4 164.7 154.5 
2008Q3 148.4 149.6 170.6 152.9 190.8 156.8 168.3 158.3 
2008Q4 149.2 145.0 171.3 154.3 192.4 157.5 171.5 159.2 
2009Q1 148.4 142.2 166.4 153.9 189.8 158.1 174.3 159.5 
2009Q2 149.0 140.9 165.3 153.7 189.1 158.7 176.4 159.8 
2009Q3 148.0 144.5 162.5 154.1 188.4 164.7 177.1 159.7 
2009Q4 148.8 145.2 162.7 154.3 188.2 164.9 177.9 159.8 
2010Q1 150.2 146.0 163.3 155.6 189.3 167.1 179.3 160.6 
2010Q2 150.4 147.7 162.8 156.6 189.3 167.9 180.9 162.1 
2010Q3 150.8 151.4 163.3 157.5 189.6 171.4 182.7 163.6 
2010Q4 152.6 153.0 163.8 158.0 189.9 171.6 184.4 164.1 
2011Q1 153.2 153.3 164.7 157.8 189.2 171.8 184.9 165.1 
Note: CP is state-level construction price index in Australia 
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Year SI in 
NSW 
SI in  
VIC 
SI in 
QLD 
SI in  
SA 
SI in  
WA 
SI in  
TAS 
SI in  
NT 
SI in  
ACT 
Million Million Million Million Million Million Million Million 
1998Q3 54056 38032 26454 10571 15781 3091 2290 4263 
1998Q4 57023 40500 28792 11245 16359 3244 2629 4599 
1999Q1 53850 37312 26555 10147 15294 3024 1924 4103 
1999Q2 57533 39911 28135 10436 15868 3130 2101 4602 
1999Q3 57774 40070 27526 11194 15972 3218 2321 4646 
1999Q4 60865 43037 29935 11625 16891 3373 2148 5016 
2000Q1 57921 40506 28094 11137 16015 3155 1997 5031 
2000Q2 61938 43360 29926 11739 16795 3408 2143 5465 
2000Q3 62011 43427 29531 11654 16366 3333 2161 5339 
2000Q4 62761 45416 31184 12610 17211 3525 2254 5337 
2001Q1 58796 43242 28980 11756 16950 3351 2196 5229 
2001Q2 62847 45792 31403 12443 17276 3594 2462 5588 
2001Q3 62731 46215 31362 12530 17573 3600 2537 5675 
2001Q4 66585 49298 33326 13660 18791 3753 2662 5806 
2002Q1 62867 46434 32117 12964 17538 3718 2454 5619 
2002Q2 67602 50466 34115 13717 18635 4295 2712 6223 
2002Q3 67433 51189 34820 13854 18864 3780 2729 6260 
2002Q4 72109 54224 37646 15097 20660 4261 2864 6614 
2003Q1 67544 50480 35154 14063 19137 3842 2475 6444 
2003Q2 71782 53034 36425 14869 20389 4125 2785 6755 
2003Q3 71592 54200 37640 15015 21173 4132 2921 6826 
2003Q4 76636 57210 41970 16015 22276 4537 3026 6963 
2004Q1 72021 54346 38562 15015 20769 4353 2822 6807 
2004Q2 75451 55588 42329 15764 22058 4622 2992 7110 
2004Q3 75392 57143 42603 15883 22505 4564 2968 7412 
2004Q4 81064 61350 45357 17206 24274 5066 3179 7622 
2005Q1 75415 56597 41963 15923 22973 4715 3067 7369 
2005Q2 80784 60758 45746 16959 24317 4986 3577 7700 
2005Q3 79372 61176 46256 16798 25471 5095 3470 7847 
2005Q4 84362 64802 49649 17962 28307 5484 3642 8208 
2006Q1 78363 60250 47441 16761 26364 4989 3451 7819 
2006Q2 83548 64181 50801 17772 29678 5275 3810 8583 
2006Q3 81856 64488 51657 17788 29209 5004 3959 9393 
2006Q4 87468 67708 54963 19141 32732 5510 3789 9625 
2007Q1 83122 63738 52556 17994 31357 5276 3672 9329 
2007Q2 89277 67946 58831 19335 34738 5735 4046 9964 
2007Q3 88418 68827 58149 18876 35030 5482 4136 10058 
2007Q4 95308 73768 62597 20372 37110 6082 4324 10515 
2008Q1 88909 69186 58797 19010 35102 5787 4021 9556 
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2008Q2 95966 73936 64426 20600 38372 6436 4670 10646 
2008Q3 93279 72986 64145 20575 37910 6288 4918 10784 
2008Q4 97273 76779 66039 21523 39876 6709 5030 11332 
2009Q1 90688 69277 59277 20092 36409 6061 4575 10246 
2009Q2 95393 74522 62838 21170 39876 6522 4814 11009 
2009Q3 94657 73447 61716 20987 38321 6217 4703 11089 
2009Q4 102236 79829 65408 22413 41190 6708 4753 11737 
2010Q1 95508 74111 60360 20974 38754 6252 4488 10822 
2010Q2 101485 80209 64909 22454 42242 6706 4982 11930 
2010Q3 100927 79419 63915 21848 41186 6539 4806 11920 
2010Q4 105772 83908 67157 23468 43614 7041 4950 12421 
2011Q1 100175 78012 61864 21772 41613 6652 4558 11908 
Note: SI is state income in Australian six states and two territories 
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Year POP in 
NSW 
POP in  
VIC 
POP in 
QLD 
POP in  
SA 
POP in  
WA 
POP in  
TAS 
POP in  
NT 
POP in  
ACT 
‘000 ‘000 ‘000 ‘000 ‘000 ‘000 ‘000 ‘000 
1998Q3 6358 4649 3460 1491 1831 472 191 310 
1998Q4 6374 4662 3473 1494 1836 472 191 311 
1999Q1 6396 4678 3489 1496 1844 472 192 312 
1999Q2 6411 4686 3501 1498 1850 471 193 312 
1999Q3 6430 4700 3515 1500 1858 472 193 313 
1999Q4 6448 4713 3531 1502 1862 472 194 314 
2000Q1 6471 4732 3548 1504 1870 472 195 315 
2000Q2 6486 4741 3562 1505 1874 471 196 315 
2000Q3 6507 4757 3577 1507 1881 471 196 316 
2000Q4 6527 4770 3592 1508 1888 471 196 317 
2001Q1 6557 4794 3613 1510 1896 472 197 318 
2001Q2 6575 4805 3629 1512 1901 472 198 319 
2001Q3 6591 4818 3649 1514 1908 472 198 320 
2001Q4 6605 4833 3671 1517 1914 472 198 321 
2002Q1 6623 4853 3692 1519 1922 473 199 322 
2002Q2 6629 4863 3715 1521 1926 473 199 323 
2002Q3 6640 4877 3740 1524 1931 473 200 323 
2002Q4 6649 4892 3765 1526 1938 475 199 324 
2003Q1 6667 4913 3788 1529 1946 477 199 325 
2003Q2 6673 4923 3809 1531 1953 478 200 326 
2003Q3 6681 4939 3832 1533 1960 479 200 326 
2003Q4 6689 4952 3857 1536 1968 481 201 326 
2004Q1 6704 4971 3881 1539 1977 482 201 327 
2004Q2 6707 4981 3901 1540 1983 483 202 327 
2004Q3 6718 4999 3922 1543 1990 484 203 328 
2004Q4 6729 5014 3946 1546 1999 485 204 328 
2005Q1 6747 5036 3972 1550 2010 486 205 330 
2005Q2 6756 5049 3995 1553 2017 486 206 330 
2005Q3 6773 5067 4018 1556 2027 487 208 331 
2005Q4 6786 5086 4044 1559 2037 488 208 332 
2006Q1 6806 5112 4069 1565 2051 490 210 333 
2006Q2 6816 5127 4091 1568 2059 490 211 334 
2006Q3 6839 5149 4115 1573 2072 491 212 335 
2006Q4 6859 5171 4140 1576 2085 492 212 337 
2007Q1 6887 5201 4169 1582 2101 493 214 339 
2007Q2 6905 5221 4196 1586 2113 493 215 341 
2007Q3 6931 5247 4221 1590 2127 494 216 342 
2007Q4 6955 5269 4247 1594 2141 496 217 342 
2008Q1 6991 5303 4280 1600 2161 497 219 345 
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2008Q2 7015 5327 4309 1604 2177 498 221 346 
2008Q3 7044 5358 4338 1609 2197 499 222 347 
2008Q4 7074 5386 4368 1613 2214 501 223 349 
2009Q1 7105 5421 4400 1620 2233 502 224 351 
2009Q2 7127 5447 4425 1625 2244 503 226 352 
2009Q3 7158 5477 4450 1630 2259 504 227 354 
2009Q4 7184 5500 4473 1635 2270 505 228 355 
2010Q1 7215 5528 4496 1641 2283 507 229 357 
2010Q2 7233 5546 4514 1645 2294 508 230 359 
2010Q3 7253 5567 4532 1648 2306 509 230 360 
2010Q4 7272 5586 4549 1650 2317 509 230 362 
2011Q1 7280 5599 4549 1653 2321 511 231 363 
Note: POP is state population in Australian six states and two territories 
 
  
 285 
Year UR in 
NSW 
UR in  
VIC 
UR in 
QLD 
UR in  
SA 
UR in  
WA 
UR in  
TAS 
UR in  
NT 
UR in  
ACT 
% % % % % % % % 
1998Q3 7.1 7.8 8.5 9.8 6.8 10.2 4.3 6.5 
1998Q4 6.9 7.5 8.2 9.2 6.9 10.1 3.9 6.2 
1999Q1 6.7 7.3 7.7 8.7 6.9 10.2 3.9 5.8 
1999Q2 6.3 7.3 7.6 8.1 6.5 9.5 3.9 5.4 
1999Q3 6.1 7 7.9 8 6.2 8.7 3.7 5.4 
1999Q4 5.8 6.6 8 8 6.3 8.7 4.1 5.6 
2000Q1 5.6 6.5 7.7 7.9 6.2 8.7 4.7 5.1 
2000Q2 5.5 6.3 7.4 7.9 5.9 8.8 4.8 4.7 
2000Q3 5.2 5.9 7.3 7.4 5.8 8.8 4.8 4.3 
2000Q4 5.4 5.8 7.6 7.2 6 8.7 5.4 4.4 
2001Q1 5.6 6 8.2 7.1 6.5 8.7 5.6 4.7 
2001Q2 5.8 6.4 8.6 7.5 7.4 9.1 6.5 5.6 
2001Q3 6.2 6.5 8.2 7.4 7.2 9.2 7.4 5.1 
2001Q4 6.3 6.6 8.2 7.2 6.7 8.8 7.6 4.3 
2002Q1 6.1 6.2 7.8 7 6.4 8.6 6.8 4.3 
2002Q2 6.1 5.8 7.5 6.8 6 8.7 5.3 4.3 
2002Q3 5.9 5.9 7.4 6.8 6 8.6 4.9 4.4 
2002Q4 5.9 5.7 7.2 6.4 6.1 8.5 5.1 4.3 
2003Q1 5.9 5.5 7.2 6 5.9 8.8 5.5 4.3 
2003Q2 5.9 5.8 6.9 6.1 5.7 8.2 5.9 4.3 
2003Q3 5.8 5.6 6.5 6.1 5.9 7.3 6 4.2 
2003Q4 5.4 5.5 6.2 6.2 6 6.8 5.5 4 
2004Q1 5.3 5.4 5.9 6.1 5.6 6.5 4.4 3.7 
2004Q2 5.4 5.4 5.7 6.1 5.2 6.6 5.3 3.5 
2004Q3 5.3 5.7 5.2 6.1 4.9 6.6 6.7 3.8 
2004Q4 5.1 5.7 4.8 5.5 4.6 6 5.9 3.8 
2005Q1 5.2 5.5 4.8 5.4 4.6 5.9 5.2 3.3 
2005Q2 5.1 5.3 4.9 5.2 4.7 6 5 3.1 
2005Q3 5 5.3 4.8 4.9 4.3 6.3 5 3.2 
2005Q4 5.3 5.3 4.8 4.8 4.1 6.7 5.7 3.4 
2006Q1 5.3 5.3 4.9 4.9 4 6.6 5.9 3.3 
2006Q2 5.2 5.1 4.6 5 3.4 6.5 5.1 3.1 
2006Q3 5.1 4.9 4.4 4.8 3.3 6.3 4.3 2.9 
2006Q4 5 4.9 4.1 5.1 3.4 6 2.9 3 
2007Q1 5 4.9 3.9 5.2 3 5.3 3.4 3 
2007Q2 4.9 4.6 3.6 4.9 3.1 4.9 4.5 2.9 
2007Q3 4.7 4.5 3.7 4.9 3.4 5.2 4.6 2.7 
2007Q4 4.6 4.6 3.7 4.9 3.4 5.3 5 2.5 
2008Q1 4.5 4.5 3.6 4.7 3.2 4.8 4.6 2.6 
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2008Q2 4.6 4.4 3.7 4.8 3.2 4.2 3.4 2.7 
2008Q3 4.9 4.4 3.7 5 2.8 4 3 2.8 
2008Q4 5.3 4.6 3.9 5.4 2.9 4.3 3.7 2.6 
2009Q1 6.1 5.4 4.6 5.7 4.1 4.9 4 2.7 
2009Q2 6.4 6 5.3 5.6 5.2 4.9 4.1 3.3 
2009Q3 6 5.9 5.9 5.6 5.5 5 3.9 3.7 
2009Q4 5.8 5.4 5.9 5.3 5.1 5.5 3.5 3.8 
2010Q1 5.6 5.3 5.6 5.2 4.9 5.8 3.3 3.5 
2010Q2 5.4 5.4 5.5 5.4 4.5 6.1 2.9 3.2 
2010Q3 5.2 5.5 5.4 5.4 4.4 5.8 2.9 3.1 
2010Q4 5 5.2 5.6 5.6 4.5 5.5 2.6 3.3 
2011Q1 4.9 4.9 5.5 5.5 4.3 5.7 2.6 3.5 
Note: UR is state unemployment rates in Australian six states and two territories 
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Appendix D The spatial construction producer price indices in 
Australian  
 
  NSW VIC QLD SA WA TAS NT ACT 
1998Q3 98.7 99.0 99.0 99.0 99.4 98.0 98.9 98.1 
1998Q4 99.7 99.6 99.6 99.7 100.0 99.6 99.6 99.3 
1999Q1 100.4 100.4 100.4 100.3 100.1 100.6 100.2 100.8 
1999Q2 101.2 100.9 100.9 101.0 100.5 101.9 101.2 101.9 
1999Q3 102.4 102.0 102.1 102.4 101.5 103.4 102.8 103.4 
1999Q4 104.4 103.7 104.1 104.4 103.4 105.8 105.2 105.7 
2000Q1 106.1 105.2 105.0 105.1 104.4 107.4 106.4 106.9 
2000Q2 106.9 105.9 105.5 105.6 104.7 108.2 106.6 107.7 
2000Q3 106.5 105.4 104.8 105.1 104.0 108.2 105.9 107.3 
2000Q4 106.8 105.6 104.6 105.1 103.9 109.6 105.6 107.8 
2001Q1 107.1 105.7 104.2 104.9 103.7 110.3 105.7 107.9 
2001Q2 106.9 106.5 104.6 104.4 104.1 110.4 105.3 108.0 
2001Q3 108.1 106.9 104.9 105.3 104.5 111.6 106.5 108.7 
2001Q4 109.5 108.2 105.9 105.9 105.7 112.7 107.5 109.5 
2002Q1 110.5 108.9 106.8 106.8 106.7 113.4 108.7 110.2 
2002Q2 111.9 110.6 108.2 107.8 108.3 114.0 110.0 111.0 
2002Q3 113.1 112.1 109.3 108.9 109.4 114.3 111.2 111.8 
2002Q4 114.2 112.8 109.8 109.6 109.9 114.9 112.4 112.2 
2003Q1 115.8 114.8 111.1 111.4 111.2 117.1 113.7 114.1 
2003Q2 118.3 116.9 112.5 113.8 111.7 120.2 116.0 117.2 
2003Q3 121.0 119.5 114.1 115.8 112.9 120.8 118.9 118.7 
2003Q4 122.5 120.9 115.9 117.6 114.8 120.8 121.3 119.6 
2004Q1 124.8 123.6 118.4 120.0 116.2 123.3 123.7 123.1 
2004Q2 127.0 125.0 120.7 123.4 118.7 125.9 126.6 125.4 
2004Q3 128.2 126.4 122.3 125.8 120.3 128.2 128.5 127.3 
2004Q4 130.2 129.3 125.3 128.9 123.1 129.0 131.6 129.4 
2005Q1 133.3 132.0 127.7 131.8 126.1 130.6 135.5 130.9 
2005Q2 134.6 133.3 130.4 134.6 129.5 130.4 138.0 131.3 
2005Q3 136.2 134.3 131.5 136.6 131.2 131.7 140.9 132.0 
 288 
2005Q4 137.4 135.5 132.9 138.5 132.7 131.1 143.6 132.2 
2006Q1 138.5 136.8 134.3 140.5 134.6 130.7 146.1 132.3 
2006Q2 140.0 138.2 136.6 143.3 137.3 131.8 149.0 133.6 
2006Q3 140.9 139.9 138.7 145.6 139.8 131.3 151.9 133.9 
2006Q4 142.5 140.7 140.5 148.0 142.7 134.0 153.6 135.1 
2007Q1 144.2 141.4 141.7 150.1 144.6 136.1 155.6 136.0 
2007Q2 146.3 143.4 143.8 152.5 147.1 138.6 158.1 138.0 
2007Q3 148.3 145.0 146.0 155.0 149.8 141.1 160.5 139.9 
2007Q4 150.2 146.2 147.6 157.3 151.6 143.5 162.6 141.7 
2008Q1 152.7 148.4 150.4 160.0 154.3 147.2 165.2 144.9 
2008Q2 154.6 151.1 153.3 162.6 156.9 147.8 167.8 147.1 
2008Q3 157.9 154.1 156.5 165.5 160.6 149.6 171.4 149.0 
2008Q4 157.5 155.1 158.3 165.9 162.9 145.0 172.7 147.1 
2009Q1 155.5 155.0 158.9 164.2 164.1 142.2 170.0 145.3 
2009Q2 154.9 155.3 159.7 164.1 165.1 140.9 169.4 145.0 
2009Q3 155.2 156.6 159.7 164.1 165.6 144.5 168.3 146.3 
2009Q4 155.5 157.0 160.3 164.6 166.1 145.2 168.4 147.0 
2010Q1 156.4 158.4 161.7 165.6 167.5 146.0 169.4 148.1 
2010Q2 157.3 159.3 162.6 166.2 168.8 147.7 169.6 149.1 
2010Q3 159.0 160.8 163.7 167.6 170.1 151.4 170.1 151.1 
2010Q4 159.7 161.6 165.0 168.7 171.2 153.0 170.6 152.8 
2011Q1 160.2 162.0 165.3 169.1 171.4 153.3 170.6 153.3 
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