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Abstract—Several rate and power allocation strategies for
(coded) OFDM are studied. We employ an equivalent chan-
nel model known from the context of bit-interleaved coded
modulation to represent the the frequency-domain channel
model by a set of independent parallel binary input channels.
The impact of rate and power loading on the capacities of
these subchannels is numerically analyzed and conclusions
for the resulting bit-error ratios are drawn for both, coded
and uncoded transmission. The so-called parallel decoding
capacity is identiﬁed as an appropriate optimization criterion
for coded transmission.
I. INTRODUCTION
Orthogonal frequency-division multiplexing (OFDM) [2]
is a popular and promising technique for high-data rate
transmission over mobile radio channels. The advantage of
OFDM is, beyond an efﬁcient implementation, a tremen-
dous ﬂexibility. Various degrees of freedom can be ex-
ploited for transmitter-side and/or receiver-side signal pro-
cessing. We consider OFDM transmission over frequency-
selective channels with D carriers intended for very high
data rates. The latter entail the application of large signal
constellations in each carrier. Here, our focus is on square
M2-QAM constellations, which can be separated into M-
ASK per real dimension.
In order to enhance the reliability of the transmission
over a dispersive noisy channel forward error correction
should be introduced. As our particular interest is on low-
complexity variants of channel coding, the well-known
concept of bit-interleaved coded modulation (BICM) [3]
with non-iterative decoding is applied. For the sake of low
latency, codewords span only a single OFDM symbol, i.e.,
they comprise D channel symbols (coding over carriers).
Rate and power loading is another popular technique
to improve a system’s performance. Yet channel state
information (CSI) has to be available at the transmitter side
in this case. A variety of algorithms has been proposed
in literature, e.g., [8], [4], [6], [11] which can be used to
beneﬁcially allocate rate and power over an OFDM symbol.
Naturally, one could think of combining the two sug-
gestions into a system with even better performance. Even
if the individual gains of the two approaches might not
directly add up, at least some advantages would usually be
expected. Numerical results show that the simple combina-
tion of both techniques does not immediately translate into
convincing gains, though. In fact, for scenarios with high
spectral efﬁciency, even losses might be observed [12]. The
reasons for these surprising results have not been analyzed
in more detail so far.
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In this contribution we study several rate and power load-
ing strategies wrt. the effect on both, uncoded and coded
transmission. Rate and power allocation are investigated
separately, arbitrary combinations can be constructed. Our
analysis is based on an equivalent channel model known
from the context of BICM. The so-called parallel-decoding
capacity (PDC) appears to be a helpful quantity for the
assessment of the various approaches.
Section II presents the channel and system model. The
different loading strategies are brieﬂy presented in Sec-
tion III and evaluated in Section IV. Section V concludes
the paper.
II. CHANNEL AND SYSTEM DESCRIPTION
We employ a generic system model for (coded) adaptive
OFDM transmission over frequency-selective channels us-
ing D carriers. As we intend to analyze both, coded and
uncoded transmission, the system model is divided into
an inner part covering uncoded transmission and an outer
part representing the additional effort necessary for channel
coding. The employed coding scheme is BICM. We ﬁrst
introduce the inner part of the system model, then an
equivalent model for the latter is presented, and the outer
coding part is given last.
A. Inner Part — Uncoded Transmission
A sequence of Rtotal binary symbols—these might be
the output of an encoder—shall be communicated to the
receiver. The transmitter is assumed to have perfect channel
state information which is exploited for an adaptation
of both, rate and power allocation. We denote the rate
allocation by R =[ R1,R 2,...,R D]. R contains the D
individual rates Rd ∈{ 0,1,2,...,R max}, where Rmax
is the maximum number of bits per carrier and d =
1,...,D is the carrier index. Note, d implicitly indicates
a carrier dependency of other quantities as well. Clearly 
d Rd = Rtotal must hold. The respective power allocation
is denoted by P =[ P1,P 2,...,P D] with

d Pd = Ptotal,
i.e., the sum of the individual powers equals the total
transmit power Ptotal.
Regarding the d-th carrier, an Rd-tuple xd =
[x
(1)
d ,...,x
(Rd)
d ] of binary symbols x
(µ)
d ∈ [0,1], µ =
1,...,R d, is mapped onto channel symbols ad ∈A d ⊆ C
by the bijective mapping Md : xd → ad. Here, for Rd > 0
the carrier-dependent sets of channel symbols are restricted
to Md-ary (Md =2 Rd)a mplitude-shift keying (Md-ASK)
with Ad = {±1,±3,...,±(Md − 1)}; for Rd =0the
signal set is given as Ad = {0}.1
1An extension to square QAM (M2
d-QAM) constellations—Md-ASK
per dimension—is straightforward.After transmission over the channel with the complex
channel coefﬁcient hd, the receive signal of the d-th carrier
in frequency domain reads
yd = hd · ρd · ad + nd . (1)
Here, nd is a sample of the complex-valued additive white
Gaussian noise (AWGN) with carrier-independent variance2
σ2
N = N0/Ts. N0 denotes the one-sided noise power
spectral density, Ts is the symbol duration. The real-valued
scaling factor ρd ensures transmit power Pd and thus is
given as ρd = Pd/σ2
Ad (σ2
Ad: variance of transmit symbols
ad ∈A d). Fig. 1 visualizes this scheme.
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Fig. 1. Block diagram of inner part of system model in d-th carrier.
Based on these quantities a carrier-dependent signal-to-
noise-ratio (SNR) can be derived. Deﬁning the carrier-
dependent average energy per received channel symbol
(Es)d = |hd|2ρ2
dσ2
AdTs we can write the ratio as
(Es)d/N0 = |hd|2 · ρ2
d ·
σ2
Ad
σ2
N
. (2)
The SNR for the entire OFDM symbol is then deﬁned by
the ratio
¯ Es/N0 =

d

|hd|2 · ρ2
d · σ2
Ad

D · σ2
N
. (3)
B. Equivalent Model for Inner Part — Bit Levels
Before proceeding with the system model, we introduce
an equivalent model for the part present so far based
upon so-called bit levels. The cascade of mapper Md,
power adaptation ρd, and the channel coefﬁcient hd can
be equivalently represented by a model with Rd parallel
binary input channels [16], the bit levels (Fig. 2). As the
mapping Md is bijective, the mutual information between
the binary inputs and the scalar output can be given as
I(Ad;Yd)=I(X
(1)
d X
(2)
d ...X
(Rd)
d ;Yd). (4)
Applying the chain rule of information theory [5] the
mutual information between a single binary input X
(µ)
d and
Yd reads
I(X
(µ)
d ;Yd)=I(Ad;Yd) − I( ˜ X
(µ)
d ;Yd | X
(µ)
d ), (5)
where ˜ X
(µ)
d =[ X
(1)
d ...X
(µ−1)
d X
(µ+1)
d ...X
(Rd)
d ] com-
prises all binary inputs except the µ-th one. Assuming
equally distributed binary symbols, (5) constitutes the ca-
pacity of the respective bit level
C
(µ)
d = I(X
(µ)
d ;Yd). (6)
Apart from an obvious dependency on (Es)d/N0, the bit-
level capacity C
(µ)
d also depends on the applied map-
ping Md. Here, we exclusively use binary reﬂected Gray
yd
1
x
(1)
d
x
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d
x
(Rd)
d
ˆ ad
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equivalent model “outer part”
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bit level 2
bit level Rd
Fig. 2. Block diagram of transmission in d-th carrier with equivalent
model for inner part using Rd bit levels. Outer part for uncoded transmis-
sion with decision device and demapper.
mappings (BRGM) which are optimum wrt. the achievable
bit-error ratio (BER) for uncoded transmission [1].
Anticipating the detailed description of the “outer part”
of the system model, we can state that in the context of this
study statistical dependencies between any binary symbols
are neglected in the receiver signal processing. I.e., we use a
so-called parallel decoding (PD) approach of bits resulting
in a (small) loss of information compared to the optimum
solution serial decoding. As a consequence, the channel can
be characterized by the parallel decoding capacity CPD
d
which for the d-th carrier is obtained by the sum of the
individual bit-level capacities [16]
CPD
d =
Rd 
µ=1
C
(µ)
d . (7)
As the addends depend on Md, CPD
d is mapping-dependent
as well. In [13] it has been shown that over a wide range
of (Es)d/N0 binary reﬂected Gray mappings maximize the
parallel decoding capacity, i.e., minimize the loss compared
to successive decoding.
The parallel decoding capacity per channel symbol of an
entire OFDM symbol reads
CPD =
1
D
D 
d=1
Rd 
µ=1
C
(µ)
d . (8)
Unfortunately, a closed form solution cannot be given for
the AWGN channel. Exemplary numerical results for the
bit-level capacities, the parallel decoding capacity, and the
serial decoding capacity of transmission using 16-ASK with
BRGM are depicted in Fig. 3.
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Fig. 3. 16-ASK transmission over AWGN channel using binary reﬂected
Gray mapping. Left: m =4bit-level capacities. Right: parallel (dashed
red) and successive decoding capacity (blue) of 16-ASK.
Variable rate transmission results in a varying number of
bit levels per carrier. The respective capacities are of course
dependent on the powers allocated to the carriers and the
carriers’ channel coefﬁcients.
2Upper case letters denote the respective random variables.C. Outer Part
1) Uncoded Transmission: For a system without coding
the model presented so far is simply completed by a
decision device which after compensation for the channel
coefﬁcient and the scaling factor returns an estimate ˆ ad on
the initial channel symbol ad. Finally, a demapper generates
estimates ˆ x
(µ)
d on the binary symbols x
(µ)
d . Fig. 2 shows the
respective diagram.
2) Coded Transmission: For a coded system, we add
a rate-k/n convolutional encoder (ENC) at the transmitter
to encode a sequence of K binary source symbols qκ
(κ =1 ,...,K) into a sequence of Rtotal encoded binary
symbols. After interleaving (Π) these binary symbols rep-
resent the sequence which is then mapped onto channel
symbols according to Section II-A. At the receiver side the
signals yd are passed into a metric generator (Λ) which
computes a stream of bit metrics. After the deinterleaving
(Π−1), these metrics are fed into a non-recursive decoder
(DEC) which ﬁnally returns estimates ˆ qκ on the initial
binary source symbols qκ. Fig. 4 visualizes these parts.
ENC Π
“outer part” transmitter
Rd n
DEC
k Π−1 Λ
ˆ qδ
“outer part” receiver
channel
cf. Fig. 1
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Fig. 4. Block diagram of transmission in d-th carrier. Outer part for
coded transmission using BICM.
III. LOADING STRATEGIES
A variety of loading algorithms has been proposed in
literature. As the principal goals of many loading algorithms
are equal or at least similar, our analysis on a small selection
is yet representative. Implementations may vary, mostly
motivated by computational complexity.
A. Rate Allocation
For the rate allocation we focus on two well-known ap-
proaches: the algorithm proposed by Chow et al [4] and
the one introduced in [6]. Furthermore, a new algorithm
recently presented by the authors [15] is analyzed.
B. Power Allocation
Based on the rate allocation R the power allocation P
can be adapted as well. Here, again various goals and
approaches can be thought of. In the following we point
out four different possible solutions.
1) Flat Power Spectral Density (#1): The total power
Ptotal is equally distributed over the carriers, i.e., Pi =
Pj, ∀i,j ∈{ 1,...,D}. Consequently, the scaling factors
have to be chosen as ρd =

Ptotal/(D · σ2
Ad).
2) Equal Symbol-Error Ratios (#2): The individual pow-
ers Pd are modulated such that the individual symbol-error
ratios of the D carriers are equal. This approach complies
with the power allocation strategy proposed in [6] and
entails a minimum total SER.
3) Minimum Bit-Error Ratio (#3): In [9] a power al-
location strategy for a minimized total bit-error ratio of
an OFDM frame is pursued. Though, proposed in the
context of coded transmission, the uncoded BER is actually
targeted.
4) Water-Filling (#4): The classical water-ﬁlling ap-
proach as described in nearly all relevant information theory
textbooks is also discussed.
IV. (NUMERICAL)E VALUATION
In the following, the impact of the investigated loading
algorithms on the transmission scheme is analyzed based
on the bit-level capacities. Therefore, we have to resort to
numerical computations as the bit-level capacity cannot be
solved analytically for the scenario of interest.
A. Simulation Settings
For our simulations we assume an OFDM scenario with
D = 128 carriers. The channel coefﬁcients hd are i.i.d.
complex Gaussian distributed with zero mean and unit
variance (hd ∼C N(0,1)) [10]. We concentrate our analysis
on the use of 4-, 16-, and 64-ASK. For the evaluation of the
bit-level capacities 103 blocks/OFDM symbols have been
transmitted.
In the coded scenario we employ the best known (wrt.
free distance) convolutional codes [17, Tab. 11.3-11.7] of
code rate R =1 /2 with a non-recursive, non-systematic
encoder. Information sequences are zero-padded to ensure
terminated trellises; code words comprise all D = 128 car-
riers of a single OFDM symbol. We use random interleavers
and the Viterbi algorithm [7] for non-iterative decoding.
Here, at least 5 · 104 words have been simulated.
B. Distribution of Bit-Level Capacities
First, we analyze the distribution of the bit-level capacities
over the entire OFDM symbol as present after rate and
power allocation. As addressed earlier, Rtotal binary sym-
bols shall be transmitted to the receiver and thus the same
number of binary-input channels can be observed in the
equivalent channel model. The number of levels at carrier
d is given by Rd. Obviously, the bit-level capacity ranges
from zero to one (C
(µ)
d ∈ [0,1]).
1) Impact of Rate Allocation: In the top row of Fig. 5
cumulative distribution functions (cdf) of the bit-level ca-
pacity are shown for 4-, 16-, and 64-ASK transmission in
scenarios without any loading and with rate loading acc.
to [4], [6], and [15]. A ﬂat power spectral density (power
allocation strategy #1) is presumed for all methods.
The results clearly show that, independently of the actual
optimization criterion, all rate loading strategies ﬁnally lead
to very similar bit-level capacity distributions. Apparently,
the rate adaptation of any algorithm mainly results in theC −→
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Fig. 5. Cumulative distribution function of bit-level capacity C
(µ)
d for 4-ASK (left), 16-ASK (center), and 64-ASK (right) transmission over
10log10(SNR) = 10log10(2· ¯ Es/N0) using various loading approaches. Top: comparison of unloaded situation (blue) to rate loading algorithms acc.
to Chow [4] (red), acc. to Fischer [6] (green), and level-capacity-based approach [15] (magenta); ﬂat power spectral densities. Bottom: comparison
of several power loading strategies; unloaded situation (blue), ﬂat power spectral density (red), equal SER (green), minimum BER (magenta), and
water-ﬁlling (cyan); rate loading acc. to [15]. Respective average values represented by asterisks in horizontal plane below cdfs.
elimination of bit levels with low capacities, small bit-
level capacities cannot be observed for higher SNR values
and corresponding lower uncoded BERs. Consequently, the
bit levels with inferior capacities can be identiﬁed as the
error sources in uncoded transmission. The average bit-level
capacities do coincide for all loading algorithms as well, for
4-ASK a distinct difference to the unloaded setting can be
observed. This gap narrows for larger signal constellations
and almost vanishes for 64-ASK. Based on the results given
in Fig. 5 we cannot favor any of the investigated algorithms;
other criteria, e.g., complexity might thus be adequate.
2) Impact of Power Allocation: The bottom row of
Fig. 5 is dedicated to the inﬂuence of the presented power
allocation strategies on the distribution of the bit-level
capacities. To concisely separate the varying effects, the
rate allocation is performed by the algorithm of [15] for all
cases. Again, the unloaded scenario is given for comparison.
Again, we have some approaches that do not differ much:
power allocation acc. to strategies #1, #3, and #4 exhibit
similar distributions and average values. Only slight differ-
ences can be observed. Power allocation strategy #4 leads to
a very distinct bit-level capacity distribution, though. The
equalization of the SNR of all symbols originating from
identical signal constellations is apparently inferior in terms
of the average bit-level capacity. For larger signal con-
stellations even a loss compared to uncoded transmission
might be observed. Once more a narrowing gap between the
average bit-level capacities of loaded and unloaded scenario
can be found. None of the power allocation strategies can
achieve signiﬁcant gains over the unloaded case.
C. Resulting Bit-Error Ratio
The effect of loading algorithms on the BER of uncoded
transmission is well-known and thus omitted here. Instead,
we concentrate on the interaction of rate and power load-
ing and coded transmission using non-iteratively decoded
BICM. In Fig. 6 BER curves for 4-, 16-, and 64-ASK
transmission are depicted in the top row. The bottom row
shows the respective parallel decoding capacity CPD of
the investigated schemes at the same SNRs. We compare
several combinations: no rate loading with power allocation
strategies #1 and #4 and rate loading acc. to [15] with all
four strategies.
In general, we can observe a signiﬁcant coincidence
between the parallel decoding capacities and the resulting
BERs. The better (larger) CPD of a scheme is, the better
(lower) is the BER of coded transmission. Thus, the parallel
decoding capacity might serve as an optimization criterion
in the development of loading approaches for coded trans-
mission. We can further state, that power allocation strategy
#2 is far suboptimal for coded transmission, and that the
approach introduced in [9] is not optimal as well. Water-
ﬁlling over the carriers seems to be advantageous for any
constellation size. Again, the with increasing constellation
sizes vanishing gains achievable by loading can be noticed.
The respective parallel decoding capacities explain these
results.
V. CONCLUSION AND OUTLOOK
We have investigated several rate and power allocation
strategies wrt. to their impact on the bit-level capacities7 9 11 13
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Fig. 6. Top: BER of coded transmission 10log10(SNR) for several loading strategies. Code rate R =1 /2, constraint length ν =1 0 , block length
D = 128. Bottom: Respective parallel decoding capacity CPD over 10log10(SNR) = 10log10(2· ¯ Es/N0) in information bits per symbol. No loading
(solid blue), no rate loading/water-ﬁlling power adaptation (dashed blue). Rate loading acc. to [15] with power allocation strategy #1 (red), with #2
(green), with #3 (magenta), and with #4 (cyan). Left: 4-ASK. Center: 16-ASK. Right: 64-ASK.
of a transmission scheme. We could show that all rate allo-
cation approaches eliminate bit levels with low capacities,
resulting in an improved BER of uncoded transmission. The
parallel decoding capacity has been identiﬁed as a measure
for the BER of coded transmission using non-iteratively
decoded BICM with random interleaving. Apparently, the
gains due to loading are limited for coded transmission,
as the parallel decoding capacity cannot be (signiﬁcantly)
improved. This effect grows with increasing constellation
size. An advantageous exploitation of transmitter side CSI
in coded scenarios is still an open question and subject to
further study. The simultaneous optimization and adaptation
of modulation and interleaving (cf. [14]) appears to be
rewarding; the parallel decoding capacity represents the
preferred optimization criterion.
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