Introduction
In many engineering applications, processes are described by increasingly complex models that are difficult to analyze and difficult to control. Reduction of the order of the model may overcome some of these difficulties, but it is quite possible that model reduction incurs a significant loss of accuracy.
Therefore, the system has to be analyzed in a manner that is useful for the application purpose. Simplification of the model based on this analysis usually results in a model of lower complexity which is easier to handle, and in a corresponding simplification of synthesis procedures for control and filtering problems. Furthermore, the simplification decreases the computational effort. Every application has its own demands, and different model reduction methods have different properties.
In [1] two types of approximation methods for large-scale linear systems are discussed, namely singular-value decomposition (SVD) and Krylov methods. The Krylov methods are based on matching the moments of the impulse response of the linear system up to a certain level. This can be interpreted in terms of the series expansions of the transfer function; see, for example, [1] and the references therein.
The key to the success of these methods is that they can be implemented iteratively and are able to handle much higher-order systems than the SVD methods. Nevertheless, they are not always resulting in models that are useful for control, for example, stability may not be preserved, and no a priori error bounds for the reduced order system can be given. Furthermore, an extension of these methods to nonlinear systems is still largely unexplored. Only recently, the first steps toward such extension is presented by [2] . The 4-1 SVD methods based on balanced realizations, on the other hand, offer a clear structure for analysis of the system based on controllability and observability properties, and model reduction by balanced truncation does preserve stability and other properties and does have an a priori error bound for the reduced order system. Furthermore, the extension of balancing to nonlinear systems has been studied in the past two decades as well.
Kalman's minimal realization theory (e.g., [27] ) offers a clear picture of the structure of linear systems.
However, the accompanying algorithms are not very satisfactory, since they are only textbook algorithms, which are numerically deficient. Moore [32] showed that there are very useful tools that may be used to cope with this problem. He used the principal component analysis which was introduced in statistics in the 1930s to analyze a linear system, and specifically to apply it to model reduction. The most important contribution of [32] is the introduction of balancing for stable minimal linear systems. The balancing method offers a tool to measure the contribution of the different state components to the past input and future output energy of the system, which are measures of controllability and observability. The algorithmic methods corresponding to the balancing theory nowadays are standard toolboxes in simulation packages like MATLAB®.
In the theory of continuous-time linear systems, the system Hankel operator plays an important role in a number of realization problems. For example, when viewed as a mapping from past inputs to future outputs, it plays a direct role in the abstract definition of state. It also plays a central role in minimality theory, in model reduction problems, and related to these, in linear identification methods. Specifically, the Hankel operator supplies a set of similarity invariants, the so-called Hankel singular values, which can be used to quantify the importance of each state in the corresponding input-output system. The Hankel operator can also be factored into the composition of an observability and controllability operator, from which Gramian matrices can be defined and the notion of a balanced realization follows. The Hankel singular values are most easily computed in a state-space setting using the product of the Gramian matrices, though intrinsically they depend only on the given input-output mapping. For linear systems, the Hankel operator offers an immediate relation with the frequency domain setting of balancing for linear systems, for example, [63] . Furthermore, these methods have proved to be very useful for application purposes. To mention a few older applications, we refer to [16, 62] . Reference [62] successfully applies methods based on balanced realizations on the controller design of the Philips CD player. In [16] , several balanced controller designs and algorithms for sensor and actuator placement based on balanced realizations are given and demonstrated for the NASA Deep Space Network Antenna. For nonlinear systems, the first step toward extension of the linear balancing methods has been set in [45] , where a balancing formalism is developed for stable nonlinear continuous-time state-space systems based on the idea that state components that correspond to low control costs and high output energy generation (in the sense of L2 energy in a signal) are important for the description of the dynamics of the input-output behavior of the system, while state components with high control costs and low output energy generation can be left out of the description. Since then, many results on state-space balancing, modifications based on sliding time windows, and modifications based on proper orthogonal decomposition (POD), and computational issues for model reduction and related minimality considerations for nonlinear systems have appeared in the literature; for example, [18, 20, 28, 37, 38, 58, 59, 64] . The relations of the original nonlinear balancing method of [45] with minimality are later explored in [47] , and a more constructive approach that includes a strong relation with the nonlinear input-output operators, the nonlinear Hankel operator, and the Hankel norm of the system is presented in [10, 12, 48] . Model reduction based on these studies is recently treated in [13, 14] .
Here we first review the Hankel operator, balancing and balanced truncation for stable linear systems.
Then unstable systems and closed-loop balancing are reviewed for linear systems. Finally, the extension of the linear theory to nonlinear systems is treated, based on balancing procedures in a neighborhood (possibly large, almost global) of an equilibrium point.
Linear Systems
In this section, we briefly review the well-known linear system definitions of the system Hankel matrix; the Hankel operator; the controllability and observability operators, Gramians and functions; and the balanced realization and the corresponding model reduction procedure. When H is known to be a compact operator, then its (Hilbert) adjoint operator, H*, is also compact, and the composition H*H, is a self-adjoint compact operator with a well-defined spectral decomposition: 
The

Balanced State-Space Realizations
The above input-output setting can be related with the well-known Gramians that are related to the statespace realization. In order to do so, we consider the energy functions given in the following definition.
Definition 4.1:
The controllability and observability functions ofa smooth state-space system are defined as (4.6) and
11∞
Lo(x0) = -
respectively. (4.8) and ATQ+ QA = -CTC, (4.9) respectively.
From the form of the Gramians in this theorem, it follows immediately that for any Xl ,X2 ∈ ℝ", The following (balancing) theorem is originally due to [32] . 
Theorem 4.2: [32]
2).
Two other representations that may be obtained from Equation 4.14 by coordinate transformations
x and x = Σ,¯x, respectively, follow easily from the above theorem.
Definition 4.2: [32]
A state-space representation is an input-normal/output-diagonal
where Σ is given by Equation 4.14. Furthermore, it is an output-normal/input-diagonal
The largest Hankel singular value is equal to the Hankel norm of the system, that is, (4.15) where G = C(sI -A)-l B is the transfer matrix of the system. This gives a characterization of the largest Hankel singular value. The other Hankel singular values may be characterized inductively in a similar way; we refer to [6, 15] .
So far, we have assumed the state-space representation to be minimal. However, if we consider nonminimal state-space realizations, that is, the system is not controllable and/or observable, then we obtain σi's that are zero, corresponding to the noncontrollable or nonobservable part of the system, and thus, to the nonminimal part of the system. Related to this observation, we have that the minimal realization of a linear input-output system has a dimension n that is equal to the Hankel rank, or in other words, it equals the rank of the Hankel matrix. A well-known result related to the latter is the following theorem for example, [631.
Theorem 4.3:
If (A, B, C) is asymptotically stable, then the realization is minimal if and only if P > 0 and Q > 0.
Model Reduction
Once the state-space system is in balanced form, an order reduction procedure based on this form may be applied. Thus, in order to proceed, we assume that the system (Equation 4.5) is in balanced form. Then the controllability and observability function are Ie (¯xo) = ½¯x0T' Σ -1¯Xo and Ie (¯xo) = ½¯x0TΣ¯xo, respectively. For small σi, the amount of control energy required to reach the state¯x = (0, ... ,0, Xi, 0, ... ,0) is large while the output energy generated by this state¯x is small. Hence, if σk » σk+ 1, the state components xk+ 1 to xn are far less important from this energy point of view and may be removed to reduce the number of state components of the model. We partition the system (Equation 4.5) in a corresponding way as follows:
where Σ1 = diag(σ1, ... , σk) and Σ2 = diag(σk+1, ... , σn).
Theorem 4.4:
Both subsystems (Aii, Bi, Ci), i = 1, 2, are again in balanced form, and their controllability and observability
Gramians are equal to Σi, i = 1,2.
The following result has been proved by [43] .
Theorem 4.5:
Assume that σk > σk+I' Then both subsystems (Aii, Bi, Ci), i = 1,2, are asymptotically stable.
The subsystem (All, BI, C1) may be used as an approximation of the full order system (Equation 4.5).
The optimality of this approximation in the Hankel and H∞-norm has been studied by [17] , and an upper bound for the error is given. The H∞-
is the square root of the maximum eigenvalue of G( -jω)TG (jω) . Denote the transfer matrix of the reduced order system (A 11,B1, C1) by~G(s)= C I (sI -All) -I B1, The following error bound was originally proved in [17] . A number of proofs can be found in [63] ,
Theorem 4.6: [17]
IIG -~G||H ≤ IIG -~G||∞ ≤ 2(σk+1 + ... + σn).
Hence, if we remove the state components Xk+ I, ... ,XI1 that correspond to small Hankel singular values σk+ 1, ... , σn (small compared to the rest of the singular values, that is, σk »σk+ 1), then the error is small, and the reduced order system (A 11,B I, C I) constitutes a good approximation in terms of the Hankel norm to the full order system. The model reduction method that we gave above consists of simply truncating the model. It is also possible to reduce the model in a different way see, for example, [8, 21] . Instead of setting 
The system (Â,^B,^C) also gives an approximation to the full order system (Equation 4.5). Theorems 4.4 through 4.6 also hold if we replace the system (All, B1, C1) by (Â,^B,^C).
Unstable Systems, Closed-Loop Balancing
Linear Quadratic Gaussian Balancing
A major drawback of the original balancing method as described in Section 4.2.2 is that it only applies to stable systems. Furthermore, the method emphasizes the (open-loop) input-output characteristics of the system, while it is a priori not clear if it yields good approximations in closed-loop configurations. In this section, we treat (linear quadratic Gaussian) LQG balancing for linear systems, which was introduced by [25, 26] (see also [57] ). In [41] , this concept is further developed. LQG balancing was introduced with the aim of finding a model reduction method for a system (not necessarily stable) together with its corresponding LQG compensator. LQG balancing has been treated from another point of view in [61] .
First, we give a review of the formulation of [26, 41] .
LQG compensation is formulated for a minimal state-space system 17) where u ∈ ℝm, x ∈ ℝn, y ∈ ℝp, and d and v are independent Gaussian white-noise processes with covariance functions Iδ(t -τ). The criterion
is required to be minimized. The resulting optimal compensator is given by
Here S is the stabilizing solution (i.e., σ(A -SC T C) C ce-) to the filter algebraic Riccati equation 20) and P is the stabilizing solution (i.e., σ(A -BB T P) C ce-) to the control algebraic Riccati equation As explained in Section 4.2.2, the original idea of balancing stable linear systems, as introduced by [32] , considers the Hankel singular values σi, i = 1, ... , n, which are a measure for the importance of a state component in a balanced representation. This balancing technique is based on the input energy which is necessary to reach this state component and the output energy which is generated by this state component.
A similar kind of reasoning, using a different pair of energy functions, may be used to achieve the similarity invariants µi, i = 1, ... , n, as above; see [61] . To follow this reasoning, we consider the minimal system (Equation 4.17) without noise, that is, X =Ax+Bu, y=Cx, (4.24) where u ∈ ℝ m, X ∈ ℝn, and y ∈ ℝp. We define the energy functions K-(xu) is called the past energy and K+ (x0) the future energy of the system in the state X0. For large µli the influence of the state x on the future energy is large while the influence on the past energy is small. Hence, if µk» µk+l, the state components Xk+1 to Xn are "not important" from this energy point of view and may be removed to reduce the number of state components of the model.
Balancing of the Normalized Coprime Representation
In [29, 39] , balancing of the normalized coprime representation of a linear system is treated. Balancing of the normalized coprime representation was introduced with the aim of finding a model reduction method for unstable linear systems. In [29] , balancing of the normalized right coprime factorization is treated, while in [39] , balancing of the normalized left coprime factorization is treated. Here we provide a brief review on this subject. (see, e.g., [36, 60] ).
The fact that we are able to find a stable left inverse of the graph operator, that is, we can find the solutions U(s) and V(s) to the Bezout identity (Equation 4.26), is equivalent to the factorization being right coprime.
Balanced Realizations
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Furthermore, the graph operator is inner, that is, 
= Ñ(s)û(s) -~D(s)^y(s).
Moreover, a state-space realization of the transfer matrix 
Indeed, we may take~U(s) = B T P(s1 -Â)-1SCT and~V(s) = I + C(s1 -Â)-l SC T (see, e.g., Vid,Ne). This proves that the factorization is left coprime. Furthermore (Ñ(s)~D(s)) is co-inner, that is,
Ñ(s)Ñ( _s)T +~D(s)~D( -s) T = I, which means that the factorization is normalized. Hence (Ñ(s)~D(s)) represents the normalized left coprime factorization of system (Equation 4.24). The system (Equation 4.27) has as controllability
Gramian the positive-definite matrix S and we denote its observability Gramian by the matrix Q. Note that the right factorization
( N(S)) D(s)
can be seen as an image representation of G(s), while the left factorization
(Ñ(s)~D(s))
can be regarded as a kernel representation of G(s).
The following result follows rather straightforwardly.
Theorem 4.10:
The 
Theorem 4.13: [29]
The reduced order system of Equation 4 .25 is of the form with controllability and observability Gramian ΛI. This system is the normalized right coprime representation of the system (A II, BI, CI), which is minimal.
Extensions to Other Types of Balancing
The methods described above can be put in a more general setting, and extended to the H∞ case. H 00 balancing for linear systems is introduced in [33] [34] [35] . For details, we refer to the latter references. In the H∞ case, balancing is performed on Qγ-and Qγ+, [46] , which are defined as and while if γ < 1, then
There is an immediate relation with the solutions to the H∞ Filter and Control Algebraic Riccati equations, see, for example, [46] , Positive real and bounded real balancing can be done by considering dissipativity with respect to a quadratic supply rate that depends on the input and the output of the system: [1, 7, 19] . For all these methods it holds that truncation preserves the original balanced structure, and thus truncation based on bounded real or positive real balancing preserves bounded and positive realness, respectively. Furthermore, error bounds for model reduction based on several of the above mentioned methods are available; see, for example, [52] . Additionally, model reduction methods based on balancing methods that preserve some internal structure of the system currently receive a lot of interest due to applications that require this, such as electrical circuit simulators. For some results on Hamiltonian structure preservation, and second-order system structure preservation; see, for example, [30, 54, 55] .
Balancing for Nonlinear Systems
Balanced realizations and the related model order reduction technique rely on singular-value analysis.
The analysis is important since it extracts the gain structure of the operator, that is, it characterizes the largest input-output ratio and the corresponding input [51] . Since linear singular values are defined as eigenvalues of the composition of the given operator and its adjoint, it is natural to introduce a nonlinear version of adjoint operators to obtain a nonlinear counterpart of a singular value. There has been done quite some research on the nonlinear extension of adjoint operators, for example, [3, 10, 48] , and the references therein. Here we do not explicitly use these definitions of nonlinear adjoint operators. We rely on a characterization of singular values for nonlinear operators based on the gain structure as studied in [9] . The balanced realization based on this analysis yields a realization that is based on the singular values of the corresponding Hankel operator, and results in a method which can be viewed as a complete extension of the linear methods, both from an input-output and a state-space point of view [12] .
The related model order reduction technique, nonlinear balanced truncation, preserves several important properties of the original system and the corresponding input-output operator, such as stability, controllability, observability, and the gain structure [11, 14] .
This section gives a very brief overview of the series of research on balanced realization and the related model order reduction method based on nonlinear singular-value analysis. We refer to [13] for more details.
Basics of Nonlinear Balanced Realizations
This section gives a nonlinear extension of balanced realization introduced in the Section 4.2. Let us consider the following asymptotically stable input-affine nonlinear system 
Similar to the linear case, the positive definiteness of the controllability and observability functions implies strong reach ability and zero-state observability of the system Σ in Equation 4.30, respectively.
Combining these two properties, we can obtain the following result on the minimality of the system.
Theorem 4.15: [47]
Consider the system of Equation 4.30, and assume it is analytic. Suppose that
holdfor all x ≠ 0. Then the system is a minimal realization as defined in and under the conditionsfrom, [24] .
Le (x) and Lo (x) can be used to "measure the minimality" of a nonlinear dynamical system. Furthermore, a basis for nonlinear balanced realizations is obtained as a nonlinear generalization of Definition 4.2 in the linear case. For that, a factorization of Lo(x) into a semi quadratic form needs to be done, that is, in a convex neighborhood of the equilibrium point 0, we can write Now, an input-normal/output-diagonal form can be obtained.
Theorem 4.16: [45]
Consider Lo(
with the state-space x = (X1, X2)' then the corresponding singular-value functions are τ1(x)=2+kx22,
with an arbitrary scalar constant k. This example reveals that the singular value function are not uniquely determined by this characterization.
To overcome these problems, balanced realizations based on nonlinear singular value analysis is presented in the following section.
Balanced Realizations Based on Singular-Value Analysis of Hankel Operators
In this section, application of singular-value analysis to nonlinear Hankel operators determines a balanced realization with a direct input-output interpretation, whereas the balanced realization of value analysis based on the differential form, [12] , is given by 
That is, v defined above is a singular vector of H.
Although the singular-value analysis problem, [13] , is a nonlinear problem on an infinite dimensional signal space U = L2m' [0,(0) , the problem to be solved in the above theorem is a nonlinear algebraic equation on a finite dimensional space X = ℝn which is also related to a nonlinear eigenvalue problem on X; see [9] .
In the linear case, 
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Control System Advanced Methods 
Control System Advanced Methods
Here P(z) and Q(z) can be regarded as nonlinear counterparts of the balanced controllability and observability Gramians, since
The axes of this realization are uniquely determined. We call this state-space realization a balanced realization of the nonlinear system Σ in Equation 4.30. As in the linear case, both the relationship between the input-to-state and state-to-output behavior and that among the coordinate axes are balanced.
Model Order Reduction
An important application of balanced realizations is that it is a tool for model order 
Other Types of Balancing for Nonlinear Systems
As for linear systems, there exist extensions ofLQG, and coprime balancing [49] , Hoc or L2 -gain balancing [46] , and positive/bounded real and dissipativity-based balancing [23] . In fact, in [23] a direct relation is obtained with Hankel operator analysis for augmented systems. The presented work treats balanced realizations for nonlinear systems based on balancing in a (possibly large) region around an equilibrium point, where a relation with the Hankel operator, observability and controllability operators and functions, and minimality of the nonlinear system is obtained. A drawback of these methods is the computational effort that is needed to compute the balanced realization. As mentioned in the introduction, other extensions of the linear notion of balancing can be found in for example, [20, 28, 58, 59 ].
Concluding Remarks
In this Chapter, balanced realizations for linear and nonlinear systems and model reduction based on these realizations are treated. There exists a vast amount of literature on this topic, and the reference list in this paper is certainly not complete. For example, some of the basics for linear balanced realizations can be found in [40] , and we did not pay any attention to the balancing methods treating uncertain, and time-and parameter-varying linear systems; for example, [4, 44] , behavioral balancing, for example, [53] , or the numerical side of balancing, for example, [5] .
Recently, a lot of interest is taken in structure preserving order techniques for both linear and nonlinear systems, where the additional structure to be preserved is a physical structure, such as port-Hamiltonian structure, [56] , and other physical structures, as mentioned in our linear systems section. For example, for circuit simulators with continuously growing orders of the models, a need for interpreting a reduced order model as a circuit is important, such as, [50] . Due to the explicit interconnection (input/output like) structure of the circuits, order reduction methods based on balancing are attractive to apply to these circuits. However, structure preservation and circuit interpretation of the corresponding reduced order models is not possible yet, and is one of the motivators for further research to both linear and nonlinear structure preserving order reduction methods.
