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a b s t r a c t
We study the solvability, dissipativity and stability for the equation
d2
dt2
u(t)+ b
∫ 1
0
±EαT u(t)φ(α) dα + F(u(t)) = 0, t ∈ [0, T ], T > 0,
where
 1
0
±EαT u(t)φ(α) dα is the distributed order symmetrized Caputo fractional
derivative of u, φ(α), α ∈ (0, 1), is a positive integrable function or a distribution of the
form
∑n
i=0 cαiδ(α − αi), 0 ≤ α0 < α1 < · · · < αn ≤ 1, cαi ≥ 0, i = 0, 1, . . . , n, and F(u),
u ∈ R, is a locally Lipschitz continuous function on R.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In various problems of physics,mechanics and viscoelasticity, fractional derivatives describe certain physical phenomena
more accurately than integer order derivatives. Fractional derivatives are introduced in the equations of mathematical
physics either by a direct ‘fractionalization’, i.e., by replacing integer order derivatives with derivatives of real order, or
through the use of variational principles (cf. e.g. [1,2]; see also [3–9]). Here we shall use the first approach.
There exist several definitions of fractional derivatives. Throughout this work we shall use:
(1) The left (resp. right) Riemann–Liouville fractional derivative of order α, 0 < α < 1, t ∈ [0, T ], T > 0,
0Dαt u(t) =
1
Γ (1− α)
d
dt
∫ t
0
u(τ )
(t − τ)a dτ (resp. tD
α
T u(t) =
1
Γ (1− α)

− d
dt
∫ T
t
u(τ )
(τ − t)a dτ).
(2) The left (resp. right) Caputo fractional derivative of order α, 0 < α < 1, t ∈ [0, T ], T > 0,
C
0D
α
t u(t) =
1
Γ (1− α)
∫ t
0
du
dτ (τ )
(t − τ)α dτ (resp.
C
t D
α
T u(t) =
1
Γ (1− α)
∫ T
t
− dudτ  (τ )
(τ − t)α dτ).
(3) The symmetrized Caputo fractional derivatives of order α, 0 < α < 1, T > 0,
−
0 E
α
T u(t) =
1
2
(C0D
α
t u(t)− Ct DαT u(t)) and +0 EαT u(t) =
1
2
(C0D
α
t u(t)+ Ct DαT u(t)).
(The symmetrized Caputo fractional derivatives are called the Riesz–Caputo fractional derivatives in [10].)
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For any of the above fractional derivatives one can define the corresponding distributed order fractional derivative. For
example,
 1
0
±
0 E
α
T u(t)φ(α)dα are distributed order symmetrized Caputo fractional derivatives of u, where φ(α), 0 < α < 1,
is a positive integrable function or a distribution of the form
∑n
i=0 cαiδ(α − αi), 0 ≤ α0 < α1 < · · · < αn ≤ 1, cαi ≥ 0,
i = 0, 1, . . . , n. In practice, the order of the fractional derivative is determined numerically from the set of measured data.
This procedure usually leads to several values of the order of the derivative that belong to a certain range. Distributed order
fractional derivatives model such situations more appropriately.
We assume that an integrable function u satisfies conditions which imply that its fractional derivative under
consideration is again an integrable function in [0, T ], for every T > 0. For example, 0Dαt u is integrable whenever u is
an absolutely continuous function, i.e. u ∈ AC([0, T ]).
The aim of this work is to study solvability, dissipativity and stability for the following two problems (one with −0 E
α
T u(t),
another with +0 E
α
T u(t)) in C
2([0, T ]), T > 0:
d2u
dt2
(t)+ b
∫ 1
0
±
0 E
α
T u(t)φ(α)dα + F(u(t)) = 0, t ∈ (0, T ], u(0) = u0,
du
dt
(0) = v0, (1)
where b is a positive constant and F is a locally Lipschitz continuous force function on R.
Eq. (1) is a generalization of different equations which have been considered in the literature so far. We refer the reader
to [11] for a number ofmathematicalmodels describing oscillatorswith fractional damping of the form d
2u
dt2
(t)+b·0Dαt u(t)+
F(u(t)) = 0, where b and F are as above. Special cases are: the Duffing oscillator with V (u) = − K2 u2 + A4u4, A, K > 0, a
nonlinear pendulum with V (u) = K(1 − cos u), K > 0, and a linear oscillator V (u) = ω22 u2 (V is a potential; see below).
Another possible application of Eq. (1) is in non-local elasticity where the independent variable t is replacedwith the spatial
variable x.
Let V (u) =  u0 F(λ)dλ be the potential of F(u), u ∈ R. In studying dissipation and stability of solutions to (1) the total
mechanical energy of the system
E(u(t)) =
 du
dt (t)
2
2
+ V (u(t)), t ∈ [0, T ], T > 0, (2)
plays the crucial role (see e.g. [11]). Multiplying (1) with dudt and then integrating, we obtain du
dt (t)
2
2
+ V (u(t))− v
2
0
2
= −b
∫ t
0
∫ 1
0
±
0 E
α
T u(s)φ(α)dα

· du
ds
(s)ds, t ∈ [0, T ], T > 0, (3)
where, without loss of generality, we have assumed that V (u0) = 0.
Since b > 0, the dissipation of the mechanical energy in (3) depends on the sign of the expression
±
d Dt(u) :=
∫ t
0
∫ 1
0
±
0 E
α
T u(s)φ(α)dα

· du
ds
(s)ds, t ∈ [0, T ], T > 0.
The temporarily weak form of the dissipation inequality is satisfied if ±d Dt(u) ≥ 0, t ∈ [0, T ], T > 0, for all u within a
certain class of functions. The latter inequality was proved in [12] for the left Riemann–Liouville derivative instead of the
distributed order symmetrized fractional derivative, with initial conditions u(0) = 0, dudt (0) = 0 (see [12, p. 2425]). In [11]
it is proved that
CDt(u) :=
∫ t
0
C
0D
α
s u(s) ·
du
ds
(s)ds ≥ 0, t ∈ [0, T ], T > 0,
for any arbitrary function u having a locally integrable derivative. Moreover, it was stated in [11] that the dissipation
inequality does not hold for the Riemann–Liouville fractional derivative, in general. In [13] it is proved that∫ t
0
0Dγs u(s) · u(s)ds ≥ 0, t ∈ [0, T ], T > 0, (4)
for 0 < γ < 1, provided u satisfies suitable conditions.
The work is organized as follows. In Section 2 we prove the unique solvability of (1), and the dissipativity of its solution.
The latter reduces to examination of the positivity of ±d Dt(u). Section 3 is devoted to the stability of solutions to (1). In fact,
we shall obtain the desired results at t = T , for every T > 0.
2. Solvability and dissipativity of (1)
Theorem 1 of [11] implies that Eq. (1) in the special case when φ(α) = δ(α) is uniquely solvable in C2([0, T ]), for every
T > 0. Let us examine solvability of (1) in the case when φ is continuous in [0, 1].
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Recall that we assume F to be locally Lipschitz continuous on R. We consider the system
du
dt
= f1(u, v) dvdt = f2(u, v), u(0) = u0, v(0) = v0, (5)
where f1(u, v) = v, and
f2(u, v) = −b
∫ 1
0
1
Γ (1− α)
∫ t
0
v(τ)dτ
(t − τ)α ±
∫ T
t
v(τ)dτ
(τ − t)α

φ(α)dα − F(u).
Let H(u, v) := (f1(u, v), f2(u, v)). Clearly, it is a continuous mapping from C([0, T ])× C([0, T ]) into C([0, T ]). Then
|H(u(t)+ u1(t), v(t)+ v1(t))− H(u(t), v(t))|
≤ |f1(u(t)+ u1(t), v(t)+ v1(t))− f1(u(t), v(t))| + |f2(u(t)+ u1(t), v(t)+ v1(t))− f2(u(t), v(t))|
≤ |v1(t)| + b
∫ 1
0
1
Γ (1− α)
∫ t
0
|v1(τ )|dτ
(t − τ)α +
∫ T
t
|v1(τ )|dτ
(τ − t)α

φ(α)dα + |F(u(t)+ u1(t))− F(u(t))|
≤ C max
t∈[0,T ]
(|u1(t)| + |v1(t)|),
where we have used local Lipschitz continuity of F . We now have that
sup
t∈[0,T ]
|H(u(t)+ u1(t), v(t)+ v1(t))− H(u(t), v(t))| ≤ C(‖u1‖C([0,T ]) + ‖v1‖C([0,T ])).
Thus H is Lipschitz continuous. Since (1) is equivalent to (5) in C2([0, T ]), by Theorem 2.1 of [14], and the improved version
given in [11, Th. 1], we have:
Theorem 1. Problem (1) has a unique solution in C2([0, T ]), for every T > 0.
In the sequel we turn our attention to the study of dissipativity of the solution to (1).
Theorem 2. The solution u ∈ C2([0, T ]), T > 0, of the initial value problem (1) is dissipative, i.e., for every T > 0,
d2u
dt2
(T )+ V (u(T ))− v
2
0
2
≤ 0. (6)
Proof. First, we consider the case φ(·) = δ(· − α), when  10 ±0 EαT u(t)φ(α)dα reduces to ±0 EαT u(t). The case φ(α) =∑n
i=0 cαiδ(α − αi), 0 ≤ α0 < α1 < · · · < αn ≤ 1, cαi ≥ 0, i = 0, 1, . . . , n, can be treated in a similar way. Eq. (1)
then becomes
d2u
dt2
(t)+ b · ±0 EαT u(t)+ F(u(t)) = 0, t ∈ [0, T ], T > 0. (7)
The dissipativity relation of the total mechanical energy (3) (with V (u0) = 0) becomes du
dt (t)
2
2
+ V (u(t))− v
2
0
2
= −b
∫ t
0
±
0 E
α
T u(s) ·
du
ds
(s)ds, t ∈ [0, T ], T > 0. (8)
We shall study the dissipativity of (7), by analysis of the right hand side of (8). Thus we need to estimate the term
±Dt(u) :=
∫ t
0
±
0 E
α
T u(s) ·
du
ds
(s)ds = 1
2
∫ t
0
(C0D
α
s u(s)± Cs DαT u(s))
du
ds
(s)ds. 
In order to do that we need the following lemma.
Lemma 3. Suppose that u ∈ C1(0, T ), T > 0. Then∫ T
0
(C0D
α
t u(t)− Ct DαT u(t))
du
dt
(t)dt ≥ 0;
∫ T
0
(C0D
α
t u(t)+ Ct DαT u(t))
du
dt
(t)dt = 0. (9)
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Proof. In the sequel we use the family of distributions (fβ)β∈R (cf. [15]):
fβ(t) :=

tβ−1H(t)
Γ (β)
, β > 0, t ∈ R
d
dt
N
fβ+N(t), β ≤ 0, N + β > 0, N ∈ N, t ∈ R,
(10)
where ( ddt )
N is the Nth distributional derivative. With β = 1− α, α ∈ (0, 1), in (10), we define φ˜1−α(t) = f1−α(|t|), t ∈ R.
By Kilbas et al. [16, p. 16] the Fourier transform of φ˜1−α is
F (φ˜1−α)(y) =
∫ ∞
−∞
eityφ˜1−α(t)dt = 2 sin απ2 |y|
1−α, y ∈ R.
Thus, by the Bochner–Schwartz theorem (cf. [15, p. 141]) the regular distribution defined by φ˜1−α(t) is positive definite,
i.e., ⟨φ˜1−α(t), ϕ ∗ ϕˇ⟩ ≥ 0, ϕ ∈ D(R) (ϕˇ(x) = ϕ(−x)). In our case
I(ϕ) =
∫
R
∫
R
φ˜1−α(x− y)ϕ(x)ϕ(y)dxdy ≥ 0, (11)
for every ϕ ∈ D(R). Let ω ∈ L1loc(R), ω = 0 in (−∞, 0). Taking (ϕn)n to be a sequence inD(R) which converges to ω|[0,T ]
in L1([0, T ]), (11) and the Lebesgue dominated convergence theorem imply that
I(w) =
∫ T
0
∫ T
0
φ1−α(|t − τ |)ω(t)ω(τ)dtdτ ≥ 0. (12)
Next we write (12) as
I(w) =
∫ T
0
∫ t
0
φ1−α(|t − τ |)ω(t)ω(τ)dτ

dt +
∫ T
0
∫ T
t
φ1−α(|τ − t|)ω(t)ω(τ)dτ

dt,
and interchange the order of integration in the second integral so that∫ T
0
∫ T
t
φ1−α(|τ − t|)ω(t)ω(τ)dτ

dt =
∫ T
0
∫ t
0
φ1−α(|t − τ |)ω(t)ω(τ)dτ

dt. (13)
This implies
I(w) = 2
∫ T
0
w(t)
∫ t
0
(t − τ)−α
Γ (1− α)w(τ)dτ

dt = 2
∫ T
0
w(t)(0J1−αt w)(t)dt ≥ 0. (14)
Recall that for t ∈ [0, T ], T > 0,
0J
γ
t ω(t) = 1
Γ (γ )
∫ t
0
(t − τ)γ−1w(τ)dτ (resp. t JγT ω(t) =
1
Γ (γ )
∫ T
t
(τ − t)γ−1w(τ)dτ)
are the left (resp. the right) Riemann–Liouville fractional integrals of order γ , γ > 0.
Similarly, replacing
 T
0
 t
0 φ1−α(|t − τ |)ω(t)ω(τ)dτdt in (12) with the term on the left hand side of (13), we have
I(w) = 2
∫ T
0
ω(t)
∫ T
t
(τ − t)−α
Γ (1− α)ω(τ)dτ

dt = 2
∫ T
0
ω(t) · t JγT ω(t)dt ≥ 0. (15)
Put now ω := dudt and α = 1− γ . This implies that ω is continuous and that
0J
γ
t ω = 0Jγt dudt =
C
0D
α
t u, t J
γ
T ω = t JγT
du
dt
= Ct DαT u, (16)
(cf. [16, p. 92]). Now putting (16) into (14) and (15) it follows that
I(w) = 2
∫ T
0
du
dt
(t) · C0Dαt u(t)dt = −2
∫ T
0
du
dt
(t) · Ct DαT u(t)dt ≥ 0. (17)
Finally by adding and subtracting integrals in (17) we obtain (9). 
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Continuation of the proof of Theorem 2. From (9) it follows that both+0 E
α
T u and
−
0 E
α
T u satisfy aweak dissipation inequality±Dt(u) ≥ 0 for t = T , T > 0, and hence (6) holds in the case φ(·) = δ(· − α).
In order to prove (6) in the case when φ is a positive integrable function, we need the next lemma, which gives the
assertion when φ is continuous and positive. Since every positive, integrable function is the limit of a sequence of positive
continuous functions, this proves the theorem. 
Lemma 4. Suppose that u ∈ C1([0, T ]), φ ∈ C([0, 1]) and φ(α) ≥ 0 for all α ∈ [0, 1]. Then∫ T
0
∫ 1
0
±
0 E
α
T u(t)φ(α)dα

du
dt
(t)dt ≥ 0. (18)
Proof. In order to prove the claim we shall use the usual definition of the Riemann integral:∫ 1
0
±
0 E
α
T u(t)φ(α)dα = limn→∞
n−
k=1
±
0 E
αk
T u(t)φ(αk)△αk,
where 0 = α1 < · · · < αn = 1 is a partition of [0, 1], with maxn→∞△αk → 0. By Lemma 3, since φ ≥ 0 on (0, 1), one
obtains
n−
k=1
φ(αk)△αk
∫ T
0
±
0 E
αk
T u(t)
du
dt
(t)dt =
∫ T
0

n−
k=1
φ(αk)
±
0 E
αk
T u(t)△αk

du
dt
(t)dt ≥ 0. (19)
According to assumptions on u and φ it follows that for all n ∈ N, the functions∑nk=1 φ(αk)±0 EαkT u(t)△αk are measurable,
and |∑nk=1 φ(αk)±0 EαkT u(t)△αk| ≤ C , for some C > 0. Hence, we can apply Lebesgue’s dominated convergence theorem in
(19) to obtain (18). 
Remark 5. Note that (14) and (15) imply∫ T
0
w(t) · 0Jαt w(t)dt =
∫ T
0
w(t) · t JαT w(t)dt ≥ 0. (20)
The equality between integrals in (20) is a special case of the integration by parts formula for fractional derivatives T
0 φ(t) · 0Jαt ξ(t)dt =
 T
0 ξ(t) · t JαT φ(t)dt when the two functions are equal, i.e., φ = ξ = w. However, the fact that
both integrals in this case are non-negative seems to be new.
3. Stability of the solution
We study the stability of solutions u to (1), assuming the coercivity of V and V (u0) = 0, as before.
As a Lyapunov function we take a total mechanical energy E given by (2) and we assume that potential energy is a
continuous coercive function, i.e., there exists c > 0 such that
V(u) ≥ c‖u‖, u ∈ AC2[0, T ], ∀T > 0, (21)
where ‖u‖ := supt∈[0,T ] |u(t)|.
Theorem 6. The solution u of (1) and its first derivative dudt are bounded with respect to the sup norm on [0, T ], for every T > 0.
Proof. First assume that φ(·) = δ(· − α). Using (2) and the assumption that V (u0) = 0 we have
E(T ) =
 du
dt (T )
2
2
+ V(u(T ))− v
2
0
2
= −b
∫ T
0
±
0 E
α
T u(t) ·
du
dt
(t)dt.
Since the integral is non-negative (see (9)), it follows that ( dudt (T ))
2/2 + V(u(T )) ≤ v20/2, T > 0. Using (21) we obtain that
for every T > 0, du
dt (T )
2
2
+ c|u(T )| ≤ v
2
0
2
. (22)
Now assume that φ is a positive and continuous. In order to show that (22) is satisfied, one has to apply estimate (18)
obtained in Lemma 4 instead of (9) from Lemma 3.
The claim in the general case when φ is positive and integrable is again obtained by considering φ as the limit of a
sequence of positive, continuous functions. 
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