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Generators of the ring of weakly holomorphic modular
functions for Γ1(N)
Ja Kyung Koo and Dong Sung Yoon
Abstract
For a positive integer N divisible by 4, 5, 6, 7 or 9, let O1,N (Q) be the ring of
weakly holomorphic modular functions for the congruence subgroup Γ1(N) with
rational Fourier coefficients. We present explicit generators of the ring O1,N (Q)
over Q by making use of modular units which have infinite product expansions.
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1 Introduction
Let Γ be a congruence subgroup of SL2(Z). A meromorphic modular function for Γ is
called a weakly holomorphic if its poles (if any) are supported only at the cusps of Γ. For
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a positive integer N , let
Γ(N) =
{[
a b
c d
]
∈ SL2(Z)
∣∣ [a b
c d
]
≡
[
1 0
0 1
]
(mod N)
}
,
Γ1(N) =
{[
a b
c d
]
∈ SL2(Z)
∣∣ [a b
c d
]
≡
[
1 ∗
0 1
]
(mod N)
}
,
Γ1(N) =
{[
a b
c d
]
∈ SL2(Z)
∣∣ [a b
c d
]
≡
[
1 0
∗ 1
]
(mod N)
}
.
By definition, we have Γ ⊃ Γ(N) for some positive integer N . Furthermore, one can check
that [
N 0
0 1
]−1
Γ(N)
[
N 0
0 1
]
⊃ Γ1(N2).
Hence if f(τ) is a modular function for Γ(N), then f(Nτ) is a modular function for
Γ1(N
2). Here we note that the Fourier coefficients of f(Nτ) coincide with those of f(τ).
Therefore, the study of modular functions with respect to congruence subgroups is reduced
to that of modular functions for Γ1(N).
For a rational vector r =
[
r1
r2
]
∈ Q2 \ Z2, we define the Siegel function gr(τ) on the
complex upper half plane H by the following infinite product expansion
(1.1) gr(τ) = −q 12B2(r1)epiir2(r1−1)(1− qr1e2piir2)
∞∏
n=1
(1− qn+r1e2piir2)(1− qn−r1e−2piir2),
where B2(X) = X
2−X+1/6 is the second Bernoulli polynomial and q = e2piiτ . As is well
known ([7] or [5, p.36]), it is a modular unit, that is, both zeros and poles are supported
at the cusps of certain congruence subgroup.
Now, let O1,N(Q) (resp. O1N(Q)) be the ring of weakly holomorphic modular functions
for Γ1(N) (resp. Γ
1(N)) with rational Fourier coefficients. When N ≡ 0 (mod 4), Eum
et al ([2]) recently constructed explicit generators of O1N (Q) by means of Siegel functions
and classify all Fricke families of such level N , which will be defined in §6.
In this paper we shall investigate how to generate the ring O1,N (Q) for arbitrary N
by improving their idea. We first construct generators of O1,N(Q) over Q for 1 ≤ N ≤ 10
and N = 12 by utilizing Siegel functions (Theorem 4.5). And, for given positive integers
m > 3 and N divisible by m we will further present a primitive generator of O1,N(Q) over
O1,m(Q), which is a Weierstrass unit (Theorem 5.2), from which we are able to determine
generators of the ring O1,N(Q) over Q when N is divisible by 4, 5, 6, 7 or 9 (Corollary 5.3).
Lastly, as byproduct, we can classify all Fricke families of such level N (Theorem 6.2).
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Notation 1.1. The transpose of a matrix α is denoted by tα. If R is a ring with
unity, R× stands for the group of all invertible elements of R. For a positive integer N ,
let ζN = e
2pii/N be a primitive N -th root of unity.
2 Galois actions of modular function fields
In this section we shall describe the action of Galois groups between modular function
fields.
For a positive integer N , let FN be the field of meromorphic modular functions for
Γ(N) whose Fourier coefficients lie in the Nth cyclotomic field Q(ζN).
Proposition 2.1. FN is a Galois extension of F1 and
Gal(FN/F1) ∼= GL2(Z/NZ)/{±I2} ∼= GN · SL2(Z/NZ)/{±I2},
where
GN =
{[
1 0
0 d
]
| d ∈ (Z/NZ)×
}
.
More precisely, GL2(Z/NZ)/{±I2} acts on FN as follows:
(i) The element
[
1 0
0 d
]
∈ GN acts on h ∈ FN by
h(τ) =
∑
n≫−∞
cnq
n/N 7−→
∑
n≫−∞
cσdn q
n/N ,
where
∑
n≫−∞ cnq
n/N is the Fourier expansion of h and σd ∈ Gal(Q(ζN)/Q) satisfies
ζσdN = ζ
d
N .
(ii) The element γ ∈ SL2(Z/NZ)/{±I2} acts on h ∈ FN by
h(τ)γ = (h ◦ γ˜)(τ),
where γ˜ is a preimage of γ of the reduction map SL2(Z)→ SL2(Z/NZ)/{±I2}.
Proof. [6, Chapter 6, Theorem 3].
In a similar fashion as Proposition 2.1 (i), an element σ ∈ Gal(Qab/Q) induces an
element of Gal(FN/F1) by applying σ to the Fourier coefficients. For h ∈ FN , we denote
by hσ the image of h under this automorphism.
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3 Fricke functions and Siegel functions
For a lattice L in C, we let
g2(L) = 60
∑
ω∈L\{0}
1
ω4
, g3(L) = 140
∑
ω∈L\{0}
1
ω6
, ∆(L) = g2(L)
3 − 27g3(L)2.
And, we define the Weierstrass ℘-function (relative to L) and the j-invariant by
℘(z;L) =
1
z2
+
∑
ω∈L\{0}
(
1
(z − ω)2 −
1
ω2
)
(z ∈ C),
j(τ) = 1728
g2(τ)
∆(τ)
(τ ∈ H),
where g2(τ) = g2([τ, 1]), g3(τ) = g3([τ, 1]) and ∆(τ) = ∆([τ, 1]). For a rational vector
r =
[
r1
r2
]
∈ Q2 \ Z2, the Fricke function is defined by
fr(τ) = −2735 g2(τ)g3(τ)
∆(τ)
℘(r1τ + r2; [τ, 1]) (τ ∈ H).
Then Q[j(τ)] is the ring of weakly holomorphic functions in F1 and we have
FN =
{
Q(j(τ)) if N = 1
Q
(
j(τ), fr(τ) : r ∈ 1NZ2 \ Z2
)
if N > 1
([6, Chapter 5, Theorem 2 and Chapter 6, §3]).
Proposition 3.1. Let N (> 1) be an integer and r ∈ (1/N)Z2 \ Z2.
(i) fr(τ) is weakly holomorphic and depends only on ±r (mod Z2).
(ii) For α ∈ GL2(Z/NZ)/{±I2} we obtain
fr(τ)
α = ftαr(τ).
Proof. [6, Chapter 6, §2-§3]
The following two propositions describe the modularity criterion for Siegel functions
and the relation between Fricke functions and Siegel functions.
Proposition 3.2. Let N (> 1) be an integer and {m(r)}
r=[ r1r2 ]∈
1
N
Z2\Z2 be a family of
integers such that m(r) = 0 except for finitely many r.
4
(i) If
∑
r
m(r) ≡ 0 (mod 12), then for γ ∈ SL2(Z) we get∏
r
gr(τ)
m(r) ◦ γ =
∏
r
gtγr(τ)
m(r).
(ii) A finite product of Siegel functions
ζ
∏
r
gr(τ)
m(r)
belongs to FN if∑
r
m(r)(Nr1)
2 ≡
∑
r
m(r)(Nr2)
2 ≡ 0 (mod gcd(2, N) ·N),∑
r
m(r)(Nr1)(Nr2) ≡ 0 (mod N),∑
r
m(r) · gcd(12, N) ≡ 0 (mod 12).
Here,
ζ =
∏
r
epiir2(1−r1)m(r) ∈ Q(ζ2N2).
Proof. See [4, Proposition 2.4], [5, Chapter 3, Theorem 5.2 and 5.3] (or [8]).
Proposition 3.3. Let r, s ∈ Q2 \ Z2.
(i) fr(τ) = fs(τ) if and only if r ≡ ±s (mod Z2).
(ii) If r 6≡ ±s (mod Z2), then we obtain
fr(τ)− fs(τ) = 2735g2(τ)g3(τ)η(τ)
4
∆(τ)
· gr+s(τ)gr−s(τ)
gr(τ)2gs(τ)2
,
where
η(τ) =
√
2piζ8q
1/24
∞∏
n=1
(1− qn)
is the Dedekind η-function which is a 24th root of ∆(τ).
Proof. See [1, Lemma 10.4], [5, p.51].
Remark 3.4. Let N (> 1) be an integer and r, s, r′, s′ ∈ (1/N)Z2 \ Z2 such that
r 6≡ ±s (mod Z2) and r′ 6≡ ±s′ (mod Z2). Then the function
fr(τ)− fs(τ)
fr′(τ)− fs′(τ) =
gr+s(τ)gr−s(τ)
gr(τ)2gs(τ)2
· gr′(τ)
2gs′(τ)
2
gr′+s′(τ)gr′−s′(τ)
becomes a modular unit in FN by Proposition 3.2 and 3.3 (ii), which is called aWeierstrass
unit of level N .
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4 Ring of weakly holomorphic modular functions for
Γ1(N)
For a positive integer N , let
X1(N) = Γ1(N) \H∗
X1(N) = Γ1(N) \H∗,
where H∗ = H∪Q∪{i∞}. Observe that Γ1(N) and Γ1(N) are conjugate in SL2(R), that
is,
(4.1) ωNΓ
1(N)ω−1N = Γ1(N)
where ωN =
[
1/
√
N 0
0
√
N
]
. Hence one can readily show that the map
(4.2)
X1(N) −→ X1(N)
z 7−→ ω−1N (z) = Nz
is a well-defined isomorphism between two modular curves. Now, let F1,N(Q) (resp.
F1N(Q)) be the field of meromorphic modular functions for Γ1(N) (resp. Γ1(N)) with
rational Fourier coefficients. It then follows from (4.1) that the map
(4.3)
F1,N(Q) −→ F1N(Q)
h(τ) 7−→ (h ◦ ωN)(τ) = h(τ/N)
is an isomorphism. Furthermore the map (4.3) gives rise to a ring isomorphism
(4.4) O1,N(Q) ∼−−→ O1N(Q).
Proposition 4.1. The genus of X1(N) is zero if and only if 1 ≤ N ≤ 10 or N = 12.
In this case, two sets of inequivalent cusps of X1(N) and X
1(N) are as follows:
N inequivalent cusps of X1(N) inequivalent cusps of X
1(N)
1 {i∞} {i∞}
2 {0, i∞} {0, i∞}
3 {0, i∞} {0, i∞}
4 {0, 1
2
, i∞} {0, 2, i∞}
5 {0, 1
2
, 2
5
, i∞} {0, 5
2
, 2, i∞}
6 {0, 1
2
, 1
3
, i∞} {0, 3, 2, i∞}
7 {0, 1
2
, 1
3
, 2
7
, 3
7
, i∞} {0, 7
2
, 7
3
, 2, 3, i∞}
8 {0, 1
2
, 1
3
, 1
4
, 3
8
, i∞} {0, 4, 8
3
, 2, 3, i∞}
9 {0, 1
2
, 1
3
, 2
3
, 1
4
, 2
9
, 4
9
, i∞} {0, 9
2
, 3, 6, 9
4
, 2, 4, i∞}
10 {0, 1
2
, 1
3
, 1
4
, 1
5
, 2
5
, 3
10
, i∞} {0, 5, 10
3
, 5
2
, 2, 4, 3, i∞}
12 {0, 1
2
, 1
3
, 2
3
, 1
4
, 3
4
, 1
5
, 1
6
, 5
12
, i∞} {0, 6, 4, 8, 3, 9, 12
5
, 2, 5, i∞}
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Proof. It is immediate from [3] and (4.2).
From now on, we assume that 2 ≤ N ≤ 10 or N = 12. Let g1,N(τ) be the generator
of the function field C(X1(N)) in the table ([4, Table 2]):
N g1,N(τ)
2 g[ 1/2
0
](2τ)12
3 g[ 1/3
0
](3τ)12
4 g[ 2/4
0
](4τ)8g[ 1/4
0
](4τ)−8
5 g[ 2/5
0
](5τ)5g[ 1/5
0
](5τ)−5
6 g[ 3/6
0
](6τ)3g[ 1/6
0
](6τ)−3
7 g[ 2/7
0
](7τ)2g[ 3/7
0
](7τ)g[ 1/7
0
](7τ)−3
8 g[ 3/8
0
](8τ)2g[ 1/8
0
](8τ)−2
9 g[ 2/9
0
](9τ)g[ 4/9
0
](9τ)g[ 1/9
0
](9τ)−2
10 g[ 3/10
0
](10τ)g[ 4/10
0
](10τ)g[ 1/10
0
](10τ)−1g[ 2/10
0
](10τ)−1
12 g[ 5/12
0
](12τ)g[ 1/12
0
](12τ)−1
And, let g1N(τ) = g1,N(τ/N) be the function on the modular curve X
1(N) induced from
g1,N(τ). Observe that g1,N(τ) has rational Fourier coefficients, and so it belongs to F1,N(Q)
([4, Theorem 6.7]).
Lemma 4.2. Let N be as above. Then we have
F1,N(Q) = Q(g1,N(τ)),
F1N(Q) = Q(g1N(τ)).
Proof. If C(X1(N)) = C(S) for some subset S ⊂ F1,N(Q), then F1,N(Q) = Q(S)
([4, Lemma 4.1]). Therefore, the lemma follows from (4.3).
We shall first find generators of O1N (Q) in the above case. Since the genus of X1(N)
is zero by Proposition 4.1 and (4.2), the map
(4.5)
X1(N) −→ P1(C)
τ 7−→ [g1N(τ) : 1]
turns out to be an isomorphism between two compact Riemann surfaces ([4, Theorem
6.5]). Note that g1N(i∞) = ∞ ([4, Table 3]). Let τ0 be an inequivalent cusp of X1(N)
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other than i∞. Then there exists γ ∈ SL2(Z) such that τ0 = γ(i∞) and we attain
g1N(τ0) = lim
τ→i∞
(g1N ◦ γ)(τ).
Since the function g1N(τ) satisfies the assumption of Proposition 3.2 (i), one can estimate
the value g1N(τ0) in a concrete way. For example, if N = 5 and τ0 = 5/2, then we derive
g15(τ0) = lim
τ→i∞
(g15 ◦ [ 5 22 1 ])(τ) = lim
τ→i∞
g[ 2
4/5
](τ)5
g[ 1
2/5
](τ)5 by Proposition 3.2 (i)
= lim
τ→i∞
(
q13/12ζ25 (1− q−1ζ−45 )(1− ζ−45 )
q1/12(1− ζ−25 )
)5
by (1.1)
= −2− 10(ζ5 + ζ−15 )− 5(ζ25 + ζ−25 ).
Now, let
CN = {g1N(τ0) | τ0 ∈ {inequivalent cusps of Γ1(N) except i∞}}.
Then one can readily get the following table:
N CN
2 {0}
3 {0}
4 {16, 0}
5 {−2− 5(ζ5 + ζ−15 )− 10(ζ25 + ζ−25 ),−2− 10(ζ5 + ζ−15 )− 5(ζ25 + ζ−25 ), 0}
6 {8,−1, 0}
7 {4 + 3(ζ7 + ζ−17 ) + ζ27 + ζ−27 , 4 + ζ7 + ζ−17 + 3(ζ37 + ζ−37 ), 4 + 3(ζ27 + ζ−27 ) + ζ37 + ζ−37 , 1, 0}
8 {3 + 2(ζ8 + ζ−18 ),−1, 3− 2(ζ8 + ζ−18 ), 1, 0}
9 {2 + 2(ζ9 + ζ−19 ) + ζ29 + ζ−29 , 2 + ζ9 + ζ−19 + 2(ζ49 + ζ−49 ),−ζ3,−ζ23 ,
2 + 2(ζ29 + ζ
−2
9 ) + ζ
4
9 + ζ
−4
9 , 1, 0}
10 {2 + ζ10 + ζ−110 + ζ5 + ζ−15 , ζ25 + ζ−25 , 2 + ζ310 + ζ−310 + ζ25 + ζ−25 , ζ5 + ζ−15 , 1,−1, 0}
12 {1 + ζ12 + ζ−112 + ζ6 + ζ−16 ,−1,−i, i,−ζ3,−ζ23 , 1− (ζ12 + ζ−112 )− (ζ3 + ζ−13 ), 1, 0}
The ordering in the set CN corresponds to that of the set of inequivalent cusps of X
1(N)
in Proposition 4.1. Note that CN ⊂ Qab by (1.1), where Qab is the maximal abelian
extension of Q.
Lemma 4.3. Let c ∈ CN and σ ∈ Gal(Qab/Q). Then cσ ∈ CN .
Proof. Since F1 ⊂ F1N(Q) ⊂ FN , it follow from Proposition 2.1 that FN is a Galois
extension of F1N(Q) whose Galois group is
(4.6) Gal(FN/F1N(Q)) ∼= GN ·
{
γ ∈ SL2(Z/NZ)/{±I2}
∣∣ γ ≡ [1 0∗ 1
]
(modN)
}
.
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Observe that c = lim
τ→i∞
(g1N ◦ γ)(τ) for some γ ∈ SL2(Z), and hence we achieve by Propo-
sition 3.2 (i) and (1.1)
cσ =
(
lim
τ→i∞
(g1N ◦ γ)(τ)
)σ
= lim
τ→i∞
(g1N ◦ γ)σ(τ).
Since (g1N ◦ γ)σ is a conjugate of g1N over F1 and g1N is GN -invariant by (4.6), we see from
Proposition 2.1 that
(g1N ◦ γ)σ = g1N ◦ γ′
for some γ′ ∈ SL2(Z). Therefore, cσ ∈ CN .
Lemma 4.4. Let c ∈ C. Then g1N(τ)− c has neither zeros nor poles on H if and only
if c ∈ CN .
Proof. It is immediate from the isomorphism (4.5).
For each c ∈ CN , we let fN,c(x) ∈ Q[x] be the minimal polynomial of c over Q.
Theorem 4.5. Let N be an integer such that 2 ≤ N ≤ 10 or N = 12. Then we have
O1,N (Q) = Q
[
g1,N(τ), fN,c(g1,N(τ))
−1
]
c∈CN
O1N (Q) = Q
[
g1N(τ), fN,c(g
1
N(τ))
−1
]
c∈CN
.
More precisely, we attain
O1,2(Q) = Q
[
g1,2(τ), g1,2(τ)
−1
]
O1,3(Q) = Q
[
g1,3(τ), g1,3(τ)
−1
]
O1,4(Q) = Q
[
g1,4(τ), g1,4(τ)
−1, (g1,4(τ)− 16)−1
]
O1,5(Q) = Q
[
g1,5(τ), g1,5(τ)
−1, (g1,5(τ)
2 − 11g1,5(τ)− 1)−1
]
O1,6(Q) = Q
[
g1,6(τ), g1,6(τ)
−1, (g1,6(τ)− 8)−1, (g1,6(τ) + 1)−1
]
O1,7(Q) = Q
[
g1,7(τ), g1,7(τ)
−1, (g1,7(τ)− 1)−1, (g1,7(τ)3 − 8g1,7(τ)2 + 5g1,7(τ) + 1)−1
]
O1,8(Q) = Q
[
g1,8(τ), g1,8(τ)
−1, (g1,8(τ) + 1)
−1, (g1,8(τ)− 1)−1, (g1,8(τ)2 − 6g1,8(τ) + 1)−1
]
O1,9(Q) = Q
[
g1,9(τ), g1,9(τ)
−1, (g1,9(τ)− 1)−1, (g1,9(τ)2 − g1,9(τ) + 1)−1,
(g1,9(τ)
3 − 6g1,9(τ)2 + 3g1,9(τ) + 1)−1
]
O1,10(Q) = Q
[
g1,10(τ), g1,10(τ)
−1, (g1,10(τ) + 1)
−1, (g1,10(τ)− 1)−1, (g1,10(τ)2 + g1,10(τ)− 1)−1,
(g1,10(τ)
2 − 4g1,10(τ)− 1)−1
]
O1,12(Q) = Q
[
g1,12(τ), g1,12(τ)
−1, (g1,12(τ) + 1)
−1, (g1,12(τ)− 1)−1, (g1,12(τ)2 + 1)−1,
(g1,12(τ)
2 − g1,12(τ) + 1)−1, (g1,12(τ)2 − 4g1,12(τ) + 1)−1
]
.
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Proof. Since every zero of fN,c(x) lies in the set CN by Lemma 4.3, fN,c(g
1
N(τ)) is a
modular unit in F1N(Q) by Lemma 4.4. This shows thatO1N(Q) ⊇ Q
[
g1N(τ), fN,c(g
1
N(τ))
−1
]
c∈CN
.
Conversely, let h(τ) ∈ O1N (Q). By Lemma 4.2 we can write
h(τ) =
P (g1N(τ))
Q(g1N(τ))
for some polynomials P (x), Q(x) ∈ Q[x] which are relatively prime. Suppose that Q(x)
has a zero c0 ∈ Q \ CN , where Q is the algebraic closure of Q. From Lemma 4.4 we
see that g1N(τ0) − c0 = 0 for some τ0 ∈ H, which yields Q(g1N(τ0)) = 0. Since P (x) is
not divisible by x − c0 in Q(x), we have P (g1N(τ0)) 6= 0. It gives a contradiction because
h(τ) is weakly holomorphic. Thus any zero of Q(x) belongs to CN . Since Q(x) ∈ Q(x),
we derive that Q(x) has a zero c ∈ CN if and only if fN,c(x) | Q(x). Therefore, we get
O1N (Q) ⊆ Q
[
g1N(τ), fN,c(g
1
N(τ))
−1
]
c∈CN
. And so, we have the theorem by (4.4).
5 Generators of O1,N(Q)
In this section, we shall construct generators of the ring O1,N(Q) over Q when N is
divisible by 4, 5, 6, 7 or 9.
Lemma 5.1. Let m (> 1) be an integer.
(i) f[ k/m
0
](τ) ∈ O1m(Q) for k ∈ Z \mZ.
(ii) F1m(Q) = F1(f[ 1/m
0
](τ)).
Proof. By Proposition 3.1 we are certain that f[ k/m
0
](τ) is weakly holomorphic and
invariant under the action of Gm. Hence it has rational Fourier coefficients by Proposition
2.1. Furthermore, for γ =
[
a b
c d
]
∈ Γ1(m) we deduce by Proposition 2.1 and 3.1 that
(
f[ k/m
0
] ◦ γ
)
(τ) = f
tγ
[
k/m
0
](τ) = f[ ka/m
kb/m
](τ) = f[ k/m
0
](τ)
since a ≡ 1 (mod m) and b ≡ 0 (mod m). Thus f[ k/m
0
](τ) is modular for Γ1(m), which
proves (i).
By (i) we have F1(f[ 1/m
0
](τ)) ⊆ F1m(Q). Let σ ∈ Gal(Fm/F1(f[ 1/m
0
](τ))). Since
f[ 1/m
0
](τ) is Gm-invariant, σ is represented by ασ =
[
a b
c d
]
∈ SL2(Z/mZ)/{±I2}. Then
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we get
(5.1) f[ 1/m
0
](τ) = f[ 1/m
0
](τ)σ = f
tασ
[
1/m
0
](τ) = f[ a/m
b/m
](τ).
Therefore, we achieve a ≡ d ≡ ±1 (mod m) and b ≡ 0 (mod m) by Proposition 3.3 (i),
which yields F1(f[ 1/m
0
](τ)) ⊇ F1m(Q) by (4.6). This completes the proof.
For integers m > 3 and N > m such that N ≡ 0 (mod m), let
f 1m,N(τ) =
f[ 1/N
0
](τ)− f[ 1/m
0
](τ)
f[ 2/m
0
](τ)− f[ 1/m
0
](τ) .
Note that f[ 2/m
0
](τ) 6= f[ 1/m
0
](τ) by Proposition 3.3 (i). It then follows from Remark 3.4
and Lemma 5.1 that f 1m,N (τ) is a modular unit in O1N (Q).
Theorem 5.2. Let m > 3 and N (> m) be integers such that N ≡ 0 (mod m). Then
we have
O1,N (Q) = O1,m(Q)
[
f 1m,N(Nτ)
]
O1N (Q) = O1m(Q)
[
f 1m,N(τ)
]
.
Proof. It suffices to prove the last assertion by the isomorphism (4.4). Clearly,
O1N (Q) ⊇ O1m(Q)
[
f 1m,N(τ)
]
.
As for the converse inclusion, let h(τ) ∈ O1N(Q). We see from Lemma 5.1 that
F1N(Q) = F1(f[ 1/N
0
](τ)) = F1m(Q)(f 1m,N (τ)).
Thus h = h(τ) can be written as
(5.2) h =
d−1∑
i=0
cif
i
where f = f 1m,N(τ), d = [F1N(Q) : F1m(Q)] and ci ∈ F1m(Q) for every i. By multiplying
both sides of (5.2) by f j for each j = 0, 1, . . . , d−1 and taking the trace Tr = TrF1
N
(Q)/F1m(Q)
,
we obtain a linear system
Tr(1) Tr(f) · · · Tr(f d−1)
Tr(f) Tr(f 2) · · · Tr(f d)
...
...
...
Tr(f d−1) Tr(f d) · · · Tr(f 2d−2)


c0
c1
...
cd−1
 =

Tr(h)
Tr(fh)
...
Tr(f d−1h)
 .
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For simplicity, put
T =

Tr(1) Tr(f) · · · Tr(f d−1)
Tr(f) Tr(f 2) · · · Tr(f d)
...
...
...
Tr(f d−1) Tr(f d) · · · Tr(f 2d−2)
 .
Since f, h ∈ O1N(Q), we attain ci ∈ det(T )−1O1m(Q) for i = 0, 1, . . . , d − 1. Now, let
f1, f2, . . . , fd be the Galois conjugates of f over F1m(Q). Then, by the Vandermonde
determinant formula, we get
det(T ) =
∣∣∣∣∣∣∣∣∣∣
∑d
k=1 f
0
k
∑d
k=1 f
1
k · · ·
∑d
k=1 f
d−1
k∑d
k=1 f
1
k
∑d
k=1 f
2
k · · ·
∑d
k=1 f
d
k
...
...
...∑d
k=1 f
d−1
k
∑d
k=1 f
d
k · · ·
∑d
k=1 f
2d−2
k
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
f 01 f
0
2 · · · f 0d
f 11 f
1
2 · · · f 1d
...
...
...
f d−11 f
d−1
2 · · · f d−1d
∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣∣∣
f 01 f
1
1 · · · f d−11
f 02 f
1
2 · · · f d−12
...
...
...
f 0d f
1
d · · · f d−1d
∣∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤d
(fi − fj)2.
It follows from Proposition 3.3, Lemma 5.1 and (5.1) that each fi − fj is of the form
f[ a/N
b/N
](τ)− f[ 1/m
0
](τ)
f[ 2/m
0
](τ)− f[ 1/m
0
](τ) −
f[ c/N
d/N
](τ)− f[ 1/m
0
](τ)
f[ 2/m
0
](τ)− f[ 1/m
0
](τ) =
f[ a/N
b/N
](τ)− f[ c/N
d/N
](τ)
f[ 2/m
0
](τ)− f[ 1/m
0
](τ)
for some a, b, c, d ∈ Z such that
[
a/N
b/N
]
6≡ ±
[
c/N
d/N
]
(mod Z2) and gcd(a, b, N) =
gcd(c, d, N) = 1. Hence det(T ) is a modular unit in O1m(Q) by Remark 3.4, and so
ci ∈ O1m(Q) for every i. Therefore, h(τ) ∈ O1m(Q)
[
f 1m,N(τ)
]
as desired.
Corollary 5.3. Let N be a positive integer.
(i) If N > 4 and N ≡ 0 (mod 4), then we have
O1,N(Q) = Q
[
g1,4(τ), g1,4(τ)
−1, (g1,4(τ)− 16)−1, f 14,N(Nτ)
]
O1N(Q) = Q
[
g14(τ), g
1
4(τ)
−1, (g14(τ)− 16)−1, f 14,N(τ)
]
.
(ii) If N > 5 and N ≡ 0 (mod 5), then we have
O1,N(Q) = Q
[
g1,5(τ), g1,5(τ)
−1, (g1,5(τ)
2 − 11g1,5(τ)− 1)−1, f 15,N(Nτ)
]
O1N(Q) = Q
[
g15(τ), g
1
5(τ)
−1, (g15(τ)
2 − 11g15(τ)− 1)−1, f 15,N(τ)
]
.
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(iii) If N > 6 and N ≡ 0 (mod 6), then we have
O1,N(Q) = Q
[
g1,6(τ), g1,6(τ)
−1, (g1,6(τ)− 8)−1, (g1,6(τ) + 1)−1, f 16,N(Nτ)
]
O1N(Q) = Q
[
g16(τ), g
1
6(τ)
−1, (g16(τ)− 8)−1, (g16(τ) + 1)−1, f 16,N(τ)
]
.
(iv) If N > 7 and N ≡ 0 (mod 7), then we have
O1,N(Q) = Q
[
g1,7(τ), g1,7(τ)
−1, (g1,7(τ)− 1)−1, (g1,7(τ)3 − 8g1,7(τ)2 + 5g1,7(τ) + 1)−1,
f 17,N(Nτ)
]
O1N(Q) = Q
[
g17(τ), g
1
7(τ)
−1, (g17(τ)− 1)−1, (g17(τ)3 − 8g17(τ)2 + 5g17(τ) + 1)−1, f 17,N(τ)
]
.
(v) If N > 9 and N ≡ 0 (mod 9), then we have
O1,N(Q) = Q
[
g1,9(τ), g1,9(τ)
−1, (g1,9(τ)− 1)−1, (g1,9(τ)2 − g1,9(τ) + 1)−1,
(g1,9(τ)
3 − 6g1,9(τ)2 + 3g1,9(τ) + 1)−1, f 19,N(Nτ)
]
O1N(Q) = Q
[
g19(τ), g
1
9(τ)
−1, (g19(τ)− 1)−1, (g19(τ)2 − g19(τ) + 1)−1,
(g19(τ)
3 − 6g19(τ)2 + 3g19(τ) + 1)−1, f 19,N(τ)
]
.
Proof. It is immediate from Theorem 4.5 and 5.2.
Remark 5.4. In order to construct O1,N (Q) for arbitrary N , it suffices to find gener-
ators of the ring O1,p(Q) for an odd prime p ≥ 11.
6 Fricke families of level N
For an integer N (> 1), let
RN = {r ∈ Q2 | r has the primitive denominator N}.
A family {hr(τ)}r∈RN of functions in FN is called a Fricke family of level N if it satisfies
the following conditions:
(i) Each hr(τ) is weakly holomorphic.
(ii) hr(τ) depends only on ±r (mod Z2).
(iii) hr(τ)
α = htαr(τ) for all α ∈ GL2(Z/NZ)/{±I2}.
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Note that the set of Fricke functions {fr(τ)}r∈RN is a Fricke family of level N by Proposi-
tion 3.1. In this section, by Fr(N) we mean the set of all Fricke families of level N . Then
one can endow this set the natural ring structure:
{hr(τ)}r∈RN + {kr(τ)}r∈RN = {(hr + kr)(τ)}r∈RN
{hr(τ)}r∈RN · {kr(τ)}r∈RN = {(hrkr)(τ)}r∈RN .
Eum et al ([2]) classify all Fricke families of level N when N ≡ 0 (mod 4) by using the
relation between Fr(N) and O1N (Q) as follows:
Proposition 6.1. For an integer N > 1, the map
Fr(N) −→ O1N(Q)
{hr(τ)}r∈RN 7−→ h[ 1/N
0
](τ)
is a well-defined ring isomorphism.
Proof. [2, Theorem 4.3].
Theorem 6.2. Let N > 1 be a positive integer. Then a family {hr(τ)}r∈RN of func-
tions in FN is a Fricke family of level N if and only if the following condition holds:
(i) When N ≡ 0 (mod 4), there exists a polynomial P (x1, x2, x3, x4) ∈ Q[x1, x2, x3, x4]
such that
hr(τ) = P
(
gr(τ), gr(τ)
−1, (gr(τ)− 16)−1, fr(τ)
)
for all r ∈ RN , where
gr(τ) =
g(N/2)r(τ)
8
g(N/4)r(τ)8
and fr(τ) =
fr(τ)− f(N/4)r(τ)
f(N/2)r(τ)− f(N/4)r(τ) .
(ii) When N ≡ 0 (mod 5), there exists a polynomial P (x1, x2, x3, x4) ∈ Q[x1, x2, x3, x4]
such that
hr(τ) = P
(
gr(τ), gr(τ)
−1, (gr(τ)
2 − 11gr(τ)− 1)−1, fr(τ)
)
for all r ∈ RN , where
gr(τ) =
g(2N/5)r(τ)
5
g(N/5)r(τ)5
and fr(τ) =
fr(τ)− f(N/5)r(τ)
f(2N/5)r(τ)− f(N/5)r(τ) .
(iii) When N ≡ 0 (mod 6), there exists a polynomial P (x1, x2, x3, x4, x5) ∈ Q[x1, x2, x3, x4, x5]
such that
hr(τ) = P
(
gr(τ), gr(τ)
−1, (gr(τ)− 8)−1, (gr(τ) + 1)−1, fr(τ)
)
for all r ∈ RN , where
gr(τ) =
g(N/2)r(τ)
3
g(N/6)r(τ)3
and fr(τ) =
fr(τ)− f(N/6)r(τ)
f(N/3)r(τ)− f(N/6)r(τ) .
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(iv) When N ≡ 0 (mod 7), there exists a polynomial P (x1, x2, x3, x4, x5) ∈ Q[x1, x2, x3, x4, x5]
such that
hr(τ) = P
(
gr(τ), gr(τ)
−1, (gr(τ)− 1)−1, (gr(τ)3 − 8gr(τ)2 + 5gr(τ) + 1)−1, fr(τ)
)
for all r ∈ RN , where
gr(τ) =
g(2N/7)r(τ)
2g(3N/7)r(τ)
g(N/7)r(τ)3
and fr(τ) =
fr(τ)− f(N/7)r(τ)
f(2N/7)r(τ)− f(N/7)r(τ) .
(v) When N ≡ 0 (mod 9), there exists a polynomial P (x1, x2, x3, x4, x5, x6) ∈ Q[x1, x2, x3, x4, x5, x6]
such that
hr(τ) = P
(
gr(τ), gr(τ)
−1, (gr(τ)− 1)−1, (gr(τ)2 − gr(τ) + 1)−1,
(gr(τ)
3 − 6gr(τ)2 + 3gr(τ) + 1)−1, fr(τ)
)
for all r ∈ RN , where
gr(τ) =
g(2N/9)r(τ)g(4N/9)r(τ)
g(N/9)r(τ)2
and fr(τ) =
fr(τ)− f(N/9)r(τ)
f(2N/9)r(τ)− f(N/9)r(τ) .
Proof. For r =
[
a/N
b/N
]
∈ RN , we can take αr =
[
a b
c d
]
∈ SL2(Z/NZ) with c, d ∈ Z.
For each m = 4, 5, 6, 7 and 9, if N > m and N ≡ 0 (mod m), then we achieve by
Proposition 3.2 (i) that
g1m(τ)
αr = gr(τ)
f 1m,N(τ)
αr = fr(τ).
Here we note that fr(τ) = 0 if N = m. Then the theorem is an immediate consequence
of Theorem 4.5, Corollary 5.3 and Proposition 6.1.
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