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On Evaluation of Zeta and Related
Functions by Abstract Operators
Guang-Qing Bi
Abstract
Building on the mapping relations between analytic functions and periodic
functions using the abstract operators cos(h∂x) and sin(h∂x), and by defining
the Zeta and related functions including the Hurwitz Zeta function and the
Dirichlet L-function in the form of abstract operators, we have obtained many
new series expansions associated with these functions on the whole complex
plane, and investigate the number theoretical properties of them, including some
new rapidly converging series for η(2n + 1) and ζ(2n + 1). For n ∈ N, each of
these series representing ζ(2n+1) converges remarkably rapidly with its general
term having the order estimate:
O(m−2k · k−2n+1) (k →∞; m = 3, 4, 6).
1 Preliminaries
The Riemann Zeta function ζ(s), the Hurwitz Zeta function ζ(s, a) and the Dirich-
let L-function L(s, χ) are defined usually by
ζ(s) :=
∞∑
n=1
1
ns
(ℜ(s) > 1), (1.1)
ζ(s, a) :=
∞∑
n=0
1
(n+ a)s
(ℜ(s) > 1, a 6∈ Z−0 := {0,−1,−2, . . .}) (1.2)
and for any Dirichlet character χ of modulus q (There exists a positive integer q such
that χ(n) = χ(n+ q) for all n)
L(s, χ) :=
∞∑
n=1
χ(n)
ns
(ℜ(s) > 1), (1.3)
and by their meromorphic continuations for ℜ(s) ≤ 1. They are known to be mero-
morphic.
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The alternating Zeta Function η(s) is defined usually by
η(s) :=
∞∑
n=1
(−1)n−1
ns
= (1 − 21−s)ζ(s) (ℜ(s) > 0), (1.4)
and by its analytic continuations for ℜ(s) ≤ 0. It is a holomorphic function on the
whole complex plane by analytic continuation.
The concept of abstract operators is based on the analytic continuity fundamental
theorem contained in a 1997 paper entitled Applications of abstract operators to partial
differential equations (See [2, p. 7]). In other words, if two abstract operators A and
B acts on eξx, x ∈ Rn, ξ ∈ Rn such that Aeξx = Beξx, then Ag(x) = Bg(x), ∀g(x) ∈
C∞(Ω), Ω ⊂ Rn. Therefore, the abstract operators f(∂x), ∂x := (∂x1 , ∂x2 , · · · , ∂xn) is
defined by (See [2, p. 8])
f(∂x)e
ξx := f(ξ)eξx, ∀f(ξ) ∈ C∞(Rn), (1.5)
where f(ξ), ξ ∈ Rn is called the symbols of abstract operators f(∂x).
Further, we can derive the operation rules of abstract operators, such as
f(∂x)(e
ξ0xg(x)) = g(∂ξ)(e
ξxf(ξ))|ξ=ξ0 , (1.6)
f(∂x)(e
ξxg(x)) = eξxf(ξ + ∂x)g(x), (1.7)
eh∂xf(x) = f(x+ h), h∂x := h1∂x1 + h2∂x2 + · · ·+ hn∂xn (1.8)
and so on. The abstract operators in view of the analytic continuity fundamental
theorem can be called the pseudo-differential operators defined on C∞(Ω). Conversely,
the pseudo-differential operators in view of the Fourier transform can also be called
the abstract operators defined on S (Rn).
The abstract operators have been applied strongly to partial differential equations
(See [1]-[4]). In this paper, we will see that the concept of abstract operators can be
applied in defining alternating Zeta function, Riemann Zeta function, Hurwitz Zeta
function and Dirichlet L-function on the whole complex plane without the experience
of analytic continuation process. From this, we can easily derive their asymptotic
expansions and other arithmetic properties, including some new rapidly converging
series for η(2n+ 1) and ζ(2n+ 1).
Let h∂x = 〈h, ∂x〉 = h1∂x1 + h2∂x2 + · · ·+ hn∂xn . Then cos(h∂x) and sin(h∂x) are
the abstract operators taking cos(hb) and sin(hb) as the symbols respectively, namely
cos(h∂x)e
bx := cos(bh)ebx, sin(h∂x)e
bx := sin(bh)ebx. (1.9)
Here bx = b1x1+ b2x2+ · · ·+ bnxn, hb = bh = b1h1+ b2h2+ · · ·+ bnhn. Further, their
operation rules can be expressed as the following three groups of operator relationships
by Guang-Qing Bi [2, pp. 7-9]:
Theorem 1.1. (See [2, p. 9, Theorem 3, 4, and 6]) Let x ∈ Rn, h ∈ Rn,
h∂x = 〈h, ∂x〉 = h1∂x1 + · · ·+ hn∂xn . For cos(h∂x) and sin(h∂x), we have
cos(h∂x)f(x) = ℜ[f(x+ ih)], sin(h∂x)f(x) = ℑ[f(x+ ih)], (1.10)
2
∀f(z) ∈ C∞(Ω), z = x+ iy ∈ Ω ⊆ Cn;
sin(h∂x)(uv) = cos(h∂x)v · sin(h∂x)u + sin(h∂x)v · cos(h∂x)u,
cos(h∂x)(uv) = cos(h∂x)v · cos(h∂x)u− sin(h∂x)v · sin(h∂x)u;
(1.11)
sin(h∂x)
u
v
=
cos(h∂x)v · sin(h∂x)u− sin(h∂x)v · cos(h∂x)u
(cos(h∂x)v)2 + (sin(h∂x)v)2
,
cos(h∂x)
u
v
=
cos(h∂x)v · cos(h∂x)u+ sin(h∂x)v · sin(h∂x)u
(cos(h∂x)v)2 + (sin(h∂x)v)2
.
(1.12)
Theorem 1.2. (See [2, p. 9, Theorem 5]) Let h0 ∈ R, x(t) ∈ R
n, t ∈ R1, X ∈
R
n, Y ∈ Rn, Y ∂X = 〈Y, ∂X〉 = Y1∂X1 + · · ·+ Yn∂Xn . Then we have
sin(h0∂t)f(x(t)) = sin(Y ∂X)f(X),
cos(h0∂t)f(x(t)) = cos(Y ∂X)f(X),
(1.13)
where Xj = cos(h0∂t)xj(t), Yj = sin(h0∂t)xj(t), j = 1, · · · , n.
In the special case when n = 1, (1.13) can easily be restated as
sin
(
h0
d
dt
)
f(x(t)) = sin
(
Y
∂
∂X
)
f(X),
cos
(
h0
d
dt
)
f(x(t)) = cos
(
Y
∂
∂X
)
f(X),
(1.14)
where Y = sin(h0∂t)x(t), X = cos(h0∂t)x(t), t ∈ R
1, h0 ∈ R.
Theorem 1.3. (See [2, p. 9, Theorem 7]) Let u = g(y) be a monotonic function on
its domain. If y = f(bx) is the inverse function of bx = g(y) such that g(f(bx)) = bx,
where bx = b1x1+b2x2+ · · ·+bnxn, bh = b1h1+b2h2+ · · ·+bnhn, then sin(h∂x)f(bx)
(denoted by Y ) and cos(h∂x)f(bx) (denoted by X) can be determined by the following
set of equations: 

cos
(
Y
∂
∂X
)
g(X) = bx, x ∈ Rn, b ∈ Rn,
sin
(
Y
∂
∂X
)
g(X) = bh, h ∈ Rn.
(1.15)
For example, by making use of (1.9) and (1.15), we have{
eX cosY = bx, X = cos(h∂x) ln(bx),
eX sinY = bh, Y = sin(h∂x) ln(bx).
By solving this set of equations, we obtain
cos(h∂x) ln(bx) =
1
2
ln
(
(bx)2 + (bh)2
)
,
sin(h∂x) ln(bx) = arccot
bx
bh
.
(1.16)
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Theorem 1.4. Let f(x) ∈ L2[−c, c] be the sum function of the Fourier cosine
series, and g(x) ∈ L2[−c, c] be that of the corresponding Fourier sine series, namely
f(x) =
∞∑
n=0
an cos
npix
c
and g(x) =
∞∑
n=0
an sin
npix
c
,
where x ∈ Ω ⊆ R1, c > 0 is a given real number. If S(t) is the sum function of the
corresponding power series
∑
∞
n=0 ant
n, namely
S(t) =
∞∑
n=0
ant
n, (t ∈ R1, |t| < r, 0 < r < +∞),
then for a < x < b we have the following mapping relationships:
f(x) = cos
(
pix
c
∂
∂z
)
S(ez)
∣∣∣∣
z=0
,
g(x) = sin
(
pix
c
∂
∂z
)
S(ez)
∣∣∣∣
z=0
.
(1.17)
Here interval (a, b) ⊂ Ω. The endpoints a and b of the interval a < x < b are non-
analytical points (singularities) of Fourier series, which can be uniquely determined
by the detailed computation of the right-hand side of (1.17).
Proof. Theorem 1.4 can be proved easily by substituting S(ez) =
∑
∞
n=0 ane
nz
into (1.17).
In other words, (1.17) gives the following trigonometric summation relationships:
cos
(
pix
c
∂
∂z
)
S(ez)
∣∣∣∣
z=0
=
∞∑
n=0
an cos
npix
c
; (1.18)
sin
(
pix
c
∂
∂z
)
S(ez)
∣∣∣∣
z=0
=
∞∑
n=0
an sin
npix
c
. (1.19)
Here x ∈ Ω ⊆ R1. The Ω can be uniquely determined by the detailed computation of
the left-hand side of (1.18) and (1.19) respectively.
For example, according to the proof of Lemma 2.3 in second sections of this paper,
if S(ez) = ln(1 + ez), then we have Ω := {x ∈ R1| cos(pix/(2c)) > 0} for (1.18) and
Ω := {x ∈ R1| cos(pix/(2c)) 6= 0} for (1.19) respectively.
Theorem 1.5. Let S(t) be an arbitrary analytic function integrable in the interval
[0, 1]. Then we have
cos
(
pix
c
∂
∂z
)∫ ez
0
S(ez) dez
∣∣∣∣∣
z=0
=
∫ 1
0
S(ξ) dξ −
pi
c
∫ x
0
sin
(
pix
c
∂
∂z
)
[S(ez) ez]
∣∣∣∣
z=0
dx.
(1.20)
sin
(
pix
c
∂
∂z
)∫ ez
0
S(ez) dez
∣∣∣∣∣
z=0
=
pi
c
∫ x
0
cos
(
pix
c
∂
∂z
)
[S(ez) ez ]
∣∣∣∣
z=0
dx. (1.21)
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Proof. According to the analytic continuity fundamental theorem, we only need
to prove this set of formulas when S(x) = xn, n ∈ N0 := {0, 1, 2, · · ·}. This is obvious.
Let S0(t) be a function analytic in the neighborhood of t = 0 and
S0(t) =
∞∑
n=1
ant
n, t ∈ R1, |t| < r, 0 < r < +∞,
where an are rational numbers, then the sum function Sm(t) is defined as
Sm(t) :=
∫ t
0
dt
t
· · ·︸ ︷︷ ︸
m
∫ t
0
S0(t)
dt
t
=
∞∑
n=1
an
tn
nm
, m ∈ N0 := {0, 1, 2, · · ·}. (1.22)
Apparently Sm(1) is the sum function of the Dirichlet series taking m as the variable.
According to (1.22), Sm(t) satisfies the following recurrence relation:∫ t
0
Sm−1(t)
dt
t
= Sm(t), m ∈ N := {1, 2, · · ·}. (1.23)
Theorem 1.6. Let m ∈ N, c > 0. The sum function Sm(t) has the following
recurrence property:
cos
(
pix
c
∂
∂z
)
Sm(e
z)
∣∣∣∣
z=0
= Sm(1)−
pi
c
∫ x
0
sin
(
pix
c
∂
∂z
)
Sm−1(e
z)
∣∣∣∣
z=0
dx, (1.24)
sin
(
pix
c
∂
∂z
)
Sm(e
z)
∣∣∣∣
z=0
=
pi
c
∫ x
0
cos
(
pix
c
∂
∂z
)
Sm−1(e
z)
∣∣∣∣
z=0
dx. (1.25)
Proof. Taking S(x) = Sm−1(x)/x in Theorem 1.5, then it is proved by using
(1.23).
In particular, if S0(t) = ln(1 + t), then Sm(1) = η(m + 1); if S0(t) = − ln(1 − t),
then Sm(1) = ζ(m+ 1).
2 Lemmas and definitions
Lemma 2.1. For m, r ∈ N, the sum function Sm(t) has the following recurrence
property:
cos
(
pix
c
∂
∂z
)
Sm−1(e
z)
∣∣∣∣
z=0
=
r−1∑
k=0
(−1)k
1
(2k)!
(pix
c
)2k
Sm−2k−1(1)
+ (−1)r
(pi
c
)2r−1 ∫ x
0
dx · · ·︸ ︷︷ ︸
2r−1
∫ x
0
sin
(
pix
c
∂
∂z
)
Sm−2r(e
z)
∣∣∣∣
z=0
dx. (2.1)
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Proof. We can use the mathematical induction to prove it. According to (1.24)
of Theorem 1.6, it is obviously tenable when r = 1 in (2.1). Now we inductively
hypothesize that it is tenable when r = K. Using Theorem 1.6, then it is tenable
when r = K + 1, thus Lemma 2.1 is proved.
Similarly,
Lemma 2.2. For m, r ∈ N, the sum function Sm(t) has the following recurrence
property:
cos
(
pix
c
∂
∂z
)
Sm−1(e
z)
∣∣∣∣
z=0
=
r−1∑
k=0
(−1)k
1
(2k)!
(pix
c
)2k
Sm−2k−1(1)
+ (−1)r
(pi
c
)2r ∫ x
0
dx · · ·︸ ︷︷ ︸
2r
∫ x
0
cos
(
pix
c
∂
∂z
)
Sm−2r−1(e
z)
∣∣∣∣
z=0
dx. (2.2)
Lemma 2.3. Let x ∈ R1 with |x| < c. Then
sin
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
=
pix
2c
. (2.3)
cos
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
= ln
(
2 cos
pix
2c
)
. (2.4)
Proof. By making use of (1.9), (1.14) and (1.16), we have
sin
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
= sin
(
Y
∂
∂X
)
lnX
∣∣∣∣
z=0
= arccot
X
Y
∣∣∣∣
z=0
= arccot
1 + cos(pix/c)
sin(pix/c)
= arccot
cos2(pix/(2c))
sin(pix/(2c)) cos(pix/(2c))
.
When cos(pix/(2c)) 6= 0 or |x| 6= c, the above expression can be written in the form:
sin
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
= arccot cot
pix
2c
=
pix
2c
(|x| < c).
Similarly, for cos(pix/(2c)) > 0, we have
cos
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
= cos
(
Y
∂
∂X
)
lnX
∣∣∣∣
z=0
=
1
2
ln(X2 + Y 2)
∣∣∣∣
z=0
=
1
2
ln
((
1 + cos
pix
c
)2
+ sin2
pix
c
)
= ln
(
2 cos
pix
2c
)
(|x| < c).
Thus Lemma 2.3 is proved.
Lemma 2.4. For ℜ(s) > 1
∞∑
n=1
1
ns
cos
2npi
3
=
1
2
(31−s − 1)ζ(s). (2.5)
6
∞∑
n=1
1
ns
cos
npi
2
= 2−s(21−s − 1)ζ(s). (2.6)
∞∑
n=1
1
ns
cos
npi
3
=
1
2
(61−s − 31−s − 21−s + 1)ζ(s). (2.7)
Proof. Let Φ(z, s, a) be the Lerch transcendent. For ℜ(s) > 1, it is given by
Φ(z, s, a) =
∞∑
n=0
zn
(n+ a)s
(a 6∈ Z−0 , |z| ≤ 1), (2.8)
so that Φ(1, s, a) = ζ(s, a) and
ζ(s, a) + Φ(−1, s, a) = 21−sζ(s, a/2). (2.9)
Since ζ(s, 1) = ζ(s), ζ(s, 2) = ζ(s)− 1 and
m−1∑
k=0
ζ(s, a+ k/m) = msζ(s,ma) (m ∈ N), (2.10)
we obtain
Φ(−1, s, 2/3) + Φ(−1, s, 4/3) = (21−s − 1)(3s − 1)ζ(s) + 3s. (2.11)
Thus we have
∞∑
n=1
1
ns
cos
npi
3
= cos
pi
3
+
∞∑
n=1
1
(3n− 1)s
cos
(
npi −
pi
3
)
+
∞∑
n=1
1
(3n)s
cos(npi) +
∞∑
n=1
1
(3n+ 1)s
cos
(
npi +
pi
3
)
=
3s − (Φ(−1, s, 2/3) + Φ(−1, s, 4/3))
2× 3s
−
η(s)
3s
= −
(21−s − 1)(3s − 1)ζ(s)
2× 3s
−
(1− 21−s)ζ(s)
3s
=
1
2
(61−s − 31−s − 21−s + 1)ζ(s) (ℜ(s) > 1).
Similarly we have (2.5) and (2.6). Lemma 2.4 is proved.
Lemma 2.5. For ℜ(s) > 1
∞∑
n=1
(−1)n−1
1
ns
cos
2npi
3
= −
61−s − 31−s − 21−s + 1
2(1− 21−s)
η(s). (2.12)
∞∑
n=1
(−1)n−1
1
ns
cos
npi
2
= 2−s(1 − 21−s)ζ(s) = 2−sη(s). (2.13)
∞∑
n=1
(−1)n−1
1
ns
cos
npi
3
=
1− 31−s
2(1− 21−s)
η(s). (2.14)
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Proof. It is easily seen that for 0 ≤ x ≤ c
∞∑
n=1
(−1)n−1
1
ns
cos
npi(c− x)
c
= −
∞∑
n=1
1
ns
cos
npix
c
, (ℜ(s) > 1). (2.15)
By applying relationships (2.15) in the case x = c/3, c/2 and 2c/3 respectively, and
by using the relation η(s) = (1− 21−s)ζ(s), we obtain Lemma 2.5 from Lemma 2.4.
Lemma 2.6. Let x ∈ R1 with |x| < c. Then
ln cos
pix
2c
=
∞∑
k=1
(−1)k
E2k−1(1)
2(2k)!
(pix
c
)2k
, (2.16)
where En(x) are the Euler polynomials defined by the generating functions:
2exz
ez + 1
=
∞∑
n=0
En(x)
zn
n!
(|z| < pi). (2.17)
Proof. By (2.4) of Lemma 2.3, we have
ln cos
pix
2c
= cos
(
pix
c
∂
∂z
)
ln(1 + ez)
∣∣∣∣
z=0
− ln 2
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k ∂2k
∂z2k
ln(1 + ez)
∣∣∣∣
z=0
− ln 2
=
∞∑
k=1
(−1)k
(2k)!
(pix
c
)2k ∂2k−1
∂z2k−1
ez
1 + ez
∣∣∣∣
z=0
=
∞∑
k=1
(−1)k
(2k)!
(pix
c
)2k E2k−1(1)
2
(|x| < c).
Lemma 2.7. For r ∈ N and |x| ≤ c (x ∈ R1),
∞∑
n=1
(−1)n−1
n2r+1
cos
npix
c
=
r∑
k=0
(−1)k
(2k)!
(pix
c
)2k
η(2r + 1− 2k)
+
∞∑
k=1
(−1)r+k
E2k−1(1)
2(2r + 2k)!
(pix
c
)2r+2k
, (2.18)
which is a slightly corrected version of a result proven in a significantly different way
by Tsumura [6, p. 388, Proposition 1 (3)].
Proof. In Lemma 2.2, let m = 2r + 1, S0(t) = ln(1 + t). By using Theorem 1.4
and Lemma 2.3, since S2r−2k(1) = η(2r + 1− 2k), we have
∞∑
n=1
(−1)n−1
n2r+1
cos
npix
c
=
r−1∑
k=0
(−1)k
(2k)!
(pix
c
)2k
η(2r + 1− 2k)
+ (−1)r
(pi
c
)2r ∫ x
0
dx · · ·︸ ︷︷ ︸
2r
∫ x
0
ln
(
2 cos
pix
2c
)
dx,(2.19)
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where |x| ≤ c (x ∈ R1) for r ∈ N. Substituting (2.16) into (2.19), since η(1) = ln 2,
then it is proved.
Lemma 2.8. For r ∈ N and |x| ≤ c (x ∈ R1),
∞∑
n=1
(−1)n−1
1
n2r
cos
npix
c
=
r∑
k=0
(−1)k
1
(2k)!
(pix
c
)2k
η(2r − 2k), (2.20)
which is a slightly corrected version of a result proven in a significantly different way
by Tsumura [6, p. 387, Proposition 1 (1)].
Proof. Letting m = 2r in (2.1), if S0(t) = ln(1 + t), then according to Lemma
2.1, Theorem 1.4 and Lemma 2.3, we can obtain (on the interval [−c, c] for r ∈ N):
∞∑
n=1
(−1)n−1
1
n2r
cos
npix
c
=
r−1∑
k=0
(−1)k
1
(2k)!
(pix
c
)2k
η(2r − 2k)
+(−1)r
1
2(2r)!
(pix
c
)2r
. (2.21)
Since η(0) = 1/2, then it is proved.
Let ∂−sz , z ∈ R
1 be an abstract operators taking ξ−s as the symbols, namely(
∂
∂z
)
−s
eξz := ξ−seξz (ξ ∈ R1, s ∈ C). (2.22)
Definition 2.1. The alternating Zeta Function η(s) can be defined in the complete
form:
η(s) :=
(
∂
∂z
)
−s
ez
1 + ez
∣∣∣∣
z=0
, s ∈ C, (2.23)
which is a holomorphic function on the whole complex plane.
Similarly,
η(s) =
m∑
n=1
(−1)n−1
ns
+ (−1)m
(
∂
∂z
)
−s
e(m+1)z
1 + ez
∣∣∣∣
z=0
(m ∈ N0). (2.24)
Definition 2.2. The Hurwitz Zeta function ζ(s, a) can be defined in the complete
form:
ζ(s, a) :=
1
s− 1
(
∂
∂z
)1−s
zeaz
ez − 1
∣∣∣∣
z=0
(a 6∈ Z−0 , s ∈ C and s 6= 1). (2.25)
This definition is valid for all complex s. In the special case when ℜ(s) > 1, by
applying (1.6), (1.7) and (1.8) to (2.25), we have
ζ(s, a) =
1
s− 1
(
∂
∂z
)1−s
zeaz
ez − 1
∣∣∣∣
z=0
=
∞∑
k=0
(
∂
∂z
)1−s
ze(a+k)z
1− s
∣∣∣∣
z=0
=
∞∑
k=0
∂
∂ξ
e(a+k)
∂
∂ξ
ξ1−seξz
1− s
∣∣∣∣
ξ=0,z=0
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=
∞∑
k=0
(
z +
∂
∂ξ
)
e(a+k)(z+
∂
∂ξ ) ξ
1−s
1− s
∣∣∣∣
ξ=0,z=0
=
∞∑
k=0
(
z +
∂
∂ξ
)
e(a+k)z(ξ + a+ k)1−s
1− s
∣∣∣∣
ξ=0,z=0
=
∞∑
k=0
(
z
e(a+k)z(a+ k)1−s
1− s
+ e(a+k)z(a+ k)−s
)∣∣∣∣
z=0
=
∞∑
k=0
1
(a+ k)s
(ℜ(s) > 1, a 6∈ Z−0 ).
The result of this calculation shows that our definition is reasonable.
Similarly,
ζ(s, a) =
m−1∑
n=0
1
(n+ a)s
+
1
s− 1
(
∂
∂z
)1−s
ze(a+m)z
ez − 1
∣∣∣∣
z=0
(m ∈ N0). (2.26)
Definition 2.3. The Riemann Zeta function ζ(s) can be defined in the complete
form (This definition is valid for all complex s):
ζ(s) :=
1
s− 1
(
∂
∂z
)1−s
zez
ez − 1
∣∣∣∣
z=0
(s ∈ Ω := {s ∈ C|s 6= 1}). (2.27)
Definition 2.4. Let ζz(s, a) be an analytic function defined by
ζz(s, a) :=
1
s− 1
(
∂
∂z
)1−s
zeaz
ez − 1
(s ∈ Ω := {s ∈ C|s 6= 1}, a 6∈ Z−0 , z ∈ R
1).
(2.28)
In the special case when ℜ(s) > 2 and z ≤ 0, we have
ζz(s, a) =
1
1− s
∞∑
n=0
ze(a+n)z
(a+ n)s−1
+
∞∑
n=0
e(a+n)z
(a+ n)s
(ℜ(s) > 2, a 6∈ Z−0 , z ≤ 0). (2.29)
Definition 2.5. Let χ be a Dirichlet character modulo q. The Dirichlet L-function
L(s, χ) can be defined in the complete form:
L(s, χ) :=
1
s− 1
(
∂
∂z
)1−s q∑
k=1
χ(k)
zekz
eqz − 1
∣∣∣∣
z=0
(s ∈ C). (2.30)
This definition is valid for all complex s. In the special case when ℜ(s) > 1, by
applying (1.6), (1.7) and (1.8) to (2.30), we have
L(s, χ) =
1
s− 1
(
∂
∂z
)1−s q∑
k=1
χ(k)
zekz
eqz − 1
∣∣∣∣
z=0
=
q∑
k=1
χ(k)
∞∑
n=0
(
∂
∂z
)1−s
ze(k+qn)z
1− s
∣∣∣∣
z=0
=
q∑
k=1
χ(k)
∞∑
n=0
∂
∂ξ
e(k+qn)
∂
∂ξ
ξ1−seξz
1− s
∣∣∣∣
ξ=0,z=0
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=q∑
k=1
χ(k)
∞∑
n=0
(
z +
∂
∂ξ
)
e(k+qn)(z+
∂
∂ξ ) ξ
1−s
1− s
∣∣∣∣
ξ=0,z=0
=
q∑
k=1
χ(k)
∞∑
n=0
(
z +
∂
∂ξ
)
e(k+qn)z(ξ + k + qn)1−s
1− s
∣∣∣∣
ξ=0,z=0
=
q∑
k=1
χ(k)
∞∑
n=0
(
z
e(k+qn)z(k + qn)1−s
1− s
+ e(k+qn)z(k + qn)−s
)∣∣∣∣
z=0
=
∞∑
n=0
q∑
k=1
χ(k)
(k + qn)s
=
∞∑
n=1
q∑
k=1
χ(k)
(k + q(n− 1))s
=
∞∑
n=1
qn∑
k=1+q(n−1)
χ(k − qn+ q)
1
ks
=
∞∑
n=1
χ(n)
ns
(ℜ(s) > 1).
The result of this calculation shows that our definition is reasonable.
Similarly,
L(s, χ) =
qm∑
n=1
χ(n)
ns
+
1
s− 1
(
∂
∂z
)1−s q∑
k=1
χ(k)
ze(k+qm)z
eqz − 1
∣∣∣∣
z=0
(m ∈ N0). (2.31)
Definition 2.6. Let Lz(s, χ) be an analytic function defined by
Lz(s, χ) :=
1
s− 1
(
∂
∂z
)1−s q∑
k=1
χ(k)
zekz
eqz − 1
(s ∈ Ω := {s ∈ C|s 6= 1}, z ∈ R1).
(2.32)
In the special case when ℜ(s) > 2 and z ≤ 0, since χ(k + q) = χ(k), we have
Lz(s, χ) =
q∑
k=1
χ(k)
(
1
1− s
∞∑
n=0
ze(k+qn)z
(k + qn)s−1
+
∞∑
n=0
e(k+qn)z
(k + qn)s
)
=
z
1− s
∞∑
n=1
χ(n)
ns−1
enz +
∞∑
n=1
χ(n)
ns
enz. (2.33)
3 Main results
3.1 Alternating Zeta function
Theorem 3.1. For r ∈ N
η(2r + 1) =
2× 32r
32r+1 − 1
r∑
k=1
(−1)k−1
1
(2k)!
(
2pi
3
)2k
η(2r + 1− 2k)
+
(2pi)2r
32r+1 − 1
∞∑
k=1
(−1)r+k−1
E2k−1(1)
(2r + 2k)!
(
2pi
3
)2k
. (3.1)
η(2r + 1) =
22r+1
22r+1 − 1
r∑
k=1
(−1)k−1
1
(2k)!
(pi
2
)2k
η(2r + 1− 2k)
+
pi2r
22r+1 − 1
∞∑
k=1
(−1)r+k−1
E2k−1(1)
(2r + 2k)!
(pi
2
)2k
. (3.2)
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η(2r + 1) =
32r(22r − 1)
32r(22r−1 − 1) + 22r−1
[
r∑
k=1
(−1)k−1
(2k)!
(pi
3
)2k
η(2r + 1− 2k)
+
∞∑
k=1
(−1)r+k−1
E2k−1(1)
2(2r + 2k)!
(pi
3
)2r+2k]
. (3.3)
Proof. Letting x = 2c/3 in (2.18), and by using (2.12) we have (3.1). Similarly
we have (3.2) and (3.3) by using Lemma 2.5 and Lemma 2.7.
We can use η(s) = (1−21−s)ζ(s) and (3.3) to deduce the following theorem, which
gives ζ(2r + 1) recursively in terms of ζ(3), ζ(5), . . . , ζ(2r − 1):
Theorem 3.2. For r ∈ N
ζ(2r + 1) =
(−1)r
32r(22r−1 − 1) + 22r−1
[
r−1∑
k=1
(−1)k−1
(2pi)2r−2k
(2r − 2k)!
32k(22k − 1)ζ(2k + 1)
−
(2pi)2r
(2r)!
ln 2 + (2pi)2r
∞∑
k=1
(−1)k−1
E2k−1(1)
2(2r + 2k)!
(pi
3
)2k]
, (3.4)
which provides a significantly simpler (and much more rapidly convergent) version of
a main result of Dancs and He [9, p. 194, Theorem 3.1]:
(1− 2−2r)ζ(2r + 1)
=
r−1∑
k=1
(−1)k
pi2k
(2k + 1)!
(22k−2r − 1)ζ(2r + 1− 2k)−
(−1)rpi2r ln 2
(2r + 1)!
+ (−1)rpi2r
∞∑
k=1
(−1)k−1
E2k−1(1)
2(2r + 2k + 1)!
pi2k (r ∈ N). (3.5)
Similarly we have
ζ(2r + 1) =
(−1)r22r+1
(22r − 1)(22r+1 − 1)
[
r−1∑
k=1
(−1)k−1
pi2r−2k
(2r − 2k)!
(22k − 1)ζ(2k + 1)
−
pi2r
(2r)!
ln 2 + pi2r
∞∑
k=1
(−1)k−1
E2k−1(1)
2(2r + 2k)!
(pi
2
)2k]
(r ∈ N), (3.6)
which is a slightly corrected version of a main result proven in a different way by
Tsumura [6, p. 383, Theorem B].
Since E2k(1) ≡ 0 for k ∈ N, we can use (2.18) and (2.20) to deduce the following
theorem:
Theorem 3.3. For m ∈ N \ {1}, in the interval [−c, c] we have the following
Fourier series expressions ([·] is Gauss mark):
∞∑
n=1
(−1)n−1
1
nm
cos
npix
c
=
[m/2]∑
k=0
(−1)k
1
(2k)!
(pix
c
)2k
η(m− 2k)
+
∞∑
k=[m/2]+1
(−1)k
E2k−m(1)
2(2k)!
(pix
c
)2k
. (3.7)
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Letting x = c/3 in (3.7), and by using (2.14), we obtain
Theorem 3.4. For m ∈ N \ {1}
η(m) =
3m−1(2m−1 − 1)
3m−1(2m−2 − 1) + 2m−2

[m/2]∑
k=1
(−1)k−1
(2k)!
(pi
3
)2k
η(m− 2k)
+
∞∑
k=[m/2]+1
(−1)k−1
E2k−m(1)
2(2k)!
(pi
3
)2k , (3.8)
which gives η(m) recursively in terms of η(2), η(3), η(4), . . . , η(m). Since E2k(1) = 0
for k ∈ N, letting m = 2, 3, 4, · · · in (3.8), we have
η(2) =
pi2
12
,
η(3) =
3pi2
22
ln 2 +
3pi2
22
∞∑
k=1
(−1)k
E2k−1(1)
(2k + 2)!
(pi
3
)2k
,
η(4) =
189
85
[
pi2
2! · 32
η(2)−
pi4
4! · 34
1
2
]
=
7pi4
720
,
· · · ,
recursively. Since E2k−1(1) 6= 0, this provides some perspective on the difficulty of
evaluating η(2r + 1) as opposed to η(2r) for r ∈ N.
By using (2.17), when s = −2n, n ∈ N in (2.23), we obtain
η(−2n) =
∂2n
∂z2n
ez
1 + ez
∣∣∣∣
z=0
= 0.
When s = −2n+ 1, n ∈ N in (2.23), we obtain
η(−2n+ 1) =
∂2n−1
∂z2n−1
ez
1 + ez
∣∣∣∣
z=0
=
1
2
E2n−1(1) = (2
2n − 1)
B2n
2n
.
Here Bm are the Bernoulli numbers defined by the generating functions:
z
ez − 1
=
∞∑
m=0
Bm
zm
m!
(|z| < 2pi). (3.9)
Thus, we obtain the following asymptotic expansion for η(s):
Theorem 3.5. For s ∈ C
η(s) ∼
m∑
n=1
(−1)n−1
ns
+
(−1)m
2
[
1
ms
+
∞∑
k=1
(
−s
2k − 1
)
E2k−1(1)
ms+2k−1
]
(m→∞). (3.10)
Let −Lis(−e
z) be an analytic function defined by
−Lis(−e
z) :=
(
∂
∂z
)
−s
ez
1 + ez
, z ∈ R1, s ∈ C. (3.11)
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Then η(s) = −Lis(−e
z)|z=0 and
∂k
∂zk
(−Lis(−e
z))
∣∣∣∣
z=0
= η(s− k) (k ∈ N).
Thus for k ∈ N
∂2k−1
∂x2k−1
cos
(
pix
c
∂
∂z
)
(−Lis(−e
z))
∣∣∣∣
z=0,x=0
= 0,
∂2k
∂x2k
cos
(
pix
c
∂
∂z
)
(−Lis(−e
z))
∣∣∣∣
z=0,x=0
= (−1)k
(pi
c
)2k
η(s− 2k).
Here c > 0 is a known real constant.
Therefore, we have the following Taylor expansion in the neighborhood of x = 0:
cos
(
pix
c
∂
∂z
)
(−Lis(−e
z))
∣∣∣∣
z=0
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k
η(s− 2k) (s ∈ C). (3.12)
Let x ∈ R1, c′ > 0 be a real constant. By using Theorem 1.4, we have (|x| ≤ c′)
cos
(
pix
c
∂
∂z
)
(−Lis(−e
z))
∣∣∣∣
z=0
=
∞∑
n=1
(−1)n−1
ns
cos
npix
c
(ℜ(s) > 1). (3.13)
Since 12En(1) = η(−n), by Theorem 3.3, we have (x ∈ R
1 with |x| ≤ c)
∞∑
n=1
(−1)n−1
nm
cos
npix
c
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k
η(m− 2k) (m ∈ N \ {1}). (3.14)
Letting s = m in (3.13), and by using formula (3.14), we get c′ = c. Thus we obtain
the following generalization of Theorem 3.3:
Theorem 3.6. For ℜ(s) > 1 and |x| ≤ c (x ∈ R1), we have
∞∑
n=1
(−1)n−1
ns
cos
npix
c
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k
η(s− 2k). (3.15)
Similarly, let Φ(−1, s, a) be an analytic function defined by
Φ(−1, s, a) :=
(
∂
∂z
)
−s
eaz
1 + ez
∣∣∣∣
z=0
, a 6∈ Z−0 , s ∈ C. (3.16)
Theorem 3.7. For ℜ(s) > 1 and |x| ≤ c (x ∈ R1), we have
∞∑
n=0
(−1)n
(n+ a)s
cos
(n+ a)pix
c
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k
Φ(−1, s− 2k, a). (3.17)
Here a 6= 0,−1,−2, · · ·, and Φ(z, s, a) is the Lerch transcendent.
In the case when a = 1, since Φ(−1, s, 1) = η(s), Theorem 3.7 gives Theorem 3.6.
We can use Lemma 2.5 and Theorem 3.6 to deduce the following generalizations
of the Theorem 3.1:
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Theorem 3.8. For s ∈ C
3
2
(1− 3−s)η(s) =
∞∑
k=1
(−1)k−1
(2k)!
(
2pi
3
)2k
η(s− 2k). (3.18)
(1− 2−s)η(s) =
∞∑
k=1
(−1)k−1
(2k)!
(pi
2
)2k
η(s− 2k). (3.19)
1
2
(1− 22−s + 31−s)ζ(s) =
∞∑
k=1
(−1)k−1
(2k)!
(pi
3
)2k
η(s− 2k). (3.20)
Letting a = 1/2 in (3.17), since Φ(−1, s, 1/2) = 2sβ(s), we obtain the following
theorem:
Theorem 3.9. For ℜ(s) > 0 and |x| ≤ c/2 (x ∈ R1), we have
∞∑
n=0
(−1)n
(2n+ 1)s
cos
(2n+ 1)pix
c
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k
β(s− 2k). (3.21)
Here β(s) is the Dirichlet Beta function, which is a holomorphic function on the whole
complex plane. For ℜ(s) > 0, it is given by
β(s) =
∞∑
n=0
(−1)n
(2n+ 1)s
(ℜ(s) > 0).
Letting s = −n in (3.16), and by using (2.17), we obtain
Φ(−1,−n, a) =
1
2
En(a) (n ∈ N), (3.22)
where En(x) are the Euler polynomials. In particular, η(−n) =
1
2En(1).
We can use (3.16) and (3.22) to deduce the following asymptotic expansion for
Φ(−1, s, a):
Theorem 3.10. For s ∈ C, a 6∈ Z−0
Φ(−1, s, a) ∼
m−1∑
n=0
(−1)n
(n+ a)s
+
(−1)m
2
[
1
ms
+
∞∑
k=1
(
−s
k
)
Ek(a)
ms+k
]
(m→∞). (3.23)
When a = 1/2 in (3.23), since Φ(−1, s, 1/2) = 2sβ(s), Ek(1/2) = Ek/2
k and
E2k−1 = 0 for k ∈ N, we obtain the following asymptotic expansion for β(s):
Theorem 3.11. For s ∈ C
β(s) ∼
m−1∑
n=0
(−1)n
(2n+ 1)s
+
(−1)m
2
[
1
(2m)s
+
∞∑
k=1
(
−s
2k
)
E2k
(2m)s+2k
]
(m→∞). (3.24)
Here En are the Euler numbers defined by the generating functions:
1
cosh z
=
2
ez + e−z
=
∞∑
n=0
En
zn
n!
, |z| <
pi
2
. (3.25)
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We can use (3.17) and (3.22) to deduce the following theorem:
Theorem 3.12. For r ∈ N, a 6∈ Z−0 and |x| ≤ c (x ∈ R
1), we have
∞∑
n=0
(−1)n
(n+ a)2r+1
cos
(n+ a)pix
c
=
r∑
k=0
(−1)k
(2k)!
(pix
c
)2k
Φ(−1, 2r + 1− 2k, a)
+
∞∑
k=1
(−1)r+k
E2k−1(a)
2(2r + 2k)!
(pix
c
)2r+2k
; (3.26)
∞∑
n=0
(−1)n
(n+ a)2r
cos
(n+ a)pix
c
=
r∑
k=0
(−1)k
(2k)!
(pix
c
)2k
Φ(−1, 2r − 2k, a)
+
∞∑
k=1
(−1)r+k
E2k(a)
2(2r + 2k)!
(pix
c
)2r+2k
. (3.27)
When a = 1 in (3.26) and (3.27), since Φ(−1, s, 1) = η(s) and E2k(1) = 0, we
obtain the Lemma 2.7 and Lemma 2.8 respectively.
Letting a = 1/2 in (3.26) and (3.27), since Φ(−1, s, 1/2) = 2sβ(s), Ek(1/2) =
Ek/2
k and E2k−1 = 0 for k ∈ N, we obtain the following results for β(s):
Theorem 3.13. For r ∈ N and |x| ≤ c/2 (x ∈ R1), we have
∞∑
n=0
(−1)n
(2n+ 1)2r+1
cos
(2n+ 1)pix
c
=
r∑
k=0
(−1)k
(2k)!
(pix
c
)2k
β(2r + 1− 2k); (3.28)
∞∑
n=0
(−1)n
(2n+ 1)2r
cos
(2n+ 1)pix
c
=
r∑
k=0
(−1)k
(2k)!
(pix
c
)2k
β(2r − 2k)
+
∞∑
k=1
(−1)r+kE2k
2(2r + 2k)!
(pix
c
)2r+2k
. (3.29)
When x = c/2, the series relations (3.28) and (3.29) immediately yields
β(2r + 1) =
r∑
k=1
(−1)k−1
(2k)!
(pi
2
)2k
β(2r + 1− 2k) (r ∈ N), (3.30)
which gives β(2r + 1) recursively in terms of β(3), β(5), β(7), . . . , β(2r + 1) using the
initial value β(1) = pi/4;
β(2r) =
r∑
k=1
(−1)k−1
(2k)!
(pi
2
)2k
β(2r − 2k) +
∞∑
k=1
(−1)r+k−1E2k
2(2r + 2k)!
(pi
2
)2r+2k
, (3.31)
which gives β(2r) recursively in terms of β(2), β(4), β(6), . . . , β(2r) using the initial
value β(0) = 1/2. Since E2k 6= 0 in (3.31), this provides some perspective on the
difficulty of evaluating β(2r) as opposed to β(2r + 1).
Letting s = −n in (3.23), since Φ(−1,−n, a) = En(a)/2 and
En(x+ y) =
n∑
k=0
(
n
k
)
Ek(x)y
n−k (n ∈ N0 := N ∪ {0}), (3.32)
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we obtain the following summation formula:
Theorem 3.14. Let a be any real number. For m ∈ N and n ∈ N0
m−1∑
k=0
(−1)k(k + a)n =
1
2
(En(a)− (−1)
mEn(a+m)). (3.33)
3.2 Hurwitz Zeta function
When s = −n, n ∈ N0 in (2.25), we obtain
ζ(−n, a) = −
1
n+ 1
∂n+1
∂zn+1
zeaz
ez − 1
∣∣∣∣
z=0
= −
1
n+ 1
Bn+1(a), (3.34)
where Bn(x) are the Bernoulli polynomials defined by the generating functions:
zexz
ez − 1
=
∞∑
n=0
Bn(x)
zn
n!
(|z| < 2pi). (3.35)
It is easily seen from the definition (2.25) that
lim
s→1
[(s− 1)ζ(s, a)] = lim
s→1
(
∂
∂z
)1−s
zeaz
ez − 1
∣∣∣∣
z=0
=
zeaz
ez − 1
∣∣∣∣
z=0
= B0(a) = 1. (3.36)
In other words, ζ(s, a) has a simple pole at s = 1, and B0(a) = 1 is the residue of
ζ(s, a) at the simple pole s = 1.
Similarly, ζ(s) has a simple pole at s = 1, and B0(1) = 1 is the residue of ζ(s) at
the simple pole s = 1.
We can use (2.26) and (3.35) to deduce the following asymptotic expansion for
ζ(s, a):
Theorem 3.15. For a 6∈ Z−0 , s ∈ C with s 6= 1
ζ(s, a) ∼
m−1∑
n=0
1
(n+ a)s
+
1
s− 1
∞∑
k=0
(
1− s
k
)
Bk(a)
ms+k−1
(m→∞). (3.37)
Since B0(1) = 1, B1(1) = 1/2, and for k ∈ N, B2k+1(1) = 0, B2k(1) = B2k, when
a = 1, the Theorem 3.15 immediately yields
ζ(s) ∼
m−1∑
n=1
1
ns
+
m1−s
s− 1
+
m−s
2
+
1
s− 1
∞∑
k=1
(
1− s
2k
)
B2k
ms+2k−1
(m→∞), (3.38)
which is a slightly modified version of the following asymptotic expansion for ζ(s):
ζ(s) ∼
N−1∑
n=1
1
ns
+
N1−s
s− 1
+
N−s
2
+N−s
∞∑
m=1
B2ms
2m−1
(2m)!N2m−1
(N →∞), (3.39)
where B2m are the Bernoulli numbers and s
2m−1 is a rising factorial. This expansion
is valid for all complex s and is often used to compute the Zeta function by using a
large enough value of N .
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Theorem 3.16. Let a be any real number. For m ∈ N and n ∈ N0
m−1∑
k=0
(k + a)n =
1
n+ 1
(Bn+1(a+m)−Bn+1(a)). (3.40)
Proof. Letting s = −n in (3.37), it can be proved since ζ(−n, a) = − 1n+1Bn+1(a)
and
Bn(x+ y) =
n∑
k=0
(
n
k
)
Bk(x)y
n−k (n ∈ N0). (3.41)
Theorem 3.17. For a 6∈ Z−0 , s ∈ C with s 6= 1
ζ(s, a) ∼
m−1∑
n=0
1
(n+ a)s
+
(m+ a)1−s
s− 1
+
(m+ a)−s
2
+
1
s− 1
∞∑
k=1
(
1− s
2k
)
B2k
(m+ a)s+2k−1
(m→∞). (3.42)
Proof. By applying (1.7) and (3.9) to (2.26), we have
ζ(s, a) =
m−1∑
n=0
1
(n+ a)s
+
1
s− 1
(
m+ a+
∂
∂z
)1−s
z
ez − 1
∣∣∣∣
z=0
∼
m−1∑
n=0
1
(n+ a)s
+
(m+ a)1−s
s− 1
∞∑
k=0
(
1− s
k
)
1
(m+ a)k
∂k
∂zk
z
ez − 1
∣∣∣∣
z=0
=
m−1∑
n=0
1
(n+ a)s
+
(m+ a)1−s
s− 1
∞∑
k=0
(
1− s
k
)
Bk
(m+ a)k
(m→∞).
Since B0 = 1, B1 = −1/2, B2k+1 = 0 for k ∈ N, the Theorem 3.17 is proved.
Let s(n) = sn := s(s+ 1)(s+ 2) · · · (s+ n− 1) be the rising factorial, then
1
s− 1
(
1− s
2k
)
=
1
s− 1
(
s− 2 + 2k
2k
)
=
1
s− 1
(s− 1)2k
(2k)!
=
s2k−1
(2k)!
(s 6= 1).
Thus the asymptotic expansion (3.42) can be written in the form:
ζ(s, a) ∼
m−1∑
n=0
1
(n+ a)s
+
(m+ a)1−s
s− 1
+
(m+ a)−s
2
+
∞∑
k=1
B2k s
2k−1
(2k)! (m+ a)s+2k−1
(m→∞). (3.43)
Letting a = 1 in (3.43) with m replaced by N − 1, since ζ(s, 1) = ζ(s), we obtain
the asymptotic expansion (3.39) once again.
Similarly,
Theorem 3.18. For s ∈ C, a 6∈ Z−0
Φ(−1, s, a) ∼
m−1∑
n=0
(−1)n
(n+ a)s
+
(−1)m
2(m+ a)s
+
(−1)m
2
∞∑
k=1
E2k−1(1) s
2k−1
(2k − 1)! (m+ a)s+2k−1
(m→∞). (3.44)
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By Definition 2.2 and Definition 2.4, we have ζz(s, a)|z=0 = ζ(s, a) and
∂k
∂zk
ζz(s, a)
∣∣∣∣
z=0
=
s− 1− k
s− 1
ζ(s− k, a) (k ∈ N, a 6∈ Z−0 , s 6= 1). (3.45)
From the differential relation (3.45), we have for k ∈ N, s 6= 1
∂2k−1
∂x2k−1
cos
(
pix
c
∂
∂z
)
ζz(s, a)
∣∣∣∣
z=0,x=0
= 0;
∂2k
∂x2k
cos
(
pix
c
∂
∂z
)
ζz(s, a)
∣∣∣∣
z=0,x=0
= (−1)k
(pi
c
)2k s− 1− 2k
s− 1
ζ(s− 2k, a).
Here c > 0 is a given real number. Therefore, we have the following Taylor expansion
in the neighborhood of x = 0:
cos
(
pix
c
∂
∂z
)
ζz(s, a)
∣∣∣∣
z=0
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k s− 1− 2k
s− 1
ζ(s− 2k, a) (s 6= 1).
(3.46)
On the other hand, by using (2.29) and Theorem 1.4, since
cos
(
pix
c
∂
∂z
)
e(a+n)z
∣∣∣∣
z=0
= cos
(a+ n)pix
c
,
cos
(
pix
c
∂
∂z
)
(ze(a+n)z)
∣∣∣∣
z=0
= −
pix
c
sin
(a+ n)pix
c
,
we obtain the following summation formula for ℜ(s) > 2, x ∈ Ω ⊂ R1:
cos
(
pix
c
∂
∂z
)
ζz(s, a)
∣∣∣∣
z=0
=
∞∑
n=0
1
(a+ n)s
cos
(a+ n)pix
c
+
pix/c
s− 1
∞∑
n=0
1
(a+ n)s−1
sin
(a+ n)pix
c
. (3.47)
By means of the abstract operators cos(h∂x) and sin(h∂x), we can prove the
following Katsurada’s series representation:
Let r ∈ N, x ∈ R1 with −2c ≤ x ≤ 2c (c > 0 be a given real number). Then
r
∞∑
n=1
1
n2r+1
cos
npix
c
+
pix
2c
∞∑
n=1
1
n2r
sin
npix
c
=
r−1∑
k=0
(−1)k
r − k
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k)
+ (−1)r−1
∞∑
k=0
(2k)!
(2r + 2k)!
ζ(2k)
(2pi)2k
(pix
c
)2r+2k
, (3.48)
which is a slightly modified version of a result proven in a significantly different way
by Katsurada [5, p. 81, Theorem 1].
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Since
ζ(2k) = (−1)k−1
(2pi)2k
2(2k)!
B2k and ζ(−2k + 1) = −
1
2k
B2k (k ∈ N),
we can write the last term on the right-hand side of (3.48) in the form:
∞∑
k=r
(−1)k
r − k
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k)
= lim
k→0
ak +
∞∑
k=1
(−1)r+k
−k
(2r + 2k)!
(pix
c
)2r+2k
ζ(−2k + 1)
=
∞∑
k=0
(−1)r+k
B2k
2(2r + 2k)!
(pix
c
)2r+2k
= (−1)r−1
∞∑
k=0
(2k)!
(2r + 2k)!
ζ(2k)
(2pi)2k
(pix
c
)2r+2k
,
where
lim
k→0
ak = lim
k→0
[
(−1)r+k
−k
(2r + 2k)!
(pix
c
)2r+2k
ζ(−2k + 1)
]
= (−1)r
B0
2(2r)!
(pix
c
)2r
.
Thus the Katsurada’s formula (3.48) can be written in the form:
r
∞∑
n=1
1
n2r+1
cos
npix
c
+
pix
2c
∞∑
n=1
1
n2r
sin
npix
c
=
∞∑
k=0
(−1)k
r − k
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k) (r ∈ N, |x| ≤ 2c). (3.49)
By making use of (3.46), (3.47) and (3.49), we obtain the following theorem:
Theorem 3.19. Let ℜ(s) > 1. For x ∈ R1 with |x| ≤ 2c, we have
s
∞∑
n=0
1
(a+ n)s+1
cos
(a+ n)pix
c
+
pix
c
∞∑
n=0
1
(a+ n)s
sin
(a+ n)pix
c
=
∞∑
k=0
(−1)k
s− 2k
(2k)!
(pix
c
)2k
ζ(s + 1− 2k, a) (ℜ(s) > 1). (3.50)
By making use of (3.34) and (3.50), we obtain the following theorem:
Theorem 3.20. For x ∈ R1 with |x| ≤ 2c, we have
r
∞∑
n=0
1
(a+ n)2r+1
cos
(a+ n)pix
c
+
pix
2c
∞∑
n=0
1
(a+ n)2r
sin
(a+ n)pix
c
=
r−1∑
k=0
(−1)k
r − k
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k, a)
+
∞∑
k=0
(−1)r+k
B2k(a)
2(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N); (3.51)
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(2r − 1)
∞∑
n=0
1
(a+ n)2r
cos
(a+ n)pix
c
+
pix
c
∞∑
n=0
1
(a+ n)2r−1
sin
(a+ n)pix
c
=
r−1∑
k=0
(−1)k
2r − 1− 2k
(2k)!
(pix
c
)2k
ζ(2r − 2k, a)
+
∞∑
k=0
(−1)r+k
B2k+1(a)
(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N \ {1}). (3.52)
Since each series in (3.50) is uniformly convergent with respect to x on the closed
interval [−2c, 2c] for ℜ(s) > 2, multiplying the both side of (3.50) by (pix/c)s−1, and
executing termwise differentiation in them with respect to x, namely ∂x[(pix/c)
s−1 ×
(3.50)], then the sine series term is counteracted. Thus we can obtain the following
theorem:
Theorem 3.21. Let ℜ(s) > 2. For x ∈ R1 with |x| ≤ 2c, we have
∞∑
n=0
s(s− 1)
(a+ n)s+1
cos
(a+ n)pix
c
+
(pix
c
)2 ∞∑
n=0
1
(a+ n)s−1
cos
(a+ n)pix
c
=
∞∑
k=0
(−1)k
(s− 2k)(s+ 2k − 1)
(2k)!
(pix
c
)2k
ζ(s + 1− 2k, a) (ℜ(s) > 2).(3.53)
By making use of (3.34) and (3.53), we obtain the following theorem:
Theorem 3.22. Let r ∈ N \ {1}. For x ∈ R1 with |x| ≤ 2c, we have
∞∑
n=0
r(2r − 1)
(a+ n)2r+1
cos
(a+ n)pix
c
+
1
2
(pix
c
)2 ∞∑
n=0
1
(a+ n)2r−1
cos
(a+ n)pix
c
=
r−1∑
k=0
(−1)k
(r − k)(2r + 2k − 1)
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k, a)
+
∞∑
k=0
(−1)r+k
(4r + 2k − 1)B2k(a)
2(2r + 2k)!
(pix
c
)2r+2k
. (3.54)
3.3 Dirichlet L-function
When s = −n, n ∈ N0 in (2.30), we obtain
L(−n, χ) = −
1
n+ 1
∂n+1
∂zn+1
q∑
k=1
χ(k)
zekz
eqz − 1
∣∣∣∣
z=0
= −
1
n+ 1
Bn+1,χ, (3.55)
where Bn,χ are the generalized Bernoulli numbers defined by the generating functions:
q∑
k=1
χ(k)
zekz
eqz − 1
=
∞∑
n=0
Bn,χ
zn
n!
(|z| < 2pi/q). (3.56)
It is easily seen from the definition (2.30) that
lim
s→1
[(s− 1)L(s, χ)] =
q∑
k=1
χ(k)
zekz
eqz − 1
∣∣∣∣
z=0
= B0,χ. (3.57)
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Therefore, if χ is principal, then the corresponding Dirichlet L-function L(s, χ) has a
simple pole at s = 1, and B0,χ 6= 0 is the residue of L(s, χ) at the simple pole s = 1.
By applying (1.7) and (3.56) to (2.31), since
1
s− 1
(
1− s
k
)
=
(−1)k
s− 1
(
s− 2 + k
k
)
=
(−1)k(s− 1)k
k! (s− 1)
= (−1)k
sk−1
k!
(s 6= 1),
we obtain the following asymptotic expansion for L(s, χ):
Theorem 3.23. For s ∈ C with s 6= 1
L(s, χ) ∼
qm∑
n=1
χ(n)
ns
+
(qm)1−s
s− 1
B0,χ +
∞∑
k=1
(−1)k
Bk,χ s
k−1
k! (qm)s+k−1
(m→∞). (3.58)
It’s easy to see that (3.58) can be written in the form:
L(s, χ) ∼
qm∑
n=1
χ(n)
ns
+
(qm)1−s
s− 1
∞∑
k=0
(
1− s
k
)
Bk,χ
(qm)k
(m→∞). (3.59)
Letting s = −n, n ∈ N0 in (3.59), since L(−n, χ) = −
1
n+1Bn+1,χ, we obtain the
following summation formula:
Theorem 3.24. For n ∈ N0, m ∈ N
qm∑
k=1
χ(k)kn =
1
n+ 1
n∑
k=0
(
n+ 1
k
)
(qm)n+1−kBk,χ. (3.60)
When m = 1, we obtain the following recurrent formula of generalized Bernoulli
numbers:
1
n+ 1
n∑
k=0
(
n+ 1
k
)
qn+1−kBk,χ =
q∑
k=1
χ(k)kn (n ∈ N0), (3.61)
which gives Bn,χ recursively in terms of B0,χ, B1,χ, B2,χ, . . . , Bn,χ.
By Definition 2.5 and Definition 2.6, we have Lz(s, χ)|z=0 = L(s, χ) and
∂k
∂zk
Lz(s, χ)
∣∣∣∣
z=0
=
s− 1− k
s− 1
L(s− k, χ) (k ∈ N, s 6= 1). (3.62)
From the differential relation (3.62), we have for k ∈ N, s 6= 1
∂2k−1
∂x2k−1
cos
(
pix
c
∂
∂z
)
Lz(s, χ)
∣∣∣∣
z=0,x=0
= 0;
∂2k
∂x2k
cos
(
pix
c
∂
∂z
)
Lz(s, χ)
∣∣∣∣
z=0,x=0
= (−1)k
(pi
c
)2k s− 1− 2k
s− 1
L(s− 2k, χ).
Here c > 0 is a given real number. Therefore, we have the following Taylor expansion
in the neighborhood of x = 0:
cos
(
pix
c
∂
∂z
)
Lz(s, χ)
∣∣∣∣
z=0
=
∞∑
k=0
(−1)k
(2k)!
(pix
c
)2k s− 1− 2k
s− 1
L(s− 2k, χ) (s 6= 1).
(3.63)
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Letting s = 2r + 1, r ∈ N in (3.63), since L(−n, χ) = − 1n+1Bn+1,χ, n ∈ N0, we have
cos
(
pix
c
∂
∂z
)
Lz(2r + 1, χ)
∣∣∣∣
z=0
=
1
r
r−1∑
k=0
(−1)k
r − k
(2k)!
(pix
c
)2k
L(2r + 1− 2k, χ)
+
1
2r
∞∑
k=0
(−1)r+k
B2k,χ
(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N). (3.64)
By comparing (3.64) and (3.56), we have |x| ≤ 2c/q in (3.64) for r ∈ N, and thus
|x| ≤ 2c/q in (3.63).
On the other hand, by using (2.33) and Theorem 1.4, we obtain the following
summation formula for ℜ(s) > 2, x ∈ Ω ⊂ R1:
cos
(
pix
c
∂
∂z
)
Lz(s, χ)
∣∣∣∣
z=0
=
∞∑
n=1
χ(n)
ns
cos
npix
c
+
pix/c
s− 1
∞∑
n=1
χ(n)
ns−1
sin
npix
c
. (3.65)
By making use of (3.63) and (3.65), we obtain the following theorem:
Theorem 3.25. Let ℜ(s) > 1. For x ∈ R1 with |x| ≤ 2c/q, we have
s
∞∑
n=1
χ(n)
ns+1
cos
npix
c
+
pix
c
∞∑
n=1
χ(n)
ns
sin
npix
c
=
∞∑
k=0
(−1)k
s− 2k
(2k)!
(pix
c
)2k
L(s+ 1− 2k, χ) (ℜ(s) > 1). (3.66)
By making use of (3.55) and (3.66), we obtain the following theorem:
Theorem 3.26. For x ∈ R1 with |x| ≤ 2c/q, we have
r
∞∑
n=1
χ(n)
n2r+1
cos
npix
c
+
pix
2c
∞∑
n=1
χ(n)
n2r
sin
npix
c
=
r−1∑
k=0
(−1)k
r − k
(2k)!
(pix
c
)2k
L(2r + 1− 2k, χ)
+
∞∑
k=0
(−1)r+k
B2k,χ
2(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N); (3.67)
(2r − 1)
∞∑
n=1
χ(n)
n2r
cos
npix
c
+
pix
c
∞∑
n=1
χ(n)
n2r−1
sin
npix
c
=
r−1∑
k=0
(−1)k
2r − 1− 2k
(2k)!
(pix
c
)2k
L(2r − 2k, χ)
+
∞∑
k=0
(−1)r+k
B2k+1,χ
(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N \ {1}). (3.68)
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Since each series in (3.66) is uniformly convergent with respect to x on the
closed interval [−2c/q, 2c/q] for ℜ(s) > 2, multiplying the both side of (3.66) by
(pix/c)s−1, and executing termwise differentiation in them with respect to x, namely
∂x[(pix/c)
s−1 × (3.66)], then the sine series term is counteracted. Thus we can obtain
the following theorem:
Theorem 3.27. Let ℜ(s) > 2. For x ∈ R1 with |x| ≤ 2c/q, we have
s(s− 1)
∞∑
n=1
χ(n)
ns+1
cos
npix
c
+
(pix
c
)2 ∞∑
n=1
χ(n)
ns−1
cos
npix
c
=
∞∑
k=0
(−1)k
(s− 2k)(s+ 2k − 1)
(2k)!
(pix
c
)2k
L(s+ 1− 2k, χ). (3.69)
By making use of (3.55) and (3.69), we obtain the following theorem:
Theorem 3.28. For x ∈ R1 with |x| ≤ 2c/q, we have
r(2r − 1)
∞∑
n=1
χ(n)
n2r+1
cos
npix
c
+
1
2
(pix
c
)2 ∞∑
n=1
χ(n)
n2r−1
cos
npix
c
=
r−1∑
k=0
(−1)k
(r − k)(2r + 2k − 1)
(2k)!
(pix
c
)2k
L(2r + 1− 2k, χ)
+
∞∑
k=0
(−1)r+k
(4r + 2k − 1)B2k,χ
2(2r + 2k)!
(pix
c
)2r+2k
(r ∈ N \ {1}); (3.70)
r(2r + 1)
∞∑
n=1
χ(n)
n2r+2
cos
npix
c
+
1
2
(pix
c
)2 ∞∑
n=1
χ(n)
n2r
cos
npix
c
=
r∑
k=0
(−1)k
(2r + 1− 2k)(r + k)
(2k)!
(pix
c
)2k
L(2r + 2− 2k, χ)
+
∞∑
k=0
(−1)r+k+1
(2r + k + 1)B2k+1,χ
(2r + 2k + 2)!
(pix
c
)2r+2k+2
(r ∈ N). (3.71)
3.4 Riemann Zeta function
In the special case of Theorem 3.22 when a = 1, since ζ(s, 1) = ζ(s), we obtain
the following series representation:
Theorem 3.29. Let r ∈ N, x ∈ R1 with −2c ≤ x < 2c (or −2c ≤ x ≤ 2c for
r ∈ N \ {1}). Then
r(2r − 1)
∞∑
n=1
1
n2r+1
cos
npix
c
+
1
2
(pix
c
)2 ∞∑
n=1
1
n2r−1
cos
npix
c
=
r−1∑
k=0
(−1)k
(r − k)(2r + 2k − 1)
(2k)!
(pix
c
)2k
ζ(2r + 1− 2k)
+ (−1)r−1
∞∑
k=0
(2k)!(4r + 2k − 1)
(2r + 2k)!
ζ(2k)
(2pi)2k
(pix
c
)2r+2k
. (3.72)
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Since L(s, χ) = ζ(s) when q = 1, we can also obtain the Theorem 3.29 from (3.70).
In particular, by making use of (3.72) and Lemma 2.4, we can obtain the following
important results:
Theorem 3.30. For r ∈ N \ {1}
ζ(2r + 1) = −
2pi2(32r−2 − 1)
r(2r − 1)(32r+1 − 1)
ζ(2r − 1) +
2× 32r
r(2r − 1)(32r+1 − 1)
×
[
r−1∑
k=1
(−1)k−1
(r − k)(2r + 2k − 1)
(2k)!
(
2pi
3
)2k
ζ(2r + 1− 2k)
+ (−1)r
(
2pi
3
)2r ∞∑
k=0
(2k)!(4r + 2k − 1)
(2r + 2k)!
ζ(2k)
32k
]
; (3.73)
ζ(2r + 1) = −
(22r−1 − 2)pi2
r(2r − 1)(24r+1 + 22r − 1)
ζ(2r − 1) +
24r+1
r(2r − 1)(24r+1 + 22r − 1)
×
[
r−1∑
k=1
(−1)k−1
(r − k)(2r + 2k − 1)
(2k)!
(pi
2
)2k
ζ(2r + 1− 2k)
+ (−1)r
(pi
2
)2r ∞∑
k=0
(2k)!(4r + 2k − 1)
(2r + 2k)!
ζ(2k)
42k
]
; (3.74)
ζ(2r + 1) =
2pi2(62r−2 − 32r−2 − 22r−2 + 1)
r(2r − 1)(32r(22r + 1) + 22r − 1)
ζ(2r − 1)
+
2× 62r
r(2r − 1)(32r(22r + 1) + 22r − 1)
×
[
r−1∑
k=1
(−1)k−1
(r − k)(2r + 2k − 1)
(2k)!
(pi
3
)2k
ζ(2r + 1− 2k)
+ (−1)r
(pi
3
)2r ∞∑
k=0
(2k)!(4r + 2k − 1)
(2r + 2k)!
ζ(2k)
62k
]
. (3.75)
For example, letting r = 1, 2, 3, · · · in (3.75), we have
ζ(3) = −
pi2
6
∞∑
k=0
2k + 3
(2k + 1)(2k + 2)
ζ(2k)
62k
,
ζ(5) =
8pi2
87
ζ(3) +
pi4
261
∞∑
k=0
(2k + 7)ζ(2k)
(2k + 1)(2k + 2) · · · (2k + 4)62k
,
ζ(7) =
3124pi2
29655
ζ(5)−
2pi4
3295
ζ(3)−
16pi6
88965
∞∑
k=0
(2k + 11)ζ(2k)
(2k + 1)(2k + 2) · · · (2k + 6)62k
,
· · · ,
recursively. Since ζ(2k)→ 1 as k →∞, each of these series representing ζ(2r + 1) in
(3.73) to (3.75) converges remarkably rapidly with its general term having the order
estimate:
O(m−2k · k−2r+1) (k →∞; m = 3, 4, 6; r ∈ N).
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