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Abstract
In this paper we show that the lengths of the approximating processes
in epsilon substitution method are calculable by ordinal recursions in an
optimal way.
Epsilon substitution method is a method proposed by D. Hilbert to prove the
consistency of (formal) theories. The idea behind the method is that one could
replace consistently transfinite/non-computable objects as a figure of speech
by finitary/computable ones as far as transfinite ones are finitely presented
as axioms of a theory. In other words, the replacement (epsilon substitution)
depends on contexts, i.e., formal proofs in which axioms for the transfinite
objects occur. If this attempt would be successfully accomplished, then the
(1-)consistency of the theory follows.
For example, for first order arithmetic PA, replace each existential formula
∃xF [x] by F [ǫx.F [x]], where the epsilon term ǫx.F [x] intends to denote the least
number satisfying F [x] if such a number exists. Otherwise it denotes an arbi-
trary object, e.g., zero. Then PA is interpretable in an extended ’propositional
calculus’ having the epsilon axioms :
(ǫ) F [t]→ ǫx.F [x] 6> t ∧ F [ǫx.F [x]] (1)
The problem is to find a solving substitution which assigns numerical values to
epsilon terms and under which all the epsilon axioms occurring in a given proof
are true.
Hilbert’s Ansatz is, starting with the null substitution S0 which assigns zero
to whatever, to approximate a solution by correcting false values step by step,
and thereby generate the process S0, S1, . . . (H-process). The problem is to
show that the process terminates.
In [2], [3], [4], [5] and [7], we formulated H-processes for theories of jump
hierarchies, for ID1(Π
0
1 ∨ Σ
0
1), for [Π
0
1,Π
0
1]-FIX, for Π
0
1-FIX and for Π
0
2-FIX,
resp., and proved that the processes terminate by transfinite induction up to
the relevant proof-theretic ordinals.
In this paper we address a problem related to these termination proofs, and
show that the lengths of the processes are calculable by ordinal recursions in an
optimal way.
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Let T denote one of the following theories; first order arithmetic, the theories
of the absolute jump hierarchy, theories Φ-FIX for non-monotonic inductive
definitions for the formula classes Φ = Π01, [Π
0
1,Π
0
1],Π
0
2. Let |T | denote the
proof-theoretic ordinal of T.
Given a finite sequence Cr of critical formulas, let {Sn} denote the H-process
for Cr.
Theorem 1 The length H = min{n : Sn is a solution} of the H-process up to
reaching a solution for Cr, is calculable by |T |-recursion.
Therefore so is the solution SH .
1 First order arithmetic: Ackermann’s proof
In this section we give the ordinal-theoretic heart of the epsilon substitution
method.
1.1 The H-process
The language of first order arithmetic PA includes some symbols for computable
functions, say + for addition, · for multiplication and −˙ for cut-off subtraction,
and the relation symbol <. In its ǫ-counterpart PAǫ, formulas and terms are
defined simultaneously by stipulating that
if F is a formula, then ǫx.F is a term.
By expression we mean a term or a formula.
An ǫ-substitution S is a finite function assigning values |ǫx.F |S ∈ ω of canon-
ical(=closed and minimal epsilon) terms ǫx.F . dom(S) denotes its domain.
ǫ-substitutions S reduces an expression e to its unique irreducible form |e|S
by using default value 0 for expressions not in dom(S).
Let Cr = {Cr0, . . . , CrN} be a fixed finite sequence of closed epsilon axioms.
S is solving if S validates any critical formula in Cr. Otherwise S is nonsolving.
The existence of a solving substitution for any finite sequence of critical
formuls yields the 1-consistency of PA.
The rank rk(e) < ω of an expression e measures nesting of bound variables
in e.
Definition 2 rk(S) := max({rk(e) : e ∈ dom(S)} ∪ {0}).
For a substitution S and a natural number r, S<r := {(e, v) ∈ Srk(e) < r}.
For a fixed sequence Cr, the H-process S0(= ∅), S1, . . . of substitutions for
Cr is defined using the ranks of ǫ-terms. The sequence {Sn} is primitive (or
even elementary) recursive. We assume that if Sn is a solution for Cr, then
Sm = Sn for any m ≥ n.
By an algorithm, we associate an epsilon axiom Cr(S) to a nonsolving sub-
stitution S:
Cr(S) : F [t]→ ǫx.F [x] 6> t ∧ F [ǫx.F [x]],
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which is false under S. Then eS :≡ ǫx.|F |S and vS := |t|S .
If Sn is nonsolving, then the next substitution is defined as follows.
Sn+1 := Sn<rk(eSn ) ∪ {(f, u) ∈ S
n : rk(f) = rk(eS
n
)& f 6≡ eS
n
} ∪ {(eS
n
, vS
n
)}.
1.2 Termination proof
In this subsection we recall a proof of the termination of the H-process. The
proof is based on the transfinite induction up to ε0.
Define the Ackermann ordering:
x <A y :⇔ [x 6= 0& y = 0] ∨ [x, y 6= 0& x < y] (2)
Thus 0 is the largest element in <A. ‖x‖A denotes the order type of x in the
ordering <A.
A relation T ⊑A S on ǫ-substitutions is defined.
Definition 3
T ⊑A S :⇔ ∀(e, u) ∈ S∃(e, v) ∈ T [v ≤A u]
⇔ |e|T ≤A |e|S for any canonical e
We associate an ordinal ind(S) < ωω (index of S) relative to a fixed sequence
Cr of ǫ-axioms.
Clǫ(Cr) denotes the set of closed ǫ-terms occurring in the set Cr. Let
N(Cr) := #Clǫ(Cr)(=the cardinality of the set Clǫ(Cr)). N(Cr) is less than
or equal to the total number of occurrences of the symbol ǫ in the set Cr.
Definition 4 1. For an e ∈ Clǫ(Cr) put
ϕ(e;S) := ‖v‖A for v = |e|S .
2. We arrange the set Clǫ(Cr) of cardinality N(Cr) as follows: Clǫ(Cr) =
{ei : i < N(Cr)} where
ej is a closed subexpression of ei ⇒ j > i
3.
ind(S) =
∑
{(ω + 1)i · ϕ(ei;S) : i < N(Cr)}.
Let IND := IND(Cr) := (ω + 1)N(Cr).
Let rn = rk(S
n), en = e
Sn , vn = v
Sn and an = ind(S
n) up to a solution.
Otherwise let rn = en = vn = an = 0.
The epsilon axiom Cr(S) associated to nonsolving substitutions S depends
only on their indices ind(S).
Lemma 5 (Cf. [5])
Let Sn and Sm be nonsolving substitutions such that Sm ⊑A Sn. Then
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1. an ≥ am.
2. Sm+1 ⊑A Sn+1& en = em& vn = vm and rn+1 = rm+1 if an = am.
Each Sn is shown to be correct , cf. [5]. This yields the following fact for
nonsolving Sn.
(en, v) ∈ S
n ⇒ 0 6= vn < v (3)
Fix a positive integer RANK = RANK(Cr) := max{rk(Cr) + 1, 2}, where
rk(Cr) := max{rk(CrI) : I = 0, . . . , N}. Then for any S appearing in the
H-process, we have rk(S) < RANK.
Let
~Sm,k = {Sn}m≤n<k.
Definition 6 Let ~Sm,k be a consecutive series in the H-process S0, . . . Then
rk(~Sm,k) := min({ri : m < i < k} ∪ {RANK}) > 0.
Definition 7 A consecutive series ~Sm,k in the H-process S0, . . . is a section iff
rm < rk(~S).
Definition 8 Let ~Si = ~Sm
i,ki (i = 0, 1) be two consecutive series in the H-
process S0, . . . such that rmi ≤ rk(~S
i) for i = 0, 1.
If Sm
1
⊑A Sm0 and one of the following conditions is fulfilled, then we write
~S1 ≺ ~S0:
1. There exists a p < min{ℓ0, ℓ1} (ℓi := ki −mi) such that am0+p > am1+p
and ∀i < p(am0+i = am1+i).
2. ℓ1 < ℓ0 and ∀i < ℓ0(am0+i = am1+i).
The following Lemma 9 is seen readily from Lemma 5 and (3), cf. [5].
Lemma 9 Let ~Si = ~Sm
i,ki (i = 0, 1) be two sections in the H-process S0, . . .
such that k0 = m1 and rm0 ≤ rm1 < rk(~S
0). Then
1. Sm
1
⊑A Sm
0
.
2. ~S1 ≺ ~S0.
Lemma 9.2 means that each section ~S = {Si : i ≤ k} codes an ordinal
o(~S) < ε0 in Cantor normal form with base 2: Let rk(S0) ≤ rk(~S) =: r. Divide
~S into substrings which are sections as follows. Put {k0 < · · · < kl} = {i : i ≤
k& rk(Si) = r} ∪ {0}, and ~S = ~S0 ∗ · · · ∗ ~Sl with ~Sj = (Skj , . . . , Skj+1−1) for
0 ≤ j ≤ l and kl+1 = k + 1.
The series ~S0, . . . , ~Sl of substrings of ~S is called the decomposition
1 of ~S.
We have ∀j < l[~Sj+1 ≺ ~Sj].
1Note that the definition of the decomposition here differs from one in Definition 12.
4
For ordinals a and α ≥ 2 and k < ω, let α0(a) := a and α1+k(a) := ααk(a).
Also set ωk := ωk(1).
For each series ~S = ~Sm,k with rm ≤ rk(~S) and a natural number ξ such
that 0 < ξ ≤ r = rk(~S), associate an ordinal o(~S; ξ) < ωRANK+2−ξ so that the
following Lemma 10 holds, cf. [2] for a full definition and a proof.
Lemma 10 Let ~Si = ~Sm
i,ki (i = 0, 1) be two series in the H-process S0, . . .
such that ~S1 ≺ ~S0 and rmi < rk(~S
i) for i = 0, 1.
Then o(~S0; ξ) > o(~S1; ξ) for any natural number ξ ≤ min{rk(~S0), rk(~S1)}.
Theorem 11 (Transfinite induction up to ε0)
The H-process S0, . . . terminates.
Proof. Suppose the H-process S0, . . . is infinite and put rn = rk(S
n).
Inductively we define a sequence {ni : i ∈ ω} of natural numbers as follows.
First set n0 = 0. Suppose ni has been defined. Then put βi = min{rn : n > ni}
and ni+1 = min{n > ni : rn = βi}.
Then Lemma 10 yields an infinite decreasing sequence of ordinals, viz.
∀i[o(~Si+1; ξ) < o(~Si; ξ) < ωRANK < ε0] for ~Si = ~S
ni,ni+1 and ξ = β0 + 1 ≥ 2.
✷
Therefore the H-process S0, . . . for any given sequence Cr of critical formulas
terminates. It provides a closed and solving substitution, which in turn yields
the 1-consistency RFNΣ0
1
(PA) of PA stating that any PA-provable Σ01-sentence
is true.
However the above proof is not entirely satisfactory. Specifically the 1-
consistency of PA is known to be equivalent, over a weak arithmetic, to the
principle PRWOε0 , which says that there is no infinite primitive recursive de-
scending chain of ordinals< ε0, or to be equivalent to the totality of ε0-recursive
functions. The sequence {ni}i and hence the sequence {o(~Si; ξ)}i of ordinals in
the above proof are not seen to be recursive. Therefore we need to show that
the sequence {ni}i is ε0-recursive in showing the 1-consistency of PA.
2 Exact bounds: finite ranks
In this section we show that the length of the H-process up to reaching a solution
is bounded by an ordinal recursive function. From the bound one can easily read
off the bound for the provably recursive functions in PA.
2.1 Ordinal recursive functions
Let us recall the definition and facts on ordinal recursive functions in W. W.
Tait[8].
Let <Λ denote a primitive recursive well ordering of type Λ > 0. Assume
that 0 is the least element in <Λ.
For each α ≤ Λ, <α denotes the initial segment of <Λ of type α. A number-
theoretic function is said to be α-recursive iff it is generated from the schemata
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for primitive recursive functions plus the following schema for introducing a
function f in terms of functions g, h and d:
f(~y, x) =
{
g(~y, x) if d(~y, x) 6<α x
h(~y, x, f(~y, d(~y, x))) if d(~y, x) <α x
A function is <α-recursive iff it is β-recursive for some β < α.
W. W. Tait[8], p.163 shows that for each α the class of α-recursive functions
is closed under the external recursion to introduce a function f in terms of
functions g, h, d and e:
f(~y, x) =
{
g(~y, x) if e(~y, d(~y, x)) 6<α e(~y, x)
h(~y, x, f(~y, d(~y, x))) if e(~y, d(~y, x)) <α e(~y, x)
2.2 p-series
In this subsection we define a series ~Sm,k to be a p-series . p-series is introduced
for counting the number of ranks rn in the H-process.koko
Given the finite sequence Cr = {CrI : I ≤ N} of critical formulas in PAǫ,
let {Sn} denote the H-process for Cr. Recall that the sequence is infinite in the
sense that if Sn is a solution for Cr, then Sm = Sn for any m ≥ n.
Recall that ωω > IND = IND(Cr) := (ω + 1)N(Cr) > an and ω > RANK =
RANK(Cr) > rn for any n.
For m < k let
nd(~Sm,k) := {n ∈ [m, k) : rn ≤ rk(~S
n,k)}
(= {n ∈ [m, k) : rn = min(ri : i ∈ [n, k))}).
Definition 12 Let ~S = ~Sm,k (with m < k) such that rm ≤ rk(~S)(i.e., m ∈
nd(~S)), and let {k0, . . . , kl}< = nd(~S). Then (~S0, . . . , ~Sl) with ~Sj := ~S
kj ,kj+1
and kl+1 := k is called the decomposition of ~S into substrings. Each substring
~Sj (0 ≤ j ≤ l) is called a component in the decomposition of ~S
Note that k0 = m, kl = k − 1, and rk(Skj ) ≤ rk(Skj+1 ) < rk(~Sj) for j < l.
Also note that each component ~Sj is a section.
Lemma 13 Let ~Si = ~Sm
i,ki (i = 0, 1) with k0 = m1 such that rmi ≤ rk(~S
i) (i =
0, 1) and rm0 ≤ rm1 . Then for ~S := ~S
0 ∗ ~S1 we have
nd(~S) = {n ∈ nd(~S0) : n ≤ I} ∪ nd(S1),
where I := max{n ∈ [m0, k0) : rn ≤ rm1}.
Proof. We see I = k0J for a J ≤ l
0 from the facts that both {Sn : I ≤ n < m1}
and each ~S0j (j ≤ l
0) are sections and k0
l0
= m1 − 1. Therefore m1 = k10 = kJ+1
and the lemma is shown. ✷
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Definition 14 Let ~S = ~Sm,k with m < k such that rm ≤ rk(~S). Define
inductively the series ~S to be a p-series and a p-section as follows:
1. ~S is a 0-series iff k = m+ 1, i.e., a singleton.
2. A p-series is a p-section iff it is a section.
3. Let ~S = ~S0 ∗ · · · ∗ ~Sl be the decomposition of ~S into substrings. Then ~S
is a (p + 1)-series iff each substring ~Sj is a p-section, or equivalently a
p-series.
Lemma 15 1. Each p-series is a (p+ 1)-series.
2. Let ~Si = ~Smi,ki (i = 0, 1) be two p-series overlapped, i.e., [m0, k0) ∩
[m1, k1) 6= ∅. Then the union ~S = ~Smin{m0,m1},max{k0,k1} is a p-series.
3. Let us call a p-series proper if p = 0, or p > 0 and it is not a (p−1)-series.
(a) If ~S is a proper p-section, then
#{rk(S) : S ∈ ~S} ≥ p+ 1.
(b) If ~S is a proper p-series, then
#{rk(S) : S ∈ ~S} ≥ p.
(c) If a proper p-series ~S begins with S0 = ∅, then
#{rk(S) : S ∈ ~S} ≥ p+ 1.
Therefore there is no proper RANK-series beginning with S0.
Proof. By induction on p.
15.1. A 0-series {Sn} is a 1-series.
15.2. Assume p > 0 and one is not a substring of the other, i.e., [mi, ki) 6⊆
[m1−i, k1−i). Then without loss of generality we may assume m0 < m1 <
k0 < k1. Decompose the p-series ~S
i to the sequence of (p − 1)-series ~Sij =
(Sk
i
j , . . . , Sk
i
j+1−1) (j ≤ li). It suffices to show: m1 ≤ k
i
j ≤ k0 ⇒ ∃j
′(kij = k
1−i
j′ ).
This is seen from the condition that each decomposition {~Sij : j ≤ li} is a
sequence of sections with nondecreasing ranks of the first terms.
15.3. Let ~S = ~S0 ∗ · · · ∗ ~Sl be a proper (p+1)-series with nd(~S) = {k0, . . . , kl}<.
Then l > 0 and one of p-sections ~Sj is proper. Lemma 15.3a yields #{rk(S) :
S ∈ ~Sj} ≥ p+ 1, and hence Lemma 15.3b follows.
If ~S0 is proper, then rk0 < rk1 < rk(~S0) since ~S0 is a section. Hence
#({rk(S) : S ∈ ~S0} ∪ {rk1}) ≥ p + 2. Next assume j > 0. Then rk0 < rkj <
rk(~Sj), and #({rk(S) : S ∈ ~Sj} ∪ {rk0}) ≥ p+ 2. This shows Lemma 15.3a.
Lemma 15.3c is seen from the fact rn > 0 for n > 0. Namely any proper
p-series ~S beginning with S0 = ∅ is a section. ✷
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Lemma 16 Let ~Si = ~Sm
i,ki (i = 0, 1) be two consecutive series, k0 = m1 such
that rmi ≤ rk(~S
i) (i = 0, 1) and rm0 ≤ rm1 .
The concatenated series ~S = ~Sm0,k1 is a (p+1)-series if ~S0 is a p-series and
~S1 is a (p+ 1)-series.
Proof. This is seen from Lemmas 13 and 15.1. ✷
Let <ε0 denote a standard well ordering of type ε0 with the least element 0.
Lemma 17 Let ~Si = ~Sm
i,ki (i = 0, 1) be two p-series such that k0 = m1, Sk
1−1
is nonsolving and rm0 ≤ rm1 . For o(~S
i) := o(~Si; 0) we have o(~S1) <ε0 o(~S
0).
Proof. By Lemma 10 it suffices to show ~S1 ≺ ~S0. As in Lemma 9 this is seen
as follows. Let ℓi := ki −mi.
Since the relation ⊑A is transitive, we have Sm
1
⊑A Sm
0
by Lemma 9.1.
Using Lemma 5, it suffices to show that the following case never happen: ℓ0 ≤ ℓ1
and ∀i < ℓ0[am0+i = am1+i].
If this happens, then we would have am1−1 = am0+ℓ0−1 = am1+ℓ0−1, and
hence Sm
1
∋ (em1−1, vm1−1) = (em1+ℓ0−1, vm1+ℓ0−1) by Lemma 5.2. On the
other hand we have Sm
1+ℓ0−1 ⊑A Sm
1
by Lemma 9.1.
For a v ≤A vm1+ℓ0−1 we would have (em1+ℓ0−1, v) ∈ S
m1+ℓ0−1. By (3) we
have 0 6= vm1+ℓ0−1 < v. A contradiction. ✷
k = M(p, n) defined below will denote the number such that ~Sn,k is the
longest p-series starting with nonsolving Sn.
Definition 18 M(0, n) := n+ 1.
Case 0 Sn is solving: M(p+ 1, n) := n.
Case 1 Sn is nonsolving. Let
ep(n) := o(~S
n,M(p,n)).
Then define
M(p+1, n) :=


M(p, n) if ep(M(p, n)) 6<ε0 ep(n)
M(p, n) if rM(p,n) < rn& ep(M(p, n)) <ε0 ep(n)
M(p+ 1,M(p, n)) if rM(p,n) ≥ rn& ep(M(p, n)) <ε0 ep(n)
Actually the function M(p, n) depends also on the given sequence Cr of
epsilon axioms. We writeM(p, n;Cr) forM(p, n) when the parameterCr should
be mentioned.
A consecutive series ~Sn,k is a normal p-series iff it is a p-series and Sk−1 is
nonsolving if k > n.
Lemma 19 1. If Sn is nonsolving, then ~Sn,M(p,n) is a normal p-series.
2. If ~Sn,k is a normal p-series, then k ≤M(p, n).
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3. SH is a solution for Cr, where H = H(Cr) := M(RANK− 1, 0;Cr).
Proof.
19.1. Main induction on p. The case when p = 0 is trivial.
The case p + 1 is proved by side induction on ep(n). Assume that S
n is
nonsolving.
1. M(p + 1, n) = M(p, n): Then by MIH(=Main Induction Hypothesis)
~Sn,M(p,s) is a normal p-series. ~Sn,M(p,s) is also a normal (p + 1)-series
by Lemma 15.1.
2. M(p+1, n) 6=M(p, n): Then with k = M(p, n) we have rk ≥ rn andM(p+
1, n) = M(p+1, k). By MIH ~Sn,k is a normal p-series. SinceM(p+1, k) 6=
k, Sk is nonsolving, and hence by MIH, ~Sk,M(p,k) is a normal p-series.
Lemma 17 yields ep(n) = o(~S
n,k) > o(~Sk,M(p,k)) = ep(k). Therefore
~Sk,M(p+1,k) is a normal (p+1)-series by SIH(=Side Induction Hypothesis).
Together with rn ≤ rk it follows from Lemma 16 that ~Sn,M(p+1,n) is a
normal (p+ 1)-series.
19.2. Main induction on p. The case when p = 0 is trivial.
The case p+ 1. First we show the following:
n ≤ n′ < M(p, n)⇒M(p, n′) ≤M(p, n) (4)
Assume n ≤ n′ < M(p, n) =: k and n′ < M(p, n′) := k′. Then by Lemma 19.1
~Sn,k and ~Sn
′,k′ are two normal p-series overlapped. By Lemma 15.2 the union
~Sn,max{k,k
′} is a normal p-series too. By MIH it follows that k′ ≤M(p, n). This
shows (4).
Now by side induction on k − n we prove:
If ~Sn,k is a normal (p+ 1)-series, then k ≤M(p+ 1, n).
Assume that ~Sn,k is a normal (p + 1)-series, and nd(~Sn,k) = {k0, . . . , kl}<,
l > 0. Then by MIH we have k1 ≤ M(p, n). Let j ≤ l denote maximal such
that kj ≤M(p, n).
1. kj =M(p, n): Since ~S
kj ,k is a normal (p+ 1)-series, we have by SIH that
k ≤ M(p + 1, kj). On the other hand we have M(p + 1, n) = M(p +
1,M(p, n)) by Definition 18, rkj ≥ rk0 = rn and ep(M(p, n)) <ε0 ep(n),
Lemma 17. Hence k ≤M(p+ 1, kj) = M(p+ 1, n).
2. kj < M(p, n):
(a) j = l: Then kl < M(p, n), and hence k = kl + 1 ≤ M(p, n) ≤
M(p+ 1, n).
(b) j < l: Since ~Skj ,kj+1 is a normal p-series, we have kj+1 ≤M(p, kj) by
MIH. On the other hand we have M(p, kj) ≤ M(p, n) by (4). Thus
kj+1 ≤M(p, n), and this is not the case.
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19.3. Let H = H(Cr) := M(p, 0;Cr) for p := RANK− 1. If S0 is solving, then
0 = H . Suppose that S0 is nonsolving. By Lemma 19.1 ~S0,H is a p-series. From
Lemma 16 and r0 = 0 ≤ rH we see that ~S0,H+1 is a (p + 1)-series. But this
means that ~S0,H+1 is a p-series by Lemma 15.3c. Therefore we see from Lemma
19.2 that ~S0,H+1 is not normal, i.e., SH is solving. ✷
Lemma 20 The function (p, n, Cr) 7→M(p, n;Cr) is ε0-recursive.
Proof. It suffices to see that M(p, n;Cr) is defined by nested recursion on the
ordinal ε0. Then it is ε0-recursive by a result in W. W. Tait[9] and ω
ε0 = ε0.
Suppressed the parameter Cr, let us define a function M ′(p, n, y) as follows:
M ′(0, n, y) := n+ 1.
Case 0 Sn is solving: M ′(p+ 1, n, y) := n.
Case 1 Sn is nonsolving.
1. o(~SM
′(p,n,y),M ′(p,M ′(p,n,y),y)) 6<ε0 y:
M ′(p+ 1, n, y) := M ′(p, n, y).
2. rM ′(p,n,y) < rn& o(~S
M ′(p,n,y),M ′(p,M ′(p,n,y),y)) <ε0 y:
M ′(p+ 1, n, y) := M ′(p, n, y).
3. rM ′(p,n,y) ≥ rn& o(~S
M ′(p,n,y),M ′(p,M ′(p,n,y),y)) <ε0 y:
M ′(p+1, n, y) := M ′(p+1,M ′(p, n, y), o(~SM
′(p,n,y),M ′(p,M ′(p,n,y),y))).
Then M ′(p, n, y) is seen to be defined by nested recursion on the lexicographic
ordering ≺ on pairs (p, y): (p, y) ≺ (q, z) iff p < q or p = q& y <ε0 z.
ThenM(p, n) :=M ′(p, n, ωRANK+2) enjoys the defining clauses in Definition
18. ✷
3 Exact bounds: infinite ranks
In this section let us compute the length of the H-process for theories of jump
hierarchies, which is slightly modified from [2].
The normal function θα : β 7→ θαβ is the αth iterate of the function θ1β =
ωβ. Fix an ordinal Λ < Γ0, the least strongly critical number, and let <Γ0
denote a standard primitive recursive well ordering of type Γ0 with the least
element 0. In what follows the subscript in <Γ0 is omitted.
Let A(x, α, z,X) be a fixed quantifier free formula in the language of first
order arithmetic. Let (H)Λ denote the theory of the absolute jump hierarchy
{Hα}α≤Λ generated by the formula A and up to α ≤ Λ:
α ≤Γ0 Λ→ {y ∈ Hα ↔ ∃xA(x, α, y,H<α)}
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where H<α =
∑
β<αHβ , i.e., H<α denotes the binary abstract {(β, z) : (β, z) ∈
H<α}.
The critical formulas in its ǫ-counterpart are the ǫ-axiom (1),
α ≤ Λ→ {t ∈ Hα ↔ A(ǫxA(x, α, t,H<α), α, t,H<α)}
and
α ≤ Λ→ {(β, t) ∈ H<α ↔ β < α ∧ t ∈ Hβ}
Now the rank of an expression is defined such that rk(e) < 3Λ + ω. For a
given finite sequence Cr of critical formulas, let RANK=RANK(Cr) = 3Λ+n >
rk(Cr) := max{rk(CrI) : I = 0, . . . , N} for an n < ω.
An ǫ-substitution is a finite function assigning numerical values |ǫx.F |S ∈ ω
to canonical terms ǫx.F , and boolean values |e|S = ⊤ for expressions e in one
of the shapes n ∈ Hα or (β, n) ∈ H<α such that β < α ≤ Λ.
Define the Ackermann ordering <A and ‖x‖A as in (2), where for boolean
values, ⊥ <A ⊤ and ‖⊥‖A = 0, ‖⊤‖A = 1.
Define the index ind(S) < IND = IND(Cr) = (ω + 1)N(Cr) < ωω of S
relative to a fixed sequence Cr of critical formulas as in Definition 4.
3.1 Bounds on p
Since RANK ≥ ω, Lemma 15.3c is useless here. We need to give a bound on p
such that M(p, n;Cr) < M(p+ 1, n;Cr).
Let ℓp =M(p+1, 0;Cr). {ℓp} is an increasing sequence ℓp ≤ ℓp+1, and once
ℓp = ℓp+1, then ℓp = ℓq for any q ≥ p.
Now let p(Cr) denote the least number p such that ℓp = ℓp+1 if such a p
exists. We show that the number p(Cr) is defined. Then SH is a solution of Cr
for H =M(p(Cr), 0;Cr).
For each p, let ~Sp+1 = {Sn}n<ℓp be the (p+1)-section according to Lemma
19.1, and ~Sp+1 = ~S
1
p ∗ · · · ∗ ~S
lp
p its decomposition into p-sections ~Sjp.
Let o(~S) = o(~S; 0) < θ(RANK)(IND) < θΛε0 denote the ordinal associated
to sections ~S as in [2].
Then let αjp = o(~S
j
p) for 0 < j < lp, and α
0
p := θ(RANK)(IND).
By Lemma 17 we have
αjp > α
j+1
p (5)
Moreover let γjp = rkj+1p (0 ≤ j < lp), where S
kjp is the first term in the
substring ~Sj+1p for j < lp, and k
lp
p = ℓp.
Finally let for ∆ := RANK > γjp
θΛε0 > βp :=
∑
j<lp
∆α
j
pγjp = ∆
α0pγ0p + · · ·+∆
α
lp−1
p γlp−1p
From (5) we see that βp is in Cantor normal form.
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Lemma 21 βp > βp+1 if ℓp < ℓp+1.
Proof. Assume ℓp < ℓp+1. This means that S
ℓp is nonsolving.
By Lemma 19.2 we have γ
lp−2
p > γ
lp−1
p .
Let
J = min{j ≤ lp − 2 : γ
j
p > γ
lp−1
p }.
Then
kJp = max{i < ℓp : ri ≤ γ
lp−1
p }
and by Lemma 13 we have ~Sjp+1 =
~Sjp for 0 < j ≤ J . Hence α
j
p+1 = α
j
p for
0 ≤ j ≤ J , and γjp+1 = γ
j
p for 0 ≤ j < J .
Consider the next substitution Sℓp to the last one in ~S
lp
p or equivalently the
last one in ~Sp+1. Then S
ℓp is the next substitution to the last one in ~SJ+1p+1 by
Lemma 13.
Hence γJp > γ
lp−1
p = γJp+1. Therefore βp > βp+1 as desired. ✷
Now p(Cr) = F (0, Cr) for the function
F (p, Cr) =
{
F (p+ 1, Cr) if ℓp+1 > ℓp
min{q ≤ p : ℓq+1 = ℓq} otherwise
F (p, Cr) is defined by a θΛε0-external recursion by Lemma 21.
4 Exact bounds: impredicative cases
Let T denote one of the theories Φ-FIX for non-monotonic inductive definitions
for the formula classes Φ = Π01, [Π
0
1,Π
0
1],Π
0
2 (cf. [3], [4], [5] and [7]).
O(T) denotes the system of ordinal diagrams for T. T is a two sorted theory:
one sort for natural numbers, and the other sort for ordinals. The well ordering
< on ordinals is understood to be the ordering in the notation system O(T),
when the values of expressions are calculated. Its largest value is denoted π ∈
O(T), which is intended to be a closure ordinal of non-monotonic inductive
definitions by the operators in Φ. Ω ≤ π is the first non-recursive ordinal ωCK1 .
dΩεπ+1 denotes the proof-theoretic ordinal of T, and the length of the H-process
should be calculated by dΩεπ+1-recursion.
The rank of an expression is defined such that rk(e) < π + ω. For a given
finite sequence Cr of critical formulas, let RANK=RANK(Cr) = π + n(Cr)
for an n(Cr) < ω so that max{rk(CrI) : I = 0, . . . , N} < RANK. Then
π 6= rk(S) < RANK for any S appearing in the H-process for Cr.
Define the index ind(S) < IND = IND(Cr) = (π + 1)N(Cr) < πω of S
relative to a fixed sequence Cr of critical formulas as in Definition 4.
In Definition 18 M(p, n) is defined by πω-recursion, i.e., o(~S) < πω, and
p(Cr) is defined by επ+1-recursion, i.e., o(~S) < επ+1, which are far from dΩεπ+1 <
Ω < πω < επ+1.
For the moment, suppose that M(p, n) has been defined for each p < ω. Let
ℓp =M(p+ 1, 0;Cr).
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If ∃p ≤ n(Cr)[ℓp = ℓp+1], then there is nothing to prove, i.e., p(Cr) ≤ n(Cr).
In what follows assume ∀p ≤ n(Cr)[ℓp < ℓp+1], and let p > n(Cr). Suppose
ℓp < ℓp+1. Then S
ℓp is nonsolving.
Consider the number
mp := max{n < ℓp : rn < π} (6)
Note that mp is in the set nd(~S
0,ℓp).
Proposition 22 p > n(Cr)& ℓp < ℓp+1 ⇒ π > rmp > rℓp .
Proof of Proposition 22. Suppose p > n(Cr), ℓp < ℓp+1 and rmp ≤ rℓp . By
Lemma 19.4 we have M(p, n) ≤M(p+1, n) ≤M(p+1, 0) = ℓp for any n < ℓp.
If M(p,mp) = ℓp, then we would have M(p + 1, n) > ℓp by rmp ≤ rℓp . Hence
np := M(p,mp) < ℓp. On the other hand we have rnp > π > rmp , and hence
M(p,mp) < M(p+1,mp) ≤ ℓp. From this we see that ~S
mp,M(p+1,mp) is a proper
(p + 1)-series. Therefore a component in the decomposition of ~Smp,M(p+1,mp)
is a proper p-series. On the other side any component except the first one is
an improper p-series by rn > π (mp < n < ℓp), Lemma 15.3b and p ≥ n(Cr).
Hence the first component ~Smp,m
′
(m′ ≤ M(p,mp)) is a proper p-series. But
then #{rk(Sn) > π : mp < n < m′} ≥ p− 1 ≥ n(Cr) by Lemma 15.3b. This is
a contradiction. We have shown Proposition 22. ✷
For each p > n(Cr), let ~Sp+1 = {Sn}n<ℓp be the (p+1)-section. Decompose
~Sp+1 into ~Sp+1 = ~S
1
p ∗ · · · ∗ ~S
lp−1
p ∗ ~S
lp
p where the last substring ~S
lp
p is defined
to be ~Smp,ℓp for the number mp in (6), and each ~S
j
p =
~Sk
j−1
p ,k
j
p (1 ≤ j < lp) for
{(0 =)k0p, k
1
p, . . . , k
lp−1
p (= mp)}< ⊆ nd(~Sp+1). Put k
lp
p = ℓp.
Let o(~S) = o(~S; 0) < dΩωn(Cr)(π) denote the ordinal associated to p-series
~S as in [3], [4], [5] and [7]. Note the following fact:
α < ωn(Cr)(π) for any subdiagram d
q
σα occurring in ranks, indices and
o(~S), which appear in the H-process for Cr (7)
Then let αjp = o(
~Sjp) for 0 < j ≤ lp − 1, and α
0
p := dΩωn(Cr)(π).
We have, cf. Theorem 11.7 in [3]
Ω > αjp > α
j+1
p (8)
Let γjp := rkj+1p (0 ≤ j < lp) and ∆ := π > γ
j
p. Finally let
βp := ωn(Cr)(π) +
∑
j<lp
∆α
j
pγjp.
Lemma 23 dΩβp ∈ O(T), and dΩβp > dΩβp+1 if ℓp < ℓp+1 and p > n(Cr).
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Proof. To show dΩβp ∈ O(T), we have to verify a condition B>Ω(βp) < βp
for a set B>Ω(βp) of subdiagrams of βp. This is seen from (7) and B>Ω(βp) =
B>Ω({γjp : j < lp}).
Assume ℓp < ℓp+1 and p > n(Cr). Let
J = min{j ≤ lp − 2 : γ
j
p > γ
lp−1
p }.
Note that by Proposition 22 we have rmp = γ
lp−2
p > γ
lp−1
p = rℓp .
Then as in the proof of Lemma 21 we see αjp+1 = α
j
p for 0 ≤ j ≤ J , γ
j
p+1 = γ
j
p
for 0 ≤ j < J . Moreover we have γJp > γ
lp−1
p = γJp+1. Therefore βp > βp+1.
It remains to show KΩβp+1 < dΩβp. By (8) it suffices to see KΩ{γ
j
p+1 : j <
lp+1} < dΩβp.
If T=Φ-FIX for Φ = [Π01,Π
0
1],Π
0
2, then there is nothing to prove, i.e.,
KΩ{γ
j
p+1 : j < lp+1} = ∅.
Consider the case Φ = Π01 and π = Ω. Then we have KΩ{γ
j
p+1 : j < lp+1} <
α0p = dΩωn(Cr)(Ω) < dΩβp by (7). ✷
It remains to define M(p, n) by dΩεπ+1-recursion. This is seen from the
following lemma.
Lemma 24 Let ~Si = ~Smi,ki (i = 0, 1) be two consecutive p-series, k0 = m1.
Assume rm1 ≥ rm0 . Then o(~S
1) < o(~S0).
Proof. This is seen as in Lemma 17, i.e., Theorems 10.8 and 11.7 in [3]. ✷
Thus we have shown that bothM(p, n;Cr) and p(Cr) are defined by dΩεπ+1-
recursion. This yields a solution SH of Cr for H =M(p(Cr), 0;Cr).
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