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$c(x)$ $s$ $x$ $\sigma(s, x)=s(x)$
$\sigma(s, x)$ $s(x)$
$c(x)=x$
$s(x)$ 2 $g(x, s)$
$(Ross[14])$
12 $g(x, s)$ $x<y$ $s<t$ $x,y$ $s,t$
$g(y,t)+g(x, s)\leq g(x, t)+g(y, s)$
submodular
$c(x)$ $s(x)$





$c(x)$ $x$ $s(x)$ $x$ (







$v_{n}(s)=0 \leq x\leq K\max\{-c(x)+v_{n-1}(s(x))\}$ (2)
$v_{1}(s)= \max 0\leq x\leq\kappa\{-c(x)+u(s(x))\}$ $v_{0}(s)=$








‘ LRD $($ likelihood ratio $order)$ $FSD(first$ order stochastic $dom\ddagger nance)$
$SSD$ (second order stochastic dominance) ‘ Kijima and
Ohnishi[3]
2 $fx(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $x\geq y$
$x$ $y$ $fx(y)f_{Y}(x)\leq fx(x)h^{r}(y)$ ‘ $X$ $Y$
$X\geq LRDY$ $X\succeq Y$
2
$\mathcal{F}_{FSD}$ $=$ {$u|u(x)$ $x$ }
$\mathcal{F}_{SSD}$ $=$ {$u|u(x)$ $x$ }
3 4
3 $(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $u(x)\in \mathcal{F}_{FSD}$
$u(x)$ $E[u(X)]\geq E[u(Y)]$ $X\geq FSDY$
4 $fx(x)$ $f_{Y}(x)$ 2 $X$ $Y$ $u(x)\in \mathcal{F}_{SSD}$
$u(x)$ $E[u(X)]\geq E[u(Y)]$ $X\geq ssDY$ .
3 ( $2$ 4 3) 1
2 4
4 3
12 $X$ $Y$ $X\geq LRDY$ $X\geq pSDY$
$X\geq FSDY$ $X\geq ssDY$
3.0.2
$(p_{\epsilon}(t))_{0\leq\epsilon\leq 1}$ 2 $S_{\epsilon},$ $S_{t}$
$s$ $t$




$s<s’$ $S_{s’}\geq ssDS_{\theta}$ 3
2 $s<s’$ $s$ \pi D $\dot{u}(s)$ $\int_{0}^{\infty}p_{s}(t)u(t)dt\leq$
$\int_{0}^{\infty}$ Ps’ $(t)u(t)dt$
$u(t)$ $t$ $\int_{0}^{\infty}p_{s}(t)u(t)dt$
8 $s<s’$ $S_{s’}\geq ssDS_{s}$
$S_{s(y)}\geq sSDS_{s(x)}$ 2 3
3 $x<y$ $s$ $u(s)$
$\int_{0}^{\infty}p_{\epsilon(x)}(t)u(t)dt\leq\int_{0}^{\infty}p_{s(y)}(t)u(t)dt$
$s<s’$ $S_{s’}\geq FSDS_{8}$ 3
4 $s<s’$ $s$ $u(s)$
$\int_{0}^{\infty}p_{\epsilon}(t)u(t)dt\leq\int_{0}^{\infty}p_{s’}(t)u(t)dt$
$s<s’$ $S_{t}\geq FSDS_{S’}$ $S_{\epsilon(y)}\geq FSDS_{\delta(x)}$ 4
5
5 $x<y$ $s$ $u(s)$
$\int_{0}^{\infty}p_{s(x)}(t)u(t)dt\leq\int_{0}^{\infty}p_{s(y)}(t)u(t)dt$
$s<s’$ $S_{s’}\geq\iota RDS_{\delta}$ $S_{\epsilon’}\succeq S_{s}$
1 $x<y$ $8(X)<s(y)$ $S_{s(y)}\geq LRDS_{\delta(x)}$ 1
$s$ $u(s)$ 2 $s$




5 $P=(p_{s}(t))_{\epsilon,t\in[0,\infty)}$ $s\leq t$ $u\leq v$ $s,$ $t,$ $u$ $v$
$(s, t, u, v\in[0, \infty))_{\backslash }|\begin{array}{ll}p_{s}(u) p_{s}(v)p_{t}(u) p_{t}(v)\end{array}|\geq 0$
$\circ$
$P=(p_{s}(t))_{s,t\in[0,\infty)}$ $P$ $TP_{2}$ (total




6 $P=(p_{\epsilon}(t))_{\epsilon,t\in[0,\infty)}$ $s(x)$ $s,t,u$
$A)C$








$V_{n}(s)=0 \leq x\leq K\max\{-c(x)+\int_{0}^{\infty}p_{s(x)}(t)V_{n-1}(t)dt\}$ (3)
$V_{1}(s)=0 \leq x\leq K\max\{-c(x)+\int_{0}^{\infty}p_{s(x)}(t)u(t)dt\}$
$s(x)$ \sim $x$
7 $V_{n}(s)$ $s$ $s<s’$ $V_{n}(s)\geq$
$V_{n}(s’)$
1 $n$ $s$ $x_{n}^{*}(s)$
$s\leq s’$ $x_{n}^{*}(s)\leq x_{n}^{*}(s’)$ .
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2 $n$ $s$ $x_{n}^{*}(s)$





$V_{n}(s)$ $=$ $\max_{0\leq x\leq K}\{-c(x)+\int_{0}^{\infty}p_{\epsilon(x)}(t)V_{n-1}(t)dt\}$
$V_{n-1}(s)$ $=$ $0 \leq x\leq K\max\{-c(x)+\int_{0}^{\infty}p_{\epsilon(x)}(t)V_{n-2}(t)dt\}$
$V_{n}(s)\leq V_{n-1}(s)$ $s$ $V_{\mathfrak{n}-1}(8)\geq$
$V_{n-2}(s)$ $V_{n}(s)\geq V_{n-1}(s)$ $n=1$
$V_{n}(s)$ $n$ $n=1$
$V_{1}(s)=_{0} \max_{<x\leq K}\{-c(x)+\int_{0}^{\infty}p_{s(x)}(t)u(t)dt\}$ $V_{0}(s)=u(s)$
$V_{1}(s)\geq V_{0}(s)$ $V_{n}(s)$ $n$ $V_{1}(s)\leq V_{0}(s)$
$V_{n}(s)$ $n$
$u(s)$ \sim \sim
$x$ $S_{\epsilon(x)}$ $E[S_{\epsilon(0)}]\geq s$
(Jensen) $\int_{0}^{\infty}p_{s}(t)u(t)dt\geq u(s)$
$V_{1}(s) \geq-c(0)+\int_{0}^{\infty}p_{\iota(0)}(t)u(t)dt=\int_{0}^{\infty}p_{\epsilon}(t)u(t)dt\geq u(s)=V_{0}(s)$
$V_{1}(s)\geq V_{0}(s)$ $V_{n}(s)$ $n$
74
44.1
$[0, \infty$) $(p_{s}(t))_{s,t\in[0,\infty)}$ $p_{\epsilon}=$
$(p_{s}(t))_{t\in[0,\infty)}$ $[0, \infty$ ) $s\in[0, \infty$ )
$[0, \infty$) $\mu$
$S$
$S= \{\mu=(\mu(s))_{\epsilon\in[0,\infty)}|\int_{0}^{1}\mu(s)ds=1,\mu(s)\geq 0(s\in[0, \infty))\}$
$S$ 2 $[0, \infty$)
2 $\mu,$ $\nu$ $\mu(s’)\nu(s)\leq\mu(8)\nu(s’)$ $s,$ $s’(s\leq s’,$ $s,$ $s’\in$
$[0, \infty))$ 1 $s$ $s’$ $\mu(s’)\nu(s)<$
$\mu(s)\nu(s’)$ $\mu$ $\nu$ $\mu\succ\nu$
total positive of order $two$ $TP_{2}$
$p_{\epsilon}=(p_{f}(u))$ $p_{\epsilon’}=(p_{s’}(u))$ $P$ 2
$s,$ $s’$ $(s\leq s’, s, s‘ \in[0, \infty))$ $p_{s’}\succeq P_{\delta}$
Nakai [7] 2 3 8
8 $\mu\succeq\nu$ $(\mu, \nu\in S)$ $x$ $h(x)$
$\int_{0}^{\infty}h(x)dF_{\mu}(x)\geq\int_{0}^{\infty}h(x)dF_{\nu}(x)$






$(y)$ $(s\in[0, \infty))$ Nakai
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[7] (Nakai [4, 5, 6] )
$(p_{s(x))}(t))_{0\leq s\leq 1}$
$TP_{2}$
3 $\{Y_{s}\}_{s\in[0,\infty)}$ $S\leq s’$ $Y_{s’}\succeq Y_{\epsilon}$ $(s, s’\in[0, \infty))$
; $Y_{\epsilon}$ $s$
3 $Y_{\epsilon}\succeq Y_{s’}$ $x<y$ $s\leq s’$ $s$ $s’$











6 $s\in[0, \infty$) $x\in\Re_{+}$ $h(x)=(h(x, s))_{\epsilon\in[0,\infty)}$
$s’$ $s$ ( $s\leq s’$ $s,$ $s’\in[0,$ $\infty$)) $x<y$ $h(y)\succeq h(x)$
$(h(x)\succeq h(y))$ $h(x, s’)h(y, s)\leq h(x, s)h(y, s’)(h(x, s’)h(y, s)\geq$
$h(x, s)h(y, s’))$ $h(x, s)$ $x$ ( )
$\{Y_{\epsilon}\}_{\epsilon\in[0,\infty)}$ $\{f_{s}(y)|s\in[0, \infty)\}$ 3
$f(y)=(f_{s}(y))_{\epsilon\in[0,\infty)}$ $f(x)\succeq f(y)$ 8 $s’(s\leq s’$
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9 $\mu\succ\nu$ $y$ $\mu(y)\succ\nu(y)$ –\mbox{\boldmath $\mu$}(y)\succ --\mbox{\boldmath $\nu$}(y)
$\mu$ $\mu(y)$ $\overline{\mu(y)}$ $y$















10 $S$ $\mu$ gmdually condition
$x>y$ $\mu_{x}\succeq\mu_{y}$ $\mu_{x}=(\mu_{\epsilon(x)})$
11 $S$ $\mu$ $\nu$ gmdually condition
$\mu\succeq\nu$ $x(\geq 0)$ $\mu_{x}\succeq\nu_{x}$
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$\overline{\mu}(t)=\int_{0}^{\infty}\mu(s)p_{s}(t)ds$
4 $s<s’,$ $t\leq t’$ $u<v$ s, $s’,$ $t,$ $t’,$ $u,$ $v$
$p_{u}(s)p_{v}(t’)-p_{u}(t)p_{v}(s’)\geq p_{v}(s)p_{u}(t’)-p_{v}(t)p_{u}(s’)$
$|\begin{array}{ll}p_{u}(e) p_{u}(t)p_{v}(s) p_{v}(d)\end{array}|\geq|\begin{array}{ll}p_{v}(s) p_{v}(t)p_{u}(s) p_{u}(t)\end{array}|$

















14 $S$ $\mu$ gmmdually condition
$\mu\overline{(x}$) gradually condition
15 $S$ $\mu$ $\nu$ ‘ gmmdually condition
$\mu\succeq\nu$ $x(\geq 0)$ $\dot{\mu}\overline{(x}$) $\succeq\nu\overline{(x}$)
6 $x$ $(p_{s(x))}(t))0\leq s\leq 1$ $TP_{2}$











$\tilde{V}_{n}(\mu|y)$ $=$ $\max_{x\geq 0}\{-c(x)+\tilde{V}_{n-1}(\mu(\overline{y)(}x))\}$ (6)









3 $S$ $\mu$ $\nu$ gmdually condition
$\mu\succeq\nu$ $\tilde{V}_{n}(\mu)\geq\tilde{V}_{n}(\nu)$ .
$\mu\succ\nu$ 9 $y$ $\mu(y)\succ\nu(y)$
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