ABSTRACT
general iterative scheme is also discussed. The The Chapman-Kolmogorov Equations: p±j = prob{xn+1 = j | xn = i } is a single-step transition probability. Now it would be appropriate to find an expression for a multiple-step transition probability. In matrix notation, we have P(n) = p(1)p(n_1) .
In particular, P(n) = P(1)P(n " 1) = Pn .
Definition: A state is said to be recurrent if the probability that it will occur again is l.If the probability that a state will not happen again is positive, then the state is said to be transient. Now let f!"' denote the probability that the first return to state j occurs n steps after leaving it. Hence, fb'= Prob { Xn = j, Xn_2 # j, ...,X1 # j | Xo = j}, for n =1,2...
Recursively, Ej"' = P{" 11, n s= b Also let be the ■ JTl probability that the system returns to state j at some 00 time, so thatf^^ f^1 . When fjjis equal to 1 then state j is recurrent. In other words, eventually the system will definitely return to state j.
Otherwise, the state is said to be transient. 
Jk-1) The Gauss Seidel's method is similar to the Jacobi's method. The difference is that the iteration matrix of the method of Gauss Seidel is (D -L)_1U. This is equivalent to using x^k+1) , where i < j, to compute Xjk+1) . A ( x0 + z) = f .
Thus, Az = f -Ax0 .
Because <f-Ax, v > =0, it follows that <f-A(x0 + z), v > =0.
Hence, <r0 -Az, v > =0, and
WmT(r0 -AVmy) = 0 .
Assuming that w/AVm is nonsingular,we have: WmTr0 = y, and x = x0 + Vmy = x0 + [W>V F Wr a Tr0
The above is called Petrov-Galerkin approximation. Proof: We will prove only one direction.
Let x* be any vector in x0 + Km. Therefore,
By the orthogonality condition, the middle term in the above expression is zero. The last line of step 2 ensures that the q.j ' s are normalized. Now let us prove that Q is orthogonal. Note that in the above statement Vjv1was replaced by eT .
This can be easily seen by the following argument: Actually, this ratio in the first column is larger than its counterpart in the second column. Thus we expect the Jacobi method to converge faster than the power method.
Techniques such as preconditioning can be used to tackle the problem that arises when this ratio is close to one.
These techniques can be found in [1] .
