Based on a level-set description of a crack moving with a given velocity, the problem of shape perturbation of the crack is considered. Nonpenetration conditions are imposed between opposite crack surfaces which result in a constrained minimization problem describing equilibrium of a solid with the crack. We suggest a minimax formulation of the state problem thus allowing curvilinear (nonplanar) cracks for the consideration. Utilizing primal-dual methods of shape sensitivity analysis we obtain the general formula for a shape derivative of the potential energy, which describes an energy-release rate for the curvilinear cracks. The conditions sufficient to rewrite it in the form of a path-independent integral (J-integral) are derived.
Introduction
Problems on cracks and their evolutions have the important application to engineering and mechanical sciences, see Stavroulakis (2001) . In fracture mechanics, there are adopted various measures to give an appropriate description of the crack propagation, for its account see Cherepanov (1979) , Morozov (1984) , Argatov & Nazarov (2002) and Obrezanova et al. (2002) . The fracture criterion of Griffith is widely used here, which involves an energy-release rate at the end-points of a crack. In the particular case of a rectilinear crack in an isotropic solid in plane deformation, this can be expressed by a pathindependent contour integral surrounding the crack tip by the well-known Cherepanov-Rice formula. In general case, it was observed that the energy-release rate implies a shape derivative of the potential energy in direction of a velocity vector field given a priori.
Recently, there were applied methods of the shape sensitivity analysis of cracks to obtain a formula for the shape derivative in a series of works, Khludnev & Sokolowski (1999) , Khludnev & Kovtunenko (2000) , Khludnev et al. (2002) , Kovtunenko (2002 Kovtunenko ( , 2003 , etc. The idea behind this approach is due to the specific class of cost functionals describing potential energies. To derive the shape differentiability of the potential energy functional it is not necessary to employ the shape sensitivity of a solution of the respective crack problem. Otherwise, to obtain the so-called material (directional) derivatives of the solution with respect to the crack perturbation, one needs a polyhedric property of the tangent sets in a topology class of singular domains with cracks. If this property holds true, the sensitivity technique developed in Sokolowski & Zolesio (1992) will provide the required differentiability of metric projections onto positive cones. Another specialty of the approach suggested in Khludnev & Sokolowski (1999) and Khludnev & Kovtunenko (2000) concerns nonpenetration conditions imposed between opposite crack surfaces. In comparison with classic linear conditions of the stress-free faces, the nonpenetration setting of the crack problem results in a constrained variational problem. Here appears also the difference when the shape sensitivity analysis is applied. For constrained crack problems with nonpenetration conditions, our consideration was restricted only to rectilinear (planar) cracks. This fact is due to pure primal methods of the shape sensitivity analysis which were utilized. In the present paper, we involve the primal-dual methods thus allowing us to obtain the shape derivative for curvilinear (nonplanar) cracks, too.
To clarify the matter, let us formulate the shape perturbation problem in a general form. For a fixed increment s 0 of a (shape) parameter, the perturbed state problem can be expressed as a constrained minimization with respect to the primal variable u s ∈ K s : 
To expand (1.1) as s → 0 one needs an invertible map Ψ with one-to-one correspondence property related to the reference state of the system as s = 0, namely
Accounting (1.2) relations (1.4) require the identity
In the case of nonpenetration conditions B s implies the normal vector at the crack, hence (1.5) is satisfied for constant normal vectors to planar cracks. To avoid condition (1.5) we utilize primal-dual methods. We suggest a minimax formulation of the state problem (1.1) in the form:
where 
Thus, the primal constraint B s v 0 accounted in (1.2) can be omitted by setting (1.6) which replace it with the dual constraint in (1.7). Now (1.7) does not involve the operator B s . By constructing the one-to-one mapping Ψ such that
instead of (1.4), we expand (1.6) as s → 0 and then calculate the (shape) derivative (1.3) from the equivalent representation
Of course, in comparison with (1.3) formula (1.10) employs additionally an expansion with respect to the Lagrange multiplier. This feature makes the principal difference of the constrained problems from the crack problems in linear setting with λ s = 0 (s 0). Note that for crack problems, λ s implies a constrained component of the stress vector which describes the contact force at the crack. The integral formula representing an energy-release rate in (1.10) (respectively, (1.3)) describes the linear models, too, which are included here as the particular case λ s = 0.
For the numerical treatment of curved and nonplanar cracks by mesh-free and level-set methods we refer to the works by Gravouil et al. (2002) and Stazi et al. (2003) .
Kinematic description of cracks by level sets
First, we give an appropriate description of a geometric variable, here it is the crack shape, which is a necessary ingredient for shape sensitivity analysis later. We describe a crack Γ t as a zero-level set of a 'nonnegative' distance function ρ(t) in dependence of the time parameter t in a global way, i.e. for an arbitrary t on a fixed interval [0, T ] with T < ∞. This formulation is determined by a chosen velocity vector field V (t) and an initial crack Γ 0 at t = 0. The generalized method of characteristics provides us with an equivalent description of Γ t and Γ 0 by means of a one-to-one coordinate transformation Φ(t) and its inverse Φ −1 (t), mapping them to each other.
For a bounded domain Ω in R N , where N = 2, 3, let Γ 0 denote a fixed initial crack inside Ω as a Lipschitz (N − 1)-dimensional manifold. We suppose a fixed T > 0 such that a velocity vector field V (t) is supported strictly inside Ω for all t ∈ [0, T ] and
with the spatial variable y = (y 1 , . . . , y N ) ∈ R N . There are used the convention that the subscript ',' means the partial derivative with respect to a variable following after, and the notation
First, we describe the initial crack Γ 0 ⊂ Ω as level set
with a nonnegative level-set function
3)
It can be chosen, e.g. as the isotropic distance: ρ 0 (x) = min |x −x|, for allx ∈ Γ 0 , which is uniformly Lipschitz continuous. We define a (moving) crack Γ t ⊂ Ω at 'time' t ∈ [0, T ] similarly as level set
A nonnegative level-set function can be taken as the generalized solution
to the Cauchy problem for the transport equation
with the velocity field (2.1) and the initial data (2.3). Existence and uniqueness of such solutions (2.5) are provided by the fact that ρ = ρ 0 along characteristics of (2.6), see Kovtunenko et al. (2004) . The inclusion Γ t ⊂ Ω is guaranteed by the compactness of V (t) in Ω due to the local structure of solution to (2.6). The method of characteristics used to the transport equation employs a flow map Φ(t, x) related to the ordinary differential equation
In view of the smoothness of V assumed in (2.1), the global Cauchy theorem guarantees the unique classical solution to (2.7) with the regularity:
This map is uniquely invertible (Delfour & Zolesio, 2001 , Theorem 4.1, Chapter 7). Then, we can construct its inverse again as the generalized solution
to the system of transport equations
Differentiating with respect to y the identity 12) and due to (2.8), (2.9), by the Rademacher theorem we observe the additional spatial regularity
Now, we consider the transformation of coordinates: 14) applied to the cracks Γ 0 and Γ t . It follows the exact representation of the solution to (2.6):
The one-to-one correspondence property of (2.14) and (2.15) provides the equivalent expression of level sets in (2.2) and (2.4) via coordinate transformations:
The spatial regularity assumed for the velocity field in (2.1) leads to the corresponding additional smoothness in (2.8) and (2.13). It ensures a uniform C 1,1 -regularity of a crack and related Lipschitz continuity of the normal at the crack, which is required for the dual variable in a minimax formulation later.
In fact, let Γ 0 be the manifold of uniform C 1,1 -class in R N possessing a smooth closed extension Σ in Ω. We suppose Σ splitting Ω into two sub-domains Ω + and Ω − . Take a neighborhood O of Σ inside Ω and O + = O ∩ Ω + . According to (Delfour & Zolesio, 2001 , Theorems 4.1-4.2, Chapter 2) there exist the neighborhood O + and the level-set function ρ 0 in (2.2) such that
We construct the level-set function ρ according to (2.15). Due to (2.9) and (2.13), inclusion (2.17) implies that
hence Γ t is of the uniform C 1,1 -class, too.
denote the unit normal vectors chosen at Γ 0 and Γ t , respectively. According to (Sokolowski & Zolesio, 1992 , Proposition 2.48), for the transformation (2.14) the following representation holds:
where we use the notation
From (2.17) and (2.18) it follows that ν 0 and ν t are uniformly Lipschitz continuous:
Note that ∇ρ/|∇ρ| can be viewed as an extension of ν t from Γ t into R N .
For an analytically given family of cracks Γ t with t ∈ [0, T ], the level-set formalism allows us also to construct a velocity vector field V (t) related to the crack. In fact, determining the level-set function ρ which describes Γ t , we can treat (2.6) as an algebraic equation for unknown V . In such a way, we get analytic velocities in examples presented below, see Kovtunenko et al. (2004) . EXAMPLE 2.1 Curvilinear cracks in R 2 . For given ψ ∈ C 2 (R), ψ ∈ W 1,∞ (R) and a, b ∈ C 1 ([0, ∞)) with a < b, consider a family of curvilinear cracks defined as
as it is illustrated in Fig. 1(a) . We assume a and b such that Γ t remains located inside a bounded domain Ω ⊂ R 2 for all 0 t T with T > 0. The crack Γ t can be described as level set (2.4) for ρ satisfying the transport equation (2.6) with the velocity vector field 22) which is composed with the help of cut-off functions at crack tips. More precisely, we suppose that the cut-off function
is supported in a neighborhood B a 0 ⊂ Ω with χ a = 1 in B a 1 such that (a(t), ψ(a(t))) ∈ B a 1 ⊂ B a 0 . These neighborhoods may depend on t or not. Similarly, the cut-off function is supported in a neighborhood
0 . The supports of χ a and χ b must not intersect each other. Locally, the level-set function ρ satisfying (2.6) with V from (2.22) can be taken, e.g. as the anisotropic distance:
Globally, we cannot construct analytically the solutions to (2.6) and (2.7) or (2.10) due to the presence of the cut-off functions. Fig. 1(b) . This crack can be described by the velocity:
EXAMPLE 2.2 Nonplanar cracks with curvilinear fronts in
The cut-off functions:
are supported as before in separated neighborhood B a 1 ⊂ B a 0 ⊂ Ω and B b 1 ⊂ B b 0 ⊂ Ω of the moving fronts γ a t and γ b t of the crack Γ t , which are assumed to be disconnected:
The level-set function can be constructed locally again as
For the geometrical construction of movements of a connected crack front for nonplanar cracks in R 3 see Kovtunenko (2002) .
Minimax formulation of constrained crack problems with nonpenetration conditions
The problem of equilibrium of an elastic solid occupying the domain with crack Ω t = Ω\Γ t is considered, subject to nonpenetration conditions which prevent a mutual interpenetration between the opposite crack surfaces. Using the Lagrange multiplier arguments, we give an equivalent minimax formulation of the constrained problem with the crack Γ t .
For a displacement vector u = (u 1 , . . . , u N ) (y), we suppose the linear strain tensor
and the symmetric stress tensor
The summation convention over repeated indices is used. The elasticity coefficients are assumed to be symmetric and elliptic as it is usually adopted in the linear elasticity, and satisfying the smoothness requirement c i jkl
Let Ω ⊂ R N have the Lipschitz boundary ∂Ω = Γ N ∪ Γ D with the outward normal vector n = (n 1 , . . . , n N ) , and Γ D = ∅. We assume a clamping condition at Γ D . The normal vector ν t at Γ t distinguishes the opposite crack surface Γ + t and Γ − t . We suppose a nonpenetration between them, which is expressed by the inequality condition (see Khludnev & Kovtunenko, 2000) :
. For a given surface traction g = (g 1 , . . . , g N ) at Γ N and zeroth volume load, the equilibrium of the solid with crack is described by the following nonlinear boundary value problem:
(3.4a)
For the sake of simplicity, we used the notation of normal and tangential stress vectors at Γ t according to the decomposition:
with the tangential vector
Now, we give a variational formulation to (3.4). Accounting the homogeneous Dirichlet condition (3.4b) the displacement vector can be defined as an element of the Sobolev space
Let the surface traction be given by a vector function g ∈ L 2 (Γ N ) N . The potential energy of the solid with crack is expressed by a quadratic functional in H (Ω t ):
For the cone of admissible displacements
the equilibrium problem (3.4) is equivalent to the constrained minimization of (3.6) with respect to the primal variable u:
If the Korn inequality is satisfied:
then there exists a unique solution u t ∈ K (Ω t ) to (3.7). In view of the regularity of the normal vector ν t presented in (2.20), we can characterize the solution to (3.7) at Γ t via dual elements:
and hence to fulfill relations (3.4e) in the dual sense. There H 1/2 00 (Γ t ) is the space of functions from H 1/2 (Γ t ) which admit a continuation by zero onto the smooth closed extension Σ in Ω t , and H 1/2 00 (Γ t ) is its dual space.
The fact presented in (3.9) allows us to employ Lagrange arguments following next. We define the dual cone
where ·, · Γ t denotes the pairing between H 1/2 00 (Γ t ) and H 1/2 00 (Γ t ). It can be verified that the pair (u t , λ t ) ∈ H (Ω t ) × M(Γ t ) with the primal variable u t ∈ K (Ω t ) being the solution to (3.7) and the dual variable
is the unique solution to an equivalent problem in the primal-dual form: (3.12) then (3.11) is the optimality system for the constrained minimax problem
Note that due to (3.11b), from (3.12) we have evidently the identity
(3.14)
In comparison to the pure primal setting (3.7) of the crack problem, the advantage of the minimax formulation consists in the fact that we neglect the constraint on primal variable in K (Ω t ), which involves the normal vector ν t as a coefficient, by means of the dual constraint on the Lagrange multiplier in M(Γ t ) without coefficients. This matter allows us to extend methods of the shape sensitivity analysis to a wide class of constraints involving nonidentity operators B s in (1.2). For numerical treatment of such problems see Hintermüller et al. (2004) .
Shape differentiability of the constrained crack problem
Let us define from (3.6) and (3.7) a reduced functional of the potential energy in dependence of the crack
Our aim is to find the shape derivative of P in direction V :
In view of (3.14), for this purpose, it is sufficient to investigate the shape differentiability of the Lagrangian instead of (4.1). Fix t 0. For the increment s, we consider the state of the system at t + s as a perturbation of the problem formulated in Section 3 and expand it as s → 0. For this reason, we utilize the results of Section 2. By setting
and using (2.14), from (2.16) we get the one-to-one coordinate transformation:
The functions in (4.3) satisfy relations similar to (2.7) and (2.10):
By (4.3) and (4.5a) we can decompose Ψ with respect to s as follows:
Hence, (4.6) leads to expansions of the functional matrices and Jacobian of transformation (4.4) in Ω:
with the identity operator I . Transformation (4.4) applied to the crack Γ t as the boundary of Ω + implies the Jacobian (Sokolowski & Zolesio, 1992 , Proposition 2.47):
Due to (4.7) a decomposition of (4.8) with respect to s is derived as
Thus, ω is strictly positive for small s. For further consideration, we need also an expansion of the transformed normal vector ν t+s • Ψ . Using (2.12) from (2.19) we obtain that 10) and again due to (4.7), from (4.10) we arrive at the asymptotic formula
For the elasticity coefficients, the standard Taylor expansion and (4.6) yield
Consider the perturbed minimax problem
First, we map (4.13) onto the reference domain Ω t . For this reason, one needs a one-to-one correspondence between the involved functional sets, i.e.
Transformations of λ and µ in (4.14) are defined in the dual sense: 15) with the Jacobian ω from (4.8). In our case, (4.14) is provided by the one-to-one coordinate transformation (4.4) with the Lipschitz continuous functions Ψ and Ψ −1 . Due to v ,z = (v • Ψ ) ,y Ψ −1 ,y for v ∈ H (Ω t+s ), we can transport the differential operators in (3.1) and (3.2) with the help of (4.4) and arrive at the generalized strain tensor 16) for u ∈ H (Ω t ). Note that from (4.7) it admits a decomposition of (4.16) as s → 0 as follows:
Thus, using (3.6), (3.12), (4.15) and (4.16) gets transformation of the Lagrangian for
where
it is easy to deduce from (4.13) and (4.18) that 20) and the related optimality conditions hold:
Our next aim is to evaluate the minimax problem (4.20) with respect to s. Accounting expansions (4.7), (4.9), (4.11), (4.12) and (4.17) we get the decomposition of L s as
In view of (4.22), the substitution of u = 0 into (4.20) yields
and hence for small s it provides the uniform estimation of u t+s • Ψ in the H 1 (Ω t )-vector norm due to the Korn inequality (3.8). Then from (4.21a), we can estimate λ t+s • Ψ in the H 1/2 00 (Γ t ) -norm and we arrive at
Therefore, there exists a subsequence of the solutions such that as s → 0:
Since the quadratic functional Π is weakly lower semi-continuous, in view of (4.20), (4.22), (4.24) and (4.25) we have for arbitrary u ∈ H (Ω t ):
Thus, obtaining (3.13) implies (ū,λ) = (u t , λ t ).
Substituting u = u t into (4.20), using (4.22), (4.24) and the weak convergence (u t+s •Ψ, λ t+s •Ψ ) → (u t , λ t ) it follows the estimate
and, consequently, due to (3.8) this implies the strong convergence of u t+s • Ψ to u t as s → 0. The subtraction of (3.11a) from (4.21a):
provides then the strong convergence of λ t+s • Ψ to λ t . Thus, we derive that For comparison, the crack problem in a classical formulation is linear and implies
instead of the nonpenetration conditions (3.4e). We have then the boundary term over the crack Γ t in (4.33) equal to zero. This fact makes a principal difference of the constrained crack problem (3.4) in comparison with linear crack problems assuming the stress-free crack surfaces. On the other hand, if the jump of the tangential components [[(u t ) τ t ]] is equal to zero on the support of V at Γ t , then the boundary term I 1 in (4.33) is zeroth, too. The case I 1 = 0 is realized also for constant ν t and velocities V such that (ν t ) V = 0, which describe tangential perturbations of rectilinear and planar cracks investigated in the previous works.
The shape derivative and path-independent integrals of energy
We relate the shape derivative obtained in Section 4 to invariants of energy in the form of path-independent contour integrals (or J-integrals) as it is adopted in the literature on mechanics of cracks, see Knowles & Sternberg (1972) , Budiansky & Rice (1973) , Nazarov & Polyakova (1995) and Kovtunenko (2003) .
For the sake of simplicity there we assume the constant elasticity coefficients c i jkl . In fracture mechanics, time-evolution problems on a crack propagation suppose that the previous in time shape of the crack is preserved. Accounting this interest, we consider the velocity vector V tangential to the crack, i.e.
Following the examples of Section 2, we suppose the velocity field of the form
This structure involves a standard cut-off function χ and a vector Λ which can be seen as an extension of V onto R N (or, conversely, say V is a restriction of Λ into B 0 ⊂ R N ). Since regularity of the solution to the crack problem (3.4) is connected with the geometrical singularity of boundary (crack tip, crack front), we assume it to be located inside B 1 thus allowing outside an additional smoothness of u t , namely
Property (5.3) can be derived in a standard way with the help of shift technique for smooth data possessing an additional spatial C 2,1 -regularity, see Khludnev & Kovtunenko (2000) . Applying these assumptions we rewrite the shape derivative. Due to (5.1) and (5.2) we have the following expression of (4.31):
We represent the domain integral in (4.29) as a sum of three integrals over Ω t \B 0 , (B 0 \B 1 ) ∩ Ω t and B 1 ∩ Ω t . These geometric constructions in R 2 are illustrated in Fig. 2 . Due to (5.2) the first integral is zero, and V = Λ in B 1 ∩ Ω t . In view of (5.3), we can integrate by the parts in (B 0 \B 1 ) ∩ Ω t . Let q = (q 1 , . . . , q N ) denote a unit normal vector at ∂ B 1 which is outward to B 1 . Hence, we obtain 
