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A decade ago brief summary of the field could be formulated as a discovery of strongly-coupled
Quark-Gluon-Plasma, sQGP, making a very good liquid with surprisingly small viscosity. Since
2010 we have LHC program, which added a lot to our understanding, and now there seems to be a
need to consolidate what we learned and formulate a list of issues to be studied next. Hydrodynam-
ical perturbations, leading to higher harmonics of angular correlations, are identified as long-lived
sound waves. Recently studied reactions involving sounds include phonon decays into two (“loop
viscosity”), phonon+magnetic field into photons/dileptons (sono-magneto-luminescence), and two
phonons into a gravity wave, a penetrating probe of the Big Bang. The mainstream issues in the
field now include a quest to study transition between pp, pA and heavy ion AA collisions, with an
aim to locate ”the smallest drops” of the sQGP displaying collective/hydrodynamics behavior. The
issues related to out-of-equilibrium stage of the collisions, and mechanisms of the equilibration, in
weak and strong coupling, are also hotly debated.
I. A WIDER PICTURE
Before we immense ourselves in recent discoveries and
puzzles of heavy ion physics itself, one perhaps should
look in a wider field of ”strong interaction physics”. Its
definitions have many different meanings, ranging from a
narrow one, (i) hadronic and nuclear physics phenomena
based on its fundamental theory, QCD; to much wider
one (ii) aiming at understanding of all gauge theories,
including QCD-like and supersymmetric ones, and even
including dualities of those to string/gravity theories. We
will keep mostly to the former end, with only some sec-
tions venturing to the latter definition.
QCD-like theories at finite temperature and density
has a number of regimes and phases. Due to asymp-
totic freedom, the simplest of them to understand is the
high T (or µ or both) limit, known as weakly coupled
Quark-Gluon Plasma (wQGP). Well developed tools of
the manybody theory – perturbative diagrams and their
re-summations – were used to show its main features, the
electric screening and formation of finite-mass quasipar-
ticles. This is where the name “plasma” came from [1].
For early reviews on high-T QCD see [2, 3].
Prior to RHIC era, it was generally assumed that
wQGP regime extends down to the phase transition re-
gion, T > Tc. Lattice-based thermodynamic quantities
showed relatively small ( 20% or less) deviation from
those for non-interacting quarks and gluons. Many if not
most theorist were skeptical, thinking that RHIC pro-
gram aimed at “production of new form of matter” would
basically fail. Perturbative equilibration estimates indi-
cated unrealistically long time. Models predicted “fire-
work of minijets” rather than collective effects.
Yet strong hydrodynamical flows were observed at
RHIC from the first months, supplemented by strong jet
quenching. All of that was later confirmed at the LHC,
which provided even much more accurate data on many
details. For example, as we will discuss below, there are
unmistakable signs that the excitation modes of the mat-
ter produces is basically the sound modes. The system-
atics of those lead to viscosity value which is remarkably
small, more than an order of magnitude smaller than
that predicted originally by the perturbative theory. So,
the window in which matter produced at RHIC/LHC is,
Tc < T < 2Tc, was renamed into a “strongly coupled
QGP”, sQGP for short.
So, which physical phenomena take place there and
why? What exactly happens as T decreases from the
wQCD to sQGP domain? The growing coupling induces
two different kinds of phenomena.
(i) One preserves the basic picture of quark and gluon
quasiparticles and plasma-related phenomena, with grad-
ual change of parameters consistent with smooth logarith-
mic running g2 ∼ 1/log(T/Λ). While in the wQCD do-
main the electric screening (Debye) mass are small com-
pared to their energy, ME/T = O(g)  1, in sQGP do-
main one learned from lattice simulations that those are
not small, ME/T = 2 − 3 > 1 . So, while expansions in
such ratio used in the wQGP in this domain are invalid,
perhaps an extrapolation using the running coupling may
still hold, at least qualitatively. Similar arguments were
put forward for the quasiparticle masses, thermodynam-
ical and kinetic quantities as well, with variable rate of
success depending on the quantity under consideration.
(ii) Moreover, there are other type of phenomena,
which depend on the coupling exponentially, leading to
much stronger power dependences on the temperature
exp
(
− const
g2(T )
)
∼ (Λ
T
)power (1)
Those come from gauge field configurations – semiclas-
sical solitons – which are qualitatively distinct from
perturbative quarks and gluons. One such example is
the (Euclidean 4-dimensional) topological solitons called
instantons. Their physics is tunneling through certain
barriers into “valleys” of topologically distinct gauge
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2field configurations. Perturbative theory , an expansion
around zero fields, knows little about existence of such
valleys. (Except in a very subtle way, via divergences of
its series.There is recent progress in this direction, known
as a resurgence theory, which however still focuses on
quantum mechanical and low-dimensional scalar theories
rather than gauge theories. See for recent update in the
talks at [7] .)
Discussion of the instanton theory will take us too far
from our main direction, so I only mention its two ma-
jor breakthroughs. In 1980-1990’s it has been shown
how instantons break the chiral symmetries, the UA(1)
explicitly and SU(Nf ) spontaneously, via collectiviza-
tion of fermionic zero modes, for a review see [5]. Re-
cently it morphed into plasma made of instanton con-
stituents, Lee-Li-Kraan-van Baal (LLKvB) instanton-
dyons, or instanton-monopoles. It has been shown that
those, if dense enough, can naturally enforce both con-
finement and chiral symmetry breaking. For recent dis-
cussion see talks at [6].
Another – still very puzzling – set of effects, predicted
by the Operator Product Expansion (OPE), are related
with “higher twist effects” and VEVs of various operators
appearing in the QCD sum rule framework. The so called
renormalons are supposed to induce effects with various
integer powers of the scale , e.g. T . In the gauge theory
we still do not know which solitons, if any, are related to
them, but in simpler theories there was recent progress:
see again [7].
An extremely important notion of the theory is that
of electric-magnetic duality . Asymptotically free gauge
theories, QCD-like or supersymmetric ones, have weak
“electric” coupling in the UV, but in the IR they gener-
ically flow to strong coupling. “Magnetic” objects, such
as color-magnetic monopoles, are expected to become
lighter and more numerous along this process. The key
observation I tirelessly emphasize is the good old Dirac
condition. If one wants simultaneously describe objects
with electric and magnetic charges (e and g in his old
notations/normalization) singularities of the gauge po-
tential of the form of the Dirac strings are unavoidable.
The requirement that should be pure gauge artifacts and
thus invisible leads to
2eg
~c
= 1 (2)
(or in general an integer in the r.h.s.). Thus e and g
must run in unison, in the opposite directions. Thus one
expects in the infrared limit of gauge theories to find
the so called dual description based on magnetic degrees
of freedom, which are light and weakly coupled. The
question is whether one can construct a Lagrangian of
this dual theory, and also if/when one can/needs to use
it.
(One great example of the kind is provided by cel-
ebrated N=2 supersymmetric Seiberg-Witten theory:
near certain special points of the Higgs VEV the
monopoles are nearly massless and weakly interacting:
(ii) the ratio of magnetic-to-electric coupling g/e. The
main issues discussed are how the transport properties
(in particular the shear viscosity) of the plasma depend
on them. More specifically, the issue is whether admix-
ture of weaker-coupled MQPs increases or decreases it.
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FIG. 1. (color online) A schematic phase diagram on a
(“compactified”) plane of temperature and baryonic chemical
potential T − µ. The (blue) shaded region shows “magneti-
cally dominated” region g < e, which includes the e-confined
hadronic phase as well as “postconfined” part of the QGP
domain. Light region includes “electrically dominated” part
of QGP and also color superconductivity (CS) region, which
has e-charged diquark condensates and therefore obviously
m-confined. The dashed line called “e=g line” is the line of
electric-magnetic equilibrium. The solid lines indicate true
phase transitions, while the dash-dotted line is a deconfine-
ment cross-over line.
A. Strongly coupled Quark-Gluon plasma in heavy
ion collisions
A realization [3,4] that QGP at RHIC is not a weakly
coupled gas but rather a strongly coupled liquid has led
to a paradigm shift in the field. It was extensively de-
bated at the “discovery” BNL workshop in 2004 [5] (at
which the abbreviation sQGP was established) and mul-
tiple other meetings since.
Collective flows, related with explosive behavior of hot
matter, were observed at RHIC and studied in detail: the
conclusion is that they are reproduced by the ideal hydro-
dynamics remarkably well. Indeed, although these flows
affect different secondaries differently, yet their spectra
are in quantitative agreement with the data for all of
them, from π to Ω−. At non-zero impact parameter
the original excited system is deformed in the transverse
plane, creating the so called elliptic flow described by
v2(s, p t,Mi, y, b, A) =< cos(2φ) > (3)
where φ is the azimuthal angle and the others stand
for the collision energy, transverse momentum, particle
mass, rapidity, centrality and system size. Hydrodynam-
ics explains all of those dependence, for about 99% of the
particles3.
Naturally, theorists want to understand the nature of
this behavior by looking at other fields of physics which
have prior experiences with liquid-like plasmas. One of
them is related with the so called AdS/CFT correspon-
dence between strongly coupled N=4 supersymmetric
Yang-Mills theory (a relative of QCD) to weakly coupled
string theory in Anti-de-Sitter space (AdS) in classical
SUGRA regime. We will not discuss it in this work: for
a recent brief summary of the results and references see
e.g. [6].
Zahed and one of us [4] argued that marginally bound
states create resonances which can strongly enhance
transport cross section. Similar phenomenon does hap-
pen for ultracold trapped atoms, due to Feshbach-type
resonances at which the binary scattering length a→∞,
which was indeed shown to lead to a near-perfect liquid.
van Hees, Greco and Rapp [7] studied q¯c resonances, and
found enhancement of charm stopping.
Combining lattice data on quasiparticle masses and in-
terparticle potentials, one finds a lot of quark and gluon
bound states [8,9] which contribute to thermodynami-
cal quantities and help explain the “pressure puzzle” [8],
an apparent contradiction between heavy quasiparticles
near Tc and rather large pressure. The magnetic sec-
tor discussed in this paper provides another contribution,
that of MQPs (monopoles and dyons), which will help to
resolve the pressure puzzle.
A very interesting issue is related with counting4 of the
bound states of all quasiparticles. Here the central notion
is that of curves of marginal stability (CMS), which are
not thermodynamic singularities but lines indicating a
significant change of physics where a switch from one
language to another (like E⇀↽M ) is appropriate or even
mandatory.
Let us mention one example related with quite interest-
ing “metamorphosis” discussed in literature, in the con-
text of N=2 SUSY theories. The CMS in question is
related with the following reaction
gluon↔ monopole+ dyon (4)
in which the r.h.s. system is magnetically bound pair
(obviously with zero total magnetic charge). The curve
itself is defined by the equality of thresholds,
M(gluon) =M(dyon) +M(monopole) (5)
3The remaining ∼ 1% resigning at larger transverse mo-
menta pt > 2GeV are influenced by hard processes and jets.
4And prevention of the double counting.
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FIG. 1: A schematic phase diagram on a (compactified) plane
of temperature and baryonic chemical potential T − µ, from
[8]. The (blue) shaded region shows magneti- cally dominated
region g < e, which includes the e-confined hadronic phase as
well as postconfined part of the QGP domain. Light region
includes electrically dominated part of QGP and also color
superconductivity (CS) region, which has e-charged diquark
condensates and therefore obviously m-confined. The dashed
line called e=g line is the line of electric-magnetic equilibrium.
The solid lines indicate true phase transitions, while the dash-
dotted line is a deconfinement cross-over line.
the magnetic theory is then scalar QED. Its beta func-
tion, as expected, has the opposite sign to that of the
electric theory. Even greater example is N=4 theory: it
is electric-magnetic selfdual, so the beta function is equal
to minus itself and thus is identically zero.)
Returning to QCD, one can summarize the picture of
the so called “magnetic scenario” by a schematic plot
shown in Fig. 1, from [8]. At the top – the high T
domain – and at the right – the high density domain
– on finds weakly coupled or “electrically dominated”
regimes, or wQGP. On the contrary, near the origin of
the plot, in v cuum, the electric fields are, subdominant
nd confin d into the flux tub s. The vacuum is filled
by the magnetically charged condensate, known as “dual
superconductor”. The region in between (relevant for
matter produced at RHIC/LHC) is close to the “equi-
librium line”, marked by e = g on the plot. (People for
whom couplings are too abstract, can for example define
it by an equality of the electric and magnetic screening
masses.) In this region both electric and magnetic cou-
pling are equal and thus αelectric = αmagnetic = 1: so
neither the electric nor magnetic formulations of the the-
ory are simple.
Do we have any evidences for a presence or impor-
tance for heavy ion physics of “magnetic” objects? Here
are some arguments for that based on lattice studies and
phenomenology, more or less in historical order:
3(i) In the RHIC/LHC region Tc < T < 2Tc the VEV
of the Polyakov line < P > is substantially different from
1. Hidaka and Pisarski [9] argued that < P > must be
incorporated into density of thermal quarks and gluons,
and thus suppress their contributions. They called such
matter “semi-QGP” emphasizing that say half of their
degrees of freedom are actually operational.
And yet, the lattice data insist that the thermal energy
density remains close to the T 4 trend nearly all the way
to Tc. “Magnetic scenario” [8] may explain this puzzle
by introducing extra contributions of the magnetic quasi-
particles. (They are not subject to < P > suppression
because they lack the electric charge.)
(ii) Lattice monopoles so far defined are gauge depen-
dent. And yet, they were found to behave as physical
particles. Their motion definitely shows Bose-Einstein
condensation at T < Tc [10]. Their spatial correlation
functions are very much plasma-like. Even more striking
is the observation [11] revealing magnetic coupling which
grows with T . Moreover, it is indeed an inverse of the
asymptotic freedom curve.
(iii) Plasmas with electric and magnetic charges show
unusual transport properties [8]: Lorenz force enhances
collision rate and reduce viscosity. Quantum gluon-
monopole scattering leads to large transport cross section
[12], providing small viscosity in the range close to that
observed at RHIC/LHC.
(iv) high density of (non-condensed) monopoles near
Tc affect electric flux tubed, and perhaps explain [122]
lattice observations of high tension in the potential en-
ergy (not free energy) of the heavy-quark potentials . We
will discuss those in section X.
(v) Last but not least, high density of monopoles near
Tc seem to be directly relevant for jet quenching. This
issue- a very important part of heavy ion physics - we
will discuss in section XI.
(Completing this brief introduction to monopoles, it is
impossible not to mention the remaining unresolved is-
sues. Theories with adjoint scalar fields – such as e.g.
celebrated N=2 Seiberg-Witten theory – naturally have
particle-like monopole solutions. Yet in QCD-like theo-
ries without scalars it has to be dynamically generated,
not yet explained. So far lattice definitions of monopoles
are gauge-dependent. A good news is that most if not
all of monopole physics can be taken care of via the
instanton-dyons we mentioned above: in this case the
role of the adjoint “Higgs” is played by the time compo-
nent of the gauge potential A4. It is real on the Euclidean
lattice, but would get i in Minkowski continuation: so it
cannot be directly a “particle” in ordinary sense. )
Another famous duality is AdS/CFT gauge-string du-
ality [14], basically used at large number of colors as
a gauge-gravity duality. It directly relates equilibrated
QGP at strong coupling to a certain black hole solutions
in 5 dimensions, with the plasma temperature being its
Hawking temperature, and the QGP entropy being its
Bekenstein entropy. In section VII we will discuss re-
cent studies of out-of-equilibrium settings, in which black
hole is dynamically generated. Holographic models of
the AdS/QCD types also lead to new views on the QCD
strings, Reggeons and Pomerons: see section VIII C.
This brief introduction shows that heavy ion physics
did acquired a lot of outreach into many other areas of
physics.
II. THE MAIN ISSUES IN QCD AND HEAVY
ION PHYSICS
Like any other rapidly developing field, heavy ion
physics has has “growth problems”. Quark Matter con-
ferences (and their proceedings) provide regular snap-
shots of the field’s development. Yet those provide poor
service for young people or outsiders who want to un-
derstand what is going on. The talk time is always
severely limited, so naturally only the latest results are
reported. They are kaleidoscopic set of compressed an-
swers to questions which were never formulated, as there
is no time for that. Discussion session are becoming ex-
tremely short (or non-existing), and never recorded. Fur-
thermore, large conferences have multiple parallel ses-
sions, and it is hard to follow more than one subfield.
Traditionally the “second pillar” of any field consists
of books, reviews, lecture notes. Those formulate the
basic questions and the the lessons learned. They also
provide a list of “challenges”, the questions which need
to be answered next. With ongoing RHIC program and
the now maturing LHC heavy ion program, it is perhaps
time for a review. Looking through the talks at the latest
Quark Matter conferences, I feel a relative weakness of
the theory, compared to overwhelming amount of data
from RHIC and LHC. and decided it is time to do it.
This review certainly is not complete, many important
directions/achievements are not covered. Jet quenching
is nearly missing. Fluctuations in the gauge topology, re-
lated to chiral magnetic effect, are not discussed: it needs
to be developed further before some summary emerges.
It is a subjective overview of the field, focusing on big
picture, questions and trends rather than specific results.
(On a personal note: the first review I wrote [2], on
finite temperature QCD proclaiming a search for QGP as
a new goal for community, was written due to an advice
given to me by Evgeny Feinberg. Let me also mention
here Gerry Brown: long before I met him I benefited
from his vision, in founding Physics Reports devoted to
such reviews of subfields. The instanton review in RMP
of 1996 [5] is in fact my most cited paper. In 2004, when
the sQGP paradigm of “a perfect liquid” has been born,
many people wrote summary papers. My most extensive
version was the second part of my book [4].)
Let me start with few “super-questions” (and com-
ments on them), which are common to the whole strong
interaction physics, extending well beyond the bound-
aries of the heavy ion field.
I.Can one locate the “soft-to-hard” boundary,
4in whatever observables under consideration, where the
transition from weak to strong coupling regimes take
place?
II. Can one locate the ‘micro-to- macro” bound-
ary , where the transition from large mean-free-path
(ballistic) to small one (hydrodynamic) regimes happen?
In particular, where in the observable discussed one finds
a transition from effects due to single-parton distribu-
tions to those due to collective explosion?
III. Can we experimentally identify signals of
the QCD phase transition, in particularly locate the
”softest” and the QCD critical point?
Brief comments on them are:
(Ia) Since 1970’s the “golden” test of pQCD at large
momenta transfer was deep inelastic scattering (DIS), as
well as hard exclusive processes, e.g. the pion and nu-
cleon formfactors. Unlike jets in DIS, the latter have
colorless final state, they can in principle be accurately
measured, and thus promised to test the pQCD predic-
tions due to the specific lowest order diagrams. And yet,
to the highest Q2 ∼ 4GeV measured so far, neither of
them had been found to reach quantitative agreement
with the pQCD predictions, because even at such Q the
non-perturbative effects still dominate.
Closer to our field is the “mini-jet” issue. While the
identified jets have rather large momenta, say p⊥ >
20GeV or so, it is widely assumed that the parton de-
scription is good down to much smaller momenta. How
much smaller? Following DGLAP evolution toward small
Q2 all the way to ∼ 1GeV 2 one eventually reach a neg-
ative gluon density. Many other arguments tell us that
at this scale, 1GeV , pQCD cannot be used. At which
scale Qmin one has to stop is defined by the “higher
twist effects”, not yet studied quantitatively. Thus we
are still left with uncomfortably large gap, between 1
and 20 GeV .
(Ib) The elementary process fundamental for our field
is the pp scattering. Its total cross section and elastic
amplitude is described by the so called Pomeron phe-
nomenology. Elastic amplitude is function of the momen-
tum transfer t = −q2 and its Bessel-Fourier transform is
the so called profile function F (b) depending on the im-
pact parameter b. Small b is understood via perturbative
BFKL Pomeron, while large b via some string-exchange
models. In this case the experimental data actually do in-
dicate sharp transition between these regimes. Recently
an attempt to understand both regimes in a single model
has been quite successful, in the so called AdS/QCD
framework. Furthermore, it has been suggested that the
critical b is related to critical temperature Tc of the phase
transition in the gauge theory: we will discuss this in sec-
tion VIII C.
Ic. Proceeding from elastic to inelastic collisions, un-
der which conditions we should describe the initial snap-
shots of hadrons and nuclei in terms of perturbative par-
tons (quarks and gluons) or non-perturbative effective
objects (strings,constituent quarks, etc)? As we will dis-
cuss, hydro sound modes survive till freezeout, and thus
this make these initial snapshots visible to the detectors.
Therefore, one can now estimate at least the number of
such “objects”.
(IIa) Furthermore, now we have a variety of cases –
AA, pA and pp collisions with widely variable multiplic-
ities. All of them show collective phenomena – radial,
elliptic and even triangular flows -at high enough mul-
tiplicity. Pushing such observables down in multiplic-
ity is a current frontier. One would like to find some
regime changes there, experimentally and theoretically.
No sharp changes are so far detected. People apply mi-
croscopic theory at one end of the pA and pp collisions
and macroscopic theory (thermo and hydrodynamics) at
another, checking to what extent one can justify them,
but this process is far from converged so far.
(IIb) Where exactly is the boundary between the micro
and macro theories? Textbook answer is that one can
compare the micro or “mean free path” scale l to the size
of the system
L l (3)
and if the l/L ratio is small one can use the macroscopic
theories. Given a very small phenomenological viscos-
ity η/s ∼ .2 one formally get a mean free path smaller
than interparticle distance. Does it actually make sense?
Testing the sounds with the shortest wavelengths we can
see, or the exploding systems with the smallest sizes, one
seem to conclude that in fact it does!
III. SOUNDS ON TOP OF THE “LITTLE
BANG”
A. Introductory comments on hydrodynamics
Since the start of the RHIC era in 2000, it has become
soon apparent that the data on particle spectra (the ra-
dial flow) and the elliptic flow confirm nicely predictions
of hydrodynamics, supplemented by hadronic cascade at
freezeout [16–18]. All relevant dependences – as a func-
tion of p⊥, centrality, particle mass, rapidity and col-
lision energy – were checked and found to be in good
agreement. Since the famous 2004 RBRC workshop in
Brookhaven, with theory and experiment summaries col-
lected in Nucl.Phys.A750 , the statements that QGP ”is
a near-perfect liquid” which does flow hydrodynamically
has been endlessly repeated. QGP is recognized to be
in the strongly coupled regime, now called sQGP, and
hundreds of theoretical papers are written, developing
dynamics at strong coupling. Several second-order hy-
dro+cascade models had been developed in the last de-
cay, which do an excellent job in describing the data. The
interested readers should look at recent reviews such as
[34]: we will take this to be a “well established domain”.
(Of course, the data are constantly getting more impres-
sive with time: let me mention e.g. the elliptic flow v2 of
the deuterons recently measured by ALICE and shown
at QM2015.)
5The interest has now been shifted to understanding
the limits of the hydro description. Of course, the exact
boundary depends on which version of it is implied. In
the simplest case, when one thinks of ideal hydro plus vis-
cous corrections , this happens when the viscosity times
the velocity gradients is as large as the main terms. Now,
there can be two different reasons why this correction
gets large: (i) either the fluid is not good, viscosity-to-
entropy ration η/s is not small, or (ii) the gradients are
too large. Studies of the former have recently been done
using anisotropic hydro and exact solution of Boltzmann
equation in Gubser setting, as well as by the so called
anisotropic hydrodynamics : we will discuss those in sec-
tion IV C. The latter situations can be approached via
the so called higher order hydrodynamics. Gradient re-
summation was in particularly attempted by Lublinsky
and myself: we will discuss those in section VII E. In all
of these cases, an improved hydrodynamics is supposed
to shift its initiation time somewhat earlier, or promise
to treat somewhat smaller systems. Yet, while the “out-
of-equilibrium” initial stage get reduced, of course it can
never be eliminated. The distinction between the “ini-
tial” and “equilibrated” stages is a matter of definition:
but physical outputs – e.g. the total amount of entropy
produced – should ideally be independent of that. Un-
fortunately, in practice we are still far from this ideal
scenario: studies of entropy generation at an initial stage
is still in its infancy.
Few other issues remains open till now, related with
the boundary of hydrodynamical description.
One is the boundary at high pt. When the first RHIC
data came, it has been gratifying to see that agreement
with hydro-based spectra went down more than order of
magnitude and reached pt ∼ 1GeV . The it has been
extended much further, till p⊥ ∼ 3GeV . This region
includes more than 99.9% of all secondaries! Indeed, only
few – out of thousands – particles in a heavy ion collision
do come from hard tails of the spectra.
As the regime changes at p⊥ ∼ 3GeV , one needs to
understand why. One important point is that particles
at high pt come from an edge of the fireball, at which
the magnitude of the hydro flow is maximal. Using the
saddle point method for Cooper-Frye integral [19] one
can see that the region from which such particles come
shrinks, as pt grows. (We will return to this point in con-
nection to high multiplicity pp collisions and HBT radii,
see sectionV E.) Eventually this region shrinks to a sin-
gle hydro cell (defined by the mean free path), and then
hydro description needs to be modified. Teaney [20] in-
troduced the viscosity effect in the cell, and noticed that
due to extra derivative these effects should be enhanced
at the edge. They also should have extra power of pt, he
argued, and the deviation should be downwards, as in-
deed is observed in harmonic flows. Still, physics in the
window 4 < p⊥ < 20GeV , between the hydro-dominated
and clearly jet-dominated regions is not yet understood.
The second issue is the relative role of sQGP and
hadronic stages in the expansion and flows. At AGS/SPS
energy domain one clearly had to understand both quan-
titatively: otherwise the results got wrong. For example,
the paper [59] was all about the sequential freezeout of
different kinds of secondaries, and how it was seen in ra-
dial flow. It has been fairly important for radial flow
at RHIC: yet elliptic and other harmonics of flow were
formed earlier and the hadronic stage were less impor-
tant.
The last 4 years had provided further confirmation of
the hydro paradigm at LHC. One of the benefits is that,
even for radial flow, the main acceleration is done in the
sQGP phase, to such an extent that one can neglect the
sequential freezeout and related complications. Let me
just provide one example of how well it works, from AL-
ICE.
Out of all individual properties of the secondary
hadron, only one – its mass – is important for hydro
models. All one needs to know is that putting an object
of mass m into a flow with velocity v, the momentum
will be mv. Nice demonstration that it is indeed so can
be made by direct comparison of the spectra for a pair of
hadrons with the same mass, with otherwise completely
different quantum numbers, cross sections etc. The clas-
sic example is p and φ: those can hardly be more dif-
ferent, the former is non-strange baryon, the latter is a
strange-antistrange meson, etc. And yet, as e.g. ALICE
measurements shows, their spectra are– with impressive
precision – identical, up to pT ∼ 4GeV/c. The very fact
that p/pi, φ/pi ratios can increase by two orders of mag-
nitude and reach O(1) at such pt is by itself a dramatic
hydro effect, never seen in generic (non-high-multiplicity)
pp collisions.
I think it puts to rest many non-flow explanations of
the particle spectra in AA collisions.
Among those I count a widely popularized idea of the
so called “quark scaling” of the elliptic and other flows,
that suggests that if a hadron is made of n quarks then its
flow harmonics should be proportional to n, v
(h)
m ∼ nv(q)m ,
with some the “quark” v
(q)
m . The logic behind this idea
[151] comes from the expression (82) of that paper which
assumes that the quark distribution function in the phase
stale is “factorized”
w(R; p) = wi(R; p)[1 + 2v
a
2 (p⊥)cos(2φ)]. (4)
Note that the bracket does not depend on the location
R. So, the authors assume v2 to originate from some
anisotropic momentum distribution in every local hydro
cell . This assumption is in direct contradiction to the
flow picture, which instead postulate that each cell has
an equilibrium (=isotropic) distribution of particles [162]
Anisotropic flows are due to different number of cells
moving in different directions. This n-parton structure
cannot possibly matter: a hadron can be made of 2, zero
or 22 partons: all you need to know is its mass.
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FIG. 2. (Color online) Data points correspond to the event-
by-event distribution of v2, v3, and v4 in the respective max-
imal peripheral bin measured by the ATLAS collaboration
[32]. These are compared to the distributions of initial ec-
centricities in the IP-Glasma model and the distributions of
vn from fluid dynamic evolution with IP-Glasma initial con-
ditions.
energy density. This radius by definition depends on the
choice of εmin. This choice however only affects the over-
all normalization of rmax; it does not affect the depen-
dence of rmax on the number of charged particles Nch
[34]. There is also some uncertainty in the radii coming
from the choice of the infrared scale m that regulates the
long distance tail of the gluon distribution (see [3, 4, 28]).
It can be mostly compensated for by adjusting a normal-
ization constant K.
In Fig. 3 we show the result for rmax in p+p, p+Pb,
and Pb+Pb collisions and compare to Rinv from the
Edgeworth fit to the two-pion correlation function mea-
sured by the ALICE collaboration [27]. We adjust K
to match to the p+p results. We determine centrality
classes in the model and assign the Nch value quoted by
ALICE [27] for each centrality class.
Because the emission of pions occurs throughout the
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FIG. 3. (Color online) Rinv measured by the ALICE col-
laboration [27] compared to Krmax determined using the IP-
Glasma model and fluid dynamic expansion. The lower end
of the band indicates the size of the initial state, the upper
end the maximal value of rmax during the hydrodynamic evo-
lution.
evolution, Rinv lies somewhere between the initial radius
and the maximal radius reached during evolution. We
indicate the range of radii between these two extrema by
a band in Fig. 3. We find that our estimate of the system
size is compatible with the experimental HBT measure-
ment for all systems simultaneously. The Pb+Pb result
clearly favors the presence of hydrodynamic expansion.
For events with the same multiplicity (for example
at ⟨Nch⟩1/3 ≈ 4), p+Pb collisions in the hydrodynamic
framework show a much more significant expansion com-
pared to Pb+Pb collisions. For these high multiplicities,
hydrodynamic expansion in p+Pb collisions appears to
be necessary to explain the experimental data. How-
ever, using m = 0.1GeV instead of m = 0.2GeV leads
to larger initial radii that are also compatible with the
experimental data.
We have established that the details of the bulk prop-
erties in Pb+Pb collisions as well as the systematics of
the system size from p+p to Pb+Pb collisions are well
reproduced in the IP-Glasma (+fluid dynamics) model.
We turn now to address anisotropic flow in p+Pb colli-
sions. Using the same method as in Pb+Pb collisions, we
determine v2 and v3 as a function of N
offline
trk , measured
by the CMS collaboration.3
Fig. 4 shows the calculated v2 in peripheral Pb+Pb col-
lisions and central p+Pb collisions with the same Nofflinetrk
in comparison to experimental data by the CMS collab-
oration [35]. While the Pb+Pb result reproduces the
3 To obtain Nofflinetrk we determine the centrality class in the IP-
Glasma simulations and match to the Nofflinetrk quoted for that
centrality class by the CMS collaboration in [35]. Nofflinetrk ≈ 132
corresponds to 65-70% central Pb+Pb events, the most periph-
eral bin shown for the ATLAS data in Fig. 1.
FIG. 2: (a) From [34]: average deformations < n >=<
cos(nφ) > for various centralities using models indicated in
the figure. (b)From [23] . Data points correspond to the
event- by-event distribution of v3 measured by the ATLAS
collaboration, compared to the distributions of initial eccen-
tricities in the IP-Glasma model and the distributions of v3
from fluid dynamic evolution with IP-Glasma initial condi-
tions.
B. Hydrodynamical response to perturbations
Now, assuming that the average pattern of the fireball
explosion has been well established, we are going to per-
turb it. The fluctuations and and their correlations is
thus the next topic of our discussion.
There are two schools doing this. One uses the so called
event-by-event hydro, with ensemble of initial conditions
defined by some model. Yet I will argue that practi-
cally all one learned from such expe sive studies can also
be und rstood from a much simpler approach, in which
one adds small a d ele entary perturb tions on to of
smooth average fireball, and solve for the complet spec-
trum of excitations. Using an analogy, inste of beat-
ing the drums strongly, with both hands nd all fingers,
one may first touch it gently with a drumstick, at dif-
ferent locations, recording the spectra and i tensities of
the sou ds produced. Eventually, one may understand
not only its spectrum, but also all the relevant modes of
excitations. The one can work out linear and nonlinear
superpositions of those elementary modes.
( The reader should understand that by no means the
latter approach undermines good work which the latter
does. People developing stable hydro codes and ensem-
bles of initial conditions, averaging hydro results over
thousands of configurations with complicated shapes. All
that works spectacularly well: the vn moments of the
flow perturbations in azimuthal angle φ as a function
of transverse momentum, particle type and centrality
vn(pt,m,Np) are all reproduced. Hardly any further con-
vincing of that is now needed: multiple versions of the
plots proving that are shown at all conferences and per-
haps seen by a reader: so I will not discuss this and take
it for granted as well.)
Now is the time of synthesis of all that information. In
order to summarize what we have learned from fluctua-
tion/correlation studies one needs to go back to the data
and to the results of hydro calculation and separate their
essence from unimportant complications. Some simple
pocket formula fits to analytic expressions, revealing the
systematics of physical effects in question, can be very
useful at this stage, and we will discuss them below.
But before we dip into details, let me formulate the
main answers, using my drum analogy. First of all, we
did le rne that perturbations on top of t little bang
basically behave as sounds propagating on the drum. The
main pheno enon is the viscous damping, and the value
of sQGP viscosity is the main physics output of these
studies. Different time evolution of different modes is
the next issue: unlike the usual drum, the little bang is
not static but exploding: therefore oscillating behavior is
superimposed with time dependence of the amplitudes.
Different excitations are excited if the drum is struck at
different places: similarly here, and we only start under-
standing the excitation modes themselves.
Let me continue wh re these calculations typically
start: from angular defor ations of the initial state. In
Fig.2(a) one finds the dependence of mean harmonics
(ecc ntricities)
n =< cos(nφ) > (5)
where n is integer and φ is the azimuthal angle. The
angular brackets mean average over events, usually for
certain centrality bin (indicated in the upper left cor-
ner as a fraction of the total cross section, which scale as
bdb). The one 0-0.2% is called the ultra-central collisions,
b ≈ 0, and 50− 60% are some peripheral collisions. The
first obvious comment to this plot is that n = 2, 4 har-
monics are special: they have some peaks for peripheral
bins, due to collision geometry. However other harmon-
ics, and in fact, all harmonics for the central bins, are
basically independent on n and centrality. What that
tells us is that statistically independent “elementary per-
turbations” have small angular size δφ  2pi, so one
basically deals with an angular Fourier transform of the
delta function.
The next observation is that the deformations gets
smaller toward the central collisions, to just few percent
level. This is also natural: larger fireballs have more par-
ticles and thus they fluctuate less, in relative terms. In
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FIG. 3. (a) v2,3 vs. Npart for pT = 1− 2 GeV/c: (b) ln(vn/εn) vs. 1/R¯ for the data shown in (a): (c - e) centrality dependence
of the εn/ε2 ratios extracted from fits to (vn(pT )/v2(pT ))n≥3 with Eq. 6; εn/ε2 ratios for the MC-Glauber [33, 37] and MC-KLN
[34] models are also shown: (f) extracted values of β vs. centrality: (g) extracted values of α vs. centrality (see text).
FIG. 4. (a) ln(vn/εn) vs. n
2 from viscous hydrodynamical calculations for three values of specific shear viscosity as indicated.
(b) ln(vn/εn) vs. n
2 for Pb+Pb data. The pT -integrated vn results in (a) and (b) are for 0.1% central Pb+Pb collisions at√
sNN = 2.76 TeV [38]; the curves are linear fits. (c) β vs. 4πη/s extracted from the curves shown in (a) and (b).
within errors, the full data set for vn(pT , cent) can be un-187
derstood in terms of the eccentricity moments coupled to188
a single (average) value for α and β (respectively). This189
observation is compatible with recent viscous hydrody-190
namical calculations which have been successful in repro-191
ducing vn(pT , cent) measurements with a single δf(p˜T )192
ansatz and an average value of η/s [26, 27]. Therefore,193
these values of α and β should provide an important set194
of constraints for detailed model calculations.195
To demonstrate their utility, we have used the results196
from recent viscous hydrodynamical calculations [38] to197
calibrate β and make an estimate of η/s. This is illus-198
trated in Fig. 4. The pT -integrated vn results from vis-199
cous hydrodynamical calculations for three separate η/s200
values, for 0.1% central Pb+Pb collisions are shown in201
Fig. 4(a). They indicate the expected linear dependence202
FIG. 3: (a) Atlas data, from Ref. [35], for v2, v3 vs. Npart :
(b) ln(vn/n) vs. 1/R for the same data
fact one expect
< n >∼ 1√
Ncells
(6)
where Ncells = Acell/Afireball is the number of statisti-
cally independent cells in the transverse plane. (What
exactly is a cell is not simple and we will discuss it be-
low in the section on the initial state. Depending on the
model it changes from a fraction to few fm2.)
Models of the initial state give not only the average
deformation but also their distributions and correlations.
Going a bit ahead of myself, let me note that, remarkably,
the experimentally observed distributions over eccentric-
ities of particle momenta distributions P (vn) appears
to directly reflect distributions of angul r nisotropies
P (n) at the initial time, see e.g. 3, v3 distributions in
Fig.2(b). (Thus, apparently no noise is generated by the
hydro evolution, from the initial state n to the final state
vn: why is it so we will discuss below.)
C. Aco stic systematics: the viscous damping
There is a qualitative difference between the radial
flow and higher angular harmonics. While the former
monotonously grows with time, driven by the outward
pressure gradient with a fixed sign, the latter are basi-
cally sounds, or a (damped) oscillators. Therefore the
signal observed should, on general grounds, be the prod-
uct of the two factors: (i) the amplitude reduction factor
due to viscous damping and (ii) the phase factor contain-
ing the oscillation at the freezeout. (We will discuss the
effects of the phase in the next section.)
Let us start with the “acoustic systematics” which in-
cludes only the viscous damping factor. It provides good
qualitative account of the data and hydro calculations
into a simple expression, reproducing dependence on the
viscosity value η, the size of the system R and the har-
monic number n in question. Let us motivate it as fol-
lows. We had already mentioned “naive” macro and mi-
cro scales (3): now we define it a bit better by inserting
the famous viscosity-to-entropy ratio η/s = lT ,
l
L
=
η
s
1
LT
(7)
This “true micro-to-macro ratio”, corresponding to the
mean free path in kinetic theory, defines the minimal size
of a hydro cell.
One effect of viscosity on sounds is the damping of their
amplitude. The so called “acoustic damping” formula,
suggested by Staig and myself [47] , is given by
vn
n
∼ exp
[
−Cn2
(η
s
)( 1
TR
)]
(8)
where C is some constant. The number n appears
squared because the damping includes square of the gra-
dient, or momentum of the wave. So, we have the follow-
ing predictions: (i) the viscous damping is exponential in
n2; (ii) the exponent contains the product of two small
factors, η/s and 1/TR, (iii) the exponent contains 1/R
which should be understood as the largest gradient in
the system, often modelled as 1/R = 1/Rx + 1/Ry.
Extensive comparison of this expression with the AA
data, from central to peripheral, has been done in Ref.
[35] from which we borrow Fig.3 and Fig.4. The Fig.3 (a)
shows the well known centrality dependence of the elliptic
and triangular flows. v2 is small for central collisions
due to smallness of 2, and also small at very peripheral
bin because viscosity is large at small systems. Fig.3
4
FIG. 3. (a) v2,3 vs. Npart for pT = 1− 2 GeV/c: (b) ln(vn/εn) vs. 1/R¯ for the data shown in (a): (c - e) centrality dependence
of the εn/ε2 ratios extracted from fits to (vn(pT )/v2(pT ))n≥3 with Eq. 6; εn/ε2 ratios for the MC-Glauber [33, 37] and MC-KLN
[34] models are also shown: (f) extracted values of β vs. centrality: (g) extracted values of α vs. centrality (see text).
FIG. 4. (a) ln(vn/εn) vs. n
2 from viscous hydrodynamical calculations for three values of specific shear viscosity as indicated.
(b) ln(vn/εn) vs. n
2 for Pb+Pb data. The pT -integrated vn results in (a) and (b) are for 0.1% central Pb+Pb collisions at√
sNN = 2.76 TeV [38]; the curves are linear fits. (c) β vs. 4πη/s extracted from the curves shown in (a) and (b).
within errors, the full data set for vn(pT , cent) can be un-187
derstood in terms of the eccentricity moments coupled to188
a single (average) value for α and β (respectively). This189
observation is compatible with recent viscous hydrody-190
namical calculations which have been successful in repro-191
ducing vn(pT , cent) measurements with a single δf(p˜T )192
ansatz and an average value of η/s [26, 27]. Therefore,193
these values of α and β should provide an important set194
of constraints for detailed model calculations.195
To demonstrate their utility, we have used the results196
from recent viscous hydrodynamical calculations [38] to197
calibrate β and make an estimate of η/s. This is illus-198
trated in Fig. 4. The pT -integrated vn results from vis-199
cous hydrodynamical calculations for three separate η/s200
values, for 0.1% central Pb+Pb collisions are shown in201
Fig. 4(a). They indicate the expected linear dependence202
FIG. 4: (a) Atlas data, from Ref. [35], ln(vn/n) vs. n
2
from viscous hydrodynamical calculations for three values of
specific shear viscosity as indicated. (b) ln(vn/n) vs. n
2 for
Pb+Pb data. The p⊥ -integrated vn results in (a) and (b) are
f om ATLAS 0.1% central Pb+Pb collisions at sNN = 2.76
TeV; the curves are linear fits. (c) expone t vs. viscosi y-to-
entropy ratio 4pi/s for curves shown in (a) and (b).
8(b) shows the ln(vn/n), which according to the formula
is the exponent. As a function of the inverse system’s
size 1/R both elliptic and triangular flows show perfectly
linear behavior. Further issues – the n2 dependence as
well as linear dependences of the log(vm/m) on viscosity
value – are also very well reproduced, see Fig.4. Note that
this expression works all the way to rather peripheral AA
collisions with R ∼ 1 fm and multiplicities comparable
to those in the highest pA binds. It also seem to work
till the largest n so far measured.
So, the acoustic damping provides correct systematics
of the harmonic strength. This increases our confidence
that – in spite of somewhat different geometry – the per-
turbations observed are actually just a form of a sound
waves.
Since we will be interested not only in large AA sys-
tems but also in new – pA and pp – much smaller fireballs,
one may use the systematics to compare it with the new
data. Or, using it, one can estimate how many flow har-
monics can be observed in these cases. For central PbPb
at LHC collisions with
1
TR
= O(1/10) (9)
its product of η/s is O(10−2). So one can immediately see
from this expression why harmonics up to n = O(10) can
be observed. Proceeding to smaller systems by keeping a
similar initial temperature Ti ∼ 400MeV ∼ 1/(0.5 fm)
but a smaller size R, results in a macro-to-micro param-
eter that is no longer small, or 1/TR ∼ 0.5, 1, respec-
tively. For a usual liquid/gas, with η/s > 1, there would
not be any small parameter left and one would have to
conclude that hydrodynamics is inapplicable for such a
small system. However, since the quark-gluon plasma is
an exceptionally good liquid with a very small η/s, one
can still observe harmonics up to m = O(
√
10) ∼ 3. And
indeed, v2, v3 have been observed in the first round of
measurements (for latest data see Fig.17).
D. The Green function: waves from a point
perturbation
The problem appears very complicated: events have
multiple shapes, described by multidimensional proba-
bility distributions P (2, 3...). Except that it is not. All
those shapes are however mostly a statistical noise. The
reason is as follows: rows of nucleons sitting at different
locations in the transverse plane cannot possibly know
about each other fluctuations at the collision moment, so
they must be statistically independent. An “elementary
excitation” is just one delta-function in the transverse
plane (in reality, of the size of a nucleon) , on top of a
smooth average fireball. In other words, the first thing
to do is to calculate the Green function of the linearized
hydro equations.
A particular model of the initial state expressing lo-
cality and statistical independence of “bumps” has been
FIG. 5: The perturbation is shown by small blue circle at
point O: its time evolution to points x and y is described by
the Green function of linearized hydrodynamics shown by two
lines. Perturbed region – shown by grey circle – is inside the
sound horizon. The sound wave effect is maximal at the in-
tersection points of this area with the fireball boundary: ∆φ
angle is the value at which the peak in two-body correlation
function is to be found. Shifting the location of the pertur-
bation, from (a) to (b), result in a rather small shift in ∆φ.
formulated in [24]: the correlator of fluctuations is given
by the Poisson local expression
< δn(x)δn(y) >= n¯(x)δ2(x− y) (10)
where n¯(x) is the average matter distribution. The im-
mediate consequence of this model is that, for the central
collisions on which we now for simplicity focus, m are the
same for all m < mmax = O(10) (till the bump size gets
resolved).
In order to calculate perturbation at later time one
needs to calculate the Green functions, from the original
location O to observation points x and y as shown in
Fig.5(a). That has been first done in [36], analytically
for Gubser flow. One finds that the main contributions
come from two points in Fig.5, where the “sound circle”
intersects the fireball boundary. In a single-body angular
distributions those two points correspond to two excesses
of particles at the corresponding two directions. Let us
call the angle between them ∆φ: at Fig.5(a) it is about
120o or 2 rad. This is because the freesout time times
speed of sound Rh = csτfreezeout happens to be close to
the radius of the fireball.
The correlation function calculated in [36], is shown in
Fig. 6(a). One its feature is a peak at zero δφ = 0: it is
generated if both observed particles come from the same
intersection point. If two particles come from different
points, one finds two peaks, at ∆φ = ±2 rads. ( As
shown in Fig.5, if one shifts the position of perturbation
from (a) to (b), the peak angle ∆φ changes toward its
maximal value, pi radian, or 1/2 of the circle.)
This calculation has been presented at the first day
of Annecy Quark Matter before the experimental data.
The ATLAS correlation function (for the “super-central
bin”, with the fraction of the total cross section 0-1%) is
shown in Fig. 6(b). The agreement of the shape is not
perfect – because a model is with conformal QGP and
a bit different shape – but all predicted elements of its
9shape are indeed observed.
While there is no need to use Fourier harmonics – I
insist that the correlation function itself teaches us more
than harmonics, separately studied – one can certainly
do so. Note that for ultra-central collisions we now dis-
cuss the largest harmonics is v3 (the blue curve in Fig.
6(b)) and not v2 (the green one). Since starting defor-
mations n are basically the same for all n, the difference
must come from hydro, and it does: we just explained it
above, using notion of sound horizon. Alternative expla-
nation can be done in terms of the freezeout phases of
the harmonics φnfreezout.
A related arguments are quite famous in the theory
of Big Bang perturbations. All harmonics get excited at
the same time by Big Bang – hydro velocities at time
zero are assumed to be zero for all harmonics – and are
frozen at the same time. The acquired phases depend
on n – harmonics with a larger n oscillate more rapidly.
Binary correlator is proportional to cos2(φnfreezout) and
harmonics with the optimal phases close to pi/2 or 3pi/2
values show maxima, with minima in between. Planck
collaboration data on harmonics power spectrum of the
cosmic microwave Big Bang perturbations, shown in Fig.
9, do display a number of such maxima/minima.
Our calculation had shown such oscillations clearly,
with the first peak between n = 3, 4 (see Fig. ), the
next should be at n=9, with the minimum predicted to
be around 7, see Fig.8(a). More sophisticated event-by-
event hydro calculation by Rose et al [25] does not re-
produce oscillations around the smooth sound damping
trend, see Fig.8(b). One may think that averaging over
many bumps in multiple configurations may indeed av-
erage out the freeze out phase factor.
Yet the ultra-central ATLAS data shown in Fig.8(a),
and even the CMS central bin data in Fig.8(b) (which in-
clude a bit larger impact parameters and thus feed more
geometry-related contribution to v2) one can still see
clear deviation from smooth damping curve ∼ exp(−n2 ∗
const). Note that the v3 is higher than in all hydro out-
put shown, while v6 is lower. Let me conclude this discus-
sion with a note that while certain oscillatory deviations
from “acoustic systematics” are there in the experimen-
tal data, their origin and even qualitative reproduction
by the hydro models remains uncertain.
Let me conclude this section with brief discussion of
the following issue. The “flow harmonics”, solutions of
linearized equations on top of the average smooth hydro
solution should possess a complete spectrum of pertur-
bations, whose time evolutions are different from each
other. The perturbations of course depend not only on
the angle φ, as eimφ, but of course on other coordinates
r, η as well.
For Gubser setting (see appendix) one can use comov-
ing coordinates ρ, θ, φ, η and dependence on all coordi-
nates separate nicely, with known analytic expressions for
harmonics and their time evolution. The flow in trans-
verse plane is conveniently combined into a single angular
momentum harmonics Yl(θ, φ), combining azimuthal an-
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Figure 2: The steps involved in the extraction of the vn for 2-3 GeV fixed-pT correlation: a) the two-
dimensional correlation function (shown for |∆η| < 4.75 to reduce the fluctuations near the edge), b)
the one-dimensional ∆φ correlation function for 2 < |∆η| < 5 (re-binned into 100 bins), overlaid with
contributions from individual Fourier components as well as the sum, c) Fourier coefficient vn,n vs n,
and d) vn vs n. The bottom two panels show the full dependence of vn,n and vn on ∆η. The v1 is not
shown since it breaks the factorization from vn,n to vn of Eq. 13. The shaded bands in c)-f) indicate the
systematic uncertainties. The range 2 < pa
T
, pb
T
< 3 GeV is chosen, since collective flow is expected to
be large in this range while the pair statistics are still high.
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FIG. 6: (a) Calculated two-pion distribution as a function of
azimuthal angle difference ∆φ, for viscosity-to-entropy ratios
η/s = 0.134, from [36]. (b) from ATLAS [32], (c) from ALICE
[33]: All for ultra-central collisions.
gle and r. Another simple eigenfunctions are plane waves
with some momenta k in the rapidity direction η.
Can one define similar set of independent harmonics
for a generic non-Gubser setting? And, even more im-
portantly, can those be observed? A nice step in this
direction has been recently made by Mazeliauskas and
Teaney [50]. Using experimental data (and of course hy-
dro calculations) they define such “subheading harmon-
ics”. Instead of describing how they do it, here is just one
picture from that work, for triangular flow, indicating a
difference between the leading and subleading flows: un-
like the former, the latter gets a sign change along the
radial direction.
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Figure 11. Planck power spectra and data selection. The coloured tick marks indicate the `-range of the four cross-spectra included
in CamSpec (and computed with the samemask, see Table 4). Although not used, the 70GHz and 143 x 353GHz spectra demonstrate
the consistency of the data. The dashed line indicates the best-fit Planck spectrum.
Table 4. Overview of of cross-spectra, multipole ranges and
masks used in the Planck high-` likelihood. Reduced  2s with
respect to the best-fit minimal ⇤CDM model are given in the
fourth column, and the corresponding probability-to-exceed in
the fifth column.
Spectrum Multipole range Mask  2
⇤CDM/⌫dof PTE
100 ⇥ 100 . . . . . . 50 – 1200 CL49 1.01 0.40
143 ⇥ 143 . . . . . . 50 – 2000 CL31 0.96 0.84
143 ⇥ 217 . . . . . . 500 – 2500 CL31 1.04 0.10
217 ⇥ 217 . . . . . . 500 – 2500 CL31 0.96 0.90
Combined . . . . . . 50 – 2500 CL31/49 1.04 0.08
quency combination are shown in Fig. 11, and compared to spec-
tra derived from the 70 GHz and 353 GHz Planck maps.
We use the likelihood to estimate six ⇤CDM cosmolo-
gical parameters, together with a set of 14 nuisance paramet-
ers (11 foreground parameters, two relative calibration para-
meters, and one beam error parameter7, described in Sect. 3.
Tables 5 and 6 summarize these parameters and the associated
priors8. Apart from the beam eigenmode amplitude and calibra-
tion factors, we adopt uniform priors. To map out the corres-
ponding posterior distributions we use the methods described
in Planck Collaboration XVI (2013), and the resulting marginal
distributions are shown in Fig. 12. Note that on the parameters
AtSZ, AkSZ and ACIB143 we are using larger prior ranges as compared
to Planck Collaboration XVI (2013).
Figure 12 shows the strong constraining power of the Planck
data, but also highlights some of the deficiencies of a ‘Planck
-alone’ analysis. The thermal SZ amplitude provides a good ex-
ample; the distribution is broad, and the ‘best fit’ value is ex-
7 The calibration parameters c100 and c217 are relative to the 143 ⇥
143GHzcross-spectrum, whose calibration is held fixed. Only the first
beam error eigenmode of the 100⇥100 GHz cross-spectrum is explored,
all other eigenmodes being internally marginalised over
8 We use the approximation ✓MC to the acoustic scale ✓? (the ra-
tio of the comoving size of the horizon at the time of recombination,
rS , to the angular diameter distance at which we observe the fluctu-
ations, DA) which was introduced by Hu & Sugiyama (1996). ✓MC is
commonly used, e.g., in CosmoMC, to speed up calculations; see also
Kosowsky et al. (2002) for further details.
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FIG. 7: Power spectrum of cosmic microwave background
radiation measured by Pla ck collab ration [93].
FIG. 8: (a) The lines are hydro calculations of the correlation
function harmonics, v2m, based on a Green function from a
point source [36] for four values of viscosity 4piη/s =0,1,1.68,2
(top to bottom at the right). The closed circles are the At-
las data for the ultra-central bin. (b) vn{2} plotted vs n2.
Blue closed circles are calculation of via viscous even-by-event
hydrodynamics [25], “IP Glasma+Music”, with η/s = 0.14.
The straight line, shown to guide the eye, demonstrate that
“acoustic systematics” does in fact describe the results of this
heavy calculation quite accurately. The CMS data for the 0-
1% centrality bin, shown by the red squares, in fact display
larger deviations, perhaps an oscillatory ones.
FIG. 9: The leading (left) and subleading (right) harmonics
of triangular flow, from [50].
E. Non-linear effects for harmonics
We argued above that one can view perturbations as
superposition of uncorrelated local (delta-function-like)
sources. We then further argued that only those close
to the fireball surface are visible. How many of them
are there? For central collisions the circumference of the
fireball 2piRA ≈ 40 fm. The correlation length is perhaps
the typical impact parameter in NN collisions, which at
LHC energies is b ∼√σ/pi ∼ 1.6 fm. Their ratio suggest
existence of about
Nsources ≈ 2piRA
b
≈ 25 (11)
cells on the fireball surface which fluctuate indepen-
dently, up or down from the mean value. Glauber initial
conditions indeed have about a dozen sound-producing
“bumps”.
The absolute scale of modulation in the experimental
correlators are of the order of a percent in magnitude,
see e.g. Fig.6(b). Of course, it comes from incoherent
sum over the single bumps, so one should divide by their
number and get the individual correlation from a bump
to be of O(10−3) in magnitude. It however is quadratic
in the wave amplitude: taking the square root of it we
get sound amplitudes to be of the order of 1/30 or so.
Summarizing: the picture looks like that from about
a dozen stones thrown into the pond. While the sound
circle visibly interfere, they do not really interact with
each other, since the amplitude is too small.
Yet the conclusion that since individual sounds are
weak, the linear theory is completely correct, is prema-
ture. Even when the amplitude of the sound is small,
they can produce large effects at the large pt end. In-
deed at pt ∼ 3GeV the elliptic flow reach values which
makes angular distribution 100% asymmetric. This hap-
pens because a weak sound may sit “on the shoulders of
the giants”, the explosions themselves.
Similarly, the non-linear effects of flows at comparable
large pt are non-negligible and were in fact observed. For
example v4 is getting a contribution proportional to 
2
2,
v6 from 
2
3, etc. Detailed studies of such effects one can
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find in [31], including an interesting case of v1 coming
from 2 ∗ 3.
These nonlinear effects come not from nonlinear terms
in the hydro equation, but from an expansion of the
Cooper-Fry exponent exp(pµuµ/T ) in powers of the per-
turbation. Obviously they become more important at
high pt. Furthermore, one can see that linear terms
should be linear in pt, the non-linear we mentioned should
be quadratic ∼ p2t , etc, see more in [31].
F. Event-by-event vn fluctuations/correlations
At the beginning of this section we had already empha-
sized that the main source of the vn fluctuations is that
of the original perturbations n themselves, see e.g. Fig.
2(b). Now we return to the question:Why does the ra-
tio vn/n, evaluated by hydro, has such a small spread?.
While the practitioners of the event-by-event hydrody-
namics use huge variety of the initial configurations, it
turns out that just one number – n – insufficient to char-
acterize them. Even adopting the simplest model advo-
cated above – that the perturbations come from point-
like sources – it is nontrivial that their event-by-event
fluctuations of strength and locations do not create any
spread in the ratio vn/n. (Or, using my drum analogy,
why does it sound the same, if hit in different locations?)
Trying to understand this, let us come back to Fig.5.
The source located at the fireball edge, fig.(a), leads to
correlations which are at ∆φ ≈ 2 rad, as we emphasized
above. Projected on harmonics, it will excite m = 3
mostly, as 2 rad is about 1/3 of 2pi. When the source
moves inward, fig.(b), the perturbations move to the
opposite points of the fireball ∆φ = pi, and the lead-
ing excitation becomes elliptic m = 2. Estimates show
that in the latter case the correlation weakens. The ob-
served shape of the correlator, for ultra-central collisions
does have a minimum at ∆φ = pi, supports that. As
the source moves further toward the fireball center (not
shown in Fig.5), the whole fireball becomes included in-
side the sound horizon. The angular correlation dilutes to
all angles and its contributions to harmonics gets negligi-
ble. In summary: the sources located near the boundary
of the fireball are mostly responsible for the harmonics
we see. All of them thus generate the same angular shape
of the correlator. What remains is the overall strength,
a single parameter captured in the n magnitude.
Harmonic correlations is a rapidly developing field.
Those can be divided to correlations sensitive to rela-
tive phases of the harmonics and those which are not.
An example of the later is
SC(m,n) =< v2mv
2
n > − < v2m >< v2n > (12)
on which Alice provided good data at QM 2015 for
SC(4, 2) and SC(3, 2). In particular it is observed that
SC(4, 2) > 0 but SC(3, 2) < 0, which is qualitatively re-
produced in hydro. Now, in order to explain these data,
one needs first to have the initial state model which is
the sounds plot
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FIG. 10: The log-log plane proper time τ – sound momentum
k. The solid curve indicates the amplitude damping by a
factor e: only small-k sounds thus survive till freeze out. The
shadowed region on the right corresponds to that in which
sonomagnetoluminiscence effect may produce extra dileptons.
good enough to predict the relevant n and their respec-
tive correlations. Suppose we do so using the Bhalerao-
Ollitrault model [24] and the relation (10): the results
depend on integrals like
∫
d2rrP n¯(r) with large powers
P = 6, 8. What this tells us is that the correlation is
strongly localized at the very surface of the system, and
thus subject to significant uncertainties.
G. The map of the sounds
We will argue below that the number of harmon-
ics needed to describe the initial state is rather large,
counted in hundreds. In Fig.10 we show a map of those,
in terms of momentum (rather than angular momentum).
The curved line – corresponding to “acoustic systemat-
ics” discussed above – show their lifetime. This curve
crosses the freezeout time: smaller k waves can be ob-
served at freezeout. Larger k cannot: they are weakened
due to viscous damping. (A suggestion to detect those
via the MSL process will be discussed in section IX B.)
Fluctuation-dissipation theorem tells us that while the
initial perturbations are damped, new ones should be
produced instead. There should be some noise produced
at the hydro stage. For a paper exploring hydro with
noise see Young et al [46]. Unfortunately, the authors
have not yet identified observables which sensitive only
to the late− time perturbations. I suggest those should
be azimuth+rapidity correlations, exploring the fact that
early time perturbations must be rapidity-independent
This idea came from the paper [48] in which a very
specific late-time fluctuations were considered, namely
sounds from collapsing QGP clusters inside the hadronic
phase. Those collapse must happen, since this phase is
unstable in the bulk, once T < Tc: its physics is simi-
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lar to the celebrated Rayleigh bubble collapse. Another
discussed – and as yet unobserved – are sounds from
jets depositing its energy into the ambient matter and
then propagated via hydro perturbations, known as Mach
cone. Extensive recent discussion of how one can observe
those can be found in Ref. [49].
H. Sounds in the loops
The hydrodynamical longitudinal pressure waves – the
sounds – are the best quasiparticles we have. They are
Goldstone modes, related with spontaneous breaking of
the translation invariance by matter, and thus their in-
teraction fall into certain patter familiar from physics of
the pions. For large wavelengths they have long lifetime,
exceeding the freezeout time. Therefore, in both the Lit-
tle and the Big Bangs, one can observe “frozen” traces
of the initial perturbations, provide one looks at large
enough wavelengths.
So, the set of sounds have their own lifetime scales,
and one may wander about an ensemble of sounds, their
interactions etc. One way to introduce those is to add to
hydro equations a Langevin-type noise term, with some
Gaussian distribution, and then rewrite the theory with
certain artificial fields into a QFT-like form. Progress
into this direction has been recently summarized by Kov-
tun in a nice review [96]. Discussion of formal issues can-
not be made in this review, however, and thus I illustrate
the physics involved by one example, also due to Kovtun
and collaborators [97]. Let me remind that matter vis-
cosity can be defined via certain limit of the stress tensor
correlator, known as the Kubo formula. Kovtun et al
calculated a “loop corrections” to this correlator induced
by the equilibrium sounds. Technically the calculation is
done as follows: in the < TµνTµ
′ν′ > correlator one sub-
stitute hydrodynamical expression for stress tensor con-
taining sound perturbation velocities and make it into a
loop diagram with the “sound propagators”
∆mn =
∫
d4xe−ipαx
α
< um(x)un(0) > (13)
for two pairs of the velocities. (We use latin indices in-
dicating that they are only space-like here. For shear
viscosity those used are m = x, n = y). Skipping the
derivation I jump to the answer obtained from this calcu-
lation, which can be put into the form of loop correction
to the viscosity
δηloop =
17
120pi2
pmaxT (+ p)
η0
(14)
which is UV divergent and thus includes pmax, the largest
momentum for sound which still makes sense. What is
important here is that the zeroth-order viscosity enters
into the denominator. This should not be surprising: a
very good liquid with small η0 support very long-lived
sounds, which can transfer momentum far, which means
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FIG. 11: (From [76]) (a) The density of generated gravity
waves ρGW versus time t, in units of inverse Tc. The density
continue to grow linearly even at the longest times, well after
the phase transition itself is over. (b) The power spectrum of
the velocity squared versus the wave momentum k. The grey
upper curves are for sounds, from down up as time progresses.
The black curves downwards are for rotational excitations.
they produce large contribution to the effective viscos-
ity! (Like ballistically moving phonons in liquid helium
or neutrinos in supernova, the most penetrating modes
always dominate the transport.)
Completing this section we would like to remind the
reader about existence of other hydro modes, the rota-
tional ones. It is those ones which are e.g. responsible
for the atmospheric turbulence. Unlike sounds, which are
always damped, rotational modes can get excited under
certain conditions. Very little theory work has been done
in this direction so far. Floerchinger and Wiedemann [94]
analyzed rotational modes on top of the Bjorken flow,
and formulated conditions for one mode to get unstable.
Csernai et al [95] had also found an unstable hydro mode,
for non-central collisions with rotation. While this effect
does not develop into a full-scale turbulence in heavy ion
collisions, due to limited time it exists, it does contribute
to an overall fireball rotation and thus it can perhaps be
observed.
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I. Cosmological gravitational waves from sounds of
the QCD phase transition
We think that our Universe has been “boiling” at its
early stages at least three times: (i) at the initial equili-
bration, when entropy was produced, at (ii) electroweak
and (iii) QCD phase transitions. On general grounds,
these should have produced certain out-of-equilibrium ef-
fects. It remains a great challenge to us, to observe their
consequences experimentally, or at least evaluate their
magnitude theoretically. The first question is then, what
observable may have a chance to see through the subse-
quent evolution, back to the early moments of the Big
Bang.
From the onset of the QGP physics in heavy ion colli-
sions a specially important role has been attributed to the
“penetrating probes”, production of photons/dileptons
[84]. In this section (only) we will jump from our cus-
tomary Little Bang to the discussion of the Big Bang. So
it is quite logical to start with a question whether it also
possesses some kind of a “penetrating probe”. The an-
swer is quite clear: while the electromagnetic and weak
interactions are in this case not weak enough, the gravi-
tational one is. Thus the only “penetrating probe” of the
Big Bang are the gravity waves (GW).
30 years ago Witten [75] had discussed the cosmo-
logical QCD phase transition, assuming it to be of the
first order: he pointed out bubble production and coales-
cence, producing inhomogeneities in energy distribution
and mentioned production of the gravity waves. Jumping
many years to recent time, we mention that Hindmarsh et
al [76] recently found the hydrodynamical sound waves to
be the dominant source of the GW, while doing numerical
simulations of (variant of) the electroweak (EW) phase
transition in the first order transition setting. Since this
work had triggered our interest to the subject, we start
illustrating its main findings shown in Fig.11. The upper
figure shows time evolution of the GW energy, in different
simulations. In all cases the evolution is simply linear:
it means that the GW generation rate remains constant
long after the phase transition itself is over. Their further
studies had shown that GW originates from the long-
wavelength sound waves, not from the rotational modes,
which are several orders of magnitude down, see lower
Fig.11.
The sound velocity squared is proportional to the en-
ergy of the sound waves, which one can also view as
∼ ωknkk3, where ωk = csk is the sound frequency and
nk is the density of the momentum distribution, to be
discussed below. So, a flat spectrum seen in lower Fig.11
corresponds to nk ∼ 1/k4. The spectra go 2 orders of
magnitude from the UV scale T down, and evolution
time about 3 orders of magnitude. The question is what
happens near the IR end of the dynamical range, many
orders of magnitude away of what was simulated in that
work.
Kalaydzyan and myself [77] discussed sound-based GW
production and argued that generation of the cosmolog-
ical GW can be divided into four distinct stages, each
with its own physics and scales. We will list them start-
ing from the UV end of the spectrum k ∼ T and ending
at the IR end of the spectrum k ∼ 1/tlife cutoff by the
Universe lifetime at the era :
(i) the production of the sounds
(ii) the inverse cascade” of the acoustic turbulence, mov-
ing the sound from UV to IR
(iii) the final transition from sounds to GW.
The stage (i) remains highly nontrivial, associated with
the dynamical details of the QCD (or electroweak EW)
phase transitions. The stage (ii), on the other hand, is
in fact amenable to perturbative studies of the acous-
tic cascade, which is governed by Boltzmann equation.
It has been already rather well studied in literature on
turbulence, in which power attractor solutions has been
identified. Application of this theory allows to see how
small-amplitude sounds can be amplified, as one goes to
smaller k. The stage (iii) can be treated via standard
loop diagram for sound+sound → GW transition,
Before we come to it, let us briefly remind the numbers
related to the QCD and electroweak transition. Step one
is to evaluate redshifts of the transitions, which can be
done by comparing the transition temperatures TQCD =
170 MeV and TEW ∼ 100 GeV with the temperature of
the cosmic microwave background TCMB = 2.73 K. This
leads to
zQCD = 7.6× 1011, zEW ∼ 4× 1014 . (15)
At the radiation-dominated era – to which both QCD
and electroweak ones belong – the solution to Friedmann
equation leads to well known relation between the time
and the temperature [163]
t =
(
90
32pi3NDOF (t)
)1/2
MP
T 2
(16)
where MP is the Planck mass and NDOF (t) is the ef-
fective number of bosonic degrees of freedom (see de-
tails in, e.g., PDG, Big Bang cosmology). Plugging in
the corresponding T one finds the the time of the QCD
phase transition to be tQCD = 4×10−5 s, and electroweak
tEW ∼ 10−11 s. Multiplying those times by the respec-
tive redshift factors, one finds that the tQCD scale to-
day corresponds to about 3× 107 s ∼ year, and the elec-
troweak to 5× 104 s ∼ day.
GW from the electroweak era are expected to be
searched for by future GW observatories in space, such
as eLISA. The observational tools for GW at the period
scale of years are based on the long-term monitoring of
the millisecond pulsar phases, with subsequent correla-
tion between all of them. The basic idea is that when
GW is falling on Earth and, say, stretches distances in
a certain direction, then in the orthogonal direction one
expects distances to be reduced. The binary correlation
function for the pulsar time delay is an expected func-
tion of the angle θ between them on the sky. There are
existing collaborations – North American Nanohertz Ob-
servatory for Gravitational Radiation, European Pulsar
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Timing Array (EPTA), and Parkes Pulsar Timing Ar-
ray – which actively pursue both the search for new mil-
lisecond pulsars and collecting the timing data for some
known pulsars. It is believed that about 200 known mil-
lisecond pulsars constitute only about 1 percent of the
total number of them in our Galaxy. The current bound
on the GW fraction of the energy density of the Universe
is approximately
ΩGW (f ∼ 10−8Hz)h2100 < 10−9 . (17)
Rapid progress in the field, including better pulsar timing
and formation of a global collaborations of observers, is
expected to improve the sensitivity of the method , per-
haps making it possible in a few year time scale to detect
GW radiation, either from the QCD Big Bang GW ra-
diation we discuss, or that from colliding supermassive
black holes.
The temperature T provides the micro (UV) scale
of the problem: here the phase transition provides the
sound source. The cosmological horizon is the IR cut-
off on the gravitational radiation wavelength: here two
sounds generate the GW. In between UV and IR scales
there is the “dynamical range”, of about 18 orders of
magnitude! The challenge is to understand if and how
the inverse acoustic cascade can be developed there, and
what nk dependence is generated. It turns out that the
answer crucially depend on the sign of the third deriva-
tive of the sound dispersion curve
ω = csk +Ak
3 + ... (18)
which remains unknown, both for QGP and electroweak
plasma.
If A > 0 sound decays 1 into 2 is kinematically possible.
If so the turbulent cascade based on 3-wave interaction
can only develop in the direct – that is toward large k or
UV – cascade, not the one we are interested in.
However when the dispersive correction coefficient
A < 0 , is negative, and there are no binary decays of
the sounds, the answer is different. Turbulent cascade
switches to higher order process, of 2↔ 2 scattering and
1 ↔ 3 processes, (see e.g. [45]) generating an inverse
cascade, with a particle flow directed to IR. In this case of
the weak turbulence, the index of the density momentum
distribution nk ∼ k−s is known to be
sweak = 10/3 (19)
Furthermore, as discussed in [77], large value of the den-
sity at small k leads to violation of weak turbulence appli-
cability condition and the regime is known as “strong tur-
bulence”. We follow the philosophy of Berges et al renor-
malization of similar cascades in the case of relativis-
tic scalar with quartic interaction. Unfortunately sound
waves have triple vertex are they are Goldstone particles,
so the problem is much more involved. The scattering
is dominated by t-channel diagrams with small denomi-
nators, producing small angle scattering with large cross
sections, like it is the case for gluons. We do not yet have
a complete solution of this problem, only an estimate of
the renormalized index which we think is increasing to
sstrong ∼ 5. Given huge – 18 decades for QCD – dy-
namical range of the problem at hand this will imply a
significant increase of nk at IR.
Another key result of our paper [77] is the calculation
of the transition rate of the sound to gravity waves. We
found it to be rather simple process, an on shell collision
of the two sound waves. The calculation of the rate [77]
is straightforward, following from the evaluation of the
“sound loop” diagram (already discussed in the previous
section, but in different kinematics). Since two sounds
collide, it depends quadratically on nk: so the GW pro-
duction can be hugely amplified by the inverse acoustic
cascade.
IV. THE PRE-EQUILIBRIUM STATE, GLOBAL
OBSERVABLES AND FLUCTUATIONS
A. Perturbative versus non-perturbative
paradigms
The requirements to any theory of the early stage can
be formulated as follows: It should be able to
(i) specify certain the wave function of the colliding par-
ticle, in a wide rapidity range;
(ii) explain what happens at the collisions and just after
it;
(iii) explain how it evolves into the final observed
hadronic state.
It is perhaps fair to say, that approaches based on the
weak coupling (pQCD) has been able to explain (i) and
(ii) but not (iii). Strong coupling ones (AdS/CFT) can
do (iii) but not (i,ii).
More specifically, perturbative (pQCD) regime is nat-
ural for hard processes, for which the QCD running cou-
pling is weak. Already in 1970’s the pQCD developed
factorization framework, which divided production am-
plitudes into “past”,“during” and “after” parts. The
“past” and “after” parts are treated empirically, by struc-
ture (or distribution) and fragmentation functions. The
“during”, near-instantaneous, part is described by ex-
plicit partonic process under consideration. (These three
stages is the simplest example of three goals formulated
above.) The strength of this approach is based on the
separation of hard and soft scales, by some normaliza-
tion scale µ, on which the final answer should not de-
pend. Dependence of PDFs and fragmentation functions
on µ is described by renormalization group tool, the so
called DGLAP evolution: it let us tune them to the par-
ticular kinematics at hand. It works very well for very
hard processes: high energy physicists at LHC looking at
the electroweak scale and beyond, Q > 100GeV , do not
need to know anything else. People who want to study
mini-jets have to worry to “higher twist” corrections to
GLAP, not under control yet.
Yet pQCD approach has serious weaknesses as well.
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The PDFs describe only the average nucleon (or nu-
cleus). As soon as a particle is touched – e.g. the
impact parameter (multiplicity bin) is selected – factor-
ization theorems are no longer applicable. The absence
of good practical models describing partonic state with
fluctuations remains a problem: e.g. for understand-
ing pp collisions with multiplicity several times the av-
erage one. As we will discuss below in detail, pQCD can
hardly be used for assessing the transverse plane distri-
butions/correlations of partons.
For “baseline” processes – minimally biased pp, pA
collisions, with rather low multiplicity – pQCD pro-
cesses can be supplemented by string fragmentation,
leading to rather successful “event generators”, descen-
dent of the so called Lund model. In the approximation
of independent string fragmentation their relative posi-
tions/correlations/interactions are unimportant. How-
ever, experiments which trigger higher multiplicity bins
and look for subtle correlations have found phenomena
clearly beyond the reach of such simple models: we will
discuss those in detail.
At the opposite case of high multiplicity collisions –
central pA,AA – the theory of the initial state is in first
approximation classical, and general initial conditions for
hydrodynamics is in the zeroth approximation given just
by nuclear shape and NN cross section. The main pa-
rameter hydro needs is the total entropy generated: this
is taken from parton density times some empirical coef-
ficient, entropy/parton, not yet explained. In the first
approximation – including fluctuations in the positions
of nucleons in versions of the Glauber or eikonal mod-
els – one also finds simple and reasonable predictions for
n and their correlations/fluctuations. The next approx-
imations, involving fluctuating nucleons in terms of their
parton substructure, have been proposed, but their rele-
vance is disputed.
Partonic description of the initial state of the colli-
sion at asymptotically high parton density evolved into
the so called Color-Glass-Condensate (CGC)- GLASMA
paradigm originated from McLerran-Venugopalan model
[78]. Let me briefly remind the main points. Since the
number of colored objects is large, charge fluctuations
will eventually also become large producing strong gauge
fields known as CGC. If gluonic fields become so strong
that the occupation numbers reach O(1/αs), the deriva-
tive and the commutator terms are comparable and one
can use classical Yang-Mills nonlinear equations for its
description. GLASMA is a state made of such random
classical fields, starting from CGC at the collision time
and then evolving as the system expands, till the oc-
cupation numbers reduce to O(1). Self-consistency of
the model is provided by the fact that 2-d parton den-
sity define the characteristic patron saturation momen-
tum n ∼ Q2s, which is treated as a scale in the evolution
equations. At early time the charges at each “glasma
cell”, of area ∼ 1/Q2s, start separate longitudinally, pro-
ducing longitudinal electric and magnetic fields. Cells
are statistically independent and fluctuate with their own
Poisson-like distributions. The explicit modelling of re-
sulting field, from cells in the transverse plane, is now
known as an impact− parameter (IP) glasma models.
High-multiplicity initial state then evolve into sQGP:
we know that because it must be complemented by hy-
dro evolution, to describe RHIC/LHC observations. We
will go over observables below in more detail, let me illus-
trate it here by one particular observable, the elliptic flow
v2. Suppose there is no sQGP stage: patrons – gluons
and quarks – simply “get real” after collision, more or
less like the Weitzsacker-Williams photons do in QED,
fragment into mini-jets and fly to the detector. Hard
partons at large momentum scale Qs of GLASMA be-
longing to individual cells cannot possibly know about
other cells and nuclear geometry: those would be mainly
produced isotropically in the transverse plane. If they
re-interact later, the probability of that is higher where
there is more matter – contributing negative correction
to v2. Much softer patrons, with momenta Q ∼ 1/R,
will know about the “overlap almond” shape of the initial
state: their distribution will be anisotropic, perhaps even
with v2 of the order of several percents, as observed for
momentum-integrated data. Thus the prediction would
be of v2 decreasing with pt, to negative values. Needless
to say, hydro-based theory and experiment had shown
v2(pt) to be instead growing up to p⊥ ∼ 3GeV , produc-
ing anisotropies as large as O(1).
Strong-coupling models of the initial stage and equili-
brated matter fall into two categories. One is based on
classical strongly-coupled plasmas developed in [28] and
based on the notion that the ratio
Γ =
Vinteraction
T
> 1 (20)
In other words, the potential energy of a particle ex-
ceeds its kinetic energy. Simulations and experiments
with QED strongly coupled plasmas show that for rele-
vant Γ = 1−10 one deals with strongly correlated liquids.
Screening in this regime was studied in [29], and viscosity
and diffusion constant in [8] in a version with electric and
magnetic charges. Apart of jet quenching applications,
it has not yet been used for heavy ion physics, and thus
we will not discuss it here.
The second – much wider known – strong coupling
framework is based on holography and AdS/CFT corre-
spondence: we will also discuss recent progress in detail.
It describes rapid equilibration by black hole formation
in the dual theory space: we will discuss it in significant
detail below.
B. Centrality, E⊥ and fluctuations
Before diving into theory developments, let me briefly
remind some basic facts about the global observables and
their fluctuations. One of the first practical question for
AA collisions is determination of centrality classes, re-
lated to observables like the number of participant nu-
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FIG. 12: Distributions over participant nucleons (a) and
participant quarks (b), from [15].
cleons Np, correlated to total multiplicity N or trans-
verse energy E⊥. The Np is defined by forward-backward
calorimeters, while the others by the central detectors.
Correlation plots between those and precise cuts defin-
ing the centrality classes are the basic technical issues of
the field.
Historically, the ratio of the E⊥ rapidity distributions
for AA and pp collisions were fitted by a parameterization
dEAA⊥
dη
/
dEpp⊥
dη
= (1− x)Np
2
+ xNcoll (21)
with a parameter x interpreted as an admixture of the
“binary collisions” Ncoll to the main “soft” term, pro-
portional to the number of participants. It was a nice
fit: yet we now know that a “hard” components in par-
ticle spectra - is 3-4 orders of magnitude down from the
“soft” exponent (thermal-hydro contribution). So, the
interpretation of x becomes questionable.
One possibility can be that “hard” interpretation just
mentioned remains correct at early time, yet with sub-
sequent equilibration and disappearance from spectra.
Since hydro preserves entropy, one may argue that it will
still show up in the total multiplicity. It is however more
difficult to imagine preservation of E⊥ at the hydro stage.
But this is not the end of the story. The multiplicity
and E⊥ distributions were measured and connected to
the geometric distribution over the r.h.s. of (21). These
studies bring along a notion of some intermediate “clus-
ters” (or ancestors as ALICE papers call it) which gener-
ate the secondaries in independent random processes of
their decay.
Tannenbaum [15] provided another, and very simple,
interpretation to these distributions. A nucleon is repre-
sented by 3 constituent quarks which interact separately
– the additive quark model of 1960’s. Defining the num-
ber of “quark participants” Nqp he showed that – within
a 1% accuracy (!) – it is proportional to the r.h.s. of
(21). Thus, the E⊥ is perfectly linear in Nqp, see fig
29(b). If so, each participant quark is connected by the
QCD string to the other one, and those strings are the
“clusters” or ancestors for final secondaries. (We will re-
turn to “wounded quarks” concept in the discussion of
the Pomeron in section VIII C.)
On the other hand, the additive quark model does not
agree with pQCD paradigm, which views color dipoles
– not charges – as having separate cross sections (or
couplings to the Pomeron). The CGC/GLASMA the-
ory adds another suggestion: it is its GLASMA cells
that are expected to be statistically independent “clus-
ters”, producing entropy/secondaries. (The McLerran-
Venugopalan ”flux tubes” differ from the QCD strings:
unlike those they exist in dense deconfined phase, are not
quantized and they do not have universal tension).
A view that the CGC-glasma picture is a high den-
sity regime, while simpler Lund-type models with QCD
strings (and perhaps constituent quarks) are in low den-
sity regime must be correct. The problem is we do not
see transition which will help us to tell at which density
we need to switch between those two pictures.
Let us seek further guidance from phenomenology.
Note that the number of “clusters” N which fluctuate
independently define the width of observed distributions,
being O(N−1/2). So, we take these three models: (i) the
usual Glauber in which N is the number of participant
nucleons Np; (ii) its Tannenbaum’s modification with the
number of participant constituent quarks Npq; (iii) and
the CGC-glasma, and calculate the fluctuations.
In the last case
NGLASMA ∼ (piR2)Q2s (22)
For central AA the area is geometrical Area=100 fm2
and
Np ∼ 400, Npq ∼ 1000, NGLASMA ∼ 104 (23)
For central pA the area is given by the NN cross section
σ ∼ 100mb = 10 fm2. So one gets very different number
of “clusters”
Np ∼ 16, Npq ∼ 40, NGLASMA ∼ 103 (24)
Therefore these models predict vastly different fluctua-
tions.
There are two ways to measure fluctuations. The first
is based on multiplicity fluctuations. Going to the tail of
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it, beyond the most central collisions, in AA,pA and pp
we find some tail usually fitted by the negative binomial
or similar distribution with two parameters, or convolu-
tion of two random processes with different parameters.
Its second moment should tell us how many “progenitors”
(clusters, clans, ancestors) the system goes through.
The second one is to look at angular deformations
n. If created by statistically independent small-size ob-
jects, they are all very similar and again parametrically
O(N−1/2) [164]. We return to them in section VI C.
For Et distributions, one finds that participant quark
model describes AuAu and dAu data extremely well,
while in pp it clearly underpredicts the tail of the dis-
tribution. Even 6 participant quarks – the maximal of
the model – is not enough. Recalling our density esti-
mates above, one may think that the highest multiplic-
ity pp is the first case when “soft” models become in-
sufficient. The models which have pQCD gluons in the
wave function are doing better on the “tails”. Popu-
lar quantitative model with pQCD component is Pythia
(pQCD+strings): the version used by CMS describes the
multiplicity tail of pp reasonably well, while it underpre-
dicts a bit the tail in pA. (see e.g. CMS pages with
public info).
C. Anisotropy of the excited matter and the
boundaries of hydrodynamics
Partonic initial state has small pt and large longitudi-
nal momenta: so initial out-of-equilibrium stage of the
collision is highly anisotropic. However, after collisions,
patrons are naturally separated in time according to dif-
ferent rapidities, and create “floating matter” in which
cells have a spread of longitudinal momenta smaller
than the transverse one, reversing the sign of momentum
anisotropy. At later hydrodynamical stages the viscosity
effects produce local anisotropy of the particle distribu-
tions, which is however small due to small viscosity of
the fluid.
What happens in between is still a matter of debates.
Weak coupling approaching –partonic cascades – predict
anisotropy to be rising to quite large values, while the
strong coupling (holographic) approaches lead to rapid
convergence to small values, consistent with hydrody-
namics. (For more detailed discussion see e.g. [51]).
The issue of anisotropy has two practical aspects. The
experimental one – to which we return in section IV C
– is a question how one can experimentally monitor the
anisotropy of matter, at various stages of the evolution.
The theoretical question is whether one can extend the
hydrodynamical description for strongly anisotropic mat-
ter. Recently there were significant development along
the line of the so called anisotropic hydrodynamics, or
aHydro. The idea [51, 52] is to introduce the asymmetry
parameter into the particle distribution, and then derive
separate equation of motion for it from Boltzmann equa-
tion. More recently, solutions of various versions of hy-
drodynamics were compared to the exact solution of the
Boltzmann equation itself, derived for Gubser geometri-
cal setting in [53]. This paper contains many instructive
plots, from which I selected the normalized temperature
shown in Fig.13 and the sheer stress Πξξ shown in Fig.14
. In both cases the pairs of points correspond to small
and very high viscosity values, separated by two orders
of magnitude and roughly representatives of the strongly
and weakly coupled regimes.
Gubser’s variable ρ is the “time” coordinate. At all
four plots one can see that all curves coincide in the in-
terval −2 < ρ < 2, but deviate from each other both
at large negative values, corresponding to the very early
stage, and for large positive ones, corresponding to very
late times. In fact all practical applications of hydrody-
namics were indeed made inside this interval of ρ, with
other regions being “before formation” and “after freeze-
out”.
Solutions for two – hugely different - viscosities show
a very similar trends. Israel-Stuart hydro seems to fol-
low Boltzmann in the most accurate way. Even the free
streaming regime is not very far from all hydros and ex-
act Boltzmann: this would be surprising for the reader
if we would not already know that the radial flow – un-
like higher harmonics – can indeed be “faked”. If these
authors would calculate the elliptic and higher flows, the
results would be quite different. It is not done yet, but
one expects that for 4piη/s = 100 those would be com-
pletely obliterated.
The plots for the shear stress show different behaviors
for small and large viscosity, but again all curves coincide
inside the “hydro window” of −2 < ρ < 2. Even going
well outside that domain, we never see discrepancies be-
tween them by more than say 20%.
The overall conclusion one can draw from all of those
impressive works is quite simple: all versions of hydro
used in practice are very accurate for realistic viscosities
4piη/s ≈ 2 and the times hydro is actually applied in
practice.
V. THE SMALLEST DROPS OF QGP
We have described above some successes of hydrody-
namics for description of the flow angular harmonics,
showing that those are basically sound waves generated
by the initial state perturbations. We also emphasized
a significant gap which still exists between approaches
based on weak and strong couplings, in respect to equi-
libration time and matter viscosity. Needless to say, the
key to all those issues should be found in experimenta-
tions with systems smaller than central AA collisions.
They should eventually clarify the limits of hydrodynam-
ics and reveal what exactly happen in this hotly disputed
“the first 1 fm/c” of the collisions.
Let us start this with another look at the flow harmon-
ics. What is the spatial scale corresponding to the highest
n of the vn observed? A successful description of the n-th
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FIG. 13: From [53]: the normalized temperature for 4piη/s =
1, 100, upper and lower plots, respectively. The meaning of
different curves is explained in the upper plot.
harmonics along the fireball surface implies that hydro
still works at a wavelength scale 2piR/n: taken the nu-
clear radius R ∼ 6 fm and the largest harmonic studied
in hydro n = 6 one concludes that this scale is still few
fm. So, it is still large enough, and it is impossible to tell
the difference between the initial states of the Glauber
model (operating with nucleons) from those generated
by parton or glasma-based models (operating on quark-
gluon level) . And indeed, we don’t see harmonics with
larger n simply because of current statistical limitations
of the data sample. Higher harmonics suffer stronger
viscous damping, during the long time to freezeout. In
short, non-observation of vn, n > 6 are unrelated to the
limits of hydrodynamics.
(Except in the region of high p⊥ ∼ 4GeV in which
indeed the relevant region becomes too thin to be
treated macroscopically. Unfortunately, there is still lit-
tle progress in understanding vn at and above such mo-
menta.)
In principle, one can study AA collisions for smaller
and smaller systems, looking for the lighter nuclei which
still see flow harmonics. Note that in such case the time
to freeze out scales with the radius, so angular correla-
tions stay about at the same angles and n. In our pocket
formula for viscous damping, it changes TR downward,
allowing to understand the sound damping phenomena
from another angle.
However, it is not the way of the actual development,
as unexpected discoveries of flows in very small systems
– pp and pA collisions, with high multiplicity trigger. It
is those which we discuss in this chapter. As we will see,
there are similarities but also important differences of the
two cases.
Before we go into details, let us try to see how large
those systems really are. At freezeout the size can be
directly measured, using femtoscopy method. (Brief his-
tory: so called Hanbury-Brown-Twiss (HBT) radii. This
interferometry method came from radio astronomy. The
influence of Bose symmetrization of the wave function
of the observed mesons in particle physics was first em-
phasized by Goldhaber et al [106] and applied to proton-
antiproton annihilation. Its use for the determination
of the size/duration of the particle production processes
had been proposed by Kopylov and Podgoretsky [107]
and myself [108]. With the advent of heavy ion collisions
this “femtoscopy” technique had grew into a large in-
dustry. Early applications for RHIC heavy ion collisions
were in certain tension with the hydrodynamical models,
although this issue was later resolved [109].)
The corresponding data are shown in Fig.15, which
combines the traditional 2-pion with more novel 3-pion
correlation functions of identical pions. An overall
growth of the freezeout size with multiplicity, roughly
as < Nch >
1/3, is expected already from the simplest
picture, in which the freezeout density is some univer-
FIG. 14: From [53]: shear stress for 4piη/s = 1, 100, upper
and lower plots, respectively
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Fig. 6. Left panel: Proton to φ ratio as a function of pT for different Pb–Pb centrality classes [47]. Right panel: Femto-
scopic radii extracted from two- and three-pion cumulants together with the associated λ parameters [50].
shape is driven by radial flow. Combining this finding with that for the v2 suggests that the mass 
(and not the number of constituent quarks) drives v2 and spectra in central Pb–Pb collisions for 
pT < 4 GeV/c. It is interesting to note that also in p–Pb collisions the shape of the pT spectra of 
φ and p become more similar for high-multiplicity events [3].
3.4. Identified-particle spectra
The ALICE Collaboration has presented yields and spectra for 12 particle species (π , K±, K∗, 
K0, p, φ, Λ, Ξ , Ω , d, 3He, 3ΛH) in up to 3 collision systems (and, for pp collisions, 3 different 
center of mass energies). In particular the measurement of the pT and centrality dependence of 
the d and the nuclei (3He, 3ΛH) spectra should be pointed out [25]. It is interesting to note that the 
yields of d, 3He and 3ΛH are correctly calculated in equilibrium thermal models. Furthermore, the 
yields of multi-strange baryons have been measured as a function of event multiplicity showing 
a smooth evolution from pp over p–Pb to Pb–Pb collisions for the yield ratios to π or p [2]. The 
large amount of data allows a stringent comparison to thermal models which describe particle 
production on a statistical basis [49].
3.5. Source sizes
For the first time, femtoscopic radii were extracted with three-pion cumulants [16,50]. This 
approach reduces non-femtoscopic effects contributing to the extracted radii significantly. Fig. 6
FIG. 15: Alice data on the femtoscopy radii (From [26]) (up-
per part) and “coherence parameter” (lower part) as a func-
tion of multiplicity, for pp, pPb, PbPb collisions.
sal constant. For AA collisions this simple idea roughly
works: 3 orders of magnitude of the growth in multiplic-
ity correspond to one order of magnitude growth of the
size.
Yet the pp, pA data apparently fall on a different line,
with significantly smaller radii, even if compared to the
peripheral AA collisions at the same multiplicity. Why
do those systems get frozen at higher density, than those
produced in AA? To understand that one should recall
the freezeout condition: “the collision rate becomes com-
parabl to the expansion rate”
< nσv >= τ−1coll(n) ∼ τ−1expansion =
dn(τ)/dτ
n(τ)
(25)
Higher density means larger l.h.s., and thus we need a
larger r.h.s.. So, more “explosive” systems, with larger
expansion rate, freezeout earlier. We will indeed argue
below that pp, pA high-multiplicity systems are in fact
more “explosive”: it is seen from radial flow effects on
spectra as well as HBT radii.
But how those systems become “more explosive” in
the first place? Where is the room for that, people usu-
ally ask, given that even the final size of these objects
is smaller than in peripheral AA, which has a rather
weak radial flow. Well, the only space left is at the be-
ginning: those systems must start accelerating earlier,
from even smaller size. Only then they would be able to
get enough acceleration, and eventually strong collective
flow, by their freezeout.
A. Collectivity in small systems
Let us briefly recall the time sequence of the main
events. The first discovery – in the very first LHC run
– was due to CMS collaboration [101] which found a
“ridge” correlation in high multiplicity pp events, en-
hanced by a special trigger. That was required because,
unfortunately, the effect was first seen only in events with
a probability P ∼ 10−6 [165].
Switching to most central pA CMS [102] and other col-
laborators had observed a similar ridge there, now with
much higher – few percent – probability. By subtracting
high multiplicity and low multiplicity correlators CMS
and ALICE groups soon had concluded, that “ridge” is
accompanied by the “anti-ridge” in other hemisphere,
and thus it is basically a familiar elliptic flow v2.
PHENIX collaboration at RHIC also found a ridge-like
correction in central dAu collisions, Furthermore, their
v2 is larger than in pPb at LHC, by about factor 2.
This was soon attributed to different initial conditions,
for d and p beams, since the former have “double explo-
sion” of two nucleons. Quantitative prediction came from
pioneering hydrodynamical studies of such collisions by
Bozek [42], and then many others. Hydro predicts the
effect correctly: and that was the first indication for the
collectivity of the phenomenon. Another contribution of
PHENIX was the observation that dA HBT radii display
the famous decreasing trend with pt well known for AA
collisions, which is another – and very direct – evidence
for presence of the collective flow.
Truly amazing set of data came from CMS [27]. Their
v2 measurements from 4,6 and even 8 particles are shown
in Fig.16. Previous data for AA collisions had shown
perfect agreement between those, and new data for pA
are in this respect the same. This establishes collectivity
of the flow in pA, “beyond the reasonable doubt”.
Taken collectivity for granted, one can further ask if
the v2 observed is caused by the pre-collision correlations
or by the after-collision collective flows. A very nice con-
trol experiment testing this is provided by dA and He3A
collisions. Two nucleons in d are in average far from each
other and 2 MeV binding is so small that one surely can
ignore their initial state correlations. So, whatever is the
“initial shape” effect in pp, in dA it should be reduced by
1/
√
2 because two shapes cannot be correlated. It should
be reduced further in He3A by 1/
√
3, if the same logic
holds.
Hydrodynamical predictions are opposite: double (or
triple) initial explosions lead to a common fireball, with
the anisotropies larger than in pA. Data from RHIC
by PHENIX and STAR on dAu,He3Au do indeed show
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FIG. 16: CMS data [27] for v2 calculated using 2,4,6, 8
particle correlations, as well as Lee-Yang zeroes (basically all
particles). Good agreement between those manifest collectiv-
ity of the phenomenon.
FIG. 17: vn for n− 2, 3, 4, 5 versus pt in GeV, for high multi-
plicity bin indicated on the figure. The points are from Atlas,
lines from CMS (presentation at QM2015).
such an increase of the v2, v3, relative to pAu, again in
quantitative agreement with hydro [43, 44]. It looks like
this issue is now settled.
Recently Atlas was able to perform the first measure-
ments of higher harmonics vn, n = 4, 5 in central pPb,
see Fig. 17. Except at very high pt, those two harmonics
seem to be comparable in magnitude: it is the first con-
tradiction to “viscous damping” systematics seen so far.
(No idea so far why does it happen.)
B. Pedagogical digression: scale invariance of
sQGP and small systems
Acceptance of hydrodynamical treatment of “small
system explosions” need to pass a psychological barrier:
people repeatedly ask if it is indeed possible to treat a
system of less than 1 fm in size as macroscopic. (And
indeed, just 15 years ago the same question was asked
about systems of 6 fm size.) So, let us take a step back
from the data and consider the issue of scales.
If one takes smaller and smaller cells of ordinary fluid –
R
T
R
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D
C
B
E
Tc
ex.0
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FIG. 18: (color online) Temperature T versus the fireball size
R plane. Solid blue line is the adiabatic S = const, approx-
imately TR = const for sQGP. Example 0 in the text cor-
responds to reducing R, moving left A → B. Example 1 is
moving up the adiabatic A → C. Example 2 corresponds to
adiabatic expansion, such as A → E,C → E. If in reality C
corresponds to pA, the freezeout occurs at the earlier point
D.
such as water or air – eventually one reaches the atomic
scale, beyond which water or air, as such, do not ex-
ist: just individual molecules. QGP is not like that: it
is made of essentially massless quarks and gluons which
have no scale of their own. The relevant scale is given
by only one parameter T – thus QGP is approximately
scale invariant. (The second scale ΛQCD only enters via
logarithmic running of the coupling, which is relatively
slow and can in some approximation be ignored.)
As lattice simulation show, above the phase transition
T > Tc QGP thermodynamics soon becomes scale invari-
ant /T 4, p/T 4 ≈ const(T ). The comparison of LHC to
RHIC data further suggests that it is similarly true for
viscosity as well η/s ≈ const(T ) (although with less ac-
curacy so far). Thus, QGP does not have a scale of its
own, and thus would show exactly the same behavior if
conditions related by the scale transformation
RA/RC = ξ, TA/TC = ξ
−1 (26)
are compared.
Consider a thought experiment 1, in which we com-
pare two systems on the same adiabatic A and C. For
scale invariant sQGP the points A,C are related by this
scale transformation mentioned above, and have the same
entropy. Since the scale transformation is approximate
symmetry, we expect the same output. A smaller-but-
hotter plasma ball C will explode in exactly the same
way as its larger-but-cooler version A.
Let us now proceed to the thought experiment 2, which
is the same as above but in QCD, with a running cou-
pling. In the sQGP regime it leads to (very small, as
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lattice tells us ) running of s/T 3, some (unknown) run-
ning of η/T 3, etc. The most dramatic effect is however
not the running coupling per se, but the lack of supersym-
metry, which allows for the chiral/deconfinement phase
transition, out of the sQGP phase at T = Tc to hadronic
phase. The end of the sQGP explosion D thus has an
absolute scale, not subject to scale transformation!
So let us consider two systems A,C of the same to-
tal entropy/multiplicity, initiated in sQGP with condi-
tions related by scale transformation and left them ex-
plode. The sQGP evolution would be related by nearly
the same set of intermediate states (modulo running cou-
pling) till T ≈ Tc, after which they go into the “mixed”
and hadronic stages, which are not even close to be scale
invariant! Thus the result of the explosions are not the
same. In fact the smaller/hotter system will have an ad-
vantage over the larger/cooler one, since it has larger
ratio between the initial and final scales Ti/Tf .
(In the language of holographic models the scale is in-
terpreted as the 5-th coordinate x5, and evolution is de-
picted as gravitational falling of particles,strings, fireballs
etc toward the AdS center. The ratio of the scales is the
distance along the 5-th coordinate: thus in this language
two systems fall similarly in the same gravity, but smaller
system starts “higher” and thus got larger velocity at the
same “ground level” given by Tc.)
The hydro expansion does not need to stop at the phase
boundary D. In fact large systems, as obtained in central
AA collisions are known to freezeout at Tf < Tc, down
to 100 MeV range (and indicated in the sketch by the
point E. However small systems, obtained in peripheral
AA or central pA seem to freezeout at D, as we will show
at the end of the paper.
Short summary of these thought experiments: not only
one expects hydro in the smaller/hotter system to be
there, it should be very similar to that in larger/cooler
system, due to approximate scale invariance of sQGP.
C. Preliminary comparison of the peripheral AA,
central pA and high multiplicity pp
Now is the time to go from thought experiment with
some ideal systems to the real ones. We will do it in two
steps, first starting in this section with “naive” estimates
for three cases at hand, based on standard assumptions
about the collision dynamics, and then returning to more
realistic studies of the last two cases in the next subsec-
tions.
We aim at initial transverse radii and density, thus we
use the initial size of the nuclei rather than that of the
fireball at freezeout, after hydro expansion. The multi-
plicity is the final one, but due to (approximate) entropy
conservation during the hydro stage we think of it as a
proxy for the entropy at early time as well. (Entropy gen-
erated by viscosity during expansion is relatively small
and can be corrected for, if needed.)
(i) Our most studied case, the central AuAu or PbPb,
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Figure 9: Average transverse momentum of identified charged hadrons (pions, kaons, protons;
left panel) and ratios of particle yields (right panel) in the range |y| < 1 as a function of the cor-
rected track multiplicity for |h| < 2.4, for pp collisions (open symbols) at several energies [8],
and for pPb collisions (filled symbols) at
p
sNN = 5.02 TeV. Both hpTi and yield ratios were
computed assuming a Tsallis-Pareto distribution in the unmeasured range. Error bars indicate
the uncorrelated combined uncertainties, while boxes show the uncorrelated systematic uncer-
tainties. For hpTi the fully correlated normalization uncertainty (not shown) is 1.0%. In both
plots, lines are drawn to guide the eye (gray solid – pp 0.9 TeV, gray dotted – pp 2.76 TeV, black
dash-dotted – pp 7TeV, colored solid – pPb 5.02 TeV). The ranges of hpTi, K/p and p/p values
measured by ALICE in various centrality PbPb collisions (see text) at
p
sNN = 2.76 TeV [33] are
indicated with horizontal bands.
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by ALICE in PbPb collisions at
p
sNN = 2.76 TeV for centralities from peripheral (80–90% of the
inelastic cross-section) to central (0–5%) [27]. These ALICE PbP data cover a much wider range
of Ntracks than is shown in the plot. Although PbPb data are not available at
p
sNN = 5.02 TeV
for comparison, the evolution of event characteristics from RHIC (
p
sNN = 0.2 TeV, [2, 4, 28])
to LHC energies [27] suggests that yield ratios should remain similar, while hpTi values will
increase by about 5% when going from
p
sNN = 2.76 TeV to 5.02 TeV.
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Figure 10: Inverse slope parameters T0 fromfits of pion, kaon, and proton spectra (both charges)
with a form proportional to pT exp( mT/T0). Results for a selection of multiplicity classes,
with different Ntracks as indicated, are plotted for pPb data (left) and for MC event generators
AMPT, EPOS LHC, and HIJING (right). The curves are drawn to guide the eye.
For low track multiplicity (Ntracks . 40), pPb collisions behave very similarly to pp collisions,
while at higher multiplicities (Ntracks & 50) the hpTi is lower for pPb than in pp. The first ob-
servation can be explained since low-multiplicity events are peripheral pPb collisions in which
only a few proton-nucleon collisions are present. Events with more particles are indicative
of collisions in which the projectile proton strikes the thick disk of the lead nucleus. Inter-
estingly, the pPb curves (Fig. 9, left panel) can be reasonably approximated by taking the pp
values and multiplying their Ntracks coordinate by a factor of 1.8, for all particle types. In other
words, a pPb collision with a given Ntracks is similar to a pp collision with 0.55 ⇥ Ntracks for
produced charged particles in the |h| < 2.4 range. Both the highest-multiplicity pp and pPb
interactions yield higher hpTi than seen in central PbPb collisions. While in the PbPb case even
the most central collisions possibly contain a mix of soft (lower-hpTi) and hard (higher-hpTi)
nucleon-nucleon interactions, for pp or pPb collisions the most violent interaction or sequence
of interactions are selected.
The transverse momentum spectra could also be successfully fitted with a functional form pro-
portional to pT exp( mT/T0), where T0 is called the inverse slope parameter, motivated by the
success of Boltzmann-type distributions in nucleus-nucleus collisions [29]. In the case of pi-
ons, the fitted range was restricted to mT > 0.4GeV/c in order to exclude the region where
resonance decays would significantly contribute to the measured spectra. The inverse slope
parameter as a function of hadron mass is shown in Fig. 10, for a selection of event classes,
both for pPb data and for MC event generators (AMPT, EPOS LHC, and HIJING). While the data
FIG. 19: (color online) (From [41].) (a) Average transverse
momentum of identified charged hadrons (pions, kaons, pro-
tons; left panel) and ratios of particle yields (right panel)
in the range |y| < 1 as a function of the corrected track
multiplicity for |η| < 2.4, for pp collisions (open symbols)
at several energies, and for pPb collision (filled symbols) at√
sNN = 5.02TeV. (b) The slopes of the m⊥ distribution ′
(in GeV) as a fun tion of the particle mass. The numbers on
the right of the lines give the track mu tiplicity.
is the obvious benchmark. With the total multiplicity
about NAA ≈ 104 and transverse area of nuclei piR2A ≈
100 fm2 one gets the density per area
AA =
N
piR2A
∼ 100 fm−2 (27)
which can be tran formed into entropy if needed, in a
standard way.
(ii) Central pA (up to few ercent of the total cross
section) has CMS track multiplicity of about 100. Ac-
counting for unobserved range of pt, y and neutrals in-
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creases it by about factor 3, so N centralpA ∼ 300. The area
now corresponds to the typical impact parameter b in pp
collisions, or pi < b2 >= σpp ≈ 10 fm2. The density per
area is then
ncentralpA =
N centralpA
σpp
∼ 30 fm−2 (28)
or 1/3 of that in central AA. Using the power of LHC
luminosity CMS can reach – as a fluctuation with the
probability 10−6 — another increase of the multiplicity,
by about factor 2.5 or so, reaching the density NmaxpA /σpp
in AA. Another approach used is a comparison of central
pA with peripheral AA of the same multiplicity, or more
or less same number of participants. Similar matter den-
sity is obtained.
(iii) Now we move to the last (and most controver-
sial) case, of the high multiplicity pp collisions. (Need-
less to say the density is very low for min.bias events.)
“High multiplicity” at which CMS famously discovered
the “ridge” starts from about Nmaxpp > 100 ∗ 3 (again,
100 is the number of CMS recorded tracks and 3 is ex-
trapolation outside the detector covered).
The big question now is: what is the area? Unlike in
the case of central pA, we don’t utilize standard Glauber
and full cross section (maximal impact parameters): we
address now a fluctuation which has small probability.
In fact, nobody knows the answer to that. Based on the
profile of pp elastic scattering (to be discussed in section
VIII C) I think it should correspond to impact parameter
b in the black disc regime. If so pib2b.d. ∼ 1/2 fm2, which
leads to density per area
nmaxpp ≈
Nmaxpp
pib2b.d.
∼ 600 fm−2 (29)
Other evidences about glue distribution in a proton
comes from HERA diffractive production, especially of
γ → J/ψ: they also suggest a r.m.s. radius of only
0.3 fm, less than a half of electromagnetic radius.
Let us summarize those (naive) estimates: in terms of
the initial entropy density one expects the following order
of the densities per area involved
dNpAmaximal
dA⊥
∼ dN
AA
peripheral
dA⊥
 dN
AA
central
dA⊥
 dN
pp
maximal
dA⊥
(30)
One may expect that the radial flow follows the same
pattern: yet the data show it is not the case.
D. The “radial flow puzzle” for central pA
The simplest consequence of the radial flow is increas-
ing mean transverse momentum. CMS data on those, as
a function of multiplicity, are shown in Fig.19(a). While
pp and pA data are shown by points, the AA ones (from
ALICE) are shown by shaded areas: the central ones cor-
respond to its upper edge. While one invent many mech-
anisms of the mean pt growth – e.g. rescattering, larger
saturation momentum Qs at higher multiplicity, etc –
those explanations generally do to explain why heavier
particles – protons – get this effect stronger than the pi-
ons.
True experimental signatures of the radial flow are
based on the observation that collective flow affect spec-
tra of secondaries of different mass differently. While
(near) massless pions retain exponential spectra, with
blue-shifted slope, massive particles have spectra of a
modified shape. Eventually, for very heavy particles (e.g.
d or other nuclei) their thermal motion gets negligible and
their momenta become just mv where v is the velocity of
the flow. Its distribution has a characteristic peak at the
fireball’s edge.
More specifically, a measure proposed in [99] is to look
at the so called “violation of the m⊥ scaling”. The m⊥
slopes T ′ are defined by the exponential form (above cer-
tain pt)
dN
dydp2⊥
=
dN
dydm2⊥
∼ exp(−m⊥
T ′
) (31)
and they are the best indicators of the radial flow. A sam-
ple of such slopes for pA collisions, from CMS, is shown
in Fig.19 (similar data from ALICE but for smaller mul-
tiplicities are also available, see Fig.58). The multiplicity
bins (marked by 8 and 32 at the bottom-right) show the
same T ′ for all secondaries: this is them⊥ scaling indicat-
ing that the flow is absent. This behavior is natural for
independent string fragmentation, rescattering or glasma
models.
Flow manifests itself differently. For pions T ′ is simply
the freezeout temperature, blue-shifted by the exponent
of the transverse flow rapidity
T ′ = Tfeκ (32)
For more massive particles – kaons, protons, lambdas,
deuterons etc – the slopes are mass-dependent . As seen
from Fig.19(b), they are growing approximately linearly
with the mass, and the effect gets more pronounced with
multiplicity. This is the signature of the collective flow.
Furthermore, the central pA bin has slopes exceeding
those in central PbPb collisions at LHC, the previous
record-holding! (Predicted to happen before experiment:
see version v1 of [90].)
This gives rise to what we call the radial flow puzzle.
Indeed, naive estimates of densities in the previous sub-
section may suggest that explosion in highest multiplicity
pA case should still be weaker than in AA. Indeed, both
the system is smaller and the initial entropy density seem
to be smaller as well. Yet the data show the opposite: the
observed radial flow strength follows a different pattern
yAA,central⊥ < y
pA,central
⊥ < y
pp,highest
⊥ (33)
Hydrodynamics is basically a bridge, between the ini-
tial and the final properties of the system. For the radial
flow dependence on the size of the system it is convenient
23
FIG. 20: (color online) The freezeout surface in universal di-
mensionless time t and radial distance r coordinates. (Blue)
thick solid line in the middle corresponds to central AA
(PbPb) collisions, (red) thick solid line on the top to the
highest multiplicity pp . Two (black) thin ones correspond
to central p Pb case, before and after collapse compression,
marked pAi, pAf respectively. The arrow connecting them
indicates the effect of multi string collapse.
to follow Ref. [90] based on Gubser’s flow , see section B
. One single analytic solution describes all cases consid-
ered: we will proceed from the dimensional variables τ¯ , r¯
with the barto dimensionless variables
t = qτ¯ , r = qr¯ (34)
using rescaling by a single parameter q with dimension
of the inverse length. In such variables there is a single
solution of ideal relativistic hydrodynamics, which for the
transverse velocity (B3 ) and the energy density (B4)
dependence on time and space is known. The second
equation fixes the shape of the freezeout surface, usually
an isotherm T = Tf .
Before turning to actual plot of such surfaces, let us
recall our thought experiment 1 in the subsection V B:
two collisions which are conformal copies of each other
would look the same in dimensionless variables. And in-
deed, the blue line marked AA in Fig.20 corresponds not
only to central PbPb collisions at LHC, but actually to
any AA collisions. (Its parameters, for the record, are
q = 1/4.3 fm, ˆ0 = 2531, Tf = 120MeV , a benchmark
with “realistic” radial flow.) Two black lines are for the
pPb case: they both have Tf = 170MeV and the same
multiplicity but different scale parameters: q = 1/1.6 fm
for the lower dotted line but twice smaller spacial scale
q = 1/0.8 fm for the upper thin solid line. As an arrow
indicates, in order to explain the data one has to start
hydro not from the “naive” initial size, the former line,
but from the “compressed” size, according to “spaghetti
collapse” scenario we will discuss in section V B. If this is
done, the freezeout surface “jumps over” our AA bench-
mark blue line, and its radial flow gets stronger. The
maximal transverse velocities on these curves (located
near the turn of the freezeout surface downward) are
vpAu⊥ = 0.56 < v
AA
⊥ = 0.81 < v
pAu,f
⊥ = 0.84 (35)
The upper red line is our guess for the maximal multi-
plicity pp collisions, assuming its q = 1/0.5 fm: it has
even stronger radial flow, with maximal vpp⊥ ≈ 0.93. So,
paradoxically, small systems are in fact larger than AA
in appropriate dimensionless variables, and that is why
their radial flow is better developed.
In summary: the observed pattern of radial flow mag-
nitude can only be explained if the initial size of the pA
system is significantly reduced, compared to the naive
estimates in the preceding section.
E. Radial flow in high multiplicity pp
According to our preliminary discussion of the densi-
ties per area, in this case it is much higher than in AA
collisions. The initial state must be in a GLASMA state,
if there is one. Yet we do not have theoretical guidance
about the size. ( It is not at all surprising: those are fluc-
tuations with small probability ∼ 10−6, and understand
their precise dynamics is difficult.) Lacking good theory
guidance, one may invert our logical path, and proceed as
follows: (i) extract the magnitude of the flows – radial,
v2, v3 – from the data, at freezeout. Then (ii) “solved
hydro backwards”, deriving the initial conditions needed
to generate such a flow.
One phenomenological input can be the mean pt and
spectra of the identified particles in high multiplicity pp:
some of those we have already shown in Fig.19.
Another approach is to use is the femtoscopy method.
It allows to detect the magnitude and even deformations
of the flow. Makhlin and Sinyukov [110] made the im-
portant observation that HBT radii decrease with the in-
crease of the (total) transverse momentum ~k1 + ~k2 = ~kt
of the pair. Modification of their argument for our pur-
poses is explained in a sketch shown in Fig.21. At small
kt the detector sees hadrons emitted from the whole fire-
ball, but the larger is kt, the brighter becomes its small
(shaded) part in which the radial flow is (i) maximal
and (ii) has the same direction as ~kt. This follows from
maximization of the Doppler-shifted thermal spectrum
∼ exp (pµuµ/Tfreezeout). One way to put is is to note
that effective T in it is increased by the gamma factor of
the flow.
Hirono and myself [113] had calculated such effect and
compare the results with the ALICE HBT data [112]
shown in Fig.22. We deduced the magnitude of the flow
in high multiplicity pp collisions, directly visible in those
data. The effect is best seen in the so called “out”-
directed radius Rout (the top plot). While low multiplic-
ity data (connected by the blue dashed line) are basically
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FIG. 21: Sketch of the radial flow (arrows directed radially
from the fireball center) explaining how it influences the HBT
radii. At small kt the whole fireball (the large circle) con-
tributes, but at larger kt one sees only the part of the fireball
which is co-moving in the same direction as the observed pair.
This region – shown by shaded ellipse – has a smaller radii
and anisotropic shape, even for central collisions.
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FIG. 10. Projections of the 3D Cartesian representations of the cor-
relation functions for events with 23 ≤ Nch ≤ 29 and pairs with
0.3 < kT < 0.4 GeV/c. To project onto one q-component, the oth-
ers are integrated over the range 0−0.16 GeV/c. Dashed lines show
analogous projections of the Gaussian fit.
in Section IVC. In Fig. 10 the same correlation is shown as
projections of the 3D Cartesian representation. The other q
components are integrated over the range of 0− 0.16 GeV/c.
The fit, shown as lines, is similarly projected. In this plot
the fit does not describe the shape of the correlation perfectly;
however, the width is reasonably reproduced.
IV. FIT RESULTS
A. Results of the 3D Gaussian fits
We fitted all 72 correlation functions (4+8 multiplicity
ranges for two energies times 6 kT ranges) with Eq. (7). We
show the resulting femtoscopic radii in Fig. 11 as a function of
kT. The strength of the correlation λ is relatively independent
of kT, is 0.55 for the lowest multiplicity, decreases monoton-
ically with multiplicity and reaches the value of 0.42 for the
highest multiplicity range. The radii shown in the Fig. 11 are
the main results of this work. Let us now discuss many aspects
of the data visible in this figure.
Firstly, the comparison between the radii for two ener-
gies, in the same multiplicity/kT ranges reveals that they are
universally similar, at all multiplicities, all kT’s and all di-
rections. This confirms what we have already seen directly
in the measured correlation functions. The comparison to√s = 200 GeV pp collisions at RHIC is complicated by the
fact that these data are not available in multiplicity ranges.
The multiplicity reach at RHIC corresponds to a combination
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FIG. 11. Parameters of the 3D Gaussian fits to the complete set of
the correlation functions in 8 ranges in multiplicity and 6 in kT for
pp collisions at√s= 7 TeV, and 4 ranges in multiplicity and 6 in kT
for pp collisions at √s= 0.9 TeV. All points at given kT bin should
be at the same value of kT , but we shifted them to improve visibility.
Open black squares show values for pp collisions at √s = 200 GeV
from STAR [10]. Lines connecting the points for lowest and highest
multiplicity range were added to highlight the trends.
of the first three multiplicity ranges in our study. No strong
change is seen between the RHIC and LHC energies. It shows
that the space-time characteristics of the soft particle produc-
tion in pp collisions are only weakly dependent on collision
energy in the range between 0.9 TeV to 7 TeV, if viewed in
narrow multiplicity/kT ranges. Obviously the
√s = 7 TeV
data have a higher multiplicity reach, so the minimum-bias
(multiplicity/kT integrated) correlation function for the two
energies is different.
Secondly, we analyze the slope of the kT dependence. RGlong
falls with kT at all multiplicities and both energies. RGout and
RGside show an interesting behavior – at low multiplicity the kT
dependence is flat for RGside and for RGout it rises at low kT andthen falls again. For higher multiplicities both transverse radii
develop a negative slope as multiplicity increases. At high
FIG. 22: HBT radii versus the pair transverse momentum
kT , for vari us multiplicities of the pp collisio s, from ALICE
[112].
independent on the pair momentum, at high multiplic-
ity (stars and red dashed line) they are decreasing, by
a rather large factor. Another co sequence of the flow
is anisotropy of radii. In the bottom plot the ratio of
two radii are shown: at small multiplicity it is always
1 – that is the source is isotropic – but at high multi-
plicity the source becomes anisotropic, the radii in two
directions are quite different, with their ratio dropping
to about 1/3, at the largest kt. It means, only 1/3 of
the fireball emits pairs of such momenta, a direct conse-
quence of the flow.
In Fig.23 we show a series of calculations in which the
initial QGP stage of the collision is modelled by numeri-
cal hydro solution close to Gubser analytic solution with
variable parameter q. (The late stages need to deviate
from Gubser since near Tc the EOS is very different from
conformal  = 3p assumed in Gubser’s derivation).
Let us summarize what we learned in this subsection
so far. Unlike central pA, the highest multiplicity pp
events are significantly denser/hotter than central AA.
Very strong radial flow, seen in spectra of identified par-
ticles and HBT radii, require very small, sub femtometer,
initial size of the system. In spite of high cost associated
with those events, their studies are of utmost importance
because here we produce the most extreme state of mat-
ter ever created in the lab.
F. Can flows in small systems be “fake”?
The question and subsequent development is due to
Romatschke [121], who proposed a particular model of
what I call “the fake flow”. In this scenario quarks and
gluons at the QGP phase have no interactions and free
stream from the point of the initial scattering. Only
at some hadronization surface the system switches to
hadronic cascade.
In Fig.25 one see a comparison of the radial flow pro-
files of the two cases, with and without interaction at
the QGP phase. One can see that crudely the profiles
are in fact very similar, becoming linear Hubble-like as
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FIG. 23: From [113]: HBT radii compared to ALICE data
(closed circles), for solutions starting with different initial size
of the fireball, indicated by Gubser scale parameter q (which
is inversely proportional to the size).
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FIG. 24: The integrated v2{2} for PbPb and pPb vs. mul-
tiplicity from [23]. Left: Original values. Right: The fluctu-
ation dependent elliptic flow, with the geometrical part sub-
tracted. This geometrical part was calculated using the Pho-
bos Glauber Model and is not a fit.
FIG. 25: Comparison of the flow profile, for hydrodynamics
and free streaming , from [121].
time goes on. (In fact free streaming generates even a
bit stronger flow, because free streaming uncouples from
longitudinal direction, and equilibrated hydro medium
does not.) Comparing particle spectra and HBT radii
Romatschke shows that this “fake” radial flow is indeed
indistinguishable from the hydro one.
What about flow harmonics? The results for PbPb
collisions are shown in Fig.26. As one can see, with-
out hydro those (crudely speaking) disappear. It is not
surprising since if there is no hydrodynamics then there
should be no sound waves, and initial bumps are simply
dissolved without trace.
(In fact it is an interesting question how any vn can
be generated in the free streaming. The initial momen-
tum distribution of partons is isotropic, and so it must
be related to the interaction after hadronization. Ro-
matschke found that indeed before hadronization they
are absent. However this happens because two compo-
nent of Tµν , the flow ∼ uµuν part and the dissipative
Πµν part, have nonzero values but cancel each other in
sum. After hadronization the hadronic interaction kills
the second component Πµν → 0 and reveals the effect of
the first one.)
Not only the “fake” flow harmonics are small, they
do not show two important features of the “true” hydro
ones: (i) they do not show strong increase with p⊥; and
(ii) they do not show strong decrease with the number
∼ exp(−n2) induced by the viscosity during the time
before hadronization
So, we now see that, unlike the radial flow, higher har-
monics in large (PbPb) systems cannot be faked. What
about smaller systems? Romatschke gives the results for
pPb at LHC and dAu and He3Au for RHIC energies. We
show the first case in Fig.27 , the rest can be looked at
the original paper. Again the free streaming model seems
to be failing for v2, is somewhat marginally possible for12
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FIG. 6. Simulations of granular Pb+Pb collisions at
√
s = 2.76 TeV. Shown are final particle spectra and anisotropic flow
coefficients vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s =
0.08), followed by a adronic casca e. See text for d tails.
through fit ing Gaussian form to the functio S,
S(K, r) ∝ e
− x2
2R2
out
− y2
2R2
side
− z2
2R2
long (15)
defining the femtoscopic radii Rout, Rside, Rlong. The results for these extracted radii for pions are shown in Fig. 7
for d+Au , 3He+Au , p+Pband Pb+Pbcollisions, comparing hydrodynamic and non-interacting evolution. From
this figure, one can observe a striking similarity for all the extracted radii between strongly interacting evolution
(hydrodynamics) and non-interacting evolution (free streaming) for all simulated systems, small and large. Similarly
to what was found for the case of radial flow, the femtoscopic radii are essentially insensitive to the details of the
system evolution, as long as energy and momentum are conserved.
In essence, this disqualifies the use of pion femtoscopic measurements as serving as evidence for a hydrodynamic
phase during the system evolution.
IV. SUMMARY AND CONCLUSIONS
In this work flow signatures arising from two very different dynamics in the hot QCD phase following relativistic
ion collisions very studied. In the first case, the hot phase dynamics was assumed to be described by non-interacting
particles. In the second case, the hot phase dynamics was assumed to be described by extremely strongly interacting
modes leading to almost ideal hydrodynamics. In both cases, the exact same initial conditions were implemented
and the dynamics was required to correspond to the same equation of state. Also, in both cases the resulting
energy-momentum tensor information was recorded on the same space-time grid and then passed on a hadron cascade
“afterburner” using the same switching procedure.
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FIG. 6. Simulations of granular Pb+Pb collisions at
√
s = 2.76 TeV. Shown are final particle spectra and anisotropic flow
coefficients vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s =
0.08), followed by a hadronic cascade. See text for details.
through fitting a Gaussian form to the function S,
S(K, r) ∝ e
− x2
2R2
out
− y2
2R2
side
− z2
2R2
long (15)
defining the femtoscopic radii Rout, Rside, Rlong. The results for these extracted radii for pions are shown in Fig. 7
for d+Au , 3H +Au , p+Pba d Pb+Pbcollisions, comparing hydrodynamic and non-interacting evolution. From
this figure, one can bserve a striking similarity for all the extracted radii between strongly interacting evolution
(hydrodynamics) and non-interac ing evolution (free streaming) for all simulated systems, small and large. Similarly
to what was found for the case of radial flow, the femtoscopic radii are essentially insensitive to the details of the
system evolution, as long as energy and momentum are conserved.
In essence, this disqualifies the use of pion femtoscopic measurements as serving as evidence for a hydrodynamic
phase during the system evolution.
IV. SUMMARY AND CONCLUSIONS
In this work flow signatures arising from two very different dynamics in the hot QCD phase following relativistic
io colli ions very studied. In the first case, the hot phase dynamics was assumed to be described by non-interacting
particles. In the second case, the hot phase dynamics was assumed to be described by extremely strongly interacting
modes leading to almost ideal hydrodynamics. I both cases, the exact same initial conditions were implemented
and the dynamics was required to correspond to the same equation of state. Also, in both cases the resulting
energy-momentum tensor information was recorded on the same space-time grid and then passed on a hadron cascade
“afterburner” using the same switching procedure.
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FIG. 6. Simulations of granular Pb+Pb collisions at
√
s = 2.76 TeV. Shown are final particle spectra and anisotropic flow
coefficients vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s =
0.08), followed by a hadronic cascade. See text for details.
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this figure, one can observe a striking similarity for all the extract d ra ii be ween strongly inte acti g evolution
(hydrodynamics) and non-interacting evolution (free streaming) for all simulated ystems, small and la g . Similarly
to what was found for the case of radial flow, the femtoscopic radii are ess ially i ensitive to the details of the
system evolution, as long as energy and momentum are conserved.
In essence, this disqualifies the use of pion femtoscopic measurements as serving as evidence for a hydrodynamic
phase during the system evolution.
IV. SUMMARY AND CONCLUSIONS
In this work flow signatures arising from two very different dynamics in the hot QCD phase following relativistic
ion collisions very studied. In the first case, the hot phase dynamics was assumed to be described by non-interacting
particles. In the second case, the hot phase dynamics was assumed to be described by extremely strongly interacting
modes leading to almost ideal hydrodynamics. In both cases, the exact same initial conditions were implemented
and the dynamics was required to correspond to the same equation of state. Also, in both cases the resulting
energy-momentum tensor information was recorded on the same space-time grid and then passed on a hadron cascade
“afterburner” using the same switching procedure.
FIG. 26: Comparison of he flow harmo ic, for hydrodynam-
ics and fr e streaming for PbPb collisions, from [121].
26
v3, except for protons. The v4 are comparable but both
too weak to be observed.
So, flow harmonics seem not to be “faked” even for
smaller systems. Yet, taking into account remaining un-
certainties of the initial stage models and thus n values,
this conclusion is not as robust as for the AA. Perhaps
some scenarios intermediate between equilibrated hydro
and free streaming, with larger viscosity, may still be
possible in this cases.
G. Shape fluctuations: central pA vs peripheral AA
Scaling relation between central pA and peripheral AA
has been proposed and tested by Basar and Teaney [30].
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FIG. 3. Simulations of granular p+Pb collisions at
√
s = 5 TeV. Shown are final particle spectra and anisotropic flow coefficients
vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s = 0.08),
followed by a hadronic cascade. See text for details.
(see section IIA for a detailed discussion). For each of these events, the subsequent dynamics is simulated using either
a hydrodynamic evolution or a free-streaming evolution, followed by the same hadron cascade for the low temperature
phase. Unlike the simplified case discussed in the section II E, the granular nature of each individual event gives rise
to all anisotropic flow harmonics vn with n ≥ 1, not just the elliptic flow v2.
The results for p+Pbcollisions at
√
s = 5.02 TeV are shown in Fig. 3. Considering the identified particle spectra, one
finds that the additional radial flow generated in the free-streaming dynamics compared to hydrodynamics is almost
negligible, and the resulting spectra are essentially indistinguishable. One reason for this may be the comparatively
shorter evolution time spent in the hot phase T > TSW for p+Pbcollisions compared to the case of smooth nucleus-
nucleus collisions considered in Sec.II E.
The comparison between free-streaming dynamics and hydrodynamics for the elliptic flow coefficient v2 are con-
sistent with the findings for smooth nucleus-nucleus collisions considered above: the coupled free-streaming and
hadron gas dynamics gives rise to a non-negligible amount of v2, but it is considerably less than the v2 generated in
hydrodynamics.
Considering the higher flow harmonics v3, v4, the comparison between free-streaming and hydrodynamics reveals
that it becomes more difficult to distinguish between the two scenarios in terms of flow magnitude. For instance, the
v3 found for free-streaming plus hadron cascade dynamics is very similar in magnitude to that for hydrodynamics
plus hadron cascade. Maybe even more interesting, the v4 amplitude for the free-streaming plus cascade simulation
in p+Pbcollisions turns out to be larger than the corresponding result from hydrodynamics with η/s = 0.08 (see
Fig. 3).
Overall one finds that free-streaming dynamics followed by hadron cascade dynamics generates approximately the
same magnitude of anisotropic flow for v2, v3 and v4, e.g. independent from the order of the harmonic. This is clearly
very different from hydrodynamics, where successively higher orders are more strongly suppressed.
The results obtained for the p+Pb collisions at
√
s = 5.02 TeV should be compared to the results for d+Auand
3He+Au collisions at
√
s = 200 GeV energies shown in Figs. 4,5. Overall, the same trends that were identified in
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FIG. 3. Simulations of granular p+Pb collisions at
√
s = 5 TeV. Shown are final particle spectra and anisotropic flow coefficients
vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s = 0.08),
followed by a hadronic casc de. See text for d tails.
(see section IIA for a detailed discussion). For each of these events, the subsequent dynamics is simulated using either
a hydrodynamic evolution or a free-streaming evolution, followed by the same hadron cascade for the low temperature
p ase. Unlike the simplified case discussed in t e section II E, the granular nature of each individual event gives rise
to all anisotropic flow harmonics vn ith n ≥ 1, not just the elliptic flow v2.
The results for p+Pbcollisions at
√
s = 5.02 TeV are shown in Fig. 3. Considering the identified particle spectra, one
finds that the additional radial flow generated in the free-streaming dynamics compared to hydrodynamics is almost
negligible, and the resulting spectra are ssentially indistinguishable. One reason for this may be the comparatively
shorter evolution time spent in the hot phase T > TSW for p+Pbcollisions compared to the case of smooth nucleus-
nucleus colli ions considered in Sec.II E.
The comparison between free-streaming dynamics and hydrodynamics for the elliptic flow coefficient v2 are con-
sistent with the findings for smooth nucleus-nucleus collisions considered above: the coupled free-streaming and
h dron gas dynamics gives rise to a on-negligible amount of v2, but it is considerably less than the v2 generated in
hydrodynamics.
Considering the higher flow harmonics v3, v4, the comparison between free-streaming and hydrodynamics reveals
that it becomes more difficult to distinguish between the two scenarios in terms of flow magnitude. For instance, the
v3 found for f e-streaming plus hadron cascade dynamics is very similar in magnitude to that for hydrodynamics
plu hadron cascade. Maybe even more inter s ing, the v4 amplitude for the free-streaming plus cascade simulation
in p+Pbcollisio s turns out to be larger th n the corresponding result from hydrodynamics with η/s = 0.08 (see
Fig. 3).
Overall one finds th t free-streaming dynamics followed by hadron cascade dynamics generates approximately the
same magnitude of anisotropic flow for v2, v3 and v4, e.g. independent from the order of the harmonic. This is clearly
very differ nt fro hydrodynamics, where successively higher orders are more strongly suppressed.
The results obtained for the p+Pb collisions at
√
s = 5.02 TeV should be compared to the results for d+Auand
3He+Au collisi s at
√
s = 200 GeV energies shown in Figs. 4,5. Overall, the same trends that were identified in
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FIG. 3. Simulations of granular p+Pb collisions at
√
s = 5 TeV. Shown are final particle spectra and anisotropic flow coefficients
vn(pT ) for identified particles for free-streaming evolution (no-interaction) and almost ideal hydrodynamics (η/s = 0.08),
followed by a hadronic cascade. See text for details.
(see section IIA for a detailed discussion). For each of these events, the subsequent dynamics is simulated using either
a hydrodynamic evolution or a free-streaming evolution, followed by the same hadron cascade for the low temperature
phase. Unlike the simplified case discussed in the section II E, the granular nature of each individual event gives rise
to all anisotropic flow harmonics vn with n ≥ 1, not just the elliptic flow v2.
The results for p+Pbcollisions at
√
s = 5.02 TeV are shown in Fig. 3. Considering the identified particle spectra, one
finds that the additional radial flow generated in the free-streaming dynamics compared to hydrodynamics is almost
negligible, and the resulting spectra are essentially indistinguishable. One reason for this may be the comparatively
shorter evolution time spent in the hot phase T > TSW for p+Pbcollisions compared to the case of smooth nucleus-
nucleus collisions considered in Sec.II E.
The comparison between free-streaming dynamics and hydrodynamics for the elliptic flow coefficient v2 are con-
sistent with the findings for smooth nucleus-nucleus collisions considered above: the coupled free-streaming and
hadron gas dynamics gives rise to a non-negligible amount of v2, but it is considerably less than the v2 generated in
hydrodynamics.
Considering the higher flow harmonics v3, v4, the comparison between free-streaming and hydrodynamics reveals
that it becomes more difficult to distinguish between the two scenarios in terms of flow magnitude. For instance, the
v3 found for free-streaming plus hadron cascade dynamics is very similar in magnitude to that for hydrodynamics
plus hadron cascade. Maybe even more interesting, the v4 amplitude for the free-streaming plus cascade simulation
in p+Pbcollisions turns out to be larger than the corresponding result from hydrodynamics with η/s = 0.08 (see
Fig. 3).
Overall one finds that free-streaming dynamics followed by hadron cascade dynamics generates approximately the
same magnitude of anisotropic flow for v2, v3 and v4, e.g. independent from the order of the harmonic. This is clearly
very different from hydrodynamics, where successively higher orders are more strongly suppressed.
The results obtained for the p+Pb collisions at
√
s = 5.02 TeV should be compared to the results for d+Auand
3He+Au collisions at
√
s = 200 GeV energies shown in Figs. 4,5. Overall, the same trends that were identified in
FIG. 27: Comp rison f t e flow harmonic, f r hydrodynam-
ics and free strea ing in the pPb central bin , from [121].
Step one of their paper has been prompted by the fact
(noticed in the CMS paper already): at the same mul-
tiplicity, v3 in central pA and peripheral AA are basi-
cally the same. Some people called for new paradigms
based on this fact: but in fact it is hardly surprising:
equal multiplicity means equal number of participant nu-
cleons, and thus equal fluctuations of the shape. After
Basar and Teaney removed the geometrical contribution
to v2 in peripheral AA, they found that the remaining –
fluctuation-driven – part of elliptic flow is also the same
in both cases, see Fig.24.
Their second proposal is that the pt dependence of (the
fluctuating part) of the vn has an universal shape, and
AA and pA data are only different by a scale of mean pt
vpAn (pt) = v
pA
n (
pt
κ
) (36)
where the scaling factor is defined as
κ =
< pT >pPb
< pT >PbPb
≈ 1.25 (37)
and is due to difference in the radial flow. This relation
also works well.
two possible effects, as the multiplicity grows:
(i) an increases the initial temperature Ti. Since the final
one is fixed by hadronization near the phase transition
Tf ≈ Tc, the contrast between them gets larger and hydro
flow increases;
(ii) the initial size of the fireball decreases, increasing
the initial temperature Ti even further.
VI. EQUILIBRATION IN QCD-BASED MODELS
A. CGC and turbulent GLASMA
The idea of continuity, from a state before collision
to early time after it, is most directly realized in the so
called CGC-GLASMA approach. Technically it is based
on McLerran-Venugopalan argument [78] that high den-
sity of partons leads to large color charge fluctuations,
which should create strong color fields. If fields are strong
enough, the classical Yang-Mills equations are sufficient,
and those can be solved numerically. It is important that
at this stage the fields get strong, the occupancy of glu-
ons ng ∼ 1/αs  1 and rescaling them one can get the
coupli g out of YM equatio s. It means that GLASMA
is non-perturbative, in spite of weak coupling. It remains
so till gluon occupation numbers drop to their thermal
magnitude ng ∼ 1.
When density of gluons gets large enough and non-
linear effects become important, glasma is in its “dense
re ime”. Its bound ry in a “glasma phase diagram” is
shown in Fig.28. It is defined by the saturation mo-
mentum Qs(x), separating it from the dilute or par-
tonic phase. It is expected to grow with collision energy
(smaller x) and higher atomic number A.
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A good news from the plot is that at the highest LHC
energies and A Q2s ∼ 10GeV 2, perhaps in the perturba-
tive domain. I however would not accept that the “con-
fining regime” at the bottom of the figure is delegated
to very small Q2 < 0.03GeV 2. In fact the boundary of
pQCD is a factor 30 or more higher: there are no gluons
with virtuality below 1 GeV! Nambu-Jona-Lasinio noted
(already in 1961!) that some strong non-perturbative
forces turns on at Q < 1GeV , creating chiral symmetry
breaking. By now we have plenty of evidences from the
lattice simulations that all correlation functions of the
gauge fields do not behave perturbatively at distances
larger than 0.2 fm or so. Heavy quark potential is also
nor Coulombic but string-like, and the string width is
only .2 fm or so.
Theoretical study of parton equilibration in weak cou-
pling domain has a long history. The so called “bottom
up” approach by Baier, Mueller, Schiff and Son [79] was
based on soft gluons radiated by scattered hard partons.
The name means that thermal occupation starts from
the IR end. (Note that it is opposite to the “top-down”
equilibration in holographic models we will discuss be-
low.) The main prediction of that model was the equili-
bration time and the initial temperature scaling with the
coupling
τeq ∼ 1/(α13/5s Qs), Ti ∼ α2/5s Qs (38)
Some details were changed as later one tried to incor-
porate Weibel, Nielsen-Olesen and any other instabili-
ties which may occur into the model. The validity do-
main of this theory is restricted by its core assumption
of small angle scattering of the gluons, justified by large
impact parameters of the order of inverse (perturbative)
Debye mass. Perturbative means MD ≈ gT  T or
small g  1. If so, g = 1, αs = 1/4pi and one finds
very long equilibration time τeqQs ∼ 700 exceeding du-
FIG. 28: The CGC phase diagram: the saturation momen-
tum Qs as a function of fraction of momentum x and the
atomic number A, from [82].
ration of the collisions. (Not surprisingly, the pre-RHIC
perturbative predictions have been that no QGP will be
produced, just some “fireworks of mini-jets”, with small
rescattering corrections.) One may take “more realistic”
αs = 1/3, 1/2 and get shorter time, but then the question
is whether pQCD series are at such coupling meaningful,
and not divergent starting already from the first term.
In the last few years several groups made significant
efforts to do numerical studies of parton equilibration
using both Boltzmann equation or the field equations,
for many field harmonics. Typically, in such studies the
coupling constant is taken to be extremely small. In fact,
so small that one can treat not only powers of αs but even
its log as a large parameter log(1/αs)  1, allowing the
total GLASMA evolution scale
τGLASMA ∼ log
2(1/αs)
Qs
(39)
to be considered large.
Significant progress in this directions has been incorpo-
ration of certain ideas from general theory of turbulent
cascades. Not going into its long history, let me just
mention Kolmogorov-Zakharov stationary power-like so-
lutions for a vast number of systems with nonlinear in-
teraction of waves for Boltzmann equation, and time-
dependent self-similar solutions. (For sound cascades in
early universe some of that we already discussed in sec-
tion III I.) J.Berges and collaborators developed it for
scalar and gauge fields, pointing out different regimes
for UV and IR-directed cascades, and identifying such
regimes in impressive numerical simulations.
New paradigm, resulting from this body of work, is
that the pre-equilibrated plasma may be captured by a
nontrivial turbulent attractor – certain self-similar power
solution, before progressing toward thermal equilibrium.
let me comment on one aspect of the result, on the mo-
mentum anisotropy pl/p⊥. Epelbaum and Gelis [80] per-
formed a next-order GLASMA simulation, with g = 0.5,
in which pl/p⊥ keep approximately constant value during
the whole time of the simulation τQs = 10− 40. Berges,
Schenke, Schlichting, Venugopalan [81] found that, at
g = 0.3, the longitudinal pressure pl/ remains close to
zero at similar times. These results are shown in Fig.29.
Recently Kurkela and Zhu [83] performed cascade sim-
ulations at larger couplings. In Fig.30 from this paper
one can see two sets of trajectories, shown by solid and
dashed lines, starting from two different initial distribu-
tions. At zero coupling (upper left curve) the longitudinal
momenta of particles gets very small compared to trans-
verse one, and anisotropy steadily increases. This is a
scaling-like classical regime with a nontrivial fixed point.
However all other paths stay more or less at the same
initial anisotropy, and then rapidly turn downward, to lo-
cally isotropic distributions (marked by diagonal crosses
at the bottom).
It is a pity there are no simulations done with λ be-
tween 0 and 0.5: perhaps at some critical coupling a
bifurcation of the trajectories happens, separating those
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FIG. 29: (a) Upper green curve is pt/, lower red is pl/, as a
function of time in units of saturation scale, τQs, at g = 0.5,
from [80].
(b) Upper blue curve is pt/, lower red is pl/, at g = 0.3,
from [81].
who proceed toward the new and the equilibrium fixed
points. Yet the issue is rather academic, since the realis-
tic relevant coupling value αs = g
2/4pi ≈ 0.3 corresponds
to ’t Hooft coupling constant λ = αsNc4pi ≈ 10, which
is the largest value shown in this figure (bottom right).
The corresponding curve rapidly approaches the equilib-
rium point, with coordinates (1,1) at this figure.
B. From Glasma to hydro
Summarizing the previous subsection in few words,
one may say that weak coupling cascades predict highly
anisotropic pressure pl  pt. The question is whether it
persists for the time of few fm/c, or is rapidly reduced to
the values prescribed by viscous hydrodynamics. The lat-
ter scenario is predicted by strong coupling approaches,
to be discussed later. We do not know when exactly a
transition between these regimes happen. This question
is central for our field, and one should not jump to con-
clusions without serious evidences,one way or the other.
(Example of a premature statement:“No need for
strong coupling to get hydrodynamization” is conclusion
of Epelbaum’s QM14 talk. Hydrodynamics is not just
some instantaneous value of the stress tensor, but the
equations to follow. The value of viscosity (mean free
path) is central to their validity: and simulations done
at g = 0.5, αs = 0.02 correspond to viscosity hundreds
times larger than the actual values of sQGP extracted
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FIG. 1: Trajectories of runs with different initial conditions
ξ = 4 (Solid lines) and ξ = 10 (dahsed lines) and varying
coupling λ in a plane of mean occupancy (weighted by the
energy of particles) and anisotropy. The λ = 0 line corre-
sponds to classical field approximation. The violet dots refer
to the times in Fig. 2. The simulations at finite coupling reach
thermal equilibrium located at points indicated by the black
crosses.
grid points in angular direction and at least 100 in the
p-direction. We have varied the number of grid points
to verify that the results are insensitive to the number of
grid points. To significantly reduce variance of the Monte
Carlo estimation, we use importance sampling dq/q4 for
the q integral in Eq. (3). Our algorithm, the discrete-p
method of [13], conserves energy exactly and has exactly
correct particle number violation for 1↔ 2 term.
RESULTS
We shall now apply EKT to simulate the prethermal
evolution of the expanding fireball created in a heavy-
ion collision. In saturation framework, the initial condi-
tion is typically described in terms of “gluon liberation
coefficient” c and mean transverse momentum ⟨pT ⟩/Qs
[26, 27]. The gluon liberation coefficient is proportional
to the total gluon multiplicity per unit rapidity
dNinit.g
d2x⊥dy
= c
dAQ
2
s
πλ
= 2dAτ
∫
d3p
(2π)3
f (11)
after the classical fields have decohered and can be de-
scribed in terms of quasi-particles. Qs is the (adjoint
representation) saturation scale. Lappi [28] finds in
JIMWLK evolved MV model values relevant for heavy-
ion collisions relevant for LHC of roughly ⟨pT ⟩ ≈ 1.8Qs
and c ≈ 1.25 extracted at time Qsτ = 12 from a 2D
classical Yang-Mills simulation. By construction the dis-
tribution then has ⟨pz⟩ = 0. But it is has been noted [25]
that certain plasma instabilities will broaden the distri-
bution in pz in a time scale Qτ ∼ 1/ log2(λ−1). There-
fore, as a rough estimate of the initial condition we in-
stead take somewhat arbitrarily our initial condition at
the time Qτ = 1 to be
f(pz, pt) =
2
λ
Af0(pzξ/⟨pT ⟩, p⊥/⟨pT ⟩), (12)
f0(pˆz , pˆ⊥) =
1√
pˆ2⊥ + pˆ2z
e−2(pˆ
2
⊥+pˆ
2
z)/3, (13)
choosing A such that comoving energy density τϵ =
⟨pT ⟩dN/d2xdy is fixed. We then vary ξ = 4, 10 to quan-
tify our ignorance of the initial nonperturbative dynam-
ics.
Figure 1 displays a set of trajectories from simula-
tions with varying λ and ξ = 4, 10 on a plane of mean
occupancy (weighted by the energy of particles) and
anisotropy measured by the ratio of the transverse and
longitudinal pressures PT /PL. The line with λ = 0 cor-
responds to the classical field limit λ→ 0 with fixed λf ,
which is obtained in EKT by including only the highest
power of f ’s in Eqs.(2,9). Thermalization is an inherently
quantum phenomenon and classical field theory can not
thermalize due to the Rayleigh-Jeans catastrophe. In-
deed, instead of thermalizing, classical field theory flows
to a stationary scaling solution. By performing classi-
cal Yang-Mills simulations Berges et. al have established
that the scaling solution can described by a scaling form
of the distribution function [4],
f(pz, p⊥, τ) = (Qsτ)−2/3fS((Qsτ)1/3pz, p⊥), (14)
where fS is approximately constant as a function of
time. In Fig. 1 this scaling is indicated by the dashed
line PT /PL ∝ (⟨pλf⟩/⟨p⟩)−1/2. This behavior is demon-
strated in more detail in Figure 2 where we plot a section
of rescaled distribution function fS measured at various
times as a function for p˜z ≡ (Qsτ)1/3pz at fixed p⊥ fol-
lowing Berges et al.. Our results corroborate that such
a scaling solution exists at late times within the classical
approximation and we observe that the scaling regime is
reached after a time Qsτ ∼ 15.
Moving on to the finite but small coupling λ = 1, 0.5,
we see qualitative agreement with the parametric picture
of bottom-up thermalization of [10]: there are three dis-
tinct stages of evolution visible. In the first stage the
classical evolution drives the system more anisotrpic and
less occupied. Once the occupancies reach f ∼ 1, there
is a qualitative change in the dynamics of the system as
Bose enhancement is lost. This has the effect that an-
siotropy freezes but the system still continues to get more
dilute. Only in the last stage which is characterized by
a radiational break up of the particles at the scale Qs,
does the trajectory turn back and reach thermal equi-
librium, denoted by the black crosses in the Figure 1.
For larger values of coupling λ = 5.0, 10, these features
become however less pronounced and the system takes
more straight trajectory towards equilibrium.
FIG. 30: From [83]: Trajectories of the systems on the
occupancy-anisotropy plane for various settings. The param-
eter λ near curves show the corresponding ’t Hooft coupling
consta t λ = g2Nc. All solid line originate from one initial
dis ribution characterized by the anisotropy parameter ξ = 4,
the dashed lines originate from a different point wi ξ = 10.
.
from data. Anyone who doubt that should just try to
derive harmonic flows from such cascades, without hy-
dro.)
Surprisingly, there are little discussion of how to test
for persistence of such anisotropy in experiment, so let me
start with some comments on that. First, one can indeed
measure an early-time anisotropy, via dilepton polariza-
tion, see section IX C. Second, one can study the effect
of the longitudinal pressure on the rapidity distribution.
Historically, the original papers of Landau focused on the
longitudin l expansion, driven by gradien of l. However
Landa ’s i itial condition – the instantan ous stopping –
looks rather unrealistic day. Since all hydro model ng
starts after certain time – when partons already passed
each other – it nee s c rtain i itial distribution. Its width
in rapidity, appended y the calculat d longitudinal hy-
dro effect, was c mpared with the data. Uncertainties,
in particular related with removal of the fragmentation
regions near beam rarities, makes an accuracy of pl ex-
traction poor.
Since 1990’s hydro effects focused on the transverse
motion, the radial and elliptic flows. Since sQGP is be-
liev d to be near-conformal, the trace of stress te sor re-
mains zero even out of equilibrium: o even for vanishing
pl = 0 ne fi ds pt = /2 instead of /3 in equilibrium.
If strong anisotropy be there for τ ∼ 2 fm or so, this
differen e would already be seen in the magnitude of the
elliptic fl w. This issue deserves however d dicate stud-
ies.
Let us look what practitioners actually do while com-
bining glasma and hydrodynamics. Fig.31 illustrate what
is done in the so called impact parameter (IP) glasma ap-
proach. An important feature of glasma is independent
fluctuations of color in different cells, which seeds the
harmonic flows. At certain proper time – 0.2 fm/c in
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FIG. 31: From [23]: Transverse energy profile from the IP
glasma model for a semiperipheral (b = 8 fm) Au+Au collision
at s = 200 A GeV, at times τ = 0.01, 0.2, and 5.2 fm/c. From
τ= 0.01 fm/c to 0.2 fm/c the fireball evolves out of equilibrium
according to the Glasma model.
this example – glasma evolution is stopped and then the
energy momentum tensor is matched to ideal fluid. For
technical reasons the value of the viscous tensor is put to
zero.
How important is the time 0.2 fm/c selected? Note
first that the second picture is hardly different from the
first, except the overall scale of the energy density is re-
duced. Indeed, even moving with a speed of light one
can only shift by 0.2 fm, a very small distance relative to
the nuclear size. Glasma is diluted by purely longitudinal
stretching: thus transition time can be shifted up. Many
other practitioner start hydro at 0.6 fm/c or so.
By starting hydro right from the second picture
Schenke and collaborators implicitly assume that hydro
cells can indeed be as small as 0.2 fm, and that their code
can cope with huge gradients between the cells.
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experimental data within 10-15%, the computed v2 in
p+Pb collisions underestimates the data by a factor of
approximately 3.5. We have checked that even in the
ideal case (η/s = 0) the data is still underestimated by
approximately a factor of 2. We also varied the freeze-
out temperature and switching time τ0, but no choice
of parameters could achieve much better agreement with
the experimental data. For v3, shown in Fig. 5, we find
a similar result: Pb+Pb data are well described, while
p+Pb data are underestimated for Nofflinetrk > 60. Ideal
fluid dynamics (not shown) increases the v3 significantly
by nearly a factor of 4. Its Nofflinetrk dependence is rather
flat, slightly decreasing with increasing Nofflinetrk , opposite
to the trend seen in the experimental data.
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FIG. 4. (Color online) Multiplicity dependence of the root-
mean-square elliptic flow coefficient v2 in Pb+Pb (open sym-
bols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
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FIG. 5. (Color online) Multiplicity dependence of the root-
mean-square triangular flow coefficient v3 in Pb+Pb (open
symbols) and p+Pb collisions (filled symbols) from the IP-
Glasma+music model (connected triangles) compared to ex-
perimental data by the CMS collaboration [35].
The primary reason for the small vn in p+Pb collisions
is that the initial shape of the system closely follows the
shape of the proton (see [34]), which is spherical in our
model. The subnucleonic fluctuations included generate
non-zero values of the vn, but they do not fully account
for the larger experimentally observed values. As noted
above, modifications of the (fluctuating) proton shape
are necessary to account for the larger observed v2 and
v3 in p+Pb collisions. If the hydrodynamic paradigm
is valid, the results of the high-multiplicity p+Pb and
p+p collisions could then in principle be used to extract
detailed information on the spatial gluon distribution in
the proton.
There are hydrodynamical models that describe as-
pects of the p+Pb data. These models should also de-
scribe key features of Pb+Pb collisions where hydrody-
namics is more robust. A model where the spatial geom-
etry of p+Pb collisions is different from ours is that of
[13–17], where the interaction region is determined from
the geometric positions of participant nucleons. How-
ever, as noted, this model falls into the class of models
that are claimed [26] not to be able to reproduce the
data on event-by-event vn distributions in A+A colli-
sions. Whether this particular model can do so needs
to be examined. We also note that the v2 centrality de-
pendence in the model differs from the CMS data for
p+Pb collisions [16].
Another model which claims large v2 and v3 in p+Pb
collisions determines the system size from the position of
“cut pomerons” and strings [18, 36]. The multiplicity
dependence of the vn in this model has not yet been
shown. The vn distributions in A+A collisions should
also provide a stringent test of this model.
In addition to the important quantitative tests im-
posed on different hydrodynamical models by the exper-
imental data, there are conceptual issues that arise due
to the possible breakdown of the hydrodynamic paradigm
when extended to very small systems. As shown in re-
cent quantitative studies, viscous corrections can be very
significant in p+Pb collisions but play a much smaller
role in Pb+Pb collisions [34, 37]. In particular, an anal-
ysis of Knudsen numbers reached during the evolution in
A+A and p+A collisions finds that viscous hydrodynam-
ics breaks down for η/s ≥ 0.08 in p+A collisions [37].
An alternative to the hydrodynamic picture and its
sensitivity to the proton shape is provided within the
Glasma framework itself by initial state correlations of
gluons that show a distinct elliptic modulation in relative
azimuthal angle [21–25]. If these are not overwhelmed
in p+Pb collisions by final state effects, as they are in
A+A collisions, they can contribute significantly to the
observed v2, and possibly v3. The initial state correla-
tions are those of gluons and do not address features of
the data such as the mass ordering in particle spectra.
While natural in hydrodynamical models, mass ordering
may also emerge due to universal hadronization effects,
FI . 32: lti licit dependence of the ro t-
ean-square flow coefficient v2 in Pb+Pb (open
symbols) and p+Pb collisions (filled sy bols) the IP-
las a sic model (con ected triangles) [23] compared to
experimental data by the CMS collaboration.
(Note that the bottom figure, at time 5.2 fm/c, looks
very different. The original bumps disappeared and in-
stead a new one is formed. The reason is sound refuses to
stand still and is moving with a speed of sound. At inter-
sections of “sound circles” from the primary bumps ran-
dom enhancements of the density are observed. Yet since
the bumps are statistically unclorrelated, those should
get averaged out, at least in 2-particle correlations, and
only correlations from the same circle will stay.)
How many harmonics are needed to describe pictures
like that shown in Fig.31 ? Taking 0.2 fm as a resolu-
tion and 4 fm as a size, one finds that the upper picture
requires about 20*20=400 pixels to b represented by cer-
tain stress tensor components. At the freezeout there are
only several angular harmonics observed, so 99% of the
information inclosed in those pictures does not survive
till the freezeout. In the hydr simulation just described
those disappear predictably, via viscous damping. It is
possible that this systemati s will fai at shorter wav -
length: so it is wort trying to measure higher harmon-
ics which perhaps deviate from it. Other ways to observe
density waves can perhaps be invented: one of such is
potential observation of those in the dilepton via the so
called MSL process.
C. The initial state and angular correlations
Importance of the initial state information can be
demonstrated further using “small systems”, such as cen-
tral pA collisions. When a nucleon is going along the di-
ameter of heavy nucleus the mean number of participant
nucleons is
< Np >= n0σNN2RA (40)
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so for pPb at LHC one gets < Np >≈ 16. The question
however remains, where exactly the deposited energy is?
In Fig.34 we sketched two opposite models of the initial
state. In (a) we show each of the Np participants repre-
sented by Ng gluons (ignoring sea quarks and antiquarks)
from their PDFs each, so the total number of partons
NpNg. We assume all gluons uncorrelated in the spot
of the size of pp cross section. In (b) we had shown an
alternative picture, the stringy Pomeron, in which there
are no gluons but 2Np QCD strings instead. Since those
are “cold” (unexcited) we show those by straight lines.
Note that the picture a bit exaggerates the ratio of two
parameters involved. Those are (i) the mean impact pa-
rameter between the nucleons b ∼ √σNN/pi ≈ 1.6 fm
and (ii) the size of the quark-diquark dipole d ∼ .4 fm,
so b d.
Let us estimate the deformation of the initial state in
each case. Since it is central collision, there is no mean
geometrical effects and all deformations comes from fluc-
tuations. As discussed above, for all n one expects the
same magnitude
n ∼ 1√
N
(41)
where N = NpNg for (a) and only N = Np for (b).
Evaluating Ng from PDF’s at LHC energy includes in-
tegration from xmin ∼ 10−3 to 1: one gets roughly the
ratio

(b)
n

(a)
n
∼ 1√
Ng
∼ 4 (42)
Let us now switch to practical calculations and com-
parison to data. Schenke and Venugopalan [23] had re-
cently studied v2, v3 flows in (very peripheral) AA and
central pA. They found that the IP-glasma model they
developed does a very good job for the former and un-
derpredicts them in the latter case, see Fig. 32.
As we already discussed above, in the peripheral AA 2
is large, O(1), in any model, and in order to get the right8 Results
Figure 7 presents the charged particle pseudorapidity density for p+Pb collisions at
p
sNN = 5.02 TeV
in the pseudorapidity interval |⌘| < 2.7 for eight centrality intervals. In the most peripheral collisions
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Figure 7: dNch/d⌘measured in di↵erent centrality intervals. Statistical uncertainties, shown with vertical
bars are typically smaller than the marker size, colour band shows the systematic uncertainty of the
results.
(centrality interval 60-90%) dNch/d⌘ has what appears to be a double-peak structure, similar to that seen
in proton-proton collisions [35, 49]. In more central collisions, the shape of dNch/d⌘ becomes progres-
sively more asymmetric, with more particles produced in the Pb-going direction than in the proton-going
direction.
To investigate further the centrality evolution, the distributions in the various centrality intervals are
divided by the distribution in the 60-90% centrality interval. The ratios are shown in Fig. 8. The double
peak structure seen in the distributions in Fig. 7 disappears in the ratios. The ratios are observed to grow
nearly linearly with pseudorapidity, with a slope that increases from peripheral to central collisions. In the
0-1% centrality interval, the ratio increases by almost a factor of two over the measured ⌘-range. These
ratios are fit with a second-order polynomial function, and the fit results are summarized in Table 2.
Figure 9 shows the dNch/d⌘ divided by the number of participant pairs (hNparti/2) as a function
of hNparti for three di↵erent implementations of the Glauber model; standard Glauber (top panel) and
Glauber-Gribov model with ⌦ = 0.55 and 1.01 in the middle and lower panels respectively. Since the
charged particle yields have significant pseudorapidity dependence, the dNch/d⌘/(hNparti/2) is presented
in five ⌘ intervals including the full pseudorapidity interval,  2.7 < ⌘ < 2.7.
The dNch/d⌘/(hNparti/2) values from the standard Glauber model are approximately constant up to
hNparti ⇡ 10 and then increase for larger hNparti. This trend is absent in the Glauber-Gribov model with
⌦ = 0.55, which shows a relatively constant behaviour for the integrated yield divided by the number of
participant pairs. Finally, the dNch/d⌘/(hNparti/2) values from the Glauber-Gribov model with ⌦ = 1.01
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FIG. 33: Rapidity distribution in pPb collisions for different
centrality classes, from [62] .
FIG. 34: Sketch of the initial state in central pA collisions.
The plot (a) corresponds to IP-glasma model, with colored
circles representing multiple gluons. Fig.(b) is for Np = 16
Pomerons, each represented by a pair of cold strings. The
open circles are quarks and filled blue circles are diquarks.
v2 one has to have correct viscosity – which apparently
these authors have. The central pA is indeed the test
case: we argued above that the density is not yet large
enough to apply the IP-glasma model, and that stringy
Pomerons should be more applicable one. If so, using (42)
we should increase the v2 by a factor of 4, which brings it
to an agreement with the CMS measurements. We thus
conclude that the stringy model Fig.34(b) is preferable
over the picture (a), the uncorrelated gluons.
(The actual IP glasma model is not the uncorrelated
gluons: it should be uncorrelated glasma cells of 1/Qs
size: so our model (a) is just a straw man holding place
before more consistent calculation is done.)
Above we simplistically assumed a Glauber picture in
which each wounded nucleon (or a participant) interact
with the projectile proton by the usual single Pomeron.
This means one color exchange with each participant,
who therefore is connected to the projectile by (at least)
two strings.
If this picture be correct and the strings were simply
independently fragmenting, the rapidity distributions of
secondaries would be flat (rapidity independent) for all
centrality classes. This is not the case in reality, as is
seen in ATLAS data shown in Fig.33. As one can see,
the peripheral bins have flat rapidity distribution: this
corresponds to few strings extending from one fragmen-
tation region to the other one without a change. Yet
central bins have rather asymmetric distributions, with
larger multiplicity at the Pb side.
In the Pomeron language it is explained by the so called
“fan diagrams” in which one Pomeron can split into two.
The “triple Pomeron vertex” is however small and we do
not have developed “Pomeron cascades”. The multiplic-
ity difference between the r.h.s. an the l.h.s. of the plot is
not too dramatic, certainly not factor Np ∼ 20 as the old
wounded nucleon model would suggest. For example, for
the most commonly used centrality bin 1-5% the rapidity
density dnch/dη changes from about 35 to 55, across the
rapidity interval shown in this figure. If on the Pb end
there are say Ns > 2Np ≈ 40 strings, then on the p end
there are not one or few, but still 20 strings or so. Since
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the area on the l.h.s. is reduced by an order of magnitude
or so, and the number only by factor 2, it is by far more
dense system than the r.h.s.!
If one thinks of that, one may conclude that flows and
development of collectivity should strongly depend on
rapidity. Yet, at least in some crude sense, this is not
the case: for example, the famous v2 “ridge” is rather
flat in rapidity. So, the issue needs more attention.
Finally, let me mention high multiplicity pp . We do
not yet know n in this case. Experiment should do 4,6
particle correlators and separate non-collective 2-particle
correlations from collective ones. Hydro practitioners
still have to do vn/n and establish its viscosity depen-
dence and accuracy. Theoretical predictions for pp cover
the whole range: from elongated transverse string [63]
predicting large 2 ∼ 1 to a IP-glasma or “string ball”
picture [73] which predicts very small 2 instead.
D. Multi-string state: spaghetti
A version of the initial state theory, alternative to
glasma picture, is old Lund model, used in event gen-
erators like PYTHIA. It is suppose to be applicable for
lower matter density, remaining in the confined phase.
Multiple color charges, moving relativistically from each
other after collision, are in such case connected by multi-
ple QCD strings. As those are rapidly stretched longitu-
dinally, strings become nearly parallel to each other, and
we will call this state “spaghetti” for short.
Transition from such a spaghetti state to GLASMA
can be relatively smooth, since in both pictures the color
fields have similar longitudinal structure. Florkowski at
a talk at QM14 [55] discussed dynamics of spaghetti-like
GLASMA state. Interesting oscillations of such system
is predicted, see Fig.35.
Transition between two picture is naturally expected
when the diluteness of the QCD strings become of the
FIG. 35: Oscillation of the energy density in simulations start-
ing from “glasma”-like initial conditions. k = 5 is the number
of fluxes through the flux tubes, from [55] .
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FIG. 36: (Color online). (a) Static quark-antiquark pair are
indicated by shaded circles: those are connected by the flux
tube (QCD string). At distance r from the tube one place the
operator q¯q, whose average is measured, with and without the
static quark-antiquark pair. (b) Normalized chiral condensate
as a function of the coordinate r transverse to the QCD string
(in lattice units). Points are from the lattice calculation [39].
The curve is the expression (44) with C = 0.26, sstring =
0.176 fm.
order 1, so they can no longer be separated
Nstring
Area
∼ 1
pir2string
∼ 10 fm−2 (43)
where in the numerical value we use the field radius in
the string rs ≈ 0.17 fm ∼ 1/GeV .
The interaction between the QCD strings in a
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FIG. 37: (Color online) Instantaneous collective potential in
units 2gNσT for an AA configuration with b = 11 fm, gNσT =
0.2, Ns = 50 at the moment of time τ = 1 fm/c. White
regions correspond to the chirally restored phase.
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spaghetti state has been studied in recent paper by
Kalaydzhyan and myself [73]. First of all, we observed
that the string interaction is, as expected, mediated by
the lightest scalar σ. Indeed, the theoretical expression
〈q¯q(r⊥)W 〉
〈W 〉〈q¯q〉 = 1− CK0(mσ r˜⊥) , (44)
(where K0 is the modified Bessel function and the “reg-
ularized” transverse distance r˜⊥ is
r˜⊥ =
√
r2⊥ + s
2
string , (45)
which smoothens the 2D Coulomb singularity ∼ ln(r⊥)
at small r⊥) described lattice data well, see Fig. 36. The
sigma mass here was taken to be mσ = 600 MeV as an
input, and not fitted/modified). According to our fit,
the “intrinsic” width is sstring ' 0.176 fm, confirmed by
other lattice results.
Since the strings in a spaghetti are almost parallel to
each other, the problem is reduced to the set of point par-
ticles on a plane with the 2D Yukawa interaction. From
the fit (44) one can see [73], that the main parameter of
the string-string interaction (in string tension units) is
numerically small,
gNσT =
〈σ〉2C2
4σT
 1 , (46)
typically in the range 10−1 − 10−2. So, it is correctly
neglected in the situations, for which the Lund model
has been originally invented – when only O(1) strings
are created.
The interaction starts playing a role when this small-
ness can be compensated by a large number of strings.
As seen from Fig. 36, a magnitude of the quark conden-
sate σ = |〈q¯q〉| at the string position is suppressed by
about 20% of its vacuum value. So, in a “spaghetti”
state one should think of the quark condensate suppres-
sion of about 0.2 times the diluteness, which is still less
than 1.
On the other hand, about 5 overlapping strings would
be enough to eliminate the condensate and restore the
chiral symmetry. If Ns > 30 strings implode into an
area several times smaller than σin (which is the case
as we will argue below), then the chiral condensate will
be eliminated inside a larger region of 1 fm in radius, or
about 3 fm2 in area. This is nothing but a hot QGP
fireball.
As discussed above, the strings can be viewed as a 2D
gas of particles (in transverse plane) with unit masses at
positions ~ri. The forces between them are given by the
derivative of the energy (44), and so
~¨ri = ~fij =
~rij
r˜ij
(gNσT )mσ2K1(mσ r˜ij) (47)
with ~rij = ~rj − ~ri and “regularized” r˜ (45).
In our simulations we used a classical molecular dy-
namics code. The evolution consists of two qualitatively
What physics is captured by the AdS/CFT description?
Consider the excitations of an infinite uniform static plasma system
I Small disturbances of the uniform static plasma ⌘ small
perturbations of the black hole metric (⌘ quasinormal modes
(QNM))
g5D↵  = g
5D,black hole
↵  +  g
5D
↵  (z) e
 i!t+ikx
I This gets translated on the gauge theory plasma side to
Tµ⌫ = T staticµ⌫ + tµ⌫ e
 i!t+ikx
I Dispersion relation fixed by linearized Einstein’s equations.
from Kovtun,Starinets hep-th/0506184
Vary k
 ! Determine !i (k)
I Lowest mode: hydrodynamic sound mode...
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FIG. 38: A set of frequency modes, on ω complex plane, from
[66]. Dots are for a particular wave vector k, arrows indicate
the direction of motion as k increases.
distinct parts: (i) early implosion, which converts poten-
tial energy into the kinetic one, which has its peak when
fraction of the particles “gravitationally collapse” into
a tight cluster; and (ii) subsequent approach to a “mini-
galaxy” in virtual quasi-equilibrium. Only the first one is
physical, as the imploded spaghetti has density sufficient
for production of QGP fireball, and after that explodes
hydrodynamically. The whole scenario thus resembles
the supernovae: implosion leads to more violent explo-
sion later.
In Fig. 37 we show an example of the instantaneous
collective potential produced by the strings in the trans-
verse plane. The white regions correspond to the values
of potential smaller than−5·2gNσT (fm−1) ≈ −400 MeV,
i.e. the chiral symmetry can be completely restored in
those regions. Large gradient of this potential at its edge
can cause quark pair production, similar to Schwinger
process in electric field: one particle may flow outward
and one falls into the well. Such phenomenon is a QCD
analog to Hawking radiation at the black hole horizon.
VII. HOLOGRAPHIC EQUILIBRATION
A. Near equilibrium
Since this development is with heavy ion community
for over a decade, no general introduction is perhaps
needed. And relating it to string theory background from
which AdS/CFT correspondence came will take us too
far from the topics. I will only comment on a couple of
issues to be relevant to discussion later in this chapter.
The equilibrium setting includes the so called “AdS-
black hole” metric, with its horizon located at the 5-th
coordinate zh = 1/piT , so the gauge theory – located at
the z = 0 boundary feels the Hawking radiation tem-
perature T . (Hawking radiation in asymptotically flat
background leads to evaporation of BH. Indeed, one BH
cannot heat up an infinite Universe. But AdS asymp-
totics means basically a finite box, and in this case BH
can get into an equilibrium state with the Universe.)
Various gravity waves propagating in this background
have dispersion relations ω(~k) with calculable real and
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imaginary parts, see an example in Fig.38. (Such
quasinormal[166] modes are known for various examples
of BHs for a long time, these particular ones were calcu-
lated by Kovtun and Starinets [66] ). In this channel the
lowest eigenvalue, shown by larger dots, is close to the
origin and describes the sound mode. For reference let
me mention several known terms at small k (from [54])
ω
2piT
= ± k˜√
3
[
1 +
(
1
2
− ln 2
3
)
k˜2 − 0.088 k˜4
]
− ik˜
2
3
[
1− 4− 8 ln 2 + ln
2 2
12
k˜2 − 0.15 k˜4
]
, (48)
where k˜ ≡ (k/2piT ). First, note that at small k the imagi-
nary viscous term is Imω ∼ k2: we already used that fact
in discussion of the “acoustic damping” phenomenology.
Second, the dispersive correction to the speed of sound
has positive coefficient: thus sound wave can decay into
two: we already discussed that in discussion of the cos-
mological acoustic turbulence. Third: note that higher
order corrections to viscosity are both negative. This is
in contrast to some popular second order ad hoc schemes
such as Israel-Stuart.
All “non-hydrodynamical modes” have
Im(ω)/(2piT ) = O(1), indicating that during the
time of the order of zh ∼ 1/(2piT ) they all “fall into the
black hole”. (It is amusing to note that a mystifying
process of QGP equilibration is, in AdS/CFT setting,
reduced to the problem number one in physics history,
the Galilean falling stone in gravity field. ) The essence
of the AdS explanation of the rapid equilibration is thus
simple: any initial objects gets irrelevant, all of those
are absorbed by a black hole. The only memory which
remains is their total mass, which the BH transforms
into corresponding amount of Bekenstein entropy. (Plus
conserved charges, if they are there.)
B. Out of equilibrium 1: the shocks
Shocks are the classic objects used in studies of out-of-
equilibrium phenomena. They traditionally are divided
into weak and strong shocks. In the former case there
is small difference between matter before and after the
shock: so those can be treated hydrodynamically, e.g.
using the Navier- Stokes (NS) approximation. Strong
shocks have finite jumps in matter properties. Their
profiles have large gradients: so one needs some more
powerful means to solve the problem, not relying on hy-
drodynamics, which is just an expansion in gradients.
The reason we put this example as number one is
because it is the only one which can be considered in
stationary approximation. Indeed, in the frame which
moves with the velocity of the shock, its profile is time-
independent.
Strong shocks in AdS/CFT setting were discussed in
my paper [128]. A particular example worked out in de-
tail starts with NS profile shown in Fig.39. From left to
4
(11)
> 
> 
> 
(3)
(15)
x1
K10 K5 0 5 10
0
0.2
0.4
0.6
0.8
1
EE0:=simplify(eval(subs( f11(x1,r)=0.,f12(x1,r)=0.,f22(x1,r)=0.,EE)
)):
ES0:=simplify(eval(subs( f11(x1,r)=0.,f12(x1,r)=0.,f22(x1,r)=0.,ES)
));
ES0 :=
1
r8
0.06250000000 K168. h x1 2 
d
dx1
 h x1
3
 r cosh h x1
K 12. r5 sinh h x1  
d
dx1
 h x1  
d
dx1
 h x1
2
K 64. 
d
dx1
 h x1
2
 cosh h x1
2
 
d
dx1
 h x1
2
C 352. cosh h x1  r2 
d
dx1
 h x1  sinh h x1  h x1  
d
dx1
 h x1
K 36. r2 
d
dx1
 h x1
2
K 2. r4 
d
dx1
 h x1
4
FIG. 2: (color online) An example of a solution to the NS
hydrodynamics, the rapidity (black dashed line) and pressure
(blue solid line. Pressure is in units of its initial value: thus
the curve starts near 1 on the left.
IV. STRONG SHOCKS AND THE RESUMED
HYDRODYNAMICS
Let us now proceed to shocks with the rapidity jump
Y = O(1), for which there is no apparent small parameter
and thus the NS equation cannot be expanded. Since
pressure appears only linearly, one can easily manipulate
01 and 11 equations into one single di↵erential equation
for rapidity (the second equality)
p =
 (4/3)⌘c(dy/dx) + pi(4s2i + 1)
4s2 + 1
=
 ⌘s(dy/dx) + 4pisici
4sc
(4.1)
where we use the short-hand notations
c = cosh(y(x)), s = sinh(y(x))
All quantities with the index i = initial are the cor-
responding values before the shock, at x =  1. The
solution to the NS equation cannot be obtained analyti-
cally, so we use a numerical solver. A particular example
is shown in Fig.2, for the rapidity and the pressure. Its
parameter were selected at random: the rapidity jumps
up by a factor of 2 and the pressure down by about factor
3.
Now, how reliable is the NS solution, for such a strong
shock? The implicit assumption is that all nonlocal
(higher gradient) terms are small. We need to know
(i) the individual coe cients – higher viscosities – of
those terms;
(ii) the values of the higher gradients;
and (iii) the combined e↵ect of their sum, or convergence
of the series.
For usual fluids such as water to air, the gradients are
usually so small that we do not need higher viscosities. In
practice their empirical values are not even known, and
so it would be hard to even estimate the magnitude of
those terms. Yet for sQGP we have the AdS/CFT cor-
respondence, which provides in principle a complete set
of such higher viscosities, and many of those has already
been evaluated in literature. The summary of these re-
sults and their resummation was the subject of the “im-
proved hydrodynamics” by Lublinsky and myself [12], LS
for short.
The linearized correlators in AdS/CFT can in principle
provide the values of all kinetic coe cients, as the coef-
ficient of certain powers of ! and k (the frequency and
the wave vector). Since there are several kinematically
di↵erent channels excited by stress tensor, these calcula-
tions also provide su cient number of crosschecks, For
example, ensuring that the first viscosity always is (1.1)
anywhere viscosity appears. The “improved hydrody-
namics” tries to combine all known coe cient into some
“resumed” model functions. The main result was the 3-
term Model 1 which is based on PADE approximation,
which may be called LS1. It reproduces exactly eight
first coe cients and overall behavior of the correlators
quite well. Furthermore, we found that the second and
the third poles largely cancel each other, and for an es-
timate of the e↵ect of higher gradients we will use our
simpler model LS2 in which the e↵ective viscosity is
⌘LS2 =
⌘0
1  ⌘2,0k2/(2⇡T )2   i!⌘0,1/(2⇡T ) (4.2)
written in units in which all eta coe cients are dimen-
sionless numbers. Furthermore, as there is no time de-
pendence in stationary problems we now discuss, we will
only need one simple coe cient
⌘2,0 =  1
2
(4.3)
Due to its sign, the resumed factor reduces the e↵ect
of the NS term as k grows. This is indeed what was
known for the lowest quasi normal modes (sounds): its
imaginary part grows as k2 till some value, and then it
stops growing.
As the rest of this paper below will be discussing the
AdS/CFT setting, it is convenient to us the holographic
thermal horizon as the natural unit of length. Thus the
horizon location in the holographic coordinate is
zh = 1/⇡T = 1 (4.4)
Using it and the holographic value of the first viscosity
(1.1) one finds conveniently that the combinations which
often appears is greatly simplified, for example the ratio
in the r.h.s. of NS equation is
⌘
p
=
⌘
s
4
T
=
1
⇡T
= 1 (4.5)
Of course, our problem has with two temperatures and
pressures, pi and pf at both x ! ±1: but as the final
FIG. 39: A example of a strong shock in QGP, ccording to
the Navier-Stokes hydro. Pressure shown by (blue) solid line
is in units of its initial value: thus the curve starts near 1 on
the left side. The (black) dashed line is the rapidity. From
[128].
right the pressure decreases, and rapidity increases: the
energy and momentum fluxes are tuned to be the same.
One may think of it as a process in which higher-density
QGP on the left, moving more slowly, “burns” into a
lower density QGP floating out with higher rapidity.
In the AdS/CFT setting one however can solve the
problem from first principles, by solving the Einstein
equations. Of course the setting has an extra holographic
dimension, and so all the functions depend not on one but
on two variables: the longitudinal coordinate x and z.
So I plugged in the NS solution, and worked out correc-
tions to it (by a somewhat novel variational approach).
Not going to the details of that, let me jump directly
to the surprising conclusion: those corrections happen
to be small, at a scale of few percent, even without any
apparent small parameter in the problem.
Another tool used to correct the NS solution was the
so called “re-summed hydrodynamics” by Lublinsky and
myself: it also lead to corrections at the percent level.
(Unfortunately, the accuracy I had on AdS/CFT soluti n
was insufficient to tell whether both agree or not).
The lesson: all higher order gradient cor ections o the
NS s lution have strong tendency to cancel each ther.
C. Out of equilibrium 2: the falling shell
This setting has been proposed by Lin and myself [129]
and it is in a way orthogonal to the previous one: there is
time dependence but no dependence on space point. The
motion occurs only along the holographic 5-th direction.
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The physical meaning of this motion is as follows. First
of all, recall that the 5-th coordinate z = 1/r corresponds
to a “scale”, with small values near the boundary (large
r) corresponding to the UV end of the scales, and large
z, small r corresponding to the IR or small momenta
end. Since everything happens much quicker in UV as
compared to IR, the equilibration process should natu-
rally proceed from UV to IR, also known as “top-down”
equilibration.
One can imagine that this process can in some sense be
reduced to a thin “equilibration shock wave”, propagat-
ing in the z direction. The key idea of the paper [129] was
that this shock can be thought of as a certain material
objects – a shell or an elastic membrane – falling under
its own weight. (See the sketch in Fig.40(a)). If this is
the case, the total energy of the membrane is conserved
(potential energy goes into kinetic). The consequences of
that are very important: while the shell is falling toward
the AdS center, the metric – both above and below the
membrane – is actually time independent, as it can only
depend on its total energy. So there is no need to solve
the Einstein equations. (Recall the Newton’s proof that
a massive sphere has the outside field the same as a point
mass, and that there is no gravity inside the sphere. This
is also true if the sphere is falling. It also remains true
in GR.) In the case of an extreme black hole at the AdS
center (the blue dot in Fig.40(a)) the solution consists
of (i) thermal Schwarzschield-AdS metric above the shell
and (ii) “empty vacuum” or the AdS5 solution below it.
The only equation of motion which needs to be derived
and solved are those of the shell itself, r(t) = 1/z(t). It is
not so trivial to derive it, since the coordinates below and
and above the shell are discontinuous. Fortunately, a thin
shell collapse has already bend solved in GR literature:
the key to it is the so called “Israel junction condition”.
The shell velocity (in time of the distant observer t) is
given by the following expression
dz
dt
=
z˙
t˙
=
f
√
(
κ25p
6 )
2 + ( 3
2κ25p
)2(1− f)2 − 1+f2
κ25p
6 +
3
2κ25p
(1− f)
(49)
where κ25p is the 5-dim gravity constant and shell elastic
constant and f = 1− z4/z4h is the “horizon function” in
thermal AdS. The qualitative behavior of the solution is
as follows: The shell start falling with zero velocity from
certain hight get accelerated, to near the speed of light,
and then is “braking” toward the horizon position zh,
which the shell asymptotically approaches with velocity
zero.
After solution is found, one can calculate what different
observers at the boundary – that is, in the gauge theory
– will see. In particular, one may ask if/how such an
observer can tell a static black hole (the thermal state
with stationary horizon) from that with a falling shell?
A “one-point observer” O1 Fig.40(b) would simply see
stress tensor perturbation induced a gravitational prop-
agator indicated by the red dashed line. Since the met-
ric above the shell is thermal-AdS, he will find time-
FIG. 40: (a) A sketch of a falling shell geometry. Its radius
r(t) = 1/z(t) which is used in the text. (b) Single-point ob-
server O1 and the two-point observers O2, O3
independent temperature, pressure and energy density
corresponding to static final equilibrium. Yet more so-
phisticated “two-point observers” O2, O3 can measure
certain correlation functions of the stress tensors. They
will see effects from gravitons flying along the line shown
by the solid line above the shell, that is in the thermal
metrics, as well as from gravitons flying over the path
shown by the dashed line which penetrate below the shell:
those would notice deviations from equilibrium. Solv-
ing for various two-point functions in the background
with falling shell/membrane we found such deviations.
They happen to be oscillating in frequency around ther-
mal ones. This observation is explained [129] by certain
“echo” times due to a signal reflected from the shell. So,
here is the lesson: one can in principle experimentally
observe an echo, from the 5-th dimension!
For further discussion of the scenarios of top-down
equilibration, with infalling scalar fields etc – the reader
is referred to [130] and subsequent literature.
D. Out of equilibrium 3: anisotropic plasma
Our next example, due to Chesler and Yaffe, is a set-
ting in which one starts with some anisotropic but ho-
mogeneous metric, and then follow its relaxation to equi-
librium. It is nicely summarized by Chesler [67], so I
will be brief. The metric is of the form of diagonal, time
dependent but space-independent components, and Ein-
stein equation is solved numerically. Rapid relaxation to
AdS-Schwarzschield-like solution is observed. The typi-
cal behavior found is displayed in Fig.41. The character-
istic relaxation time is shorter than 1/T , even when the
system is initially quite far from equilibrium.
A number of initial states can be compared, with the
condition that all of the evolve to the same equilibrium
energy density (or horizon, or T). While at early time the
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FIG. 41: Pressures anisotropy as a function of time, from [67].
FIG. 42: (left) From Heller et al [57]: The temperature evolu-
tion combination dlog(w)/dlogτ for different initial conditions
(black thin curves) converging into a universal function of
w = Tτ , compared to hydro. (right) The pressure anisotropy
for one of the evolutions compared to 1-st (NS), 2-nd and 3-ed
order hydrodynamics.
momentum asymmetry can be very large – say, an order
of magnitude – it becomes very small exponentially in
time. Any deviations from equilibrium get strongly red-
shifted as they approach the horizon.
If a more detailed analysis is made, one can locate
few specific quasi normal modes. There are no hydro
modes since the setting is homogeneous, and the lowest
is λ = (2.74 + i3.12)piT . So, the basic lesson is that in
the strong coupling regime the isotropization time is as
short as
τisotropization ∼ 0.1
T
(50)
E. Out of equilibrium 4: rapidity independent
collisions
Various “bulk” objects may fall into the AdS center. In
an early paper Sin, Zahed and myself [114] argued that all
“debris” created in high energy collisions form bulk black
hole which then falls toward the AdS center. Its hologram
is the exploding/cooling fireball seen by observer on the
boundary. The specific solution discussed in that paper
was spherically symmetric (and thus more appropriate
for cosmology than for heavy ion applications).
Subsequent series of papers by Janik and collaborators
(see e.g. [56] and references therein) had developed ra-
pidity independent “falling” horizons, corresponding to
Bjorken hydro solution. In this case one has homoge-
neous x-independent horizon falling as a function of time
zh(τ). At late time it converges into hydro and
zh(τ) = 1/piT (τ) ∼ τ1/3 (51)
The variable w = Tτ has the meaning of the macro-to-
micro scale ratio: at late time it grows indicating that the
system becomes more macroscopic and hydro more accu-
rate. The question is when hydro description becomes
valid and with what accuracy.
Fig.42 from Heller et al [57] displays time evolutions
of many initial states, all approaching the same hydro-
dynamical solution. Fig.42(left) shows that this happens
via convergence to certain universal function of the vari-
able w = τ T defined by
dw
d ln τ
= F (w) , (52)
Existence of such universality is the essence of the “re-
summed hydro” proposed by Lublinsky and myself [54].
Depending on accuracy required, one may assign specific
value of w at which “hydrodynamics starts”. Its value
is in the range wi = 0.4.. − 0.6. The plot on the right
demonstrates that at such time the anisotropy is still
large and viscosity is important.
The lesson from this work can be better explained by
comparing its result to ”naive expectations” , that hy-
dro starts when macro and micro times are the same,
w = τT > 1, and that the accuracy of hydro should be
bad O(1), say 100%. Calculations show instead that at
twice smaller time w ∼ 1/2 the accuracy of (the lowest-
order Navier-Stokes) hydro suddenly becomes good, at
few percent level!
Why is it so? Note, that while gradients are not yet
small at that time, but the combined effect of all of them
is. Lublinsky-Shuryak re-summation provides an answer:
higher gradient series have alternating signs and can be
Pade re-summed a la geometric series to a decreasing
function.
The issue has its practical aspect, related to one of
the first observations made at the first LHC PbPb run.
It was found that the (charged hadron) multiplicity in
PbPb collisions grow with energy a bit more rapidly than
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in pp :
dNPbPb
dy
(y = 0, s) ∼ s0.15 dN
pp
dy
(y = 0, s) ∼ s0.11
(53)
From the RHIC energy (E = 0.2TeV ) to the LHC, the
double ratio
dN
dη |PbPb,LHC / dNdη |pp,LHC
dN
dη |AuAu,RHIC / dNdη |pp,RHIC
= 1.23 . (54)
shows a noticeable change with the energy, which calls
for an explanation.
Lublinsky and myself [72] proposed a simple form for
the function F (w) and calculate the entropy produced,
from the time wi on. It turns out to be about 30%. Fur-
thermore, we get the following expression for the con-
tribution to this double ratio ≈ 1 + 3[η¯(LHC)−η¯(RHIC)]2wi+3η¯(RHIC)
and show, that the observed growth can be naturally
explained by the viscosity growth, from RHIC to LHC,
predicted by a number of phenomenological models.
VIII. COLLISIONS IN STRONG COUPLING
A. Trapped surfaces and the entropy production
The simplest geometry to consider is the wall-on-wall
collisions, in which there is no dependence on two trans-
verse coordinates, and only the remaining three – time,
longitudinal (rapidity), and the holographic direction –
remain at play. Needless to say, it is a very formidable
problem, solved by Chasler and Yaffe via clever “nesting”
of Einstein equations. The reader can find explanations
in a summary [67].
Collisions of finite size objects are even more difficult
to solve, but those historically brought into discussion
very important issues of trapped surface formation and
the entropy production. It was pioneered by Gubser, Pufu
and Yarom [133] who considered head-on (zero impact
parameter) collisions of point black holes. The setting is
shown in Fig.43(a).
Trapped surface is a technical substitute to the hori-
zon – for this review it is not too technical to discuss the
difference – and its appearance in the collision basically
means that there exists a black hole inside it. Classically,
all information trapped inside it cannot be observed from
outside, and lost information is entropy. (Needless to
say, for known static black hole solutions this area does
give the black hole Bekenstein entropy.) So, locating this
surface allows one to limit the produced entropy from be-
low, by simply calculating its area. The reason why this
entropy estimate is from below is because the trapped
surface area is calculated at the early time t = 0 of the
collision, not at its end. No particle can get out from
trapped surface, but some can get into it during the sys-
tem’s evolution, increasing the black hole mass and thus
its entropy.
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FIG. 43: (a) From [133]:A projection of the marginally
trapped surface onto a fixed time slice of the AdS geometry.
(b) The area of the trapped surface versus impact parameter,
with the comparison of the numerical studies [134] shown by
points and analytic curves from [135]. The vertical line shows
location of the critical impact parameter bc beyond which
there is no trapped surface.
The setting of Gubser et al have the parameter L,
the distance separating colliding b.h. from the bound-
ary: we will discuss its physical meaning below. Naively,
central collisions have only axial O(2) symmetry in the
transverse plane x⊥, but using global AdS coordinates
these authors found higher O(3) symmetry of the prob-
lem, which becomes black hole at the collision moment
at its center, thus in certain new coordinate
q =
~x2⊥ + (z − L)2
4zL
(55)
the 3-d trapped surface C at the collision moment be-
comes a 3-sphere, with some radius qc. One can find qc
and determine its relation to CM collision energy and
Bekenstein entropy. For large qc these expressions are
just
E ≈ 4L
2q3c
G5
, S ≈ 4piL
3q2c
G5
, (56)
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from which, eliminating qc, the main conclusion follows:
the entropy grows with the collision energy as
S ∼ E2/3L5/3 (57)
Note that this power is in general (d−3)/(d−2) directly
relates to the d=5-dimensional gravity, and is different
from the 1950’s prediction of Fermi/Landau who pre-
dicted E1/2 as well as from the data, which indicate the
power of about 0.30 (53).
Let me now return to the meaning of the parameter L.
Gubser et al relate the “depth” of the colliding objects
with the nuclear size, L ∼ 1/RA which cannot depend on
the energy. Lin and myself [134] argued that L should
rather be identified with the inverse “saturation scale”,
the typical parton’s momenta in the wave function of the
colliding objects
L ≈ 1
Qs(E)
∼ E−α (58)
It becomes especially clear if one would like to turn back
to wall-on-wall collisions, in which the nuclear size RA
goes to infinity while Qs remains fixed. If so, L has a
completely different scale, it is not of the O(10 fm) scale
but rather O(0.1 fm). Furthermore, it is expected to
decrease with the energy L ∼ 1/Qs(E) with certain em-
pirical index α ≈ 1/4. Including this dependence into
(57) one gets
S ∼ E(2/3)−(5/3)α ∼ s0.125 (59)
now in reasonable agreement with the observed multi-
plicity.
The generalization of this theory to non-central col-
lisions, by Lin and myself [134], have technical details
I would omit here and proceed directly to the results
shown in Fig.43(b). The figure shows dependence of the
trapped surface area on the impact parameter is actually
from the paper by Gubser, Pufu and Yarom [135], com-
paring our results (points) with analytic series of curves
obtained by these authors.
From gravity point of view the qualitative trend shown
is clear: two colliding objects may merge into a common
black hole only provided that the impact parameter is
less than some critical value bc(E), depending on the col-
lision energy. Indeed, with b rising, the trapped energy
decreases while the total angular momentum increases:
so at some point Kerr parameter exceeds 1 and thus no
black hole can be formed. Interestingly, the calculation
had shown that it happens as a jump – the first order
transition in impact parameter. Just a bit below this
impact parameter reasonable trapped surface and black
hole exist and nothing obvious indicates that at large b
none is formed.
(Note that conclusion about the first order transition is
consequence of the large Nc approximation and classical
gravity: those perhaps may be smoothened at finite Nc.
Furthermore, the problem of trapped surface in quantum
gravity is way too complicated, not studied so far.)
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FIG. 44: (a) An early time snapshot of a pair of strings cre-
ated after one color exchange. The coordinates are explained
on the right: the colliding objects move with a speed of light
away from each other and strings are stretched. (b) Later
time snapshot, in QdS/QCD background. Strings reached
the “levitation surface” shown by a rectangular shape and
start oscillate around it; (c) In case of high density of many
strings they can be approximated by a continuous membrane.
This transition should be interpreted as follows: at
b < bc a creation of QGP fireball takes place, while
the system is in hadronic phase for peripheral b > bc
collisions. Still, from a physics point of view a jump
in entropy as a function of impact parameter is sur-
prising. Interesting, that the experimental multiplicity-
per-participant plots do show change between non-QGP
small systems and QGP-based not-too-peripheral AA
collisions. It would be interesting to compare it with re-
cent information on small systems, undergoing transition
to explosive regime.
In the same paper [134] we have pointed out that the
simplest geometry of the the trapped surface would be
that for a wall-wall collision, in which there is no depen-
dence on transverse coordinates x2, x3. Thus a sphere be-
comes just two points in z, above and below the colliding
bulk objects. We elaborated on this in [136], considering
collision of two infinite walls made of material with dif-
ferent “saturation scales” (e.g. made of lead and cotton)
and studied conditions for trapped surface formation.
B. From holographic to QCD strings
AdS/CFT is a duality with a string theory, so funda-
mental strings are naturally present in the bulk. In fact
already the first calculation, made in Maldacena’s orig-
inal paper, the “modified Coulomb law”, was based on
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the evaluation of the shape and total energy of a “pend-
ing string”, sourced by “quarks” on the boundary. (This
example is so classic, that must be known to most read-
ers.)
Lin and myself in two papers [131, 132] extended it
to non-static strings. We first solved for a falling string
with ends moving away from each other with velocities
±v, and the second calculating its hologram (stress tensor
distribution) at the boundary. This study can be thought
of as a ”strongly coupled version of the e+e− annihilation
into two quarks”. The hologram showed a near-spherical
explosion: the early indication that at strong coupling
setting there are no jets.
These works used the setting associated with conformal
gauge theory: in AdS5 string falling continues forever.
This is of course not what we observe in the real world,
in which there is confinement and there are jets. Modern
strong coupling models moved into what is collectively
known as AdS/QCD , for review see e.g. [137, 138].
In contrast with the original AdS/CFT, the background
metric is not conformally invariant and incorporates both
confinement in the IR and the asymptotic freedom in
UV. These models use additional scalar (“dilaton”) field,
with certain potential, complementing a gravity back-
ground.
In such settings bulk strings (and other objects) can
“levitate”, at some position z∗, at which the downward
gravity force is compensated by the uplifting dilation
gradient. The hologram of such levitating string at the
boundary is the QCD string: its tension, width and stress
tensor distribution inside are calculable. The potential
between point charges is given by a pending string: in
the AdS/QCD background it changes from Coulombic at
small r to linear at large r. Furthermore, allowing funda-
mental fermions in the bulk – via certain brane construc-
tion –and including their back reaction in a consistent
manner one can get quite nice description of the so called
Veneziano-QCD (Nc, Nf → ∞, x = Nf/Nc = fixed)
[139].
Since in the UV these models also possess a weak cou-
pling regime, one can also model perturbative glasma,
by putting certain density of color “sources” at the two
planes, departing from each other. In such setting there
would be smooth transition between two alternatives de-
scription of the initial state we discussed above – from the
perturbative glasma made of longitudinal field cells to a
“spaghetti” made of the QCD strings. When time τ is
small, Fig.44(a), strings are in the UV domain (at small
distance z ∼ 1/Qs from the boundary) their hologram
is Coulombic or glasma-like. When strings fall further
and reach the “levitation point” z∗ they start oscillating
around it [140], Fig.44(b). This is very similar to oscil-
lations discussed by Florkowski (see sect.VI D) without
AdS/QCD.
At this point one may wander about AdS/QCD pre-
dictions for string-string interaction. This subject is now
under investigation in [140]. We already discussed this
issue in the QCD context above, and concluded that its
long-range attraction is dominated by the σ meson ex-
changes (just like between nucleons, in nuclear forces): so
we need to see if it is indeed the case in the AdS/QCD,
and whether one can learn something new using it. This
is indeed the case, and in order to explain why we need
to briefly remind the reader some basics on how hadronic
spectroscopy comes out in this setting.
AdS/QCD has very few fields in the bulk – gravity,
dilation and (quark-related) “tachion”. Each of them (or
their mixtures) produce towers of 4-dimensional hadronic
states via the quantization of their dynamics in the 5-
th coordinate. One may say that hadrons are stand-
ing waves in it, and their masses are just quantized 5-th
momentum. So, a new perspective on hadrons one gets
from this approach is that one can calculate not only the
masses but also the wave functions in a scale space.
So the issue studied in detail in [140] is the mechanism
of hadronic flavorless scalars, which includes the σ and
others. Without any changes in the setting of AdS/QCD
we found very good description of (quite involved) mixing
pattern of the scalars, which puzzled spectroscopists for
decades. Since strings are gluonic objects and σ interact
strongly with quarks, understanding of such mixing is
crucial for obtaining realistic string-string forces.
Note that there is so far no temperature or entropy in
the problem: the dynamics is given by classical mechanics
of strings moving in certain backgrounds.
That is because we so far considered a single (or few)
strings. If there are very many charge exchanges and the
number (or density) of strings is high enough, Fig.44(c),
one should perhaps include the back reaction of their
gravity and dilaton field, or even include mutual attrac-
tion of strings. Such AdS/QCD version of multi-string
dynamics from [92] of what we discussed in section VI D
following [91].
Not going into detail, let me comment on just one issue.
Unlike GR, in which there is only gravity and thus uni-
versal horizon definition, in holographic models physics
is more complex and interesting. In particularly, gluons
are strings vibrations. String have their 2D worldvol-
umes which can be curved and have black hole of their
own. What it means is the wave on the string can have
modes propagating left and right, but also can have re-
gions where both waves move right. So gluons can fall
into those, but cannot escape. Such feature can be in-
duced, in particularly, by collective gravity/dilaton of the
strings themselves. Its meaning is a QGP fireball, and
its experimental signature is hydro explosion.
C. Holographic Pomeron
Pomeron description of hadronic cross sections and
elastic amplitudes originates from phenomenology, start-
ing from 1960’s. Veneziano amplitudes derived in a “res-
onance bootstrap” ideology were the original motivation
for existence of QCD strings.
The Pomeron is an effective object corresponding to
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FIG. 45: Glueball masses calculated on the lattice (dia-
monds) organized in Regge trajectories (lines). (From [144]).
the “leading” Regge trajectory α(t) which dominates the
high energy asymptotics of the hadron-hadron cross sec-
tions. Fig.45 is a recent version of the Regge plot (angu-
lar momentum J versus the m s squared m2 for glue-
balls. The Pomeron corresponds to scattering and thus
has small non-physical mass t < 0 and a non-integer J
slightly above 1: the trajectory α(t) has of course physi-
cal states as well. It enters the elastic cross section in a
form
dσ
dt
≈
(
s
s0
)α(t)−1
≈ eln(s)[(α(0)−1)+α′(0)t] (60)
Dualism of the Pomeron is seen from the very different
roles which two main parameter play, the intercept α(0)
and the slope α′(t = 0). The former is a dimensionless
index, describing the power with which the total cross
section rises. Perturbative description of the Pomeron is
well developed: the so called BFKL [141] re-summation
of the gluon ladders provides perturbative O(αs) value
for it. The Pomeron slope α′(t = 0) has dimension
[mass−2] and is nonperturbative for sure, related to the
string tension. (By the way, the “string scale” in the fun-
damental string theory still is traditionally called α′, the
only piece of QCD phenomenology left in it, for historic
reasons.) The meson/baryon Reggion slope is related to
a single open string and their α′ = 1/(2piσ), glueballs
such as Pomeron are closed strings should naively have
the double tension or half the slope: phenomenologically
it is closer to 1/3. It perhaps indicates changes due to
two string interaction.
Another way to see dual nature of the Pomeron phe-
nomenology is when one considers the so called collision
profile as a function of the impact parameter b. At small
b people think of color dipoles and gluon exchanges. At
large impact parameter b = 1− 2 fm is naturally given in
terms of a (double) string exchange (see below).
Holographic models of the Pomeron aim at describ-
ing both regimes inside the same model, in the spirit
FIG. 46: (Color online) (a) Dipole-dipole scattering configu-
ration in Euclidean space. The dipoles have size a and are
b apart. The dipoles are tilted by ±θ/2 (Euclidean rapid-
ity) in the longitudinal x0xL plane. (b) A sketch illustrat-
ing Pomeron exchange for baryon-baryon scattering: only one
pair of quarks become “wounded quarks”.
of AdS/QCD. As the main representative of the related
work let me mention two works of Zahed and collabo-
rators [142] and [143]. Strings live in the 5-dimensional
space, which is weakly coupled in UV and strongly cou-
pled in IR. Furthermore, a semiclassical (instanton-like)
derivation of the Pomeron amplitude is given in terms of
closed string production – similar to Schwinger pair pro-
duction in an electric field. The string worldvolume has
the shape depicted in Fig.46(a): it is a “tube” connect-
ing two flat strips, the world volume of propagating color
dipoles. In Fig.46(b) we sketch a Pomeron in a collision
of two nucleons, now consisting to 3 quarks and 3 string,
joined by a string junction: in this case a Pomeron tube
“punctures” one of the three surfaces. This produces one
“wounded quark”, as we discussed in connection to Tan-
nenbaum’s description of fluctuations.
Direct semiclassical derivation of the scattering am-
plitude was obtained in [143] using minimization of the
Nambu-Goto action (the tube’s area). Fig.(a) indicate
Euclidean setting in which difference in rapidity is rep-
resented by twisted angle θ between the direction of two
dipoles. Fig.(b) illustrates a baryon-baryon scattering, in
which the Pomeron tube can be connected to any of the
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available dipoles, explaining the concept of the “wounded
quarks” we mentioned in section IV B. More than one
Pomeron means more tubes, connecting perhaps other
quarks.
The classical action of this configuration provides the
α′ term, while the intercept deviation from 1 is due to
the next order (one-loop) corrections due to string vibra-
tions. It gives the amplitude squared: if cut in half by the
unitarity cut the “tube” provides two strings of certain
shape, which should be taken as the shape which “jumps
from under the barrier” and should be used as the initial
conditions to real-time evolution.
Not going into details, we just note that the amplitude
has alternative derivation from string diffusion equation,
and that 5-d space is actually important numerically.
Scattering pp data as well as deep-inelastic ep (DESY
data) are well reproduced by this model, see [143].
It was further argued by Zahed and myself [144] that
because the “tube” has a periodic variable, resembling
the Matsubara time, its fluctuations take the thermal
form. Appearance of an effective temperature and en-
tropy was new to the Pomeron problem: but once recog-
nized the analogy to thermal strings can be exploited. We
in particularly argued that between two known regimes
of the Pomeron – (cold) string exchange at large impact
parameter b and perturbative gluon exchange at small
b – there should be a third distinct regime in which a
string is highly excited due to the Hagedorn phenomenon.
This is what we know to happen at finite temperature
gluodynamics, which possesses a“mixed” phase between
the confined (hadronic) and the deconfined (partonic)
phases. As it is known from decades of theoretical and
numerical (lattice) research, this is described most nat-
urally by the near-critical strings, namely the strings in
the Hagedorn regime.
In Fig.47(a) one finds the so called profile of the elas-
tic scattering, the Bessel transform of the imaginary part
of the elastic amplitude. Basic prediction of the model
is shown by the dashed line, which has the “first order
transition”. By circles we show more realistic prediction
of the model coming from averaging of that expression
over the dipole sizes: it should be compared to empirical
fit (solid line) to the LHC elastic scattering data. The
difference is relatively small, although it becomes notice-
able in scattering with momentum transfer Q beyond the
minimum, see Fig.47(b). Apparently the predicted “tran-
sition edge” in b is a bit sharper than in the experimental
data.
Concluding this section: decades-old Pomeron am-
plitude can be derived in a “stringy” manner, in the
AdS/QCD setting. Surprisingly, this approach relates
the Pomeron to the thermal theory of excited strings,
with an effective temperature proportional to the inverse
impact parameter. Rapid “phase transition” in b, from
black to gray, corresponds to the deconfinement transi-
tion, with an intermediate regime dominated by highly
excited strings (“string-balls”). So far only for the tun-
neling (Euclidean) stage of the system is considered, pre-
profile2
F(b)
(GeV  1)
> 
> 
> 
> 
> 
> 
(12)
(4)
(11)
 alld allC evalf GN u, ln 2. , 0.5 $stepu : od: all;
1.000375273
the norm is  quite OK now
assignment of b,u1,u2 is a bug, I need to change it all to some local names
 numax:=20: stepu:=1./numax; nbmax:=1000: stepb:=0.03:             
            for nb from 1 to nbmax do bb:=(nb-0.5)*stepb: all := 0:
                                   for n1 from 1 to numax do   for 
n2 from 1 to numax do                         uu1 := stepu*(n1-.5);
uu2 := stepu*(n2-.5);                                       all := 
all+evalf(K(xif(bb,uu1,uu2,1.34))*GN(uu1, ln(2.), 3.)*GN(uu2, ln(2.
), 3.)*stepu^2): od: od: p[nb]:=[bb,all]; od: p[10];
stepu := 0.05000000000
0.285, 1.000045077
pl1d plot seq p ll$5 , ll = 10 ..100 , style = point, symbol = circle, symbolsize = 15, color
= black ; display pr0, pl1 ;
pl1 := PLOT ...
b
0 2 4 6 8 10 12 140
0.2
0.4
0.6
0.8
1
> 
(4)
(11)
> 
0.5 1 1.5 2
 10 - 3
 10 - 2
 10 - 1
 100
 101
 102
 t = q2 (GeV 2)
FIG. 47: (a) The solid line is the empirical LHC data
parametrization. The dashed line is the shape corresponding
to the “excited string” approximation for fixed sizes of the
dipoles, while the circles correspond to the profile averaged
over the fluctuating dipoles. (b) The corresponding elastic
amplitude (the absolute value squared of the profile Bessel
transform) as a function of the momentum transfer. Model
prediction agrees with parameterization well at small t, up to
the dip.
dicting elastic amplitude. The remaining challenge is to
describe the subsequent evolution of the system and to
extend this theory to inelastic collisions.
D. Collisions at ultrahigh energies
Discussions about Pomeron regimes ultimately drive
us to the old question: what happens at the ultrahigh
energies, well above the LHC reach?
The highest observed energies, by Pierre Auger Obser-
vatory and similar cosmic ray detectors, reach
Elab . Emax ∼ 1020eV . (61)
limited by the so-called Greisen-Zatsepin-Kuzmin (GZK)
bound at which interaction with cosmic microwave pho-
tons become important.
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For future comparison with the LHC observation it
is convenient to convert the laboratory energy into the
energy in the center of mass frame and use a standard
Mandelstam invariant, assuming it is a pp collision,
√
smax = (2Emaxmp)
1/2 ≈ 450 TeV . (62)
While significantly higher than current LHC pp energy√
sLHC = 8 TeV, the jump to it from LHC is com-
parable to that from Tevatron
√
s = 1 TeV or RHIC√
sRHIC = 0.5 TeV. In view of smooth small-power s-
dependence of many observables, the extrapolation to
LHC worked relatively well, and further extrapolation
may seem to be a rather straightforward task. And yet,
smooth extrapolations using standard event generators
plus, of course, the cascade codes do not reproduce cor-
rectly the experimental data of the Pierre Auger collab-
oration (e.g., the so called muon size of the showers).
This makes the issue subject to speculations. As an
example of an exotic model let me mention the paper [64]
which suggest that somehow freezeout is entirely different
and the pion production becomes suppressed. According
to their simulations, a model in which mostly nucleons
are produced explains the Pierre Auger data better.
More modest (but still significant) change between
LHC and ultrahigh energies, has been proposed by Kalay-
dzhyan and myself [65]. Our main statement is that at
the ultra-high energies
√
smax observed in cosmic rays,
the “explosive regime” even in pA collision is expected
to change from a very improbable P ∼ 10−6 fluctuation
to the mean behavior, with P = O(1). The reason for it
is simply an increase in mean particle (entropy) density
with energy
√
s. Extrapolations suggest an increase of
dN/dy by about factor 3. In Fig.48 we show the free out
surfaces and hydro velocities at them, corresponding to
our calculations. By “compression” we mean the phe-
nomenon of “spaghetti collapse” discussed above. The
mean transverse momenta of secondaries is shown in the
Table.
Another generic reason for a change is that both pri-
mary collisions and subsequent cascade of ultra high en-
ergy cosmic rays all happen in the Earth atmosphere, so
the targets are not protons but light (N orO) nuclei. Fur-
thermore, the projectiles themselves are also most likely
to be not protons but some nuclei. It is either also some
light nuclei or some mixture including heavier ones, be-
lieved to be up to Fe.
Taking into account large pp cross section at ultra high
energies, ∼ 150 mb, one finds that its typical impact pa-
rameters b ≈ 2 fm. Thus the range of the interaction in
the transverse plane is comparable to the radius of the
light nuclei (oxygen RO ≈ 3 fm) and therefore even in
the pO collisions most of its 16 nucleons would become
collision “participants”. For light-light AA collisions like
OO the number of participants changes from 32 (central)
to zero. Accidentally, the average number of participants
is comparable to the average number of participant nu-
cleons 〈Np〉 ≈ 16 in central pPb collisions at the LHC.
The question of principle still remains: and what
(a)
(b)
FIG. 48: (color online) (a) The freezeout surfaces in the (τ¯ , r¯)
plane (no rescaling) and (d) the distribution of the transverse
flow velocity on those surfaces. In both plots the green solid
curve at the top is our “benchmark”, the central PbPb colli-
sions at LHC. Black solid line is for light-light nuclei collisions,
black dashed (coincident with green by chance) are light-light
collisions with the size compression. Similarly, red solid and
red dashed are heavy-light collisions without and with the size
compression, respectively.
particles FeO FeO comp. pO pO comp. PbPb
pi± 0.56 0.69 0.53 0.76 0.73
K± 0.71 0.88 0.66 0.96 0.92
p, p¯ 0.90 1.09 0.83 1.17 1.13
TABLE I: Mean pT [GeV/c] for pions, kaons and protons ob-
tained from the particle spectra. By “comp” we mean com-
pressed initial state, as explained in the text.
should happen when the collision energy goes to infin-
ity? Qian and Zahed [154] had proposed an argument
which would stop multiplicity growth. The argument is
that when the produced string becomes so long and heavy
that it basically collapses due to its self-interaction into
a black hole, the entropy produced would be limited by
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the Bekenstein bound. In their opinion, not only the par-
ton density growth, but also growth of the cross section,
should stop at certain collision energy.
IX. ELECTROMAGNETIC PROBES
A. Brief summary
Let us on the onset remind standard terminology to be
used below. The sources of the dileptons are split into
the following categories:
(i) instantaneous q¯q annihilation, known as the Drell-Yan
partonic process;
(ii) the pre-equilibrium stage, after the nuclei pass each
other;
(iii) the sQGP stage, in which matter is usually assumed
to be equilibrated.
(iv) hadronic stage in which rates are calculated via cer-
tain hadronic models;
(v) “cocktail” contribution of leptonic decays of secon-
daries occurring after freezeout.
The corresponding windows in the dilepton mass are:
M > 4GeV for (i), 1 < M < 3GeV for (iii) and
M < 1GeV for (iv). So the early stage dileptons mostly
fall into the 3-4 GeV window. While it contains also
J/ψ, ψ′, ψ” states, one should rely on their subtraction,
which depends on mass resolution of the detector. This
coincidence adds difficulty to the measurements.
Status of the dilepton/photon measurements, in brief,
is as follows.
At SPS: NA60 has been very successful, in particularly:
(a) Large enhancement at small masses M < mρ and
deformation of the spectral density of the electromagnetic
current is documented;
(b) using pt slope as a function of M one sees that M <
1GeV are produced when flow is developed,
(c) while intermediate mass dileptons (IMD) 1GeV <
M < 3GeV are produced early when it is still absent;
(d) the IMD come from QGP thermal radiation rather
than charm decays.
At RHIC: (a) Low mass dileptons are enhanced, the
magnitude still somewhat disputed between STAR and
PHENIX in the most central bin.
(b) IMD are well measured but the contribution from
charm/bottom decays remains unsubtracted. PHENIX
is solving it with new vertex detector, STAR with e− µ
correlations due to new muon system now in place;
(c) direct photons have spectra consistent with standard
rates and hydrodynamics in shape, but not in absolute
magnitude.
(d) unexpectedly large elliptic flow v2 of direct photons
persists.
LHC only starts to address these issues. Let me only
mention one thing: ALICE confirmed large value of the
direct photon v2 found originally by PHENIX, and puz-
zling theorists since.
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FIG. 49: Illustrations to “direct photon puzzle” (from
A.Drees, PHENIX presentation at QM2015).
The yield (a), v2 (b) and v3 of the direct photons. Points are
data and curves are from theory based on hydrodynamical
model, the reference indicated on the figure.
Both (c,d) together are known as a “direct photon puz-
zle”, illustrated by the latest data in Fig. 49. My com-
ment is that this field still uses a paradigm set up from
its very beginning [2], using basically perturbative rates
or those evaluated from hadronic models. Now we know
that such approach fails elsewhere, in viscosity and jet
quenching, and it is perhaps time to approach the issue
in more flexible phenomenological way. If the photon pro-
duction rates at the late (near Tc) stage of the collisions
is increased, both (c) and (d) problems will disappear.
Like for jet quenching parameter qˆ I would argue that
may be due to additional scattering on monopoles, not
present yet in any models.
B. New sources of photons/dileptons: multi-gluon
or phonon+magnetic field
Theoretically, the production of photons and dilep-
tons is tied to the presence of quarks, and is thus sen-
sitive to the issue of quark chemical equilibration and its
timing. The initial stages of the high energy collisions
are believed to be dominated by gluons. Old perturba-
tive arguments [86] show that chemical equilibration via
quark-antiquark pair production is relatively slow and
should be delayed relative to thermal equilibration of the
glue. This idea led to a “hot glue” scenario in which the
quark/antiquark density at early stage is suppressed by
powers of quark fugacity ξq < 1. The basic process of the
dilepton production
q + q¯ → γ∗ → l+ + l− (63)
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is expected to be suppressed quadratically, ∼ ξ2q .
This scenario has been challenged: higher order pro-
cesses with virtual quark loops can produce electromag-
netic effects as well, even without on-shell quarks. First,
contrary to general expectations, the quark loop effect
in GLASMA has been suggested to be significant [85],
enhanced due to multigluon -to virtual quark loop -to
dilepton processes like
ggg → (quark loop)→ γ∗ → l+ + l−. (64)
To see how much correction to production rates these
processes contribute one needs more explicit calculation
of the absolute rates of such processes, which are still
lacking.
An explicit calculation [87] of the rate of such type has
been made, the two gluon to two photon rate gg → γγ,
in which one of the photons is the ambient magnetic field
and the gluons are combined into a colorless matter stress
tensor, and one of the photons is rotated into the initial
state
Tµµ + ~B → (quark loop)→ γ∗(= dileptons) (65)
The terminology introduced in this paper is as follows:
The process in which glue appears as “average” mat-
ter stress tensor < Tµν >, producing photons ( real or
virtual) due to time-dependent magnetic field, is called
Magneto-Thermo-Luminescence, MTL for short. By “av-
erage” we mean that the value of the stress tensor is
averaged over the fireball and is nearly constant, with
negligible momentum harmonics p ∼ 1/R.
Individual events, however, are known to also possess
fluctuations of the matter stress tensor δTµν , with com-
plicated spatial distribution and thus non-negligible mo-
menta. Although these fluctuations include both lon-
gitudinal and transverse modes, in a somewhat a loose
way we will refer to all of them as “sounds”. We
will thus call the interaction of the ambient electromag-
netic field and the fluctuations of the matter stress ten-
sor that produces photons and dileptons Magneto-Sono-
Luminescence, MSL.
The paper is rather technical, and it is probably not
very useful to present here specific lengthy formulae, so
let us only make some general comments on its potential
importance. If observed, the MSL process tests both the
amplitudes of the short-wavelength sounds and also har-
monics of the magnetic field. We already discuss many
uses of sounds above: let us here only comment on the
magnetic field. It is easy to evaluate its early values,
resulting from Maxwell equations and the currents due
to the spectators in peripheral collisions. Since sQGP
is believed to be a good conductor, these fields are ex-
pected to create currents capturing a fraction of the field
inside the plasma [88], perhaps lasting for many fm/c.
Magnetic field evolution is important to know for other
applications as well, e.g. chiral magnetic effects and the
like.
So far, luminosity and acceptance limitations had lead
experiments to focus on most luminous central collisions.
Now it is perhaps time to look at dileptons in semi-
peripheral collisions as well.
C. Dilepton polarization and the (early time)
pressure anisotropy
It is well known that when spin-1/2 particles (such as
quarks) annihilate and produce lepton pairs, the cross
section is not isotropic but has the following form
dσ
dΩk
∼ (1 + a · cos2θk) (66)
where the subscript correspond to a momentum k of,say,
the positively charged lepton and θk is its direction rel-
ative to the beam. The anisotropy parameter a in the
Drell-Yan region – stage (i) in the terminology introduced
at the beginning of this section– is produced by annihi-
lation of the quark and antiquark partons, are collinear
to the beams, and therefore a = 1.
In my note [89] it is suggested that parameter a can be
used to control anisotropy of the early stage of the colli-
sion. In particular, if it is anisotropic so that longitudinal
pressure is small relative to transverse, pl < pt, the anni-
hilating quarks should mostly move transversely to the
beam, which leads to negative a < 0. (Such regime is ex-
pected because such anisotropic parton distribution with
small differences in longitudinal momenta is produced by
a “self-sorting” process, in which partons with different
rapidities get spatially separated after the collision.)
For illustration I used a simple one-parameter angular
distribution of quarks over their momenta p in a form
W ∼ exp[−αcos2θp] (67)
and calculate a(α) resulting from it. It does show that
a may reach negative values as low as -0.2 at stage (ii),
before it vanishes, when equilibration is over, at stages
(ii-iv).
X. CHARM AND CHARMONIA
A. Charmonium theory: an overview
Quarkonia have always been among the first classic
QGP signature, although rather confusing one. The
views on what QGP actually does for charmonia yield
had changed in a complicated path, which proceeded via
a couple of turns of the famous logical spiral. Thus re-
views which follow the historical development usually are
rather confusing.
Instead, ignoring the historical order, we will proceed
pedagogically, from simpler to more complicated settings.
We will proceed though three fundamentally different set-
tings:
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(i) time independent equilibrium state of charmonia;
(ii) equilibration processes and rates;
(iii) heavy ion collisions.
But before we discuss those, let us start with even sim-
pler forth setting, (0) the case of static heavy quark. The
so called static potentials which has been measured on the
lattice, at zero and nonzero temperatures . A sample of
2-flavor QCD results from Bielefeld group [118] are shown
in Fig.50. The linear potential at zero T is indicated at
all plots, for comparison. Static potential gives the free
energy, related to entropy and internal energy V (T, r) by
V (T, r) = F (T, r)− T ∂F
∂T
= F (T, r) + TS(T, r) (68)
So, determining the entropy term one can subtract
TS(T, r) term and get the internal energy. As one can
see from Fig.50. they are rather different. The force –
potential gradient - has a maximum just below Tc, and
U itself reaches 4 GeV in magnitude. What are their
physical meaning and which one, if any, should one use
as the potential in the charmonium problem?
Liao and myself [122] had proposed a model describing
these lattice findings, based on monopole-generated flux
tubes. Its detailed discussion is out of context here: let
me just mention how an entropy associated with static
quarks can be understood. The key idea is the level
crossing phenomena, occurring while the separation be-
tween charges is changed. Suppose a pair of static charges
(held by external hands) are slowly moved apart in ther-
mal medium at certain speed v = L˙. For each fixed
L, there are multiple configurations of the medium pop-
ulated thermally. When L is changed, the energies of
these configurations are crossing each other, and at each
level crossing there is certain probability to change popu-
lation of the states, depending on the speed of separation
v = dL/dt. If the motion is adiabatically slow, then all
the level crossing processes happen with probability 1: in
thermodynamical context this leads to maintained equi-
librium and maximal entropy/heat generation. If how-
ever the pair is separated fast, then the level crossing
happens probabilistically, and certain entropy is devel-
oped. The medium is no longer in equilibrium with the
pair. The amount of entropy generated is less than in the
adiabatic case. In the extreme case one may expect that
the pair, if moving on a time scale much much shorter
than the medium relaxation time scale, decouples from
the media and produce negligible entropy. It is plausi-
ble, therefore, to identify the adiabatic limit as probing
the free energy F (T, L) measured on the lattice with the
presence of static QQ¯ pair. The internal energy V (T, L),
on the other hand, is different from F (T, L) by subtract-
ing the entropy term and thus can be probed in the ex-
tremely fast limit in which possible transitions among
multiple states via level crossing do not occur and no en-
tropy is generated. We emphasize that such phenomenon
in thermal medium is a direct analogue of what exists in
pure quantum mechanical context. Perhaps the oldest
example is the so called Landau-Zener phenomenon of
electron dynamics during the vibrational motion of two
nuclei in a diatomic molecule. Specific electron quantum
states are defined at fixed L (the separation between the
two nuclei) with energies En(L), and certain levels cross
each other as the value of L changes. The issue is the
probability of the transition during such crossing of two
levels. Consider two levels with their energies given ap-
proximately by E1(L) = σ1L+C1 and E2(L) = σ2L+C2
near the crossing point. When the two nuclei approach
the crossing point adiabatically slowly v = dL/dt → 0,
the electrons always change from the lowest state to the
lowest other. But if dL/dt is finite, then the transition
to both levels at crossing point may happen, with certain
probability. This is how a pure state becomes a mixture,
described by the density matrix, and entropy is produced.
(More quantitatively, Landau and Zener solved the
problem and showed that the probability to remain in the
original state (i.e. no transition) is exponentially small
at small velocity v
P = exp[− 2piH12
v|σ1 − σ2| ] (69)
where H12 is the off-diagonal matrix element of a two-
level model Hamiltonian describing the transition be-
tween the two levels. In the opposite limit of rapid cross-
ing, the system remains in the original state, and no en-
tropy is produced again. So it has maximum at some
speed. )
For more discussion of the role of the “entropic force”
in charm motion, see paper by Kharzeev [119].
Now we return from static quarks to physical charmo-
nium, and discuss cases (i-iii) subsequently.
(i) Suppose one put a J/ψ in matter at some tempera-
ture T . However small is its value, transitions from J/ψ
to its excited states will happen. Eventually those will
come to D¯D threshold and propagate further. Since any
subsystem tends to equilibrium, at given T , and D¯D can
eventually occupy an infinite volume, they will win over
the bound states. So, given enough time, a given initial
J/ψ will dissolve always, at any T .
On the other hand, random thermal transitions should
also proceed in the opposite direction as well: D¯D can
produce charmonia and those can get de-excited back
to J/ψ. Thus recombination of charmonia states should
also happen. Given infinite time, and equilibrium density
of J/ψ will be reached.
Pure thermal occupation rate for J/ψ ∼
exp(−MJ/ψ/T ) is tiny at all temperatures of inter-
est. But heavy quarks c, b are produced in hard
processes, not in thermal reactions. Since heavy ion
collision time is small compared to weak decays of those,
their number is conserved. This leads to the concept of
charm chemical potential µc. It is not coupled to charm
quantum number, is the same for c and c¯, and thus the
overall charm neutrality is still intact. Now one may
ask what is the density of certain quarkonia states i
ni(T, µc) in equilibrium with a particular µc.
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Figure 1: (left) The colour singlet quark anti-quark free energies, F1(r,T ), at several temperatures as func-
tion of distance in physical units. Shown are results from lattice studies of 2-flavour QCD (from [1]). The
solid line represents the T = 0 heavy quark potential, V (r). The dashed error band corresponds to the string
breaking energy at zero temperature, V (rbreaking) ≃ 1000− 1200 MeV, based on the estimate of the string
breaking distance, rbreaking ≃ 1.2−1.4 fm [2]. (right) The screening radius estimated from the inverse Debye
mass, rD ≡ 1/mD (Nf=0: open squares, Nf=2 filled squares), and the scale rmed (Nf=0: open circles, Nf=2:
filled circles, Nf=3: crosses) defined in (2.1) as function of T/Tc. The horizontal lines give the mean squared
charge radii of some charmonium states, J/ψ , χc and ψ ′ (see also [3, 4]) and the band at the left frame shows
the distance at which string breaking is expected in 2-flavor QCD at T = 0 and quark mass mπ/mρ ≃ 0.7
[2].
1. Introduction
A simple Ansatz to study the possible existence of bound states above the critical temperature
is to use effective temperature dependent potentials that model the medium modifications of strong
interactions in a quark gluon plasma. To what extend a suitable effective potential at finite tem-
perature can be defined by quark antiquark free or internal energies and furthermore how realistic
such (simple) descriptions of bound states in a deconfined medium are is still an open question.
By comparing the screening radii obtained from lattice results on singlet free energies in 2-flavour
QCD to the mean squared charge radii we obtain first estimates on the temperatures where char-
monium bound states may be influenced by medium effects. In more realistic potential model
calculations effective temperature dependent potentials that model medium effects are used in the
Schrödinger equation. We present the heavy quark free energies and their contributions, i.e. en-
tropy and internal energy, and discuss the different results obtained using those contributions in
potential models.
2. Screening radii and medium modifications
In Fig. 1 (left) we show results for the heavy quark anti-quark free energies in 2-flavour QCD
[1]. While in the limit of short distances F1(r,T ) shows no or only little medium effects, i.e. F1(r→
0) ≃ V (r), at large distances the free energies approach temperature dependent constant values,
F∞(T ) ≡ F1(r→ ∞,T ). To characterise distances at which medium effects become important we
introduce a screening radius, rmed , defined by the distance at which the value of the zero temperature
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Figure 4: The colour singlet quark anti-quark internal energies,U1(r,T ), at several temperatures below (left)
and above (right) the phase transition obtained in 2-flavour lattice QCD. In (left) we also show as horizontal
lines the asymptotic values which are approached at large distances and indicate the flattening of U1(r,T ).
The solid lines represent the T = 0 h avy quark po ential,V (r) [1, 7].
5. Bound states in potential models
Various pot ntial model calcula io s in terms of solving the Schröding r equation using either
free energies [8], internal energies [9] or a linear combination of b th [10] wer recently performed
leading to differen results for the temperature ependence of binding energies of heavy quark
bound states in the quark gluon plasma. Some quarkonium dissociation temperatures obtained by
assumi vanishing binding n rgy are summarised in Tab. 1. Although the results differ, with
the smallest dissociation temperatures obtained using F1(r,T ) and the highest u ing U1(r,T ), they
indicate that at least J/ψ may survive the deconfinement transition as a bound state, while the
situation for the higher states is still not obvious.
state J/ψ χc ψ ′ ϒ χb ϒ′ χ ′b ϒ′′
Eis[GeV ] 0.64 0.20 0.005 1.10 0.67 0.54 0.31 0.20
Td/Tc 1.1 0.74 0.1-0.2 2.31 1.13 1.1 0.83 0.75
Td/Tc ∼ 1.42 ∼ 1.05 unbound ∼ 3.3 ∼ 1.22 ∼ 1.18 - -
Td/Tc 1.78-1.92 1.14-1.15 1.11-1.12 >∼4.4 1.60-1.65 1.4-1.5 ∼ 1.2 ∼ 1.2
Table 1: Estimated dissociation temperatures Td in units of Tc obtained from potential models using free
energies [8] (green), a linear combination of F1 andU1 [10] (blue) and internal energies [9] (red) as effective
T -dependent potentials.
6. Conclusions
We have compared the screening radii of heavy quark anti-quark pairs in the quark gluon
plasma phase to the (zero temperature) mean squared charge radii of charmonium states and found
indications that the J/ψ may survive the phase transition as a bound state, while χc and ψ ′ are
expected to show significant thermal modifications at temperatures close to the transition.
Beyond this simple approximation of the medium modifications of charmonium bound states above
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bound states in the quark gluon plasma. Some quarkonium dissociation temperatures obtained by
assuming vanishing binding energy are summarised in Tab. 1. Although the results differ, with
the smallest dissociation temperatures obtained using F1(r,T ) and the highest using U1(r,T ), they
indicate that at least J/ψ may survive the deconfinement transition as a bound state, while the
situation for the higher states is still not obvious.
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Table 1: Estimated dissociation temperatures Td in units of Tc obtained from potential models using free
energies [8] (green), a linear combination of F1 andU1 [10] (blue) and internal energies [9] (red) as effective
T -dependent potentials.
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We have compared the screening radii of heavy quark anti-quark pairs in the quark gluon
plasma phase to the (zero temperature) mean squared charge radii of charmonium states and found
indications that the J/ψ may survive the phase transition as a bound state, while χc and ψ ′ are
expected to show significant thermal modifications at temperatures close to the transition.
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FIG. 50: fro [ 18]. Free energy singlet potentials F1(T, r)
(top plot) and the potential energy U1(T, r) below and above
Tc.
While at low T this is perfectly good question, but it
becomes difficult as T increases: the notion of a state
gets ambiguous. Proper field theory object to study is
a correlatio function of local gauge invariant operators,
such as charmed scalar/vector currents
K(x, y) =< c¯Γc(x)c¯Γc(y) > (70)
where the average is over the heat bath and x or time
x0 = t can be Minkowskian or Euclidean. In both cases
it is related with the same spectral density K˜(ω, k) char-
acterizing all physical excited states with given energy
and momentum. At low T one can see individual states
as certain peaks at the lines ω = ωi(k) in the spectral
density, but with increasing T they merge into a smooth
c ntinuum.
Euclidean correlation functions had been numerically
calculated on the lattice: for a recent review see [117].
Unfortunately the problem of spectral density reconstruc-
tion from those is mathematically badly defined. In prac-
tice, highly accurate (and very expensive) Euclidean cor-
relation functions are converted into a relatively poorly
defined spectral density. Even when the individual states
are seen, as some peaks in spectral density, there is
hardly any accuracy to define their widths. Above cer-
tain T all peaks corresponding to charmonium states
merge into one “near-threshold bump”, the imprint of
the Sommerfeld-Gamow enhancement due to an attrac-
tive potential ∼ e−V/T > 1. .
(ii) A more detailed – time dependent – set of questions
can be asked about transition rates in equilibrium matter.
Those has been addressed (at least) at three levels, (a)
real time QFT; (b) quantum mechanical; (c) classical
diffusion.
Real time QFT, also known as Schwinger-Keldysh for-
malism, can follow a system from some initial to some
final state using the full Hamiltonian
< i|Pexp(−
∫ f
i
dtH)|f > (71)
which is viewed as a sum of that for the subsystem in
question H0 and matter perturbation V . Diagrammatic
expansion, including two- ime contours as well as Mat-
subara portion of an Euclidean time for thermal media
ar widely used in co duced matter problems, but they
are not much used so far in the problem we discuss.
If H0 corresponds to non relativistic quantum mechan-
ical description of quarkonium, we will call it quantum
mechanical approach. One can evaluate matrix elements
of V over various quarkonia states. Already my first 1978
paper on QGP signals [84] had charmonia (called psions
in its title). The first considered in it was J/ψ excitation
to unbound states of c¯c due to photoeffect-like reactions
of one gluon absorption J/ψ+g → c¯c. For heavy quarko-
nia the diagonal part of the real and imaginary part of the
perturbation V can be considered as a modified potential:
for recent review see [116]. More generally, one can define
transition rates between states and write a rate equation.
The fundamental question here is of course whether the
“matter perturbation” V is small or not. (We will ar-
gue below that at very low and very high T perturbative
approach may work, but at least for charmonium in the
near-Tc matter the answer to this question is negative).
Suppose the “perturbation” V is not small comparable
with the interparticle interaction: then quantum quarko-
nium states are no longer special and one can as well use
for H0 just free particles. Using mass as large parameter,
one can argue [145, 146] that even in strong coupling set-
ting the heavy quark motion should be described by clas-
sical stochastic equations, the Langevin or Fokker-Plank
type. Let me only mention two crucial consequences of
the argument. First, motion is diffusive, with x ∼ √t as
it happens in random uncorrelated directions. Second,
each step in space is very small. Suppose a perturbation
delivers a kick of the order T to a heavy quark of mass
M  T . Its velocity is changed little, by ∆v ∼ T/M
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and by the time next kick comes ∆t ∼ 1/T the shift in
coordinate is small ∆x ∼ 1/M .
Suppose a quark needs to diffuse a distance large
enough so that the gradient of the potential no longer
pulls it toward the antiquark. From internal potentials
displayed above one can see that the distance it needs
to go is about 1.5 fm, or ∼ 10∆x jumps it can make.
However, since it is moving diffusively, to get that far
the quark would need ∼ 102 jumps, which can well be
larger than time available. Quantitative study of classi-
cal diffusion to charmonium made by Young and myself
[120] confirmed that to climb out of the attractive poten-
tial in multiple small steps is hard. Contrary to common
prejudice, using the realistic charm diffusion constant we
found that the survival probability of J/ψ is not small
but is of the order of 1/2 or so.
(iii) Finally, in order to model the fate of heavy quarks/
quarkonia in heavy ion collisions, one need to follow them
all the way, from initial hard collisions to the freezeout.
In classical diffusion approach one starts with pair dis-
tribution in the phase space, as defined by the parton
model, and at the end project the resulting distribution
to the charmonia states using their Wigner functions.
If the reader is insufficiently puzzled by all that, let me
finish this section presenting two opposite answers to the
question: What is the effect of the QGP production on
the charmonium survival? In 1986 Matsui and Satz [115]
famously argued that QGP, via the Debye screening of
the color potential, kills charmonium states sequentially,
from excited states down to the ground one. In 2008
Young and myself [120] argued that strongly coupled
QGP helps to preserve charmonium states, since small
diffusion constant prevents QQ¯ to move away from each
other. There are perhaps no identifiable charmonium
states during the process: but so what? Close pairs at
the end get projected back to the bound states.
B. Charmonium composition
Let me start with the most radial model of all, that
of statistical hadronization of charmonium at chemical
freeze out [37]. It assumes that charmonium states, like
all light hadrons, are produced in thermal equilibrium
state at this time. If true, all questions discussed in
the previous subsection are completely irrelevant, since
all charmonium history during the intermediate stages is
simply forgotten.
The data at RHIC and LHC show that this is only
partially true, and so we witness two component of the
charmonium population, the “survived” one and the “re-
combination” contribution. Observations of the recombi-
nation component is one of the most important recent re-
sults from heavy ion experiments. Instead of showing the
actual data, let me ask the reader to look at the original
sources, such as Andronic’s summary talk at QM2014,
which does it very well.
Let me proceed to next order questions, related in par-
ticular with relative population of charmonium states. If
all of them come the statistical hadronization at chemical
freezeout, the consequence should be
Nψ′
NJ/ψ
= exp
(
−Mψ2s −MJ/ψ
Tch
)
(72)
and similar formulae for other states. However if we
have two out-of-equilibrium components, with different
history, the answer should be different. The “survival”
component, with its flow of probability from small to
large r, should be richer in lower states. The “recombi-
nation” component flows the opposite way, and it should
have more higher states instead. In general, two compo-
nents have different centrality and pt dependences, and
in principle can be separated.
Experimental data are rather incomplete: there is how-
ever puzzling double ratios found by CMS [38] which hint
that the situation can be rather interesting.
C. New types of “quarkonia states” in a strongly
coupled medium
Like in other parts of heavy ion theory, there is a
weakly coupled and strongly coupled points of view on
this question. Which one to chose is now parametric: if
the quark mass is very large M  T , quarkonia are non-
relativistic and perturbative. In zeroth approximation
one thus starts from the unmodified vacuum states, with
effects such as excitations and Debye screening included
subsequently. Those can be described by corrections to
real part of the potential δReV and appearance of its
imaginary part ImV , see e.g. [116] for nice summary of
this theory.
The opposite picture of very strong coupling has been
discussed in [120]. If ImV is large, using the initial vac-
uum states make no sense. Indeed, there are no 2-particle
bound states in a liquid, just certain correlations between
the charges. Classical theory has two input parame-
ters. The first is the diffusion constant D of the charm
quark, and the second is the “interaction strength”, usu-
ally characterized by the “plasma parameter”
Γ =
mean potential energy
T
(73)
in which the ambient temperature T stands for typical
kinetic energy. Classical strongly coupled systems have
Γ > 1.
Let us start with a simplified limit at infinite coupling
and zero diffusion. Thus c¯c pair, locally produced, re-
mains stuck at the same place during the sQGP period
of time. At the end matter returns to hadronic phase
and the ground state J/ψ is recreated, simply because it
has the largest wave function at zero. If so, there should
be no J/ψ suppression at all! sQGP helps preserve the
charmonia.
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More realistic simulations with finite diffusion constant
can be set using Langevin or Fokker-Planck (FP) equa-
tions. One setting starts with close c¯c pair, which makes
positive flow toward large relative distance r →∞. The
other – recombination – setting starts with originally un-
related c¯c at large r, with negative diffusion current to-
ward small r. Both are followed for some time of sQGP
era, and at the hadronization the obtained distributions
in the phase space are projected back to the vacuum
quarkonia states, using their Wigner functions.
Which picture is closer to the truth, weak or strong
coupling, depends on parameters such as the quark mass:
perhaps bottonium is closer to the former regime while
charm perhaps closer to the second one.
Not going into details here, let me just say that both
the diffusion coefficient for a charm quark in QGP and
the potential are reasonably well defined[167] and the
simulations were done in [120] and in subsequent paper
for the recombination: the difference is the direction of
the diffusion, equations are the same.
The point I try to make does not depend on the details
of those papers but concerns their qualitative observa-
tions: both the inward/outward diffusions are very slow,
and the reason for that is quite interesting. The spatial
distribution rapidly reaches certain shape which persists
with only slow growth of its tail. The example is shown
in Fig. 51. In this case the attractive Coulomb-like po-
tential has been complemented by a repulsive quantum
effective potential ∼ ~2/mr2 which generates the hole in
the distribution at small r and prevents classical falling
of the charge on the center.
We called solutions with a nearly-permanent shape and
small flux “quasi-equilibrium” solutions. This concept is
– to my knowledge – not yet been noticed in this par-
ticular field, but it deserved to be. Let me show how
quasi-equilibrium solutions works for the quark diffusion
problem, using the FP equation
∂P
∂t
=
∂
∂~r
D(
∂P
∂~r
+ βP
∂V
∂~r
) (74)
where P (t, ~r) is the distribution over the c¯c separation ~r
at time t, D is the diffusion constant, β = 1/T and V (r)
is the interquark potential. First of all, when
P ∼ exp(−βV ) (75)
two terms in the r.h.s. bracket cancels: this is stationar-
ity of the true equilibrium. The bracket in the r.h.s. of
(74) – the particle flux – is then zero.
Note however what happens when this bracket is
nonzero but constant(r): the divergence of the flux still
makes the r.h.s. to vanish. Then the l.h.s. is also zero:
these solutions are stationary. Such solutions, while sta-
tionary, still possess a constant flow of particles. The
direction depends on the sign of the constant, it can be
from small to large r as in charmonium suppression prob-
lem, or from large to small r for recombination.
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FIG. 2: Probability of a c¯c pair going into the J/ψ-state vs.
time, for very early time.
quark pair’s separation increases. Once the time reaches
about 1 fm/c, the probability for a pair to go into a
J/ψ-state is about where we started, and we quit look-
ing at this approach after his much time bec use the
me n transverse momentum for a quark is the thermal
average.
After this first 1 fm/c of the QGP phase, the
c¯c distribution has thermalized in momentum space and
the evolution in position space (diffusion) needs to be
examined. The root mean square distance for diffusive
motion is given by the standard expres ion〈
x2
〉
= 6Dcτ (20)
where τ is the proper time and the interaction between
the quarks has been neglected. The “correlation volume”
in which one finds a quark after time τ is
Vcorr =
4π
3
(6Dcτ)
3/2 (21)
and one may estimate for the probability of the c¯c pair
to be measured in the J/ψ -state as
P (τ) ∼ R3J/ψ/(6Dcτ)3/2 (22)
So neglecting the pair’s interaction leads to a small prob-
ability that J/ψ -states will survive by the hadronization
time at the RHIC (τ ∼ 10 fm/c), even for small values of
the diffusion coefficient.
To get an idea for how this simple result is changed by
the inclusion of an interaction between the constituent
quarks in a given c¯c -pair, let us examine the Fokker-
Planck equation for the c¯c distribution in relative posi-
tion:
∂P
∂t
= D
∂
∂r
f0
∂
∂r
(P/f0) (23)
1−1−2
1.0
0.4
0.8
0.1
0.6
0.5
0.2
−3 2 3
0.3
0.7
0.0
0.9
0
x
FIG. 3: (Color online.) Numerical solution of the
one-dimensional Fokker-Planck equation for an interacting
c¯c pair. The relaxation of the initial narrow Gaussian distri-
bution is shown by curves (black, red,brown,green,blue, or top
to bottom at r=0) corresponding to times t = 0, 1, 5, 10 fm,
respectively.
where f0(r) ∝ exp(−Veff (r)/T ) is the equilibrium dis-
tribution in the magnitude of relative position r. By
substituting the potential shown above at T = 1.25Tc
and Dc × (2πT ) = 1 into the Fokker-Planck equation
(for demonstration in a single spatial dimension only) we
solve it numerically and find how the relaxation process
proceeds. A sample of such calculations is shown in Fig.
II. It displays two important features of the relaxation
process:
(i) during a quite short time T, 1 fm the initial distribu-
tion (peaked at zero distance) relaxes locally to the near-
equilibrium distribution with two peaks, corresponding
to optimal distances of the equilibrium distribution f0,
where the effective potential is most attractive;
(ii) the second stage displays a slow “leakage”, during
which the maximum is decreasing while the tail of the
distribution at large distances grows. It is slow because
the right-hand side of the Fokker-Planck equation is close
to zero, as the distribution is nearly f0. The interaction
drastically changes the evolution of the c¯c distribution
in position space, and this will be demonstrated again in
the full numerical simulation of the next section.
FIG. 51: from [120]: one-dimensional Fokker-Planck equa-
tion for an interacting c?c pair. The relaxation of the ini-
tial narrow Gaussian distri- bution is shown by curves (black,
red,brown,green,blue, or top to bottom at r=0) corresponding
to times t = 0, 1, 5, 10 fm, respectively.
Experimental indications
It is possible to compare the experimental D-meson RAA with the
t eoretical exp ctatio in the case of kinetic equilibrium
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(waiting for ALICE ITS upgrade, S. Siddhanta talk) necessary at LHC; in
any case charm at least partially out of kinetic equilibrium
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From quarks to hadrons: effect on RAA and v2
Experimental data display a peak in the RAA and a sizable v2 one would
li e o interpret as a signal of charm radial flow and thermalization
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FIG. 52: STAR data on RAA of D mesons, and ALICE v2 of
D, both from [150]
D. Do charmed mesons and charmonia flow?
Let me start with an observation that D mesons have
a maximum in RAA shown in Fig. 52(a) resembling that
for protons: and we know the latter is of hydrodynamical
origin. However the peak is at pt = 1.5GeV , lower than
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for the nucleon, while the mass of D is higher. Direct
comparison to hydro at Cooper Fry (the line) does not
do such a good job as it does for light flavor hadrons. The
observed elliptic flow shown in Fig.52(b) is nonzero but
smaller that hydro predicts (curve). So, (i) either charm
is heavy enough to be out of equilibrium with matter, or
(ii) it is in kinetic equilibrium with it but spectra were
not correctly calculated. (The meaning of the second
option will be soon clarified.)
LHC data on charmonium dependence on p⊥ is tran-
sitionally done in the form of R
J/ψ
AA (p⊥), normalizing it
a la parton model. A comparison of PHENIX,RHIC and
ALICE,LHC data, shown in Fig.53(a) (from [149]) dis-
play drastic change. There are much more charmonia at
LHC than at RHIC at small pt: those presumed to be
due to the “recombined” ones. The observed v2 of J/ψ
Fig.53(b) is non-zero but smaller than hydro predicted.
The recombined component is produced from matter
and thus it is maximal at small p⊥, while the primor-
dial are mostly fast (relativistic) P/M > 1. It is pre-
sumed that recombined component flows with matter.
The question is whether the primordial component also
do so, or “slip” relative to the medium: the data seem to
favor the latter option.J/ψ vs. pT - data
12 A.Andronic@GSI.de
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FIG. 53: Comparison between ALICE and Phenix charmo-
nium RAA (a) and charmonium elliptic flow (b), both from
[150].
E. Inhomogeneous distributed charm
He, Fries and Rapp [74] had demonstrated that if one
artificially increases the drag coefficient, one reproduces
the pt distribution obtained from hydrodynamical flow
of charm. In other words, they nicely checked that at
high enough scattering cross section charm is kinetically
equilibrated with matter. In this calculation the original
particles were homogeneously distributed over the fire-
ball at some early time, which is indeed needed to get
consistency between the two calculations.
Yet what would happen if the drag/cross section be
still large, but the initial charm be distributed over the
fireball in a non− uniform way. Introducing charm fu-
gacity f = exp(µc/T ) in a standard manner, one should
think of it as some function of time and space point, de-
pending on the production mechanism. Charm recombi-
nation into charmonium states is calculated at the chem-
ical freezeout surface, and it should be proportional to an
average of over it < f2(t, ~r) >, not square of the average
< f >2 as it is done now. In short, I wander what one
should do for thermal recombination when the charm fu-
gacity is not homogeneously distributed over the system,
as is usually assumed.
This lead to nice hydro exercise I will briefly tell about.
Let me start with the longitudinal hydro equation written
as entropy conservation
[s(t, x)uµ];µ = 0 (76)
with the semicolon meaning the covariant derivative. The
homogeneous distribution means that n/s = const(t, x),
and thus any solution for the entropy generates solution
for n(τ, r) as well. If one would like to put an arbitrary
distribution of charm (or any other conserved quantity)
density at some initial time, in order to find its distri-
bution later one has to solve its conservation equation
[n(τ, r)uµ];µ = 0 at all times. I started with Gubser flow,
in coordinates proper time transverse distance τ, r, for
which s(τ, r) is known and put n(τ, r) = f(τ, r) ∗ s(τ, r).
The resulting “fugacity equation” reads
2rτ∂rf + (1 + r
2 + τ2)∂τf = 0 (77)
It has a solution with an arbitrary function φ of the fol-
lowing argument
f = φ(
2r
1− r2 + τ2 ) (78)
The function φ can be fixed from the initial conditions at
τ = 0. Using it, one finds the corresponding distribution
of our quantum number (charm) at the freezeout surface
as well.
The problem was solved, but the meaning of this an-
swer looked mysterious. It was further clarified when I
used the co-moving coordinates (see appendix) ρ, θ. All
one needs to know is that ρ has meaning of time and θ of
space, and the particle conservation in a comoving frame
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reads simply as
∂n
∂ρ
= 0 (79)
meaning that any function of θ independent on coordi-
nate ρ solves the problem. And constant theta implies
constancy of the combination I obtained in the original
coordinates. The lesson I got from this is that even in
numerical solutions of the hydro equations one perhaps
should try to find the co-moving coordinates. Those
would lead to very natural distributions of external ob-
jects like charm.
I did checked that for recombinant J/ψ the effect of
< f2 > 6=< f >2 is actually small and can perhaps be
ignored. I however further found that the inhomogeneity
effect suppresses v2 of charm, especially at higher pt, be-
cause the fireball edge is a bit less populated by charm
than its middle. My calculation gives
vinhomogeneous2
vhomogeneous2
|p⊥=3GeV = 0.65 (80)
which brings hydro prediction closer to experimental ones
on v
J/ψ
2 . Perhaps recombined charmonia do flow with the
matter, after all.
XI. JET QUENCHING
Let me mention on the onset that hard QCD is ex-
pected to be perturbative, and this is not my field. I
thus would not go into gluon radiation, in vacuum and
in matter, in any detail. This small section contains only
some remarks on recent theory developments.
A. “Quasi-equilibrium” in jets
I think it has been an important development relating
jet-in-matter physics with a more general turbulence the-
ory. In it I will follow ref.[123] by Blaizot et al. For a large
enough medium, successive gluon emissions can be con-
sidered as independent: multiple emissions can be treated
as probabilistic branching processes, with the BDMPSZ
spectrum playing the role of the elementary branching
rate. The inclusive gluon distribution function
dN
dlog(x)d2~k
=
D(x,~k, t)
(2pi)2
(81)
satisfy certain diffusion-brunching equation. Integrating
over transverse momentum one gets the so called zeroth
moment D(x, t) =
∫
k
D(x, k, t) on which we focus for
simplicity. This satisfies the equation
t∗
∂D(x, t)
∂t
=
∫
dzK(z)
[√
z
x
D(
x
z
, t)− z√
x
D(x, t)
]
(82)
with the gain and the loss terms. The details such as
the shape of the kernel K and time parameter t∗ can be
found in ref.[123]. The central feature I want to focus on
is the analytic solution
D(x, t) =
(t/t∗)√
x(1− x)3/2 exp(−
pit2
t2∗(1− x)
) (83)
Essential singularity at x = 1 is expected: it is known as
the Sudakov suppression factor. The remarkable news is
that apart of the exponent, the shape of the x-dependence
remains the same at all times, only the normalization
changes.
Let us see how it works in the most important small
x << 1 region. If one simply plugs in the leading x−1/2
dependence, the gain and loss terms simply cancel. This
is the quasi-equilibrium solution under consideration. As
a result, jets in matter are expected to approach some
universal shape, not determined by the particular initial
conditions, but by the quasiequilibrium solution to which
it gets attracted as the process proceeds.
It is essentially the same phenomenon as we have seen
in Fig.51 for diffusing charmonium: the shape itself is
dictated by the balance of the gain and loss. Both are
“quasi-equilibrium” attractor solutions: their main fea-
ture is constant flux of certain quantity, from one end of
the spectrum to the other. (The flux in decaying charmo-
nium comes from small to large distance between quarks,
in the jet case it comes from large to small x.) Once
again, the constancy of the flux in such solutions is the
key idea going back to Kolmogorov’s theory of hydrody-
namical turbulence, which I find quite remarkable. As
Einstein once observed (approximate quote from mem-
ory): “... the number of good ideas in physics is so small,
that they keep being repeated again and again in various
context”.
B. Is jet quenching dominated by the near-Tc
matter?
Let me start with Fig. 54, emphasizing some fea-
tures of the LHC (ALICE) data. The first one shows
the suppression factor RAA compared with theory based
on pQCD expressions. The first obvious feature I want
to point out is the pronounced dip in the data, clearly
separating two distinct regimes. Although the magni-
tude is centrality dependent, its location at pdipt ∼ 6GeV
changes a little. (It also about the same as at RHIC,
where the dip is minor.). The region above the dip
pt > p
dip
t is well described by jet quenching models, while
below the dip it is perhaps some tail of hydro-related phe-
nomena, yet to be understood.
Now we proceed to angular distribution of jet quench-
ing, fig.(b) on which v2(large pt) is plotted. Already at
the very beginning of RHIC era I noticed [124] a prob-
lem: direction-dependent in or out-of reaction plane by
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as
R
in/out
AA = RAA(1± 2v2) (84)
apparently is incompatibly large to most theories of jet
quenching. As one can see from the second Fig. 54 ,
it is still very much true at LHC. Theory curves which
describe so well RAA, all the way down to the dip
pdipt , lead to v2 (at the dip) much smaller than needed!
What is new here are LHC measurements at much higher
pt > 30GeV , demonstrating v2 values which are consis-
tent with the pQCD models. Yet it is still true that in the
range 6 < pt < 30GeV something significant is missing.
(Steeply falling another contribution Fig. 54 (a) below
the dip makes it unlikely to be important.)
A solution has been proposed by Liao and myself [125]:
we found that one can get near the observed v2 value
if the jet quenching is strongly enhanced at the near-
Tc matter. We motivated it by presence of magnetic
monopole in the near-Tc region.
A model based on this idea can be reconciled with
RHIC and LHC data. Let me jump to the recent paper
[148] in which the corresponding model is well developed.
In Fig.54 one finds fits of the RAA and v2 of the jets for
models with and without magnetic component. In Fig.55
we show the qˆ(T ) of the model for a jet with 20 GeV.
XII. NEAR THE PHASE BOUNDARY:
FLUCTUATIONS AND THE FREEZEOUTS
A. Chemical freezeouts
Statistical equilibration is a famous success story, and
it hardly needs to be emphasized here. Let me just show
ALICE data with thermal fits in Fig.56, presented at
CPOD 2014 by A. Kalweit.
Note that even light nuclei – d, t,He3 and their an-
tiparticles are also included. One may wander how d,
with its 2 MeV binding energy, can be found in an envi-
ronment with ambient temperature T ∼ 160MeV . It is
literally finding a snowflake jumping out of a hot oven.
Shouldn’t d be instantly destroyed in it? The answer to
this and similar questions is well known: thermodynam-
ics does not care about d lifetime. As it is destroyed with
some rate, perhaps large, in equilibrium it is recreated by
the inverse process with the same rate, so that its average
population is conserved. What thermodynamics gives us
is that average.
Note that one deviation is K∗: the model predicts
more than observed. This is expected: it is short lived
resonance which decays when the density is still non-
negligible, the products can be re-scattered and their in-
variant mass moved out of the peak. Corrections to that
can be made using any cascade codes.
Another deviation is for p + p¯. Some argued that
one should take into account possible annihilation on
the way out, and again use available practical solution
FIG. 54: (color online) From [148]: jet suppression and elliptic
parameter v2, data versus models.
FIG. 55: (color online) the NTcE model with enhanced near-
Tc quenching
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FIG. 56: Alice data on particle yields compared to thermal
model [37]. The main fit parameters are indicated in the
upper plot.
like UrQMD or similar code to calculate it. Here how-
ever comes an objection: all of them include annihilation
p + p¯ → npi, n ∼ 5 but not the inverse reaction. This
is an old story [153]: contrary to popular beliefs the in-
verse reactions are not suppressed, in fact at equilibrium
their rate are exactly the same as the direct one. Using
a cascade code which does not respect the detailed bal-
ance – and thus the very concept of thermal equilibrium
– to calculate corrections to thermal model is just logical
nonsense.
I would not show the freezeout points on the phase di-
agram, which has been done many times. Let me just
remind that those seem to be remarkably close to the
phase boundary, defined on the lattice. Why should this
be the case? An answer suggested by Braun-Munzinger,
Stachel and Wetterich [69] is also related with the multi-
particle reaction rates. Since those depend on very high
power of the temperature, they all should decoupled very
close to critical line
|Tch − Tc|
Tc
 1 (85)
The concept of two separate freeze outs is based on
separation of elastic and inelastic rates at low T , in mag-
nitude.
New development is usage of event-by-event fluctua-
tions. As it has been first pointed out in my paper [70],
those in general provide information about multiple sus-
ceptibilities, or higher derivatives of the free energy over
T or various chemical potentials.
This idea further was applied toward location of the
critical point in [71], suggesting the low energy scan pro-
gram. The results of the RHIC scan are however still too
fluent to be reviewed, even after QM14.
Let me instead comment on another development, on
the interface of the lattice and heavy ion communities.
Calculation of susceptibilities on the lattice, including
the most difficult near-Tc region, reached significant ma-
turity. Karsch stressed at many meetings, that higher
susceptibilities now can be compared to the data and the
freezeout curve be reconstructed, even without using the
particle ratios. I will follow here [40] from which Fig.57
is taken: Fig(a) compares new set of freezeout param-
eters (points) compared to earlier one from the parti-
cle ratios. Fig.(b) shows that as µ grows a consistency
between different ratios is getting worse. It is however
generally believed that at chemical freezeout the Hadron
Resonance Gas model is generally describing the QCD
thermodynamics, expect perhaps in the vicinity of the
QCD critical point.
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Figure 3: (Color online) Freeze-out parameters in the (T−µB) plane:
comparison between the curve obtained in Ref. [28] (red band) and
the values obtained in the present analysis from a combined fit of
σ2/M for net-electric charge and net protons (blue symbols).
freeze-out temperature and baryo-chemical potential for
the different collision energies are given in Table 1.
Conclusions
In conclusion, our study shows that we can simulta-
neously describe the net-electric charge fluctuations and
the lower-order cumulants of the net-proton multiplic-
ity distributions measured at RHIC for collision energies
spanning over more than an order of magnitude (
√
s =
(11.5−200) GeV). We calculated these fluctuation observ-
ables within the HRG model including the experimental
acceptance cuts and the effects of resonance decays and
regeneration.
From a combined fit to σ2/M for net-electric charge
and net-proton number, we obtain the freeze-out condi-
tions summarized in Table 1. The resulting freeze-out
temperatures are constrained to better than 5 MeV for√
s > 11.5 GeV. With these freeze-out values, the higher-
order susceptibility ratios for net-electric charge and net-
proton number are reasonably well reproduced. If one
takes the experimentally given particle samples as approx-
imate representatives for the quantum numbers of electric
and baryon charge, similar studies in lattice QCD yield a
remarkable agreement for the collision energy dependence
of Tch and µB,ch [17].
We note that a useful cross-check of our extracted che-
mical freeze-out parameters can be provided through the
independent determination of the same parameters via a
common fit of standard SHMs to experimental particle
yields or ratios [27, 28, 40]. At first glance, our param-
eters are below those extracted from SHM fits as is also
evident from Fig. 3. We note, however, that the latest
LHC data [41] seem to suggest a separation of chemical
freeze-out parameters according to particle flavor, which is
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Figure 4: (Color online) Comparison between HRG model results
for χX3 /χ
X
2 and χ
X
4 /χ
X
2 , with X = Q (left) and X = B (right)
as functions of
√
s (blue crosses), and experimental data for the
most central collisions (0− 5%) from the STAR collaboration [9, 10]
(red diamonds). The HRG model results are calculated on our new
freeze-out curve, listed in Table 1. In all panels, acceptance cuts
in the kinematics have been introduced, following the experimental
analysis.
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Figure 5: (Color online) Left: Comparison between HRG model re-
sults and experimental data for the most central collisions (0 − 5%)
(from Refs. [9, 10]) for σ2/M of net-electric charge (blue, upper sym-
bols) and Sσ of net protons (red, lower symbols). The experimental
data have been fitted in the HRG model in order to extract the
freeze-out parameters for each collision energy. Right: Net-proton
σ2/M calculated with the freeze-out conditions obtained from the
simultaneous fit shown in the left panel.
also supported by recent lattice QCD simulations [42] and
sequential SHMs [43]. Therefore, special emphasis should
be given to a fit to the light-quark particles only, i.e. pions
and (anti-)protons, which dominate the net-electric charge
and net-proton measurements, respectively. At the LHC,
the proton data [44] indicate a rather low freeze-out tem-
perature (smaller than 150 MeV), which is in line with
our results. Preliminary results from the RHIC beam en-
ergy scan [45] show freeze-out temperatures ranging from
(140−160) MeV for √s = (7.7−200) GeV collisions when
using a common fit for all particles (including strange par-
ticles). These results are, however, not corrected for feed-
down from weak decays. Since these feed-down corrections
will significantly reduce the actual proton yield, in partic-
ular at the higher RHIC energies, we can again deduce
that the final results for a SHM fit to the yields will be in
line with the freeze-out parameters found in this study of
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Figure 6: (Color online) Freeze-out parameters in the (T−µB) plane:
comparison between the values obtained by a combined fit f σ2/M
for net-electric charge and net protons (blue circles), and the val-
ues obtained by fitting σ2/M for net-electric charge and Sσ for net
protons (red squares).
√
s [GeV] µB,ch [MeV] Tch [MeV]
11.5 326.7±25.9 135.5±8.3
19.6 192.5±3.9 148.4±1.6
27 140.4±1.4 148.5±0.7
39 99.9±1.4 151.2±0.8
62.4 66.4±0.6 149.9±0.5
200 24.3±0.6 146.8±1.2
Table 1: In this table we list the values of µB,ch and Tch at chemical
freeze-out, corresponding to the relative collision energies. These
values are based on our combined fit to the data in Fig. 1.
the higher-order fluctuations.
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FIG. 57: (Color online) (a) Freeze-out parameters in the
(T − µB ) plane: comparison between the curve obtained in
Cleymans t al (red band) and th values obtained in the
present analysis from a combined fit for net-electric charge
and net protons (blue symbols). (b) The freezeout parameters
fitted from two different set of rations, as shown in the plot
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FIG. 58: (color online) The temperature of the kinetic freeze-
out versus mean velocity of the radial flow, fitted to ALICE
spectra of the identified secondaries (pi,K, p,Λ,Ξ,Ω).
B. From chemical to kinetic freezeouts
Separation in magnitude of the elastic and inelastic
(low energy) hadronic reactions is the basis of the “two
freezeouts” paradigm, with separate chemical Tch and
kinetic Tkin temperatures.
Its effectiveness became even more clear at LHC, which
we illustrate by Fig.58 containing the “blast wave” fitted
parameters to the ALICE spectra of . Unlike Tch, the
kinetic one Tkin strongly depends on centrality of PbPb
collisions, decreasing to values below 0.1 GeV for the
most central bins. Cooling from 0.16 to 0.1 GeV may
not look so dramatic: but thermodynamical quantities
in this region are proportional to high power of T and
they do change strongly.
First, does on understand the dependences displayed
in Fig.58 at all? The most central AA collisions produce
the largest systems, which have the highest T at the early
stages, and also the lowest T at the end. One popular way
to explain it is to mention, that the energy conservation
negatively correlates the flow velocity < βT > and Tkin,
so more “explosive” systems cool more.
While correct, this simple idea seems to be in contra-
diction to the pp, pA data also shown in Fig.58, and for
which Tch and Tkin are close. An explanation to that,
discussed in the middle of this review, is that high mul-
tiplicity bins, displaying strong radial flow, achieve it via
more extreme conditions at their early stage, by increas-
ing the initial Ti. In other words, higher multiplicity in
this case means large energy/particle, which reveals it-
self in the flow without cooling. (In AA collisions Ti also
depends on centrality, but much weaker.)
The kinetics of the freezeout – that the rescattering
probability on the way out should be about 1/2 – is of
course central to defining Tkin. Cold fireballs created in
central PbPb have thousands of particles and freezeout
late, at times reaching 15 fm. The highest multiplicities
observed in pp, pA have 10-20 times less particles, and
freezeout time/size of 3 fm or so.
In summary, contrary to belief of many, in PbPb LHC
collisions one does have an extended phase of the colli-
sion, in which matter cools deep into the hadronic phase.
This opens some interesting questions related to hadronic
phase, which can now be addressed experimentally.
Let me mention only one issue here. Since between Tch
and Tkin the particle numbers are conserved, one should
introduce new nonzero chemical potentials, not associ-
ated with conserved quantum numbers like charge and
baryon number. In particular, there should be nonzero
chemical potentials for pions.
Whether there are nontrivial fugacity factors at the
kinetic freezeout can be directly observed in the pion
spectra, because in this case Bose enhancement can be
measured. This idea is at least 20 years old [58]: its
experimental manifestation was displayed in the paper
by me and Hung [59] is shown in Fig.59(a). (The ref-
erence SS collisions is much smaller system than PbPb,
and thus its chemical and kinetic freeze outs should be
close.) Fig.59(b) shows that the same effect shows up,
now at LHC. The fit without chemical equilibrium, with
nonzero pion µ on top, provides a better description to
the spectra at small pt < 200MeV .
Interesting that the parameter of the fit in this last
work gives µpi ≈ mpi, so the authors speculated if the
conditions for pion Bose-Einstein Condensation (BEC)
were actually reached. If this indeed becomes true, it
has been many times suggested previously that the fem-
toscopy parameter λ should show it, as it is sensitive to
“degree of coherence” of the pion source. Recent fem-
toscopy data on 2 and 3 identical pions from ALICE,
discussed in [155], can be indeed fitted with a coherent
source. The fraction of coherent pions coming from this
fit is as large as 23% ± 8%.
Do we actually witness BEC formation at LHC? In
order to answer this question it is useful to recall BEC
discovery in experiments with ultra cold atoms a decade
ago. As the atomic system does evaporating cooling and
its temperature decreases, the measurements of the mo-
mentum distribution (by switching off the trap) revealed
appearance of new and much more narrow component.
Unlike the usual thermal component, its width was in-
dependent of T , and related to the inverse spatial size of
the BEC cloud.
This indeed sounds like what is observed in heavy ion
collisions: as one goes to most central collisions and the
kinetic freezeout Tkin get below 100 MeV, the pt spectra
do become enhanced at small momenta. The difference
however is in the shape: we don’t see a new Gaussian, as
in the atomic experiments, but thermal spectrum modi-
fied by µ.
The condensate should be a separate component, with
µ being exactly mpi and independent on T . If BEC cloud
contains about 1/4 of all pions, its diameter should be
large, at least of the order of 2-3 fm. The correspond-
ing width of momentum distribution, from uncertainty
relation, should be as small as say < pt >< 0.1GeV .
Looking back to Fig.59(b) one however finds, that such
soft secondaries seem to be outside of the acceptance. So,
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even if BEC component is there, we so far cannot see it,
neither with ALICE nor with any other LHC detectors!
How then can we get their influence in the femtoscopy?
This issue can perhaps be clarified by a short dedicated
run, in which the ALICE detector switches to smaller
(say 1/2 of the current value) magnetic field, to improve
the low pt acceptance. (Yes, recalculating all the effi-
ciencies is a lot of extra work, but perhaps it is worth
clarifying this interesting issue.)
C. The search for the critical point and RHIC low
energy scan
The main idea [71] is 15 years old and well known:
critical point – if exists – should lead to large correlation
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mu=60,80,100 MeV
FIG. 6. The ratio of π+ pt spectra for PbPb to SS collisions. Points are experimental data
from NA44 experiment, three curves correspond to pion chemical potential µπ = 60,80 and 100
MeV (from bottom up).
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FIG. 59: (Color online) (a) Points show the ratio of PbPb to
SS spectra, from NA44. Three curves are for pion chemical
potential µpi = 60, 80, 100MeV , from [59]. (b) (From [60])
Dots are ALICE transverse momentum spectra of pions in
the low-pt region, compared to the model with (upper plot)
and without (lower plot) pion chemical potential.
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V
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The critical point is characterized by #! 1. The central
observation in this Letter is that the higher moments (cu-
mulants) !3 and !4 diverge with # much faster than the
quadratic moment !2.
To be precise, the correlators scale slightly differently
than Eqs. (3) suggest, e.g., h"20i( #2#%. Since the anoma-
lous dimension % ) 0:04 is very small, the difference
between the actual asymptotic scaling and Eqs. (3) is
discernible only for very large values of #, irrelevant in
the context of this study. More importantly, the parameters
$3 and $4 also scale with # [see Eq. (12)].
Of course, the fluctuations of the critical mode are not
measured directly in heavy-ion collision experiments.
These fluctuations do, however, influence fluctuations of
multiplicities, momentum distributions, ratios, etc., of ob-
served particles, such as pions or protons, to which the
critical mode couples [4]. The purpose of this Letter is to
determine the magnitude of these effects.
Critical contribution to experimental observables.—We
shall now estimate the effect of the critical point fluctua-
tions on the observables such as the pion multiplicity
fluctuations. Using a similar approach, it should be
straightforward to construct corresponding estimates for
such observables as charge, proton number, transverse
momentum fluctuations, etc., as well as to take into ac-
count acceptance cuts.
We shall focus on the most singular contribution, pro-
portional to a power of the correlation length #. This
contribution can be found using an intuitive picture de-
scribed in Ref. [4]: One considers a joint probability dis-
tribution for the occupation numbers np of observed
particles (e.g., pions) together with the value of the critical
mode field " (more precisely, its zero-momentum mode
"0), the latter treated as classical. Because of coupling of
the critical mode of the type "&&, the fluctuations of the
occupation numbers receive an additional contribution,
proportional to the corresponding correlation functions
(moments) of the fluctuations of "0 given by Eq. (3). In
this Letter, however, it will be more convenient to use
instead the more formal diagrammatic method of Ref. [9].
Cubic cumulant.—The 3-particle correlator receives the
following most singular contribution from the " fluctua-
tions, given by t diagram in Fig. 1:
h'np1'np2'np3i" ¼
2$3
V2T
!
G
m2"
"
3 v2p1
!p1
v2p2
!p2
v2p3
!p3
: (4)
Subscript " indicates that only the critical mode contribu-
tion is considered. As in Refs. [4,9], we denoted "&&
coupling by G and introduced a shorthand notation for
the variance of the occupation number distribution: v2p ¼
!npð1* !npÞ, where the ‘‘þ’’ is for the Bose particles.
Since the total multiplicity is just the sum of all occu-
pation numbers and thus
'N ¼X
p
'np; (5)
the cubic moment of the pion multiplicity distribution is
given by
hð'NÞ3i ¼ V3
Z
p1
Z
p2
Z
p3
h'np1'np2'np3i; (6)
where
R
p "
R
d3p=ð2&Þ3. Since hð'NÞ3i scales as V1, it is
convenient to normalize it by the mean total multiplicity !N,
which scales similarly. Thus we define
!3ðNÞ " hð'NÞ
3i
!N
(7)
and find
!3ðNÞ" ¼ 2$3T
G3
m6"
!Z
p
v2p
!p
"
3
!Z
p
!np
"#1
: (8)
Quartic cumulant.—The leading contribution to the con-
nected 4-particle correlator is given by the sum of two
types of diagrams in Fig. 2:
h'np1'np2'np3'np4ic;" ¼
6
V3T
#
2
!
$3
m"
"
2 # $4
$!
G
m2"
"
4
, v
2
p1
!p1
v2p2
!p2
v2p3
!p3
v2p4
!p4
: (9)
The quartic cumulant of multiplicity fluctuations is
given by
FIG. 1. Diagrammatic representation of the contribution to the
three-particle correlator from the critical mode ". Wavy lines
represent propagators of the " field, each contributing factor
1=m2", and crossed circles represent insertions of 'np into the
correlator Eq. (4)—see Ref. [9] for details.
FIG. 2. Diagrammatic representation of the critical mode con-
tribution to the connected four-particle correlator. Same notation
as in Fig. 1.
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FIG. 60: The enhanced contribution to 4 particle correlator,
from [152].
lengths and enhanced e-by-e fluctuations, similar to crit-
ical opalescence known in many cases. Mathematically
speaking one may go for effects given by diagrams which
have as many critical propagators as possible. Stephanov
[152] pointed out that since the n-particle correlators may
contain up to n such propagators, they are more sensi-
tive to large correlation length: 3 particle correlators are
∼ ξ6, 4-particle ones ∼ ξ8, see Fig.60, and so on. The
wavy line at zero 4-momentum is ∼ 1/m2σ ∼ ξ2: but
the prediction is not just the power of the propagators
because the coupling of critical modes by itself vanishes
as certain power of ξ given by the critical indices. The
quartic one in the diagram considered is ∼ 1/ξ so the
total power is 7, not 8.
Let me first retell the same story in a simpler language.
The critical field we here call σ should be viewed as some
stochastic/fluctuating background field coupled to fluc-
tuations in particle number (circles with crosses in the
diagram above). One can view it being proportional to
some stochastic potential ∆V (x) which enter the proba-
bility in the usual way P ∼ exp(−∆V (x)/T ), so that in
its minima the probability is larger and more particles –
e.g. 4 mentioned above – all gather there. The critical
point is special in that the scale of the correlation length
ξ of this potential increases, and thus more particles have
a chance to get into the same fluctuations.
Which particles we speak about? In principle sigma is
scalar-isoscalar, so any one of them. In our paper [71]
and in [152] the simplest coupling was considered as an
example, the σpipi one, and so the particles were pions.
Let me now argue that using the nucleons should work
even better. First, the powers of the baryon density
nB = NN −NN¯ correlated together are the susceptibili-
ties calculated on the lattice as derivatives over µB . Sec-
ond, we know from the nucleon forces – e.g. the simplest
version of the Walecka model – that σ is the main compo-
nent of the attractive nuclear potential which binds the
nuclei.
∆V =
g2σNN
4pir
exp(−mσr) (86)
In vacuum the typical mass mσ ∼ 600MeV and the
inter-nucleon distance r ∼ 1.5fm are combined into small
suppression factor ∼ exp(−5)  1 explaining why the
nuclear potential scale ∆V ∼ −50MeV is much smaller
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than the nucleon mass, in spite of strong coupling. (At
smaller distance r the repulsive omega contribution dom-
inates the attractive sigma one.).
Can it be so, that at the QCD critical point mσ → 0
and this small exponent disappears? If so, one should
expect much deeper ∆V , perhaps even larger than the
freezeout temperature T . Furthermore, if say ξ = 2 fm,
the volume 4piξ3/3 ∼ 40fm3 is large enough to collect
many nucleons, not just 3 or 4, as Stephanov suggested.
So, such clustering of the nucleons should produce large
nuclear fragments, a new cute signal of the critical point!
The argument, unfortunately, is rather naive. The crit-
ical mode which gets long-range is not just the σ field but
– because we are at nonzero density – a certain combi-
nation with ω. Therefore the repulsive forces between
nucleons should be getting longer range as well. To tell
what happens we need a reliable theory or some dedi-
cated experiments. Fortunately, we can do it in the com-
ing low energy scan. Isoscalar sigma interacts with scalar
– net baryon – density ns = NN +NN¯ , while omega in-
teracts with nB = NN −NN¯ . The powers of these differ
by the non-diagonal terms such as nucleon-antinucleon
correlators Cm,n =< NmNN
n
N¯
> which can and should
be measured. Perhaps restricting kinematics of all parti-
cles involved – rapidity and momenta differences – would
further enhance the signal.
Let me now jump to the latest STAR data, presented at
CPOD 2014 by Luo, and shown in Fig.61. The proton 4-
point correlator has an interesting structure: a minimum
at
√
s = 20 − 30GeV and perhaps a maximum at low
energy (?). Antiprotons have a similar shape but with
much smaller amplitude. Theory in fact predicts some
oscillatory behavior of the kurtosis near the critical point:
it can be that.
(However before getting excited by the new large signal
– with large error bar – let me remind that it appeared
as a result of particle ID improvement, from 0.4 < pt <
0.8GeV/c to now reaching pt = 2GeV/c. The newly
open kinematic window should be sensitive to hydro flow,
and potentially to its fluctuations.)
FIG. 61: The kurtosis – 4 particle correlator – in units of
the width, as a function of the collision energy
√
s,GeV .
Also near critical point one expect significant modifi-
cation of attractive (sigma-related) nuclear forces: can
those affect the 4-proton (antiprotons) correlations in
question?
Clearly more data at the low energies are needed to un-
derstand what is going on, and whether one does indeed
discovered the QCD critical point or not.
XIII. SUMMARY AND DISCUSSION
A. Progress on the big questions
Before we go to summaries of the particular subjects,
let me remind my list of “big questions” mentioned in
the Introduction:
I.Can one locate the “soft-to-hard” boundary,
where the transition from strong to weak coupling (per-
turbative) regimes take place?
II. Can one locate the ‘micro-to- macro” bound-
ary , where the transition from single-participant to col-
lective regime takes place?
III. Can we experimentally identify signals of
the QCD phase transition, in particularly locate the
QCD critical point?
Somewhat surprisingly, the sharpest observed transi-
tion which we discussed above is in the profile of the
pp elastic amplitude shown in Fig.47(a). Although in-
directly, rather sharp transition from black to gray is
claimed to be related to the phase transition from the
deconfined (gluonic) to confined (stringy) regimes of the
Pomeron. At one hand, its sharpness is surprising be-
cause it is associated not with macroscopically large with
quite small system – the Pomeron or a pair of strings.
At the other, the analogy basically originates from the
phase transition in gluodynamics (strings at early stage
are considered excitable but not breakable, so no quarks
yet), which is in fact a very strong first order transition.
Micro-to-macro transition in pA and pp collisions, as a
function of multiplcity, is a debatable case. Data on the
mean p⊥ and slopes shown in Fig.19 does indicate set-
ting of the radial flow: but we know the radial flow can
be “faked”. At the same time, the v2{2} as a function
of multiplicity are rather flat. Its more-particle version
v2{n}, n > 2 are show rapid changes but better under-
standing of why it happens is still needed.
The theoretical justification of good agreement with
hydro, inside the kinetics and/or hydrodynamics itself,
is getting under control. A number of examples show
rather effective cancellations of all higher-gradient cor-
rections, leading to surprisingly accurate Navier-Stokes
predictions, even in situations in which one hardly ex-
pected it to work.
The low energy scan at RHIC does show experimental
evidences for “the softest point”. Yet attempts to locate
the effects of the QCD critical point are intriguing but not
yet fully successful. Dedicated measurements of event-
by-event fluctuations at freezeout are already accurate
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enough to put T, µ points on the phase diagram, but not
yet good enough to discover/disprove the critical point.
B. Sounds
The first triumph of hydrodynamics, at the onset of
RHIC program, was description of the “Little Bang” in
great details: the radial and elliptic flows were obtained
as a function of p⊥, centrality, rapidity, particle type and
collision energy. The second one, discussed above in de-
tail, is even more spectacular description of higher az-
imuthal harmonics of the flow, with m = 3−6. As it has
been repeatedly emphasized, those are basically sound
harmonics, which should become even more obvious as
m grows. The viscous damping of these modes actually
agree with acoustic-inspired formulae very well.
Another phenomenon, well known for the Big Bang
perturbations, is the “phase factor”. Common freezeout
time for all flows does not imply the same phases, as their
frequencies are m-dependent: and as the phases rotate
one should see maxima/minima. The only experimental
indication for that is enhancement of the triangular flow
m = 3 over the damping curve, and even the elliptic one
m = 2 for the ultra-central bin.
We emphasized that we only observed harmonics with
m < 7 because the higher ones are damped too much
by the freezeout time. Yet we are quite sure that at the
initial time the Glauber model produced equally well har-
monics up to m = 20 or so, and models like IP glasma
predict harmonics by the hundreds. Perhaps one can
invent other observable manifestations of those modes,
such as Magneto-Sono-Luminescence process in which
they are converted into electromagnetic signals.
The damping of harmonics with m > 6 is also an op-
portunity to observe the sources of sounds other than
the initial state, in particular from inhomogeneities at
the phase transition. (Those are important as seeds of
the Big Bang acoustic cascade with possible observable
production of the gravity waves).
Finally, even in equilibrium there must be fluctuations
emitting sounds. Those in particular generate nontriv-
ial “loop corrections” to hydrodynamics. Observation of
“sound background” in hadronic matter is another chal-
lenge of the field.
C. The conflicting views of the initial state
Perhaps the most important conceptual controversy in
the field remains the conflicting conclusions coming from
weakly coupled and strongly coupled scenarios of the ini-
tial state and equilibration.
Significant progress in the theory of weakly coupled
initial state is the adoption of the concept of turbulent
cascade, with stationary and time-dependent self-similar
solutions. Both classical glue simulation and gluon cas-
cades came up with out-of-equilibrium attractors possess-
ing power spectra with certain indices, which are qual-
itatively different from the equilibrium. From practical
perspective, these studies suggest that the stress tensor
remains anisotropic for a long time. However more recent
works indicate that nontrivial attarctor solution is only
approached if the coupling is unrealistically small.
Strongly coupled approaches, especially based on
AdS/CFT and related models, view equilibration as a
process dual to the gravitational collapse resulting in
black hole production in the bulk. As soon as some
trapped surface (a black hole) is there, the equilibra-
tion is very rapid: any kind of “debries” simply falls into
it. Mathematically, the non-hydro modes have imaginary
parts comparable to the real one, which numerically are
quite large (50). So, in this scenario, equilibration is ex-
tremely rapid: there are no cascades or even gluon quasi-
particles themselves, the only light propagating modes
are sounds.
Whether the stress tensor remains anisotropic beyond
the short initial period or not is still an open question.
Theoreticall efforts to combine hydrodynamics with out-
of-equilibrium parameterization of the stress tensor were
discussed above, and they will sure allow to model the
situation at any realistic anisotropy. In order to decide
which picture is correct one needs to think about ex-
perimental observables sensitive to the early stage. (My
specific proposal – the dilepton polarization – has been
discussed in section IX C.)
D. The smallest drops of sQGP
The major experimental discovery which came from
the first years of LHC operation has been collective
anisotropies in high multiplicity pA and pp collisions.
One point of view – admittedly advocated above – is
that in those cases there are explosive QGP fireballs.
While small then those produced in AA collisions, they
are still “macroscopically large” and can be described
hydrodynamically. Strong arguments for this are strong
radial and elliptic flows in those systems.
The opposite point of view is that from the smallest
to the highest multiplicity binds the pA and pp collisions
produce microscopic systems which can be discussed dy-
namically, by the same models as used for minimally bi-
ased pp. The issue is reduced to “the shape of Pomeron”
problem, and models based on pQCD (BFKL or color
glass) or confining one (stringy Pomeron) need to be de-
veloped much further to see if such hopes are correct.
High collectivity of angular anisotropies may still be a
result of certain shape of the process. Experiments at
RHIC with d and He3 beams however disfavor such sce-
nario, in my opinion.
Groups working on both scenarios now try to figure out
the limits of their approaches, which is always a good
thing. Inside hydrodynamics, for example, one study
higher gradients and their effect. Inside the string-based
picture we discussed a string-string interaction – ignored
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for long time by event generators – leading to “spaghetti
collapse” at certain density.
Meanwhile, phenomenologists describe the data. Hy-
drodynamical treatment of high multiplicity pA, pp
events seem to be rather successful: but those require
really small initial sizes and high temperatures of the
fireball produced. But we do not really understand how
such systems can be produced. In particular, the case of
central pA collisions is contested between the IP-glasma
model and a string-based initial state picture. So far one
has very little theoretical control over the initial state of
the high multiplicity pp : in anywhere glasma should be
there. It is difficult to study it for statistical reasons, but
since this is the highest density system we have by now,
it should be pursued.
E. Heavy quarks and quarkonia
LHC data confirmed what has been already hinted by
the RHIC data: significant fraction of the observed char-
monia comes from recombination at the chemical freeze-
out of charm quarks. The “surviving charmonia” fraction
continue to be reduced. Such major change in charm
quark behavior, from “heavy-like” to ”light-quark-like”
is clearly an important discovery.
Let me clarify this last statement. It remains true that
c, b quarks are produced differently from the light ones,
namely in the initial partonic processes. Yet their inter-
action with the ambient matter is strong. At large pt
we observe quenching Rc,bAA comparable to that of glu-
ons/light quarks. At small pt we observe an elliptic flow
of open charm and changes in spectra.
Langevin/Fokker-Planck studies however suggest that
c quarks are not moving with the flow. At early time c, b
quarks are produced with large pt and start decelerating,
due to drag, while the matter is slowly accelerating due
to pressure gradients: their velocities move toward each
other, yet they do not match even by the end. As a
result, charm radial/elliptic flows are not given by the
Cooper-Fry expression. The recombinant charmonia are
perhaps an exception: whether those actually co-move
with the flow still needs to be established.
On the theory front, Langevin/Fokker-Planck studies
has induced new conceptual developments. In particular,
we discussed new set of solutions of those for charmonia,
the quasi-equilibrium attractors with constant particle
flux. Those states, not the original bound states like
J/ψ, ψ′ etc, provide a convenient basis for evaluation of
the speed of relaxation and out-of-equilibrium corrections
to current charm hadronization models.
F. Jets
The theory of hard processes – jets, charm/bottom
production – were based on factorization theorems and
a concept of structure functions. It is a solid founda-
tion, but a very restrictive one. When one asks questions
about say jets in high multiplicity bins of pp collisions,
one soon realizes the “corresponding structure functions”
do not exist: that concept has only been defined for
the “untouched proton” in inclusive setting. Univer-
sal structure functions, measured rather than calculated,
had served us since 1970’s, but now they cannot be used
anymore. If certain fluctuation of a nucleon is selected,
new models and measurements are needed.
Of course, there are practical limits: hard processes
costs several orders of magnitude, and central pA costs
also about factor 20-100 down the probability. Yet
high LHC luminosity plus specialized triggers should be
enough to get to some of those issues in the near future.
Jet quenching in central pA remains to be understood.
Scaling arguments, like the ones we used for hydro in
smaller-but-hotter systems, can and should be developed
and confronted with data.
We argued above that in AA collisions jet quenching
parameter qˆ seem to be strongly enhanced at the near-
Tc region. Small systems evolution and freezeout is very
different: this should play a role in jet quenching.
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Appendix A: Bjorken flow
The idea of rapidity-independent “scaling” distribu-
tion of secondaries originates from Feynman’s early dis-
cussion of the parton model, around 1970. The existence
of rapidity-independent hydro solution was perhaps first
noticed by Landau, who used rapidity variable in his clas-
sic paper, as a somewhat trivial case. The space-time
picture connected with such scaling regime was discussed
in refs [158, 159] before Bjorken’s famous paper [160] in
which the solution was spelled out explicitly.
It is instructive first to describe it in the original Carte-
sian coordinates. There is no dependence on transverse
coordinates x, y, only on time t and longitudinal coordi-
nate z. The 1+1d equations ∂µT
µν = 0 can be re-written
in the following way
∂
∂t
(s cosh y) +
∂
∂z
(s sinh y) = 0 (A1)
∂
∂t
(T sinh y) +
∂
∂z
(T cosh y) = 0 (A2)
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where uµ = (cosh(y), sinh(y), and T, s are the tempera-
ture and the energy density. The first equation manifests
the entropy conservation.
The central point is the 1-d-Hubble ansatz for the 4-
velocity
uµ = (t, 0, 0, z)/τ (A3)
where τ2 = t2 − z2 is the proper time. Note that all
volume elements are expanded linearly with time and
move along straight lines from the collision point. The
spatial η = tanh−1(z/t) and the momentum rapidities
y = tanh−1 v are just equal to each other. Exactly as in
the Big Bang, for each ”observer” ( the volume element
) the picture is just the same, with the pressure from the
left compensated by that from the right. The history is
also the same for all volume elements, if it is expressed
in its own proper time τ . Thus one has s(τ), T (τ). Using
this ansatz, the entropy conservation becomes an ordi-
nary differential equation in proper time τ
ds(τ)
dτ
+
s
τ
= 0 (A4)
with an obvious solution
s =
const
τ
(A5)
So far all dissipative phenomena were ignored. Including
first dissipative terms into our equations one finds the
following source for the entropy current
1
+ p
d
dτ
=
1
s
ds
dτ
= −1
τ
(
1− (4/3)η + ξ
(+ p)τ
)
(A6)
with shear and bulk viscosities η, ξ, which tells us that
one has to abandon ideal hydrodynamics at sufficiently
early time.
Alternatively, one can start with curved coordinates
τ, η from the beginning, and look for η-independent
solution. Those are co-moving coordinates, in those
uµ = (1, 0, 0, 0) but the equations obtain extra term from
Christoffel symbols.
Appendix B: Gubser flow
The Gubser flow [21, 68] is a solution which keeps the
boost-invariance and the axial symmetry in the trans-
verse plane of the Bjorken flow, but replaces the trans-
lational invariance in the transverse plane by symmetry
under special conformal transformation. Therefore, one
restriction is that the matter is required to be conformal,
with the EOS  = 3p. Another is that the colliding sys-
tems has to be of a particular shape, corresponding to
conformal map of the sphere onto the transverse plane.
The ideal hydro solution has three parameters: One
is dimensional q, it defines the size of the system (and is
roughly corresponding to the radii of the colliding nuclei).
The other two are dimensionless, f∗ characterizes the
number of degrees of freedom in the matter, and ˆ0 the
amount of entropy in the system.
The original setting uses the coordinates we used
above, the proper time -spatial rapidity - transverse ra-
dius - azimuthal angle (τ¯ , η, r¯, φ) with the metric
ds2 = −dτ¯2 + τ¯2dη2 + dr¯2 + r¯2dφ2, (B1)
The dimensionless coordinates τ¯ = qτ, r¯ = qr are rescaled
versions of the actual coordinates.
Looking for solutions independent on both “angles”
η, φ and using transverse rapidity
uµ = (− coshκ(τ, r), 0, sinhκ(τ, r), 0) (B2)
Gubser obtained the following solution
v⊥ = tanhκ(τ, r) =
(
2q2τr
1 + q2τ2 + q2r2
)
(B3)
 =
ˆ0(2q)
8/3
τ4/3 (1 + 2q2(τ2 + r2) + q4(τ2 − r2)2)4/3
(B4)
where ˆ0 is the second parameter. In [68] Gubser and
Yarom re-derived the same solution by going into the co-
moving frame. In order to do so they rescaled the metric
ds2 = τ2dsˆ2 (B5)
and performed a coordinate transformation from the τ, r
to a new set ρ, θ given by:
sinh ρ = −1− q
2τ2 + q2r2
2qτ
(B6)
tan θ =
2qr
1 + q2τ2 − q2r2 (B7)
In the new coordinates the rescaled metric reads:
dsˆ2 = −dρ2 + cosh2 ρ (dθ2 + sin2 θdφ2)+ dη2 (B8)
and we will use ρ as the “new time” coordinate and θ
as a new “space” coordinate. In the new coordinates the
fluid is at rest.
The relation between the velocity in Minkowski space
in the (τ, r, φ, η) coordinates and the one in the rescaled
metric in (ρ, θ, φ, η) coordinates corresponds to:
uµ = τ
∂xˆν
∂xˆµ
uˆν , (B9)
while the energy density transforms as:  = τ−4ˆ.
The temperature (in the rescaled frame, Tˆ = τf
1/4
∗ T ,
with f∗ = /T 4 = 11 as in [21]) is now dependent only
on the new time ρ, in the case with nonzero viscosity the
solution is
Tˆ =
Tˆ0
(cosh ρ)2/3
+
H0 sinh
3 ρ
9(cosh ρ)2/3
2F1
(
3
2
,
7
6
;
5
2
,− sinh2 ρ
)
(B10)
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where H0 is a dimensionless constant made out of the
shear viscosity and the temperature, η = H0T
3 and 2F1
is the hypergeometric function. In the inviscid case the
solution is just the first term of expression (B10), and
of course it also conserves the entropy in this case. The
picture of the explosion is obtained by transformation
from this expression back to τ, r coordinates.
Small perturbations to the Gubser flow obey linearized
equations which have also been derived in [68]. We start
with the zero viscosity case, so that the background tem-
perature (now to be called T0) will be given by just the
first term in (B10). The perturbations over the previous
solution are defined by
Tˆ = Tˆ0(1 + δ) (B11)
uµ = u0µ + u1µ (B12)
with
uˆ0µ = (−1, 0, 0, 0) (B13)
uˆ1µ = (0, uθ(ρ, θ, φ), uφ(ρ, θ, φ), 0) (B14)
δ = δ(ρ, θ, φ) (B15)
Plugging expressions (B11),(B12) into the hydrody-
namic equations and only keeping linear terms in the
perturbation, one can get a system of coupled 1-st order
differential equations. Furthermore, if one ignores the
viscosity terms, one may exclude velocity and get the
following (second order) closed equation for the temper-
ature perturbation.
∂2δ
∂ρ2
− 1
3 cosh2 ρ
(
∂2δ
∂θ2
+
1
tan θ
∂δ
∂θ
+
1
sin2 θ
∂2δ
∂φ2
)
+
4
3
tanh ρ
∂δ
∂ρ
= 0 (B16)
(Since the initial perturbations are assumed to be
rapidity-independent, we also ignored this coordinate
here.)
It has a number of remarkable properties: all 4 coor-
dinates can be separated δ(ρ, θ, φ) = R(ρ)Θ(θ)Φ(θ) and
a general solution is given by
R(ρ) =
C1
(cosh ρ)2/3
P
2/3
− 12+ 16
√
12λ+1
(tanh ρ)
+
C2
(cosh ρ)2/3
Q
2/3
− 12+ 16
√
12λ+1
(tanh ρ
Θ(θ) = C3P
m
l (cos θ) + C4Q
m
l (cos θ)
Φ(φ) = C5e
imφ + C6e
−imφ (B17)
where λ = l(l+ 1) and P and Q are associated Legendre
polynomials. The part of the solution depending on θ
and φ can be combined in order to form spherical har-
monics Ylm(θ, φ), such that δ(ρ, θ, φ) ∝ Rl(ρ)Ylm(θ, φ).
This property should have been anticipated, as one of
the main ideas of Gubser has been to introduce a coordi-
nate which together with φ make a map on a 2-d sphere.
Gubser setting was used as a theoretical laboratory
ever since. A complete Green function has been con-
structed [36], leading to pictures of sound circles we dis-
cussed at the beginning of this review. Generalization
to perturbations by the quenching jets, with the sounds
propagating in the rapidity direction, was done in [49].
For the second order (the Israel-Stuart version) of the hy-
drodynamics in it has been done in [156, 157]. Recently
the Boltzmann equation in tau-approximation has also
been solved in it, see [53] discussed in section IV C.
There are also a number of phenomenological applica-
tions. Without going into those, let me just comment
that those are limited by the fact that at large r the
power tail of the solution is completely inadequate for
heavy ion collisions. So to say, Gubser solution is like
an explosion in atmosphere, while the real ones are in
vacuum. As a result, in applications one basically has to
amputate the unphysical regions.
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