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带有输出端扰动的反馈系统中信息速率的分解 
摘要：文本研究了带有输出端干扰的线性反馈系统中反馈信道的资源分配问题。通过对反馈信道中
信息速率的分解，分析了反馈通信信道的资源分配。可以看出，反馈信道的一部分资源不可避免的
用于传输输出端的干扰信号，并且该资源的分配独立于控制器的设计。 
 
Information Rate Decomposition for Feedback 
Systems with Output Disturbance. 
 
Abstract- This technical note considers the problem of resource allocation in linear feedback control 
system with output disturbance.  By decomposing the information rate in the feedback communication 
channel, the channel resource allocation is thoroughly analyzed.  The results show that certain amount 
of resource is used to transmit the output disturbance and this resource allocation is independent from 
feedback controller design. 
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I. 引言 
     本文考虑了用控制器通过闭环通信信道控制
线性系统的问题。如图 1 所示。时不变线性系统
P 的输出信号在收到干扰之后，通过线性时不变
反馈信道 H 反馈到控制器 K，之后控制器 K 产
生控制信号并输入到系统 P。在反馈控制领域，
这个是一个传统的反馈模型。几十年来，基于这
个反馈系统模型的大量研究取得了丰硕的成果。
但是，由于存在系统输出端的噪声，在反馈通信
信道中，有多少信道资源用于传输有用的信息，
例如，有助于系统的稳定性，至今还是一个开放
问题。信息理论是通信领域的基础理论。上个世
纪九十年代，有向信息概念的提出使信息论开始
应用于因果反馈系统的研究。有向信息是传统互
信息的在因果系统中的扩展，并且可以用传统的
熵来量化[1][2][3]。近些年来，人们发现有向信
息可以用来度量带有无噪声反馈通信信道的信道
容量[7]。从本质来讲，无噪声反馈通信系统在
某种程度上等价于控制领域中的反馈控制系统。
因此，有向信息作为一个桥梁，链接了信息论和
反馈控制理论。并且通过信息论的结果，可以更
好的理解和研究反馈控制系统中的性能极限[4-
6][8-9]。同时，控制理论中的方法和结论也可以
用来解决信息论里的理论问题。 
在本文中， 通过对反馈通信信道中信息速率的
分解，得以了解反馈系统中信息流的成分和其各
成分的作用。[12-14][18-19] 得到了一些带有外
界加载噪声的反馈系统性能极限初步的结果。 
 
图 1. 带有输出端噪声的线性反馈系统 
 
II. 有向信息和功率谱密度 
首先，本文引入有向信息的概念。有向信息在
信息论领域有着广泛的应用。它可以用来量化
无噪声反的通信信道的信道容量。对于有噪声
反馈的通信信道，有向信息依然可以用来分析
信道里的信息流，并且可以用来得到一些有噪
声反馈通信信道容量的上界和下界[10-11] [15]。
除此之外，有向信息与经济学里的 Granger 
Causality, 数据压缩等都有很直接的联系
[17]，并且可以应用到目标跟踪[16]。 有向信息
和有向信息速率定义如下。 
定义：令 X 和 Y 是两个稳定随机过程，它们之
间的有向信息和有向信息速率定义为 
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其中， },,{ 211 nn XXXX L= 。通过数学表达式可
以看出，有向信息度量了信息流的因果关系。
也就是说，序列 Y 是由序列 X 以时间顺序依次
产生的。那么从序列 X 到序列 Y 的有向信息表
明了从序列 Y 以因果顺序依次含有序列 X 的信
息的总和。 
    接下来，本文引入功率谱密度和反馈控制
理论中的敏感度方程。 
定义：对于一个渐进稳定的随机信号 a，它的功
率谱密度表示为 )( jwa eS 。 
       功率谱密度定义了信号或者时间序列的功率
如何随频率分布。这里功率可能是实际物理上
的功率，或者更经常便于表示抽象的信号被定
义为信号数值的平方，也就是当信号的负载为 1
欧姆(ohm)时的实际功率。 
 
定义：对于给定的两个渐进稳定的随机信号 a
和 b，b 相对于 a 的敏感度方程定义为 
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这个敏感度方程并不等于传统反馈控制系统中
的敏感度方程。它是传统敏感度方程的一个扩
展。 
 
III. 反馈线性系统的信息速率分解 
 
首先，作为可以度量反馈通信信道中信息速率的
有向信息，可以用功率谱密度的形式表达。 
定理 1 假设一个反馈控制系统如图 1 所示。P 是
线性时不变系统，它的初始状态变量表示为
0X 。 K 是控制器。信号 v 是系统输出端的加载
噪声。信号 w 是反馈过程中加载的稳定高斯噪
声。反馈信道的有向信息速率可以表达为功率谱
密度的形式如下。 
∫
−
∞
=>−
pi
pipi
dweSYZI jwWY ))(log(2
1)(
,
 
证明： 
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证明完毕。 
 
   接下来的一个重要的问题是，在反馈通信信
道中，有多少信道资源用于稳定线性系统，而又
有多少资源（速率）用于传递系统输出端的噪声
而成为不可避免的资源浪费。下面，通过对表达
式 
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的进一步分解，回答了上面的问题。 
定理 2：假设一个反馈控制系统如图 1 所示。P
是线性时不变系统，它的初始状态变量表示为
0X 。 K 是控制器。信号 v 是系统输出端的加载
噪声。信号 w 是反馈过程中加载的稳定高斯噪
声。此外， wyF 表示从噪声 W 到系统输出信号 Y
的闭环传递方程， vyF 表示从系统输出噪声 V 到
系统输出信号 Y 的闭环传递方程。则下面的等
式是恒成立的， 
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其中， 
)()(1
1)( jwjwjw eKePeS −=  
是该闭环系统的敏感度方程。如果反馈信道是功
率为 2wσ 的 AWGN，系统输出端噪声是功率为 2vσ
高斯白噪声，则该等式可以简化为 
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证明：根据定义 
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可以得出， 
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在这个闭环反馈系统中，给定控制器，系统输出
信号Ｙ的频谱是由信道噪声Ｗ和系统输出端噪声
Ｖ决定的，具体为 
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带入这个等式，可以得到 
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接下来，根据线性闭环反馈系统的特性，传递方
程可以表示为 
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另外，闭环线性系统的敏感度方程为 
)()(1
1)( jwjwjw eKePeS −=  
基于上面的三个等式，可以得到 
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如果反馈信道是功率为 2wσ 的 AWGN，系统输出端
噪声是功率为 2vσ 高斯白噪声，则 
)( jwW eS  = 2wσ ， )( jwY eS  = 2yσ  
1)( =jweH  
所以，上面的恒等式可以简化为 
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证明完毕。 
 
通过上面的定理可以看出，闭环反馈系统的信息
理论极限被分解为两个部分。第一个部分 
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为标准的 Bode 积分，并且其取值为 
∑∫ =
−
),0max())(log(
2
1
i
jw dweS λ
pi
pi
pi
 
其中 iλ  为线性系统 P 的极点值。带入上面的取
值，可以得到 
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这个是 Lemma 4.3 [12] 的结果。第二个部分为 
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这个部分可以理解为在反馈通信信道中传输系统
输出端的噪声，也就是说，系统输出端的噪声被
看做为有用的信息在信道中被传输，其传输的功
率为 2
vσ 。在实际的系统中，这个传输所用掉的
资源是不可避免的浪费。通过上面的表达式可以
看出，这个信道资源的使用独立于控制器的设
计。 
IV. 结束语 
本文考虑了带有输出端干扰的线性反馈系
统。通过对其反馈通信信道中信息速率的分解，
深入理解了反馈信道中资源的分配。结论说明对
于有输出端噪声的反馈系统，反馈信道中资源的
浪费是不可避免的，并且独立于控制器的设计。 
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