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O¨zetc¸e
Bayesc¸i yaklas¸ımla bir rasgele alanın iletis¸im kısıtları altında
dag˘ıtık kestirim problemini ele almaktayız. So¨z konusu sis-
tem ilintilendirildikleri rasgele deg˘is¸kenler kaynaklı o¨lc¸u¨mler
alan ve yo¨nlu¨, do¨ngu¨lu¨ olmayan bir topolojiye uyacak s¸ekilde
sonlu kapasitede kanallardan iletis¸im yapabilen algılayıcı
du¨g˘u¨mlerinden olus¸maktadır. Eg˘er varsa gelen mesajları
aldıktan sonra, her du¨g˘u¨m kendi yerel kuralının, yaptıg˘ı o¨lc¸u¨me
ve bu mesajlara kars¸ılık gelen deg˘erini hesaplayarak bir kes-
tirim ve c¸ocuk du¨g˘u¨mlere iletilecek mesajlar elde eder. Bu
yapı, hem iletis¸im hem de kestirim hatası kaynaklı maliyet-
leri ic¸eren bir Bayesc¸i risk is¸levinin eniyilenmesinde, olurluk
ku¨mesinin kısıtlanması ic¸in kullanılarak kesin bir problem
tanımı elde edilir. Biz, bu tanım ile dag˘ıtık sezim problemi
ic¸in Takım Karar Teorisi deg˘erlendirmesi sonucu o¨nerilen bir
o¨zyineli c¸o¨zu¨mu¨ kestirim problemine uyarladık. Ancak bu du-
rumda o¨zyinelemelerdeki ifadeler genel olarak kapalı formda
c¸o¨zu¨mu¨ olmayan tu¨mlev operato¨rleri ic¸ermektedir. C¸o¨zu¨m
olarak Monte Karlo yo¨ntemleri ile bu ifadelere yaklas¸ıklamalar
o¨nermekteyiz. Sonuc¸ta ortaya iletis¸im kısıtları altında dag˘ıtık
kestirimci ag˘larının eniyilenmesi ic¸in yaklas¸ıklanmıs¸ hesapla-
malara dayanan bir yo¨ntem c¸ıkmaktadır. Bir o¨rnek senaryoda
iletis¸im pahasının arttırılmasına bag˘lı olarak yakınsanan kural-
ların kestirim bas¸arımındaki du¨s¸u¨s¸u¨ sergilemekteyiz.
Abstract
We consider the problem of decentralized estimation of a
random-field under communication constraints in a Bayesian
setting. The underlying system is composed of sensor nodes
which collect measurements due to random variables they are
associated with and which can communicate through finite-rate
channels in accordance with a directed acyclic topology. After
receiving the incoming messages if any, each node evaluates its
local rule given its measurement and these messages, produc-
ing an estimate as well as outgoing messages to child nodes. A
rigorous problem definition is achieved by constraining the fea-
sible set through this structure in order to optimize a Bayesian
risk function that captures the costs due to both communications
and estimation errors. We adopt an iterative solution through a
Team Decision Theoretic treatment previously proposed for de-
centralized detection. However, for the estimation problem, the
iterations contain expressions with integral operators that have
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no closed form solutions in general. We propose approxima-
tions to these expressions through Monte Carlo methods. The
result is an approximate computational scheme for optimization
of distributed estimation networks under communication con-
straints. In an example scenario, we increase the price of com-
munications and present the degrading estimation performance
of the converged rules.
1. Giris¸
Algılayıcı ag˘ı uygulamaları ile ilgi go¨ren I˙meceli Sinyal ve
Bilgi I˙s¸leme kapsamında tekrar gu¨ncel olan problemlerden
bir tanesi de bir rasgele alanın dag˘ıtık kestirimdir. O¨nerilen
yaklas¸ımlarda c¸og˘unlukla bir merkez du¨g˘u¨m etrafında, aldıkları
o¨lc¸u¨mu¨ is¸leyerek elde ettikleri sonucu mesaj olarak merkez
du¨g˘u¨me go¨nderen c¸evre du¨g˘u¨mler yer alır. Merkezdeki du¨g˘u¨m
ise aldıg˘ı mesajları deg˘erlendirerek bir kestirim u¨retir. Prob-
lem, kestirim hatasını du¨s¸u¨k yapacak s¸ekilde her du¨g˘u¨m ic¸in
is¸levler bulmaktır. Sonlu kapasitede kanallar durumunda c¸o¨zu¨m
c¸og˘unlukla c¸evre du¨g˘u¨mleri ic¸in nicemleyici tasarımı ve merkez
du¨g˘u¨m ic¸in olası mesajların kartezyen c¸arpımından rasgele
alanın deg˘er aldıg˘ı ku¨meye bir kestirimci is¸levin belirlenmesi
s¸eklindedir. Bu bag˘lamda iletis¸im kısıtları probleme yıldız
bic¸imli, yo¨nlu¨ bir ag˘ topolojisi ve her kenar ic¸in atamıs¸ kapa-
site olarak yansımaktadır [1]-[4].
O¨te yandan, [5]’ de bir dag˘ıtık sezimci ag˘ı ele alınarak
iletis¸im ve hesaplama yapısı daha genel bir s¸ekilde ifade
edilmektedir. Buna go¨re, V = {1, ..., N} olmak u¨zere
G = (V, E) bir c¸oklu-ag˘ac¸ c¸izge olsun. (i, j)∈ E , i.
du¨g˘u¨mden j.’ ye yo¨nlu¨ iletis¸im kanalını temsil etmek u¨zere,
i. du¨g˘u¨m Ui→j ku¨mesinden bir sembol iletebilir. Ebeveyn
du¨g˘u¨mler π(j) Δ= {i ∈ V|(i, j) ∈ E}’ den gelen tu¨m mesajlar
uπ(j)  {ui→j |i ∈ π(j)}, π(j) = {π1, ..., πP } ve P ebeveyn
sayısı olmak u¨zere Uπ(j)  Uπ1→j × ...×UπP→j ku¨mesinden
deg˘er alır. j. du¨g˘u¨mu¨n c¸ocuk du¨g˘u¨mleri χ(j)  {k ∈
V|(j, k) ∈ E} olmak u¨zere ileteceg˘i mesajlar uj  {uj→k|k ∈
χ(j)} olur ve deg˘er aldıkları Uj ku¨mesi, Uπ(j)’ ye benzer
s¸ekilde tanımlanabilir. Bu is¸leyis¸te j. du¨g˘u¨m, ilintilendirildig˘i
rasgele deg˘is¸ken xj ∈ Xj etkisi ile yj ∈ Yj go¨zlemini yapar,
uπ(j) ve yj’ ye bag˘lı olarak, γj : Yj × Uπ(j) → Uj ×Xj ile
tanımlı bir is¸levin yj ve uπ(j) ’ ye kars¸ılık gelen deg˘erini
hesaplayarak bir kestirim xˆj ∈ Xj ve giden mesajlar uj ∈
Uj elde eder. γj is¸levleri yerel kurallar, γ  (γ1, ..., γN )
strateji olarak adlandırılmaktadır. Bu durumda yerel kural uzay-
ları j ∈ V ic¸in ΓGj =
{
γj |γj : Yj × Uπ(j) → Uj ×Xj
}
ve
strateji uzayı ΓG = ΓG1 × ...× Γ
G
N olur. I˙letis¸im vekto¨ru¨ ise
u  {ui→j |(i, j) ∈ E} s¸eklindedir ve yine benzer s¸ekilde
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u ∈ U olacak s¸ekildeU tanımlanabilir. Sonuc¸ta iletis¸im kısıtları
altında dag˘ıtık sezimci tasarımı, Xj ve Ui→j sonlu ku¨meler
sec¸ilerek X = X1 × ...×XN olmak u¨zere Bayesc¸i risk is¸levi
u ile (xˆ, x) ikilisine sırası ile iletis¸im ve hata maliyeti atamak
ic¸in c : U × X × X →  bic¸iminde ve amac¸ is¸lev J(γ) 
E {c(u, xˆ, x); γ} iken
(P): min
γ∈ΓG
J(γ) (1)
s¸eklinde bir kısıtlı eniyileme problemine do¨nu¨s¸u¨r. Burada bek-
lenen deg˘er p(u, xˆ, x; γ) u¨zerindendir ve bu dag˘ılım da γ’ nın
sec¸imi ile belirlenir1.
(P)’ nin global en iyi c¸o¨zu¨mu¨nu¨ bulmak NP zorluktadır ve
yerine Takım Karar Teorisi c¸erc¸evesinde bir deg˘erlendirmeyle,
takımı olus¸turan kis¸iler du¨g˘u¨mlere kars¸ılık gelerek yerel ku-
ralların kis¸ilerce en iyi c¸o¨zu¨m oldug˘u stratejiye yakınsayan
bir o¨zyineleme o¨nerilmis¸tir [5]. Buna go¨re X sonlu oldug˘u
ic¸in, kis¸ilerce en iyi yerel kuralların her biri sonlu boyutlu
bir vekto¨r ile temsil edilebilir. Yerel kurallar ilklendirildikten
sonra, l. adımda ardıs¸ık koordinatta azaltmalar ile J l ≤ J l−1
olacak s¸ekilde gu¨ncellenir ve yinelemeler sonucu kis¸ilerce en
iyi sratejiye yakınsanır. Aynı yaklas¸ımla kestirim problemi
ele alındıg˘ındaX artık sonlu deg˘ildir ve kis¸ilerce en iyi yerel
kuralların genel olarak sonlu ifadeleri yoktur. Bunun yerine
is¸levlerin sonlu, yaklas¸ık temsilleri ve operato¨rlerin yaklas¸ıkları
kullanılarak Parametrik Olmayan Kanı Yayılma’daki gibi etkin
sonuc¸lar elde etmek mu¨mku¨n olabilir [6].
Biz, buradan yola c¸ıkarak, (P)’ yi kestirim problemi
bag˘lamında ele aldık ve Monte Karlo (MK) tu¨mlev hesaplama
yo¨ntemleri kullanarak hem yerel kurallara hem de o¨zyineleme
adımlarına yaklas¸ıklamalar elde ettik. Sonuc¸ta du¨g˘u¨mleri
kis¸ilerce en iyi yerel kurallara makul nu¨merik yaklas¸ıklamalara
kars¸ılık gelen hesaplamalar yapan bir dag˘ıtık kestirimci ortaya
c¸ıkmaktadır. O¨zyineleme adımları ise sezim problemindeki
o¨lc¸eklenebilirlik ve dag˘ıtık is¸lemeye uygunluk o¨zelliklerini
korumaktadır. Bo¨ylece literatu¨rde yer alan dag˘ıtık kesti-
rimci yaklas¸ımlarında yer alanlardan daha genel topolojiler
ve farklı du¨g˘u¨m-rasgele deg˘is¸ken es¸les¸meleri ic¸in de c¸o¨zu¨m
u¨retebilmekte, o¨nsel dag˘ılım bilgisini de hesaba katarak en
yu¨ksek olabilirlik yerine Bayesc¸i bir yaklas¸ım kullanabilmekte
ve iletis¸im maliyeti de ac¸ıkc¸a go¨z o¨nu¨ne alındıg˘ından kestirim
hatasının maliyeti ile iletis¸im yog˘unlug˘u arasındaki ikis¸kiyi
nicemsel olarak sergileyebilmekteyiz.
2. Kestirimci Tasarımı
2.1. Kis¸ilerce En I˙yi Strateji
I˙fade (1)’le verilen problem ic¸in takım karar teorisi uyarlanarak
bir ilk strateji γ0 ile bas¸layarak kis¸ilerce en iyi stratejiye
yakınsayan bir sabit nokta do¨ngu¨su¨ tanımlanabilir [5]. Buna
go¨re γ∗ = (γ∗1 , ..., γ∗N ) kis¸ilerce en iyi c¸o¨zu¨m ise j. yerel
kural γ∗j = argminγj∈Γj J(γ
∗
1 , ..., γ
∗
j−1, γj , γ
∗
j+1, ..., γ
∗
N )
kos¸ulunu sag˘lar. Dolayısıyla kis¸ilerce en iyi stratejiye
yakınsayan bir sabit nokta do¨ngu¨su¨ Algoritma 1 ile verilmis¸tir.
Algoritma 1: Kis¸ilerce en iyi stratejiye yakınsayan bir o¨zyineleme.
1) l = l + 1; j = 1, ..., N ic¸in
γlj = argminγj∈Γj J(γ
l
1, ..., γ
l
j−1, γj , γ
l−1
j+1, ..., γ
l−1
N );
2) Eg˘er J(γl−1)− J(γl) < ε ise dur, deg˘ilse Adım 1’ e git;
2.2. Kis¸ilerce En I˙yi Dag˘ıtık Kestirimci
Problemimizin matematiksel go¨sterimi, X sonlu olmamak
u¨zere ifade (1)’ deki gibidir. S¸imdi bazı kabuller yapacag˘z:
1Bildiride bu tu¨r ilis¸kiler “; γ” notasyonu kullanılarak p(u, xˆ, x)
yerine p(u, xˆ, x; γ) kullanılmasındaki gibi temsil edilecektir.
i. O¨lc¸u¨mler kos¸ullu bag˘ımısız ve yereldir: yj sadece xj kay-
naklıdır ve gu¨ru¨ltu¨ su¨rec¸leri biribirinden bag˘ımsızdır; p(y|x) =∏
j∈V p(yj |xj). ii. C¸oklu-ag˘ac¸ topoloji: G yo¨nlu¨ bir c¸izgedir
ve iki du¨g˘u¨m arasında en c¸ok bir tane (yo¨nlu¨) yol vardır.
iii. Maliyetlerin yerellig˘i: Bayes risk is¸levi c(u, xˆ, x) =∑
j∈V cj(uj , xˆj , xj) s¸eklinde yerel maliyetlerin toplamıdır.
Bu kabuller altında ve γj haric¸ tu¨m yerel kurallar kis¸ilerce
en iyi,γ−j = γ∗−j , ise2 j. du¨g˘u¨m ic¸in kis¸ilerce en iyi yerel kural
(uj , xˆj) = γ
∗
j (Yj , Uπ(j)), [5]’ de sezim problemi ic¸in verilen
ifadelerde toplamlar tu¨mlevlere do¨nu¨s¸erek
γ∗j (Yj ,Uπ(j))=arg
(uj ,xˆj)∈(Xj ,Uj)
min
∫
xj∈Xj
dxjp(Yj |xj)φ
∗
j (uj , xˆj , xj ;Uπ(j)) (2)
olarak bulunur3 ve burada
φ∗j (uj , xˆj , xj ;uπ(j)) ∝
p(xj)P
∗
j (uπ(j)|xj)
[
cj(uj , xˆj , xj) + C
∗
j (uj , xj)
] (3)
s¸eklindedir. P ∗j ve C∗j verilmeden o¨nce de λ birim iletis¸im
maliyetine es¸deg˘er kestirim hatası maliyeti olmak u¨zere yerel
maliyetlerin cj(uj , xˆj , xj) = cdj (xˆj , xj) + λccj(uj , xj)
s¸eklinde kestirim hatası ve iletis¸im kaynaklı etkilerin toplamı
olarak yazılabildig˘i ve dolayısı ile J(γ) = Jd(γ) + λJc(γ)
oldug˘u kabulu¨nu¨ yapacag˘ız. cj = cdj + ccj toplamı Es¸.(3)’ de
yerine koyularak Es¸.(2)’ de verilen kis¸ilerce en iyi kural
xˆj =argmin
xˆj∈Xj
∫
xj∈Xj
dxjp(Yj |xj)p(xj)P
∗
j (Uπ(j)|xj)c
d
j (xˆj , xj) (4)
uj =argmin
uj∈Uj
∫
xj∈Xj
dxjp(Yj |xj)p(xj)P
∗
j (Uπ(j)|xj)[
λccj(uj , xj) + C
∗
j (uj , xj)
] (5)
s¸eklinde sırası ile kestirim is¸levi δ∗j (Yj , Uπ(j)) ve iletis¸im is¸levi
μ∗j (Yj , Uπ(j)) olarak ayrılır. P ∗j (uπ(j)|xj) ic¸in [5]’ de kars¸ılık
gelen ifadelerde toplamlar tu¨mlevlere do¨nu¨s¸erek
P ∗j (uπ(j)|xj)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 , π(j) = {}∫
Xπ(j)
dxπ(j)p(xπ(j)|xj)
∏
i∈π(j)
P ∗i→j(ui→j |xi)
,π(j) = {}
(6)
halini alır ve P ∗i→j(ui→j |xi) terimi i. du¨g˘u¨mden j. du¨g˘u¨me
mesajın xi’ ye kos¸ullu olasılık yog˘unlug˘u olmak u¨zere
P ∗i→j(ui→j |xi)=
∑
ui\i→j∈Ui\i→j
uπ(i)∈Uπ(i)
P ∗i (uπ(i)|xi)p(ui|uπ(i), xi;μ
∗
i ) (7)
s¸eklinde bulunur. C∗j (uj , xj) terimleri de aynı s¸ekilde
C∗j (uj , xj) =
⎧⎪⎨
⎪⎩
0, χ(j) = {}∑
k∈χ(j)
C∗k→j(uj→k, xj), χ(j) = {} (8)
olur. C∗k→j(uj→k, xj) terimleri ise
C∗k→j(uj→k, xj)=
∫
Xπ(k)\j
dxπ(k)\j
∫
Xk
dxk p(xπ(k)\j , xk|xj)
∑
uπ(k)\j
∏
j′∈π(k)\j
P ∗j′→k(uj′→k|xj′)I(uπ(k), xk; γ
∗
k) (9)
es¸itlig˘i ile bulunur. Burada
I(uπ(k), xk; γ
∗
k)  Jd|xk,uπ(k)+∑
uk
(λcck(uk, xk) + C
∗
k(uk, xk)) p(uk|xk, uπ(k);μ
∗
k)(10)
2Bildiride −j(1, ..., j − 1, j + 1, ..., N) olarak kullanılacaktır.
−j indis ku¨mesiyse γ−j ile(γ1, ..., γj−1, γj+1, ..., γN ) temsil edilir.
3[5]’ de p(zj |xj , uπ(j)) dag˘ılımları kanal modelidir. Biz iletis¸im
kanallarını ideal kabul etmekte ve bo¨yle bir model kullanmamaktayız.
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Jd|xk,uπ(k) 
∫
Yk
dykc
d
k
(
δ∗k(yk, uπ(k)), xk
)
p(yk|xk) (11)
p(uk|xk, uπ(k);μ
∗
k)=
∫
yk∈Yk
dykp(uk|yk, uπ(k);μ
∗
k)p(yk|xk) (12)
s¸eklindedir. Es¸.(6) incelendig˘inde, j. du¨g˘u¨me gelen mesajlar
uπ(j) = {ui→j}i∈π(j)’ in olabilirlik is¸levi oldug˘u ve Es¸.(7)
ile du¨s¸u¨nu¨lu¨nce tamamen j. du¨g˘u¨mu¨n ata du¨g˘u¨mlerinin
yerel kuralları tarafından belirlendig˘i go¨ru¨lu¨r. Es¸.(8) ve
Es¸.(9) deg˘erlendirildig˘inde C∗j (uj , xj) teriminin j. du¨g˘u¨mu¨n
ilis¸kilendirildig˘i rasgele deg˘is¸kenin xj deg˘eri alması duru-
munda uj mesajının ardıllarda (C¸ocuk du¨g˘u¨mler, onların
c¸ocukları...) olus¸turacag˘ı iletis¸im ve kestirim kaynaklı toplam
maliyetin beklenen deg˘eri oldug˘u ve hesaplanmasının tamamen
ardılların yerel kurallarına bag˘lı oldug˘u go¨ru¨lu¨r. Buna uj’ yi
iletme maliyeti de eklenerek λccj(uj , xj) + C∗j (uj , xj) elde
edilir. Bo¨ylece Es¸.(5)’ deki iletis¸im is¸levinin toplam beklenen
maliyeti en du¨s¸u¨k olan mesajı ilettig˘i go¨ru¨lu¨r. Es¸.(4) ve (5)’deki
kis¸ilerce en iyi yerel kural ile Es¸.(6)-(12) go¨z o¨nu¨ne alındıg˘ında,
Algoritma 1 ile verilen do¨ngu¨, γ0 = (γ01 , ..., γ0N ) s¸eklinde bir
ilk stratejiden bas¸layarak Algoritma 2 ile verilen hali alır.
Algoritma 2: Kis¸ilerce en iyi (dag˘ıtık) kestirim stratejisine
yakınsayan bir o¨zyineleme.
1) l = l + 1;
2) j = 1, ..., N ic¸in{
P li→j(ui→j |xi)
}
i∈π(j)
’ leri kullanarak
i)
{
P lj→k(uj→k|xj)
}
k∈χ(j)
’ leri hesapla;
j = N, ..., 1 ic¸in{
P li→j(ui→j |xi)
}
i∈π(j)
ve
{
Clk→j(uj→k, xj)
}
k∈χ(j)
’ lerle
i) δlj(Yj , Uπ(j)) ve μlj(Yj , Uπ(j)) ifadelerini gu¨ncelle
ii)
{
Clj→i(ui→j , xi)
}
i∈π(j)
’ leri hesapla;
3) Eg˘er J(γl−1)− J(γl) < 	 ise dur, deg˘ilse (1)’ e git;
2.3. Kis¸ilerce En I˙yi Dag˘ıtık Kestirimciye MK Yaklas¸ımı
Kavramsal olarak, Algoritma 2 ile bir ilk stratejiden bas¸layarak
daha iyi bir strateji elde edilir. Ancak Es¸.(6)-(12) ifadelerinin
genel olarak kapalı bir c¸o¨zu¨mu¨nu¨n olmadıg˘ı go¨ru¨lu¨r. Biz,
bu sorunun u¨stesinden gelmek ic¸in MK yaklas¸ımlarını kul-
lanan nu¨merik bir c¸o¨zu¨m o¨nermekteyiz. Klasik MK tu¨mlev
hesaplama yaklas¸ımında i =
∫∞
−∞
dxp(x)f(x) iken i aran-
maktadır ve k = 1, ...,M ic¸in x(k) ∼ p(x) olmak u¨zere
limM→∞
1
M
∑M
k=1 f(x
(k)) → i (1 olasılıg˘ı ile). O¨nem
Ag˘ırlıklı O¨rneklem (Importance Sampling)(O¨AO¨) ise p(x)’ ten
o¨rnekler u¨retemeyip g(x)’ ten u¨retebiliyorsak uygulanabilir ve
k = 1, ...,M ic¸in x(k) ∼ g(x) ve ω(k) = p(x(k))/g(x(k)) ol-
mak u¨zere limM→∞ 1M
∑M
k=1 ω
(k)f(x(k)) → i (1 o.i.) olur.
O¨rneklem ag˘ırlıkları ω(k)’ ler c¸og˘unlukla 0 ise i deg˘eri ic¸in
1∑M
k=1 ω
(k)
M∑
k=1
ω(k)f(x(k)) (13)
s¸eklinde bir kestirim, yanlı olmakla beraber, kullanılabilir [7].
Yukarıdaki es¸itliklerle Algoritma 2’ de yer alan hesaplamalar
o¨rneklemler ile ifade etmek mu¨mku¨ndu¨r. γ−j = γ∗−j iken γ˜j ≈
γ∗j olacak s¸ekilde bir MK yaklas¸ımını 3 adımda elde edeceg˘iz:
i) Es¸.(4) ve (5) ic¸in klasik MK tu¨mlev hesaplama yaklas¸ımı
uygulanarak m = 1, ..,M ic¸in x(m)j ∼ p(xj) olmak u¨zere
˜ˆxj = δ˜(Yj , Uπ(j))arg min
xˆj∈Xj
M∑
m=1
p(Yj |x
(m)
j )P
∗
j (Uπ(j)|x
(m)
j )
cdj (xˆj , x
(m)
j ) (14)
u˜j = μ˜(Yj , Uπ(j))arg min
uj∈Uj
M∑
m=1
p(Yj |x
(m)
j )
P ∗j (Uπ(j)|x
(m)
j )
[
λccj(uj , xj) + C
∗
j (uj , x
(m)
j )
]
(15)
s¸eklindedir. Bas¸ka bir ifade ile δ˜(Yj , Uπ(j)) ≈ δ(Yj , Uπ(j)) ve
μ˜(Yj , Uπ(j)) ≈ μ(Yj , Uπ(j)) olur.
ii)Yj veUπ(j) verildig˘inde δ˜ ve μ˜’ nun hesaplanabilmesi
ic¸in ∀uπ(j) ∈ Uπ(j) ve ∀uj ∈ Uj ic¸in {P ∗j (uπ(j)|x
(m)
j )}
M
m=1,
ve {C∗j (uj , x
(m)
j )}
M
m=1’ ye ihtiyac¸ vardır. Varsayalım i ∈
π(j) ic¸in x(m)i ∼ p(xi), m = 1, ...,M u¨retilmis¸ ve
{P ∗i→j(Ui→j |x
(m)
i )}
M
m=1 bilinmektedir. Bu durumda Es¸.(6)’
ya O¨AO¨ ile bir yaklas¸ım, Es¸.(13) bu ifadeye uygulanarak
ω
(m)(m′)
j = p(x
(m′)
π(j) |x
(m)
j )/
∏
i∈π(j) p(x
(m′)
i )iken
4
P˜ ∗j (Uπ(j)|x
(m)
j )=
1∑M
m′=1ω
(m)(m′)
j
M∑
m′=1
ω
(m)(m′)
j ×∏
i∈π(j)
P ∗i→j(Ui→j |x
(m′)
i ) (16)
olur. Yine benzer bir varsayım olarak k ∈ χ(j) ic¸in
{C∗k→j(uj→k, x
(m)
j )}
M
m=1 biliniyor ise Es¸.(8) dog˘rudan kul-
lanılarak {C∗j (uj , x
(m)
j )}
M
m=1 bulunur.
iii)i∈π(j) ve ∀ui→j∈Ui→j ic¸in {P ∗i→j(ui→j |x
(m)
i )}
M
m=1
ile k∈χ(j) ve ∀uj→k∈Uj→k ic¸in {C∗k→j(uj→k, x
(m)
j )}
M
m=1
deg˘erlerinin bulunmasında yine MK yaklas¸ımları kul-
lanılacaktır. Varsayalım i ∈ π(j) ic¸in {P ∗i (Uπ(i)|x
(m)
i )}
M
m=1
bilinmektedir. xi = x(m)i ic¸in Es¸.(7)’ nin hesaplanmasında
{p(ui|uπ(i), x
(m)
i ;μ
∗
i )}
M
m=1 gereklidir5. O¨AO¨ ile bir yaklas¸ım,
go¨zlem su¨recinin marjinal dag˘ılımından u¨retilmis¸, p = 1, ..., P
ic¸in y(p)i ∼ p(yi) s¸eklinde bir o¨rneklem kullanılarak
ω
(m)(p)
i = p(y
(p)
i |x
(m)
i )/p(y
(p)
i ) olmak u¨zere
p˜(ui|uπ(i), x
(m)
i ;μ
∗
i )=
1
P∑
p=1
ω
(m)(p)
i
P∑
p=1
ω
(m)(p)
i δui,μ∗i(y
(p)
i
,uπ(i))
(17)
s¸eklindedir ve burada δ Kronecker delta is¸levidir. Benzer
s¸ekilde Es¸.(9)’ da yer alan ve ifade (11) ile verilen Jd|xk,uπ(k) ’
in {x(m)k }
M
m=1 ic¸in hesaplanmasına yaklas¸ım
J˜
d|x
(m)
k
,uπ(k)
=
1
P∑
p=1
ω
(m)(p)
k
P∑
p=1
ω
(m)(p)
k c
d
k(δ
∗
k(y
(p)
k ,uπ(k)), x
(m)
k )
(18)
olur. Bo¨ylece C∗k→j(uj→k, x
(m)
j ) ic¸in O¨AO¨ ile bir yaklas¸ım
I˜(uπ(k), x
(m)
k ; γ
∗
k)= J˜d|x(m)
k
,uπ(k)
+
∑
uk∈Uk
(λcck(uk, x
(m)
k )+
C∗k(uk, x
(m)
k ) ) p˜(uk|x
(m)
k , uπ(k);μ
∗
k)
(19)
ifadesi hesaplandıktan sonra
ω
(m)(m′)
Ck→j
= p(x
(m′)
π(k)\j , x
(m′)
k |x
(m)
j )/p(x
(m′)
k )
∏
j′∈π(k)\j
p(x
(m′)
j′
)
olmak u¨zere
C˜∗k→j(uj→k, x
(m)
j )=
1
M∑
m′=1
ω
(m)(m′)
Ck→j
M∑
m′=1
ω
(m)(m′)
Ck→j
∑
uπ(k)\j
∏
j′∈π(k)\j
P ∗j′→k(uj′→k|x
(m′)
j′
)I˜(uπ(k), x
(m′)
k ; γ
∗
k)(20)
s¸eklindedir. Sonuc¸ olarak yukarıdaki adımlar ile γ˜j ≈ γ∗j elde
etmis¸ olduk. Bu yaklas¸ımları tu¨m du¨g˘u¨mler ic¸in uygulayarak
Algoritma 2’ deki tu¨m adımları yaklas¸ık ifadeleriyle deg˘is¸tirmis¸
oluruz ve Algoritma 3’ u¨ elde ederiz.
4Dikkat edilirse {x(m
′)
i }i∈π(j) ∼
∏
i∈π(j) p(x
(m′)
i )
5p(ui|uπ(i), x
(m)
i ;μ
∗
i )=
∫
Yj
dyjp(ui|uπ(i), x
(m)
i ;μ
∗
i )×
p(yi|x
(m)
i ) oldug˘una dikkat ediniz.
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Algoritma 3: Kis¸ilerce en iyi dag˘ıtık kestirim stratejisine Monte
Karlo yo¨ntemleri ile yaklas¸ıklayan o¨zyineleme.
1) l = l + 1;
2) j = 1, ..., N ic¸in
{{P˜ li→j(ui→j |x
(m)
i )}
M
m=1}i∈π(j)’ leri kullanarak
i) {{P˜ lj→k(uj→k|x
(m)
j )}
M
m=1}k∈χ(j)’ leri hesapla;
j = N, ..., 1 ic¸in
{{P˜ li→j(ui→j |x
(m)
i )}
M
m=1}i∈π(j) ve
{{C˜lk→j(uj→k, x
(m)
j )}
M
m=1}k∈χ(j)’ leri kullanarak
i) δ˜lj(Yj , Uπ(j)) ve μ˜lj(Yj , Uπ(j)) ifadelerini gu¨ncelle
ii) {{C˜lj→i(ui→j , x
(m)
i )}
M
m=1}i∈π(j)’ leri hesapla;
3) Eg˘er J˜(γl−1)− J˜(γl) < ε ise dur, deg˘ilse (1)’ e git;
3. O¨rnek
Algoritma 3 ile sundug˘umuz yaklas¸ık dag˘ıtık kestirimci eniyi-
leme yo¨ntemi kullanılarak S¸ekil(1a)’ da sunulan ag˘ ile (1b)’ de
Markov Rasgele Alan temsili go¨ru¨len rasgele alanın kestirimi
yapılacaktır. I˙letis¸im bag˘ları ic¸in U1→3 = U2→3 = U3→4 =
{0, 1, 2} ve maliyet is¸levi ui→j = 0 ise cdj (ui→j , xi) = 0
ve deg˘ilse cdj (ui→j , xi) = 1 s¸eklinde sec¸ilerek, iletis¸im is¸levi
hic¸ mesaj go¨ndermemeye ya da 1 bitlik bir mesaj hesapla-
maya karar veren bir mekanizmaya do¨nu¨s¸tu¨ru¨lmu¨s¸tu¨r. Yerel
kestirim hatası maliyetleri MMSE kestirimciye benzer s¸ekilde
cdj (xj , xˆj) = (xj−xˆj)
2, rasgele cisim x = (x1, x2, x3, x4) ise
x ∼ N (0,Cx) olarak Gauss dag˘ılıma sahip ve ortak deg˘is¸inti
matrisi S¸ekil 1b’ de go¨ru¨len c¸izgeyi sag˘layacak s¸ekilde
Cx =
⎡
⎢⎢⎣
2 1.125 1.5 1.125
1.125 2 1.5 1.125
1.5 1.5 2 1.5
1.125 1.125 1.5 2
⎤
⎥⎥⎦ (21)
olarak sec¸ilmis¸tir. O¨lc¸u¨mler j = 1, ..., 4 ic¸in σ2n = 0.5 ve
nj ∼ N (0, σ
2
n) olmak u¨zere yj = xj + nj s¸eklindedir ve
olabilirlik is¸levleri p(yj |xj) = N (xj , 0.5) olur6. Bas¸langıc¸
kuralı olarak tu¨m du¨g˘u¨mler; i) miyop olarak nitelenen bir
davranıs¸la gelen mesajlardan bag˘ımsız olarak
δ0j (yj , uπ(j))=
∫∞
−∞
dxj xjp(xj |yj) ile kestirim ve ii) o¨lc¸u¨len
yj’ ye kars¸ılık yj < −2σn, −2σn  yj  2σn ve yj > 2σn
ic¸in sırasıyla μ0j (yj , uπ(j))=1, 0, 2 olan nicemleyiciyle de
iletis¸im yapar.
Gerekli o¨rneklemler ic¸in ise x’ in marjinal dag˘ılımları
p(xj)’ lerden u¨retilen M = 2000’er ve p(yj)’ lerden u¨retilen
P = 20000’ er o¨rnek kullanılmıs¸tır. S¸ekil (1c)’ de λ’ nın farklı
deg˘erleri ic¸in yakınsanan c¸o¨zu¨m γ˜∗’ ların yaklas¸ık bas¸arım
noktaları (J˜c, J˜d) sergilenmektedir. I˙letis¸im ve kestirim hatası
ic¸in sec¸ilen maliyet is¸levlerine go¨re Jc ve Jd sırasıyla toplam
ortalama kanal kullanımı (OKK) ve toplam hata kareleri or-
talaması (HKO) olmaktadır. Kesikli u¨st ve alt sınır sırası ile
miyop kural ve merkezcil en iyi c¸o¨zu¨m7 ic¸in toplam HKO’
dur. Merkezcil yaklas¸ımda tu¨m go¨zlemler iletilirken, yj N bi-
tle temsil edilirse 3N bitlik OKK ortaya c¸ıkar ki tipik olarak
N ≥ 64’ tu¨r. Dag˘ıtık durumda ise, λ = 0 ic¸in iletis¸im maliyeti
yoktur, ancak hic¸ mesaj gelmemesi de bilgi tas¸ıdıg˘ından OKK
yaklas¸ık 1.65 bit ile 3 bitlik kapasitenin %75’ inden ku¨c¸u¨ktu¨r.
Bu OKK ile bile, HKO 1.6’ dan ≈ 1.48’ e gerileyerek
miyop kuralınkinden daha iyi bir bas¸arım elde edilmektedir.
6Bo¨ylece tu¨m algılayıcıların sinyal gu¨ru¨ltu¨ oranı 6dB’ dir.
7Merkezcil yaklas¸ımda tu¨m go¨zlemler merkeze iletilir ve o¨rnekteki
durumda xˆj =
∫∞
−∞ dxjp(xj |y1, ..., y4) halini alır.
(b)
(a)
1 2
3
4
x
1
x
2
x
3
x
4
(c) 0 0.5 1 1.5 2 2.5 3
1.3
1.35
1.4
1.45
1.5
1.55
1.6
Jc
J d
(J
c
(γ0),J
d
(γ0))
λ = 0
λ = 0.1
λ = 0.2
λ = 0.355
S¸ekil 1: O¨rnek senaryo ic¸in c¸oklu ag˘ac¸ ag˘ topolojisi (a), rasgele
cismin Markov Rasgele Alanı c¸izge modeli (b) ve λ deg˘eri 0’
dan 0.001 adımlarla arttırılırken yakınsanan MK dag˘ıtık kes-
tirim stratejilerinin yaklas¸ık bas¸arımları (c).
I˙letis¸imin hata karelerine go¨re pahası olan λ arttırılırken, bir λ∗
deg˘erinden sonra iletis¸imi kesip miyop kestirim yapma kis¸ilerce
en iyi olmaktadır. Sistemin kestirim maliyetini du¨s¸u¨rmek ic¸in
bit bas¸ına o¨deyeceg˘i en yu¨ksek paha olan λ∗ o¨rnekte λ∗ ≈
0.355 olarak bulunmus¸tur.
4. Sonuc¸
Bu bildiride bir rasgele cismin iletis¸im kısıtları altında kestir-
imini yapan dag˘ıtık bir sistem ic¸in kis¸ilerce en iyi c¸o¨zu¨me
yaklas¸ık kurallar u¨reten bir algoritma o¨nerdik. Bu yaklas¸ımla
i) O¨nsel dag˘ılım bilgisi de probleme katılmakta ii) I˙letis¸im
kısıtları c¸oklu-ag˘ac¸ bir topoloji, kanallarda iletilebilen sem-
bol ku¨mesi ve iletis¸im maliyeti is¸levinin sec¸imi ile probleme
yansıtılmakta iii) Gauss dag˘ılımlara kısıtlı kalmayan sonuc¸lar
u¨retilebilmektedir. Bu s¸ekilde literatu¨rde yer alan ve daha c¸ok
kestirim maliyetini du¨s¸u¨ren nicemleyici tasarımı c¸erc¸evesindeki
dag˘ıtık kestirimci yaklas¸ımlarından daha genel topolojiler ic¸in,
iletis¸im maliyetini de go¨z o¨nu¨ne alan ve pratik amac¸lar ic¸in
yeterli yaklas¸ıklıkta sonuc¸lar elde edebilmekteyiz. Bunun
yanında kestirim ve iletis¸im maliyetlerinin farklı sec¸imleri ic¸in
yakınsanan bas¸arım noktaları go¨z o¨nu¨ne alındıg˘ında, bu iki
deg˘er arasındaki ilis¸ki nicemsel bir s¸ekilde incelenebilmektedir.
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