Abstract. This short paper revisits a free boundary problem which is used to describe the spreading of a new or invasive species. Our main goal is to understand how the underlying long-time dynamical behaviors response to the initial data. To this end, we parameterize the initial function as u 0 = σφ * , where σ is regarded as a variable parameter and φ * is a given function. Our main result suggests that when the diffusion rate is small, the species can persist in the long run (called spreading) for any σ > 0; while if the diffusion rate is large, the species will go to extinction finally (called vanishing) for small σ > 0. Maybe of more interest is that for some intermediate diffusion rates, there appears a sharp threshold value σ * ∈ (0, ∞) such that vanishing happens provided 0 < σ ≤ σ * and spreading happens provided σ > σ * . This result can be seen as an improvement of Theorem 1.2 in [8] .
1. Introduction. In this paper, we are interested in the population dynamics of the following free boundary problem        u t − du xx = u(a − bu), t > 0, 0 < x < h(t), h (t) = − d k u x (t, h(t)), t > 0, u x (t, 0) = u(t, h(t)) = 0, t > 0, u(0, x) = u 0 (x) ≥ 0, h(0) = h 0 > 0, 0 ≤ x ≤ h 0 .
(1) Problem (1) can be applied to describe the spreading of an invasive or new species over a one-dimensional habitat, with the population density denoted by u(t, x). Different to common fixed domain problems, here the right boundary of the habitat is represented by an unknown function x = h(t) which is changing as time increases and should be determined together with the solution u(t, x). The no-flux boundary condition at x = 0 indicates that the left boundary acts as a barrier, and so the population can only invade further into the environment from the right. It is assumed that at the very early stage of introduction, the species occupies an initial region [0, h 0 ] with population density u 0 (x), which satisfies u 0 ∈ Λ h0 {φ ∈ C 2 ([0, h 0 ]) : φ (0) = φ(h 0 ) = 0, φ (h 0 ) < 0, and φ > 0 in (0, h 0 ).}
The coefficient a accounts for the intrinsic growth rate of the species which reflects an ideal environment with resources homogeneously distributed, b measures the intraspecific competition, and d is the diffusion rate. a, b, d and h 0 are all positive constants.
The free boundary condition (the second equation in (1)) is firstly established by Lin [16] from an ecological point by using the Fick's first law (see also Bunting et al. [1] based on the consideration of "preferred population density" at the front). This condition coincides with the well-known one-phase Stefan condition arising from the investigation of the melting of ice in contact with water [18] , and has been applied in many other application fields, for example, the modeling of wound healing [4] , tumor growth [5] , spreading of disease [13, 14, 17] , and spreading of species [7, 8, 16] . To mention but a few.
The main purpose of this paper is to examine how the dynamics of problem (1) depends on the initial size u 0 (satisfying (2)). With this in mind, we introduce a positive parameter σ in the initial data, i.e., let u 0 = σφ * with φ * being a given function in Λ h0 , and then investigate the potential population dynamics by altering the size of σ. We will try to determine the range of σ in which the species can establish itself successfully in the new environment (called spreading) or fail to establish (called vanishing), and particularly, we are interested in the existence of a finite critical value σ * , which sharply separates the phenomena "spreading" and "vanishing".
This work is motivated by a recently published paper [8] , where the authors also investigated how the initial size affects the dynamics of a free boundary problem similar to (1), but with more general reaction term f (u), which is divided into the following three cases:
(See the precise definitions of (f M ), (f B ) and (f C ) in [8] .) For f (u) of (f B ) or (f C ) type, the authors showed that under certain conditions, there exists a finite critical number σ * > 0 such that spreading happens for σ > σ * , vanishing happens for 0 < σ < σ * , and a transition phenomenon occurs at σ = σ * ; however, for f (u) of (f M ) type, a finite critical number σ * is established only for the following two special cases:
Case I : f (u) is globally Lipschitz continuous;
and
Clearly, the most salient example of nonlinearities of (f M ) type, the classical Logistic type nonlinearity u(a − bu), cannot be included in the above two special cases. For this reason, we think it deserves further study. Let us now state our main result as follows. ) (which arises in food-limited systems, see, e.g., [19] ), then the conclusion can be improved as:
The proof can be found in [8] since u(a − bu 1+u ) is globally Lipschitz continuous. The above theoretical result implies some biological explanations. Part (a) shows that slow diffusion rate is always beneficial for population persistence, which can be seen as an extension of that obtained from the fixed and bounded domain problems (see, e.g., Theorem 2.3 in [2] and Theorem A.1 in [3] ). Part (b) makes precise an intuitively obvious idea: population with large diffusion rate and low initial density will be driven to extinction finally. Part (c) indicates that species with suitably large diffusion rate can be very sensitive to the initial introduction size; in this case, whether the species establishes itself successfully or not can be solely determined by the initial size. This result can be seen as an improvement of Theorem 1.2 in [8] .
Mathematically, it is a challenging problem that whether large initial data always guarantees species spreading when d > d 1 (see Remark 4.3 in [23] ). Clearly, the conclusion in part (c) above gives a partially positive answer, but it is still unclear when d becomes sufficiently large. In the last section of this paper, we will discuss for any given d > 0, which factors can help or block the species to survive. Such discussions may have important implications for the prediction and prevention of biological invasions.
We remark here that Theorem 1.1 continues to hold when u(a−bu) is generalized as a monostable type nonlinearity f (u), which behaves like u(a − bu). (The main modification is to replace a by f (0).)
We end this section by mentioning some recent related researches. Problem (1) and its variations have been widely studied; see for example, [7] where the initial habitat size h 0 and the ratio d k are regarded as varying parameters, a different approach from here, and [6, 15, 23] where heterogeneous environment is taken into account. For some important and latest advances in this direction, we refer to [9, 10] , where more accurate spreading speed is obtained. In addition, the idea of introducing a variable parameter σ in the initial data to study the dynamics of free boundary problems can also be observed in [11, 12, 20, 21, 22] , where the nonlinear reaction terms behave like u p with p > 1 which admits the phenomena of blowup, and thus the arguments used there are quite different from the current situation.
The rest of this paper is organized as follows. In section 2 below, we present some fundamental results. Then in section 3, we prove our main result Theorem 1.1, and finally in section 4, we give a short discussion.
2. Preliminaries. In this section, we want to present some fundamental results, which will be used in later analysis.
We first display the global existence and uniqueness result of the solution to problem (1), as well as a spreading-vanishing dichotomy.
Theorem 2.1. (Theorems 2.2 and 2.3 in [7] ) For any given u 0 satisfying (2) and any α ∈ (0, 1), problem (1) admits a unique solution (u(t, x), h(t)), which satisfies
where
Next, we discuss an eigenvalue problem, especially the properties of its principal eigenvalue. These discussions are crucial for later analysis.
For the sake of potential applications, we consider a more general situation as the following
where L > 0, and m(x) ∈ C[0, ∞) satisfies
with m 1 and m 2 being two positive constants. (The special case m(x) ≡ a corresponds to the linearized version of problem (1) in a fixed domain.) It is well-known that problem (3) admits a principal eigenvalue λ 1 = λ 1 (d, L, m), whose corresponding eigenfunction, denoted by ϕ 1 , can be chosen to be positive in [0, L) and normalized by ϕ 1 L 2 = 1.
We include some properties of λ 1 as follows.
Proposition 1.
The following statements about λ 1 are true:
is a strictly increasing continuous function of d and it satisfies
Consequently, for any given L > 0 and m(x), there exists
(2) λ 1 (d, ·, m) is a strictly decreasing continuous function of L and it satisfies
Proof. The proof of Parts (1) and (2) can be found in [23] (see Theorems 3.1 and 3.2 there). We now turn to deal with Parts (3) and (4). We first prove Part (3). Let 0 < L 1 < L 2 . Since λ 1 is a decreasing function of L (Part (2)), we see
Observing that λ 1 increases with respect to d (Part (1)), we further deduce
which completes the proof of Part (3). Part (4) can be established similarly. Indeed, if 0
where, again, the monotonicity of λ 1 with respect to d and L is employed. The proof of this proposition is complete.
Remark 2. For the special case m(x) ≡ a, it is easy to compute λ 1 = dπ 2 4L 2 − a, and to check all the above properties.
3. Proof of the main result. This section is devoted to the establishment of our main result Theorem 1.1. 
is a lower solution of the free boundary problem (1) if we choose so small that
By the dichotomy in Theorem 2.1, spreading must occur.
Due to the monotonicity of h(t) (see Theorem 2.1), we can select some small t 0 > 0 such that h(t 0 ) > h 0 , and so
in view of Proposition 1. Now, replacing h 0 by h(t 0 ), we can construct a lower solution over [t 0 , ∞) × [0, h(t 0 )] in the same spirit of the above, and then the desired result would follow. The proof is complete. Proof. Motivated by [23] , we prove this result by constructing a suitable upper solution.
Since
π 2 , we can find some δ > 0 small such that dπ
For such δ, let us further define
where ε > 0 will be determined later. By a series of computations, one sees for (t, x) ∈ (0, ∞) × (0, g(t)),
;
>0 (due to 4).
Moreover, if we take 0 < ε ≤
Now, let us set
Then for the above chosen δ, ε, and any 0 < σ ≤ σ, we can conclude
It follows from the comparison principle (Lemma 3.5 in [7] ) that
and thereby 
Proof. We first make an assertion that if vanishing happens, then
In fact, when vanishing happens, by Theorem 2.1, we have h ∞ < +∞ and lim
Let us define
By a direct computation, one obtains
where the boundary conditions have been used. An integration of the above equality from 0 to t yields
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which can be rewritten as
which implies f (t) > 0, for all t > 0, and hence
By sending t → ∞, one then immediately attains
where (6) is used. For the case
, and let (u, h) be the corresponding solution of problem (1) with u 0 replaced by u 0 . Since
, by the first step we see
and so
due to the fact that (u, h) is a lower solution. Combining inequalities (7) and (8), we get the above assertion (5). The rest proof can be finished by using the contradiction argument. Suppose that for d 1 < d < d , spreading does not happen. Then using Theorem 2.1 again, we know vanishing must occur. Consequently,
where the strict inequality holds due to Part (4) in Proposition 1. Clearly, inequality (9) causes a contradiction with (5), and this contradiction ends the proof.
Lemma 3.4. The following identity holds
Proof. For the sake of notation simplicity, let us define
We first prove sup
Anyway, we have ζ(u 0 ) ≤ h 0 + a bk h 0 , for all u 0 ∈ Λ h0 , and thus sup
Next, we verify the equality holds. To this end, we only have to prove that for any > 0, there exists some u 0 ∈ Λ h0 such that ζ(u 0 ) > h 0 + a bk h 0 − . Such u 0 is not difficult to construct, for example, Hence, there exists some u 0 ∈ Λ h0 such that
On the other hand, for this u 0 , Lemma 3.3 tells us that spreading must happen for any D ∈ (d 1 , d ). In particular, we see that for u 0 = u 0 and D = d, spreading happens. Now, let us define σ = inf{σ > 0 : σφ * ≥ u 0 }.
