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1. Introduction 
by 
and William F. Eddy 
Carnegie-Mellon University 
Consider the problem of inferring which of several ostensible models 
M1,M2 , ••• ,Mm best explain a set of data X 
(N) based on N independent 
observations. One way, and in a sense the most useful, is to determine 
which of these models renders the "best" predictions for future observa-
tions. If the process generating observations was not subject to stochas-
tic variation, or only trivially so, and critical conditions led to com-
pletely distinct predictions, it would be a simple matter to select the 
most appropriate model of those under consideration. If it were clear 
that the process was subject to random variation and the models were only 
specifiable up to a known distribution function Fk(·I~) then a ranking 
of the likelihoods under each alternative model and selection of the most 
likely model given the data, is possible. If prior probabilities reflect-
ing the "truth" of the various models were assumed then the most probable 
of those considered is clearly calculable. 
Problems confronting research workers and statisticians are often not 
quite so simple. At best the models are such that the distributions are 
specifiable only up to a set of unknown parameters. They may, in one set 
of circumstances, involve completely distinct distribution functions and 
parameters or in another be a nesting of models, e.g., under one model two 
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parameters may differ while for another the parameters may be the same. 
When many other assumptions are satisfied these problems can be handled 
within the Bayesian framework of hypothesis testing. But 
this has not really been a resolution acceptable to many mainly because 
of the necessary reliance on a host of subjective assumptions. In parti-
cular for the nesting situation it seems difficult to escape the awkward 
introduction of lumps of probability to avoid a zero posterior probability 
of a model which asserts the equality of several parameters relative to 
a model which assumes the contrary. Further difficulties ensue when 
reasonable distributional assumptions with regard to the process generating 
the data are not tenable. It may also occur that the models are only some-
what vaguely specified, e.g., one model may specify that a label is rele-
vant for prediction while another asserts that it isn't. 
In this paper Predictive Sample Reuse (PSR) techniques will be used 
to supply some partial resolutions for these problems. In a technical 
report by Lee and Geisser (1972) the method was utilized to determine,for 
particular sets of growth curve data,which of a wide variety of plausible 
approaches, each of which resulted in a method for predicting future observa-
tions from the data, would be most appropriate. For a particular set of 
data each alternative approach yielded a predictor for an omitted observation 
based on the rest of the data. This was repeated for each observation and 
various relevant summary measures of the discrepancy of the predicted values 
from the observed values were calculated. These summary measures then pro-
vided a basis for the selection of the method apparently most appropriate 
for the given set of data. This simple approach appeared to be particularly 
useful because the more than a dozen prediction methods ran the gamut of 
highly structured Bayesian paradigms to simple data analytic models. 
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In the next section we assume sampling distributions are specified 
but that the parameters are unknown and subjective prior distributions for 
them are unavailable. For this situation we propose a blending of sample 
reuse and quasi-Bayesian procedures as a solution. A quasi-Bayesian pro-
cedure is one that allows improper prior distributions and the use of a 
product of conditional predictive distributions as a criterion in place of 
the more logically appropriate joint predictive distribution. Applications 
and illustrations are presented for some particular cases. 
In the third section we abandon distributional assumptions and present 
and discuss some simple data analytic sample reuse solutions. 
-4-
2. High Structure Selection - General Setup 
Given a set of data x(N)= (x1, ••• ,x) , arising from independently 
- N 
distributed random variables, suppose that for each x. 
J 
there is an associ-
ated set z. , which incorporates all that is assumed known with certitude 
J 
about x . • 
J 
Assume further that a number of possible models 
~,•••,Mm 
could have generated the data or can tentatively offer a satisfactory 
explanation of the data. The models should imply distinct distributions 
for the data and may induce a partition of the data based on the known 
associated set z(N)= (z1,•••,zN) • 
-
For example, a particular l\ may 
imply that there are two different populations rr1 and TT2 based on the 
fact that the data are capable of a recognizable partition 
( N) _ ( Nl) ( N2) 
X - (~ ,~ ) 
(Ni) - . . 
where ~ - (xi1 , ••• ,xiN.) • By this we mean that each zj includes as 
i 
one of its components a recognizable label denoted by i = 1 or 2; and that 
(Ni) 
the x. 
-J. 
could be viewed as a random sample from TT .• 
i 
An alternative 
model ?\• might posit that the labels 1 and 2 were irrelevant and that 
TT1 = TT2 =TT. In either situation the distribution functions may be parti-
ally or completely specified. If the distributions were completely specified 
under each model then one would compute, assuming ~(N)= (x1, ••• ,xN) was 
the realized value of a set of independent random variables X(N) , 
1ic = f(~(N), ~ (N) ,?\) = N TT f.(x.lz.,?\) 
·-1 J J J J-
the probability density or likelihood as a criterion of assessment. However 
the density f(x(N)l:_(N),?\) will, in most instances, be specified up to a 
set of unknown parameters ~ 
estimated by inserting for ~ 
as indicated by ?\. 
" (N) 
the m.l.e. ~(~ ) 
1ic can presumably be 
under l\. In parti-
cular if l\ s; l\• , as will sometimes be the case, this is of little use for 
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direct comparisons because the maximization obviously requires that 
,.. ,.. 1ic,(~ 1 ) ~ 1ic(~) . However the quotient of the two maximized likeli-
hoods is the basis for Likelihood Ratio tests. Here the PSR method will 
be utilized so that direct comparisons will still be meaningful. Let 
~~)l) represent the data set ~{N) but with xj omitted. Further con-
sider a predicting density f(xj~(N) ,~) that could be used to predict 
future observations when~ is true. For example one could choose as a 
,.. 
predicting density f(xf~,'t\) having the same form as the postulated 
sampling density f(xfe,l\) but with the m.l.e. estimator ~ substituted 
for ~. We prefer, for the most part, an alternative choice for 
the predicting density--one that would be indicated by a predictive Bayesian 
analysis. We shall discuss this point subsequently. 
Nonetheless once the choice is made the predicting density is modified 
so that it can be applied to the observations already in hand. This is 
accomplished by considering as predicting density for 
and then computing 
N (N-1) 1ic = Tff.(x.lx(.) , zJ.,MiJ, k = l, ••• ,m 
i=l J J. J 
and obtaining 
1ic* = Max 1ic. 
k 
(N-1) X.,f.(x.Jx1 .) ,z.,M) J J J -\J J -1<. 
All other things being equal the model ~* is then selected as the most 
appropriate among those under consideration. It is worthwhile to note that 
the product 1ic is formed by treating the Xj as though they were predictively 
-6-
independent--which they are when conditioned on the parameters as 
reflected in their joint sampling distributions. However if the actual 
predictive densities derived from a Bayesian analysis had been used, the 
joint distribution of theX. 's would invariably be unconditionally (pre-
J 
dictively) dependent, Geisser (1966). The product ~ then is to be re-
garded as a compromise between Bayesian and non-Bayesian methods in the 
following sense: Firstly, for the sake of computational convenience the 
product of the conditional densities of X. 
J 
X(N-1) _ (N-1) 
~j) - ~j) given 
j = 1, ••• ,N, is used rather than the correct joint predictive density. 
Secondly we note that the conditional predictive density of X. 
J 
will 
depend on ~~)l) = ~;)l) as well as the form and hyperparameters of 
the prior distribution of ~ but that the joint predictive density depends 
only on the latter. This appears to us to put too much emphasis on the 
prior distribution. Thirdly if the prior distribution of ~ is improper 
then the joint predictive density of X(N) will also be improper but we 
often find it convenient to use improper priors. In sununary we are 
modifying a highly structured Bayesian procedure by laying greater stress on 
the data. 
The use of the predictive density as either an estimate or a surrogate 
for the sampling density was suggested by Geisser (1971). From a Bayesian 
viewpoint this is a better procedure than utilizing as an estimate the 
,. 
original sampling density with the m.l.e. ~ substituted for ~. 
Aitchison (1975) presents a frequentist justification for this fact using 
the Kullback-Leibler (1951) directed measure of divergence. 
Recently M. Stone (1976) derived a result which is of some interest in 
elucidating the relationship between PSR and other methods. He showed 
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that if one used as predicting density the reused estimative sampling 
density, constructed by substituting the m.l.e. of the parameter set for 
the parameter set itself excluding the observation inserted into the density, 
then this reused quasi-likelihood criterion was asymptotically equivalent 
to a selection criterion proposed by Akaike (1973) which will be given 
below. In other words,if X. 
J 
has density f . ( X • ' Z • , 81_ , M ) J J J ~ -1< 
and the reused quasi-likelihood· predicting density is 
,.. 
fj(xjfzj,~(j)'l\:) 
,.. 
where !k(j) is the m. 1.e. of ~ with x. omitted, then J 
j = l, ••• ,N, 
(2.1) 
,.. N ,.. -p(Mit) N ,.. 1ic = TT f . ( xj I z . , ~ ( . ) , ~) ... e TT f . ( x . I z . , ~, ~) 
·-1 J J J ·-1 J J J J- J-
(2.2) 
as N - =, where P('f\) is the number of unknown parameters of ~ as 
specified by ~. The r.h.s. of (2.2) is essentially the Akaike criterion 
for model selection in that the largest value, for k = l, ••• ,m, indicates 
the choice of the model. 
For two alternative models I\ and I\:• , 
N ,.. N ,.. 
A = TT f . ( x . I z J , ek, ~) I TT f . ( x . I z . , ek ., ~ , ) , j=l J J j=l J J J (2.3) 
is the likelihood ratio test criterion. Now, under fairly general conditions, 
-2 log A tends asymptotically to a x2 with P(l\,) - p(~)= p degrees of 
freedom when l-\c is the true model. Further, for deciding between two 
models ~ and l\• the reused,..quasi-likelihood predicting density pro-
11< 
cedure is equivalent to -2 log-;:-> 0 for choosing l\• in favor of l\ • 
1it' 
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Hence, a, the significance level of the criterion asymptotically tends to 
P(X2 > 2p} , p . 
where x2 is a chi-squared variate with p degrees of freedom. p 
(2.4) 
It can also be shown that the particular reused quasi-Bayes predicting 
densities set forth in the following subsections 2.1-2.3 have this same 
asymptotic property as the reused quasi-likelihood predicting density. 
However since we have not produced a general method for obtaining these 
quasi-Bayes predicting densities, we cannot give a general theorem, but a 
case by case verification is possible. As indicated previously, however, our 
choice of the quasi-Bayes predicting densities is predicated on the fact they 
provide better "estimates" of the sampling density than the m.1.e. estimative 
procedure from both a Bayesian and frequentist point of view. 
In what follows we apply the ideas presented here to some standard 
problems usually handled by hypothesis testing methods. 
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2.1 Bernoulli Models 
Let X (N) be a set of binary data bearing two distinct labels, i.e., 
z.= 1 or 2, so that we incorporate this directly by writing x(N) = 
J 
(~ (N1),~N2)) • we then wish to assess the relevance of the label for 
generating the response. In the formal language of statistical theory we 
assume two alternative hypotheses (models) i.e., two populations such that 
under TT. , P(X .. = 1) = 9. = 1-P(X .. = 0) for j = 1, ••• ,N., i = 1,2 where 
l. l.J l. l.J l. 
X .. are independently distributed. Hence under 
l.J 
Under M1 and a prior uniform density for 9 € [O,l] we can easily 
compute the predictive density for a future observation to be 
P(X=lf~(N) ,n) = :! = l-P(x=o1~(N) ,TT) (2. 1. 1) 
where r is the number of ones in the set x(N) • Under ~ we compute, 
assuming 01 and 02 are a priori independent and uniformly distributed, 
the predictive probability of a future observation from n. to be 
l. 
P(X=l f ~( N), "i) = 1-P(x=ojx(N),n.) 
- l. 
where is the number of ones in the set 
(2.1.2) 
Now we compute the product of the predicting sample reuse densities 
under the two alternative models and obtain 
-10-
r r N-r N-r 
11 = (N+l) (N+l) (2. 1. 3) 
rl Nl-rl N1-r1 r2 r2 N2-r2 N2-r2 rl 
L2 = (N +l) ( N + 1) (N +1) (N + 1) 
1 1 2 2 
These may be regarded as relative measures of the predictive plausibility 
of the two models due entirely to the data. 
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2.2 Exponential Models 
Suppose under model M1 we assume the data ~(N) have been independently 
generated from a simple exponential distribution with density 
(2.2.1) 
and under model ~, assuming two distinct labels such that 
(N) _ (Nl) (~)) (Ni) 
x -(x1 , x2 where xi = (xi1, ••• ,xiN.) 
l. 
i = 1,2. (2.2.2) 
Again taking a hint from a Bayesian analysis, we use vague priors of the 
type 1 o: - , and 
Xi 
compute the predictive density of a future observa-
tion under 
' 
(N) - N - N+l Mi; ffl = ff2 = rr: f(x x ,n) = N(Nx) /(Nx + x) (2.2.3) 
( ) _ Ni _ Ni+l 
f(xjx N ,rri) = Ni(Nixi) /(Nixi+x) 
where 
Ni 
-1 - -1 - -
xi= Ni i~lxi and x = N (N1x1 + N2x2 ) • 
We shall use (2.2.3) as the basis for the sample reuse predicting densities 
(quasi-Bayes) though we note in passing that we could also use, 
(2.2.4) 
where ,.. --1 Ai= xi is the m.l.e. of A • This was previously termed quasi~likelihood. 
-12-
Hence applying the PSR criterion, we choose the larger of 
Ll = 
= 
L2 = 
= 
If we had 
"' 
Ll = 
= 
L2 = 
= 
2 
TT 
i=l 
0 
2 
rr 
i=l 
0 
used 
2 
N. - N-1 ]. ( N-1 )[ Nx - x . . ] 
TT l.J 
j=l (Ni)N 
otherwise 
N. N.-1 (N.-1) [N.ii-x .. ] ]. ]. 
TT ]. ]. l.J N. j=l [Nixi] ]. 
otherwise . 
(2.2.4) then 
N. (N-l)x .. 
- l.J 1. 
for x .. >0 
l.J 
for x .. >0 l.J 
N-1 Nx-x· · TT rr ( ) e l.J for x .. >0 
i=lj=l Nx-xij l.J 
0 otherwise 
N. (N.-l)x .. 2 N. -1 ]. ]. l ]. N·X·-X·. ( l. ) for >0 TT TT e l. l. l.J x .. 
i=l j=l N.x. - x .. l.J 
1. ]. l.J 
0 otherwise. 
(2.2.5) 
(2.2.6) 
(2.2.7) 
(2.2.8) 
There is some interest in comparing these two criteria: The quasi-Bayes 
A ,,._ 
(L1 and L2 ) and the quasi-likelihood (11 and L2 ). It can be shown under 
M1 that as the sample sizes increase that L1 and L1 converge to a common 
value, as do L2 and L2 • Appealing to the aforementioned result of Stone 
(1976) the two different criteria are then asymptotically equivalent to 
Akaike's criterion and have asymptotic significance level P(Yf > 2} under 
... 
... 
--
--
\a 
-
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For small sample sizes a Monte Carlo experiment was performed to 
determine the rate at which the two criteria selected M2 for data generated 
under M1 • For N1 = N2 = K, 10,000 samples each of size K = 2(1)10 
were generated and the two criteria were computed for each sample. The nine 
two-by-two tables indicating the selection rates are given in Appendix I. 
For each sample size, Figure 2.2.1 indicates the probability of incorrect 
selection for each criterion together with the asymptotic value: 
Pfxf > 21 = 1.57. It should be noted that in every case the error rate for 
the quasi-Bayes criterion was smaller than the rate for the quasi-likelihood 
criterion. 
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Figure 2.2.1 
Comparison of Quasi-Bayes and Quasi-Likelihood Selection 
1 Criteria for the Exponential Model M1 
X 
.2 X 
0 0 0 
.1 
K 3 5 
x Quasi-likelihood 
o Quasi-Bayes 
)( 
0 X 
0 
7 
)( 
_I - :_ -
9 
Asymptotic Probability 
l Based on 10,000 samples 
)( 
0 
To illustrate the use of this quasi-Bayes criterion some examples are 
presented. First, consider the following data from Gross and Clark (1975, 
Table 7.1). 
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Table 2.2. 1 
Time to relief (in minutes) of headache pain 
Patient Standard Treatment New Treatment 
1 8.4 6.9 
2 7.7 6.8 
3 10.1 10-3 
4 9.6 9.4 
5 9.3 8.o 
6 9.1 8.8 
7 9.0 6.1 
8 7.7 7.4 
9 8.1 8.o 
10 5.3 5.1 
For illustrative purp~ses, they ignored the fact that these data were 
paired and assumed they were dealing with two independent samples. The F 
~ 
ratio xstandard/xnew, was computed to be 1.10. Since P(F20,20 > 1.10} = .42, 
a two-sided test has probability .84. Using the methods presented here, the 
following values were computed: log 11 = -12.64 and log 12 = -13.57. Thus 
both the quasi-Bayes criterion and the usual likelihood ratio test do not dis-
agree that M1 should be preferred. 
The second set of data is taken from Davis (1952, Appendix I), and illus-
trates the fact that this approach is easily extended to several populations. It 
is counts of the number of correct bank statement entries between errors plus 
one listed in order of occurrence over a period of 10 days for five clerks. 
The first 26 observations on four selected clerks are presented in Table 2.2.2. 
'-' 
,. 
I I 
ti. 
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Consider first a comparison of clerks #2 and #3• Log 11 has the value -393.62 .. 
and log 12 -394.45. So the PSR method prefers the model that these two 
... 
clerks are the same. 
--
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Table 2.2.2 
Number of Correct Ledger Entries Between Errors 
1st Clerk 2nd Clerk 3rd Clerk 5th Clerk 
734 451 726 149 
121 3 883 74 
404 1116 142 170 
646 1143 196 2 
1072 447 14 129 
148 630 1905 3 
312 37 456 65 
773 2031 2565 44 
43 1786 610 204 
1102 659 1263 333 
111 151 347 60 
641 210 881 11 
754 1426 1214 60 
598 72 248 20 
86 699 195 608 
2138 426 548 19 
150 1040 234 64 
1047 277 1096 113 
907 72 530 413 
165 1286 338 75 
166 235 356 22 
6 625 217 403 
94 493 195 299 
1023 2 77 396 
903 756 392 6 
355 1460 3114 156 
Now consider three clerks, il, 12, and #3• With three possible popu-
lations there are a total of five possible partitions: (123), (1)(23), 
(2)(13), (3)(12), (1)(2)(3). Computing log L under each of the five parti-
tions yields -584.80, -584.95, -585.40, -585.28, -585.79, respectively. Thus 
the model which says that all three clerks are the same is preferred. Another 
example considers clerks 12, #3, and #5• Por the partitions (235), (2)(35), 
(3)(25), (5)(23), (2)(3)(5) the values of log L are -566.77, -565.93, 
-564.71, -551.00, -551.84, respectively. The model with #2 and 13 the same 
and 15 different is preferred. 
The computer programs which computed the values of log L for the exponential 
model with two populations and with three populations are given in Appendices II 
a~d III respectively. 
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2.3 Normal Models 
Here we shall assume three possible models but only two distinct labels 
so that the data could have arisen from two normal populations specified by 
rr., i = 1,2 with density 
]. 
(2.3.1) 
but permitting the three following models; 
Ml: = or µ,l = l-h2 2 - 2 1Tl TT2 ' a 1 - 0'2 
M2: TTl ; TT2 or µ,1 :/: µ,2 but 0'2 = 2 1 0'2 
M3: TTl ; TT2 or µ,1 :/: µ,2 and af 1F a~. 
Again taking our hint for the predicting densities from a Bayesian 
predictive analysis with the usual improper prior g(µ.,a.)a: .!... ]. ]. O'i 
pute the following predictive densities, c.£. Geisser (1964), 
where 
N-1 
2 
we can com-
(2.3.2) 
(2.3.3) 
i. 
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2 Ni 
- L--. - 2 2- -1 "' 2 2 - -1 -t 2 = (N-1) l..J_j (x .. -x) , s - (N-2) LJ (N.-l)s., s. - (N.-1) E (x .. -x.) 2 • 
ij l.J i=l 1 l. 1 1 j=l 1J l. 
(2-3.5) 
Using 2.3.2 - 2.3.4 as the means of forming predicting densities we then 
obtain 
N. N-1 - 2 N-1 
2 L N-l -\; r(2) (N-1) (x .. -x~. ')) - 2 
L = TT TT ( ) ( 1 + J.J l.J ) 
1 ·=l"=l n(N-2)N r(N-2)t N(N-2)t (" ·) 
i J 2 ( ij) l.J 
where 
- ( f1 E (ij) . 2 - ( fl L (ij)( - )2 
x(. ·) - N-1 ~t' t (" ·) - N1+ N2-2 ~t-x(. ·) l.J k,t l.J k,t l.J 
and Dij) represents the sum over all values except x .. , 
l.J 
N-2) 2 Ni N.-1 \ r(2 
L2 = rr -~ (ff(N~3)Ni) r(N-3)s(. ·) i=l J-1 2 l.,J 
N-2 )2 -(N. -1) (xifii( j) f 2 
l. 2 [1 + Ni(N-3)s (ij) 
where 
(2.3.6) 
( 2-3. 7) 
(2.3.8) 
Ni 
x.( ·) = (N.-1)-l ~ x.t; s 2 (. ·) = (N1+ N2-3f1[(N.-2)s 2 i( .)+ (N3 .-l)s32 • ] ; l. J l. t=l l l.J l. J -l. -l. 
t,j (2.3.9) 
Ni 
-1 "' -s~( ·) = (N.-2) LJ (x.t-x.( .)) 2 ; 
l. J l. t=l l. L J 
t,j 
-18-
and 
N -1 
2 Ni ( Ni-1 )\ r(-1._·2-) (1 + (Ni-l)(xij-Xi(j))) 
L3 = rr rr n(N.-2)N. -N--2--- N1..(N1..-2)s1.~(J·) i=l j=l ]. ]. i 
r(-2-)si( j) 
N.-1 
]. 
---2 
(2.3.10) 
As an illustrative example here consider the following data from Lindley 
(1965, p. 124, Problem 11). 
Table 2-3. l 
Values of the Cephalic Index for Two Random Samples of Skulls 
Sample I 
Sample II 
74.1, 77.7, 74.4, 74.o, 73.8, 79.3, 75.8, 
82.8, 72.2, 75.2, 78.2, 77.1, 78.4, 76.3, 76.8 
70.8, 74.9, 74.2, 70.4, 69.2, 72.2, 76.8, 
72.4, 77.4, 78.1, 72.8, 74.3, 74.7 
The values of log L were computed for these data under the three 
possible models yielding: log 11 = -72.05, log L2 = -69.70, and log L3 = 
-70.95. So the sample reuse criterion clearly opts for model ~ where 
~l; µ,2 but 
The usual hypothesis test comparing ~ and M3 leads to a value of 
1.0479 for the F statistic with 13 and 15 degrees of freedom. The two-
sided test does not reject model ~. Conditional on this result the test 
comparing M1 and M2 leads to a value of 5.2798 for the t statistic with 
26 degrees of freedom. The null hypothesis is easily rejected. In this example 
hypothesis testing and the sample reuse criterion lead to the same result: ~. 
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The computer program which calculated the values of log L1 , log L2 , 
and log L3 is given in Appendix IV. 
We further note that this model selectlon approach can be easily ex-
tended to multivariate normal populations. This may be accomplished by 
utilizing reused versions of the densities given by Geisser (1964, eqs. 3.21, 
and 3.33). 
A common problem in multiple regression situations involves the "optimal" 
choice of some subset of potential independent variables. Consider the 
normal linear model; X. independently distributed with mean z~e , j = l, ••• ,N 
J ~-
and counnon variance a 2 where z!= (z1 ., ••. ,z .) , ~· = (~1, ••• ,~) 
-J J qJ - q 
z = (:i,•••,!N) • Assuming the improper prior density g($,a)~; one can obtain the 
predictive density of a future observation, e.g., Geisser (1965). This quasi-
Bayes reused predicting density is computed for some subset of arbitrary size 
k of the q regression coefficients, without loss of generality the first 
k. \ then represents the model which includes only the first k regres-
sion coefficients • 
N-k) N c. L r(2 J )~ 
I... = IT ( 2 N-k-1) ~ j=l a(j)" r(-2-
c.(x.-z~b )2 N-k 
(l + J J2-,l (j) )- 2 
a (j) 
~j) = (xl, ••• ,xj-1' xj+l, ••• ,xN) 
~ j) = (!J_' •• • '=.j-1' ~j+l,. • ., !N) 
~ j) = (~ j )~ j) )-1!( j )~ j) 
a ( j ) = ( ~ j ) -~ j )~( j ) ) ' ( ~ j f ~ j)~( j ) ) 
-1 
c. = 1 - z~(zz') z. 
J -J - -J 
where k replaces q • 
(2.3.11) 
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By appropriate renumbering one could of course compare any subset s1 
of the q variables with any other, say s2 , by calculating L(s1) and 
L(s2 ) and preferring the model with the larger product. 
For the normal multivariate regression case one can utilize reused 
quasi-Bayes predicting densities based on Geisser (1965, eq. 4.17). 
To illustrate the use of this regression criteria consider the classi-
cal Hald data from Draper & Smith (1966, Appendix B) given in Table 2.3.2. 
Table 2.3.2 
Hald Data 
XO xl x2 x3 X4 y 
1 7 26 6 60 78.5 
1 1 29 15 52 74-3 
1 11 56 8 20 104.3 
1 11 31 8 47 87.6 
1 7 52 6 33 95.9 
1 11 55 9 22 109.2 
1 3 71 17 6 102.7 
1 1 31 22 44 72.5 
1 2 54 18 22 93.1 
1 21 47 4 26 115.9 
1 1 4o 23 34 83.8 
1 11 66 9 12 113.3 
1 10 68 8 12 109.4 
The values of the criterion log¾< were computed for the 16 possible 
regressions based on Xl, • • • ,X4 • '!'hey are reported together with the 
residual mean square for each regression from Draper and Smith in Table 
2-3.3. 
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Table 2-3.3 
Regression Residual log½< 
Variables Mean Square 
1 115.06 -65.86 
2 82.39 -64.50 
3 176.31 -68.75 
4 80.35 -63.77 
12 5.79 -46.23 
13 122.71 -66.28 
14 7.48 -48.13 
23 41.54 -59.90 
24 86.89 -64.67 
34 17 .57 -54.oo 
123 5.35 -45.57 
124 5.33 -45.29 
134 5.65 -45.71 
234 8.20 -48.33 
1234 5.98 -45.80 
It should be noted that the ordering of the subsets of regression variables 
induced by log½< is nearly identical to the ordering induced by the residual 
mean square. A computer program written in APL which computed the values of 
log½< is given in Appendix VII. 
.: 
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2.4 Non-nested Models 
Previously the models we treated were those usually associated with 
standard statistical hypothesis testing paradigms and as such were nested. 
The parameters under one model were unrestricted, while for other alterna-
tives, the parameters were restricted in varying degrees to lower dimensional 
spaces. As we have mentioned earlier, full Bayesian analyses are possible 
but invariably include lumps of probability for the lower dimensional spaces 
to enable posterior odds ratios to differ from O and 00 • When the models 
represent different distributional families whose parameters bear no direct 
relation to one another the posterior odds ratio will depend on the joint 
predictive density of the observations under the various models. we noted 
that this predictive density depended entirely on the prior assumptions and 
indicated our reluctance to be so heavily dependent on them. Also if one 
were to utilize improper priors then the joint predictive density would be 
improper and hence of very limited value. So that even though the non-nested 
situation appears to be more similar to the full Bayesian treatment it still 
differs in that it substitutes the product of conditional predictive densities 
for the joint predictive density in order to give more weight to the data. 
In this respect it is a synthesis of frequentist and Bayesian notions seasoned 
by the data analytic spice of sample reuse. 
As an example of a non-nested situation we could postulate that under ~' 
the set of observations ~(n) was generated by a simple exponential distri-
bution while under M2 by a normal distribution. Hence we would then compare 
' L1 of (2.2.5) with L1 of (2.3.6) to assess which assumption for the data is 
more appropriate. 
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If one's intention is to predict a single point for a future observa-
tion by using the mean of the predictive distribution then this assessment 
is irrelevant since under each model the predictive mean is x. However 
other values such as the mode or median will differ rather sharply. More 
to the point - if we are interested, as well we should be when assumptions 
pennit, in predicting an interval for a future observation then the two 
models will certainly provide rather different solutions. 
-24-
3. Low Structure Selection 
By a low structure situation we mean that no assumptions about the 
likelihood are made for one or more of the alternative models available 
for selection. This lack of specificity compels us to abandon the pre-
dicting density criterion and return to the more primitive point pre-
diction function x(~(N) ,~(N\,~) = fk(x(N)) • Additionally we intro-
duce a discrepancy function Dk, a summary measure of deviations of 
observed values x. 
J 
from their predicted values " (N-1) (N) x/~j) ,~ ,~) = 
fk(~~) 1)). Minimization of I\ with respect to k leads to the 
selection of the "best" model. A formal description of such a low 
structure procedure useful in certain very basic statistical paradigms 
was presented by Geisser (1974, 1975). In this section we apply this 
work to some of the previously discussed models and relate this to other 
methods. 
I 
lial 
I 
I 
..., 
... 
~ 
~ 
-
bal 
-
&al 
111111 
... 
... 
... 
.... 
.. 
-
la 
.. 
... 
!al 
-
-
-25-
3.l One or Two Groups? 
One of the classical hypothesis testing situations is basically 
whether a recognizable label is relevant for a response. Consider a set 
(N) (N) (Nl) (N2) 
of data ~ so labeled that x = (x1 ,x2 ), dispensing with 
z(N), and we are to determine whether the label is informative. There is then 
the possibility of two populations Tr 1 and TT 2 that may differ 
(at least with respect to location)or that for all intents and purposes 
do not, i.e., n 1 = TT 2 = ff • We shall make a choice on the basis of whether 
the data are better predicted when considered as one population or two. 
If we are to predict a future observation from a population that a set of 
data represent then we would usually, in the absence of other information, 
use some central value such as the sample, mean, mode or median. Here we 
shall use the sample mean as a predictor for a future observation. Under 
Ml: T'Tl = ff2 we shall use x and under ~: TTl f 'I'\~ we shall use xi 
i = 1,2 For convenience we shall use squared predictive error as our 
discrepancy measure with all notation as defined in section (2.3) and with 
one-at-a-time omissions, we compute, under M1 
2 N. 
1 . 1 -
n1 = N- ~ ~ ( xi . - x( .. ) ) 2 = i=l j=l J iJ 
N NlN2 - -
- [{N1-l)s1 + (N2-l)s~ + -N-(x1- x2 ) 2 ] 
(3.1.1) 
and compare this to 
2 Ni 
- -1 - 2 -n2 - N ~ ~ (x . . - xi(.)) -i=l j=l iJ J 
-1 Nl N~ 
N [N -1 sf+ N -1 s~] 
1 2 
(3.1.2) 
the discrepancy when prediction is made using only the data with the same label. 
-26-
Hence if Dl :s; D2 choose Ml 
' 
otherwise choose M2 • For the special 
case Nl ::!I N C K 2 we find that Dl > D2 is equivalent to 
Note that the 1.h.s. of (3.1.3) has an r1,2(K-l) distribution if all of 
the observations were independent and identically distributed normal random 
variables. Hence for equal size normal samples an F-test with varying a 
level emerges (see first row of Table 3.1). 
The comparison o1 > o2 of (3.l.l) and (3.1.2) tends to 
(3.1.4) 
for large N1 and N2 • If all the random variables are i.i.d., n1 = n2 , 
and the first two moments exist then the quantity on the left tends to a 
xf random variable as N1 and N2 increase. When the data 
are binary, i.e., x1 = 0 or 1 then the criterion becomes 
(3.1.5) 
,. 
where p
1
. = r./N. 
1. 1. 
When N1 = N2 = K say, (3.1.5) can be written in a more 
familiar form 
A A A A 
P1(l-p1)+P2(l-p2) 
> ( 4K-3)K 
2(K-1) 2 (3.1.6) 
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Specifically if one assumed that these data were independent Bernoulli 
variables all emanating fromthe same population then clearly the l.h.s. 
of (3.1.6) tends to a x2 1 variable as Hence asymptotically this 
would behave as a significance test with P[xf > 2] = .157, the a rejection 
level for the null hypothesis. It should be noted that the standard x2 
statistic for this problem is slightly different from the l.h.s. of (3.l.6). 
A A A 
It has a denominator which is 2p(l-p) where p = (r1 + r 2)/2K. 
As examples of the use of this low structure criterion consider the 
data introduced in Section 2. The data from Gross and Clark (1975) given 
in Table 2.2.2 yields n1 = 2.2919 and D2 = 2.3801. so the one population 
model M1 is preferred as it was when the quasi-Bayes criterion was used. 
The data from Davis (1952) given in Table 2.2.3 yields the values 
n1 = 46.0238 and n2 = 47.8248 for a comparison of clerks #2 and 13. This 
is in agreement with the quasi-Bayes criterion for the exponential model 
which also indicated ~ should be preferred. 
As a final example of the two group comparison consider the data from 
Lindley (1965) in Table 2.3.1. The value of o1 is 9.2545 and the value of 
n2 is 7.8743. While the low structure criterion is not directly comparable 
with the quasi-Bayes criterion for the nonnal model, the result is similar: 
two populations are preferred to one. The computer program which calculated 
the values of n1 and n2 is given in Appendix v. 
In order to have some understanding of how the criterion works we make 
some simple assumptions and instructive calculations. Suppose n1 ~ " 2 as 
the alternative to rr1 = ff2 signifies that E(Xlrr1) = µ1~ µ2 = E(Xln2 ) 
but that var(XJffi) = 0 2 for i = 1,2. Then we calculate 
-28-
E(D1fff1 = "2) = N~l cr2 
E(D2,,.,.1 = "2) == cr2 N 
N2 N2 
[ 1 . 2 ] N -1 + N -1 1 2 
and easily find that, for all N. > 1, 
i 
E(D1,,.,.1 = ff2) < E(D2,ffl = "2) • 
(3.1.7) 
(3.1.8) 
(3.1.9) 
Actually the right hand side is minimized for each fixed N when jN1- N2 ] = 
0 or 1. In particular if N1 = N2 = K then both sides of equation (3.1.9) 
are evaluated as 
cr2(1+ 2K1_1) < cr2(1+ K~l) • (3.1.10) 
If the specified alternative is true then 
N NlN2 
E(D1f "1 f "2) = N-1 °2 + (N-1) 2 (µ1- ~) 2 (3.1.11) 
while E(n2 f fl1 f n2) = E(n2Jn1 = ff2 ) • For large N1 and N2 n2 > D1 if 
2 2 1 1 1 1 (µ1- µ2) ~ cr (N + N) + O[(N + N) 2 ] • 
1 2 1 2 
(3.1.12) 
A simple exact expression when N1 = N2 = K is 
( ) 2 q
2 (2K-1) 2q2 
µ1- µ2 ~ K(K-1) = K (3. l. lj) 
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Hence on the average one would select ~, i.e., n1 in2 when it is true, 
if the squared difference of the population means is larger than the vari-
ance of the difference between two sample means of size N1 and N2 res-
pectively. Hence as a model selector the criterion is less than perfect 
because it concerns itself with the squared error of prediction which de-
pends on the variance, the sample sizes and the difference between the means 
of the two populations. All of these factors are involved in prediction 
error. Further it follows, from a trivial computation, that it is possible 
to have smaller prediction error using the grand sample mean as opposed to 
the appropriate group mean even when the population means differ. The point 
of course being that optimal point prediction is not equivalent to optimal 
model selection. If we use the methodology strictly for the prediction of 
a single observation from TT • , i = 1,2 
l. 
then we would compute 
and 
Hence 
N. 
Dli 
~l. - )2 = 
= N: LI (xij-x(ij) l.j=l 
N -1 N2 i _p - - )2 
---.-=-- [ Ji:-8i_+(x-x1 ] l. 
D2i 
N. N 
1 l. . 
- - ~ - )2 - l. 2 
- Ni LJ (xi.-x.( ·) - N -1 s. j=l J l. J i l. 
D2i < Dli for i = 1, 2 if 
(i.-i3 .)2 2NN. -N-N. 
l. -1. l. l. 
1 1 ::i!: N(N.-1) . s2(- + --) l. N. N3 . l. - l. 
(3.1.14) 
(3.1.15) 
C:,.1.16) 
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Again under the assumption that X(N) is a set of i.i.d. normal random 
variables the l.h.s. is an F random variable. Hence it is clear l,Ni-1 
from the prediction point of view that in one instance the criterion can 
choose x. 
1. 
choose x 
to predict a future observation from ff. 
1. 
and at the same time 
to predict from ~3 .• In other words the criterion for pre--1. 
diction will be consistent with selection if for i = 1 and 2, 
2NN. -N-N. 
l. l. 
N(Ni-1) (3.1.17) 
or the inequality is reversed for both i = 1 and 2. we note that the 
original criterion (3.l.l) and (3.1.2) which was used for model selection 
is just the weighted average, i.e., for u = 1, 2 
-1 ~ 
D = N LJ NiD • 
U i=l Ul. 
(3. 1.18) 
which avoids the previously mentioned inconsistency. In a sense we have 
adapted our predictive criterion for selective purposes. 
I I ( l I I I 
k 2 3 4 5 6 
r 2 .255 .208 .1si1 .183 .178 
3 .216 .178 .164 .157 .153 
4 .177 .146 .135 .129 .126 
5 .144 .119 .no .106 .103 
6 .119 .098 .090 .087 .o84 
7 .098 .080 .074 .071 .069 
8 .081 .066 .061 .059 .057 
9 .067 .055 .051 .049 .047 
10 .056 .046 .042 .o4o .039 
15 .024 .019 .017 .016 .016 
20 .0102 .0079 .0072 .0068 .0066 
30 I .0020 .0015 .0013 .0013 .0012 
:· .:· 
i I ( t l 
Table 3.1.1 
( r-1 P Fr-l,r(k-1) > 2 + r(k-1)} = a(r,k) 
7 8 9 10 15 
.175 .172 .170 .169 .165 
.150 .148 .146 .145 .142 
.124 .122 .121 .120 .117 
.101 .100 .099 .098 .096 
.083 .082 .081 .080 .079 
.068 .067 .067 .066 .065 
·• 
.056 .056 .055 .055 .053 
.047 .046 .046 .045 .044 
.039 .038 .038 .037 .037 
.016 .015 .015 .015 .015 
.0065 .0064 .0064 .0063 .0062 
.0012 .0012 .0012 .0012 .0012 
( ( I 
20 30 
.163 .161 
.14o .138 
.115 .114 
.095 .094 
.078 .077 
.064 .063 
.053 .052 
.044 .043 
.036 .036 
.015 .015 
.0061 .0061 
.0012 .0012 
I I 
4o 50 
.16o .159 
.138 .137 
.113 .113 
.093 .093 
.076 .076 
.063 .063 
.052 .052 
.043 .043 
.036 .036 
.014 .014 
.060 .060 
.0012 .0011 
I 
00 
.157 
.135 
.112 
.092 
.075 
.062 
.051 
.042 
.035 
.012 
.0059 
.0011 
l 
.• 
w 
..... 
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3.2 Many Groups and Regression 
we shall here present the case of three groups and it shall serve as 
the paradigm for r groups. If we have N observations and three recog-
nizable labels then we can list the 5 possible models and compute their 
average sample reuse discrepancies. The models are 
Ml: ( TT1 = "2 = TT3) 
M2 : ("ITT= TT) u = 1,2,3 and (v,w) is the set of remaining U U V W 
integers I u with the convention v < w. 
M3: (TTl~ "2F TT3) , 
with associated sample reuse discrepancies 
where 
3 
_ N 2" --2 
D1 -(N-l)2 [(N-3)s +~ Ni(xi-x) ] (3.2.1) 
3 
N =~N. 
i=l L 
, X = 
1 3 -
N- E Nixi 
i=l 
D = N-1 [ ( N +N ) 2 2u V W (N +N . 
V W 
and 
3 Ni 
(N-3)s 2 = ~ ~ (i .-x. )2 , and 
i=l j :::1 iJ i 
2 J · NN N { ( N -l)s2+(N -l)s 2+ (x -x ) 2 }+ )s~ V W - - U v v w w N +N v w (N -1 u 
V W U 
(3.2.2) 
for u = 1,2,3 and (v,w) defined as above, 
3 N~ 
-1 " i. s2 D = N LI (N -1) i 3 i=l i 
The smallest then of Dl' n21 , n22 , n23 , n3 indicates the appropriate model 
or grouping to be chosen. 
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To illustrate the use of this criterion consider the data in Table 2.2.3. 
As in the exponential case, with the three clerks #l, 12, 13 there are five 
possible partitions (123), (1)(23), (2)(13), (3)(12), (1)(2)(3). The values 
of Dl, D21' D22' D23' D3 are respectively 386929, 390738, 396169, 397393, 
¼o2744. The smallest is Dl • Thus the model which says all three clerks 
are the same is preferred (in agreement with the quasi-Bayes criterion of 
Section 2. 2). Consider now the three clerks 12, ://:3, and 15• The values 
of D are 379824, 376061, 370716, 315863, 3Z7867 respectively. Thus the 
model which says that clerks ~2 and #3 are the same and ://:5 is different is 
preferred as it was in section 2.2. 
To throw some light on this criterion we perform some further computations. 
For the case of equal sample size Ni= K, the formulas simplify to 
_ ( )-1[( 2K )2{( )( 2 2) K(- - )2} K2 2J ( ) D2u - 3K 2K-l K-1 sv+sw + 2 xv-xw + (K-1) su 3.2.3 
D = .JL s2 3 K-1 
Some comparisons can be made in terms of familiar statistics thus 
if 
K 4Xx.-x) 2 
1. 1. 6K-4 
2s 2 > 3K-3 
if 
(3.2.4) 
K(i -i )2 
V W 
( s2 + s2) 
V W 
4K-3 
> 2K-2 
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(3.2.5) 
However the comparison of o1 with o2u does not lend itself to a familiar 
statistic though for large K, o1 > o2u, approximately, if 
K(2i -i -x )2 
U V W (3.2.6) 
If only M1 and M3 were tenable then the comparison of o1 and o3 
under the usual normal assumptions when M1 holds is again an F test 
since is equivalent to 
F2,3(K-l) = 2s 2 
3 - -
K Dx.-x) 2 
i=l l. 6K-4 
> 3K-3 
For r groups of equal size this can be easily extended for comparing the 
two alternatives, all groups the same as opposed to all groups distinct, since 
the method asserts that the model, all groups the same is to be rejected whenever 
r 
Fr-1,r{K-l) = 
K E(i.-i) 2 
l. 1 r-1 
(r-1) 2 > 2 + r(K-1) (3.2.8) 
As K ... co ) -1 2 this tends to (r-1 xr-l under the usual null hypothesis and 
other fairly general conditions so that it is equivalent to a significance 
level 
a(r) = P(~:-l > 2(r-l)]. (3.2.9) 
From the Table 3.l.l it is clear that a(r) tends to O monotonically in 
r. Again if the customary normal theory associated with the analysis of 
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variance holds the probability a(r,K) say, that the l.h.s. of (3.2.8) exceeds 
the r.h.s. under the null hypothesis is obtained from the appropriate F 
distribution. The values for ~(r,K) are given in Table 3.1.1. The table 
indicates that a(r,K) is a monotonically decreasing function of r and K. 
This implies that if in fact the groups are all the same it becomes increas-
ingly more difficult to assert that they are all distinct. 
For the general case where Ni are arbitrary and again the only tenable 
models are :/= rr then 
r 
(3.2.10) 
Of course one could enumerate all the intermediate models and compute their 
predictive discrepancy for a given r. In computing the discrepancy for 
any intermediate model there is basically only one algorithm necessary. 
m 
Suppose r is assumed to be partitioned into m subgroups r = ~ r where 
t=l t 
rt~ 1 then each such subgroup contributes to the total discrepancy 
r 
t 
where :E Ni 
u=l u 
where here r 
s 
Note if r = 1 then 
s 
refers to a single subscript from among the set 
: (3.2.11) 
, and 
(3.2.12) 
(1,2, ••• ,r) • 
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Hence for this partition, say the P-th of r into m subgroups, the total 
discrepancy is 
(3.2.13) 
where the second index on D refers to the particular permutation, p, 
within the P-th partition as each permutation leads to its own discrepancy. 
The total number of possibilities, partitions and permutations within parti-
tions, increases so rapidly with r as to preclude their full enumeration 
and computation. Of course an investigator can choose some small subset 
which he believes are tenable for his purposes and compare their average 
discrepancies and thus make his selection on this limited basis. The usual 
analysis of variance selects out one partition and purports to be an omnibus 
test against all others. 
For the comparison of various subsets of the q independent variables 
in the multiple regression case discussed in Section 2.3 we can compute for 
the first k (by reordering) an average discrepancy 
N 
D = N-1 °"' ( 'b ) 2 k LJ x.-z .... 1 ·) • j=l J -J-\J (3.2.14) 
This particular discrepancy measure was suggested by Allen (1971) and termed 
PRESS. 
If some modest moment assumptions are made a weighted discrepancy 
N ( X • - z ! ~ . ) ) 2 c . 
Wk = (N-k-3) 2: J -J~ J_ J 
j=l a(j) 
(3.2.15) 
may be more useful. In either case our choice for a particular set of inde-
pendent variables depends on the smallest discrepancy amongst those compared. 
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Using the Hald data again as an example the criterion I\ 
was computed for the 15 possible regressions. The results are given in 
Table 3.2.1. 
Table 3.2.1 
Selection Criterion for Regression 
Regression I\ Variables 
l 130.74 
2 92.47 
3 201.26 
4 91.86 
12 7.22 
13 170.62 
14 9.32 
23 53.98 
24 112.45 
34 22.62 
123 6.92 
124 6.57 
134 7.27 
234 11.30 
1234 8.49 
Notice that again, as in the high structure situation, the ordering of the 
subsets of variables induced by the criterion I\ is very similar to that 
induced by the residual mean square. The APL program which computed the 
values of the criteria is given in Appendix VII. 
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3.3 Remarks on the Use of Predictive Function and Discrepancy 
Throughout this section we have used the mean and squared error for 
predictive function and discrepancy respectively. These certainly have a 
long tradition in statistics as being sensible for a wide variety of cases 
especially when distributional assumptions are unspecifiable. Our only 
bias for these functions of the observations is that they do lead to fairly 
convenient algorithms. Now it may be that for prediction, some other func-
tions are better but we must bear in mind that our goal here is not strictly 
prediction but selection. In view of this we would like to present a 
simple case which demonstrates how one can use a criterion which,though 
it may predict very well,does rather poorly from the point of view of 
selection. 
Consider predicting a future binary random variable X with known 
8 = Pr{X=l) = 1-Pr{X=O) • Suppose we use as a criterion, the maximization 
of the proportion of correct predictions. Then by considering the expected 
proportion of correct guesses it is clear that to guess anything but O or l 
would be inadmissible since it cannot add anything to the numerator of this 
fraction. Hence in its most general setup we need merely predict X = 1 
with probability q and X = O with probability 1-q. Therefore 
Max E[proportion of correct predictionsf e] = Max[q(28-l) + 1-0] = Max[0,l-8] 
q q 
(3.3.1) 
with solution q = 1 if 8 ~ 1/2, and q = 0 otherwise. Hence the 
optimal predictor is the mode or median. However one may use another cri-
terion namely; minimization of squared predictive error 
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(3-3.2) 
with solution a= 8 so that here the optimal predictor is the mean. These 
are simple and well known facts but we now relate them to the problem of 
sample reuse model selection. Suppose a predictive criterion is invoked to 
ascertain whether two sets of data, provisionally distinguished only by a 
label, are in fact best treated as one or two populations. This may actually 
depend on whether we are interested in some underlying structure or more 
directly in predicting future observations from one or both labeled sets. 
One way of assessing this is to use an appropriate predictor on the data set 
itself with some criterion of comparative prediction when the data set is 
treated as one or two populations. In order to predict an obser'\8.tion we 
calculate the appropriate predictor without the observation. Then,as usual, 
a discrepancy of predicted from observed for each observation is calculated. 
These discrepancies are combined for all observations and compared when exe-
cuted in both one or two population models. In order to make the point ex-
peditiously, assume equal and even samples each of size 2J. Suppose then 
we have ri l's and 2J-r1 O's i = 1,2. We shall use median or mode 
as predictor, i.e., 0 or 1 and assume that the sample values and 
are both < J-1 or both > J+l to avoid trivial complications. It is 
clear that adding the total number of correct predictions from the samples 
handled individually, i.e., assuming different populations, is exactly equi-
valent to the number of correct predictions when the populations are combined. 
Hence the predictor and predictive criterion--selecting the model which 
maximizes the number of correct predictions is insensitive to large regions 
of the possible values of r 1 and r 2 no matter how large J or how differ-
-¼o-
ent and r 2 are in these regions. While all this may be quite reason-
able from a prediction point of view it is not sensible from the standpoint 
of model selection. Hence we would regard this combination of predictor and 
criterion as ineffective for model selection. On the other hand using the 
mean as predictor (which is guaranteed to predict incorrectly in all future 
cases, for 2 ~ r. ~ 2J-2, though on the average it is closest via squared 
l. 
error) can be eminently sensible in the model selection paradigm as indicated 
in Section 3. 1. 
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Appendix I 
Percent of Model Selections for the Quasi-Bayes 
and Quasi-Likelihood Criteria 1 
Quasi-Likelihood 
k = 2 
Totals 
Quasi-Likelihood 
k = 3 
Totals 
Quasi-Likelihood 
k = 4 
Totals 
Quasi-Likelihood 
k = 5 
Totals 
Quasi-Likelihood 
k = 6 
Totals 
82.06 
81.90 
82.12 
Ml 
78.13 
4.22 
82.35 
81.15 
quasi-Bayes 
~ 
3.74 
14.20 
17.94 
Quasi-Bayes 
M2 
2.97 
Quasi-Bayes 
Totals 
76.41 
2 • 
100.00 
Totals 
78.24 
100.00 
Totals 
79.37 
20.6 
17.88 100.00 
quasi-Bayes 
~ 
1.99 
17.65 
Quasi-Bayes 
~ 
2.14 
16. 1 
Totals 
80.12 
100.00 
Totals 
79.53 
20.47 
18.85 100.00 
~ i 
I I 
~ 
' I 
I 
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Quasi-Bayes 
~ M2 Totals 
Quasi-Likelihood Ml 80.30 1.65 81.95 
k=7 ~ 18.0 
Totals 83.39 16.61 100.00 
Quasi-Bayes 
Ml ~ Totals 
Quasi-Likelihood Ml 81.08 1.13 83.01 
k = 8 ~ 2.66 14. 
Totals 83.74 16.26 100.00 
Quasi-Bayes 
Mi ~ Totals 
Quasi-Likelihood Ml 79.96 1.61 81.57 
k=9 ~ 2.68 
Totals 82.64 17.36 100.00 
Quasi-Bayes 
Ml ~ Totals 
Quasi-Likelihood Ml 80.68 1.55 82.23 
k = 10 ~ 2.61 
Totals 83.29 16.71 100.00 
1 Percentages based on 10,000 samples generated from the exponential model Ml. 
-
-
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Appendix II 
C TH IS PROGRAM COMPUTES TUE ONE GROUP Arm TWO GROUP LOG 
C PRE0 I CT I tJG DENSITIES BY THE SAMPLE REUSE f1ETHOD FOR THE 
C EXPONENTIAL MODEL 
0IMENSI0N X(30,2),N(2),XB(2) 
NG=2 
C NUMBER OF GROUPS IS TWO 
DO 555 I =l,fJG 
555 N(l)=26 
C NUMBER IN EACH GROUP IS 26 
DO 3 1=1,NG 
C FOR EACII GROUP READ IN DATA ANO COMPUTE GROUP SlJM 
NI =NC I) 
READ(5,l)(X(J,l),J=l,tJI) 
1 FORMAT(lOFS.O) 
XB(l)=O. 
DO 2 J=l,NI 
2 XB(l)=XB(l)+X(J,I) 
3 CONTINUE 
C COMPUTE ONE GROUP LOG PREDICTING 0ENSITY 
XBN=O. 
NN=O. 
DO 4 1=1,NG 
NN=NN+N (I) 
4 XBN=XBN+XB(I) 
SUMA=O. 
DO 6 l=l,rJG 
Nl=N(I) 
DO 5 J=l,tll 
S SUMA=SUMA+AL0G(XBN-XCJ,I)) 
6 COUTINUE 
SUMA= crm-1) * SUMA+NN• (ALOG C FLOATOUJ-1)) -NN•ALOG( XBN)) 
C COMPUTE TWO GROUP LOG PREDICTING DENSITY 
SUMB=O. 
no a 1=1,NG 
SUMl=O. 
tJ I =tt ( I ) 
XBl=XB(I) 
DO 7 J=l,rJI 
7 SUMl=SUMl+AL0G(XBI-X(J,1)) 
8 SUMB=CNl-l)•SUMl+Nl•(AL0G(FLOAT(Nl-1))-Nl•ALOG(XBl))+SUMB 
C PRltJT LOG PREDICTING DENSITIES 
WRITE(6,9)SUMA,SUMB 
9 FORMAT(2Fl2; 0 
STOP 
END 
.• 
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Appendix III 
C TH IS PROGRAM COMPUTES THE SAP1PL E REUSE LOO PRF.J' I CT f NG 
C OENSITIES FOR THREE GROUPS UNnF.R THE EXPONENTIAL ~OnF.L. 
C THERE ARE FIVE POSSIRLE PARTITIONS: ONE SINGLE nROUP, 
C THREE OISTINCT GROUPS, ANO THRE~ OIFFF.R~NT TWO GROUP 
C PARTITIOrJS. . 
OIMENSIOU X(30,3),N(3),XR(3),SUMR(3) 
NG=3 
C NUMRER OF GROUPS IS THREE 
00 555 l=l,NG 
555 N(l)=26 
C NUMBER IN EACH GROUP IS 26 
00 3 fal,NG 
C FOR EACH GROUP REA[') IN DATA ANO cm1PUTE GROUP SUM 
Nl=N(I) 
REAO(S,l)(X(J,l),J=l,NI) 
1 FORMAT(lOFS.O) 
XD(l)=O. 
no 2 J=l,NI 
2 XR(l)=XR(l)+X(J,I) 
3 COUT I tlUE 
C COMPUTE otlF. GROUP LOG PRF.O I CT I NG OEHS I TY 
XBN=O. 
NH•O. 
no 4 I =-1, NG 
NN•NN+N(I) 
4 XRNaXBM+XR(I) 
SlJMl\=O. 
no 6 l=l,NG 
Nl•N(I) 
00 5 J=l,tU 
5 SUMA=SUMA+ALOG(XRM-X(J,I)) 
6 CONTINUE 
SUMAa(NN-l)•SUMA+Mtl•CALOG(FLOAT(MN-1))-NN•ALOG(XBN)) 
C COMPUTE Lon PREnlCTING OENSITY FOR THREE DISTINCT GROUPS 
SUMCaO. 
00 8 lal,NG 
SlJt-11•0. 
HI •tH I) 
XBl=XB(I) 
00 7 J•l,NI 
7 SUMl=SUMl+ALOG(XBI-X(J,I)) 
8 SUMC=(Nl-l)•SUMl+Nl•(ALOG(FLOAT(tll-l))•Nl•ALOG(XRl))+SUMC 
C COMPUTF. THE THREE DIFFERENT LOG PREOICTING OF.NSITIES 
C CORRESPONOING TO THE THREE OIFFERENT TWO GROUP PARTITIONS 
00 13 l•l,tlG 
SUMR(l)•O. 
SUt11=0. 
NI atl( I ) 
XBl 12XB(I) 
00 9 Jal,NI 
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9 Sm~ I =St tt1 I +/\LO CH X R I - X C d , I )) 
S Lf MR ( I ) = S lJ~A R ( I ) + ( N I -1 ) * S lW I + N I * ( AL n <; ( F LO AT ( N I -1 )) -
1-Nl•ALOG(XRI)) 
SUMl=0. 
N 11 =0 
XBl=0. 
no 10 1 1 =l, tJG 
IF(II.EQ.l)GOTO 10 
NI I =U I I +tH I I ) 
XBl=XBl+XR(II) 
10 CONTINUF. 
no 12 11=1,ua 
IF(II.EQ.l)GOTO 12 
NI =tH I I) 
00 11 J=l,NI 
11 SUMl=SUMl+ALOG(XBI-X(J,11)) 
12 CONTHHJF. 
SUMR(l)=(ttll-l)•SUMl+Nll•(ALO~(FLOAT(Nll-1))-Nll-
l•ALOG(XRl))+SUMR(I) 
13 CONTINtJF. 
C PRINT LOG PREOICTING nENSITIF.S FOR FIVE POSSIRI.E PARTITIONS 
WRITE(6,14)SllMA,SUMR,SlJMC 
14 FORMAT(SF12.6) 
STOR 
ENn 
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Appendix IV 
C nf IS PROC,RAM COMPlJTF.S THF. TURF.F. SM4PLE RF.USE LOn PREf'\ f CT f rm 
C OEtlSITIES FOR TWO GROUPS lJNOF.R TMF. NORMAL t10('F.L: 1) EQUAL 
C MEANS ANO F.QtJAL VARI.I\NCES, 2)lJNEQUAL t~EMIS RIJT F.(lUAI. 
C VAR I AHCF.S AN(' 3) UNEQUAL t~EAUS ANr" llNF:QfJI\I. V.I\R I MJCF.S • 
. OIMENSION X(15,2),N(2),XR(2),XL(3),SS(2) 
NG•2 
C NUMBER OF GROUPS IS TWO 
N(l)ml5 
C FIFTEEN OBSERVAT I OrlS ltJ THE FIRST GROUP 
N(2)al3 
C THIRTEEN IN THF. SF.CONO 
NN=N(l)+N(2) 
NNMlatJN-1 
NNM2=NN-2 
UNM3=NN-3 
no 3 t=l,NG 
C REAO IN TMF. OATA ANO COMPUTE TffE GROUP SUMS 
Nl=N(I) 
REAO(S,l)(X(d,l),J=l,NI) 
l FORMAT(lOFS.l) 
XR(l)=O. 
00 2 Jal, tH 
2 XB(l)=XB(l)+X(J,I) 
3 CONTI NIJE 
Pl 11 2.O•ARCOS(O.) 
ALGl=ALGAMAC.S•FLOAT(NNMl)) 
ALG2aALGAMA(.S•FLOAT(NNM2)) 
ALG3•ALGAMA(. S•FLOAT(NNt13)) 
no 4 1=1,3 
4 XL(l) 11 0. 
C COMPUTE orJF. r,noup tor, PRl:O I CT I NC, OF.NS I TY 
XBD 21 0. 
no S fal,NG 
5 XRR=XRR+XA(I) 
no g r=l,MG 
Nl=N(I) 
00 8 J=l,NI 
X B I J = ( X BR - X ( J , I ) ) / FLOAT ( tJ m~ 1 ) 
S=(X(J,l)-XRIJ)•*2 
T=-S 
no 7 11=1,NG 
NI I =ti( f I ) 
f'lO 6 J ,J = 1, ti I I 
6 T=T+(X(JJ,ll)-XBIJ)••2 
7 CONT I fJIJE 
T=T 1rmt12 
8 XL(l)=XL(l)+.S•ALOG(FLOAT(NNH1)/(Pf*FLOAT(NNM2•NN)))+ALGl-
1-ALG2-.5•ALOG(T)-FLOAT(NNt11)*.5*ALOG(l.+(FLOAT(NNMl)*S-
2/(FLOAT(HN•NNM2)*T))) 
9 CONTINUE 
-1R3-
C COMPUTE ROTU nm GROUP LOG PREO I CT ING OEMS IT I ES 
oo 11 , •1, rm 
Nl=N(I) 
SS(l)=O. 
XB lfJ=XR (I) /rJI 
on 1 o ,J = 1, N 1 
10 SS(l)=SS(l)+(X(J,1)-XBIN)••2 
11 CONT I NIJF. 
DO 15 I =1, rm 
Nl=N(I) 
Nlt12=Nl-2 
NIMl=Nl-1 
XRl=XR(I) 
00 14 J=l,NI 
XBIJ=(XBI-X(J,1))/NIMl 
S=(X(J,l)-XBIJ)••2 
T=-S 
no 13 -JJ=l,Nt 
13 T= T + ( X ( J J , I ) - X B I ,J) * * 2 
S21PJP=T/NIM2 
111=3-I 
S2PIJP::i(T+SS(I ll))/NNM3 
XL(2)=XL(2)+.S•ALOG(FLOAT(NIM1)/(Pl•FLOAT(NNM3•Nl)))+ALG2-
l-ALG3-. S•ALOG ( S2P I JP) - • S•FLOAT( NNM2) •ALOr, ( 1. +FLO/\T( t1 I Ml )•S-
2/ ( FLOAT (NI •NNM3) •S2P I JP)) 
14 XL(3)=XL(3)+.S•ALOG(FLOAT(NIM1)/(Pl•FLOAT(NIH2•Nl)))-
1 +AL GAMA ( • 5 *FLO AT ( N I M 1) ) -AL GAr1A ( • 5 *FLOAT ( N I ~ 2) ) - • 5 -
2•ALOG(S21PJP)-.S•FLOAT(NIMl)•ALOG(l.+FLOAT(NIMl)•S-
3/(FLOAT(Nl•NIM2)•S21PJP)) 
15 COUTINUE 
HRITE(6,16)XL 
16 FOR ,~AT ( 3 F 12 • 6 ) 
STOP 
ENO 
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Appendix V 
C THIS PROGRAM COMPUTES THE LOW STRUCTURE SAMPLE REUSE CRITERION 
C FOR MODEL SELECTION WITH THE SAMPLE MEAN AS A PREOICTOR ANO 
C SQUARED ERROR AS A DISCREPANCY MEASURE FOR TWO GROUPS 
DIMENSION X(30,2),XB(2),N(2) 
NGc2 
C NUMBER OF nROUPS IS TWO 
tH 1) =15 
C NUMBF.R IN FIRST GROUP IS 15 
tH 2) a13 
C NUMBER IN SECONO IS 13 
00 3 l=l,NG 
C FOR EACH GROUP REAO IN THE OATA ANO COMPUTE THE GROUP SUM 
NI atH I) 
REAO(S,l)(X(J,l),J=l,NI) 
1 FORMAT(lOFS.2) 
XR(l)=O. 
no 2 J=l,Nr 
2 XR(l)=XR(l)+X(J,I) 
3 CONTINUE 
C COMPUTE THE ONE GROUP OISCREPANCY 
01 110. 
XBN•O. 
NN•O 
no 4 l=l,NG 
XBN 11XBN+XB(I) 
4 NN•NN+N(I) 
NNMl=NN-1 
00 6 1-=l,NG 
Nl=N(I) 
00 5 Jal,NI 
5' OlaDl+(FLOAT(Ntt)•X(J,l)-XBN)••2 
6 CONTINUE 
Ol=Ol/FLOAT(NN•NNM1••2) 
C COMPUTE THE TWO GROUP DISCREPANCY 
02=0. 
00 8 l=l,NG 
FNl=FLOAT(N(I)) 
FN U1l•Ftll -1. 
XRl=XB(I) 
DO 7 J=l,NI 
7 02=02+((FNl•XCJ,l)-XRl)/FNl~l)••2 
8 CONTINUE 
02af'2/FLOAT(NN) 
C PRINT THE OISCREPANCIES 
WRITE(6,9)"1,02 
9 FORHAT(2F12.6) 
STOP 
ENO 
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APPENDIX VI 
C TH IS PROGRAM COMPUTES THE LOW STRUCTltRF. SAt~PLF. REUSE CR I TEr. I ON 
C FOR MODEL SELECTION WITH THE SAMPLE MEAN AS A PREnlCTOR ANn 
C SQUAREO ERROR AS A OISCREPAN~Y MEASURE FOR THREE GROUPS 
OIMENSION X(30,3),XR(3),N(3),02(3) 
NGa3 
C NUMBER OF GROUPS IS THREE 
N(l)a26 
C NUMBER IN FIRST GROUP IS 26 
N(2)a26 
C NUMBER IN SECOND GROUP IS 26 
N(3)=26 
C NUMBER IN THIRD IS 26 
no 3 l=l,NG 
C FOR EACH GROUP REAfl IN THE 0/\TA ANO cm1PUTE THE GROUP SUM 
Nl=N(I) 
READ(S,l)(X(J,l),J=l,NI) 
1 FORMAT(lOFS.O) 
XB(l)~O. 
00 2 J=l,NI 
2 XB(l)=XR(l)+X(J,I) 
3 CONTINUE 
C COMPUTE THF. ONF. GROUP fllSCREPANCY 
nl=O. 
XBN=O. 
NN=O 
no 4 l=l,NG 
XBN=XRN+XR(I) 
4 NN=NN+N(I) 
NNMl 11 NN-l 
00 6 l=l,NG 
Nl=N(I) 
no s J 11 1, ru 
5 Olanl+(FLOAT(NN)*X(J,l)-XBN)•*2 
6 CONTIUUE 
Ol=nl/FLOAT(NN*NNM1*•2) 
C COMPUTE THE THREE DIFFERENT TWO GROUP DISCREPANCIES 
00 11 lal,NG 
02(1)=0. 
Nl•N(I) 
FNl=FLOAT(NI) 
FNIMl=FNl-1 
FtJI laO. 
XBl=XB(I) 
no 7 ,1•1,ru 
02(1)a02(1)+((FNl•XCJ,l)-XRl)/FNIM1)••2 
7 CONT I tlUE 
XRl=O. 
no 8 I I• 1, N<1 
IF(II.EQ.r)r,oro 8 
I , 
.... 
I ' 
--
.... 
I i 
~ 
I : 
I.ii 
ball ~ 
,"'1 
t> 
.... 
_, 
ta 
ca 
-
'-
... 
1.-J 
-
lad 
._. 
la! 
..., 
-
... 
... 
.. 
... 
8 
9 
~:.O 
FNllaFNll+FLOAT(N(II)) 
XBl=XBl+XR(II) 
C:ONTINUF. 
FtJI lt1l•FNI 1-1. 
00 10 llal,NG 
IF(II.EQ.l)GOTO 10 
NI =tH I I ) 
no 9 Jal, tJI 
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D 2 ( I ) = n 2 ( I ) + (( F N I I * X ( d , I I ) - X B I ) / F N I lt4 l ) * * 2 
COtJTINlJE 
02(1)=~2(1)/FLOAT(NN) 
11 CONTINUF. 
~ COMPUTE THE THREE GROUP fl I SCRF.PAt!CY 
rnao. 
13 
f'lO 13 111 1,NG 
FN I 11 FLOAT(N( I)) 
FNIMlaFNl-1. 
XBl:sXB(I) 
no 12 J=l,NI 
D3=r3+((FNl•X(J,l)-XRl)/FNIM1)••2 
CONTINUE 
03=03/FLOATCNN) 
C PRINT THE DISCREPANCIES 
14 
WRITE(6,14)nl,02,03 
FORMAT(SF13.l) 
STOP 
Etm 
V DEP ALLREG IND 
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APPENDIX VII 
[1] ATHIS PROGRAM COMPUTES THE SELECTIOll CRITERIA FOR SUBSETS OF 
[ 2] AREGRI':SSIOll VARIABLES UNDER T!!E HIGH STRUCTURE NORMAL MODEL 
[ 3] A ( SECTION 2. 3) AND UNDER Tl!E LOT/ STRUCTURF: MODEL( SECT ION 3. 2) 
[4] NVAR+(pIND)[2] 
[5] ATHE NUMBER OF INDEPENDENT VARIABLES(IllCLUDING THE ONE VECTOR 
(6] AFOR THE MEAN) 
[ 7] TR+2*NVAR-1 
[8] ATOTAL NUMBER OF POSSIBLE REGRESSIONS 
[9] INREG+(NVARp2)TTR 
[10] AINDICATOR VECTOR OF VARIABLES INCLUDED IN THIS PARTICULAR 
[11] AREGRESSION; BEGINNING OF OUTER LOOP ON K 
[12] DK+0 
[13] LK+0 
[14] AINITIALIZE SUMS 
(15] N+pDEP 
[16] AllUNBER OF OBSERVATIONS 
[17] K+p(INREG=1)/INREG 
[ 18] AllU/.IBER OF VARIABLF:S IN TlII S REGRESSION 
(19] NK2+(N-K)¼2 
(20] A+Np1 
[ 21] A[ 1 ]+O 
[22] AINDICATOR VECTOR OF OBSERVATIONS TO BE INCLUDED IN THIS 
(23] APARTICULAR REGRESSION 
[24] Z+INREG/[2]IND 
[25] ATllE INDEPENDENT VARIABLES MATRIX 
[26] ZJ+A/[l]Z 
[27] AWITH Tl/E JTll ROW OMITTED;BEGIN!IING OF Tl!E INNER LOOP ON J 
(28] XJ+A/DEP 
[29] ATllE DEPENDENT VARIABLE WITH THE JTl/ OBSERVATION O!!ITTED 
[30] BJ+(~(~ZJ)+.xZJ)+.x(~ZJ)+.xXJ 
(31] ATHE CORRESPONDillG BETAHAT 
[32] ZJB+.(-A)/[l]Z 
[33] ATHE JTH ROW OP Z 
[34] CJ+1-ZJB+.x(~(~Z)+.xz)+.xZJB 
[35] D+(((-A)/DEP)-ZJB+.xBJ)*2 
[36] ATHE SQUARED DISCREPANCY FOR THR JTll OBSERVATION 
[37] DK+DK+D 
[38] WT+CJt+/(XJ-ZJ+.xBJ)*2 
[39] DWT+DxWT 
[40] LK+LK+(.5xeWTfo1)-NK2xe(1+DWT) 
[41] A+l<M 
[42] -+27xlA[1].tO 
[43] LK+LK+e(!NK2-1)¼(!(N-K-3)¼2) 
[44] DK+DKtN 
[45] 1-t,INREG 
[46] DK 
[47] LK 
(48] ' ' 
(49] TR+TR+1 
[50] -+9xiTR<2•NVAR 
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