Abstract. The univariate discrete moment problem (DMP) is to find the minimum and/or maximum of the expected value of a function of a random variable which has a discrete finite support. The probability distribution is unknown, but some of the moments are given. This problem is an ill-conditioned LP, but it can be solved by the dual method presented in Prékopa (1990) . The multivariate discrete moment problem (MDMP) is the generalization of the DMP where the objective function is the expected value of a function of a random vector. The MDMP has also been initiated by Prékopa and it also can be consider as an (ill-conditioned) LP. The central results of MDMP concern the structure of the dual feasible bases, provide us with bounds without any numerical difficulties. Unfortunately, in this case not all the dual feasible bases have been found, hence the multivariate counterpart of the dual method of DMP cannot be developed. However, there exists a method in Mádi-Nagy (2005) , which allows us to get the basis corresponding to the best bound out of the known structures by optimizing independently on each variable. In this paper we present a method using the dual method of DMP for solving those independent subproblems. The efficiency of this new method will be illustrated by numerical examples.
Introduction
The theory of discrete moment problem (DMP) has been discussed in Prékopa (1990 Prékopa ( , 1995 . Let X be a random variable with a known, finite support Z = {z 0 , z 1 , · · · , z n }, where z 0 < · · · < z n . The probability distribution of X is unknown, but some of the moments of X are known. Consider a function f with the domain Z. The objective of DMP is yielding lower and upper bounds for the expected value of f (X), using the moment information.
In this paper the power moments are taken into account up to a certain order m. We introduce the following notations:
f i := f (z i ), p i := P (X = z i ), i = 0, 1, . . . , n. µ k := E(X k ), k = 0, 1, . . . , m.
Our DMP can be represented as an LP:
min(max) E[f (X)] = {f 0 p 0 + f 1 p 1 + · · · + f n p n } subject to p 0 + p 1 + · · · + p n = 1 z 0 p 0 + z 1 p 1 + · · · + z n p n = µ 1 z 
The DMP's using binomial moments can be converted into power moment problems by multiplying the coefficient matrix and the right-hand side vector by a non-singular matrix (see Prékopa 1995 p. 153 ). This means that our results are also valid for binomial DMP's.
The multivariate discrete moment problem (MDMP) is a generalization of the DMP for random vectors. It has been discussed in the papers by Prékopa (1992 Prékopa ( , 1998 Prékopa ( , 2000 , Mádi-Nagy and Prékopa (2004) . Let X = (X 1 , . . . , X s ) be a random vector with unknown distribution. We assume that the support of X j is a known finite set Z j = {z j0 , . . . , z jn j }, consisting of distinct elements. We define p i 1 ...is = P (X 1 = z 1i 1 , . . . , X s = z sis ), 0 ≤ i j ≤ n j , j = 1, . . . , s, µ α 1 ...αs = where α 1 , . . . , α s are nonnegative integers. The number µ α 1 ...αs will be called the (α 1 , . . . , α s )-order moment of the random vector (X 1 , . . . , X s ), and the sum α 1 + · · · + α s will be called the total order of the moment. Let Z = Z 1 × · · · × Z s and f (z), z ∈ Z be a function on the domain Z. Let f i 1 ...is = f (z 1i 1 , . . . , z sis ). In the paper we consider the following MDMP:
This means that in addition to all moments of total order at most m, the at most m th k order moments (m k ≥ m) of the k th univariate marginal distribution are taken into account, k = 1, . . . , s.
Univariate and multivariate discrete moment problems can be applied in several fields e.g., bounding expected utilities (Prékopa and Mádi-Nagy, 2008), solving geleralized sdimensional transportation problem (Hou and Prékopa, 2007) and approximating values of multivariate generating functions (Mádi-Nagy and . One of the main applications is to bound probabilities of Boolean functions of events. DMP's can be useful to approximate the unknown probabilities e.g., in network reliability calculation (Habib and Szántai, 2000) as well as in probabilistic constrained stochastic programming models (Prékopa, 1999, Fábián and Szőke, 2007) . It could also be a good alternative of the bounding technics of Bukszár and Szántai (2002) . This type of probability bounds can also be used in developing variance reduction Monte-Carlo simulation algorithms for estimating the exact probability values (Szántai, 1986 (Szántai, , 2000 .
The paper is organized as follows. In Section ?? we briefly present the solution method of the univariate DMP based on the paper by Prékopa (2001) . In Section ?? we summarize the bounding techniques of MDMP and explore the structure of the coefficient matrix. The new result of the paper is in Section ??: we introduce a bounding technique for MDMP using the method of the univariate DMP. In the last section numerical examples are presented to show the efficiency of the new method. We can see that in case of great-sized problems this method works much faster than the previous method.
The univariate DMP
The coefficient matrix of the univariate DMP (??) is an ill-conditioned Vandermonde matrix, hence the DMP usually cannot be solved by the regular methods and solvers. One way could be the usage of multiple precision arithmetic, but this leads to a very long solution time. Fortunately, under some assumptions on the function f , all the dual feasible bases of problem (??) can be given by the following RRR 09-2008 Theorem 2.1 (Prékopa 1995) Suppose that all m + 1 st divided differences of the function f (z), z ∈ {z 0 , z 1 , . . . , z n } (z 0 < · · · < z n ) are positive. Then, in problem (??), all bases are dual-nondegenerate and the dual feasible bases have the following structures, presented in terms of the subscripts of the basis vectors:
where in all parentheses the numbers are arranged in increasing order.
It's easy to see, if the interval [z 0 , z n ] is subset of the domain of the function f (z) and the function has continuous, positive k th derivatives in the interior of the interval, then all divided differences of order k of f (z), z ∈ Z are positive.
The solution algorithm of the paper by Prékopa (1990) is the following.
The dual method of Prékopa
Step 1: Pick any dual feasible basis in agreement with Theorem ??. Let I B = {i 0 , i 1 , . . . , i m } designate the set of subscripts of the basis vectors.
Step 2: Determination of the outgoing vector: Take any element i k ∈ I B . It can be derived (see Prékopa, 1990 ) that the sign of the value of the following form equals the sign of the value of the basic variable (i.e., p i k ).
(−1)
hence, if the value of (??)
• is negative, then the k th vector of the basis can be the outgoing vector
• is nonnegative then seek another basis subscript.
• If the value of (??) is positive for all basis index, then go to Step 4.
Step 3: If the outgoing vector is identified, then we can choose the unique incoming vector which restores dual feasibility of the basis, by the aid of Theorem ??. Go to Step 2.
Step 4: Stop, we have an optimal basis. To compute the optimum value we have to invert the optimal basis B. This can be carried out by the solution of Vandermonde equality systems. Due to numerical instability a special algorithm is needed to do the job. We use multiple precision arithmetic.
The multivariate DMP
As we have seen in (??), the MDMP serves for bounding
where all moments of total order at most m and the at most m th k order moments (m k ≥ m) of the k th univariate marginal distribution are known, k = 1, . . . , s. Unfortunately, in the multivariate case not all the dual feasible bases are known, hence we cannot construct a robust dual simplex method to solve it. However, some dual feasible basis structures can be given and by the aid of them bounds can be derived for (??). Furthermore, if the cardinality of the known dual feasible bases is great enough then the best corresponding bounds are close to the optimal values (min and max) of the MDMP (??). In this section we summarize the former results related to dual feasible bases and then in the following section we introduce the new method to find the best among the corresponding bounds.
We will use the notations of the compact matrix form of problem (??) (compatible with the notation of Mádi-Nagy and Prékopa, 2004 and Mádi-Nagy, 2005):
Consider the set of subscripts
where
and
Let us consider four different structures for K j :
We consider the following Assumption 3.1 The function f (z), z ∈ Z has nonnegative divided differences of total order m + 1, and in addition, in each variable z j it has positive divided differences of order m j + 1 := m + |K j |.
We remark that for the results of this section it is enough to assume nonnegativity of the univariate moments. Positivity is needed in the following section for the new algorithm.
Theorem 3.1 (Mádi-Nagy and Prékopa (2004)) Let z j0 < z j1 < · · · < z jn j , j = 1, . . . , s.
Suppose that function f fulfils Assumption ??, where the set K j has one of the min structures in (??). Under these conditions the set of columns B of A in problem (??), with the subscript set I, is a dual feasible basis in the minimization problem (??), and
If B is also a primal feasible basis in problem (??), then the inequality (??) is sharp. 
Suppose that function f fulfils Assumption ??, where K j has one of the structures in (??) that we specify below.
(a) If m + 1 is even, |K j | is even and K j has the max structure in (??) or m + 1 is even, |K j | is odd and K j has the min structure in (??), then the set of columns B in A, corresponding to the subscripts I, is a dual feasible basis in the minimization problem (??). We also have the inequality
(b) If m + 1 is odd, |K j | is even and K j has the max structure in (??) or m + 1 is odd, |K j | is odd and K j has the min structure in (??), then the basis B is dual feasible in the maximization problem (??). We also have the inequality
The above two theorems yield dual feasible basis structures by the aid of the subscript set I defined in (??), ordering the elements of Z j 's increasingly or decreasingly. In the bivariate case (s = 2), (still at Assumption ??) we can give much more dual feasible bases corresponding to I, by suitable (not necessary increasing or decreasing) ordering of the variables. In the following, we sketch these methods. Detailed discussion with illustrative figures and examples can be found in Mádi-Nagy and Prékopa (2004) .
Consider first the case, where we want to construct a lower bound. We may assume, without loss of generality, that the sets Z 1 and Z 2 are the following: Z 1 = {0, 1, . . . , n 1 }, Z 2 = {0, 1, . . . , n 2 }.
Min Algorithm (Mádi-Nagy and Prékopa (2004))
Algorithm to find z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) .
Step 0. Initialize t = 0, −1 ≤ q 1 ≤ m − 1, L = (0, 1, . . . , q 1 ), U = (n 1 , n 1 − 1, . . . , n 1 − (m − q 1 − 2)). Let (z 10 , . . . , z 1(m−1) ) = (arbitrary merger of the sets L, U ). If |U | is even, then z 20 = 0, l 0 = 1, u 0 = n 2 , and if |U | is odd, then z 20 = n 2 , l 0 = 0, u 0 = n 2 − 1. If t = m − 1, then go to Step 2. Otherwise go to Step 1.
Step
Step 2. Stop, z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) have been created.
Let 0, 1, . . . , q 2 , n 2 , . . . , n 2 − (m − q 2 − 2) be the numbers used to construct z 20 , z 21 , . . . , z 2(m−1) . Then let (z jm , z j(m+1) , . . . , z jn j ) = (q j + 1, q j + 2, . . . , n j − (m − q j − 1)), j = 1, 2. If m − 1 − q j even, then K j should follow a minimum structure in (??), and if m − 1 − q j odd, then K j should follow a maximum structure, j = 1, 2.
We have completed the construction of the dual feasible basis related to the subscript set I.
If we want to construct an upper bound, then only slight modification is needed in the above algorithm to find z 10 , . . . , z 1(m−1) ; z 20 , . . . , z 2(m−1) . We only have to rewrite Step 0 and keep the other steps unchanged, and then give the appropriate K j structures.
Max Algorithm (Mádi-Nagy and Prékopa (2004))
Step 0. Initialize t = 0, −1 ≤ q 1 ≤ m − 1, L = (0, 1, . . . , q 1 ), U = (n 1 , n 1 − 1, . . . , n 1 − (m − q 1 − 2)). Let (z 10 , . . . , z 1(m−1) ) = (arbitrary merger of the sets L, U ). If |U | is odd, then z 20 = 0, l 0 = 1, u 0 = n 2 , and if |U | is even, then z 20 = n 2 , l 0 = 0, u 0 = n 2 − 1. If t = m − 1, then go to Step 2. Otherwise go to Step 1, etc.
In case of the upper bound we have to choose K j the other way around as in case of the Min Algorithm. If m − 1 − q j even, then K j should follow a maximum structure, otherwise a minimum structure.
The multivariate generalization of these algorithms can be found in Mádi-Nagy (2007) where the MDMP is slightly different to (??) but the algorithm remains nearly the same. Hence, the further results of our paper can be applied for the MDMP of Mádi-Nagy (2007), as well.
In the theorems above and also in the algorithms we dealt with bases correspond to the subscript set I. Let us call them Z I -type bases. Our aim is to find the basis among them which gives the maximum (minimum) objective value function in case of the minimum (maximum) problem of (??). The diversity of Z I -type bases is given by the order of Z j 's and the choices of the subscript sets K j 's. If the order of Z j 's are given then by the method of Mádi-Nagy (2005) the best K j 's, in sense of the objective function value, can be found independently. The sketch of the method is the following. All MDMP's with Assumption ?? can be converted into an equivalent problem, such that Assumption ?? remains valid and
and f (z 10 , . . . , z s0 ) = 0.
Consider the following subscript sets:
If we reorder the columns and rows of the constraint matrix of the converted problem according to the subscript sets above, we get a more perspicuous structure: 
At problem (??) we have introduced some new notations, which help us in the following arguments.
• The subscripts denote the columns of the matrix, while the superscripts refer to the rows.
• p denotes an appropriate basic solution, while the p B vector consists of the components of the basic variables. From the structure of the Z I bases follows that there are no basic variables in the last block of p T , hence these components have the value zero.
• Between the rows p 
Let (19) j = 1, . . . , s. The last constraint above means that the subscript set of the basic variables of p I j axes is the union of the part of I 0 which contains the related axis and the set I j that is characterized by K j .
Finally, if we solved problems (??) then
axes ,...,Is axes ) .
By the aid of this method the closest Z I -type bounds can be found in a much shorter way than by calculating the objective function value for all possible Z I -type bases. Using the method of the next section the bounding procedure can be further shortened.
Application of the univariate method in the solution of MDMP
We focus on subproblems (??) that give the subscript sets K j 's corresponding to the Z I -type basis yielding the best bound. First we prove 
where z j0 = 0. The function f (z) fulfils Assumption ??, hence the m j +1 st divided differences of f (0, . . . , 0, z j , 0, . . . , 0) in z j ∈ Z j are positive.
If we look at the function f (0, . . . , 0, z j , 0, . . . , 0) as a univariate function of z j ∈ Z j then from Theorem ?? follows that the corresponding part of any Z I -type basis is dual feasible. We know that the first column (the corresponding part of the column of the variable (z 10 , . . . , z s0 ) = (0, . . . , 0)) is always in the corresponding part of a Z I -type basis. Hence, the basis B can be written in the following form: 
for all i = 0, . . . , n j . It's easy to see that 
Step 2: Determination of the outgoing vector: Take any element i k , k ∈ K. It can be derived (based on Prékopa, 1990 ) that the sign of the value of the following form equals the sign of the value of the basic variable (i.e., x i k as well as p i k ).
where q j is the parameter of the Min (Max) Algorithm, in case of Theorem ?? q j = m − 1, in case of Theorem ?? q j = −1. Hence, if the value of (??)
• is negative, then the i th k vector of the basis can be the outgoing vector
• If the value of (??) is positive for all basis subscripts i k , k ∈ K, then go to Step 4.
Step 3: If the outgoing vector is identified, then we can choose at most one incoming vector which restores the Z I -type structure of the basis. If we found the incoming vector then consider the new Z I -type basis and K := 0, . . . , m j − m else K := K \ {k}. Go to Step 2.
Step 4: Stop, we have found the solution of (??), i.e., the corresponding part of Z I -type solution that gives the best bound.
The advantage of this new method is that we find the best basis of the subproblem (??) through bases having greater (smaller) objective function values in case on min (max) problem in each step, i.e., we don't have to examine all of the possible bases. In addition we don't have to calculate either the objective function value or the inverse of the basis matrix, just the value of (??).
Numerical examples
In this section we present the efficiency of the above method. For the sake of simplicity we restrict ourselves to the bivariate case. Two examples of Mádi-Nagy (2005), extended with greater sized problems, are recalculated. These problems cannot be solved by CPLEX and most of them cannot be solved by any numerically stable solvers in reasonable time. The best lower and upper bounds of the Min and Max Algorithms are given. These bounds are good approximations of the minimum and maximum of the objective functions. The method of Mádi-Nagy (2005) as well as our new method are used. The related CPU times (denoted by CP U n and CP U u , respectively) are also shown. The algorithms are implemented in Wolfram's Mathematica 5.1 (www.wolfram.com). Comparing the running times we can see how much faster and more effective the method of our paper is. This also means that by the aid of the new method greater sized problems can be solved.
Example 5.1 Let m = 4, m 1 = m 2 = 6, and generate the moments by the discrete uniform distribution on {0, . . . , 14} × {0, . . . , 14}. We obtain: Consider the function f (z 1 , z 2 ) = e z 1 /25+z 1 z 2 /400+z 2 /15 .
Let the support be Z = Z 1 × Z 2 , where Z j = {0, ∆z, 2∆z, . . . , 14} j = 1, 2. The results, depending on the value of ∆z, are given in the following tableau: We also consider the moments of the random vector The results, corresponding to the above moments at case of some functions, are shown below.
• First we consider f (z 1 , z 2 ) = log[(e 0.75z 1 +2 − 1)(e 1.25z 2 +3 − 1) − 1].
