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The functional equation af (xy) + bf (x) f (y) + cf (x+ y) + d( f (x) + f (y)) = 0 whose shape
contains all the four well-known forms of Cauchy’s functional equation is solved for
solutions which are functions having the positive reals as their domain. This complements
an earlier work of Dhombres in 1988 where the same functional equation was solved for
solutions whose domains contain zero, which leaves out the logarithmic function. Here not
only the logarithmic function is recovered but the analysis is entirely different and is based
on solving appropriate difference equations.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
It is well known, see e.g. [1,2], that there are four different forms of Cauchy’s functional equation, namely,
f (x+ y) = f (x) + f (y), f (xy) = f (x) f (y), f (xy) = f (x) + f (y), f (x+ y) = f (x) f (y).
These four forms are encompassed into one single functional equation, which will be referred to as a universal Cauchy
functional equation,
af (xy) + bf (x) f (y) + cf (x+ y) + d{ f (x) + f (y)}= 0, (1.1)
where a, b, c, d are four parameters belonging to the range of the solution functions. The four forms of Cauchy’s functional
equation correspond, respectively, to:
1. a = b = 0 and c = 1= −d.
Then (1.1) is Cauchy’s functional equation in additive form
f (x+ y) = f (x) + f (y), (1.2)
and we denote a general solution of (1.2) by A.
2. a = 1 = −b and c = d = 0.
Then (1.1) is Cauchy’s functional equation in multiplicative form
f (xy) = f (x) f (y), (1.3)
and we denote a general solution of (1.3) by M .
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Then (1.1) is Cauchy’s functional equation in the cross multiplicative-additive form
f (xy) = f (x) + f (y), (1.4)
and we denote a general solution of (1.4) by L which includes the logarithmic function.
4. c = 1 = −b and a = d = 0.
Then (1.1) is Cauchy’s functional equation in the cross additive-multiplicative form
f (x+ y) = f (x) f (y), (1.5)
and we denote a general solution of (1.5) by E .
The universal Cauchy functional equation (1.1) was ﬁrst treated in 1988 by Dhombres [3], in his investigation of the inter-
relations among the four forms of Cauchy’s functional equation. Analogous dependence relations among the additive and
multiplicative forms of Cauchy’s functional equation were also considered in [4] under mild assumptions on the underlying
rings representing the domain and range.
Dhombres solved (1.1) for a solution function deﬁned over a ring, which is divisible by 2, and possessing a unit. The range
of solution functions is a subset of a skew-ﬁeld containing the parameters a, b, c, d. These four parameters are assumed
to commute with all elements of the skew-ﬁeld. The method of Dhombres is elementary in nature but several crucial uses
are made of the presence of 0 in its domain which inevitably leaves out the important logarithmic function from a possible
solution. In order to recover the logarithmic function, here we take instead the positive reals, R+ , as our domain of solution
functions and by so doing Dhombres’s technique is no longer valid.
Our approach is ﬁrst to substitute y = 1 into the functional equation (1.1) which turns it into a ﬁrst order difference
equation, in the variable x, with constant coeﬃcients. The case where c = 0 is particularly easy to solve without having to
resort to the method of difference equations and is dealt with in the next section. If c = 0, we split the proof into two parts,
called the ﬁrst sub-case of c = 0 and the second sub-case of c = 0. Both parts are solved by strategically treating appropriate
cases. The ﬁrst part, corresponding to the condition a + bf (1) + d = 0, is solved by elementary means. The second part,
which is hardest among the three modes of attack, is solved through the technique of difference equations. Since solutions
of such difference equations generally involve periodic functions of period 1, we need to impose a natural restriction that
the solution function is ﬁnite-valued over the unit interval. In the course of the proof, whenever the functional equation is
reduced to any one of the four forms of Cauchy’s functional equation mentioned above, the solution will be denoted by the
respective symbols A, M , L or E . This is in conformity with the customary practice because without appropriate restrictions,
solutions of these four forms of Cauchy’s functional equation are quite numerous, see e.g. pp. 35–38 of [1] or Section 2.2
of [2].
2. Case c = 0
If c = 0, Eq. (1.1) is particularly easy to solve without having to resort to the method of difference equations and we deal
with it ﬁrst.
Theorem 2.1. Let a,b,d ∈ C, let M denote a solution of (1.3), and let L denote a solution of (1.4). If f : R+ → C satisﬁes the functional
equation
af (xy) + bf (x) f (y) + d{ f (x) + f (y)}= 0, (2.1)
then all possible solution functions are displayed in Fig. 1.
Proof. Putting y = 1 into (2.1), we get
0 = {a + bf (1) + d} f (x) + df (1). (2.2)
We distinguish two separate cases corresponding to a + bf (1) + d = 0 or otherwise.
Case 1. a + bf (1) + d = 0.
Here, (2.2) immediately yields a constant solution, namely,
f (x) = −df (1)/(a + bf (1) + d), a constant.
Putting f ≡ k, a constant, into (2.1), we get
k(a + bk + 2d) = 0.
If b = 0 and a + 2d = 0, then f is arbitrary. If b = 0 but a + 2d = 0, then f is the zero function.
If b = 0, then f is the zero function or f (x) = −(a + 2d)/b.
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Case 2. a + bf (1) + d = 0.
Here, (2.2) yields df (1) = 0, and there are two sub-cases.
• Sub-case 2A. d = 0.
If b = 0, then a = 0, and so we have no functional equation.
If b = 0 and a = 0, then the starting equation (2.1) becomes
−bf (xy)/a = {−bf (x)/a}{−bf (y)/a}.
Referring to (1.3), we infer that f is of the form f (x) = −aM(x)/b.
If b = 0 but a = 0, then the starting equation (2.1) is
bf (x) f (y) = 0
yielding f as the zero function.
• Sub-case 2B. d = 0.
This gives f (1) = 0 and so a + d = 0.
If b = 0, then the original equation (2.1) becomes (1.4) yielding the solution f ≡ L.
If b = 0, the starting equation (2.1) now reads
af (xy) + bf (x) f (y) − a{ f (x) + f (y)}= 0,
which is equivalent to
1− bf (xy)/a = {1− bf (x)/a}{1− bf (y)/a}.
Referring to (1.3), we infer that f (x) = a{1 − M(x)}/b. The solution functions displayed in Fig. 1 are conﬁrmed by direct
checking. 
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3. The ﬁrst sub-case of c = 0
In this section we solve the ﬁrst sub-case of c = 0.
Theorem 3.1. Let a, b, c (= 0), d ∈ C. Assume that f : R+ → C satisﬁes the universal Cauchy functional equation (1.1). If a+ bf (1)+
d = 0, then all possible solution functions are displayed in Fig. 2, where K = −df (1)/c.
Proof. Putting y = 1 into (1.1), we get
0 = {a + bf (1) + d} f (x) + cf (x+ 1) + df (1) = cf (x+ 1) + df (1), (3.1)
yielding, for all x ∈ R+ ,
f (x+ 1) = −df (1)/c =: K , say, (3.2)
with bf (1) = −(a+d). To determine the values of f over the unit interval, we divide into two cases corresponding to b = 0
or b = 0.
Case 1. b = 0. Then
f (1) = −(a + d)/b. (3.3)
Putting x ∈ (0,1) and y = 1/x in the original equation (1.1), we get
0 = af (1) + bf (x) f (1/x) + cf (x+ 1/x) + d{ f (x) + f (1/x)}
= af (1) + bf (x)K + cK + d{ f (x) + K},
and so
(bK + d) f (x) = −(af (1) + K (c + d)) (x ∈ (0,1)). (3.4)
We subdivide further into two sub-cases.
• Sub-case 1.1. bK + d = 0.
There are two more possibilities, K = 0 or K = 0.
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This gives d = 0 and the deﬁnition (3.2) of K shows that
f (x) = 0 (x > 1).
Using again the deﬁnition (3.2) together with d = 0, we infer that f (1) = 0 and so f (x) = 0 for all x 1. As for x ∈ (0,1),
referring to (3.4) we have df (x) = 0. The solution function is then f ≡ 0.
 Possibility 2: K = 0.
Taking x, y > 1 in the original equation (1.1) and using the deﬁnition (3.2) of K , we get
K (a + bK + c + 2d) = 0.
Since K = 0 and b = 0, we deduce that
K = −(a + c + 2d)/b.
Using this last relation and the value of f (1) in (3.2), (3.3), we get
−(a + c + d) = bK + d = b(−df (1)/c)+ d = d(a + d + c)/c,
i.e.,
c + d = 0. (3.5)
Using this last relation (3.5) and (3.2), we have
f (x) = K = −df (1)/c = f (1) (x > 1). (3.6)
Observe also that (3.5) together with
a + c + d = −(bK + d) = 0
show that a = 0. Taking x ∈ (0,1) and y = 1/x in the original equation (1.1), we have
af (1) + bf (x) f (1/x) + cf (x+ 1/x) + df (x) + df (1/x) = 0.
Taking (3.6) into account, we get
af (1) + bf (x) f (1) + cf (1) + df (x) + df (1) = 0 (x ∈ (0,1)). (3.7)
Putting x ∈ (0,1) and y = 1 into the original equation (1.1), and also using (3.6), we have
af (x) + bf (x) f (1) + cf (1) + df (x) + df (1) = 0 (x ∈ (0,1)). (3.8)
Solving (3.7) and (3.8) yields
a
(
f (1) − f (x))= 0 (x ∈ (0,1)).
Since a = 0, this implies f (x) = f (1) for all x ∈ (0,1). The solution function is thus
f (x) = f (1) = −(a + d)/b = (c − a)/b (x ∈ R+).
• Sub-case 1.2. bK + d = 0.
Using the deﬁnition (3.2) of K and the value of f (1) in (3.3), we get
0 = bK + d = b
(−df (1)
c
)
+ d = b
(
d
c
)(
a + d
b
)
+ d = d
c
(a + d + c).
This last relation entails two possibilities d = 0 or a + d + c = 0.
 Possibility 1: d = 0.
Eq. (3.2) thus yields
f (x) = 0 (x > 1). (3.9)
Taking x > 1, y = 1/x in the original equation (1.1), using (3.9), d = 0 and the value f (1) in (3.3) give
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i.e., a = 0. The original equation (1.1) reduces to
bf (x) f (y) + c f (x+ y) = 0,
or equivalently,
−b
c
f (x+ y) =
(−b
c
f (x)
)(−b
c
f (y)
)
.
Referring to (1.5), we infer that the solution function is f (x) = −cE(x)/b. Since a = 0 = d, the relation (3.3) tells us that
0 = f (1) = −cE(1)/b,
i.e., E(1) = 0. Together with (3.9), we deduce that
E(x) = 0 (x 1).
We turn our attention now to the open unit interval. For each x ∈ (0,1), since there exists n ∈ N such that nx > 1, using the
additive-multiplicative equation of E we have
0 = E(nx) = E(x)n, (3.10)
i.e.,
E(x) = 0 (x ∈ (0,1)).
The solution function is thus f ≡ 0.
 Possibility 2: a + c + d = 0.
We may assume without loss of generality that d = 0, for otherwise the analysis in Possibility 1 applies. The function
value in (3.3) is
f (1) = −(a + d)/b = c/b = 0, (3.11)
and so (3.2) becomes
f (x) = −df (1)/c = −d/b (x > 1). (3.12)
Substituting x ∈ (0,1), y = 1/x into the original equation (1.1), we have
af (1) + bf (x) f (1/x) + cf (x+ 1/x) + d{ f (x) + f (1/x)}= 0,
i.e.,
f (x)
{
bf (1/x) + d}= −{af (1) + cf (x+ 1/x) + df (1/x)}.
Taking (3.11) and (3.12) into account and simplifying, we get
0 = f (x)
{
b
(−d
b
)
+ d
}
= −ac + cd + d
2
b
= a
2
b
yielding a = 0 and so c = −d. The original equation (1.1) reduces to
bf (x) f (y) − df (x+ y) + d{ f (x) + f (y)}= 0, (3.13)
which is equivalent to
b
d
f (x+ y) + 1 =
(
b
d
f (x) + 1
)(
b
d
f (y) + 1
)
.
Referring to the additive-multiplicative form of the Cauchy function equation (1.5), we deduce that
f (x) = d(E(x) − 1)/b.
Using (3.12), we get
−d/b = f (x) = d(E(x) − 1)/b (x > 1)
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E(x) = 0 (x > 1).
Similarly, using (3.11) leads to E(1) = 0. By the same arguments as in (3.10), we must have E ≡ 0, and we conclude that the
solution function is
f (x) ≡ −d/b (x ∈ R+).
Case 2. b = 0. Then
0 = a + bf (1) + d = a + d (3.14)
and the original equation (1.1) becomes
af (xy) + cf (x+ y) − a{ f (x) + f (y)}= 0. (3.15)
Substituting y = 1 gives f (x+ 1) = af (1)/c, i.e.,
f (x) = af (1)/c (x > 1). (3.16)
Putting x ∈ (0,1), y = 1/x > 1, into (3.15) and using (3.16) yield
af (x) = af (1)(2− a/c). (3.17)
Putting y = x > 1 into (3.15) and using (3.16) give
0 = af (1)(a + c − 2a)/c = af (1)(c + d)/c.
This leaves us three possibilities corresponding to c + d = 0, or a = 0, or f (1) = 0.
 Possibility 1: c + d = 0.
Then 0 = c = −d = a and (3.16) yields
f (x) = f (1) (x > 1).
However, since a = 0 (for otherwise we are in Possibility 2), (3.17) shows that
f (x) = f (1) (x < 1).
The solution function is thus f ≡ arbitrary constant.
 Possibility 2: a = 0.
Thus (3.14) yields d = 0 and the original equation (1.1) reduces considerably to cf (x+ y) = 0, showing that the solution
function is f ≡ 0.
 Possibility 3: f (1) = 0.
The relations (3.16) and (3.17) lead immediately to the solution function f ≡ 0. The results in Fig. 2 are conﬁrmed by
directly checking all the solution functions found. 
4. The second sub-case of c = 0
We ﬁnally come to the second sub-case of c = 0, which is the hardest of the three.
Theorem 4.1. Let a, b, c (= 0), d ∈ C, let A denote a solution of (1.2), and let E denote a solution of (1.5). Assume that f : R+ → C is
a function ﬁnite-valued over (0,1] and satisﬁes the universal Cauchy functional equation (1.1). If a + bf (1) + d = 0, then all possible
solution functions are displayed in Fig. 3, where
ω(1) = −cf (1)(bf (1) + c + 2d)/(bf (1) + d)(bf (1) + c + d).
Proof. Putting y = 1 into (1.1), we get
{
a + bf (1) + d} f (x) + cf (x+ 1) = −df (1). (4.1)
We now treat two distinct cases corresponding to a + bf (1) + d + c = 0 or otherwise.
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Case 1. a + bf (1) + d + c = 0.
Thus a+ bf (1)+d = −c, and (4.1) leads to a non-homogeneous ﬁrst order difference equation with constant coeﬃcients
cf (x+ 1) − cf (x) = −df (1). (4.2)
The general solution of (4.2) is of the form (see e.g., [5])
f (x) = ω(x) − df (1)x/c, (4.3)
where ω(x) denotes a periodic function of period 1. We sub-divide into two sub-cases corresponding to df (1) = 0 or
otherwise.
• Sub-case 1. df (1) = 0.
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aω(xy) + bω(x)ω(y) + cω(x+ y) + d{ω(x) + ω(y)}= 0. (4.4)
Replacing x by x+ 1 in (4.4) and using the periodicity of ω lead to
0 = aω(xy + y) + bω(x)ω(y) + cω(x+ y) + d{ω(x) + ω(y)}. (4.5)
Comparing (4.4) and (4.5) yields a{ω(xy + y) − ω(xy)} = 0.
If a = 0, then ω(xy + y) = ω(xy). Since x and y are arbitrary, we deduce that ω(z + y) = ω(z) for all z, y ∈ R+ and this
forces ω(x) to be constant and so is f (x). We determine this constant. Putting f ≡ k into (4.4), we get k(a+bk+ c+2d) = 0.
For b = 0, from the deﬁning relation of Case 1, i.e.,
a + bf (1) + d + c = 0,
we get a + d + c = 0. From this together with the relation just found, we deduce kd = 0. If d = 0, then f is an
arbitrary constant. If d = 0, then f is the zero function. For b = 0, from a + bf (1) + d + c = 0, we deduce that
f (x) = −(a + c + d)/b.
If a = 0, from df (1) = 0, there are two possibilities d = 0 or d = 0 (and so f (1) = 0).
 Possibility 1: d = 0.
Eq. (4.4) becomes
bω(x)ω(y) + cω(x+ y) = 0.
Note that b = 0 by the relation deﬁning Case 1. Thus,
−bω(x+ y)/c = (−bω(x)/c)(−bω(y)/c).
Using this last relation and (1.5), the solution function is
f (x) = ω(x) = −cE(x)/b, (4.6)
where here E(x) must also be periodic of period 1.
 Possibility 2: d = 0. Thus f (1) = 0.
From the deﬁning relation of Case 1, we have
0 = a + bf (1) + c + d = c + d.
Here b = 0 by the same reasoning as in Possibility 1. Eq. (4.4) becomes
bω(x)ω(y) − dω(x+ y) + d{ω(x) + ω(y)}= 0,
which is of the same form as (3.13) in the proof of Theorem 3.1, and the same analysis leads to
f (x) = ω(x) = d(E(x) − 1)/b. (4.7)
Checking the solution functions (4.6) and (4.7) shows that the restriction of being periodic with period 1 for E(x) can be
discarded.
• Sub-case 2. df (1) = 0.
Substituting f (x) from (4.3) into the original equation (1.1) and simplifying give
0 = aω(xy) − adf (1)
c
xy + bω(x)ω(y) − bdf (1)
c
xω(y) − bdf (1)
c
yω(x) + b
(
df (1)
c
)2
xy
+ cω(x+ y) − df (1)(x+ y) + dω(x) + dω(y) − d
2 f (1)
c
(x+ y).
Keeping y ﬁxed for the time being, dividing this last relation by x, letting x → ∞ and using the ﬁnite-valued hypothesis of
the solution function, we get
−adf (1) y − bdf (1)ω(y) + b
(
df (1)
)2
y − df (1) − d
2 f (1) = 0. (4.8)
c c c c
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−adf (1)
c
+ b
(
df (1)
c
)2
= 0.
Since df (1)/c = 0, we get
a = bdf (1)/c. (4.9)
If a = 0, then b = 0. The deﬁning condition of Case 1 then implies c = −d which turns the original equation (1.1)
into (1.2). The solution function is thus f (x) = A(x).
If a = 0, substituting (4.9) into (4.8) and simplifying, we get
0 = −df (1){bω(y) + c + d}/c,
and so bω(y) + c + d = 0. Since a = 0, the relation (4.9) shows that b = 0. Thus ω(y) = −(c + d)/b, and (4.3) implies that
f (x) = −c + d
b
− df (1)
c
x = −1
b
(ax+ c + d). (4.10)
Substituting this shape of f into the original equation (1.1) leads to
0 = a
{
−1
b
(axy + c + d)
}
+ b
{
−1
b
(ax+ c + d)
}{
−1
b
(ay + c + d)
}
+ c
{
−1
b
(
a(x+ y) + c + d)
}
+ d
{
−1
b
(ax+ c + d)
}
+ d
{
−1
b
(ay + c + d)
}
= −1
b
(a + d)(c + d),
which necessitates that the solution function is of form (4.10) if and only if a + d = 0 or c + d = 0. If a + d = 0, then the
solution function is
f (x) = −ax+ c + d
b
= a
b
(1− x) − c
b
.
If c + d = 0, then the solution function is
f (x) = −(ax+ c + d)/b = −ax/b.
Case 2. a + bf (1) + d + c = 0.
The general solution of (4.1) is of the form
f (x) = ω(x)P x − df (1)
c(1− P ) , (4.11)
where, by the hypothesis of the theorem,
P := −{a + bf (1) + d}/c = 0. (4.12)
Since a + bf (1) + d + c = 0, we see that P = 1. Substituting this shape of f into the original equation (1.1) and simplifying,
we arrive at
0 = aω(xy)P xy − a df (1)
c(1− P ) + bω(x)ω(y)P
x+y − b df (1)
c(1− P )
{
ω(x)P x + ω(y)P y}+ b
(
df (1)
c(1− P )
)2
+ cω(x+ y)P x+y − c df (1)
c(1− P ) + dω(x)P
x − d df (1)
c(1− P ) + dω(y)P
y − d df (1)
c(1− P ) .
Separating the constant, called α for short, and the variable parts, we get
α := df (1)
c(1− P )
{
a − bdf (1)
c(1− P ) + c + 2d
}
= aω(xy)P xy + bω(x)ω(y)P x+y − b df (1)
c(1− P )
(
ω(x)P x + ω(y)P y)
+ cω(x+ y)P x+y + dω(x)P x + dω(y)P y . (4.13)
Now we distinguish two separate sub-cases corresponding to a = 0 or otherwise.
V. Laohakosol, W. Pimsert / J. Math. Anal. Appl. 375 (2011) 777–789 787• Sub-case 1. a = 0.
Putting y = 2 into (4.13) and using the periodicity of ω, we have
α = aω(2x)P2x + bω(x)ω(2)P x+2 − bdf (1){ω(x)P x + ω(2)P2}/c(1− P ) + cω(x+ 2)P x+2 + dω(x)P x + dω(2)P2
= aω(2x)P2x + bω(x)ω(1)P x+2 − bdf (1){ω(x)P x + ω(1)P2}/c(1− P ) + cω(x)P x+2 + dω(x)P x + dω(1)P2.
Again separating the constant, called β for short, and the variable parts of this last relation, we get
β := α + b df (1)
c(1− P )ω(1)P
2 − dω(1)P2
= P x
(
aω(2x)P x + bω(x)ω(1)P2 − b df (1)
c(1− P )ω(x) + cω(x)P
2 + dω(x)
)
= P xF (x), (4.14)
where
F (x) := aω(2x)P x + bω(x)ω(1)P2 − b df (1)
c(1− P )ω(x) + cω(x)P
2 + dω(x). (4.15)
Observe that (4.14) holds for any x ∈ R+ and so P x+1F (x+ 1) = β implying that
P F (x+ 1) = F (x). (4.16)
From the deﬁnition (4.15) and the periodicity of ω, we get
F (x+ 1) = aω(2(x+ 1))P x+1 + bω(x+ 1)ω(1)P2 − bdf (1)ω(x+ 1)/c(1− P ) + cω(x+ 1)P2 + dω(x+ 1)
= F (x) + aω(2x)P x(P − 1).
This together with (4.16) show that
F (x) = P F (x+ 1) = P{F (x) + aω(2x)P x(P − 1)},
i.e., (1− P )F (x) = aω(2x)P x+1(P − 1). Since 1− P = 0, we deduce that
F (x) = −aω(2x)P x+1.
Going back to (4.14), we see that
β = P xF (x) = −aω(2x)P2x+1,
i.e., ω(2x)P2x = −β/aP implying that ω(z)P z ≡ constant (z ∈ R+). The solution function, (4.11), is thus
f (x) = ω(x)P x − df (1)
c(1− P ) ≡ constant.
To determine this constant, putting f ≡ k into (4.1), we have k(a + bk + c + 2d) = 0.
If b = 0 and a + c + 2d = 0, then f is an arbitrary constant. If b = 0 but a + c + 2d = 0, then f is the zero function.
If b = 0, then f (x) is the zero function or f (x) = −(a + c + 2d)/b.
• Sub-case 2. a = 0.
Then (4.13) becomes
α = df (1)
c(1− P )
{
− bdf (1)
c(1− P ) + c + 2d
}
= bω(x)ω(y)P x+y − b df (1)
c(1− P )
{
ω(x)P x + ω(y)P y}+ cω(x+ y)P x+y + dω(x)P x + dω(y)P y .
Rearranging and using the deﬁnition of P in (4.12) we get
P xP y
{
bω(x)ω(y) + cω(x+ y)}+ d(c + d)
c(1− P )
{
P xω(x) + P yω(y)}= α. (4.17)
Now we consider the possibility whether |P | = 1.
•• Possibility 1: |P | = 1.
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α = P xP{bω(x)ω(1) + cω(x)}+ d(c + d)
c(1− P )
{
P xω(x) + Pω(1)}. (4.18)
Setting y = M ∈ N \ {1} in (4.17) and using the periodicity of ω, we get
α = P xPM{bω(x)ω(1) + cω(x)}+ d(c + d)
c(1− P )
{
P xω(x) + PMω(1)}. (4.19)
Equating (4.18) and (4.19), we have
P xω(x)
(
bω(1) + c)(P − PM)= d(c + d)
c(1− P )ω(1)
(
PM − P). (4.20)
Since P = 1, there must be an M ∈ N such that P − PM = 0. Thus,
P xω(x)
(
bω(1) + c)= − d(c + d)
c(1− P )ω(1). (4.21)
 For bω(1) + c = 0, (4.21) shows that P xω(x) is a constant function. The solution function, (4.11), is thus f ≡ constant.
We determine this constant. Putting f ≡ k into (4.1), we again have k(bk + c + 2d) = 0.
If b = 0 and c + 2d = 0, then f is an arbitrary constant. If b = 0 but c + 2d = 0, then f is the zero function.
If b = 0, then f (x) is the zero function or f (x) = −(c + 2d)/b.
 For bω(1) + c = 0, (4.21) shows that d(c + d)ω(1) = 0. Now, b and ω(1) are both nonzero, for otherwise the condition of
this case entails c = 0, contradicting its deﬁnition. Thus, d(c + d) = 0 implying that either d = 0 or c + d = 0. In any case,
(4.18) implies that α = 0 and (4.17) becomes bω(x)ω(y) + cω(x+ y) = 0, or equivalently,
−b
c
ω(x+ y) =
(
−b
c
ω(x)
)(
−b
c
ω(y)
)
.
Referring to (1.5), we have ω(x) = −cE(x)/b.
If d = 0, then the solution function in (4.11) is
f (x) = ω(x)P x − df (1)
c(1− P ) = −
c
b
E(x)P x.
Since in this case, P = 0 is arbitrary, the solution function can then be put under the form f (x) = −cE(x)/b, where this last
E is a generic symbol representing a general solution of (1.5).
If c + d = 0, the deﬁnition of P in (4.12) gives f (1)/c(1− P ) = 1/b and the solution function, (4.11), is thus
f (x) = ω(x)P x − df (1)
c(1− P ) = −
c
b
E(x)P x − d
b
and as in the last case, the solution function can be put under the form
f (x) = − c
b
E(x) − d
b
= d
b
(
E(x) − 1).
•• Possibility 2: |P | = 1.
Let P = reiθ (r ∈ R+ \ {1}, θ ∈ R). Substituting y = 1, respectively, y = M ∈ N \ {1} into (4.17) and using the periodicity
of ω, we get (4.18), respectively,
α = P xrMeiθM{bω(x)ω(1) + cω(x)}+ d(c + d)
c(1− P )
{
P xω(x) + rMeiθMω(1)}. (4.22)
Equating these last two equations gives
P xω(x)
(
bω(1) + c)(reiθ − rMeiθM)= d(c + d)
c(1− P )ω(1)
(
rMeiθM − reiθ ).
Since M = 1, we must have reiθ − rMeiθM = 0. This leads us to (4.21) of the last possibility and the same analysis is
applicable leading to the same three forms of solution. The results in Fig. 3 are conﬁrmed by checking the solution functions
found above. 
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