Events with low probability but disastrous impact have to be studied with care. The analysis of such rare events entails in particular the understanding of the way in which they cluster in time. We present an automatic three-step procedure for identifying clusters, estimating the cluster size distribution and constructing con…dence intervals for the extremal index which measures the strength of dependence between the rare events. The third step combines an empirical likelihood and a parametric likelihood approach. Simulations show that our new procedure performs very well in …nite samples. Our results are also illustrated by applications to real data.
Introduction
Events like natural catastrophes (earthquakes, storms, tsunamis,...) or economic and …nancial crisis are terri…c phenomena for which it seems at …rst glance that there exist no rule. However Extreme Value Theory (EVT) provides theoretical foundations on which scientists can build statistical models for describing these events. Typical questions that EVT tries to anwer are: If things go wrong, how wrong can they go?, If things go wrong, how many times can they go wrong during a short period of time? This paper is concerned with the second question.
When several catastrophic events occurs close in time they are said to form a cluster. The way these events share out within a cluster is determined by the short-range dependence features of the sequence of events, while the way the clusters are separated in time is determined by its long-range dependence features. When the rare events are the exceedances of a time series, diagnostic tools for assessing dependence have been proposed by [9] . These tools aid in deciding wheter clusters are of short duration or of long duration. They also can be used to estimate the reciprocal of the mean of the distribution which is called the extremal index and measures the strength of temporal dependence between the rare events.
A general framework of temporal dependence for rare events is presented in [22] (see also Chapter 11 in [5] ). In this framework a particularly interesting quantity to characterize the dependence structure of the sequence of events is the point process that counts the number of rare events that occur. It can be shown that this point process weakly converges to a compound Poisson process (see Section 2) . In particular one can deduce that the inter-cluster times, i.e. the times between the clusters of events, may be approximated by exponentially distributed random variables with rate parameter proportional to the extremal index.
Here we focus on the asymptotic distribution of the size of the clusters of rare events. Inference of the cluster size distribution of exceedances has mainly been studied through the lenses of three methods: the blocks method, the runs method and the inter-exceedance times method. The two …rst methods identify clusters and construct estimates based on these clusters. For each of these methods, there are two parameters which determine the clusters and consequently the estimates: a threshold and a cluster identi…cation scheme parameter. The third method is based on interexceedance times and eliminates the need for a cluster identi…cation scheme parameter. Some references using these three approaches are [4] , [7] , [23] , [24] , [6] , [19] , [20] and [21] among others.
In this paper we propose an automatic procedure for identifying clusters, estimating the cluster size distribution and constructing con…dence intervals for the extremal index. This procedure uses a triangular array of rare events and can be split into the three following steps:
-First, for each row of the triangular array, we use a stopping rule based on the sequence of the largest inter-event times to decide among the inter-event times those that may be regarded as the inter-cluster times. We then identify the clusters and derive the empirical distribution of the cluster size. A …rst estimator of the extremal index is constructed by considering a convex combination of the reciprocal of the mean of the inter-cluster times and the reciprocal of the mean of the cluster size (which is also equal to the proportion of the number of inter-cluster times among the inter-event times).
-Second, we minimize a distance between the empirical distribution of the normalized intercluster times and the unit exponential distribution to select the more appropriate row of the triangular array in regard with the asymptotic theory.
-Third, we use a likelihood approach that combines an empirical likelihood for the cluster size observations and a parametric likelihood for the inter-cluster time observations to construct con…dence intervals for the extremal index.
The main advantage of our new procedure is that it is automatic and does not use any tuning parameter contrary to the previous approaches. Simulations show that our procedure performs very well in …nite samples and dominates the previous methods for constructing con…dence intervals of the extremal index and for estimating the probabilities that large clusters form. Our results are also illustrated by applications to real data.
The paper is organized as follows. In Section 2 we …rst introduce our case study of air pollution and then present the mathematical setting. In particular we de…ne the point process of rare events and provide some asymptotic results for this point process. In Section 3 we describe the threestep procedure and give the asymptotic properties of the estimators. The simulations and the applications to real data are found in Section 4. The appendix contains the proofs of the results of Section 3.
Setting
Throughout the paper we consider the example of signi…cant air pollution events. We focus on nitrogen dioxide (NO 2 ) which is a pollutant of the urban atmosphere. Personal exposure to NO 2 has e¤ects on lung function, especially on children, the elderly, and asthmatics. It is a primary pollutant emitted from combustion processes and a secondary pollutant formed from ozone and nitrogen monoxide. The major sources of emissions of NO 2 are combustion processes due to heating, power generation, and engines in vehicles. Outdoor concentrations of NO 2 can vary widely, and rapidly, ranging from a few micrograms per cubic meter to peaks of several hundreds of micrograms per cubic meter during particular episodes of very high pollution. These concentrations depend on meteorological and topographical conditions and on the spatial distribution of the emissions.
NO 2 is monitored in almost all countries worldwide like in Paris where 11 …xed sites measure the atmospheric concentrations (see Figure 1 and Table 1 ). The current World Health Organization (WHO) guideline value for annual mean sets to protect the public from the health e¤ects is 40 g/m 3 . But note that NO 2 is toxic and may cause signi…cant in ‡ammation of the airways when short-term concentrations exceed 200 g/m 3 (1-hour mean). The in ‡uence of highway tra¢ c on ambient nitrogen dioxide concentrations is clear: the highest concentrations are observed for the "Boulevard Périphérique-Porte d'Auteuil" (Site 1), "Avenue des Champs Elysées" (Site 2) and "Place Victor Basch" (Site 9) where road tra¢ c is very high. The level of 200 g/m 3 is very often exceeded. There is a small increasing tendency to NO 2 concentrations observed for Site 1 "Boulevard Périphérique-Porte d'Auteuil"but it has been neglected in a …rst step. It is known that exceptional meteorological conditions during 2003 led to elevated concentrations of many pollutants, but it has not been established that these conditions a¤ected NO 2 concentrations. Moreover there is no clear seasonal component to NO 2 concentrations for all the sites. We will assume that the 11 time series are stationnary.
Let us give three examples of NO 2 concentration events that are particularly important.
Example 1: Typical rare events that are monitored by air pollution control agencies are exceedances and upcrossings above high thresholds, and high local maxima. In Figure 3 (left) we plot the exceedances of NO 2 concentrations above high thresholds (which have been automatically selected by our procedure, see Section 3) for the 11 sites. We see that high exceedances occur in clusters and that the clusters could be of long durations. There are a little bit more exceedances during 2003 or in 2009 depending on the sites. Example 2: Events that take into account several sites at the same time may also be studied. Typical key events are those for which at least k (= 1; : : : ; 11) sites have concentrations that exceed high thresholds. In Figure 3 (right) we plot the (multivariate) exceedances of NO 2 concentrations above their respective threshold (see Example 1). Clusters are observed for k smaller than 10.
Example 3: Air pollution control agencies are also interested in the mean level of NO 2 concentrations over some speci…c sets. For example consider the convex hull, A, of the 11 sites (see Figure 1 ). We use Akima's interpolation (see [1] ) to approximate the mean level of NO 2 concentrations over A. Figure 2 (bottom-left) shows the time series of the mean level of the maxima of NO 2 concentrations and Figure 3 (top-left) gives the exceedances above the automatically selected threshold. One more time such events occur in cluster.
We now present the mathematical setting that is suitable to model such phenomena. Let A = fA i;n ; 1 i n; n 1g be a triangular array of events. We assume that, for each row the events are block-stationnary (see [22] ), i.e.
Moreover single events have a low probability to occur that satis…es
for some positive contant c. This condition implies that the mean number of rare events that occur among A 1;n ; : : : ; A n;n is asymptotically equal to c. It is a quite standard condition in EVT. Let us go back to our three examples and explain how the events are to be mathematically designed.
Example 1: Let (X i ) i 1 be the stationary sequence of NO 2 concentrations at one of the sites and let us introduce a sequence (u n ) n 1 such that lim n!1 nP(X i > u n ) = 1. Exceedances are de…ned as the events A i;n = fX i > u n g, upcrossings as the events A i;n = fX i u n ; X i+1 > u n g and high local maxima as the event A i;n = fX i+1 > u n ; X i < X i+1 ; X i+1 > X i+2 g.
Example 2: Let (X i = (X i;1 ; : : : ; X i;d )) i 1 be the sequence of NO 2 concentrations at the d = 11 sites and let us introduce d sequences of high thresholds (u n;j ) n 1 for j = 1; : : : ; d. The events such that at least k sites have concentrations that exceed their respective threshold are de…ned as the events A i;n = f P d j=1 1 fX i;j > u n;j g kg. Example 3: Let ((X i (s)) s2A ) i 1 be the sequence of hourly maxima of NO 2 concentrations at location s. Rare events of interest are then de…ned as A i;n = X i > a n where
, is Lebesgue measure and (a n ) n 1 is a sequence of thresholds.
The triangular array A is said to have extremal index if
The extremal index describes the strength of temporal dependence between the rare events. The case = 1 corresponds to asymptotic independence between rare events. When decreases, the propensity of rare events to occur in cluster increases. Note that may depend on c.
The usual approach for modelling the exceedances of a time series is based on point processes (see e.g. [8] ). Similarly we consider the point process of rare events N n ( ) de…ned by
for any Borel set B (0; 1]. The asymptotic distribution of this point process is characterized by the cluster size distribution and the extremal index . Approximations of these quantities build for a block of m events are given by
Note that B m;n is equal to the reciprocal of the mean of the approximated cluster size distribution and is known as the block approximation of the extremal index.
We also introduce mixing coe¢ cients: for 1 p q n, de…ne A p;q as the -…eld generated by the events A i;n , p i q, and write for m 1 and 1 l m 1 n;m;l := supfjP (A \ B) P (A) P (B) j : A 2 A 1;t ; B 2 A t+l;n ; 1 t m lg: Then it is possible to give su¢ cient conditions for the convergence of the point process.
Theorem 1 Assume there exists a distribution , a constant and a sequence m = (m n ) n 1 such that m = o (n), lim n!1 B m;n (k) = (k) and lim n!1 B m;n = . Moreover assume there exists a sequence l = (l n ) n 1 such that l = o (m) and lim n!1 nm 1 n;n;l = 0. Then N n ( ) weakly converges to a homogeneous compound Poisson point process N ( ) with intensity c and cluster size distribution .
This theorem states that rare events appear asymptotically in clusters. The clusters are separated by exponential random variables with mean 1=( c) and the occurrence times of the rare events in a cluster are the same. The mean cluster-size is equal to 1= since there are c events that occur in mean. There are a proportion, , of positive asymptotic inter-event times (the inter-cluster times) and a proportion, (1 ), of zero asymptotic inter-event times (the intra-cluster times). It is also possible to characterize the distribution of the inter-cluster time in the following way: let n = minfi 1 : A i+1;n g given A 1;n and denote by p m;n = P([ m i=1 A i;n ) the probability that at least one of m consecutive events occur. Let R m;n = P( n mjA 1;n ). This probability is also equal to
and is known as the run approximation of the extremal index and m as the run length. Consider the random variable T n = p 1;n n .
Proposition 2 Assume there exists a sequence
Moreover assume there exists a sequence l = (l n ) n 1 such that l = o (m) and lim n!1 nm 1 n;n;l = 0. Then P(T n xjA 1;n ) = exp( x) and P(T n xjT n n 1 m; A 1;n ) = exp( x):
Given A 1;n , T n can be considered asymptotically as a random variable distributed according to the mixture probability (1 )" 0 + where " 0 is the degenerate probability distribution at 0 and is the exponential distribution with mean 1 . Given A 1;n and T n n 1 m, T n can be seen as a (normalized) inter-cluster time and its distribution can be approximated by .
Statistical procedure
We assume that we observe an array of rare events B = fA i;r ; 1 i n; 1 r ng 1 . In the …rst step of our procedure, we construct an estimator of the cluster size distribution for each row fA i;r ; 1 i ng of B. The choice of r will be adressed in Step 2 and Step 3 will provide con…dence intervals for the extremal index.
Our asymptotic statements are to be understood as r = (r n ) n 1 is a sequence such that r ! 1 and r = o (n) as n ! 1. For each row fA i;r ; 1 i ng, the events are assumed to be blockstationnary and satisfy lim n!1 rP(A 1;r ) = c:
Let N r = P n i=1 1fA i;r g be the number of the rare events which occur. We consider the continuous time process
Let D = D(0; 1) be the space of functions from (0; 1) to R which are càdlàg functions (rightcontinuous with left-limits) equipped with the strong J 1 -topology. We have the following result. 1 For Example 1, Ai;r is de…ned as fXi > urg. In practise, ur may be replaced byûr the k-th largest value among X1; : : : ; Xn where k = bn=rc l = (l n ) n 1 such that l = o (m) and lim n!1 rm 1 n;r;l = 0. Moreover assume that n 1 rN r P ! c. Then P r ( ) weakly converges to a homogeneous compound Poisson process P ( ) on D with intensity and cluster size distribution .
The times where rare events occur are denoted by 1 1;r : : :
Nr;r n. Under the assumption of Theorem 3, the normalized occurence times S i;r = N r i;r =n are asymptotically the points of a homogeneous compound Poisson P . In particular the normalized inter-event times de…ned by T i;r = (S i+1;r S i;r ); for i = 1; : : : ; N r 1;
are asymptotically distributed according to the mixture probability (1 )" 0 + . In the remainder of this section, we assume that the S i;r for i = 1; : : : ; N r are the points of a homogeneous compound Poisson process with intensity and cluster size distribution .
Step 1: Stopping rule
The run approach for identifying clusters consists in choosing a run length q and assuming that two rare events that are separated by at least q observations does not belong to the same cluster. If r is large and q is well-chosen, there should be a proportion R q of inter-cluster times and these intercluster times should have a mean close to 1= R q (by Proposition 2). Moreover the mean number of rare events per cluster should be also close to 1= R q . We propose to choose the run length as one of the normalized inter-event times by using a stopping rule. This stopping rule will also let to decide among the inter-event times those that may be regarded as the inter-cluster times.
Let T 1;r T 2;r : : : T Nr 1;r be the order statistics of T 1;r ; : : : ; T Nr 1;r . The positive interevent times are the inter-cluster times and the null inter-event times are the intra-cluster times. In practise all the inter-event times are non-null and it is di¢ cult to say what the intra-cluster times are among the inter-event times. The largest inter-event times are likely inter-cluster times and the smallest inter-event times are likely intra-cluster times. But the main issue is to …nd the limit between both inter-event times.
We de…ne the function v r on (0; 1) by
where, for j = 1; : : : ; N r 1,
We have the following result.
Proposition 4 As N r ! 1,
Note that v is a di¤erentiable function on (0; 1), increasing on (0; min(1; 2 )) (in particular v 0 ( ) = 2
3 ), lim t!0 v(t) = 1, and v( ) = 0. Let m r = P Nr 1 i=1 1fT i;r > 0g be the true number of inter-cluster times. By the previous proposition, v mr;r should be close to zero since there is asymptotically a proportion of inter-cluster times among the inter-event times. Hence we construct q r by the following stopping rule q r = minfj : v j;r 0; 1 j N r 1g;
and we propose to de…ne the q r inter-cluster times, T 1;r ; : : : ; T qr;r , as the q r largest values among T 1;r ; : : : ; T Nr 1;r in the order where they have been observed and then we de…ne the q r 1 cluster sizes, C 1;r ; : : : ; C qr 1;r , as the number of rare events that occur between two inter-cluster times (assuming that the …rst inter-event time is an inter-cluster time and eliminating the last cluster which could be incompletely observed). Of course, we make an error which should not be made since we observe the Poisson process theoretically. But in practise, this stopping rule gives us a good way to discriminate between inter-cluster times and intra-cluster times.
Once the inter-cluster times have been identi…ed, we can construct the empirical distribution of the cluster size in the following waŷ
A …rst estimator of the extremal index is then constructed by considering a convex combination of the proportion of the number of inter-cluster times among the inter-event times (which is approximately equal to the reciprocal of the mean of the cluster size),^ 1;r , and the reciprocal of the mean of the inter-cluster times,^ 2;r :^ r =^ r^ 1;r + (1 ^ r )^ 2;r where^
The weight,^ r , has been chosen to get the smallest possible asymptotic variance for the estimator r .
Proposition 5 Assume 0 < < 1. As N r ! 1,^ r
It follows that, as N r ! 1,
It is worth noting that the asymptotic variance of^ r is smaller than the asymptotic variance of the interval estimator introduced by Ferro and Segers which is equal to 3 P 1 j=1 j 2 (j) (see Remark 3.6 in [20] ).
It is also possible to derive the asymptotic distribution of the cluster size probabilities. Let us …rst introduce the probability distribution
and (Y; Z) 0 is distributed according to a standard bivariate Gaussian distribution.
Note that the asymptotic distribution of p N r (^ (k) (k)) is neither symmetric nor centered. For example, under some additional regularity conditions, we have
This can be explained by the fact that the approximations of the distributions of the cluster sizes and of the inter-cluster times are not the same when q r is chosen larger than m r or smaller. But the median of the asymptotic distribution is necessarily equal to 0.
Step 2: Row choice procedure
We now propose a procedure to choose the more appropriate row in regard with the asymptotic theory. Let us …rst give an asymptotic result on the convergence of the empirical distribution of the inter-cluster times
Let F (t) = 1 exp( t) be the exponential distribution function with parameter . Let ) f dd denote the convergence of …nite-dimensional distributions.
where e(t) is a Gaussian process whose covariance function is given by, for s; t > 0, (s; t) = cov(e(s); e(t))
Let d be a "distance"between probability distribution functions (Kolmogorov-Smirnov distance, Cramér-von-Mises distance, Anderson-Darling distance,...). We decide to choose the value of r that minimizes the distance between the empirical distribution of the normalized inter-cluster times and the exponential distribution with parameter 1 r = arg min
Step 3: Constructing con…dence intervals with an empirical likelihood method
Empirical likelihood was introduced in [12] and [13] in order to construct con…dence intervals and to estimate parameters without assuming a parametric family for the data. Therefore, the empirical likelihood method is often preferred to the classical likelihood method. There is a large literature extending empirical likelihood methods to many statistical problems (see the book by [14] for references and developments). The empirical likelihood method for extremes was …rst proposed by [10] to construct con…dence intervals for the tail index of a heavy-tailed distribution and by [15] to construct the con…dence intervals for a mean from an heavy-tailed distribution. Later, [16] proposed a data tilting method (a similar technique as empirical likelihood) to construct the con…dence intervals for the high quantiles of a heavy-tailed distribution. We refer to [18] for more details. More recently, [3] studied nonparametric maximum empirical likelihood estimators of the spectral measure of a multivariate extreme value distribution.
Here we now propose to combine an empirical likelihood for the cluster size observations and a parametric likelihood for the inter-cluster time observations to construct con…dence intervals for the extremal index. We assume that r = r , as de…ned in the previous sub-section, and that C 1;r ; : : : ; C qr 1;r are i.i.d. observations from the unknown distribution and T 1;r ; : : : ; T qr;r are i.i.d. observations from the exponential distribution with parameter . The combined likelihood function is given by
where p i = F (C i;r ) F (C i;r ). This function is maximized with respect to F by the empirical distribution function F C;r (j) = (q r 1) 1 P qr 1 i=1 1fC i;r jg. In order to estimate , we may maximise L(F; ) with respect to p i for …xed subject the constraints
where g(C i;r ; ) = C i;r 1 because E[C i;r ] = E[ T i;r ] = 1 . After simple computations, the p i are given by
wheret( ) is de…ned by the following restriction
From this we can de…ne the combined loglikelihood function
log(1 +t( )g(C i;r ; )) (q r 1) log (q r 1) + q r log
The maximum combined loglikelihood estimator of ,~ r , then satis…es
T i;r = 0:
Note that the asymptotic variance of~ r is smaller than the asymptotic variance of^ r . But this result is obtained under the assumption that C 1;r ; : : : ; C qr 1;r and T 1;r ; : : : ; T qr;r are distributed according to the true distributions, which is not the case even if we choose r = r .
In order to construct con…dence interval, we may consider the following combined likelihood ratio funtion
with the restriction (3:4). And in order to test the condition E[C i;r ] = E[ T i;r ] = 1 , we may consider the following combined likelihood ratio funtion
with the restriction (3:4) and where^ (mle) r is the maximum likelihood estimator based on the inter-cluster times^ (mle) r = q r P qr j=1 T j;r : Proposition 9 Assume 0 < < 1. As N r ! 1,
The combined likelihood con…dence interval with level 1 is then formed in the following way
(1)g:
4 Numerical examples
Simulation study
The …nite sample properties of our estimators of the cluster size probabilities and the extremal index are now studied in a simulation study. Sequences of length n = 1000 were simulated from the two following processes: -a max-autoregressive process (MAR) de…ned by X n = max f(1 ) X n 1 ; W n g, n 2, where W n are independent unit Fréchet rvs and X 1 = W 1 = , and for which
(we consider the values = 0:3, 0:4, 0:5, 0:6, 0:7, 0:8, 0:9, 1); -an AR (1) process with uniform marginal de…ned by X n = r 1 X n 1 + " n , n 2, where (" n ) are iid and uniformly distributed on f0; 1=r; ::::; (r 1) =rg, X 1 is uniformly distributed on (0; 1), and for which
(we consider the values r = 1, 2, 3, 4, 5).
Monte Carlo approximations to the properties of the estimators (means, quantiles, con…dence intervals) are computed from 500 simulated sequences.
Let us begin by the max-autoregressive process. Figure 4 shows the means and the quantiles (q 2;5% , q 25% , q 75% and q 97;5% ) of the estimators^ r for the Kolmogorov-Smirnov distance, the Cramér-von-Mises distance, the Anderson-Darling distance, and of the Ferro-Segers estimator for k exceedances = 20, 40, 60, 80, 100 (see [6] ). We see that the Kolmogorov-Smirnov distance provides the estimators^ r whose distributions are the most narrow. When = 1, the interquantile distances are surprisingly very small. Maybe the rate of convergence of the estimators when the extremal index is equal to 1 is faster than when the extremal index is smaller than 1. The FerroSegers estimator has always larger interquantile distances than the estimators^ r based on the Kolmogorov-Smirnov distance. The di¤erences are however not so large when k = 100 and 0:7. Figure 5 shows the quantiles (q 2;5% , q 25% , q 75% and q 97;5% ) and the means of the upper and the lower bound of the symetric con…dence interval ( = 95%) of our estimator~ r for the KolmogorovSmirnov distance, the Cramér-von-Mises distance, the Anderson-Darling distance, and of the FerroSegers estimator for k exceedances = 20, 40, 60, 80, 100 (see Section 4 in [6] ). It is clear that our new procedure gives very narrow con…dence intervals whose sizes are smaller than those constructed by bootstrapping. Figure 6 , 7 and 8 show the quantiles (q 2;5% , q 25% , q 75% and q 97;5% ) and the means of our estimators^ r (1),^ r (2),^ r (3) for the Kolmogorov-Smirnov distance, the Cramér-von-Mises distance, the Anderson-Darling distance, and the Ferro-Segers estimators of (1), (2), (3) for k exceedances = 20, 40, 60, 80, 100 (see Section 3.1 in [20] ). For k 2, our estimators,^ r (k), de…nitely outperform the Ferro-Segers estimators.
Results for the AR (1) process were similar to those obtained for the max-autoregressive process. Note however that all estimators (our estimators and the Ferro-Segers estimator) are biased in the same way (see Figure 10 for the con…dence intervals). (1)) Monte Carlo approximations to the quantiles (q 2;5% , q 25% , q 75% and q 97;5% ) and the means of the upper and the lower bound of the con…dence interval of our estimator~ r for the Kolmogorov-Smirnov distance, the Cramér-von-Mises distance, the Anderson-Darling distance, and the Ferro-Segers estimator for k = 20, k = 40, k = 60, k = 80, k = 100.
Case study
The extremal indexes and their con…dence intervals are now estimated for the 11 sites (see Figure  10 ). As anticipated in Figure 3 , the exceedances of NO 2 occur in cluster. For our automatic procedure, the highest extremal indexes are observed for the sites: S3 (PARIS 1er Les Halles) and S8 (PARIS 18eme) (' 0:8) and the smallest for sites S1 (Boulevard Périphérique Porte d'Auteuil), S10 (Quai des Celestins) and S11 (Rue Bonaparte) (' 0:55 0:6). The rankings of the extremal indexes are approximately the same for the three distances (except for site S4 (PARIS 6eme)). The values given by the Ferro and Segers estimators vary importantly with regard to the choice of the number of exceedances, k. When k is large, the Ferro-Segers estimators give smaller values than those of our estimators. Note also that our con…dence intervals are narrower than the Ferro-Segers con…dence intervals (as observed in the simulation study). We may conclude that the mean number of exceedances in a cluster is always signi…cantly larger than 1. Figure 11 shows the estimates^ r (1) ( ),^ r (2) (4),^ r (3) ( ) for the Kolmogorov-Smirnov distance, the Cramér-von-Mises distance, the Anderson-Darling distance, and the Ferro-Segers estimates. We see that the probabilities to observe cluster sizes larger than 3 are very small. It is a good news since it means that the episodes of very high pollution are not so long as could be dreaded. 
Proof of Proposition 2
First note that, as n ! 1, P (p 1;n n xj n m; A 1;n ) = 1 R m;n P(p 1;n n x; n m; A 1;n ) P(A 1;n ) = 1 R m;n P (p 1;n n xjA 1;n ) + o(1):
The result follows by using Theorem 5.3 and Theorem 5.4 in [22] with the assumption that lim n!1 R m;n = .
Proof of Theorem 3
Let us de…ne the point process of rare events, _ N r ( ), on (0; 1) by
for any Borel set B (0; 1). By using the same arguments as in the proof of Theorem 2.1 in [20] and the condition of block-stationnarity, we deduce that _ N r weakly converges to a homogeneous compound Poisson point process, _ N , with intensity c and cluster size distribution . Let M p ((0; 1)) be the space of point measures on (0; 1) and : M p ((0; 1)) ! D be de…ned by
where 0 < T 1 < T 2 < : : :. is a continuous map with respect to _ N . Let • N r (t) = _ N r ((0; t]) for t > 0. We deduce by the Continuous Mapping Theorem that • N r ( ) weakly converges to a homogeneous compound Poisson process on D with intensity c and cluster size distribution .
Let ' r : (0; 1) ! (0; 1) be de…ned by
Since n 1 rN r P ! c, we deduce that ' r weakly converges on D to '(t) = c 1 t. Now note that
Let D " be the space of non-decreasing càdlàg functions from (0; 1) to (0; 1) and C "" be the space of strictly increasing continous functions from (0; 1) to (0; 1). By Theorem 13.2.2 in [25] , the composition map from D D " to D taking (x; y) into x y is continuous at (x; y) 2 D C "" . The result follows by using the Continuous Mapping Theorem.
Proof of Proposition 4
For i = 1; : : : ; N r , the S i;r are assumed to be the points of a homogeneous compound Poisson process with intensity and cluster size distribution . Therefore the process (T i;r ) i 1 is a regenerative process with stationary distribution (1 )" 0 + . Denote by G its probability distribution function G (x) = exp( x); x 0, and by G 1 its generalized inverse
Let T 1;r T 2;r : : : T Nr 1;r be the order statistics of T 1;r ; : : : ; T Nr 1;r . The empirical quantile function of T 1;r ; : : : ; T Nr 1;r is given by
Remark now that, for j = 1; :::; N r 1, the v j;r can be written as a function of G 1 ;r :
By the regenerative properties of (T i;r ) i 1 , we deduce that, if j=N r ! as r ! 1, then
;r ( ) uniformly for 2 (0; 1). It follows that, for 0 < t < 1,
A simple computation gives the formula (3:2).
Proof of Proposition 5
By Proposition 4, we have that m r =q r P ! 1 as N r ! 1. Let us write
If we had de…ned the inter-cluster times, T 1;r ; : : : ; T mr;r , as the m r largest values among T 1;r ; : : : ; T Nr 1;r and then de…ned the m r 1 cluster sizes, C 1;r ; : : : ; C mr 1;r , as the number of rare events that occur between two inter-cluster times, we would have perfectly identi…ed the inter-cluster times and the clusters. However we have chosen q r instead of m r and de…ned the inter-cluster times, T 1;r ; : : : ; T qr;r , as the q r largest values among T 1;r ; : : : ; T Nr 1;r . Let us denote these random variables by T i;r given r = for a small small since r P ! 0. We consider successively the two cases < 0 and > 0. When < 0, one considers wrongly a proportion of the inter-cluster times as intra-cluster times. In fact these are the smallest inter-cluster times. These inter-cluster times are shared out uniformly between all the inter-cluster times. Since the inter-cluster times should be asymptotically distributed as exponential random variables with parameter , we approximate the distribution of T ( ) i;r in the following way
with q = 1 ln(1 + ) and we approximate the distribution of C ( ) i;r in the following way
Their two …rst moments are given by
where m
(2)
. When > 0, one considers wrongly a proportion of the intra-cluster times as inter-cluster times. In fact these are the largest intra-cluster times. These intra-cluster times are shared out uniformly between all the intra-cluster times of the clusters that are at least of size 2. Let j>1 be the conditional distribution of the cluster size given that there are at least 2 events that occur ( j>1 (k) = (k)=(1 (1)) for k 2) and 1=2 j>1 be the distribution de…ned in (3:3). We decide to approximate the distribution of T and for k 2
(5.15)
The choice of the stopping rule leads to the following statement
Moreover we have the following approximation
By using (5:7), (5:8), (5:14) , and (5:15) and the de…nition of the T ( r ) i;r , it is easy to show that
Let us now derive the asymptotic distribution of the estimators. Note that
So we have that^
Let r = (1 + r ). We have in the same way that 
Proof of Proposition 6
We consider now the empirical distribution of the cluster size given bŷ
i;r = kg; k 1:
The di¤erence^ (k) (k) may be decomposed in two partŝ
where ( r ) (k) = P r (C ( r ) i;r = k). First we approximate ( ) (k) (k) for a small by using (5:6) ; (5:12) and (5:13):
-when < 0,
-when > 0,
i.e. P r = (C ( )
Since r is asymptotically independent of the C 
Proof of Proposition 7
We consider the following decomposition F r (t=^ r ) F 1 (t) = F r (t=^ r ) F (t=^ r ) + F (t=^ r ) F 1 (t) :
First note that Then it is easy to see that, for t > 0, F (t=^ r ) F 1 (t) = 1 ^ r t exp( t) + o P (m It follows that p N r F r (t=^ r ) F 1 (t) ) f dd e(t)
where e(t) is a Gaussian process whose covariance function is obtained after simple calculations.
Proof of Proposition 8
For ease of exposition, we assume that there are q r observations C 1;r ; : : : ; C qr;r . First recall that C 1;r ; : : : ; C qr;r are i.i.d. observations from the unknown distribution and T 1;r ; : : : ; T qr;r are i.i.d. observations from the exponential distribution with parameter . We will use the following notation The conditions that determine~ r andt =t(~ r ) are The results follows by using Proposition 8 and (5:19) . 
