Abstract. We prove lower bounds of order n log n for both the problem of multiplying polynomials of degree n, and of dividing polynomials with remainder, in the model of bounded coefficient arithmetic circuits over the complex numbers. These lower bounds are optimal up to order of magnitude. The proof uses a recent idea of R. Raz [Proc. 34th STOC 2002] proposed for matrix multiplication. It reduces the linear problem of multiplying a random circulant matrix with a vector to the bilinear problem of cyclic convolution. We treat the arising linear problem by extending J. Morgenstern's bound [J. ACM 20, pp. 305-306, 1973] in a unitarily invariant way. This establishes a new lower bound on the bounded coefficient complexity of linear forms in terms of the singular values of the corresponding matrix. In addition, we extend these lower bounds for linear and bilinear maps to a model of circuits that allows a restricted number of unbounded scalar multiplications.
Introduction
Finding lower bounds on the complexity of polynomial functions over the complex numbers is one of the fundamental problems of algebraic complexity theory. It becomes more tractable if we restrict the model of computation to arithmetic circuits, where the multiplication with scalars is restricted to constants of bounded absolute value. This model was introduced in a seminal work by Morgenstern [1973 Morgenstern [ , 1975 , where it was proved that the complexity of multiplying a vector with some given square matrix A is bounded from below by the logarithm of the absolute value of the determinant of A. As a consequence, Morgenstern derived the lower bound 1 2 n log n for computing the Discrete Fourier Transform. Valiant [1976 Valiant [ , 1977 analyzed the problem to prove nonlinear lower bounds on the complexity of the Discrete Fourier Transform and related linear problems in the unrestricted model of arithmetic circuits. However, despite many attempts, this problem is still open today.
To motivate the bounded coefficient model (b.c. for short), we note that many algorithms for arithmetic problems, like the Fast Fourier Transform and the fast algorithms based on it, use only small constants. Chazelle [1998] advocated the b.c. model as a natural model of computation by arguing that the finite representation of numbers is essentially equivalent to bounded coefficients. Chazelle [1998 ] refined Morgenstern's bound by proving a lower bound on the b.c. linear complexity of a matrix A in terms of the singular values of A. His applications are nonlinear lower bounds for range searching problems. Several papers [Nisan and Wigderson 1995; Lokam 1995; Pudlák 1998 ] studied b.c. arithmetic circuits. The concept of matrix rigidity, originally introduced in Valiant [1977] , hereby plays a vital role. A geometric variant of this concept (Euclidean metric instead of Hamming metric) is closely related to the singular value decomposition of a matrix and turns out to be an important tool, as worked out in Lokam [1995] . Raz [2002] recently proved a nonlinear lower bound on the complexity of matrix multiplication in the b.c. model. To our knowledge, this article and Nisan and Wigderson [1995] are the only ones which deal with the complexity of bilinear maps in the b.c. model of computation. However, the proof of the (n log n) lower bound in Nisan and Wigderson [1995] (Cor. 3) is incorrect, as it assumes that the derivative inequality Baur and Strassen [1983] carries over to the b.c. model. The counterexample 2 n 1≤i≤n X i Y i pointed out by P. Pudlák (Private communication) shows that this is not true.
The main result of this article (Theorem 4.1) is a nonlinear lower bound of order n log n to compute the cyclic convolution of two given vectors in the b.c. model. This bound is optimal up to a constant factor. The proof is based on ideas in [Raz 2002 ] to establish a lower bound on the complexity of a bilinear map (x, y) → ϕ (x, y) in terms of the complexity of the linear maps y → ϕ(a, y) obtained by fixing the first input to a (Lemma 2.4). However, the linear circuit for the computation of y → ϕ(a, y) resulting from a hypothetical b.c. circuit for ϕ has to be transformed into a small one with bounded coefficients. This can be achieved with a geometric rigidity argument by choosing a vector a at random according to the standard normal distribution in a suitable linear subspace of C m (Lemma 4.2). Raz [2002] proceeded by analyzing the complexity of the resulting linear map with a geometric rigidity bound and the Hoffman-Wielandt inequality. There one has to study the multiplication with a random matrix. In our situation, however, we have to estimate the complexity of the multiplication with a random circulant matrix. We treat this by extending Morgenstern's bound in a new way. We define the r -mean square volume of a complex matrix A, which turns out to be the square root of the r th elementary symmetric function in the squares of the singular values of A. An important property of this quantity is that it is invariant under multiplication with unitary matrices from the left or the right. We prove that the logarithm of the r -mean square volume provides a lower bound on the b.c. complexity of the matrix A (Proposition (3.1)). This implies that the logarithm of the product of the largest r singular values is a lower bound on the b.c. complexity.
Recently, R. Raz (Private communication) pointed out to us a technically simpler proof of our main result, avoiding a study of correlations. His proof is based on the rigidity bound combined with a lower bound for the sum of squares of the smallest r singular values of a random circulant matrix.
We also study an extension of the bounded coefficient model of computation by allowing a limited number of help gates corresponding to scalar multiplications with unbounded constants. We can show that our proof technique is robust in the sense that it still allows to prove n log n lower bounds if the number of help gates is restricted to (1 − )n for fixed > 0. This is achieved by an extension of the mean square volume bound (Proposition 6.1), which is related to the spectral lemma in Chazelle [1998] . The proof is based on some matrix perturbation arguments.
From the lower bound for the cyclic convolution we obtain nonlinear lower bounds for polynomial multiplication, inversion of power series, and polynomial division with remainder by noting that the well-known reductions between these problems [Bürgisser et al. 1997 ] preserve the b.c. property. These lower bounds are again optimal up to order of magnitude.
1.1. ORGANIZATION OF THE ARTICLE. In Section 2, we introduce the model of computation and discuss known facts about singular values and matrix rigidity. We also introduce some notation and present auxiliary results related to (complex) Gaussian random vectors. In Section 3, we first recall previously known lower bounds for b.c. linear circuits. Then we introduce the mean square volume of a matrix and prove an extension of Morgenstern's bound in terms of this quantity. Section 4 contains the statement and proof of our main theorem, the lower bound on cyclic convolution. In Section 5, we derive lower bounds for polynomial multiplication, inversion of power series and division with remainder. Finally, in Section 6, we show that our results can be extended to the case, where a limited number of unbounded scalar multiplications (help gates) is allowed.
Preliminaries
We start this section by giving a short introduction to the model of computation.
2.1. THE MODEL OF COMPUTATION. We will base our arguments on the model of algebraic straight-line programs over C, which are often called arithmetic circuits in the literature. For details on this model we refer to chapter 4 of Bürgisser et al. [1997] . By a result in Strassen [1973b] , we may exclude divisions without loss of generality. . is said to compute a set of polynomials F on input a 1 , . . . , a n , if the elements in F are among those of the result sequence of on that input. The size S( ) of is the number r of its instructions.
In the sequel, we will refer to such straight-line programs briefly as circuits. A circuit in which the scalar multiplication is restricted to scalars of absolute value at most 2 will be called a bounded coefficient circuit (b.c. circuit for short). Of course, the bound of 2 could be replaced by any other fixed bound. Any circuit can be transformed into a b.c. circuit by replacing a multiplication with a scalar λ with at most log |λ| additions and a multiplication with a scalar of absolute value at most 2. Unless otherwise stated, log will always refer to logarithms to the base 2.
We now introduce restricted notions of circuits, designed for computing linear and bilinear maps. By abuse of notation, we also write C(F) for the smallest size of a b.c. circuit computing a set F of polynomials from the variables.
Let ϕ:
. . , f k are the linear maps computed on the first set of inputs by an optimal b.c. bilinear circuit for ϕ, we have k ≤ S( ) ≤ 3mnp.
The complexity of a bilinear map ϕ can be related to the complexity of the associated linear map ϕ(a, −), where a ∈ C m . We have taken the idea behind the following lemma from Raz [2002] . 
PROOF. Let a ∈ C m be chosen and set γ = max j | f j (a)|. Transform the circuit into a linear circuit by the following steps:
(1) replace the first argument x of the input by a, (2) replace each multiplication by f i (a) with a multiplication by 2γ −1 f i (a), (3) multiply each output by γ /2, simulating this with at most log (γ /2) additions and one multiplication with a scalar of absolute value at most 2.
This is a b.c. linear circuit computing the map ϕ(a, −):
Since there are p outputs, the size increases by at most p log γ .
SINGULAR VALUES AND MATRIX RIGIDITY. The Singular Value
Decomposition (SVD) is one of the most important matrix decompositions in numerical analysis. Lately, it has also come to play a prominent role in proving lower bounds for linear circuits [Chazelle 1998; Lokam 1995; Raz 2002] . In this section, we present some basic facts about singular values and show how they relate to notions of matrix rigidity. For a more detailed account on the SVD, we refer to Golub and Van Loan [1996] . We also find Courant and Hilbert [1931, Chapt. 1, Sect. 4 ] a useful reference.
The singular values of A ∈ C m×n , σ 1 ≥ · · · ≥ σ min{m,n} , can be defined as the square roots of the eigenvalues of the Hermitian matrix A A * . Alternatively, they can be characterized as follows:
where · 2 denotes the matrix 2-norm, that is, A 2 := max x 2 =1 Ax 2 . An important consequence is the Courant-Fischer min-max theorem stating
This description implies the following useful fact from matrix perturbation theory:
if the matrix E has rank at most h. More generally, for any metric d on C m×n (or R m×n ) and 1 ≤ r ≤ min {m, n}, we can define the r -rigidity of a matrix A to be the distance of A to the set of all matrices of rank at most r with respect to this metric:
Using the Hamming metric, we obtain the usual matrix rigidity as introduced in Valiant [1977] . On the other hand, using the metric induced by the 1, 2-norm A 1,2 := max x 1 =1 Ax 2 , we obtain the following geometric notion of rigidity, as introduced in Raz [2002] :
Here, the a i are the column vectors of A ∈ C m×n and dist denotes the usual
Notions of rigidity can be related to one another the same way the underlying norms can. In particular, we have the following relationship between the geometric rigidity and the singular values:
The proofs of these inequalities are based on well known inequalities for matrix norms. To be precise, note that if B is a matrix of rank at most r with columns b i , we have
which shows the left inequality. The other inequality follows from the fact that A 1,2 ≤ A 2 , which is a consequence of x 2 ≤ x 1 for x ∈ C n .
COMPLEX GAUSSIAN VECTORS. A random vector
It is clear that an orthogonal transformation of such a random vector is again standard Gaussian.
Throughout this article, we will be working with random vectors Z assuming values in C n . However, by identifying C n with R 2n , we can think of Z as a 2n-dimensional real random vector. In particular, it makes sense to say that such Z is (standard) Gaussian in C n . Let U be an r -dimensional linear subspace of C n . We say that a random vector Z with values in U is standard Gaussian in U iff for some orthonormal basis b 1 , . . . , b r of U we have Z = j ζ j b j , where the random vector (ζ j ) of the components is standard Gaussian in C r . It is easy to see that this description does not depend on the choice of the orthonormal basis. In fact, the transformation of a standard Gaussian vector with a unitary matrix is again standard Gaussian, since a unitary transformation C r → C r induces an orthogonal transformation R 2r → R 2r . The following lemma is a direct consequence of some facts about the normal distribution. PROOF. If X 1 , . . . , X n are standard Gaussians in R and a = (a 1 , . . . , a n ) ∈ R n , then n j=1 a j X j is again Gaussian, with mean 0 and variance a 2 2 . Note also that if Z = X + iY with independent standard Gaussians X , Y in R, and f ∈ C, then the real and imaginary parts of f Z are again independent, with mean 0 and variance | f | 2 . This follows from the fact that complex multiplication corresponds to a rotation and scaling. From these observations, we obtain the first statement of the lemma. In particular, f −1 2 S = X + iY with independent standard Gaussians X, Y in R. It is well known that in this case,
is exponentially distributed with parameter 1, see Feller [1971, II.2-3] 
LEMMA 2.6. Let Z be a centered Gaussian variable with complex values. Then
PROOF. By a principal axis transformation, we may assume that
is nonnegative, since log is concave (Jensen's inequality). By linearity of the mean, as well as Var(log |Z | 2 ) are invariant under multiplication of Z with scalars. We may therefore without loss of generality assume that 1 = λ 1 ≥ λ 2 . From this we see that
which implies the first claim. The estimates
prove the second claim.
The Mean Square Volume Bound
Morgenstern's bound [Morgenstern 1973] and observed that the proof of Morgenstern's bound extends to the following rvolume bound:
Moreover, Raz [2002] related this quantity to the geometric rigidity as follows:
which implies the rigidity bound,
For our purposes, it will be convenient to work with a variant of the r -volume that is completely invariant under unitary transformations. Instead of taking the maximum of the volumes (det A I A * I ) 1/2 , we will use the sum of the squares. We define the r -mean square volume msv r ( 
The mean square volume has the following nice properties:
where λ ∈ C and U and V are unitary matrices of the correct format. The first two properties are straightforward to verify. It is well known [Golub and Van Loan 1996] that there are unitary matrices U ∈ C m×m and V ∈ C n×n such that U * AV = diag(σ 1 , . . . , σ p ). Hence, we obtain
where I runs over all r -subsets of [ p] . Hence, the square of the r -mean square volume of a matrix is the r th elementary symmetric polynomial in the squares of its singular values. Combining the r -volume bound (2) with (4) we obtain the following mean square volume bound. PROPOSITION 3.1. For a matrix A ∈ C m×n and r ∈ N with 1 ≤ r ≤ min{m, n} we have
Remark 3.2. The r -volume can be seen as the 1, 2-norm of the map r A induced by A between the exterior algebras r C n and r C m (see e.g., Lang [1984] for background on multilinear algebra). Similarly, the mean square volume can be interpreted as the Frobenius norm of r A. The unitary invariance of the mean square volume also follows from the fact that r is equivariant with respect to unitary transformations and that the Frobenius norm is invariant under such.
A Lower Bound on Cyclic Convolution
In this section, we use the mean square volume bound (6) to prove a lower bound on the bilinear map of the cyclic convolution.
Let 
Cyclic convolution is a bilinear map on the coefficients. For a fixed polynomial with coefficient vector a = (a 0 , . . . , a n−1 ), this map turns into a linear transformation with the circulant matrix
Let DFT n = (ω jk ) 0≤ j,k<n be the matrix of the Discrete Fourier Transform, with ω = e 2πi/n . It is well known [Golub and Van Loan 1996, Sect. 4.7.7 ] that
where the eigenvalues λ k of Circ(a) are given by (λ 0 , . . . , λ n−1 ) = DFT n (a 0 , . . . , a n−1 ) .
Hence, the singular values of Circ(a) are |λ 0 |, . . . , |λ n−1 | (in some order). Note that n −1/2 DFT n is unitary. We recall that the Fast Fourier Transform provides a b.c. bilinear circuit of size O(n log n) that computes the n-dimensional cyclic convolution. The main result of the paper is the optimality of this algorithm in the b.c. model. n log n − O(n log log n).
In fact, the proof of the theorem shows that we can replace the constant factor 1/12 by the slightly larger value 0.086. We state the theorem with 1/12 for simplicity of exposition.
BOUNDING THE ABSOLUTE VALUES OF LINEAR FORMS.
To prepare for the proof, we need some lemmas. The idea behind the following lemma is already present in Raz [2002] . We will identify linear forms on C n with vectors in C n .
LEMMA 4.2. Let f 1 , . . . , f k ∈ C n be linear forms and let 1 ≤ r < n. Then there exists a complex subspace U ⊆ C n of dimension r such that for a standard
Gaussian vector a in U , we have
Let f i be the projection of f i along V onto the orthogonal complement U := V ⊥ of V . By our choice of the subspace V we have f i ≤ R.
Let (b 1 , . . . , b n ) be standard Gaussian in C n and a be the orthogonal projection of b onto U along V . Then a is standard Gaussian in U . Moreover, we have f i (b) = f i (a). By Lemma 2.5, the random variable
2 ) is exponentially distributed with parameter 1.
The assertion now follows from standard large deviations arguments. For any real λ, we have
On the other hand,
Since f i ≤ R, we have for a fixed i that
By the union bound we obtain
Setting λ = 2 ln (4k) completes the proof.
PROOF OF THE MAIN RESULT.
In the next lemma, we state a lower bound on the b.c. linear complexity of a circulant Circ(a) with standard Gaussian parameter vector a in a subspace of C n .
LEMMA 4.3. Let U ⊆ C n be a subspace of dimension r . For a standard Gaussian vector a in U , we have
where c = 1 2 (2 + γ + √ 2θ ) ≈ 3.73, and γ, θ are the constants introduced in Section 2.4.
We postpone the proof of this lemma and proceed with the proof of the main theorem.
PROOF OF THEOREM 4.1. Let be a b.c. bilinear circuit for conv n , which computes the linear forms f 1 , . . . , f k on the first set of inputs. Fix 1 ≤ r < n, to be specified later, and set R = rig n−r ( f 1 , . . . , f k ). By Lemma 4.2 and Lemma 4.3, there exists an a ∈ C n , such that the following conditions hold:
By Lemma 2.4 and the fact that k ≤ 3n 3 , we get
On the other hand, the rigidity bound (3) implies the following upper bound on R in terms of S( ):
By combining this with (8) and using the second condition above, we obtain
A simple calculation shows that the coefficient of the n log n term attains the maximum 0.086 for ≈ 0.58. Choosing = 1/2 for simplicity of exposition finishes the proof.
Before going into the proof of Lemma 4.3, we provide a lemma on bounding the deviations of products of correlated normal random variables. 
PROOF. For proving the bound on the expectation decompose Z r = ξ + η into a component ξ in the span of Z 1 , . . . , Z r−1 plus a component η orthogonal to this span in the Hilbert space of quadratic integrable random variables with respect to the inner product defined by the joint probability density of Z . Therefore, |Z r | 2 = |ξ| 2 + ξη + ξη + |η| 2 ; hence, by independence
Let ξ = i<r λ i Z i . Then, the complex covariance matrix r of (Z 1 , . . . , Z r−1 , η) arises from r by subtracting the λ i -th multiple of the ith column from the r th column, and by subtracting the λ j -th multiple of the jth row from the r th row, for all i, j < r . Therefore, using E(Z i η) = 0, we obtain det r = det r = det r −1 E(|η| 2 ).
The desired bound on the expectation E(|Z 1 | 2 · · · |Z r | 2 ) ≥ det r thus follows by induction on r . Noting that E(|Z r | 2 ) ≥ E(|η| 2 ), we also conclude from the above equation that
In order to prove the probability estimate for the random product |Z 1 | 2 · · · |Z r | 2 , we first transform the product into a sum by taking logarithms. For every > 0, Chebychev's inequality yields the bound
For the variance, we have by Lemma 2.6
Setting 2 = 2θ in this equation and after exponentiating in (10) we obtain
By combining the bound (9) with Lemma 2.6 we get
Hence, we conclude from (11) that
from which the lemma follows.
PROOF OF LEMMA 4.3. By Eq. (7) we have λ = DFT n a and the singular values of the circulant Circ(a) are given by the absolute values of the components of λ. Setting
we obtain for the r -mean square volume by (5)
Now let a be a standard Gaussian vector in the subspace U of dimension r . Let W be the image of U under the unitary transformation n −1/2 DFT n . As a unitary transformation of a, α is standard Gaussian in the subspace W (cf. Section 2. We remark that | det B I | 2 can be interpreted as the volume contraction ratio of the projection C n → C I , α → α I restricted to W . For later purposes, we also note that E(|α i | 2 ) = j |B i j | 2 ≤ 1. By the Binet-Cauchy formula and the orthogonality of the basis (b i ) we get
Therefore, we can choose an index set I such that
By applying Lemma 4.4 to the random vector α I and using (12), we get that with probability at least 1/2,
where δ = 2 −(γ + √ 2θ ) . The mean square volume bound (6) implies that
with probability at least 1/2. This proves the lemma.
Multiplication and Division of Polynomials
By reducing the cyclic convolution to several other important computational problems, we are going to derive lower bounds of order n log n for these problems. These bounds are optimal up to a constant factor. n log n − O(n log log n).
DIVISION WITH REMAINDER.
We will first derive a lower bound on the inversion of power series mod X n+1 and then use this to get a lower bound for the division of polynomials.
Let C[[X ]] denote the ring of formal power series in the variable X . We will study the problem to compute the first n coefficients b 1 , . . . , b n of the inverse in C[[X ]]
given by the coefficients a i . We remark that the b k are polynomials in the a i , which are recursively given by
Note that the problem to invert power series is not bilinear. Sieveking [1972] and Kung [1974] designed a b.c. circuit of size O(n log n) solving this problem.
We now prove a corresponding lower bound on the b.c. complexity of this problem by reducing polynomial multiplication to the problem to invert power series. n log n − O(n log log n).
shows that g 2 is the homogeneous quadratic part of 2 . Now let m := n/3 , and assume that g = g 1 + X 2m g 2 with g 1 , g 2 of degree smaller than m. Then
By the assumption on the degrees we have no "carries" and we can therefore find the coefficients of the product polynomial g 1 g 2 among the middle terms of g 2 . Thus, we obtain a b.c. circuit for the multiplication of polynomials of degree m − 1. The theorem now follows from Corollary 5.1.
We now show how to reduce the inversion of power series to the problem of dividing polynomials with remainder. The reduction in the proof of the following corollary is from Strassen [1973a] , see also Bürgisser et al. [1997, Section 2.5 ]. n log n − O(n log log n).
, where a 0 = 1, we obtain:
By substituting X with 1/ X in the above equation and multiplying with X 2n , we get
Since the remainder is now a multiple of X n+1 , we get
From this we see that the coefficients of the quotient are precisely the coefficients of the inverse mod X n+1 of n i=0 a i X i in the ring of formal power series, and the proof is finished.
Unbounded Scalar Multiplications
We extend our model of computation by allowing some instructions corresponding to scalar multiplications with constants of absolute value greater than two, briefly called help gates in the sequel. If there are at most h help gates allowed, we denote the corresponding bounded coefficient complexity by the symbol C h .
We are going to show that our proof technique is robust in the sense that it still allows to prove n log n lower bounds if the number of help gates is restricted to (1 − )n for fixed > 0.
6.1. EXTENSION OF THE MEAN SQUARE VOLUME BOUND. As a first step, we extend the mean square volume bound (5) and (6) for dealing with help gates. 
PROOF. Let be a b.c. circuit with at most h help gates, which computes the linear map corresponding to A. Without loss of generality, we may assume that has exactly h help gates. Let g i , i ∈ I , be the linear forms computed at the help gates of . We transform the circuit into a b.c. circuit by replacing each help gate with a multiplication by zero. This new circuit is obviously a b.c. circuit of size S( ) = S( ) − h, computing a linear map corresponding to a matrix B ∈ C m×n . The linear maps corresponding to A and B coincide on the orthogonal complement of span{g i | i ∈ I } in C m , therefore B = A + E for a matrix E of rank at most h. From the perturbation inequality (1), we obtain that
By (5), this implies for s
On the other hand, by the mean square volume bound (6), we have
Combining the last two estimates completes the proof.
Remarks 6.2
(1) Proposition 6.1 implies that
n log n − n) for the Discrete Fourier Transform DFT n , provided 0 < ≤ 1.
(2) Note that the number h of help gates may be replaced by the dimension of the subspace spanned by the linear functions computed at the help gates. (3) Proposition 6.1 can be seen as a variant of the spectral lemma in Chazelle [1998] .
Using entropy considerations, Chazelle obtained the slightly worse lower bound ((r − 2h) log σ r ) for the b.c. complexity of a matrix A ∈ R n×n with at most h help gates. While this allows to handle at most n/2 help gates, Chazelle's result is stronger in the sense that it involves a more general notion of help gates, which are allowed to compute any function of the previous intermediate results.
6.2. EXTREMAL VALUES OF GAUSSIAN RANDOM VECTORS. In this section, we derive the following auxiliary result about the distribution of the maximal absolute value of the components of a Gaussian random vector. 
For this we may assume that the components of X are uncorrelated. In fact, Slepian's inequality (see Ledoux and Talagrand [1991] We may also assume that all the X i have variance 1 since the distribution function
of a centered normal random variable with variance σ 2 ≤ 1 satisfies F 1 (u) ≤ F σ (u) for all u ≥ 0. Hence, if X is a Gaussian vector with uncorrelated components X i of variance σ 2 i ≤ 1, we have
In the case where X 1 , . . . , X n are independent and standard normal distributed we have according to Cramér [1946] (14) follows from Chebychev's inequality. (2) The second assertion follows from the first one applied to the Gaussian vector W with values in R 2n given by the real and imaginary parts of the Z i (in some order). Note that max 1≤i≤n |Z i | ≤ √ 2 max 1≤ j≤2n |W j |.
6.3. CYCLIC CONVOLUTION AND HELP GATES. Our goal is to prove the following extension of Theorem 4.1. THEOREM 6.4. The bounded coefficient complexity with at most (1 − )n help gates of the n-dimensional cyclic convolution conv n is at least (n log n) for fixed 0 < ≤ 1.
The proof follows the same line of argumentation as in Section 4. We first state and prove an extension of Lemma 4.3. LEMMA 6.5. Let U ⊆ C n be a subspace of dimension r and h ∈ N with h < r. For a standard Gaussian vector a in U , we have P C h (Circ(a)) ≥ 1 2 (r − h) log n − n(c + log log n) > 1 2 , for some constant c > 0.
PROOF. As in the proof of Lemma 4.3, we assume that the random vector α = n −1/2 DFT n a is standard Gaussian with values in some r -dimensional subspace W . Recall that √ n |α i | are the singular values of Circ(a). We denote by |α 
