ABSTRACT Fabric smoothness appearance assessment plays an important role in the textile and apparel industry. It remains a challenging task to evaluate the fabric smoothness objectively. In the existing objective methods based on the image analysis, features describing the fabric surface structure were used widely without considering the fact that fabric smoothness is a subjective concept concerned by the human vision perception. This paper proposes an effective method to realize the objective fabric smoothness assessment by analyzing the relationship between the spatial masking effect in the human vision system (HVS) and the fabric smoothness perceived by the human. The spatial masking effect model was improved and extended into the scale space model to imitate the human perception of the fabric smoothness appearance. A set of features was extracted from the fabric images by the model and trained by the support vector machine (SVM) classifier. The method was tested on the fabric image data set, including 385 manually labeled specimens captured by the proposed image acquisition system, and reached 82.60%, 95.84%, and 100% accuracies under the errors of 0 • , 0.5 • , and 1 • , respectively. In the experiments, based on the discussion of the effect of the system parameters, i.e., classification models, training data size, feature scales, and illumination direction number, to the performance of the proposed method, and a set of best system parameters was verified. The final assessment results of the proposed method were illustrated and outperformed the state-of-the-art methods for fabric smoothness assessment and a series of widely used deep learning methods. Promisingly, the proposed method can provide novel research ideas for the image-based fabric smoothness assessment that considering the human perception mechanism.
a bearing on 'ease-of-care' related properties (durable press, easy-care, minimum-iron, after wash appearance, etc.). In the textile and garment industry, to describe such tendency, it is the smoothness appearance of fabrics after being subjected to home laundering procedures which is measured rather than wrinkle resistance [1] . Conventionally, the smoothness of the fabric samples after standard laundering is assessed manually in accordance with smoothness appearance replicas in six smoothness degrees (SA-1, SA-2, SA-3, SA-3.5, SA-4, SA-5, as shown in Figure 1 ), referring to the standards [2] , [3] . However, human vision can be easily affected by individual physical, psychological and environmental factors, showing low precision and poor reproducibility [4] . To avoid such adverse issues, objective evaluating methods were proposed by researchers in recent years.
In general, the objective evaluating problem of the fabric smoothness is considered as an object classification problem. The strategies of the state-of-the-art methods include three main steps: specimen surface data acquisition, appearance feature extraction, and smooth degree classification.
According to the data forms, the existing methods can be divided into two types: methods based on two-dimensional images (2D method) and three-dimensional depth maps (3D method) of the specimens. In 2D methods, the raw input data are the images captured by scanners or industrial cameras, and different image features are extracted to describing the surface smoothness by analyzing the gray-scale changes caused by wrinkles. The imaging environment of scanners is extremely stable, but the vertical incident light of scanners weakens the gray-scale changes caused by the object surface. Integrated with the non-vertical incident light, industrial area array cameras can capture images with rich wrinkle features under a condition similar to the manual method. Therefore, industrial area array cameras have been more widely used in the fabric smoothness assessment area. For the 2D image of the specimen is a projection of its depth map from the world space to the imaging space, the 2D methods are kinds of indirect observation methods. To achieve the direct observation, more researchers turned to the 3D methods. In 3D methods, laser triangulation [5] , [6] , photometric stereo method [7] , [8] and binocular stereo-vision [9] , [10] are utilized to obtain the 3D surface data of the fabric. However, 3D methods suffered by a number of drawbacks, such as poor efficiency, high cost, and high calibration complexity. In the opinion of this study, although the 2D methods can only gather the indirect observation of the fabric surface, it still can provide sufficient information for the fabric smoothness evaluation, for the phenomenon that a trained tester can well assess the specimen with only 2D images observed by eyes.
Based on the captured data, plenty of features extracted by different technologies are applied to describe the smoothness of the specimen, which are listed as follows according to the input data forms. Features from 2D images:
Edge area and shade area [11] ; variation of the grey level intensity [12] ; gray level co-occurrence matrix's angular second moment, contrast, correlation, and entropy [13] , [14] ; gray-scale range around the edges [15] , [16] ; FFT subtotal in a specific frequency range [17] ; wavelet coefficients' orientation, hardness, density, and contrast [18] .
(1) Features from 3D depth maps: Length, surface area, volume under the surface, mean principle curvatures, mean max twist of every sub-block of the depth map [5] ; arithmetic average roughness, root mean square roughness, 10-point height, bearing surface ratio, wrinkle sharpness, wrinkle density [6] , [19] ; fractal dimension [20] ; maximum amplitude, sharpness, density, maximum amplitude of the first derivative of the cross profile of the edges [10] , [21] ; mean, mean deviation, and standard deviation of the height values in every row [22] .
In summary, most features above are selected by empirically analysis of the 2D images or 3D depth maps to describe the surface structure of the fabrics. In the opinion of this paper, the surface smoothness of fabrics is a subjective concept, which is mainly concerned by the human vision perception under a specific environment and quantified by the degree of the smoothness. Although the surface structure is one of the main factors, the mechanism of the human vision system(HVS) should be valued in evaluating the smoothness.
With the development of neurophysiology, anatomy, and biophysics, different HVS models were established based on the human vision mechanism to improve the traditional hand-crafted models in image processing [23] [24] . In recent studies, the HVS models have been widely used in different application areas, e.g. image retrieval [25] , saliency region detection [26] , image perceptual quality assessment [27] , traffic sign detection [28] , visual discomfort prediction of stereoscopic images [29] , face motion analysis [30] , and fabric defect detection [31] . Generally, the main advantage of the HVS models is the superior describing and simulating ability for the actual human vision, which is crucial for the application with the concern of the human subjective. Thus the introducing of HVS models is meanly considered in this paper to propose a novel representation for the smoothness of the fabric images.
To the aspect of classification models, minimum distance algorithm [17] , fuzzy priority similarity comparison method [14] , neural network [6] , [13] , support vector machine (SVM) [18] , [4] are widely used. For the classifiers would show different performance under different feature sets, the experiment in this paper discusses the performance of them.
In addition, differing from the traditional machine learning algorithms which depend heavily on the representation of the input image, the deep learning algorithms can extract the high-level, abstract features from the input images by introducing representations that are expressed in terms of other simpler representations [32] . Such algorithms have been widely used in the image classification area, e.g. ship classification [33] , vehicle classification [34] , hyperspectral image classification [35] , and candidate classification in lung nodule detection [36] . However, the performance of the deep VOLUME 7, 2019 learning algorithms depends heavily on the amount of training data, which do not satisfy the small sample problem well in this research. In the experiments of this research, the performances of a series of famous deep learning models are discussed.
In this paper, we propose a 2D-image-based effective method for the objective fabric smoothness assessment based on the analysis of mechanism of the human vision system(HVS). By discussing the correlation between the spatial masking effect and the human vision perception of the fabric smoothness appearance, a spatial masking model with the consideration of pattern complexity is used to describe the fabric smoothness in images. To describe the multi-scale character of the human vision in the manual fabric smoothness evaluating, the spatial masking model is modified and extended into the scale space. Thus a multi-scale spatial masking model is built and used to extract features to describe the human perception of the fabric smoothness. Such features are then trained by the SVM model based on a fabric image dataset collected by a proposed image acquisition system. Finally, the effectiveness of the proposed method is verify based on the experiments on different existing method and the parameters of the whole system.
The contribution of this research is mainly addressed as follows:
Considering the inevasible disadvantages of the 3D method, the feasibility of the more efficient and economical 2D method is discussed and verified, which is able to promote the further industrial application of the objective fabric smoothness assessment system. This research first introduces the importance of the human visual system model in the objective fabric smoothness assessment problem, which provides forth suggestions and new ideas for the further researches in this area. This research extends the spatial masking model into the DoG scale space based on the human visual mechanism, which establishes a model combining the mechanism of the primary visual cortex, the internal generative mechanism and the eye lens mechanism.
Based on such comprehensive model, a set of efficient and effective features are designed to be extracted. The parameters in the fabric smoothness assessment system are widely discussed in the experiments, which verifies the effectiveness and robustness of the system and provides reference for the further researches.
II. IMAGE ACQUISITION SYSTEM AND IMAGE PREPROCESSING
An image acquisition system which can capture images of the objects under numerous different light source position angles was designed. As given in Figure 2 , the whole system is set up in a light box. An objective table is set up at the bottom center of the light box, with a CCD camera (Point Grey Chameleon CMLN-13S2C) installed vertically above it to capture images of the object. To control the light source position angles, a light control module include a strip led light source, a stepmotor, and a rotating arm is built around the center pole of the objective table. As shown in Figure 2 , the step-motor A controls the light source on the rotating arm to rotate around the objective horizontally and control the position angle of the light source. To avoid the interference by the reflected light inside the light box, black flocking fabric is covered on the internal surface of the light box. With the help of the image acquisition system introduced above, the images of a specimen set can be captured under different light position angles as illustrated in the first row of Figure 3 .
To rectify the uneven illumination background in images caused by the one-side light source, an image preprocessing operation is applied to the origin image I as follow:
where I f is the two-dimensional binomial fitting of I . As shown in the second row of Figure 3 , the uneven illumination background is rectified well.
III. FABRIC SMOOTHNESS DESCRIPTION
Most of the existing research are focused on the features describing the surface structure of the fabrics to evaluate their smoothness. By the opinion mentioned in the introduction section, in this research, we tried to explore the relationship between the fabric wrinkles in images and HVS to find a set of novel features to describe the fabric smoothness, since the definition of fabric smoothness is actually established on the human visual senses.
A. SPATIAL MASKING EFFECT IN FABRIC IMAGES
Intuitively, the fabric smoothness in human vision is a description of the perceptible intensity of the content change caused by the creases or wrinkles on the fabric surface.
In the HVS, contents can be visually sensed are limited by features in the corresponding local receptive field. The HVS can only sense the content change which is larger than a certain threshold, and such a threshold is termed as just noticeable difference (JND) caused by the spatial masking effect [37] [38] [39] .
To illustrate relation between the spatial masking and the fabric surface smoothness degree, images of the fabric smoothness appearance replicas in the degrees of SA-1, SA-3, and SA-4 are contaminated by a Gaussian noise. The original images and the contaminated images are illustrated in Figure 4 . Referring to the AATCC standard [2] , SA-1 is the worst fabric smoothness level with crumpled, creased and severely wrinkled appearance; SA-5 is the best fabric smoothness level with very smooth, pressed, finished appearance. As in Figure 4 (a) and (b), with the contamination by the same Gaussian noise, in the human perception, features of the creases or wrinkles in the SA-1 image are reserved well and highly perceptible in human vision. As the smoothness level increasing (the smoothness turns better), the features turns more imperceptible with the same contamination, see Figure 4 (c), (d), (e), and (f). Such phenomenon reveals that the image of the fabric with the worse smoothness possesses higher JND caused by a stronger spatial masking effect, which causes the noises more imperceptible. Thus, for a fabric image, the intensity of the spatial masking effect can be used to evaluate its smoothness. In this paper, spatial masking effect models are considered as the describing method for the fabric smoothness.
B. SPATIAL MASKING MODELING
Studies on the HVS have proposed a number of models to estimate the spatial masking effect [37] [38] [39] [40] in the past decade. Most of such models are based on the subband domains [37] , [41] , background luminance and edge contrast [42] , [43] . In a recent study [38] , visual pattern complexity was considered to be a main part of the spatial masking effect model with the follow deductions: (1) the interaction within a regular pattern is straightforward which causes weaker visual masking; (2) the interaction within an irregular pattern is complicated which causes stronger visual masking effect [38] , [42] . Intuitively, the pattern complexity of the fabric image in human vision increases as the smoothness degree decreases. The term of visual pattern complexity seems to be related to the surface smoothness. Thus, in this paper, the model including visual pattern complexity is used to extract features describing the fabric smoothness. In such model, the spatial masking effect model is composed of contrast masking and pattern masking, where the contrast masking is calculated from the luminance contrast and the pattern masking is calculated from the pattern complexity, which is introduced as follows.
1) COMPLEXITY CALCULATION
As introduced in ref [38] , visual patterns present the discernible regularity of visual contents, which play an important role in visual content prediction. The orientation that a cortical cell presents is directly related to the stimulus that it receives from the thalamic input. For an image F, denote the orientation for each pixel x is θ , which can be formulated as follow:
where G v (x) and G h (x) are the vertical horizontal gradient of the image at pixel x, and x is the coordinate space of the image F. Then the histogram of θ (x) for every local region R in with the interval T can be expressed as
where
where k = 1, 2, 3, . . . , 15; T = 12 • which is selected based on the subjective masking experiments [38] . The pattern complexity C p for a local region R is calculated as the sparsity of its corresponding histogram as follow:
where · 0 denotes the L 0 norm.
2) LUMINANCE CONTRACT CALCULATION
As proposed in ref [38] , the luminance contrast C l is calculated as the gradient magnitude as follow:
where G v (x) and G h (x) are the vertical horizontal gradient of the image at pixel x.
3) PATTERN MASKING EFFECT CALCULATION
The pattern masking effect M p increases with the increase of the luminance contrast and the pattern complexity [38] , which is formulated as
where a 1 is a constant of proportion, a 2 is an exponential parameter, and a 3 is a small constant to avoid the zero denominator. Based on the subjective test in ref [38] , such parameters are set as a 1 = 0.8, a 2 = 2.7, and a 3 = 0.1.
4) CONTRACT MASKING EFFECT CALCULATION
By the masking experiment on luminance contrast [42] , [44] , contrast masking M c can be formulated as
where the two parameters are set as α = 16 and β = 26 based on the experiment [42] .
5) SPATIAL MASKING EFFECT FORMULATION
Finally, the combination of contrast masking and pattern masking is calculated by a maximum function to express spatial masking effect M s .
Such model was proposed based on the phenomenon that the stronger one always plays the dominating role [38] .
C. MULTI-SCALE SPATIAL MASKING EFFECT MODEL
The spatial masking effect model proposed above can describe the fabric surface smoothness in a certain scale. While in the subjective experiments in which the experts rated the smoothness of the fabric samples, it was found that the testers tend to acquire information from more perceptual scales by changing the observation distance or refocus their eyes. Such phenomenon shows the significance of the information in different scales for human to evaluate the smoothness. In this paper, thus, spatial masking effect is extended into the difference-of-Gaussian (DoG) scale space, to model the multi-scale perception ability of the human testers. The specific descriptions are as follows.
For an image I , the Gaussian scale space can be generated from a series of low-pass filtering and down-sampling, and expressed as a sequence of images {I 0 , I 1 , . . . , I n } formulated as follow [45] :
where G σ is a Gaussian kernel with the scale σ . The DoG scale space can be expressed as a sequence of images
. . , I − n } calculated from the difference between every two consecutive images in the Gaussian scale space as follow [45] :
Then, for every image I − k in the DoG scale space, spatial masking effect M s is calculated and expressed as a sequence
To extended the masking effect model into the scale space, in the above formulated model, Eq. (2) is replaced by the follow equation:
where G 0 v (x) and G 0 h (x) are the vertical horizontal gradient of the image I k at pixel x, x is the coordinate space of I k , and G 1 v (x) and G 1 h (x) are the vertical horizontal gradient of the image calculated from G σ * I k . Eq. (6) is replaced by the follow equation: 
where f p (M , p) is the percentile calculation function which returns the p th percentile of the data set M .
D. FEATURE FUSION AND CLASSIFICATION
In the previous part of this paper, the feature vector v can be extracted from an input fabric image by the proposed multi-scale spatial masking effect model. Intuitively, however, the fabric surface smoothness information in a singledirection-illumination image is limited, for the wrinkles on the fabric surface are rarely oriented to a same direction and all perpendicular to the illumination direction exactly to produce the maximum image contrast, as can be observed in Figure 3 . Thus, in this paper, two images of one specimen with mutually perpendicular illumination position angles are used. The feature vectors of such two images are fused by concatenating them as a feature vector v c . The superiority of the selection of two images is further verified in our experiment.
To further acquire the smoothness degree of the specimen, the feature vectors v c of the images in the dataset are trained by the SVM model. For a training set of instancelabel pairs (x i , y i ) i = 1, 2, . . . , l where x i ∈ R m and y i ∈ {1, −1} l , the objective function of the SVM model is defined as follow [46] :
where training vectors x i are mapped into a higher dimensional space by the function φ (·); C> 0 is the penalty parameter (relaxation factor) of the error term;
T φ x j is named as the kernel function. In this paper, the radial basis function is used as the kernel function, which is formulated as follow:
where γ is the kernel parameter. In this paper, the model parameters C and γ are optimized by the grid search method based on the cross-validation accuracy.
IV. EXPERIMENT
In this section, the experiment setup and the dataset used in this study are introduced in detail.
A. EXPERIMENT SETUP
Except the image acquisition system we proposed previously, all the experiments in this study were conducted on a personal computer with Intel(R) Core(TM) I7-4790 CPU(3.6 GHz), 16GB RAM and GPU of Nvidia(R) GTX 1080Ti. All the algorithms were implemented by MATLAB and Python under the Windows 10 and Linux operating systems. The SVM was implemented by the LIBSVM [46] . The deep learning algorithms were implemented by the PyTorch [47] .
B. DATASET
At present, there is no public available data set for fabric surface smoothness measurement. Thus, we firstly paid much attention on the data set collection. In the experiments, the data set collection procedure can be described as follows:
(1) cut the fabric samples into 38cm × 38cm according to the AATCC standard [2] ; (2) launder the samples under different launder conditions to produce different degrees of smoothness; (3) rate the samples manually according to the AATCC standard [2] ; (4) capture the images of the samples by the proposed image acquisition system. Particularly, in this experiment, as suggested and instructed by the AATCC standard [2] , SA-1.5 and SA-2.5 were added in to the manual assessment degrees based on the experts' experience. As results, the data set was collected as shown in Table 1 . To demonstrate the effectiveness of the proposed method, the 5-fold cross-validation was employed to evaluate the classification performance. Firstly, the whole data set was uniformly divided into five subsets. Then every subset was treated as the testing set in turn, while the other four were used as the training set. At last, the average result across the five VOLUME 7, 2019 tests was computed as the final evaluation. Thus, the training sample size was 308 and the testing sample size was 77 in average for each fold.
V. RESULTS AND DISCUSSION

A. CLASSIFICATION RESULTS OF THE PROPOSED METHOD
In this experiment, as introduced previously, the SVM model was trained on the feature set extracted from the fabric image dataset. The feature dimension was 200 and the trained sample size for each fold was 308 in average. Based on the grid search method and the cross-validation, the parameters of the SVM model, i.e., relaxation factor C and the kernel function parameter γ were optimized as 2×10 22 and 2×10 −27.5
respectively. The result of the proposed method based on the cross-validation and parameter optimization is given in table 2. As the classification confusion matrix given in the left part of the table, most of the samples are located near the diagonal of the matrix. Intuitively, such results reveal the low error in the whole classification. Differing from the typical classification problems, in which an extreme low tolerance is implemented for the classification result evaluation, the tolerance for mis-classified samples in the fabric smoothness assessment is much looser. Take an SA-2 sample as the example, undoubtedly, the absolute precise prediction as SA-2 outperforms any results else. However, the SA-2.5 or SA-1.5 prediction would be acceptable to some extents, comparing with the prediction degrees further from SA-2. Such case is caused by the smoothness degree of the test fabric from SA-1 to SA-5 are sequential and gradual incremental without distinct bounds. Thus, the more the classification results cluster to the diagonal of the confusion matrix, the better the method performs. In this paper, to evaluate the performance of the proposed method, as given in Table 2 , accuracies named as acc0, acc0.5, and acc1 for every class and the whole data set are calculated as the classification accuracy under errors of 0 degree, 0.5 degree, and 1 degree respectively. As given in Table 2 , the acc1s for every class achieves 100%, which means the proposed method can predict the fabric smoothness degree under the error limited in ± 1 degree. The acc0.5s of the samples in different degrees are higher than 90%, and the total acc0.5 is 94.81%, which indicates that the proposed method can predict the fabric smoothness for the samples under a 0.5-degree error with a probability higher than 90%. Such accuracy is acceptable in most situation of the fabric production industry. As to the acc0s, the accuracy of the SA-1.5, SA-2, SA-2.5 and SA-3 are lower than 80%. The main reasons can be described as follows: (1) the sample size of such classes are relatively smaller than the others, such may cause the insufficient training for the classifier; (2) the 0.5-degree precision of the fabric smoothness is ambiguous for the testers to some extents, which causes some rating errors in the manual evaluation; (3) although the proposed features can express the fabric smoothness (demonstrated by the acc0.5s), they may still not sufficient enough on the 0-degree precision.
B. COMPARISON BETWEEN THE CLASSIFICATION MODELS
To evaluate the superiority of the SVM model, in this study, it was compared with several of other classification models including kNN [48] , random forest (RF) [49] , and LPBoost [50] , based on the same feature set with the feature dimension as 200 extracted from the above data set by the proposed model. The classification models were all trained on the same condition and optimized by the grid search method. As given in Table 3 , SVM shows the best performance compared with the other classification models, which achieves a acc0 that 4.68% higher than the second place. The comparison result demonstrated the superiority of the SVM classifier.
C. TRAINING-DATA SET SIZE DISCUSSION
To investigate the sensitivity of the proposed method over different of training-data set sizes, different fold numbers of the cross-validation were applied in the experiment. As the fold number selected as 3, 5, and 10, the training sample size is 256, 308, and 346 respectively for each fold in average. As given in Figure 5 , although the performance of the proposed method is increasing when the fold number increases from 3 to 5, it turns to be stable after that. In this experiment, when the fold number is 3, the training set size is 256. While in actual application, the data set must be much greater. Thus, the proposed method has acceptable stability to the trainingdata set size. 
D. FEATURE SCALES DISCUSSION
The DoG pyramid scale space is utilized in this paper to extend the spatial masking effect into the scale space. The spatial scale decomposition range of the DoG scale space is determined by the parameter octaves number. In the experiment, to verify the effectiveness of the proposed method under different scale decomposition range, different numbers of octaves in the DoG pyramid was discussed. As the octaves number increases from 1 to 7, the feature dimension increases from 40 to 280 equally. As shown in Figure 6 , overall, the performance of the proposed method increases as the octaves number increases, which demonstrates the effectiveness of the employment of the DoG scale space. It reaches the best acc0 83.38% when octaves number is 6, and reaches the best acc0.5 95.84% when octaves number is 5. Generally, considering the performance of both acc1 and acc0.5 and the lower feature vector dimension, the optimized octaves number is chosen as 5 with the feature dimension as 200.
E. NUMBER OF ILLUMINATION DIRECTIONS DISCUSSION
In this paper, features from two images with mutually perpendicular illumination directions are fused to describe the sample surface smoothness. In fact, there are four mutually perpendicular illumination directions can be applied in this method at most. As the fused image number selected as 1, 2, 3, and 4, the feature dimension is 100, 200, 300, 400 respectively. To illustrate the advantage of such operation, the classification results were discussed under such different number of images that were fused. As given in Figure 7 , although the classification accuracies get a significant risen when the number is greater than 1, it shows few increment after that. Considering the equipment cost and the feature vector dimension, two is the optimal choice of the number of images to fuse. 
F. COMPARASION RESULTS BETWEEN DIFFERENT METHODS
To demonstrate the performance of the proposed method, various features and methods for fabric smoothness assessment proposed in existing studies were applied to the same dataset. Besides, a group of famous deep learning models were applied to compared with the proposed method, i.e. LeNet [51] , AlexNet [52] , GoogLeNet: Inception V3 [53] , ResNet50 [54] . In the experiments of such deep learning models, Adam optimizer [55] was used with learning rate 1 × 10 −4 , weight decay 1 × 10 −3 and epoch amount 120 with learning rate decayed by 10 by every 30 epochs. For the existing of the instability of deep learning model training, the results given in Table 4 were the best ones in five repeated experiments.
As given in Table 4 , the comparison results show that the proposed method achieves superior classification accuracies under errors of 0 degree, 0.5 degree, and 1 degree respectively, which verifies the advantages of the proposed multi-scale spatial masking effect based method.
In addition, to demonstrate the stability of the proposed method in different environments and discuss the effect of the data set size to performance of the proposed method, the proposed method was tested on an augmented data set. In such experiment, the original data set was augmented by the image acquisition system parameters adjustment based on the original ones, i.e., raising and reducing the brightness intensity and the light source height. Thus images of each fabric sample was captured in 5 different brightness environments and the total image sample size increased to 1925. As given in Table 4 , although the performance of the proposed method decreases a little as the data augmentation applied, it outperformed the other existing methods, which verified the acceptable stability of the proposed method in different image acquisition environments and larger data set size.
VI. CONCLUSION
In this research, an effective method for objective fabric smoothness appearance assessment was proposed. Based on the new setup system, images of 385 fabric specimens whose smoothness degree had been evaluated manually were captured. A feature set was developed based on the proposed multi-scale spatial masking effect model, which was trained by a SVM model to accomplish the final classification issue.
Traditionally, the features researchers proposed to describe the fabric smoothness in images were based on the surface structure without considering the fact that the surface smoothness of fabrics is a subjective concept based on human perception. The proposed method took the mechanism of the human vision system(HVS) into consideration, with the analysis and modeling of the relationship between the spatial masking effect and the fabric smoothness perceived by the human. In the experiment, the proposed method outperformed the existing methods with 82.60%, 95.84%, and 100% accuracies under errors of 0 degree, 0.5 degree, and 1 degree respectively. In addition, several different model parameters and classification models were discussed. The results demonstrated the effectiveness and stability of the proposed method.
However, there are some limitations in this study as follows. (1) Limited by the character 2D image, only light color fabrics are used and discussed in this study. Our further study will consider the improvement of the proposed method to adapt to the pattern fabrics. (2) The low classification accuracy of the class SA-1.5 shows the insufficiency of the dataset. The dataset will be further updated. (3) Although the deep learning methods did not perform best in the experiment, there is still significant potential of them to show a better performance once the data set size increases further. The feasibility of the deep learning methods will be studied more in our further works. 
