The question of who is the "best" forecaster in a particular media market is one that the public frequently asks. The authors have collected approximately one year's forecasts from the National Weather Service and major media presentations for Oklahoma City. Diagnostic verification procedures indicate that the question of best does not have a clear answer. All of the forecast sources have strengths and weaknesses, and it is possible that a user could take information from a variety of sources to come up with a forecast that has more value than any one individual source provides. The analysis provides numerous examples of the utility of a distributions-oriented approach to verification while also providing insight into the problems the public faces in evaluating the array of forecasts presented to them.
Introduction
The purpose of a weather forecast should be to help people make better weather-information-dependent decisions. The public can obtain weather forecasts from numerous different sources, typically from a government weather service and from the news media. To optimize weather-information-dependent decisions, one obviously would want information that would help them get the most value out of the forecasts. Although the relationship between quality of forecasts and the value of forecasts is complex (e.g., Murphy 1993; Roebber and Bosart 1996) , the quality of the forecasts represents a reasonable starting point. Unfortunately, information on the quality of public weather forecasts is difficult, if not impossible, to obtain. 1 Driscoll (1988) discussed the relationship of televised weather forecasts to those available from the National Weather Service (NWS) from a small number of sites around the United States for forecasts of lead time up to 36 h. He found that the accuracy of temperature forecasts and probability of precipitation (PoP) forecasts was not greatly different for the telecasters and the NWS. Thornes (1996) showed results of a study of the accuracy of public forecasts in the United Kingdom, but it was based primarily on one verification parameter, the "percent correct." As Murphy (1991) pointed out, the large dimensionality of the verification problem means that single measures of forecast quality can be misleading. Brooks and Doswell (1996) illustrated this idea with an example of the information available from what Murphy and Winkler (1987) described as a distributions-oriented approach to forecast verification.
To help fill (ever so slightly) this vast data void, we set out to record and verify public weather forecasts for the Oklahoma City area for a 14-month time period. Our purpose here is to illustrate some aspects of the differences in the forecast sources for a single location. In passing, we will show the utility of using information from more than one source to produce a forecast with more information (Brown and Murphy 1996) . The analysis is by no means comprehensive, but it is illustrative of the power of diagnostic fore-cast verification techniques to provide insight into the forecast process both for the user and the forecaster.
Analysis procedures
Forecast data were collected from five different sources: evening forecasts from the three network TV stations, a daily newspaper with early morning delivery, and the Oklahoma City NWS.
2 Each source issues a local forecast for Oklahoma City for at least 5 days in advance. The NWS forecast used was the local forecast issued around 1600 LT. The TV station forecasts used were those presented during the late afternoon/ evening newscasts and were tape recorded. Maximum and minimum temperature forecasts (up to 5 days ahead) were evaluated for all five sources. Precipitation forecasts were evaluated only for those sources that produced numerical 24-h PoPs for day 1 through day 7 (two media sources). Because there is no way to assign numerical values to such "forecast products" as a single graphic of a cloud with a few raindrops underneath it, for example, or phrases such as "kind of crummy" or "hopefully, rain" or "maybe, even rain," we are unable to verify the other media forecast sources for precipitation. The data collection period ran from 4 January 1994 to 6 March 1995, with complete forecasts for all sources out to 5-day lead time collected on 338 days, and out to 7-day lead time for the two sources producing 7-day PoP forecasts on 321 days. Verification data came from the observations at the Oklahoma City airport (OKC). Maximum temperature forecasts were verified for the time period from 1200 to 0300 UTC (UTC = local standard time + 6 h). Minimum temperature forecasts were verified for the time period from 0000 to 1500 UTC. In the following sections, when measures are presented from more than one source (for comparison purposes), only those days when forecasts were recorded from all the sources were used.
It is important to note that it is relatively easy for "weather-interested" forecast users in the Oklahoma City market to receive forecasts from all of the sources described for any individual day. Many of the local radio stations use forecasts produced either by a television station or by the NWS. In general, the weather segments on the local news begin at slightly different times, so that simply by changing channels at the appropriate times, the forecasts can all be seen during the 1800 LT news broadcast. In addition, one station repeats the forecast from 1800 LT news during a 1830 LT broadcast, and another station repeats its most recent newscast continuously on a cable TV channel available on basic cable television stations throughout the Oklahoma City area.
Measures-oriented verification

a. Temperature
We have examined forecast quality using measures-oriented performance statistics [see Murphy and Winkler (1987) and Brooks and Doswell (1996) for a discussion of measures-oriented verification and Wilks (1995) for definitions] for the entire period of record (Table 1) . One result consistent for all forecast sources is (as expected) that accuracy decreases as forecast lead time increases. Another result is that there are significant relative differences in accuracy among the different forecast sources.
3 For minimum temperatures, forecast source (FS) 2 has the lowest mean absolute error (MAE) for all periods, while FS 4 has the highest MAE for all periods. For maximum temperatures (Table 1b) , there are significant differences for the first time period (day 1), with smaller differences for the other time periods. Once again, FS 2 had the lowest MAE for all time periods, except for day 4. All forecast sources had a consistent warm bias to their temperature forecasts, especially FS 4.
The development of a forecast that is the mean of all five sources (MEAN) leads to a forecast that has lower MAE than any of the individual forecast sources for maximum temperature for day 2 and beyond. The overall MAE for all maximum temperature forecasts by MEAN is 0.2°F lower than for the most accurate individual source. The mean forecast does not improve over FS 2 for minimum temperatures at any time period, except at day 5. Thus, even for a simple measure of accuracy, different strategies must be employed by users seeking the most accurate forecast possible.
We computed seasonal accuracy statistics as well. For the NWS, the MAE for maximum temperature forecasts was highest during the winter ( Table 2 ). The seasonal difference is large enough that a day 5 forecast during the summer has a lower MAE than a day 1 forecast during the winter. Note also the difference in performance between the two winters. The forecasts, particularly at days 2-4, were much better in the second winter. The reasons for this difference are beyond the scope of this paper. The media forecasts (not shown) show similar behavior, highlighting the difficulty of cool-season temperature forecasting, at least in Oklahoma City. The minimum temperature forecasts have less extreme seasonality for all forecast sources (not shown).
b. Precipitation
A frequently used measure of the accuracy of probability of precipitation forecasts is the Brier score (Brier 1950) . The Brier score (BS) is the mean-squared error of probability forecasts f i , where x i = 0 if it does not rain and x i = 1 if it does. A perfect forecast has a Brier score of 0: The Brier skill score (SS) is the percentage improvement relative to a climatological baseline:
where BS C is the Brier score with a constant climatological forecast and BS F is the Brier score of the forecast system being compared to it. Positive (negative) values of the skill score indicate the percentage improvement (worsening) of the forecast source compared to climatology. The SS of both FS 1 and FS 2 get worse with increasing lead time (Fig. 1) . This is to be expected as, typically, the forecasts get harder with time. By day 3 for FS 1 and day 4 for FS 2, the skill scores for the forecasts become 5% (or less) better than climatology. In other words, the forecasts would be almost as accurate if climatology was used in place of the actual forecast at those lead times.
4 By day 7, the forecasts are 15% and 7% worse than climatology for FS 1 and FS 2, respectively.
The primary reason for the poorer skill scores at long lead time is the increasingly dry bias of the forecasts as lead time increases. The mean PoP of the forecasts decreases with lead time (Fig. 2) . One would expect the long-range PoP to approach the climatological frequency. Instead, with the exception of FS 2's day 7 forecast, the forecast PoPs approach zero. Indeed, the use of 0% as a forecast value generally increases with lead time and so does the frequency of occurrence of precipitation with a zero PoP, until it almost reaches the value of the sample climatological frequency of precipitation (Table 3) .
Distributions-oriented results
Distributions-oriented approaches provide a much richer picture of the characteristics of a forecast system (Murphy and Winker 1987; Brooks and Doswell 1996) . In general, one wishes to describe the joint distribution of forecasts and observations. For the number of forecast sources and variables under con- sideration here (five sources with 10 temperature forecasts gives 50 arrays, even without the precipitation or intercomparisons of different sources or combinations of forecast variables), it is prohibitive to show all of the distributions. Here, we will focus on a few highlights from a distributionsoriented approach and through the use of methods to stratify forecasts (Murphy 1995) .
a. Temperature
Much can be learned from looking at the joint distributions of temperature forecasts and observations [p(f,x); see Murphy et al. 1989] . As an example, Table 4 shows the day 1 lowtemperature forecasts from the NWS. Forecasts and observations have been grouped into 5°F bins, centered on values divisible by 5. 5 The centering was chosen so that one bin represented temperatures at or just below freezing. In general, when a particular forecast is made, the modal observation will be in the same 5°F bin. There is one exception to this and it occurs with forecasts just above freezing (33°-37°F). In that case, the mode observation is in the bin at or below freezing. Table 4 shows the high bias in the forecasts, overall, but it is particularly pronounced around freezing. In some situations (e.g., when precipitation is expected), this error seems to have the potential to cause problems for public safety.
The day 4 maximum temperature forecasts demonstrate another useful application of the distributionsoriented approach to verification. To illustrate another way of reducing the dimensionality of the verification problem, we have defined the forecast as being a forecast of the departure from climatology and then binned the forecasts and observations into 5°F bins, centered on values divisible by 5. All departures greater than or equal to 25°F are put into the ±25°F bin. Comparisons of FS 2 and FS 4 are particularly interesting ( Table 5 ). Note that the day 4 maximum represents the only 1 of the 10 temperature forecasts (maximum and minimum) for which FS 2 does not have the lowest MAE, and in fact, FS 2 has the highest MAE for this forecast variable (see Table 1 Murphy (1991) and Brooks and Doswell (1996) . forecasts in correct 5°F bins, FS 2 has the largest number of correct forecasts of any source (95 cases or 28%) in the correct bin, and FS 4 has the fewest (84% or 25%). The apparent inconsistency between these two results occurs because FS 2 has the most forecasts more than two categories away from the observations (54% or 16%), and FS 4 has the fewest (41% or 12%). Thus, although FS 2 is more likely to be nearly correct, it is also more likely to be in serious error. Any ranking by accuracy depends upon the definition of accuracy used. As a result, it is not surprising that competing forecast sources can all claim to be the most accurate without "fudging" the data. As pointed out by Murphy (1993) , the issue of which forecast has the most value to a user depends upon that user's needs and sensitivities. It is likely that different users may find the forecasts from different sources to be most valuable.
The variety of forecasts available to consumers in the area can, potentially, lead to confusion. In effect, not considering the day 6 and day 7 forecasts that are available from some of the television stations, there are 25 forecasts of a given day's maximum and minimum temperature. One way of combining all these forecasts is to consider the accuracy of the mean of the 25 forecasts as the level of agreement between the forecasts changes. To do so, we have calculated the variance of the 25 forecasts for each day (i.e., the five forecasts from each of the four media sources and the NWS) and compared it to the error of the mean of all 25 forecasts. The variance of the forecasts is correlated to the absolute error of the mean forecast at a 99% confidence level for both the minimum (correlation coefficient = 0.24) and the maximum (0.44) temperature. Thus, when the forecasts agree with each other, they are much more likely to be nearly correct than when they disagree with each other. To look at this further, we have divided the forecasts into those cases in which the variance of the forecasts is less than or greater than 10°F 2 . The MAE increases with variance (Table 6 ). It is interesting to note that the variance in the high-temperature forecasts is quite a bit larger than in the low-temperature forecasts. Here, 182 forecasts met the lowvariance criterion for the minimum temperature forecast, while only 149 did so for the maximum temperature forecast. Other things being equal, one might expect more variance in the maximum temperature forecasts, since they have a slightly longer lead time, and, more importantly, since the variance of maximum temperatures is greater than that of minimum temperatures (the standard deviation of observed minimum temperatures in this dataset is 7.9°F and that of the observed maximum temperatures is 9.3°F). Given the other results, it seems the maximum temperatures were harder to forecast during this 14-month period.
All of the television forecasters have the opportunity to use the NWS forecast as input into their forecasts, 6 so we have considered the quality of the forecasts when the private-sector forecasts disagree strongly with the NWS. To do this, we have stratified the forecasts by counting the number of times the private forecast disagreed with the NWS forecast and was closer to the observations when the forecasts disagreed by 5°F or more (Table 7) . Only FS 2 increases the number of disagreements monotonically with increasing lead time of the forecast, if both maximum and minimum temperature forecasts are combined (i.e., day 1 minimum, day 1 maximum, day 2 minimum, day 2 maximum, etc.). Here, FS 2 also improves on the NWS forecast significantly (at the 99% confidence level) for 3 out of the 10 forecast periods. 7 There is a slight tendency, in general, for the media forecasts to be more accurate for disagreements at long lead times (days 4-5) compared to short lead times (days 1-2). This is particularly obvious for FS 1's maximum temperature forecast, where the source's forecasts are sig- The newspaper forecast is created by a private company under contract to the paper. We do not know for certain when the forecast is made. The NWS forecast information may or may not be available to them. 7 Significance testing was done using a Monte Carlo technique, using 100 000 trials of flipping a simulated coin the number of times that a forecast source disagreed with the NWS and counting how frequently the number of "heads" occurred by chance.
nificantly worse than the NWS for days 1 and 2 and significantly better at day 5 (Table 7b ). For the most part, however, the question of whether the private forecasts are more accurate than the NWS, by this measure, represents little more than a coin flip. We offer no speculations about whether specific forecast strategies lead to the patterns, or lack thereof. At the moment, they are a curiosity, although it seems obvious that an understanding of the kinds of situations in which they improve (or do not improve) on the NWS forecast would be critical to any of the private-sector forecasters, if they are interested in improving the quality of their forecasts. A more general aspect of this problem that forecast users have to deal with on a regular basis is what to do with conflicting forecasts from the media sources. 8 We have broken the forecasts out into those cases when any one of the forecast sources goes "out on a limb" and disagrees with all the others by 5°F or more and compared it to the mean of the other forecasts (Table 8) . As might be expected, in general, a forecast that disagrees by that much from any other is likely to be wrong. Here, FS 3 is the only source that does not do significantly worse statistically than the mean of the other forecasts when it disagrees with the others. It also finds itself in that situation less often than any of the other private forecasts, perhaps indicating that the forecasters preparing FS 3's forecasts are more conservative than the other private forecasters. Table 8b also reinforces the earlier discussion about the interesting day 4 maximum temperature forecast for FS 2. Here, FS 2 takes more risks on that element than any other forecast source on any element and, in the process, does worse than the mean forecast at a 99% confidence level. Overall, we see an increase in error of the mean forecast with increasing variance of the forecasts and significant differences in the performance of the various forecast sources when they disagree strongly with the NWS. These facts indicate the need for weatherinformation-sensitive users in the public to attempt to collect information from a variety of sources to get the most complete picture of the likely evolution of the weather. The relationship between variance and forecast error suggests that it is possible to quantify the uncertainty in the forecasts and, perhaps, to derive a probabilistic temperature forecast from the information. Clearly, no one source is sufficient to provide all of the useful information available within the media market.
b. Precipitation
Contingency tables for precipitation can be used to construct reliability diagrams (Wilks 1995) , indicating how well the observed frequency of an event matches the forecast probability. To get larger sample sizes, we have summed the forecasts over all 7 days for FS 1 and FS 2 (Fig. 3) . The general dry bias is readily apparent and is related to the tendency to overuse the 0% PoP. The observed frequency of precipitation for both sources with a PoP of zero is on the order (a) Minimum temperatures TABLE 7. Percentage of time when a given forecast source disagreed with the NWS by 5°F or more and was more accurate. Total number of disagreements in parentheses. Bold (italic) numbers indicate that the source was better (worse) than the NWS in cases of disagreement at a 95% confidence interval; underlining indicates 99% confidence interval. (14) 33 (41) 46 (76) 60 (77) 57 (96) 52 (304) FS 2 69 (13) 45 (20) 68 (63) 71 (80) 55 (95) 63 (271) FS 3 50 (16) 43 (21) 58 (54) 61 (51) 56 (73) 56 (217) FS 4 52 (27) 41 (38) 50 (100) 46 (107) 46 (133) 47 (405) (b) Maximum temperatures FS 1 29 (21) 30 (47) 49 (65) 51 (80) 60 (127) 50 (340) FS 2 56 (27) 52 (42) 50 (83) 49 (100) 62 (112) 54 (364) FS 3 40 (20) 39 (29) 58 (54) 64 (61) 60 (72) 56 (236) FS 4 35 (44) 46 (54) 48 (103) 55 (112) 55 (130) 50 (443) of 12%, and in fact, precipitation was observed more frequently when FS 2 forecast 0% PoP than 10% PoP. Overall, 86% (72%) of the forecasts of FS 1 (FS 2) were either 0% or 20%, the forecast value nearest the climatological frequency. From Fig. 3 , the observed frequency of rain for both sources for both of those values was such that the points fell near the no-skill line, indicating that the forecasts contributed only marginally to skill, if at all (Wilks 1995) . Thus, the most common forecasts presented to the public show little or no skill compared to climatology. Reliability diagrams for days 1, 4, and 7 (Fig. 4) show the tendency for the reliability curve to become "flatter" as lead time increases. This reflects the fact that the observed frequency of precipitation for all forecast values approaches the climatological frequency at longer lead times. Curiously, FS 2 maintains an almost constant frequency of use of 15% at all lead times, but drops the use of 10% after day 5. It has a dramatic increase in the number of 20% forecasts at day 7, going from 71 at day 6 to 117 at day 7. Unfortunately, the number of cases where it rains on those forecasts increases only from 21 (29.6%) to 22 (18.8%). At the same time, the number of forecasts with a PoP of 0% decreases from 181 to 140, but the frequency of precipitation on those forecasts increases from 13.3% to 20.0%. Thus, the observed frequency of rain on 0% PoPs from FS 2 is actually higher than the frequency for 20% PoPs at day 7.
Typically, FS 2 produced a "wetter" forecast, although it was still dry compared to climatology. About 23% of FS 2's forecasts are PoPs exceeding the climatological frequency of precipitation, whereas only 12% of FS 1's forecasts are "wet." This difference extends up to the highest probabilities, with FS 2 using PoPs exceeding 60% 22 times (8 after day 1), including a day 3 100% PoP. In contrast, FS 1 used PoPs exceeding 60% only 13 times (never after day 1).
Discussion
Many forecast sources are available to the public via the NWS and the media. The significant disagreements among their forecasts inevitably leads to the question of "who is the best?" Based on our analysis, we believe, as discussed by Murphy (1993) , that this question is simplistic and the rich amount of information from even a cursory verification process implies that there is no universally correct answer to that question. Every one of the sources has its strengths and weaknesses, even without discussing issues such as hazardous weather preparedness. Specifically, for the media sources, they had the following strengths and weaknesses: 1) FS 1 had the least biased temperature forecasts but had the highest MAE for maximum temperature forecasts. 2) FS 2 had the lowest MAE for 9 of the 10 temperature lead times but has the largest MAE for the day 4 maximum forecasts. It was also the most likely to be correct when it disagreed with NWS forecasts for minimum temperatures. For the longest lead time forecasts, the observed frequency of precipitation on forecasts of 0% PoPs is higher than the observed frequency for 20% PoPs. 3) FS 3 was the most likely to be correct when it disagreed with NWS forecasts for maximum temperatures and was the most likely to be correct when it disagreed with all of the other sources overall for temperature forecasts. It was the most conservative forecast source, disagreeing with the NWS temperature forecast much less often than any of the other sources. 4) FS 4 was the least accurate minimum temperature forecast at every lead time but was the most accurate for the day 4 maximum.
Examination of the forecasts from sources available to the public provides fertile ground for verification specialists. More importantly, it should allow the forecasters to evaluate their own strengths and weaknesses and help in improving their products, if the quality of these forecasts is a primary concern. From what we have seen, many of the weaknesses could be improved very easily. One area of obvious improvement would be to have the long-term PoP forecasts tend toward climatology, rather than zero. Another easy improvement would be to produce unbiased tem- perature forecasts for the various lead times. Given that we have been able to see this, it seems that the sources under examination 1) have not verified their own forecasts, or 2) their perception of what the public wants is different than providing the highest quality forecast, or 3) they believe that the value of their forecasts is high even if the quality is not. Given the wide range of needs of the users of publicly available forecasts and the complex relationship between quality and value, it seems unlikely that the last goal could be accomplished in any easy way. Neither of the other two options is satisfying from the public perspective. It is possible that media forecasters perceive the higher ratings as a more important goal than forecast accuracy. While this is plausible from their perspective, it may lead to forecasting strategies that do not lead to accurate forecasts. If so, we view this as a lamentable outcome and one that does not serve the public interest well. We encourage them to make forecast quality a higher priority in their process.
Further, our results highlight poor uses of probability in precipitation forecasts, as discussed by Vislocky et al. (1995) . The extreme dry bias at long range is indicative of a lack of understanding (or failure to apply understanding) of climatological information. This is even without discussing the use of colloquialisms to describe the chance of precipitation in the absence of numerical probabilities or the use of verbal descriptions that are inconsistent with the numbers presented in the forecast (e.g., "Our next chance of precipitation is towards the end of the week, but for now, I'll go with just an increase in cloudiness. So, you'll need to keep watching to see how things develop."). This approach can only lead to confusion in the minds of the forecast users, the public. We find it particularly distressing given the results of Murphy et al. (1980) and Sink (1995) indicating that the public understands and prefers numerical, rather than verbal, probability of precipitation forecasts.
