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Abstract
Linear regression on a set of observations linked by a network has been an essen-
tial tool in modeling the relationship between response and covariates with additional
network data. Despite its wide range of applications in many areas, such as social sci-
ences and health-related research, the problem has not been well-studied in statistics
so far. Previous methods either lack inference tools or rely on restrictive assumptions
on social effects, and usually assume that networks are observed without errors, which
is too good to be true in many problems. In this paper, we propose a linear regression
model with nonparametric network effects. Our model does not assume that the rela-
tional data or network structure is exactly observed; thus, the method can be provably
robust to a certain level of perturbation of the network structure. We establish a set of
asymptotic inference results under a general requirement of the network perturbation
and then study the robustness of our method in the specific setting when the perturba-
tion comes from random network models. We discover a phase-transition phenomenon
of inference validity concerning the network density when no prior knowledge about the
network model is available, while also show the significant improvement achieved by
knowing the network model. A by-product of our analysis is a rate-optimal concentra-
tion bound about subspace projection that may be of independent interest. We conduct
extensive simulation studies to verify our theoretical observations, and demonstrate the
advantage of our method over a few benchmarks in terms of accuracy and computa-
tional efficiency under different data-generating models. The method is then applied to
adolescent network data to study gender and racial difference in social activities.
1 Introduction
Nowadays, networks appear frequently in many areas, including social sciences, transporta-
tion, and biology. In most cases, networks are used to represent relationships or interactions
∗The two authors contributed equally to this work.
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between units of a complex (social, physical, or biological) system, so analyzing network
data may render crucial insights into the dynamics or interaction mechanism of the system.
One particular yet commonly encountered situation is when one observes a group of units
connected by a network and a set of attributes for each of these units. Such data sets are
sometimes called network-linked data [Li et al., 2019, 2020b] or multiview network data
[Gao et al., 2019]. Network-linked data are widely available in almost all fields involving
network analysis [Michell and West, 1996, Pearson and West, 2003, Ji and Jin, 2016, Su
et al., 2019, Xie and Levinson, 2007, Kolaczyk, 2009]. In such a data set, rich information
is available from both individual attributes and the network perspectives, and the challenge
is to find proper statistical methods to incorporate both of them. We consider the situation
where for each node i of the network, we observe (xi, yi), in which xi ∈ Rp is a vector of
covariates while yi ∈ R is a scalar response. In particular, we aim for a regression model
of yi against xi that also takes the network information into account. Such a model arises
naturally in any problem when a prediction model or inference of a specific attribute is of
interest.
Although a systematic study of regression on network-linked data has just begun to attract
interest in statistics recently [Li et al., 2019, Zhu et al., 2017, Su et al., 2019], it has been
studied in econometrics by many authors, mostly focusing on multiple networks [Manski,
1993, Lee, 2007, Bramoulle´ et al., 2009, Lee et al., 2010, De Giorgi et al., 2010, Chan-
drasekhar and Lewis, 2011] or longitudinal data [Jackson and Rogers, 2007, Manresa, 2013].
Social effects are typically observed in the form that connected units share similar behav-
iors or properties. Such similarity or correlation may be due to either homophily, where
social connections are established because of similarity, or contagion, where individuals be-
come similar through the influence of their social ties. In general, one cannot distinguish
homophily from contagion in a single snapshot of observational data [Shalizi and Thomas,
2011], as in our setting. Therefore, we will not distinguish the two directions of causality
and call this type of generic similarity between connected nodes “network cohesion” as in
Li et al. [2019, 2020b]. A significant class of models for such network regression problems
is autoregressive models, based on ideas in spatial statistics. Certain types of the spatial
autoregressive model (SAR) have been used by Manski [1993], Lee [2007], Bramoulle´ et al.
[2009], Lee et al. [2010], Hsieh and Lee [2016], Zhu et al. [2017], to name a few. A common
form for such a model is
Y = γLY +Xβ + (LX)T η + , (1)
where Y = (y1, ..., yn)
T ∈ Rn, X = (x1, ..., xn)T ∈ Rn×p, L = D−1A is the random walk
Laplacian matrix, A is the binary adjacency matrix with Aij = 1 if nodes i and j are
connected and D is the diagonal matrix with node degrees di =
∑
j Aij on the diagonal. In
this model, LY gives the neighborhood average of the response for each node and LX gives
the neighborhood average of each covariate. The parameters γ and η are typically called
“endogenous” and “exogenous” effects, respectively, while β is the standard regression slope.
The random noise  is typically assumed to be independent and identically distributed.
When multiple networks for different populations are available, the intercept can be treated
as a group effect, called the“external effect” [Manski, 1993, Lee, 2007, Lee et al., 2010].
The above framework, though, has been a popular setup for regression on network-linked
data, suffers from two crucial drawbacks. The first comes from its restrictive parameter
form of the social effect. Constraining the social effect in the form of neighborhood average
(or summation in other versions) is far from realistic in most real-world applications, and
such a stringent assumption dramatically limit the usefulness of the framework. The second
limitation comes from its assumption that the network structure is precisely observed from
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the data. In practice, it is well known that most network data are subject to observational
errors [Lakhina et al., 2003, Butts, 2003, Clauset and Moore, 2005, Handcock and Gile,
2010, Rolland et al., 2014, Le and Levina, 2017, Khabbazian et al., 2017, Newman, 2018,
Lunago´mez et al., 2018, Wu et al., 2018, Rohe et al., 2019]. If the incorrect network is used
in (1), the model is misspecified and the inference would also be problematic, as shown by
Chandrasekhar and Lewis [2011].
In this paper, we propose a regression model on network-linked data to overcome both
drawbacks mentioned above. While having an inference framework available, our model is
based on a flexible network effect assumption and is robust to errors in the network structure.
Our theoretical analysis not only provides the support for model estimation and inference
but also quantifies the magnitude of network observational errors for which our inference
remains robust under the perturbation mechanism of random network models. In particular,
when little prior knowledge about the network model is available, our result reveals a phase-
transition phenomenon at the network average degree of
√
n, above which our inference is
asymptotically correct, and below which the inference becomes invalid. Moreover, when
the network generating model is known so that parametric estimation can be applied, our
inference can be used for much sparser networks. Consequently, our theory characterizes
the tradeoff between the amount of available information about the network perturbation
mechanism and the level of robustness of statistical inference.
A related modeling strategy to ours is the semi-parametric model called “regression with
network cohesion” (RNC), proposed by Li et al. [2019]. In their model, the network effect
is represented by individual parameters that are assumed to be “smooth” over the network,
a similar idea used in a few other statistical estimation settings [Smola and Kondor, 2003,
Li and Li, 2008, Sharpnack et al., 2013, Wang et al., 2016, Zhao and Shojaie, 2016, Fan
and Guan, 2018]. The model can be estimated under the partial linear regression frame-
work. Despite the excellent predictive performance, the RNC model lacks a valid inference
framework and cannot be applied in many modern applications where statistical inference
is needed [Ogburn, 2018, Su et al., 2019]. The result for a related problem in Li et al.
[2020b] indicates that the RNC estimator fails to guarantee valid inference under reasonable
assumptions. Moreover, little is known about the robustness of the RNC method to net-
work observational errors, although preliminary results have been obtained in a particular
scenario of network sparsification [Sadhanala et al., 2016, Li et al., 2019]. As can be seen
later, our method overcomes these limitations and is computationally more efficient.
The rest of the paper is organized as follows. Section 2 introduces our model and the corre-
sponding statistical inference algorithm. Section 3 is devoted to our main theoretical results.
Specifically, we first give the generic theory for model estimation consistency and the asymp-
totic inference in Section 3.1. Then under the random network modeling framework, we give
detailed discussions of the technical requirement for the network in a general nonparametric
setting and a more special parametric setting in Section 3.2 and 3.3, respectively. Although
we primarily focus on using the adjacency matrix as our network data, we show in Section 4
that the Laplacian matrix can also be used effectively for the inference task. Extensive
simulation experiments are given in Section 5 to verify our theory and compare our method
with a few benchmark methods mentioned above. Section 6 demonstrates the usefulness of
our method in analyzing the gender and racial effects on social activities among adolescents.
Some conclusive remarks and future directions are discussed in Section 7. The proofs are
given in the supplement.
3
2 Network regression model
2.1 Notations
Throughout the paper, we use 0k×` and Ik to denote the zero matrix of size k × ` and the
identity matrix of size k×k, respectively. We may drop the subscripts when the dimensions
are clear from the context. We use ei to denote the vector whose ith coordinate is 1 and
the remaining coordinates are zero; the dimension of ei may vary according to the context.
Given a matrix M ∈ Rk×` and 1 ≤ i ≤ j ≤ `, we use Mi:j ∈ Rk×(j−i+1) to denote the matrix
whose columns are those of M with indices i, i + 1, ..., j; when i = j, we write Mi instead
of Mi:i for simplicity of the notation. Throughout the paper, ‖.‖ denotes the spectral norm
for matrices and Euclidean norm for vectors. We say that an event E occurs with high
probability if P(E) ≥ 1− n−c for some constant c > 2. We use an = o(1) and bn = O(1) to
indicate that limn→∞ an = 0 and bn is a bounded sequence, respectively.
2.2 Setup
For each node i of the network we observe (xi, yi), where xi ∈ Rp is a vector of covariates
while yi ∈ R is a scalar response. Let Y = (y1, ..., yn)T ∈ Rn be the vector of responses
and X = (x1, ..., xn)
T ∈ Rn×p be the design matrix. We aim for a model to regress Y
on X and the network information. We assume that there is an underlying true relational
network P ∈ Rn×n where each entry Pij describes the relational strength between nodes i
and j. In this paper, we only consider the situation when the network is undirected. Our
observed network can be represented by its adjacency matrix A ∈ [0, 1]n×n and Aij gives the
edge weight between i and j. In the special case of an unweighted network, A is a binary
matrix and Aij = 1 if and only if node i and node j are connected. We assume that A is
a perturbed version of the true relational strength P . In this paper, we only consider the
fixed design setting, to avoid unnecessary complication of jointly modeling covariates and
relational data. That means, we always treat X and P as fixed. The observed adjacency
matrix A will also be treated as fixed for the moment as we describe the regression model
and its generic inference framework. Later on, in Section 3.2 – 3.3 and Section 4, we will
study the validity of our framework in special cases when A is a random perturbation of P
drawn from random network models.
Intuitively, the structural assumption is that yi’s tend to be similar for individuals having
strong connections, which is called the “assortative mixing” or “network cohesion” property.
To incorporate this intuition, we consider the following model
EY = Xζ + µ, (2)
where ζ ∈ Rp is the coefficients of covariates and µ ∈ Rn is the vector of individual effects
reflecting the network cohesion property. This design of the structure was used in Li et al.
[2019]. However, here we define our model with a different formulation of the network
cohesion property, which turns out to be more general and stable. Specifically, we formulate
the cohesion requirement of µ by assuming that
µ ∈ SK(P ), (3)
where SK(P ) the subspace spanned by the leading K eigenvectors of P . Using the eigenspace
of P to quantify the smoothness over the network is related to the standard spectral embed-
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ding [Shi and Malik, 2000, Ng et al., 2001, Belkin and Niyogi, 2003, Tang et al., 2013], which
represents the network in Euclidean space such that the geometric relations between nodes
mimic their topological relations in the original network. Notice that depending on specific
problems, it may be possible to replace P in (3) with more appropriate matrix-valued func-
tions of P for which the inference framework remains valid. We provide one such example
in Section 4.
In summary, we essentially assume the following mean structure as a regression model with
network effects:
EY ∈ span{col(X), SK(P )},
where col(X) is the column space of X and we use span to denote the subspace jointly
spanned by the two subspaces. However, as can be easily seen, the generic model formula
in (2) does not ensure the identifiability of our model because of the potential intersection
between col(X) and SK(P ). Therefore, we reparameterize (2) and (3) in an equivalent way
and formally define our model as follows.
Definition 1 (Regression model with network effects). Consider the following model
Y = Xβ +Xθ + α+ , (4)
where β, θ ∈ Rp, α ∈ Rn and  is the vector of random noises with  ∼ N(0, σ2I). Let
R = col(X)∩ SK(P ) be the intersection of the column space of X and SK(P ). Assume the
following constraints for the parameters
Xθ ∈ R, Xβ ⊥ R, α ∈ SK(P ), α ⊥ R. (5)
Before showing the model is mathematically well-defined, we want to elaborate on the
interpretation of the model. Two sources of information determine the mean structure of
the model: the covariate information from X and the relational information from P . The
term Xθ is the overlap of the two sources. To understand the interpretation, consider the
following special case when β = 0. In this situation, the model can be fully presented by
EY ∈ SK(P ) without using X. By the analogy of the standard multivariate regression,
with both X and P considered as covariates, it is then clear that β represents the covariate
effects of X conditional on P . Similarly, when α = 0, the model becomes the standard
linear regression model and the mean structure can be fully specified by X without using
P . Therefore, the parameter α represents the network effect of P conditional on X. We
primarily focus on the inference of parameters β and α.
Finally, we want to introduce the following simple result about the model identifiability of
our model.
Proposition 1 (Model identifiability). The model defined by Definition 1 identifiable if (5)
holds. That mean, if there exist (β, θ, α) and (β′, θ′, α′) that satisfy (4) and (5) simultane-
ously then the following identities hold:
β = β′, θ = θ′, α = α′.
Remark 1. Notice that we do not assume Xβ ⊥ α which, although would make the
inference much easier, is too restrictive in practice.
Remark 2. Another seemingly natural alternative to our model design is to treat eigen-
vectors of P as another set of covariates and fit Y using both X and these eigenvectors.
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However, it is easy to see that such a model must require R = {0} for identifiability, which
is too restrictive.
Remark 3. For simplicity, we assume thatK is known in our discussion. In many situations,
such as those discussed in Sections 3.2, 3.3 and 4 when K is unknown, there are many
general methods [Bickel and Sarkar, 2016, Wang and Bickel, 2017, Chen and Lei, 2018, Le
and Levina, 2015, Li et al., 2020a] to estimate it accurately from data.
2.3 Statistical inference method
Our generic inference framework requires access to a certain approximation of P , denoted
by Pˆ . The most natural option is using the adjacency matrix Pˆ = A and we refer to
the corresponding estimation and inference procedure as the nonparametric method. We
discuss in Section 3.2 some special cases for which more accurate parametric estimates of P
are available.
At a high level, the identifiability condition (5) suggests a natural procedure for estimating
parameters in model (4) by subspace projections. However, the fact that α and Xβ need
not be orthogonal makes the estimation procedure and its analysis much more complicated.
We now introduce our model-fitting method in more detail. To highlight the main idea, we
first describe the population level estimation, assuming that we know both P and EY .
Let Z ∈ Rn×p be a matrix whose columns form an orthonormal basis of the covariate
subspace col(X). Similarly, let W ∈ Rn×K be the matrix whose columns are eigenvectors of
P that span the subspace SK(P ). Define the singular value decomposition (SVD) of matrix
ZTW to be
ZTW = UΣV T . (6)
Here, U ∈ Rp×p and V ∈ RK×K are orthonormal matrices of singular vectors while Σ ∈
Rp×K is the matrix with the following singular values on the main diagonal:
σ1 = σ2 = · · · = σr = 1 > σr+1 ≥ · · · ≥ σr+s > 0 = σr+s+1 = · · · = 0. (7)
Thus, r is the dimension of R = col(X) ∩ SK(P ) and ZTW has r + s non-zero singular
values. Notice that column vectors of the following matrices
Z˜ = ZU, W˜ = WV (8)
also form a basis of col(X) and SK(P ), respectively. In particular, the first r column vectors
of Z˜ and W˜ coincide and form a basis of R. Moreover, the last p − r column vectors of Z˜
form a basis of the subspace of col(X) that is perpendicular to R; similarly, the last K − r
column vectors of W˜ form a basis of the subspace of SK(P ) that is perpendicular to R.
Therefore, by the model assumption (5) we have
Xθ ∈ col(Z˜1:r) = col(W˜1:r) = R, Xβ ∈ col(Z˜(r+1):p) ⊥ R, α ∈ col(W˜(r+1):K) ⊥ R. (9)
This suggests a natural way to estimate θ, β and α as follows.
The parameter θ can be recovered by θ = (XTX)−1XTPREY , where PR is the orthogonal
projection onto R written as
PR = Z˜1:rZ˜T1:r = W˜1:rW˜ T1:r. (10)
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For estimating α and β, we project EY on col(Z˜(r+1):p) and col(W˜(r+1):K), respectively.
Since these subspaces need not be orthogonal to each other (the principle angles between
them are the singular values σr+1, ..., σr+s in (7)), the corresponding projections are not
necessarily orthogonal projections. Instead, they admit the following forms:
PC =
(
Z˜(r+1):p, 0n×(K−r)
)
(MTM)−1MT , (11)
PN =
(
0n×(p−r), W˜(r+1):K
)
(MTM)−1MT , (12)
where M = (Z˜(r+1):p, W˜(r+1):K). Both α and β can then be recovered by
α = PN (Xβ +Xθ + α) = PNEY and β = (XTX)−1XTPCEY. (13)
A detailed explanation of (11), (12) and (13) is provided in the supplementary material.
Finally, to test the hypothesis H0 : α = 0, notice that we can write
α =
K−r∑
i=1
W˜r+iγi = W˜(r+1):Kγ. (14)
Although γ can not be uniquely determined because W˜(r+1):K is only unique up to an
orthogonal transformation, we can still uniquely identify its magnitude ‖γ‖2 to perform a
chi-squared test against the null hypothesis H0 : α = 0.
In practice, when we do not observe P or EY , it is natural to replace P and EY everywhere
by the available approximation Pˆ and Y in the aforementioned procedure. There is, however,
one crucial issue that requires special attention. Notice that when using the true P in the
estimation, we reply on the projection to R = col(X) ∩ SK(P ) to recover θ. However,
col(X) ∩ SK(Pˆ ) is typically a bad approximation of the R and fails to render reliable
estimation. This is because the subspace intersection is not robust to perturbation of the
original spaces. For example, it is easy to see that in low dimensional settings, when col(X)∩
SK(P ) is nontrivial, a small perturbation of P can easily make col(X)∩SK(Pˆ ) a null space.
Therefore, rather than using col(X) ∩ SK(Pˆ ) to approximate R, we directly approximate
the projections in (10), (11) and (12) using the eigenvectors of Pˆ (this partially explains
the above detailed discussion of the population level estimation), which can be robust to
the perturbation. The whole estimation procedure is summarized in Algorithm 1. From
here through Section 3.1, we will assume that the dimension r of R is known for simplicity.
This is because so far we treat A as fixed while a discussion of selecting r naturally involves
a detailed analysis of the perturbation mechanism from P to A. In Section 3.2 when we
introduce the perturbation analysis of A, we will provide a simple method to select r with
a theoretical guarantee (Corollary 3).
Algorithm 1. Given X, Y , Pˆ , K and r.
1. Calculate an orthonormal basis of col(X) and forms Z ∈ Rn×p. Similarly, calculate K
eigenvectors of Pˆ and form Wˆ ∈ Rn×K .
2. Calculate the singular value decomposition
ZT Wˆ = Uˆ ΣˆVˆ T (15)
and denote
Zˆ = ZUˆ, W˘ = Wˆ Vˆ . (16)
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3. Let Mˆ = (Zˆ(r+1):p, W˘(r+1):K). Estimate PR, PC and PN by
PˆR = Zˆ1:rZˆT1:r, (17)
PˆC =
(
Zˆ(r+1):p, 0n×(K−r)
)
(MˆT Mˆ)−1MˆT , (18)
PˆN =
(
0n×(p−r), W˘(r+1):K
)
(MˆT Mˆ)−1MˆT . (19)
4. Estimate θ, β and α by
θˆ = (XTX)−1XT PˆRY, βˆ = (XTX)−1XT PˆCY, αˆ = PˆNY. (20)
5. Let Hˆ = PˆR + PˆC + PˆN . Estimate the variance σ2 of  in (4) by
σˆ2 = ‖Y − HˆY ‖2/(n− p−K + r). (21)
6. Estimate the covariance of βˆ by
σˆ2(XTX)−1XT PˆCPˆTC X(XTX)−1. (22)
The inference of β can be done according to Theorem 1.
7. To test the significance of α, estimate γ in (14) by
γˆ = W˘(r+1):KPˆNY (23)
and estimate the covariance matrix of γˆ by
Σˆγˆ = σˆ
2W˘(r+1):KPˆN PˆTN W˘ T(r+1):K .
Normalize γˆ to obtain
γˆ0 = Σˆ
−1/2
γˆ γˆ.
Use ‖γˆ0‖2 for a chi-squared test (withK degrees of freedom) against the null hypothesis
H0 : α = 0 according to Theorem 2.
3 Theoretical properties
In this section, we introduce our main theoretical result about the inference properties of
the estimators from Algorithm 1. First, we will introduce our generic results inference
theory in Section 3.1, which rely on a crucial assumption about Pˆ , called small-perturbation
projection. Then we will address the validity of the small-perturbation projection assumption
in the setting when the perturbation of A on P is generated by a random network model.
Specifically, we will study both situations of an unknown network model and a known
network model in Section 3.2 and Section 3.3, respectively. Additionally, in Section 3.2, we
show that our theoretical requirement for the network density is rate optimal. Recall that
throughout the paper, we always assume p and K to be fixed without changing with n.
However, we still keep track of p in our results for completeness.
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3.1 Generic inference theory of model parameters
For valid inference of model parameters, we make the following standard assumptions about
the design matrix X.
Assumption A1 (Standardized scale). All columns of X satisfy ‖Xi‖ =
√
n. Moreover,
‖Xβ +Xθ + α‖ ≤ C√np for some constant C > 0.
Assumption A2 (Weak dependence of X). Denote Θ = (XTX/n)−1. Assume that Θ is
well-conditioned, that is, there exist a constant ρ > 0 such that
ρ ≤ λmin(Θ) ≤ λmax(Θ) ≤ 1/ρ.
Due to the deviation of Pˆ from the true signal P , our estimators would be biased. Therefore,
to enable asymptotic inference, we have to guarantee that the biases are negligible compared
to the standard deviations of the estimators. This requires the deviation of Pˆ from P to be
controlled in a certain sense. In particular, the biases will depend on the magnitude of the
perturbation of SK(P ) associated with col(X), defined by
τn = ‖ZT WˆWˆ T − ZTWW T ‖ = ‖(WˆWˆ T −WW T )Z‖. (24)
We recall that column vectors of Z and W form orthonornal bases of col(X) and SK(P ),
respectively, while Wˆ is defined by (15).
As a warm-up, we can easily get a bound on ‖Σˆ−Σ‖ in terms of τn. Indeed, from (6), (8),
(15) and (16) we see that the singular decompositions of ZTWW T and ZT WˆWˆ T are
ZTWW T = UΣW˜ T , ZT WˆWˆ T = Uˆ ΣˆW˘ T . (25)
Therefore by Weyl’s inequality,
‖Σˆ− Σ‖ ≤ τn. (26)
Since our estimates depend crucially on the singular value decomposition of ZTWW T and
ZT WˆWˆ T , (24), (25) and (26) will play a central role in proving the results of this section.
We now state our main assumption for the validity of inference.
Assumption A3 (Small projection pertubation). Let Z ∈ Rn×p be the matrix whose
columns form a basis of the covariate subspace col(X) and W ∈ Rn×K be the matrix whose
columns are eigenvectors of P that spans the network subspace SK(P ). Let Z
TW = UΣV T
be the singular value decomposition with singular values specified in (7). Assume Pˆ is a
small perturbation of P with respect to X such that
τn
min
{
(1− σr+1)3, σ3r+s
} = o(1/√np).
Notice that in many situations, we often have min
{
(1− σr+1)3, σ3r+s
}
bounded away from
zero so the major requirement of Assumption A3 is τn = o(1/
√
np).
The first property we introduce is the estimation consistency of σˆ2, which serves a the critical
building block for later inference.
Proposition 2 (Consistency of variance estimation). Assume that Assumption A1 holds
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and
40τn ≤ min{(1− σr+1)2, σ2r+s}. (27)
Then with high probability, the estimate σˆ2 defined by (21) satisfies
|σˆ2 − σ2| ≤ Cτn
min{(1− σr+1)3, σ3r+s}
· n(σ
2 + p)
n− p−K + r
for some constant C > 0. In particular, if Assumption A3 holds and p+K = o(n) then σˆ2
is consistent.
The covariate effects β will be our central target for inference. Our first result is the following
bound on the bias of βˆ, defined to be ‖E(βˆ)− β‖∞.
Proposition 3 (The bias of βˆ). If condition (27) holds then there exists a constant C > 0
such that
‖E(βˆ)− β‖ ≤ Cτn
min{(1− σr+1)3, σ3r+s}
· ‖(XTX)−1‖ · ‖X‖ · ‖Xβ +Xθ + α‖.
In particular, if Assumption A1, A2 and A3 hold then the bias of βˆ is of order o(1/
√
n).
In general, one may be interested in inferring the contrast ωTβ for a given unit vector ω,
such as in comparing covariate effects or making predictions. Let X˜ = X/
√
n, then from
(20) we have
Var(ωT βˆ) =
σ2
n
ωTΘX˜T PˆCPˆTC X˜Θω, (28)
with PˆC defined by (18). According to Proposition 3, a sufficient condition for valid inference
of ωTβ is ωTΘX˜T PˆCPˆTC X˜Θω ≥ c for some constant c. Note that this quantity is directly
computable in practice. However, we will focus the population condition with respective to
the true matrix PC . We have the following result.
Theorem 1 (Asymptotic distribution of ωT βˆ). Assume that Assumption A1, A2, A3 hold
and √
np ·min{1− σr+1, σr+s} ≥ 1. (29)
For a given unit vector ω ∈ Rp, assume that
‖Z˜T(r+1):pX˜Θω‖ ≥ c. (30)
for some constant c > 0 and sufficiently large n. Then as n→∞, we have
P
 ωT βˆ − ωTβ√
σˆ2
n ω
TΘX˜T PˆCPˆTC X˜Θω
≤ t
→ Φ(t),
where Φ is the cumulative distribution function of the standard normal distribution.
Next, we discuss the special case when ω = ej . That is, we want to make inference for the
individual parameter βj = e
T
j β for some 1 ≤ j ≤ p. In this case, condition (30) has a simple
interpretation.
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Corollary 1 (Valid inference of individual regression coefficient). Let ηj be the partial
residual from regressing X˜j against all other columns of X˜ and Rj be the corresponding
partial R2 for this regression. Notice that we always have ‖ηj‖ ≤ ‖X˜j‖ = 1. Assume that
Assumption A1, A2, A3 hold and there exists a constant c such that
‖Z˜T(r+1):pηj‖/(1−R2j ) ≥ c. (31)
Then as n→∞, we have
P
 βˆj − βj√
σˆ2
n e
T
j ΘX˜
T PˆCPˆTC X˜Θej
≤ t
→ Φ(t),
where Φ is the cumulative distribution function of the standard normal distribution.
To understand the condition (31), notice that ηj is the signal from Xj , after adjusting for
the other covariates, while 1−R2j is the proportion of this additional information from X˜j .
Since ‖Z˜T(r+1):pηj‖ is the magnitude of ηj ’s projection on the subspace col(Z˜(r+1):p), (31)
essentially requires that the additional information contributed by Xi after conditioning on
other covariates should nontrivially align with col(Z˜(r+1):p), the subspace on which the effect
of βj lies. This type of condition is needed because if Z˜
T
(r+1):pηj = 0, the parameter space
of βj degenerates to zero and we cannot talk about inference. Notice that this requirement
is completely different from assuming |βj | itself to be large.
Our next result shows the consistency of estimating α. It also provides bounds for the bias
and variance of γˆ, which we later use for testing the hypothesis H0 : α = 0.
Proposition 4 (Consistency of αˆ and γˆ). Assume that Assumption A1 and (27) hold. Then
there exists a constant C > 0 such that with high probability, the following hold.
1. Let ‖W‖2→∞ be the maximum of the Euclidean norms of the row vectors of W , then
‖αˆ− α‖∞ ≤ C
min{(1− σr+1)3, σ3r+s}
·
(
‖W‖2→∞
√
Kσ2 log n+ τn
√
n(p+ σ2)
)
.
2. There exists an orthogonal matrix O ∈ R(K−r)×(K−r) such that
‖Eγˆ −Oγ‖ ≤ Cτn
√
np
min{(1− σr+1)3, σ3r+s}
.
3. Let Σγˆ be the covariance matrix of γˆ, then∥∥∥∥Σγˆ − σ2((Is − Γ2)−1 00 IK−r−s
)∥∥∥∥ ≤ Cτnmin{(1− σr+1)2, σ2r+s} ,
where Γ = diag(σr+1, · · · , σr+s).
The bound on ‖αˆ−α‖∞ consists of two terms, the first one involves ‖W‖2→∞ and the second
one involves τn. Therefore αˆ is element-wise consistent estimate of α for example if Assump-
tion A3 holds, min{(1−σr+1)3, σ3r+s} is bounded away from zero and ‖W‖2→∞
√
Kσ2 log n =
o(1). The last requirement holds when P is an incoherent matrix, a commonly observed
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property discussed by Cande`s and Recht [2009], Cande`s and Tao [2010]. The other two
inequalities of Proposition 4 show that the bounds for both bias and variance of γˆ are of
order o(1) if Assumption A3 holds. These properties directly lead to the validity of the
chi-squared test for network effects.
Theorem 2 (Chi-squared test for α). Assume that Assumption A1 and A3 hold and p+K =
o(n). Then as n→∞, the statistic ‖γˆ0‖2 constructed in Algorithm 1 satisfies
‖γˆ0‖2 d−→ χ2K ,
where χ2K is a random variable that follows a chi-squared distribution with K degrees of
freedom and
d−→ denotes the convergence in distribution.
Lastly, we include the result about θˆ, similar to Theorem 1.
Theorem 3 (Inference of θ). The estimator θˆ in (20) follows a Gaussian distribution with
covariance matrix
Cov(θˆ) =
σ2
n
ΘX˜T PˆRX˜Θ.
Furthermore, under Assumption A1, A2 and A3, we have ‖E(θˆ)− θ‖ = o(1/√n). If in
addition, there exists a constant c such that
‖Z˜T1:rηj‖/(1−R2j ) ≥ c, (32)
where ηj and Rj are defined in Corollary 1, then as n→∞ we have
P
 θˆj − θj√
σˆ2
n e
T
j ΘX˜
T PˆRX˜Θej
≤ t
→ Φ(t).
Theorem 3 is included only for completeness. In practice, the inference of θ may not be
very useful. This is because, as discussed in Section 2, the interpretations of β and α
are of primary interest, while θ is typically not interpretable on its own. Notice that the
comparison between (32) and (31) reveals a symmetric relation between the inference of θ
and the inference of β. The inference of β requires X to have low correlations with the
network subspace, while the inference of θ requires X to be sufficiently correlated with
the network subspace. Such comparison also reveals why the inference of θ is practically
less useful, because the high-correlation condition in Rn for large n is less natural than its
low-correlation counterpart.
3.2 Small projection perturbation for adjacency matrix
The inference framework introduced in the previous section mainly relies on the small pro-
jection perturbation Assumption A3. In this section, we assume that the perturbation
mechanism to be a generic random network model and show that the assumption holds
when we use the adjacency matrix A as Pˆ , which is the nonparametric version of our esti-
mation procedure. Specifically, we assume that the edge between each pair of nodes (i, j) is
generated independently from a Bernoulli distribution with P(Aij = 1) = Pij , 1 ≤ i < j ≤ n.
In particular, we have EA = P . This model is known as the inhomogeneous Erdo˝s-Re´nyi
model [Bollobas et al., 2007]. To clarify, the randomness we discuss in this section comes
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from the above random network model, which is assumed to be independent of the random-
ness from the noise  in the regression model.
Recall that the main requirement of Assumption A3 is τn = o(1/
√
n), where τn is a measure
of perturbation of the network subspace SK(P ) associated with the covariate subspace
col(X), defined in (24). Existing results relevant for controling τn, such as Abbe et al. [2017],
Cape et al. [2019], Mao et al. [2020], Lei [2019], do not give sufficiently tight bound to support
the inference even for dense networks. The recent work of Xia [2019] contains useful tools for
obtaining such error bound that allows sparsity when P is a low-rank matrix. However, since
in general problems, P may be of full rank, we need a new result for theoretical analysis.
We make the following assumption about P .
Assumption A4 (Eigenvalue gap of the expected adjacency matrix). Let A be the adja-
cency matrix of a random network generated from the inhomogeneous Erdo˝s-Re´nyi model
with the edge probability matrix P = EA. Assume that the K largest eigenvalues of P are
well separated from the remaining eigenvalues and their range is not two large:
min
i≤K, i′>K
|λi − λi′ | ≥ ρ′d, max
i,i′≤K
|λi − λi′ | ≤ d/ρ′,
where ρ′ > 0 is a constant and d = n ·maxij Pij .
The quantity d can be seen as an upper bound of the network node degree, which has been
widely used to measure network density (e.g., Lei and Rinaldo [2014], Le et al. [2017]).
Assumption A4 is very general in the sense that it only assumes that P has a sufficiently
large eigenvalue gap, but P needs not be of low-rank or even approximately low-rank. It
turns out this is already sufficient to guarantee the small projection perturbation property
of A, as stated in the next theorem. We believe the theorem itself can be used as a general
tool for statistical analysis of independent interest.
Theorem 4 (Concentration of perturbed projection for adjacency matrix). Let w1, ..., wn
and λ1 ≥ λ2 ≥ · · · ≥ λn be eigenvectors and corresponding eigenvalues of P and similarly,
let wˆ1, ..., wˆn and λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆn be the eigenvectors and eigenvalues of A. Denote
W = (w1, ..., wK) and Wˆ = (wˆ1, ..., wˆK). Assume that Assumption A4 holds and d ≥ C log n
for a sufficiently large constant C. Then for any fixed unit vector v, with high probability
we have
‖(WˆWˆ T −WW T )v‖ ≤ 2
√
K log n
d
. (33)
Notice that our bound is for a given deterministic vector v instead of all unit vectors, which
would be equivalent to a bound on ‖WˆWˆ T −WW T ‖, and this quantity is too large for
our inference purpose. By restricting the scope of applicability, our result trades off for the
tighter bound (33), which is crucial for our inference to work in relatively sparse network
settings.
Corollary 2 (Small projection perturbation, adjacency matrix case). Assume that Pˆ = A
is used in Algorithm 1. If Assumption A4 holds and d satisfies
d ·min{(1− σr+1)3, σ3r+s}
(Knp log n)1/2
→∞
then Assumption A3 holds with high probability for sufficiently large n.
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Corollary 2 provides a sufficient condition for valid inference. If min {1− σr+1, σr+s} is
bounded away from zero while K and p are fixed then we need d to grow faster than√
n log n. This is arguably a strong assumption, although it does allow for moderately sparse
networks. A natural question is whether it can be relaxed. Unfortunately, the answer is
negative. We now show that under the current assumptions, the bound (33) is rate optimal
up to a logarithm factor and we cannot guarantee valid inference if d is of the order
√
n.
Theorem 5 (Tightness of concentration and degree requirements). If C
√
n/ log n ≤ d ≤
n1−ξ for some constant ξ ∈ (0, 1/2] and some sufficiently large constant C > 0, then the
following statements hold.
(i) There exists a configuration of (K, v, P ) satisfying the condition of Theorem 4 with
K = O(1), under which, for a sufficiently large n,
‖(WˆWˆ T −WW T )v‖ ≥ c/d
holds with high probability and a constant c > 0.
(ii) There exist a configuration of (K, p,X, P, β, θ, α) satisfying Assumption A1, A2 and
the conditions of Theorem 4 with K, p = O(1) and min {1− σr+1, σr+s} ≥ 1/4, under
which, for a sufficiently large n, the bias of βˆ satisfies
‖Eβˆ − β‖∞ ≥ c′/d,
while the variance satisfies
max
j
V ar(βˆj) ≤ C ′/n
with high probability for some constant C ′, c′ > 0.
Notice that the two statements of Theorem 5 are different and, in general, neither implies
the other. The first statement is about the general concentration bound of Theorem 4. It
indicates that for the given range of d, the bound of (33) is rate optimal (up to a logarithm
order). The second statement is about the necessary condition of our inference problem,
under the nonparametric setting. When d =
√
n, the bias is at least in the order of 1/
√
n.
In contrast, the standard deviation is at most of order 1/
√
n. Therefore, we will not be
able to give asymptotically correct testing or confidence intervals. Meanwhile, under the
same condition, Corollary 2 shows that if d grows faster than
√
n log n, we could achieve
valid inference. In combination we see a phase-transition at the network degree of
√
n. This
theoretical conclusion is further verified by our numerical examples in Section 5.1.
To conclude this section, we address the problem of selecting the correct dimension r used
in Algorithm 1, as another application of Theorem 4. Specifically, denote
dˆ =
1
n
n∑
i,j=1
Aij , d¯ =
1
n
n∑
i,j=1
Pij .
We use the following rule to select r:
rˆ = max
{
i : σˆi ≥ 1− 4
√
pK log n
dˆ
}
. (34)
This selection rule can be shown to give the correct dimension with high probability.
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Corollary 3 (Consistency of estimating the dimension of R). Assume that the conditions
of Theorem 4 hold and
d¯ ≥ 16
√
pK log n
1− σr+1 . (35)
Then for a sufficiently large n, the dimension estimate rˆ defined in (34) satisfies rˆ = r with
high probability.
In Corollary 3, the condition (35) assumes that the average edge density of the random
network is sufficiently large compared to pK log n and the singular value gap 1 − σr+1 is
sufficiently large.
3.3 Small projection perturbation for parametric estimation under block
models
In the previous section, we show that if A is used as Pˆ in Algorithm 1, we need the network
degree to grow faster than
√
n to satisfy the small perturbation assumption. In some special
cases, one may know what class of models P belongs to, and therefore, a more accurate Pˆ can
be obtained. In this section, we list a few sufficient conditions for the small perturbation
assumption to hold when Pˆ is a parametric estimate of P , highlighting the benefits of
knowing the correct model.
We start the discussion with the stochastic block model (SBM) as our generating model.
Specifically, assume there exists a vector g ∈ [K]n indicating the community labels for nodes
and a symmetric matrix B ∈ [0, 1]K×K such that Pij = Bgigj . The SBM has been a widely
used to model community structures [Holland et al., 1983], and its theoretical properties
have been well-understood thanks to the intensive research in recent years [Rohe et al., 2011,
Zhao et al., 2012, Amini et al., 2013, Lei and Rinaldo, 2014, Jin, 2015, Chin et al., 2015, Le
et al., 2017, Gao et al., 2017, Abbe et al., 2017]. For more detail, we refer the readers to the
review paper of Abbe [2018]. Since we only use the SBM in this section to illustrate how
the degree requirement for the small perturbation assumption can be relaxed, we will not
consider the SBM in its full generality. Instead, we will focus on one simplified configuration
that is widely used, knowing that many aspects of the parameter spaces can be extended
without essential difficulty.
Assumption A5 (Stochastic block model). Let nk be the number of nodes in the kth
community. Assume that (1 − ξ)n/K ≤ nk ≤ (1 + ξ)n/K for some constant ξ and all
1 ≤ k ≤ K. Moreover, assume B = κnB0 where B0 ∈ [0, 1]K×K is a fixed matrix, κn
controls the dependence of network density on n and K = o(n1/4).
Another example we want to introduce is the degree-corrected block model (DCBM) pro-
posed by Karrer and Newman [2011], which generalizes the SBM by allowing the degree
heterogeneity of the nodes. Specifically, in addition to the SBM parameters, the model has
a degree parameter ν ∈ Rn such that Pij = νiνjBgigj . Notice that νi is only identifiable up
to a scale so additional constraints are needed. We make the following simplified assumption
about it.
Assumption A6 (Identifiability of degree parameter). Assume
∑
gi=k
νi = nk and there
exists a constant ζ such that 1/ζ ≤ νi ≤ ζ.
Notice that under Assumptions A5 and A6, both the SBM and DCBM satisfy Assump-
tion A4 with d = nκn. In particular, under the SBM, the subspace of the K leading
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eigenvectors of P has the same component for all nodes within the same community. There-
fore, our model under the SBM reduces to a linear regression model with fixed group effects
according to communities.
We further make the following assumption for the two models.
Assumption A7 (Exact recovery of community labels). Assume the community g is known
with nκn/ log n→∞.
Although g is seldom known in practice, our assumption is based on the fact that in many
cases we can exactly recover it. Indeed, there exist many polynomial-time algorithms that
ensure the exact recovery of g such as Gao et al. [2017], Lei and Zhu [2017], Abbe et al. [2017],
Li et al. [2018], Lei et al. [2020] for the SBM and Lei and Zhu [2017], Chen et al. [2018],
Gao et al. [2018] for the DCBM, to name a few. The corresponding regularity condition
needed for such strong consistency of community detection is already reflected in our degree
requirement in Assumption A7.
Given the community label, we introduce the maximum likelihood estimator of P . Under
the SBM, we can estimate the entries of B by the maximum likelihood estimator
Bˆk` =
∑
gi=k,gj=`
Aij
nkn`
. (36)
with the follow-up estimator Pˆij = Bˆgigj . Under the DCBM, let di be the degree of node i.
The νi’s can be estimated by
νˆi =
nkdi∑
gj=k
dj
(37)
while the B matrix can be estimated by
Bˆk` =
1
nkn`
∑
gi=k,gj=`
Aij
νˆiνˆj
. (38)
The resulting Pˆij is given by νˆiνˆjBˆgigj . When such parametric estimates are used as Pˆ
in Algorithm 1, we refer to the corresponding estimation and inference procedure as the
parametric version of our method, in contrast to the nonparametric verison when A is used
as Pˆ . The following theorem shows that our parametric method guarantees valid inference
under much weaker assumptions compared to its nonparametric counterpart.
Theorem 6 (Small projection pertubation under block models). Let d = nκn. Under each
of the following settings:
(i) A is generated from P according to the SBM satisfying Assumption A5 and A7, Pˆ is
constructed by (36) and d satisfies
min
{
(1− σr+1)6, σ6r+s
} · d
p log n
→∞;
(ii) A is generated from P according to the DCBM satisfying Assumption A5, A6 and A7,
Pˆ is constructed by (37), (38) and the degree nκn satisfies
min
{
(1− σr+1)6, σ6r+s
} · d
K2p log n
→∞;
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the estimator Pˆ satisfies Assumption A3 with high probability.
Again, if p,K and min {(1− σr+1), σr+s} are fixed then the degree requirement for the small
projection perturbation to hold when parametric estimation is available is d/ log n → ∞
for both of the block models. This is much weaker than the degree requirement for the
nonparametric estimation, indicating the benefits of knowing the underlying model for P .
In practice, however, the model is often unknown, and the nonparametric version is a more
general option.
4 Extension to Laplacian individual effects
We consider in Section 3.2 the case when the network is generated from the inhomogeneous
Erdo˝s-Re´nyi model and the adjacency matrix A is used as Pˆ in Algorithm 1 for the esti-
mation procedure. In this section, we briefly study a natural alternative to the adjacency
matrix, the Laplacian matrix, which has been used in numerous works on network regression
[Smola and Kondor, 2003, Sadhanala et al., 2016, Li et al., 2019]. Specifically, we assume
that α lies in the subspace determined by K eigenvectors of P = EL = ED−EA correspond-
ing to the smallest eigenvalues, while our estimation procedure is based on the perturbed
version Pˆ = L = D − A of P , where D is the diagonal matrix with node degrees di on
the diagonal. Similar to Assumption A4 about the spectrum of EA, we make the following
assumption about the spectrum of EL.
Assumption A8 (Eigenvalue gap of the expected Laplacian). Let L = D − A be the
Laplacian of a random network generated from the inhomogeneous Erdo˝s-Re´nyi model and
P = EL. Denote by λ1 ≤ λ2 ≤ · · · ≤ λn the eigenvalues of P . Assume that the K smallest
eigenvalues of P are well separated from the remaining eigenvalues and their range is not
two large:
min
i≤K, i′>K
|λi − λi′ | ≥ ρ′d, max
i,i′≤K
|λi − λi′ | ≤ d/ρ′,
where ρ′ > 0 is a constant and d = n ·maxij Pij .
We show that under the perturbation mechanism of Assumption A8, the eigenvectors of
the Laplacian corresponding to the K smallest eigenvalues satisfy the small projection per-
turbation requirement, and therefore our inference framework based on Algorithm 1 with
Pˆ = L remains valid.
Theorem 7 (Concentration of perturbed projection for the Laplacian). Let w1, ..., wn and
λ1 ≤ λ2 ≤ · · · ≤ λn be eigenvectors and corresponding eigenvalues of EL = ED − EA and
similarly, let wˆ1, ..., wˆn and λˆ1 ≤ λˆ2 ≤ · · · ≤ λˆn be the eigenvectors and eigenvalues of
L = D −A. Denote W = (w1, ..., wK) and Wˆ = (wˆ1, ..., wˆK). Assume that Assumption A8
holds and d ≥ C log n for a sufficiently large constant C. Then for any fixed unit vector v,
with high probability we have
‖(WˆWˆ T −WW T )v‖ ≤ C
[
K
(
1 + n‖W‖2∞
) ]1/2
log n
d
,
where ‖W‖∞ denotes the largest absolute value of entries in W .
Compared to the bound for the adjacency matrix in Theorem 4, the bound in Theorem 7
contains a new term n‖W‖2∞. When EL is incoherent, ‖W‖2∞ is of order 1/n and therefore
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the upper bound is in the order of
√
K log2 n/d. Both the term n‖W‖2∞ and the extra√
log n factor are results of the deviation of node degrees from their expected values.
Corollary 4 (Small projection perturbation, Laplacian case). Assume that L is used as Pˆ
in Algorithm 1 and P = EL. If Assumption A8 holds and d is sufficiently large so that
d ·min{(1− σr+1)3, σ3r+s}[
Knp
(
1 + n‖W‖2∞
) ]1/2
log n
→∞,
then Assumption A3 holds with high probability. In particular, the proposed inference
framework in Section 3.1 is valid with high probability.
5 Simulation
In this section, we present our simulation study to evaluate the proposed method and com-
pare it with other benchmark methods for linear regression on networks. First, we will eval-
uate the validity of our inference framework under the proposed network regression model
in Section 5.1. We will demonstrate the predicted phase-transition of the nonparametric
method as well as the advantage of the parametric version in the situation when the true
network model is known. Section 5.2 introduces a bootstrapping strategy to choose r that
works better than the theoretical rule (34) empirically. Section 5.3 includes comparisons
with other benchmark methods under different network effect models.
5.1 Inference validation
We fix p = K = 4 in all configurations. The network is generated by either the SBM or
the DCBM with K = 4 communities. Using the parameterization in Section 3.2, we set
B = 0.2 ·141T4 +0.8 ·I4, where 1k denotes the all-one vector of length k. For the DCBM, the
degree parameters are generated from a uniform distribution between 0.2 to 1. We compare
three levels of sample size n = 1000, 2000, 4000 and three levels of average expected degree
ϕn = 2 log n,
√
n, and n2/3 for each level of n. Given the eigenvectors w1, ..., wn from P , we
generate X ∈ Rn×p in the following way:
1. Set X1/
√
n = w1.
2. Set Xj/
√
n =
√
1
25wj +
√
24
25wj+3, j = 2, 3, 4.
This configuration gives a design with r = 1, s = 3 and (σ1, σ2, σ3, σ4) = (1, 0.2, 0.2, 0.2).
In particular, the setup β = (0, 1, 1, 1)T , θ = (1, 0, 0, 0)T satisfies our model and is fixed
in all settings. Similarly, the γ can be any vector with the first coordinate being zero.
We consider two cases, γ = (0, 1, 1, 1)T and γ = (0, 0, 0, 0)T . As discussed, the case of
γ = (0, 0, 0, 0)T indicates that there is no network effect. The two settings do not give any
difference on inference of β while the latter is used to verify the validity of our χ2 test.
Also, notice that X1 violates the assumption (31), because it is completely orthogonal to
the space of col(Zˆr+1:p). Therefore we will not make valid inference for β1. This is another
aspect we try to verify by using this setup – having degenerate parameter space on β1 does
not impact the validity of our inference on the other parameters β2, β3, β4. According to
our numerical study, we cannot make the correct inference of β1 while the inference of the
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other parameters remains accurate, as predicted by our theory. Both the nonparametric
and parametric versions of our subspace projection (SP) methods are used to demonstrate
the empirical difference, denoted by “SP” and “SP-SBM” (“SP-DCBM”), respectively. To
verify our theory, we assume r and K are known in this subsection. All results are taken as
the average of the 50 independent replications.
Table 1 shows the ratio between the absolute bias and standard deviation (SD) averaged
across βˆ2, βˆ3 and βˆ3 for different n and network densities, when the network is generated from
the SBM. For average degree of order
√
n or below, the ratio does not vanish with increasing
n for the SP, indicating that we cannot do valid statistical inference for the parameters. For
denser networks, the bias becomes vanishing; thus, the asymptotic inference becomes valid.
These observations coincide with the prediction of our theory about the phase-transition at
degree
√
n. In contrast, the SP-SBM results in much smaller bias-SD ratios and achieves
vanishing ratio even at degree
√
n. At the borderline case 2 log n, such vanishing pattern is
not clearly observed even for the SP-SBM.
Table 1: The average bias-SD ratios for β2, β3 and β4 when the network is generated from the SBM.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 1.950 0.414 0.326
2000 2.526 0.344 0.237
4000 2.460 0.408 0.175
SP-SBM
1000 0.922 0.164 < 10−4
2000 0.931 0.025 < 10−4
4000 0.847 < 10−4 < 10−4
Correspondingly, in Table 2 we show the resulting average coverage probabilities pcov of the
95% confidence intervals for β2, β3 and β4. Notice that, differently from Table 1, the coverage
probability is calculated by 500 Monte-Carlos average, taking the errors of σˆ into account.
Similar to Table 1, we can see that the confidence interval for the SP is not good enough for
degree of
√
n or lower, but does give valid results for denser graphs. The parametric version
is always more accurate than the nonparametric version, and in particular, remains valid
for the order of
√
n. Table 3 summarizes the type-I error probability of the χ2 test from the
setting γ = (0, 0, 0, 0)T , showing the desired type-I error control to test H0 : α = 0.
Table 2: The average coverage coverage probability of 95% confidence intervals of β2, β3, β4 when
the network is generated from the SBM.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 0.7282 0.9309 0.9401
2000 0.5275 0.9373 0.9453
4000 0.5879 0.9374 0.9462
SP-SBM
1000 0.8763 0.9501 0.9486
2000 0.8502 0.9505 0.9500
4000 0.8423 0.9500 0.9515
Next, we generate networks from the DCBM. All the other configurations remain the same
as in the previous setting. Table 4 shows the average bias-SD ratio for βˆ2, βˆ3 and βˆ3 under
the DCBM while Table 5 shows the empirical coverage of the 95% confidence intervals in this
setting. The high-level message remains similar to the SBM setting and matches our theory.
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Table 3: The type-I error probability of the χ2 test for γ when the network is generated from the
SBM and γ = 0.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 0.0490 0.0497 0.0510
2000 0.0504 0.0497 0.0506
4000 0.0496 0.0490 0.0501
SP-SBM
1000 0.0496 0.0500 0.0511
2000 0.0504 0.0495 0.0503
4000 0.0499 0.0493 0.0500
It can be seen that both versions of SP are valid for large enough n when ϕn = n
2/3, while
the parametric version also works for ϕn = 2
√
n. However, the advantage of the parametric
version is smaller compared with the SBM setting because the DCBM estimation is more
complicated. Lastly, Table 6 shows the type I error probability of the χ2 test, and the
validity is evident.
Table 4: The average theoretical bias-SD ratio for β2, β3 and β4 when the network is generated from
the DCBM.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 1.509 0.675 0.268
2000 2.084 0.681 0.204
4000 3.105 0.636 0.167
SP-DCBM
1000 0.950 0.286 0.096
2000 1.040 0.238 0.089
4000 1.470 0.180 0.081
Table 5: The average coverage coverage probability of 95% confidence intervals of β2, β3, β4 when
the network is generated from the DCBM.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 0.775 0.912 0.944
2000 0.605 0.901 0.946
4000 0.329 0.892 0.947
SP-DCBM
1000 0.881 0.943 0.950
2000 0.848 0.945 0.948
4000 0.754 0.946 0.951
5.2 A bootstrapping method for selecting r
The theory-driven tuning of r introduced in (34) is based on large-sample properties and may
be conservative when n is not sufficiently large. Here we propose an alternative way of tuning
r that gives better performance for small networks, according to our empirical evaluation.
The idea is approximating the actual deviation of principal angles using a bootstrapping
procedure. Specifically, we can construct a singular value thresholding estimator P ∗ as in
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Table 6: The type-I error probability of the χ2 test for γ when the network is generated from the
DCBM and γ = 0.
Method n
average expected degree
2 log n
√
n n2/3
SP
1000 0.0518 0.0514 0.0506
2000 0.0515 0.0517 0.0497
4000 0.0508 0.0504 0.0501
SP-DCBM
1000 0.0512 0.0515 0.0502
2000 0.0518 0.0510 0.0492
4000 0.0498 0.0489 0.0498
Chatterjee [2015] but use the given rank K instead. Then we rescale P ∗ so that the average
degree of P ∗ matches the average degree dˆ of the original network. Note that the informative
eigenvectors of P ∗ are still Wˆ . After that, we randomly generate 50 networks Aˆ(b) with
b = 1, ..., 50 from P ∗ and denote their K leading eigenvectors by Wˆ (b). Furthermore, the
singular values of ZT Wˆ (b) are computed, denoted by (σˆ
(b)
1 , ..., σˆ
(b)
K ) with b = 1, ..., 50. Finally,
we take the maximum deviance δ = maxk,b |σˆ(b)k − σˆk| to construct
rˆ = max
k
{k : σˆk > 1− δ}.
Intuitively, the sampling step of Aˆ(b) mimics the generating procedure of A. Thus, δ should
give an accurate estimate of the possible perturbation on the principal angles. We will use
this method to select r for the numerical and data examples from now on.
5.3 Comparison with other benchmarks
In this section, we demonstrate the comparison of the proposed subspace projection methods
with three other natural benchmarks. The first one is the ordinary least squares method
(OLS). The second method is the social interaction model (SIM) of Manski [1993], which
is a variant of the spatial autoregressive model. Though the SIM generalizes OLS in the
network setting, it models network effects in a very restrictive form that is rarely realistic.
Another alternative is the regression method based on network cohesion (RNC) from Li
et al. [2019]. The method only relies on “smooth” individual effects over the network, which
is more realistic and flexible than the SIM. It has been shown that the RNC is a better
modeling option than both of the OLS and the SIM [Li et al., 2019]. However, the RNC
method cannot make inference of the parameters, and it is computationally more intensive
than our method. The model selection of the RNC method is based on cross-validation,
which further increases the computational burden. In our experiment, we always tune the
RNC by 10-fold cross-validation. Lastly, we will use a systematic model fitting procedure
for SP to take advantage of its available inference framework. Specifically, the SP methods
would check the χ2 test result of γ. If the p-value for the χ2 test is more significant than
0.05 (any other reasonable level can be chosen), the method would instead return the OLS
fit, which is equivalent to constraining γ = 0 in our estimation procedure.
As before, the network is generated by the SBM or DCSBM with K = 4 and n = 1000
with the same configurations. However, to avoid overly tailoring the setup for our methods,
we generate X’s differently. Specifically, X2, X3, X4 are randomly generated from Gaussian
distribution N(0, 1), uniform distribution U(0, 1) and exponential distribution Exp(1) before
21
standardization is applied. X1 is directly set to be
√
nw1 as before, where w1 is the first
eigenvector of P . Meanwhile, we use three different schemes to generate our individual
effect α, so that we can also test the situations when our assumed model is not correct. In
particular, the first scenario is exactly the same setting as in the last section, and this is our
assumed model. We call this individual effect setting “eigenspace”. The second scenario is
when γ = 0, thus the model becomes the standard linear regression model for which OLS is
designed. In the last scenario, we take the average of the three eigenvectors corresponding
to the three smallest nonzero eigenvalues of the observed Laplacian matrix L to be α. This
α gives a small value of
∑
i∼j(αi−αj)2, thus matches the assumption of the RNC framework
[Li et al., 2019]. As discussed in Section 4, our method should still work by using Pˆ = L
when α is defined in this way. Therefore, for the evaluation in this section, we also include
the Laplacian version of the SP estimators and label this version by “SP-L”.
Since the data generating models have different parameterizations, we directly compare the
relative mean estimation error (MSE) of the expected response EY , defined by ‖Yˆ − EY ‖2/‖EY ‖2.
All the results are averaged over 50 independent replications and are shown in Table 7 and
8.
Table 7: The mean squared error (MSE) ×102 of EY when the network is generated from the SBM
with n = 1000, p = 4,K = 4 with three types of individual effects.
indiv. effects avg. degree SP SP-SBM OLS SIM RNC SP-L SP-SBM-L
eigenspace
2 log n 12.41 5.17 13.35 18.74 12.11 24.31 9.26√
n 5.18 0.10 13.35 17.24 10.46 10.69 6.72
n2/3 1.37 0.10 13.35 15.83 7.38 7.51 6.72
γ = 0
2 log n 0.13 0.13 0.13 27.07 0.30 0.13 0.13√
n 0.13 0.14 0.13 25.88 0.62 0.13 0.14
n2/3 0.14 0.14 0.13 25.34 1.94 0.14 0.13
smooth
2 log n 25.03 24.98 25.17 28.94 21.48 12.67 25.07√
n 22.71 22.95 25.33 27.44 19.06 12.75 24.14
n2/3 1.14 1.19 9.51 26.10 11.75 4.84 5.35
Under the model with eigenspace individual effects (our model), it can be seen that OLS
never renders competitive performance while the SIM is only slightly better than the OLS.
The RNC gives much better results than OLS and the SIM because it effectively incorporates
the network information. However, since the network is noisy, its performance is far from
adequate. Both versions of our method (SP and SP-SBM/DCBM) significantly outperform
the other methods with the parametric version even better than the nonparametric version,
as expected. When there are no individual effects (γ = 0), the OLS becomes the correct
model and gives optimal results as expected. Both the RNC and our methods are adaptive
to this setting correctly, and the SP methods are still better than the RNC. The performance
under the model with smooth individual effects (the RNC model) is noisier as it depends on
the perturbation of the network. Overall, neither of the OLS nor the SIM work. However,
under the SBM with average degree n2/3, the network is too dense such that the smooth
individual effects become almost identical everywhere, and the OLS becomes effective. In
this setting, using the Laplacian matrix in our method still models the correct form of
individual effects, so SP-L still works and is more effective than the RNC. Note that the
parametric versions (SP-SBM-L or SP-DCBM-L) are no longer better than the SP in this
situation because the individual effects depend on the observed network instead of the
population signal, so the parametric methods are not using the correct model.
In conclusion, when there are network effects, our method outperforms the other benchmark
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Table 8: The mean squared error (MSE) ×102 of EY when the network is generated from the DCBM
with n = 1000, p = 4,K = 4 with three types of individual effects.
indiv. effects avg. degree SP SP-DCBM OLS SIM RNC SP-L SP-DCBM-L
eigenspace
2 log n 11.07 6.70 41.51 29.63 12.28 41.51 41.51√
n 4.47 1.26 41.51 27.89 10.95 41.51 41.51
n2/3 1.23 0.38 41.51 24.22 9.47 41.51 41.51
γ = 0
2 log n 0.14 0.14 0.12 27.48 0.26 0.13 0.12√
n 0.14 0.13 0.12 26.00 0.64 0.13 0.13
n2/3 0.13 0.13 0.12 25.34 1.57 0.13 0.12
smooth
2 log n 25.20 25.20 25.20 28.34 16.03 12.69 17.92
2
√
n 23.83 23.83 23.81 25.24 14.79 12.00 12.26
n2/3 26.21 26.22 26.20 26.70 12.80 13.20 15.00
methods in the experiments. When there are no network effects, it is adaptive to the
simpler model and gives a similar result to the OLS. Compared to the nonparametric SP,
the parametric SP method is less robust to model misspecification. Whether it is reasonable
to use the adjacency matrix or the Laplacian depends on the model interpretation. The two
options give similar results when the network has reasonably homogeneous degrees but can
be different if the degrees are heterogeneous.
6 Analyzing adolescents’ social activity diversity
The National Longitudinal Study of Adolescent to Adult Health (AddHealth) study [Harris,
2009] is a large longitudinal study about various health-related behaviors of people from their
high school / middle school age to adulthood in the US. The Wave I survey of the study
was conducted in 1994 when the subjects were students in grades 7-12. The study recorded
friend relations between the students. In this section, we will use a subset of the AddHealth
data set from Moody [2001] to study the gender and racial effects on social activity diversity.
Specifically, the data set contains 82 local communities across the country, and each local
community contains one public high school. The students were asked to nominate at most
ten friends (five females and five males). The study also recorded how many different types
of social activities they had with each friend. From this information, we can calculate
the average number of social activities per friend, as a measure of social activity diversity,
which is believed to be an important factor in mental health [Sherbourne, 1988, Wildes
et al., 2002]. Besides, we have the gender, grade, and race information for each student. In
some of the local communities, a feeder middle school of the high school is also included. In
this case, the data set also contains the school labels of the students. We want to use our
model to learn whether there are significant gender and racial difference in the social activity
diversity level of the students. This type of analysis may bring insights about health-related
behaviors in adolescents’ life for policy-makers and educators. In the current problem, it
is evident that one should consider incorporating social network information in modeling
because each social activity may involve multiple observations in the data set at the same
time, and ignoring this factor may lead to misleading results.
We apply the SP method to all the 82 data sets (local communities). Out of the 82 data
sets, 70 data sets result in significant gender effect with 0.05 FDR control [Benjamini and
Hochberg, 1995] across communities, and 57 data sets result in significant racial effect again
with 0.05 FDR control across communities and Bonferroni correction within different levels
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Figure 1: The friendship network of 2152 students with school information.
of race. Here, we pick the largest network (n = 2152) with significant network effects in the
data set that contains two schools for a detailed demonstration. The spectral method of Le
and Levina [2015] automatically selects K = 9. To determine if the parametric version of
the SP with block models is suitable for the data set, we use the edge cross-validation of Li
et al. [2020a] for model selection. The cross-validation result indicates that neither of the
block models is proper. Therefore, we will focus on the nonparametric version of the SP
on this data set. The network is shown in Figure 1 in which the node sizes represent the
estimated α in the SP. Large size indicates that the individual is believed to have higher
social diversity. The p-value for the χ2 test of γ is close to 0, indicating a significant network
effect.
Table 9 shows the estimated β. It can be seen that sex has a significant effect, indicating that
girls tend to involve in 0.36 more social activities on average. The grade is also statistically
Table 9: Regression coefficients βˆ and the confidence intervals from the largest local community in
the data set.
SP OLS
coef. p-val. coef. p-val.
sex 0.363 < 10−9 0.349 < 10−7
grade 0.103 < 10−3 0.141 < 10−5
school 0.175 0.119 -0.103 0.380
race: white 0.306 0.179 0.746 0.030
race: black 0.003 0.495 0.044 0.901
race: hispanic 0.107 0.372 0.163 0.633
race: other 0.135 0.346 0.189 0.593
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Figure 2: The friendship network of 2152 students with race and grade information.
significant, indicating increasingly diverse social activities among kids as they grow up. The
OLS gives similar parameter estimations for sex and school, but estimates much stronger
effects with smaller p-values for both grade and race. Therefore, we proceed to investigate
this observation in more detail.
Table 10: Regression coefficients βˆ and the p-values on the refined data set where the original race
variable is merged into “white” and “non-white”.
SP OLS
coef. p-val. coef. p-val.
sex 0.362 < 10−9 0.347 < 10−7
grade 0.102 0.001 0.139 < 10−5
school 0.179 0.136 -0.093 0.427
white 0.210 0.003 0.598 < 10−9
We merge multiple insignificantly different levels of the race variable, resulting in a binary
variable of “white” and “non-white” (reference level), and fit the models again. The results
of this refined data set are included in Table 10. In this refined results, race becomes
statistically significant for the SP as well. However, the race effect estimated by the OLS
almost triples the effect size estimated by the SP. The OLS also estimates a 40% larger
effect on grade. This phenomenon can be explained by network interference. Figure 2
visualizes the network with race information. It can be seen that friendship ties between
students exhibit evident race preference – most white students tend to make friends with
other white students, and the non-white students tend to make more friends with non-white
students. A similar pattern is also observed for the grade, as expected because students tend
to make friends with others in the same grade. In our model, the variation of social activity
diversity is partially explained by individual effects according to the network structure (as
reflected in the node size). Thus the effects of race and grade are estimated to be smaller.
In particular, after accounting for the network effect, the gender difference is expected to
be the most influential factor. In contrast, the OLS identifies race as the most influential
factor without considering the network information. In practice, it can be expected that
such a difference may result in very different conclusions and policy considerations. Our
model may be preferable as it is reasonable to believe social effects exist in this problem.
25
7 Conclusion
We have introduced a linear regression model on observations linked by a network. Our
model is based on a generic form of social effects, which assumes that the individual het-
erogeneity can be captured by the eigenspace of the network. Our method assumes that
the observed network is a perturbed version of the underlying relational information and,
therefore, remains robust to observational errors of network structure. We propose a com-
putationally efficient algorithm for model fitting and also provide theoretical guarantees for
the inference. In particular, under the perturbation of random network generation, our
theoretical result reveals a phase-transition phenomenon about the inference.
Future work can be developed in many directions. One natural extension is the version of the
current method for generalized linear models (GLM). The model definition can be easily
modified accordingly. However, the model estimation and inference may need nontrivial
efforts, because the link function in GLM setting may interfere with the subspace projection
idea. In our current setting, we focus on the fixed design problem where X and P are fixed
quantities; the framework remains valid if we condition on X and P while assuming that
they are independent. Exploring the model with dependence between X and P is another
promising research direction. Depending on the application, a reasonable model for this
type of data may improve model fitting efficiency.
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A Basic tools and properties for generic inference
We start with the following lemma, which among other things allows us to rewrite PC and
PN in a more convenient way for theoretical analysis.
Lemma 1 (Properties of population projections). Let PC and PN be the matrices defined
by (11) and (12), respectively. Then the following statements hold.
(i) PC + PN = M(MTM)−1MT is the orthogonal projection onto the column space of
M .
(ii) PC and PN can be written as
PC =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i +
p∑
i=r+s+1
Z˜iZ˜
T
i , (39)
PN =
r+s∑
i=r+1
1
1− σ2i
W˜iW˜
T
i −
r+s∑
i=r+1
σi
1− σ2i
W˜iZ˜
T
i +
K∑
i=r+s+1
W˜iW˜
T
i . (40)
(iii) For any x ∈ col(Z˜(r+1):p) and y ∈ col(W˜(r+1):K), we have
PC(x+ y) = x, PN (x+ y) = y.
(iv) For any x ∈ Rn, we have ‖PCx‖ ≥ ‖Z˜T(r+1):px‖.
A crucial step in proving our results is to bound the differences PˆC −PC and PˆN −PN ; see
(18), (19), (11) and (12) for the definition of these matrices. Since they depend on M and
Mˆ , it is tempting to bound Mˆ −M first and then use that bound to show that PˆC − PC
and PˆN −PN are small in magnitude. Unfortunately, Mˆ −M may not be small because in
general singular vectors are unique only up to multiplying by a certain orthogonal matrix.
Nevertheless, we will still be able to show that PˆC−PC and PˆN−PN are small by leveraging
the projection-type properties of PˆC , PC , PˆN and PN , although the fact that they may not
be orthogonal projections makes the analysis much more involved.
In light of Lemma 1, it is convenient to introduce the following notations:
P˜C =
r+s∑
i=r+1
1
1− σˆ2i
ZˆiZˆ
T
i −
r+s∑
i=r+1
σˆi
1− σˆ2i
ZˆiW˘
T
i +
p∑
i=r+s+1
ZˆiZˆ
T
i , (41)
P˜N =
r+s∑
i=r+1
1
1− σˆ2i
W˘iW˘
T
i −
r+s∑
i=r+1
σˆi
1− σˆ2i
W˘iZˆ
T
i +
K∑
i=r+s+1
W˘iW˘
T
i . (42)
The following lemma bound PˆC − P˜C and PˆN − P˜N .
Lemma 2 (Pertubation of projections, first step). If condition (27) holds then
max{‖PˆC − P˜C‖, ‖PˆN − P˜N‖} ≤ 16τn
(1− σr+1)2 .
We will bound the differences PˆC −PC and PˆN −PN by bounding P˜C −PC and P˜N −PN ,
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and then combining them with Lemma 2. For that purpose, denote
δ1 =
r+s∑
i=r+1
1
1− σˆ2i
ZˆiZˆ
T
i −
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i , (43)
δ2 =
r+s∑
i=r+1
σˆi
1− σˆ2i
ZˆiW˘
T
i −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i , (44)
δ3 =
p∑
i=r+s+1
ZˆiZˆ
T
i −
p∑
i=r+s+1
Z˜iZ˜
T
i , (45)
δ4 =
r+s∑
i=r+1
1
1− σˆ2i
W˘iW˘
T
i −
r+s∑
i=r+1
1
1− σ2i
W˜iW˜
T
i , (46)
δ5 =
r+s∑
i=r+1
σˆi
1− σˆ2i
W˘iZˆ
T
i −
r+s∑
i=r+1
σi
1− σ2i
W˜iZ˜
T
i , (47)
δ6 =
K∑
i=r+s+1
W˘iW˘
T
i −
K∑
i=r+s+1
W˜iW˜
T
i . (48)
By Lemma 1, P˜C − PC = δ1 − δ2 + δ3 and P˜N − PN = δ4 − δ5 + δ6. The following lemma
provides upper bounds for all ‖δi‖.
Lemma 3 (Perturbation of projections, second step). If condition (27) holds then
max
1≤i≤6
‖δi‖ ≤ 60τn
min{(1− σr+1)3, σ3r+s}
.
The proofs of Lemmas 1, 2 and 3 are postponed to later in this section. As a direct
consequence of these results and the triangle inequality, we have the following bound.
Corollary 5 (Pertubation of projections). If condition (27) holds then there exists a con-
stant C > 0 such that
max{‖PˆC − PC‖, ‖PˆN − PN‖} ≤ Cτn
min{(1− σr+1)3, σ3r+s}
.
We are now ready to prove Proposition 3 about the bias of βˆ.
Proof of Proposition 3. Recall the estimate βˆ in (20), identity of β in (13), and the model
Y = Xβ +Xθ + α+  from (4). Taking the expectation with respect to the randomness of
the noise , we get
Eβˆ = (XTX)−1XT PˆC(Xβ +Xθ + α). (49)
By (13), (49) and Corollary 5, we have
‖Eβˆ − β‖ = ‖(XTX)−1XT (PˆC − PC)(Xβ +Xθ + α)‖
≤ ‖(XTX)−1‖ · ‖X‖ · ‖Xβ +Xθ + α‖ · ‖PˆC − PC‖
≤ ‖(XTX)−1‖ · ‖X‖ · ‖Xβ +Xθ + α‖ · Cτn
(min{1− σr+1, σr+s})3
.
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The proof is complete.
Next, we prove Proposition 4 about the consistency of αˆ and the bias and variance of γˆ.
Proof of Proposition 4. Bounding ‖αˆ− α‖. From (13), (20) and (4) we have
αˆ− α = (PˆN − PN )(Xβ +Xθ + α+ ) + PN .
By Assumption A1 and the fact that ‖‖ = O(
√
nσ2) with high probability,
‖Xβ +Xθ + α+ ‖ ≤ C
√
n(p+ σ2).
Using the triangle inequality and Corollary 5, we get
‖αˆ− α‖ ≤ ∥∥PˆN − PN∥∥ · ‖Xβ +Xθ + α+ ‖+ ∥∥PN ∥∥
≤ Cτn
√
n(p+ σ2)
min{(1− σr+1)3, σ3r+s}
+
∥∥PN ∥∥. (50)
To bound
∥∥PN ∥∥, we first use (8) to rewrite W˜i as W˜i = WVi for i ≤ K. Then from (12),
we can rewrite PN as follows:
PN = W
(
r+s∑
i=r+1
1
1− σ2i
ViW˜
T
i −
r+s∑
i=r+1
σi
1− σ2i
ViZ˜
T
i +
K∑
i=r+s+1
ViW˜
T
i
)
=: WQ,
where Q is a fixed matrix of rank at most 2K. Moreover, for any unit vector x,
‖Qx‖ ≤
∥∥∥∥∥
r+s∑
i=r+1
1
1− σ2i
ViW˜
T
i x+
K∑
i=r+s+1
ViW˜
T
i x
∥∥∥∥∥+
∥∥∥∥∥
r+s∑
i=r+1
σi
1− σ2i
ViZ˜
T
i x
∥∥∥∥∥
=
(
r+s∑
i=r+1
(W˜ Ti x)
2
(1− σ2i )2
+
K∑
i=r+s+1
(W˜ Ti x)
2
)1/2
+
(
r+s∑
i=r+1
σ2i (Z˜
T
i x)
2
(1− σ2i )2
)1/2
≤ ‖W˜
Tx‖
1− σ2r+1
+
‖Z˜x‖
1− σ2r+1
≤ 2
1− σ2r+1
.
Thus, ‖Q‖ ≤ 2/(1−σ2r+1) and Q is a Gaussian vector of dimension at most 2K and covari-
ance matrix with spectral norm at most 4σ2/(1− σ2r+1)2. Therefore with high probability
‖Q‖ ≤ C
√
Kσ2 · log n
1− σ2r+1
.
In particular,
‖PN ‖ ≤ ‖W‖2→∞ · ‖Q‖ ≤ ‖W‖2→∞ · C
√
Kσ2 · log n
1− σ2r+1
.
Together with (50), this implies the required bound for ‖αˆ− α‖.
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Bounding the bias of γˆ. By (13) and (14),
γ = W˜ T(r+1):Kα = W˜
T
(r+1):KPN (Xβ +Xθ + α).
Similarly, by (23), (4) and taking the expectation with respect to the randomness of the
noise , we have
Eγˆ = W˘(r+1):KPˆNEY = W˘(r+1):KPˆN (Xβ +Xθ + α).
Let O = W˘ T(r+1):KW˜(r+1):K , then
Eγˆ −Oγ =
(
W˘ T(r+1):KPˆN −OW˜ T(r+1):KPN
)
(Xβ +Xθ + α). (51)
To bound this bias, we first replace PˆN with PN and then estimate the resulting expression.
By Corollary 5, there exists a constant C > 0 such that
‖PˆN − PN ‖ ≤ Cτn
min{(1− σr+1)3, σ3r+s}
.
Together with Assumption A1, this implies
∥∥W˘ T(r+1):K(PˆN − PN )(Xβ +Xθ + α)∥∥ ≤ Cτn√npmin{(1− σr+1)3, σ3r+s} .
Therefore from (51), (13) and the triangle inequality,
‖Eγˆ −Oγ‖ ≤
∥∥∥(W˘ T(r+1):K −OW˜ T(r+1):K)PN (Xβ +Xθ + α)∥∥∥+ Cτn√npmin{(1− σr+1)3, σ3r+s}
=
∥∥∥(W˘ T(r+1):K −OW˜ T(r+1):K)α∥∥∥+ Cτn√npmin{(1− σr+1)3, σ3r+s}
=
∥∥∥W˘ T(r+1):K (I − W˜(r+1):KW˜ T(r+1):K)α∥∥∥+ Cτn√npmin{(1− σr+1)3, σ3r+s}
=
Cτn
√
np
min{(1− σr+1)3, σ3r+s}
.
The last equality holds because α ∈ col(W˜(r+1):K) by (9) and W˜(r+1):KW˜ T(r+1):K is the
orthogonal projection onto col(W˜(r+1):K).
Bounding the covariance of γˆ. Recall γˆ = W˘(rˆ+1):K PˆNY from (23). Since Y = Xβ +
Xθ + α+ , it follows that
Σγˆ = σ
2W˘ T(r+1):KPˆN PˆTNW˘(r+1):K .
Define Γ = diag(σr+1, · · · , σr+s) and Γˆ = diag(σˆr+1, · · · , σˆr+s). A direct calculation shows
that
W˘ T(r+1):KPˆN =
(
(1− Γˆ2)−1W˘ T(r+1):(r+s) − Γˆ(1− Γˆ2)−1ZˆT(r+1):(r+s)
W˘ T(r+s+1):K
)
.
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Therefore
Σγˆ = σ
2 ·
(
(1− Γˆ2)−1 Γˆ(1− Γˆ2)−1Z˘T(r+1):(r+s)W˘(r+s+1):K
W˘ T(r+s+1):KZ˘(r+1):(r+s)Γˆ(1− Γˆ2)−1 IK−r−s
)
.
Since ZT Wˆ = Uˆ ΣˆVˆ by (15), it follows from (16) that ZˆT W˘ = Σˆ, and therefore
ZˆT(r+1):(r+s)W˘·(r+s+1):K = 0
because the left-hand side is an off-diagonal block of Σˆ. Moreover, by (27) and inequality
(60) of Lemma 4,
‖(1− Γˆ2)−1 − (1− Γ2)−1‖ ≤ 4τn
min{(1− σr+1)2, σ2r+s}
,
and the bound for Σγˆ follows.
Proof of Lemma 1. Since
M =
(
Z˜(r+1):p, 0n×(K−r)
)
+
(
0n×(p−r), W˜(r+1):K
)
,
it follows directly from (11) and (12) that PC + PN = M(MTM)−1M , and (i) is proved.
Next, we verify (39) and (40) in (ii). Recall from (6) and (7) that ZTW = UΣV T and the
nonzero singular values of ZTW are
σ1 = σ2 = · · · = σr = 1 > σr+1 ≥ · · · ≥ σr+s > 0.
Multiplying both sides of ZTW = UΣV T with UT on the left and V on the right, and then
using (8), we get
Z˜T W˜ = Σ =
 Ir 0r×s 0r×(K−r−s)0s×r Γ 0s×(K−r−s)
0(p−r−s)×r 0(p−r−s)×s 0(p−r−s)×(K−r−s)
 ,
where
Γ = diag(σr+1, ..., σr+s). (52)
It follows that
Z˜T(r+1):pW˜(r+1):K =
(
Γ 0s×(K−r−s)
0(p−r−s)×s 0(p−r−s)×(K−r−s)
)
. (53)
Since M =
(
Z˜(r+1):p, W˜(r+1):K
)
, the above identity implies
MTM =

Is 0 Γ 0
0 Ip−r−s 0 0
Γ 0 Is 0
0 0 0 IK−r−s
 , (54)
(
MTM
)−1
=

(I − Γ2)−1 0 −(I − Γ2)−1Γ 0
0 Ip−r−s 0 0
−(I − Γ2)−1Γ 0 (I − Γ2)−1 0
0 0 0 IK−r−s
 . (55)
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Therefore
(
MTM
)−1
MT =

(I − Γ2)−1 0 −(I − Γ2)−1Γ 0
0 Ip−r−s 0 0
−(I − Γ2)−1Γ 0 (I − Γ2)−1 0
0 0 0 IK−r−s


Z˜T(r+1):(r+s)
Z˜T(r+s+1):p
W˜ T(r+1):(r+s)
W˜ T(r+s+1):K

=

(I − Γ2)−1Z˜T(r+1):(r+s) − (I − Γ2)−1ΓW˜ T(r+1):(r+s)
Z˜T(r+s+1):p
−(I − Γ2)−1ΓZ˜T(r+1):(r+s) + (I − Γ2)−1W˜ T(r+1):(r+s)
W˜ T(r+s+1):K
 .
Multiplying this matrix on the left by either
(
Z˜(r+1):p, 0n×(K−r)
)
or
(
0n×(p−r), W˜(r+1):K
)
,
we see that (39) and (40) hold and (ii) is proved.
For (iii), we will show that PC(x + y) = x; the identity PN (x + y) = y can be proved by
using the same argument. Since x ∈ col(Z˜(r+1):p) and y ∈ col(W˜(r+1):K), it is enough to
show that the identity holds if x is any column vector of Z˜(r+1):p and y is any column vector
of W˜(r+1):K . Therefore, assume that x = Z˜i′ and y = W˜j′ for some r + 1 ≤ i′ ≤ p and
r + 1 ≤ j′ ≤ K. If r + 1 ≤ i′ ≤ r + s then by (53),
PCx =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i Z˜i′ −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i Z˜i′ +
p∑
i=r+s+1
Z˜iZ˜
T
i Z˜i′
=
1
1− σ2i′
Z˜i′ −
σ2i′
1− σ2i′
Z˜i′
= x.
If i′ ≥ r + s+ 1 then again by (53),
PCx =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i Z˜i′ −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i Z˜i′ +
p∑
i=r+s+1
Z˜iZ˜
T
i Z˜i′ = Z˜i′ = x.
We have shown that PCx = x for all x ∈ col(Z˜(r+1):p). Now, if y = W˜j′ and r+1 ≤ j′ ≤ r+s
then by (53),
PCy =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i W˜j′ −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i W˜j′ +
p∑
i=r+s+1
Z˜iZ˜
T
i W˜j′
=
σj′
1− σ2j′
Z˜j′ − σi
′
1− σ2i′
Z˜j′
= 0.
If j′ ≥ r + s+ 1 then also by (53),
PCy =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i W˜j′ −
r+s∑
i=r+1
σi
1− σ2i
Z˜iW˜
T
i W˜j′ +
p∑
i=r+s+1
Z˜iZ˜
T
i W˜j′ = 0.
Thus, PCy = 0 for all y ∈ col(W˜(r+1):K) and (iii) is proved.
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It remains to show (iv). By (39) we have
PTC x =
r+s∑
i=r+1
1
1− σ2i
Z˜iZ˜
T
i x−
r+s∑
i=r+1
σi
1− σ2i
W˜iZ˜
T
i x+
p∑
i=r+s+1
Z˜iZ˜
T
i x
=
r+s∑
i=r+1
(
Z˜Ti x
1− σ2i
· Z˜i − σiZ˜
T
i x
1− σ2i
· W˜i
)
+
p∑
i=r+s+1
Z˜Ti x · Z˜i.
By (6) and (8), we have Z˜T W˜ = Σ. This implies that Z˜r+s+1, ..., Z˜p are orthogonal to
Z˜r+1, ..., Z˜r+s and W˜r+1, ..., W˜r+s. Moreover, Z˜i and W˜j are orthogonal for any pair of i and
j such that i 6= j and r + 1 ≤ i, j ≤ r + s. Also, Z˜Ti W˜i = σi if r + 1 ≤ i ≤ r + s. Therefore,
‖PTC x‖2 =
∥∥∥ r+s∑
i=r+1
(
Z˜Ti x
1− σ2i
· Z˜i − σiZ˜
T
i x
1− σ2i
· W˜i
)∥∥∥2 + ∥∥∥ p∑
i=r+s+1
Z˜Ti x · Z˜i
∥∥∥2
=
r+s∑
i=r+1
(
(Z˜Ti x)
2
(1− σ2i )2
+
σ2i (Z˜
T
i x)
2
(1− σ2i )2
− 2σ
2
i (Z˜
T
i x)
2
(1− σ2i )2
)
+
p∑
i=r+s+1
(Z˜Ti x)
2
=
r+s∑
i=r+1
(Z˜Ti x)
2
1− σ2i
+
p∑
i=r+s+1
(Z˜Ti x)
2
≥ ‖Z˜(r+1):px‖2,
and (iv) is proved.
Proof of Lemma 2. According to (15) and (16), the singular value decomposition of ZˆT W˘
admits the following form:
ZˆT W˘ = Σˆ =
Iˆ 0 00 Γˆ 0
0 0 Φˆ
 ∈ Rp×K ,
where Iˆ ∈ Rr×r and Γˆ ∈ Rs×s are square diagonal matrices, and Φˆ ∈ R(p−r−s)×(K−r−s) is a
rectangular diagonal matrix. It then follows from the definition of Mˆ in Algorithm 1 that
MˆT Mˆ =

Is 0 Γˆ 0
0 Ip−r−s 0 Φˆ
Γˆ 0 Is 0
0 ΦˆT 0 IK−r−s
 .
Let Q be the matrix obtained from MˆT Mˆ by replacing Φˆ and ΦˆT with zero matrices of the
same dimensions. Using (54) and (26), we have
max{‖Q− MˆT Mˆ‖, ‖MˆT Mˆ −MTM‖, ‖Q−MTM‖} ≤ ‖Γˆ− Γ‖+ ‖Φˆ‖ ≤ 2‖Σˆ− Σ‖ ≤ 2τn.
Also, from (54) and a direct calculation we see that MTM has p + K − 2r eigenvalues, of
which p+K − 2r− 2s are identically one and the remaining 2s eigenvalues are 1±σi where
σi are diagonal elements of Γ and r + 1 ≤ i ≤ r + s. Therefore by Weyl’s inequality,
1− σr+1 − 2τn ≤ ‖MˆT Mˆ‖, ‖Q‖ ≤ 1 + σr+1 + 2τn,
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which implies that both (MˆT Mˆ)−1 and Q−1 exist by condition (27). A direct calculation
shows that
Q−1 =

(I − Γˆ2)−1 0 −(I − Γˆ2)−1Γˆ 0
0 Ip−r−s 0 0
−(I − Γˆ2)−1Γˆ 0 (I − Γˆ2)−1 0
0 0 0 IK−r−s
 .
Moreover, P˜C and P˜N defined in (41) and (42), respectively, can be written as follows:
P˜C = (Zˆ(r+1):p, 0n×(K−r))Q−1MˆT , (56)
P˜N = (0n×(p−r), W˘(r+1):K)Q−1MˆT . (57)
Therefore by (27),
‖(MˆT Mˆ)−1 −Q−1‖ ≤ ‖MˆT Mˆ −Q‖ · ‖(MˆT Mˆ)−1‖ · ‖Q−1‖
≤ 2τn
(1− σr+1 − 2τn)2
≤ 4τn
(1− σr+1)2 .
The claim of the lemma then follows from (18), (19), (56), (57), the inequality above and
the fact that ‖Mˆ‖ ≤ 2.
To prove Lemma 3, we need the following two lemmas, which will be proved at the end of
this section.
Lemma 4 (Pertubation of singular vectors and partial singular decomposition). Let X, Xˆ
be p× k matrices with singular decompositions
X = UΣV T , Xˆ = Uˆ ΣˆVˆ T .
Let η be a set of singular values of X, ηc be the set of remaining singular values of X and
∆ = minσ∈η,σ′∈ηc |σ − σ′|. Denote by Uη the matrix whose columns are left singular vectors
of X with corresponding singular values in η; define Vη, Uˆη and Vˆη similarly. Also, let Γ
and Γˆ be diaognal matrices with {σi, i ∈ η} and {σˆi, i ∈ η} on the diagonal, respectively.
Assume that ‖X‖ ≤ 1, ‖Xˆ‖ ≤ 1 and ∆ > 4‖Xˆ −X‖. Then
max
{
‖UˆηUˆTη − UηUTη ‖, ‖VˆηVˆ Tη − VηV Tη ‖
}
≤ 2‖Xˆ −X‖
∆− 4‖Xˆ −X‖ , (58)∥∥∥∑
i∈η
σiU·iV T·i −
∑
i∈η
σˆiUˆ·iVˆ T·i
∥∥∥ ≤ 3‖Xˆ −X‖
∆− 4‖Xˆ −X‖ . (59)
Furthermore, if 1−maxi∈η σ2i > 2‖Xˆ −X‖, we have
‖(1− Γˆ2)−1 − (1− Γ2)−1‖ ≤ 2‖Xˆ −X‖
(1−maxi∈η σ2i − 2‖Xˆ −X‖)2
, (60)
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and
max
{
‖Uˆη(1− Γˆ2)−1UˆTη − Uη(1− Γ2)−1UTη ‖, ‖Vˆη(1− Γˆ2)−1Vˆ Tη − Vη(1− Γ2)−1V Tη ‖
}
≤ 6‖Xˆ −X‖
(1−maxi∈η σ2i − 2‖Xˆ −X‖)2(∆− 4‖Xˆ −X‖)
. (61)
Lemma 5 (Unorthogonal projection bound). Let X, Xˆ be two matrices of the same size
with singular decompositions
X = UΣV T , Xˆ = Uˆ ΣˆVˆ T .
Assume that ‖X‖ < 1, ‖Xˆ‖ < 1 and ‖X‖2 + 2‖Xˆ −X‖ < 1. Then∥∥∥UΣ(1− Σ2)−1V T − Uˆ Σˆ(1− Σˆ2)−1Vˆ T∥∥∥ ≤ 3‖X − Xˆ‖
(1− ‖X‖2 − 2‖Xˆ −X‖)2 .
Proof of Lemma 3. Recall that (24) provides a bound on the difference between two matrices
ZT WˆWˆ T and ZTWW T , the singular value decompositions of which are given by (25).
Since δ1, ..., δ6 depend on singular values and singular vectors of these matrices, we will use
Lemma 4 and Lemma 5 to bound them.
Bounding δ1. Since Z˜ = ZU and Zˆ = ZUˆ by (8) and (16), respectively,
δ1 =
r+s∑
i=r+1
(
1
1− σˆ2i
ZUˆiUˆ
T
i Z
T − 1
1− σ2i
ZUiU
T
i Z
T
)
= Z
[
Uˆ(r+1):(r+s)(1− Γˆ2)−1UˆT(r+1):(r+s) − U(r+1):(r+s)(1− Γ2)−1UT(r+1):(r+s)
]
ZT .
By (25), column vectors of U and Uˆ are left singular vectors of ZTWW T and ZT WˆWˆ T ,
respectively. Also, ‖ZTWW T − ZT WˆWˆ T ‖ ≤ τn by (24) and min{1 − σr+1, σr+s} ≥ τn/40
by (27). It then follows from inequality (61) of Lemma 4 that
‖δ1‖ ≤ 12τn
(min{1− σr+1, σr+s})3
.
Bounding δ2. The same argument for bounding δ1 can be applied here to bound δ2. Since
Z˜ = ZU and Zˆ = ZUˆ by (8) and (16), we have
δ2 = Z
[
Uˆ(r+1):(r+s)Γˆ(1− Γˆ2)−1W˘ T(r+1):(r+s) − U(r+1):(r+s)Γ(1− Γ2)−1W˜ T(r+1):(r+s)
]
.
By (27), (25), (24) and the bound (59) of Lemma 4,∥∥∥Uˆ(r+1):(r+s)ΓˆW˘ T(r+1):(r+s) − U(r+1):(r+s)ΓW˜ T(r+1):(r+s)∥∥∥ ≤ 3τnmin{1− σr+1, σr+s} − 4τn
≤ 5τn
min{1− σr+1, σr+s} .
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It remains to apply Lemma 5, for which the following condition must be satisfied:
σr+1 +
6τn
min{1− σr+1, σr+s} − 4τn < 1.
This follows from (27) because min{1− σr+1, σr+s} ≥ τn/c ≥ 20τn and
6τn
min{1− σr+1, σr+s} − 4τn ≤
10τn
min{1− σr+1, σr+s} ≤ min{1− σr+1, σr+s} ≤ 1− σr+1.
Therefore by Lemma 5,
‖δ2‖ ≤
∥∥∥Uˆ(r+1):(r+s)Γˆ(1− Γˆ2)−1W˘ T(r+1):(r+s) − U(r+1):(r+s)Γ(1− Γ2)−1W˜ T(r+1):(r+s)∥∥∥
≤
3 · 5τnmin{1−σr+1,σr+s}(
1− σ2r+1 − 2 · 5τnmin{1−σr+1,σr+s}
)2
≤
15τn
min{1−σr+1,σr+s}(
1− σr+1 − 10τnmin{1−σr+1,σr+s}
)2
≤ 60τn
(min{1− σr+1, σr+s})3
.
Bounding δ3. Since Z˜ = ZU and Zˆ = ZUˆ by (8) and (16),
δ3 = Z
[
Uˆ(r+s+1):pUˆ
T
(r+s+1):p − U(r+s+1):pUT(r+s+1):p
]
ZT .
By (27), (25), (24) and the bound (58) of Lemma 4, we have
‖δ3‖ ≤
∥∥∥Uˆ(r+s+1):pUˆT(r+s+1):p − U(r+s+1):pUT(r+s+1):p∥∥∥ ≤ 2τnσr+s − 4τn ≤ 4τnmin{1− σr+1, σr+s} .
Bounding δ4. We have
δ4 = W˘(r+s):(r+s)(1− Γˆ2)−1W˘ T(r+s):(r+s) − W˜(r+s):(r+s)(1− Γ2)−1W˜ T(r+s):(r+s).
By (27), (25), (24) and the bound (61) of Lemma 4, we have
‖δ4‖ ≤ 12τn
(min{1− σr+1, σr+s})3
.
Bounding δ5. Since Z˜ = ZU and Zˆ = ZUˆ by (8) and (16),
δ5 =
[
W˘(r+1):(r+s)Γˆ(1− Γˆ2)−1UˆT(r+1):(r+s) − W˜(r+1):(r+s)Γ(1− Γ2)−1UT(r+1):(r+s)
]
ZT = δT2 ,
and the bound for δ2 applies.
Bounding δ6. We have
δ6 = W˘(r+s+1):KW˘
T
(r+s+1):K − W˜(r+s+1):KW˜ T(r+s+1):K .
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By (27), (25), (24) and the bound (58) of Lemma 4, we have
‖δ6‖ ≤ 2τn
σr+s − 4τn ≤
4τn
min{1− σr+1, σr+s} .
The proof of Lemma 3 is complete by combining the bounds for δ1 to δ6.
Proof of Lemma 4. Note that XTX and XˆT Xˆ are symmetric matrices with eigenvectors
V·i, Vˆ·i and eigenvalues being squares of singular values of X and Xˆ, respectively. Also, by
the triangle inequality,
‖XˆT Xˆ −XTX‖ = ‖(Xˆ −X)T Xˆ −XT (Xˆ −X)‖ ≤ 2‖Xˆ −X‖.
Therefore by Theorem 7.3.1 of Bhatia [1996],
‖VˆηVˆ Tη − VηV Tη ‖ ≤
‖XˆT Xˆ −XTX‖
∆− 2‖XˆT Xˆ −XTX‖ ≤
2‖Xˆ −X‖
∆− 4‖Xˆ −X‖ .
A similar bound holds for ‖UˆηUˆTη − UηUTη ‖ if we consider XXT instead of XTX, and (58)
is proved.
To show (60), we use Weyl’s inequality
‖(1− Γˆ2)−1 − (1− Γ2)−1‖ = max
i∈η
|σˆ2i − σ2i |
(1− σˆ2i )(1− σ2i )
≤ 2‖Xˆ −X‖
(1−maxi∈η σ2i )(1−maxi∈η σ2i − 2‖Xˆ −X‖)
≤ 2‖Xˆ −X‖
(1−maxi∈η σ2i − 2‖Xˆ −X‖)2
.
To show (59), let S and Sˆ be diagonal matrices with σi, i ∈ η and σˆi, i ∈ η on the diagonal,
respectively. For every unit vector x, we need to bound ‖UηSV Tη x − UˆηSˆVˆ Tη x‖. Let H =
VηV
T
η , H
⊥ = I −H, Hˆ = VˆηVˆ Tη and Hˆ⊥ = I − Hˆ. Since
x = Hx+H⊥x = Hˆx+ Hˆ⊥x,
it follows that
UηSV Tη x− UˆηSˆVˆ Tη x = UηSV Tη Hx− UˆηSˆVˆ Tη Hˆx = XHx− XˆHˆx.
By (58), we have
‖XˆHˆx− XˆHx‖ ≤ ‖(Hˆ −H)x‖ ≤ 2‖Xˆ −X‖
∆− 4‖Xˆ −X‖ .
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Therefore
‖UηSV Tη x− UˆηSˆVˆ Tη x‖ ≤ ‖XHx− XˆHx‖+ ‖XˆHx− XˆHˆx‖
≤ ‖X − Xˆ‖+ 2‖Xˆ −X‖
∆− 4‖Xˆ −X‖
≤ 3‖Xˆ −X‖
∆− 4‖Xˆ −X‖ .
Since x is an arbitrary unit vector, (59) is proved.
Finally, to show (61), define Zˆ = UˆηΓˆUˆ
T
η and Z = UηΓU
T
η . We have
‖Uˆη(I − Γˆ2)−1UˆTη − Uη(I − Γ2)−1UTη ‖ = ‖(I − Zˆ2)−1 − (I − Z2)−1‖
= ‖(I − Zˆ2)−1(Zˆ2 − Z2)(I − Z2)−1‖
≤ ‖Zˆ2 − Z2‖‖(I − Zˆ2)−1‖‖(I − Z2)−1‖.
It is easy to see that
‖(I − Z2)−1‖ = 1
1−maxi∈η σ2i
and
‖(I − Zˆ2)−1‖ = 1
1−maxi∈η σˆ2i
≤ 1
1−maxi∈η σ2i − 2‖Xˆ −X‖
.
Furthermore, by (59),
‖Zˆ2 − Z2‖ = ‖UˆηΓˆVˆ Tη VˆηΓˆUˆTη − UηΓV Tη VηΓUTη ‖
≤ ‖UˆηΓˆVˆ Tη (VˆηΓˆUˆTη − VηΓUTη )‖+ ‖(UˆηΓˆVˆ Tη − UηΓV Tη )VηΓUTη ‖
≤ 2‖UˆηΓˆVˆ Tη − UηΓV Tη ‖
≤ 6‖Xˆ −X‖
∆− 4‖Xˆ −X‖ .
Combining the above inequalities gives the stated result. The counterpart for V is proved
in the same way.
Proof of Lemma 5. Since ‖Σ‖ = ‖X‖ < 1 and ‖Σˆ‖ = ‖Xˆ‖ < 1, we have
Σ(1− Σ2)−1 =
∞∑
i=0
Σ2i+1, Σˆ(1− Σˆ2)−1 =
∞∑
i=0
Σˆ2i+1.
43
Therefore
UΣ(1− Σ2)−1V T − Uˆ Σˆ(1− Σˆ2)−1Vˆ T =
∞∑
i=0
(
UΣ2i+1V T − Uˆ Σˆ2i+1Vˆ T
)
=
∞∑
i=0
(
UΣV TV Σ2iV T − Uˆ ΣˆVˆ T Vˆ Σˆ2iVˆ T
)
=
∞∑
i=0
(
XV Σ2iV T − XˆVˆ Σˆ2iVˆ T
)
=
∞∑
i=0
(
XY 2i − XˆYˆ 2i
)
,
where Y = V ΣV T and Yˆ = Vˆ ΣˆVˆ T . Since XTX = Y 2 and XˆT Xˆ = Yˆ 2, it follows that
‖Y 2‖ < 1 and
‖Yˆ 2 − Y 2‖ ≤ ‖XˆT (Xˆ −X)‖+ ‖(Xˆ −X)X‖ ≤ 2‖Xˆ −X‖.
By the triangle inequality and the assumption of the lemma,
‖Yˆ 2‖ ≤ ‖Y 2‖+ 2‖Xˆ −X‖ = ‖X‖2 + 2‖Xˆ −X‖ < 1.
Therefore
∑∞
i=0 Y
2i and
∑∞
i=0 Yˆ
2i are convergent series. By the triangle inequality, we have
∥∥∥ ∞∑
i=0
(
XY 2i − XˆYˆ 2i
)∥∥∥ = ∥∥∥ n∑
i=0
(X − Xˆ)Y 2i +
∞∑
i=0
Xˆ(Y 2i − Yˆ 2i)
∥∥∥
≤ ‖X − Xˆ‖ ·
∥∥∥ ∞∑
i=0
Y 2i
∥∥∥+ ∥∥∥ ∞∑
i=0
Y 2i −
∞∑
i=0
Yˆ 2i
∥∥∥
= ‖X − Xˆ‖ · ‖(1− Y 2)−1‖+
∥∥∥(1− Yˆ 2)−1 − (1− Y 2)−1∥∥∥
= ‖X − Xˆ‖ · ‖(1− Y 2)−1‖+
∥∥∥(1− Yˆ 2)−1(Yˆ 2 − Y 2)(1− Y 2)−1∥∥∥
≤ ‖X − Xˆ‖ · ‖(1− Y 2)−1‖+ ‖Yˆ 2 − Y 2‖ · ‖(1− Yˆ 2)−1‖ · ‖(1− Y 2)−1‖
≤ ‖X − Xˆ‖ · ‖(1− Y 2)−1‖+ 2‖Xˆ −X‖ · ‖(1− Yˆ 2)−1‖ · ‖(1− Y 2)−1‖.
Note that ‖(1− Y 2)−1‖ = (1− ‖Y 2‖)−1 = (1− ‖X‖2)−1 and
‖(1− Yˆ 2)−1‖ = 1
1− ‖Yˆ 2‖ ≤
1
1− ‖Y 2‖ − 2‖Xˆ −X‖ =
1
1− ‖X‖2 − 2‖Xˆ −X‖ .
Putting these inequalities together, we get∥∥∥ ∞∑
i=0
(
XY 2i − XˆYˆ 2i
)∥∥∥ ≤ 3‖X − Xˆ‖
(1− ‖X‖2 − 2‖Xˆ −X‖)2
and the proof is complete.
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B Consistency of variance estimation
Denote by H and H⊥ the orthogonal projections onto span (col(X), SK(P )) and its orthog-
onal complement, respectively. Then H⊥Y = H⊥ and therefore
E‖H⊥Y ‖2 = ETrace(H⊥T ) = (n− p−K + r)σ2, (62)
where p + K − r is the dimension of span (col(X), SK(P )). Since PR is the orthogonal
projection onto R = col(X)∩SK(P ) by (17) and PC+PN is the orthogonal projection onto
the subspace of span (col(X), SK(P )) that is orthogonal to R by Lemma 1, we have
H = PR + PC + PN .
Recall Hˆ = PˆR + PˆC + PˆN from Algorithm 1. Denote Hˆ⊥ = I − Hˆ and H⊥ = I −H.
Proof of Proposition 2. We first bound the difference
Hˆ −H = (PˆR − PR) + (PˆC − PC) + (PˆN − PN ).
Recall that PˆR = Zˆ1:rZˆT1:r by (17) and PR = Z˜1:rZ˜T1:r by (10). Also, Z˜1:r = ZU1:r and Zˆ1:r =
ZUˆ1:r by (8) and Algorithm 1, respectively. By (25), column vectors of U and Uˆ are left
singular vectors of ZTWW T and ZT WˆWˆ T , respectively. Also, ‖ZTWW T−ZT WˆWˆ T ‖ ≤ τn
by (24) and 1− σr+1 ≥ 40τn by (27). It then follows from the bound (58) of Lemma 4 that∥∥PˆR − PR∥∥ = ∥∥Z (Uˆ1:rUˆT1:r − U1:rUT1:r)ZT∥∥ ≤ 2τn1− σr+1 − 4τn ≤ 4τn1− σr+1 .
Together with the bound of Corollary 5 and the triangle inequality, we see that there exists
a constant C > 0 such that with high probability
‖Hˆ −H‖ ≤ ‖PˆR − PR‖+ ‖PˆC − PC‖+ ‖PˆN − PN ‖
≤ Cτn
min{(1− σr+1)3, σ3r+s}
.
Since Hˆ⊥ −H⊥ = Hˆ −H, we obtain
|σˆ2 − σ2| =
∣∣∣ ‖Hˆ⊥Y ‖2
n− p−K + r −
‖H⊥Y ‖2
n− p−K + r
∣∣∣
≤ ‖Hˆ⊥ −H⊥‖ · ‖Y ‖
2
n− p−K + r
≤ Cτn
min{(1− σr+1)3, σ3r+s}
· ‖Y ‖
2
n− p−K + r .
The claim of the lemma then follows because ‖Y ‖ ≤ ‖Xβ+Xθ+α‖+‖‖ = O(√n(σ2 + p))
with high probability because of Assumption A1 and the fact that ‖‖2 = O(σ2n) with high
probability.
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C Inference of α and β
Proof of Theorem 1. Recall the variance of ωT βˆ in (28). By the triangle inequality,
ωTΘX˜T PˆCPˆTC X˜Θω ≥ ωTΘX˜TPCPTC X˜Θω − |ωTΘX˜T (PˆCPˆTC − PCPTC )X˜Θω|
From part (iv) of Lemma 1 we have
ωTΘX˜TPCPTC X˜Θω = ‖PTC X˜Θω‖2 ≥ ‖Z˜T(r+1):pX˜Θω‖2.
It follows from (39) that ‖PC‖ ≤ 2/(1− σr+1). By the triangle inequality,
Corollary 5 and Assumption A3,
‖PˆC‖ ≤ ‖PˆC − PC‖+ ‖PC‖ ≤ C
1− σr+1 .
Using Corollary 5 and above inequalities, we get
‖PˆCPˆTC − PCPTC ‖ ≤ ‖PˆC(PˆTC − PC)‖+ ‖(PˆC − PC)PTC ‖
≤ Cτn
min{(1− σr+1)4, σ4r+s}
.
Therefore by (30), Assumption A3 and (29)
ωTΘX˜T PˆCPˆTC X˜Θω ≥ ‖Z˜T(r+1):pX˜Θω‖2 −
Cτn‖X˜Θω‖2
min{(1− σr+1)4, σ4r+s}
≥ c2 − Cτn‖Θω‖
2
min{(1− σr+1)4, σ4r+s}
≥ c2/2.
The last inequality implies that the variance of ωT βˆ satisfies Var(ωT βˆ) ≥ c2σ2/(2n). Since
the bias of ωT βˆ is of order o(1/
√
n) by Proposition 3, it follows that the term
ωT βˆ − ωTβ√
σ2
n ω
TΘX˜T PˆCPˆTC X˜Θω
is asymptotically standard normal. The proof is complete because σˆ2 is consistent by Propo-
sition 2.
Proof of Corollary 1. Let ηj be the partial residual from regressing X˜j on all other columns
in X˜. Therefore, we have X˜Tj′ηj = 0 if j
′ 6= j. When making inference on βj , we have ω = ej
and in particular, we can write it as
ω = (X˜Tj ηj)
−1X˜T ηj .
Therefore,
Z˜T(r+1):pX˜Θω = (X˜
T
j ηj)
−1Z˜T(r+1):pX˜(X˜
T X˜)−1X˜T ηj .
Since X˜(X˜T X˜)−1X˜T is the orthogonal projection onto the column space of X˜ and the
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column vectors of Z˜ form an orthonornal basis of that space, it follows that
Z˜T(r+1):pX˜Θω = (X˜
T
j ηj)
−1Z˜T(r+1):p
(
Z˜1:rZ˜
T
1:r + Z˜(r+1):pZ˜
T
(r+1):p
)
ηi = (X˜
T
j ηj)
−1Z˜T(r+1):pηj .
Therefore, we need ‖Z˜T(r+1):pηj‖/|X˜Tj ηj | ≥ c to use (30). To make it more interpretable,
notice that
|X˜Tj ηj | = ‖ηj‖2 = ‖ηj‖2/‖X˜j‖2 = 1− ‖X˜j − ηj‖2/‖X˜j‖2 = 1−R2j ,
where R2j is the partial R
2 of regressing X˜j to the other columns in X˜. Thus, (31) implies
(30) and Corollary 1 is a consequence of Theorem 1.
Proof of Theorem 2. Let Bias(γˆ) = Eγˆ −Oγ be the bias of γˆ in estimating Oγ, where O is
the orthogonal matrix in Proposition 4. Then using the notation from Algorithm 1,
γˆ ∼ N (Oγ + Bias(γˆ) ,Σγˆ).
Therefore, under the null hypothesis H0 : α = 0, we have γ = 0 and
Σ
−1/2
γˆ γˆ ∼ N
(
Σ
−1/2
γˆ Bias(γˆ), I
)
.
From Assumption A3, which implies (27), and Proposition 4,∥∥Σ−1/2γˆ Bias(γˆ)∥∥ ≤ ∥∥Σγˆ∥∥−1/2 · ‖Bias(γ)‖
≤
(
σ2 − Cτn
min{(1− σr+1)2, σ2r+s}
)−1/2
· Cτn
√
np
min{(1− σr+1)3, σ3r+s}
= o(1).
Therefore, as n→∞ we have
Σ
−1/2
γˆ γˆ
d−→ N(0, I).
Note that ‖Σˆγˆ−Σγˆ‖ → 0 because σˆ2 is consistent by Proposition 2. Using Slusky’s theorem
and the continuously mapping theorem, we obtain
‖γˆ0‖2 =
∥∥Σˆ−1/2γˆ γˆ∥∥ d−→ χ2K .
The proof is complete.
D Bounding projection perturbation for adjacency matrix
In this section we prove Theorem 4, Corollary 2 and Theorem 5. For the proof of Theorem 4,
we need the following lemma.
Lemma 6 (Lei and Rinaldo [2014]). Let A be the adjacency matrix of a random graph on n
nodes generated from the inhomogeneous Erdo˝s-Re´nyi model and denote d = n ·maxij EAij .
Then there exist some constants C, c0 > 0 such that if d ≥ C log n then ‖A− EA‖ ≤ C
√
d
with probability at least 1− n−c0 .
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Proof of Theorem 4. Recall the eigen-projection representation (see for example Xia [2019])
WˆWˆ T −WW T =
∞∑
k=1
Sk, Sk =
1
2pii
∫
Ω
[R(z)E]kR(z)dz. (63)
Here E = A − EA, R(z) = (zI − EA)−1 is the resolvent and Γ is a contour separating
{λ1, ..., λK} from the remaining eigenvalues such that Ω is sufficiently far away from all
eigenvalues of EA, that is, for some constant c1 > 0,
min
j∈[n], z∈Γ
|z − λj | ≥ d
2c1
.
Such a contour exists because of the eigenvalue gap assumption on EA. This property of Ω
implies that for any z ∈ Ω, we have
‖R(z)‖ ≤ 2c1
d
.
Note that the range of {λ1, ..., λK} is of order O(d), therefore the length of Ω is of order
O(d) as well. According to Lemma 6, there exists constant C > 0 such that the event
T0 =
{
‖E‖ ≤ C
√
d
}
occurs with probability at least 1 − n−c0 . Under T0, the bound on the resolvent yields an
upper bound for Sk:
‖Sk‖ ≤ 1
2pi
(
2c1
d
)k
· (C
√
d)k/2 · 2c1
d
· length(Ω) ≤ c
pi
(
4c21C
d
)k/2
. (64)
We will use this inequality to upper bound Sk for all k ≥ 2. It remains to show that S1 is
small. Since
R(z) = (zI − EA)−1 =
n∑
j=1
1
z − λjwjw
T
j ,
it follows that
S1 =
1
2pii
∫
Ω
R(z)ER(z)dz =
n∑
j,j′=1
1
2pii
∫
Ω
wTj Ewj′
(z − λj)(z − λj′)dz · wjw
T
j′ .
If j and j′ are both either at most K or greater than K then the integral is zero. If one of
them is at most K and the other does not, say j ≤ K and j′ > K, then the integral may
not be zero; the contribution of all such terms is
M := 2
∑
j≤K, j′>K
1
2pii
∫
Ω
wTj Ewj′
(z − λj)(z − λj′)dz · wjw
T
j′ =
∑
j≤K
1
2pii
∑
j′>K
wTj Ewj′
λj − λj′ · wjw
T
j′ .
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Let v be a fixed unit vector. Then
‖Mv‖2 =
∥∥∥2 ∑
j≤K
1
2pii
wj
∑
j′>K
wTj Ewj′
λj − λj′ · w
T
j′v
∥∥∥2
=
1
pi2
∑
j≤K
∣∣∣ ∑
j′>K
wTj Ewj′
λj − λj′ · w
T
j′v
∣∣∣2
=
1
pi2
∑
j≤K
∣∣wTj EQjv∣∣2 , (65)
in which we denote
Qj =
∑
j′>K
1
λj − λj′wj
′wTj′ .
Note that Qj depends only on P and since |λj − λj′ | ≥ cd for j ≤ K, j′ > K, we have
‖Qj‖ ≤ 1/(cd) for all j ≤ K, which further implies ‖Qjv‖ ≤ 1/(c1d). For any fixed vectors
x, y ∈ Rn,
xTEy =
∑
i<j
Eij(xiyj + xjyi) +
∑
i
Eiixiyi,
where Eij , i ≤ j are independent Bernoulli errors. By Hoeffding’s inequality (see for example
Theorem 2.6.3 in Vershynin [2018]), for some absolute constant c′ we have
P(|xTEy| > t) ≤ 2 exp
(
− c
′t2∑
i<j(xiyj + xjyi)
2 +
∑
i x
2
i y
2
i
)
≤ 2 exp
(
− c
′t2
2‖x‖2‖y‖2
)
.
Applying the above inequality to each 1 ≤ j ≤ K and using the bound ‖Qjv‖ ≤ 1/(c1d),
we have
P
(∣∣wTj EQjv∣∣ > √log nd
)
≤ 2 exp
(
− c
′ log n/d2
2‖wj‖2‖Qjv‖2
)
≤ 2 exp
(
−c
′ log n/d2
2/(c1d)2
)
= 2n−c
′/2c21 .
Denote Tj =
{∣∣wTj EQjv∣∣ > √log n/d}. Then under ⋂Kj=1 Tj , by (65) we have
‖Mv‖2 ≤ K log n
pi2d2
.
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Finally, under
⋂K
j=0 Tj , using (63) and (64), we obtain∥∥(WˆWˆ T −WW T )v∥∥ ≤ ‖S1v‖+∑
k≥2
‖Skv‖
≤
√
K log n
d
+
∑
k≥2
(
4c2C
d
)k/2
≤
√
K log n
d
+
2
d
≤ 2
√
K log n
d
with probability at least 1−(1+2K)n−c for c = min(c0, c′/2c21) > 0, in which the summation
of the sequence is valid as long as 4c21C/d < 1/2. Notice that c does not depend on v.
Proof of Corollary 2. Notice that Z is fixed matrix. Directly applying Theorem 4 for each
column vector of Z yields
‖(WˆWˆ −WW T )Zj‖ ≤ 2
√
Kn log n
d
for every 1 ≤ j ≤ p. This implies
‖(WˆWˆ −WW T )Z‖ ≤ 2
√
pKn log n
d
with probability at least 1− pKn−c. The proof is complete.
Proof of Corollary 3. For sufficiently large n, it is easy to see that by Bernstein inequality
the following event
T0 =
{
d¯/2 ≤ dˆ ≤ 2d¯
}
happens with probability at least 1 − n−c for some constant c > 0. By Theorem 4, the
following event
T1 =
{
‖(WˆWˆ T −WW T )Z‖ ≤ 2
√
pK log n
d
}
happens with probability at least 1 − pKn−c. Under T1, according to (24), (25) and (26),
we have for every 1 ≤ i ≤ min{p,K}:
|σi − σˆi| ≤ ‖Σˆ− Σ‖ ≤ ‖(WˆWˆ T −WW T )Z‖ ≤ 2
√
pK log n
d
.
Since σr = 1, this implies that under T0 ∩ T1 we have
σˆr ≥ 1− 2
√
pK log n
d
≥ 1− 2
√
pK log n
d¯
≥ 1− 4
√
pK log n
dˆ
.
Similarly, under T0 ∩ T1 we have
σˆr+1 ≤ σr+1 + 2
√
pK log n
d
≤ σr+1 + 4
√
pK log n
dˆ
.
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The right-hand side of this inequality is strictly smaller than the threshold 1− 4
√
pK logn
dˆ
if
dˆ >
8
√
pK log n
1− σr+1 ,
which holds if T0 occurs and condition (35) is satisfied. Therefore,
P(rˆ = r) ≥ P(T0 ∩ T1) ≥ 1− 2pKn−c
and the proof is complete.
To prove Theorem 5, we need the following two lemmas to deal with the special case when
P is a matrix of a fixed rank.
Lemma 7 (Theorem 1 of Xia [2019]). Let A be the adjacency matrix of a random graph
generated from the inhomogeneous Erdo˝s-Re´nyi model and E = A− EA. Assume that EA
is of a fixed rank K and ‖E‖ < λK/2, where λK is the smallest nonzero eigenvalue of EA.
Denote by W ∈ Rn×K the matrix whose columns are eigenvectors of EA corresponding to
the K largest eigenvalues of EA; define Wˆ ∈ Rn×K similarly for A. Then
WˆWˆ T −WW T =
∑
k≥1
Sk,
where
Sk =
∑
s
(−1)1+τ(s)P˜−s1EP˜−s2 · · · P˜−skEP˜−sk+1 ,
the sum is over all vectors of non-negative integers s = (s1, ..., sk+1) such that
∑k+1
i=1 si = k,
and τ(s) is the number of positive entries of s. Moreover,
P˜ 0 = W⊥W T⊥ , P˜
−k = WΛ−kW T for k ≥ 1,
where Λ ∈ RK×K is the diagonal matrix of K non-zero eigenvalues of EA, and W⊥ ∈
Rn×(n−K) is the matrix whose columns are eigenvectors of EA associated with the eigenvalue
zero.
Lemma 8 (Theorem 6.3.2 of Vershynin [2018]). Let R ∈ Rm×n be a non-random matrix and
X = (X1, ..., Xn)
T ∈ Rn be a random vector with independent, mean zero, unit variance,
sub-gaussian coordinates. Then
‖‖RX‖ − ‖R‖F ‖ψ2 ≤ C max
i
‖Xi‖2ψ2‖R‖,
in which ‖·‖ψ2 is the sub-gaussian Orlicz norm.
Proof of Theorem 5. Part (i). It is sufficient to find one configuration satisfying the condi-
tions of Theorem 4, such that the inequality holds. In particular, consider an Erdo˝s-Reny´i
model with K = 1 and P = ρn1n1
T
n , where 1n denotes the all-one vector. In this case,
d = nρn. Denote v =
1√
n
1n. Since
|vT (WˆWˆ T −WW T )v| ≤ ‖(WˆWˆ T −WW T )v‖,
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it is sufficient to show that
|vT (WˆWˆ T −WW T )v| ≥ c/d. (66)
By Lemma 7, we have
vT (WˆWˆ T −WW T )v = vT (S1(E) + S2(E)) v + vT
∑
k≥3
Sk(E)v, (67)
where Sk’s are defined accordingly in Lemma 7. In particular, if we denote P˜
⊥ = P˜ 0 then
S1(E) = P˜
−1EP˜⊥ + P˜⊥EP˜−1,
S2(E) = (P˜
−2EP˜⊥EP˜⊥ + P˜⊥EP˜−2EP˜⊥ + P˜⊥EP˜⊥EP˜−2)
−(P˜⊥EP˜−1EP˜−1 + P˜−1EP˜⊥EP˜−1 + P˜−1EP˜−1EP˜⊥),
where P˜−1 = 1nρn vv
T . Since P˜⊥v = 0, we have
vT (S1(E) + S2(E)) v = −vT P˜−1EP˜⊥EP˜−1v = − 1
d2n
‖P˜⊥E1n‖2.
Note that P˜⊥ = I − (1/n)1n1Tn is the centralization operator, therefore
‖P˜⊥E1n‖ ≥ ‖E1n‖ − 1
n
‖1n1TnE1n‖ = ‖E1n‖ −
1√
n
∣∣∣∑
i,j
Eij
∣∣∣. (68)
We will use Lemma 8 to estimate the first term. In particular, let E˜ = E/
√
ρn(1− ρn) and
let Ψ ∈ R(n(n+1)/2) be the vector of on and above-diagonal entries of E˜, indexed by
Ψ = (E˜11, E˜12, ..., E˜1n, E˜22, E˜23, ..., E˜2n, E˜33, ..., E˜nn)
T .
Notice that coordinates of Ψ are independent random variables with mean zero and unit
variance. Then E1n can be written as
√
ρn(1− ρn)RΨ for the matrix R ∈ Rn×n(n+1)/2
defined by
R =

1Tn 0 0 · · · 0
e
(n)T
2 1
T
n−1 0 · · · 0
e
(n)T
3 e
(n−1)T
2 1
T
n−2 · · · 0
...
...
...
. . .
...
e
(n)T
n e
(n−1)T
n−1 e
(n−2)T
n−2 · · · 1
 ,
in which e
(m)
j ∈ Rm is the vector with only its jth coordinate being 1 while the rest being
zeros. Moreover, it is easy to check that (since there are exactly n2 entries in E)
‖R‖2F = n2.
To use Lemma 8, we will find the spectral norm of R first. This can be achieved by checking
for what unit vector u ∈ Rn(n+1)/2 the norm ‖Ru‖2 achieves its maximum. If we index u in
the same way as E˜ (in matrix form), we see that
‖Ru‖2 =
n∑
i=1
( n∑
j=1
uij
)2
,
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where uij = uji for i > j. It is easy to see that the maximum is achieved when the mass 1 is
equally assigned to all the upper triangular coordinates, as well as the diagonal coordinates
but the ratio is two to one such that
uij =
2√
(2n− 1)n, i < j and uii =
1√
(2n− 1)n.
In this case,
‖Ru‖2 = 2n− 1.
So the spectral norm of R is ‖R‖ = √2n− 1. Now by using Lemma 8, we have∥∥∥‖E1n‖ −√ρn(1− ρn)n∥∥∥
ψ2
=
∥∥∥√ρn(1− ρn)‖RΨ‖ −√ρn(1− ρn)n∥∥∥
ψ2
≤ C
√
nρn(1− ρn)‖E˜12‖2ψ2
= C
(
n
ρn(1− ρn)
)1/2
‖E12‖2ψ2 .
Since E12 is a centered Bernoulli random variable with success probability ρn, according to
?, the squared Gaussian norm of E12 for ρn = o(1) is
‖E12‖2ψ2 =
1− 2ρn
2(log(1− ρn)− log ρn) ≈
1
log 1/ρn
.
That means, for some constant c,
P
(
|‖E1n‖ −
√
ρn(1− ρn)n| > t
)
≤ 2 exp
(
−ct
2ρn log
2 1/ρn
n
)
.
In particular, for
√
n/ log n d ≤ n1−ε, with high probability we have
‖E1n‖ >
√
dn/2.
We turn to upper bound the second term of (68). By the Bernstein inequality,
1√
n
∣∣∣∑
i,j
Eij
∣∣∣ ≤√2dlog n
with high probability. Therefore for sufficiently large n, the following happens with high
probability
∣∣vT (S1(E) + S2(E)) v∣∣ = ‖P˜⊥E1n‖2
d2n
≥ 1
d2n
(√
dn/2−
√
2dlog n
)2 ≥ 1
16d
. (69)
Next, we look at the term vT
∑
k≥3 Sk(E)v. By the definition of Sk, we have∣∣∣vT∑
k≥3
Sk(E)v
∣∣∣ ≤∑
k≥3
‖Sk(E)‖ ≤
∑
k≥3
(
4‖E‖
d
)k
≤ C
d3/2
(70)
with high probability according to Lemma 6. Combining (69), (70) and (67) yields part (i).
Part (ii). Notice that part (i) does not directly indicate the correctness of part (ii). But it
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motivates the configuration we will use. Specifically, let p = K = 1 and P = ρn1n1
T
n . Notice
that in this case, W = w = 1√
n
1n. Also, let w⊥ ∈ Rn be a unit vector that is orthogonal to
w, the exact value of which will be chosen later. We choose
X = x =
√
n
(
1√
2
w +
1√
2
w⊥
)
.
So Z = x/
√
n. Moreover, set α =
√
nw. Denote by wˆ the leading eigenvector of A.
It is easy to see that r = 0 and s = 1. Since p = K = 1, we have Zˆ = Z˜ = Z =: z,
W˜ = W = w and W˘ = Wˆ = wˆ. In particular, a simple calculation shows that PˆC in (18)
takes the form
PˆC = 1
1− σˆ21
zzT − σˆ1
1− σˆ21
zwˆT , (71)
where σˆ1 = wˆ
T z. It then follows from (20) that
Eβˆ = (xTx)−1xT PˆC(xβ + α)
= zT
(
1
1− σˆ21
zzT − σˆ1
1− σˆ21
zwˆT
)
(zβ + w)
=
(
1
1− σˆ21
zT − σˆ1
1− σˆ21
wˆT
)
(zβ + w)
=
(
1
1− σˆ21
− σˆ1
1− σˆ21
wˆT z
)
β +
1√
2(1− σˆ21)
− σˆ1
1− σˆ21
wˆTw
= β +
1√
2(1− σˆ21)
− σˆ1
1− σˆ21
wˆTw.
This indicates that the bias of βˆ satisfies
|B(βˆ)| = 1
1− σˆ21
∣∣∣σˆ1wˆTw − 1√
2
∣∣∣ ≥ ∣∣∣σˆ1wˆTw − 1√
2
∣∣∣.
To show that this is further lower bounded by c/d, notice that∣∣∣σˆ1wˆTw − 1√
2
∣∣∣ = ∣∣∣zT wˆwˆTw − 1√
2
∣∣∣
=
∣∣∣ 1√
2
wT wˆwˆTw − 1√
2
+
1√
2
wT⊥wˆwˆ
Tw
∣∣∣
=
∣∣∣ 1√
2
wT wˆwˆTw − 1√
2
wTwwTw +
1√
2
wT⊥wˆwˆ
Tw
∣∣∣
≥ 1√
2
∣∣∣wT (wˆwˆT − wwT )w∣∣∣− 1√
2
∣∣∣wT⊥wˆwˆTw∣∣∣
≥ 1√
2
∣∣∣wT (wˆwˆT − wwT )w∣∣∣− 1√
2
∣∣∣wT⊥wˆ∣∣∣.
By part (i), with high probability, we already have
1√
2
∣∣∣wT (wˆwˆT − wwT )w∣∣∣ ≥ c√
2d
.
Now we show that the second term of the lower bound above is of order o(1/d). For that
purpose, we choose a special configuration w⊥ = e1/
√
2 − e2/
√
2, where e1 and e2 are
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unit vectors such that the first and second coordinates are one, respectively, and all other
coordinates are zero. In this case, we have
|wT⊥wˆ| =
1√
2
∣∣∣wˆ1 − wˆ2∣∣∣ ≤ 1√
2
(|wˆ1 − w1|+ |wˆ2 − w2|) ≤
√
2‖wˆ − w‖∞.
Notice that w = 1/
√
n so it is perfectly incoherent. Therefore, by using Corollary 3.6 of Lei
[2019], or the similarly result of Abbe et al. [2017], we have
|wT⊥wˆ| ≤
√
2‖wˆ − w‖∞ ≤
√
log n
n2ρn
=
√
log n
dn
with high probability. Consequently, when d  n/ log n, we have |wT⊥wˆ| = o(1/d) and the
lower bound on the bias of βˆ follows.
Finally, assume that the variance of the noise in the regression model (4) is σ2 = 1. From
(20) and (71) we have
Var(βˆ) = (xTx)−1xT PˆCPˆTC x(xTx)−1
=
1
n
zT
(
1
1− σˆ21
zzT − σˆ1
1− σˆ21
zwˆT
)(
1
1− σˆ21
zzT − σˆ1
1− σˆ21
wˆzT
)
z
=
1
n
(
1
1− σˆ21
zT − σˆ1
1− σˆ21
wˆT
)(
1
1− σˆ21
z − σˆ1
1− σˆ21
wˆ
)
=
1
n(1− σˆ2)2 ‖z − σˆ1wˆ‖
2
≤ 4
n(1− σˆ2)2
≤ 16
n
whenever σˆ < 1/
√
2. This completes the proof.
E Bounding projection perturbation for the Laplacian
Proof of Theorem 7. The proof of Theorem 7 is very similar to the proof of Theorem 4 in
Section D. We highlight here the main differences. Denote
E′ = L− EL = (D − ED)− (A− EA) = (D − ED)− E.
Then by Bernstein’s inequality, there exists a constant C > 0 such that
‖D − ED‖ ≤ C
√
d log n
with high probability. Together with Lemma 6, this implies ‖E′‖ ≤ C√d log n. Using
Assumption A8 about eigenvalue gap of P = EL, eigen-projection representation (63) (where
E is replaced with E′) and arguing as in the proof of Theorem 4, we see that similar to (64),
‖Sk‖ ≤ c
pi
(
4c2C log n
d
)k/2
, k ≥ 2.
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It remains to bound S1. According to (65),
‖S1v‖2 = 2
pi2
∑
j≤K
∣∣wTj E′Qjv∣∣2 ≤ 4pi2 ∑
j≤K
∣∣wTj EQjv∣∣2 + 4pi2 ∑
j≤K
∣∣wTj (D − ED)Qjv∣∣2 ,
where Qj are fixed matrices with norms of order 1/d. The first term on the right-hand side
is of order K log n/d2, as in the proof of Theorem 4. Regarding the second term, for x = wj
and y = Qjx with ‖x‖ = 1 and ‖y‖ = O(1/d), we have
xT (D − ED)y =
n∑
i,i′=1
xiyi(Aij − EAii′)
Again, by Hoeffding’s inequality [Vershynin, 2018, Theorem 2.6.3], we have for some absolute
constant c′ > 0:
P
(|xT (D − ED)y| > t) ≤ 2 exp(− c′t2∑
i<i′ x
2
i y
2
i
)
.
Using x = wj with |xi| ≤ ‖W‖∞ and ‖y‖ = O(1/d), we have
∑
i<i′
x2i y
2
i ≤ n
n∑
i=1
x2i y
2
i ≤ n‖W‖2∞ · ‖y‖2 = O(n‖W‖2∞/d2).
Therefore with high probability, |xT (D − ED)y|2 = O(‖W‖2∞n log n/d2). Putting these
inequalities together, we obtain
‖S1v‖2 = O
((
K + ‖W‖2∞n
)
log n
d
)
.
The proof is complete by using the triangle inequality the bound for ‖Sk‖ with k ≥ 2.
Proof of Corollary 4. The proof of Corollary 4 is very similar to the proof of Corollary 2 in
Section D, but with the help of Theorem 7 instead of Theorem 4. We omit the detail.
F Proofs for small projection perturbation for parametric
estimation
Proof of Theorem 6. Part (i). Note that the estimator Bˆk` is the sample average of inde-
pendent Bernoulli random variables. Using Bernstein’s inequality and K = o(
√
nd/ log n)
from A5, with high probability we have
|Bˆk` −Bk`| = O
(K√κn log n
n
)
holds for all 1 ≤ k, ` ≤ K. Therefore, we have
‖Pˆ − P‖∞ = O
(K√κn log n
n
)
.
Notice that under the current assumption, the eigen-gap of P for the K leading eigenvectors
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is in the order of d/K [Lei and Rinaldo, 2014]. Using David-Kahan theorem [Yu et al., 2014]
together with A5 and A7, we have
‖WˆWˆ T −WW T ‖ = O
(‖Pˆ − P‖
d/K
)
= O
(√n‖Pˆ − P‖∞
d/K
)
= O
(K2√log n
n
√
d
)
.
The condition in part (i) then implies that Assumption A3 holds.
Part (ii). Since d log n, for sufficiently large n, by Bernstein inequality we have
max
i
|di − Edi| ≤ C
√
d log n
with high probability. Denote d¯k =
∑
gj=k
dj/nk, then νˆi = di/d¯gi and νi = Edi/Ed¯gi .
Therefore by the above inequality, Assumption A6 and the triangle inequality,
|νˆi − νi| =
∣∣∣ di
d¯gi
− Edi
Ed¯gi
∣∣∣ ≤ |di − Edi|
Ed¯gi
+
di|d¯gi − Ed¯gi |
d¯giEd¯gi
= O
(√
log n
d
)
. (72)
Now we bound the error Bˆk` −Bk`. Recall that
Bˆk` =
1
nkn`
∑
gi=k,gj=`
Aij
νˆiνˆj
.
Define
Bˆ∗k` =
1
nkn`
∑
gi=k,gj=`
Aij
νiνj
.
We have |Bˆk` − Bk`| ≤ |Bˆk` − Bˆ∗k`|+ |Bˆ∗k` − Bk`|. The second term |Bˆ∗k` − Bk`| is simply a
sum of centered Bernoulli random variables and can be bounded by OP (
K
√
κn logn
n ) as before
(we use Assumption A6 to bound νi). For the first term, notice that
|Bˆk` − Bˆ∗k`| ≤
1
n1n2
∑
gi=k,gj=`
Aij
∣∣∣ 1
νˆiνˆj
− 1
νiνj
∣∣∣
≤ max
ij
∣∣∣ 1
νˆiνˆj
− 1
νiνj
∣∣∣ · 1
nkn`
∑
gi=k,gj=`
Aij .
By Assumption A6 and (72), we have
∣∣∣ 1
νˆiνˆj
− 1
νiνj
∣∣∣ ≤ |νj − νˆj |
νˆiνˆjνj
+
|νi − νˆi|
νˆiνˆiνj
= O
(
max
i
|νˆi − νi|
)
= O
(√
log n
d
)
.
Furthermore, using the assumption K = o(
√
nd/ log n) and Bernstein’s inequality as before,
we see that with high probability we have
max
k,`
1
nkn`
∑
gi=k1,gj=k2
Aij = O(κn).
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Therefore, |Bˆk` − Bˆ∗k`| = OP (
√
κn log n/n). With the bound on |Bˆ∗k` −Bk`|, we have
|Bˆk` −Bk`| = O
(√
κn log n
n
+
K
√
κn log n
n
)
= O
(√
κn log n
n
)
.
Finally, for any i and j, we have
|Bˆgigj νˆiνˆj −Bgigjνiνj | ≤ νˆiνˆj |Bˆgigj −Bgigj |+Bgigj |νˆiνˆj − νiνj | = O
(√
κn log n
n
)
.
Similar to the SBM case, we use the Davis-Kahan theorem and the bound on eigen-gap in
Lei and Rinaldo [2014] to achieve the bound
‖WˆWˆ T −WW T ‖ = O
(‖Pˆ − P‖
d/K
)
= O
(√n‖Pˆ − P‖∞
d/K
)
= O
(K√log n√
nd
)
.
The condition in part (ii) then implies that Assumption A3 holds.
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