Abstract: In this paper, we prove some Liouville theorem for the following elliptic equations involving nonlocal nonlinearity and nonlocal boundary value condition
where R N + = {x ∈ R N : xN > 0}, f, g, F, G are some nonlinear functions. Under some assumptions on the nonlinear functions f, g, F, G, we will show that this equation doesn't possess nontrivial positive solution. We extend the Liouville theorems from local problems to nonlocal problem. We use the moving plane method to prove our result.
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Introduction
In the studying of the existence of solutions for non-variational elliptic equations on bounded domain, we usually use the topological methods such as the Leray-Schauder degree theory to get the existence results. In order to apply such a theory, a priori bound on the solution is usually needed. As far as we know, the blow-up method is the most powerful tool for proving a priori bound. The spirit of blow up method is straightforward. Suppose on the contrary that there exists a sequence of solutions {u n } with M n = u n (x n ) = u n L ∞ (Ω) → ∞, then we make a scaling on this sequence of solutions and get v n (x) = 1 Mn u n (M k n x + x n ) which is bounded. Hence, by the regularity theory of elliptic equations, we can assume that v n → v in C 2,γ loc (Ω ∞ ) with v L ∞ = 1 and satisfying some limit equation in Ω ∞ , where either Ω ∞ = R N or Ω ∞ = R N + depending on the speed of x n goes to the boundary of Ω. On the other hand, if we can prove the limit equations don't possess nontrivial solutions, then we get a contradiction, hence the solutions of the original problem must be bounded. From the descriptions of the blow-up procedure, it is easy to see that a priori bound of elliptic equations on bounded domain is equivalent to the Liouville type theorems for the limit equations. Hence, from the past few decades, Liouville theorems for elliptic equations have attracted much attention of scientists and many results were obtained. The most remarkable result on this aspect is the results in [12] , in which the * authors studied the nonexistence results for the following elliptic equation
The authors proved, among other things, that problem (1.1) does not possess positive solution provided 0 < p <
. Moreover, this result is optimal in the sense that for any p ≥
, there are infinitely many positive solutions to problem (1.1). Thus the Sobolev exponent
is the dividing exponent between existence and nonexistence of positive solutions. For this reason, the exponent
is usually called the critical exponent for equation (1.1) . Later, in order to get a priori bound for some non-variational elliptic equations on bounded domains, the authors also studied a similar problem in half space
in [13] . They proved that problem (1.2) also does not possess positive solution for 0 < p <
. Later, in order to simplify the proofs in [13] and [12] , W.Chen and C.Li proved similar results by using the moving plane method in [1] . The idea of [1] is very creative, they proved the solution is symmetric in every direction and with respect to every point, hence the solution must be a constant, finally, they deduced from the equation that the constant must be zero. After the results of [1] , the moving plane method or its variant the moving sphere method were widely used in proving Liouville theorems for elliptic equations, see [7] Among the above works, we should mention the paper [7] . In this paper, L.Damascelli and F.Gladiali studied the nonexistence of weak positive solution for the following nonlinear problem with general nonlinearity
where f is only assumed to be continuous rather than Lipschitz continuous. Since no Lipschitz continuous assumption is made on f , then the weak solution of (1.3) is usually not of C 2 class. Hence, the moving plane method based on the classical maximum principles in [1] does not work. In order to overcome this difficulty, the authors used some integral inequalities to substitute the classical maximum principles, an idea originally due to S.Terracini's work [26] and [27] . Finally, using the moving plane method based on the integral inequalities, they proved the only nonnegative solution for problem (1.3) is u ≡ c providing f is increasing and subcritical. After the work of [7] , many nonexistence results for elliptic equations with general nonlinearities were obtained, we refer the readers to [14] 4) where N − 2 ≤ α < N and f, g, F, G are some nonlinear functions. We note that both the nonlinear term and the boundary value condition are nonlocal, so it is different from the equations in the references mentioned above. Moreover, up to now, it seems that there is few Liouville theorem on this kind of problem. To state our main results, we first need to give the definition of weak solution for problem (1.4) . Let u ∈ W 1,2
, then we say u is a weak solution for problem (1.4). With the above preparations and notations, we can state our main result now. We have the following Liouville type theorem. 
and non-increasing in
It is easy to find such nonlinear functions satisfying then requirements in the above theorem. For example, if we choose f (t) = t p , g(t) = t q , F (t) = t p+1 and G(t) = t q+1 with 0 < p < , then f, g satisfies all the hypothesises in Theorem 1.1. The rest of this paper is devoted to the proof of the above theorem. We still want to use the moving plane method to prove our result. We prove the solution u must be symmetric with respect to every point (x ′ p , 0) ∈ ∂R N + and in every direction of R N −1 . So the solution u depends only on x N . Finally, we deduce from the equation that u must be a constant * c with G(c) = F (c) = 0. In developing the moving plane method, since we don't know the decay behavior of u at infinity, we need to make a Kelvin transformation on u, i.e.,
, then prove the symmetry property of v instead. On the other hand, since we don't assume the solution is of C 2 class, we can't use the classical maximum principle in a differential form. Inspired by [7] [26] [27] , we use some integral inequality to substitute the maximum principle. In the rest of this paper, we denote C by a positive constant, which may vary from line to line.
The integral inequality
In this section, we make some preparations and prove some useful integral inequality. For convenience, we denote by
We want to use the moving plane method to prove our result. Since we don't know the decay of u, we need to make a Kelvin transformation on u(y), m(y) and n(x ′ ). For any
then it is easy to see that
for |x − x p | ≥ 1 and they may have singularities at x p . In the following, we can assume x p = 0 without loss of generality. Moreover, a direct calculation shows that they satisfy the following equation
where H(t), K(t), h(t), k(t) are defined in assumption (ii) in Theorem 1.1. In order to use the moving plane method, we need to introduce some notations which will be used later. For any λ > 0, we denote by
Moreover, for any x ∈ Σ λ , we denote by x λ the reflection of x with respect to T λ , i.e., x λ = (2λ − x 1 , x 2 , ..., x N ). In the following, we also define v λ (x) = v(x λ ) and p λ = (2λ, 0, ..., 0). With the above preparations, we have the following
Proof. We only prove equation (2.7), the proof of equation (2.6) is similar. By the equation of z(x), we have
we deduce from the above two equations that
, hence from the monotonicity of K(t), we deduce that
On the other hand, for y ∈ Σ λ \ Σ v λ , we have
(2.10)
Hence we deduce from equations (2.8)(2.9)(2.10) that
This completes the proof of equation (2.7). 
. Furthermore, if we denote Σ v λ and ∂Σ v λ as above, then there exists C λ > 0, which is nonincreasing in λ, such that 
Second, in order to deal with the possible singularity of v(x), w(x) and z(x ′ ) at zero, we need to introduce some cut-off function.
Moreover, we require that |∇η| ≤
+ , then it is easy to see that ϕ and ψ is well-defined on Σ λ . Moreover, a simple calculation shows that
With the above preparations, we have
where
To estimate the integral I, we first note that
for y ∈ Σ v λ by the monotonicity assumption of k. Now we divide the integral domain into two parts, the first part is D 1 = {y|v(y) > v(y λ ), w(y) > w(y λ )} and the second is
(2.14)
While for y ∈ D 2 , we have
Similarly, in order to estimate the integral II, we note that
by the monotonicity assumption of h. As before, we still divide the integral domain
We can infer as the above procedure that for
While for x ′ ∈ D 4 , the following inequality holds 
We claim that I ε → 0 as ε → 0. In fact, if we denote
}, then we have
Similarly, we have
Hence, we deduce from Hölder inequality and the fact that
Next, we estimate the integrals A, B, C, D. As for A, we infer from the monotonicity of k and the decay of v that there exists C λ > 0, which is non-increasing in λ, such that
Similarly, for the integral B, we infer from Lemma 2.1, the Hardy-Littlewood-Sobolev inequality in [9] and Hölder inequality that
.
(2.20)
For the integral C, we infer from Hölder inequality that
Finally, for the integral D, we infer from Lemma 2.1, the Hardy-Littlewood-Sobolev inequality in half space in [9] and Hölder inequality that
(2.22)
At last, let ε → 0 in equation (2.18 ) and use equations (2.19)(2.20)(2.21)(2.22), the dominated convergence theorem, Sobolev inequality and Sobolev trace inequality, then we
This completes the proof of this lemma.
To end this section, we want to make some comments on this lemma. As we have notified in the introduction, because the nonlinear term and the boundary value condition of the equation are not assumed to be Lipschitz continuous, the solution is not of C 2 class in general, so we can't use the usual moving plane method based on the maximum principle in a differential form. Thanks to Lemma 2.2, it can play the same role as the maximum principle does. In fact, if we can prove that
in Σ λ , the same conclusion as the maximum principles imply.
Proof of Theorem 1.1
With the above preparations, we can prove Theorem 1.1 now. We use the moving plane method based on integral inequality to prove our result. First, we will show that this procedure can be started from some place. More precisely, we have the following 
Proof. The results of this lemma is a direct consequence of Lemma 2.1 and Lemma 2.2. In fact, by the decay of w(y), v(y) and z(x ′ ), see equation (2.4), we can find λ 0 > 0 large enough, such that for all λ > λ 0 , we have Based on the above result, we can move the plane T λ 0 from the right to the left as long as w(y) ≤ w(y λ ), v(y) ≤ v(y λ ) and z(x ′ ) ≤ z(x ′λ ) in Σ λ and ∂Σ λ respectively. We suppose the procedure stops at some λ 1 . More precisely, we define
then we have the following
Proof. We prove the conclusion of this this lemma by contradiction. Suppose on the contrary that w(y) ≡ w(y
, then we claim that the plane T λ 1 can be moved to the left a little, that is, there exists δ 0 > 0, such that
. If the claim is true, then it contradicts the definition of λ 1 , hence the result of this lemma holds. So in the following, we only need to prove the claim.
First, we have w(y) ≤ w(y
by the continuity of w, v, z on λ. Moreover, by the monotonicity assumptions on g and k, we have
which further implies that −∆v(y) ≤ −∆v(y
, then the strong maximum principle implies that v(y) < v(y λ 1 ) in Σ λ 1 . Further more, it implies w(y) < w(y λ 1 ) in Σ λ 1 and z(x ′ ) < z(x ′λ 1 ) in ∂Σ λ 1 . On the other hand, since
→ 0 a.e. as λ → λ 1 and there exists δ 1 > 0 such that
, then it follows from the dominated convergence theorem that
Finally, by the decay law of w(y), v(y) and z(x), we conclude that there exists δ 0 > 0, such that for all λ ∈ [λ 1 − δ 0 , λ 1 ], the following inequality holds
Hence, we infer from the above inequality and Lemma 2.
This completes the proof of the claim. Proof. To prove that v, w, z is symmetric with respect to some point q ∈ ∂R N + , we use the method of moving plane as above. We prove the symmetry in every direction that is vertical to the x N direction. Without loss of generality, we assume that p = 0 and choose the x 1 direction and prove that v, w, z is symmetric in the x 1 direction. We can carry out the procedure as the above and assume that the plane stops at λ 1 . If λ 1 > 0, then it follows from Lemma 3.2 that v, w, z is symmetric with respect to T λ 1 . Otherwise, if λ 1 ≤ 0, then we conclude by continuity that v(x) ≤ v 0 (x), w(x) ≤ w 0 (x) and z(x ′ ) ≤ z 0 (x ′ ) for all x ∈ Σ 0 and x ′ ∈ ∂Σ 0 . We can also perform the moving plane procedure from the left and find a corresponding λ After the above preparations, we can prove Theorem 1.1 now.
Proof of Theorem 1.1: Since at least one of the functions h, k, H, K is not a constant in (0, sup x∈R N + u(x)) or (0, sup x∈∂R N + u(x)), then Proposition 3.3 implies that the Kelvin's transform v, w, z of u, m, n at p is symmetric with respect to any plane which is parallel to x N direction and passing through p for any p ∈ ∂R N + . Since p is arbitrary, we conclude that u, m depend only on x N and n is a constant. Then we deduce from equation ( On the other hand, if u is strictly decreasing and concave in x N , then u(x N ) < 0 for x N large enough, which contradicts that u is a nonnegative solution for problem (1.1).
