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Abstrakt
C´ılem te´to diplomove´ pra´ce je prˇedevsˇ´ım porozumeˇt problematice analy´zy
cˇasovy´ch rˇad. Metod analy´zy cˇasovy´ch rˇad je mnoho, ale c´ıl te´to analy´zy
veˇtsˇinou z˚usta´va´ stejny´. T´ım je konstrukce vhodne´ho modelu cˇasove´ rˇady
a jeho pouzˇit´ı v na´sledne´ predikci chova´n´ı cˇasove´ rˇady. Pro spra´vny´ postup
prˇi hleda´n´ı modelu je nutne´ prove´st za´kladn´ı identifikaci cˇasove´ rˇady. Tou
se zaby´vaj´ı kapitoly jedna a dva. Pro vytvorˇen´ı samotne´ho modelu cˇasove´
rˇady, jak jizˇ bylo rˇecˇeno, existuje mnoho metod. Tato pra´ce, konkre´tneˇ trˇet´ı
kapitola, je veˇnova´na metodologii, ktera´ patrˇ´ı mezi nejflexibilneˇjˇs´ı. Tou je
Boxova-Jenkinsova metodologie, formulova´na teˇmito pa´ny v roce 1976. V
posledn´ı cˇtvrte´ kapitole se snazˇ´ıme vyuzˇ´ıt z´ıskane´ho vhledu do problematiky
analy´zy cˇasovy´ch rˇad pro srovna´n´ı a rozdeˇlen´ı prostoru cˇasovy´ch rˇad a toto
srovna´n´ı da´le vyuzˇ´ıt ke spra´vne´ interpretaci parametr˚u modelu. Diplomova´
pra´ce je soucˇa´st´ı rˇesˇen´ı projektu MSˇMT Cˇeske´ republiky cˇ´ıs. 1M06047 ”Cen-
trum pro jakost a spolehlivost ve vy´robeˇ”
Summary
The aim of the thesis mainly is to understand an issue of time series analysis.
There are many methods in time series analysis, but purpose of this analysis
persists the same, which is a construction of sufficient model of time series
and his application in forecasting of time series. We have to make a basic
identification of time series to establish right process in model constructing.
The first and the second chapter is devoted to this basic identification. There
are many methods, how we said before, for constructing of concrete model. In
this thesis, exactly in the third chapter, we introduce one of the most flexible
methodology of model constructing. That is The Box-Jenkins methodology,
which was defined in 1976 by these men. In the last chapter we try to put to
use insight in the issue of time series analysis for comparison and separation
of the space of time series and this comparison use for the right interpretation
of the parameters of time series model. The diploma project was supported by
project from MSMT of the Czech Republic no. 1M06047 ”Centre for Quality
and Reliability of Production”.
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1 U´vod
V soucˇasnosti se nacha´z´ıme v obdob´ı, kdy nen´ı mozˇne´ prova´deˇt neˇktera´
d˚ulezˇita´ technicka´, ekonomicka´, ale i spolecˇenska´ rozhodnut´ı bez d˚ukladne´
analy´zy za´kladn´ıch ukazatel˚u a jejich vztah˚u. Prˇi rˇ´ıd´ıc´ı cˇinnosti na r˚uzny´ch
u´rovn´ıch hraj´ı d˚ulezˇitou roli statisticke´ modely, ktere´ doka´zˇ´ı charakaterizovat
za´kladn´ı rysy dat popisuj´ıc´ı danou oblast. Jedn´ım z nejza´kladneˇjˇs´ıch popis˚u
technicke´ho nebo ekonomicke´ho proble´mu pomoc´ı dat je popis pomoc´ı cˇasove´
rˇady hodnot. Pra´veˇ analy´zou cˇasovy´ch rˇad se zaby´va´ tato diplomova´ pra´ce,
v prˇ´ıkladech pak konkre´tneˇ analy´zou ekonomicky´ch cˇasovy´ch rˇad. V posledn´ıch
letech se odehra´va´ v oblasti analy´zy cˇasovy´ch rˇad obrovsky´ rozvoj metod a
prˇ´ıstup˚u. Je to da´no na jedne´ straneˇ veˇtsˇ´ı dostupnost´ı a rozmanitost´ı soft-
waru zaby´vaj´ıc´ıho se touto problematikou a na druhe´ straneˇ take´ rostouc´ı
de´lkou analyzovany´ch cˇasovy´ch rˇad.
C´ılem analy´zy by´va´ veˇtsˇinou konstrukce vhodne´ho modelu. Pokud budeme
schopni sestrojit dobry´ model, umozˇn´ı na´m to porozumeˇt mechanismu, na
jehozˇ za´kladeˇ vznikaj´ı hodnoty cˇasove´ rˇady, a porozumeˇt podmı´nka´m, ktere´
vznik teˇchto hodnot ovlivnˇuj´ı. To na´m pak na´sledneˇ umozˇn´ı tyto podmı´nky
ovlivnˇovat a t´ım take´ v neˇktery´ch prˇ´ıpadech ovlivnit i vy´voj cˇasove´ rˇady.
Dalˇs´ım velmi cˇasty´m c´ılem analy´zy cˇasovy´ch rˇad je konstrukce prˇedpoveˇd´ı.
Jak jizˇ bylo rˇecˇeno existuje neˇkolik prˇ´ıstup˚u a metod, jak nejvhodneˇjˇs´ı model
z´ıskat. Prˇi rozhodova´n´ı pro volbu spra´vne´ metody je dobre´ se nejdrˇ´ıve sezna´mit
se za´kladn´ımi charakteristikami cˇasove´ rˇady a s jej´ı dekompozic´ı. Klasicka´
analy´za ekonomicky´ch cˇasovy´ch rˇad vycha´z´ı z prˇedpokladu, zˇe cˇasovou rˇadu
je mozˇne´ rozlozˇit na cˇtyrˇi slozˇky: trendovou, cyklickou, sezo´nn´ı a na´hodnou.
Pra´veˇ spra´vna´ identifikace teˇchto slozˇek prˇi za´kladn´ı analy´ze cˇasove´ rˇady
je nutnou podmı´nkou k sestaven´ı spra´vne´ho modelu cˇasove´ rˇady a k jeho
na´sledne´mu kvalitn´ımu uzˇit´ı pro dalˇs´ı analy´zu, naprˇ. predikci budouc´ıho
chova´n´ı cˇasove´ rˇady.
Prˇedkla´dana´ pra´ce se ve svy´ch prvn´ıch dvou kapitola´ch zaby´va´ pra´veˇ
za´kladn´ımi charakteristikami cˇasovy´ch rˇad a jejich dekompozic´ı. Je zde snaha
alesponˇ neˇktere´ za´kladn´ı prˇ´ıstupy ilustrovat na prˇ´ıkladech. Dalˇs´ı cˇa´st diplo-
move´ pra´ce je veˇnova´na prˇ´ıstup˚um tvorby modelu cˇasovy´ch rˇad, podrobneˇji
pak Boxoveˇ-Jenkinsoveˇ metodologii ve trˇet´ı kapitole. Na rozd´ıl od dekom-
pozicˇn´ıch metod bere Boxova-Jenkinsova metodologie za za´kladn´ı prvek kon-
strukce modelu cˇasove´ rˇady rezidua´ln´ı slozˇku. Ta mu˚zˇe by´t tvorˇena korelo-
vany´mi na´hodny´mi velicˇinami. Metoda je zalozˇena pra´veˇ na vysˇetrˇova´n´ı
za´vislost´ı, na tzv. korelacˇn´ı analy´ze. Tyto modely jsou daleko flexibilneˇjˇs´ı
nezˇ dekompozicˇn´ı modely, nebot’ se rychleji adaptuj´ı na zmeˇneˇny´ charakter
cˇasove´ rˇady. Proto se jim take´ neˇkdy rˇ´ıka´ adaptivn´ı modely. Tyto mode-
ly mu˚zˇeme deˇlit na jednodusˇsˇ´ı a slozˇiteˇjˇs´ı procesy. Slozˇiteˇjˇs´ı pak vznikaj´ı
odvozen´ım nebo spojen´ım proces˚u jednodusˇsˇ´ıch.
Nejzna´meˇjˇs´ım a take´ nejuniverza´lneˇjˇs´ım procesem je proces ARIMA,
v prˇ´ıpadeˇ sezo´nn´ıch cˇasovy´ch rˇad pak proces SARIMA. Velkou vy´hodou
ARIMA model˚u je jejich aplikovatelnost i na nestaciona´rn´ı rˇady, tj. rˇady
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u ktery´ch nejenzˇe docha´z´ı ke zmeˇna´m u´rovneˇ, ale tyto zmeˇny mohou mı´t
i nesystematicky´ na´hodny´ charakter. ARIMA metodologie, objevena pa´ny
Boxem a Jenkinsem (1976), na´m to pra´veˇ umozˇnˇuje; z´ıskala si obrovskou po-
pularitu v mnoha oblastech a prakticky´ch vy´zkumech, kde potvrdila svoji s´ılu
a flexibilitu. Pra´veˇ pro jej´ı s´ılu a flexibilitu je ARIMA komplexn´ı technikou.
Jej´ı pouzˇ´ıva´n´ı nen´ı jednoduche´, vyzˇaduje zkusˇeny´ prˇ´ıstup, pak ale mu˚zˇou
by´t vy´sledky velmi uspokojive´. Vy´sledky vzˇdy za´vis´ı na stupni odborny´ch
znalost´ı. Velmi d˚ulezˇitou soucˇa´st´ı te´to kapitoly je prˇ´ıklad konstrukce modelu
a odhadu jeho parametr˚u, ktery´ je uveden na jej´ım konci. V posledn´ı cˇtvrte´
kapitole se pokousˇ´ıme o spra´vnou interpretaci charakteristik a parametr˚u
model˚u a o jejich pouzˇit´ı prˇi srovna´n´ı a roztrˇ´ıdeˇn´ı prostoru cˇasovy´ch rˇad.
Za´veˇrem je nutne´ zmı´nit, zˇe jako teoreticky´ podklad, pokud nen´ı uvedeno
jinak, vy´hradneˇ poslouzˇila pra´ce autor˚u Artla, Artlove´, Rubl´ıkove´ (2002) [2].
Pro vsˇechny prˇ´ıklady a vy´pocˇty byl vyuzˇit software Statistica 6. Jako zdroje
pro hodnoty ekonomicky´ch a financˇn´ıch cˇasovy´ch rˇad poslouzˇily internetove´
databa´ze Cˇeske´ho statisticke´ho u´rˇadu (CˇSU´) [11] a Cˇeske´ na´rodn´ı banky
(CˇNB) [12], [13], ktere´ jsou beˇzˇneˇ k dispozici pro verˇejnost.
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2 Za´kladn´ı pojmy
2.1 Cˇasova´ rˇada
Cˇasovou rˇadou se rozumı´ posloupnost hodnot jiste´ho veˇcneˇ a prostoroveˇ
vymezene´ho ukazatele, ktera´ je usporˇa´da´na v cˇase smeˇrem od minulosti k
prˇ´ıtomnosti. Takto definovanou cˇasovou rˇadu budeme zapisovat jako
yt, t = 1, ..., T.
2.2 Druhy cˇasovy´ch rˇad
Za´kladn´ı deˇlen´ı cˇasovy´ch rˇad poskytuje na´sleduj´ıc´ı sche´ma:
Obra´zek 1: Sche´ma za´kladn´ıho deˇlen´ı cˇasovy´ch rˇad
zdroj:fsi.uniza.sk/kkm/zamestnanci/novak/p 10.doc
U´daje okamzˇikovy´ch cˇasovy´ch rˇad se vztahuj´ı vzˇdy k urcˇite´mu cˇasove´mu
okamzˇiku. Jde o nescˇitatelne´ hodnoty. U´daje u´sekovy´ch (intervalovy´ch) cˇaso-
vy´ch rˇad se vztahuj´ı vzˇdy k urcˇite´mu cˇasove´mu u´seku. Velikost u´daj˚u je tedy
v prˇ´ıme´ za´vislosti s de´lkou cˇasovy´ch u´sek˚u. Jde o scˇitatelne´ hodnoty. U´sekove´
(intervalove´) rˇady mu˚zˇeme podrobneˇji deˇlit na
- rˇady beˇzˇny´ch hodnot,
- rˇady odvozene´,
- rˇady soucˇtove´ - kumulativn´ı, umozˇnˇuj´ı sledovat postupne´ nar˚usta´n´ı ukaza-
tele od prvn´ıho cˇasove´ho u´seku azˇ po posledn´ı,
- rˇady klouzavy´ch u´hrn˚u - hodnoty ukazatele za obdob´ı sesta´vaj´ıc´ı z
urcˇite´ho pocˇtu d´ılcˇ´ıch u´sek˚u, prˇicˇemzˇ kazˇdy´ dalˇs´ı u´hrn v rˇadeˇ prˇib´ıra´ u´daj
dalˇs´ıho u´seku a vypousˇt´ı u´daj nejstarsˇ´ıho u´seku,
- rˇady klouzavy´ch pr˚umeˇr˚u - rˇady klouzavy´ch u´hrn˚u deˇlene´ pocˇtem u´sek˚u,
za ktere´ jsou klouzave´ u´hrny pocˇ´ıta´ny.
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V ekonomicke´ oblasti jsou typicke´ u´sekove´ a okamzˇikove´ cˇasove´ rˇady
denn´ıch, ty´denn´ıch, meˇs´ıcˇn´ıch, cˇtvrtletn´ıch, rocˇn´ıch u´daj˚u.
Zvla´sˇtn´ım typem jsou pak cˇasove´ rˇady odvozeny´ch velicˇin. Ty mu˚zˇeme deˇlit
na:
- cˇasove´ rˇady pomeˇrny´ch velicˇin
- cˇasove´ rˇady pr˚umeˇrny´ch velicˇin
Pozna´mka. Jedn´ım ze za´kladn´ıch prostrˇedk˚u prezentace cˇasovy´ch rˇad je
jejich graf. Nejcˇasteˇji se graficky zna´zornˇuj´ı p˚uvodn´ı hodnoty cˇasove´ rˇady,
nebo kumulativn´ı cˇasove´ rˇady, ktere´ vznikaj´ı postupny´m nacˇ´ıta´n´ım (ku-
mulova´n´ım) jednotlivy´ch hodnot (u okamzˇikovy´ch cˇasovy´ch rˇad nemaj´ı smysl,
nebot’ vy´sˇe jejich hodnot neza´vis´ı na dane´m cˇasove´m intervalu). Cˇasto se ale
cˇasove´ rˇady zobrazuj´ı tak, aby v´ıce vynikly jejich charakteristicke´ vlastnosti
a rysy.
2.3 Za´kladn´ı charakteristiky cˇasovy´ch rˇad
2.3.1 Popisne´ charakteristiky
Prˇi pra´ci s cˇasovy´mi rˇadami je neˇkdy d˚ulezˇite´ zjistit jejich pr˚umeˇrne´ hodnoty.
Pr˚umeˇrna´ hodnota intervalove´ cˇasove´ rˇady se vypocˇ´ıta´ pomoc´ı proste´ho
aritmeticke´ho pr˚umeˇru
y =
∑T
t=1 yt
T
.
Pr˚umeˇrna´ hodnota okamzˇikove´ cˇasove´ rˇady yt, t = 1, ..., T se pocˇ´ıta´ pomoc´ı
chronologicke´ho pr˚umeˇru. Prˇi stejne´ vzda´lenosti mezi jednotlivy´mi okamzˇiky
sledova´n´ı se pouzˇ´ıva´ prosty´ chronologicky´ pr˚umeˇr
y =
y1+y2
2
+ y2+y3
2
+ ... + yT−1+yT
2
T − 1
=
1
2
y1 +
∑T−1
t=2 yt +
1
2
yT
T − 1
.
Prˇi r˚uzne´ vzda´lenosti jednotlivy´ch okamzˇik˚u sledova´n´ı se pouzˇ´ıva´ va´zˇeny´
chronologicky´ pr˚umeˇr
y =
y1+y2
2
d2 +
y2+y3
2
d3 + ... +
yT−1+yT
2
dT
d2 + d3 + ... + dT
,
kde dt, t = 2, ..., T je de´lka jednotlivy´ch cˇasovy´ch interval˚u sledova´n´ı dane´ho
okamzˇikove´ho ukazatele [9].
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2.3.2 Mı´ry dynamiky
Jednoduche´ mı´ry dynamiky cˇasovy´ch rˇad umozˇnˇuj´ı charakterizovat za´kladn´ı
rysy ”chova´n´ı” cˇasovy´ch rˇad a formulovat jista´ krite´ria pro jejich modelova´n´ı.
Prˇedpokla´dejme cˇasovou rˇadu yt, t = 1, ..., T . Nejjednodusˇsˇ´ı mı´rou dy-
namiky je absolutn´ı prˇ´ır˚ustek (prvn´ı diference), ktery´ lze zapsat jako
∆yt = yt − yt−1,
kde t = 2, ..., T. Tato charakteristika vyjadrˇuje zmeˇnu hodnoty v cˇase t proti
cˇasu t− 1. Cˇasto se pouzˇ´ıva´ take´ pr˚umeˇrny´ absolutn´ı prˇ´ır˚ustek
∆ =
(y2 − y1)− (y3 − y2)− ...− (yT − yT−1)
T − 1
=
∑T
t=2 ∆yt
T − 1
=
yT − y1
T − 1
.
Diferencova´n´ım prvn´ı diference lze z´ıskat druhou diferenci, tj. ∆2yt =
= ∆yt −∆yt−1, t = 3, ..., T, diferencova´n´ım druhe´ diference dostaneme dife-
renci trˇet´ı, tj. ∆3yt = ∆
2yt − ∆
2yt−1, t = 4, ..., T atd. Diferencovan´ı ma´
v analy´ze cˇasovy´ch rˇad velky´ vy´znam. Pouzˇ´ıva´ se prˇi modelova´n´ı trendu
cˇasovy´ch rˇad k vy´beˇru vhodne´ trendove´ funkce, nezastupitelna´ je jeho role
prˇi stochasticke´m modelova´n´ı cˇasovy´ch rˇad.
Velmi d˚ulezˇitou mı´rou dynamiky cˇasovy´ch rˇad je koeficient r˚ustu
kt =
yt
yt−1
,
kde t = 2, ..., T.
Jestlizˇe se tento koeficient vyna´sob´ı stem, uda´va´ na kolik procent hodnoty
v cˇase t− 1 vzrostla hodnota v cˇase t. Neˇkdy se pro tento koeficient pouzˇ´ıva´
na´zev tempo r˚ustu.
Pr˚umeˇrny´ koeficient r˚ustu (pr˚umeˇrne´ tempo r˚ustu) se vypocˇ´ıta´ jako
geometricky´ pr˚umeˇr jednotlivy´ch koeficient˚u r˚ustu
k = T−1
√
k2 · k3 · ... · kT = T−1
√
y2
y1
·
y3
y2
· ... ·
yT
yT−1
= T−1
√
yT
y1
.
Koeficienty r˚ustu se kromeˇ prˇ´ıme´ho pouzˇit´ı pro charakterizova´n´ı dynamiky
cˇasove´ rˇady pouzˇ´ıvaj´ı jako jedno z krite´ri´ı pro nalezen´ı vhodne´ trendove´
funkce.
Mezirocˇn´ı koeficient r˚ustu je pod´ıl hodnot cˇasove´ rˇady ve stejny´ch
obdob´ıch (sezo´na´ch) v po sobeˇ jdouc´ıch letech. V prˇ´ıpadeˇ cˇtvrtletn´ı cˇasove´
rˇady ma´ tvar
k(4),t =
yt
yt−4
,
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kde t = 5, ..., T.
Lze jej vyja´drˇit take´ jako soucˇin (cˇtvrtletn´ıch) koeficient˚u r˚ustu
k(4),t =
yt
yt−1
·
yt−1
yt−2
·
yt−2
yt−3
·
yt−3
yt−4
.
Cˇasova´ rˇada cˇtvrty´ch odmocnin mezirocˇn´ıch koeficient˚u r˚ustu je rˇadou klouza-
vy´ch geometricky´ch pr˚umeˇr˚u de´lky 4 koeficient˚u r˚ustu p˚uvodn´ı cˇtvrtletn´ı
cˇasove´ rˇady.
Dalˇs´ı mı´rou dynamiky cˇasovy´ch rˇad je relativn´ı prˇ´ır˚ustek
δt =
∆yt
yt−1
=
yt − yt−1
yt−1
=
yt
yt−1
− 1,
po vyna´soben´ı stem na´m rˇ´ıka´ o kolik procent se zmeˇnila hodnota cˇasove´ rˇady
v cˇase t ve srovna´n´ı s cˇasem t− 1. Pr˚umeˇrny´ relativn´ı prˇ´ır˚ustek se vypocˇ´ıta´
jako
δ = k − 1.
3 Modelova´n´ı trendu a sezo´nn´ı slozˇky
3.1 Dekompozice cˇasove´ rˇady
Prˇi klasicke´ analy´ze cˇasovy´ch rˇad se vycha´z´ı z prˇedpokladu, zˇe kazˇda´ cˇasova´
rˇada mu˚zˇe obsahovat cˇtyrˇi slozˇky:
-trendovou slozˇku
-sezo´nn´ı slozˇku
-cyklickou slozˇku
-na´hodnou (stochastickou) slozˇku
Trendova´ slozˇka (Tt) je obecna´ tendence vy´voje zkoumane´ho jevu za dlouhe´
obdob´ı. Je vy´sledkem dlouhodoby´ch a sta´ly´ch proces˚u. Trend mu˚zˇe by´t ro-
stouc´ı, klesaj´ıc´ı nebo mu˚zˇe existovat rˇada bez trendu .
Sezo´nn´ı slozˇka (St) je pravidelneˇ se opakuj´ıc´ı odchylka od trendove´ slozˇky.
Perioda te´to slozˇky je mensˇ´ı nezˇ celkova´ velikost sledovane´ho obdob´ı.
Cyklicka´ slozˇka (Ct) uda´va´ kol´ısa´n´ı okolo trendu v d˚usledku dlouhodobe´ho
cyklicke´ho vy´voje (pouzˇ´ıva´no sp´ıˇse v makroekonomicky´ch u´vaha´ch). Vyznacˇu-
je se pravidelny´m strˇ´ıda´n´ım fa´ze r˚ustu a poklesu.
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Posledn´ı slozˇkou cˇasove´ rˇady je na´hodna´ (stochasticka´) slozˇka (It nebo
at). Tato slozˇka vyjadrˇuje nahodile´ a jine´ nesystematicke´ vy´kyvy, ale take´
chyby meˇrˇen´ı apod. a neda´ se popsat zˇa´dnou funkc´ı cˇasu. Oznacˇen´ı It se
pouzˇ´ıva´ prˇi sezo´nn´ı dekompozici. V regresn´ıch modelech a ARIMA modelech
se na´hodna´ slozˇka oznacˇuje jako at.
Nejcˇasteˇji se prˇi dekompozici cˇasove´ rˇady prˇedpokla´da´ aditivn´ı model
popisu chova´n´ı rˇady. Prˇedpokla´da´ se, zˇe jednotlive´ slozˇky vy´voje se scˇ´ıtaj´ı
yt, takzˇe plat´ı:
yt = Tt + St + Ct + It.
Neˇkdy se vsˇak prˇedpoklada´ multiplikativn´ı model a potom plat´ı:
yt = Tt · St · Ct · It.
Po aditivn´ı dekompozici jsou jednotlive´ slozˇky cˇasove´ rˇady ve stejny´ch
meˇrny´ch jednotka´ch jako p˚uvodn´ı cˇasova´ rˇada. Aditivn´ı dekompozice se
pouzˇ´ıva´ v prˇ´ıpadeˇ, zˇe variabilita hodnot cˇasove´ rˇady je prˇiblizˇneˇ konstantn´ı
v cˇase.
Po multiplikativn´ı dekompozici je trendova´ slozˇka cˇasove´ rˇady ve stejny´ch
meˇrny´ch jednotka´ch jako p˚uvodn´ı cˇasova´ rˇada, ale ostatn´ı slozˇky cˇasove´ rˇady
(cyklicka´, sezo´nn´ı a na´hodna´) jsou v relativn´ım vyja´drˇen´ı. Multiplikativn´ı
dekompozice se pouzˇ´ıva´ v prˇ´ıpadeˇ, zˇe variabilita cˇasove´ rˇady roste v cˇase,
nebo se v cˇase meˇn´ı.
Existuje neˇkolik d˚uvod˚u pro pouzˇit´ı dekompozice cˇasove´ rˇady:
- analy´zou jednotlivy´ch slozˇek rˇady lze odhalit urcˇite´ za´konitosti vy´voje zkou-
mane´ho jevu,
- cˇasove´ rˇady je mozˇne´ ocˇistit od sezo´nnosti, tj. z cˇasove´ rˇady se odstran´ı
sezo´nn´ı slozˇka, cozˇ umozˇnˇuje porovna´vat trend neˇkolika cˇasovy´ch rˇad soucˇasneˇ,
- cˇasove´ rˇady lze ocˇistit od trendu, tj. z rˇady se odstran´ı trendova´ slozˇka, cozˇ
umozˇnˇuje le´pe modelovat sezo´nnost, protozˇe charakter sezo´nnosti je vy´razneˇjˇs´ı,
- cˇasto umozˇnˇuje prˇesneˇji urcˇit prˇedpoveˇdi nejen jednotlivy´ch slozˇek cˇasove´
rˇady, ale v konecˇne´m d˚usledku take´ samotne´ cˇasove´ rˇady, v tom smyslu, zˇe
prˇedpoveˇdi jednotlivy´ch slozˇek se secˇtou anebo vyna´sob´ı podle toho, ktery´
typ dekompozice jsme pouzˇili. [9] [14]
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3.2 Analy´za trendu, konstrukce prˇedpoveˇd´ı
3.2.1 Analy´za trendu
Analy´za trendove´ slozˇky je zrˇejmeˇ nejd˚ulezˇiteˇjˇs´ı cˇa´st´ı analy´zy cˇasovy´ch rˇad.
Trend v cˇasovy´ch rˇada´ch je mozˇne´ popsat pomoc´ı trendovy´ch funkc´ı a klouza-
vy´ch pr˚umeˇr˚u nebo klouzavy´ch media´n˚u. Modelova´n´ı trendu pomoc´ı tren-
dovy´ch funkc´ı se pouzˇ´ıva´, pokud vy´voj cˇasove´ rˇady odpov´ıda´ urcˇite´ funkci
cˇasu naprˇ. linea´rn´ı, kvadraticke´, exponencia´ln´ı, S-krˇivky apod. V pr˚ubeˇhu
let se potvrdilo, zˇe prˇi vy´beˇru trendovy´ch funkc´ı veˇtsˇinou vystacˇ´ıme s u´zkou
nab´ıdkou funkc´ı. Modelova´n´ı trendu pomoc´ı klouzavy´ch pr˚umeˇr˚u nebo po-
moc´ı klouzavy´ch media´n˚u se pouzˇ´ıva´, je-li vy´voj rˇady v d˚usledku silne´ho vlivu
nesystematicke´ (na´hodne´) slozˇky nerovnomeˇrny´ nebo ma´ extre´mn´ı hodnoty.
Prˇi modelova´n´ı trendu pomoc´ı trendovy´ch funkc´ı vycha´z´ıme z na´sleduj´ıc´ıch
prˇedpoklad˚u. Cˇasova´ rˇada yt pro t = 1, 2, ..., T je rˇadou usporˇa´dany´ch hod-
not v cˇase t, ktere´ z´ıska´me meˇrˇen´ım urcˇite´ho ukazatele ve stejneˇ dlouhy´ch
cˇasovy´ch intervalech t.
Prˇedpokla´dejme, zˇe cˇasovou rˇadu yt pro t = 1, 2, ..., T je mozˇne´ zapsat ve
tvaru:
yt = Yt + at,
kde Yt prˇedstavuje teoreticky´ model systematicke´ slozˇky vy´voje ukazatele Y
v cˇase t a at vyjadrˇuje na´hodnou slozˇku. V analy´ze cˇasovy´ch rˇad je model
Yt funkc´ı cˇasu t, tj. Yt = f(t). Pokud se jedna´ o cˇasovou rˇadu pouze s tren-
dovou slozˇkou, potom Yt vyjadrˇuje model trendu Tt v cˇase t. Je-li v cˇasove´
rˇadeˇ kromeˇ trendove´ take´ sezo´nn´ı slozˇka nebo cyklicka´ slozˇka, potom je Yt
kompozic´ı model˚u teˇchto slozˇek. Protozˇe se v te´to cˇa´sti zaby´va´me trendovou
slozˇkou Yt = Tt, model yt = Yt + at ma´ za prˇedpokladu aditivn´ı dekompozice
tvar:
yt = Yt + at = Tt + at,
kde t = 1, 2, ..., T.
Tt je systematicka´ slozˇka a prˇedstavuje deterministicky´ trend, ktery´ lze
vyja´drˇit matematickou funkc´ı cˇasove´ promeˇnne´ t, at je nesystematicka´ slozˇka
s vlastnostmi procesu b´ıle´ho sˇumu, tj. na´hodne´ velicˇiny at maj´ı v cˇase t
nulovou strˇedn´ı hodnotu, konstantn´ı rozptyl, jsou vza´jemneˇ linea´rneˇ neza´visle´
a maj´ı norma´ln´ı rozdeˇlen´ı.
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Trendove´ funkce
Konstantn´ı trend ma´ formu
Tt = β0,
kde t = 1, 2, ..., T,
tj. hodnoty trendu se vzhledem k cˇasove´ promeˇnne´ t nemeˇn´ı, jsou konstantn´ı.
Linea´rn´ı trendova´ funkce (prˇ´ımka) ma´ tvar
Tt = β0 + β1t,
kde t = 1, 2, ..., T,
Parametr β1 prˇedstavuje prˇ´ır˚ustek hodnoty T prˇipadaj´ıc´ı na jednotkovou
zmeˇnu cˇasove´ promeˇnne´.
Polynomicka´ trendova´ funkce ma´ tvar
Tt = β0 + β1t + β2t
2 + ... + βkt
k,
kde t = 1, 2, ..., T.
Umozˇnˇuje naj´ıt trendovou funkc´ı trend, ktery´ ma´ extre´m.
Exponencia´ln´ı trendova´ funkce ma´ tvar
Tt = β0β
t
1,
kde t = 1, 2, ..., T.
Parametr β1 prˇedstavuje pr˚umeˇrny´ prˇ´ır˚ustek
hodnot Tt. Ty se chovaj´ı jako cˇleny geometricke´
posloupnosti.
S-krˇivka ma´ tvar
Tt = e
(β0+β1
1
t
),
kde t = 1, 2, ..., T. S-krˇivka po logaritmicke´ transformaci ma´ tvar hyperboly
lnTt = β0 + β1
1
t
,
kde t = 1, 2, ..., T.
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Modifikovany´ exponencia´ln´ı trend ma´ tvar
Tt = γ + β0β
t
1,
kde t = 1, 2, ..., T,
pro β0 < 0, 0 < β1 < 1 a γ > 0. Konstanta γ je asymptotou (u´rovn´ı satu-
race, hladinou nasycen´ı), ke ktere´ trend cˇasove´ rˇady pro t →∞ konverguje.
Prˇ´ır˚ustek exponencia´ln´ıho trendu β1 je pomalejˇs´ı, nezˇ prˇ´ır˚ustek linea´rn´ıho
trendu. Funkce ma´ vodorovnou asymptotu a da´ se pomoc´ı n´ı sna´ze modelo-
vat vy´voj jev˚u, ktere´ vycha´zej´ı z omezeny´ch zdroj˚u r˚ustu a u ktery´ch existuje
urcˇita´ mez nasycen´ı, dana´ naprˇ. za´jmem nebo potrˇebou urcˇite´ho vy´robku.
Logisticky´ trend ma´ tvar (Pearl-Reedova trendova´ funkce)
Tt =
1
γ + β0βt1
,
kde t = 1, 2, ..., T.
Funkce 1/Tt = γ + β0β
t
1 ma´ tvar modifikovane´ho
exponencia´ln´ıho trendu. Krˇivka ma´ trˇi u´seky, prvn´ı
je charakterizova´n pozvolny´m vzestupem, druha´
v okol´ı inflexn´ıho bodu prudky´m r˚ustem a trˇet´ı
urcˇitou vrcholovou stagnac´ı (nasycen´ım). Uvedeny´ tvar je jeden z mnoha
r˚uzny´ch funkcˇn´ıch prˇedpis˚u popisuj´ıc´ıch krˇivku s charakteristicky´m pr˚ubeˇhem
ve tvaru p´ısmena S.
Gompertz˚uv trend ma´ tvar
Tt = γβ
βt
1
0 ,
kde t = 1, 2, ..., T.
Krˇivka s podobny´m esovity´m pr˚ubeˇhem jako logis-
ticka´ funkce, ale na rozd´ıl od n´ı je asymetricka´.
Teˇzˇiˇsteˇ hodnot je azˇ za inflexn´ım bodem.
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Extrapolace a interpolace
Vy´sledk˚u analy´zy cˇasovy´ch rˇad a obecneˇ i regresn´ı analy´zy v˚ubec se vyuzˇ´ıva´
k nalezen´ı u´daj˚u, pro ktere´ nen´ı k dispozici vy´sledek meˇrˇen´ı nebo pozorova´n´ı.
V obdob´ı analy´zy nebo interpolace rˇady t = 1, 2, ..., T zjiˇst’ujeme, zda rˇada
yt ma´ trend a hleda´me jeho model. Z hodnot cˇasove´ rˇady yt potom odhad-
neme parametry modelu. Je-li odhad trendu statisticky vy´znamny´, vyuzˇijeme
jej jako prognosticky´ model pro vy´pocˇet prˇedpoveˇd´ı - extrapolac´ı.
Extrapolacemi nazy´va´me kvantitativn´ı odhady budouc´ıch hodnot cˇasove´ rˇady,
ktere´ vznikaj´ı prodlouzˇen´ım vy´voje z minulosti a prˇ´ıtomnosti do budoucnosti
s horizontem h za prˇedpokladu, zˇe se tento vy´voj nezmeˇn´ı. Extrapolacˇn´ı
prˇedpoveˇdi rozdeˇlujeme na bodove´ a intervalove´.
Bodova´ prˇedpoveˇd’ - extrapolace “ex ante” se urcˇuje v cˇase t = T (zacˇa´tek
prˇedpov´ıda´n´ı, pra´h predikce) do horizontu h, tj. do cˇasove´ho bodu t = T +h a
oznacˇujeme ji yˆt(h). Horizontem prˇedpov´ıda´n´ı se rozumı´ pocˇet obdob´ı h > 0
od bodu t = T do budoucnosti.
(1−α)×100% interval prˇedpoveˇd´ı je interval, ve ktere´m se s pravdeˇpodobnost´ı
(1− α)× 100% nacha´z´ı skutecˇna´ hodnota yT+h, tj.
yˆt(h)± t1−α
2
(T − l − 1)σˆp,
kde t1−α
2
(T−l−1) je (1− α
2
)×100% kvantil Studentova rozdeˇlen´ı s T−(l+1)
stupni volnosti, kde l + 1 je pocˇet odhadnuty´ch parametr˚u v polynomia´ln´ıch
funkc´ıch, σˆp je smeˇrodatna´ chyba prˇedpoveˇdi v horizontu h. Kdyzˇ urcˇujeme
extrapolace prˇedpokla´da´me, zˇe vybrany´ model je spra´vny´ a zˇe skutecˇne´
parametry modelu se v cˇase nemeˇn´ı. V mnoha situac´ıch jsou tyto prˇedpoklady
nerea´lne´, protozˇe proces, ktery´ generuje vy´voj cˇasove´ rˇady se meˇn´ı v cˇase.
Ocˇeka´vana´ prˇesnost prˇedpoveˇd´ı proto za´vis´ı na horizontu prˇedpoveˇdi h. Cˇ´ım
je horizont prˇedpoveˇd´ı delˇs´ı, t´ım je mozˇne´ ocˇeka´vat veˇtsˇ´ı chyby prˇedpoveˇd´ı.
Oveˇrˇova´n´ı vhodnosti trendove´ funkce
Vy´beˇr trendove´ funkce (nebo jine´ho modelu trendu cˇasove´ rˇady) prova´d´ıme
na za´kladeˇ:
• grafu cˇasove´ rˇady nebo jej´ıch absolutn´ıch cˇi relativn´ıch charakteristik,
• interpolacˇn´ıch krite´ri´ı (smeˇrodatna´ odchylka rezidu´ı, koeficient determi-
nace, koeficient autokorelace rezidu´ı, testy parametr˚u),
• extrapolacˇn´ıch krite´ri´ı (pr˚umeˇrne´ charakteristiky chyb prˇedpoveˇd´ı “ex post”,
graf prˇedpoveˇd’ - skutecˇnost).
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Interpolacˇn´ı krite´ria
Po odhadu parametr˚u modelu trendu z cˇasove´ rˇady yt, pro t = 1, 2, ..., T ,
naprˇ. metodou nejmensˇ´ıch cˇtverc˚u zjiˇst’ujeme, jak prˇesneˇ tento model vysti-
huje skutecˇnou cˇasovou rˇadu, tj. zkouma´me charakter rozd´ıl˚u skutecˇny´ch
hodnot yt urcˇite´ho ukazatele a vyrovnany´ch , resp. odhadnuty´ch hodnot
trendu T , tohoto ukazatele v cˇase t = 1, 2, ..., T . Rozd´ıl˚um rˇ´ıka´me rezidua
a jsou odhadem nesystematicke´ slozˇky yt − yˆt = yt − Tˆt = at v cˇase t =
= 1, 2, ..., T . Prˇesnost vyrovna´va´n´ı cˇasove´ rˇady yt, pro t = 1, 2, ..., T meˇrˇ´ıme
pr˚umeˇrny´mi rezidua´ln´ımi charakteristikami, ktere´ lze zobecnit pro libovolny´
model cˇasove´ rˇady (nejen pro trendove´ funkce).
Mı´ry prˇesnosti vyrovna´va´n´ı nebo pr˚umeˇrne´ charakteristiky rezidu´ı
Pr˚umeˇrna´ chyba
ME =
1
T
T∑
t=1
(yt − yˆt) =
1
T
T∑
t=1
aˆt.
Pr˚umeˇrna´ cˇtvercova´ chyba - rozptyl
MSE =
1
T
T∑
t=1
(yt − yˆt)
2 =
1
T
T∑
t=1
aˆ2t .
Pr˚umeˇrna´ absolutn´ı chyba
MAE =
1
T
T∑
t=1
|yt − yˆt| =
1
T
T∑
t=1
|aˆt|.
Pr˚umeˇrna´ absolutn´ı procentua´ln´ı chyba
MAPE =
1
T
T∑
t=1
|yt − yˆt|
yt
· 100 =
1
T
T∑
t=1
|aˆt|
yt
· 100.
Pr˚umeˇrna´ procentua´ln´ı chyba
MAPE =
1
T
T∑
t=1
(yt − yˆt)
yt
· 100 =
1
T
T∑
t=1
aˆt
yt
· 100.
Zvolena´ trendova´ funkce je t´ım lepsˇ´ı, cˇ´ım nizˇsˇ´ı jsou hodnoty uvedeny´ch
charakteristik.
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t-test pro parametry modelu (trendove´ funkce)
Pomoc´ı t-testu testujeme hypote´zy
H0 : βi = 0,
H1 : βi 6= 0, pro i = 0, 1, ..., k
Testove´ krite´rium ma´ tvar
t =
βˆi
sβˆi
∼ t(T − k),
kde βˆi je odhad parametru modelu (trendove´ funkce), sβˆi je odhad smeˇrodatne´
chyby odhadu testovane´ho parametru. Testove´ krite´rium t je na´hodna´ velicˇina,
ktera´ ma´ Studentovo t rozdeˇlen´ı s (T − k) stupni volnosti.
Extrapolacˇn´ı krite´ria
Extrapolacˇn´ı krite´ria se zakla´daj´ı na principu, zˇe cˇasovou rˇadu yt, pro t =
= 1, 2, ..., T rozdeˇl´ıme na dveˇ cˇa´sti. Prvn´ı cˇa´st rˇady (testovac´ı cˇa´st) ma´
T1 pozorova´n´ı a slouzˇ´ı k vy´beˇru modelu trendu, odhadu jeho parametr˚u a
oveˇrˇen´ı vhodnosti pomoc´ı interpolacˇn´ıch krite´ri´ı. Druha´ cˇa´st rˇady, ma´ de´lku
(T − T1) pozorova´n´ı pro t = T1 + 1, T1 + 2, ..., T1 + T2 = T a pouzˇ´ıva´ se pro
urcˇen´ı prˇedpoveˇdi zna´me skutecˇnosti (progno´zy ”ex post”) a pro oveˇrˇen´ı je-
jich prˇesnosti. Prˇesnost prˇedpoveˇdi ”ex post” zhodnot´ıme pomoc´ı pr˚umeˇrne´
chyby ME, pr˚umeˇrne´ cˇtvercove´ chyby MSE, pr˚umeˇrne´ absolutn´ı procentua´ln´ı
chyby MAPE a pr˚umeˇrne´ procentua´ln´ı chyby MPE po prˇ´ıslusˇne´ u´praveˇ. Tak
naprˇ. pr˚umeˇrna´ chyba prˇedpoveˇd´ı “ex post”
ME =
1
T2
T=T1+T2∑
t=T1+1
aˆt(T1),
je mı´rou zkreslen´ı (vychy´len´ı). Pokud je ME > 0, model systematicky pod-
hodnocuje skutecˇnost, pokud je ME < 0, model skutecˇnost systematicky
nadhodnocuje.
Prˇedpoveˇdi ”ex ante”
Jestlizˇe jsme na za´kladeˇ extrapolacˇn´ıch krite´ri´ı vybrali vhodny´ prognosticky´
model, potom tento model aplikujeme na celou cˇasovou rˇadu yt, pro t =
= 1, 2, ..., T a urcˇ´ıme prˇedpoveˇdi ”ex ante”.
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3.2.2 Klouzave´ pr˚umeˇry
Klasicka´ analy´za cˇasovy´ch rˇad prˇedpokla´da´, zˇe trendova´ funkce ma´ v cˇase
konstantn´ı parametry. V delˇs´ım cˇasove´m obdob´ı je tento prˇedpoklad nerea´lny´,
proto je vhodne´ vyuzˇ´ıvat adaptivn´ı techniky, jako jsou metoda klouzavy´ch
pr˚umeˇr˚u a exponencia´ln´ı vyrovna´va´n´ı.
Metoda klouzavy´ch pr˚umeˇr˚u
Metoda klouzavy´ch pr˚umeˇr˚u se zakla´da´ na mysˇlence, zˇe cˇasovou rˇadu yt
pro t = 1, 2, ..., T rozdeˇl´ıme na kratsˇ´ı cˇasove´ u´seky o pocˇtu hodnot 2m +
+1, na ktery´ch odhadujeme loka´ln´ı polynomicke´ trendy urcˇite´ho stupneˇ. Pro
orientaci, konstantn´ı trend se popisuje polynomem nulte´ho stupneˇ, linea´rn´ı
trend polynomem prvn´ıho stupneˇ apod.
Postup je na´sleduj´ıc´ı. Prvn´ı cˇa´st rˇady ma´ 2m+1 hodnot, ktere´ oznacˇujeme
y1, y2, ..., y2m+1. Z nich odhadneme parametry loka´ln´ıho trendu vhodny´m
polynomem a vypocˇ´ıta´me jeho odhad Tˆm+1. Stejny´ polynom odhadneme na
druhe´ skupineˇ hodnot rˇady y2, y3, ..., y2m+2 a vypocˇ´ıta´me odhad loka´ln´ıho
trendu Tˆm+2. T´ımto klouzavy´m zp˚usobem postupujeme azˇ do konce cˇasove´
rˇady. Ve skutecˇnosti polynom loka´ln´ıho trendu nemus´ıme odhadovat na kazˇde´m
u´seku rˇady, protozˇe se jedna´ o vytva´rˇen´ı linea´rn´ıch kombinac´ı hodnot p˚uvodn´ı
cˇasove´ rˇady s pevny´mi koeficienty, ktere´ jsou da´ny zvoleny´m typem trendove´
funkce a de´lkou klouzavy´ch pr˚umeˇr˚u.
Pokud jednotlivy´m polynomu˚m a de´lka´m klouzavy´ch pr˚umeˇr˚u prˇisoud´ıme
jejich va´hy (koeficienty) jedna´ se o metodu va´zˇeny´ch klouzavy´ch pr˚umeˇr˚u.
Opeˇt tedy vyrovna´va´me hodnotu cˇasove´ rˇady v bodeˇ t pr˚umeˇrem, tentokra´te
ovsˇem pr˚umeˇrem va´zˇeny´m. Ota´zkou je jak zvolit va´hy. Ty se daj´ı odvodit na
za´kladeˇ metody nejmensˇ´ıch cˇtverc˚u, prolozˇ´ıme-li kra´tke´ u´seky cˇasove´ rˇady
polynomem rˇa´du r. Pro va´hy da´le mus´ı platit:
- va´hy jsou symetricke´ kolem prostrˇedn´ı hodnoty
- soucˇet vah je roven jedne´
- nav´ıc plat´ı, zˇe je-li r sude´ cˇ´ıslo (rˇa´d polynomu pouzˇite´ho pro vyrovna´n´ı),
pak klouzave´ pr˚umeˇry rˇa´du r a rˇa´du r+1 se stejnou de´lkou 2m+1 jsou totozˇne´
Kromeˇ va´zˇeny´ch klouzavy´ch pr˚umeˇr˚u se vyuzˇ´ıvaj´ı take´ jednoduche´ klou-
zave´ pr˚umeˇry, cozˇ znamena´, zˇe loka´ln´ı trendy na klouzavy´ch u´sec´ıch 2m+1
hodnot jsou konstantn´ı nebo linea´rn´ı a vsˇechny hodnoty klouzave´ho pr˚umeˇru
maj´ı stejnou va´hu rovnou 1. V sezo´nn´ıch cˇasovy´ch rˇada´ch se trendova´ slozˇka
rˇady odhaduje pomoc´ı centrovany´ch klouzavy´ch pr˚umeˇr˚u, protozˇe de´lka klou-
zave´ cˇa´sti je sude´ cˇ´ıslo (4 nebo 12). V takove´m prˇ´ıpadeˇ vyrovnana´ hodnota
trendu padne mezi dveˇ prostrˇedn´ı hodnoty dane´ klouzave´ cˇa´sti cˇasove´ rˇady,
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cozˇ ma´ za na´sledek, zˇe nelze ve stejny´ch obdob´ıch porovna´vat p˚uvodn´ı a vy-
rovnane´ hodnoty cˇasove´ rˇady. Tento nedostatek se odstran´ı tak, zˇe pocˇ´ıta´me
jednoduche´ klouzave´ pr˚umeˇry de´lky 2 z rˇady jizˇ vypocˇ´ıtany´ch klouzavy´ch
pr˚umeˇr˚u.
Volba de´lky klouzave´ cˇa´sti
V cˇasovy´ch rˇada´ch se sezo´nnost´ı je de´lka klouzave´ cˇa´sti urcˇena´ pocˇtem sezo´n.
V ostatn´ıch cˇasovy´ch rˇada´ch mus´ıme de´lku klouzave´ cˇa´sti volit subjektivneˇ,
cozˇ nemus´ı by´t vzˇdy jednoduche´. Plat´ı pravidlo, zˇe cˇ´ım hladsˇ´ı vyrovna´n´ı
cˇasove´ rˇady pozˇadujeme, t´ım delˇs´ı klouzavou cˇa´st vol´ıme.
Pocˇa´tecˇn´ı a koncove´ klouzave´ pr˚umeˇry
Vy´sledkem pouzˇit´ı metody klouzavy´ch pr˚umeˇr˚u je odhad trendove´ prˇ´ıpadneˇ
trend-cyklicke´ slozˇky cˇasove´ rˇady. Jej´ı nevy´hodou je, zˇe prvn´ıch a posledn´ıch
m hodnot trendove´ nebo trend-cyklicke´ slozˇky nen´ı urcˇeno. Ztra´ta posledn´ıch
m klouzavy´ch pr˚umeˇr˚u je nevy´hodou zvla´sˇt’ tehdy, pokud je chceme vyuzˇ´ıt
k prognosticky´m u´cˇel˚um. Proto byla vypracova´na adaptivn´ı technika kon-
covy´ch prˇedpoveˇdn´ıch pr˚umeˇr˚u.
Prˇedpoveˇdn´ı klouzave´ pr˚umeˇry
Jednoduche´ klouzave´ pr˚umeˇry je mozˇne´ vyuzˇ´ıt pro prˇedpov´ıda´n´ı cˇasove´ rˇady
s prˇiblizˇneˇ konstantn´ım trendem. Odhad parametru β0 se v cˇase t urcˇuje jako
aritmeticky´ pr˚umeˇr hodnot yt pro t = 1, 2, ..., T . [9]
Prˇ´ıklad 3.2.1. (Transformace cˇasove´ rˇady metodou jednoduchy´ch
klouzavy´ch pr˚umeˇr˚u)
Jako vzorovy´ prˇ´ıklad budeme v pr˚ubeˇhu cele´ pra´ce (pokud nebude uve-
deno jinak) analyzovat meˇs´ıcˇn´ı cˇasovou rˇadu stavebn´ıho vy´voje v Cˇeske´ re-
publice (vyja´drˇenou v mil. Kcˇ), kterou ma´me k dispozici od ledna 1996 do
prosince 2008 (zdroj CˇSU´ [11]).
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Obra´zek 2: Graf stavebn´ıho vy´voje 1996-2008
V te´to cˇa´sti pra´ce provedeme transformaci nasˇ´ı cˇasove´ rˇady pomoc´ı metody
jednoduchy´ch klouzavy´ch pr˚umeˇr˚u. Nejdrˇ´ıve pro m = 2, tedy rˇadu vy-
rovna´va´me pomoc´ı 5 hodnot. Ve druhe´m prˇ´ıpadeˇ pomoc´ı 12 hodnot.
Obra´zek 3: Vyrovna´n´ı rˇady pomoc´ı 5 hodnot
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Obra´zek 4: Vyrovna´n´ı rˇady pomoc´ı 12 hodnot
3.2.3 Exponencia´ln´ı vyrovna´va´n´ı
Neˇkdy ma´me za´jem nikoli na zjednodusˇen´ı pr˚ubeˇhu cˇasove´ rˇady, ale na jej´ım
co mozˇna´ nejveˇrneˇjˇs´ım popisu matematicky´m modelem. V tom prˇ´ıpadeˇ se
nab´ızej´ı metody zna´me´ pod na´zvem exponencia´ln´ı vyrovna´va´n´ı (exponential
smoothing). Rˇad´ıme je mezi tzv. adaptivn´ı prˇ´ıstupy. To jsou modely, jejichzˇ
parametry se meˇn´ı v za´vislosti na cˇase na rozd´ıl od konstantn´ıch parametr˚u
trendovy´ch krˇivek. V adaptivn´ıch prˇ´ıstupech pouzˇ´ıva´me k aproximaci hod-
noty v cˇase t minuly´ch pozorova´n´ı prˇ´ıpadneˇ minuly´ch aproximovany´ch hod-
not rˇady.
Konkre´tn´ı typ exponencia´ln´ıho vyrovna´va´n´ı vol´ıme, stejneˇ jako typ prolozˇe-
ne´ trendove´ prˇ´ımky cˇi krˇivky, podle pr˚ubeˇhu dat. Uved’me neˇktere´ prˇ´ıklady.
Jednoduche´ exponencia´ln´ı vyrovna´va´n´ı je vhodne´ pro rˇady, ktere´
vykazuj´ı po cˇa´stech konstantn´ı trend.
Vyrovnana´ rˇada je da´na prˇedpisem
yˆt = αyt + (1− α)yˆt−1,
t = 1, 2, . . . , n, kde yˆt je exponencia´ln´ı pr˚umeˇr v cˇase t, yˆt−1 je exponencia´ln´ı
pr˚umeˇr v cˇase t − 1 a α je vyrovna´vac´ı konstanta, α ∈< 0, 1 >. Parametr
α urcˇuje va´hy slozˇek yt a yˆt−1. Rozhoduje tedy o tom, zda prˇi stanoven´ı yˆt
klademe veˇtsˇ´ı d˚uraz na minule´ pozorovane´ cˇi vyrovnane´ hodnoty. V praxi se
cˇasto vol´ı mezi hodnotami 0.1 a 0.3. Iteracˇn´ı proces odhadu vyrovna´vac´ı kon-
stanty je zalozˇen na minimalizaci neˇktere´ z odchylek, naprˇ. strˇedn´ı cˇtvercove´
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odchylky, a poskytne tak vyrovnanou rˇadu nejle´pe prˇile´haj´ıc´ı k p˚uvodn´ım
dat˚um.
Prˇedpoveˇdi jsou rovny posledn´ı vyrovnane´ hodnoteˇ, tj. yˆt = yˆn+1 pro t =
= n + 1, n + 2, . . . .
Pozna´mka. Na´zev metody souvis´ı s t´ım, zˇe vyrovnanou hodnotu lze prˇepsat
ve tvaru va´zˇene´ho soucˇtu minuly´ch pozorova´n´ı s exponencia´lneˇ klesaj´ıc´ımi
vahami. V cˇase t ma´me
yˆt = αyt + α(1− α)yt−2 + α(1− α)
2yt−3 + ...,
kde t = 1, 2, . . . , n.
Dvojite´ exponencia´ln´ı vyrovna´va´n´ı je doporucˇova´no k pouzˇit´ı, kdyzˇ lze
pr˚ubeˇh rˇady v kra´tky´ch u´sec´ıch povazˇovat za linea´rn´ı. Data pak popisujeme
modelem trendu, jehozˇ koeficienty jsou funkcemi cˇasu. V literaturˇe jsou pub-
likova´ny r˚uzne´ vzorce pro vy´pocˇet vyrovnane´ rˇady a prˇedpoveˇd´ı, zmı´n´ım zde
Holt˚uv algoritmus.
Holt (1957) vypracoval algoritmus exponencia´ln´ıho vyrovna´va´n´ı loka´ln´ıch
linea´rn´ıch trend˚u, vyja´drˇeny´ch modelem yt = Tt +at = β0 +β1t+at, v cˇasove´
rˇadeˇ se dveˇma vyrovna´vac´ımi konstantami α pro adaptivn´ı odhad u´rovneˇ β0
v cˇase t a β pro adaptivn´ı odhad smeˇrnice linea´rn´ıho trendu β1 v cˇase t.
Holt˚uv algoritmus exponencia´ln´ıho vyrovna´va´n´ı odhaduje v cˇase t parametry
modelu yt = Tt + at = β0 + β1t + at podle rekurentn´ıch vztah˚u
βˆ0,t = αyt + (1− α)(βˆ0,t−1 + βˆ1,t−1),
βˆ1,t = β(βˆ0,t − βˆ0,t−1) + (1− β)βˆ1,t−1,
kde βˆ0,t je odhad u´rovneˇ linea´rn´ıho trendu v cˇase t, βˆ1,t je odhad smeˇrnice
linea´rn´ıho trendu v cˇase t, βˆ0,t−1 je odhad u´rovneˇ linea´rn´ıho trendu v cˇase
t−1, βˆ1,t−1 je odhad smeˇrnice linea´rn´ıho trendu v cˇase t−1, α ∈< 0, 1 > je vy-
rovna´vac´ı konstanta u´rovneˇ, β ∈< 0, 1 > je vyrovna´vac´ı konstanta smeˇrnice.
Trojite´ exponencia´ln´ı vyrovna´va´n´ı se pouzˇ´ıva´ na vyrovna´va´n´ı rˇady po-
moc´ı exponencia´ln´ıch vah do minulosti. Je vhodne´ pro rˇady, ktere´ vykazuj´ı
loka´ln´ı kvadraticky´ trend. Tyto je mozˇne´ loka´lneˇ popsat pomoc´ı vztahu:
yt = Tt + at = β0 + β1t + β2t
2 + at.
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Metoda postupuje naprosto analogicky metodeˇ dvojite´ho vyrovna´va´n´ı.
Kromeˇ jednoduche´ a dvojite´ vyrovna´vac´ı statistiky budeme ovsˇem potrˇebovat
jesˇteˇ tzv. trojitou vyrovna´vac´ı statistiku. Vzorec te´to statistiky je na´sleduj´ıc´ı:
βˆ2,t = αβˆ1,t + ββˆ2,t−1.
3.3 Analy´za sezo´nn´ı slozˇky
Analy´za sezo´nn´ı slozˇky se cˇasto prova´d´ı azˇ po ocˇiˇsteˇn´ı dat od trendove´
slozˇky. Jde o urcˇen´ı cˇasove´ho u´seku, po jehozˇ uplynut´ı maj´ı data zase stejnou
hodnotu, prˇ´ıp. ovlivneˇnou trendovou a na´hodnou slozˇkou.
Pro studium sezo´nn´ı slozˇky se pouzˇ´ıva´ neˇkolika typ˚u model˚u. V eko-
nomicky´ch modelech by´va´ zpravidla zrˇejma´ velikost periody (cˇtvrtlet´ı, meˇs´ıc),
v jiny´ch prˇ´ıpadech je nutno i tuto de´lku odhadovat (v hydrogeologii naprˇ. u
vy´sˇky hladiny spodn´ıch vod). Z graficke´ho zobrazen´ı cˇasove´ rˇady nen´ı vzˇdy
jednoduche´ urcˇit, zda rˇada obsahuje sezo´nnost a jaka´ je jej´ı periodicita.
Pro oveˇrˇen´ı teˇchto skutecˇnost´ı se vyuzˇ´ıva´ periodogram nebo autokorelacˇn´ı
funkce. Pouzˇ´ıva´ se tu i harmonicke´ analy´zy, ktera´ modeluje pr˚ubeˇh dat po-
moc´ı neˇkolika cˇlen˚u Fourierovy rˇady. Parametry se urcˇuj´ı pouzˇit´ım numer-
icky´ch metod.
Hodnoty sezo´nn´ı slozˇky se nazy´vaj´ı sezo´nn´ı faktory. Jejich pocˇet je da´n
pocˇtem obdob´ı (sezo´n) L v roce (L = 4 pro kvarta´ln´ı pozorova´n´ı, L = 12 pro
meˇs´ıcˇn´ı pozorova´n´ı), oznacˇuj´ı se
S1+Lj, S2+Lj, ..., SL+Lj,
kde j = 0, 1, ... odpov´ıda´ postupneˇ prvn´ımu, druhe´mu, ... roku sledova´n´ı
cˇasove´ rˇady. Hodnoty teˇchto faktor˚u se pro jednotlive´ roky nemeˇn´ı. Pro
jednoznacˇnost dekompozicˇn´ıho rozkladu se zpravidla pozˇaduje, aby se vliv
sezo´nn´ıch faktor˚u v ra´mci kazˇde´ho roku celkoveˇ vykompenzoval, proto se tyto
faktory normalizuj´ı (normalizace sezo´nn´ıch faktor˚u).
Multiplikativn´ı sezo´nn´ı faktory jsou bezrozmeˇrna´ cˇ´ısla. Pro jejich norma-
lizaci se pouzˇ´ıvaj´ı podmı´nky:∑L
i=1 Si+Lj = L nebo Σ
L
i=1Si+Lj = 1 pro vsˇechna j = 0, 1, .... Aditivn´ı sezo´nn´ı
faktory se uda´vaj´ı ve stejny´ch jednotka´ch jako hodnoty cˇasove´ rˇady. Norma-
lizacˇn´ı podmı´nka ma´ tvar
∑L
i=1 Si+Lj = 0
3.3.1 Elementa´rn´ı prˇ´ıstup k sezo´nn´ı slozˇce
Uvazˇujme rˇadu {yt} 36 meˇs´ıcˇn´ıch pozorova´n´ı (pokry´vaj´ıc´ı trˇi kalenda´rˇn´ı roky
pocˇ´ınaje meˇs´ıcem leden) s vy´raznou multiplikativn´ı sezo´nn´ı slozˇkou.
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Jej´ı analy´zu provedeme v peˇti kroc´ıch.
1. krok. Vypocˇteme centrovane´ klouzave´ pr˚umeˇry o de´lce 13 pomoc´ı vztahu
yˆt =
1
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(yt−6 + 2yt−5 + ... + 2yt+5 + yt+6).
Tato operace umozˇn´ı ocˇistit p˚uvodn´ı cˇasovou rˇadu od sezo´nn´ı slozˇky. Vypocˇtene´
centrovane´ klouzave´ pr˚umeˇry pak odpov´ıdaj´ı prˇiblizˇneˇ soucˇinu TtCt, tady
yˆt ≈ TtCt.
2. krok. Urcˇ´ıme pod´ıly yt
yˆt
, pro neˇzˇ zrˇejmeˇ plat´ı yt
yˆt
≈ StIt
3. krok. Zpr˚umeˇrujeme u´daje pro jednotlive´ kalenda´rˇn´ı meˇs´ıce. Naprˇ. pro
leden vypocˇteme aritmeticky´ pr˚umeˇr pozorova´n´ı s porˇadovy´mi cˇ´ısly (v cˇasech)
1, 13 a 25. Takto z´ıskane´ hodnoty St budou (prˇi dostatecˇne´m pocˇtu po-
zorova´n´ı) jen ma´lo ovlivneˇny rezidua´ln´ı slozˇkou.
4. krok. Pouzˇijeme normalizacˇn´ı podmı´nku ve tvaru St = 12
St∑
12
τ=1
Sτ
.
5. krok. Sezo´nn´ı faktory St spocˇtene´ v prˇedcha´zej´ıc´ım kroku mu˚zˇeme pouzˇ´ıt
naprˇ. ke konstrukci sezo´nneˇ ocˇiˇsteˇne´ rˇady ( yt
St
≈ Tt).
Pozna´mka. Uvedeny´ postup je vyuzˇitelny´ i v prˇ´ıpadeˇ aditivn´ı sezo´nn´ı slozˇky
s t´ım rozd´ılem, zˇe operace na´soben´ı a deˇlen´ı nahrad´ıme operacemi scˇ´ıta´n´ı a
odcˇ´ıta´n´ı.
3.3.2 Regresn´ı prˇ´ıstupy k sezo´nn´ı slozˇce
V tomto odstavci budeme uvazˇovat model
yt = Tt + St + It,
kde t = 1, 2, ..., n.
Sezo´nn´ı slozˇka St se obvykle aproximuje pomoc´ı goniometricky´ch funkc´ı sinus
a kosinus s de´lkou periody rovnou pocˇtu obdob´ı L v roce, poprˇ. zlomku tohoto
pocˇtu.
Za prˇedpokladu, zˇe trend uvazˇovane´ cˇasove´ rˇady je linea´rn´ı, mu˚zˇeme naprˇ.
uvazˇovat model
yt = β0 + β1t + β2cos(
2pit
L
) + β3sin(
2pit
L
) + at,
kde t = 1, 2, ..., n.
Na prvn´ı pohled je zrˇejme´, zˇe jde o zobecneˇny´ linea´rn´ı regresn´ı model, takzˇe
odhady vsˇech jeho parametr˚u se vypocˇtou s pouzˇit´ım metody nejmensˇ´ıch
cˇtverc˚u.
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3.3.3 Wintersova metoda
Wintersova metoda je v podstateˇ zobecneˇn´ım metody exponencia´ln´ıho vy-
rovna´va´n´ı s t´ım, zˇe se nav´ıc adaptivneˇ odhaduje i sezo´nn´ı slozˇka. Je zalozˇena
na prˇedpokladu, zˇe trendova´ slozˇka uvazˇovane´ rˇady je v dostatecˇneˇ kra´tky´ch
cˇasovy´ch intervalech linea´rn´ı funkc´ı cˇasu, tj.
Tt = β0 + β1t.
Jestlizˇe odhady parametr˚u β0, β1, St zkonstruovane´ v cˇase t oznacˇ´ıme b0(t), b1(t),
St(t) pak a0 = b0(t) + b1(t)t prˇedstavuje u´rovenˇ trendu pro cˇas t.
Multiplikativn´ı Wintersova metoda
V tomto prˇ´ıpadeˇ se vycha´z´ı z multiplikativn´ı dekompozice analyzovane´ cˇasove´
rˇady. Necht’ a0(t), b1(t), St(t) reprezentuj´ı postupneˇ u´rovenˇ cˇasove´ rˇady, jej´ı
smeˇrnici a sezo´nn´ı faktor v cˇase t. Pak algoritmus multiplikativn´ı Wintersovy
metody (Holt˚uv – Winters˚uv algoritmus) pracuje s na´sleduj´ıc´ımi rekurentn´ımi
formulemi:
a0(t) = α
yt
St−L(t− L)
+ (1− α)[a0(t− 1) + b1(t− 1)],
b1(t) = β[a0(t)− a0(t− 1)] + (1− β)b1(t− 1),
St(t) = γ
yt
a0(t)
+ (1− γ)St−L(t− L),
v nichzˇ α, β, γ jsou vyrovna´vac´ı konstanty (rea´lna´ cˇ´ısla z intervalu (0,1)) a L
pocˇet sezo´n (pozorova´n´ı) prˇipadaj´ıc´ıch na jeden rok.
Pouzˇit´ı uvedeny´ch rekurentn´ıch vztah˚u ovsˇem prˇedpokla´da´, zˇe jsou k dis-
pozici dobre´ odhady pro a0(0), b1(0), St(t) pro t = 1 − L, 2 − L, ..., 0. Tyto
pocˇa´tecˇn´ı odhady se urcˇuj´ı v podstateˇ dveˇma postupy:
- pomoc´ı empiricky´ch vzorc˚u
- pomoc´ı tzv. metody zpeˇtne´ extrapolace (backcasting metoda), ktera´
jednodusˇe obrac´ı smeˇr vy´voje cˇasove´ rˇady a prˇedpov´ıda´ tedy smeˇrem do mi-
nulosti.
Vyrovna´vac´ı konstanty α, β, γ se vztahuj´ı postupneˇ k u´rovni, smeˇrnici a
sezo´nn´ı slozˇce cˇasove´ rˇady. Jejich hodnoty uda´vaj´ı, jak rychle se statisticke´
va´hy jednotlivy´ch cˇlen˚u cˇasove´ rˇady smeˇrem do minulosti zmensˇuj´ı. Pro
stanoven´ı optima´ln´ıch hodnot vyrovna´vac´ıch konstant se pouzˇ´ıva´ krite´rium
MSE.
Jakmile urcˇ´ıme hodnoty a0(t), b1(t), St(t) mu˚zˇeme konstruovat (v cˇase t)
prˇedpoveˇdi pro cˇas t + τ, τ > 0, pomoc´ı vztahu
yˆt+τ (t) = [a0(t) + b1(t)τ ]St+τ−L(t + τ − L).
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Namı´sto odhadu St+τ (t + τ) pouzˇ´ıva´me odhad St+τ−L(t + τ − L), protozˇe
prvn´ı z odhad˚u nema´me jesˇteˇ k dispozici. To znamena´, zˇe pouzˇ´ıva´me nej-
aktua´lneˇjˇs´ı dostupny´ odhad sezo´nn´ı slozˇky.
Aditivn´ı Wintersova metoda
Aditivn´ı Wintersova metoda je zalozˇena na prˇedpokladu aditivn´ı dekom-
pozice cˇasove´ rˇady. Algoritmus te´to metody vyuzˇ´ıva´ na´sleduj´ıc´ı rekurentn´ı
formule:
a0(t) = α(yt − St−L(t− L) + (1− α)[a0(t− 1) + b1(t− 1)],
b1(t) = β[a0(t)− a0(t− 1)] + (1− β)b1(t− 1),
St(t) = γ(yt − a0(t)) + (1− γ)St−L(t− L),
ve ktery´ch maj´ı vsˇechny pouzˇite´ symboly stejny´ vy´znam jako u metody mul-
tiplikativn´ı.
Prˇedpoveˇdi pro cˇas t + τ, τ > 0, maj´ı tvar
ˆy(t) = [a0(t) + b1(t)τ ] + St+τ−L(t + τ − L).
Je zrˇejme´, zˇe popsane´ varianty Wintersovy metody se navza´jem liˇs´ı jen
typem dekompozice cˇasove´ rˇady.[15]
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Prˇ´ıklad 3.3.1. (Vy´beˇr modelu exponencia´ln´ıho vyrovna´n´ı)
Exponencia´ln´ı vyrovna´va´n´ı na´m nab´ız´ı neˇkolik model˚u. Pokud cˇasova´
rˇada nen´ı bez trendu rozliˇsujeme model linea´rn´ı, exponencia´ln´ı a tlumeny´. U
kazˇde´ho modelu jesˇteˇ mu˚zˇeme urcˇit sezo´nn´ı komponentu. Ta mu˚zˇe by´t jak
jizˇ bylo uvedeno aditivn´ı nebo multiplikativn´ı.
Nejprve rˇadu vyrovna´me jednoduchy´m exponencia´ln´ım vyrovna´va´n´ım. Pro
prˇedstavu jak se vyrovnana´ rˇada bl´ızˇ´ı skutecˇny´m hodnota´m si mu˚zˇeme prohle´d-
nout tabulku se souhrnem chyb.
Obra´zek 5: Graf vyrovnane´ rˇady pomoc´ı jednoduche´ho exponencia´ln´ıho
vyrovna´va´n´ı
Obra´zek 6: Tabulka chyb vyrovnane´ rˇady pomoc´ı jednoduche´ho
exponencia´ln´ıho vyrovna´va´n´ı
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Nyn´ı pro vyrovna´n´ı rˇady pouzˇijeme Holtovo dvojite´ exponencia´ln´ı vyrovna´va´n´ı.
Obra´zek 7: Graf vyrovnane´ rˇady pomoc´ı Holtova dvojite´ho exponencia´ln´ıho
vyrovna´va´n´ı
Obra´zek 8: Tabulka chyb vyrovnane´ rˇady pomoc´ı Holtova dvojite´ho
exponencia´ln´ıho vyrovna´va´n´ı
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Naposledy uzˇijeme Wintersovo trojite´ exponencia´ln´ı vyrovna´va´n´ı.
Obra´zek 9: Graf vyrovnane´ rˇady pomoc´ı Wintersova trojite´ho
exponencia´ln´ıho vyrovna´va´n´ı
Obra´zek 10: Tabulka chyb vyrovnane´ rˇady pomoc´ı Wintersova trojite´ho
exponencia´ln´ıho vyrovna´va´n´ı
Z graf˚u, ktere´ na´m vykresluj´ı skutecˇnou rˇadu (modrou cˇarou), vyrovnanou
rˇadu (cˇervenou prˇerusˇovanou cˇarou) a rezidua (zelenou tecˇkovanou cˇarou) a
z tabulek s mı´rami prˇesnosti vyrovna´va´n´ı jednotlivy´ch model˚u (ME, MSE,
MAE, MAPE, MPE) zjiˇst’ujeme, zˇe se nasˇe rˇada nejv´ıce bl´ızˇ´ı Wintersovu
modelu, ktery´ prˇedpokla´da´ linea´rn´ı trend s multiplikativn´ı sezo´nnost´ı. Je
vhodne´ jej take´ pouzˇ´ıt pro predikci.
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4 Boxova-Jenkinsova metodologie
Boxova-Jenkinsova metodologie bere v u´vahu prˇi konstrukci modelu
cˇasove´ rˇady rezidua´ln´ı slozˇku, ktera´ mu˚zˇe by´t tvorˇena korelovany´mi (za´visly´mi)
na´hodny´mi velicˇinami. Boxova-Jenkinsova metodologie tedy nejen mu˚zˇe zpra-
cova´vat cˇasove´ rˇady s navza´jem za´visly´mi pozorova´n´ımi, ale dokonce teˇzˇiˇsteˇ
jejich postup˚u spocˇ´ıva´ pra´veˇ ve vysˇetrˇova´n´ı teˇchto za´vislost´ı neboli tzv.
korelacˇn´ı analy´ze. Kombinuj´ı se autoregresivn´ı modely AR(p) s modely
klouzavy´ch pr˚umeˇr˚u rezidua´ln´ı slozˇky MA(q). V prˇ´ıpadeˇ nestaciona´rn´ı cˇasove´
rˇady se prova´d´ı stacionarizace naprˇ. diferencova´n´ım a zjiˇst’uje se rˇa´d s parame-
trem d. Vy´sledny´ model se potom oznacˇuje jako ARIMA(p,d,q), v prˇ´ıpadeˇ
sezo´nn´ıch vliv˚u SARIMA modely.
4.1 Stochasticky´ proces
Stochasticky´ proces je v cˇase usporˇa´dana´ rˇada na´hodny´ch velicˇin {Y (s, t),
s ∈ S, t ∈ T}, kde S je vy´beˇrovy´ prostor a T je indexn´ı rˇada. Pro kazˇde´ t ∈ T
je Y (., t) na´hodna´ velicˇina definovana´ na vy´beˇrove´m prostoru S. Pro kazˇde´
s ∈ S je Y (s, .) realizace stochasticke´ho procesu definovana´ na indexn´ı rˇadeˇ
T , tj. usporˇa´dana´ rˇada cˇ´ısel, z nichzˇ kazˇde´ odpov´ıda´ jedne´ hodnoteˇ indexn´ı
rˇady.
Cˇasovou rˇadu lze tedy cha´pat jako realizaci stochasticke´ho procesu. V
dalˇs´ıch cˇa´stech budeme prˇedpokla´dat, zˇe indexn´ı rˇada je rˇadou cely´ch cˇ´ısel,
tj. T = {0,±1,±2, . . . }. Pro zjednodusˇen´ı znacˇ´ıme stochasticke´ procesy jako
{Yt, t = 0,±1,±2, ...}, resp. {Yt} a cˇasove´ rˇady jako Yt.
Stochasticky´ proces je striktneˇ staciona´rn´ı, jestlizˇe je jeho pravdeˇpodobnost-
n´ı chova´n´ı invariantn´ı v˚ucˇi posun˚um v cˇase. Protozˇe striktn´ı stacionaritu je
v praxi obt´ızˇne´ oveˇrˇovat, byl v analy´ze cˇasovy´ch rˇad zaveden me´neˇ omezuj´ıc´ı
pojem slaba´ stacionarita stochasticky´ch proces˚u.
Uvazˇujme staciona´rn´ı proces {Yt, t = 0,±1,±2, ...}. Kazˇdou na´hodnou
velicˇinu lze popsat za´kladn´ımi charakteristikami:
strˇedn´ı hodnotou
µt = E(Yt),
rozptylem
σ2t = D(Yt) = E(Yt − µt)
2.
Linea´rn´ı vztah mezi dvojicemi na´hodny´ch velicˇin Yt a Yt−k, k = ...,−1, 0, 1, ...
charakterizuje
kovariacˇn´ı funkce
γ(t, t− k) = E(Yt − µt)(Yt−k − µt−k)
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a korelacˇn´ı funkce
ρ(t, t− k) =
γ(t, t− k)√
σ2t
√
σ2t−1
.
Stochasticky´ proces je slabeˇ staciona´rn´ı resp. staciona´rn´ı v kovari-
anc´ıch, plat´ı-li µt = µ, σ
2
t = σ
2 pro vsˇechna t a kovariancˇn´ı a korelacˇn´ı
funkce za´vis´ı pouze na cˇasove´ vzda´lenosti na´hodny´ch velicˇin, tj. γ(t, t− k) =
γ(t + k, t) = γk a ρ(t, t− k) = ρ(t + k, t) = ρk, k = ...,−1, 0, 1, ....
Pozna´mka. Da´le se v textu budeme drzˇet oznacˇen´ı na´hodne´ velicˇiny yt,
ktere´ je beˇzˇne´ v publikac´ıch o teorii analy´zy ekonomicky´ch cˇasovy´ch rˇad,
jako naprˇ. i v pra´ci Artla, Artlove´, Rubl´ıkove´ [2].
4.2 Autokorelacˇn´ı funkce, parcia´ln´ı autokorelacˇn´ı funkce
Autokorelacˇn´ı funkce (ACF) poda´va´ informaci o s´ıle linea´rn´ı za´vislosti
mezi velicˇinami yt a yt−k. Korelace mezi na´hodny´mi velicˇinami yt a yt−k vsˇak
mu˚zˇe by´t zp˚usobena jejich korelac´ı s velicˇinami yt−1, yt−2..., yt−k+1. Parcia´ln´ı
autokorelacˇn´ı funkce (PACF) poda´va´ informaci o korelaci velicˇin yt a yt−k
ocˇiˇsteˇnou o vliv velicˇin lezˇ´ıc´ıch mezi nimi. Parcia´ln´ı autokorelaci se zpozˇdeˇn´ım
k vyjadrˇuje parcia´ln´ı regresn´ı koeficient φkk v autoregresi k-te´ho rˇa´du
yt = φk1yt−1 + φk2yt−2 + ... + φkkyt−k + et,
kde velicˇina et je nekorelovana´ s velicˇinami yt−j, j = 1, 2, . . . , k. Za prˇedpokladu
stacionarity je odhadem strˇedn´ı hodnoty procesu µ vy´beˇrovy´ pr˚umeˇr
y =
1
T
T∑
t=1
yt,
kde T je pocˇet hodnot cˇasove´ rˇady. Rozptyl procesu γ lze odhadnout pomoc´ı
vy´beˇrove´ho rozptylu
S2 =
∑T
t=1(yt − y)
2
T
,
kde k = 1, 2..., T−1. Vy´beˇrova´ parcia´ln´ı autokorelacˇn´ı funkce fkk se odhaduje
pomoc´ı Durbinova rekurzivn´ıho vztahu
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fkk =
rk −
∑k−1
j=1 fk−1,jrk−j
1−
∑k−1
j=1 fk−1,jrj
,
fkj = fk−1,j − fkkfk−1,k−j,
kde j = 1, 2, ..., k − 1.
Prˇ´ıklad 4.2.1. (Autokorelacˇn´ı analy´za)
Nasˇe cˇasova´ rˇada je zrˇejmeˇ nestaciona´rn´ı, o cˇemzˇ na´s mu˚zˇe prˇesveˇdcˇit jej´ı au-
tokorelacˇn´ı funkce, a ma´ trend s vy´raznou sezo´nnost´ı. Pr˚ubeˇh autokorelacˇn´ı
funkce na´m sezo´nnost jasneˇ potvrzuje, kdy sledujeme periodicky´ pr˚ubeˇh
ACF, typicky´ pra´veˇ pro cˇasove´ rˇady se sezo´nnost´ı.
Obra´zek 11: Autokorelacˇn´ı funkce
Drˇ´ıve jsme zjistili, zˇe se nejv´ıce bl´ızˇ´ı trendu linea´rn´ımu s multiplikativn´ı
sezo´nnost´ı. Tento trend i sezo´nnost, obecneˇ jaky´koliv, negativneˇ ovlivnˇuje
autokorelacˇn´ı funkci. Teˇchto vliv˚u se mu˚zˇeme zbavit vhodny´mi transforma-
cemi rˇady. Multiplikativn´ı sezo´nnost mu˚zˇeme eliminovat vhodnou logarit-
mickou transformac´ı rˇady.
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Obra´zek 12: Graf po logaritmicke´ transformaci
Trend potom mu˚zˇeme eliminovat naprˇ. odecˇten´ım trendu.
Obra´zek 13: Graf po logaritmicke´ transformaci a odecˇten´ı trendu
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Nyn´ı uzˇ mu˚zˇeme prove´st autokorelaci a pod´ıvat se na autokorelacˇn´ı funkci
rˇady.
Obra´zek 14: Autokorelacˇn´ı funkce po logaritmicke´ transformaci a odecˇten´ı
trendu
Parcia´ln´ı autokorelacˇn´ı funkce pak vypada´ takto
Obra´zek 15: Parcia´ln´ı autokorelacˇn´ı funkce po logaritmicke´ transformaci a
odecˇten´ı trendu
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Autokorelacˇn´ı analy´za na´m zrˇetelneˇ odhaluje silnou sezo´nn´ı korelaci mezi
pozorova´n´ımi, posunuty´mi od sebe o sezo´nu. V nasˇem prˇ´ıpadeˇ se jedna´ o
”dvana´ctihodnotove´ zpozˇdeˇn´ı”, tedy u meˇs´ıcˇn´ı cˇasove´ rˇady se jedna´ o rocˇn´ı
sezo´nnost.
4.3 Staciona´rn´ı procesy
4.3.1 Procesy AR
Pojem autoregrese znamena´, zˇe prova´d´ıme linea´rn´ı regresi, v n´ızˇ za regresory
vol´ıme zpozˇdeˇna´ pozorova´n´ı zpracova´vane´ cˇasove´ rˇady.
Proces AR(1)
Autoregresn´ı proces prvn´ıho rˇa´du lze zapsat jako
yt = φ1yt−1 + at,
kde {at} je proces b´ıle´ho sˇumu (proces s nulovou strˇedn´ı hodnotou, kon-
stantn´ım rozptylem a nulovou ACF a PACF), nebo
(1− φ1B)yt = at,
kde B je opera´tor zpeˇtne´ho posunut´ı, pro ktery´ plat´ı Bjyt = yt−j. Jestlizˇe
|φ1| < 1 je tento proces staciona´rn´ı.
Pro autokorelacˇn´ı funkci plat´ı vztah
ρ = φ1ρk−1 = φ
2
1ρk−2 = ... = φ
k
1,
kde k = 0, 1, 2, ....
Parametr φ1 je mozˇne´ cha´pat jako indika´tor ”pameˇti” procesu. Cˇ´ım je v
absolutn´ı hodnoteˇ blizˇsˇ´ı jedne´, t´ım je pameˇt’ procesu delˇs´ı a naopak, cˇ´ım
je blizˇsˇ´ı nule, t´ım je pameˇt’ kratsˇ´ı. Je-li roven nule, autokorelacˇn´ı funkce je
nulova´, proces nema´ zˇa´dnou pameˇt’ a jedna´ se o proces b´ıle´ho sˇumu.
Parcia´ln´ı autokorelacˇn´ı funkce procesu AR(1) ma´ formu
φkk =
{
ρ1 = φ1 pro k = 1,
0 pro k ≥ 2.
36
Proces AR(2)
Autoregresn´ı proces druhe´ho rˇa´du lze zapsat ve formeˇ
yt = φ1yt−1 + φ2yt−2 + at
nebo take´ jako
(1− φ1B − φ2B
2)yt = at.
Aby byl proces AR(2) staciona´rn´ı, mus´ı korˇeny polynomia´ln´ı rovnice
(1− φ1B − φ2B
2) = 0
lezˇet vneˇ jednotkove´ho kruhu. Pro autokorelacˇn´ı funkci plat´ı vztah
ρk − φ1ρk−1 + φ2ρk−2 = 0
kde k = 1, 2, ....
Potom
ρ1 = φ1ρ0 + φ2ρ−1 = φ1ρ0 + φ2ρ1 =
φ1
1− φ2
,
ρ2 = φ1ρ1 + φ2ρ0 =
φ21
1− φ2
+ φ2.
Autokorelace v dalˇs´ıch zpozˇdeˇn´ıch se z´ıskaj´ı rekurz´ıvneˇ opeˇt na za´kladeˇ vzorce
ρk − φ1ρk−1 + φ2ρk−2 = 0 . Parcia´ln´ı autokorelacˇn´ı funkce naby´va´ hodnot
φ11 =
φ1
1− φ2
, φ22 = φ2 a φkk = 0,
kde k = 3, 4, ....
Proces AR(p)
Autoregresn´ı proces p-te´ho rˇa´du AR(p) je da´n vztahem
yt = φ1yt−1 + ... + φpyt−p + at,
jenzˇ lze zapsat ve zkra´cene´ formeˇ jako
φp(B)yt = at,
kde φp(B) = (1−φ1B− ...−φpB
p). Aby byl proces staciona´rn´ı, mus´ı korˇeny
polynomia´ln´ı rovnice φp(B) = 0 lezˇet vneˇ jednotkove´ho kruhu.
Pozna´mka. (Pozˇadavek stability) Je nutne´ si uveˇdomit, zˇe autoregresn´ı
proces bude stabiln´ı pouze pokud parametry jsou v urcˇity´ch mez´ıch V opacˇne´m
prˇ´ıpadeˇ by se vedlejˇs´ı u´cˇinky hromadily a hodnoty yt by dosahovaly nekonecˇna
a to je prˇ´ıpad kdy se rˇada nechova´ stabilneˇ.
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4.3.2 Procesy MA
Neza´visle na autoregresn´ım procesu kazˇdy´ cˇlen cˇasove´ rˇady mu˚zˇe by´t take´
ovlivneˇn na´hodnou chybou (random shock), ktera´ nemu˚zˇe by´t zachycena
autoregresn´ı slozˇkou. Jinak rˇecˇeno, kazˇde´ pozorova´n´ı je vytvorˇeno ze slozˇky
na´hodne´ chyby a linea´rn´ı kombinace prˇedchoz´ıch na´hodny´ch chyb.
Proces MA(1)
Proces klouzavy´ch pr˚umeˇr˚u prvn´ıho rˇa´du ma´ formu
yt = at − θ1at−1,
resp.
yt = (1− θ1B)at,
kde {at} je proces b´ıle´ho sˇumu. Tento proces je staciona´rn´ı, aby byl inverti-
biln´ı, tzn. aby jej bylo mozˇne´ prˇepsat do konverguj´ıc´ıho procesu AR(∞),
mus´ı platit |θ1| < 1.
Autokorelacˇn´ı funkce tohoto procesu je
ρ1 =
−θ1
1 + θ1
2 , ρk = 1,
kde k = 2, 3...,
parcia´ln´ı autokorelacˇn´ı funkce ma´ tvar
φkk =
−θ1
k(1− θ1
2)
1− θ1
2(k+1)
,
kde k = 1, 2, 3....
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Proces MA(2)
Proces klouzavy´ch pr˚umeˇr˚u druhe´ho rˇa´du ma´ podobu
yt = at − θ1at−1 − θ2at−2,
lze jej zapsat take´ ve formeˇ
yt = (1− θ1B − θ2B
2)at.
Tento proces je staciona´rn´ı, aby byl invertibiln´ı, mus´ı korˇeny polynomia´ln´ı
rovnice (1− θ1B − θ2B
2) = 0 lezˇet vneˇ jednotkove´ho kruhu.
Autokorelacˇn´ı funkce ma´ tvar
φk =


−θ1(1−θ2)
1+θ1
2+θ2
2 pro k = 1,
−θ2
1+θ1
2+θ2
2 pro k = 2,
0 pro k > 2.
Proces MA(q)
Proces klouzavy´ch pr˚umeˇr˚u rˇa´du q znacˇ´ıme MA(q) a lze jej zapsat ve formeˇ
yt = at − θ1at−1 − ...− θqat−q
nebo take´
yt = θq(B)at,
kde
θq(B) = 1− θ1B − ...− θqB
q.
Proces MA(q) je staciona´rn´ı. Invertibiln´ı je tehdy, lezˇ´ı-li korˇeny polynomu
θq(B) vneˇ jednotkove´ho kruhu.
Pozna´mka. (Pozˇadavek invertibility) Zjednodusˇeneˇ rˇecˇeno, existuje urcˇita´
”dualita” mezi procesem klouzavy´ch pr˚umeˇr˚u a autoregresn´ım procesem, tj.
z rovnice modelu klouzavy´ch pr˚umeˇr˚u mu˚zˇeme z´ıskat rovnici autoregresn´ıho
procesu. Nicme´neˇ, analogicky k podmı´nce stacionarity popsane´ vy´sˇe, mus´ı
parametry klouzavy´ch pr˚umeˇr˚u splnˇovat urcˇitou podmı´nku, tj. zda je model
invertibiln´ı. V opacˇne´m prˇ´ıpadeˇ rˇada nebude staciona´rn´ı.
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4.3.3 Procesy ARMA
Proces ARMA(1,1)
Tento proces lze vyja´drˇit jako
yt = φ1yt−1 + at − θ1at−1
nebo take´
(1− φ1B)yt = (1− θ1B)at.
Proces je staciona´rn´ı, je-li |φ1| < 1 a invertibiln´ı, kdyzˇ |θ1| < 1. Jestlizˇe
φ1 = 0, proces ARMA(1,1) se redukuje na proces MA(1) a jestlizˇe θ1 = 0,
redukuje se na proces AR(1).
Autokorelacˇn´ı funkce ma´ tvar
φk =
{
(φ1−θ1)(1−φ1θ1)
1−φ1
2
−2φ1θ1
pro k = 1,
φ1ρk−1 pro k ≥ 2.
Proces ARMA(p,q)
Proces ARMA(p,q) lze zapsat jako
yt = φ1yt−1 + ... + φpyt−p + at − θ1at−1 − ...− θqat−q
nebo take´ jako
φp(B)yt = θq(B)at,
kde φp(B) = 1 − φ1B − ... − φpB
p a θq(B) = 1 − θ1B − ... − θqB
q. Proces
ARMA(p,q) je staciona´rn´ı, lezˇ´ı-li korˇeny polynomia´ln´ı rovnice φp(B) = 0
vneˇ jednotkove´ho kruhu a invertibiln´ı, lezˇ´ı-li korˇeny polynomia´ln´ı rovnice
θq(B) = 0 vneˇ jednotkove´ho kruhu.
4.4 Integrovane´ procesy
4.4.1 Proces na´hodne´ procha´zky
Proces na´hodne´ procha´zky (”Random Walk”) je mozˇne´ vyja´drˇit jako
yt = yt−1 + at,
lze jej zapsat take´ pomoc´ı opera´toru zpeˇtne´ho posunut´ı
(1−B)yt = at.
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Vzhledem k tomu, zˇe
(1−B)−1 = (1 + B + B2...),
je mozˇne´ zapsat take´ tento model jako
yt = at + at−1 + at−2 + ... =
∞∑
i=0
at−i.
V praxi je pouzˇ´ıvaneˇjˇs´ı modifikace procesu yt = yt−1 + at zahrnuj´ıc´ı kon-
stantu
yt = c + yt−1 + at.
Provede-li se substituce azˇ do t = 0 s pocˇa´tecˇn´ı hodnotou y0, potom
yt = yt−1 + c + at
yt = yt−2 + 2c + at + at−1
...
yt = y0 + tc +
t∑
j=1
aj.
Je zrˇejme´, zˇe proces obsahuje deterministicky´ linea´rn´ı trend (y0+tc),
∑t
j=1 aj
se oznacˇuje jako stochasticky´ trend.
Autokorelacˇn´ı funkce procesu na´hodne´ procha´zky za´vis´ı na cˇase t a prˇi
t → ∞ a prˇi dane´m zpozˇdeˇn´ı k konverguje k jedne´. Take´ prvn´ı hodnota
parcia´ln´ı autokorelacˇn´ı funkce s t →∞ konverguje k jedne´, ostatn´ı hodnoty
jsou nulove´.
4.4.2 Procesy ARIMA
Obecny´ model prˇedstaveny´ Boxem a Jenkinsem (1976) obsahuje jak au-
toregresivn´ı parametry tak i parametry klouzavy´ch pr˚umeˇr˚u, a explicitneˇ
obsahuje diferenci v konstrukci modelu. Konkre´tneˇ trˇi typy parametr˚u v
modelu jsou: autoregresn´ı parametry (p), pocˇet diferencˇn´ıch transformac´ı
(d) a parametry klouzavy´ch pr˚umeˇr˚u (q). Model pote´ mu˚zˇeme zapsat takto:
ARIMA (p,d,q); kde naprˇ´ıklad, model popsany´ jako ARIMA(0, 1, 2) zna-
mena´, zˇe neobsahuje zˇa´dny´ autoregresn´ı parametr (p) a dva parametry klouzavy´ch
pr˚umeˇr˚u (q), ktere´ byly vypocˇteny pote´, co rˇada prosˇla jedn´ım diferen-
cova´n´ım.
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Vykazuje-li po transformaci integrovane´ho procesu pomoc´ı diference d-
te´ho rˇa´du vy´sledny´ proces takove´ autokorelace a parcia´ln´ı autokorelace, zˇe
jej lze vyja´drˇit ve formeˇ staciona´rn´ıho a invertibiln´ıho modelu ARMA(p, q),
potom se p˚uvodn´ı integrovany´ proces vyja´drˇeny´ ve formeˇ
φp(B)(1−B)
dyt = θq(B)at
nazy´va´ autoregresn´ı integrovany´ proces klouzavy´ch pr˚umeˇr˚u rˇa´du p, d, q a
oznacˇuje se jako ARIMA(p,d,q). Vlastnosti tohoto typu procesu jsou ob-
dobne´ jako vlastnosti na´hodne´ procha´zky. Tyto procesy se neˇkdy nazy´vaj´ı
pouze integrovany´mi procesy rˇa´du d a oznacˇuj´ı se jako I(d).
4.5 Sezo´nn´ı procesy
4.5.1 Procesy SARIMA
Mysˇlenka sezo´nn´ıho procesu je na´sleduj´ıc´ı: jako v prˇ´ıpadeˇ procesu ARIMA
prˇedpokla´da´me vza´jemnou za´vislost mezi velicˇinami ...yt−3, yt−2, yt−1, yt, yt+1,
yt+2, yt+3.... A protozˇe tento proces obsahuje jesˇteˇ sezo´nn´ı kol´ısa´n´ı, lze ocˇeka´vat
i za´vislost mezi sobeˇ odpov´ıdaj´ıc´ımi velicˇinami v jednotlivy´ch sezo´na´ch, tj.
mezi velicˇinami yt−2s, yt−1s, yt−2s, yt, yt+1s, yt+2s..., kde s je de´lka sezo´nn´ı pe-
riody (naprˇ. u meˇs´ıcˇn´ıch cˇasovy´ch rˇad 12, u cˇtvrtletn´ıch 4).
Prˇedpokla´dejme, zˇe proces obsahuje oba typy za´vislost´ı. Za´vislost uvnitrˇ
period je zachycena modelem ARIMA
φp(B)(1−B)
dyt = θq(B)bt. (4.1)
Proces {bt} obsahuje pouze sezo´nn´ı za´vislosti a mu˚zˇe by´t popsa´n modelem
ΦP (B
s)(1−Bs)Dbt = ΘQ(B
s)at, (4.2)
kde ΦP (B
s) = 1−Φ1B
s− ...−ΦP B
Ps a ΘQ(B
s) = 1−Θ1B
s− ...−ΘQB
Qs.
Prostrˇednictv´ım cˇlenu (1 − Bs) se konstruuj´ı sezo´nn´ı diference. Jestlizˇe se
procesy (4.1) a (4.2) spoj´ı, z´ıska´ se proces
ΦP (B
s)φp(B)(1−B)
d(1−Bs)Dyt = θq(B)ΘQ(B
s)at,
ktery´ je oznacˇova´n jako SARIMA(p,d,q)(P,D,Q)s, kde p je rˇa´d procesu
AR, q rˇa´d procesu MA, d rˇa´d proste´ diference, P rˇa´d sezo´nn´ıho procesu AR,
Q rˇa´d sezo´nn´ıho procesu MA, D rˇa´d sezo´nn´ı diference a s je de´lka sezo´nn´ı
periody. Podmı´nky stacionarity a invertibility u sezo´nn´ı cˇa´sti jsou obdobne´
jako u cˇa´sti nesezo´nn´ı.
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V prˇ´ıpadeˇ cˇtvrtletn´ıch cˇasovy´ch rˇad lze sezo´nn´ı integrovany´ proces prvn´ıho
rˇa´du vyja´drˇit ve tvaru
(1−B4)yt = at. (4.3)
Polynomia´ln´ı rovnice
(1−B4) = (1−B)(1 + B)(1− iB)(1 + iB) = 0
ma´ cˇtyrˇi korˇeny: 1, -1, i, -i. Tyto korˇeny lezˇ´ı na jednotkove´ kruzˇnici ve
frekvenc´ıch 0, pi, pi
2
, 3pi
2
. Frekvence pi
2
, 3pi
2
jsou ve cˇtvrtletn´ıch cˇasovy´ch rˇada´ch
nerozliˇsitelne´, proto se uvazˇuje pouze frekvence pi
2
Frekvence 0 je nesezo´nn´ı
frekvenc´ı a jednotkovy´ korˇen v te´to frekvenci znamena´ prˇ´ıtomnost stocha-
sticke´ho trendu, frekvence pi znamena´, zˇe kazˇdy´ rok obsahuje dva cykly
a frekvence pi
2
, zˇe kazˇdy´ rok obsahuje jeden cyklus. Z uvedene´ho vyply´va´,
zˇe sezo´nn´ı diferencova´n´ı neznamena´ pouze odstranˇova´n´ı tzv. integrovane´
sezo´nn´ı slozˇky, ale take´ odstranˇova´n´ı stochasticke´ho trendu, nebot’ sezo´nneˇ
integrovany´ proces (4.3) zahrnuje rovneˇzˇ nesezo´nn´ı integrovany´ proces typu
na´hodne´ procha´zky. [1]
4.6 Konstrukce modelu a prˇedpoveˇdi
Identifikace modelu
Jednou z nejd˚ulezˇiteˇjˇs´ıch a za´rovenˇ nejobt´ızˇneˇjˇs´ıch veˇc´ı prˇi analy´ze cˇasove´
rˇady, konkre´tneˇ prˇi vy´stavbeˇ Boxovy´ch-Jenkinsovy´ch model˚u, je jej´ı spra´vna´
identifikace. Tento u´kol spocˇ´ıva´ v rozhodnut´ı, jaky´ typ modelu vybrat. Jde
o nelehkou cˇinnost, jenzˇ je v mnoha prˇ´ıpadech za´visla´ na citu a zkusˇenosti
analytika. Identifikace je prˇitom pouze prvn´ı fa´z´ı konstrukce model˚u, nebot’
identifikovany´ model je trˇeba jesˇteˇ oveˇrˇit a upravit.
Pu˚vodn´ı rˇada by meˇla by´t pro ARIMA model stabiln´ı, tj. meˇla by mı´t kon-
stantn´ı strˇedn´ı hodnotu, rozptyl a autokorelaci pro celou cˇasovou rˇadu. Proto
obvykle rˇada potrˇebuje by´t upravena, aby se stabiln´ı stala (naprˇ. rˇada mus´ı
proj´ıt logaritmickou transformac´ı ke stabilizaci rozptylu). Pocˇet transformac´ı
k dosazˇen´ı ky´zˇene´ stability se pote´ odraz´ı v parametru d (viz vy´sˇe). Pro urcˇen´ı
nezbytne´ho pocˇtu transformac´ı je nutne´ pozorneˇ zkoumat graf cˇasove´ rˇady
a jej´ı autokorelogram. Vy´znamne´ zmeˇny v hladineˇ (silne´ stoupa´n´ı nebo kle-
san´ı) cˇasove´ rˇady nebo velke´ zmeˇny ve strmosti obvykle vyzˇaduje postup a
to nesezo´nn´ıho diferencova´n´ı. Respektive sezo´nn´ı charakter vyzˇaduje sezo´nn´ı
diferencova´n´ı. Neˇkdy je vhodne´ pouze male´ nebo zˇa´dne´ diferencova´n´ı a to
proto zˇe diferencovane´ rˇady generuj´ı me´neˇ stabiln´ı odhad koeficient˚u.
Dalˇs´ım krokem je vy´pocˇet odhad˚u ACF a PACF p˚uvodn´ı cˇasove´ rˇady.
Na jejich za´kladeˇ je mozˇne´ potvrdit, zˇe cˇasovou rˇadu je trˇeba stacionarizo-
vat (v prˇ´ıpadeˇ, zˇe hodnoty vy´beˇrove´ ACF a PACF v prvn´ım zpozˇdeˇn´ı jsou
velmi bl´ızke´ jedne´ a ostatn´ı hodnoty vy´beˇrove´ ACF klesaj´ı pomalu). Pokud
odhadnute´ autokorelacˇn´ı koeficienty klesaj´ı pomalu na velke´m intervalu, je
vhodny´ postup nesezo´nn´ıho diferencova´n´ı.
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V te´to fa´zi se take´ mus´ıme rozhodnout kolik autoregresn´ıch parametr˚u (p)
a kolik parametr˚u klouzave´ho pr˚umeˇru (q), je nezbytne´ ke vytvorˇen´ı efek-
tivn´ıho ale sˇetrne´ho modelu (sˇetrny´ znamena´, co nejme´neˇ parametr˚u a prˇitom
co nejvysˇsˇ´ı stupenˇ volnosti cele´ho modelu zachycuj´ıc´ıho data). V praxi pocˇet
parametr˚u p a q velmi zrˇ´ıdka mus´ı by´t veˇtsˇ´ı nezˇ 2.
Pocˇet odhadovany´ch parametr˚u
Prˇedt´ım nezˇ zacˇneme s odhadem parametr˚u ARIMA modelu, mus´ıme se
rozhodnout kolik parametr˚u a ktere´ chceme odhadnout. Hlavn´ım na´strojem
pouzˇ´ıvany´m v identifikacˇn´ı fa´zi jsou grafy cˇasovy´ch rˇad, korelogramy autoko-
relac´ı (ACF), a parcia´ln´ıch autokorelac´ı (PACF). Veˇtsˇina za´konitost´ı prak-
ticky´ch cˇasovy´ch rˇad mu˚zˇeme uspokojiveˇ aproximovat pouzˇit´ım jednoho z
peˇti za´kladn´ıch model˚u, ktery´ lze urcˇit na za´kladeˇ tvaru autokorelogramu
(ACF) a parcia´ln´ıho autokorelogramu (PACF). Na´sleduj´ıc´ı strucˇny´ prˇehled
je zalozˇen na doporucˇen´ı pana Pankratze (1983). Take´ je dobre´ si uveˇdomit,
zˇe pocˇet parametr˚u k odhadnut´ı r˚uzne´ho typu nen´ı skoro vzˇdy veˇtsˇ´ı nezˇ 2,
cˇasto je prakticke´ vyzkousˇet r˚uzne´ modely pro jedny stejna´ data.
1.) Jeden autoregresn´ı (p) parametr: ACF - exponencia´ln´ı pokles; PACF
- hrot at lag 1, zˇa´dna´ korelace pro ostatn´ı lags.
2.) Dva autoregresn´ı (p) parametry: ACF - sinusoidn´ı charakter nebo
neˇkolik exponencia´ln´ıch pokles˚u; PACF - hrot pro zpozˇdeˇn´ı 1 a 2, zˇa´dna´ ko-
relace pro ostatn´ı zpozˇdeˇn´ı.
3.) Jeden parametr klouzavy´ch pr˚umeˇr˚u (q): ACF - hrot pro zpozˇdeˇn´ı 1,
zˇa´dna´ korelace pro ostatn´ı zpozˇdeˇn´ı; PACF - exponencia´ln´ı pokles.
4.) Dva parametry klouzavy´ch pr˚ume´r˚u (q): ACF - hrot pro zpozˇdeˇn´ı 1
a 2, zˇa´dna´ korelace pro ostatn´ı zpozˇde´n´ı; PACF - sinusoidn´ı charakter nebo
neˇkolik exponencia´ln´ıch pokles˚u.
5.) Jeden autoregresn´ı (p) parametr a jeden parametr klouzavy´ch pr˚umeˇr˚u
(q): ACF - exponencia´ln´ı pokles zacˇ´ınaj´ıc´ı pro zpozˇdeˇn´ı 1; PACF - expo-
nencia´ln´ı pokles zacˇ´ınaj´ıc´ı pro zpozˇdeˇn´ı 1.
Obsahuje-li cˇasova´ rˇada take´ sezo´nn´ı slozˇku, je trˇeba identifikovat model
typu SARIMA. Princip je stejny´ jako v prˇedchoz´ım prˇ´ıpadeˇ.
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Nejprve je trˇeba cˇasovou rˇadu stacionarizovat. Pokud je to nutne´, li-
nearizuje se rˇada pomoc´ı logaritmicke´ transformace. Pote´ se rˇada diferencuje,
je trˇeba prˇitom mı´t na pameˇti, zˇe sezo´nn´ı diference zahrnuje rovneˇzˇ difer-
enci prostou. Stacionarizaci pomoc´ı sezo´nn´ı diference indikuje tvar vy´beˇrove´
ACF a PACF. Tyto funkce jsou charakteristicke´ vysoky´mi hodnotami v ne-
sezo´nn´ıch a sezo´nn´ıch frekvenc´ıch.
Vı´cena´sobny´ sezo´nn´ı ARIMA model je zobecneˇn´ım a rozsˇ´ıˇren´ım prˇedesˇly´ch
metod na rˇady s patrnou za´vislost´ı a vztahy, ktere´ se sezo´nneˇ opakuj´ı. Kromeˇ
nesezo´nn´ıch parametr˚u, je nutne´ odhadnout i sezo´nn´ı parametry pro urcˇite´
sezo´nn´ı zpozˇdeˇn´ı (urcˇene´ v identifikacˇn´ı fa´zi). Analogicky k prosty´m paramet-
r˚um ARIMA modelu jsou to: sezo´nn´ı autoregresn´ı parametr (Ps), sezo´nn´ı
diference (Ds) a sezo´nn´ı parametr klouzavy´ch pr˚umeˇr˚u (Qs). Naprˇ´ıklad model
(0,1,2)(0,1,1) urcˇuje model ktery´ neobsahuje zˇa´dny´ autoregresn´ı parametr,
obsahuje 2 proste´ parametry klouzavy´ch pr˚umeˇr˚u a 1 sezo´nn´ı parametr klouza-
vy´ch soucˇt˚u, a vsˇechny tyto parametry byly spocˇteny pro rˇadu, ktera´ byla
jednou diferencova´na s posunem 1 a jednou diferencova´na se sezo´nn´ım po-
sunem. Sezo´nn´ı zpozˇdeˇn´ı (posun) pouzˇity´ pro sezo´nn´ı parametry je obvykle
urcˇen beˇhem identifikacˇn´ı fa´ze a mus´ı by´t explicitneˇ specifikova´n. [16]
Odhad parametr˚u modelu
Odhady parametr˚u navrzˇene´ho (jizˇ identifikovane´ho) modelu se postupneˇ
uprˇesnˇuj´ı pomoc´ı specia´ln´ıch iteracˇn´ıch postup˚u. Klasickou metodou pro
odhadova´n´ı parametr˚u je tzv. metoda nejmensˇ´ıch nelinea´rn´ıch cˇtverc˚u.
Uka´zˇeme si jej´ı princip na jednoduche´m prˇ´ıkladu.
Prˇedpokla´dejme, zˇe pro danou cˇasovou rˇadu byl v identifikacˇn´ı etapeˇ
navrzˇen model ARMA(1,1), tj. dvouparametricky´ model ve tvaru
yt = φ1yt−1 + at + θ1at−1
Hleda´me takove´ odhady parametr˚u φ1 a θ1, pro neˇzˇ naby´va´ funkce
S(φ1, θ1) =
n∑
t=1
at
2(φ1, θ1)
sve´ho minima. Minimalizace soucˇtu se prˇitom prova´d´ı prˇes takovy´ obor
parametr˚u φ1 a θ1, pro ktery´ je uvazˇovany´ model staciona´rn´ı a invertibiln´ı.
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Jde zrˇejmeˇ o variantu klasicke´ metody nejmensˇ´ıch cˇtverc˚u, v n´ızˇ b´ıly´ sˇum je
nelinea´rn´ı funkc´ı parametr˚u. Pro uvazˇovany´ model ARMA(1,1) totizˇ plat´ı
at =
1− φ1B
1− θ1B
yt.
K vy´pocˇtu at(φ1, θ1) se pouzˇ´ıva´ rekurentn´ıho vztahu
at(φ1, θ1) = yt − φ1yt−1 − θ1at−1(φ1, θ1)
Abychom mohli rekurentn´ı vy´pocˇet zaha´jit, mus´ıme zna´t pocˇa´tecˇn´ı hodnoty
y0 a a0(φ1, θ1), jezˇ jsou ovsˇem nedostupne´. V praxi se uplatnˇuj´ı dva postupy:
1) podmı´neˇna´ metoda nejmensˇ´ıch nelinea´rn´ıch cˇtverc˚u,
2) nepodmı´neˇna´ metoda nejmensˇ´ıch nelinea´rn´ıch cˇtverc˚u.
Podmı´neˇna´ metoda nejmensˇ´ıch nelinea´rn´ıch cˇtverc˚u je zalozˇena na tom,
zˇe vol´ıme y0 = 0 a a0(φ1, θ1) = 0. Uvedena´ metoda se nazy´va´ ”
podmı´neˇna´“
proto, zˇe se odhadnute´ hodnoty b´ıle´ho sˇumu pocˇ´ıtaj´ı v za´vislosti na pevneˇ
zvoleny´ch pocˇa´tecˇn´ıch hodnota´ch y0 a a0(φ1, θ1).
Nepodmı´neˇna´ metoda nejmensˇ´ıch nelinea´rn´ıch cˇtverc˚u se snazˇ´ı co nejv´ıce
eliminovat za´vislost na pocˇa´tecˇn´ıch hodnota´ch, proto lze ocˇeka´vat, zˇe bude
poskytovat spolehliveˇjˇs´ı vy´sledky. Box a Jenkins navrhli minimalizovat soucˇet
cˇtverc˚u ve tvaru
S(φ1, θ1) =
n∑
t=−∞
[a2t (φ1, θ1)]
2,
kde [a2t (φ1, θ1)] oznacˇuje podmı´neˇnou strˇedn´ı hodnotu velicˇiny at pocˇ´ıtanou
prˇi pevny´ch hodnota´ch pozorova´n´ı cˇasove´ rˇady y1, y2, ..., yn.
Vlastn´ı hleda´n´ı minima funkce S(φ1, θ1) v oblasti prˇ´ıpustny´ch hodnot
parametr˚u je za´lezˇitost´ı numericke´ matematiky. V praxi se pouzˇ´ıvaj´ı gradi-
entova´ metoda, Gaussova-Newtonova metoda a nejcˇasteˇji Marquardt˚uv algo-
ritmus (Statistica 6), ktery´ je v podstateˇ kombinac´ı obou zmı´neˇny´ch metod.
Za´veˇrecˇny´m krokem v te´to etapeˇ je urcˇen´ı prˇesnosti z´ıskany´ch odhad˚u
parametr˚u pomoc´ı aproximativn´ıch smeˇrodatny´ch odchylek odhadnuty´ch para-
metr˚u pro vybrane´ modely AR, MA a ARMA.[15]
Prˇ´ıklad 4.6.1. Konstrukce modelu a odhad jeho parametr˚u
Z pr˚ubeˇhu cˇasove´ rˇady a z jizˇ vy´sˇe provedene´ autokorelacˇn´ı analy´zy vid´ıme, zˇe
rˇada jako ARIMA proces je nestaciona´rn´ı. Protozˇe kl´ıcˇovy´m prˇedpokladem
pro dalˇs´ı pra´ci s cˇasovou rˇadou je pra´veˇ jej´ı stacionarita, bude zapotrˇeb´ı
p˚uvodn´ı rˇadu diferencovat na prˇ´ıslusˇny´ ARMA proces. Po logaritmicke´ trans-
formaci, potrˇebne´ k odstraneˇn´ı multiplikativn´ı sezo´nnosti (viz. Prˇ´ıklad 4.2.1.),
prˇejdeme k eliminaci vza´jemne´ za´vislosti hodnot cˇasove´ rˇady nesezo´nn´ım
diferencova´n´ım, tj. diferencova´n´ım rˇady s posunem 1 (prvn´ı diference).
∆yt = yt − yt−1
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Obra´zek 16: Cˇasova´ rˇada po nesezo´nn´ım diferencova´n´ı
Nyn´ı kazˇdy´ prvek transformovane´ cˇasove´ rˇady prˇedstavuje rozd´ıl mezi p˚uvodn´ı
hodnotou cˇasove´ rˇady a p˚uvodn´ı hodnotou s n´ı soused´ıc´ı. Vsˇimneˇme si, zˇe
rˇada je nyn´ı kratsˇ´ı (v za´vislosti na hodnoteˇ posunu, tj. v tomto pr´ıpadeˇ 1) o
pocˇa´tecˇn´ı prvek, ktery´ nemohl by´t diferencova´n.
Pod´ıvejme se nyn´ı na autokorelacˇn´ı funkci.
Obra´zek 17: Autokorelacˇn´ı funkce cˇasove´ rˇady po nesezo´nn´ım diferencova´n´ı
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V autokorelacˇn´ı funkci se na´m objevily, kromeˇ autokorelac´ı hodnot bezprostrˇedneˇ
soused´ıc´ıch (jak bylo uka´zano vy´sˇe, autokorelace pro sousedn´ı posuny jsou
vza´jemneˇ za´visle´), dalˇs´ı za´vislosti mezi hodnotami cˇasove´ rˇady.
Jak uzˇ bylo uka´zano rˇada vykazuje silne´ sezo´nn´ı autokorelace s rocˇn´ı sezo´nnost´ı.
Prˇejdeme tedy k sezo´nn´ımu diferencova´n´ı rˇady, nyn´ı s posunem 12.
Obra´zek 18: Cˇasova´ rˇada po sezo´nn´ım diferencova´n´ı
Pod´ıvejme se i nyn´ı na autokorelacˇn´ı funkci.
Obra´zek 19: Autokorelacˇn´ı funkce cˇasove´ rˇady po sezo´nn´ım diferencova´n´ı
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Zda´ se, zˇe se na´m podarˇilo veˇtsˇinu silny´ch autokorelac´ı potlacˇit cˇi u´plneˇ
odstranit. Prˇesto existuje neˇkolik autokorelac´ı, ktere´ jsou veˇtsˇ´ı nezˇ dvojna´sobek
jejich smeˇrodatne´ chyby (zna´zornˇuje na´m cˇervena´ prˇerusˇovana´ linka, tzv. mez
spolehlivosti).
Jesˇteˇ si vsˇe zkontrolujeme prostrˇednictv´ım parcia´ln´ı autokorelacˇn´ı funkce.
Obra´zek 20: Parcia´ln´ı autokorelacˇn´ı funkce cˇasove´ rˇady po sezo´nn´ım
diferencova´n´ı
Nyn´ı ma´me tedy identifikova´n model SARIMA(0,0,0)(0,1,0). Protozˇe PACF
ma´ statisticky vy´znamnou prvn´ı hodnotu, da´me prˇi rozsˇiˇrova´n´ı modelu prˇednost
cˇa´sti AR(1) prˇed nesezo´nn´ı diferenc´ı. Budeme tak odhadovat model SARIMA(1,0,0)(0,1,0).
Obra´zek 21: Odhad parametru modelu SARIMA(1,0,0)(0,1,0)
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Obra´zek 22: Autokorelacˇn´ı funkce modelu SARIMA(1,0,0)(0,1,0)
Obra´zek 23: Parcia´ln´ı autokorelacˇn´ı funkce modelu SARIMA(1,0,0)(0,1,0)
Provedeme jesˇteˇ t-test pro odhad parametru modelu. Vydeˇlen´ım odhadu
parametru p(1) (0, 666954) modelu SARIMA(1,0,0)(0,1,0) odhadem jeho smeˇrodatne´
chyby (0,062531), z´ıska´me hodnotu testove´ho krite´ria t = 10, 66597, ktera´ in-
dikuje statistickou vy´znamnost tohoto odhadu, nebot’ je veˇtsˇ´ı nezˇ 95% kvantil
rozdeˇlen´ı t, tj. t0,975 = 1, 976647.
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Prvn´ı hodnoty a neˇktere´ dalˇs´ı graf˚u ACF a PACF lezˇ´ı sta´le na hranici nebo
vneˇ tolerancˇn´ıch mez´ı. Zkus´ıme tedy doplnit model jesˇteˇ o cˇa´st MA(1).
Odhadujeme tedy model SARIMA(1,0,1)(0,1,0).
Obra´zek 24: Odhad parametr˚u modelu SARIMA(1,0,1)(0,1,0)
Obra´zek 25: Autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(0,1,0)
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Obra´zek 26: Parcia´ln´ı autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(0,1,0)
Hodnota t statistiky pro parametr p(1) je 10,62607, pro parametr q(1) je
2,23009, oba odhady jsou statisticky vy´znamne´.
Grafy ACF a PACF modelu SARIMA(1,0,1)(0,1,0) jsou obdobna´ jako u mod-
elu SARIMA(1,0,0)(0,1,0) a sta´le potvrzuj´ı existenci systematicke´ slozˇky. U
obou funkc´ı je patrna´ statisticky vy´znamna´ dvana´cta´ hodnota, pokus´ıme se
proto da´le rozsˇ´ıˇrit model o SAR(1) a odhadneme tak model SARIMA(1,0,1)(1,1,0).
Obra´zek 27: Odhad parametr˚u modelu SARIMA(1,0,1)(1,1,0)
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Obra´zek 28: Autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(1,1,0)
Obra´zek 29: Parcia´ln´ı autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(1,1,0)
Hodnota t statistiky pro parametr p(1) je 27,73764, pro parametr q(1) je
4,86132 a pro parametr Ps(1) je -4,08842, vsˇechny odhady jsou statisticky
vy´znamne´.
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Po doplneˇn´ı modelu o cˇa´st SAR(1) se hodnoty ACF a PACF, modelu SARIMA(1,0,1)
(1,1,0) sn´ızˇily tak, zˇe vsˇechny lezˇ´ı uvnitrˇ nebo na hranici intervalu spolehlivosti.
Nyn´ı se pokus´ıme model SARIMA(1,0,1)(0,1,0) rozsˇ´ıˇrit mı´sto o cˇa´st SAR(1)
o cˇa´st SMA(1). Odhadujeme tedy model SARIMA(1,0,1)(0,1,1).
Obra´zek 30: Odhad parametr˚u modelu SARIMA(1,0,1)(0,1,1)
Obra´zek 31: Autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(0,1,1)
Hodnota t statistiky pro parametr p(1) je 59,27172, pro parametr q(1) je
6,13750 a pro parametr Qs(1) je 6,98320, vsˇechny odhady jsou opeˇt stati-
sticky vy´znamne´.
Hodnoty rezidua´ln´ı ACF a PACF se ve srovna´n´ı s prˇedchoz´ım modelem jesˇteˇ
mı´rneˇ sn´ızˇily a lze prˇedpokla´dat, zˇe vykazuj´ı nesystematicky´ pohyb.
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Obra´zek 32: Parcia´ln´ı autokorelacˇn´ı funkce modelu SARIMA(1,0,1)(0,1,1)
Identifikovali jsme tedy model nasˇ´ı cˇasove´, SARIMA(1,0,1)(0,1,1). Tento
model pouzˇijeme pro konstrukci intervalove´ a bodove´ prˇedpoveˇdi cˇasove´ rˇady
pro jednotlive´ meˇs´ıce v roce 2009.
Obra´zek 33: Prˇedpoveˇd’ cˇasove´ rˇady pro rok 2009 modelem
SARIMA(1,0,1)(0,1,1)
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Obra´zek 34: Tabulka prˇedpoveˇzeny´ch hodnot pro rok 2009 modelem
SARIMA(1,0,1)(0,1,1)
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5 Srovna´n´ı cˇasovy´ch rˇad
C´ılem te´to kapitoly je srovna´n´ı a prˇ´ıpadne´ roztrˇ´ıdeˇn´ı prostoru cˇasovy´ch rˇad
pomoc´ı jejich parametr˚u. Parametry by meˇly zjevneˇ by´t charakteristicke´
pro jednotlive´ cˇasove´ rˇady, pro jejich chova´n´ı. Prvn´ım a t´ım nejd˚ulezˇiteˇjˇs´ım
u´kolem je tyto parametry naj´ıt a spra´vneˇ je interpretovat, aby byli zrˇetelneˇ
pouzˇitelne´ ke srovna´n´ı cˇasovy´ch rˇad. Podrobna´ analy´za cˇasovy´ch rˇad nejr˚uzneˇj-
sˇ´ımi metodami, kterou jsme se zaby´vali v prˇedesˇly´ch kapitola´ch, na´m nab´ız´ı
nejr˚uzneˇjˇs´ı charakteristiky a parametry. Zkus´ıme tedy vybrat neˇktere´, poprˇ.
doplnit jiny´mi a zhodnotit jejich prˇ´ıslusˇnost k jednotlivy´m rˇada´m.
Na´sˇ prostor cˇasovy´ch rˇad bude tvorˇen 20 cˇtvrtletn´ımi ekonomicky´mi a
financˇn´ımi cˇasovy´mi rˇadami z obdob´ı 1999-2007 a to jak intervalovy´mi tak i
okamzˇikovy´mi. Jako zdroje poslouzˇily internetove´ databa´ze CˇSU´ [11] a CˇNB
[12]. Hodnoty jednotlivy´ch rˇad jsou k dispozici v prˇilozˇene´m souboru
cˇasove´ rˇady.xls. Prostor cˇasovy´ch rˇad je tvorˇen teˇmito rˇadami:
pocˇet nezameˇstnany´ch (v tis. obyv.),
HDP v kupn´ıch cena´ch (v mil. Kcˇ),
stavebn´ı zaka´zky - prˇ´ır˚ustky (v mil. Kcˇ),
zahranicˇn´ı obchod - vy´voz (v mil. Kcˇ),
pr˚umeˇrna´ meˇs´ıcˇn´ı mzda - fyzicke´ osoby (Kcˇ),
zameˇstnanci - odpracovane´ hodiny ( v tis. hod.),
na´hrady zameˇstnanc˚um (v mil. Kcˇ),
kapita´love´ transfery (v mil. Kcˇ),
spotrˇeba fixn´ıho kapita´lu (v mil. Kcˇ),
rea´lny´ hruby´ doma´c´ı d˚uchod (v mil. Kcˇ),
kurz koruny k euru (1999 - 2008),
kurz koruny k americke´mu dolaru (1999 - 2008),
kurz koruny k japonske´mu jenu (Kcˇ / 100JPY, 1999 - 2008),
kurz koruny k britske´ librˇe (1999 - 2008),
klientske´ u´veˇry podle cˇasove´ho hlediska (v mil. Kcˇ),
u´rokove´ sazby CˇNB (Repo sazba, v %),
cˇista´ doma´c´ı aktiva (v mil. Kcˇ),
vklady a prˇijate´ u´veˇry - doma´cnosti - celkem (v mil. Kcˇ),
stav devizovy´ch rezerv (v mil. Kcˇ),
stav devizovy´ch rezerv (v mil. Euro).
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5.1 Vy´beˇr parametr˚u
Dı´ky jizˇ z´ıskane´mu relativn´ımu vhledu do problematiky modelova´n´ı cˇasovy´ch
rˇad, mu˚zˇeme tusˇit, zˇe parametry model˚u Box - Jenkinsovy metodologie by
mohly by´t teˇmito charakteristicky´mi parametry. Jde prˇedevsˇ´ım o parame-
try autoregresn´ıho procesu a parametry procesu klouzavy´ch pr˚umeˇr˚u a to
jak nesezo´nn´ı (q, p), tak i sezo´nn´ı (Qs, Ps). Nesezo´nn´ı parametry p(1), q(1)
odhadneme modelem ARIMA(1,1,1) a sezo´nn´ı parametry Ps(1), Qs(1) mod-
elem SARIMA(0,0,0)(1,1,1). K teˇmto parametr˚um zkus´ıme nale´zt neˇkolik
dalˇs´ıch pomocny´ch, ktere´ by mohly pomoci se za´kladn´ım roztrˇ´ıdeˇn´ım pros-
toru cˇasovy´ch rˇad v za´vislosti na jejich za´kladn´ıch vlastnostech.
Jednou z nejcharakteristicˇteˇjˇs´ıch vlastnost´ı chova´n´ı cˇasovy´ch rˇad je jejich
dynamika r˚ustu v cˇase. K rozdeˇlen´ı cˇasovy´ch rˇad t´ımto ”hruby´m s´ıtem” mu˚zˇe
poslouzˇit pr˚umeˇrny´ koeficient r˚ustu (PKR) cˇasove´ rˇady
k = T−1
√
yT
y1
.
Jak jizˇ bylo rˇecˇeno vy´sˇe v teoreticke´ cˇa´sti pra´ce, koeficienty r˚ustu se kromeˇ
prˇ´ıme´ho pouzˇit´ı pro charakterizova´n´ı dynamiky cˇasove´ rˇady pouzˇ´ıvaj´ı jako
jedno z krite´ri´ı pro nalezen´ı vhodne´ trendove´ funkce. Takzˇe na´m mu˚zˇe dobrˇe
poslouzˇit k za´kladn´ı identifikaci a rozdeˇlen´ı prostoru cˇasovy´ch rˇad. Jako
vhodny´ parametr se jev´ı i vyrovna´vac´ı α parametr exponencia´ln´ıho vyrovna´va´-
n´ı. Odhadneme a najdeme jej tedy jednotliveˇ pro kazˇdou cˇasovou rˇadu.
Odhadnute´, vypocˇtene´ a nalezene´ parametry na´m shrnuje na´sleduj´ıc´ı tabul-
ka:
Obra´zek 35: Tabulka vypocˇteny´ch a odhadnuty´ch parametr˚u pro jednotlive´
cˇasove´ rˇady
58
Abychom se vyhnuli tomu, zˇe neˇktere´ parametry budou ve vza´jemne´ ko-
relaci a tud´ızˇ na´m v podstateˇ nebudou poskytovat zˇa´dne´ nove´ informace o
cˇasovy´ch rˇada´ch, pod´ıva´me se na korelacˇn´ı matici teˇchto parametr˚u.
Obra´zek 36: Korelacˇn´ı matice parametr˚u
Vid´ıme, zˇe vyrovna´vac´ı parametr exponencia´ln´ıho vyrovna´n´ı α a pr˚umeˇrny´
koeficient r˚ustu vykazuj´ı v˚ucˇi sobeˇ a neˇktery´m dalˇs´ım parametr˚um zvy´sˇenou
korelaci. Vyrovna´vac´ı parametr α i pr˚umeˇrny´ koeficient r˚ustu tedy vypust´ıme
z nasˇich u´vah a da´le budeme pracovat pouze samotny´mi parametry q(1), p(1),
Qs(1), Ps(1).
5.2 Shlukova´ analy´za
K rozdeˇlen´ı prostoru cˇasovy´ch rˇad vyuzˇijeme shlukove´ analy´zy. Konkre´tneˇ
hierarchicke´ho shlukova´n´ı, pomoc´ı neˇhozˇ vytvorˇ´ıme shluky parametr˚u jed-
notlivy´ch cˇasovy´ch rˇad v za´vislosti na vza´jemne´ ”bl´ızkosti” teˇchto parametr˚u.
Shlukovou analy´zu vyuzˇijeme i k urcˇite´ kontrole opra´vneˇnosti vy´beˇru
parametr˚u. Za´meˇrneˇ jsme do nasˇeho prostoru vybrali cˇasove´ rˇady, ktere´ jsou
si jak svoj´ı podstatou a charakterem, tak i naprˇ´ıklad konkre´tneˇ graficky´m
vyja´drˇen´ım cˇasove´ho pr˚ubeˇhu bl´ızke´. A nyn´ı prˇedpokla´da´me, zˇe na´m tyto
rˇady vytvorˇ´ı v za´vislosti na vybrany´ch parametrech shluky. Konkre´tneˇ se
jedna´ o cˇasove´ rˇady kurz˚u za´padn´ıch meˇn v˚ucˇi cˇeske´ koruneˇ.
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Nejdrˇ´ıve provedeme shlukova´n´ı pomoc´ı parametr˚u q(1), p(1) modelu ARIMA(1,1,1).
Obra´zek 37: Shlukova´n´ı cˇasovy´ch rˇad podle parametr˚u q(1), p(1)
Obra´zek 38: Rozvrh shlukova´n´ı cˇasovy´ch rˇad podle parametr˚u q(1), p(1)
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Pote´ provedeme shlukova´n´ı pomoc´ı parametr˚u Qs(1), Ps(1) modelu
SARIMA(0,0,0)(1,1,1).
Obra´zek 39: Shlukova´n´ı cˇasovy´ch rˇad podle parametr˚u Qs(1), Ps(1)
Obra´zek 40: Rozvrh shlukova´n´ı cˇasovy´ch rˇad podle parametr˚u Qs(1), Ps(1)
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U obou prˇ´ıpad˚u se na´m podarˇilo z cˇasovy´ch rˇad kurz˚u meˇn vytvorˇit velmi
zrˇetelny´ shluk a mu˚zˇeme tud´ızˇ parametry, ktere´ ke shlukova´n´ı pouzˇ´ıva´me,
povazˇovat za spra´vneˇ zvolene´ a smeˇrodatne´.
Nyn´ı se pod´ıva´me na shlukova´n´ı jednotlivy´ch cˇasovy´ch rˇad detailneˇji.
Prˇestozˇe interpretace parametr˚u ARIMA a SARIMA model˚u je obt´ızˇna´, exis-
tuje urcˇita´ prˇirozena´ prˇedstava, zˇe parametry p, d, q reprezentuj´ı trendovou
cˇa´st modelu ARIMA a parametry Ps,Ds,Qs sezo´nn´ı cˇa´st modelu SARIMA
[10]. Po podrobne´m zkouma´n´ı shluk˚u v za´vislosti na jejich parametrech si
mu˚zˇeme vsˇimnout, zˇe shlukova´ analy´za dle parametr˚u q(1), p(1) modelu
ARIMA(1,1,1) na´m tvorˇ´ı odliˇsne´ shluky nezˇ shlukova´ analy´za dle sezo´nn´ıch
parametr˚u Qs(1), Ps(1) modelu SARIMA(0,0,0)(1,1,1), kromeˇ cˇasovy´ch rˇad
kurz˚u meˇn, ktere´ jsou svoj´ı podobnost´ı velmi specificke´.
Naprˇ. cˇasova´ rˇada oznacˇena´ jako Prom7 (P 7) se na´m v prvn´ı analy´ze shlukuje
s cˇasovou rˇadou oznacˇenou jako Prom4 (P 4).
Obra´zek 41: Cˇasova´ rˇada Prom7
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Obra´zek 42: Cˇasova´ rˇada Prom4
V prˇ´ıpadeˇ druhe´ho shlukova´n´ı dle parametr˚u Qs(1), Ps(1) modelu SARIMA(0,0,0)(1,1,1)
se na´m cˇasova´ rˇada Prom7 (P 7) shlukuje s cˇasovou rˇadou Prom5 (P 5).
Obra´zek 43: Cˇasova´ rˇada Prom7
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Obra´zek 44: Cˇasova´ rˇada Prom5
Po podrobneˇjˇs´ı analy´ze, mu˚zˇeme tedy usoudit, zˇe parametry q(1), p(1) ne-
sezo´nn´ıho modelu ARIMA postihuj´ı prˇedevsˇ´ım trend cˇasove´ rˇady a tyto
parametry tedy tvorˇ´ı shluky cˇasovy´ch rˇad podobaj´ıc´ı se prˇedevsˇ´ım svy´m
trendem. Naproti tomu parametry Qs(1), Ps(1) sezo´nn´ıho modelu SARIMA
postihuj´ı prˇedevsˇ´ım sezo´nnost cˇasove´ rˇady a shlukuj´ı cˇasove´ rˇady dle podob-
nosti jejich sezo´nn´ıho charakteru.
Da´le si vsˇak mu˚zˇeme vsˇimnout, zˇe jsou tyhle za´veˇry platne´ pouze u rˇad,
kde se vy´razneˇ nevyskytuje na´hodna´ slozˇka (b´ıly´ sˇum). Rˇady se zˇrˇetelnou
prˇ´ıtomnost´ı b´ıle´ho sˇumu se na´m v analy´ze shlukuj´ı azˇ jako posledn´ı a teˇzˇko
na´leza´me v hodnota´ch parametr˚u a charakteru cˇasove´ rˇady neˇjakou pevneˇjˇs´ı
souvislost. Mu˚zˇeme tedy prohla´sit, zˇe u teˇchto rˇad z˚usta´vaj´ı parametry teˇzˇko
intepretovatelne´. Uka´zˇeme si to na prˇ´ıkladu dvou rˇad. V obou analy´za´ch se
na´m jako posledn´ı shlukuj´ı rˇady Prom8 (P 8) a Prom3 (P 3). Prostrˇednictv´ım
jejich autokorelacˇn´ıch funkc´ı si mu˚zˇeme dolozˇit velkou prˇ´ıtomnost b´ıle´ho
sˇumu.
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Obra´zek 45: Cˇasova´ rˇada Prom8
Obra´zek 46: Autokorelacˇn´ı funkce cˇasove´ rˇady Prom8
65
Obra´zek 47: Cˇasova´ rˇada Prom3
Obra´zek 48: Autokorelacˇn´ı funkce cˇasove´ rˇady Prom3
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6 Za´veˇr
Jak uzˇ bylo uvedeno v anotaci, c´ılem te´to diplomove´ pra´ce bylo prˇedevsˇ´ım
proniknout do problematiky analy´zy cˇasovy´ch rˇad. Cela´ teorie kolem to-
hoto te´matu je velmi sˇiroka´ a nebylo mozˇne´ podat vycˇerpa´vaj´ıc´ı text o teorii
analy´zy cˇasovy´ch rˇad. Prˇesto jsme si utvorˇili prˇehled o za´kladn´ıch a neˇktery´ch
pokrocˇilejˇs´ıch metoda´ch analy´zy cˇasovy´ch rˇad. Teˇmto za´kladn´ım metoda´m,
mezi neˇzˇ patrˇ´ı identifikace a dekompozice cˇasovy´ch rˇad, byly veˇnova´ny kapi-
toly prvn´ı a druha´. V nich jsme se sezna´mili se za´kladn´ımi pojmy, rozdeˇlen´ım
cˇasovy´ch rˇad, za´kladn´ımi popisny´mi charakteristikami cˇasovy´ch rˇad. Da´le
jsme diskutovali a na prˇ´ıkladech ilustrovali problematiku transformac´ı, vy-
hlazova´n´ı a vyrovna´va´n´ı cˇasovy´ch rˇad, ktera´ patrˇ´ı k za´kladn´ım na´stroj˚um
analy´zy cˇasovy´ch rˇad. Tyto na´stroje na´m slouzˇ´ı k prˇ´ıpraveˇ cˇasove´ rˇady pro
dalˇs´ı analy´zu nebo k pozorova´n´ı slozˇek, ktere´ mu˚zˇeme rozliˇsit u cˇasovy´ch rˇad.
Pokud doka´zˇeme dostatecˇneˇ kvalitneˇ a vhodneˇ vyuzˇ´ıt sˇiroke´ sˇka´ly procedur
pro zpracova´n´ı cˇasovy´ch rˇad z´ıska´me dobrou vy´choz´ı pozici pro dalˇs´ı analy´zu
a prˇedevsˇ´ım pro tvorbu vhodne´ho modelu cˇasove´ rˇady.
Samotnou metodologi´ı konstrukce modelu cˇasove´ rˇady se zaby´vala trˇet´ı
kapitola, konkre´tneˇ Boxovou-Jenkinsovou metodologi´ı. Tato teorie patrˇ´ı mezi
nejzna´meˇjˇs´ı a nejpouzˇ´ıvaneˇjˇs´ı, proto jsme si ji vybrali pro podrobneˇjˇs´ı popis.
Prˇi konstrukci cˇasove´ rˇady bere v u´vahu rezidua´ln´ı slozˇku, ktera´ mu˚zˇe by´t
tvorˇena korelovany´mi na´hodny´mi velicˇinami a mu˚zˇe tedy zpracova´vat rˇady se
za´visly´m pozorova´n´ım. Teˇzˇiˇsteˇm metody je pra´veˇ vysˇetrˇova´n´ı teˇchto za´vislost´ı
a kombinace autoregresn´ıch model˚u s modely klouzavy´ch pr˚umeˇr˚u rezidua´ln´ı
slozˇky, jej´ımzˇ vyja´drˇen´ım je model ARIMA, v prˇ´ıpadeˇ sezo´nn´ıch vliv˚u model
SARIMA. Samotna´ konstrukce ARIMA modelu se skla´da´ ze trˇ´ı cˇa´st´ı, a to
z identifikace modelu, odhadu parametr˚u modelu a oveˇrˇen´ı modelu. Pro
na´zornost jsme na konci trˇet´ı kapitoly podrobneˇ zpracovali prˇ´ıklad na kon-
strukci ARIMA modelu a jeho vyuzˇit´ı pro predikci cˇasove´ rˇady, ktera´ je
prˇirozeny´m vrcholem cele´ problematiky analy´zy cˇasovy´ch rˇad.
V posledn´ı kapitole jsme se pomoc´ı shlukove´ analy´zy pokusili o srovna´n´ı
a roztrˇ´ıdeˇn´ı prostoru cˇasovy´ch rˇad. Zvolene´ parametry a charakteristiky jed-
notlivy´ch rˇad na´m zkonstruovali shluky v za´vislosti na jejich hodnotove´
bl´ızkosti. Na za´kladeˇ podrobne´ho studia vytvorˇeny´ch shluk˚u jsme se pokusili
o interpretaci parametr˚u model˚u ARIMA a SARIMA. Dosˇli jsme k za´veˇru
a potvrdili hypote´zu, zˇe parametry p, s reprezentuj´ı trendovou cˇa´st modelu
ARIMA, kdy shluky tvorˇily cˇasove´ rˇady na za´kladeˇ podobnosti trendu, a
parametry Ps, Qs reprezentuj´ı sezo´nn´ı cˇa´st modelu SARIMA, kdy shluky
tvorˇily cˇasove´ rˇady podobne´ charakterem sve´ sezo´nnosti. Tento za´veˇr vsˇak
mus´ıme omezit pouze pro cˇasove´ rˇady, ktere´ neobsahuj´ı vy´raznou na´hodnou
slozˇku. Pro parametry rˇad s prˇ´ıtomnost´ı vy´znamne´ na´hodne´ slozˇky (b´ıle´ho
sˇumu) teˇzˇko hleda´me interpretaci.
Z cele´ pra´ce je patrne´, zˇe teorie analy´zy cˇasovy´ch rˇad je velmi d˚ulezˇita´
nejen pro ekonomy, ale i pro dalˇs´ı obory lidske´ cˇinnosti, kde je nezbytna´
d˚ukladna´ analy´za za´kladn´ıch ukazatel˚u a jejich vztah˚u.
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