Abstract. Given xx < x-i < ■ ■ ■ < xn and yx <yi < ■■■ < yn-i. two interlacing sequences of real numbers, the rectangular diagram for these numbers is a continuous piecewise linear function with slopes ± 1 and with n local minima at the points x¡ and n -1 local maxima at the points yj . Recently, S. Kerov determined the asymptotic behavior of the rectangular diagrams associated with the zeros of two consecutive orthogonal polynomials for which the coefficients in the three-term recurrence relation converge. The purpose of this note is to show how this result of S. Kerov and even some of its generalizations follow directly from certain (C, -1 )-summability results on distribution of zeros of orthogonal polynomials proved by us some time ago.
Introduction
Let a be a non-negative finite Borel measure with finite moments on the real line, and let P"(a) be the corresponding monk orthogonal polynomials with zeros Xi>w(a) < x2t"(a) < ■■■ < x"t"(a). Consider the distribution function Definition. Given 0 < a < oo and b £ E, we say that the orthogonality measure a £ M(b, a) if lim"_00a"(a) = a/2 and lim"_00¿"(a) = b where a"(a) > 0 and b" (a) £ R are the recursion coefficients in three-term recurrence Then, obviously,
(o'"(a, t) = 2Fn(a, t) -2fB_,(a, f) -1, t$ {xJt"(a)} U {x;>"_,(a)}.
In particular, taking into account the interlacing property x¡, " (a) < Xj t n-i (a) < Xj+x,n(a),
so that oen(a) is continuous and piecewise linear with slopes ±1, with minima at x/>B(a) , and maxima at x;,"_i(a), and
that is, using S. Kerov's terminology [2, (i) and (ii) on p. 1, and formula (1.6) on p. 2] (cf. [3] , [4] , and [5] ), co"(a) is precisely the rectangular diagram describing the separation of the zeros of P"-x(a) and Pn(a). Notice that
and, similarly,
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and
where we used the formula 
The purpose of this note is to show how Theorem 1 and even some of its generalizations follow directly from certain (C, -1 )-summability results on the distribution of zeros of orthogonal polynomials proved by us some time ago (see, e.g., [6, 10] ). since the zeros {x7>"_i(a)}"=/ and {Xj,"(a)}"=l interlace and belong to A. Hence, we need to prove (6) for sufficiently smooth, say, entire functions only. and, similarly,
Jxi,"(a) ;=1 Jxi,"{a)
so that att(a,g) = G(xx,"(a)) + G(Xn,n(a))-2l^G(Xj>H(a))-n^G(Xj,"-x(a))).
Hence, if a > 0, then by Theorem 2, 
