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Summary 
 
Increased engine power output and efficiency, whilst still satisfying environmental 
requirements, have been major objectives for vehicle manufacturers in recent years.  
Vehicle performance enhancement by providing greater engine power coupled with 
style-driven desires has reduced the size of the engine compartment and the intake 
areas for internal (underhood) airflow.  These changes tend to add extra heat to the 
engine cooling system and reduce the volume of air passing through the radiator.  As 
a consequence, the cooling airflow through the radiator tends to be reduced and highly 
distorted.  In this study, radiator airflow in a modern passenger vehicle was 
investigated and it was shown that the bumper bar significantly influenced the cooling 
airflow, leading to three-dimensional vortices in its wake and generating an area of 
relatively low velocity across at least one third of the radiator core.  Ineffective use of 
the core area for heat transfer was shown. 
 
To assist in achieving a compromise between adequate cooling requirements and 
maximising aerodynamic performance, researchers and engineers generally employ 
three approaches to solving cooling problems; analytical, experimental and 
computational.  A review of literature showed that because of the complexity of 
engine compartments and underhood flow fields, the most accurate approach to 
internal flow aerodynamics has been experimental via wind-tunnel and on-road 
testing.  Wind-tunnel testing is often preferred since repeatability and accuracy of on-
road testing are prejudiced by weather conditions.  However, there are constraints that 
limit the accuracy of reproducing on-road cooling performance from wind-tunnel 
simulations. 
 
The work presented here involved use of on-road and wind-tunnel tests to investigate 
the effects of the most common constraints present in wind tunnels on accuracy of the 
simulations of engine cooling performance and radiator airflow profiles.  These 
constraints included inability to simulate atmospheric conditions, limited tunnel test 
section sizes and lack of ground effect simulations.  In order to cope with the inability 
to simulate ambient temperature, the technique of Specific Dissipation (SD) was used, 
which had previously been shown to overcome this problem.  Testing a vehicle in the 
ii 
RMIT Industrial Wind Tunnel (IWT), which has a high-blockage ratio and fixed-
ground representation, enabled assessment of whether high-blockage wind tunnels 
could give a good representation of the on-road environment.  Good agreement was 
found, indicating that via a suitable blockage correction, high-blockage wind tunnels 
can be used to accurately simulate on-road engine cooling performance.   
 
Further tests were carried out to assess whether there were significance differences in 
radiator airflow profiles in three test environments: the RMIT IWT, the Ford Australia 
Climatic Wind Tunnel and on-road.  Knowing radiator airflow is important for heat 
transfer in the radiator and for engine cooling performance, since the dominant 
thermal resistance is air-side convection.  To aid the investigation, an experimental 
technique for quantifying cooling airflow velocity distribution and an analytical 
model for predicting the heat dissipation rate of a radiator were developed and 
verified against experimental data. 
 
As expected, due to blockage effects, the air velocity inferred by tunnel 
instrumentation did not corresponded well to on-road vehicle speed.  Nevertheless, by 
adjusting to an appropriate tunnel velocity for blockage corrections, simulation of on-
road cooling performance and airflow profiles across the radiator could be made in 
the wind tunnels with good accuracy, in spite of the constraints mentioned.  There was 
strong similarity of the cooling characteristics of the radiator between test 
environments, and highly non-uniform airflow across the radiator was evident, which 
was demonstrated to cause a reduction in radiator performance.  Nevertheless, in 
normal circumstances, the effect of airflow maldistribution across the radiator on 
radiator performance was found to be relatively minor (less than 10% penalty in most 
cases), but still significant.  It is therefore suggested that the degree of non-uniformity 
should be considered in any radiator performance analysis. 
 
It is concluded that with application of appropriate corrections, engine cooling 
performance can be accurately simulated in wind tunnels in order to optimise on-road 
performance.  It is also suggested that ground simulations do not significantly affect 
the radiator airflow in conditions where the boundary layer thickness in the tunnels is 
relatively low compared to the under-vehicle clearance. 
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Chapter One 
Introduction 
1.1 Background 
Powered ground vehicles have been highly beneficial to human beings for 
commercial and private use for over a century.  In this economy-oriented age, 
challenges for vehicle manufacturers have increased due to the need to enhance 
vehicle performance in many aspects and more importantly for them to increase their 
market share.  Issues increasingly attended to include economic requirements, safety 
aspects, demands for increased comfort, engine power and efficiency, environmental 
considerations, body styling and customer expectations. 
 
Performance enhancement by greater engine power and reduction in aerodynamic 
drag tends to increase demand on the engine cooling system.  These changes result in 
adding extra heat to the cooling system whilst reducing the volume of air passing 
through the radiator due to the trends of streamlining design and smaller cooling air 
intakes.  Hucho (1998) graphically illustrated this effect.  Figure 1.1 shows a gradual 
reduction in the ratio of cooling air intake area to engine power of vehicles produced 
in the period between 1950 to 1975. 
 
Figure 1.1  Cooling air intake in relation to installed engine power versus year 
(Hucho, 1998) 
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The consequent cooling airflow velocity profiles at radiator faces become highly 
distorted and can reduce airflow volumes passing through radiators, resulting in 
ineffective use of the total radiator area.  To achieve optimum radiator effectiveness, 
it has been stated that the velocity distribution of the air through radiators should be as 
uniform as possible (Olson (1976) and Williams (1985)). 
1.1.1 Low Aerodynamic Drag Requirements 
Since the oil crisis of the early seventies, vehicle exterior designs have become more 
streamlined as a result of a great social pressure to save energy and resources on all 
levels.  To improve aerodynamic performance, the body shapes of vehicles have 
shifted from square unstreamlined shapes (drag coefficient in the order of 0.9) 
towards low drag bodies, see Figure 1.2.  
 
It is noted that the influence of aerodynamic drag is mainly at higher speeds, since the 
drag force rises as the second power of driving speed, whereas other resistances, such 
as rolling resistance and weight, relate closely to the first power of driving speed 
(Emmelmann and Bernebury (1990)).  Hence, reduction of aerodynamic drag 
provides greater improvement of fuel economy for vehicles travelling at high speeds.  
 
 
Figure 1.2  Drag coefficients of cars and ideal bodies (Buchheim et al., 1981) 
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Bahnsen (1982) demonstrated achievement of low aerodynamic drag of the Ford 
Probe III which had a drag coefficient of 0.22, which was equal to only 50% of the 
drag coefficient of a normal mid-sized family car at that time.  He further explained 
that this implied the engine power required would be significantly reduced by 36% or 
the fuel consumption would be lowered considerably by 27% for the same 
performance.  Stapleford (1980) proved that reduction of aerodynamic drag could be 
done by minor modifications on a vehicle with add-on devices into the base vehicle, 
achieving as much as 30% drag reduction.  Flegl and Bez (1983) indicated that a low-
stagnation-point vehicle offers good possibilities for favourable drag coefficient.  
Subsequently, the low aerodynamic drag concepts became a recognised development 
for modern vehicle design, achieved by low sloping hoods, soft and streamlined 
vehicle shapes, steeply raked windshields and high rear ends.   
 
The drag coefficient is a result of external and internal flows.  The largest contribution 
to drag from internal flows is the internal flow associated with engine cooling.  
Internal cooling drag is due to the momentum loss of the airflow entering through 
openings in the front-end to cool the radiator.  It has been found that cooling drag 
contributes to around 5% – 10% of the total drag on most vehicles (Williams (1985) 
and Barnard (2000)). 
1.1.2 Heat Rejection Requirements 
With increasing competition between manufacturers, vehicle performance is 
increasingly important.  Nowadays, more high-performance engines are equipped 
with turbo-chargers or super-chargers, and there is a trend of increasing the total 
displacement of engines.  The increased heat dissipation of these high performance 
engines imposes stringent requirements on engine cooling system designs.  
 
The comfort levels and driveability of vehicles also play an important role in 
maintaining their market share.  As a result, auxiliary components are fitted into 
engine compartments, such as air-conditioning condensers, power-steering pumps, 
fuel injection systems and transmission oil coolers.  These components add extra heat 
sources to engine compartments, which are increasingly congested. 
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1.1.3 Other Considerations 
With the concern of safety, locating bumpers with cross members in the vehicle front 
end is compulsory.  As a consequence of this, the cooling air intake is usually split 
between top and bottom openings in the vehicle front end.  This results in a reduction 
in the areas for air intakes and a distortion of the airflow in front of the radiator.  The 
effect is that some of the air entering the front end becomes not productively used for 
cooling but possibly induces cooling drag.   
 
The requirements on engine cooling systems vary from place to place.  In some rural 
areas, rough roads combined with extreme weather conditions potentially cause 
cooling system problems.  On the other hand, pulling a fully loaded trailer on a busy 
city road in summer time with air-conditioning would also be one of the worst 
situations for engine cooling systems.  Hence, the cooling system performance is 
necessarily prescribed over a comprehensive range of engine load and speed.   
1.2 Function of Engine Cooling Systems 
In all mechanical systems, conversion of energy from the primary source to useful 
work cannot be achieved with 100% effectiveness.  There is no exception for internal 
combustion engines.  Only a fraction of the energy generated from the combustion of 
fuel in the cylinders produces useful work.  For a typical passenger vehicle, 
considering the energy produced by fuel is dissipated approximately in three ways 
(Heisler (1999)); 
• Heat energy doing useful work:  35% - 45% 
• Heat expelled with the exhaust gases: 30% - 40% 
• Heat carried away by heat transfer: 22% - 28% 
 
According to the above figures, there is an amount of 22% - 28% of heat produced by 
combustion required to be dissipated.  It is noted that part of this heat is usable in 
areas such as warming the cabin in cold weather for passenger comfort; and 
maintaining the engine at an optimum temperature (to achieve maximum combustion 
and lubrication efficiencies).  The remainder is unwanted and must be removed.  The 
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method employed for removing the unwanted heat to surrounding air in typical 
passenger vehicles is via a liquid-cooled indirect cooling system (see Figure 1.3).  The 
principle of operation of the cooling system is to circulate a water-based coolant 
carrying the unwanted heat from the cylinders and engine head, and dissipating it by 
movement of air at the radiator.   
        
Figure 1.3 Liquid-cooled indirect cooling system (Bauer, 2000) 
 
1.3 Aspects of Assessing Engine Cooling Systems 
To ensure that waste heat is efficiently dissipated from the radiator under a wide 
range of operating conditions, vehicle manufacturers require proper testing methods 
to avoid overheating problems.  Much assessment of engine cooling performance has 
been experimental, including on-road and wind-tunnel testing.  Repeatability and 
accuracy of on-road testing are prejudiced by weather conditions, particularly 
atmospheric winds, and therefore, wind tunnels are often preferred.  At RMIT 
University, a wind-tunnel based testing technique, named Specific Dissipation (SD), 
has been successfully developed and implemented in evaluating the aerodynamics of 
vehicle cooling systems.  This technique has been utilised by major vehicle 
manufacturers.  However, the tests performed in high-blockage wind tunnels (which 
are commonly used in industry for cooling development and assessment) have had 
limitations, but have nevertheless been regularly used. 
 
 
1 – Radiator 
2 – Thermostat 
3 – Water pump 
4 – Water passages in 
      cylinder block 
5 – Water passages in    
      cylinder head 
Airflow 
Coolant flow 
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This research program aimed at broadening the knowledge of high-blockage tunnel 
testing, including improvements in the accuracy of the engine cooling tests for 
passenger vehicles.  Consequently, more time- and cost-effective test procedures can 
be established in assisting vehicle manufacturers to produce optimum engine cooling 
performance (i.e. maximise the heat transfer effectiveness and minimise the cooling 
drag). 
 
From previous experience, there are several important aspects that are expected to 
considerably influence the efficiency of engine cooling systems and the accuracy of 
cooling tests, but have yet to be addressed.  These include; 
• the influence of inlet coolant and air temperature drifts on the accuracy of 
measuring cooling performance; 
• the influence of radiator airflow maldistribution on engine cooling 
performance; 
• the relationship of the cooling airflow rates to the heat dissipation rates;  
• the effect of high blockage on the accuracy of testing a vehicle cooling 
system; and 
• any significant differences in radiator airflow patterns between the test 
environments. 
1.4 Objectives of the Current Study 
The scope of this study was to investigate the aspects detailed above, and to provide a 
rational basis for validating wind-tunnel cooling tests and compensation for the 
effects of significant blockage. 
 
This work addresses the following specific objectives. 
i. To refine and validate the SD technique for assessing engine cooling 
performance in the RMIT Industrial Wind Tunnel.  This has a relatively small 
test section, thus corrections for the effect of blockage can be significant.  
Comparison of on-road with wind-tunnel measurements would enable 
assessment of whether high-blockage wind tunnels, with suitable corrections, 
give a good representation of the on-road environment. 
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ii. To document the air velocity distribution through typical automotive radiators, 
including developing an experimental technique for quantifying airflow 
velocity.  This should surpass weaknesses in industrially available techniques. 
(Chapter Two provides a comprehensive review of the existing techniques.)  
This could be used to study the influence of air velocity maldistribution on 
engine cooling performance.  
 
iii. To obtain accurate cooling data on-road and to investigate the sensitivity of 
factors that limit the correct simulation of road conditions. 
 
iv. To investigate factors affecting the accuracy of evaluation of engine cooling 
systems in wind tunnels, including ambient and coolant temperatures and 
coolant flowrate. 
 
v. To develop a generalised analytical model of heat transfer in a radiator.  This 
model should account for airflow velocity distribution in order to understand the 
influence of airflow maldistribution on radiator cooling performance. 
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1.5  Thesis Layout 
Chapter 1 (current chapter):  Introduction  
• outlines the background, addresses the rationale and presents the scope and the 
objectives of this research program. 
 
Chapter 2:  Existing Evaluation Methods for Engine Cooling Systems 
• provides a review from the existing literature and technical reports in relation to 
various methods for evaluating vehicle cooling performance. 
 
Chapter 3: Commissioning and Validation of the RMIT Industrial Wind Tunnel 
Cooling Test Facility 
• covers the design and commissioning of the new RMIT test facility and the work 
undertaken on examining the validity and accuracy of the facility in assessing 
vehicle cooling system performance. 
• presents the initial experimental findings. 
 
Chapter 4: An Experimental Technique for Quantifying Airflow Rate and Distribution 
• presents the development process of a new technique for measuring time-averaged 
cooling airflow through automotive radiators; and validates the technique through 
a series of tests using an instrumented passenger vehicle placed in the RMIT 
Industrial Wind Tunnel. 
 
Chapter 5:  An Analytical Model for Automotive Radiators Using a Finite Element 
Approach 
• presents an analytical procedure for calculating the heat transfer rate of a radiator 
using a reviewed set of governing equations for the heat transfer process.  The 
model is applicable for cases when the airflow is not uniformly distributed over 
the core face.   
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Chapter 6:  Experimental Measurement of Cooling Airflow Distribution and Specific 
Dissipation 
• details the test plan, the test vehicle, equipment, instrumentation and the 
environments, including the RMIT Industrial Wind Tunnel, the Ford Australia 
Climatic Wind Tunnel and on-road tests. 
 
Chapter 7:  Experimental and Analytical Results and Discussion 
• provides a description of the findings from a flow visualisation study and  presents 
test data from the wind tunnels and on the road; 
• provides discussion and comparison of the analytical and experimental results. 
 
Chapter 8:  Conclusions and Recommendations 
• concludes with a summary of the major findings of this work and makes 
recommendations for further work. 
 
Appendices are presented at the end of the thesis, which contain additional supporting 
material.  Relevant literature is referenced throughout the thesis.  Several publications 
resulting from the current study are listed in Appendix XIV.   
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Chapter Two 
Existing Evaluation Methods for Engine Cooling 
Systems 
2.1 Introduction 
This chapter provides a review from the publicly available literature and technical 
reports in relation to various test methods for evaluating vehicle’s engine cooling 
performance.  Methods employed in the automotive industry worldwide are classified 
here into three approaches; analytical, experimental and computational methods.  
These are discussed in the following three sections.   
 
It is well recognised that the overall heat-transfer coefficient of a radiator is 
predominantly influenced by the air-side heat-transfer coefficient, hence these 
evaluation methods generally focus on ways of determining the volume airflow rate 
passing through the radiator (i.e. the cooling airflow).  With a knowledge of the 
cooling airflow rate and distribution, determination of the effectiveness of a given 
engine cooling system is achievable.  The cooling airflow additionally influences the 
aerodynamic performance of the vehicle (such as the cooling drag). 
2.2 Analytical Methods 
The primary function of a typical automotive radiator is to dissipate the unwanted 
heat carried by the coolant from the engine’s combustion chamber to the surrounding 
air (ram air and/or fan air), in order to maintain the engine at an optimum operating 
temperature.  The liquid-to-gas cross-flow is the best description of this type of heat 
exchanger – where air flows in the direction perpendicular to the coolant flow. 
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According to heat exchanger theory, heat exchanger performance can generally be 
determined using either one of the following approaches; 
• the Log Mean Temperature Difference method (LMTD) 
• the Effectiveness - NTU method (ε-NTU ) 
 
Selection from these two approaches is often based on what type of problem is to be 
solved.  Use of the LMTD method is more convenient in solving the sizing problem 
(or the design problem), whereas for the rating problem (performance prediction) the 
ε-NTU method is more effective (see Kays and London (1998) for details). 
2.2.1 Log Mean Temperature Difference 
With knowledge of a specific radiator operating condition, including coolant flowrate, 
inlet temperatures and intended outlet temperatures of both fluids, the LMTD method 
can be conveniently used to calculate the correct size (the heat transfer area) of the 
radiator core in order to achieve the required outlet temperatures1.  The governing 
heat transfer equation for cross-flow heat exchangers using the LMTD method is of 
the following form; 
 meanlogTUAFQ −Δ=        …… (2.1) 
 
where Q  = overall heat transfer rate of the radiator 
U = overall heat transfer coefficient of the radiator 
A = surface area for heat transfer 
F = the correction factor for LMTD dependent on heat exchanger flow 
arrangements.  (Except for parallel and counter-flow heat exchanges, all other 
flow arrangements have a value of less than unity.)  Bowman et al. (1940) 
provided graphical presentations of this factor F for a variety of flow 
arrangements. 
ΔTlog-mean = log mean temperature difference (LMTD) of the two fluids for a 
counter-flow heat exchanger is defined as follows; 
                                                 
1 Heat transfer is known when flowrate and temperature change of either stream are known. 
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( ) ( )( )( )⎥⎦⎤⎢⎣⎡ −−
−−−=Δ −
i,co,h
o,ci,h
i,co,ho,ci,h
meanlog
TT
TTln
TTTT
T    …… (2.2)
  
where  T = temperature; subscripts h = hot fluid (coolant) 
c = cold fluid (air) 
i = inlet 
     o = outlet 
 
Beard and Smith (1971) applied this approach to calculation of heat dissipation 
performance for different types of radiator core design.  The authors compared the 
calculated values with those obtained from experiments, which were conducted in a 
six-inch-square wind tunnel where airflow was uniformly distributed across the test 
section.  The results showed a maximum error of approximately 10% between 
experimental and calculated results, indicating that automotive radiators being 
modelled as cross-flow heat exchangers are appropriate. 
2.2.2 Effectiveness – NTU 
In contrast to the LMTD method, using this method is more effective when the 
radiator geometry, the coolant flowrate and the inlet temperatures of both fluids are 
known for a particular radiator.  The outlet temperatures in association with the heat 
transfer rate of the radiator are subsequently calculated. 
 
This approach involves several dimensionless parameters to be calculated consisting 
of Number of Heat Transfer Units (NTU), Effectiveness (ε) and Capacity Ratio 
(Cmin/Cmax).  Each parameter affects the performance of the heat exchanger and has its 
own physical significance.  A detailed description of each parameter is given in 
Chapter Five. 
 
A general relationship between the parameters is expressed as; 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=ε tarrangemen flow,
C
C,NTUf
max
min     …… (2.3) 
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The industrially most important flow arrangements include counter-flow, parallel-
flow and cross-flow heat exchangers.  The particular form of NTU-ε relation for 
various heat-exchanger flow arrangements can be found in a number of publications, 
such as Holman (1992), Incropera and DeWitt (1996), and Kays and London (1998).  
For a cross-flow heat exchanger with both fluids unmixed (i.e. the basic construction 
of automotive radiators), the algebraic relationship is given as follows; 
 ( )[ ]
⎭⎬
⎫
⎩⎨
⎧ −⋅−−=ε 11 780
220
.
NTUCexp
C
NTUexp r
r
.
   ……(2.4) 
 
Once the radiator effectiveness (ε) is determined, the heat dissipation rate (Q) from 
the radiator can be obtained by applying the following equation; 
 ( )cihimin TTCQ −ε=        ……(2.5) 
 
Emmenthal and Hucho (1974) used this approach when optimising radiator cost and 
performance.  In addition, Eichlseder and Raab (1993) used this approach to 
investigate the influence of various cooling-system components and parameters on the 
design of cooling systems. 
2.2.3 Remarks 
There is only limited research published using analytical approaches in determining 
the heat transfer performance of automotive radiators.  An important deficiency is that 
air velocity distribution over the face of a real radiator in the engine compartment is 
always highly complex and non-uniform, and the airflow rate cannot easily be 
analytically determined.  As mentioned previously, airflow is an important factor 
affecting the engine cooling system performance.  Applying solely analytical 
approaches to solving cooling problems would be impractical without the aid of other 
methods, such as experimental and Computational Fluid Dynamics (CFD) methods.  
Analytical approaches have, to date, been applied to simple geometries or radiators in 
isolation, where the airflow is uniformly distributed.  However, both cases do not 
represent the real situations where airflow distribution is often far from uniform.   
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2.3 Experimental Methods 
Due to the inadequacy of analytical approaches for solving practical cooling 
problems, research has subsequently turned to relying mainly on experimental and, 
more recently, computational methods.  Experimental methods are historically the 
oldest and most accurate approach to vehicle aerodynamics.  Researchers such as 
Olson (1976), Schaub and Charles (1980) and Williams (1985) provided excellent 
experimental studies on vehicle cooling systems. 
 
Experimental evaluation is often comprised of on-road and wind-tunnel testing. On-
road testing offers a direct assessment of the true behaviour of engine cooling 
performance as well as providing airflow over the vehicle under “real” conditions.  
However, weather conditions, particularly the inability to control atmospheric winds 
(and associated turbulence) and ambient temperatures, prejudice repeatability and 
accuracy of on-road testing.  On the other hand, wind tunnels provide an 
approximation of on-road flow conditions that are replicated in controlled 
environments (involving a stationary vehicle with respect to movement of air).  The 
main advantage of wind-tunnel testing is that the tests can be conducted more 
conveniently, time-effectively and accurately. 
 
Two types of wind tunnels are currently employed in aerodynamic development for 
automotive vehicles; aerodynamic wind tunnels and climatic wind tunnels.  These 
have been used by vehicle manufacturers worldwide for many years.  Aerodynamic 
wind tunnels provide good external aerodynamics, and are used for assessing the 
forces and moments on the vehicle and, increasingly, wind noise.  On the other hand, 
climatic wind tunnels are facilities that were designed to replicate thermal 
characteristics experienced on the road, providing the capability of controlling 
ambient air temperature and humidity as well as simulating engine loads on a chassis 
dynamometer.  It is recognised that the flow quality in climatic wind tunnels is 
generally not as good as that in aerodynamic wind tunnels.  Barlow et al. (1999) 
provided a detailed description of various types of wind tunnels.  Cooper (1993) 
summarised several important aspects of vehicle aerodynamics and discussed the 
associated wind tunnel simulations required to represent them.   
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This section discusses techniques for cooling airflow measurement that are currently 
being employed according to the publicly available literature. 
2.3.1 Measurement of Radiator Airflow 
There are several constraints existing that make measurements of cooling airflow very 
difficult.  In general, the constraints are; 
• the compactness of engine compartments; 
• the complexity of air velocity, pressure and temperature fields in engine 
compartments; 
• the airflow velocities through radiators are typically low (in the order of a few 
metres per second); 
• the unknown flow directions (in some cases there are major separations and 
flow reversals); and 
• the cooling system location in an enclosed area making measurement access 
difficult. 
2.3.1.1  Propeller-Based Systems  
The most common industrial practice for airflow measurement is to employ banks of 
propeller-based anemometers.  The rotation speed of each propeller gives an 
indication of the average velocity over a circular area.  The anemometers need prior 
calibration on a flow stand over a wide range of flow rates, and often require re-
calibration (see Figure 2.1). 
 
 
Figure 2.1  Propeller anemometers (SAE J2082, 1992) 
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There are two types of anemometer assembly used in the industry.  The first type is an 
array of several anemometers in a rectangular frame that matches the size of the 
radiator airflow area (see Figure 2.2).  The size of each anemometer typically ranges 
from three inches to seven inches.  For example, Williams and Vemaganti (1998) 
employed nine anemometers (114mm in diameter) mounted on the rear face of the 
core to determine total volume airflow.  Williams et al. (2002) in the study of inlet 
aerodynamics and cooling system resistance utilised a 3 × 4 anemometer array to 
measure radiator airflow.  SAE J2028 (1992) reported that several automotive 
manufacturers, such as General Motors and Ford Motor Company, use an array of six 
to sixteen anemometers for the measurement of cooling airflow through radiators.  
However, the accuracy of this type of assembly for air velocity distribution, 
particularly in flows with significant shear, is in doubt because the propeller 
anemometer is usually relatively large, resulting in the inability to accurately 
document the non-uniform flow behaviour. 
 
Figure 2.2  Typical propeller-anemometer array mounted on back of radiator 
(Williams et al., 2002) 
 
As shown in Figure 2.3, another type of assembly is a rake of multiple in-line 
anemometers traversing vertically or horizontally across the radiator face.  The 
anemometers used are typically smaller than the previously described assembly, and 
have the advantages of surveying airflow velocity distribution across the radiator face 
more accurately, as well as determining total volume flow rate.  Use of this type of 
method is referred to Olson (1976), Williams (1985), Schaub and Charles (1980) and 
National Research Council of Canada (SAE J2082 (1992)).  Ap (1999) measured air 
velocity across the radiator by a rake of five micro-propeller anemometers, which 
were only 10mm in diameter.   
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Since conventional propeller anemometers are not able to detect flow direction, 
Berneburg and Cogotti (1993) developed an instrument called a “test radiator” that 
was able to detect flow directions (forward or reverse).  The “test radiator” consisted 
of 11 small propeller anemometers and was used as a replacement for the original 
radiator with screens in front of, and behind, the anemometers for replicating the 
radiator pressure drop (see Figure 2.4). 
 
 
Figure 2.3  A vertical rake of propeller anemometers mounted on back of radiator 
(SAE J2082, 1992) 
 
 
Figure 2.4  Layout of the “test radiator” developed by Berneburg and Cogotti (1993) 
at Pininfarina 
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This type of assembly, involving substantially smaller anemometers, is generally 
thought to be more accurate than the rectangular array type for measurement of 
airflow velocity distribution.  The major drawback is that it cannot instantaneously 
measure the entire airflow velocity distribution across the radiator and is difficult to 
implement in on-road tests. 
2.3.1.2  Thermally-based Systems 
Hot-wire anemometry (HWA) is a well known thermally-based system, which has 
been frequently used in laboratories for quantifying airflow velocity at a point in the 
flow field, in either smooth or fluctuating flow (the turbulent components 
superimposed on the average velocity).  The basic principle of HWA is that it 
determines an air velocity by identifying the heat lost from an exposed hot wire.  In 
general, there are two ways of heating the wire; by supplying a constant current (the 
constant-current type) or maintaining a constant temperature (the constant-
temperature type).  In either type, the heat lost to airflow is a function of the air 
velocity.  By measuring the change in wire temperature under constant current, or the 
current required to maintain a constant wire temperature, the heat lost can be 
obtained.  The heat lost can then be converted into a fluid velocity (see 
http://www.efunda.com/designstandards/sensors and Doebelin (1990) for details).   
There are several distinct features of HWA including: 
• the heated wire has high sensitivity at low flow rates; 
• small in size; and 
• rapid response to flow fluctuations, and high frequency response – typically 10 
kHz, and can be up to 400 kHz. 
 
Drawbacks that make HWA rarely used in tackling practical cooling flow problems 
include; 
• fragility of the hot wire due to size and thus suitable only for clean gas flows; 
• calibration significantly affected by dust deposition, oil or other 
contamination; 
• relatively high cost and complication in set-up; and 
• calibration that is strongly temperature dependent causing problems in the 
complex temperature fields that exist in engine compartments. 
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There has been very limited research reported on the use of HWA (except for 
Shimonosono et al. (1993)) mainly because of the drawbacks mentioned.  Rather than 
HWA, use of hot-film anemometry  (HFA) is more practical.  Instead of using a thin 
wire, HFA has similar characteristics and set-up to HWA, consisting of a more rugged 
hot-film sensor usually positioned at the nose of a wedge-shaped or conical probe (see 
Figure 2.5).  At Chrysler-Jeep Truck (SAE J2082 (1992)), an array of 15 hot-film 
probes positioned in the inlet face of the radiator was used to measure cooling airflow.  
However, as both HWA and HFA are thermally-based and sensitive to temperature, 
they are not considered to be appropriate when the radiator is in operation and thus 
can only be used in wind tunnels without hot coolant flowing. 
 
 
Figure 2.5  Hot-wire anemometer (left) and hot-film anemometer (Dally et al., 1993) 
 
 
2.3.1.3  Optically-based Systems 
The most well known optically-based systems used in airflow measurement are Laser 
Doppler Anemometry (LDA) and Particle Image Velocimetry (PIV).  They are 
considered as state-of-the-art, precise and non-intrusive techniques and do not need 
re-calibration.  Without disturbing the flow, LDA provides fluid velocity data at a 
single point while PIV offers velocity data in a plane, with reasonably high frequency 
response and resolution.  However, their complexity in experimental setups and high 
cost limit applications of the optically-based systems in industrial flow measurement.  
Further disadvantages for measurement in an engine compartment involve the need 
for transparent vehicle panels and the necessity for seeding tracer particles. 
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2.3.1.3.1  Laser Doppler Anemometry 
The Doppler effect indicates that the change in wavelength (or frequency) of the 
reflected radiation is a function of the targeted object's relative velocity.  The principle 
of LDA is based on measuring the change in wavelength of the reflected laser light, 
which is done by forming an interference fringe pattern (superimposing the original 
and reflected signals), in order to determine the velocity of the object (see 
http://www.efunda.com/designstandards/sensors). 
 
LDA emits a single laser beam subsequently splitting into two equal-intensity beams, 
which are then directed to intersect at a common point in the flow field.  An 
interference pattern is formed at the point where the beams intersect, defining the 
measuring volume.  A photodetector receives light scattered from tracer particles 
(artificially seeding is required if particle levels are low) moving through the 
intersection volume and converting light intensity into an electrical current. The 
scattered light contains a Doppler shift, the Doppler frequency, which is proportional 
to the velocity component perpendicular to the bisector of the two laser beams.  The 
resulting frequency of the photodetector output is related directly to particle velocity.  
If additional laser beam pairs with different wavelengths are directed at the same 
measuring volume two, and even three, velocity components can be determined 
simultaneously (see http://www.tsi.com/fluid/products and Webster (2000)). 
 
 
Figure 2.6  Schematic of a LDA system (Webster, 2000) 
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Cogotti and Berneburg (1991) reported a study at the Pininfarina wind tunnel, using 
standard two-component LDA for measurement of airflow inside an engine 
compartment and the limitations of the system were illustrated.  The authors in later 
years improved the system for the third velocity component by combining the 
standard LDA probe with a one-dimensional probe (see Bernebury and Cogotti 
(1993)).  Spindle and Stetter (2001) also conducted a study of flow fields behind the 
cooling fan on a Mercedes-Benz vehicle.  To introduce LDA into the engine 
compartment, a cut was made in the hood (see Figures 2.7 and 2.8).  Beside 
Pininfarina, no other institution has published work on LDA in this area.  It is 
attributed to the fact that the complication in the implementation precludes practical 
measurements, particularly on road. 
 
 
Figure 2.7  LDA measurement through the cut-out section of the hood of a vehicle 
(Spindle and Stetter, 2001) 
 
 
Figure 2.8  LDA beams inside the engine compartment (Spindle and Stetter, 2001) 
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2.3.1.3.2  Particle Image Velocimetry 
PIV, another optically-based technique, uses double-pulsed laser-sheet flow 
visualisation.  A laser light sheet illuminates a plane in the flow, and the positions of 
particles in that plane are recorded using a camera.  A fraction of a second later, 
another laser pulse illuminates the same plane, creating a second particle image.  
From these two particle images, information about the direction and displacement of 
the particle movements are obtained, hence flow properties including velocity and 
vorticity are able to be computed for the entire region (see 
http://www.tsi.com/fluid/products).  
 
A study by Cogotti and Gregorio (2000) demonstrated use of a PIV system in a full-
scale wind tunnel for measurement of flow characteristics in areas around a vehicle 
where the flow was highly turbulent and unsteady.  The investigated areas included 
downstream of the rear mirror; close to the left fender; downstream of the wheel arch; 
and behind the front left wheel.  However, there is no publication in the available 
literature in regard to measurement of radiator airflow using PIV. 
 
2.3.1.4  Pressure-based Systems 
The pressure-based systems discussed in this sub-section are Pitot-static tubes, total 
pressure probes and multi-hole pressure probes.  These methods are based on relating 
pressure vectors measured in a flow field to a flow velocity at a certain point. 
2.3.1.4.1  Pitot-static Tubes 
The well-proven Pitot-static tube2 is a classical and reliable method for measuring 
airflow velocity.  There are two sets of pressure tapping in the head of the Pitot-static 
tube.  The pressure tap for the total pressure in the flow (which is equal to the 
dynamic pressure plus the static pressure) is located at the foremost (stagnation) point.  
Another set of pressure taps for the static pressure in the flow consists of a series of 
orifices located about a distance of six to eight tube diameters back from the foremost 
                                                 
2 The word Pitot is named after Henri Pitot in 1732. 
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point (see Figure 2.9) (see Ower and Pankhurst (1977)).  By knowing the dynamic 
pressure (the difference between the total and the static pressures in the flow), the 
flow velocity at a point can easily be calculated. 
 
The Pitot-static tube features a number of advantages as a measurement tool including 
simplicity (the fact that it is a primary instrument, requiring no calibration) and 
relatively low cost.  This is a valuable tool particularly for absolute calibration of 
instruments in smooth flows.  Nevertheless, there are several drawbacks making it far 
from ideal for use in measuring cooling airflow in the engine compartment.  These 
include the requirement for the tube must be to be aligned with the flow within about 
±10° to obtain good results.  This is very difficult to achieve within the engine 
compartment where directions of the approaching flow are unknown (reversals are 
possible) and complex. 
 
 
 
 
 
Figure 2.9  National Physical Laboratory (N.P.L.) standard Pitot-static tube with 
hemispherical nose (Ower and Pankhurst, 1977) 
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2.3.1.4.2  Total Pressure Probes 
Various pressure probe configurations, which are designed to be insensitive to 
directions of flow within certain limits, have been in use for the measurement of total 
pressure in angular flow3 (see Figure 2.10). 
 
The total probes that have simple construction are insensitive to misalignment up to 
about ±20°.  Kiel probes, which are another type of pressure probe, are more 
frequently used in automotive applications to measure total pressure in airflow where 
directions of flow are unknown, as the probes are accurate to quite large angles 
(approximately 45°) from the axis of the probe.  Schaub and Charles (1980) and 
Takahashi et al. (1992) used a Kiel probe to measure pressure distributions at the inlet 
of a vehicle.  In an investigation of the effect on cooling airflow in the case of two 
vehicles in close convoy, Browand et al. (1988) employed several Kiel probes placed 
in front of and behind the radiator to measure the radiator pressure drop during on-
road testing.  The pressure drop results were then used to estimate the velocity of the 
cooling airflow.  Since the probes are insensitive to misalignment with the flow 
direction, they cannot be used to determine flow direction. 
 
 
 
Figure 2.10  Shielded total pressure probes (Owen and Pankhurst, 1977) 
 
                                                 
3 Pitot-static tubes are good for at least ±10° with less than 1% error. 
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2.3.1.4.3  Multi-hole Pressure Probes 
Multi-tube pressure probes, with suitable calibration, have been conveniently used to 
determine the magnitudes and the orientations of mean velocity vectors within 
acceptance angles of about ±45°.  Despite LDA, PIV and HWA offering measurement 
of mean velocities and sometimes flow directions, multi-hole pressure probes provide 
additional measurement of static pressure in three-dimensional flow fields.  Thus 
these enable total pressure, dynamic pressure, flow directions (including pitch and 
yaw angles) to be determined at a small volume in the flow by relating the pressure 
field at the probe heads to three-component velocities and static pressures (see 
Hodson (2002) for details).  These probes are suitable for measurement of turbulent 
flows if the system (i.e. tubing and pressure transducers) have sufficient frequency 
response.  Probe geometries and the number of holes vary and discussions of 
operating principles of different probe geometry configurations are provided in many 
publications, such as Gundogdu and Carpinliglu (1998) on three- and five-hole 
probes, Hooper and Musgrove (1997) on a four-hole probe, Morrison et al. (1998) on 
a five-hole probe, Takahashi (1997) on a seven-hole probe, Yamaguchi et al. (1996) 
on 13-hole, and Cogotti (1987) on a 14-hole probe. 
 
 
 
 
Figure 2.11  Multi-hole pressure probe (three- and five-hole)  
(Gundogdu and Carpinliglu, 1998) 
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In Figure 2.12, a four-hole dynamic probe is illustrated, which is a dynamic Cobra 
probe and is an example of this type.  This probe has a truncated triangular pyramid-
shaped head, with the three side faces ground flat at 45° to the head axis.  Each of the 
four faces has a pressure tap at, or near, its centre, and each pressure tap is connected 
to one of four piezo-resistive bridge-type pressure transducers.  With the aid of pre-
determined calibration surfaces, these probes are capable of measuring air velocity 
from upwards of 2 m/s with a typical acceptance flow range of a ±45° cone (see 
Hooper and Musgrove (1997)). 
 
 
 
 
 
 
Figure 2.12  Four-hole pressure probe – Cobra probe (Chen et al., 2000) 
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As these multi-hole pressure probes offer several benefits due to their relative 
robustness, stability of calibration and simplicity of use, there are several papers 
published in relation to automotive applications.  Cogotti and Gregorio (2000) 
provided applications of a 14-hole pressure probe.  Yamaguchi et al. (1996) illustrated 
a 13-hole spherical head pressure probe to measure the wake flow field including 
reverse flow.  This probe had a measurable range of flow angles of ±135°.   Saunders 
and Mansour (2000) used a four-hole probe to document turbulence intensity in a 
wind tunnel and on road.  Mousley and Watkins (2000) also used a four-hole probe to 
map the airflow around a full-scale and model-scale truck.  Lyu and Ku (1996) used a 
five-hole probe for measuring three-dimensional flow inside a vehicle situated in a 
wind tunnel.   
 
According to SAE report J2082 (1992), Mercedes-Benz used a five-hole probe that 
penetrated the engine compartment through a small gap in the hood and was traversed 
automatically, to measure the velocity distribution across the radiator.  Also, National 
Research Council of Canada (NRCC) developed an array of 24 calibrated five-tube 
probes to determine airflow properties, enabling flow angles, total, static and dynamic 
pressures to be measured.   
 
Although use of a multi-hole probe can provide advantages over the other techniques, 
it needs to be aligned within the calibrated range.  This would be very difficult in an 
unstable, complex three-dimensional flow, as usually occurs in engine compartments. 
2.3.1.5  Thermistors 
Use of thermistors as single point thermal anemometers has been attempted to 
quantify cooling airflow.  Thermistors (thermally sensitive resistors) are temperature 
sensitive passive semiconductors, which are highly sensitively to temperature 
changes.  Each thermistor consists of a small piece of semiconductor material whose 
electrical resistance changes with temperature.  The primary applications of 
thermistors include use as temperature sensors, resettable fuses, power indicators, and 
current limiters.  Due to their high sensitivity and good dynamic behaviour (a low 
thermal inertia), they are used in flow sensing applications (Catellani et al. (1982)). 
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However, an investigation conducted by Burton et al. (2001) revealed that thermistors 
are substantially sensitive to turbulence intensity level so that the thermistor’s heat 
dissipation rates are significantly affected as a consequence.  Also these thermally-
sensitive devices would not be considered to be appropriate for use when the radiator 
is in operation due to temperature effects.  For these reasons, this type of 
measurement technique is not yet ready for the measurement in unknown turbulence 
level and complex temperature field environments, including in engine compartments.   
2.3.1.6  Other Methods 
Fujikake et al. (1978) developed a thermocouple-based air velocity sensor to measure 
the air velocity distribution at a radiator front face.  Dudley and Barry (1999) 
described a device, called an H-meter, for measuring underhood and underbody 
velocities by correlating the heat transfer coefficient of a spherical body with the local 
air velocity.  However, these techniques have very limited applications reported in the 
publicly available literature.  Thus, it is impossible to justify their validity and 
reliability.  Hoshino et al. (1981) qualitatively evaluated engine cooling performance 
by visualising cooling airflow without detailed measurement of the flow velocity and 
pressure.  Flow visualisation methods are effective and were employed in the current 
study.  
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2.3.1.7  Remarks 
After reviewing the existing experimental techniques for measurement of cooling 
airflow from the public literature, Table 2.1 identifies important properties of each 
technique in implementation. 
 
Table 2.1  Features of existing evaluation methods for radiator flow measurement 
(E = Excellent; M = Moderate; P = Poor) 
Technique Time -
effective
-ness 
 
Cost -
effective
-ness 
Simple for 
use 
Accuracy
-volume 
flowrate 
Accuracy-
airflow 
distribution 
Suitable for 
on-road 
testing 
Propeller 
anemometer array 
E M M M P E 
Propeller 
anemometer rake 
E P P E E P 
HWA 
 
P M P E E P 
HFA 
 
P M P E E P 
LDA 
 
P P P E E P 
PIV 
 
P P P E E P 
Pitot-static tubes 
 
M E E P P P 
Multi-hole 
pressure probes 
M P P E E P 
Thermistors 
 
E E E P P P 
 
 
 
The above comparison clearly shows the reason why the propeller-based 
measurement techniques are currently the most commonly used in vehicle 
development.  These techniques are time-effective, which is always the first priority 
in the vehicle development phase.  However, the accuracy is compromised giving 
limited spatial resolution and questionable accuracy for average flow rates, especially 
in turbulent and non-uniform flow fields.  The anemometers are also not very reliable 
and often need re-calibration.  The optically-based method, although it is a state-of-
the-art and precise technique, involves high cost and is time consuming, making it 
inconvenient for typical engineering applications.  Generally, conventional Pitot-static 
tubes are unsuitable due to the airflow complexity and relatively low air speeds.  Even 
though use of a multi-hole probe can provide an accurate measurement of the three-
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component of the airflow velocity and flow angles, it needs to be aligned in the 
calibrated range, which can be very time-consuming and difficult in vehicle engine 
compartments.  In addition, multi-hole probes are required if quantifying airflow 
distribution over the whole radiator.  Hot-wire anemometers and thermistors are also 
not appropriate for use, due to complex temperature fields occurring in the engine 
compartment and their susceptibility to damage. 
 
2.3.2 Performance Parameters 
Because of the difficulty in using any of the known techniques for accurately 
measuring radiator airflow (and in fact no existing technique can provide fully 
satisfactory measurement of cooling airflow), the automotive manufacturers have 
sought alternative methods of inferring aerodynamic performance of cooling systems.  
There are two parameters commonly found in the literature that are used as efficient 
ways for evaluating engine cooling performance and optimising vehicle front-end 
configurations.  These are Air-to-Boil (ATB) and Specific Dissipation (SD). 
2.3.2.1  Air-to-Boil 
The parameter ATB has been commonly used by automotive manufacturers 
worldwide as an indication of the temperature margin from coolant boiling for a given 
operating condition (i.e. vehicle speeds, gears and engine loads).  According to the 
Society of Automotive Engineers (SAE) standard J819, air-to-boil temperature is the 
ambient air temperature expected to cause the cooling system to boil when the vehicle 
is operated under specific conditions and modes of operation.  It has a simple 
definition that is expressed as; 
 ( )aicibp TTTATB −−=       …… (2.6) 
 
where  Tbp = coolant boiling point (°C) 
Tci = coolant radiator inlet temperature (top tank temperature) when the 
cooling system has stabilised (°C) 
Tai = ambient temperature (°C) 
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SAE established field test procedures for determination of ATB (SAE J1393 and SAE 
J819).  The value of ATB of a cooling system can only be measured during vehicle 
tests when the whole system has achieved stability under the set operating conditions.  
When stabilised, the top tank temperature steadies at a value where heat dissipation by 
the radiator is equal to the thermal load generated by the engine.  The parameter, 
though it does not directly give the cooling airflow rate, can indicate the effect of 
changes in airflow on the cooling performance.  Given a radiator and specific test 
conditions, improvement in cooling airflow results in lowering the top tank 
temperature (Tci) after the cooling system has stabilised, hence a rise in the value of 
ATB.  Hence, ATB can be used as a ranking parameter for optimising vehicle front-
end configurations and as a predictor for when the system will fail.  Typical 
applications of ATB can be found in the works conducted by Mosier and Jarrett 
(1974), Costelli et al. (1979), Williams (1985), Chapman et al. (1988), Emmelmann 
and Berneburg (1990), and Ecer et al. (1995).   
 
Use of ATB always requires the cooling system to be operated at very stable 
conditions (i.e. both ambient air and top tank temperatures remain unchanged in time) 
for a specific configuration under specific road load and grade load conditions.  As a 
result, ATB testing involves a tedious, costly and time-consuming process, since it 
requires stable ambient and engine load conditions in on-road tests, or accurate 
simulation of those conditions in a climatic wind tunnel. 
2.3.2.2  Specific Dissipation 
In contrast to ATB, SD offers a much more time-effective way to assess the cooling 
system performance where SD testing can be conducted under both stable and slowly 
changing vehicle operating conditions and is relatively insensitive to changes in 
ambient and coolant temperatures (Lin (1999)).  SD is a radiator’s effectiveness-
related parameter, and is defined as the heat dissipation rate of a radiator divided by 
the overall temperature difference across the radiator.   
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aici TT
QSD −=        …… (2.7) 
 
where  Q = heat dissipation rate of the radiator (W) 
Tci = coolant radiator inlet temperature (°C) 
Tai = ambient temperature (°C) 
 
At equilibrium conditions and assuming the cooling air accounts for all heat lost from 
the radiator, it is possible to express; 
 ca QQ =         ……(2.8) 
 
where  Qa = heat carried by the air from the radiator; )T-(Tcm=Q aiaoap,aa &  
 Qc = heat carried by the coolant to the radiator; )T-(Tcm=Q cocicp,cc &  
hence; 
)T-(Tcm=)T-(Tcm aiaoap,acocicp,c &&      ……(2.9) 
 
As discussed in the previous sub-section, accurate measurement of cooling air mass 
flowrate (ma) is very difficult.  A simpler method for determination of SD is via 
measuring coolant-side heat transfer by the following equation;  
 
( )
aici
cocic,pc
TT
TTcm
SD −
−= &       ……(2.10) 
 
This parameter firstly appeared in publications by Stratton et al. (1965) and Paish and 
Stapleford (1968), but no further investigation or application was reported until the 
parameter was reinvented by independent research at RMIT.  Several studies now 
confirm the effectiveness of the parameter for ranking and optimising engine cooling 
performance on the front-end designs of a vehicle (Hird et al. (1986); Hird and 
Saunders (1992); Dib (1997) and Lin (1999)).  The parameter has also been used to 
assess the radiator cooling performance due to the effects of cross winds, Lin et al. 
(1997). 
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Other applications include Johannessen et al. (2002) who made comparisons between 
CFD predictions of airflow with experimental measurement of SD values.  Besides, 
Hucho (1998, p.564) reported changes in radiator constructions in terms of SD and 
air-side pressure loss over the last 15 years. 
 
Alternatively, SD can be expressed in terms of the heat exchanger effectiveness and 
the minimum heat transfer rate, that is; 
 minCSD ε=         ……(2.11) 
 
where  ε = heat exchanger effectiveness, which is defined as the ratio of the actual 
heat transfer to the maximum possible heat transfer rate; 
maxQ
Q=ε  
    
Cmin = minimum heat capacity rate; for vehicle cooling system, this is always 
referred to the air-side minimum heat capacity rate (i.e. equal to the air mass 
flow rate multiply by the specific heat of air). 
 
Therefore,  
a,pacmSD &ε=         ……(2.12) 
 
Equation 2.12 indicates the relationship between SD and airflow.  For a given radiator 
core, a change in SD indicates a change in airflow.  It is noted that the relationship is 
not linear (see Figure 2.13). 
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Figure 2.13  Typical characteristics of Specific Dissipation measured at constant 
water flows and varying air approach velocities  
(Paish and Stapleford, 1968) 
 
2.3.2.3  Remarks 
As the experimental techniques for measurement of radiator airflow have not yet been 
able to provide a simple but accurate method, use of one of the performance 
parameters is obviously a better choice to reflect changes in airflow.  Lin (1999) 
conducted a detailed investigation into a comparison between ATB and SD, and 
concluded that SD has significant advantages compared with ATB, particularly when 
testing in wind tunnels where a chassis dynamometer or climatic control is not 
available.  He concluded that it offers increased productivity for experimental testing 
compared to ATB. 
 
Both parameters can be expressed in terms of the maximum temperature difference 
across the radiator (Tci – Tai), hence; 
SD
QTT aici =−        ……(2.13) 
and, ATBTTT bpaici −=−        ……(2.14) 
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These equations imply the following relationship; 
 ATBT
SD
Q
bp −=        ……(2.15) 
This simple relationship is only valid when a value of SD is obtained after the cooling 
system has stabilised (i.e. when (Tci – Tai) stays unchanged in time).  To establish 
correlations between these two parameters, further research is needed. 
2.4 Computational Methods 
As experimental techniques are not currently able to provide a simple way of radiator 
cooling airflow measurement, the latest Computational Fluid Dynamics (CFD) 
techniques seem to offer advantages in resolving cooling problems particularly when 
used in conjunction with experimental and analytical methods. 
2.4.1 Computational Fluid Dynamics 
CFD is a numerical method of solving the partial differential equations that governing 
the fluid flow, including the continuity equation, the Navier-Stokes equations, the 
energy equation and/or the k-ε turbulence equations, by converting them into a set of 
algebraic equations (the process is called discretisation) to obtain a numerical 
description of the complete flow field of interest.  The elements of CFD generally 
include numerical algorithm development, transition and turbulence modelling, 
surface modelling and grid generation, scientific visualisation and validation 
methodologies (Hessenius and Richardson (1991)).  Typical discretisation methods 
used in CFD are finite difference methods, finite volume methods, finite element 
methods, and boundary element methods. 
 
There are a number of CFD codes, either commercially available or company in-
house codes, which are widely documented in the literature.  Commercial codes (such 
as Fluent and Star-CD) are designed to perform computations on general 
configurations that have sophisticated user interfaces and are integrated with post-
processing facilities.  On the other hand, in-house codes are mostly research-oriented 
and often developed at research institutions.  They tend to lack general utilities, but 
perform well on specific problems (such as wings, rotors, or internal flows). 
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CFD has emerged as a powerful tool for predicting aerodynamic performance of 
vehicles in providing time- and cost-effective ways in the early stages of the 
production cycle.  In relation to the subject of engine cooling, advantages of CFD 
include prediction of the amount of cooling airflow through a radiator as well as heat 
dissipation capability of a certain design.  Thus, system performance can be estimated 
before physical prototypes are built.  Furthermore, knowledge of the flow in an 
enclosed space is always a challenge with existing experimental methods, while CFD 
is sometimes able to offer a valid solution. 
 
Dhaubhadel (1996) provided a general review of CFD applications in the automotive 
industry.  The research areas discussed include exterior aerodynamics, in-cylinder 
flows, climatic control (HVAC and air-conditioning), exhaust systems, rotating 
machinery, engine cooling and underhood thermal management.  Taniguchi et al. 
(2002) recently evaluated 14 commercial CFD codes in solving four benchmark 
automotive problems, including external aerodynamic flow, engine cylinder flow, air-
conditioning and defroster duct flows. 
 
The current review relates mainly to simulation of radiator airflow and thermal 
management in the engine compartment.  There has been a large amount of CFD 
work published since the middle of 1980s.   
 
The literature shows that early CFD research, such as Willoughby et al. (1985), Shaw 
(1988) and Kawashima and Fujii (1988), gave only qualitative information about the 
airflow in the engine compartment.  The analyses were only able to generate two-
dimensional solutions due to the limitations of computer power at that time.  Two-
dimensional solutions could not provide any transverse flow information. 
 
Three-dimensional CFD simulations have appeared in the literature since 1990.  Aoki 
et al. (1990) and Katoh et al. (1991) used a general purpose three-dimensional 
numerical program, STREAM, to predict the flow around the front-end and in the 
engine compartment; and reported problems inherent in three-dimensional analysis. 
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Ono et al. (1992) conducted a third-order upwind-difference scheme to 
simultaneously simulate the external and internal flows of vehicles and to predict the 
amount of cooling airflow through the radiator (see Figure 2.14).  This gives an 
excellent example where CFD can provide a highly complex simulation suggesting 
the nature of the airflow underhood whereas experimental measurements are difficult 
to achieve.  However, there was a quantitative discrepancy between the simulated 
cooling airflow rate and experimental results in predictions for a fully-equipped 
production vehicle. 
 
 
Figure 2.14  Computed streamlines in the engine compartment (Ono et al., 1992) 
 
Han and Skynar (1992) performed an analysis for a simplified engine compartment 
using the VINE3D code.  The analysis included simulating front-end airflow and the 
engine compartment flow simultaneously, as well as thermal analysis of the engine 
compartment.  Ashmawey et al. (1993) calculated the flow field and convective heat 
transfer coefficients in the engine compartment of an Opel Vectra using the VINE3D-
H code.  However, both studies provided only limited comparisons between computed 
results and measurements.   
 
Yasuki et al. (1993) developed a finite-volume CFD model to predict the cooling 
airflow through the radiator and condenser.  Also, the relationship between cooling 
airflow rate and relative position of the licence plate was numerically investigated.  
Minegishi et al. (1993) used a code named DRAG4D (developed by Nissan Motor 
Company) to predict the flow velocity distribution and ambient air temperature in the 
engine compartment.  They stated that the numerical analysis predicted the ambient 
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air temperature distribution within ±10% of the measured data.  Chua et al. (1993) 
reported a study of the cooling airflow through a prototypical engine compartment.  
The CFD results simulated by the PARC3D code were used to determine the 
performance characteristics of the engine compartment and for sizing the radiator fans 
for given conditions. 
 
Habchi et al. (1994) performed a three-dimensional fluid flow and thermal analysis of 
the engine cooling systems of large slow moving vehicles, such as tractors and 
excavators.  They used the REFLEQS code to predict temperature and flow 
distributions that compared well to test data.  
 
Ecer et al. (1995) used the CFD code, PASSAGE, combined with the LMTD method 
to calculate the air velocity distribution over the radiator and the resulting radiator 
performance in terms of ATB for a simple vehicle.  Using a three-dimensional 
analysis, it was indicated that the predicted ATB temperatures could achieve accuracy 
within 12% of experimental values.  They also concluded that the velocity distribution 
over the radiator was very important in determining the ATB temperature. 
 
Lyu and Ku (1996) conducted a numerical study of the flow field in the engine 
compartment of a passenger vehicle for six front-end configurations.  In parallel to the 
CFD simulation, experimental work was conducted using a five-hole pressure probe 
for measuring three-dimensional mean underhood flow data.  A commercially 
available CFD code, Star-CD, was used to analyse the flow in the engine 
compartment.  They found qualitative agreement between the numerical and 
experimental results. 
 
Pervaiz et al. (1997) presented a numerical method to predict underhood component 
temperature including air and coolant temperatures.  The Star-CD code associated 
with a heat transfer methodology was used to model the thermal performance of the 
heat exchangers, including accounting for the phase change of the refrigerant in the 
condenser.  Dohi et al. (1998) used the Star-CD code, to calculate airflow in the 
engine compartment of a cab, combined with a heat transfer calculation program 
KULI to predict the engine cooling performance.  However, no experimental 
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validation of the CFD model was presented in the paper.  Andra et al. (1998) used 
another commercially available code, Fluent, to simulate the flow around two 
configurations of a prototype family sedan.  They also investigated the effect of 
testing the vehicle in two numerical tunnels.  However, they did not provide 
experimental validation of the simulations. 
 
From the review discussed so far (prior to 1998), it appears that that use of CFD in 
solving for cooling airflow has not been accurate enough to perform quantitative 
simulation.  As computer resources have been rapidly improving in recent years, 
several studies have been taking place in order to assess the current accuracy of CFD 
in simulation of airflow in engine compartments. 
 
Williams and Vemaganti (1998) assessed CFD quality via a statistical analysis 
technique, the Spearman Rank Correlation method.  Simulation of airflow rates inside 
an engine compartment using the UH3D code (a Navier-Stokes solver used at Ford) 
was carefully compared to measurements using a calibrated radiator instrumentation 
package which consisted of nine propeller-anemometers and 16 pressure probes.  The 
correspondence between the CFD predictions and experimental measurements was 
generally good at all speeds, despite five out of 23 configurations misranked for the 
120km/h conditions.  The average accuracy for all sixty-four front-end configurations 
was found to be -2.7% with a 95% confidence band of ±13.1%.  Although the 
predictions did not agree exactly with measurements, the results were encouraging 
indicating the potential for using CFD in assessing radiator airflow. 
 
Gillieron et al. (1999) compared CFD predictions with experimental results by 
examining airflow speeds and turbulence intensity levels at various locations within 
the engine compartment and at the compartment inlets.  Experimental results were 
obtained using LDA.  Ignoring heat transfer at the radiator, flow modelling and data 
analysis were performed using the Fluent code.  Computed airspeeds matched well 
with the experimental results at air inlets within 5%, but were underestimated by up to 
25% in the engine compartment.  Likewise, upstream of the vehicle air inlets, the 
model offered an accurate prediction of the turbulence rate distribution, as determined 
experimentally in the wind tunnel, but substantial error appeared through the radiator.  
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The highest error was found at the rear face of the radiator in a region of complex 
geometry.  Nobel and Jain (2002) also used the Fluent code to develop a methodology 
in order to predict the underhood airflow and thermal environment of trucks.  The 
heat rejection for the radiator predicted by CFD was within 4% of the test data.  A 
more recent study by Johannessen et al. (2002) also assessed the accuracy of the 
Fluent code, when predicting the effect of changes in car fascias on radiator airflow.  
They concluded that the ranking ability of the CFD was shown to be “quite good” 
compared to experimental SD results, with 14 out of 22 cases ranked correctly. 
2.4.2 Remarks 
It is revealed from the recent research that CFD can provide fairly accurate 
predictions of underhood airflow behaviour and is becoming accepted as a design 
tool.  Nevertheless, currently there are no known CFD codes that are able to provide 
precise simulations and hence they are often required to be backed up with 
experiments.  Also, engine compartments are difficult to model geometrically due to 
their complexity.  For these reasons CFD, to date, complements experiments 
providing additional information about flow characteristics.  Experimental methods 
still play an important role in validating and delineating the limits of the various 
approximations to the governing equations in CFD.  A necessary step in using CFD 
code for vehicle design is validation. 
2.5 Concluding Remarks 
This chapter covers the state-of-the-art techniques for determining radiator 
performance.  Three main areas of discussion are analytical, experimental and CFD 
techniques, and it is considered that experimental evaluation is still the most common 
and trusted method.  With the ongoing trend of increasing computing resources, it is 
anticipated that use of CFD for simulating underhood airflow will expand, including 
more accurate modelling of the underhood geometry, simulation of convective heat 
transfer characteristics and predicting flow phenomena through radiators.   
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Chapter Three 
Commissioning and Validation of the RMIT Industrial 
Wind Tunnel Cooling Test Facility 
3.1 Brief History of the RMIT Test Facility and Introduction 
With more than 16-years practice in assessing the aerodynamic performance of engine 
cooling systems for passenger vehicles, the Department of Mechanical Engineering at 
RMIT University has gained much experience with wind-tunnel based techniques.  
The main technique employed was named Specific Dissipation (SD), which was 
initiated by Professor P. W. Johnson and Mr. T. G. Hird in the Department (Johnson 
(1998)).  This technique, a quantitative way to express the heat transfer ability of a 
specific radiator system, has been regularly used by major vehicle manufacturers in 
the Australian environment to improve the vehicle cooling performance and to 
optimise vehicle front-end design.  Extensive work has been conducted at the 
University to confirm the technique’s effectiveness and efficiency in vehicle 
development (see Section 2.3.2.2).   
 
Previous studies prior to 1997 at the University were carried out in the former 
Industrial Wind Tunnel (IWT) located in the City Campus in Melbourne, Australia.  
The IWT was originally designed for aerodynamic studies on 1:4 scale models of cars 
and 1:10 scale trucks and trains.  Since the early 1980s, the Department has developed 
strong research interests in evaluation of the aerodynamic aspects of vehicle cooling 
systems.  Instead of operating a test vehicle on a dynamometer in the wind tunnel (the 
most common testing method for engine cooling), an externally located heat bench 
was used to supply simulated heated coolant to the radiator of the test vehicle for 
simulation of heat loads (see Hird et al. (1986)). 
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In order to reduce the blockage effects (the restriction caused by the vehicle in the test 
section) together with structural constraints and size of the tunnel entrance, tests were 
only able to be performed with a buck1.  Past experience showed that the wind tunnel, 
although had a high-blockage ratio, could be used to establish relative rankings of 
changes of geometry effects on radiator performance (Hird and Saunders (1992)).  
However, there was no provision for testing with a complete vehicle.  Another 
constraint on the previous installation was the limited capability of the heat bench for 
providing sufficient stability in water temperature.  For these reasons, the test scope 
was restricted and some conditions could not be satisfied for modern vehicles. 
 
In parallel with the upgrade and the relocation of the IWT from the City Campus to 
the Bundoora Campus in 1998, development of a new test facility for vehicle cooling 
performance testing was undergone.  The nominal dimensions of the new wind tunnel 
are the same as for the former one, but the design was adapted to give access to full-
size vehicles. 
 
This chapter covers the design and commissioning of the new test facility, including 
the relocated IWT and a new hot water supply system, and provides; 
• details of the upgraded test facility and instrumentation;  
• details of the SD technique; 
• a validation process for ensuring that the new test facility is able to provide 
reliable results; and 
• the investigation of the effectiveness of the new tunnel by comparing the SD 
results obtained from the tunnel with those obtained under on-road conditions. 
 
Appendix I contains additional material including the optimum test layout and 
procedure, and a report on problems encountered and their solutions during 
commissioning. 
                                                 
1 The buck consisted of a section of a vehicle from front bumper to beyond the A-pillar with all under-
bonnet components in place.   
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3.2 RMIT Cooling Test Facility 
3.2.1 RMIT Industrial Wind Tunnel 
The RMIT IWT is a horizontal closed-loop tunnel, which has a 2:1 contraction 
leading into a closed working section of 3m × 2m with a length of 9m (see Figure 
3.1).  The maximum wind speed in the working section, at zero blockage, is 
approximately 40 m/s.  The wind tunnel accepts road-going vehicles as well as scale 
models.  The blockage ratio, defined as the car cross section area divided by the open 
test section cross section area, is approximately 5% for a 1:4 scale model and 35% for 
a typical Australian full-size passenger vehicle2.  The longitudinal turbulence intensity 
was found to be 1.8 %.  The thickness of the boundary layer just behind the turntable 
was measured to be approximately 40 mm; further downstream at the location of 
vehicle front-end (about 3.5 m from the start of the working section) it was 
approximately 80 mm.  Maximum velocity variation across the tunnel cross section 
was approximately ±3%. 
Test Vehicle
Entrance
Motor Room
Fan AIRFLOW
Anechoic
Turning Vanes
Turning Vanes
ContractionTest Section
Control Panel
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 Hot Water
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Retractable
Turning Vanes
 
Figure 3.1  Schematic of the RMIT Industrial Wind Tunnel (RMIT IWT) 
 
                                                 
2 This is a very high blockage ratio for aerodynamic testing but is common in some climatic chambers.   
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Tunnel velocities are measured by a wall-mounted NPL standard Pitot-static tube 
located just downstream of the contraction in the top right hand corner of the test 
section.  The tube is connected to a MKS Baratron precision pressure transducer that 
enables measurements of the pressure difference between the total and static pressures 
of the local air stream at the Pitot-static tube’s location. 
 
It is noted that despite the high-blockage ratio, a previous study demonstrated that the 
blockage effects do not significantly affect the airflow shape in the region of cooling 
air inlets (Hird and Saunders (1992)).  However, the effects of high blockage on the 
pressure differential across the cooling system and the airflow profiles at the radiator 
are still relatively unclear. 
 
 
Figure 3.2  A test vehicle situated in the RMIT Industrial Wind Tunnel 
 
3.2.2 Hot Water Supply System 
As the RMIT IWT is not equipped with a chassis dynamometer, engine heat loads for 
a vehicle are simulated through an external heat source.  This testing method has been 
evident in its effectiveness giving valid test results when assessing radiator 
performance of vehicles (Lin et al. (1997)).  In conjunction with the re-construction of 
the wind tunnel, a new hot water supply system (or a heat bench) was designed and 
built for supplying simulated heat loads to the test radiator.  This system, located 
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externally next to the control room, allowed heated water (pure water is used as the 
cooling medium) at controllable temperatures and flowrates to be circulated through 
the cooling system of the test vehicle.   
 
This new system aimed to provide sufficient stable water flowrate (± 1%) and 
temperature (± 1°C) under typical testing conditions.  The author was involved in 
assisting in the design of the hot water system layout and was responsible for 
selecting components used in the system as well as commissioning.  The compete 
layout and pictures of the new hot water supply system are provided in Appendix I 
and a schematic drawing is shown in Figure 3.3. 
 
Heater
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Tank
Magnetic FlowmeterSupply 
Pump
Return Pump
Mixing Valve Test Radiator
 
Figure 3.3  Schematic of the new hot water supply system  
(thermocouple locations: #12 to #18) 
 
 
The hot water system consisted of the following components (Table 3.1): 
 
1. The 44 kW gas water heater (Heavy Duty Gas model 631275, storage capacity 
275 litres) was supplied by Rheem.  This heater was the heat source of the system 
that supplied hot water at a pre-set temperature, which had a maximum of 82°C.  
Since the heater’s thermostat attached to the surface of the heater tank could not 
provide a sensible control of the heater operations (controlling the heater to switch 
on and off when the delivered water reached the pre-set temperature), a 
modification to the heater was made.  This included an installation of a remote 
adjustable thermostat (Johnson Controls model, A19ABC27), positioned in the 
supply water pipe, parallel to the original thermostat. 
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2. The holding tank (model 600/340, 340-litre capacity storage cylinder) was 
supplied by Rheem, as a buffer to reduce fluctuation in the temperature of 
delivered water.  The use of this tank in combination with the water heater 
provided a stable temperature supply of hot water. 
 
3. Two single-stage in-line circulating pumps, supplied by Grundfos, were used to 
circulate water through the water circuit.  The allowable temperature was in a 
range of -15°C and +120°C.  The 120 kPa supply pump (type TP 40-120/2, model 
96405671 P1 9741, maximum head = 120 kPa, motor power = 0.37 kW) located 
downstream of the holding tank was responsible for delivering steady water flow 
to the test radiator.  A gate valve positioned downstream of the radiator was used 
to control water flow.  To maintain a sufficient amount of water flow at a lower 
temperature returning to the heater for re-heating, the 60 kPa return pump (type 
TP 40-60/2, model 96405071, maximum head = 60 kPa, motor power = 0.75 kW) 
located between the radiator and the heater was used.  The performance curves for 
the pumps are attached in Appendix I. 
 
4. The electro-magnetic flowmeter (Mini-Mag 10D1475) supplied by Fischer & 
Porter was placed in the heat bench circuit upstream of the radiator in order to 
measure flow rates of the water being delivered to the radiator.  This flowmeter 
measured volumetric flow rates in litre per second (l/s) or kilogram per second 
(kg/s) if water was used.  The full-scale range was set to 4 l/s.  The signal output 
from the flowmeter was proportional to the water flowrate and was in the range of 
4 to 20 mV.  The calibration and setup procedure of the flowmeter are detailed in 
Appendix IX.  Calibration was conducted according to the manufacturer’s 
instruction, and the calibration formula was calculated as; 
1250 −= V.m&  
 
 where V = voltage signal output from the flowmeter 
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5. The electro-pneumatically operated continuous valve in association with a PID 
positioner (type 2632 and 1067), supplied by Burkert Fluid Control Systems, 
offered an active temperature control in the supply water temperatures, in order to 
increase the control performance in the heat bench system.  To achieve a precise 
water temperature being delivered to the test radiator, the supply water 
temperature was regulated by mixing with a certain amount of return water via 
this control valve. 
 
6. Water pipes used in the system were mainly 40 mm in diameter, made up of type 
B copper with 25 mm Armaflux insulation for minimising heat losses to the 
surrounding.  
 
Figure 3.4 shows typical variations in flowrate and temperature at various locations in 
the system.  This system was able to provide stable test conditions for a typical SD 
test, since it achieved; 
• less than ± 1% variation in the supply water flowrate; and 
• less than 1°C variation in the supply water temperature. 
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Figure 3.4  Typical variations in water temperature and flowrate at various locations  
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Table 3.1  List of the components in the hot water system 
 Supplier Model 
1. Water Heater Rheem 631275 
2. Holding Tank Rheem 600/340 
3. Supply and Return Pumps Grundfos TP 40-120/2 and TP 40-60/2 
4. Electro-magnetic Flowmeter Fischer and Porter Mini-Mag 10D1475 
5. Electro-pneumatic Control Valve Burkert Type 2623  with Positioner 
type 1067 
 
 
3.2.3 Parameters Required for Calculation of Specific Dissipation 
To obtain values of the SD parameter, knowledge of several parameters was required.  
As discussed in Section 2.3.2.2, SD is used in the form; 
 
( )
aici
cocic,pc
aici TT
TTcm
)TT(
QSD −
−=−=
&
     …… (3.1) 
 
where  cm&  = coolant mass flowrate (kg/s) 
 c,pc  = Specific heat capacity of coolant  (kJ/kg K) 
 coci T ,T  = coolant temperatures at the radiator inlet and outlet (°C or K) 
 aiT  = air temperature at the radiator inlet (°C or K) 
  
In addition, a practice of recording the differential air pressure between total and static 
at the reference location (in the top right hand corner of the test section) was 
recommended to ensure that the wind velocity was unchanged at the desired value 
during each test.  Table 3.2 lists the parameters required to be measured during wind-
tunnel testing for SD and the associated instrumentation. 
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Table 3.2  List of the parameters required for calculation of SD 
Parameters Abbreviations Use of Instrumentation 
Coolant flowrate cm&  Fischer & Porter magnetic 
flowmeter 
Radiator inlet temperature ciT  T-type thermocouple 
Radiator outlet temperature coT  T-type thermocouple 
Ambient air temperature aiT  T-type thermocouple 
Wind velocity refV  Pitot-static tube connected 
to the Baratron pressure 
transducer 
 
 
3.2.4 Wind-tunnel Data Acquisition System 
Measurements of coolant and air temperatures were conducted through calibrated T-
type thermocouple wires (constantan/copper).  Standard T-type thermocouples are 
able to measure temperature in the range of –200°C to 350°C.  At each measurement 
position, two thermocouples were used in order to avoid any malfunctioning 
thermocouples present and to minimise the possibility of measurement error.  
Discussion of the calibration and accuracy of the thermocouples are given in 
Appendix VI.  
 
Coolant flowrate was measured by a Fischer & Porter (Mini-Mag 10D1475) electro-
magnetic flow metering system, which comprised a flangeless magnetic flowmeter 
and an electronic Signal Converter.  The flowmeter utilised the characteristic of water 
(a conductive liquid) to generate an induced voltage across the flow through a 
magnetic field.  The output of the Signal Converter was linearly dependent on the 
flow velocity and volumetric flowrate.  The analog current output from the system 
was converted to a linear voltage signal.  The full-scale span setting was set to 0 – 
20mV in an operating range of 0 – 4 l/s.  The detailed calibration, setup procedure and 
accuracy of the flowmeter are provided in Appendix IX. 
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A NPL standard Pitot-static tube positioned just downstream of the contraction was 
used for measuring the reference air velocity.  It gave a reading of a differential 
pressure (Δp) of the local air stream that was related to the local air velocity (Vref) 
governed by the following equation; 
 2
2
1
refaVp ρ=Δ        …… (3.2) 
 where ρa = air density depending on the ambient temperature and pressure 
 
A MKS Baratron pressure transducer (model 398HD-0010SP05) was used to 
precisely measure the differential pressure. 
 
To gather the values of the required parameters for calculation of SD, a Fluke Hydra 
2620A Data Acquisition Unit was used.  This unit accepted a maximum of 20 analog 
inputs in any combination of DC voltage, AC voltage, thermocouple, RTD, resistance, 
or frequency measurements without the need for additional signal conditioning.  In 
addition, the unit had internal anti-noise and ground loop systems.  Thermocouple 
reference junction compensation was automatically performed by sensing the 
temperature of the input module's isothermal block.  Channel information, 
measurement parameters and data logging could be managed directly from the front 
panel or alternatively from a laptop PC via the RS-232 (serial cable) interface (see 
Figure 3.5).  The laptop loaded with a DOS-based Fluke Starter software made it 
possible to work in parallel with the Fluke unit to control the data logging process.   
 
 
Figure 3.5  The Fluke Hydra Data Acquisition Unit with the controlling laptop PC 
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3.3 Optimum Test Procedure and Layout 
After a series of tests for commissioning the new test facility, a test procedure and an 
experimental layout for SD tests for a passenger vehicle were recommended and are 
included in Appendix I. 
 
3.4 Validation of the RMIT Cooling Test Facility 
In order to examine the validity and accuracy of this high-blockage wind tunnel and 
the associated test facilities in assessing vehicle cooling system performance, 
comparison of a series of tests conducted in the RMIT IWT with equivalent on-road 
tests was made using a complete vehicle.  Note that the cooling test facility at the 
former tunnel only allowed testing with a buck.  As the IWT had no equipment for 
simulations of climatic properties and engine loads, the SD technique continued to be 
the preferred method for performance evaluation. 
 
Under a range of typical vehicle operating speeds and with modification made to the 
geometry of the air inlets, particular objectives in this validation work were; 
• to establish a range of SD values via on-road tests; 
• to develop a basis for matching the wind-tunnel flow speed to the road speed; 
and 
• to measure values of SD at high blockage in the IWT, utilising the matching 
basis in order to check its validity. 
 
In addition, the opportunity was taken to assess the effect on heat rejection of 
different coolant composition. 
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3.4.1 Experimental Test Program  
On-road and wind-tunnel tests were conducted at speeds from 40 to 100km/h in 
increments of 20km/h.  The baseline and three modifications were tested on a 
calibration vehicle.  The modifications included; 
• high speed cooling fan on; 
• insect screens installed at the cooling airflow inlets; and 
• an extended lower airdam installed (see Figure 3.6). 
 
           
Figure 3.6  Insect screens (left) and an extended airdam (right) 
 
3.4.1.1  On-Road Testing 
The calibration vehicle was an Australian production vehicle, General Motors Holden 
VT Commodore in left-hand drive configuration, equipped with a 3.8 litre V6 engine, 
as shown in Figure 3.7.  A series of on-road tests was performed on the 4.7km circular 
track at the General Motors Holden’s Proving Ground (see Figure 3.8), located at 
Lang Lang, Victoria, Australia.  During on-road tests, the test vehicle was operated 
under the following conditions; 
• the thermostat was fully opened; 
• the air-conditioning system was not in operation; 
• the cooling fan was not in operation, except for the first modification; 
• 50% EG/ 50% water was used as coolant3; and 
• the vehicle travelled at speeds where the clutch slip was zero, in order to 
prevent an additional heat load in the radiator generated by the transmission 
oil cooler which was integrated into the radiator structure. 
                                                 
3 EG = Ethylene Glycol 
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Figure 3.7  The test vehicle – GM Holden VT Commodore 
 
 
Figure 3.8  General Motors Holden’s Proving Ground 
 
 
The vehicle was fitted with thermocouples for measuring radiator approach air and 
coolant radiator inlet and outlet temperatures.  A laptop computer through the Fluke 
2620A Hydra Data Acquisition Unit recorded signals from the thermocouples at five-
second intervals.  Another laptop computer was used to record other vehicle operating 
parameters, including engine speeds, transmission oil cooler temperatures and clutch 
slip in RPM, via the program GMMON provided courtesy of Holden.  Coolant flow 
rates were interpreted from the engine speed by a calibration graph supplied by the 
vehicle manufacturer, as indicated by the dashed curves in Figure 3.9.  From this 
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figure, a correlation formula in the range between 0 and 2000 RPM for the test vehicle 
for the volumetric flowrate (l/s) and engine speed (RPM) was established; 
 Coolant flowrate (l/s) = 0.0006458 × RPM – 0.03   …… (3.3) 
 
On-road tests were performed at four speeds and for approximately equal sample 
times (12 – 13 minutes).  Sufficient distance at each constant speed was driven to 
ensure that the cooling system performance had stabilised.  Data logging started and 
ended at the entrance to the proving ground.  It was expected that the test results 
would be cyclic due to the influence of cross winds.  Therefore, all tests were 
performed in complete circuits in order to obtain as near as possible correct averaged 
values.  The coolant flowrate at each speed was kept constant by maintaining constant 
engine speed.  
 
 
Figure 3.9  Coolant flowrate versus engine speed with an wide-open thermostat 
(reproduced from GMH Engine Test Laboratory Report GMH3826, Harris (1996)) 
 
VT 3800 SII V6  (Test Vehicle) 
VS 3800 SII V6 
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Table 3.3  Coolant flowrate versus engine speed 
Engine Speed (RPM) Coolant Flow  
1200 45 l/min / 0.750 l/s 
1400 52 l/min / 0.867 l/s 
1600 60 l/min / 1.000 l/s 
1800 68 l/min / 1.133 l/s 
2000 76 l/min / 1.267 l/s 
 
3.4.1.2  Wind-Tunnel Testing 
During the wind-tunnel tests, the calibration vehicle’s engine was disabled, hence 
there was only a simulated engine cooling load on the radiator.  The radiator hoses 
were disconnected from the engine and pure water was used as the coolant supplied 
externally by the hot water supply system.  In this study, the water supply temperature 
was set at approximately 60°C (similar to coolant temperatures during on-road tests). 
A gate valve located downstream of the radiator was used to control the water flow 
rate.  The water supply temperature and flowrate were closely controlled providing 
stable test conditions. 
3.4.1.3  Instrumented Bumper Bar 
In order to develop a basis for matching the wind-tunnel flow speeds with road 
speeds, an instrumented bumper bar was used carrying pressure taps and associated 
pressure transducers.  This type of bumper bar was first reported by Lin et al. (1997) 
in measuring wind velocities and yaw angles in on-road testing.  In the current work, 
this was used to document the local velocity through the cooling air inlet.  Pairs of 
pressure taps were located at the front intake cooling air slot on the vehicle bumper 
bar at each of three locations (see Figures 3.10 and 3.11), and were used to measure 
the pressure differences between a stagnation pressure and a point close to free stream 
static pressure. 
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Figure 3.10  The instrumentation bumper bar carrying four pairs of pressure 
transducers 
 
 
 
 
 
Figure 3.11  Locations of the pressure taps 
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3.5 Validation Test Results  
3.5.1 Calibration of the Instrumented Bumper Bar 
Calibration was conducted on the road at vehicle speeds from 40 to 100 km/h 
increments of 20km/h under low atmospheric winds; and in the wind tunnel at 
reference wind speeds from 0 to 100 km/h in increments of 10 km/h.  For both types 
of test, a laptop computer linked to the Fluke data acquisition unit sampled the voltage 
outputs from the pressure transducers at a sample interval of five seconds.  The 
voltage outputs were linearly dependent on differential pressures between 
approximately total pressure and static pressure at the cooling air intake. 
 
The differential voltage output can be closely approximated by; 
Voltage output = Vo + C × V2     …… (3.4) 
 
where  C  = constant, depending on vehicle geometry and testing environment 
  V  = reference speed 
Vo = offset (at road speed is zero) 
 
Therefore, the relationship between the voltage outputs from the pressure transducers 
and flow speeds was established.  The effect of the atmospheric winds could be noted 
in the outputs from the pressure transducers and a minor correction was made to 
account for these. 
 
In Figures 3.12 and 3.13, each point represents a test and the lines are regression lines.  
It can be noticed that the centrally-located pressure taps show the most sensitivity to 
the flow speeds and have the highest repeatability.  Therefore, the results from these 
pressure taps were chosen as the basis for matching the wind-tunnel flow speed with 
the road speed; 
 
On road: Voltage output = 5.324 + 0.000151 VOR 2   …… (3.5) 
Wind tunnel:  Voltage output = 5.324 + 0.000220 VWT 2   …… (3.6) 
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Figure 3.12  Pressure transducer calibration on the road 
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Figure 3.13  Pressure transducer calibration in the RMIT IWT 
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Hence, the wind-tunnel velocity was adjusted to match the corresponding pressures 
found during the road tests.  Equating the voltage outputs for on-road and wind-tunnel 
tests at the same flows gives, 
5.324 + 0.000151 VOR 2 = 5.324 + 0.000220 VWT 2   …… (3.7) 
 
Therefore, a ratio of corresponding road speeds and wind-tunnel flow speeds is 
established.  The on-road driving speeds can be simulated in the wind tunnel by 
adjusting the equivalent reference flow speeds listed in Table 3.4.  It allowed the local 
airflow through the main cooling intake to be reproduced correctly.  Since the changes 
of volume airflow due to the modifications were expected to be the same in both 
testing environments, the ratio was considered to be also valid for modification tests.   
 
Table 3.4  Corresponding wind speed in the wind tunnel 
Vehicle speed on road 
(km/h) 
Reference wind tunnel 
speed equivalent (km/h) 
40 33 
60 50 
80 66 
100 83 
 
 
3.5.2 On Road 
In order to check for repeatability, all testing was performed several times.  The 
variation of SD with time as the circular test track was traversed is shown in Figures 
3.14 to 3.17.  These illustrate that the influence of atmospheric winds on cooling 
performance can be considerable, even though the atmospheric wind conditions were 
light (less than 3 m/s) on the testing days.  The results of SD values from the baseline 
and modification tests are shown in Figure 3.18.  Each point represents one complete 
test (a duration of approximately 700 seconds over two to five full circuits, see 
Figures 3.14 to 3.17), which is a mean value of nominally 150 data.  The ambient air 
temperatures were in the range from 15° to 25°. 
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Figure 3.14  Typical test data obtained  at a vehicle speed of 40 km/h  
(two laps in the circular track) 
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Figure 3.15  Typical test data obtained  at a vehicle speed of 60 km/h  
(three laps in the circular track) 
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Figure 3.16  Typical test data obtained  at a vehicle speed of 80 km/h  
(four laps in the circular track) 
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Figure 3.17  Typical test data obtained  at a vehicle speed of 100 km/h  
(five laps in the circular track) 
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Figure 3.18  On-road SD test results 
 
 
 
It is noted that the operation of the high-speed fan can increase the cooling 
performance dramatically at low speeds and the improvement reduces as speed 
increases.  The airdam extension gave a 10% improvement in cooling performance.  
On the other hand, installed insect screens lower the cooling performance.  The 
percentage changes in SD from the baseline are indicated in Figure 3.19. 
 
In order to understand the effect of different coolants on SD, testing with water in the 
cooling system was also performed.  The relationship between pure water and 50% 
EG/ 50% water was established and is shown in Figure 3.20.  It can be seen that use 
of water gives an improvement of about 7.4% in heat dissipation.  This agrees with 
findings obtained by Gollin and Bjork (1996).  Consequently, a correction can be 
made for testing with water as coolant in the wind-tunnel tests. 
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Figure 3.19  Percentage changes in SD from the baseline 
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Figure 3.20  Comparison of SD for different coolants  
(Water versus 50% EG/ 50% water)  
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3.5.3 RMIT Industrial Wind Tunnel 
Testing with the baseline vehicle was performed in the IWT following the on-road 
testing.  A typical set of wind-tunnel data for the baseline is shown in Figure 3.21 
showing the consistency of SD for a duration of five minutes.  To compensate for the 
blockage effects, wind speeds were correspondingly adjusted by matching the flow 
through the front bumper cooling air intake (listed in Table 3.4) and a set of SD 
values was then obtained.  A comparison between on-road and wind-tunnel results for 
the baseline vehicle is shown in Figure 3.22 when water was used as the coolant.  For 
the wind-tunnel results, each point is the mean value of 60 data in the period of five 
minutes.  During the testing, although the ambient temperatures varied between 15°C 
and 35°C, the results were found to be repeatable. 
 
The volume flowrate through the intakes could be affected by the modifications and, 
in particular the local pressures sensed by the pressure taps were also affected.  For 
this reason, modification tests were performed by applying the same reference wind 
ratios (Table 3.4).  A comparison of SD measured on road and in the wind tunnel for 
all four configurations is shown in Figure 3.23.  In order to correct the coolant 
properties from 50% EG/ 50% water to 100% water, a factor of 1.074 was applied to 
all on-road SD values.  Since reproducing the effects of modifications in the wind 
tunnel can be very useful in early vehicle development, a single plot showing the 
percentage changes in SD determined on road and in the wind tunnel is referred to 
Figure 3.19. 
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Figure 3.21  Typical set of test data obtained from the RMIT IWT  
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Figure 3.22  Comparison of SD in the RMIT IWT and on the road for the baseline 
configuration 
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Figure 3.23  Comparison of averaged SD obtained from the RMIT IWT and on the 
road for all configurations 
3.6 Discussion 
The results shown in Figures 3.22 and 3.23 demonstrate reasonable agreement.  It is 
indicated that reproduction of on-road conditions and evaluation of configuration 
changes can be made in the wind tunnel at high blockage with accuracy typically 
better than 10%.  The slight difference between on-road and wind-tunnel results may 
be caused by the following reasons: 
 
1. Significant ambient temperature differences – According to Lin (1999), when 
the ambient temperature changes from 10°C to 50°C, an error of less than 2% 
in SD was calculated.  Much lower variations in ambient temperature were 
measured between different on-road runs and also in the tunnel, hence this 
effect is considered to be minor.  In later chapters in this thesis, this effect is 
further investigated through an analytical as well as an experimental study. 
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2. The baseline volume flowrate through the intake was inferred from local 
pressure tappings.  Hence, differences in intake velocity distribution between 
road and wind tunnel were not documented and changes could lead to errors.  
Also the airflow velocity for the modifications could be influenced by a 
similar effect, particularly for front-end configurations which are more 
complex.  The later chapters provide further understanding of this effect 
through measurement of the cooling airflow characteristics in different test 
environments using a new measuring technique. (Development of the 
technique is described in Chapter Four.) 
 
In addition, two factors were introduced in order to predict on-road results by testing 
in the wind tunnel; 
07412071 .
SD
SD        and        .
V
V
50%EG
water
IWT RMIT
OR ==  
 
The velocity correction factor is vehicle and tunnel specific4; and the simple 
correction for coolant properties from water to 50% EG/ 50% water, or vice versa, is 
established. 
 
A test method has been verified that accounts for the wind-tunnel blockage, however 
it does not directly account for ground effect simulation (the fixed-floor, fixed-wheel 
simulation), which would have some influences on the representative of cooling flows 
leaving the radiator for the underbody.  To more closely simulate the on-road flow 
conditions between the vehicle and the ground, recent research (on drag 
measurements) has shown that rotating the wheels during wind tunnel testing can 
account for 25% of a vehicle total aerodynamic drag, but the effect is vehicle specific 
(see Wiedemann (1996)).  Several other methods, such as moving floors, suction or 
tangential blowing, and vortex generators, for minimising the thickness of the tunnel 
boundary layer have been investigated (see Carr (1988), Berndtsson et al. (1988), 
Mercker and Knape (1989) and Le Good et al. (1998)).  A comprehensive review on 
the ground simulation techniques can be found in the publication by Cooper (1993).   
                                                 
4 Although this factor is vehicle specific, it is considered that it can be applied to modern family 
vehicles that have similar projected frontal areas (~2 m2). 
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The drawbacks of these additional facilities are not only complexity and high cost, but 
also complexity in test procedure.  For these reasons, there are only limited wind 
tunnels around the world (the majority in Europe) equipped with such facilities.  
Effects of ground simulations are anticipated to be insignificant (the boundary layer 
thickness in the IWT is relatively low compared to the under-vehicle clearance), thus 
they were considered to be outside the scope of the current study. 
 
Nevertheless, the IWT in conjunction with the correction method described herein can 
provide a good simulation of airflow at the cooling air intakes, which is a crucial 
criterion for evaluating cooling performance of vehicles.  This validation work also 
demonstrates that assessment of the effect of modifications on cooling system 
performance can be performed with sufficient accuracy and time-efficiency.  In 
addition, use of the SD parameter has achieved satisfactorily repeatable and stable 
results. 
3.7 Concluding Remarks 
This chapter describes the recently-established cooling test facility at RMIT 
University.  New features include a heat bench for simulating engine loads and for 
first-time testing with a full vehicle.  A recommended test layout and procedure are 
provided.   
 
After comparison of on-road with wind-tunnel measurements of engine cooling 
performance, it is shown that high-blockage wind tunnels, with suitable corrections, 
can give a good representation of the on-road environment.  The findings are deemed 
to support the continuation of using this facility for further engine cooling research. 
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Chapter Four 
An Experimental Technique for Quantifying Airflow 
Rate and Distribution 
4.1 Introduction  
Currently, there is an absence of simple and universally satisfactory techniques in the 
automotive industry for accurately quantifying cooling airflow distribution (see 
Section 2.3 for details on the existing techniques available).  For this reason, a new 
technique was sought in the current study in order to aid investigation of the influence 
of radiator airflow maldistribution on engine cooling performance and to diagnose 
any related reduction in cooling performance.   
 
This chapter reports the development of a novel technique for measuring time-
averaged cooling airflow through automotive radiators.  Designed to be pressure-
based, robust and cost-effective, the technique is aimed at eliminating weaknesses of 
existing airflow evaluation techniques and providing the automotive industry with an 
accurate alternative.  For the purposes of understanding airflow behaviour near a 
radiator core and developing the technique in experimental conditions, the conceptual 
development was initially conducted utilising a small wind tunnel fitted with a section 
of radiator core in the test section (cross section of 0.3m × 0.35m).  After successful 
development, the technique was validated using alternative flow measurement 
techniques through a series of tests on a vehicle in a full-scale aerodynamic wind 
tunnel. 
 
The engine cooling system for a typical passenger vehicle is located in an enclosed 
area, surrounded by the bonnet, the grille, the engine block and the bumper.  For this 
reason, any device for measurement of cooling airflow must be compact and remotely 
controllable.  In addition, the device must be applicable in a variety of testing 
environments, including laboratories and field applications under a wide range of 
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testing conditions.  Thus, the proposed measuring technique should include the 
following features: 
• low cost, compact, non-intrusive and good durability 
• insensitive to airflow temperature and turbulence 
• capable of detecting reverse flows 
• suitable for use in complex flow fields that usually occur in vehicle engine 
compartments 
• capable of simultaneous measurements at many points 
4.2 Conceptual Development 
4.2.1 Concept Formulation  
A simple situation with a steady, incompressible, one-dimensional uniform flow 
system, as shown in Figure 4.1, is considered.  (More complex situations are also 
considered in later sections.)  Positions 1 and 2 refer to the upstream and downstream 
locations, with flow coming from the left.  It is noted that airflow is essentially 
incompressible when it is at low speeds (i.e. Mach number less than 0.3), which is the 
case here. 
  
 
If a pair of adjacent pressure probes is inserted into the core flush with the core faces 
with one facing upstream and the other pointing downstream (see Figure 4.1), they 
measure pressures at the core faces.  It is worth noting that the difference between 
these two pressures is the largest measurable value across the core, and is 
substantially larger than the flow dynamic pressure.  The forward probe detects pU 
and, likewise, the downstream probe measures pD.   
Figure 4.1   
Radiator core model for airflow 
analysis 
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It is assumed that the upstream pressure (pU) is approximately equal to the stagnation 
pressure (sum of the dynamic pressure and the static pressure) at the front face, and 
the downstream pressure (pD) is close to the static pressure at the back face of the 
core.  These assumptions are discussed in later sections and such that; 
1
2
12
1 pUpU +ρ≈        …… (4.1) 
and 2ppD ≈         …… (4.2) 
 
where  ρ = air density  
p1, p2 = upstream and downstream static pressures 
U1 = approach air velocity (upstream, and out of the influence of the local 
effects of the core) 
 
The modified Bernoulli’s energy equation (an integrated momentum equation) is then 
applied for an incompressible flow along a streamline connecting positions 1 and 2; 
LDU pgzUpgzp Δ+ρ+ρ+≈ρ+ 2221 2
1      …… (4.3) 
 
where  ΔpL =  pressure loss of the flow travelling through the core from position 1 to 
2 due to the core resistance (see later for details) 
U = velocity in the longitudinal direction (normal to the core) 
 g = acceleration of gravity 
 z = elevation above specific datum 
 
It is assumed that there is negligible elevation change between two probes; 
21 zz =         …… (4.4) 
 
Combining the above equations gives; 
 LDU pUpp Δ+ρ≈− 222
1       …… (4.5) 
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The conditions are assumed to be isothermal, of constant density and with uniform 
velocity over positions 1 and 2.  Therefore, the difference in flow velocity between 
the two positions can be neglected according to the continuity equation. 
 
Hence, Equation (4.5) can be restated; 
 LDU pUpp Δ+ρ≈− 22
1       …... (4.6) 
 
Equation (4.6) denotes a linkage between the maximum measurable pressure 
difference (pU – pD), the local dynamic pressure term (1/2 ρU2), and the pressure loss 
term (ΔpL).  It is worth noting that the local velocity (U) is assumed to be practically 
measurable at either upstream or downstream of the core.  Furthermore, measurement 
of flow through a radiator core is extremely difficult, i.e. travelling inside air passages 
over louvered fins (see Wong and Smith (1973) and Davenport (1980) who conducted 
a series of hot-wire measurements in louvered fin array using enlarged models). 
 
Since measurement of upstream and downstream pressures is relatively easily made in 
the engine compartments of vehicles, it is favourable if there is a simple relationship 
that can be established between (pU – pD) and U.  By establishing this relationship, the 
radiator airflow velocity U can be subsequently determined.  In order to obtain a 
relationship, the pressure loss term (ΔpL) must be known.  The following sections give 
details of the pressure loss term from the relevant literature. 
4.2.2 Core Pressure Drop 
When airflow travels through an isothermal (unheated) heat exchanger core, it 
experiences pressure changes due to a combination of several factors, which include; 
1. a contraction at the entrance;  
2. friction characteristics of the core surface;  
3. acceleration in the fin array; and  
4. an expansion at the exit.   
 
Among these factors, the core friction is the most important in a gas flow system.  
Figure 4.2 illustrates the pressure characteristics of flow travelling through a core. 
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Figure 4.2  Static pressure variations in a typical radiator core  
(Kays and London, 1998) 
 
Kays and London (1998) stated that the entrance pressure drop and the exit pressure 
rise can be explained by the following reasons.  The entrance pressure drop occurs 
due to firstly flow-area change alone without friction, and secondly the irreversible 
free expansion that always follows an abrupt contraction.  Similarly, the exit pressure 
rise takes place due to firstly area change alone without friction (identical to the 
corresponding term in the entrance pressure drop) and secondly a pressure loss 
associated with the irreversible free expansion and momentum changes following an 
abrupt expansion.  Kays and London (1998) provided mathematical expressions for 
these two terms. 
 
In addition, they presented a mathematical expression for the overall pressure drop for 
typical heat exchangers, as shown in Equation (4.7).  The terms on the right hand side 
square brackets of the equation refer to (from left to right) entrance effects, flow 
acceleration due to a sudden change of free flow area, core friction and exit effects. 
( ) ( ) ⎥⎥⎦
⎤
⎢⎢⎣
⎡
υ
υ−σ−−υ
υ+⎟⎟⎠
⎞
⎜⎜⎝
⎛ −υ
υ+σ−+υ=Δ
1
22
11
22
1
2
1121
2 e
m
a,p
a
cL KA
AfKGp  …... (4.7) 
 
where  G = mass velocity based on the free flow area 
 σ = ratio of free flow area to core frontal area = 
r,fr
a,p
A
A
 
 υ = specific volume 
 f  = core friction factor 
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 Aa = total heat transfer area 
 Ap,a = total air pass area 
 Afr,r = core frontal area 
Kc, Ke =  entrance (contraction) and exit loss (expansion) coefficients 
respectively, which are dependent on the core contraction and 
expansion geometry and the Reynolds number. 
 
Alternatively, Davenport (1983) suggested a simpler expression for the pressure drop 
across a heat exchanger core for isothermal pressure drop measurement; 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++ρ=Δ
a,p
a
ecL A
AfKKUp 2
2
1      ...… (4.8) 
 
In regard to the terms Kc and Ke, Kays and London (1998) presented a set of graphical 
data for different geometry heat exchanger cores.  For automotive radiators where 
louvered surfaces are typically employed, the Reynolds number can be assumed to be 
infinity as these surfaces always introduce flow interruptions, implying fully turbulent 
flow (see Davenport (1980)).  Thus, for triangular ducts in automotive radiators1, the 
terms Kc and Ke are only dependent on core geometry in terms of σ, such that; 
 ( )( )σ−σ−=+ 60411 ..KK ec       …… (4.9) 
 
In typical air-cooled heat exchangers, the entrance and the exit effects often provide a 
relatively small contribution to the overall pressure drop.  Consequently, the core 
friction term (f) controls the magnitude of ΔpL.  Discussion of core friction is given in 
the following section. 
 
 
 
                                                 
1 as approximated by the air channels contained by the “folded” method of producing radiator cores 
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4.2.3 Friction Factor 
For any heat transfer surfaces, both flow friction and heat transfer characteristics are 
considered important and are referred to as surface basic characteristics.  They are 
presented in dimensionless forms in general.  Colburn factor (j), Stanton number (St) 
and Nusselt number (Nu) are the most commonly used parameters for quantifying 
heat transfer characteristics for heat exchangers (see Section 5.4.2).  On the other 
hand, pressure drop characteristics are usually expressed in terms of Fanning friction 
factor (f), as appears in Equations (4.7) and (4.8).  Determination of the friction factor 
for a louvered fin surface is fairly complicated and often requires empirical rather 
than analytical analysis due to the complexity of the flow over the louvers (see 
Section 5.6.1.1 for details on flow structure in louvered fins).  In addition to the data 
presented by Kays and London (1998), there are some other models available in the 
literature to predict the friction factor of complex core geometry.   
 
Davenport (1983) recommended correlations for corrugated louvered fins for 
determining the friction factor using a multiple regression technique after testing 32 
radiator cores.  The friction-factor correlations were given as; 
For 70 < Re < 900:  23020
890
370720475 .h
.
p
.
h
l.
h
.
Lp FLF
LLRe.f ⎟⎟⎠
⎞
⎜⎜⎝
⎛= −  ..…. (4.10) 
For 1000 < Re < 4000: 460
11330
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⎞
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⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛= −  …... (4.11) 
These correlations are applicable for modern automotive radiators, as they are valid 
for a ratio of louver length to fin height ranging between 0.62 to 0.93. 
 
Similar to Davenport’s approach, Achaichia and Cowell (1988a) developed a friction 
correlation for 23 flat tube and louvered plate fin heat exchangers.  Furthermore, 
Achaichia and Cowell (1988b) performed a numerical investigation to determine the 
friction factor at various Reynolds numbers.  However, these plate-fin structures are 
seldom used in radiators.  Hence, the friction factor of a specific radiator core (only 
corrugated louvered fin structures are considered here) can be calculated using either 
Equations (4.10) or (4.11).  Also by manipulating Equations (4.8) to (4.11), the core 
pressure loss (ΔpL) can be computed. 
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4.2.4 General Remarks 
Having understood the core pressure loss term (ΔpL), a relationship between (pU – pD) 
and U can be established from Equation (4.6). 
 
Recalling Equation (4.6);  LDU pUpp Δ+ρ≈− 22
1  
 
As detailed in the preceding two sections, it is clear that ΔpL may be calculated in 
terms of U, provided that the geometric parameters of a radiator core and ambient 
conditions (including density and viscosity) are known. 
 
On the other hand, rather than analytically determining the relationship, the current 
study employs an alternative method based on experimental determination.  The 
friction factor for multi-louvered surfaces has been shown to be dependent on only 
two properties; 
Geometry) Core ,Re(f Lpf=       ..… (4.12) 
 
And it can be shown that the pressure difference term (pU – pD) can relate to three 
factors and can be generally expressed as; 
 
( )Properties  AirGeometry, Core  Velocity,Airpp DU f=−  ..… (4.13) 
 
In automotive radiators, it has been shown that the flow can be oblique as shown in 
Figure 4.3.   
 
Figure 4.3  Radiator core model in oblique flows 
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For a two-dimensional flow, one velocity component indicated as U1 passes through 
the core in the axial direction (horizontally), while another component V1 travels 
parallel to the core face (vertically).  The airflow used for heat transfer in the radiator 
core is the axial component U1.  In the preceding work, it has been assumed that the 
flow is normal to the radiator face. 
 
In some automotive radiators, the flow “distortions” are so great that reverse flow 
may occur through the radiator.  Thus, it is important to assess the validity or 
limitations of the proposed pressure-based method under strongly distorted flow 
conditions. 
4.3 Experimental Verification  
In order to examine the above formulations under conditions representative of a real 
vehicle, a series of tests was carried out.  The first phase of testing was undertaken in 
a simple test facility (a small open-circuit wind tunnel) to replicate uniform flow as 
well as distorted or non-uniform flow (perturbed by a series of blocks located 
upstream of the core) through a sample section of radiator core.  Further tests were 
conducted with a passenger vehicle fitted with a calibrated radiator in the RMIT 
Industrial Wind Tunnel to assess whether the technique was applicable to complete 
radiators in the engine compartments of vehicles.  The following sections provide the 
experimental details. 
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4.3.1 Test Facilities and Instrumentation 
4.3.1.1  RMIT Small Open-Circuit Wind Tunnel 
The small open-circuit closed-test-section wind tunnel located in the Department of 
Mechanical and Manufacturing Engineering, RMIT was selected for testing several 
sample radiator cores.  A new test section was constructed of four perspex sheets 
mounted internally in a metal frame with dimensions of 300mm (wide) × 350mm 
(high) × 965mm (overall length), as shown in Figures 4.4, 4.5 and Appendix I.  The 
section was constructed with several sealable openings in one perspex side to provide 
access for instrumentation.  A wooden contraction and a diffuser were attached to the 
ends of the test section.  A bell-mouth air intake of cross-section of 687mm × 737mm 
was followed by a straight section with a honeycomb insert that was used to guide the 
airflow in order to improve the flow quality through the test section. 
 
An axial fan was positioned at the end of the tunnel and its speed controlled by a 
variable frequency power supply, which generated three phase output frequencies in 
the range from 1.1 and 50.1 Hz.  The maximum velocity obtainable with the presence 
of a radiator core was about 12 m/s.  A section of radiator core was fixed and sealed at 
a location 780mm from the start of the test section.  To distort the airflow, simulating 
the oblique flows experienced in the vehicles (typically resulting from the wake of the 
bumper bar), removable block(s) could be placed 425mm from the start of the test 
section.  Three sections of corrugated louvered fin radiator cores of significantly 
different geometry were tested. 
 
Test Radiator Core Honeycomb
Removable Block(s)
Fan
Diffuser Test Section Contraction
Airflow
Ref. Pitot-static Tube
 
Figure 4.4  Schematic of the RMIT small open-circuit wind tunnel 
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Figure 4.5  The experimental setup of the RMIT small wind tunnel 
 
4.3.1.2  Hypodermic Pressure Tubes and Tubing 
For measurement of upstream and downstream pressures (pU and pD), each 
measurement position consisted of a pair of adjacent square-profile open-ended 
hypodermic pressure tubes flush with the core faces.  A number of hypodermic tubes 
were constructed with diameters of 1.2mm O.D., 0.8mm I.D. (made of hard drawn 
T304 stainless steel) connected with lengths of silicone rubber tubing (0.8mm I.D., 
1mm wall) to a Scanivalve system (see later).  Silicone rubber tubing was chosen 
because of its high flexibility, availability in small bore sizes, stable performance 
under the extremes of temperature (-60°C to 250°C) as well as resistance to 
weathering, oxidation and chemical attack.  Choice of pressure tubing was important 
as the measurements were intended to be carried out in vehicles under various 
operating conditions, including where the radiators would dissipate a large amount of 
heat. 
 
Figure 4.6  Hypodermic tubes and silicone rubber pressure tubing 
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4.3.1.3  Dynamic Cobra Probe  
This series of tests required a reference tool for measuring mean velocity as well as 
static pressure at a single point in the flow field.  A multi-hole pressure probe was 
chosen due to its superior features, as reviewed in Section 2.3.1.4.3.  A commercial J-
type dynamic Cobra probe supplied by Turbulent Flow Instrumentation (TFI) was 
used, which is a four-hole directional probe providing values of the local three-
component velocity and static pressure (see Figure 4.7).  As this probe had a relatively 
high frequency response, it was also suitable for conducting measurements in 
turbulent flows. 
     
Figure 4.7  The TFI dynamic Cobra four-hole pressure probe (similar to the probe 
used in this study)  (Left: from Hooper and Musgrove, 1997) 
 
 
The probe used in this study (Probe ID 019) featured a head size of 1.3mm and each 
of the pressure taps in the probe head was of 0.25mm diameter, with the overall probe 
length approximately 400mm.  The probe had a pyramid shaped head with the 
facetted faces ground flat to 45°, each having a central pressure tap (see Figure 4.7).  
Four differential pressure transducers and associated pre-amplifiers were inside the 
probe body.  The pressure transducers were connected individually to each of the four 
pressure taps in the head, enabling detection of the magnitude of the instantaneous 
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local velocity vectors, the flow yaw and pitch angles and the static pressure through a 
set of calibration surfaces.  The probe was factory calibrated over a range of pitch and 
yaw angles in a free flow stream by an automatic rig with a range of ±48° at 4° 
increments.  To assure the probe validity, it was also calibrated statically with a 
manometer prior to the testing.   
 
Validity of this technique, including a comparison with results obtained from HWA, 
LDA and other optical flow measurement systems is given by Hooper and Musgrove 
(1997).  Application of this relatively new technique can be found in several 
references, such as Mousley and Watkins (2000) and Gilhome et al. (2001). 
 
In addition to the probe itself, the complete measurement system consisted of a data 
acquisition personal computer with an analog-to-digital conversion board and 
commercial Windows-based software.  The software provided real-time display and 
data processing for the local static and dynamic pressures together with magnitude 
and orientation of the mean velocity vectors (u, v and w).   The maximum flow 
acceptance angle was contained within a cone with a half angle of 45°.  In addition, 
the commercial software enabled computer traverse control.  Benefits of using the 
dynamic Cobra probe over other three-dimensional flow instruments (such as HWA 
and LDA) included the rugged physical construction of the probe head, the stability of 
the calibration, and the relative ease of use in both laboratory and field applications 
(see Hooper and Musgrove (1997)). 
 
Although a set of calibration surfaces for the probe had been generated by the 
manufacturer, a comparison with a standard NPL Pitot-static tube was made to ensure 
the probe’s accuracy and validity.  The comparison results are provided in Appendix 
VIII.  The differences between the measurements using the probe and a Pitot-static 
tube were found to be consistently less than 0.28m/s (or 2%) over the range of 1 to 
20m/s.  It was deemed that the dynamic Cobra probe was accurate enough to be 
utilised in this series of measurements where the measured velocities were typically 
within a range from 0m/s to 15m/s. 
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4.3.1.4  Scanivalve System 
For measurement of the upstream and downstream pressures (pU and pD) at the 
radiator faces, a pressure sampling scanner was employed.  The scanner was designed 
for measuring multiple channels (up to 48) of mean gas pressures, instead of using a 
large number of single pressure transducers.  The complete system (see Figure 4.8) 
consisted of ; 
i. a Scanivalve; 
ii. a solenoid controller; 
iii. an odd-even decoder;  
iv. a pressure transducer (Honeywell Type 160PC); and 
v. a personal computer with a digital input/output PC card, an analog-to-
digital PC card and a commercial data acquisition software GENIE. 
 
 
 
Figure 4.8  The complete Scanivalve system 
 
Pneumatic 
connector 
Scanivalve 
Odd-Even 
Decoder 
Solenoid 
Controller 
Honeywell PC160 
pressure transducer 
The 
Scanivalve 
system 
Data acquisition PC 
___________________________________________________________   Chapter 4 
_____________________________________________________________________  
 83 
The detailed internal structure of the Scanivalve is shown in Figure 4.9.  The 
Scanivalve is a mechanical device that is able to sequentially switch various pressure 
input ports to be connected to a single common pressure transducer.  The solenoid 
controller, with a built-in pulser, controlled the Scanivalve for automatic channel 
stepping at a pre-set stepping speed of approximately 4.5 seconds per channel.  As 
measurement of pressure in unsteady flows may require an extended sampling time to 
give a good average value, repeatable measurements were obtained at this sampling 
rate and thus confirmed its adequacy. 
 
The Honeywell PC 160 was used as the common pressure transducer to be connected 
to the Scanivalve, which provided an output voltage in the range of 6 to 12 V DC 
proportional to the sensed pressure.  The analog signal in voltage was digitised by an 
analog-to-digital converter in the PC.  Simultaneously, the Odd-Even Decoder 
encoded the corresponding channel number, and the signal in digital form was also 
sent to the PC via a digital input/output PC card (see Figure 4.10).  By using the data 
acquisition software GENIE, a channel number and the corresponding pressure value 
could be displayed in real time as well as logged to a data file (*.dat) for post-
processing.  The system was recently calibrated by Alam (1999), with accuracy 
typically within ±0.5Pa.  For more information about the set-up of the system, refer to 
the “Operating Instructions for the Scanivalve System” prepared separately by the 
author (attached in Appendix XI). 
 
Figure 4.9  Internal construction of the Scanivalve (www.scanivalve.com) 
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 Figure 4.10  Block diagram of the complete Scanivalve system 
 
 
 
4.3.1.5  Summary of Measured Parameters and the Equipment Used 
The table below summarises the measured parameters and the corresponding 
equipment used in the experimental investigation. 
 
 
Table 4.1  Measured parameters and the equipment used 
Measured Parameter Equipment Used 
Reference tunnel air velocity Pitot-static tube connected to an inclined 
manometer 
Upstream and downstream pressures 
(pU and pD) 
Scanivalve system 
Hypodermic tubes and Silicon tubing 
Local three-component air velocity  
vector (u, v and w) 
Dynamic Cobra probe 
Local static pressure (ps) 
 
Dynamic Cobra probe 
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4.3.2 Results and Discussion 
4.3.2.1  Uniform Flow 
In order to select suitable instruments for measuring radiator airflow, understanding 
the airflow behaviour near radiator cores is important.  The dynamic Cobra probe was 
used to traverse across a small square region in several vertical planes upstream and 
downstream of a radiator core, in order to produce a series of velocity contours in an 
undistorted flow at 8m/s (i.e. no flow distortion upstream).  A Pitot-static tube 
positioned at the centreline of the test section, 120mm downstream of the contraction 
measured the upstream mean velocity.  Figures 4.11 and 4.12 show a section of 
radiator core in the wind tunnel with the probe for measurement of local velocity 
close to the radiator faces.  The measurements were made with the probe mounted 
horizontally on a computerised three-axis (two translations, one rotation) traverse.  
The movement of the traverse was controlled by the data acquisition PC used with the 
probe.   
 
Figure 4.11  The dynamic Cobra probe in front of a section of the test radiator core;  
the marked area is 15mm × 15mm 
 
 
 
Figure 4.12  Six pairs of pressure 
probes in a section of radiator core 
and the dynamic Cobra probe to 
measure local mean velocity 
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In Figures 4.13 and 4.14, series of normalised velocity flow fields and static pressure 
distribution are shown for a range of vertical planes at nominally the same elevation 
(along a square “streamtube”) upstream and downstream of a radiator core.  The 
airflow was nominally perpendicular to the core.  In both figures, each of the plots 
contains 961 (31 × 31) measurements across a square of 15mm × 15mm (as indicated 
in Figure 4.11), with an interval of 0.5mm between adjacent measurement points.   
 
In Figure 4.13, all data were normalised by the reference tunnel velocity (i.e. 8m/s).  
Figure 4.13 (a) and (b) show results for stations at 20mm and 5mm upstream from the 
core front face.  The distance of 5mm was set by the size of the probe head, i.e. the 
distance between the tip and the stem.  Figure 4.13 (c) and (d) refer to the flow 
patterns at the downstream planes.   
 
As seen in Figure 4.13 (a) and (b), it is noticed that the upstream flow was steady and 
highly uniform, with a standard deviation of less than 0.36m/s across each plane.  At 
the immediate downstream station (1.2mm downstream, i.e. the minimum practical 
distance between the tip of the probe and the core rear face), the flow field was found 
to be extremely complex, with a standard deviation of 5.6m/s across the measurement 
plane.  The averaged velocity across the plane was 11.3m/s (note that the upstream 
velocity was 8m/s; discussion is given later).  It can be seen that the flow consisted of 
an array of jets and wakes, and the jets generally appeared at the wider end of each air 
channel with core velocities approximately three times the mean flow velocity.  
However, less variations in velocity in the remainder of the air channel was noticed.  
It is thought that the flow in louvered fins was directed by the louvers (except for 
small areas at the ends) rather than by the fins (see Section 5.6.1.1).  Also, as 
expected, the wakes, with approximately zero velocity, were found behind the coolant 
tubes.  At a distance approximately 20mm downstream of the core, the flow was 
found to be reasonably well mixed (although the coolant tube wakes are still 
noticeable), becoming much more uniform with a standard deviation of 1.1m/s across 
the plane (see Figure 4.13(d)).  This indicates that the downstream flow became more 
uniform (hence more measurable) with increasing distance from the core. 
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Results from measurement of static pressure along the test section in the same planes 
are illustrated in Figure 4.14, and a complex static pressure distribution was also 
evident in the exit plane. 
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Figure 4.13  Normalised velocity contours (V/Vref) in an area of 15mm × 15mm  
at four vertical planes - Vref = 8m/s 
(a) 20mm upstream; (b) in close proximity to the front face (5mm upstream) 
(c) in close proximity to the back face (1.2mm downstream); (d) 20mm downstream  
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Figure 4.14  Static pressure contours in an area of 15mm × 15mm at four vertical 
planes – Vref = 8m/s 
(a) 20mm upstream; (b) in close proximity to the front face (5mm upstream) 
(c) in close proximity to the back face (1.2mm downstream); (d) 20mm downstream  
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 Figure 4.15  Total pressure contour at 1.2mm downstream – Vref = 8m/s 
 
 
 
Figure 4.15 shows the total pressure distribution in the 15mm × 15mm area, measured 
at 1.2mm downstream.  Instead of using all four holes of the Cobra probe to 
determine mean velocity, the pressure values measured on the centre hole was used, 
which acted as a Pitot tube.  The plot is highly similar to the velocity contour (Figure 
4.13 (c)). 
 
From this series of measurements, the difficulty in measuring average volume flow 
rates in regions close to the core exit of the core is revealed.  In the immediate vicinity 
of the exit, reliable averaged results would be hard to obtain by means of a traversed 
single point instrument, unless very detailed flow mapping with good spatial 
resolution and averaging is used.  Otherwise, conducting measurement sufficiently 
downstream would obtain more reliable results.  Further discussion is provided later 
in this section.   
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Plots of averaged normalised air velocities and dimensionless pressure coefficients at 
several stations along the test section are shown in Figures 4.16 and 4.17 respectively.  
Figure 4.16 illustrates a series of the normalised velocities in the longitudinal 
direction of the tunnel at three reference velocities from positions 80mm to -85mm, 
where 0mm is defined as a location of 5mm in front of the core.  Each point in the 
figure represents an average of 36 measurements across a square of 15mm × 15mm.  
The three normalised lines indicate the steadiness of the flow upstream of the core 
whilst more variation is found in the exit regions, which is consistent with the 
previous discussion on velocity mapping plots (Figure 4.13).  The velocities of the 
flow close to the core front face appear to rise slightly, which can be due to the 
blockage effects of the probe.  Despite lacking repeatability, downstream velocities 
also show a general trend of relatively high values, compared with those for the free 
stream.  Furthermore, it is worth noting that the flow further downstream must 
asymptote to approximately free stream velocity. 
 
On the immediate upstream side of the core, the slight rise of velocity is thought due 
to the size of the dynamic Cobra probe relative to the size of the air passages and the 
short distance from the core face creating blockage effects.  Apart from the possible 
instrumentation-created error (probe blockage), flows exiting the core air passages 
(i.e. abrupt expansions) are undergoing a process of pressure change associated with 
change of velocity profile, resulting from changes of area and momentum2.  In 
addition, the flow inside the air passages is considerably faster than the free stream as 
a result of significant smaller flow areas, resulting in high exit flow velocity. 
 
In Figure 4.17, a plot of static pressures in coefficient form (cp) at three reference 
velocities along the test section is shown.  In undisturbed flow conditions, changes of 
cp(static) due to core resistance were found to be dependent on flow velocities (i.e. a 
higher free stream velocity results in a smaller cp drop).  The cp’s just downstream of 
the core appear to be in a process of pressure recovery3, and become less susceptible 
to variation with distance after about 20mm from the back face of the core.   
                                                 
2 The flow becomes stabilised by a distance of about 50mm. 
3 from changes of area and pressure loss associated with the irreversible free expansion and momentum 
changes following an abrupt expansion 
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Figure 4.18 shows a plot of static pressure drops (ΔpL) across the core at three 
reference tunnel velocities.   The ΔpL’s are the differences between the static pressures 
measured 80mm and -85mm (see Figure 4.17).  It was found that the pressure drop is 
a function of the velocity and they can be well correlated by a power regression with a 
R2 of one4 with the gradiaent of 1.59, that is;  
 59133438 .L U.p ×=Δ        …... (4.14) 
 
This indicates that the static pressure drop across a radiator core is dependent on the 
air velocity that has a power of velocity less than two.  This is expected in multi-
louvered-fin core structures, since the friction factor, which is directly related to the 
pressure drop, is a function of the Reynolds number with a power of -0.72 or -0.39 
depending on the louver-pitch-based Reynolds number (see Sections 4.2.2 and 4.2.3). 
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Figure 4.16  Normalised air velocities plotted along the wind tunnel  
(Flow direction - from right to left) 
 
                                                 
4 R2 denotes as the coefficient of determination.  The significant of R2 is that a high value of R2 
represents a more successful regression line in fitting the data set. 
  
(SST) Squares of Sum Total
(SSE) Squares of Sum Error
R −= 12   
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Figure 4.17  Pressure coefficients plotted along the wind tunnel  
(Flow direction - from right to left) 
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Figure 4.18  Plot of static pressure drops versus reference velocities 
 in undisturbed flows 
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With reference to Equations (4.1) and (4.2) which give estimations of the pressures pU 
and pD, Figures 4.19 and 4.20 provide comparisons of pressures measured on the 
dynamic Cobra probe with the pressures as measured by the upstream and 
downstream probes (pU and pD).  As expected, the variation of total pressure with 
distance upstream of the core does not vary significantly (compared with the pressure 
drops through the core).  This can be inferred from Figures 4.16 and 4.17, where 
Cp(static) and normalised velocity does not vary significantly with upstream location.  
From Figure 4.19, the total pressure measured on the Cobra probe (albeit subject to 
the (small) effects of the proximity of the core) compares well with the total pressure 
measured with the upstream probe inserted through the core.   
 
Also as expected, on the downstream side the comparison between the downstream 
probe and the Cobra probe is influenced now by local proximity effects of the jets and 
wakes emerging from the core (see Figure 4.20).  From the preceding work in 
mapping the exit flow across a small square, it is clear that there are significant 
variations in space in the immediate vicinity of the core exit.  Thus the positioning of 
point measuring instruments is considered to be critical. 
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Figure 4.19  Comparison of mean total pressures measured at the front face  
and the upstream pressure (pU) in undisturbed flows 
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Figure 4.20  Comparison of mean static pressures measured at the back face  
and the downstream pressures (pD) in undisturbed flows 
 
 
4.3.2.2  Distorted Flow – Nominally Two Dimensional 
In order to examine pU and pD in response to oblique flows (which are thought to 
occur in real cooling flows, particularly in areas influenced by the wake of the bumper 
bar).  Block(s) were placed upstream of the test core to distort the tunnel airflow, as 
shown in Figures 4.21(b) and (c).  This resulted in nominally a two dimensional 
distortion and gave considerable angularity to the flow upstream of the core.  By 
using the dynamic Cobra probe, the local velocity associated with flow angles at a 
point was documented.  Defining normal flow as 0°, a measurement point in the top 
half of the core was selected where the upstream flows were measured at angles of 0°, 
30° and 80° for three tunnel reference velocities.  To keep the probe within its 
calibrated flow angle range (± 45° cone), it was rotated if necessary (and the rotated 
angle was added to the measured angle to give the true angle). 
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In Figure 4.22, the airflow velocity component normal to the core  (Uo) resolved from 
the mean velocity measured at just upstream of the core are plotted against the 
corresponding values of (pU – pD) at various approach angles as indicated in the 
legend.  The pressure measurements were taken when the dynamic Cobra probe was 
removed from the core face.  It was chosen to measure the airflow velocities on the 
upstream side of the core in anticipation of more easily obtaining repeatable results.  
The measurements at 80° in the figure appeared to be inconsistent with other data.  
Neglecting data measured at 80°, Figure 4.23 was generated.  This figure reveals that 
there is a strong relationship between Uo and (pU – pD), which was found to be well 
correlated with a R2 value of 0.9997.  The correlation equation for this core (named 
Core #1) is; 
 7626140667 .oDU U.pp ×=−       ...… (4.15) 
 
This finding is promising, indicating that the normal component of oblique air streams 
(in range 0° to 30°) can be determining by inferring the corresponding (pU – pD).  As 
given by Equation (4.13), the air properties should also influence the correlation.  
Nevertheless, it was noted that the influence was found to be minor and only 
contributed a difference of approximately 2% to the correlation (see Appendix IV for 
more details, including the effects of temperature of a heated radiator on density).  For 
engineering purposes, influence of air temperature was deemed to be negligible. 
 
___________________________________________________________   Chapter 4 
_____________________________________________________________________  
 96 
Reference 
Pitot-static tube
 
Figure  4.21  Configurations of the block(s) used to disturb the tunnel flow 
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Figure 4.22  Plot of (pU – pD) versus Uo in oblique flows with Core #1 
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Figure 4.23  Plot of (pU – pD) versus Uo in oblique flows with Core #1, neglecting the 
80° data  
 
To ensure this particular type of correlation to be applicable to other core structures, a 
different core, Core #2, was tested using different block configurations and a wide 
range of flow angles was generated.  In Figure 4.24, normal velocities in 18 oblique 
flow cases, where the flow angles in a range of 0° to 81° as indicated individually in 
the legend, were plotted against the (pU – pD).  From the figure, it can be concluded 
that except for the few measurements at extreme flow angles (larger than 80°), (pU - 
pD) shows evidence of a good relationship with the normal component of approach 
airflow even at a variety of approach flow directions.  This further supports use of 
Equation (4.13) and this pressure-based technique (via a correlation) under oblique 
flow conditions. 
 
Hence, it can be deduced that velocity of air on the upstream side of radiator cores can 
be determined via measurement of the difference between the upstream and 
downstream pressures.  The general relationship between them is; 
 boDU Uapp ×=−       ..… (4.16) 
 
where constants a and b are dependent on the geometry and the friction factor of the 
radiator core.  Uo represents the normal velocity component at the core front face. 
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Figure 4.24  Plot of (pU – pD) versus Uo in oblique flows with Core #2 
 
 
4.3.2.3  Distorted Flow – Nominally Three Dimensional 
This correlation technique was further assessed in highly three-dimensional non-
uniform flow conditions, with an array of pressure probes fitted in a section of 
radiator core in the wind tunnel.  This approximated actual practice as might occur in 
real engine bays, under the influence of the bumper bar.  The flows were distorted in 
two ways by locating:  
• a block with the round side facing forward placed in the middle in the test 
section (see Figure 4.21(d)); and  
• a block with the round side facing upward placed in the centre with a 
board covering asymmetrically an area of 150mm × 50mm (see Figure 
4.21(e)).   
 
The tests involved six pairs of hypodermic tubes positioned across the radiator core 
for measurement of (pU – pD) with the other end of the tubes connected to the 
Scanivalve system.  At similar locations, the dynamic Cobra probe was used to 
measure the corresponding local air velocity in three components (see Figure 4.12). 
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Another significantly different core, Core #3, was tested under the test conditions 
described.  The results obtained from six locations at three free stream velocities and 
two block configurations were incorporated in a single graph as shown in Figure 4.25.  
A variety of flow pitch and yaw at the core front face was evident at angles in a range 
of  -70° to +30° and of 0° to 20° respectively.  The figure shows a logarithmic plot of 
data for Core #3.  Similar to the preceding two cores, a clear trend between those two 
parameters, Uo and (pU – pD), was found in these more complex cases, although the 
data appeared more scattered and with a lower R2 value.   
 
To assess the validity and accuracy of the technique in case of these complex flows (a 
mixture of flow directions), two types of statistical graphs were employed for the total 
number of 36 data points, including;  
i. measured Uo plotted on the y-axis versus predicted Uo (inferred from the 
correlation for pU – pD) on the x-axis (see Figure 4.26); and  
ii. a ratio of predicted Uo to measured Uo plotted on the y-axis versus pU – pD 
on the x-axis (i.e. an error plot, determination of the error of individual 
prediction) (see Figure 4.27).   
 
From Figure 4.26, it is found that air velocities calculated from the correlation 
formula (given in Figure 4.25) give reasonably good agreement with the 
corresponding measured values.  In addition, the correlation technique appears to 
work well in predicting flow at velocities as low as 3 m/s (and depending on the 
accuracy of the pressure measuring system are expected to be capable of measuring 
even lower velocities).   
 
By observation of Figure 4.27, the correlation technique gives prediction of the 
majority of flow velocity within ±10% of actual measurement, except for eight 
predictions.  After a statistical analysis, it was calculated that prediction of normal 
flow velocity (at the core front face) using this pressure-based technique in these 
complex oblique flows had a standard deviation of 0.61 m/s or 10%. 
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Figure 4.25  Plot of (pU – pD) versus Uo in oblique flows with Core #3 
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Figure 4.26  Plot of the measured Uo versus predicted Uo with Core #3 
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Figure 4.27  Error plot of the ratio of U(predicted)/U(measured) with Core #3 
 
4.4 Implementation of the Experimental Technique 
Following the conceptual development based on analytical and experimental 
investigations, the suitability and applicability of the pressure-based technique for 
measurement of cooling airflow in vehicles were subsequently examined.  This 
section describes a series of verification tests conducted in the RMIT Industrial Wind 
Tunnel (IWT) and discusses the test results in comparison with another independent 
method (a small single- propeller anemometer). 
4.4.1 Test Facilities and Instrumentation 
Testing with a complete vehicle in the RMIT IWT was carried out to evaluate the new 
technique.  Details of the IWT are provided in Section 3.2.1.  The test vehicle was an 
Australian production four-door large passenger sedan – a Ford AU Falcon (1998 
model) equipped with an in-line six-cylinder engine and an automatic transmission (as 
shown in Figure 4.28).   
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Figure 4.28  The test vehicle – Ford AU Falcon 
 
The baseline configuration for this study was as follows: 
• a similar-size air-conditioning condenser was located ahead of the radiator; 
• the thermostat was fully open; 
• the transmission oil cooler that was originally integrated in the side tank of the 
radiator (see Appendix II) was re-located out of the radiator flow path; 
• the air-conditioning system was not in operation; 
• water was used as coolant; 
• the air dam was removed; and 
• the cooling fan module was removed. 
4.4.1.1  Use of the Pressure-Based Technique 
For the measurement of the values of pU and pD, twenty-four pairs of hypodermic 
tubes (1.2mm O.D., 0.8mm I.D.) were in place, connected to the 48-channel 
Scanivalve system as described previously.  At each measurement location, a pair of 
adjacent tubes was placed.  The dimensions of the radiator were 605mm wide by 
430mm high and the positions of the measurement points are indicated by the squares 
in Figure 4.29.  As there was a similar-size condenser located ahead of the radiator, 
the array of the pressure tubes were set up in two ways (see Figures 4.30 to 4.32) and 
each configuration tested individually. 
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• Setup A – To regard the composite of the radiator and the condenser as a single 
unit.  Hence, each pair of probes consisted of one probe flush with the condenser 
front face for pU and the other probe flush with the radiator rear face for pD ; and 
• Setup B – To insert both tubes only into the radiator core.  
  
Tests for the baseline configuration were conducted in the RMIT IWT at free stream 
velocities from 40 to 100km/h in increments of 20km/h5. 
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Figure 4.29  Positions of the pressure (hypodermic) probes 
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Figure 4.30  Two ways of setting up the pressure probes 
 
                                                 
5 It is noted that the free stream velocities would not be equal to vehicle driving speeds due to blockage 
effects (see Chapter Three for details). 
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Figure 4.31  The pressure tubing set-up on the test vehicle  
 
 
      
Figure 4.32  The pressure tubing set-up on the test vehicle - detail 
 
4.4.1.2  Single Propeller Anemometer 
In the vehicle, the approach flows into the radiator were oblique, unstable and three-
dimensional (see Section 7.2 for details on flow visualisation in the vehicle).  To 
measure approach flows in front of the radiator, the axis of the probe must be aligned 
with the flow direction or within its calibrated range.  However, this caused great 
difficulty during testing.  Therefore, reliable measurement was only possible to be 
conducted behind the radiator.  
 
The airflow out of the radiator consisted of an array of jets and wakes, as discussed 
previously in Section 4.3.2.1.  Instead of utilising a single point flow instrument, a 
16mm-diameter small handheld propeller anemometer (Testo, model number 435) 
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was selected to measure average airflow speed over its small circular casing, 
presupposing any non-uniform velocity gradients would be reasonably correctly 
averaged at the radiator outlet.  Unlike the dynamic Cobra probe, which was 
sufficiently compact to pick up either a small jet or a wake, use of the anemometer 
would be expected to provide fairly repeatable measurements irrespective of position, 
since it would average several jets and wakes over its casing.  This anemometer was 
also of a much smaller diameter then the propeller anemometers, which are 
commonly used for radiator measurements in industry and consequently are not 
generally able to provide good accuracy in non-uniform flows particular in shear 
flows (see Section 2.3.1.1).  On the other hand, this kind of propeller anemometer had 
drawbacks including only being capable of measuring in a single direction (axial) and 
also being sensitive to the flow approach angles.  Nonetheless, normal flow was the 
emphasis in this work. 
 
The operational principle of the anemometer was that a sensor detected the rotational 
speed of the propeller, which was proportional to the average axial speed of the air. 
The measuring range of the anemometer is from 0 to 20m/s and the error was found to 
be less than 2.5% compared with a Pitot-static tube in free stream flows (see 
Appendix VIII).  During testing, the anemometer was manually traversed over the 
back of the radiator in the same positions as the location for the pressure probes.  
Measurements at the same location were found to be repeatable. 
 
     
Figure 4.33  The Testo single propeller anemometer (16mm diameter)  
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4.4.2 Results and Discussion 
The results from the pressure-based technique using the two setup arrangements (A 
and B) along with those from the 16mm-diameter single propeller anemometer are 
presented in Figure 4.34 for a free stream tunnel velocity of 100km/h, and additional 
results are provided in Appendix IV.  To interpolate from the measured 24 points for 
the entire radiator, each complete contour of normalised velocity was produced via 
the Kriging method in the commercial software Tecplot (see Tecplot (1996) for 
details).  Table 4.2 summarises the mean total airflow velocities over the radiator 
measured by the pressure-based technique in the two setups along with the 
anemometer results at four velocities.  Table 4.3 presents comparisons between the 
mean velocities obtained from the pressure-based technique and those from the 
propeller anemometer.  The errors are calculated from; 
%
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Figure 4.34  Plots of the normalised velocity distribution over the radiator face at 
100km/h (top: using the 16mm propeller anemometer; left: the pressure-based 
technique Setup A; right: the pressure-based technique SetupB) 
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From Figure 4.34 and Figures A4.2 to A4.4 in Appendix IV, it can be noted that in 
general; 
• radiator air velocity was considerably lower than free stream velocity (the 
maximum velocity compared with free stream was 0.4) in a vehicle; 
• significant variation in velocity across the radiator was found; 
• the bumper bar wake appeared to be influencing the flow very strongly; and 
• velocity in the wake areas was extremely low (only about 0.1 of free stream 
velocity). 
 
From Figure 4.34, it can be seen that there are significant differences in flow 
distribution as well as core velocity between the results from the pressure-based 
technique with Setup A and those from the propeller anemometer particularly in areas 
of very low velocities.  In regard to flow distribution, there were important 
discrepancies particularly in the wake of the bumper bar, since there were indications 
of zero flow and in some cases reverse flow (as indicated by the difference of pU – pD) 
(see Figure 4.34(b)).  With reference to Figure 4.35 and Section 7.2 where a detailed 
discussion on the flow visualisation is provided, it was established that there was no 
reverse flow present in the radiator core, but instead extremely low velocities through 
the core in the wake regions.  This was ascribed to the presence of a pair of contra-
rotating vortices in front of the core.  Therefore, in the areas that were influenced by 
the bottom vortex, the approach flows into the condenser were at extreme angles 
(~90°) and significantly affected the accuracy of upstream pressure (pU) measurement 
with Setup A.  For this reason, the probes situated in the bumper wake produced 
considerable errors (i.e. when approach flow angles were larger than 80°).  A 
maximum difference of 15.1% between the results of the average core velocity was 
found (see Table 4.3). 
 
On the other hand, the results from the measurements with Setup B and those from the 
propeller anemometer agree more closely with each other, with overall errors less 
than 0.3m/s or 6% (see Table 4.3).  It is noteworthy that these two independent 
methods show a high level of consistency, indicating higher flow in the top part and 
very low to zero velocity in the middle of the radiator.  These results are encouraging 
implying the effectiveness of the proposed technique, and suggest that the bumper 
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and/or the engine block affect the airflow considerably in the engine compartment of 
the test vehicle.  The slight dissimilarity in the top part of the contour plots may be 
due to limited spatial resolution, and for improved accuracy a finer resolution of 
measurement points may be needed.  Unlike the setup A, the upstream probes 
measured flows in the rear of the condenser, which was acting as a flow straightener.  
Consequently, this arrangement aids the accuracy of the pressure-based technique. 
 
 
 
Radiator Condenser
Grille (Upper Intake)
Bonnet
Bumper
Lower Intake
Engine Block
 
Figure 4.35 Flow pattern on the centre place of the vehicle 
 
 
 
Table 4.2  Average core velocities across the radiator measured on the single 
propeller anemometer and by the pressure-based technique 
 Propeller 
 Anemometer  
(m/s) 
Pressure-Based 
Technique Setup A 
(m/s) 
Pressure-Based 
Technique Setup B 
(m/s) 
40 km/h 2.13 2.07 2.04 
60 km/h 3.41 2.99 3.21 
80 km/h 4.65 4.12 4.40 
100 km/h 5.85 4.97 5.64 
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Table 4.3  Comparison of the results obtained from the pressure-based technique (A 
and B) to those from the single propeller anemometer 
Errors Compared with the Propeller Anemometer 
Setup A Setup B 
 
m/s % m/s % 
40 km/h 0.06 2.69 0.09 4.03 
60 km/h 0.42 12.40 0.20 5.87 
80 km/h 0.53 11.39 0.25 5.41 
100 km/h 0.88 15.11 0.21 3.64 
 
4.5 Concluding Remarks 
A relatively simple method has been proposed and evaluated for use in measurement 
of time-averaged velocity distributions through automotive radiator cores.  
Implementation of this technique also demonstrates reduction of most of the 
weaknesses present in existing experimental techniques.  With reference to the criteria 
listed in the Introduction, this new technique is considered to fulfil the majority, 
including; 
• low cost, robust, compact and a low level of obstruction to radiator airflow; 
• relatively insensitive to airflow temperature (compared with HWA and 
thermistors, for example); 
• capable of detecting reverse flows;  
• suitable for use in complex flow fields; and 
• suitable for use in various test environments. 
 
In addition, use of an appropriate multi-channel pressure transducer at a high scanning 
rate enables simultaneous measurements at many points. 
 
Results compare well with those from the small single propeller anemometer with 
accuracy of better than 6%, indicating the effectiveness of the technique for vehicles 
in complex flow fields.  The method is found able to provide reliable results even in 
complex turbulent flows.   
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To conclude the development of this technique, the following remarks are given. 
• Measurement of (pU – pD) enables accurate determination of the airflow 
magnitude and its distribution over automotive radiators even if the flow 
approach angles are relatively large (70°- 80°). 
 
• Use of pairs of hypodermic tubes flush with the radiator faces is adequate for 
measuring the values of pU and pD. 
 
• The presence of flow straighteners, such as an air-conditioning condenser, in 
front of the radiator can improve the accuracy significantly. 
 
• An empirically-based correlation for the technique is developed to convert the 
pressure values, measured at the upstream and downstream air faces, to the normal 
velocity through the radiator.  The correlation for (pU – pD) is established through 
a method of direct calibration in this study.  The format of the correlation is found 
to be; 
b
oDU Uapp ×=−   
where constants a and b are dependent on the geometry and the friction factor of 
the radiator core.  It is emphasised that a new correlation is required if any change 
is made in the setup or to relevant radiator dimensions. 
 
• Alternatively, although the accuracy would not be as good as direct calibration, 
the calibration formula can be obtained analytically by manipulating Equations 
(4.6), (4.8), (4.9), (4.10) and (4.11); or via measurement of static pressure drop 
across the core and applying Equation (4.6). 
 
• It was found that variation in hypodermic tube size did not have a noticeable 
effect on the pressure measurements (not detailed here). 
 
• The four-hole dynamic Cobra probe is useful to resolve the velocity vector in 
oblique flows, but despite the small diameter (1.3mm), further work would be 
needed to understand the constraint when it is very close the core face.  
 
___________________________________________________________   Chapter 4 
_____________________________________________________________________  
 111 
• The pressure difference between pU and pD is equal to the sum of the dynamic 
pressure of a flow stream and the pressure drop through a radiator (see Equation 
(4.6)).  Compared with measurement of the dynamic pressure for determination of 
velocity, this technique is more sensitive to changes in air velocity, and its lowest 
measurable velocity is also substantially lower. 
 
More experimental results are provided in Chapter Seven with the implementation of 
the technique in examining airflow velocity distributions and total flow rates in 
various test environments, and the results are used to investigate the relationship 
between cooling airflow and heat transfer rate of the radiator.  To examine the 
influence of the cooling airflow non-uniformity on radiator effectiveness, an 
analytical model that accounts for air velocity distribution was developed and is 
detailed in Chapter Five. 
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Chapter Five 
An Analytical Model for Automotive Radiators Using a 
Finite Element Approach 
5.1 Introduction 
As various researchers, such as Olson (1976), Chiou (1980) and Williams (1985), 
have suggested, the cooling airflow is seldom uniformly distributed across the 
automotive radiator front face, and the consequent radiator cooling performance may 
be impaired.  In the past, analysis of radiator performance has often been based on an 
inadequate assumption that the airflow has uniform distribution over the radiator face.  
The causes of non-uniformity of the cooling airflow include objects being placed 
upstream and downstream of the radiator (particularly the upstream bumper and 
associated crash structure), and influencing the airflow path (see the preceding 
chapter).  In order to extend understanding of the effects of airflow maldistribution 
(non-uniform face velocity) on radiator cooling performance, a generalised analytical 
model was developed using a finite element approach.  In this approach, the core area 
of a radiator is divided up into a number of small cells and each of them is treated as 
an independent heat exchanger.   
 
This chapter presents a procedure for calculating the heat dissipation rate from each 
cell using a reviewed set of governing equations for the heat transfer process.  A 
computation algorithm is also illustrated which was developed for the prediction of 
the heat transfer capability of the entire radiator.  The results obtained from this model 
predict the performance of a radiator installed in a vehicle and a comparison with 
experimental findings is presented in Chapter Seven. 
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5.2 Basic Structure of Automotive Radiators 
Radiators used for vehicle engine cooling are cross-flow type heat exchangers, as 
airflow passes perpendicular to the coolant through the heat exchangers. The airflow 
is generally induced by the moving vehicle (ram air) and/or the cooling fan(s) (fan 
air). 
5.2.1 Air Passages 
Radiators with extended surfaces consisting of multi-louvered fins are commonly 
employed in modern vehicles (see Figure 5.1).  The extended surfaces provide large 
enhancement of the heat transfer rate not only by providing additional surface area, 
but also by reducing the thickness of the boundary layer by inducing a series of flat-
plate leading edges, interrupting the growth of the boundary layer along the fin 
surface (Davenport (1980)).  Hosoda et al. (1977) compared a plate fin heat exchanger 
with one with parallel louvers, and found that the air-side heat transfer performance of 
the louvered fin structure was 60% higher than the plain plate fin equivalent. 
 
Figure 5.1  Tube-and-corrugated louvered fin radiator (Kakinuma, 1987) 
 
5.2.2  Coolant Passages 
Direction of the coolant tubes can be horizontal (coolant flowing horizontally) and 
vertical (coolant flowing downward from top tank to bottom tank) in radiators.  
According to SAE HS-40 (1991), the horizontal flow type radiator is more commonly 
used in passenger vehicles. 
___________________________________________________________   Chapter 5 
_____________________________________________________________________  
 114 
Coolant tubes are generally based on flat tube design.  The advantages include:  
• higher heat transfer area per unit of flow area;  
• the wakes of the tubes cause less reduction of heat transfer in downstream 
regions;  
• the small projected areas of the tubes do not create additional profile drag; and 
• provision of a higher fin efficiency. 
5.2.3 Coolant 
For the purposes of increasing the boiling point of the coolant and preventing 
corrosion in the cooling systems, coolants are generally a mixture of water, anti-freeze 
(usually ethylene glycol (EG)) and possibly various corrosion inhibitors.  It is noted 
that the use of glycol mixture generally reduces the heat transfer performance 
compared with pure water. 
5.2.4 The Most Common Radiator Configuration 
This analytical model was developed specifically for the most common radiator 
configuration, which consisted of the following features: 
• Air-cooled radiator  
• Cross flow (airflow passing perpendicular to the core) 
• Corrugated louvered fins 
• Flat coolant tubes with horizontal flow structure 
 
Nevertheless, this analytical model, after minor amendments, can be used to solve the 
radiator performance of another specified configuration. 
 
Based on heat exchanger and heat transfer theories, the following sections contain 
procedures and methodology used in the development of the model. 
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5.3 Methodology of Radiator Analysis 
As discussed in Section 2.2, there are two common methods available in the literature 
for use in analysing the heat transfer process for heat exchangers:  
• Log Mean Temperature Difference (LMTD) 
• Effectiveness – Number of Heat Transfer Units (ε-NTU) 
 
The LMTD method is recognised as useful in heat exchanger design if the fluid inlet 
and outlet temperatures as well as flow rates are known or are easily determined from 
the energy balance equations.  On the other hand, when the inlet or outlet temperature 
is to be estimated for a given heat exchanger, utilising the ε-NTU method is more 
simple and direct (see Holman (1992), and Incropera and DeWitt (1996)). 
 
The primary use for this model was to investigate how airflow maldistribution 
affected the radiator performance under known conditions.  The outlet temperatures 
and the air temperature distribution at the radiator exit were the aspects to be 
evaluated.  For this reason, it was deemed to be more appropriate to utilise the ε-NTU 
method. 
 
The analytical model required the following initial conditions; 
• ambient temperature  (°C or K); 
• airflow velocity distribution across the radiator  (m/s); 
• coolant inlet temperature / top tank temperature  (°C or K); 
• coolant flowrate  (kg/s); and 
• basic radiator dimensions (listed below). 
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5.3.1 Definitions of the Radiator Geometry 
With reference to Figure 5.2, the basic radiator dimensions that were required in this 
model are summarised below.  These can be collected from the radiator manufacturers 
or measured from a sample. 
 
(1)    Core height  BH 
(2)    Core width BW 
(3)    Core thickness BT 
(4)    Number of rows of tubes in the core depth dimension Nr 
(5)    Number of coolant tubes in one row Nct 
(6)    Number of profiles Np 
(7)   Number of fins in 1 inch  
                              or in 1 metre 
Nf /in 
Nf /m 
(8)    Louver pitch Lp 
(9)    Louver length Ll 
(10)  Fin thickness Ft 
(11)  Fin height Fh 
(12)  Fin pitch Fp 
(13)  Fin end radius Rf 
(14)  Angle of fin αf 
(15)  Coolant tube length Yl 
(16)  Coolant tube cross section length Ycl 
(17)  Coolant tube cross section width Ycw 
(18)  Coolant tube thickness Yt 
(19)  Coolant tube pitch Yp 
(20)  Coolant tube end radius Rt 
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Figure 5.2  Definitions of the radiator dimensions 
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5.3.2 Calculation of Relevant Heat Transfer Areas 
Based on the preceding definitions, derivations of various surface areas, which are 
relevant to heat transfer, are given below based on the work by Lin (1999) but with 
several important amendments.  These areas were first calculated in the computation 
algorithm in the model.  
(1) Fin length, Fl 
 
f
fh
fl cos
RFRF α
⋅−+⋅π= 2       …… (5.1) 
(2) Radiator core frontal area, Afr,r 
 WHr,fr BBA ⋅=        …… (5.2) 
(3) Coolant tube frontal area, Afr,t 
 ctlcwt,fr NYYA ⋅⋅=        …… (5.3) 
(4) Fin frontal heat transfer area, Afr,f 
 plmetre) 1 (perfltf,fr NYNFFA ⋅⋅⋅⋅=      …… (5.4) 
(5) Fin heat transfer area, Af 
 plmetre) 1 (perflTf NYNFBA ⋅⋅⋅⋅⋅= 2      …… (5.5) 
(6) Total heat transfer area on air side, Aa 
 ( ) ( )[ ]ttclrlctfa RRYNYNAA ⋅π⋅+⋅−⋅⋅⋅+= 222    …… (5.6) 
(7) Total heat transfer area on coolant side, Ac 
 ( ) ( )[ ] rctltclttc NNYRYYRA ⋅⋅⋅⋅−+−π= 222    …… (5.7) 
(8) Total air pass area, Ap,a 
 t,frf,frr,fra,p AAAA −−=       …… (5.8) 
(9) Total coolant pass area, Ap,c 
( ) ( )( )[ ] rcttcltcwttc,p NNRYYYYRA ⋅⋅⋅−⋅−+−⋅π= 222   …… (5.9) 
 
Nomenclature is given explanation in Section 5.3.1.  
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5.4 Heat Transfer Analysis 
5.4.1 List of Assumptions 
In this analysis, the following assumptions were made.  Justification of these 
assumptions is provided in Section 5.8. 
 
1. The cooling system operates under steady-state conditions, that is constant 
coolant flowrate and fluid temperatures at both inlets. 
 
2. Heat carried by the coolant only transfers to airflow that travels through the 
radiator.  Any other heat losses to, or heat gains from, the surroundings are 
negligible. 
 
3. There are no phase changes in the fluid streams flowing through the radiator. 
 
4. Longitudinal heat conduction in the fluid and in the wall is negligible. 
 
5. The coolant flowrate in coolant tubes is uniformly distributed through the 
radiator, with no flow maldistribution, flow stratification, flow bypassing or 
flow leakage occurring.   
 
6. Coolant flow is in a fully developed condition in each tube. 
 
7. Both fluids are considered incompressible flow, and unmixed at any cross 
section between passes.  The term unmixed is defined as each fluid through 
the radiator behaves as if it was divided into a large number of separate 
passages with no lateral mixing. 
 
8. All dimensions are uniform throughout the radiator and the heat transfer 
surface area is consistent and distributed uniformly. 
 
9. There are no heat sources and sinks in the radiator walls or fluids. 
 
10. Pure water is used as coolant. 
 
11. The thermal conductivity of the radiator material is constant. 
 
12. The thermal resistance (fouling) induced by fluid impurities, rust formation or 
other reactions between the fluids and the material is assumed to be small. 
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5.4.2 Definition of Common Dimensionless Groups for Convective Heat 
Transfer 
Heat transfer data and equations are classically presented in dimensionless forms for 
compactness and for the simplicity of representing their physical quantities, see 
Incropera and DeWitt (1996) and Kays and London (1998).  The basic dimensionless 
heat transfer coefficients for forced convection are described as follows. 
• Reynolds number (Re) is a flow modulus, which may be interpreted as the ratio of 
flow momentum rate (inertia force) to viscous force for a specific geometry.  It is 
defined as; 
μ
ρ= VLRe  
• Nusselt number (Nu) is defined as the ratio of the convective heat transfer 
coefficient (h) to the pure molecular thermal conductance (k/L), i.e. 
k
hL
L
k
hNu ==   
• Prandtl Number (Pr) is defined as the ratio of momentum diffusivity to thermal 
diffusivity of the fluid.  It is solely a fluid property modulus. 
k
c
Pr p
μ=α
ν=   For gases:   0.2 < Pr < 1 
     For water:  1 < Pr < 10   
 
• Colburn Factor (j) is a dimensionless group relating experimental forced 
convection heat transfer to Reynolds number, and is referred to as the Colburn 
modulus; 
3
2
PrStj ⋅=  
• Stanton Number (St) is defined as the ratio of heat transfer at the surface to that 
transported by fluid by its thermal capacity. 
Vc
hSt
pρ
=  
It can also alternatively be expressed in terms of other parameters; 
 
PrRe
NuSt ⋅=  
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5.4.3 Thermal Circuit and Overall Heat Transfer Coefficient 
Heat transfer only can take place when there is a difference of temperature.  The 
overall heat transfer resistance for radiators can be considered to derive from the 
following terms:    
• air-side convection 
• fouling on the air side  
• wall conduction 
• fouling on the coolant side  
• coolant-side convection 
 
Its mathematical form; 
 ( ) ( ) ( )coc,fwa,fao hARkA
xR
hAUA η++
Δ++η=
111    ..… (5.10) 
 
where  U = overall heat transfer coefficient  
A = surface area on which U is based 
h = heat transfer coefficient 
ηo = total surface efficiency of an extended fin surface 
 Rf = fouling factor 
 subscripts a, c and w refer to air side, coolant side and wall respectively 
 
It is noted that without the use of extended surface (i.e. prime surface) in the coolant 
tubes in typical radiators, the value of ηo,c in Equation (5.10) becomes unity.    
 
For simplicity, the fouling factor on both sides, which is a measure of the additional 
resistance to the heat flow due to the various deposits present, was assumed to be 
small and not considered in this analysis.  Also, coolant tubes are often made of 
aluminium or copper which have large thermal conductivity, and wall thickness (Δx) 
is small.  For these reasons, the thermal resistance of the wall conduction term in 
comparison to the other two terms was treated as negligible. 
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With these stated restrictions and combining the nomenclature used in this study, 
Equation (5.10) becomes; 
 
ccaaa,or,fr Ah
1
Ah
1
UA
1 +η=       ..… (5.11)  
 
where Afr,r = radiator core frontal area (Equation (5.2)) 
 Aa = total heat transfer area on air side (Equation (5.6)) 
Ac = total heat transfer area on coolant side (Equation (5.7)) 
 ha = heat transfer coefficient on air side  
 hc = heat transfer coefficient on coolant side 
 ηo = total surface efficiency 
 
Under typical operating conditions, the air-side resistance is dominant (i.e. the 
controlling resistance).  It is significantly higher than the coolant-side resistance and 
typically accounts for more than 80% of the total resistance.  Davenport  (1980) 
showed that at higher water flowrates, the coolant-side thermal resistance contributed 
only 5% of the total resistance.  
 
Equation (5.11) is the key equation that governs the heat transfer performance of 
cross-flow heat exchangers.  Detailed deviations of the air-side and coolant-side heat 
transfer coefficients (i.e. ha and hc) and their governing equations, which involve an 
extensive review from the literature, are presented later in this chapter (Section 5.6).  
Other parameters in Equation (5.11) are addressed in the following sub-sections. 
5.4.4  Air-Side Fin Efficiency and Total Surface Efficiency 
Fins attached to the coolant tubes are essentially used for increasing the surface area 
and consequently increasing the heat transfer rate.  As temperature gradients along the 
fins extending into the air create conduction resistance, the temperature efficiency of 
the surface is reduced.  Hence, the air-side heat conductance term (hA)a must be 
multiplied by a factor to account for the temperature gradient in the fin, as shown in 
Equation (5.11).   
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The fin efficiency (ηf) is defined as the ratio of the actual heat transfer rate through 
the fin base (Qf) divided by the maximum-theoretical heat transfer rate through the fin 
base (Qf,max), corresponding to the entire fin surface being at the base temperature (see 
Kays and London (1998)); 
 
max,f
f
f Q
Q=η         ..… (5.12) 
 
For a straight fin of uniform cross section, fin efficiency can be expressed as; 
 ( )
mL
mLtanh
f =η        …... (5.13) 
 
where  L = effective fin length.  For the fins extending from wall to wall; 
2
hFL =   
m =fin efficiency parameter.  For thin sheet fins (Kays and London (1998)); 
t
a
F
hm ⋅= k
2   
 
Hence the fin efficiency can be expressed as; 
 
2
Fm
2
Fmtanh
h
h
f
⋅
⎟⎠
⎞⎜⎝
⎛ ⋅
=η        ….. (5.14) 
 
Radiators are typically of finned-tube construction.  Hence, heat transfer takes place 
in both the fins and the unfinned (primary) surface at the same time.  For this reason, 
another term may be introduced, named total surface efficiency (ηo), to account for 
the weighted mean efficiency of the composite structure consisting of the fins and the 
base structure.  The total surface efficiency can be calculated from; 
 ( )f
a
f
o 1A
A1 η−−=η         ..… (5.15) 
 
This equation is based on the assumption that the air-side heat transfer coefficient is 
unchanged by addition of the fins.      
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5.4.5 The ε-NTU method 
In general, the parameters that relate to the heat transfer performance of a cross-flow 
radiator are summarised below. 
 
Overall heat transfer coefficient (W/m2K) U 
Radiator core frontal area (m2) Afr,r 
Coolant inlet temperature (°C or K) Tci 
Coolant outlet temperature (°C or K) Tco 
Air inlet temperature (°C or K) Tai 
Air outlet temperature (°C or K) Tao 
Coolant-side capacity rate (W/°C or W/K) cp,cc cmC &=  
Air-side capacity rate (W/°C or W/K) ap,aa cmC &=  
 
Grouping the above parameters into dimensionless groups is common and more 
convenient for heat exchanger analysis and therefore is the basis of applying the ε-
NTU method.  In this method, the heat transfer rate (Q) in the radiator can be 
determined by; 
 ( )aicimin TTCQ −ε=        ..… (5.16) 
 
where Cmin = minimum heat capacity rate (see later) 
 
The radiator (thermal) effectiveness (ε) is a ratio of the actual heat transfer rate from 
the hot fluid (coolant) to the cold fluid (air) in a given radiator to the maximum 
possible heat transfer rate.  It can also be expressed as; 
maxQ
Q=ε         ..… (5.17) 
 
The actual heat transfer rate is given by the heat balance equation at steady state and 
can be defined in terms of coolant side (energy lost) or air side (energy gained) heat 
transfer rate; 
( ) ( )aiaoacocic TTCTTCQ −=−=      ..… (5.18) 
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The thermodynamically permitted maximum possible heat transfer rate (i.e. Qmax) 
only occurs in a counter-flow heat exchanger of infinite area and can be expressed as; 
 ( )aiciminmax TTCQ −=       ..… (5.19) 
 
From Equation (5.16), with knowledge of radiator effectiveness as well as the radiator 
operating conditions, including inlet temperatures on both sides and airflow rate 
distribution, the actual heat transfer rate can be calculated.  As the operating 
conditions are given, the radiator effectiveness is the main parameter required to be 
computed.  
5.4.5.1  Heat Capacity Rate Ratio 
The heat capacity rate is defined as the product of the mass flow rate and the specific 
heat of a fluid; 
• for air:  a,paaaa,paa cVAcmC ×ρ=×= &   ..… (5.20) 
• for coolant: c,pcccc,pcc cVAcmC ×ρ=×= &   ..… (5.21) 
 
The capacity rate ratio (Cr) is a ratio of the smaller to the larger capacity rate for the 
two fluid streams and is expressed as follows; 
 
max
min
r C
CC =         ..… (5.22) 
where Cmin is the smaller of Ca and CC. 
 
Under normal driving conditions, SAE J1393 (1996) stated that the temperature 
changes across the radiator on air and coolant sides are typically in the range of 20 - 
35°C rise and 4 - 10°C drop, respectively.  Hence, from Equation (5.18) it is clear that 
the minimum capacity rate Cmin is always on the air side.  Hence; 
 amin CC =  and cmax CC =  
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5.4.5.2  Number of Heat Transfer Units 
The number of heat transfer units (NTU) is a ratio of overall conductance UA to the 
smaller heat capacity rate Cmin which is; 
 r,fr
Aminmin
r,fr dAU
CC
UA
NTU ⋅== ∫1      ..… (5.23) 
 
5.4.5.3  Relationship of ε-NTU 
The radiator effectiveness can be expressed as a function of two dimensionless 
groups, NTU and Cr for a given flow arrangement (such as counter-flow or cross-
flow) (see Kays and London (1998)); 
 ε = f (NTU, Cr, flow arrangement) 
  
As for a typical automotive radiator, it is assumed that approaching air stream is 
directed into a large number of separate passages with no cross mixing when the air is 
travelling through the radiator.  Likewise, the same assumption is commonly applied 
to coolant flow.  Hence, radiators are often considered as a type of cross-flow 
arrangement heat exchangers with both fluids unmixed (Yan and Sheen (2000) and 
Lin (1999)).   
 
The appropriate ε-NTU relationship for this type can be found in graphical form (see  
Figure 5.3) that was given by Kays and London (1998),  
 
and mathematically (Holman (1992)); 
 ( )[ ]
⎭⎬
⎫
⎩⎨
⎧ −⋅−−=ε 11 780
220
.
NTUCexp
C
NTUexp r
r
.
   ..… (5.24) 
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Figure 5.3  Effectiveness as a function of NTU and Cr for cross-flow exchangers with 
both fluids unmixed (Kays and London, 1998) 
 
 
5.4.5.4  Remarks on Heat Capacity Rate Ratio and NTU 
Within the limits imposed by flow arrangement and thermodynamic considerations, 
heat transfer performance of a radiator is governed by only two dimensionless groups 
Cr and NTU.  As shown in Equation (5.16), radiator heat transfer rate is directly 
related to its effectiveness ε.  Therefore a high heat transfer rate is achieved by 
increasing the effectiveness of a radiator.  Also from Figure 5.3, the radiator 
effectiveness is low when the value of NTU is small.  Therefore the physical 
significance of the dimensionless NTU is referred to as a measure of the heat transfer 
size of a radiator.  For a given Cr, a large value of NTU results in asymptotically 
raising the radiator effectiveness to a value of unity as its thermodynamic upper limit.   
For this reason, most radiators employ enhancement techniques, such as extended 
surfaces and special surface geometry, to raise the overall heat conductance UA, 
hence NTU. 
 
___________________________________________________________   Chapter 5 
_____________________________________________________________________  
 128 
5.4.6 Heat Dissipation and Specific Dissipation of a Radiator 
Having determined the effectiveness and the minimum capacity rate of a given 
radiator, the heat transfer rate can then be calculated from equation (5.16); 
 ( )aicimin TTCQ −ε=        ..… (5.25) 
 
Also the value of Specific Dissipation (SD) can be obtained from; 
)T(T
QSD
aici −
=           ..… (5.26) 
 
SD can also be expressed as (see Section 2.3.2.2); 
)T(T
)T(Tcm
)cm(SD
aici
cocicp,c
ap,a −
−== &&ε      ..… (5.27) 
5.5 Finite Element Approach 
To account for the effects of airflow maldistribution, a finite element approach was 
introduced, which divides the entire radiator into a number of independent small 
radiators (cells).  The ε-NTU method that was applied to each cell with the outlet 
coolant temperature of the upstream cell being the inlet temperature of the 
downstream cell, was used to determine the heat dissipation of each cell (see Figure 
5.4).  As a coolant-horizontal-flow radiator was considered, the coolant flow into each 
cell was equal to the total coolant flow divided by the number of rows.  The heat 
dissipation of the entire radiator was equal to the sum of the heat dissipation of all 
cells.  The number of cells including the number of rows (m), and the number of 
columns (n) was given by the user.  This method is illustrated below. 
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Figure 5.4  Finite Element Approach 
 
As mentioned in an earlier section, it is assumed that the coolant flowrate is uniformly 
distributed through the radiator and equally divided between the different rows.  
Given the top tank temperature (Tci) and the coolant mass flow, and assuming the 
tanks on both sides of the radiator are well insulated, it can be demonstrated that inlet 
coolant temperature of each cell in the first column is equal to the top tank 
temperature, that is; 
),i(cici TT 1=         ..… (5.28) 
 
where Tci(i,1) refers to the inlet temperature of the cell (i,1), with i = 1, …. , m (number 
of rows) 
 
Except for the cells in the first column, the coolant inlet temperature of any cell is 
equal to the temperature at the exit of the upstream cell in the same row; 
)j,i(ci)j,i(co TT 1+=        ..… (5.29) 
with  i = 1, …. , m  and  j = 1, …. , (n-1) 
 
where  m = number of rows  
n = number of columns 
j 
i 
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The value of the bottom tank temperature (Tco) is taken as the average value of the 
summation of the last cells for all rows and is computed from the following equation; 
m
T
T
m
i
)n,i(co
co
∑
== 1        ..… (5.30) 
 
Similarly the coolant mass flow rate of each cell becomes; 
 
m
mm c)j,i(c =         ..… (5.31) 
 
for all (i,j).    
 
The radiator model is considered to be divided into m rows and n columns (m × n) 
array.  The dimensions of each cell are as followed;  
 
Radiator cell height BH, e 
Rows of Number
BB He,H =  
Radiator cell width BW, e 
Columns ofNumber 
B
B We,W =  
Number of coolant tubes in one row in a 
radiator cell 
Nct, e 
Rows ofNumber 
N
N cte,ct =  
Number of profiles in each radiator cell Np, e 
Rows ofNumber 
N
N pe,p =  
Coolant tube length in each radiator cell Yl, e 
Columns ofNumber 
YY le,l =  
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5.6  Equations for Heat Transfer Coefficients 
Previous sections describe a method for calculating the heat transfer rate (Q) and the 
Specific Dissipation parameter (SD) of a radiator including consideration of airflow 
maldistribution using the ε-NTU method.  In order to calculate the overall heat 
transfer coefficient (U) in Equation (5.11), determination of the air- and coolant-side 
heat transfer coefficients is essential.  This section provides details of the governing 
equations for these two coefficients from the existing literature. 
5.6.1 Air Side 
Airflow over a louvered fin array is complex, as illustrated in Figure 5.5.  Rather than 
acting as surface roughness or turbulent generators, the louvers are used to deflect 
airflow from their incident direction and consequently the flow becomes aligned with 
the plane of the louvers.  They enhance the heat transfer by providing multiple leading 
edges, associated with high heat transfer coefficients.   
 
Figure 5.5  Multi-louvered fin geometry (Kajino and Hiramatsu, 1987) 
 
Because of the complexity of airflow over louvered fins, it is difficult to determine the 
heat transfer coefficient from conventional convection heat transfer equations, as the 
coefficient is a function of both fin geometry and flow conditions.  Therefore, there 
have been several detailed investigations of the flow phenomena in louvered fins over 
the last two decades, in order to have better understanding of the mechanisms of 
louvered heat transfer.  Because the heat transfer characteristics of the louvers is 
closely related to the flow structure around them, the following sub-section provides a 
discussion of the flow phenomena occurring in the louver array. 
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5.6.1.1  Brief Description of Flow Structure in Louver Fins 
Beauvais (1965) was the first to discover that louvers act to realign the airflow in a 
direction parallel to their own planes after using flow visualisation on large-scale 
models.  Following Beauvais, Wong and Smith (1973) also conducted hot-wire 
measurements for local air velocity over louvers and confirmed the validity to use 
large-scale models for evaluation of these surfaces.  They observed the flow-directing 
properties of the louvers, indicating the air travelling through the louver array not at 
all times parallel to the duct axis.  Davenport (1980) performed a detailed 
investigation on corrugated fin louvered heat exchangers using smoke trace 
measurements, demonstrating that the flow structure within the louvered array was a 
function of Reynolds number.  Figure 5.6 illustrates a section through a louver array 
in which two possible extreme flow directions are indicated.  Davenport found that at 
low Reynolds numbers the flow did not pass through the louvers but travelled axially 
through the fins and behaved like duct flow (duct directed flow).  He explained that 
the developing boundary layers on the louvers became sufficiently thick to block off 
the gaps between louvers.  This gradually changed to an almost complete alignment 
with the louvers as Reynolds number was increased.  At high Reynolds numbers, the 
flow was directed by the louvers flowing nearly parallel to them, behaving like flat-
plate flow (louver directed flow). 
 
In addition, Achaichia and Cowell (1988a) in a study of louvered fin heat exchangers 
of the plate fin geometry, described a “flattening” behaviour of the Stanton number 
curves as shown in Figure 5.7.  They explained that the behaviour was caused by the 
transition from duct flow to flat-plate flow, agreeing with the investigation by 
Davenport (1980).  
 
Another numerical study by Achaichia and Cowell (1988b) showed that the mean 
flow directions in the louvered fin array varied with Reynolds number, louver angle 
and the ratio of fin pitch to louver pitch.  Kajino and Hiramatsu (1987) used a dye 
streamline method to visualise flow streamline in a 10 times scaled louvered fin 
model.  Figure 5.8 shows the results of two louver arrays that have the same louver 
pitch but different fin pitches.  It was shown that relative dimensions of the fin pitch 
and louver pitch significantly affected the airflow path.   
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Figure 5.6  Section through louvered fin indicating possible flow directions 
(Achaichia and Cowell, 1988a)  
 
 
Figure 5.7  Stanton number curves demonstrating transition 
 from duct to flat-plate flow (Achaichia and Cowell, 1988a)  
 
 
Figure 5.8  Observed streamlines in louver fin array 
(Kajino and Hiramatsu, 1987) 
 
Variant Fin 
Pitch 
(mm) 
Louver 
Pitch 
(mm) 
Louver 
Angle 
(deg) 
8 2.11 0.81 29 
10 3.33 0.81 29 
12 2.16 0.81 20 
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5.6.1.2  Air-Side Reynolds Number 
The flow path over louvers is indicated to be dependent on Reynolds numbers for a 
given louvered fin array.  However, it seems that the characteristic length is rather 
arbitrary for louvered fin surfaces.  Therefore, it is important to understand which 
geometric parameters are important for heat transfer.  Aoki et al. (1989) stated that the 
heat transfer performance of multi-louvered fins is influenced by fin geometry factors, 
such as fin pitch, louver pitch and louver angle.  Davenport (1983) after testing 32 
samples of multi-louvered fin surfaces suggested that fin pitch and hydraulic diameter 
made no contribution to the correlation of Colburn’s modulus j factor (see Section 
5.4.2 for its definition).  He concluded that, although the hydraulic diameter is 
relevant to heat transfer in plain fins, using the louver-pitch-based Reynolds number 
(ReLp) is more appropriate to describe the heat transfer on louvered fin surfaces.  It 
can also help to reduce the number of variables in the heat transfer correlation.  Most 
of the later research has been consistent with this finding and has used ReLp as a basis. 
5.6.1.3  Air-Side Heat Transfer Coefficient 
Having discussed the flow behaviour in louvered fin arrays and the characteristic 
length of louvered fin surfaces, this sub-section addresses the equations governing air-
side heat transfer.  Publication of heat transfer performance of corrugated louvered fin 
geometry (see Figure 5.9a), which is the basic structure of modern radiators, has been 
very limited mainly for commercial reasons.  Apart from the corrugated geometry, 
there are some other types of heat exchanger geometry available (see Figure 5.9) 
including; 
• flat tube and louvered plate fin (Achaichia and Cowell (1988a)); 
• corrugated louvered fin with rectangular channel (Webb and Jung (1992)); 
• corrugated louvered fin with splitter plate and rectangular channel (Rugh et al. 
(1992)); and 
• corrugated louvered fin with splitter plate and triangular channel (Webb and Jung 
(1992)). 
However, these geometries are not normally used in automotive applications, thus 
discussion on them is out of the scope of this study.  See the publications indicated for 
details. 
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One of the important studies on extended heat transfer surface was conducted by Kays 
and London (1998), who published the first reliable and comprehensive test data on 
louvered surfaces for compact heat exchangers.  The work provided valuable 
fundamental knowledge in this area.  However, those louver designs are very different 
from the multi-louvered surface, which are widely used nowadays for automotive 
radiator cores, and the data are of little relevance when applied to modern heat 
exchangers. 
 
In addition to Kays and London (1998), there have been several research publications 
in regard to the heat transfer performance of louvered fin surfaces. 
 
Figure 5.9  Types of louver fin heat 
exchangers (Chang and Wang, 1997) 
 
(a) Corrugated louver with 
triangular channel 
(b) Plate-and-tube louver fin 
geometry 
(c) Corrugated louver with 
rectangular channel 
(d) Corrugated louver with splitter 
plate and rectangular channel 
(e) Corrugated louver with splitter 
plate and triangular channel 
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Davenport (1983), after testing with 32 triangular channel louvered fin cores with 
systematically varied louver geometry, presented correlations of heat transfer and 
flow friction characteristics.  This is the only set of experimental data published for 
corrugated louvered-fin surfaces found in the publicly available literature.  The 
correlations are empirical using a multiple regression technique.  The correlation for 
heat transfer for corrugated louvered fin surfaces is valid when 100 < Re < 4000 and 
the recommended Colburn’s modulus j factor correlation was given as; 
260
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=       ..… (5.33) 
 
Combining Equations (5.32) and (5.33), the air-side heat transfer coefficient (ha) can 
then be expressed; 
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where  Lh = louver height 
 Ll = louver length 
 Fh = Fin height 
 
The correlation is valid for the ratio of louver length to fin height ranged between 0.62 
to 0.93, which is still applicable to modern automotive radiators. 
 
The Davenport correlation was reasonably accurate and easy to apply, and 
approximately 95% of the data were correlated within ±6%.  The j curve had a mean 
gradient of –0.42 from the regression analysis compared with –0.5 for the classic 
theoretical Pohlhausen equation.  Also the values of j curve were about 35% below 
the Pohlhausen line (see Figure 5.10).  Davenport explained that it was due to the 
entire heat transfer surface, not all of which was louvered.  From this study, the heat 
transfer behaviour over louvered fins has a general similarity with Pohlhansen 
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solutions for flow over a flat plate, suggesting the existence of laminar boundary 
layers on the louvers that is consistent with the flow visualisation described 
previously. 
 
Since the Davenport’s study (1983), questions have arisen as to whether his 
correlation is still valid, as the core structures he tested were noticeably different from 
the ones used nowadays in terms of material and fin geometry.  Recent study 
conducted by Webb et al. (1995) revealed that the correlations are still applicable to 
current automotive radiator cores.   Furthermore, a large number of recent researchers 
have still employed Davenport’s experimental data as a base source to validate their 
findings, including Sahnoun and Webb (1992), Dillen and Webb (1994), Webb et al. 
(1995) and Chang and Wang (1997). 
 
 
 
 
 
Figure 5.10  Comparison of j factors with Pohlhausen equation (Davenport, 1983) 
 
 
 
 
Pohlhausen equation 
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Another study was conducted by Aoki et al. (1989) who measured the local heat 
transfer for individual louvers and suggested laminar heat transfer being present on 
the louvers.  A correlation between the Nussult number and the Reynolds number 
based on louver pitch was presented in one equation for different louver pitches (see 
Figure 5.11); 
 3
1
2
1
870 PrRe.Nu LpLp =       ..… (5.35) 
 
Based on the work of Aoki et al., Webb (1994) recommended that the theoretical 
Pohlhausen solution for laminar flow over a flat plate with constant heat flux (see 
Kays and Crawford (1980)) can be used to predict the heat transfer coefficient on 
louvers, that is; 
3
1
2
1
9060 PrRe.Nu Lpav ⋅=       ..… (5.36) 
 
Based on the above findings, Sahnoun and Webb (1992) and Dillen and Webb (1994) 
developed an analytical model and a semi-analytical model (which contains one 
empirical constant) respectively to predict the heat transfer coefficient of the 
corrugated louvered fin geometry.  Both of the models were based on dividing the 
louvered fin surface into four regions: the louvered areas; the plain leading and 
trailing areas; the plain middle area; and the end region areas (see Figure 5.12). 
 
 
Figure 5.11  Mean Nusselt numbers for three louver pitches (Aoki et al., 1989) 
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Figure 5.12  Definition of the fin regions used in Sahnoun and Webb (1992) 
and Dillen and Webb (1994) models 
 
In their models, the heat transfer coefficient in the unlouvered regions is predicted 
using a fully developed laminar flow solution, while using the Pohlhansen solution for 
laminar flow over a flat plate Equation (5.36) to predict louvered areas.  A summation 
of the heat transfer coefficients calculated from different regions was used to 
determine the heat transfer coefficient of the entire louvered fin.   
 
To validate the models, Dillen and Webb (1994) compared the calculated results with 
the Davenport database.  Table 5.1 shows a comparison of the ability of the three 
models, including the empirical Davenport correlation (Equation (5.32)), the 
analytical Sahnoun and Webb model and the semi-analytical Dillen and Webb 
correlation, to predict the experimental heat transfer data.  The table shows that using 
the Dillen and Webb correlation, 100% of the data were predicted within ±20% with 
82% of the data predicted within ±10%. 
 
Table 5.1  Comparison of the three methods to predict the data  
within ±10% and ±20%  (Dillen and Webb, 1994) 
j factor predicted within ±10% ±20% 
Davenport 92% 97% 
Sahnoun and Webb 71% 97% 
Dillen and Webb 82% 100% 
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Instead of dividing the louvered fin surface into four regions, an earlier work of Beard 
and Smith (1971) developed a simple method which approximated the effects of 
louvers by calculating the heat transfer coefficient from a mean of two coefficients 
obtained from louvered fin region and un-louvered fin region.  Since the proposed 
benefit of using louvered fins was to give a series of leading edges to the airflow 
creating laminar boundaries, the heat transfer characteristics of each louver could be 
similar to flow over a flat plate.  For that reason, their model was developed using the 
theoretical Pohlhausen equation for flow over a flat plate to predict the heat  transfer 
coefficient on louvers. 
 
The equations for calculating the Nusselt number and the mean heat transfer 
coefficient for the louvered-fin region are as follows; 
3
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The louvers usually extend for only a part of the fin and therefore the heat transfer 
coefficient for un-louvered fin region needs to be determined separately.  Likewise, 
the Pohlhausen equation was used for the un-louvered fin region, and the core depth 
along the fin (parallel to the airflow) was taken as the reference length; 
3
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1
6640 PrRe.Nu
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=       ..… (5.39) 
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The mean air-side heat transfer coefficient can then be determined; 
Tp BLa
h)R(hRh ⋅−+⋅= 1       ..… (5.41) 
where  R = fraction of the area which is louvered 
 
This simple method was shown to be valid as the calculated results were found to give 
satisfactorily close agreement with a series of wind-tunnel test results with a 
maximum error of approximately 10%. 
___________________________________________________________   Chapter 5 
_____________________________________________________________________  
 141 
5.6.1.4  Summary of Preferred Air-Side Heat Transfer Equations 
Essentially, there have been only four models available in the existing literature to 
predict the heat transfer coefficient for radiators (corrugated louvered fin surfaces); 
• Davenport (1983); 
• Sahnoun and Webb (1992); 
• Dillen and Webb (1994); and  
• Bread and Smith (1971). 
 
Despite the Sahnoun and Webb, and the Dillen and Webb models offering analytical-
based solutions for the prediction of the heat transfer coefficient, their models are 
complicated and difficult to apply in comparison with the other two models, as the 
user is required to determine the heat transfer coefficients individually in four regions 
(even though the end region areas are usually very small).  Nevertheless, the accuracy 
of their models is not noticeably better than the Davenport empirical correlation (see 
Table 5.1).  The limited accuracy of their models may be due to the fact that the 
airflow path in the louver fin, which is closely related to the heat transfer rate, cannot 
be predicted accurately. 
 
In contrast, both the Davenport correlation (Equation (5.34)) and the Bread and Smith 
model (Equation (5.41)) are relatively easy to use without compromising accuracy.  
Therefore, these two models were used in the computation procedure in Section 5.7, 
to determine air-side heat transfer coefficient (ha).  Also, evaluation of these two 
models was carried out and the comparison is presented in Chapter Seven. 
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5.6.2 Coolant Side 
It is emphasised that the dominant thermal resistance is air-side convection and that 
the modelling is relatively insensitive to water side heat transfer.  The coolant-side 
heat transfer coefficient is addressed in this section and can be evaluated by applying 
appropriate well-established heat transfer equations for flow inside tubes.  The 
solutions to internal flow problem may be obtained from analytical derivations and/or 
empirical correlations.  Conventional heat transfer equations for flow in tubes are 
often based on the consideration of circular tubes, and the coolant tubes in typical 
radiators are flat-oval shape.  Therefore, it has been recommended that hydraulic 
diameter (Dh) is used to substitute for the characteristic physical diameter, see 
references such as Incropera and DeWitt (1996) and Kays and London (1998).  
Invalid use of the hydraulic diameter has been found only when calculating tubes with 
very sharp corners (for example triangular), which gives unacceptably large errors.   
 
The hydraulic diameter is expressed as, 
 
P
A
D ch
⋅= 4         ..… (5.42) 
 
where  Ac = flow cross-sectional area 
 P   = wetted perimeter 
 
The fluid flow condition in tubes can be laminar, turbulent or transition, as 
characterised by the fluid-flow Reynolds number based on the tube diameter, or on 
the hydraulic mean diameter for non-circular tube cross-sections.  In laminar flow, the 
fluid particles move in a direction parallel to the tube walls and there is no velocity 
component normal to the axis of the tube.  In contrast, by definition, turbulent flow is 
time-dependent, which is due to relatively small-scale vorticity in the flow.  Its 
particles fluctuate in an irregular way around a steady time independent velocity.  
Although the flow has an average velocity parallel to the axis of the tube, it has 
instantaneous velocities both parallel and perpendicular to the axis. 
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There has been a large amount of fundamental work in understanding flow 
characteristics and heat transfer in tubes, therefore only several representative 
equations are reviewed in this thesis.  Starting with the Reynolds experiments in 1883, 
it has been demonstrated that laminar flow becomes unstable as the velocity of flow 
increases in a given tube.  The transition from laminar to turbulent flow occurs at a 
value of Reynolds number near 2300.  The transition to turbulent flow generally takes 
place in the range of Reynolds number from about 2300 to 10000, and a fully 
turbulent flow mostly occurs at the Reynolds number above 10000.  It has also been 
found that the transition of the flow would be greatly affected by the tube inlet 
configuration and surface roughness.   
 
In this analysis, the definitions for the various flow regimes in relation to the 
Reynolds number are listed below; 
 
Laminar 2300 > ReDh 
Transition 10000 ≥ ReDh ≥ 2300 
Turbulent ReDh > 10000 
 
5.6.2.1  Heat Transfer in Laminar Flow 
In the laminar flow regime the heat transfer flux is strongly dependent on the thermal 
boundary condition along the whole length of the tube, while less dependent in the 
turbulent flow regime for fluids with Pr ≥ 1.  The thermal boundary condition refers to 
the set of specifications describing temperature condition and/or heat transfer rate at 
the inside wall of the tube.  According to Shah and London (1978), the thermal 
boundary condition of automotive radiators can be classified as constant wall 
temperature peripherally as well as axially, since one fluid has a very much higher 
capacity rate than the other. 
 
In completely laminar flow of a fluid, the heat transfer through the fluid is literally by 
conduction alone, as there is no mixing of the fluid.  However, due to rareness of truly 
laminar flow in practice, the heat transfer takes place usually with convection and 
conduction. 
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Analysis involves solving the continuity equation, momentum equation, and energy 
equation.  The earliest analysis of laminar flow heat transfer in tubes was made by 
Graetz in 1883 and independently by Nusselt in 1910, known as the Graetz or Graetz-
Nusselt problem.  A case of an incompressible fluid flowing through a circular tube 
with constant physical properties, having a fully developed laminar velocity profile 
and a developing laminar temperature profile was considered. 
 
Knudsen and Katz (1958) reported an equation proposed by Hansen in 1943, as 
representing the Graetz solution for constant surface temperature, fully developed 
laminar flow and parabolic velocity distribution.  This well-known Hansen equation, 
which has been widely used for the mean Nusselt number over the entire length of 
tube, was used in this study to predict coolant-side heat transfer coefficient in laminar 
flow regime; 
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Definition of the terms is given in Sections 5.3.1 and 5.4.2. 
 
All properties appearing in the equation are required to be evaluated at the average 
value of the mean temperature.  Rearranging Equation (5.43), the average heat-
transfer coefficient for laminar flow in tubes can be expressed as; 
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The Hansen equation is valid for the constant surface temperature condition over the 
entire length tube.  Considering a sufficiently long tube, it is noted that the Nusselt 
number approaches a value of 3.66, which is the analytical solution for laminar, fully 
developed conditions with constant surface temperature (Kays and Crawford (1980)), 
i.e. 663.Nuc =  
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5.6.2.2 Heat Transfer in Turbulent and Transition Flow 
Heat transfer in turbulent tube flow has been investigated for almost a century, since 
probably the first analyst, Nusselt.  Due to the complicated nature of turbulent flow, 
which is transient and possess highly irregular fluctuations and that heat is generally 
transferred by convection as well as conduction, empirical correlations of turbulent 
heat-transfer data for flow in tubes are often preferred for simplicity.  The correlations 
have been obtained based on several dimensionless groups, including Reynolds 
number, Nusselt number, Prandtl number and Stanton number. 
 
There were three famous correlations proposed in the 1930s, which were 
i. Dittus and Boelter equation (1930) 
ii. Colburn equation (1933) 
iii. Sieder and Tate equation (1936) 
 
Incropera and DeWitt (1996) reported that use of the above equations, although they 
are easily applied, may lead to have errors as large as 25%.  For this reason, these 
correlations were not chosen for this study. 
 
Prandtl in 1944 was the first to present an equation for heat transfer in tubes that was 
related to the pressure drop.  The equation was in the form of; 
 ( )18781
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=
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Nu       ..… (5.45) 
where f is the friction factor in the tube. 
 
Knowledge of the friction factor in the tube is required before applying this equation, 
and value of the friction factor can be directly obtained from the Moody diagram.  
Alternatively, the friction factor can be calculated from the following equation for 
isothermal flows in smooth tubes (Gnielinski (1976)); 
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Since then, the Prandtl equation has been further improved.  From the basic form, a 
correlation recommended by Petukhov (1970) offered better accuracy for turbulent 
tube flow.  The equation is expressed as; 
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or expressed in terms of the heat transfer coefficient; 
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This equation predicted experimental data with an accuracy of 5% – 6% over the 
range of 104 < ReDh,c < 5 × 106 and 0.5 < Pr < 2000.  Hence this equation was chosen 
for this study in the case of turbulent flow. 
 
Gnielinski (1976) modified the Petukhov equation in order to derive a new equation 
which is applicable in the transition flow region (2300 < Re < 104).  It was noted that 
in the transition region the Gnielinski equation satisfactorily reproduced the decrease 
in the heat transfer coefficient with decreasing Reynolds number.  Thus, this equation 
was employed in this study; 
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or expressed in terms of the heat transfer coefficient; 
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It is valid for 0.5 < Pr < 2000 and 2300 < ReDh,c < 104, and was compared with 
approximately 800 experimental point (see Figure 5.13), with nearly 90% of the data 
within  ±20%. 
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Figure 5.13  Comparison of calculated Nusselt numbers using the Gnielinski equation 
with experimental data (Gnielinski, 1976) 
 
 
5.6.2.3  Summary of Preferred Coolant-Side Heat Transfer Equations 
Calculation of the coolant-side heat transfer coefficient in the computation procedure 
in Section 5.7 was based on the flow regime in the coolant tubes.   
 
Flow regime Equation used 
Laminar (2300 > ReDh) Hansen equation – Equation (5.44) 
Transition (10000 ≥ ReDh ≥ 2300) Gnielinski equation – Equation (5.50) 
Turbulent (ReDh > 10000) Petukhov equation – Equation (5.48) 
 
To examine the consistency of these three heat transfer equations selected to be used 
in this analytical model, the heat transfer coefficient was calculated in different flow 
regimes ranging from Reynolds number of 400 to 13500, as shown in Figure 5.14.  
Discontinuities were found at the transitions between the regimes (i.e. at Reynolds 
numbers of 2300 and 10000), nevertheless these discontinuities of the coolant-side 
heat transfer coefficient are relatively unimportant, since the dominant thermal 
resistance is air-side convection. 
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Figure 5.14  Coolant heat transfer coefficients in different flow regimes 
5.7 Computation Procedure 
A procedure was established for predictions of the heat dissipation rate (Q) and the 
Specific Dissipation parameter (SD) for a given radiator.  The results were used to 
evaluate the effect of airflow non-uniformity on radiator performance.  The outline of 
the computation procedure is detailed below and a flow chart describing the procedure 
is shown in Figure 5.15.  Table 5.2 lists two sets of parameters, including the input 
parameters required for the computer program, and all relevant parameters that are 
predicted. 
 
i. Input values of the following parameters: 
• Ambient temperature 
• Airflow distribution across the radiator (using the new pressure-based 
technique described in Chapter Four) 
• Coolant inlet temperature (i.e. top tank temperature) 
• Coolant flowrate 
• Details of the radiator geometry (including dimensions of tubes and fins) 
(listed in Section 5.3.1) 
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ii. Calculate other relevant areas, i.e. the various heat transfer areas on coolant side 
and air side (Section 5.3.2) 
 
iii. Input the size of the radiator array, i.e. number of rows and number of columns 
 
iv. Calculate number of cells and determine the dimensions of each cell (Section 
5.5) 
 
v. Determine the coolant inlet temperature (Tci) and the air inlet temperature (Tai) 
for the cell (1,1), and estimate the outlet temperatures Tco(1,1) and Tao(1,1) 
 
vi. Compute the heat transfer coefficient on the air side: 
• Calculate the mean temperature and the fluid properties based on film 
temperature 
• Calculate the mass flowrate as well as the Reynolds number based on core 
thickness and fin pitch 
• Apply an appropriate convection correlation for flow over the multi-
louvered fin surface  
• Calculate the heat transfer coefficient on the air side – Davenport correlation 
(Equation (5.34)), or Bread and Smith model (Equation (5.41)), see Section 
(5.6.1.3) 
• Calculate the fin efficiency (Equation (5.14)) and the surface efficiency 
(Equation (5.15)) 
 
vii. Compute the heat transfer coefficient on the coolant side: 
• Calculate the mean temperature and the fluid properties based on film 
temperature 
• Calculate the mass flow rate as well as the Reynolds number based on the 
coolant-side hydraulic diameter (Equation (5.42)) 
• Apply an appropriate convection correlation for flow in a tube; 
- Laminar, when Re > 2300  (Equation (5.44)) 
- Transitional, when 104 ≥ Re ≥ 2300 (Equation (5.50)) 
- Turbulence, when Re > 104  (Equation (5.48)) 
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• Calculate the Nusselt number and the heat transfer coefficient on the coolant 
side 
 
viii. Calculate the total thermal resistance, the overall heat transfer coefficient 
(Equation (5.11)) and the capacity rates (Ca and Cc) (Equations (5.20) to (5.22)) 
 
ix. Calculate the Number of Heat Transfer Unit (NTU) and the effectiveness (ε) of 
the radiator for cross-flow heat exchanger with flow streams unmixed 
(Equations (5.23) and (5.24)) 
 
x. Calculate the heat dissipation rate (Q) of the cell (Equation (5.25)) as well as the 
coolant outlet temperature and the air outlet temperature (Equation (5.18)) 
 
xi. Return to (vi.) if the air and coolant outlet temperatures differ from the previous 
estimated values (Note that to obtain correct film temperature, iteration may be 
required) 
 
xii. Assign the inlet temperature of the downstream cell as equal to the outlet 
coolant temperature of its upstream cell 
 
xiii. Repeat (vi. – xii.) up to the outlet temperature of the last cell in the current row 
to be determined. 
 
xiv. Go to the next row and repeat the above steps until outlet temperatures of all 
rows are computed 
 
xv. Calculate the bottom tank temperature (Tco) by averaging the coolant outlet 
temperatures of the last cell in all rows 
 
xvi. Calculate the heat rejection rate (Q) of the entire radiator and the value of 
Specific Dissipation (SD) (Equation (5.26)) 
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Table 5.2  List of the input parameters and the predictions of the computation 
procedure 
Input Parameters Analytical Predictions 
? Radiator Geometric Parameters 
? Ambient Temperature 
? Coolant Inlet Temperature 
? Coolant Flowrate 
? Dimension of the Radiator Array 
? Airflow Velocity Distribution 
 
? Heat Rejection Rate (Q) 
? Specific Dissipation (SD) 
? Coolant Outlet Temperature (Tco) 
? Air Temperature Distribution at the 
Radiator Outlet (Tao (i,j)) 
? Air- and Coolant-Side Heat Transfer 
Coefficients of Each Cell 
? Overall Heat Transfer Coefficient 
? Air- and Coolant-Side Reynolds 
Numbers 
? NTU and Effectiveness 
? Fin and Surface Efficiencies 
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Figure 5.15  Flow chart of the computation procedure 
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Figure 5.15 (cont.)  Flow chart of the computation procedure 
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5.8 Justification of the Assumptions 
Section 5.4.1 provides a list of 12 assumptions that were made at the beginning of the 
development of this analytical model.  This section reviews the assumptions to ensure 
their rationality.  It is noted that certain assumptions are necessary in any theoretical 
analysis of steady-state heat exchangers, such as Assumptions 1 to 4, 6, 9 and 11.  
Assumption 3 was made essentially to restrict the analysis to single-phase flow on 
both sides.  Coolant-side thermal resistance is relatively small (about 5%) compared 
with air-side resistance, hence the error due to the coolant-side would be insignificant.  
For this reason, Assumptions 5 and 6 remains reasonable provided that the radiator 
core is not damaged.  Assumptions 7 relates to the air- and coolant-circuit conditions, 
which are also likely to be valid in typical automotive radiators which are commonly 
considered as having a flow arrangement where both fluid streams are “unmixed”.  
However, Kanefsky et al. (1999) argued that unless for multi-row radiators with many 
rows of coolant tubes in the airflow direction, it would be more appropriate to 
consider the flow to be mixed within each tube, but unmixed between tube rows.  
They anticipated that use of a set of modified equations (rather than simply assuming 
both fluids unmixed) which provided in their paper would reduce the over-prediction.  
Hence, it is suggested that this consideration should be incorporated into the 
algorithm in the later version of this analytical model.  Making Assumption 8 is a 
necessity, as variations in radiator geometry are often hard to visually inspect and 
quantify.  Nevertheless, any variations that could significantly affect the accuracy of 
the calculations must be accounted for.  Assumption 10 is adequate.  Assumption 12 
is valid only when the radiator is clean and new, which was the case here.  If a 
radiator has been in operation for a period of time, this may be an inappropriate 
assumption.  More discussion is provided in Section 7.4.2 (Validation of the 
Analytical Model). 
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5.9 Concluding Remarks 
An analytical method for flow and heat analysis in radiators is described based on 
applying heat exchanger theory and reviewing the relevant literature extensively.  The 
model is applicable for cases when the airflow is not uniformly distributed over the 
core face.  Following the computation procedure, a computer program using a 
Windows-based programme, Visual Basic, was subsequently created for exploring 
and clarifying the heat transfer process in automotive radiators.   
 
In Chapter Seven, validity of the model is assessed against wind-tunnel tests.  In 
addition, the predicted results from the program are used to clarify the mechanisms 
underlying cooling system performance including; 
• on the road and in wind tunnels; 
• the effect of ambient and inlet coolant temperatures drift; and  
• the airflow maldistribution on radiator performance.  
 
The next chapter (Chapter Six) provides details on the test program and the test 
environments. 
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Chapter Six 
Experimental Measurement of Cooling Airflow 
Distribution and Specific Dissipation 
6.1 Introduction 
The preliminary assessment of test methods for engine cooling performance, 
described in Chapter Three, demonstrates that a high-blockage wind tunnel has the 
potential for simulation of on-road conditions and assessment of configuration 
changes on vehicles with sufficient accuracy, provided that the airspeed through the 
air intakes is matched to the corresponding speed for a given road condition. 
 
Using the Specific Dissipation technique (SD) for quantifying heat rejection and the 
pressure-based technique for measuring airflow velocity distributions and volume 
flow rates, tests with a vehicle were performed in a variety of test facilities.  These 
facilities include the RMIT Industrial Wind Tunnel (RMIT IWT), the Ford Australia 
Climatic Wind Tunnel (Ford CWT) and on-road conditions (OR).  For each test 
environment, tests for several vehicle front-end configurations at various free stream 
velocities were undertaken.  The purpose of this series of tests was to extend the 
understanding in assessing the aerodynamic performance of engine cooling 
performance in wind tunnels.  These tests were also carried out to explore the 
influences of air velocity distribution on radiator heat-transfer performance and to 
examine if there are any significant differences in airflow behaviour between the test 
environments.  Details of the test procedures are given in this chapter, and Chapter 
Seven provides the results and discussions. 
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6.2 Experimental Test Program 
6.2.1 Test Vehicles and Instrumentation 
Wind-tunnel and on-road testing were carried out with an instrumented Ford AU 
Falcon as is detailed in Section 4.4.1.  The vehicle was equipped with the following 
instrumentation: 
 RMIT IWT Ford CWT On Road 
 
Coolant 
temperature 
Four calibrated T-type thermocouples (copper/constantan) fitted 
in the inlet and outlet hoses were used to measure coolant 
temperature drops across the radiator (see Appendix VI for 
details about the calibration of the thermocouples).   
 
Coolant flowrate  The vehicle’s engine 
was not in operation.  
A Fischer & Porter 
Mini-Mag electro-
magnetic flowmeter 
was used to measure 
the simulated 
coolant flow rates 
(see Section 3.2.2 
and Appendix IX).   
 
The vehicle’s engine was in operation.  
The vehicle’s water pump circulated the 
coolant between the radiator and the 
engine block.  A differential pressure 
transducer measuring the coolant pressure 
difference across the radiator inlet and 
outlet was used to determine the coolant 
flowrate based on the engine speed by a 
calibration technique (see Appendix X).   
 
Approach airflow 
velocity 
Tunnel air velocity was calculated from the 
dynamic pressure, which was measured 
using a wall-mounted Pitot-static tube 
located at the start of the test section. 
Vehicle speeds 
were recorded via 
the speedometer 
located on the 
dashboard. 
 
Radiator airflow 
rate and 
distribution 
The pressure-based technique was used (see Chapter Four).  
Twenty-four pairs of hypodermic tubes (1.2mm O.D., 0.8mm 
I.D.) were connected to a Scanivalve system for measuring the 
upstream and downstream pressures (pU and pD).  The 
experimental setup was the same as described in Section 4.4.  
The calibration equation for the radiator core installed in the 
vehicle is given by Equation 4.15. 
 
Approach air 
temperature 
A T-type thermocouple located at the number plate was used to 
measure ambient temperature. 
 
Exit air 
temperature 
Six thermocouples were located downstream of the radiator to 
quantify temperature rises of the airflow leaving the radiator.   
 
___________________________________________________________   Chapter 6 
_____________________________________________________________________  
 158 
Signals from the thermocouples, the magnetic flowmeter and the differential pressure 
transducer were recorded via a Fluke 2620A Hydra Data Acquisition Unit at a sample 
interval of five seconds. 
 
In addition to the test vehicle, another similar vehicle instrumented with an array of 
15 propeller anemometers (3 rows × 5 columns) was also used for airflow 
measurement in the Ford CWT.  Each anemometer was approximately 10cm in 
diameter; and frequency of rotation was used to infer the velocity of the air travelling 
through it.  A calibration formula, supplied by Ford Motor Company of Australia, was 
developed in a flow stand for the conversion of the propeller’s rotations (rev/s) to 
airflow velocity (m/s); 
Average airflow velocity (m/s)    =  0.3536 × Propeller’s revolution (rev/s)  
+ 0.0930 
 
The array was mounted to the rear face of the radiator (see Figure 6.1).  As the 
technique of using propeller anemometer arrays is the most common industrial 
practice, it was intended to compare the results with those from the pressure-based 
technique.   
 
 
Figure 6.1  A similar vehicle instrumented with an array of propeller anemometers 
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6.2.2 Test Configurations 
The following table lists 12 front-end configurations that were tested in this 
experimental program.  The configurations involved various combinations of grille, 
airdam, fan modulus and operational cooling fans.  The configurations Baseline, Mod 
1, Mod 2, Mod 3 and Mod 7 were tested in all test environments whereas the others 
were only carried out in the RMIT IWT.  For the Baseline configuration, the airdam 
and the cooling fan module were removed from the vehicle (see Section 4.4.1). 
 
Configuration Grille Airdam Fans and 
shroud 
Fan 
running 
 
Baseline X    
Mod 1 X X   
Mod 2 70mm of 
grille 
blocked 
   
Mod 3 X  X X 
Mod 4 X  X  
Mod 5 X X X  
Mod 6     
Mod 7 X X X X 
Mod 8  X X X 
Mod 9  X   
Mod 10   X  
Mod 11   X X 
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6.2.3 Testing in the RMIT Industrial Wind Tunnel 
Measurement of airflow distribution and SD with the test vehicle in the RMIT IWT 
was carried out for all configurations listed above.  Details of the tunnel and test 
procedure are provided in Chapter Three.   
6.2.4 Testing in the Ford Australia Climatic Wind Tunnel 
The Climatic Wind Tunnel, which is owned and operated by Ford Motor Company of 
Australia, was located in Yang Yang, Victoria, Australia.  This tunnel is a closed-
loop, open-jet facility providing the capability to control ambient temperature and 
simulate engine loads on a chassis dynamometer (see Figures 6.2 to 6.4).  The 
dimensions of the working section and the outlet nozzle are 3.2m wide × 2.4m high × 
6m long and 1.5m wide × 1.2m high, respectively.  A Pitot-static tube located at the 
centreline of the nozzle exit was used to measure the tunnel velocity.  In this facility, 
the vehicle’s engine speed and the wind speed could be set independently.    Hence, 
for all tests the gear was in natural position and the engine speed remained steady 
within 1200 and 1250 rpm, which corresponded to a coolant flowrate of 
approximately 1.0 l/s and this value was determined via a calibration technique (see 
Appendix X). 
 
As this type of climatic tunnel is intended mainly for evaluation of cooling system 
performance, the nozzle is relatively small having been designed to provide adequate 
airflow for the vehicle front-end, rather than for an accurate simulation of airflow 
around the whole vehicle.  Such tunnels are common in many automotive 
manufacturers around the world for assessing engine cooling and air-conditioning 
systems in simulated ambient conditions. 
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Figure 6.2  The approach nozzle of the Ford Climatic Wind Tunnel 
 
 
 
 
 
Figure 6.3  The collector of the Ford Climatic Wind Tunnel 
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Figure 6.4  Layout of the Climatic Wind Tunnel (plan view)  
(Courtesy of Ford Motor Company of Australia) 
 
 
 
6.2.5 On-Road Testing 
On-road tests were conducted in order to collect data for the vehicle driving in 
realistic conditions.  Test speeds were designed to be in the range 40km/h to 100km/h 
for a duration of approximately 10 minutes in each test.  Hence, the minimum length 
of the test track needed to be 17 km.   
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The criteria for the selection of the test tracks were: 
1. reasonably straight with minimum length of 20 km 
2. light traffic enabling the test vehicle to be driven at a steady speed with minimal 
interference from other vehicles 
3. a sealed and smooth road surface 
4. no significant changes in elevation 
 
Based on the listed criteria, the 24km-long Ballan Road located in southwest of 
Melbourne was chosen for the majority of the tests (see Figures 6.5 and 6.6).  To 
investigate the consistency of the SD parameter when the engine cooling system was 
in non-steady operating conditions (i.e. when coolant temperature was transient) and 
subsequently determine the minimum test time, a number of tests was also conducted 
on another longer road, the Geelong-Bacchus Marsh Road (see Figure 6.5).  All tests 
were carried out in both directions on the roads for identifying any error due to 
crosswinds.  To determine the coolant flowrates during on-road tests, the coolant 
flowrate calibration technique (see Appendix X) was used to infer a coolant flowrate 
from a known engine speed.  For various travelling speeds (in different gear), the 
engine speeds were recorded and the corresponding coolant flowrate were calculated, 
as listed in Table 6.1. 
 
 
 
 
 
 
Table 6.1  Test speeds, engine revolutions and the corresponding  
coolant flowrates in on-road testing 
Speed (km/h) Engine revolution (rpm) Coolant flowrate (l/s) 
42 1200 – 1300 1.0 
60 1200 – 1300 1.0 
88 1500 – 1700 1.28 
100 1700 1.36 
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Figure 6.5  The locations of the selected test tracks –  
Ballan Road and Geelong-Bacchus Marsh Road 
 
 
 
 
Figure 6.6  The test vehicle on the Ballan Road 
 
Ballan Road 
Geelong-Bacchus 
Marsh Road 
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Chapter Seven 
Experimental and Analytical Results and Discussion 
7.1 Introduction 
From the test program described in the preceding chapter, the test results are 
presented in this chapter including discussions.  The heat transfer performance of the 
radiator for various configurations was evaluated using SD; and the newly developed 
pressure-based technique was employed to quantify the corresponding radiator 
airflow.  The results are aimed at: 
• examining the relationship of the cooling airflow rates to the heat 
dissipation rates; 
• assessing whether there are significant differences in radiator airflow 
patterns between the RMIT IWT (at high blockage), the Ford CWT 
(relatively small outlet nozzle) and on the road (a real condition); and 
• establishing a basis for using air volume flowrates measured from wind-
tunnel tests to predict on-road cooling performance. 
 
In addition, validation of the analytical model, as described in Chapter Five, is 
presented.  The model is used in parallel with the experimental investigation to assess: 
• cooling performance loss due to radiator flow non-uniformity; and 
• any influences of inlet coolant and air temperature drifts on the 
measurement of cooling system performance. 
 
In this chapter, the findings from a flow visualisation study are first given, followed 
by presentation of the test results from the wind tunnels and on the road.  For each test 
environment, the test data are presented in terms of SD, contour plots of airflow 
distribution across the radiator and corresponding radiator airflow rates, at various test 
speeds and vehicle configurations.  Discussion and comparison of the analytical and 
experimental results are provided in the last sections of this chapter.  
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7.1.1 Outline of the Major Findings 
• From flow visualisation in Section 7.2: 
1. Underhood flow in the test vehicle was extremely complex and three-
dimensional with a pair of contra-rotating vortices existing between the 
bumper bar and the radiator/condenser. 
2. In ram-air conditions (i.e. cooling fans off), airflow was observed to be non-
uniformly distributed over the radiator.  It was also noticed that the bumper 
wake significantly influenced the cooling airflow with very limited flow 
through the core in the wake of the bumper bar. 
 
• From experimental results in Section 7.3: 
1. In fan-air conditions (i.e. operating the cooling fans), airflow distribution was 
highly dependent on free stream velocity.  As expected, radiator airflow rate, 
hence cooling performance of the radiator, was significantly improved at 
lower velocities. 
2. In ram-air conditions, normalised airflow distribution (Vlocal/Vave) across the 
radiator face appeared to be less susceptible to changes in free stream velocity. 
3. Use of a propeller-based anemometer array was not able to provide sufficient 
information about airflow distribution, due to the use of large-diameter 
propellers, but instead it was suitable to use for detecting the total mass flow. 
The new pressure-based technique worked well in quantifying the distribution 
as well as total mass flow of air; and the test results were in agreement with 
those from alternative techniques. 
 
• From discussion of the experimental and analytical results in Section 7.4: 
1. By adjusting to an appropriate tunnel velocity (when blockage correction was 
applied), simulation of on-road cooling performance can be made in wind 
tunnels, even without correct ground simulation and wheel rotation; the RMIT 
IWT and the Ford CWT predicted on-road cooling performance within 11% 
and 18% respectively.  
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2. The analytical model was verified, providing valid and accurate prediction of 
SD of a radiator.  Less than 10% error was found over a wide range of 
experimental data.  The model was employed to assess the influences of 
cooling air maldistribution, ambient and coolant inlet temperature drifts on 
SD. 
3. The relationship between SD and cooling airflow was found to be non-linear. 
4. The radiator cooling performance could reduce by 8% due to the cooling air 
maldistribution. 
 
7.2 Flow Visualisation 
The internal flow pattern near the radiator of the test vehicle was qualitatively studied 
in the RMIT IWT for the baseline configuration (a standard vehicle without a fan 
module nor an airdam).  Wool tufts (short pieces of coloured yarn) attached to fishing 
wires and the surface of the radiator, were used to visualise movements of the 
underhood flow.  This technique was used because wool tufts are simple to set up, 
light in weight and easily photographed.  Each tuft was short; about 20 – 30mm in 
length, so that the local flow direction was detected.  Two other flow visualisation 
techniques were also employed; one made use of a wool-tuft pole (a single wool tuft 
on a long thin pole) and the other smoke tracers (generated by an Aerotech Smoke 
Generator).  These techniques were selectively applied to certain areas, particularly in 
the small gap between the condenser and the radiator; behind the radiator and near 
critical points.  “Critical points are points in the flow field where the streamline slope 
is indeterminate and the velocity is zero relative to an appropriate observer” (Perry 
and Chong (1987)).  A number of critical points including nodes, saddles and foci 
were observed in the region between the bumper bar and condenser (see Figure 7.1).  
It is found that applying the critical point concept provided a convenient way of 
interpreting the flow pattern. 
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During the flow visualisation testing, a digital still camera and a video camera were 
used to record the flow movements.  The camera was set in a location behind one of 
the headlights where the cooling airflow path was not interfered with.  The observed 
time-averaged flow pattern is sketched in Figure 7.1.  Several digital still photographs 
are also given in support of the sketch of observed flow patterns, as shown in Figures 
7.2 to 7.6, however, the local flow directions were mainly gathered from the video 
time records.   The underhood flow was found to be three-dimensional and there was 
a pair of contra-rotating vortices in front of the condenser due to the restriction of the 
cores and the wake of the bumper.  The bottom vortex was substantially larger than 
the top one and more influential to the airflow approaching the radiator.  It was 
initially suspected that there was reverse flow existing in the radiator core in areas that 
were in the wake of the bumper bar as the tufts pointed backward (see Figure 7.3).  
After applying smoke tracers, it was evident that there was no reverse flow present in 
the radiator core but instead there were extremely low velocities. From this flow 
visualisation study, the airflow velocity through the core in the wake of the bumper 
bar region appeared to be very low, since oblique flows were present due to the 
influence of the bottom vortex.   
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Figure 7.1 Sketch of the observed flow pattern in the centre plane of the vehicle (top) 
and the condenser front face (bottom left)  
 
 
 
 
Figure 7.2  Photograph of smoke entering the lower intake,  
showing the formation of the bottom vortex 
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Radiator Condenser
 
Figure 7.3  Photograph of wool tufts between the grille and the condenser 
 
 
 
Radiator Condenser  
Figure 7.4  Photograph of wool tufts behind the bumper bar 
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Radiator Condenser  
Figure 7.5  Photograph of wool tufts viewing from the tunnel floor,  
showing a pair of vortices 
 
 
 
 
Figure 7.6  Photograph of wool tufts viewing from the tunnel floor and below the 
condenser, showing the complexity of the flow 
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7.3 Experimental Results of Specific Dissipation and Radiator Cooling 
Airflow 
The following sections present the test data with respect to SD and radiator airflow 
from tests conducted in the RMIT IWT, the Ford CWT and on the road.  The 
configurations tested were Baseline, Mod 1, Mod 2, Mod 3 and Mod 7 (see Table 
7.1).  In-depth analysis and discussion of all experimental results in association with 
analytical results are given in the next section – Section 7.4. 
 
The results are presented in the following forms; 
Radiator performance / 
Heat dissipation 
Specific Dissipation (SD) ( )
aici
cocic,p
TT
TTcm
SD −
−= &  
Radiator airflow rate Average core velocity (Vave) ∑
=
=
n
k
k,localave Vn
V
1
1  
Airflow distribution Normalised contours 
ave
local
V
V  
Airflow uniformity Non-uniformity parameter (i) ∑
=
−=
n
k ave
avek,local
V
VV
n
i
1
1  
 
 
 
Table 7.1  Test Configurations 
Configuration Grille Airdam Fans and 
shroud 
Fan 
running 
Baseline X    
Mod 1 X X   
Mod 2 70mm of 
grille 
blocked 
   
Mod 3 X  X X 
Mod 7 X X X X 
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7.3.1 RMIT Industrial Wind Tunnel 
This sub-section details the results found from testing in the RMIT IWT.  Additional 
airflow results are provided in Appendix V. 
 
During the testing, water was used as the coolant with the flowrate set at 1.0 l/s at 
nominally 65°C.  An external hot water supply system supplied heated water to the 
test vehicle’s radiator, whilst the engine was disabled.  Tunnel velocity was measured 
by a wall-mounted Pitot-static tube located 3.5 metres upstream of the vehicle, which 
was just downstream of the tunnel contraction.  Duration of each test was ten minutes, 
which included a five-minutes period for stabilisation and another five-minutes for 
data logging.  The sample interval was set to five seconds, hence a total of 60 samples 
was collected from each test. 
 
Figure 7.7 shows the values of SD for five configurations over a range of tunnel 
velocities.  Note that these velocities would not be equal to vehicle driving speeds 
because of the blockage effects (see Chapter Three for details).  This figure clearly 
indicates that the cooling performance was sensitive to changes made to the vehicle 
front-end.  Also, at a constant coolant flowrate, higher tunnel velocity resulted in 
higher SD for a given configuration. 
 
The increase in SD arising from operation of the cooling fans was predominant at 
lower velocities.  When the tunnel velocity increased, the fans became less effective.  
It is important to note that the operational fans at high tunnel velocities could result in 
a negative improvement in SD (compare BL with Mod 3; and Mod 1 with Mod 7 at 
velocities over 75 km/h).  Also, from Figure 7.7, SD has a non-linear relationship with 
tunnel velocity and note that the SD-versus-tunnel-velocity curves for all 
configurations are always concave downwards. 
 
The airflow results on the same vehicle under the same test conditions are presented 
with respect to average core velocity (Figure 7.8), non-uniformity (Figure 7.9) and 
normalised contour plots of airflow over the radiator face (Figures 7.10 to 7.14).  
Polynomial regression lines of SD and core air velocity as a function of tunnel 
velocity are indicated in Figures 7.7 and 7.8. 
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Figure 7.8 shows the average velocities through the radiator core at various tunnel 
velocities.  The radiator airflow curves were found to be similar to the curves for SD 
indicating the same ranking for all configurations, but the trends were different.  Both 
SD and airflow results had the same indications of how the radiator performance 
responded to changes in front-end configuration, such that the baseline configuration 
in terms of cooling performance was found to be better than Mod 2, but worse than 
Mod 1.  Use of cooling fans and a shroud significantly improved airflow at low free 
stream velocities.  However, at velocities above 75 km/h when ram air became 
dominant, the cooling fans turned out to be disadvantageous to the cooling airflow 
(compare BL with Mod 3; and Mod 1 with Mod 7).  In test conditions where no 
cooling fans were in place, average core velocity through the radiator had an 
approximately linear relationship to tunnel velocity. 
 
Figure 7.9 shows the airflow non-uniformity, as documented by the non-uniformity 
parameter (i), measured on the test vehicle with cooling fan on and off at various 
tunnel velocities.  It indicates that for a given configuration, non-uniformity of the 
velocity distribution across the radiator generally increases with increasing tunnel 
velocity, but the changes are relatively small.  Operation of cooling fans can achieve a 
considerable improvement in uniformity of velocity distribution, in particular at low 
free stream velocities (see Mods 3 and 7).  The figure also shows cases of zero tunnel 
velocity.  Compared to the fan-generated-only flow condition, it appears that at low 
tunnel velocities, more uniform radiator distributions were present, i.e. when ram air 
was superimposed on the fan air.  For this test vehicle, the non-uniformity factor was 
found to be in the range of 0.1 to 0.36 (note that for uniform flow, the non-uniformity 
factor is equal to zero). 
 
Figures 7.10 to 7.14 show a series of normalised airflow velocity profiles under ram-
air condition at tunnel velocities of 60 km/h and 100 km/h.  The complete contours for 
the whole radiator from 24 measurement positions were interpolated by the Kriging 
method using the commercial software Tecplot (1996).  By comparing (a) and (b) in 
each figure, the shapes of the normalised velocity contours are seen to be qualitatively 
similar to each other, showing high flow in the top and bottom parts (air streams 
entered from the grille and lower intake respectively) and very low flow velocities 
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through the middle region of the radiator (in the wake of the bumper).  It can be 
therefore suggested that without accurate adjustment to tunnel velocity, correct 
radiator airflow profiles for a given configuration may be obtained in ram air 
conditions (i.e. when cooling fans are not in operation). 
 
Furthermore, although the front-end of the vehicle was nominally symmetrical, 
asymmetrical airflow profiles were found for the configurations tested without fans 
and a fan shroud.  The reason for this was the geometrically irregular engine block 
disturbing the airflow path causing asymmetrical flow. 
 
With reference to the contour plots, presence of the airdam (Mod 1) seemed to 
improve the airflow particularly in the lower part of the radiator, compared to 
Baseline (BL).  A restriction of 70 mm at the grille resulted in a significant drop in 
airflow rate by 12% at tunnel velocity of 60 km/h and by 15% at 100 km/h.  Hence, 
percentage improvements in airflow would vary with free stream velocity for a given 
configuration, however the variation is small. 
 
Figures 7.13 and 7.14 show velocity distribution when a fan shroud was in place and 
cooling fans were in operation.  In contrast to the airflow distributions in ram-air 
conditions, the distribution under fan-air conditions were largely dependent on 
changes in tunnel velocity.  At zero tunnel velocity (see (c) in the figures), the airflow 
was found to be reasonably uniformly distributed and the non-uniformity factor (i) 
was in the order of 0.1.  The improved uniformity was a result of the shroud in place 
guiding the airflow leaving the radiator; and the operation of the fans assisted largely 
in drawing airflow through the middle region of the radiator (in the wake of the 
bumper), interrupting the formation of the vortices.  As the tunnel velocity increased, 
the free stream flow (ram air) was superimposed on the fan generated flow (see 
Figures 7.13 and 7.14), resulting in increase of the non-uniformity of the radiator 
airflow.  
 
___________________________________________________________   Chapter 7 
_____________________________________________________________________  
 176 
0
100
200
300
400
500
600
700
800
900
0 20 40 60 80 100 120
Reference Tunnel Velocity (km/h)
SD
 (W
/K
)
BL
Mod 1
Mod 2
Mod 3
Mod 7
 
Figure 7.7  SD results obtained from the RMIT IWT at a coolant flowrate of 1 l/s 
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Figure 7.8  Radiator core velocity results obtained from the RMIT IWT 
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Figure 7.9  Radiator flow non-uniformity results obtained from the RMIT IWT 
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Figure 7.10  Normalised velocity distributions for Baseline – RMIT IWT 
(a) at a tunnel velocity of 60 km/h, Vave = 3.21 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 5.64 m/s 
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Figure 7.11  Normalised velocity distributions for Mod 1 – RMIT IWT 
(a) at a tunnel velocity of 60 km/h, Vave = 3.83 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 6.96 m/s 
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Figure 7.12  Normalised velocity distributions for Mod 2 – RMIT IWT 
(a) at a tunnel velocity of 60 km/h, Vave = 2.83 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 4.81 m/s 
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Figure 7.13  Normalised air velocity 
distributions for Mod 3 – RMIT IWT 
(a) at a tunnel velocity of 60 km/h,  
Vave = 3.82 m/s  (top left) 
(b) at a tunnel velocity of 100 km/h,  
Vave = 5.44 m/s (top right) 
(c) at a tunnel velocity of 0 km/h - idle,  
Vave = 2.92 m/s (left) 
Figure 7.14  Normalised air velocity 
distributions for Mod 7 – RMIT IWT 
(a) at a tunnel velocity of 60 km/h,  
Vave = 4.34 m/s (top left) 
(b) at a tunnel velocity of 100 km/h,  
Vave = 6.54 m/s (top right) 
(c) at a tunnel velocity of 0 km/h - idle, 
Vave = 2.84 m/s (left) 
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7.3.2 Ford Australia Climatic Wind Tunnel 
This sub-section details the results found from testing in the Ford CWT. 
 
Test results for the same configurations tested in the RMIT IWT with respect to SD, 
average radiator airflow and non-uniformity are presented in Figures 7.15, 7.16 and 
7.17 respectively.  Normalised velocity contour plots are presented in Figures 7.18 to 
7.22 for tests conducted at tunnel velocities of 60 km/h and 100 km/h.  Additional 
results are provided in Appendix V. 
 
During testing, the test vehicle was placed on a chassis dynamometer with the engine 
operating.  For consistency with the tests in the RMIT IWT, water was used as the 
coolant in the cooling circuit on the vehicle.  For all tests the engine speed was 
maintained within the range of 1200 and 1250 rpm, which corresponded to a coolant 
flowrate of approximate 1.0 l/s (see Appendix X for details on the calibration of the 
coolant flowrate).  To prevent additional sources dissipating heat from the radiator, 
the oil cooler, which was originally integrated into a side tank of the radiator, was 
relocated out of the cooling airflow streams.  The tunnel velocity instrumentation was 
positioned at the centreline of the nozzle exit and the velocity could be set 
independently from the vehicle speed. 
 
It can be seen that the results obtained from the Ford CWT and the RMIT IWT were 
comparable in terms of the SD, average core velocity as well as air velocity 
distribution across the radiator.  Comparing Figures 7.15 to 7.7, 7.16 to 7.8 and 7.17 
to 7.9, it is shown that there were significant similarities in the shapes of the curves, 
but poor agreement between magnitudes.  Velocity data from the RMIT IWT were 
substantially higher than those collected from Ford CWT, despite testing being carried 
out under the same conditions.  The reason for this was due to the blockage effects; in 
the RMIT IWT, which had a high blockage ratio, the airflow approaching the radiator 
was substantially higher than the indicated air velocity using the wind-tunnel 
instrumentation.  On the other hand, the indicated velocity in the Ford CWT was 
significantly lower.  Therefore, blockage correction was needed in order to provide 
correct simulation of flow through the vehicle front-end matched to the corresponding 
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speed for a given road condition.  This is discussed later in Section 7.4, following the 
presentation of the on-road results in Section 7.3.3. 
 
For configurations of Baseline, Mod 1 and Mod 2, Figures 7.18 to 7.20 clearly 
indicate that the normalised airflow distribution contours were close to those obtained 
from the RMIT IWT.  However, for configurations Mod 3 and Mod 7, the airflow 
profiles found at Ford CWT appear to be more uniform.  That is attributed to the 
blockage effects (i.e. approaching airflow in the Ford CWT being substantially less 
than in the RMIT IWT at the same reference tunnel speeds).  Consequently, the ram-
air effect on the fan generated airflow was substantially less. 
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Figure 7.15  SD results obtained from the Ford CWT at a coolant flowrate of 1 l/s 
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Figure 7.16  Radiator core velocity results obtained from the Ford CWT 
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Figure 7.17 Radiator flow non-uniformity results obtained from the Ford CWT 
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Figure 7.18  Normalised velocity distributions for Baseline – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 1.90 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 3.28 m/s 
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Figure 7.19  Normalised velocity distributions for Mod 1 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 2.31 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 3.91 m/s 
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Figure 7.20  Normalised velocity distributions for Mod 2 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 1.74 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 2.83 m/s 
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Figure 7.21  Normalised velocity distributions for Mod 3 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 3.91 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 4.32 m/s 
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Figure 7.22  Normalised velocity distributions for Mod 7 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 4.13 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 4.91 m/s 
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7.3.2.1   Propeller Anemometer Array 
Since the use of propeller-based anemometers is currently the most common 
industrial practice, testing aimed at comparing measurement of cooling airflow 
obtained by using the pressure-based technique with that obtained by using a propeller 
anemometer array (see Section 6.2.1).  The array consisted of 15 propellers (three 
rows and five columns) and each propeller was approximately 10cm in diameter. 
 
Tests were conducted in the Ford CWT at velocities measured at the nozzle exit of 
40km/h, 60km/h and 100 km/h.  The results are shown in Figures 7.23 to 7.27, and 
each figure contains 15 squares indicating the readings of each of the corresponding 
propellers.  However, the plots give only limited information about airflow 
distribution, as each propeller could only detect the mean value of the flow across its 
circular area. 
 
Since each propeller anemometer was relatively large in diameter, it was decided to 
use the anemometer array to determine the average velocity across the radiator core 
face rather than using it to estimate airflow velocity distribution.  Figure 7.28 shows a 
comparison of the average velocity across the core face quantified by the pressure-
based technique verses the propeller anemometer array.  It was found that the average 
core velocity measured by the pressure-based technique was approximately 10% 
higher over the range of velocities for all configurations.   
 
The discrepancy between airflow measured by the pressure-based technique and that 
by the anemometer array is attributed mainly to the inability of the relatively large 
propeller anemometers to provide good accuracy in a complex highly non-uniform 
flow.  Other reasons may include a lack of spatial resolution of both techniques.  
Nevertheless, both results are capable of identifying the effects of configuration 
changes on cooling airflow. 
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Figure 7.23  Normalised anemometer array results for Baseline – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 1.52 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 2.65 m/s 
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Figure 7.24  Normalised anemometer array results for Mod 1 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 1.92 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 3.22 m/s 
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Figure 7.25 Normalised anemometer array results for Mod 2 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 1.34 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 2.25 m/s 
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Figure 7.26 Normalised anemometer array results for Mod 3 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 3.23 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 3.94 m/s 
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Figure 7.27 Normalised anemometer array results for Mod 7 – Ford CWT 
(a) at a tunnel velocity of 60 km/h, Vave = 3.45 m/s 
(b) at a tunnel velocity of 100 km/h, Vave = 4.26 m/s 
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Figure 7.28  Comparison of the measurement techniques: the pressure-based 
technique versus the propeller anemometer array 
 
 
 
 
7.3.3 On Road 
Following presentation of the test results from the RMIT IWT and the Ford CWT, this 
sub-section details the on-road test results.  Additional results are provided in 
Appendix V.  Details of the site locations are given in Section 6.2.5.  Tests were 
performed on the roads covering a wide range of road speeds between 40 km/h and 
100 km/h.  The major advantage of undertaking on-road testing was that it simulated 
the exact behaviour of the airflow over the vehicle under real driving conditions (i.e. 
zero blockage, correct wheel rotation and ground simulation).  The disadvantages 
included test results generally being less accurate and repeatable, simply because the 
test environment (the natural world) has numerous uncontrollable factors.  A 
discussion of the effects of atmospheric winds on on-road testing is provided in 
Chapter Three. 
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Figure 7.29 shows a typical set of on-road data for a baseline test taken at a vehicle 
speed of 100 km/h, a coolant flowrate equivalent to 1.36 l/s and an ambient 
temperature of 14°C.  In this test, the coolant temperature in the cooling system was 
initially at approximately 92°C, and was gradually cooled down by dissipating heat to 
the air at the radiator with the vehicle travelling.  The coolant inlet and outlet 
temperatures (on the primary y-axis in the figure) associated with the values of SD 
(on the secondary y-axis) are plotted.  Data were sampled every five seconds for 600 
seconds.  It can be seen that, although the coolant temperature was varying, the SD 
data were consistent in time (i.e. relatively insensitive to changes in the inlet 
temperature of coolant, agreeing with one of the major findings by Lin (1999)), after 
the vehicle reached the desired test speed.  From this initial test, it was deduced that 
on-road SD tests could be performed once the vehicle reached the desired speed, even 
when the cooling system had not stabilised (unlike ATB, which can be measured only 
when the whole system has achieved stability).   
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Figure 7.29  SD in a typical on-road test at a vehicle speed of 100km/h and  
an ambient temperature of 14°C 
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Unlike wind-tunnel testing, testing a vehicle on road would always be influenced by 
various uncontrollable factors, such as cross winds, weather, traffic and engine 
conditions.  As indicated by Lin et al. (1997), when vehicles travel into the wind, the 
value of SD increases resulting from the effect of higher relative velocity; and in 
contrast when vehicles travel downwind, cross winds are also influential.  In order to 
minimise the influence of cross winds and maximise the test accuracy, each 
configuration was tested as least twice in both directions along the road (i.e. heading 
north-west and south-east of the road), even when there were minimal atmospheric 
winds.   
 
In Figures 7.30 to 7.33, each point represents an average of two sets of data that were 
obtained under the same test conditions in opposition directions.  Figure 7.30 shows 
the averaged values of SD at various vehicle speeds, which were recorded via the 
speedometer, in the range of 40 km/h to 100 km/h.  The corresponding coolant flow 
rates were indicated in the legend.  To make a direct comparison of the on-road data 
with the wind-tunnel data, Figure 7.31 was generated showing only the data obtained 
at the coolant flowrate of 1.0 l/s (i.e. with the vehicle travelling at 40 km/h and 60 
km/h). 
 
In contrast to SD, the radiator airflow does not depend on coolant flowrate. Figures 
7.32 and 7.33 show the average core velocity and the non-uniformity for all speeds.  
Figures 7.34 to 7.38 show the airflow distribution over the radiator for all 
configurations with each figure containing results for both directions travelling at 60 
km/h and 100 km/h.  Additional results are provided in Appendix V. 
 
The most common atmospheric wind speed at vehicle height was below 4 – 5 m/s, 
and less than 10 m/s could be expected 98% of the time (Watkins and Saunders 
(1995)).  During on-road testing, the atmospheric wind speed was typically less than 3 
m/s.  Table 7.2 indicates maximum yaw angles and variations in relative speeds that 
the test vehicle experienced.  As expected, a difference between the data obtained 
from the two directions of travel was found, indicating that the effect of atmospheric 
winds on SD and radiator airflow was considerable, despite testing in low 
atmospheric wind conditions. 
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Table 7.2  Maximum yaw angles and variations in relative speeds  
at cross winds of 3 m/s 
Vehicle Speed Maximum Yaw Angle Variation in relative speed 
40 km/h ±15° 29 – 51 km/h  
(40 ± 11 km/h) 
60 km/h ±10° 49 – 71 km/h  
(60 ± 11 km/h) 
80 km/h ±8° 69 – 91 km/h  
(80 ± 11 km/h) 
100 km/h ±6° 89 – 111 km/h  
(100 ± 11 km/h) 
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Figure 7.30  SD results obtained from on-road testing 
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Figure 7.31 SD results obtained from on-road testing at a coolant flowrate of 1 l/s 
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Figure 7.32  Radiator core velocity results obtained from on-road testing 
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Figure 7.33  Radiator flow non-uniformity results obtained from on-road testing 
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Figure 7.34  Normalised air velocity distributions for Baseline – On-Road 
(a) heading NW at a vehicle speed of 60 km/h, Vave = 2.15 m/s  (top left) 
(b) heading NW at a vehicle speed of 100 km/h, Vave = 4.11 m/s  (top right) 
(c) heading SE at a vehicle speed of 60 km/h, Vave = 2.42 m/s  (bottom left) 
(d) heading SE at a vehicle speed of 100 km/h, Vave = 4.01 m/s  (bottom right) 
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Figure 7.35  Normalised air velocity distributions for Mod 1 – On-Road 
(a) heading NW at a vehicle speed of 60 km/h, Vave = 2.81 m/s  (top left) 
(b) heading NW at a vehicle speed of 100 km/h, Vave = 4.86 m/s  (top right) 
(c) heading SE at a vehicle speed of 60 km/h, Vave = 3.01 m/s  (bottom left) 
(d) heading SE at a vehicle speed of 100 km/h, Vave = 5.30 m/s  (bottom right) 
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Figure 7.36  Normalised air velocity distributions for Mod 2 – On-Road 
(a) heading NW at a vehicle speed of 60 km/h, Vave = 2.04 m/s  (top left) 
(b) heading NW at a vehicle speed of 100 km/h, Vave = 3.45 m/s  (top right) 
(c) heading SE at a vehicle speed of 60 km/h, Vave = 2.02 m/s  (bottom left) 
(d) heading SE at a vehicle speed of 100 km/h, Vave = 3.62 m/s  (bottom right) 
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Figure 7.37  Normalised air velocity distributions for Mod 3 – On-Road 
(a) heading NW at a vehicle speed of 60 km/h, Vave = 3.89 m/s  (top left) 
(b) heading NW at a vehicle speed of 100 km/h, Vave = 4.61 m/s  (top right) 
(c) heading SE at a vehicle speed of 60 km/h, Vave = 4.16 m/s  (bottom left) 
(d) heading SE at a vehicle speed of 100 km/h, Vave = 5.00 m/s  (bottom right) 
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Figure 7.38  Normalised air velocity distributions for Mod 7 – On-Road 
(a) heading NW at a vehicle speed of 60 km/h, Vave = 4.05 m/s  (top left) 
(b) heading NW at a vehicle speed of 100 km/h, Vave = 5.17 m/s  (top right) 
(c) heading SE at a vehicle speed of 60 km/h, Vave = 4.45 m/s  (bottom left) 
(d) heading SE at a vehicle speed of 100 km/h, Vave = 5.80 m/s  (bottom right) 
7.3.4 Remarks on Experimental Results 
The normalised airflow distributions across the radiator measured from the RMIT 
IWT, the Ford CWT and on-road conditions show a high degree of similarity, in spite 
of several constraints of these tunnels, including a lack of correct ground simulation 
and limited tunnel sizes.  This indicates the usefulness of the tunnels for simulating 
on-road engine cooling performance.  Furthermore, the discrepancy between the 
results for SD and average core velocity appears to be mainly caused by the blockage 
effects, such that air velocity inferred by the tunnel instrumentation in both tunnels 
did not correspond well to on-road vehicle speed.  In the next section, tests results are 
further discussed with emphasis on establishing correlations between the test 
environments, allowing on-road cooling performance to be simulated correctly in the 
wind tunnels based on matching the radiator airflow.  
(c) 
(b)
(d)
(a) 
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7.4 Discussion of the Experimental and Analytical Results 
7.4.1 Tunnel Correlations 
Figure 7.39 shows the results from all tests conducted in the RMIT IWT, the Ford 
CWT and on the road; and each point on this figure represents an individual test for 
each of the test configurations. 
 
This figure indicates a strong correlation between SD and average core velocity for a 
given radiator and it can be concluded that: 
• although these three test facilities were substantially different in terms of blockage 
ratios, ground simulations, wheel rotations, coolant and ambient air temperatures, 
having the same volume of cooling airflow through the radiator resulted in 
yielding similar SD values.  It reveals the similarity of the cooling characteristics 
of the radiator in these different environments.  
 
• the relationship between SD and core velocity was non-linear.  Therefore the 
percentage change in air mass flow would not necessarily equal the same amount 
of change in SD.  Nevertheless, the SD parameter could be effectively used to 
reflect a change in cooling mass flow and to optimise the front-end of a vehicle 
for maximum cooling performance. 
 
This type of SD-airflow graph can be useful in other ways.  Knowledge of a SD value 
for a given configuration, which can easily be obtained from a wind tunnel, can result 
in estimating the amount of air through the radiator.  It is noted that exact amount of 
airflow is not likely to be determined because airflow maldistribution over the radiator 
face is another factor affecting the radiator cooling performance and can have 
considerable influence (see Section 7.4.3).   
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Figure 7.39  The relationship between SD and average core velocity  (Results 
obtained from the RMIT IWT, the Ford CWT and on road at various air speeds) 
 
In addition, this type of graph enables the radiator effectiveness to be determined, as 
the radiator effectiveness (ε) can be expressed in terms of SD and minimum capacity 
rate of air (Cmin or Cair); 
 
aaaa,pmin AVc
SD
C
SD
ρ==ε &   
 
where  cp,a = specific heat capacity of air 
ρa = density of air 
Aa = heat transfer area on air side 
 
From the preceding section, the results for all test configurations measured from the 
RMIT IWT were found to be consistently higher than from the on-road results 
whereas those from the Ford CWT results were lower.  Based on matching the airflow 
through the radiator, ratios of road speeds and corresponding wind-tunnel flow speeds 
were established.  Figure 7.40 shows correlations of wind-tunnel velocities and road 
speeds under ram-air conditions (i.e. Baseline, Mod 1 and Mod 2).  Tunnel velocities 
appear to have a linear relationship with road speeds.  The slight spread of points is 
due to different test configurations. 
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Figure 7.40  Correlations of tunnel velocity and vehicle road speed 
 
Their relationships are as follows; 
351.
V
V
RMIT
OR =  
and 800.
V
V
Ford
OR =   
 
where VOR  = vehicle travelling speed (km/h) 
VRMIT, VFord = reference velocity in the RMIT IWT and the Ford CWT (km/h) 
 
To simulate on-road driving speeds in the wind tunnels, the above corrections were 
used for adjustment of tunnel velocity to compensate for the discrepancy between the 
indicated velocity and the actual velocity approaching the radiator.  Hence, it allowed 
the local airflow through the radiator to be reproduced correctly.  These velocity ratios 
were vehicle and tunnel specific1, and are sensitive to vehicle shape.  Perzon (2001) 
stated in a CFD study that at high-blockage ratios, windscreen angles as well as 
frontal radius are sensitive to blockage with respect to predicting trends in drag. 
                                                 
1 It is noted that the ratio for the RMIT IWT is significant different to the one developed in Chapter 
Three where another test vehicle was used.   
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After applying the corrections to the wind-tunnel flow speeds (Table 7.3), a better 
comparison of the wind-tunnel and the on-road test results can be made.  Figures 7.41 
and 7.42 show the corrected wind-tunnel values for SD compared with corresponding 
on-road values at road speeds of 42 and 60 km/h.  In these figures, the SD values (top 
three lines) are shown on the primary y-axis; and on the secondary y-axis the 
percentage changes in SD relative to the baseline (bottom three lines) for each 
modification are illustrated.  It can be seen that both wind tunnels simulated on-road 
cooling performance well after the correction factors were used, showing the same 
trend as for road testing with the largest deviation of 11% for the RMIT IWT and 18% 
for the Ford CWT. 
 
To assess the sensitivity of the wind tunnels to changes in configurations, the SD 
values for all configurations were calculated relative to the baseline for each of the 
test environments (see the secondary axis in Figures 7.41 and 7.42).  These results are 
promising, showing a very good agreement between different test environments.  
Hence, the correction factors are deemed to be valid and are essential for allowing 
valid prediction of on-road conditions, in particular when comparing between 
configurations with and without operational fans. 
 
It is noteworthy that “the primary function of a wind tunnel is to simulate the 
conditions on a road; it does not reproduce them exactly” (Hucho (1998)).  As is 
typical for simulations, there are deviations from reality.  Both RMIT IWT and Ford 
CWT fulfil the basic requirement; and key features in on-road testing can be clearly 
identified from wind-tunnel tests. As a result, it is concluded that both tunnels are 
suitable for use in assessing engine cooling performance with a high degree of 
effectiveness. 
 
 
Table 7.3  Corresponding wind-tunnel velocities 
Road Speed 
(km/h) 
Tunnel Velocity (RMIT IWT) 
(km/h) 
Tunnel Velocity (Ford CWT)
(km/h) 
42 31 53 
60 44 75 
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Figure 7.41  SD results for tests at a vehicle speed of 42km/h or equivalent 
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Figure 7.42  SD results for tests at a vehicle speed of 60 km/h or equivalent 
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7.4.2 Validation of the Analytical Model 
This section discusses the validity of the analytical model that has been verified 
against the test data obtained from the RMIT IWT.  A computer program was created 
followed the procedure described in Section 5.7. 
 
As discussed in detail in Section 5.6.1.3, two heat-transfer models, as recommended 
by Bread and Smith (1971) and Davenport (1983), were incorporated into the 
computer program to predict the air-side heat transfer coefficient.  In Figure 7.43, a 
comparison of calculated SD values against measured values is shown.  It can be seen 
that the analytical model provided valid and accurate prediction of SD over an 
extensive set of experimental data including a combination of various configurations 
and tunnel speeds, with overall accuracy of 9% and 13% depending on the heat-
transfer models.  The calculated results from the analytical model predicted the same 
trend of the measured values. 
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Figure 7.43  Comparison of calculated SD values with experimental data 
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In Figure 7.44 and Figures A5.48 to A5.52 in Appendix V, comparisons of the 
calculated SD values and coolant temperature drops (Tci – Tco) with wind-tunnel test 
data are shown.  The wind-tunnel airflow data were inputted to the analytical model.  
It can be seen that both heat-transfer models predicted well the coolant temperature at 
the radiator outlet (within 0.4°C and 0.6°C), compared to the measured values. 
 
It was demonstrated that the analytical model predicted the same trend as the 
experimental measurements within 10% for all configurations where the Davenport 
model was in use.  In comparing the two heat-transfer models, the Davenport one was 
deemed to be more accurate in predicting the air-side heat transfer coefficient.  
Therefore, the analysis undertaken in the remainder of the research program was 
based on using the Davenport model. 
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Figure 7.44  Prediction of SD and coolant temperature drops (Tci – Tco)  using the 
analytical model for the baseline configuration  
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There are at least two factors limiting the accuracy of the analytical model; 
• Fouling resistance – In the development of the analytical model, the fouling factor 
was assumed to be small and neglected for simplicity.  However, this may be an 
inappropriate assumption in this testing, as the radiator had been in operation for 
some time and various deposits may have been present in the radiator, resulting in 
over predictions. 
• An estimate of ±10% in accuracy of the wind-tunnel airflow data can be expected 
due to the difficulty involved in measurement of very low airflow velocity.  
7.4.3 Influence of Cooling Airflow Maldistribution on Specific Dissipation 
In the following sections, factors affecting the cooling parameter SD are individually 
discussed, including; 
• airflow rate and velocity distribution 
• coolant flowrate 
• ambient temperature 
• radiator inlet coolant temperature  
 
As suggested by various researchers, velocity distribution across an automotive 
radiator should be as uniform as possible in order to maximise the cooling capacity.  
However, this is not always achievable.  This section addresses the effect of airflow 
maldistribution on engine cooling performance. 
 
As regards flow distribution, a parameter for quantifying the airflow uniformity is 
required.  Given that the radiator is segmented into a finite number of cells, the non-
uniformly factor as referred by Hucho (1998, p559) is defined as; 
∑
=
−
=
n
k total
total
k
R
k
m
m
A
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n
i
1
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&&
 
 where km& = mass flow through one area section 
 totalm& = total mass flow 
 Ak = area of one area section 
 AR = area of the entire radiator 
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Hucho (1998) reported a study by Deussen who stated that for a vehicle with 0.5 of 
non-uniformity, the cooling airflow rate drops by 6% and the transferred heat flux by 
11%, compared to uniform airflow. 
 
For the current study as the radiator is divided into a number of equal-area cells, thus 
the above formula for airflow non-uniformity can be simplified to; 
∑
=
−=
n
k average
averagek,local
V
VV
n
i
1
1   
where  n = number of cells 
 Vlocal = local velocity 
 Vaverage = average velocity through the entire radiator 
 
Figure 7.45 shows the average core velocity and the corresponding non-uniformity 
factor (shown on the secondary y-axis) at tunnel velocities from 0 km/h to 100 km/h.  
The non-uniformity factor for the vehicle used in the current study is seen in the range 
of 0.1 – 0.36.  It is noted that non-uniformity of airflow distribution and cooling 
airflow rate generally increase with tunnel velocity increases.  Furthermore, the 
airflow is more uniform over the radiator with the operation of the cooling fans. 
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Figure 7.45  Radiator airflow and non-uniformity at various tunnel velocities 
measured in the RMIT IWT 
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To understand the loss of cooling performance caused by airflow maldistribution, a 
series of simulations was conducted using the analytical model.  Given the same 
amount of air mass flow through the radiator, Figure 7.46 presents the calculated SD 
values for cases where the airflow is uniformly distributed, compared with non-
uniform cases.  These non-uniform cases were simulated using the RMIT IWT test 
data and under the same boundary conditions.  Figure 7.47 shows the percentage 
improvements in SD if the flow was uniformly distributed for each configuration.  It 
is noted that as much as 4% improvement is achievable for Mod 2 at 100 km/h if the 
cooling airflow was uniform.  Figure 7.48 shows the relative cooling performance 
reductions as a consequence of airflow non-uniformity.  The percentage reduction in 
SD in this figure is defined as; 
 %
SD
SDSDductionRe%
uniform
uniformuniformnon 100×−= −  
From the current study, it is concluded there is that only a slight decrease in cooling 
performance as a consequence of non-uniform airflow (the non-uniformity factor is 
typically less than 0.4), compared with uniform airflow having an equal amount of air 
travelling through the radiator core.  This strongly agrees with the Deussen’s findings, 
as mentioned earlier.  Nevertheless, there is room for small improvement in cooling 
performance by achieving more uniform flow.   
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Figure 7.46  Comparison of uniform with non-uniform radiator airflow 
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Figure 7.47  Improvement in SD by the cooling airflow being uniformly distributed 
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Figure 7.48  Reduction in SD due to flow non-uniformity 
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To extend understanding of this subject, several uneven flow cases were considered.  
Four airflow profiles were artificially simulated, but in each case the average flow 
through the radiator was unchanged and equal to 5 m/s.  The coolant inlet 
temperature, ambient temperature and coolant flowrate were all fixed at 60°C, 25°C 
and 1.0 l/s respectively.  The radiator model was divided into 10 by 10 cells in this 
study and four ways of disturbing velocity distributions were considered (see Figures 
7.49 and 7.50); 
#1 a square of zero(s) (started from one by one) gradually spreading out from the 
bottom right hand corner; 
#2 rows and columns of zeros (started from one row and one column) gradually 
spreading out from the bottom and from the right; 
#3 rows of zeros (started from one row) gradually spreading out from the bottom; 
and  
#4 columns of zeros (started from one column) gradually spreading out from the 
left. 
 
Figures 7.49 and 7.50 clearly indicate that the cooling capacity of a radiator could be 
largely influenced by non-uniformity of airflow despite the total amount of airflow 
being the same.  In a case of the non-uniformity parameter of 0.4 (i.e. the maximum 
value for the test vehicle), the SD value, hence the radiator cooling performance, 
would reduce by 8%.  An increase of about half a degree Celsius at the bottom tank 
would result as a consequence.  Unless under extreme circumstances, it appears that 
the effect of airflow maldistribution on SD is relatively minor, but still significant 
(less than 10% penalty in SD for i = 0.5).  However, it is suggested that the factor of 
non-uniformity should be realistic in any radiator performance analysis, in order to 
provide accurate calculations of SD as well as radiator performance. 
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Figure 7.49  Reduction in SD due to airflow maldistribution 
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Figure 7.50  Increase in coolant outlet temperature due to airflow maldistribution 
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7.4.4 Influence of Coolant Flowrates on Specific Dissipation 
The effect of coolant flowrate on SD is discussed in this section using the data from 
the RMIT IWT testing and the analytical modelling. 
 
Accurate adjustment of the coolant flowrate in RMIT IWT can be made easily 
through its externally located hot water supply system.  Hence, experimental 
evaluation was examined in this tunnel.  The flowrate was measured and recorded via 
an electro-magnetic flowmeter and a PC.  Tests were performed at tunnel velocities of 
60km/h and 100km/h with an ambient temperature of about 36°C and a coolant inlet 
temperature of 66°C. 
 
Figure 7.51 presents the experimental results in association with analytical 
predictions.  The predictions were calculated under the conditions of an ambient 
temperature of 36°C; a coolant inlet temperature of 66°C; and the corresponding 
RMIT IWT airflow data.  The coolant flowrate was varied from 0 to 2.5 l/s in the 
analytical modelling and from 0.3 to 1.4 l/s in the wind-tunnel testing.  Corresponding 
Reynolds numbers for the test radiator were calculated based on the coolant tube 
hydraulic diameter and the coolant temperature, and are shown on the secondary y-
axis in the figure.  The Reynolds number varied essentially with coolant flowrate 
when the coolant inlet temperature was unchanged.  It can be seen that the coolant 
flow conditions in the coolant tubes can be laminar, transition or turbulent which can 
be characterised by the Reynolds number (See Section 5.6.2). 
 
 
 
Table 7.4 Reynolds number and coolant flow conditions  
at different coolant flowrates (Tci = 66°C and Dh,c = 2.6 mm) 
Flow condition Reynolds number Coolant flowrate 
Laminar 0 – 2300 0 – 0.5 l/s 
Transition 2300 – 10000 0.5 – 2.0 l/s 
Turbulent  Larger 10000 Larger 2.0 l/s 
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The SD values on the primary y-axis in the figure are normalised by the SD value at 
1.0 l/s.  Figure 7.51 shows the effect of the change of coolant flowrate on SD at 60 
km/h and 100 km/h.  The calculated SD values once again correlate well with the 
experimental values.  It can be noticed that particular attention needs to be paid when 
testing at a low flowrate, as SD is fairly sensitive to changes in coolant flowrate.  
Hence, small fluctuations in coolant flow may cause a considerable variation in SD.  
On the other hand, a high degree of accuracy and repeatability of SD testing can be 
achieved at high coolant flow rates, however use of precision instrumentation for the 
measurement of a small differential coolant temperature between the inlet and outlet 
is required. 
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Figure 7.51  Effect of coolant flowrates on SD 
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7.4.5 Influence of Ambient Temperature Drift on Specific Dissipation 
One of the significant advantages of utilising the SD technique in assessing engine 
cooling performance is the high degree of consistency of the SD parameter in 
response to changes in ambient and coolant inlet temperatures.  It has been 
demonstrated that SD has many benefits over the commonly used performance 
evaluation parameter ATB (see Lin (1999)); particularly when undertaking testing in 
a wind tunnel where the atmospheric temperature is not controlled.  However, the 
current study has repeatedly encountered a small but measurable change in SD 
associated with a large drift in ambient temperature during testing in the RMIT IWT2.  
Figure 7.52 shows an example of the inconsistency in SD for tests at a coolant 
flowrate set to 1.0 l/s and temperature fairly steady at 67°C.  Nilsson (2001), after a 
series of tests in the RMIT IWT, also commented that the maximum allowable 
difference in baseline results was deemed to be 3%. 
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Figure 7.52  Variation of SD found during testing in the RMIT IWT 
 
 
                                                 
2 a non-climatic type wind tunnel 
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The effect of the ambient temperature drift was carefully studied using the analytical 
model and the results are presented in Figures 7.53 through 7.56.  In Figure 7.53, the 
values of SD at ambient temperatures between 10°C and 45°C are calculated, using 
the RMIT IWT airflow data for the baseline configuration as inputs to the model and 
a coolant inlet temperature set to 66°C.  The SD values are shown on the primary y-
axis whereas the percentage changes in SD relative to the SD values at 25°C are 
indicated on the secondary y-axis, that is; 
( )
%
SD
SD-SD
SD of change %
o
o25 100
25
×=  
 
Figures 7.54 to 7.56 also show the values of SD, heat rejection rates (Q), air-side and 
coolant-side heat transfer coefficients with respect to changes in ambient temperature 
for cases where airflow was uniformly distributed across the radiator face at 3 m/s, 5 
m/s and 7 m/s.  It can be seen that the heat rejection rates decrease drastically as the 
ambient temperature increases, while only a slight variation in SD is found.  
 
These figures indicate that: 
• SD decreases slightly with a substantial rise in ambient air temperature (both 
experimental and analytical studies showed the same drift); 
• the analytical study shows a variation of 4% in SD when an ambient temperature 
drifts from 10°C to 40 °C at tunnel velocity at 60 km/h; and 
• the degree of drift in SD is also influenced by free stream velocity.  
 
It is concluded that a noticeable drift in SD (as much as 4%, or even higher if testing 
at lower velocities) would occur when ambient temperature changed from 10°C to 
40°C.  This can occur in some aerodynamic wind tunnels, such as RMIT IWT, over 
the course of a day’s testing.  In this case, if more accurate measurements of SD are 
sought for (say within ±1%), a minor correction is recommended for compensating 
for this effect. 
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Figure 7.53  Calculated SD values for Baseline at ambient temperatures  
between 10°C and 45°C  
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Figure 7.54 Calculated heat rejection rates and SD values at ambient temperatures 
between 10°C and 45°C in uniform flow cases 
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Figure 7.55  Percentage changes in SD compared with the SD values at an ambient 
temperature of 25°C in uniform flow cases 
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Figure 7.56 Calculated coolant-side, air-side and overall heat transfer coefficients at 
ambient temperatures between 10°C and 45°C in uniform flow cases 
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7.4.6 Influence of Coolant Inlet Temperature Drift on Specific Dissipation 
The effect of coolant inlet temperature drift on SD was studied analytically.  Figure 
7.57 shows the calculated SD values for the baseline configuration at various coolant 
temperatures at the radiator inlet from 30°C to 120°C with ambient temperature fixed 
at 25°C.  Figures 7.58 to 7.60 also show the values of SD, heat rejection rates (Q), air-
side and coolant-side heat transfer coefficients with respect to changes in coolant 
temperature for cases where airflow was uniformly distributed across the radiator face 
at 3 m/s, 5 m/s and 7 m/s. 
 
On the secondary y-axis in Figure 7.57, the percentage changes in SD relative to the 
SD values at a coolant inlet temperature of 60°C are shown.  They are calculated from 
the following; 
 
( )
%
SD
SD-SD
SD of change %
o
o60 100
60
×=  
 
These figures indicate that:  
• the heat rejection rate increases drastically as the coolant inlet temperature 
increases, while the variations in SD are relatively small. 
• however, when the variation in coolant temperature is significant, the influence of 
coolant inlet temperature drift on SD can be considerable (in the order of a few 
percent) ; and 
• SD variation with respect to coolant inlet temperature is not linear. 
 
A 30°C change in coolant temperature, for instance from 80°C to 50°C, as would 
occur in typical on-road testing (as shown in Figure 7.29), results only in a small 
variation in SD and the consequent error is less than ± 1%.  For wind-tunnel based 
test facilities (such as the RMIT IWT) that are equipped with an external hot water 
supply system, the coolant temperature is normally closely controlled with a typical 
variation within ± 1°C.  In this case, the error of SD due to the variation in coolant 
inlet temperature drift is negligible. 
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Figure 7.57  Calculated SD values for Baseline at coolant inlet temperatures  
between 30°C and 120°C 
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Figure 7.58 Calculated heat rejection rates and SD values at coolant inlet 
temperatures between 30°C and 120°C in uniform flow cases 
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Figure 7.59  Percentage changes in SD compared with the SD values at a coolant 
inlet temperature of 60°C in uniform flow cases 
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Figure 7.60  Calculated coolant-side, air-side and overall heat transfer coefficients at 
coolant inlet temperatures between 30°C and 120°C in uniform flow cases 
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7.5 Utilisation of Specific Dissipation and the Pressure-based 
Technique 
7.5.1 Ranking of Various Vehicle Front-End Configurations 
The SD parameter has been effectively used as a ranking parameter for evaluating the 
cooling performance for different front-end configurations.  At a constant coolant 
flowrate, a change in SD can indicate a change in heat dissipation of the radiator that 
reflects a change in cooling airflow.  Alternatively, ranking the performance of a 
radiator can be conducted via determination of the amount of airflow through it.  A 
comparison of SD with radiator airflow was made with respect to changes of front-
end configurations.  Twelve combinations of grille, airdam, cooling fans and fan 
shroud (see Section 6.2.2) on the test vehicle were examined in the RMIT IWT at 
tunnel velocities of 33 km/h, 49 km/h and 73 km/h.  The results are shown in Figure 
7.61 for SD and Figure 7.62 for radiator cooling airflow.   
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Figure 7.61  SD results for 12 configurations 
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Figure 7.62  Radiator airflow results for 12 configurations 
 
 
From the figures, it can be seen that the operation of the fans (fan air) made a 
substantial improvement in cooling performance at low speed.  This improvement 
became less important as the tunnel speed increased (see Mod's 3, 7, 8 and 11).  On 
the other hand, installing the shroud without the fans in operation, reduced the cooling 
performance significantly (see Mod 4).  Furthermore, the top air intakes (grille) 
influenced the cooling performance notably (see Mod's 2 and 6).  Also, use of an 
airdam helped to improve the airflow (see Mod 1).  To achieve the best cooling 
performance in ram-air conditions, the configuration with no grille and an airdam in 
place is suggested (see mod 9); both SD and airflow results clearly show this. 
 
To examine the ranking ability of SD and radiator airflow, which was measured by 
the pressure-based technique, for different front-end configurations, the percentage 
changes from the baseline for each of the configurations were calculated, since SD 
and the airflow velocity could not be directly compared.  The results for the tests at a 
tunnel velocity of 33 km/h are shown in Figure 7.63 and Table 7.5.  Figures 7.64 to 
7.69 present the radiator airflow distribution contours at velocity of 33 km/h. 
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As expected, the percent changes in SD were different from the amount of changes in 
airflow and, as previously discussed, that they have a non-linear relationship.  It can 
be noted that no satisfactory agreement was found between the changes in SD and in 
airflow, as their ranking orders are slightly different for all configurations.  The 
reason for this was that the heat rejection rate, as well as the SD value, of a radiator 
depended not only on the amount of cooling airflow but also on the velocity 
distribution across the air face (see Section 7.4.3).  Nevertheless, both techniques 
show consistency as to whether the cooling performance is improved or reduced; and 
seven out of 12 cases were ranked correctly with only one case incorrectly ranked by 
two places.  In order to determine the effectiveness of the radiator more precisely, it is 
suggested that both radiator airflow as well as airflow uniformity are considered 
together. 
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Figure 7.63  Percentage changes in SD and in radiator airflow from Baseline for 11 
configurations 
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Table 7.5  Comparison of SD and average core velocity for 12 configurations  
at a tunnel velocity of 33 km/h 
Configuration SD 
(W/K) 
% 
change  
Rank Average 
Core 
Velocity 
(m/s) 
%  
change 
Rank 
Baseline (BL) 329.4 0 8 1.736 0 8 
Mod 1 371.1 12.7 6 1.837 5.8 7 
Mod 2 291.7 -11.4 10 1.449 -16.5 11 
Mod 3 507.3 54.0 4 3.184 83.4 4 
Mod 4 250.2 -24.0 12 1.339 -22.9 12 
Mod 5 299.1 -9.2 9 1.568 -9.7 10 
Mod 6 369.1 12.0 7 1.921 10.7 6 
Mod 7 519.2 57.6 3 3.328 91.7 3 
Mod 8 542.5 64.7 1 3.419 96.9 1 
Mod 9 393.7 19.5 5 2.346 35.1 5 
Mod 10 291.2 -11.6 11 1.574 -9.3 9 
Mod 11 528.1 60.3 2 3.376 94.5 2 
 
  
 
 
 
 
From the contour plots presented below, the effect of configuration changes on 
cooling airflow distribution can be easily identified.  For instance, installation of an 
airdam resulted in a certain amount of improvement in airflow in the bottom region of 
the radiator.  A fan module (consisting of fans and a fan shroud) in place without 
running the fans reduced the uniformity of airflow.  At low tunnel free stream velocity 
(in this case, velocity of 33 km/h is considered), ram air had little effect on airflow 
compared with fan air; and the velocity distribution appeared to be reasonably 
uniform. 
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Figure 7.64  Normalised velocity distributions for Baseline and Mod 1 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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Figure 7.65  Normalised velocity distributions for Mod 2 and Mod 3 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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Figure 7.66  Normalised velocity distributions for Mod 4 and Mod 5 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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Figure 7.67  Normalised velocity distributions for Mod 6 and Mod 7 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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Figure 7.68  Normalised velocity distributions for Mod 8 and Mod 9 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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Figure 7.69 Normalised velocity distributions for Mod 10 and Mod 11 at a tunnel 
velocity of 33 km/s in the RMIT IWT 
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7.5.2 Prediction of Specific Dissipation Using the Pressure-based Technique 
in Conjunction with the Analytical Model 
Combining the two new techniques introduced in this thesis, a semi-analytical 
approach to predict SD values is established.  Data for airflow velocity distribution 
that were quantified by application of the pressure-based technique were input into the 
analytical model to find SD. 
  
Figure 7.70 shows a comparison for each of the 12 configurations between the 
experimental values and the calculated values, as detailed above.  A good agreement 
was found with a maximum of 9% derivation or a mean error of 3% between two sets 
of SD values.  This is therefore demonstrated the validity of this new approach (a 
combination of two techniques) to obtain SD, without the use of a heat beach or an 
operational vehicle.  Hence, with minor refinement, this approach can be utilised as a 
supplement in vehicle developments to optimise vehicle front-end configurations with 
confidence.  Moreover, this approach can be used with CFD simulations thus 
minimising the need for real hardware testing and development.   
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Figure 7.70  Comparison of SD between experimental values and calculated values 
using the pressure-based technique in conjunction with the analytical model  
at a tunnel velocity of 33 km/h and a coolant flowrate of 0.67 l/s 
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7.6 Concluding Remarks 
In this chapter, discussion and comparisons of results obtained from the RMIT IWT, 
Ford CWT, and on road are presented.  As well as using flow visualisation, the test 
results are presented in three ways:  
• SD – a well-developed parameter used for evaluating radiator cooling 
performance;  
• mean radiator airflow rate and velocity distribution – measured by the newly 
developed pressure-based technique, as introduced in Chapter Four; and 
• a non-uniformity parameter – a measure of airflow non-uniformity on the radiator 
front face. 
 
Two correction factors for compensating wind-tunnel blockages have been derived for 
the test environments as a result of matching the corresponding radiator airflow rates 
measured from the wind-tunnel and on-road tests.  Consequently, on-road cooling 
performance is able to be simulated accurately in the wind tunnels. 
 
With utilisation of the analytical model in parallel with the experimental results, the 
following areas have been investigated; 
• the relationship between cooling airflow and SD; 
• the effects of ambient air and coolant inlet temperature drifts in vehicle radiator 
cores on the measurement of cooling system performance; 
• the effects of airflow maldistribution on radiator performance; and 
• the difference in radiator airflow profiles between the wind tunnels and on-road 
conditions. 
 
The usefulness of the SD and the pressure-based techniques are demonstrated when 
assessing the aerodynamic performance of vehicle cooling systems in wind tunnels 
and on roads. 
 
Detailed conclusions for the entire thesis are given in the next chapter, followed by 
recommendations that the author considers worthwhile for future research. 
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Chapter Eight 
Conclusions and Recommendations 
8.1 Introduction 
The aims of this research program were to extend the understanding of various factors 
that influence the efficiency of engine cooling systems and subsequently, to improve 
the accuracy of engine cooling performance tests for passenger vehicles in wind 
tunnels.  As a result of the work carried out with applications of the Specific 
Dissipation (SD) technique, a pressure-based technique and an analytical model, the 
objectives stated in Section 1.4 have been fulfilled.  Further to the concluding remarks 
given in relevant sections, the following major conclusions are drawn.  These 
conclusions are stated within the limits of the assumptions made in the thesis, and the 
measurements on which they are based are within the limits of normal scientific and 
engineering tolerance.  Whilst the results quoted in the thesis were obtained for 
specific passenger sedans, the considerable similarity of front-end geometries for 
these vehicle types means that the conclusions drawn here are expected to be 
applicable to other large passenger vehicles around the world. 
8.2 Major Conclusions 
1. It has been demonstrated that high-blockage, fixed-ground-representation wind 
tunnels can give good simulation of engine cooling performance of a typical large 
passenger saloon in real on-road conditions by using suitable corrections to the 
tunnel flow speed.  These corrections were based on matching the flow through 
the air intakes, or the radiator, of a vehicle to the corresponding speed for a given 
road condition.  Use of a wind tunnel enables substantial reductions in testing time 
and cost of optimising vehicle designs, without comprising the accuracy.  
Application of this correction method to the tunnel speed in a climatic tunnel also 
enabled satisfactory prediction of on-road cooling performance. 
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2. For ram-air conditions (i.e. cooling air is driven by the pressure difference 
between the air inlet and outlet), radiator inlet airflow was found to be extremely 
complex and three dimensional, with a pair of contra-rotating vortices existing 
between the bumper bar and the combination of condenser and radiator, giving a 
highly oblique flow onto the condenser and the radiator cores.  The distribution of 
air through the radiator was found to be highly non-uniform, and the bumper bar 
wake significantly influenced the cooling airflow with extremely low flow 
through the radiator in the wake projected area. 
 
3. For cooling airflow measurement, a pressure-based technique has been developed 
which has advantages over other existing methods.  In contrast with existing 
methods, this new technique is simple, cost effective and gives a low level of 
obstruction to the airflow, which involves inserting pairs of pressure tubes in a 
radiator core for measuring upstream and downstream pressures.  Despite the 
considerable complexity of the flow, the pressure difference was found to be a 
good indicator of the flow through the radiator.  By applying this technique, total 
volume flow rate as well as velocity distribution were documented and the results 
gave good agreement with other existing methods. 
 
4. The normalised airflow distribution across a radiator measured in three test 
environments (the RMIT IWT, the Ford CWT and on-road conditions) showed a 
high degree of similarity, in spite of several constraints of the tunnels including 
lack of correct ground representations and limited tunnel test section sizes.  The 
tests revealed the similarity of the cooling characteristics of the radiator in these 
different environments. 
 
5. For fan-air conditions (i.e. ram air is superimposed on the fan generated flow), the 
air velocity profiles across the radiator were found to be highly sensitive to free 
stream velocity.  To obtain correct airflow profiles under these conditions, careful 
adjustment to the free stream velocity is required.  In contrast, normalised air 
velocity distribution for ram-air conditions was noted to be less susceptible to 
changes with free stream flow speed, since the non-uniformity changes only 
slightly with tunnel speed. 
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6. A generalised analytical model, which incorporates the effects of airflow 
maldistribution, was developed to predict the heat dissipation rate and the SD 
values of a radiator, achieving an accuracy of ±10%, as validated against 
experimental data.  The model was used to investigate the influence of typical 
flow non-uniformity on overall radiator cooling performance. 
 
7. The loss of engine cooling performance caused by airflow maldistribution, 
compared with uniform airflow of the same total flowrate, was found to be 
relatively minor (most cases are less than 10%, or typically half a degree increase 
in coolant temperature at the radiator outlet).  Nevertheless, improvement in flow 
uniformity, in particular in areas influenced by the bumper wake, is expected to 
increase the overall vehicle energy efficiency since the heat transfer area can be 
used more effectively, and this can lead to reduction in aerodynamic drag. 
 
8. The SD technique (as opposed to the Air-to-Boil parameter, which is commonly 
used in industry) is recommended for the evaluation of vehicle cooling system 
efficiency, particularly when atmospheric conditions and engine loads are not 
simulated.  The SD technique achieved repeatable and stable results from both on-
road and wind-tunnel testing.  It was shown that the accuracy of the technique can 
be further improved with minor corrections when there are significant variations 
in test temperature. 
 
9. In addition to using the conventional experimental method via a heat bench, 
evaluation of SD can be conducted by means of the proposed pressure-based 
technique in combination with the computational technique developed in this 
work. 
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8.3 Minor Conclusions 
1. A sufficiently compact four-hole pressure probe was successfully applied to 
document flow fields near a radiator core.  A detailed flow map was generated 
which showed that the flow field at the radiator core exit was extremely complex, 
consisting of an array of jets and wakes.  The jet velocity was measured at 
approximately three times the mean flow velocity.  Thus, the mapping revealed 
the difficulty in measuring average volume flow rate in regions close to the core 
exit. 
 
2. The SD and the pressure-based techniques were utilised in three different test 
environments to assess engine cooling performance of a vehicle and good 
agreement was found between these test environments.  The differences between 
them are; 
• RMIT IWT – the test vehicle’s engine was not in operation; simulated coolant 
was supplied externally; there was a high blockage ratio with a fixed floor and 
stationary wheels. 
• Ford CWT – the test vehicle’s engine was in operation; a relatively small 
nozzle provided the cooling airflow; atmospheric conditions could be 
simulated and there was a fixed floor and a chassis dynamometer (front wheels 
stationary and rear wheels in motion). 
• On road – there was zero blockage with correct ground simulation. 
 
3. The pressure-based technique provided a relatively simple and accurate alternative 
to existing techniques for measuring cooling air velocity distribution across a 
radiator, and it can be employed to validate CFD simulations, which sometimes 
require experimental validation (discussion is given in Chapter Two). 
 
4. The SD parameter can be efficiently used to reflect changes in cooling airflow and 
to optimise the aerodynamic performance of engine cooling systems.  However, 
the relationship between SD and airflow rate was found to be non-linear.  
Therefore, the percentage change in airflow rate would not necessarily be equal to 
the same amount of change in SD.   
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5. A high degree of accuracy and repeatability of SD testing can be achieved at high 
coolant flows, provided that precision instrumentation for the measurement of a 
small differential coolant temperature between the inlet and outlet is used. 
 
6. The scope of wind-tunnel testing at RMIT University has been significantly 
extended, including improvements in; 
• delivering higher and more stable simulated coolant flow using the externally 
located heat bench; 
• accurately controlling coolant supply temperature; 
• the accuracy and repeatability of the vehicle cooling tests; and 
• testing (for the first time) a complete vehicle in the wind tunnel at high 
blockage using test methods which have been verified to compensate for the 
tunnel blockage. 
 
7. A calibration technique was developed to infer coolant flowrate in an operating 
vehicle from measuring the coolant pressure difference across the radiator inlet 
and outlet. 
 
8. The evaluation techniques developed in this study have been applied solely to 
passenger vehicles.  Nonetheless, it is anticipated that utility of the techniques can 
be extended to various areas, including other vehicles, such as racing cars and 
trucks, and heat exchanger applications. 
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8.4 Recommendations for Further Research 
As a result of the work presented in this thesis, the following areas are thought to be 
worthy of further study. 
 
1. The new pressure-based technique provides measurement of air velocity through a 
radiator core, and use of multiple tubes can determine air velocity distribution 
across the whole radiator.  Further work should include determining the optimum 
number of pressure tubes in order to obtain improved spatial resolution with 
minimum disturbance to the flow. 
 
2. Complex radiator inlet airflow and significant variations in velocity distribution 
across the radiator result in reduction in engine cooling performance.  Further 
research should include how these aspects, particularly the vortices in the bumper 
bar wake, affect the internal cooling air drag.   
 
3. Development of a generalised analytical model for pressure loss through radiator 
cores using the equations provided in Sections 4.22 and 4.23 is recommended. 
 
4. The size of the dynamic Cobra probe relative to the size of the air passages of a 
radiator core and the short distance from the core face creates blockage effects.  It 
is therefore suggested that further efforts are made to understand the influence of 
these effects on the accuracy of flow and pressure measurement in close proximity 
to this type of core. 
 
5. An analytical model that accounts for airflow distribution was developed and can 
accurately predict the heat dissipation rate and SD of a radiator.  It is 
recommended that CFD simulations be undertaken in conjunction with the 
analytical model; thus the engine cooling performance of a given vehicle can be 
predicted without the need for actual hardware or prior to a prototype being built. 
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6. The SD technique has been effectively used to evaluate radiator performance.  
However, this technique has not yet been able to provide information about when 
the cooling system will boil.  Further work should include extending the 
usefulness of the SD parameter for failure prediction. 
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