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Abstract
We present an architecture of a recurrent neural network (RNN) with a fully-
connected deep neural network (DNN) as its feature extractor. The RNN is
equipped with both causal temporal prediction and non-causal look-ahead, via
auto-regression (AR) and moving-average (MA), respectively. The focus of this
paper is a primal-dual training method that formulates the learning of the RNN as
a formal optimization problem with an inequality constraint that provides a suf-
ficient condition for the stability of the network dynamics. Experimental results
demonstrate the effectiveness of this new method, which achieves 18.86% phone
recognition error on the TIMIT benchmark for the core test set. The result ap-
proaches the best result of 17.7%, which was obtained by using RNN with long
short-term memory (LSTM). The results also show that the proposed primal-dual
training method produces lower recognition errors than the popular RNN methods
developed earlier based on the carefully tuned threshold parameter that heuristi-
cally prevents the gradient from exploding.
1 Introduction
Considerable impact in speech recognition has been created in recent years using fully-connected
deep neural networks (DNN) that drastically cut errors in large vocabulary speech recognition (Yu
et al., 2010; Dahl et al., 2011; Seide et al., 2011; Dahl et al., 2012; Kingsbury et al., 2012; Hinton
et al., 2012; Deng et al., 2013b,c; Yu et al., 2013; Dahl et al., 2013; Sainath et al., 2013). However,
the well-known problem of the previous state-of-the-art approach based on Gaussian Mixture Model
(GMM)-HMMs has not been addressed by the DNNs in a principled way: missing temporal cor-
relation structure that is prevalent in the speech sequence data. Recurrent neural networks (RNN)
have shown their potential to address this problem (Robinson, 1994; Graves et al., 2013), but the
difficulty of learning RNNs due to vanishing or exploding gradients (Pascanu et al., 2013) or the
complexity of the LSTM (long short-term memory) structure in RNNs (Graves et al., 2013) have
so far slowed down the research progress in using RNNs to improve speech recognition and other
sequence processing tasks.
In this paper, we propose an architecture of RNNs for supervised learning, where the input sequence
to the RNN is computed by an independent feature extractor using a fully-connected DNN receiving
its input from raw data sequences. We have formulated both autoregressive (AR) and autoregres-
sive and moving-average (ARMA) versions of this RNN. A new learning method is developed in
this work, which is successfully applied to both AR and ARMA versions of the RNN. The new
method frames the RNN learning problem as a constrained optimization one, where cross entropy
is maximized subject to having the infinity norm of the recurrent matrix of the RNN to be less than
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a fixed value that provides a sufficient condition for the stability of RNN dynamics. A primal-dual
technique is devised to solve the resulting constrained optimization problem in a principled way.
Experimental results on phone recognition demonstrate: 1) the primal-dual technique is effective in
learning RNNs, with satisfactory performance on the TIMIT benchmark; 2) The ARMA version of
the RNN produces higher recognition accuracy than the traditional AR version; 3) The use of a DNN
to compute high-level features of speech data to feed into the RNN gives much higher accuracy than
without using the DNN; and 4) The accuracy drops progressively as the DNN features are extracted
from higher to lower hidden layers of the DNN.
2 Related Work
The use of recurrent or temporally predictive forms of neural networks for speech recognition dated
back to early 1990’s (Robinson, 1994; Deng et al., 1994), with relatively low accuracy. Since deep
learning became popular in recent years, much more research has been devoted to the RNN (Graves
et al., 2006; Graves, 2012; Maas et al., 2012; Mikolov, 2012; Vinyals et al., 2012; Graves et al.,
2013). Most work on RNNs made use of the method of Back Propagation Through Time (BPTT) to
train the RNNs, and empirical tricks need to be exploited in order to make the training effective. The
most notable trick is to truncate gradients when they become too large (Mikolov et al., 2011; Pascanu
et al., 2013; Bengio et al., 2013). Likewise, another empirical method, based on a regularization term
that represents a “preference for parameter values,” was introduced to handle the gradient vanishing
problem (Pascanu et al., 2013).
The method we propose for training RNN in this paper is based on optimization principles, capi-
talizing on the cause of difficulties in BPTT analyzed in (Pascanu et al., 2013). Rather than using
empirical ways to scale up or scale down the gradients, we formulate the RNN learning problem
as an optimization one with inequality constraints and we call for a natural, primal-dual method to
solve the constrained optimization problem in a principled way (Polyak, 1987). Our work also dif-
fers from the earlier work reported in (Sutskever, 2013; Martens & Sutskever, 2011), which adopted
a special way of initialization using echo state networks (Jaeger, 2001a) when carrying out the stan-
dard BPTT procedure, without using a formal constrained optimization framework.
This work is originally motivated by the echo state network (Jaeger, 2001a), which carefully hand-
designed the recurrent weights making use the the echo-state property. The weights are then fixed
and not learned, due to the difficulty in learning them. Instead, in this work, we devise a method of
learning these recurrent weights by a formal optimization framework which naturally incorporates
the constraint derived from the echo-state property. The echo-state property proposed in (Jaeger,
2001a) provides a sufficient condition for avoiding the exploding gradient problem. Although such
a sufficient constraint looks restrictive, it allows the RNN to be trained in a relatively easy and
principled way, and the trained RNN achieves satisfactory performance on the TIMIT benchmark.
As another main contribution of this paper, we build a “deep” version of the RNN by using an
independent DNN to extract high-level features from the raw speech data, capitalizing on the well
established evidence for the power of DNNs in carrying out automatic feature extraction (Hinton
et al., 2012; Dahl et al., 2011; LeCun, 2012). Having the DNN as the feature extractor and the RNN
as the classifier trained separately helps reduce overfitting in the training. This strategy of building
a deep version of RNNs contrasts with other strategies in the literature, where the same RNN model
is stacking up on top of each other and all layers of RNNs are trained jointly. Aside from using
weight noise for regularization, the overfitting problem caused by joint training of many RNNs has
been circumvented mainly by exploiting elaborate structures such as LSTM (Graves et al., 2013),
making the complexity of the overall model higher and the results more difficult to reproduce than
our simpler approach to building the deep version of the RNN reported in this paper.
Finally, our method exploits the DNN features in a very different way than the “tandem” architecture
discussed in (Tu¨ske et al., 2012), where posterior outputs at the top layer of the DNN is concatenated
with the acoustic features as new inputs to an HMM system. We take the hidden layer of the DNN
as the features, which are shown experimentally in our work to be much better than the top-layer
posterior outputs as in the tandem method. Further, rather than using the GMM-HMM as a separate
sequence classifier in (Tu¨ske et al., 2012), we use the RNN as the sequence classifier.
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DNN RNN 
vt = h2,t
vt = h1,t
Figure 1: Architecture of the recurrent neural network with DNN features, where one of the hidden
layers of the DNN will be used as input for the RNN. Arrows of different colors from the DNN to
the RNN indicate alternative ways of providing the inputs to RNN.
3 The Recurrent Neural Network
3.1 Basic architecture
We consider a deep-RNN shown in Fig. 1. y′t denotes the output of the DNN that is trained over
randomly permuted input sequence, and yt denotes the output of RNN corresponding to the input
sequence of the original order. The network consists of two parts: (i) a lower-level DNN, and (ii)
an upper-level RNN. The major task of the lower DNN is to extract useful features from the raw
data and feed them to the upper RNN component, which replaces HMM as a sequence classifier.
The RNN in the upper level captures the temporal contextual information in its hidden states and
generates the outputs that predict the labels of the input data in the supervised sequential prediction
task such as recognizing phones or words embedded in a sentence.
3.2 Mathematical formulation of the RNN
In this section, we focus on the RNN part of the deep network, given the DNN outputs that provide
input vectors vt’s to the RNN. A standard RNN is described by the following equations:
ht = f (Wht−1 +WIvt + b) (1)
yt = g (Uht) (2)
where ht ∈ RN , vt ∈ RNI and yt ∈ RNo are vectors at discrete time t that represent the hidden
states, the inputs, and the outputs, respectively, and the matrices W ∈ RN×N , WI ∈ RN×NI ,
U ∈ RNo×N , and vector b ∈ RN collect the recurrent weights, input weights, the output weights
and the bias. The function f(x) represents the nonlinearities that are applied to each entry of the
vector x, i.e., the nonlinear operation that is applied to the vector component-by-component:
f(x) = [f(x1) · · · f(xN )]T
where xk denotes the k-entry of the vector x, and each f(xk) can be sigmoid, tanh or rectified.
(We will use sigmoid nonlinearity through out this work as an example.) And g(x) represents the
operation applied at the output units. Typical choices are linear function g(x) = x or soft-max
operation.
While the standard RNN model described by (1) updates the hidden states ht from its summary of
the history ht−1 and the current input vt, which we call the autoregressive (AR) version, we can
have a more general ARMA version described by
ht = f
(
Wht−1 +
∆2∑
τ=−∆1
WI,τvt−τ + b
)
(3)
where ∆1 and ∆2 denote the number of inputs that the network looks forward and backwards. If
∆1 = 0, then it only looks backwards into the past history and if ∆2 = 0, it only looks into future.
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The models described by (1) and (3) are parallel to the vector AR and ARMA models, respectively,
in time series analysis except that the classical AR and ARMA models are linear:
[AR] : ht = Wht−1 +WIvt (4)
[ARMA] : ht = Wht−1 +
∆2∑
τ=−∆1
WI,τvt−τ (5)
In the context of ARMA version of the RNN, Wht−1 is called AR part, and the term∑∆2
τ=−∆1 WI,τvt−τ is called MA part. Depending on the nature of the time sequence, some tasks
are easier to be modeled by AR, and some others by MA, or jointly ARMA. Just as AR model is
a special case of ARMA model (∆1 = ∆2 = 0), model (1) is a special case of (3). Due to its
generality, the ARMA version of the RNN (3) is expected to be more powerful than the AR version
(1). Indeed, our experimental results presented in Section 5 have confirmed this expectation.
A key observation we make is that in order to develop a unified learning method, (3) can be converted
back to the form of (1) by defining some extra augmented variables. Let vt and WI be defined as
vt ,
[
vTt−∆2 · · · vTt+∆1
]T
(6)
WI , [WI,−∆2 · · · WI,∆1 ] (7)
Then, (3) can be written in the following equivalent form:
ht = f
(
Wht−1 +WIvt + b
)
(8)
In other words, the ARMA version of the RNN model in (3) can be implemented in an equivalent
manner by having a context window that slides through several input samples and deliver them as
an augmented input sample. From now on, we will proceed with the simple AR model (1)–(2) since
the general ARMA version can be reduced to the AR version by the above conversion and hence the
learning method will stay unchanged from the AR version to the ARMA version. Note that another
approach to letting the model look into future is the bi-directional recurrent neural network(Graves
et al., 2013), which uses information from future by letting its hidden layers depend on the hidden
states at future. On the other hand, the ARMA is made to depend on future by letting its input
include future. So these two methods uses information from future in two different ways and our
ARMA method is relatively easier to implement and also effectively capture the future information.
Furthermore, by incorporating past and future information into the inputs, the ARMA-RNN also
provides a relative easy way of enhancing the amount of memory in the RNN.
3.3 Learning the RNN and its difficulties
The standard BPTT method for learning RNNs “unfolds” the network in time and propagates error
signals backwards through time. Let J(Θ) denote the cost function that measures how good the
RNN predicts the target, where Θ , {W,WI ,U,b} is the set of all the parameters to be trained.
In general, the cost can be written as an average of costs over different time instants:
J(Θ) =
1
T
T∑
t=1
Jt(yt,dt) (9)
where dt denotes the desired signal (also called target) at time t, and Jt(yt,dt) characterizes the
cost at time t. The cost Jt(yt,dt) depends on the model parameters Θ through yt, which, as shown
in (1)–(2), further depends on {W,WI ,U,b}. Typical choices of Jt(yt,dt) includes squared-
error and cross entropy, etc. The gradient formula for J(Θ) with respect to Θ , {W,WI ,U,b}
can be computed by back propagation through time (BPTT), which are given in sections B–C of the
supplementary material.
It is well known that training RNNs is difficult because of the exploding and vanishing gradient
problems (Pascanu et al., 2013). Let
γ , ‖Df‖ (10)
where Df is a diagonal matrix constructed from the element-wise derivative of f(x):
Df , diag{f ′(pt)} (11)
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and ‖X‖ denotes the 2−norm (the largest singular value) of the matrix X . For sigmoid function
f(x), γ = 1/4, and for tanh, γ = 1. The argument in (Pascanu et al., 2013) pointed out that a
sufficient condition for vanishing gradient problem to occur is
‖W‖ = ‖WT ‖ < 1
γ
(12)
and a necessary condition for exploding gradient to occur is that
‖W‖ = ‖WT ‖ > 1
γ
(13)
Therefore, the properties of the recurrent matrix W is essential for the performance of the RNN. In
previous work (Pascanu et al., 2013; Mikolov et al., 2011), the way to solve the exploding gradient
problem is to empirically clip the gradient if the norm of the gradient exceeds a certain threshold,
and the way to avoid the vanishing gradient is also empirical — either to add a regularization term to
push up the gradient or exploit the information about the curvature of the objective function (Maas
et al., 2012). Below, we describe an alternative primal-dual approach for training RNN, which is
based on the echo-state property, a sufficient condition for avoiding the exploding gradient problem.
4 A New Algorithm for Learning the RNN
In this section, we first discuss an essential property for the model of the kind in (1) — the echo-
state property, and provide a sufficient condition for it. Then, we formulate the problem of training
the RNN that preserves the echo-state property as a constrained optimization problem. Finally, we
develop a primal-dual method to solve the problem.
4.1 The echo-state property
We now show that conditions of the form (12)–(13) are closely related to whether the model (1)–(2)
satisfies the echo-state property (Jaeger, 2002), which states that “if the network has been run for
a very long time [from minus infinity time in the definition], the current network state is uniquely
determined by the history of the input and the (teacher-forced) output”. It is also shown in (Jaeger,
2001b) that this echo-state property is equivalent to the “state contracting” property. Since we
do not consider the case with feedback from output in the model (1), we here describe the “state
contracting” property slightly different from (Jaeger, 2001b):
Definition 1 (State contracting). The network is state contracting if for all right-infinite input se-
quences {vt}, where t = 0, 1, 2, . . ., there exists a null sequence (t)t≥0 such that for all starting
states h0 and h′0 and for all t > 0 it holds that ‖ht − h′t‖ < t, where ht [resp. h′t] is the hidden
state vector at time t obtained when the network is driven by vt up to time t after having been stated
in v0, [resp. in h′0].
It is shown in (Jaeger, 2001a) that a sufficient condition for the non-existence, i.e., a necessary
condition for the existence, of the echo-state property is that the spectral radius of the recurrent
matrix W is greater than one (resp. four) when tanh (resp. sigmoid) units are used. And it is
further conjectured that for a weight matrix W that is randomly generated by sampling the weights
over uniform distribution over [−1, 1] and normalized such that ρ(W) = 1 − δ would satisfy the
echo-state property with high probability, where δ is a small positive number.
In echo-state networks, the reservoir or the recurrent weights are randomly generated and normalized
according to the rule above and will be fixed over time in the training. The input weights are fixed
as well. Instead, in this paper, we learn the recurrent weights together with the input and output
weights subject to the constraint that the network satisfies the echo-state property. To this end, we
propose the following sufficient condition for the echo-state property, which will be shown to be
easily handled in the training procedure. The proof of the following proposition can be found in
Appendix A.
Proposition 1 (Echo-state: a sufficient condition). Let γ , maxx |f ′(x)|. The network model (1)
satisfies the echo-state property if
‖W‖∞ < 1
γ
(14)
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where ‖W‖∞ denote the ∞-norm of the matrix W (maximum absolute row sum), and γ = 1 for
tanh units, and γ = 1/4 for sigmoid units.
The echo state property is typically assumed to capture a short-term memory in the data. However,
it is reasonable for many applications, such as speech recognition, using RNNs since each phone
typically lasts for fewer than 60 frames, requiring relatively short memory. Suppose we have two
RNNs that run on different input sequences up to some time t so that they have different hidden
states at time t. Afterwards, if the input acoustic sequences to the two RNNs become identical, the
echo state property requires that the hidden states of these two RNNs be close to each other in order
to produce the same predicted labels. Another important consequence of condition (14) is that it
also provides a sufficient condition to avoid the exploding gradient problem in a more principled
manner. This can be shown by following the same argument as (Pascanu et al., 2013) except that the
2-norm is replaced by∞-norm. Thus, if the condition (14) can be enforced in the training process,
there is no need to clip the gradient. We will show in next section that the∞-norm constraint on W
is convenient to handle in optimization. Therefore, our proposed method below provides a relatively
easy way to train RNN in a principled manner, especially on tasks that requires short memory.
Learning RNN under refined characterization of its dynamics, such as (Manjunath & Jaeger, 2013),
is left as future work.
4.2 Formal formulation of the learning problem
Based on the previous discussion, we can formulate the problem of training the RNN that preserves
the echo-state property as the following constrained optimization problem:
min
Θ
J(Θ) = J(W,WI ,U,b) (15)
s.t. ‖W‖∞ ≤ 1
γ
(16)
In other words, we need to find the set of model parameters that best predict the target while pre-
serving the echo-state property. Recall that ‖W‖∞ is defined as the maximum absolute row sum.
Therefore, the above optimization problem is equivalent to the following constrained optimization
problem (since max{x1, . . . , xN} ≤ 1/γ is equivalent to xi ≤ 1/γ, i = 1, . . . , N ):
min
Θ
J(Θ) = J(W,WI ,U,b) (17)
s.t.
N∑
j=1
|Wij | ≤ 1
γ
, i = 1, . . . , N (18)
where Wij denotes the (i, j)-th entry of the matrix W. Next, we will proceed to derive the learning
algorithm that can achieve this objective.
4.3 Primal-dual method for optimizing RNN parameters
We solve the constrained optimization problem (17)–(18) by primal-dual method. The Lagrangian
of the problem can be written as
L(Θ,λ) = J(W,WI ,U,b)+
N∑
i=1
λi
 N∑
j=1
|Wij |− 1
γ
 (19)
where λi denotes the ith entry of the Lagrange vector λ (or dual variable) and is required to be
non-negative. Let the dual function q(λ) be defined as the following unconstrained optimization
problem:
q(λ) = min
Θ
L(Θ,λ) (20)
It is shown that the dual function q(λ) obtained from the above unconstrained optimization problem
is always concave, even when the original cost J(Θ) is not convex (Boyd & Vandenberghe, 2004).
And the dual function is always a lower bound of the original constrained optimization problem
(17)–(18): q(λ) ≤ J(Θ?). Maximizing q(λ) subject to the constraint λi ≥ 0, i = 1, . . . , N will
6
be the best lower bound that can be obtained from the dual function (Boyd & Vandenberghe, 2004).
This new problem is called the dual problem of the original optimization problem (17)–(18):
max
λ
q(λ) (21)
s.t. λi ≥ 0, i = 1, . . . , N (22)
which is a convex optimization problem since we are maximizing a concave objective with linear
inequality constraints. After solving λ? from (21)–(22), we can substitute the corresponding λ? into
the Lagrangian (19) and then solve the correponding set of parameters Θo = {Wo,WoI ,Uo,bo}
that minimizes L(Θ,λ) for this given λ?:
Θo = arg min
Θ
L(Θ,λ?) (23)
Then, the obtained Θo = {Wo,WoI ,Uo,bo} will be an approximation to the optimal solutions. In
convex optimization problems, this approximate solution will be the same global optimal solution
under some mild conditions (Boyd & Vandenberghe, 2004). This property is called strong duality.
However, in general non-convex problems, it will not be the exact solution. But since finding the
globally optimal solution to the original problem (17)–(18) is not realistic, it would be satisfactory
if it can provide a good approximation.
Back to the problem (21)–(22), we are indeed solving the following problem
max
λ0
min
Θ
L(Θ,λ) (24)
where the notation λ  0 means that each entry of the vector λ is greater than or equal to zero.
Now, to solve the problem, what we need to do is to minimize the Lagrangian L(Θ,λ) with respect
to Θ, and in the mean time, maximize the dual variable λ subjected to the constraint that λ  0.
Therefore, as we will see soon, updating the RNN parameters consists of two steps: primal update
(minimization of L with respect to Θ) and dual update (maximization of L with respect to λ).
First, we provide the primal update rule. To minimize the Lagrangian L(Θ,λ) with respect to Θ,
we may apply gradient descent to L(Θ,λ) with respect to Θ. However, note that L(Θ,λ) consists
of two parts: J(Θ) that measures the prediction quality, and the part that penalizes the violation of
the constraint (18). Indeed, the second part is a sum of many `1 regularization terms on the rows of
the matrix W:
N∑
j=1
|Wij | = ‖wi‖1 (25)
where wi denotes the ith row vector of the matrix W. With such observations, the Lagrangian in
(19) can be written in the following equivalent form:
L(Θ,λ) = J(W,WI ,U,b) +
N∑
i=1
λi
(
‖wi‖1 − 1
γ
)
(26)
To Minimize L(Θ,λ) of the above structure with respect to Θ = {W,WI ,U,b}, we can apply
an argument similar to the one made in (Beck & Teboulle, 2009) to derive the following iterative
soft-thresholding algorithm for the primal update of W:
Wk = Tλµk
{
Wk−1−µk ∂J(Wk−1,WI,k−1,Uk−1,bk−1)
∂W
}
(27)
where Tλµk(X) denote a component-wise shrinkage (soft-thresholding) operator on a matrix X,
defined as
[Tλµk(X)]ij =

Xij − λiµk Xij ≥ λiµk
Xij + λiµk Xij ≤ −λiµk
0 otherwise
(28)
Note that the primal update for W is implemented by a standard (stochastic) gradient descent fol-
lowed by a shrinkage operator. On the other hand, the primal updates for WI , U and b follow the
standard (stochastic) gradient descent rule:
WI,k = WI,k−1 − µk ∂J(Wk−1,WI,k−1,Uk−1,bk−1)
∂WI
(29)
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Table 1: Phone recognition error (percent) on the TIMIT core test set using DNN-top feature se-
quences as the input to the RNNs. The results are shown as a function of two hyperparameters: the
size of the RNN’s hidden layer and the moving-average order of the RNN.
HiddenSz Order=0 Order=2 Order =4 Order=6 Order=8 Order=10 Order=12
100 19.85 19.83 19.80 19.65 19.50 19.44 19.42
200 19.86 19.72 19.65 19.60 19.45 19.35 19.31
300 20.02 19.72 19.60 19.56 19.40 19.23 19.16
500 20.00 19.73 19.56 19.44 19.34 19.06 18.91
1000 20.44 19.83 19.60 19.49 19.24 19.10 18.98
2000 20.70 20.34 20.10 19.65 19.45 19.30 19.12
Table 2: Phone recognition error as a function of the clipping threshold ((Mikolov et al., 2011);
(Pascanu et al., 2013)). The lowest error 19.05% around threshold 1.0 is nevertheless higher than
18.91% obtained by the new primal-dual method without tuning parameters.
Threshold 1 2 0.5 9 1.0 1.1 1.5 2 10
Phone error (%) 19.65 19.50 19.25 19.10 19.05 19.08 19.15 19.54 20.5
Uk = Uk−1 − µk ∂J(Wk−1,WI,k−1,Uk−1,bk−1)
∂U
(30)
bk = bk−1 − µk ∂J(Wk−1,WI,k−1,Uk−1,bk−1)
∂b
(31)
In order to accelerate the convergence of the algorithm, we can, for example, add momentum or use
Nesterov method (Sutskever et al., 2013) to replace the gradient descent steps in (27)–(30). In our
experiments reported in Section 5, we adopted Nesterov method to accelerate the training process.
Next, we describe the dual update, which aims to maximize L with respect to λ subject to the
constraint that λ  0. To this end, we use the following rule of gradient ascent with projection,
which increases the function value of L while enforcing the constraint:
λi,k =
[
λi,k−1 + µk
(
‖wi,k−1‖1 − 1
γ
)]
+
(32)
where [x]+ , max{0, x}. Note that λi is indeed a regularization factor in L(Θ,λ) that penalizes
the violation of constraint (18) for the ith row of W. The dual update can be interpreted as a rule
to adjust the regularization factor in an adaptive manner. When the sum of the absolute values of
the ith row of W exceeds 1/γ, i.e., violating the constraint, the recursion (32) will increase the
regularization factor λi,k on the ith row in (19). On the other hand, if the constraint (18) for a
certain i is not violated, i.e., ‖wi‖1 < 1/γ, then the dual update (32) will decrease the value of the
corresponding λi so that ‖wi‖1−1/γ is less penalized in (19). This process will repeat itself until the
constraints (18) are satisfied. The projection operator [x]+ makes sure that once the regularization
factor λi is decreased below zero, it will be set to zero and the constraint for the ith row in (22)
will not be penalized in (19). An alternative choice to enhance the constraint is to apply projection
operator to W after each stochastic gradient descent update (29)–(31).
5 Experiments and Results
We use the TIMIT phone recognition task to evaluate the deep-RNN architecture and the primal-dual
optimization method for training the RNN part of the network. The standard 462-speaker training
set is used and all SA sentences are removed conforming to the standard protocol (Lee & Hon, 1989;
Hinton et al., 2012; Deng et al., 2013a). A separate development set of 50 speakers is used for tuning
all hyper parameters. Results are reported using the 24-speaker core test set, which has no overlap
with the development set.
In our experiments, standard signal processing techniques are used for the raw speech waveforms,
and 183 target class labels are used with three states for each of 61 phones. After decoding, the
original 61 phone classes are mapped to a set of 39 classes for final scoring according to the standard
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Table 3: Phone recognition error (percent) on the TIMIT core test set using DNN-middle and DNN-
bottom features, as well as the raw filter-bank features.
Features Order0 Order4 Order8 Order12
DNN-Middle 20.70 20.30 19.96 19.65
DNN-Bottom 23.10 22.65 22.00 21.50
Filter-Banks 30.50 30.15 29.40 28.15
evaluation protocol. In our experiments, a bi-gram language model over phones, estimated from the
training set, is used in decoding. To prepare the DNN and RNN targets, a high-quality tri-phone
HMM model is trained on the training data set, which is then used to generate state-level labels
based on HMM forced alignment.
The DNN as part of the baseline described in (Deng et al., 2013a) is used in this work to extract the
high-level features from raw speech features. That is, the DNN features are discriminatively learned.
In our experiments, we use a DNN with three hidden layers, each having 2000 units. Each hidden
layer’s output vector, with a dimensionality of 2000, can be utilized as the DNN features. Thus,
we have three sets of high-level features: DNN-top, DNN-middle, and DNN-bottom, indicated in
Figure 1 with three separate colors of arrows pointing from DNN to RNN.
We first report the phone recognition error performance of the deep-RNN using the DNN-top fea-
tures. In Table 1, the percent error results are shown as a function of the RNN hidden layer’s size,
varying from 100 to 2000, and also as a function of the moving average (MA) order in the RNN.
Note when MA order is zero, the ARMA version of the RNN reverts to the traditional AR version.
The above results are obtained using the fixed insertion penalty of zero and the fixed bi-phone
“language model” weight of one. When the language model’s weight is tuned slightly over the
development set, the core test set error further drops to 18.86%, which is close to the best numbers
reported recently on this benchmark task in (Deng et al., 2013a) using deep convolutional neural
networks with special design of the pooling strategy (18.70%) and in (Graves et al., 2013) using a
bi-directional RNN with special design of the memory structure (17.7%). No bi-directionality and
no special design on any structure are used in the RNN reported in this paper. The confusion matrix
of this best result is shown in Section D of the supplementary document.
We next compare the new primal-dual training method with the classical BPTT using gradient clip-
ping as described in (Pascanu et al., 2013). Table 2 shows the the phone recognition error of the
classical BPTT with gradient clipping on the TIMIT benchmark. We found that the error rate is
sensitive to the threshold value. The best phone error rate on the test set is found to be between
19.05%-20.5% over a wide range of the threshold values where the best tuned clipping threshold is
around 1.0 which corresponds to the error rate of 19.05%. This is higher than the 18.91% from our
primal-dual method (without tuning the language model weights). Thus, using the new method pre-
sented in the paper, we do not need to tune the hyper-parameter of clipping threshold while obtaining
lower errors.
We finally show the phone recognition error (percent) results for the features of DNN-middle, DNN-
bottom, and of raw filter-bank data. The size of the RNN’s hidden layer is fixed at 500. And the
results for four different MA orders are shown in Table 3.
Comparisons among the results in Tables 1 and 3 on phone recognition provide strong evidence that
the high-level features extracted by DNNs are extremely useful for lowering recognition errors by
the RNN. Further, the higher hidden layers in the DNN are more useful than the lower ones, given
the same dimensionality of the features (fixed at 2000 as reported in this paper but we have the
same conclusion for all other dimensions we have experimented). In addition, the introduction of
MA components in the traditional AR version of the RNN also contributes significantly to reducing
recognition errors.
6 Discussion and Conclusion
The main contribution of the work described in this paper is a formulation of the RNN that lends it-
self to effective learning using a formal optimization framework with a natural inequality constraint
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that provides a sufficient condition to guarantee the stability of the RNN dynamics during learning.
This new learning method overcomes the challenge of the earlier echo-state networks that typically
fixed the recurrent weights due to the well-known difficulty in learning them. During the devel-
opment of our new method, we propose a sufficient condition for the echo-state property, which is
shown to be easily incorporated in the training procedure. We also make contributions to a new
deep-RNN architecture, where the MA part is added to the original AR-only version of the RNN.
The learning of both AR and ARMA versions of the RNN is unified after re-formulation of the
model, and hence the same learning method developed can be applied to both versions.
The experimental contributions of this work are of four folds. First, we successfully apply the new
learning method for the RNN to achieve close-to-record low error rates in phone recognition in the
TIMIT benchmark. Second, we demonstrate the effectiveness of using DNNs to extract high-level
features from the speech signal for providing the inputs to the RNN. With a combination of the
DNN and RNN, we form a novel architecture of the deep-RNN, which, when trained separately,
mitigates the overfitting problem. Third, on the same TIMIT benchmark task, we demonstrate clear
superiority of the ARMA version of the RNN over the traditional AR version. The same efficient
learning procedure is applied to both versions, with the only difference in the additional need to
window the DNN outputs in the ARMA version of the RNN. Fourth, we show experimentally that
the new training method motivated by optimization methodology achieves satisfactory performance
as a sequence classifier on TIMIT benchmark task. Compared to the previous methods (Mikolov
et al., 2011; Pascanu et al., 2013) of learning RNNs using heuristic rules of truncating gradients
during the BPTT procedure, our new method reports slightly lower phone recognition errors on the
TIMIT benchmark and no longer needs to tune the threshold parameter as in the previous methods.
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Supplementary Material
A Proof of a sufficient condition for echo-state property
First, we prove the following property regarding f(x):
‖f(x)− f(y)‖∞ ≤ γ · ‖x− y‖∞ (33)
where γ , max f ′(x). Let xk and yk denote the k-th entries of the N × 1 vectors x and y,
respectively. Then,
‖f(x)− f(y)‖∞ = max
1≤k≤N
|f(xk)− f(yk)| (34)
By mean value theorem, we have
f(xk) = f(yk) +
∫ 1
0
f ′
(
yk + t(xk − yk)
)
dt(xk − yk) (35)
so that
|f(xk)− f(yk)|
≤
∣∣∣∣∫ 1
0
f ′
(
yk + t(xk − yk)
)
dt(xk − yk)
∣∣∣∣
≤
∫ 1
0
∣∣f ′(yk + t(xk − yk))∣∣ dt · |xk − yk|
≤
∫ 1
0
γ · dt · |xk − yk|
≤ γ · |xk − yk| (36)
Substituting the above result into (34), we get
‖f(x)− f(y)‖∞ ≤ γ · max
1≤k≤N
|xk − yk|
= γ · ‖x− y‖∞ (37)
From the expressions of tanh and sigmoid functions, we can easily verify that γ = 1 for tanh
function and γ = 1/4 for sigmoid function.
Let ht and h′t denote the hidden states of the recurrent neural network (1) that starts at initial condi-
tions h0 and h′0, respectively:
ht = f (Wht−1 +WIvt + b) (38)
h′t = f
(
Wh′t−1 +WIvt + b
)
(39)
Subtracting (39) from (38), we obtain
ht − h′t = f (Wht−1 +WIvt + b)
− f (Wh′t−1 +WIvt + b) (40)
Taking∞-norm of both sides of the above expression and using (37), we get
‖ht − h′t‖∞
=
∥∥f (Wht−1 +WIvt + b)
− f (Wh′t−1 +WIvt + b) ∥∥∞
≤ γ · ∥∥W(ht−1 − h′t−1)∥∥∞
≤ γ · ‖W‖∞ · ‖ht−1 − h′t−1‖∞
≤ (γ · ‖W‖∞)t · ‖h0 − h′0‖∞ (41)
Let t , (γ · ‖W‖∞)t · ‖h0 − h′0‖∞. Obviously, as long as γ · ‖W‖∞ < 1 or, equivalently,‖W‖∞ < 1/γ, we have t → 0 and we can conclude the network (1) is state contracting and thus
has echo-state property.
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B Gradient formula for BPTT
Specifically, let pt be a N × 1 vector that collects the input to the hidden units:
pt ,Wht +WIvt + b (42)
Let δt denote the error signal to be propagated:
δt , T · ∂J
∂pt
=
∂
∂pt
T∑
t=1
Jt(yt,dt) (43)
Then, by chain rule (see Section C of the supplementary document for details), δt is propagated
through time according to the following backward recursion:
δt = DfW
T · δt+1 + ∂Jt
∂pt
, t = T, T − 1, . . . , 0 (44)
with initialization δT+1 = 0, where Df is a diagonal matrix constructed from the element-wise
derivative of f(x):
Df , diag{f ′(pt)} (45)
The form of ∂Jt∂pt depends on the choice of cost functions Jt and the output units g(x). For example,
for linear output units and square-error cost, i.e.,
g(x) = x (46)
Jt(yt,dt) = ‖yt − dt‖2 (47)
the expression for ∂Jt∂pt is given by
∂Jt
∂pt
= −2UT (dt − yt) (48)
On the other hand, if soft-max output units and cross-entropy cost are used, i.e.,
g(x)n =
exn∑No
n=1 e
xn
(49)
Jt(yt,dt) = −
No∑
n=1
dn,t ln yn,t (50)
where dn,t and yn,t denote the nth entry of the vectors dt and yt, respectively, the expression for
∂Jt
∂pt
will be given by
∂Jt
∂pt
= −(dt − yt) (51)
And the gradients of J(θ) with respect to the parameters W, WI , U and b are given by the follow-
ing expressions:
∂J
∂W
=
1
T
T∑
t=1
δth
T
t−1 (52)
∂J
∂WI
=
1
T
T∑
t=1
δtv
T
t (53)
∂J
∂U
=
1
T
T∑
t=1
∂Jt
∂U
(54)
∂J
∂b
=
1
T
T∑
t=1
δt (55)
For soft-max output units with cross-entropy cost, which we use in this work, ∂Jt∂U is given by
∂Jt
∂U
= −(dt − yt)hTt (56)
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C Derivation of the back propagation recursion
From the definition of the error signal in (43), we can write δt as
δt =
∂
∂pt
T∑
u=1
Ju
=
T∑
u=1
∂Ju
∂pt
(57)
In RNN, only Ju with u ≥ t depend on pt, so we have ∂Ju∂pt = 0 for u < t and hence
∂J
∂pt
=
T∑
u=t
∂Ju
∂pt
=
T∑
u=t+1
∂Ju
∂pt
+
∂Jt
∂pt
=
T∑
u=t+1
∂pTt
∂pt+1
· ∂Ju
∂pt+1
+
∂Jt
∂pt
=
∂pTt
∂pt+1
·
T∑
u=t+1
∂Ju
∂pt+1
+
∂Jt
∂pt
=
∂pTt
∂pt+1
·
T∑
u=1
∂Ju
∂pt+1
+
∂Jt
∂pt
=
∂pTt
∂pt+1
· δt+1 + ∂Jt
∂pt
(58)
Now we evaluate ∂p
T
t
∂pt+1
, which by chain rule, can be written as
∂pTt
∂pt+1
=
∂hTt
∂pt
· ∂p
T
t+1
∂ht
(59)
By the expression of pt in (42), we have
∂pTt+1
∂ht
=
∂
∂ht
{Wht +WIvt + b}T
= WT (60)
and by (1), we have
∂hTt
∂pt
=
∂
∂pt
{f(Wht−1 +WIvt + b)}T
=
∂
∂pt
{f(pt)}T
= f ′(pt)
= Df (61)
Substituting (60)–(61) into (59), we get
∂pTt
∂pt+1
= DfW
T (62)
Substituting (62) into (58), we conclude our proof of (44). Next, we derive (52)–(54). We will only
show the proof of (52). By chain rule, we have
∂J
∂Wij
=
1
T
· ∂
∂Wij
(
T∑
u=1
Ju
)
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=
1
T
·
T∑
t=1
∂pTt
∂Wij
· ∂
∂pt
(
T∑
u=1
Ju
)
=
1
T
T∑
t=1
∂pTt
∂Wij
δt (63)
By (42), we have [
∂pTt
∂Wij
]
n
=
{
[ht]j n = i
0 n 6= i (64)
where the notatin [x]i denotes the ith entry of the vector. Therefore,
∂J
∂Wij
=
1
T
T∑
t=1
[ht]j [δt]i (65)
which implies that, in matrix form,
∂J
∂W
=
1
T
T∑
t=1
δth
T
t (66)
D Confusion matrix of phone recognition
See the figure in next page.
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