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Abstract
Recently, a trace formula for non-self-adjoint periodic Schrödinger operators in L2(R) associated
with Dirichlet eigenvalues was proved in [Differential Integral Equations 14 (2001) 671–700]. Here
we prove a corresponding trace formula associated with Neumann eigenvalues. In addition we in-
vestigate Dirichlet and Neumann eigenvalues of such operators. In particular, using the Dirichlet and
Neumann trace formulas, we provide detailed information on location of the Dirichlet and Neumann
eigenvalues for the model operator with the potential Ke2ix , where K ∈ C.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the differential expression L,
L = − d
2
dx2
+ V (x), x ∈ R,
where V is a continuous complex-valued periodic function on R of period π . The Hill
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(Hf )(x) = (Lf )(x), x ∈ R, f ∈ dom(H) = H 2,2(R),
where H 2,2(R) denotes the usual Sobolev space. Then H is a densely defined closed op-
erator in L2(R) (see, e.g., [7, Chapter 5]).
In addition, we define families of differential operators HDx0 and H
N
x0 in L
2([x0, x0 +π]),
x0 ∈ R, as follows:(
HDx0f
)
(x) = (Lf )(x), x ∈ [x0, x0 + π], f ∈ dom
(
HDx0
)
,(
HNx0f
)
(x) = (Lf )(x), x ∈ [x0, x0 + π], f ∈ dom
(
HNx0
)
,
where
dom
(
HDx0
)= {f ∈ L2([x0, x0 + π]) ∣∣ f,f ′ ∈ AC([x0, x0 + π]);
f (x0) = 0 = f (x0 + π)
}
,
dom
(
HNx0
)= {f ∈ L2([x0, x0 + π]) ∣∣ f,f ′ ∈ AC([x0, x0 + π]);
f ′(x0) = 0 = f ′(x0 + π)
}
.
The L2(R) spectrum of the Hill operator H is purely continuous and it is the union of
countably many analytic arcs in the complex plane [18]. On the other hand, the spectra
of HDx0 and H
N
x0 are purely discrete. We will denote the Dirichlet eigenvalues (i.e., the
eigenvalues of HDx0 ) by µj(x0), j ∈ N, and the Neumann eigenvalues (i.e., the eigenvalues
of HNx0 ) by νk(x0), k ∈ N0 = N ∪ {0}, where we number these eigenvalues, counting their
multiplicities, in the order of non-decreasing magnitudes.
When the potential V is real-valued and periodic, the operators H , HDx0 and H
N
x0 are
all self-adjoint, and hence the spectra of these operators are subsets of the real line. In this
case, the spectrum of H is a countable union of closed intervals [E2m, E2m+1], m ∈ N0, on
the real line, where Em are such that Lφ = Emφ has a non-trivial (i.e., non-zero) periodic
solution of period 2π . Thus, Em are eigenvalues of the self-adjoint operator associated
with L under periodic boundary conditions at 0 and 2π , and they are all real. Moreover,
ν0(x0)E0, E2m−1  µm(x0), νm(x0)E2m,
m ∈ N, x0 ∈ R (1.1)
(see, e.g., [7, Theorem 3.1.1], [14]).
Moreover, the following trace formulas hold.
Lemma 1.1. Suppose that V ∈ C1(R) is a periodic function on R and let x ∈ R. Then,
V (x) = E0 +
∞∑
m=1
(
E2m−1 + E2m − 2µm(x)
)
, (1.2)
V (x) = 2ν0(x) −E0 +
∞∑
m=1
(
2νm(x)− E2m−1 − E2m
)
. (1.3)
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[21] proved the Dirichlet trace formula (1.2). The Neumann trace formula (1.3) for real-
valued potentials is due to McKean and Trubowitz [15]. In 2001, Gesztesy [9] extended
(1.2) to complex-valued periodic C1(R) potentials. In Section 3, we will prove the trace
formula (1.3) for complex-valued periodic C1(R) potentials, by closely following the
methods in [9]. We refer to [10, p. 121] (cf. also [11]) for further references and a detailed
history of trace formulas.
In the self-adjoint case, Borg [4] showed that V = E0 is the only real-valued periodic
potential, for which the Hill operator H has the spectrum [E0,∞). One can see that if
V ∈ C1(R) is real-valued and periodic, the Dirichlet trace formula (1.2) yields V (x) = E0
since then E2m−1 = E2m and E2m−1  µm(x)E2m for m ∈ N. Extensions of this simple
observation to reflectionless potentials can be found in [5].
Unlike the self-adjoint case, there are infinitely many complex-valued potentials that
generate a half-line spectrum [0,∞) as shown by Gasymov [13] (also, see [17,19]). In
these cases, even though all Em are real and E2m−1 = E2m for all m ∈ N, the Dirichlet
and Neumann eigenvalues µm(x), νm(x) are not trapped between E2m−1 and E2m, due to
non-self-adjointness of the corresponding operators HDx and HNx . From the inverse spectral
point of view, this explains the highly non-uniqueness property of complex-valued periodic
potentials (see, e.g., [10, p. 113]). As a concrete example, the potential V (x) = e2ix gen-
erates the spectrum [0, ∞) (cf. [13]) and one infers E0 = 0, E2m−1 = E2m = m2, m ∈ N.
Marchenko [16] provides the asymptotic location of µj(x) and νk(x) (see (3.6)–(3.8) be-
low). However, up to date, the precise location of µj (x) and νk(x) for small j, k, is not
known for this example. The principal application of the trace formulas proved in this pa-
per will be a determination of the location of these eigenvalues. This complements the
asymptotic results of Marchenko [16].
In Section 2, we will briefly review elements of Floquet theory and show that algebraic
and geometric multiplicities of the eigenvalues Em are different for some cases in Theo-
rem 1.4. Our principal new result, the Neumann trace formula for periodic potentials will
be proved in Section 3. In Section 4, we will prove the following result.
Theorem 1.2. If V (−x) = V (x), x ∈ R, then for all x0 ∈ R, j ∈ N, and k ∈ N0,
µj(π − x0) = µj(x0) and νk(π − x0) = νk(x0).
In Section 5, we will recall some unpublished work by Deift [6] and review some basic
facts on Bessel functions that we use in our final Section 6. In Section 6, we will use
the trace formulas (1.2) and (1.3) to investigate the location of µj(x0) and νk(x0) for the
concrete example V (x) = Ke2ix , K ∈ C. More precisely, we will prove the following
theorems.
Theorem 1.3. Suppose that V (x) = Ke2ix and K = |K|e2iϕ0 for some ϕ0 ∈ R. Then for
all j ∈ N and k ∈ N0, µj(K,x0) = µj(|K|, x0 + ϕ0) and νk(K,x0) = νk(|K|, x0 + ϕ0).
From Theorem 1.3 one sees that the periodic curves in the complex plane, generated by
x0 → µj(x0) and x0 → νk(x0) remain the same for all K ∈ C with the same magnitude.
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(i) (j − 1)2  µj(0) j2 for all j ∈ N.
(ii) If 0 < K  1, then for all j ∈ N,
j2 − K
2
< j2 − K
2
+
j−1∑
m=1
(
m2 − µm(0)
)
< µj(0) < j2,
and hence µj(0) = Em for all j ∈ N.
(iii) If K > 1 then
M1 = K − 2
√K
∑
m=1
(
m2 − µm(0)
)
> 0
and
j2 − M1
2
< µj(0) < j2 for all j 
√
K + 1,
where √K
 denotes the largest integer that is less than or equal to √K . In partic-
ular, µj (0) = Em if j 
√
K + 1 and m ∈ N0.
(iv) k2  νk(0) (k + 1)2 for all k ∈ N0.
(v) If 0 < K  1, then for all k ∈ N0,
k2 < νk(0) < k2 + K2 − ν0(0) −
k−1∑
m=1
(
νm(0)− m2
)
< k2 + K
2
− ν0(0),
and hence νk(0) = Em for all k,m ∈ N0.
(vi) If K > 1 then
M2 = K − 2ν0(0)− 2
√K
∑
m=1
(
νm(0) − m2
)
> 0
and
k2 < νk(0) < k2 + M22 for all k 
√
K.
In particular, νk(0) = Em for k 
√
K and m ∈ N0.
(vii) If K > 0 then
(2j − 1)2 < µ2j−1
(
π
2
)
 µ2j
(
π
2
)
< (2j)2 for all j ∈ N,
and hence
µj
(
π
2
)
= Em for all j ∈ N and m ∈ N0.
Moreover, if 0 < K  1 then for all j ∈ N,
(2j − 1)2 < µ2j−1
(
π
2
)
<
(
2j − 1
2
)2
< µ2j
(
π
2
)
< (2j)2.
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(2k)2 < ν2k
(
π
2
)
 ν2k+1
(
π
2
)
< (2k + 1)2 for all k ∈ N0,
and hence
νk
(
π
2
)
= Em for all k ∈ N0.
Moreover, if 0 < K  1/2 then for all k ∈ N0,
(2k)2 < ν2k
(
π
2
)
<
(
2k + 1
2
)2
< µ2k+1
(
π
2
)
< (2k + 1)2.
(ix) For every x0 ∈ (0,π), µj(x0), νk(x0) = Em.
2. Background
In this section, we introduce some definitions and basic facts on Floquet theory. In
addition, we investigate algebraic and geometric multiplicities of the eigenvalues Em.
We study
Lψ(x) = −ψ ′′(x) + V (x)ψ(x) = λψ(x), x ∈ R, (2.1)
where λ ∈ C and V ∈ L1loc(R) is a periodic function of period π .
For each λ ∈ C and x0 ∈ R, there exists a fundamental system of solutions c(λ, x0, x),
s(λ, x0, x) of Eq. (2.1) such that
c(λ, x0, x0) = 1, c′(λ, x0, x0) = 0,
s(λ, x0, x0) = 0, s′(λ, x0, x0) = 1.
One can check that these two solutions satisfy the Volterra integral equations
c(λ, x0, x) = cos
[√
λ(x − x0)
]+
x∫
x0
dx1
sin[√λ(x − x1)]√
λ
V (x1)c(λ, x0, x1), (2.2)
s(λ, x0, x) = sin[
√
λ(x − x0)]√
λ
+
x∫
x0
dx1
sin[√λ(x − x1)]√
λ
V (x1)s(λ, x0, x1). (2.3)
From these integral equations, along with uniqueness of their solutions, one can show that
∂
∂x0
(
c(λ, x0, x)
)= (λ − V (x0))s(λ, x0, x), (2.4)
∂
∂x0
(
s(λ, x0, x)
)= −c(λ, x0, x). (2.5)
The monodromy matrix M associated with (2.1) is defined by
M(λ,x0) =
(
c(λ, x0, x0 + π) s(λ, x0, x0 + π)
′ ′
)
,c (λ, x0, x0 + π) s (λ, x0, x0 + π)
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∆(λ) = 1
2
(
c(λ, x0, x0 + π) + s′(λ, x0, x0 + π)
)
. (2.6)
Using (2.4) and (2.5), it can be shown that ∆ is independent of x0 ∈ R.
The Floquet discriminant ∆(λ) is an entire function of order 1/2, and Em, m ∈ N0, are
the zeros of ∆(λ)2 − 1 = 0 (see, e.g., [7, Chapter 4]). Moreover, since for each x0 ∈ R
the entire function λ → s(λ, x0, x0 + π) is of order 1/2 (see, e.g., [7, Chapter 4], [20,
Chapter 21]), the function has infinitely many zeros µj(x0), j ∈ N, by the Picard little
theorem (see, e.g., [2, Chapter 5]). Similarly, there are infinitely many zeros νk(x0), k ∈ N0,
of the entire function c′(λ, x0, x0 + π) of order 1/2.
2.1. Algebraic and geometric multiplicities of the eigenvalues Em
When V is real-valued and periodic, the Hill operator associated with L in L2([0,2π])
with periodic boundary conditions at 0 and 2π (which can easily be defined also for
V ∈ L1loc(R)) is self-adjoint, and hence the algebraic and geometric multiplicities are the
same. However, these two multiplicities of the eigenvalues Em do not necessarily agree
in the context of non-self-adjoint Hill operators. In particular, for the concrete example
V (x) = Ke2ix that generates a non-self-adjoint Hill operator in L2([0,2π]) with periodic
boundary conditions at 0 and 2π , we will explain below why these two multiplicities are
different for all Em, m ∈ N if |K| 1.
The geometric multiplicity of an eigenvalue is the number of linearly independent eigen-
functions corresponding to the eigenvalue. In addition, the geometric multiplicity of the
eigenvalues Em corresponding to periodic or anti-periodic boundary conditions at 0 and
π agrees with the number of linearly independent eigenvectors of the monodromy matrix
M(Em,x0) (see, e.g., [7, Chapter 1]).
Since the Wronskian of c(Em,x0, ·) and s(Em,x0, ·) is one (i.e., the determinant of the
monodromy matrix equals one), and since the trace of the monodromy matrix M(Em,x0)
is 2 (or −2) (i.e., ∆(Em) = ±1), we see that 1 (or −1) is the only eigenvalue of the
matrix M(Em,x0). In this case, the only way the monodromy matrix can have two lin-
early independent eigenvectors occurs when M(Em,x0) equals the 2 × 2 identity matrix
I2 (or −I2). Thus, the geometric multiplicity of Em is 2 if and only if c(Em,x0, x0 +π) =
s′(Em,x0, x0 + π) = ±1 and c′(Em,x0, x0 + π) = 0 = s(Em,x0, x0 + π).
In the special case where V is real-valued and periodic, the condition E2m−1 = E2m
forces E2m = µm = νm, m ∈ N (see, e.g., [7, §2.3]), and hence c′(E2m,x0, x0 + π) =
0 = s(E2m,x0, x0 + π). So M(E2m,x0) = ±I2. Thus, if E2m−1 = E2m for some m ∈ N
then the geometric multiplicities of such E2m are all 2. However, when V is complex-
valued and periodic, the condition E2m−1 = E2m does not imply c′(E2m,x0, x0 + π) =
0 = s(E2m,x0, x0 + π), and hence the geometric multiplicity of E2m could be 1.
When V (x) = Ke2ix , K ∈ C, the Floquet discriminant takes on the special form
∆(λ) = cos(π√λ) (see [13,17], [19, Theorem 2]). Thus, E2m−1 = E2m = m2 for all
m ∈ N, but as we see from Theorem 1.4, if |K|  1 then s(E2m,x0, x0 + π) = 0 since
µj(x0) = m2 for any j ∈ N. Thus, if |K|  1, the geometric multiplicity of each Em,
m ∈ N, equals 1. On the other hand, the algebraic multiplicity of the eigenvalues Em could
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plicity of the zero of ∆(λ) ∓ 1 = 0 at λ = Em (see, e.g., [12, Theorem 3.3]). So except for
E0 = 0, the eigenvalues E2m−1 = E2m = m2 have algebraic multiplicities 2 and geometric
multiplicities 1. This result is mentioned in [3, p. 5] without proof.
3. Trace formulas
In this section, we prove a trace formula for V associated with the Neumann eigenvalues
νk , k ∈ N0.
In [9], Gesztesy proved the following trace formula for Dirichlet eigenvalues µj , j ∈ N,
in the general case where V ∈ C1(R) is complex-valued and periodic. In fact, Gesztesy [9]
considered a larger class of potentials, but in this paper we will consider complex-valued
and periodic potentials V only, for simplicity. Also, we assume that V has period π for
simplicity.
Theorem 3.1. Suppose that the potential V ∈ C1(R) is periodic of period π . Then
V (x) = E0 +
∞∑
m=1
(
E2m−1 + E2m − 2µm(x)
)
, x ∈ R. (3.1)
Next, we will prove the corresponding trace formula associated with Neumann eigen-
values νk(x). In Section 6, these two trace formulas will be used to investigate location of
µj(x) and νk(x) for the example V (x) = Ke2ix , K ∈ C.
Theorem 3.2. Suppose that the potential V ∈ C1(R) is periodic of period π . Then
V (x) = 2ν0(x) −E0 +
∞∑
m=1
(
2νm(x)− E2m−1 − E2m
)
, x ∈ R. (3.2)
Proof. We will closely follow the proof in the Dirichlet case in [9].
Let G(λ,x1, x2) be the Green’s function of the Hill operator H in L2(R). Then the
diagonal Green’s function g(λ, x) = G(λ,x, x) of H becomes
g(λ, x) = − s(λ, x, x + π)
2
√
∆2(λ) − 1 (3.3)
(see, e.g., [9, Eq. (3.58)]), where the square root is defined as follows. We consider√
∆2(λ) − 1 as the product of √∆(λ) − 1 and √∆(λ) + 1, for which branches of the
square roots are the negative real axis and each square root maps the positive real axis
onto itself. Then one can analytically continue the square root
√
∆2(λ) − 1 to the complex
λ-plane away from the spectrum of H where ∆(λ) ∈ R and −1 ∆(λ)  1. Next, using
(2.5) and (3.3), one can show by straightforward computations that
1
2
gxx(λ, x)+
(
λ− V (x))g(λ, x) = c′(λ, x, x + π)√
2
. (3.4)2 ∆ (λ) − 1
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−2gxx(λ, x)g(λ, x) + gx(λ, x)2 + 4
(
V (x) − λ)g(λ, x)2 = 1. (3.5)
Next, we recall that {Em}m∈N0 , {µj(x)}j∈N and {νk(x)}k∈N0 are the zeros of the func-
tions ∆(λ)2 − 1, s(λ, x, x + π) and c′(λ, x, x + π), respectively. Thus,
E2m−1
2m
=
m→∞
(
m + c1
m
+ c2
m2
± δm
m2
+ ε
±
m
m3
)2
, (3.6)
µm(x) =
m→∞
(
m + c1
m
+ c2
m2
+ sm(x)
m2
)2
, (3.7)
νm(x) =
m→∞
(
m + c1
m
+ c2
m2
+ dm(x)
m2
)2
, (3.8)
where {δm}m∈N, {ε±m}m∈N, {sm(x)}m∈N, {dm(x)}m∈N ∈ 2(N) (see, e.g., [16, Chapters 1,
3]). (Actually, Marchenko [16] did not explicitly work out the proof of (3.8), but using his
Eq. (1.5.3) along with ideas in the proof of [16, Theorem 1.5.1], one can directly prove
(3.8). When V is real-valued, one can use the interlacing property (1.1) and (3.6).)
We write
g(λ, x) = ig0(λ, x)
2
√
λ
for some function g0(λ, ·) ∈ C3(R). (3.9)
Then (3.6) and (3.7) together with (3.3) and the Hadamard factorization theorem (see, e.g.,
[2, Chapter 5]) imply that
g0(λ, x) = O(1) as λ → i∞ for each x ∈ R.
Next, we infer from (3.5) and (3.9) that limλ→i∞ g0(λ, x)2 = 1 for every x ∈ R. Moreover,
one can see that g0(λ, x) = f0(x)+ g1(λ, x)/λ for some f0(x)2 = 1 and g1(λ, ·) ∈ C3(R),
where g1(λ, x) = O(1), as λ → i∞ for each x ∈ R. Thus,
g(λ, x) = if0(x)
2
√
λ
+ ig1(λ, x)
2(
√
λ)3
, (3.10)
gx(λ, x), gxx(λ, x) = O
(|λ|−3/2) as λ → i∞. (3.11)
Next, from (3.5), (3.10) and (3.11) we infer that
lim
λ→i∞g1(λ, x) =
f0(x)V (x)
2
for every x ∈ R,
and hence g(λ, x) has the following asymptotic expression:
g(λ, x) = f0(x)
(
i
2
√
λ
+ i
4(
√
λ)3
V (x) +O(|λ|−5/2)) (3.12)
as λ → i∞. (Actually, it is known that f0(x) = 1 but f0(x)2 = 1 suffices for our argument
below.) The asymptotic expressions (3.11) and (3.12) along with (3.4) imply(
c′(λ, x, x + π)√
2
)2
= −λ
4
+ 1
4
V (x)+ O(|λ|−1) as λ → i∞. (3.13)2 ∆ (λ) − 1
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∞∏
m=n
νm(x)
2
E2m−1E2m
(3.14)
converges absolutely to a non-zero complex number.
If c′(λ, x, x + π) = 0 for some x ∈ R and λ ∈ C, then it is clear that t → c(λ, x, t)
is an eigenfunction of the Neumann problem in L2([x, x + π]) and λ = νk(x) for some
k ∈ N0. Since λ → c′(λ, x, x +π)2 and 4(∆(λ)2 −1) are entire functions of order 1/2, the
Hadamard factorization theorem implies that
c′(λ, x, x + π)2 = A1(x)
N−1∏
m=0
(νm(x)− λ)2
∞∏
m=N
(
1 − λ
νm(x)
)2
,
4
(
∆(λ)2 − 1)= B1 2N−2∏
m=0
(Em − λ)
∞∏
m=N
[(
1 − λ
E2m−1
)(
1 − λ
E2m
)]
for some function A1 on R and a constant B1 ∈ C. Here we choose N  n so that for all
mN , Em = 0, νm(x) = 0 and
|λ− Em| |λ| for all large |λ| with arg(λ) = π2 . (3.15)
This is possible because | Im(Em)|max0xπ | Im(V (x))| for m ∈ N0.
Thus,(
1
λ
)
c′(λ, x, x + π)2
4(∆2(λ) − 1)
= A(x)(ν0(x) − λ)
2
−λ(E0 − λ)
∞∏
m=1
[
(νm(x) − λ)2
(E2m−1 − λ)(E2m − λ)
]
, (3.16)
where
A(x) = −A1(x)
B1
∞∏
m=N
E2m−1E2m
νm(x)2
. (3.17)
Next, we have
ln
(
N∏
m=1
[
(νm(x)− λ)2
(E2m−1 − λ)(E2m − λ)
])
=
N∑
m=1
[
2 ln
(
1 − νm(x)
λ
)
− ln
(
1 − E2m−1
λ
)
− ln
(
1 − E2m
λ
)]
= −1
λ
N∑
m=1
[
2νm(x) − E2m−1 − E2m
]+ O(|λ|−2) as λ → i∞, (3.18)
where we used ln(1 − t) = −t + O(t2) as t → 0. Moreover,
28 K.C. Shin / J. Math. Anal. Appl. 299 (2004) 19–39∞∑
m=N+1
∣∣∣∣ 2νm(x)− E2m−1 − E2m(E2m−1/λ− 1)(E2m/λ − 1)
∣∣∣∣
∞∑
m=N+1
|2νm(x)− E2m−1 − E2m|
|λ|−2|(E2m−1 − λ)(E2m − λ)| r

∞∑
m=N+1
|2νm(x)− E2m−1 − E2m|
|λ|−2|λ2| < +∞,
and by (3.6), (3.8), and (3.15),
∞∑
m=N+1
|νm(x)2 −E2m−1E2m|∣∣(E2m−1/λ − 1)(E2m/λ− 1)∣∣ 
∞∑
m=N+1
∣∣νm(x)2 − E2m−1E2m∣∣< +∞.
Thus, we obtain
ln
( ∞∏
m=N+1
[
(νm(x)− λ)2
(E2m−1 − λ)(E2m − λ)
])
=
∞∑
m=N+1
ln
[
1 − (E2m−1 − λ)(E2m − λ) − (νm(x) − λ)
2
(E2m−1 − λ)(E2m − λ)
]
=
∞∑
m=N+1
ln
[
1 − (2νm(x) − E2m−1 − E2m)λ + (E2m−1E2m − νm(x)
2)
λ2(E2m−1/λ − 1)(E2m/λ− 1)
]
= −
∞∑
m=N+1
[
(2νm(x) − E2m−1 − E2m)λ+ (E2m−1E2m − νm(x)2)
λ2(E2m−1/λ− 1)(E2m/λ − 1)
]
+ O
( ∞∑
m=N+1
∣∣∣∣ (2νm(x)− E2m−1 − E2m)λ+ (E2m−1E2m − νm(x)2)λ2(E2m−1/λ − 1)(E2m/λ − 1)
∣∣∣∣
2
)
= −1
λ
∞∑
m=N+1
2νm(x) − E2m−1 − E2m
(E2m−1/λ − 1)(E2m/λ− 1)
− 1
λ2
∞∑
m=N+1
E2m−1E2m − νm(x)2
(E2m−1/λ− 1)(E2m/λ − 1) + O
(|λ|−2) as λ → i∞, (3.19)
where we interchanged the O-symbol with the infinite sum since every term in the infinite
sum tends to zero uniformly, with respect to m, as λ → i∞, and we also used the dominated
convergence theorem (with the discrete counting measure) along with (3.15) to bound the
error term. Next, we use the dominated convergence theorem again in (3.19) to derive
ln
( ∞∏
m=N+1
[
(νm(x)− λ)2
(E2m−1 − λ)(E2m − λ)
])
= −1
λ
∞∑
m=N+1
(
2νm(x)− E2m−1 − E2m
)+ o( 1|λ|
)
(3.20)
as λ → i∞. Finally, (3.16), (3.18), and (3.20) along with the fact et = 1 + O(t) as t → 0
yield
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λ
c′(λ, x, x + π)2
4(∆2(λ) − 1)
= A(x)
[
1 − 2ν0(x) − E0
λ
− 1
λ
∞∑
m=1
[
2νm(x)− E2m−1 − E2m
]+ o( 1|λ|
)]
,
(3.21)
as λ → i∞. Thus, comparing (3.21) with (3.13), we infer the desired trace formula (3.2)
as well as A(x) = −1/4, and o(|λ|−1) = O(|λ|−2) in (3.20) and (3.21). 
4. The case when V (−x) = V (x)
In this section, we prove some general results on the location of Dirichlet and Neumann
eigenvalues.
The following lemma on periodicity of the eigenvalues is well-known and hence we
omit the proof.
Lemma 4.1. Suppose that V ∈ L1loc(R) is periodic of period π . Then µj(x0), j ∈ N, and
νk(x0), k ∈ N0, are all periodic functions of period π .
Next, we prove the following theorem, regarding a certain symmetry of the eigenvalues
µj(x0) and νk(x0).
Theorem 4.2. Suppose that V ∈ L1loc(R) is periodic of period π and that V (−x) = V (x)
for all x ∈ R, or equivalently, V (π − x) = V (x) for all x ∈ [0,π]. Then for every j ∈ N,
k ∈ N0, and x0 ∈ [0,π],
µj(π − x0) = µj(x0) and νk(π − x0) = νk(x0), (4.1)
with a suitable numbering of the eigenvalues if necessary.
Proof. Let y(µj (x0), x) = s(µj (x0), x0, x). Then since V (−x) = V (x), we see that
y1(x) = y(µj (x0),−x) is a solution of
−ψ ′′(x) + V (x)ψ(x) = µj(x0)ψ(x). (4.2)
Note that y(µj (x0), x0) = 0 and y(µj(x0), x0 +π) = 0 if and only if y1(−x0 −π) = 0 and
y1(−x0) = 0. Thus, µj(x0) is an eigenvalue of HDx0 if and only if µj(x0) is an eigenvalue
of HD−x0−π .
Recall that we number these eigenvalues in the order of non-decreasing magni-
tudes, counting their multiplicities. Since |µj(x0)| = |µj(x0)|, we conclude µj(x0) =
µj(−π − x0) if |µj(x0)| < |µj+1(x0)| for all j ∈ N. If |µj(x0)| = |µj+1(x0)| for some
j ∈ N, one can number the eigenvalues of HD−x0−π so that µj(−π − x0) = µj(x0). Then
by Lemma 4.1, µj(π − x0) = µj(x0).
Similarly, we can show that νk(π − x0) = νk(x0), after a suitable numbering of the
eigenvalues if necessary. 
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for x0 ∈ R. Moreover, we have the following corollary regarding reality of the eigenvalues
µj(x0), νk(x0) for x0 = 0, π/2.
Corollary 4.3. Suppose that V ∈ L1loc(R) is periodic of period π and that V (−x) = V (x)for all x ∈ R. Then for all j ∈ N, k ∈ N0, µj (0), µj(π/2), νk(0) and νk(π/2) are all real.
Proof. Since µj(0) = µj(π) = µj(π − π) = µj(0), µj(0) are all real. Similarly, νk(0)
are all real. Moreover,
µj
(
π
2
)
= µj
(
π − π
2
)
= µj
(
π
2
)
, νk
(
π
2
)
= νk
(
π − π
2
)
= νk
(
π
2
)
. 
5. Bessel functions and some unpublished work of Deift
In this section, we reconsider some results in an unpublished manuscript by Deift [6],
where he explicitly expressed c′(λ, x0, x0 + π) and s(λ, x0, x0 + π) for V (x) = Ke2ix ,
K ∈ C, in terms of Bessel functions. In addition we will introduce some useful facts on
Bessel functions.
Consider the Schrödinger equation
−ψ ′′(x) + Ke2ixψ(x) = λψ(x), x ∈ R, (5.1)
where λ,K ∈ C. Gasymov [13] (also, see [17], [19, Theorem 2]) showed that if V (x) =
Ke2ix , K ∈ C, then
∆(λ) = cos(π√λ ).
From this fact it is clear that
E0 = 0, E2m−1 = E2m = m2, m ∈ N. (5.2)
Next, the Bessel function Jν(u) of the first kind is given by
Jν(u) =
(
u
2
)ν ∞∑
m=0
(−1)m
m!Γ (m + ν + 1)
(
u
2
)2m
, u, ν ∈ C, (5.3)
where we choose the negative real axis as its branch cut for ν /∈ Z. The Bessel function Jν
solves the following differential equation:
d2
du2
Jν(u) + 1
u
d
du
Jν(u) + u
2 − ν2
u2
Jν(u) = 0. (5.4)
One can show that x → J√λ(
√
Keix) is a solution of (5.1) (see, e.g., [8, p. 196]). Moreover,
c(λ,0, x) = π
√
K
2
(
Y ′√
λ
(
√
K )J√λ
(√
Keix
)− J ′√
λ
(
√
K )Y√λ
(√
Keix
))
,
s(λ,0, x) = πi (Y√λ(√K )J√λ(√Keix)− J√λ(√K )Y√λ(√Keix)),2
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Yν(u) = Jν(u) cos(νπ) − J−ν(u)
sin(νπ)
. (5.5)
In his unpublished manuscript [6], Deift showed that
s(λ,0,π) = πJ√λ(
√
K )J−√λ(
√
K ), (5.6)
c′(λ,0,π) = πKJ ′√
λ
(
√
K )J ′−√λ(
√
K ), (5.7)
where he used (5.5) with
Jν
(
ueiπ
)= eνπiJν(u),
Yν
(
ueiπ
)= e−νπiYν(u) + 2i cos(νπ)Jν(u).
In Section 6, we will extensively use Eqs. (5.6) and (5.7), along with the trace formulas
(3.1), (3.2) to investigate the location of µj and νk .
Next, we list a number of basic facts on Bessel functions that will be used in the next
section.
Lemma 5.1.
(1) If ν is real, then Jν(u) is real for all u ∈ R.
(2) If ν −1, then all zeros of Jν(u) are real and if ν  0, then all zeros of J ′ν(u) are real.
(3) If ν  0, then the smallest positive zeros of Jν(u) and J ′ν(u) are greater than ν.
(4) If n ∈ Z, then J−n(u) = (−1)nJn(u) and J ′−n(u) = (−1)nJ ′n(u), u ∈ C.
(5) Jν and J−ν are linearly independent if and only if ν /∈ Z.
(6) Jn and Jm do not have a common zero if m,n ∈ N0 with m = n.
(7) J ′n−1 and J ′n do not have a common zero for n ∈ N.
Proof. See, for example, [22, Chapter 15] and [1, Chapter 9] for proofs of these results.
We also note that assertions (1), (4), and (5) can be derived directly from (5.3). 
6. Applications of the trace formulas
In this section, we will prove a number of results regarding the location of the Dirichlet
and Neumann eigenvalues for the potential V (x) = Ke2ix , the collection of which becomes
Theorems 1.3 and 1.4.
In the following theorem, we will use µj (K,x0) and νk(K,x0) to explicitly indicate the
K-dependence of these eigenvalues.
Theorem 6.1. Suppose that V (x) = Ke2ix and K = |K|e2iϕ0 for some ϕ0 ∈ R. Then for
each x ∈ R, j ∈ N, and k ∈ N0,
µj(K,x) = µj
(|K|, x + ϕ0) and νk(K,x) = νk(|K|, x + ϕ0).
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−ψ ′′(x) + |K|e2i(x+ϕ0)ψ(x) = λψ(x), x ∈ R. (6.1)
Next, we consider the equation
−ψ ′′(x) + |K|e2ixψ(x) = λψ(x), x ∈ R. (6.2)
Clearly, y(x) is a solution of (6.1) if and only if y1(x) = y(x − ϕ0) is a solution of
(6.2). Moreover, y(x) = 0 = y(x + π) if and only if y1(x + ϕ0) = 0 = y1(x + ϕ0 + π).
This implies that µj(|K|e2iϕ0, x) = µj(|K|, x + ϕ0), j ∈ N. Similarly one proves that
νk(|K|e2iϕ0, x) = νk(|K|, x + ϕ0), k ∈ N0. 
Remark. (i) From the proof of Theorem 6.1, we conclude that for all x ∈ R, j ∈ N, and
k ∈ N0,
µj(K,x) = µj
(
e2ixK,0
)
and νk(K,x) = νk
(
e2ixK,0
)
. (6.3)
(ii) By Theorem 6.1, the periodic curves in the complex plane, generated by x → µj(x)
and x → νk(x) remain the same for all K ∈ C with the same magnitude. Thus, we will
focus on the case K > 0.
Next, we investigate the location of the Dirichlet eigenvalues µj(0).
Theorem 6.2. Suppose that V (x) = Ke2ix and K > 0. Then
(i) (j − 1)2  µj(0) j2 for all j ∈ N.
(ii) If 0 < K  1, then for all j ∈ N,
j2 − K
2
< j2 − K
2
+
j−1∑
m=1
(
m2 − µm(0)
)
< µj(0) < j2,
and hence µj (0) = Em for all j ∈ N, m ∈ N0.
(iii) If K > 1 then
M1 = K − 2
√K
∑
m=1
(
m2 − µm(0)
)
> 0
and
j2 − M1
2
< µj(0) < j2 for all j 
√
K + 1,
where √K
 denotes the largest integer that is less than or equal to √K . In particu-
lar, µj(0) = Em if j 
√
K + 1 and m ∈ N0.
Proof of (i). We will show the existence of µj(0) in certain intervals applying the inter-
mediate value theorem. Subsequently the convergence of the series in the trace formula in
Theorem 3.1 will be used to show that there exist no other µj (0). The trace formula (3.1)
at x0 = 0 reads
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∞∑
j=1
(
E2j−1 + E2j − 2µj(0)
)
= 0 +
∞∑
j=1
(
2j2 − 2µj(0)
)
. (6.4)
We recall that µj(0), j ∈ N, are the zeros of s(λ,0,π) and from (5.6),
s(λ,0,π) = πJ√λ(
√
K )J−√λ(
√
K ). (6.5)
Notice that the continuous function s(λ,0,π) is real for λ  0 (in fact, it is real for all
λ ∈ R because if λ < 0 then the two Bessel functions in (6.5) at √K ∈ R are complex
conjugates of each other since Re(√λ ) = 0). Also, by Corollary 4.3, µj(0) ∈ R for all
j ∈ N, and by Lemma 5.1(4),
J−n(u) = (−1)nJn(u), n ∈ Z,
and hence
s
(
n2,0,π
)= (−1)n(Jn(√K ))2. (6.6)
There is at least one µj (0) in each closed interval [(n − 1)2, n2], n ∈ N. Otherwise,
s((n − 1)2,0,π) = 0 and s(n2,0,π) = 0. Then by (6.6), s((n − 1)2,0,π) and s(n2,0,π)
have opposite signs. Thus, the intermediate value theorem implies that the real continuous
function s(λ,0,π) has at least one zero µj(0) in the interior of the interval, which is a
contradiction. Hence, there exists at least one µj(0) in each closed interval [(n− 1)2, n2],
n ∈ N.
Suppose that s(n2,0,π) = 0 for every n ∈ N0. Then the sequence n → s(n2,0,π) al-
ternates its sign, and hence there is at least one µj(0) ∈ ((n− 1)2, n2) for every n ∈ N. So
j2 −µj(0) > 0, j ∈ N. If there were more than one µj(0) in some interval ((n− 1)2, n2),
then j2 − µj(0) > 1 for all j > n, and (6.4) would be divergent. Thus, if s(n2,0,π) = 0
for all n ∈ N0, then (j − 1)2 < µj(0) < j2 for all j ∈ N.
Suppose that s(n20,0,π) = 0 for some n0 ∈ N0. Then by Lemma 5.1 (6), s(n2,0,π) = 0
for n ∈ N0 with n = n0. If n0 = 0 then one can show that j2 − µj(0) > 0, j ∈ N. If there
were more than one µj (0) in some interval ((n − 1)2, n2), then j2 − µj (0) > 1 for all
j > n, and (6.4) would be divergent.
If s(n20,0,π) = 0 for some n0 ∈ N, then one can show that s(λ,0,π) has at least a
double zero at λ = n20 as follows. By (6.5) either Jn0(
√
K ) = 0 or J−n0(
√
K ) = 0. How-
ever, since Jn0 and J−n0 are linearly dependent by Lemma 5.1 (4), one concludes that
Jn0(
√
K ) = 0 and J−n0(
√
K ) = 0. Since Jn0(
√
K ) = 0, one infers that
√
λ → J√λ(
√
K ) = (√λ− n0)f (
√
λ) for some entire function f .
Since J−n0(
√
K ) = 0, we see that J√λ(
√
K ) = (√λ−n0)(
√
λ+n0)f1(λ) for some entire
function f1. Thus,
s(λ,0,π) = πJ√λ(
√
K )J−√λ(
√
K ) = π(λ − n20)2f1(√λ)f1(−√λ)
and hence s(λ,0,π) has at least a double zero at λ = n20. This implies that j2 −µj(0) > 0
for all j > n0. Then similar to the previous cases, this along with the convergence of the
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This completes the proof of (i).
Proof of (ii) and (iii). Suppose that 0 < K  1. Then since for each ν  0, the smallest
positive zero of Jν(·) is greater than ν,
√
K is not a zero of Jν(·), and hence s(n2,0,π) = 0,
n ∈ N0. This along with (i) above infers (j − 1)2 < µj (0) < j2 for all j ∈ N0. From (6.4)
and the fact that j2 − µj(0) > 0, j ∈ N, one concludes
j2 − K
2
< j2 − K
2
+
j−1∑
m=1
(
m2 − µm(0)
)
< µj(0) < j2, j ∈ N.
If K > 1 then we cannot exclude the possibility that s(n20,0,π) = 0 for some 0 n0 <√
K . Assertion (iii) follows similarly to the proof of (ii) above. 
Next, we study the location of Neumann eigenvalues νk(0).
Theorem 6.3. Suppose that V (x) = Ke2ix and K > 0. Then
(i) k2  νk(0) (k + 1)2 for all k ∈ N0.
(ii) If 0 < K  1, then for all k ∈ N0,
k2 < νk(0) < k2 + K2 − ν0(0) −
k−1∑
m=1
(
νm(0)− m2
)
< k2 + K
2
− ν0(0),
and hence νk(0) = Em for k ∈ N0, m ∈ N0.
(iii) If K > 1 then
M2 = K − 2ν0(0)− 2
√K
∑
m=1
(
νm(0) − m2
)
> 0
and
k2 < νk(0) < k2 + M22 for all k 
√
K.
In particular, νk(0) = Em for k 
√
K , m ∈ N0.
Proof of (i). The arguments are very similar to that in the proof of Theorem 6.2(i). How-
ever, in the trace formula (3.2), ν0(x0) is paired with E0, unlike in the Dirichlet case (3.1).
Hence, a more careful analysis is needed in the present Neumann case.
We recall that νk(0), k ∈ N0, are the zeros of
c′(λ,0,π) = πKJ ′√
λ
(
√
K )J ′−√λ(
√
K ), (6.7)
a real-valued continuous function on R. Moreover, by Corollary 4.3, νk(0) ∈ R for all
k ∈ N0.
Suppose that c′(n2,0,π) = 0 for all n ∈ N0. Then the sequence n → c′(n2,0,π) =
(−1)n(J ′n(
√
K ))2 alternates its sign for all n  0 since λ → J ′ √ (√K ) are real-valued± λ
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in the interval ((n − 1)2, n2) for every n ∈ N0. Next, we will show that ν0(0) > 0, that is,
there is no negative Neumann eigenvalue. In doing so, we will use the trace formula (3.2).
The trace formula (3.2) at x0 = 0 reads
K = Ke2ix0|x0=0 = 2ν0(0) − E0 +
∞∑
k=1
(
2νk(0)− E2k−1 − E2k
)
= 2ν0(0) +
∞∑
k=1
(
2νk(0) − 2k2
)
. (6.8)
Still assuming that c′(n2,0,π) = 0 for all n ∈ N0, we suppose that J ′√
λ
(
√
K ) = 0 at
some λ = λ0 < 0. Then since J ′√
λ
(
√
K ) is an entire function of
√
λ, we can write
J ′√
λ
(
√
K ) = (√λ− i√|λ0| )f (√λ )
for some entire function f . Since
J ′−√λ0(
√
K ) = J ′√
λ0
(
√
K ) = 0,
we see that f (−i√|λ0| ) = 0, and hence
J ′√
λ
(
√
K ) = (√λ− i√|λ0| )(√λ+ i√|λ0| )f1(√λ )
for some entire function f1. Thus,
c′(λ,0,π) = πKJ ′√
λ
(
√
K )J ′−√λ(
√
K ) = πK(λ− λ0)2f1(
√
λ )f1(−
√
λ ),
implying that λ0 is at least a double zero. But then (6.8) would diverge, since there exists
at least one νk(0) in the open interval ((n− 1)2, n2) for every n ∈ N and since at least one
negative Neumann eigenvalue λ0 of the multiplicity 2 or more. This is a contradiction, and
hence there is no negative Neumann eigenvalue.
Moreover, if there were more than one Neumann eigenvalue νk(0) in some interval
((n − 1)2, n2), there would be at least three νk(0) in this interval, counting multiplicity
since νk(0) = m2. This would violate the convergence of the sum in (6.8). Hence, there is
exactly one νk(0) in each interval ((k − 1)2, k2), k ∈ N.
Next, suppose that c′(n20,0,π) = 0 for some n0 ∈ N0. In proving Theorem 6.2(i), we
used Lemma 5.1(6), while here we need Lemma 5.1(7). The point of Lemma 5.1(7) in the
proof is that if c′(n2,0,π) = 0 then c′(k2,0,π) = 0 for k = (n − 1) and k = (n + 1). The
rest of the proof is similar to that of Theorem 6.2 (i). Hence, we omit further details.
Proof of (ii) and (iii). From (i) above, we have k2  νk(0) (k + 1)2 for all k ∈ N0. Like
in the case of Dirichlet eigenvalues, the sequence n → c′(n2,0,π) = (−1)n(J ′n(
√
K ))2
alternates its sign for all n
√
K . By (5.3), we see that J ′0(
√
K ) = 0 for √K  2.
If 0 < K  1 then νk(0) − k2 > 0 for all k ∈ N0. Thus, from (6.8) we infer that
0 < ν0(0) <
K
,
2
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k−1∑
m=1
(
νm(0)− m2
)
< k2 + K
2
− ν0(0),
k ∈ N.
The assertion (iii) can be proved similarly, so we omit further details. 
Next, we investigate µj(π/2), j ∈ N.
Theorem 6.4. Suppose that V (x) = Ke2ix and K > 0. Then,
(2j − 1)2 < µ2j−1(π/2) µ2j (π/2) < (2j)2, j ∈ N,
and hence µj (π/2) = Em, m ∈ N0.
Moreover, if 0 < K  1, then
(2j − 1)2 < µ2j−1(π/2) <
(
2j − 1
2
)2
< µ2j (π/2) < (2j)2, j ∈ N.
Proof. By (5.6) and (6.3), µj(π/2) are the values of λ for which
s(λ,π/2,3π/2) = πJ−√λ
(
eiπ/2
√
K
)
J√λ
(
eiπ/2
√
K
)= 0.
If λ 0, then all the zeros u of J√
λ
(u) are real and one concludes that J√
λ
(eiπ/2
√
K ) = 0.
Thus, the zeros of s(λ,π/2,3π/2) agree with those of J−√λ(i
√
K ) and hence with those
of [(i√K2−1)
√
λJ−√λ(i
√
K )].
Let
f (α) =
(
i
√
K
2
)−α
Jα(i
√
K ) =
∞∑
m=0
(
√
K/2)2m
m!Γ (m + α + 1) . (6.9)
We will show below that if 0 < K  1, then
f (−n) > 0 and f (−(2n− 1/2))< 0 for all n ∈ N. (6.10)
By the intermediate value theorem this then implies the existence of at least one µj(π/2)
in every interval of the form(−(2n− 1)2,−(2n− 1/2)2), (−(2n− 1/2)2,−(2n)2), n ∈ N.
Thus, the convergence of the trace formula
−K = Ke2ix0|x0=π/2 = E0 +
∞∑
j=1
(
E2j−1 + E2j − 2µj(π/2)
) (6.11)
implies that there is exactly one eigenvalue µj(π/2) in each interval above, and these are
all the µj(π/2).
Since J−n(i
√
K ) = (−1)nJn(i
√
K ), n ∈ Z, and since by (6.9), f (n) > 0, n ∈ N0, we
infer from Lemma 5.1 (4) that
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√
K )
= (−1)n(i√K/2)2nf (n) > 0, n ∈ N0. (6.12)
Next, we show that f (−2n+ 1/2) < 0, n ∈ N. For every 0m 2n− 2, repeated use
of the formula Γ (λ) = 1
λ
Γ (λ + 1), implies
Γ (m − 2n+ 3/2) = (−2)
2n−m−1Γ (1/2)∏2n−m−1
j=1 (4n− 2m− (2j + 1))
. (6.13)
Thus, from (6.9),
f (−2n+ 1/2) =
∞∑
m=0
(
√
K/2)2m
m!Γ (m − 2n+ 1/2 + 1)
=
2n−2∑
m=0
(−1)m+1
∏2n−m−1
j=1 (4n− 2m− (2j + 1))
22n−1m!Γ (1/2)
(
K
2
)m
+
∞∑
m=2n−1
(
√
K/2)2m
m!Γ (m − 2n+ 1/2 + 1) . (6.14)
Moreover,
∞∑
m=2n−1
(
√
K/2)2m
m!Γ (m − 2n+ 1/2 + 1) <
(K/4)2n−1eK/4
(2n− 1)!√π , n ∈ N, (6.15)
and hence, if 0 < K  1,
f (−2n+ 1/2) < − (K/2)
2n−2
22n−1(2n− 2)!√π +
(K/4)2n−1eK/4
(2n− 1)!√π
= − (K/2)
2n−2
22n−1
√
π(2n− 2)!
[
1 − (K/2)e
K/4
(2n− 1)
]
< 0. (6.16)
Here we used the fact that the sign of an alternating sum with terms of decreasing magni-
tudes agrees with the sign of the first term.
In order to prove the first part of the theorem, we note that (6.12) holds for every K > 0,
while (6.16) may not hold for some K > 1. Next, for each K > 1 and 1/K  ε  1 we
introduce the family of potentials V (x) = εKe2ix . Again, we use the notation µj (εK,0)
to indicate the ε-dependence of these eigenvalues. Then, for each j ∈ N, the function ε →
µj(εK,0) is continuous since Jν(u) is an entire function of ν for each fixed u = 0, and an
analytic function of u on the positive real axis.
When ε = 1/K , that is, when V (x) = e2ix , we proved above that
(2j − 1)2 < µ2j−1(1,π/2) µ2j (1,π/2) < (2j)2, j ∈ N.
So as ε increases to 1, the real numbers µj(εK,π/2) cannot become (2j − 1)2 or (2j)2
due to (6.12) which holds for all K > 0. This completes the proof. 
Next, we investigate νk(π/2) for k ∈ N0.
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(2k)2 < ν2k(π/2) ν2k+1(π/2) < (2k + 1)2, k ∈ N0,
and hence νk(π/2) = Em, k ∈ N0. Moreover, if 0 < K  1/2, then
(2k)2 < ν2k(π/2) <
(
2k + 1
2
)2
< µ2k+1(π/2) < (2k + 1)2, k ∈ N0.
Proof. One can follow the arguments in the proof of Theorem 6.4. By (5.7) and (6.3),
νk(π/2) are values of λ for which
c′(λ,π/2,3π/2) = iπJ ′−√λ(i
√
K )J ′√
λ
(i
√
K ) = 0.
If λ 0, then J ′√
λ
(i
√
K ) = 0 and hence the zeros of c′(λ,π/2,3π/2) agree with those of
J ′−√λ(i
√
K ) and hence they agree with those of (i
√
K/2)
√
λ+1J ′−√λ(i
√
K ). Next, define
g(α) =
(
i
√
K
2
)−α+1
J ′α(i
√
K ), α ∈ R.
Then one can show that for each K > 0,
g(n) > 0, n ∈ Z. (6.17)
Here the identity
J ′ν(u) =
ν
u
Jν(u) − Jν+1(u)
(see [22, pp. 45]) turns out to be useful.
Moreover, one can show that if 0 < K  1/2, then
g(−2n− 1/2) < 0, n ∈ N0.
Thus, if 0 < K  1/2, then g(α) has at least one zero in each interval of the form (−2n−1,
−2n − 1/2) and (−2n − 1/2,−2n), n ∈ N0. Using the trace formula (3.2) one can show
that there are no other zeros and hence this proves the second part of the theorem.
The proof of the first part of the theorem is analogous to that of Theorem 6.4. 
Theorem 6.6. Suppose that V (x) = Ke2ix and K > 0. Then for every x ∈ (0,π),
µj(x), νk(x) = Em.
Proof. From (6.3) one knows that µj (x) are zeros of
s(λ, x, x + π) = πJ√λ
(
eix
√
K
)
J−√λ
(
eix
√
K
)
, (6.18)
and that νk(x) are zeros of
c′(λ, x, x + π) = π√KeixJ ′√
λ
(
eix
√
K
)
J ′−√λ
(
eix
√
K
)
. (6.19)
Since all zeros of Jn(u) and J ′n(u) are real for n  0, we see that if 0 < x < π , then
µj(x), νk(x) = n2, n ∈ N0, because eix is non-real. 
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