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Abstract
We prove that the category of representations of the N-Kronecker
quiver and the category qgr
“
k〈X1, . . . , XN 〉/(
P
N
i=1
X2i )
”
which is con-
sidered as the category of coherent sheaves on the noncommutative pro-
jective scheme associated to k〈X1, . . . , XN 〉/(
P
N
i=1
X2i ) are derived equiv-
alent. This equivalence is easily proved by applying Orlov’s Theorem, on
the other hand, in our proof, the quadratic relation
P
N
i=1
X2i naturally
arises from Auslander-Reiten theory.
0 Introduction
In [Be] Beilinson proved that the derived category of Pn is generated by the
line bundles OPn , . . . ,OPn(n). This is equivalent to saying that the functor
RHom(
n⊕
i=0
OPn(i),−) : D
b(cohPn) −→ Db(mod-B)
is an equivalence of triangulated categories whereB = End(
⊕n
i=0OPn(i)). (This
equivalence is also called Beilinson’s Theorem.)
Although the projective space Pnk is a basic object in algebraic geometry, the
corresponding finite dimensional algebra B is not elementary:
B is the path algebra k
−→
Qn+1 of the Beilinson quiver
−→
Qn+1
0
x
(0)
n+1
//:
x
(0)
1 //
1
x
(1)
n+1
//:
x
(1)
1 //
2
x
(2)
n+1
//:
x
(2)
1 //
x
(n−2)
n+1
//:
x
(n−2)
1 //
n− 1
x
(n−1)
n+1
//:
x
(n−1)
1 //
n
with the relations
x
(l+1)
i x
(l)
j = x
(l+1)
j x
(l)
i for i, j ∈ {1, . . . , n} and l = 0, . . . , n− 2.
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In this paper we consider the path algebra k
−→
ΩN of N -Kronecker quiver
−→
ΩN
0
xN
//:
x1 //
1
which is one of the simplest non-trivial finite dimensional algebra. Our main
theorem states that in noncommutative projective algebraic geometry, there is
an imaginary geometric object projR which is derived equivalent to mod-k
−→
ΩN .
The main result of this paper is the following.
Theorem 0.1 (Theorem 2.15). Let k be an algebraically closed field, and A =
k
−→
ΩN , the path algebra of the N -Kronecker quiver
−→
ΩN .
Set R = k〈X1, . . . , XN〉/(
∑N
i=1X
2
i ). Then for N ≥ 2, there exists a natural
equivalence of derived categories
Db(mod-A) ∼= Db(qgrR),
where mod-A is the category of finite A-modules and qgrR is the category which
is considered as the category of coherent sheaves on the noncommutative projec-
tive scheme projR associated to the graded ring R.
This theorem is easily proved by applying Orlov’s Theorem [O, Theorem 2.5].
Orlov’s Theorem gives a sufficient condition for a graded ring R that projR is
derived equivalent to mod-k
−→
ΩN . But in contrast, our theorem states that for
the path algebra k
−→
ΩN there is a canonical choice of such R.
To prove Theorem 0.1, we use a method of noncommutative projective ge-
ometry and a result on the derived Picard group by J. Miyachi and A. Yekutieli
given in [MY]. They computed the derived Picard groups of finite dimensional
path algebras of quivers by using Happel’s derived version of Auslander-Reiten
theory, from which the quadratic relation
∑N
i=1X
2
i naturally arises.
In [KR], Kontsevich and Rosenberg constructed the category Spacesk of
“noncommutative spaces,” and showed that in the category Spacesk, the func-
tor represented by projective space Pnk in (commutative) algebraic geometry
is represented by an object NPnk , the noncommutative projective space. They
also proved that the category cohNPnk of coherent sheaves on NP
n
k is derived
equivalent to the category mod-k
−→
Ωn+1. Therefore it is natural to ask whether
the graded ring k〈X1, . . . , Xn+1〉/(
∑n+1
i=1 X
2
i ) is the coordinate ring of NP
n
k ,i.e.,
whether cohNPnk is equivalent to qgrk〈X1, . . . , Xn+1〉/(
∑n+1
i=1 X
2
i ).
We organize the present paper as follows: in Section 1 we introduce some
definitions and results: in Section 2 we prove Theorem 0.1 (Theorem 2.15).
Acknowledgment. I am grateful to I. Mori for his great help and comment
on the first version of the paper. I am also grateful to T. Abe for his encourage-
ment and A. Moriwaki for his hospitality and kindness. I thank A. Takahashi
for pointing out the paper of Orlov [O].
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1 Preliminaries
In this section we introduce some definitions and results. Some of them are
about noncommutative projective schemes and the others are about derived
Picard groups.
1.1 Noncommutative Projective Schemes
This subsection is a summary of the paper [Po] by A. Polishchuk. We only
treat N-graded algebras although Z-algebras which is the more general notion
are treated in [Po].
Let k be a field and let R = k⊕R1⊕R2⊕· · · be a connected graded coherent
ring. GrR (resp. grR) denote the category of graded right R-modules (resp.
finitely presented graded right R-modules). TorR (resp. torR) denote the full
subcategory of torsion modules (resp. modules finite dimensional over k). Note
that TorR and torR are dense subcategories of GrR and grR respectively,
hence the quotient categories QGrR = GrR/TorR and qgrR = grR/ torR are
abelian categories.
For graded a right R-moduleM = ⊕n∈ZMn, we denote byM(1) the 1-degree
shift of M . i.e.,M(1)n = Mn+1. The degree shift operator (1) : grR −→ grR
induces the autoequivalence (1) on qgrR. We denote by R the image in qgrR
of the regular module RR. The (coherent) noncommutative projective scheme
projR associated to R is the triple (qgrR,R, (1)). The autoequivalence (1) is
called the canonical polarization on projR.
In noncommutative projective geometry, one thinks of qgrR as the category
of coherent sheaves on a noncommutative projective scheme projR associated
to a graded ring R ([AZ, SvB, Po]).
Let us consider a triple (C,O, s) consisting of a k-linear abelian category C,
an object O and an autoequivalence s on C. For F ∈ C, we define
Γ∗(F) =
⊕
n≥0
HomC(O,F(n)),
where F(n) = snF , and we set
R = Γ∗(C,O, s) = Γ∗(O).
Multiplication is defined as follows: If x ∈ HomC(O,F(l)), b ∈ HomC(O,O(m))
and a ∈ HomC(O,O(n)) then
x · a = sn(x) ◦ a and a · b = sm(a) ◦ b.
With this law of composition, Γ∗(F) becomes a graded right module over the
graded algebra R over k.
Definition 1.1 ([AZ, Section 4.2],[Po, Section 2]). Let (C,O, s) be a triple as
above. Then the pair (O, s) is called ample if the following conditions hold:
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(1) For every object F ∈ C, there are positive integers l1, . . . , lp and an epi-
morphism ⊕pi=1O(−li) −→ F .
(2) For every epimorphism f : F −→ G, there exists an integer n0 such that
for every n ≥ n0 the induced map HomC(O,F(n)) −→ HomC(O,G(n)) is
surjective.
Let pi : GrR −→ QGrR be the quotient functor. Set Γ∗ = pi ◦ Γ∗.
Theorem 1.2 ([Po, Theorem 2.4]). Let (C,O, s) be a triple as above. If (O, s)
is ample, then the graded ring R = Γ∗(C,O, s) is coherent, Γ∗(F) is finitely
presented R-module for F ∈ C and the functor Γ∗ : C −→ qgrR induces an
equivalence of triples between (C,O, s) and projR = (qgrR,R, (1)), i.e.,
Γ∗ : C
∼
−→ qgrR is an equivalence of categories,
Γ∗(O) ∼= R, and Γ∗ ◦ s = (1) ◦ Γ∗.
By Beilinson’s Theorem cohP1 is derived equivalent to mod-k
−→
Ω 2. Therefore
by Theorem 0.1, cohP1 and qgr
(
k〈X1,X2〉
(X21+X
2
2 )
)
are derived equivalent. However, it
turns out that these two categories are equivalent.
Example 1.3 ([SvB, Section 3]). Let σ : P1 −→ P1, [a : b] 7→ [b : −a] be the
automorphism of P1 and set s = σ∗(− ⊗O
P1
OP1(1)). Then s is ample on the
triple (coh(P1),OP1 , s) and
Γ∗(P
1,OP1 , s) ∼=
k〈X1, X2〉
(X21 +X
2
2 )
Traditionally the graded ring Γ∗(P
1,OP1 , s) is denoted by B(P
1,OP1(1), σ)
and is called the twisted homogeneous coordinate ring associated to the pair
(OP1(1), σ).
Hence by Theorem 1.2, the triples (cohP1,OP1 , s) and proj
(
k〈X1,X2〉
(X21+X
2
2 )
)
are
equivalent. In particular there is an equivalence
Γ∗ : cohP
1 ∼−→ qgr
(
k〈X1, X2〉
(X21 +X
2
2 )
)
.
Moreover, from the proof of Theorem 0.1 in Section 2, it is easy to see that
there is a commutative diagram
Db(cohP1)
∼ // Db(mod-k
−→
Ω 2) D
b
(
qgr
(
k〈X1,X2〉
(X21+X
2
2 )
))
∼oo
cohP1
?
OO
∼
Γ∗
// qgr
(
k〈X1,X2〉
(X21+X
2
2 )
)?
OO
where the vertical arrows are natural inclusions.
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Remark 1.4. The triples (cohP1,OP1 ,− ⊗P1 OP1(1)) and proj(k[X1, X2]) are
equivalent by Serre’s Theorem [Har, Proposition II.5.15]. Hence the categories
qgr(k[X1, X2]) and qgr
(
k〈X1,X2〉
(X21+X
2
2 )
)
are equivalent.
Moreover these two (noncommutative) projective schemes are equivalent at
the level of affine covers. There is an equivalence
gr(k[X1, X2])
∼
−→ gr
(
k〈X1, X2〉
(X21 +X
2
2 )
)
which sends k[X1, X2] to
k〈X1,X2〉
(X21+X
2
2 )
. As tor is the full subcategory of gr consisting
of objects of finite length, from the above equivalence of affine covers we can
also obtain the equivalence between qgr(k[X1, X2]) and qgr
(
k〈X1,X2〉
(X21+X
2
2 )
)
. (See [Z,
Section 3]).
1.2 Derived Picard Groups of Finite Dimensional Hered-
itary Algebras
This subsection is a summary of [MY] by J. Miyachi and A. Yekutieli.
First note that we work with right modules, hence the definition of Riedt-
mann quiver differs from that of [Hap] and [MY]. (They work with left modules.)
Let A be a finite dimensional k-algebra. A complex T ∈ Db(Mod-A ⊗k
Aop) is called a two-sided tilting complex if there exists another complex T∨ ∈
Db(Mod-A ⊗k A
op) such that T ⊗LA T
∨ ∼= T∨ ⊗LA T
∼= A. The derived Picard
group of A (relative to k) is
DPick(A) := {two-sided tilting complexes}/isomorphisms
with the identity element A, product (T1, T2) 7→ T1 ⊗
L
A T2 and inverse T 7→
T∨ := RHomA(T,A).
A tilting complex induces an equivalence of triangulated categories,
−⊗LA T : D
b(Mod-A) −→ Db(Mod-A).
See [Y],[MY] for more details.
Let
−→
△ = (
−→
△0,
−→
△1) be a finite quiver. The Riedtmann quiver
−→
Z
−→
△ of
−→
△ is
defined as follows : The set of vertices (
−→
Z
−→
△)0 is given by Z ×
−→
△0. Given an
arrow a : x→ y in
−→
△ and an integer n, there are arrows (n, a) : (n, y)→ (n, x)
and (n, a)∗ : (n, x)→ (n+1, y). The translation τ and the polarization µ on
−→
Z
−→
△
are defined by τ(n, x) = (n− 1, x) and µ(n, a) = (n− 1, a)∗, µ((n, a)∗) = (n, a).
For an arrow α : ξ → η in
−→
Z
−→
△ , we have µ(α) : τ(η)→ ξ.
The path category k〈
−→
Z
−→
△〉 (in the sense of [MY]) is the category whose set
of objects is (
−→
Z
−→
△)0, morphisms are generated by identities and the arrows and
the only relations arise from incomposability of paths.
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Let η be a vertex of
−→
Z
−→
△, let ξ1, · · · , ξp be complete representatives of the set
{ξ | there is an arrow α : ξ → η} and let {αij}
di
j=1 be the set of arrows from ξi to
η. Themesh ending at η is the subquiver of
−→
Z
−→
△ with vertex {η, µ(η), ξ1, . . . , ξp}
and arrows {αij , µ(αij) | i = 1, . . . , p, j = 1, . . . , di}. The mesh ideal in the path
category k〈
−→
Z
−→
△〉 is the ideal generated by the elements
p∑
i=1
di∑
j=1
αij ◦ µ(αij) ∈ Homk〈−→Z−→△〉(µ(η), η).
The mesh category k〈
−→
Z
−→
△, Im〉 is defined as the quotient category of the path
category modulo mesh ideal.
Let A = k
−→
△ be the path algebra of
−→
△ and let mod-A denote the category of
finite right A-modules. The k-dual A∗ = Homk(A, k) of A is a two-sided tilting
complex. We write τA ∈ DPick(A) for the element represented by A
∗[−1]. Let
us agree that τA also denotes the autequivalence −⊗
L
A A
∗[−1] of Db(mod-A).
Let Px be the indecomposable projective right A-module corresponding to a
vertex x ∈
−→
△0. Define B ⊂ D
b(mod-A) to be the full subcategory with objects
{τnAPx | x ∈
−→
△0, n ∈ Z}.
The following theorem which is important in [MY] is also important for us.
Theorem 1.5 ([MY, Theorem 2.6]). There is a k-linear equivalence
G : k〈
−→
Z
−→
△, Im〉 −→ B, G(n, x) = τ
−n
A Px.
The equivalence G sends the mesh ending at η = (n, y) to the exact triangle
called Auslander-Reiten triangle
(1) τA(G(η)) = G(τ(η))
⊕G(βij)
−→
p⊕
i=1
di⊕
j=1
G(ξi)
⊕G(αij)
−→ G(η)
[1]
−→
where βij = µ(αij). By the definition of the path category the sets of arrows
{αij}
di
j=1 and {βij}
di
j=1 are basis of Homk〈−→Z−→△,Im〉
(ξi, η) and Homk〈−→Z−→△,Im〉
(τ(η), ξi)
respectively. Fix isomorphisms
Hom
k〈
−→
Z
−→
△,Im〉
(ξi, η) ∼= Homk〈−→Z−→△,Im〉
(τ(η), ξi)
∗
αij 7→ β
∗
ij
where {β∗ij}
di
j=1 is the dual basis of {βij}
di
i=1. Set Vi = Homk〈−→Z−→△,Im〉
(ξi, η) ∼=
Hom
k〈
−→
Z
−→
△,Im〉
(τ(η), ξi)
∗. Then there are canonical morphisms
(2) ϕi : Vi ⊗k G(ξi) −→ G(η), ψi : τA(G(η)) −→ Vi ⊗k G(ξi).
Then the Auslander-Reiten triangle (1) has the form
(3) τA(G(η))
⊕ψi
−→
p⊕
i=1
Vi ⊗k G(ξi)
⊕ϕi
−→ G(η)
[1]
−→ .
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Let Aut((
−→
Z
−→
△)0) be the permutation group of the vertex set (
−→
Z
−→
△)0 and
let Aut((
−→
Z
−→
△)0; d)
〈τ〉 be the subgroup of permutations which preserve arrow-
multiplicities and which commute with τ , namely
Aut((
−→
Z
−→
△)0; d)
〈τ〉 =
{pi ∈ Aut(
−→
Z
−→
△)0 | d(x, y) = d(pi(x), pi(y)) for allx, y ∈ (
−→
Z
−→
△)0, andpiτ = τpi}
where d(x, y) denotes the arrow-multiplicity from x to y.
Now we can state one of the main result of [MY], which shall be used to
prove our main theorem.
Theorem 1.6 ([MY, Theorem 3.8]). Let
−→
△ be a finite quiver without oriented
cycles and let A = k
−→
△ be the path algebra of
−→
△ over an algebraically closed field
k. If A has infinite representation type then there is an isomorphism of groups
DPick A ∼= (Aut((
−→
Z
−→
△)0; d)⋉Out
0
k(A)) × Z
where Out0k(A) denotes the identity component of the group of outer automor-
phisms Outk(A).
Remark 1.7. In [MY], the case of the finite representation type is also com-
puted.
2 Proof of Theorem 0.1
From now on we assume that k is an algebraically closed field and N ≥ 2.
Let A be the path algebra of the N -Kronecker quiver
−→
ΩN shown in intro-
duction. We denote by P0, P1 the indecomposable projective right A-modules
associated to vertices 0, 1 of
−→
ΩN , and S0, S1 the simple A modules associated
to vertices 0, 1 of
−→
ΩN . Then S1 = P1 and P0 is the projective cover of S0.
The Riedetmann quiver
−→
Z
−→
ΩN of the N -Kronecker quiver
−→
ΩN is shown in
Figure 1 below. (In Figure 1 vertices (−n, 1) and (−n, 0) are replaced by τnAP1
and τnAP0 respectively.)
τn+1P1
xN %%JJ
JJ
JJ
JJ
JJ
:
x1
%%JJ
JJ
JJ
JJ
JJ
τnP1
xN
##F
FF
FF
FF
FF
:
x1
##F
FF
FF
FF
FF τ
(n−1)P1
τn+1P0
xN
::vvvvvvvvv
:
x1
::vvvvvvvvv
τnP0
xN
::ttttttttt
:
x1
::ttttttttt
Figure 1: Riedetmann quiver
−→
Z
−→
ΩN
It is easy to see that
Aut((
−→
Z
−→
ΩN )0; d) ∼= Z
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and there is a generator ρ of Aut((
−→
Z
−→
ΩN )0; d) such that ρ(0, 1) = (0, 0), ρ(0, 0) =
(1, 1). This ρ satisfies the relation ρ−2 = τ . By Theorem 1.6 there exists a two-
sided tilting complex ρA such that ρ
−2
A
∼= τA and ρAP1 ∼= P0.
From now on we write ρ = ρA and τ = τA.
For M · ∈ Db(mod-A) we use the following notation
ρnM · =M · ⊗LA
n︷ ︸︸ ︷
ρ⊗LA · · · ⊗
L
A ρ .
Since P0 ∼= ρP1 and ρ
2 ∼= τ−1 it follows that τ−nP1 ∼= ρ
2nP1, τ
−nP0 ∼=
ρ2n+1P1, the Riedetmann quiver
−→
Z
−→
ΩN has the form shown in Figure 2.
P1
xN
  B
BB
BB
BB
B
:
x1
  B
BB
BB
BB
B ρ2P1
xN ""F
FF
FF
FF
F
:
x1
""F
FF
FF
FF
F ρ
4P1
ρP1
xN
<<zzzzzzzz
:
x1
<<zzzzzzzz
ρ3P1
xN
<<xxxxxxxx
:
x1
<<xxxxxxxx
Figure 2: Riedetmann quiver
−→
Z
−→
ΩN
Set V = Hom(P1, ρP1) ∼= Hom(P1, P0). The set of arrows x1, . . . , xN is a
basis of V . The graded vector space
⊕
n≥0Hom(P1, ρ
nP1) has a graded algebra
structure as in the same way of Section 1.1.
By the mesh relation and Theorem 1.5 we have the following proposition.
Proposition 2.1. There is an isomrphism of graded algebras
γ :
⊕
n≥0
Hom(P1, ρ
nP1) −→ k〈X1, . . . , XN 〉/(
N∑
i=1
X2i )
which sends xi ∈ V to Xi for i = 1, . . . , N .
Fix isomorphisms V ∼= HomDb(mod-A)(ρ
nP1, ρ
n+1P1) for n ≥ 0 and identify
V with its dual V ∗ by sending xi 7→ x
∗
i . Then the canonical morphisms ϕi and
ψi in (2) of Section 1.2 have the following forms:
ϕ : V ⊗k ρ
nP1 −→ ρ
n+1P1, v ⊗ pn 7→ v(pn),
ψ : ρn−1P1 −→ V ⊗ ρ
nP1, pn−1 7→
N∑
i=1
xi ⊗ xi(pn−1).
The Auslander-Reiten triangle (3) has the form
(Sn) ρ
n−1P1
ψ
−→ V ⊗k ρ
nP1
ϕ
−→ ρn+1P1
[1]
−→ .
Set R = k〈X1, . . . , XN 〉/(
∑N
i=1X
2
i ). We denote by Rn the degree n com-
ponent of the graded ring R =
⊕
n≥0Rn = k〈X1, . . . , XN 〉/(
∑N
i=1X
2
i ). The
following lemma is easy to show.
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Lemma 2.2. For each n ≥ 1, there is a following short exact sequence of k-
vector spaces
(4) 0 −→ Rn−1
Ψ
−→ R1 ⊗k Rn
Φ
−→ Rn+1 −→ 0,
where the second and third morphisms are defined as follows:
Φ :R1 ⊗k Rn ∋ f ⊗k r 7→ fr ∈ Rn+1
Ψ :Rn−1 ∋ rn−1 7→
N∑
i=1
Xi ⊗k Xirn−1 ∈ R1 ⊗k Rn.
.
Let γn : Hom(P1, ρ
nP1)
∼
−→ Rn be the degree n part of the isomorphism γ
of Proposition 2.1. Then we have the commutative diagram
Hom(P1, ρ
n−1P1)
Hom(P1,ψ) //
γn−1 ≀

V ⊗k Hom(P1, ρ
nP1)
γ1⊗γn ≀

0 // Rn−1
Ψ
// R1 ⊗k Rn
where the top row is obtained by applying Hom(P1,−) to the first two terms of
the exact triangle (Sn) and the bottom row is the first three terms of the exact
sequence (4) of Lemma 2.2. Note, since two vertical arrows in the diagram are
isomorphisms, the injectivity of Ψ implies that Hom(P1, ψ) is injective.
Proposition 2.3. ρn = ρ⊗LA · · ·⊗
L
Aρ is a pure module for n ≥ 0, ( i.e.,H
i(ρn) =
0 for all i 6= 0 ) .
Proof. Since ρn ∼= ρnP1 ⊕ ρ
n+1P1 and ρP1 ∼= P0 are pure modules, it suffices
to show that ρn+1P1 is pure for n ≥ 1. By induction on n we may assume
that ρn−1P1 and ρ
nP1 are pure. Then the long cohomology sequence of the
Auslander-Reiten triangle (Sn) implies that H
i(ρn+1P1) = 0 for i 6= −1, 0 .
Note that H−1(ρn+1) = 0 if and only if
Ext−1(A, ρn+1P1) ∼= Hom(A,H
−1(ρn+1P1)) = 0.
Since A ∼= P1 ⊕ ρP1 and Ext
−1(P1, ρ
nP1) ∼= Hom(P1,H
−1(ρnP1)) = 0 by the
induction hypothesis, we have
Ext−1(A, ρn+1P1) ∼= Ext
−1(P1, ρ
n+1P1)⊕Ext
−1(P1, ρ
nP1) ∼= Ext
−1(P1, ρ
n+1P1).
Thus we have only to show Ext−1(P1, ρ
n+1P1) ∼= Hom(P1,H
−1(ρn+1P1)) = 0.
There is an exact sequence of A−modules
0→ H−1(ρn+1P1) −→ ρ
n−1P1
ψ
−→ V ⊗k ρ
nP1 −→ H
0(ρn+1P1)→ 0.
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Applying the exact functor Hom(P1,−) to the first four terms of this sequence
yields the following exact sequence
0 −→ Hom(P1,H
−1(ρn+1P1)) −→
Hom(P1, ρ
n−1P1)
Hom(P1,ψ)
−→ V ⊗k Hom(P1, ρ
nP1).
The injectivity of Hom(P1, ψ) implies Hom(P1,H
−1(ρn+1P1)) = 0.
Corollary 2.4.
(1) τn+1[1] is a pure module for every n ≥ 0.
(2) ρ−nS0 ∼= ρ
−(n+1)P1[1] is a pure module for every n ≥ 0.
Proof. (1) We have τn+1[1] ∼= τn⊗LAA
∗ ∼= RHom(τ−n, A∗) ∼= (τ−n)∗, using the
property of the Serre functor −⊗LAA
∗ for the third isomorphism. By Proposition
2.3 τ−n ∼= ρ2n is pure for n ≥ 0. Hence τn+1[1] is also pure for n ≥ 1
(2) By the direct calculation we have
S0 ∼= P0 ⊗
L
A A
∗ ∼= (τP0)[1] ∼= (ρ
−1P1)[1].
Therefore ρ−nS0 ∼= ρ
−(n+1)P1[1]. ρ
−2nS0 ∼= (τ
n+1P0)[1] ∼= P0 ⊗A τ
n+1[1] and
ρ−(2n+1)S0 ∼= (τ
n+1P1)[1] ∼= P1 ⊗A τ
n+1[1] are pure by (1).
Remark 2.5. In this paper we assume N ≥ 2. If N = 1 then it is known that
τ3 ∼= A[−2] ( [MY, Theorem 4.1]). Hence the above corollary fails.
The following lemma shall be used in the proof of the Lemma 2.10.
Lemma 2.6. The canonical morphism
c : Hom(ρ−(n+1)S0, ρ
−nS0)⊗k ρ
−(n+1)S0 −→ ρ
−nS0
is surjective.
Proof. The canonical morphism c is the 1-shift of the last two terms of the
Auslander-Reiten triangle
(S−(n+2)) ρ
−(n+3)P1
ψ
−→ V ⊗k ρ
−(n+2)P1
ϕ
−→ ρ−(n+1)P1
[1]
−→ .
under the isomorphisms ρ−nS0 ∼= ρ
−(n+1)P1[1] and V ∼= Hom(ρ
−(n+1)S0, ρ
−nS0).
Therefore the cokernel of c is H0(ρ−(n+3)P1[2]) = 0 by Corollary 2.4.(2).
Let us review the definition of a t-structure. A t-structure in a triangulated
category T is a pair (T ≤0, T ≥0) of full subcategories which are closed under iso-
morphisms such that, for T ≥n := (T ≥0)[−n], n ∈ Z and T ≤n := (T ≤0)[−n], n ∈
Z the following three conditions are satisfied:
(t1) For X ∈ T ≤0 and Y ∈ T ≥0 we have that HomT (X,Y ) = 0.
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(t2) T ≤0 ⊂ T ≤1 and T ≥1 ⊂ T ≥0.
(t3) For X ∈ T there is an exact triangle A→ X → B
[1]
−→ such that A ∈ T ≤0
and B ∈ T ≥1.
The full subcategory H := T ≥0 ∩ T ≤0 is called the heart of the t-structure
(T ≥0, T ≤0). The important fact is that the heartH of a t-structure is an abelian
category. (See [GM, IV.4])
Let X be a projective variety over k and OX(1) be an ample line bun-
dle on X . Let D≥0(cohX) (resp. D≤0(cohX)) be the full subcategory of
Db(cohX) with objects F · such that Hi(F ·) = 0 for i < 0 (resp. i > 0). Then
the pair (D≥0(cohX), D≤0(cohX)) is a t-structure in Db(cohX) and its heart
is cohX . By Serre’s vanishing theorem [Har, Propsition III.5.3], D≥0(cohX)
(resp. D≤0(cohX)) is a full subcategory with objects F · which satisfy
RHom·(OX ,F
·(n)) ∈ D≥0(k-vect) for n≫ 0
(resp. RHom·(OX ,F
·(n)) ∈ D≤0(k-vect) for n≫ 0)
where we denote
F ·(n) = F ⊗LX OX(n) = F ⊗
L
X
n︷ ︸︸ ︷
OX(1)⊗
L
X · · · ⊗
L
X OX(1) .
As we expect that the pair (P1, ρ) is ample, reversing Serre’s vanishing the-
orem, we define the following.
Definition 2.7. The full subcategory Dρ,≥0 (resp. Dρ,≤0) of Db(mod-A) con-
sists of objects M · which satisfy
RHom·(P1, ρ
nM ·) ∈ D≥0(k-vect) for n≫ 0
(resp. RHom·(P1, ρ
nM ·) ∈ D≤0(k-vect) for n≫ 0).
Remark 2.8. Since A ∼= P1 ⊕ ρP1, M
· ∈ Dρ,≥0 (resp. Dρ,≤0) if and only if
ρnM · ∈ D≥0(mod-A) (resp. D≤0(mod-A)) for n≫ 0.
Proposition 2.9. The pair of full subcategories (Dρ,≥0, Dρ,≤0) is a t-structure
in Db(mod-A).
Proof. Since the other conditions of t-structure are obvious by Remark 2.8, it
suffices to check the condition (t3), namely, for every complexM · ∈ Db(mod-A)
there is an exact triangle
A· −→M · −→ B·
[1]
−→
such that A· ∈ Dρ,≤0 and B· ∈ Dρ,≥1 = Dρ,≥0[−1].
By [Hap, Lemma I.5.2] an indecomposable object ofDb(mod-A) is of the form
M [−i], whereM ∈ mod-A and i ∈ Z. By Lemma 2.3, ρnM [−i] =M⊗LAρ
n[−i] ∈
D[i−1,i](mod-A). Hence M [−i] ∈ Dρ,≥1 for i ≥ 2 and M [−i] ∈ Dρ,≤0 for i ≤ 0.
The case when i = −1 is reduced to the following lemma.
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Lemma 2.10. For every M ∈ mod-A there exists a submodule M ′ such that
Hom(P1, ρ
nM ′) = 0 for n ≫ 0 and Ext−1A (P1, ρ
nM ′′) = 0 for n ≫ 0, where we
set M ′′ =M/M ′.
Proof. Define Tn = {N ∈ mod-A | N is generated by ρ
−nS0} and Fn = {N ∈
mod-A | HomA(ρ
−nS0, N) = 0}. Since Ext
1
A(ρ
−nS0, ρ
−nS0) ∼= Ext
1
A(P1, P1) =
0 and A is hereditary, by [Hap, Lemma III.4.2], the pair (Tn,Fn) is a torsion
theory on the abelian category mod-A. So, if we set tn(M), fn(M) to be the
image and cokernel of the canonical morphism
Hom(ρ−nS0,M)⊗k ρ
−nS0 →M,
then tn(M) ∈ Tn, fn(M) ∈ Fn. By Lemma 2.6 the canonical morphism
Hom(ρ−(n+1)S0, ρ
−nS0)⊗k ρ
−(n+1)S0 −→ ρ
−nS0
is surjective, hence tn(M) ⊂ tn+1(M). Since dimkM <∞ , there is an integer
n0 such that tn(M) = tn0(M) for all n ≥ n0. Then by definition fn(M) =
fn0(M) for all n ≥ n0. Set M
′ = tn0(M),M
′′ = fn0(M). Then M
′ ∈ Tn,M
′′ ∈
Fn for all n ≥ n0.
It is easy to see that Hom(P1, ρ
nN) ∼= Ext1(ρ−(n−1)S0, N) = 0 for N ∈ Tn−1
and Ext−1A (P1, ρ
nN) ∼= HomA(ρ
−(n−1)S0, N) = 0 for N ∈ Fn−1. Therefore
Hom(P0, ρ
nM ′) = 0,Ext−1A (P0, ρ
nM ′′) = 0 for all n > n0.
Remark 2.11. Set T ′ = {N ∈ mod-A | Hom(P1, ρ
nN) = 0 for n ≫ 0} and
F ′ = {N ∈ mod-A | Ext−1(P1, ρ
nN) = 0 for n ≫ 0}. Then by the Lemma 2.10
it is easy to see that (T ′,F ′) is a torsion pair on mod-A.
From this torsion pair we can define a t-structure in Db(mod-A) by setting
D′≥0 :={M · ∈ D≥0(mod-A) | H0(M ·) ∈ F ′}
D′≤0 :={M · ∈ D≤1(mod-A) | H1(M ·) ∈ T ′}.
(See [HRS, Proposition I.2.1]). However, this is not a new t-structure. It is
easy to see that (D′≥0, D′≤0) = (Dρ,≥0, Dρ,≤0).
Let Hρ be the heart of the t-structure (Dρ,≥0, Dρ,≤0). By Proposition 2.3,
P0, P1 ∈ H
ρ. Now let us consider the triple (Hρ, P1, ρ).
Proposition 2.12. The pair (P1, ρ) is ample on (H
ρ, P1, ρ).
Proof. We check the conditions (1) and (2) of Definition 1.1.
First note that the cokernel of the morphism f : M · −→ N · in the abelian
category Hρ is τρ≥0(Cone(f)), where τ
ρ
≥0 : D
b(mod-A) −→ Dρ,≥0 is the trunca-
tion functor (See [GM, IV.4]). So f is surjective in Hρ if and only if Cone(f) ∈
Dρ,≤−1.
(1) It is easy to see that for every M ∈ mod-A there is an exact sequence
0 −→ HomA(P1,M)⊗k P1 −→M −→ HomA(P0,M)⊗k S0 −→ 0
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which is functorial in M. So for every M · ∈ Db(A-mod) and for every n there
is an exact triangle
RHom(P1, ρ
nM ·)⊗k ρ
−nP1 −→M
· −→ RHom(P0, ρ
n−1M ·)⊗k ρ
−nS0
[1]
−→ .
Since ρ−nP1 ∈ D
ρ,≤n for every integer n, ρ−nS0 ∼= ρ
−(n+1)P1[1] ∈ D
ρ,≤−1.
Now assume that M · ∈ Hρ and take an integer n such that the complex
RHom(P1, ρ
n−1M ·) is pure. Then RHom(P1, ρ
n−1M ·)⊗k ρ
−nS0 ∈ D
ρ,≤−1.
(2) Let
M ·
f
−→ N · −→ L·
[1]
−→
be a triangle such that M ·, N · ∈ Hρ and L· ∈ Dρ,≤−1. Take an integer n
such that Hom(P1, ρ
nL·) = 0. Then the induced morphism Hom(P1, ρ
nM ·) −→
Hom(P1, ρ
nN ·) is surjective.
Combining Proposition 2.1 and Proposition 2.12 and applying Theorem 1.2
we obtain the following proposition.
Proposition 2.13. The triple (Hρ, P1, ρ) is equivalent to the noncommutative
projective scheme projR = (qgrR,R, (1)). i.e., the functor
Γ∗ : H
ρ −→ qgrR, Γ∗(M
·) = ⊕n≥0RHom(P1, ρ
nM ·)
is an equivalence of categories, Γ∗(P1) = R and Γ∗ ◦ ρ = (1) ◦ Γ∗.
Now we complete the proof of our main theorem.
The functor
Γ∗ : mod-A −→ GrR, Γ∗(M) :=
⊕
n≥0
Hom(P1,M ⊗A ρ
n)
is right exact. Let LΓ∗ be the left derived functor of Γ∗. A finite projective A-
module P is of the form P ∼= P⊕n1 ⊕ P
⊕m
0 for some n,m ∈ Z≥0. Then Γ∗(P )
∼=
R⊕n ⊕ R(1)⊕m is a finite R-module. Since every complex M · ∈ Db(mod-A) is
isomorphic to a bounded complex of finitely generated projective A-modules,
LΓ∗(M
·) has cohomologies which are finitely presented. Thus there is an exact
functor
LΓ∗ : D
b(mod-A) −→ DbgrR(GrR), LΓ∗(M
·) =
⊕
n≥0
Hom(P1, ρ
nM ·).
Since the quotient functor pi : GrR −→ QGrR is exact by [Pop, Theorem
4.3.8], this functor can be extended to the exact functor pi : DbgrR(GrR) −→
DbqgrR(QGrR). Define LΓ∗ := pi ◦ LΓ∗.
The canonical functor c : Db(qgrR) −→ DbqgrR(QGrR) is an equivalence by
[BvB, Lemma 4.3.3]. Hence, to prove our main theorem, we have only to show
that LΓ∗ is an equivalence.
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There is a commutative diagram
(5) Db(mod-A)
LΓ∗ // DbqgrR(QGrR)
Hρ
?
iA
OO
∼
Γ∗
// qgrR 

iR
// Db(qgrR)
c ≀
OO
where iA, iR are inclusions.
It is clear that qgrR generates Db(qgrR), i.e., the minimal triangulated
full subcategory of Db(qgrR) containing qgrR is Db(qgrR) itself. Therefore
the image (LΓ∗ ◦ iA)(H
ρ) generates DbqgrR(QGrR). Thus LΓ∗ is essentially
surjective. To prove LΓ∗ is an equivalence it suffices to show that LΓ∗ is fully
faithful.
Since every complex M · ∈ Db(mod-A) is obtained from P0, P1 by taking
finite number of cones and shifts, the problem is reduced to the following lemma.
Lemma 2.14. The map
HomDb(mod-A)(Pi, Pj [l])
LΓ∗Pi,Pj [l]
−−−−−−−→ HomDbqgrR(QGrR)(LΓ∗(Pi),LΓ∗(Pj)[l])
is an isomorphism for every i, j ∈ {0, 1} and l ∈ Z.
Proof. For the case l = 0, by the commutativity of the diagram (5), the map
LΓ∗Pi,Pj is equal to
HomDb(mod-A)(Pi, Pj) ∼= HomHρ(Pi, Pj)
∼= HomqgrR(Γ∗(Pi),Γ∗(Pj))
∼= HomDbqgrR(QGrR)(LΓ∗(Pi),LΓ∗(Pj)).
Hence LΓ∗Pi,Pj is an isomorphism.
By [Be2, Appendix] there exists an exact functor F : Db(Hρ) −→ Db(mod-A)
and a commutative diagram
Db(Hρ)
F // Db(mod-A)
Hρ
?
iH
OO
*


iA
88ppppppppppp
,
where iH , iA are inclusions.
The restriction LΓ∗ ◦F |Hρ to H
ρ is equal to c ◦ iR ◦Γ∗ with the notation in
the diagram (5). Hence LΓ∗ ◦ F is an equivalence. Therefore, the map
HomDb(mod-A)(M
·, N ·[l])
LΓ∗M·,N·[l]
−−−−−−−→ HomDbqgrR(QGrR)(LΓ∗(M
·),LΓ∗(N
·)[l])
is surjective for M ·, N · ∈ Db(mod-A) and l ∈ Z. Now it is easy to prove the
lemma because Hommod-A(Pi, Pj [l]) = 0 for every i, j ∈ {0, 1} and l 6= 0.
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Theorem 2.15 (Theorem 0.1). Let k be an algebraically closed field, and A =
k
−→
ΩN , the path algebra of the N -Kronecker quiver
−→
ΩN . Set moreover R =
k〈X1, . . . , XN 〉/(
∑N
i=1X
2
i ). Then, for N ≥ 2, the functor
LΓ∗ : D
b(mod-A) −→ DbqgrR(QGrR)
is an equivalence of triangulated categories.
Remark 2.16. From the argument above, {R,R(1)} is a full strongly excep-
tional sequence, and by [Pop, Theorem 4.5.2] the abelian category QGrR has
enough injectives. Hence we can apply [Bo, Theorem 6.2] (and the following
Remark ) and prove that the functor
RHom(T,−) : Db(qgrR) −→ Db(mod-A)
is an equivalence of triangulated categories where we set T = R⊕R(1).
Since A ∼= End(T ), T has a natural left A-module structure. It is known
that the functor −⊗LA T is a quasi-inverse to the functor RHom(T,−).
It is easy to see that there is a commutative diagram
Db(mod-A)
LΓ∗ //
−⊗LAT ''PP
PP
PP
PP
PP
PP
DbqgrR(QGrR)
Db(qgrR).
c ≀
OO
Thus the functors LΓ∗ and −⊗
L
A T are essentially isomorphic.
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