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Abstract
Forecasting of solar power energy production would benefit from accurate sky
condition predictions since the presence of clouds is a primary variable effecting
the amount of radiation reaching the ground. Unfortunately the spatial and tem-
poral resolution of often used satellite images and numerical weather prediction
models can be too small for local, intra-hour estimations. Instead, digital sky im-
ages taken from the ground are used as data in this thesis. The two main building
blocks needed to make sky condition forecasts are reliable cloud segmentation and
cloud movement detection. The cloud segmentation problem is solved using neu-
ral networks, a double exposure imaging scheme, automatic sun locationing and a
novel method to study the circumsolar region directly without the use of a sun oc-
cluder. Two different methods are studied for motion detection. Namely, a block
matching method using cross-correlation as the similarity measure and the Lukas-
Kanade method. The results chapter shows how neural networks overcome many
of the situations labelled as difficult for other methods in the literature. Also, re-
sults by the two motion detection methods are presented and analysed. The use of
neural networks and the Lukas-Kanade method show much promise for forming
the cornerstone of local, intra-hour sky condition now-casting and prediction.
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Chapter 1
Introduction
Solar power has an important and growing role in producing renewable energy
demanded around the world. The integration of solar power into the electrical
network would benefit from accurate cloud cover now-casting and prediction of
cloud cover movement as clouds are a primary factor effecting the intensity of
solar radiation received at the Earth’s surface [9]. Accurate projected power pro-
duction would be beneficial for the role of solar power plants in load balancing
[7]. Solar resources are currently largely being estimated by numerical weather
prediction (NWP) models and satellite data. However, the spatial and temporal
resolution of both of them is often too low to provide accurate local estimations
[14]. To improve these estimates, more accurate local cloud detection and fore-
casting schemes are needed. In this thesis, this need was approached by attempting
to determine cloud cover and cloud movement by analysing sky images of visible
light taken with a fish eye lens that has a large field of view. This type of data
acquisition would provide data with high spatial and temporal resolution, given
that a suitable image processing algorithm is able to correctly detect clouds form
the images. The goal of this thesis was to study various methods of image seg-
mentation and to develop a functioning algorithm for cloud cover detection and
intra-hour forecasting.
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1.1 Data collection and instrumentation
The sky images analysed in this thesis were taken with two different cameras in
two different locations. The first camera is the SRF-02 All-Sky Camera manu-
factured by the Japanese company EKO Instruments and it is located in Boulder,
Colorado USA. The system is based on a Canon Power Shot A60 digital camera
that takes 24 bit color images with a maximum resolution of 1600 × 1200 pixels
and a 180° field of view. The camera captured an image pair every 2 minutes using
two different exposure times, namely 1
1000
s and 1
2000
s. An example of an image
pair is shown in Figure 1.1. The camera started collecting data on 24.03.2015.
The camera is set up on the roof of a building and pointed directly upwards with-
Figure 1.1: Data collected by the EKO camera
out tilt. The camera is oriented so that North is approximately at the top of the
image. Since the taken images had to be stored on a server, they were resized to
640× 480 pixels. This is the resolution that they were processed in. Still, the total
amount of available images was roughly 40 gigabytes on disk. The training set for
the neural networks was manually formed from 600 of these images that represent
different sky condition situations at different times of the day. The forming of the
training set is explained in greater detail in section 5.6. The images taken by this
camera were used to study a classification problem, namely labelling each pixel in
the image as either cloud, sky or sun. The imaging frequency of 2 minutes proved
to be too long for accurate motion estimation.
The other camera uses Omni Vision’s OV5647 5-mega-pixel image sensor and
a 132.9° field of view lens. This camera was set up to take images in Vantaa,
Finland. Its imaging frequency was 15 seconds and the images were used to study
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cloud motion detection. Example images taken by this camera are shown in Figure
1.2. This camera did not gather data continuously, but rather it was used when
interesting conditions were observed. Hence, the amount of data was smaller, but
this was acceptable, since the images were used to study motion detection and
not as a training set for a machine learning algorithm. The exposure time was not
varied in these images.
Figure 1.2: Data collected by the camera in Vantaa
Automatic sun locationing
An important part of the segmentation process was automatic locationing of the
sun in the images. In many implementations this is done by looking for parts
of maximum intensity in the image and trying to deduce whether the sun is in
the picture or not. However, this kind of intensity filtering is very sensitive to
the existing sky condition, as clouds sometimes scatter sunlight creating areas
with high intensity around the sun also. Naturally, in overcast conditions when
the sun is obscured these intensity based methods have no hope of finding the
sun. Because of these shortcomings of intensity searching, the sun location was
computed automatically by using camera location, date, camera time zone and
local time information. The position of the sun in the sky relative to an observer
on Earth is a function of two angles, namely the zenith and the azimuth angle. The
zenith angle is measured from directly overhead to the geometric centre of the
sun’s disc, whereas the azimuth angle is the horizontal angle of the sun measured
clockwise from North. Given the information mentioned above, these angles can
be computed using local solar time and the equations given in [13]. After the
angles have been computed, they must be related to pixel locations in the image.
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To do this, we must know the image dimensions, the field of view of the used lens
and the orientation of the camera at least approximately. The azimuth angle α
was the horizontal angle and it circles the image border counter clockwise from
North as East and West are flipped when the image is taken. The zenith angle φ
describes elevation and it is related to pixels in the following way. Since we know
the field of view of our lens, fov, and the amount of columns in our image, C,
we can calculate a quantity pz = Cfov , which represents how many pixels it takes
to cover a single degree of elevation. Then, setting the origin in the middle of
the image we can compute the pixel location (r, c) of the sun as r = pzφ sin(α)
and c = pzφ cos(α), taking proper care in the image quadrants with respect to
the periodicity of sine and cosine and the positive direction of rows and columns.
This sun locationing algorithm, as well as all other programming in this thesis,
was done using Matlab.
How do we manage it so well?
What is so taunting about the problem at hand is its ease to the human visual sys-
tem. We humans seem to have no problem in looking up at the sky and separating
clouds from sky, nearly regardless of the existing illumination and contrast condi-
tions. The approaches studied in this thesis were inspired by thinking about what
kind of information the human visual system needs to solve the problem. How
much of our capabilities are based on dynamical analysis of each individual scene
and how much is based on our prior knowledge and experience of what clouds
and sky can look like? These particular questions are not answered here, but they
serve as motivation in studying both adaptive thresholding methods and machine
learning techniques. Methods like edge detection and other segmentation tech-
niques were also studied, but it is not practical to include detailed information
about them, as their results were not as mature as the ones presented. The focus
in segmentation was in adaptive thresholding, since it is extensively applied in
the literature, and in multi-layered neural networks, since they proved to be quite
useful in this study.
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Chapter 2
Segmentation using thresholding
2.1 Digital images and color spaces
A camera used for the acquisition of color images contains a 2-dimensional sensor
array, in which each array cell is responsive to visible light. The response of each
cell is proportional to the amount of photons projected onto the sensors surface
by an optical lens from a radiating scene. This response is referred to as intensity.
This allows a digital image to be defined as 2-dimensional function f(x, y) = z
where the spatial variables x and y correspond to the coordinates of a sensor in the
sensor array and z is the intensity at that location, called a pixel [27]. The record-
ing of different colors, namely the three primary colors, in the scene is done by
covering each pixel with either a red, green or blue filter. The arrangement of
these color filters is called a color filter array. A widely used arrangement is the
Bayer filter, named after its inventor Bryce Bayer. The Bayer filter attempts to
mimic the color sensitivity of the human eye by including twice as many green
filters to red and blue filters [3]. Figure 2.1 shows the repeating pattern of the
filter arrangement. Now, each pixel detects only the intensity of a single color
and so there will be missing color information in terms of the other two colors.
The procedure of completing this missing information is called demosaicing and
can be done e.g. via interpolation. After the demosaicing process we have three
2-dimensional color arrays of green, red and blue light intensities as is illustrated
in Figure 2.2. These arrays are referred to as the red, green and blue color chan-
nels that together form a RGB digital color image. So, in a RGB image, each
11
Figure 2.1: The Bayer color filter array
Figure 2.2: The 3 channels in a RGB image
pixel location has three intensity values attached to it, one for red, one for green
and one for blue light. These channels can be viewed as the axis of a Cartesian
coordinate system and, when scaled to the interval [0, 1], form the unit cube in R3.
This Cartesian coordinate system of colors is called the RGB color space [27].
For example, the vector
[
1 0 0
]
corresponds to red and the vector
[
1 1 1
]
corresponds to white. Figure 2.3 depicts this color space. A RGB image can be
converted into a 2-dimensional intensity image, also called a grayscale image by
taking a weighted sum of theR, G andB components with the following weights:
I = 0.2989R + 0.5870G+ 0.1140B (2.1)
where I is the new intensity value of the pixel. The shades of gray in a normalized
grayscale image range between black, I = 0, and white, I = 1. The number of
shades is not limited to 50.
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Figure 2.3: The RGB color space
The RGB colorspace is not the only possible way to represent colors. Another
color space is the HSV, hue-saturation-value, color space. Where the RGB space
is a Cartesian coordinate system, the HSV space is cylindrical-coordinate repre-
sentation of points in the RGB space. Any point in the RGB space can be con-
verted to the HSV space. The transformation formulas are presented in [14]. In the
HSV space, hue is the angle around the central vertical axis and represents color.
Saturation is the distance from the axis and represents the difference between a
color and gray. The distance along the axis is value and it describes the brightness
of the color. The HSV space is depicted in Figure 2.4. Of the two spaces, color
Figure 2.4: The HSV color space
formation in the HSV space is more intuitive to a human being, since we often
do not describe colors as different amounts of the three primary colors as is done
in the RGB space. So, while the two spaces hold the same information, studying
image components in the HSV space can yield good ideas about useful character-
istics of an image or part of an image. In the next section, three different features
to separate cloud pixels from sky pixels are introduced. Two of them are derived
13
from the RGB color space and the third from the HSV space.
2.2 Fixed and adaptive thresholding
The problem of classifying the pixels of a sky image into cloud and sky pixels
can also be stated as a segmentation problem. This section discusses thresholding
as a solution technique. Thresholding has a central role in image segmentation
applications because of its computational speed, ease of implementation and in-
tuitive properties [27]. Thresholding means splitting the values of some image
parameter, like intensity for instance, into two or more groups using an appro-
priate amount of limit values. For example, a continuous intensity image f(x, y)
could be segmented into a binary image g(x, y) using a threshold T by
g(x) =
{
1 : f(x, y) > T
0 : f(x, y) ≤ T (2.2)
If a constant T is used over the entire image f(x, y), then the process is referred
to as global thresholding. If on the other hand, the value of T changes over the
image, the process is referred to as variable thresholding. It is also possible that
the value of T changes with respect to some property of a neighbourhood of the
pixel or w.r.t. the spatial coordinates (x, y) themselves. Then the terms local and
dynamic or adaptive thresholding are used in the literature to describe these cases
respectively [27]. In the literature about cloud detection the term adaptive thresh-
olding was often used to describe global thresholding, probably because when
applying global thresholding separately for multiple images, a new threshold is
chosen for every image.
If the feature being thresholded provides good contrast, i.e. enough differences in
values between classes, then the resulting feature histogram will have two dom-
inant modes in a two class setting. The success of thresholding is intuitively di-
rectly related to the width and depth of the area, often called valley, that separates
the two modes. If the dominant histogram modes are completely separated, then
a well chosen threshold will segment the image perfectly. If on the other hand the
modes have serious overlap, then it is rather clear that a single threshold value will
result in erroneous segmentation results. Things that prevent good feature value
contrast include mean values that are too close to each other, large intra-class vari-
ance and noise [27]. Examples of possible situations are illustrated in Figure 2.5.
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So, the backbone of any thresholding scheme is the selection of a feature value
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Figure 2.5: Histograms with good and bad feature contrast
that provides good contrast between the different classes present. This feature is
naturally application specific and selecting it requires expert knowledge on the
application field as well as exploratory data analysis and empirical testing. After
a good feature has been selected there is still the problem of choosing the actual
threshold value T . Two approaches that are often used will be discussed: fixed
and optimal global thresholding.
2.2.1 Global thresholding
In global thresholding one applies a single threshold to segment an entire image.
After selecting a good feature that produces good contrast, one also needs an al-
gorithm to select the global threshold automatically. Now, thresholding can be
viewed as statistical decision making problem where the objective is to minimize
the average error resulting from dividing pixels into two, or more, classes. It is
known that this problem has an elegant closed-form solution known as the Bayes
decision rule [27]. However, the parameters that need to be known, or estimated,
are the probability density function of feature values for each class and the class
probabilities. More precisely when the associated cost function C(y˜, y) for a clas-
sification result y˜ and the true class y is simply
C(y˜, y) = 1− δy˜,y (2.3)
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where δy˜,y is the Kronecker delta, then the minimal average error is achieved
by always assigning an input x into the class yk for which p(x/yk)P (yk) >
p(x/yj)P (yj), j 6= k. For this optimality to hold however, p(x/yk) and P (yk)
need to be known for all classes yk. In practice estimating these probability den-
sity functions and prior probabilities can be difficult, especially if we do not want
to assume Gaussianity of p(x/yk) and if we do not have reliable a priori informa-
tion to assign the class probabilities P (yk). In the case of sky images these quan-
tities would be hard to compute. A practical alternative is called Otsu’s method,
also known as optimum global thresholding.
Probabilistic approach
The treatment of image intensity valeus as random quantities allows us to compute
useful image statistics [27]. Let zi be the intensity values of an image, i = 1 . . . N ,
where N is the amount of pixels. The probability of an intensity level can be
approximated by
p(zi) =
n(zi)
N
(2.4)
where n(zi) is the number of times that intensity value zi occurs in the image [27].
Furthermore, the mean u and variance σ2 can now be estimated in the usual way
as
u =
N∑
i=1
zip(zi) (2.5)
and
σ2 =
N∑
i=1
(zi − u)2p(zi). (2.6)
Otsu’s method
The method is quite simple, using only the zeroth and the first-order cumulative
moments of a histogram. Otsu’s method takes as input a histogram of gray val-
ues and assumes that the histogram values represent two classes, foreground and
background. It then finds the optimal global threshold in the sense that it max-
imizes the between class variance. Let the total number of discrete gray values
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be L. The histogram is normalized by dividing the area of each bin by the total
area of the histogram and is regarded as a probability distribution. Let the number
of pixels at level i be denoted by ni and the probability of the level by pi = niN ,∑L
i=1 pi = 1, where N is the total amount of pixels. The histogram can now be
divided into two classes, C0 and C1 using a threshold k, so that levels [1 . . . k]
belong to C0 and levels [k+ 1 . . . L] to C1. Then the class probabilities and means
are given by
ω0 = Pr(C0) =
k∑
i=1
pi
ω1 = Pr(C1) = 1− ω0
µ0 =
k∑
i=1
iPr(i|C0) =
k∑
i=1
i
pi
ω0
µ1 =
L∑
i=k+1
iPr(i|C1) =
L∑
i=k+1
i
pi
ω1
(2.7)
The total mean graylevel of the image is
µT =
L∑
i=1
ipi (2.8)
and the following relation holds for every k
ω0µ0 + ω1µ1 = µT (2.9)
The next step is to maximize a discriminant criterion, with respect to k, that mea-
sures class separability [20], namely
η =
σ2B
σ2T
(2.10)
where σ2B and σ
2
T are the between class variance and total variance respectively,
defined as
σ2B = ω0(µ0 − µT )2 + ω1(µ1 − µT )2
= ω0ω1(µ1 − µ0)2
σ2T =
L∑
i=1
(i− µT )2pi
(2.11)
17
The quantity σ2T does not depend on the threshold k, so maximizing η is equivalent
to maximizing σ2B. In other words we seek the threshold k
∗ = arg max
k
σ2B(k).
Since the search space of possible threshold values is often small, an exhaustive
search will not take very long and will produce a global maximum. Of course,
if for some reason an exhaustive search is not possible, one can differentiate the
function σ2B(k) with respect to k and apply e.g. gradient methods to solve the
optimization problem. The found threshold k∗ is then used to divide the gray
scale image into two classes according to equation 2.2.
2.2.2 Fixed thresholding
Based on the above, we can conclude that the use of Otsu’s method makes sense if
the corresponding feature histogram is bimodal and there is sufficient separation
between the modes. If the feature histogram is uni modal, so only one class is
represented in the data, then the use of global thresholding will inevitably result in
false classification results. If we suspect that only one class is present, one option
is to apply fixed thresholding to decide which one. In a fixed thresholding scheme,
a good threshold value needs to be determined empirically from a versatile data
set. This data set is often called the training set in the literature. After forming
the training set, one must choose a feature value that characterises the differences
between the two classes. For example for intensity, one could choose a value that
sky pixels rarely surpass. The concept of rarely can not be defined exactly and
is training set and application specific. This empirically chosen value could then
be used to decide which class the uni modal feature histogram represents. Of
course, one could try and solve the entire problem using one fixed threshold, but
as is shown later, this would fail in the case of sky image segmentation due to the
large range of possible feature values and feature overlap. The image content of
sky images varies so much, that using only a fixed threshold scheme would be
doomed to fail.
2.3 Parameters derived from color spaces
Now that the two color spaces have been established and we have discussed seg-
mentation by thresholding, we can define parameters extracted from sky images
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that are relevant in cloud detection. Any cloud detection algorithm has two vital
aspects. One is the feature or features used to segment the m by n by 3 RGB
sky image, X , into cloud and sky pixels and the other is the applied segmentation
method or combination of methods. Many of the existing solutions apply segmen-
tation by fixed or dynamical thresholding on such a feature [14]. One frequently
used features is the red to blue light ratio or RB ratio.
2.3.1 The red/blue ratio
Definition 1 Let rx,y and bx,y be the red and blue light intensities of the pixel
X(x, y) of the m by n by 3 true color image X . Then, the red to blue light ratio
cRB is defined as:
cRB =
rx,y
bx,y
(2.12)
The motivation behind the use of this ratio is based on how light scatters when
it passes through areas of clouds and clear sky. Clouds cause the penetrating
wavelengths of light to scatter more evenly and hence they appear white [5]. This
is equivalent to the R, G and B components of X being approximately the same
i.e. R ≈ G ≈ B. Because the values of measured red and blue light are similar
in this case, the red to blue ratio is expected to be cRB ≈ 1 for cloudy pixels. On
the other hand, increased molecular scattering, specifically Rayleigh scattering,
of shorter wavelengths in the atmosphere causes clear sky to appear blue and the
measured blue light value to be greater than the measured red light value [5].
Because of this, the ratio is expected to be smaller. I.e. for clear sky pixels it is
expected that cRB < 1.
After computing this ratio for every pixel in the image, the image is segmented
with a threshold T ∈ R+ so that a pixel p is classified as clear sky if its corre-
sponding ratio pcRB < T and as cloudy if pcRB ≥ T . The threshold T can be
found empirically or dynamically.
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2.3.2 The NBR ratio
Another feature value that is used to detect clouds in the literature [14], [12] is
called the normalized blue-to-red ratio or NBR ratio.
Definition 2 Let B and R be the blue and red component intensities of a pixel.
Then, the normalized blue-to-red ratio cNBR for that pixel is defined as:
cNBR =
B −R
B +R
(2.13)
This feature is based on the same observations of atmospheric physics as the RB
ratio, but it can result in negative values. The feature can be interpreted to measure
the amount of signal in the two channels as well as which channel dominates.
This can easily be seen by rewriting the feature as cNBR = BB+R − RB+R . The
two components on the right hand side of the equation are the percentages of blue
and red channel signals respectively. The sign of their subtraction reveals which
channel is dominant. cNBR > 0 corresponds to a larger amount of blue signal and
cNBR < 0 corresponds to a larger amount of the red signal. The case cRB = 1
corresponds to case cNBR = 0 and cRB << 1 to cNBR ≈ 1.
2.3.3 The NSV ratio
The third classification feature is called the Normalized Saturation-Value ratio and
it is derived from the HSV color space.
Definition 3 Let S ≥ 0 and V ≥ 0 be the saturation and value components of a
pixel and let λ = S
V
. Then, the Normalized Saturation-Value ratio cNSV for that
pixel is defined as:
cNSV =
1− λ
1 + λ
(2.14)
As discussed earlier, atmospheric physics cause clouds to appear white and clear
sky to appear blue. In terms of saturation, clear sky is highly saturated and clouds
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have low saturation. On the other hand, the value component of cloud pixels is
often larger than that of sky pixels. Because of this, the division S
V
enhances
the differences of cloud and sky pixels. The normalization step 1−λ
1+λ
is there to
deal with outliers and to give a compact representation for the S
V
values [14]. This
compact representation is in fact a non-linear compression as can be seen in Figure
2.6. The need for this outlier handling is discussed in the following section.
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Figure 2.6: Non-linear compression of the SV values
2.4 Difficulties in class separation
Although using thresholding to solve the segmentation problem is very attractive
because of its ease of implementation and intuitive nature, it turns out that in the
case of segmenting sky images it has many limitations.
2.4.1 RB ratio
A feature was said to separate two classes well, if there is no overlap of feature val-
ues between the two classes. Unfortunately, brightness, contrast and even colors
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vary a lot in sky images due to time of the day, season and altering weather con-
ditions. Also, the RB ratio is not uniform across images during clear conditions
because of airmass and aerosol effects [5]. Sunlight scattering by aerosols shows
a weaker wavelength dependence than scattering by molecules which causes the
scattered light to appear white [5]. This effect can be seen in clear conditions as
white areas around the circumsolar region and near the horizon. Note this effect in
the top left corner of the image in Figure 2.7. These areas together with the sun are
prone to be misclassified as clouds. These factors pose a difficult problem for any
cloud detection scheme as they introduce overlap and high intra-class variance in
feature values. Also, dark clouds can have a ratio that is smaller than that of clear
sky pixels, again resulting in wrong classification results. Detecting dark clouds
is even referred to as being pathologically difficult for any cloud detection scheme
in the literature [14], [5]. Below are examples of conditions where separability is
good and some examples of cases where one or all of the features has difficulties
in separating clouds from clear sky.
First an example of a very nice case that gives high hopes for the performance of
the RB ratio first introduced in definition 1. Three pictures are presented in each
case, the original RGB image of the sky, the feature image where the selected
feature has been computed for every pixel in the high lighted areas and finally
the distribution of feature values for both classes superimposed to detect possible
overlap. Examples using the RB ratio are presented. Figure 2.8 high lights
Figure 2.7: A sky image taken in Vantaa Figure 2.8: The boxed areas where studied
that the chosen areas represent sky and cloud pixels in easy conditions, so in
the middle of the day, in clear weather, with good brightness and color contrast
and far from the circumsolar region. As can be seen from Figure 2.9, the RB
ratio provides a very clear separation between clouds and sky in these conditions.
An adaptive thresholding scheme would perform well and if all data would be
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Figure 2.9: The RB ratio values by class
similar, a fixed threshold would be easy to determine and would also work really
well. However, there is a catch. We need only to move closer to the circumsolar
region to see overlap in the RB values. The next two Figures illustrate this. The
Figure 2.10: An example of areas with overlapping RB values
distribution of RB values inside the boxes shown in image 2.10 is shown below.
The overlap in Figure 2.11 might not seem to be severe, but it was achieved by
altering only one of the factors that amounted to a nice situation. Namely, the
clear sky area was taken to be closer to the circumsolar area. In addition to the
circumsolar area, thin clouds are difficult to detect using the RB ratio as they
do not scatter light as evenly as thicker clouds. An especially tricky situation
arises, when the sun is not completely obscured, so there is sunlight diffusion, and
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Figure 2.11: Overlapping RB distributions
there are thin clouds somewhere in the image. This situation and the resulting RB
distributions are illustrated in the third example image pair. So, it is possible that
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Figure 2.12: An example of areas with badly overlapping RB values
thin clouds overlap with sky pixels in the RB representation. Similar issues are
present when using the NBR ratio, but they will not be discussed in detail to avoid
repetition. Instead, let’s discuss the difficulties related to applying the NSV ratio
in the classification task.
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2.4.2 NSV ratio
One source of difficulty for the NSV ratio is its strong dependence on the value
component V , or brightness of the image. This causes the S/V values of sky
pixels, which are usually around 2, to sometimes rise as high as 15 in dark images
[14]. These kinds of outliers are removed by the normalization step. In a situation
where there are scattered clouds, so both sky and cloud patches are present, the
value component of clouds is often higher than of sky due to increased light in
the scene [14]. In these situations the NSV ratio provides good separation of
classes. This corresponds to a bimodal feature histogram as is the case in Figure
2.9 for the RB ratio. However, when only one class is present in the scene, so the
sky is totally clear or overcast, the feature histogram is uni modal and adaptive
thresholding would not make any sense. Instead, fixed thresholding should be
used, but there is considerable overlap in NSV ratio values. This is because the
imaged scene is darker in overcast situations and the resulting value component
is in the same range with sky value components. On the other hand the image
appears very bright in clear sky situations, bringing the value component of sky
areas close to that of clouds. Because of this, the NSV ratio is unsuitable for fixed
thresholding in the uni modal case. In other words, it is unreliable in reporting
overcast and clear sky situations [14]. If adaptive thresholding is forced in a uni
modal feature case, then it is clear that major classification mistakes will follow.
To summarise; because of its contrast enhancing nature, the NSV ratio is effective
in detecting clouds when the feature histogram is bimodal. On the other hand, it
is not suited for detection in uni modal cases. It also has difficulties in detecting
dark clouds in a bimodal case due to the low value component of dark clouds
overlapping with sky value components.
2.4.3 Final notes
All three of the discussed features perform badly during very close to sunrise
and sunset. During these times the imaged scene lacks color contrast and cloud
detection by thresholding is very difficult. However, as the application in question
is solar power, these times of day are not that interesting. Finding a solution to
these special cases was ruled out of the scope of this thesis. Performance-wise the
critical time is when the sun is high enough to provide energy for the solar panels
of a power plant. As a curiosity Figure 2.13 shows an image taken close to sunset.
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Figure 2.13: An image taken close to sunset
Observe how blue the general appearance of the image is.
In paper [14], that introduces the NSV ratio it is stated that e.g. RB or NRB
ratio could be used together with the NSV ratio for increased performance. The
NSV would be applied with adaptive thresholding in the bimodal cases and fixed
thresholding using RB or NRB in the uni modal cases. Of course, for this to be
successful one would need to effectively know when to switch between features.
This suggestion was not explored, but it did give birth to an idea of trying to
apply multiple parameters in order to do robust cloud detection in varying color
and brightness conditions. The question then obviously was: how to perform this
type of parameter fusion in a good way? The solution proposed in this thesis is to
apply neural network classification. See chapter 5 for details on neural networks
and chapter 7 for the results.
The use of neural networks for cloud detection has been studied in the past, for
example in [25]. The training set they used was quite small however; 5423 pixels
extracted from 15 images. It is stated in the paper that these 15 images contain all
different types of clouds, but it still seems like a very small training set. They also
only used three input parameters to describe the pixels, namely the red, green and
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blue bands. Still, the results presented in [25] were so promising, that neural nets
were chosen as a key method for this thesis. In this work, the training and test sets
were much bigger and a larger number of parameters was used to describe each
pixel.
2.5 Existing solutions to the above problems
Some methods introduced in the literature for solving the mentioned problems in-
clude brightness normalization as a preprocessing step, blocking the sun to avoid
saturation of pixels and defining additional parameters to help to distinguish dif-
ficult cases when different thresholds need to be used. Jayadevan et al. propose
an intensity correction method involving a clear sky library to work around the
changing brightness conditions [14]. Their clear sky library is a set of images
taken of a clear sky as a function of day and sun angle. Any image to be classified
is first assigned a clear sky library reference image that was taken approximately
at the same time at the closest possible date. Their idea is to infer the degree
of intensity normalization required at each pixel position by using the clear sky
image as a reference. The process has several steps and will not be summarised
here. The interested reader is directed to [14]. What will be stated about this ap-
proach however, is that it is only suitable for research purposes. As a solution for
a commercial product it would be very impractical for a customer to gather such
an image library of clear sky situations before actual measurements and decision
making could take place.
To deal with the sun, Jayadevan et al. propose the following mechanical solution.
Their imaging set-up features a sun tracking camera and a circular rubber disc
of approximate diameter 1 cm glued on a glass pane covering the camera. The
purpose of the disc is to serve as an occluder, blocking direct sunlight from hitting
the camera lens. Figure 2.14 shows images captured with such a set-up with their
classification results after applying adaptive thresholding using the NSV feature
on intensity corrected images. Note the area blocked by the rubber disc. While
this solution does eliminate much of direct sunlight from over exposing pixels and
in this way improves the classification results, the area behind the occluder is now
completely unknown. Reporting any results in this area would naturally require
interpolation, but this can be unreliable [5]. Another drawback of this set-up is
the sun tracking camera, that again is suitable for research purposes but not for a
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Figure 2.14: Images taken using a rubber occluder
commercial product because of increased maintenance costs and an increased risk
of mechanical and electronics failures of the moving parts. A stationary camera
system without an occluder would need to deal with the sun and its effects on
the algorithm side. Such a method, in fact a novel method, was developed as a
part of this thesis work, but will not be described here, since it is currently being
processed as a company invention disclosure.
The problem behind pixels being over-exposed from direct sunlight is that the
dynamic range of the imaging system is not broad enough to capture all the lu-
minance in the scene. One paper [26] suggests using high dynamic range (HDR)
imaging to increase the dynamical range of the imaging system. In HDR imag-
ing, one takes multiple shots in quick succession of the same scene using different
exposure times, tk, k = 1 . . . N , to produce a series of images Xk, where N is
the number of shots. The idea is that pixels that saturate in images with a longer
exposure time will not be saturated in some of the images with a shorter exposure
time. The series of images will then be superimposed to result in a single picture
with a higher dynamic range than any of the original pictures in the seriesXk. The
merging of the images is described in [26] and [8], but will not be summarized
here as HDR imaging did not end up being a part of the algorithm. The software
in the EKO camera prevented the use of rapid imaging needed for the technique.
Because of the longer time between different exposure times, the scene being im-
aged did not remain static and the resulting HDR composition was too blurred to
be useful. The attempt was not futile, however, as it gave birth to the idea of using
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double exposure in the training of neural networks. The result is not exactly HDR
imaging, but the attempt to use information from an increased dynamic range is
similar.
Kleissl et al. [5] also use an imaging system featuring a sun occluder when taking
their images. Their device is the total sky imager, or TSI 440A, a commercial
product developed by Yankee Environmental Systems. The system consists of a
spherical mirror and a downward pointing camera. Figure 2.15 shows a picture of
the device. In the images taken by this device, there are two unknown areas. There
Figure 2.15: Total Sky Imager
is a shadow band that serves as a sun occluder and the camera arm that covers a
part of the image. The results for these areas can be expected to be unreliable
since they need to interpolated [5]. Kleissl et al. also use a clear sky library, so
they need a clear sky background image for each image to be classified. They
perform the classification using the RB ratio and assign a pixel the label cloudy,
if the RB ratio of that pixel in the current image is larger than in the background
image by more than a threshold. By doing this, they try to compensate for the
forward scattering of light by aerosols. The use of the library makes classification
more accurate but alone it is not enough to deal with another tricky situation. As
Kleissl points out, thick opaque clouds appear dark in the circumsolar region and
have a RB ratio value below sky pixels. To deal with this case, Kleissl proposes
to use an additional parameter, the sun shine parameter to increase accuracy in
the circumsolar area. The value of the sun shine parameter, SP, is proportional to
the amount of sunlight in the circumsolar area as it is computed as the average
RB ratio of pixels on the shadow band around the sun area [5]. A pixel for which
SP > RB is then labeled as cloudy even if the clear sky library comparison would
suggest otherwise. In the solution developed in this thesis a different method from
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the SP was proposed to help increase the accuracy in the circumsolar area. The
motivation was to get rid of mechanical occluders and interpolation and instead
measure the circumsolar region directly.
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Chapter 3
Spatial filtering
In two parts in this thesis, first in edge detection as a part of the novel sun al-
gorithm and then later in movement detection there was a need to compute the
gradient of a gray scale image . For a grayscale image f(x, y), its gradient is
defined in the usual way as
∇f(x, y) =
[
∂f(x,y)
∂x
∂f(x,y)
∂y
]
(3.1)
A convenient way to compute the partial derivatives of f(x, y) is to use spatial
filtering. The term spatial implies that any filtering operations done are performed
directly on the pixels of the image.
The process of spatial filtering is denoted by the expression
g(x, y) = T(f(x, y)) (3.2)
where T is an operator defined on f over some neighbourhood centred on the pixel
(x, y). The size of the neighbourhood together with the operator define the filter
[27]. The filtered image g(x, y) is attained by applying the operator T on every
pixel in f . For example, the neighbourhood could be a 3×3 square box centred on
f at pixel (x, y) and the operation could be defined as taking a weighted average
of the values of f inside this box
T(f(x, y)) =
9∑
k=1
wkpk (3.3)
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where wk are weights that sum to unity and pk is the kth pixel inside the box.
Applying this operator on every pixel in f would result in a smoothed or blurred
image g(x, y). When processing a pixel that is on the border of f , a part of the
neighbourhood can reside outside the image. One way to deal with this is so
called zero padding where the value 0 is given to any locations outside the image.
Another way is to establish periodic boundary conditions. In general the size of
the neighbourhood and the type of operation performed determine the effect of
the spatial filtering process. When the operation T is linear the process is called
linear spatial filtering. Non-linear operators result in non-linear filtering. To be
precise
Definition 4 A operator T is called linear if T (ax+ by) = aTx+ bTy, where x
and y are variables and a and b are constants.
Using filters of odd dimensions simplify indexing and are more intuitive, since the
current pixel location (x, y) can be associated with the center of the filter. So, it is
convenient to handle filters of size 2m+ 1 × 2n,+1, where m and n are positive
integers. Also letting the indices of the filter to run from −m. . .m and from
−n . . . n place the center of the filter at location (0, 0). With these conventions,
linear spatial filtering of an image f(x, y) with a filter w(s, t) in general is given
by the expression
g(x, y) =
m∑
s=−m
n∑
t=−n
w(s, t)f(x+ s, y + t) (3.4)
where x and y are varied to cover every pixel in f [27]. The above expression is
very similar to the 2-dimensional discrete convolution of w and f that is usually
denoted with an asterisk and defined as,
w(x, y) ∗ f(x, y) =
m∑
s=−m
n∑
t=−n
w(s, t)f(x− s, y − t). (3.5)
The difference between convolution and spatial filtering is that in convolution one
of the functions is flipped before shifting and as convolution is commutative, as is
shown in section 3.2, we can flip either one. The result however is not the same
as by equation 3.4. To do spatial filtering with convolution we need to flip one
of our functions and then convolve. Conceptually flipping the filter is somehow
more intuitive, so the choice was made to perform the flip on the filter. Of course,
32
if our filter is symmetric then there is no need to flip. To be precise, flipping a
2-dimensional filter consists of a flip in both spatial directions. The first spatial
direction here is the horizontal or column direction and the second spatial direction
is the vertical or row direction. Formally, when flipping a filter w ∈ RN×M in the
first spatial direction, each element (i, j) is mapped to a new location: (i, j) 7→
(i,M+1−j). Similarly, when flipping the filter w in the second spatial direction,
each element (i, j) is mapped to a new location: (i, j) 7→ (N + 1 − i, j). So, the
total effect of flipping the filter w is that each element (i, j) is mapped to a new
location: (i, j) 7→ (N + 1− i,M + 1− j).
Definition 5 A filter K is said to be symmetric, if
K = R(K) (3.6)
where the operator R flips K in both spatial directions.
As before, equation 3.5 needs to be evaluated for all displacement variables x
and y so that the center of the filter w visits every pixel in f . The motivation to
do spatial filtering with convolution is that it can be done in a computationally
effective way, taking advantage of the convolution theorem, see section 3.2.
3.1 Image gradient
For the gradient of a image f(x, y) we need its partial derivatives in the x and
y directions in every pixel location. These can be approximated by the central
difference quotients
∂f(x, y)
∂x
=
f(x+ 1
2
h, y)− f(x− 1
2
h, y)
h
∂f(x, y)
∂y
=
f(x, y + 1
2
h)− f(x, y − 1
2
h)
h
(3.7)
when the step size h is small. Since we are dealing with digital images, our spatial
distances are measured in pixels and the smallest step size we can pick is one
pixel, which in the case of the central difference results in the choice h = 2. The
quotients in 3.7 are then proportional to the central differences so to evaluate the
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magnitude of change we can drop the division by h and focus on the difference
part. To compute these quantities at every pixel location, we could attain them by
spatially filtering f with the filters
[−1 0 1] to get the partial derivative in the x
direction and
−10
1
 to get the partial derivative in the y direction. However, the
so called Sobel filters, which are larger 3 × 3 filters, do more than this. The pre
flipped Sobel filters are defined as
Kx =
−1 0 1−2 0 2
−1 0 1

Ky =
−1 −2 −10 0 0
1 2 1
 (3.8)
where Kx and Ky are used to approximate the gradient in the x and y directions
respectively [23]. The Sobel filters are larger and so they take into account not
only the central difference at the current pixel, but also at the neighbouring pixels.
The Sobel filters have another nice feature, namely they are separable.
Definition 6 A filterK is called separable if it can be expressed using the product
of two more simple filters, k1 and k2 as
K = k1k2 (3.9)
Both of the Sobel filters can be expressed using two smaller filters, s =
[
1 2 1
]
and d =
[−1 0 1], with matrix multiplication or convolution as
Kx = s
Td = R(sT ∗ d)
Ky = d
Ts = R(dT ∗ s) (3.10)
where the operator R performs a flip in both spatial directions. The filter d is the
regular finite central difference operator and the purpose of the filter s is to incor-
porate smoothing into the process in the direction perpendicular to the derivative
part. The effect of s is that at each pixel location, it assigns a double weight on
the current pixel w.r.t. to its neighbouring pixels. The result of this is proportional
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to a weighted average of the pixels. This results in noise reduction and improves
the accuracy of the gradient approximation [27].
As was mentioned in section 3, to do spatial filtering using convolution, our fil-
ter needs to be pre flipped. So, if we construct the filters according to equation
3.10 our filters are ready to be convolved with the image f to attain the gradient
approximations. So, we can compute the gradient approximations in both spatial
directions by
Gx = f ∗Kx = f ∗ (sT ∗ d) = (f ∗ sT ) ∗ d
Gy = f ∗Ky = f ∗ (dT ∗ s) = (f ∗ dT ) ∗ s
(3.11)
where Gx and Gy are the x and y direction gradient approximations respectively
and we use the properties of convolution introduced in section 3.2.
3.2 Convolution properties
Suppose that f,g and h are 2pi-periodic continuous functions. Then:
(i) f ∗ g = g ∗ f (3.12)
(ii) (f ∗ g) ∗ h = f ∗ (g ∗ h) (3.13)
(iii) f̂ ∗ g(n) = fˆ(n)gˆ(n) (3.14)
Proof 1 Claim: ∫ pi
−pi
F (y)dy =
∫ pi
−pi
F (x− y)dy
for any x ∈ R.
To establish this, lets first make a change of variables and then a translation. Let
u = φ(y) = −y. Then du
dy
= −1 ⇐⇒ du = −dy. So,∫ y=pi
y=−pi
F (y)dy = −
∫ u=−pi
u=pi
F (u)du
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. Fix x ∈ R. Then let’s make the translation y 7→ y − x. This means that
u 7→ x− y. Now we have that∫ y=pi
y=−pi
F (y)dy = −
∫ u=−pi
u=pi
F (u)du = −
∫ y=x+pi
y=x−pi
F (x− y)− dy
=
∫ y=pi
y=−pi
F (x− y)dy
The last equality holds, since F is assumed to be 2pi periodic.
Finally by choosing F (y) = f(y)g(x− y) we have proven (i).
Proof 2 Let f, g and h be measurable real functions and suppose that the convo-
lutions (f ∗ g) ∗ h and f ∗ (g ∗ h) exist. Claim: (f ∗ g) ∗ h = f ∗ (g ∗ h).
By definition
((f ∗ g) ∗ h)(u) =
∫
R
(f ∗ g)(x)h(u− x)dx
=
∫
R
∫
R
f(y)g(x− y)h(u− x)dydx,
which by Fubini’s theorem and translation invariance is equal to∫
R
f(y)
[∫
R
g((x+ y)− y)h(u− (x+ y))dx
]
dy
=
∫
R
f(y)(g ∗ h)(u− y)dy
= (f ∗ (g ∗ h))(u)
which completes the proof for (ii).
Part (iii) implies, that the convolution of functions f and g can be computed using
the Fourier transform, since
(f ∗ g)(n) = F−1(fˆ(n)gˆ(n)) (3.15)
where F−1 denotes the inverse Fourier transform, fˆ denotes the Fourier transform
of f and the multiplication fˆ(n)gˆ(n) is performed point wise. This formulation
allows fast convolution computations using the fast Fourier transform (FFT). The
proof of this result known as the convolution theorem is given in [22].
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Chapter 4
Problem partitioning
Because of the various aspects that made the cloud classification task difficult for
any single encountered threshold or method, a divide-and-conquer based approach
was tried in order to better solve the problem. The problem of segmentation was
broken down into three separate parts and the solutions to these sub-problems
were combined to yield the final solution. Since a single neural net was found
to perform well outside the circumsolar region, where brightness is quite similar,
but not inside the region at the same time, another neural network was optimized
to perform classifications inside the circumsolar area, where the brightness can
be significantly different. So, the first net was designed to decide outside the
circumsolar area whether its input represents clouds or sky and trained on the
sky images taken with an exposure time of 1
1000
seconds, which corresponds to a
well lit image. The second neural net was trained to classify the pixels inside the
circumsolar region into three classes, namely sky, cloud and sun pixels. The third
class for sun pixels was added in an attempt to better distinguish cloud and sun
pixels. To increase contrast in this area of the image and to reduce the amount of
over exposed pixels, the second net was trained on darker images taken with an
exposure time of 1
2000
seconds. Figure 4.1 shows two images taken of the same
scene but using the two different exposure times and highlights the operation areas
of the two networks. The first net operated outside the red area, and the second
net operated inside it. The circumsolar region was defined as a rectangular area
of fixed size centred on the sun, whose location was found automatically. Both
nets performed classification on their respective regions and their results were
combined to yield a total cloud coverage.
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Figure 4.1: Operational areas of the networks
The third sub problem is not related to cloud coverage but rather the state of the
sun. Prior art solutions merely interpolated cloud coverage in the circumsolar
region, but in this thesis the sun area was studied directly by neural network clas-
sification and sun edge shape analysis without sun occluders. The neural network
part gives the cloud coverage in the area and the edge shape analysis provides ad-
ditional information, assigning the sun one of three states. The three possible sun
states are: clear, partly covered and overcast. The use of this sun state is to expand
the cloud coverage result by reporting if the detected clouds reside in front of the
sun or not; an important addition in terms of solar power forecasting.
A novel way to deal with the sun
The method used to assign the sun its state is a novel one. However, since it was
filed recently as a corporate invention disclosure and as the process is ongoing it
will not be discussed here in detail.
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Chapter 5
Neural Networks
Artificial neural networks are a computational model that arise from a biological
paradigm. Put simply, biological neurons in the brain receive and transmit elec-
trical signals. A biological neuron has several input channels called dendrites and
one output channel called an axon. The direction of information passing is con-
trolled by synapses and cause the signals to flow from one neuron to the other
in a well-defined way. Neurons process signals by integrating the input arriving
through the dendrites and if this incoming signal exceeds the neuron’s activation
level, the neuron is said to fire, sending a pulse along its axon. In the human
brain, billions of these neurons form very complicated connections that, among
other things, amount to the complex functions of our brain; including learning. A
fundamental property of the biological neurons is their ability to change their ac-
tivation level when forming these neural paths. The functioning of single neurons
is quite well understood, but how these neural paths give rise to the capabilities
of our brain is not. However, this biological setting gives rise to the following
computational model that, despite its gross simplifications, has seen great success
in solving practical problems. A very nice treating of this biological paradigm in
greater detail can be found in [21].
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5.1 Linear discriminants
To gain a better understanding of the computation performed by a neural network,
let’s discuss linear discriminants. A linear discriminant function g(x), x ∈ Rn, to
decide a two class classification problem is linear in the components of the input
vector x and defined using vector notation as g(x) = wTx + w0. The first class
c1 is decided if g(x) > 0 and the second class c2 is decided if g(x) < 0 [24].
Given the weights w ∈ R and the bias weight w0 ∈ R the decision rule defines a
hyperplane g(x) = 0, called the decision boundary, in the x-space that splits the
space in half. For example, let x = (x1, x2) ∈ R2 and also w = [1 − 2], w0 = 2.
Then the decision rule yields the decision boundary g(x) = 0 ⇐⇒ x2 = 12x1+1.
Points above this hyperplane are classified as c1 and points below it are classified
as c2.
The multi-class problem
When there are more than two classes to decide, say C different classes, the de-
cision rule is implemented using C discriminant functions gi(x) = wTi x + wi,0,
i = 1 . . . C. The decision rule is then: decide class ci, if gi(x) > gj(x) for all
j 6= i [24]. After fixing the weights wi of all the discriminant functions, this
decision rule divides the x-space into C regions. Inside each region Ri, the dis-
criminant function gi(x) gives a larger value than the others. Of course, the point
will later be that the weights are not given but rather learned from data, called
training examples.
Generalized linear discriminant
Now then, a generalized linear discriminant function in the multi-class case can
be written as gi(x) =
∑n˜
k=1 aiyk(x), where the functions yk(x) are possibly non-
linear functions of x ∈ Rn. The functions gi(x) are not linear w.r.t. x, but they
are linear in terms of the functions yk. As a result, the multi-class decision rule
will define decision regions in the n˜-dimensional y-space that can correspond to
complex regions in the original x-space, with appropriate selection of the non-
linearities yk and the linear decision weights ai [24]. The key idea in the use of
neural networks is to learn both, the needed non-linearities and the linear decision
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weights automatically from data. The generalized discriminant function can also
be expressed as gi(x) = aTi y, by collecting the weights and the functions into
vectors.
The artificial neuron
Figure 5.1 shows an artificial neuron. Input to the artificial neuron is an n-
Figure 5.1: A general artificial neuron
dimensional real vector x =
[
x1 x2 . . . xn
]
. The free parameters, wi ∈ R,
i = 1 . . . n, that control the strength of each input are called weights. The net
input, η, to the neuron is the result of integrating the individual input components
and defined as η =
∑n
i=1 xiwi. The function f(η) that produces the output of the
neuron is called an activation function or a primitive function [21]. In the bio-
logical setting, f would correspond to a step function, but at least in principle the
choice of activation function can be arbitrary. Note, that by choosing f(η) = η
the artificial neuron implements a linear discriminant function that passes through
the origin. Later we will add something called a bias weight that will correspond
to w0 in the definition of the linear discriminant function. Including a bias term
will increase the model complexity, or flexibility of the neuron as the decision
boundary is not forced to pass through the origin.
A network of artificial neurons
A single artificial neuron implemented a real valued function from Rn to R. By
combining single neurons into a network, we can implement more complex func-
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tions. Figure 5.2 shows how to combine single neurons to form a network. Each
Figure 5.2: A feed-forward neural network
individual neuron functions as described in Figure 5.1. The type of a neural net-
work is characterized by its topology [10].
Definition 7 A networks topology consists of a framework, interconnection struc-
ture, activation functions and weights.
topology =

framework
connectivity
activations
weights
framework =
{
number of layers, L
neurons per layer, Nl
where connectivity defines which neurons are connected to each other, activation
functions define the computation that happens inside each neuron and weights
define the strength or importance of each connection.
The network in Figure 5.2 is a three layer fully connected feed-forward network
and it was the topology used in this thesis. It has an input layer that receives the
input vector x ∈ Rn, a so called hidden layer that performs a mapping of the
input values and an output layer, whose neurons operate on the transformed input
values. The middle layer is called hidden, because it only interacts with other
layers of the network and not the outside world. The term feed-forward states
that signals flow only in one direction, from a layer l − 1 to a layer l and fully
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connected states that every neuron in layer l − 1 is connected to every neuron of
layer l. The choice of activation functions depends on the type of problem being
solved and is discussed later together with how to determine the weights of the
network. In practice, so called bias neurons are added to the network to bring
more functional complexity. A bias neuron is a unit that emits a constant signal.
The contribution of this constant is governed by the bias weight that connects the
bias to the neurons in the next layer. Since the bias weight determines the actual
signal coming from the bias neuron, its constant output can be chosen to equal 1.
Figure 5.3 shows the same net as above, but with the added bias neurons.
Figure 5.3: Network with added bias units
A network is not restricted to three layers, the above construction can be continued
to produce deeper nets. It is also possible to define connections to the current
and previous layers, as is done in recurrent neural networks [24]. In principle,
every neuron could have an activation function of its own. However, in terms of
conceptual understanding and derivation of the neurons’ learning rules it is better
to assign the same function for all the neurons in a common layer.
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Expressive power of neural nets
The functions that a network is able to implement are defined by the networks
topology. The weights of the network are free parameters and it is they that offer
great flexibility in function implementation. Changing the weights of an otherwise
fixed topology results in a different implemented function [24]. But what is the
expressive power of neural networks and the class of functions they can represent?
A very nice result, called the universal approximation theorem, states that a feed-
forward neural network with a single hidden layer can uniformly approximate
any continuous function of n real variables with support in the unit hypercube
given sufficiently many hidden neurons with arbitrary continuous sigmoidal non-
linearities. Particularly for classification this means that arbitrary decision regions
can be arbitrarily well approximated using feed-forward network with three layers
and continuous sigmoidal non-linearities. A proof of this result can be found in
[6]. For clarity, the theorem will be expressed in the form where the approximated
function f is real valued, so f : Rn 7→ R.
Theorem 1 Let ψ(η) : R 7→ R be an arbitrary continuous sigmoidal function,
wj ∈ Rn, vj , bj ∈ R and N an integer. Let In denote the n-dimensional unit cube
[0, 1]n and C(I) the space of continuous functions on In. Then finite sums of the
form
G(x) =
N∑
j=1
vjψ(w
T
j x+ bj) (5.1)
are dense in C(I). In other words, given any f ∈ C(I) and  > 0, there is a sum
G(x) of the above form for which
|G(x)− f(x)| <  (5.2)
for all x ∈ In.
The proof is given in [6]. Because of their strong expressive power, it is a good
idea to begin solving a given classification problem with a three layer neural net-
work with sigmoidal non-linearities in the hidden layer.
Now, it has been established that neural networks are capable of expressing a
wide range of functions, but the key idea behind using them is to learn a specific
function F from data by adjusting the weights. To be able to do this, we must
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have some known (input, output) pairs of the function F and our goal is to adjust
the weights in an optimal way, with respect to an error criteria, to capture the
relationship between the known inputs and outputs but also to generalize well
for new, unseen pairs. The procedure of adjusting the weights is known as the
learning algorithm. In the section 5.3 a learning algorithm known as the back-
propagation algorithm will be introduced. It is a gradient descent based method.
After the learning process, if all goes well, the network has adjusted to implement
the underlying relationship between the (input, output) pairs, namely the function
F .
5.2 Network to solve a classification problem
When applying a three layer network to solve a classification problem, the inputs x
are feature vectors and the signals emitted by the output layer are the discriminant
functions used to make the classification. The hidden layer is responsible for
the non-linear mapping of the input [24]. The (input, output) pairs are (x, c),
where x ∈ Rn is the feature vector and c ∈ C, C = (c1 . . . ck), is a discrete
variable that specifies the class that x belongs to. The dimensions of x and C fix
partly the framework of the net. The number of input units will be n, according
to the dimension of x and the number of output units will equal the number of
different classes, so the dimension of C. The number of hidden layers as well as
the number of neurons in those hidden layers is not directly determined by the
problem setting. However, the more complex the underlying function is the more
hidden units are needed to approximate it well [24]. There is really no way of
automatically computing the optimal amount of hidden neurons. Rather it is a
matter of heuristic model selection and empirical experiments that will help guide
the amount needed. Yet, at least one rule of thumb is presented in [24]. Duda
suggests using a total ofN/10 weights forN training examples. Since the amount
of input and output neurons, I and O are fixed by the problem dimensions and the
total number of weights is IH +HO, where H is the amount of hidden neurons,
it follows that
H =
N
10(I +O)
(5.3)
This can be used as an initial guess and be decreased or increased if the problem
being solved requires it.
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Net computation
In the case of a three layer net with nH hidden neurons in the hidden layer, the
signal emitted by the kth output unit for input x, so the discriminant function dk(x)
becomes
dk(x) ≡ zk = h
(
nH∑
j=1
wk,jg
(
n∑
i=1
wj,ixi + wj,0
)
+ wk,0
)
(5.4)
where wj,0 and wk,0 are the contributions of the bias units. We get equation 5.4
by choosing the input unit activation function to be the linear function f(a) = a.
The input activation function could be used for example to pre-process the input
values, but as is discussed later, this is more convenient to do before any compu-
tations take place. So, from now on the input activation function is fixed to be
the mentioned linear function and each input unit merely emits the corresponding
feature vector element. The input x is then assigned the class c with the largest
output signal, so c = argmax
k
(dk), k = 1 . . . Nc, according to the multi-class
decision rule, where Nc is the total number of classes.
The equation 5.4 can be expressed more compactly with a few modifications.
First, by expressing the emissions of the layers as vectors where the lth element
is the emission of the lth neuron in that layer. Let x denote the vector that is
emitted by the input layer, y the vector emitted by the hidden layer and z the vector
emitted by the output layer. Second, by augmenting these output vectors with the
bias terms. The augmented emission vectors for input, hidden and output layers
are then x =
[
x 1
]
, y =
[
y 1
]
and z =
[
z
]
respectively. Nothing is added
to the emission of the output layer. And finally, by arranging the weights wi,j
between two consecutive layers into a matrix Wi,j , where each element W (i, j) is
the weight connecting neuron j in the previous layer to the neuron i in the next
layer. Let W1 include the weights between the input and the hidden layer and let
W2 include the weights from the hidden layer to the output layer. Then, using
matrix multiplication, the new expression for equation 5.4 becomes
d(x) ≡ z = h (W2g (W1x)) (5.5)
where the activation functions g and h are applied to their vector arguments element-
wise. The vector z now has the values of all the discriminant functions as its ele-
ments. So the multi-class decision rule is simply c = argmax
k
(zk), k = 1 . . . Nc.
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Now the net computation is compactly defined and its numerical implementation
is straightforward.
5.3 Learning by back-propagation
Before we can continue, we need to choose the activation functions for the hidden
and out put layers. As the universal approximation theorem suggests, we will
choose a sigmoid function for the hidden layer, namely the hyperbolic tangent
tanh(x) =
exp2x−1
exp2x +1
(5.6)
The hyperbolic tangent is a good choice, since it is a non-linear function with a
linear part to it, so if need be, it can implement a simple linear model. The fact that
it saturates in both directions of the real axis is also a good thing as this will keep
the activations and weights bounded, resulting in faster learning [24]. Thirdly
it is differentiable, a property that is crucial for training with back-propagation.
So from now on, the hidden activation g(η) = tanh(η). Its derivative is the
hyperbolic secant squared, so
g′(η) = sech2(η) =
4 exp2η
exp4η +2 exp2η +1
(5.7)
When classifying an input vector x using the multi-class decision rule, the activa-
tion of the output units is linear and the non-linearity of the class assignment is
the max() function. We will choose the activation function h of the output layer
to be the softmax function defined over all the output units [24]. The output of the
kth unit will be
S(ηk) = zk =
expηk∑
m exp
ηm
, (5.8)
where the index m ranges over all the output units. Now the output activations
will sum to unity and will form a smooth decision making version of the previ-
ously used max() function. Using the softmax function also enables interpreting
the outputs of the network as class posterior probabilities [24]. Also, the partial
derivatives of the softmax function can be conveniently expressed as
∂S(ηk)
∂ηm
= S(ηm)(1− S(ηm)) (5.9)
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when k = m and
∂S(ηk)
∂ηm
= −S(ηk)S(ηm)) (5.10)
when k 6= m, which can be seen by two one line derivations. Also, this choice of
output activation will go very nicely with our, to be chosen, error criteria.
We also have to decide how to encode the target values that the network compares
its output to. We will choose a representation to go well with our error criteria.
We will code each possible class as a vector of zeros and ones, where the index
of the element 1 specifies which class the input pattern belongs to. This is called
the one-of-c target value coding scheme. So for example, in a problem with three
possible classes, class number two will be coded as the vector t2 =
[
0 1 0
]
.
Note, that the sum of each target value vector is one.
Derivation of the network learning rules
It was mentioned previously that the weights are optimized with respect to a cer-
tain error function. The error function used in this thesis was the so called cross-
entropy error function and it is defined for a single input pattern x as [24]
E(w;x) = −
O∑
k=1
tk log (zk) = −
O∑
k=1
tk log (S(ηk)) (5.11)
The function E(w;x) is non negative as 0 < zk ≤ 1 [4]. If the output value
zk corresponding to the true class label is very small, so if the network deems it
unlikely that the input vector belongs to its true class, then log
(
z−1k
)
will be large
and the error will grow. If on the other hand the network is certain that the input
vector belongs to its true class, then zk = 1 and the error wont be increased. The
training error of the network is the total error over all input patterns, so the training
error is defined as
N∑
n=1
E(w;xn) (5.12)
Learning in a neural network happens by minimizing this error function with re-
spect to the weights. After each input pattern has been presented to the network
and an output has been produced, we compute the error and change each weight
48
so that the error decreases, that is, we change the weights in the direction of the
negative gradient. More precisely the update rule for a weight wi,j is
wi,j = wi,j − µ∂E(w;x)
∂wi,j
(5.13)
where the step size µ governs the rate of change. We use the chain rule to compute
these partial derivatives. Let i index the input units, j the hidden units and k the
output units. The partial derivatives of the hidden to output weights wk,j are
∂E(w;x)
∂wk,j
=
∂E(w;x)
∂ηk
∂ηk
∂wk,j
(5.14)
where
∂E(w;x)
∂ηk
= −
O∑
o=1
to
∂
∂ηk
log (S(ηo))
= −
O∑
o=1
to
1
S(ηo)
∂S(ηo)
∂ηk
= −
(
tk
1
S(ηk)
∂S(ηk)
∂ηk
+
O∑
o= 6=k
to
1
S(ηo)
∂S(ηo)
∂ηk
)
= −
(
tk(1− S(ηk)) +
O∑
o 6=k
−to 1
S(ηo)
S(ηo)S(ηk)
)
= −tk + tkS(ηk) +
O∑
o=6=k
toS(ηk)
= S(ηk)
(
tk +
O∑
o 6=k
to
)
− tk
= S(ηk)− tk
= zk − tk
(5.15)
and
∂ηk
∂wk,j
=
∂
∂wk,j
H∑
h=1
wk,jyh = yj = tanh(ηj) (5.16)
49
Combining these two calculations yields
∂E(w;x)
∂wk,j
= (zk − tk)yj (5.17)
As we update the weights in the directions of the negative gradient an amount µ,
the weight change becomes
∆wk,j = −µ(zk − tk)yj = µ(tk − zk)yj (5.18)
It is convenient to write δk = zk − tk. Finally, the weight update, or the learning
rule of the hidden to output weights is
wk,j = wk,j + ∆wk,j (5.19)
The learning rule for the input to hidden weightswj,i is derived in a similar manner
as
∂E(w;x)
∂wj,i
=
∂E(w;x)
∂ηk
∂ηk
∂yj
∂yj
∂ηj
∂ηj
∂wj,i
(5.20)
where the first term has already been computed. The rest of the terms are simple
∂ηk
∂yj
=
∂
∂yj
H∑
h=1
wk,jyj = wk,j
∂yj
∂ηj
=
∂
∂ηj
tanh(ηj) = tanh
′(ηj)
∂ηj
∂wj,i
=
∂
∂wj,i
I∑
i˜=1
wj,˜ixi˜ = xi
(5.21)
Put together the partial derivative w.r.t. the input hidden weights becomes
∂E(w;x)
∂wj,i
= (zk − tk)wk,j tanh′(ηj)xi (5.22)
This is the contribution made to the error by a single output unit k. To get the
total effect of changing the weight wj,i we must sum over all output units. Again
the parameter µ governs the rate of change and we move to the direction of the
negative gradient so the update rule for the input to hidden weights is
wj,i = wj,i + ∆wj,i
∆wj,i = −µ tanh′(ηj)xi
O∑
k=1
δkwk,j
(5.23)
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These update rules form the back-propagation learning algorithm. During the first
pass, the weights are initialized randomly.
Training protocol
They way in which input patterns are presented to the network before updating the
weights takes place is called the training protocol. The training protocol chosen
for this thesis was the stochastic training protocol where the input patterns are
treated as random variables with equal probabilities. Training proceeds by select-
ing a random input pattern and presenting it to the network. Then all the weights
are updated to decrease the error on this particular pattern after which another pat-
tern is chosen [24]. The randomness of the process can cause the training error to
oscillate, but it provides the benefit of avoiding some local minima as the weights
are able to jump into the basin of another, perhaps a better, local minimum [19].
An alternative would be the batch protocol where every pattern is presented to
the network exactly once before the updates take place. The changes in weights
caused by each input pattern are saved, and summed together after all patterns
have been presented. A single pass of the training data through the network is re-
ferred to as an epoch in the literature [21]. The stochastic protocol often results in
faster learning compared to the batch protocol, particularly if there is redundancy
in the training set [19].
When to stop training
A first idea that comes to mind is to keep training until the network has learned the
input patterns perfectly so that it does not make any mistakes, or very few, when
classifying the training set. However, this stopping criteria on the training error is
likely to result in over fitting. This is especially the case if the amount of hidden
neurons is chosen to be very high, giving the network high model complexity and
a lot of freedom to adjust itself to the data. For example, it is possible that the
network accurately models the noise in the data, a feature that is naturally not
desirable. A better idea is to monitor the development of a validation error [24].
Before training takes place, a part of the training set is isolated to form a validation
set that is not used for weight adjustments. Instead this set represents new, unseen
data that the network is also expected to classify accurately. During training then,
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after each epoch, we classify the validation set and keep training as long as this
validation error keeps decreasing. When we detect that the validation error has
reached a potential minimum we stop training, even if the training error could
be made smaller by continuing. Finally, we should have a third, independent
set of patterns called the test set. This test set is used to evaluate the networks
performance on unseen data points. The main goal in training a neural network is
to reach as small an error as possible on the test set as this reflects the networks
true classifying capabilities [24].
As the error surface being minimized is often high dimensional, gradient descent
has a risk of getting stuck in local minima. One way to improve the results is to
run several trainings with different initial weights and then pick the network with
the smallest test error. Luckily, local minima might provide perfectly adequate
solutions to our classification problem if they result in accurate enough networks.
Other practical improvements are mentioned below.
5.4 Other technical tricks
One way of potentially avoiding local minima and decreasing training time is to
add a momentum term to the update rule of a weight. Adding momentum means
taking into account a part of the weights’ previous change. More precisely the
update rule of a weight using momentum on epoch m is
wm+1 = wm + ∆wm + α∆wm−1 (5.24)
where 0 ≤ α < 1 [24]. If back-propagation encounters flat areas in the weight
space, the impact of the momentum term will speed the progress of getting past it.
Momentum can also cause back-propagation to escape local minima by not getting
stuck in small valleys of the error surface. The weight spaces are usually very high
dimensional, so it is very difficult to say what actually happens during gradient
descent on such surfaces, but the use of momentum was found empirically to
improve learning results.
Another important part of training is data preprocessing. If the values of the input
features differ by several orders of magnitude, then the contribution to the error
term is mainly caused by the large input features [24]. Then by minimizing the
error term we end up learning structure only in the large valued variables. The
52
smaller variables will have little effect on training. Because of this it is a good
idea to center the training data, by subtracting the mean from each input variable.
Another beneficial preprocessing step is to standardize the input variables to have
unit variance. Unit variance of input variables will help in weight initialization and
ensures more uniform learning [24]. Both of these operations were performed on
training examples as a preprocessing step before training begun. The mean and
standard deviation of each variable was stored as a part of each network, since
they are needed to perform the same preprocessing transformation on any future
data.
Weight initialization
It is said that learning of a network is non-uniform when a given category is
learned much before the others. To help ensure uniform learning, we choose the
initial weights randomly from a single uniform distribution. If the weights are too
close to zero, then the net of the hidden neurons ηj will be small and the tanh(ηj)
activation function will operate on its linear range. If the weights are too big,
then the units will saturate too early [24]. Hence, we want the initial weights to be
such that the net of the hidden units is on the limit of the activation functions linear
range, which is ±1. This can be done by randomly choosing the input to hidden
weights wj,i from the interval −1√d < wj,i <
1√
d
with equal probability, where d is
the amount of input variables [24]. The weights of the hidden to output layer are
chosen similarly but by replacing d with the amount of hidden neurons nH .
5.5 The chosen models
Occam’s razor is a principle which states a preference for simple theories [18],
[15]. Put in another way, a simple model should be chosen over a more complex
one, if they are able to describe the same phenomena equally well. Following this
principle, the simplest well performing network was the goal of model searching.
In neural nets simplicity translates to a small amount of weights, which in turn
implies a small amount of hidden units. The smallest amount of hidden units
that gave a high test accuracy and seemed to perform well according to visual
testing was 10 for both nets. This means that the topology of the first net was a
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10 − 10 − 2 feed-forward net with tanh() and softmax activations in the hidden
and output layer respectively. The other network’s topology differed only in the
amount of output units. It was also a feed-forward net with the same activations,
but a 10 − 10 − 3 layer structure. The networks were then trained using the
back-propagation algorithm with momentum and validation error monitoring. The
selection of these training examples is explained in the following section.
5.6 Forming the training set
The training set plays a crucial part in the use of neural nets. For the networks
field operation to be successful, the training data must represent possible future
data as well as possible. Every possible input value combination does not have to
be present in the set, but such values are needed that cover the different situations
the net could face in the future. In other words, the data must be versatile enough
for the network to be able to generalize well. In the context of cloud detection
this means adding clouds of varying gray levels, from white to black, as well as
different kinds of thin and opaque clouds in different lighting conditions and dif-
ferent spatial locations. Examples of clear sky and sun pixels were also added.
The labelling had to be done manually of course, since if it could have been auto-
matically, then the problem would already have been solved. The training set was
constructed as follows.
First, 600 of the images taken by the EKO camera were selected. These images
were chosen so that they would contain different cloud types at different times
of the day. Care was taken to include white and dark clouds as well as thin and
thick ones. Similarly clear sky parts and sun pixels in varying brightness were
represented in the images. Then a Matlab script was written that went through
the images and showed them to the teacher one by one. The teacher could then
confine rectangular areas in each image and label the pixel content of every box as
either cloud, sky or sun. This way labelling individual pixels was avoided and the
time taken to form a training set of sound size was reasonable. Figure 5.4 shows
an example of teaching.
The pixels inside the green boxes would have been labelled as sky and the pixels
inside the red boxes as clouds. Then, each pixel in the training set was represented
by a total of 10 computed input parameters. These parameters were the R, G and
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Figure 5.4: Teaching in progress
B color channel values, intensity, RB-ratio, NBR-ratio and the NSV-ratio as well
as the H , S and V components of the HSV-color space. These parameters could
then be combined in different ways when training different networks. The results
in chapter 7 were computed with a net taught with all ten parameters. As has
been discussed before, the brightness differences between the circumsolar region
and the rest of the image caused problems for feature separation. This is why
two different neural nets were used, one for each exposure time. The first net was
trained on examples taken outside the circumsolar region with the longer exposure
time and the second net with examples from within the circumsolar area with a
shorter exposure time. Both exposure times seemed to have enough contrast on
their respective operational areas to provide better feature separation. The total
number of labelled examples after teaching was 1.4 million pixels for the first
network and 60 × 103 for the second. The amounts can of course be increased
later as new data is gathered and labelled. The sizes of the training sets were
chosen to be 60× 103 and 6000 pixels, for the first and second net respectively. In
each case, 15% of the training data was reserved as the validation test set used to
monitor generalization during training. This left the sizes of the independent test
sets to be 1.34× 106 and 5.4× 104 pixels for the two nets respectively.
To make sure that the training examples cover the range of possible future input
values well, all labelled examples were ordered with respect to the input vari-
able with the highest variance before standardizing. Then the chosen amounts
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of training examples were selected from this ordered data set with equal spacing
and making sure to include the extreme values. The amount of training examples
for each class was chosen to be the same for both networks. The data points left
formed the test set. The test accuracy on the independent test sets was greater than
99% for both nets. This means that the networks were able to learn the structure
in the training sets extremely well. At first such a high test accuracy raised suspi-
cions of the quality of the test set, but as visual inspection of results on new data
shows, this was not the case. Results on new, unseen data are presented in chapter
7.
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Chapter 6
Motion detection
The first goal in this thesis was to automatically detect cloud pixels in a sky image.
This was done with satisfying accuracy using neural networks as is illustrated later
in chapter 7. The other goal was to provide intra-hour cloud movement forecasts.
To be able to do this, we need to detect motion in consecutively taken sky images.
Two different methods were investigated as possible solution candidates. These
methods nicely reflect the two mainstream approaches that are often applied in
motion detection [5]. Namely, box matching and differential methods. The prob-
lem setting in the context of this work is the following: given two consecutively
taken sky images, compute a motion vector field that approximates cloud move-
ment direction and speed. The pattern of apparent motion of objects is called
optical flow and motion detection can also be referred to as finding this optical
flow or estimating optical flow [2].
6.1 Lukas-Kanade, a differential method
Differential methods get their name from being local Taylor series approximations
of images. The starting point is usually the brightness constancy assumption,
where it is assumed that pixel intensities are translated from one frame to the
next. More precisely
I(x, t) = I(x+ v, t+ 1) (6.1)
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where I is a gray scale image taken at time t , x = (x1, x2) is a spatial variable
that defines the current pixel and v = [vx1 vx2 ] ∈ R2 is the 2-dimensional velocity
vector [1]. Furthermore, it is assumed that the amount of motion is small so that
the displaced image is well approximated by a first order Taylor series as
I(x+ v, t+ 1) = I(x, t) + v · ∇I(x, t) + It(x, t) (6.2)
for each pixel x, where ∇I(x, t) is the image gradient and It(x, t) is the time
derivative, so
∇I(x, t) =
[
Ix1(x, t)
Ix2(x, t)
]
(6.3)
By combining equations 6.1 and 6.2 we get that
I(x, t)− I(x+ v, t+ 1) = 0 ≡ I(x, t)− I(x, t)− v · ∇I(x, t)− It(x, t) = 0
= v · ∇I(x, t) = −It(x, t)
= vx1Ix1(x, t) + vx2Ix2(x, t) = −It(x, t)
(6.4)
Equation 6.4 looks very nice, but is a single equation for two unknowns and can
not be solved for v without further constraints. In the Lukas-Kanade method,
the additional assumption that the velocity v is the same for all pixels x˜ in some
neighbourhood U of the current pixel x is made [11]. For computational simplic-
ity, the neighbourhood U is often chosen to be rectangular. If the amount of pixels
in the neighbourhood is P , then we get P constraint equations of the form (6.4)
and solve them simultaneously in the least squares sense by minimizing the total
constraint error as a function of v
E(v) =
∑
x˜
(v · ∇I(x˜, t) + It(x˜, t))2 (6.5)
where x˜ ∈ U . It is also possible to multiply the neighbourhood pixels with a
weight function g(x˜) to give them differing importances. For example, if g(x˜) is
chosen to be Gaussian, then pixels near the center of the neighbourhood, so close
to x, will have a higher influence [11]. With the weight function the error function
to be minimized becomes
E(v) =
∑
x˜
g(x˜) [v · ∇I(x˜, t) + It(x˜, t)]2 (6.6)
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As is well known, the minimum of this function can be found in the points where
its derivatives w.r.t. v are zero. When we compute the partial derivatives ∂E(v)
∂vx1
and
∂E(v)
∂vx2
and set them to equal zero we get
∂E(v)
∂vx1
=
∑
x˜
g(x˜)
[
vx1Ix1(x˜, t)
2 + vx2Ix2(x˜, t)Ix1(x˜, t) + It(x˜, t)Ix1(x˜, t)
]
= 0
∂E(v)
∂vx2
=
∑
x˜
g(x˜)
[
vx1Ix1(x˜, t)Ix2(x˜, t) + vx2Ix2(x˜, t)
2 + It(x˜, t)Ix2(x˜, t)
]
= 0
(6.7)
These can be written as a 2× 2 linear system of equations
Mv = b (6.8)
where
M =
[ ∑
x˜ gI
2
x1
∑
x˜ gIx1Ix2∑
x˜ gIx1Ix2
∑
x˜ gI
2
x2
]
b = −
[∑
x˜ gIx1It∑
x˜ gIx2It
] (6.9)
and the arguments have been omitted for simplicity. We can solve for v now
by applying the Moore-Penrose pseudo-inverse. After solving this 2 × 2 system
of equations for every pixel x in the image I , or for a selected subset of pixels,
we have a set of motion vectors v and have solved the optical flow estimation
problem. The size of the neighbourhood is application-specific and size 31 × 31
regions were used in this thesis.
The image derivatives are obtained via convolving the image with appropriate
filters. The spatial derivatives were obtained by convolving the image with the
Sobel filter described in section 3. The smoothing property of the Sobel filter is
also a good thing in motion estimation. When smoothing an image, the amplitudes
of higher order terms are expected to decrease, making the first order Taylor series
approximation more accurate. The time derivative was computed from the two
frames as a simple forward difference It = I(x, t + 1) − I(x, t) as suggested in
[11].
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6.2 A block matching method
Alternative methods are called block matching or region-based matching. They
divide the image It into possibly overlapping regions Rt and look for the location
of the best matching region Rt+1 in the image It+1 by maximizing a similarity
measure between the regions. The velocity v is then defined as the shift between
the center points of the found region pair [16]. In other words we perform tem-
plate matching, where the region Rt is the template and image It+1 is searched
for a location that best matches the template. A suitable similarity measure is
normalized cross-correlation defined for the location (s, t) in the image It+1(x, y)
and the template T (x, y) as
c(s, t) =
∑
x,y
(
It+1(x, y)− I¯s,t
) (
T (x− s, y − t)− T¯)[(∑
x,y
(
It+1(x, y)− I¯s,t
))2 (∑
x,y
(
T (x− s, y − t)− T¯))2] 12
(6.10)
where the sums are over x, y under the window containing the template T po-
sitioned at (s, t) and T¯ and I¯s,t are the template mean and the image mean un-
der the template, respectively [17]. The location of the best match (s˜, t˜) is then
(s˜, t˜) = argmax
s,t
(c(s, t)). This is repeated for every template Rt and afterwards
we will have an estimation of the motion vector field. The density of the vector
field is determined by how many templates we use. If we use too few templates,
we might not catch all local motion vectors, but using too many templates could
result in noisy motion vectors. Non-overlapping templates of size 101×101 pixels
were used in the results section.
Now, the images can be usual intensity images, or color channels of a RGB image,
or they can be images of a feature computed from the original image. For example
we could run block matching using cross correlation on red-to-blue ratio images or
NSV-images, or even binary images that are a result of our segmentation process.
Cross-correlation is a functioning similarity measure, but over which feature this
similarity is defined can be varied. In chapter 7 results of applying block matching
on NSV-images are presented.
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Chapter 7
Results
7.1 Segmentation
All original sky images presented in this section are new, unseen data for the
neural networks. These original images were not used in forming the training
sets. The segmentation result in Figure 7.1 is from a time when the automatic sun
locationing and the second network were not completed and interesting test areas
had to be cropped from the sky images. However, the result illustrates nicely the
fine details in the segmentation result outside the circumsolar area. Note the drops
of rain in the original image and how these did not result in bad segmentation. To
make comparing easier, the values in the binary segmentation image are presented
as white and blue.
In the following results, the algorithm had reached its current form. The sun was
located automatically and two neural nets were used to perform classification. The
state of the sun was computed using the proprietary method. As the field of view
of the used lens is 180° and the camera is stationed on top of a building, there are
unwanted structures at the image borders. To exclude these from the segmentation
process a circular filter was defined. The area of interest defined by the filter is
shown in Figure 7.2.
Figure 7.3 shows an example of a cloudy sky condition. Now there are three colors
in the segmentation result as the sun was present in the image. Pixels classified as
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Figure 7.1: Segmentation outside the circumsolar area
The AOI in white
Figure 7.2: The area of interest shown in white
sunlight are shown in magenta. The estimated cloud cover was 92%. Please note,
that the segmentation area is now confined inside the area shown in Figure 7.2. A
zoomed image of the circumsolar area and its results are shown in Figure 7.4.The
next case shows a sky condition with broken clouds. The detail of classification
looks good.
As was mentioned previously, using global thresholding in a case where only one
class is present in the data does not make any sense. Determining a fixed threshold
to distinguish these cases, on the other hand, is problematic, due to the large intra-
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Sky image Segmentation result
Figure 7.3: A more cloudier sky condition
Circumsolar area. Cloud fraction is 90.62 % 
 Sun state is: Partly covered
Figure 7.4: Results in the circumsolar region
class variance of feature values. The next examples show, how neural networks
were able to perform well also in cases when only, or mostly one class is present.
In both single class cases, in Figures 7.6 and 7.7, the neural networks are not con-
fused by the uni-modality of the features. The classification results they produce
are very nice. The situation in Figure 7.7 is an example of a sky condition whose
segmentation using a single feature and thresholding would fail. The sun and
sunlight diffusion could not be separated accurately from clouds, but they would
be in stark contrast to the sky pixels, resulting in a detected cloud in front of the
sun. The neural networks do not make this mistake; they report cloud free sky.
You can note though, that lens reflections are seen as clouds by the neural nets.
Application-wise this is merely a cosmetic error though, as the resulting error is
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Circumsolar area. Cloud fraction is 50.72 % 
 Sun state is: Partly covered
Sky image Segmentation result
Cloud coverage is 30.78 %
Figure 7.5: Broken cloud cover
Circumsolar area. Cloud fraction is 100.00 % 
 Sun state is: Overcast
Sky image Segmentation result
Cloud coverage is 100.00 %
Figure 7.6: Only one class present: clouds
Circumsolar area. Cloud fraction is 4.01 % 
 Sun state is: Clear
Sky image Segmentation result
Cloud coverage is 0.77 %
Figure 7.7: A clear sky situation
so small. Also, there is a small amount of wrongly labelled clouds right near the
sun, where Rayleigh scattering is strongest. This strong sunlight scattering pro-
duces the cloud fraction of 4% in the circumsolar region. In the case of the entire
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image in Figure 7.7 the combined error resulting from lens reflections and strong
molecular scattering is less than 1%.
Next, lets look at a sky condition where dark clouds are present, as these are
reported to pathologically difficult cases in cloud detection in the literature [14],
[5]. This difficult case is presented in Figure 7.8. Jayadevan warns that dark
Circumsolar area. Cloud fraction is 99.98 % 
 Sun state is: Overcast
Sky image Segmentation result
Cloud coverage is 100.00 %
Figure 7.8: A pathologically difficult case
clouds might be misclassified as sky when using the NSV-ratio due to their low
brightness. But, as you can see, the neural networks do not show any difficulties in
classifying clouds of varying brightness correctly as clouds. Thin clouds are also
Circumsolar area. Cloud fraction is 73.26 % 
 Sun state is: Partly covered
Sky image Segmentation result
Cloud coverage is 61.63 %
Figure 7.9: Another difficult case
reported to be difficult to detect in the literature as they appear see-through and
are more blue than thick clouds. Figure 7.9 shows how the networks can handle
such cases. There are thin clouds in the left half of the sky image in Figure 7.9.
It is clear that the segmentation result is quite good, but not all the thin clouds are
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found. This observation was enforced by other visual tests. Thin clouds are the
most difficult sky condition to detect accurately.
Figure 7.10 shows one more result of a broken sky condition, where the sun is
shining unobscured into the imaging system. The end result has some false clouds
right next to the sun, but the results of the circumsolar area show that the sun is
correctly reported to be uncovered by clouds. Application wise this is precisely
the correct answer to the valuable question: are there clouds blocking the sun?
Circumsolar area. Cloud fraction is 27.67 % 
 Sun state is: Clear
Sky image Segmentation result
Cloud coverage is 28.05 %
Figure 7.10: Note that the sun is not obscured by anything
The final segmentation results are presented in Figures 7.11 and 7.12. The cloud
cover and sun state information can also be reported as a time series that can be
used to determine trends in cloud development. The following time series contain
data taken in Boulder, Colorado during 15th and 16th of August 2015. Data from
night time was removed as the current measuring system is designed to operate
during day hours. The first time series describes the development of total cloud
cover percentage and the second describes the cloud fraction in the circumsolar
area together with the sun state.
It can be seen, that the amount of clouds has varied a lot during the two days.
Cloud cover amount near the sun naturally follows the global trend, but there
is more oscillation since the area monitored is smaller. Towards the end of the
time series for example, the total cloud coverage has dropped below 60%, but the
fraction of clouds near the sun has remained at 80%. Because of situations like
these it is important to be able to study the area near the sun as the cloud coverage
there does not always go hand in hand with the cloud cover of the rest of the
sky. Cloud now-casting and forecasting near the sun is interesting from the view
point of solar energy. The global condition itself is not that interesting, but it is
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The evolution of cloud cover during August 15-16. 2015 
 at Boulder, Colorado
Figure 7.11: Total cloud cover
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Figure 7.12: Clouds near the sun and sun state
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naturally of great help for predicting conditions in the circumsolar area, once a
robust motion estimation algorithm has been implemented.
7.2 Automatic sun locationing
The next couple of Figures demonstrate the accuracy of the automatic sun loca-
tioning algorithm. To compute the sun’s location, all that was needed was camera
position, date, time zone, local time, the field of view of the camera lens and the
image dimensions. For clarity, the sun’s position is shown on the short exposure
time images. The cyan asterisk marks the center of the image and the red asterisk
marks the estimated position of the sun. The times of day in question in Figure
Morning Noon
Figure 7.13: Estimations of sun location
7.13 are morning on the left and noon on the right. In Figure 7.14 the times of day
are evening on the left and noon on the right. The sky condition is overcast in the
latter but the sun’s location matches that in Figure 7.13. This is to emphasize that
the used algorithm is not dependent on the present sky and weather conditions.
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Evening Noon, overcast
Figure 7.14: Estimations of sun location
7.3 Motion detection
Block matching
The first movement detection result in Figure 7.16 was computed using the block
matching method with non-overlapping templates of size 101 × 101 pixels and
using the correlation of NSV-ratio values as the similarity measure. The NSV-
ratio was chosen, because it often provides better contrast than the individual color
channels or intensity. The search area for each template was set so, that the largest
detectable movement speed was 25 pixels. In other words, the center of the best
matching area in the image It+1 was looked for at most 25 pixels apart from the
current template’s center point. This speed limit is naturally application and res-
olution dependent and it was deemed to be sufficient for cloud movement in the
chosen resolution. The true movement in the images taken 15 seconds apart was
well below this speed limit. Exhaustively searching the whole image is not prac-
tical, since the method is very demanding computationally and we do not expect
there to be very fast movement in the scene. Due to the computational burden, the
images were down sampled to size 486×648. The original amount of 5 mega pix-
els was simply too much in terms of computational time. Even the down sampled
images took around 45 seconds to process with an Intel Core i5 vPRo processor.
Granted, the time would be reduced by writing the program with a more efficient
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language than Matlab, but a faster method would be preferable. The movement
arrows have been stretched for clarity.
Images t and t + 15 seconds
Figure 7.15: Images taken 15 seconds apart
Image t with motion vectors. 
 Global speed: 9.05 pixels in direction 196 degrees
Figure 7.16: The found movement vectors
The green and red asterisks mark the centres of the templates. As a quality control
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filtering step, if a template’s maximum correlation coefficient with its best found
match was smaller than 0.8, then that template was discarded from the movement
vector calculations. The red asterisks represent discarded templates and the green
asterisks represent templates whose correlation coefficient was high enough. The
green arrows show the estimated transition of the template center in image It+1.
Some of the green asterisks do not have arrows leaving them; this is because
they were regarded valid, but no, or very little, movement was detected in their
case. The template center transitions are local estimates of movement and these
were combined to form a global movement direction estimate simply by averaging
them. The global estimate was movement with speed 9 pixels per frame in direc-
tion 196°. This was validated visually to be a good estimate as clouds are moving
roughly towards the lower right corner in the image series in question. The zero
angle 0° points to the right side of the horizontal axis and angles increase counter
clockwise. The images that the BM method was applied on were taken in Vantaa
Finland using Omni Vision’s camera. In general, the movement detection results
obtained using the BM method were visually determined to be sufficiently accu-
rate for the application when clouds are present, but this comes at the cost of a
long computation time. One issue using the BM method without any additional
information is that it sometimes detects movement in clear sky situations, so when
no clouds are actually present. This problematic case is shown in Figure 7.18. The
variations in the NSV-ratio value of sky pixels are enough for the method to see
false motion. This same effect is also sometimes present in overcast situations.
This problem rises from the large intra-class variance of feature values of sky and
cloud pixels; the same reason that made global thresholding difficult.
An attempt to improve the method would consist of choosing the tracked pixels
more carefully than just by equal spacing across the image. As our segmentation
method proved to be quite accurate in the previous section, the tracked pixels
would be selected from edges in the segmentation result. This way the results
should be based only on tracking cloud edge movement and not be as sensitive to
the large intra-class variances. The BM-method was implemented purely in the
spatial domain, which makes the computation so heavy. [17] describes a way to
perform normalized cross-correlation in the frequency domain taking advantage
of precomputed sum tables. This should decrease the computational time, but
if that decrease would be sufficient to make the method practical remains to be
investigated. These ideas are subjects of future work.
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Images t and t + 15 seconds
Figure 7.17: Images taken 15 seconds apart
Image t with motion vectors. 
 Global speed: 2.38 pixels in direction 332 degrees
Figure 7.18: False movement vectors
Lukas-Kanade method
Intensity images were used to estimate motion using the Lukas-Kanade method as
one of the assumptions of the method is brightness constancy. Since this method72
is computationally much lighter than the previous one a much denser motion field
could be computed much faster, namely in less than 0.9 seconds. The resulting
motion vectors computed from the images in Figure 7.21 are presented in Figure
7.22. When compared to the results of the BM method, it can be seen that the
methods agree on the direction of movement but give quite different speed esti-
mations. There is no exact ground truth available for the studied image series and
hands on approximation of movement on a pixel level is difficult, because clouds
are not rigid objects. However, the true movement was estimated by taking the
tip of the wind speed censor, visible at the lower left hand corner, as a reference
point and measuring the horizontal distance to the edge of the approaching cloud
on its right. This distance was 24 pixels in image It and 12 pixels in image It+1.
This would indicate a horizontal movement of 12 pixels per frame at resolution
486 × 648. Based on this it would seem that both methods under estimate the
magnitude of motion. In BM’s case, the maximum search area was set to 25 pix-
els, so it was possible for the method to detect the true speed. It reporter a speed
of 9, instead of 12 pixels however. A possible reason for this shortcoming is that
clouds are not rigid objects as was mentioned earlier. Therefore it is possible that
the best match in terms of cross-correlation for each template is not found at the
true location. On the other hand, the shortcomings of the LK-method are more
tricky. The direction estimate of both methods was good.
The LK-method also proved to be much more robust in clear sky situations than
the BM-method. Figure 7.20 shows how the LK-method does not see false motion
when clouds are not present in the sky. This difference alone makes the LK-
method a much more appealing approach for cloud motion detection.
One of the key assumptions in deriving the LK-method was that the magnitude
of true motion v is small. This assumption justified the first order Taylor series
approximation as higher order terms would then be much smaller than the linear
term. In practice this means assuming that the speed of movement is less than 1
pixel per frame. If this is not the case, then the higher order terms do not vanish,
and the first order approximation is not accurate. The estimated true motion was
well above 1 pixel per frame. Additional errors are introduced, if the brightness
constancy assumption does not hold. This assumption is most likely violated in
the cloud movement estimation, particularly when clouds move in front of the sun
at some point between the consecutive frames; at least when the imaging cycle is
15 seconds. It would be a good idea to decrease the imaging frequency to limit
the amount of movement between frames, especially if high resolution images are
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Images t and t + 15 seconds
Figure 7.19: Images taken 15 seconds apart
Image t with motion vectors. 
Figure 7.20: No false movement detected
to be used. Then the amount of true motion would better fill the assumptions of
the method. The results were still found to be accurate enough to be promising in
terms of future study and practical use.
Thirdly, there is the assumption that motion is uniform in the neighbourhood of a
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Images t and t + 15 seconds
Figure 7.21: Images taken 15 seconds apart
Image t with motion vectors. 
 Global speed: 4.20 pixels in direction 190 degrees
Figure 7.22: The found movement vectors with the LK-method
given pixel. Some error is also introduced by this assumption, as clouds are not
rigid and might well move in different directions even in a small area of the sky.
Also, the size of the neighbourhood defines the available gradient information and
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effectively limits the maximum detectable speed. Overlapping neighbourhoods
of size 31 × 31 pixels were used in the result in Figure 7.22 with resolution of
486× 648 pixels.
Result of LK quality control
Figure 7.23: Accepted and discarded pixels
A different quality control method was used to filter the motion vectors returned
by the LK-method. It is similar to that proposed in [5]. After the computation of
all the vectors, the mean and standard deviation of their directions are computed.
Then vectors, whose direction is further than one standard deviation from the
mean are discarded. Figure 7.23 illustrates the result.
As was already discussed, movement speed in pixels is resolution dependent.
When rescaled to resolution 292 × 389 the estimated true motion was 8 pixels
per frame. This brings us to a way the motion field estimation could be improved;
by repeating the computations on different resolutions, so different levels of an
image pyramid, and then combining the results to form the final estimate. This
technique is known as the pyramidal Lukas-Kanade method. It is not discussed
here in detail as it was not implemented as a part of this thesis, but it is mentioned
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as it is the subject of future work. The computational speed and density of the
resulting motion field make the LK-method a better candidate for implementing
cloud movement detection. The pyramidal approach and other refinements to-
gether with increased imaging frequency and suitable resolution will be subjects
of work to be done after this thesis.
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Chapter 8
Outlook
Future work will include testing the local optimality of the neural network classi-
fier. Namely, taken to a different imaging location, with possible slight changes in
sky brightness and color, how accurate will the decision making systems results
be. Related to this, different image preprocessing steps need to be studied in order
to always provide the network with comparable or similar enough data. These pre-
processing steps could include things like adaptive intensity and color correction
schemes based on the existing circumstances and the used training data.
The use of new parameters to describe the image pixels should be studied. These
parameters could describe local information like different statistics of the feature
values in a small neighbourhood of each pixel. Another option would be to search
for features automatically using deep learning and auto-encoders.
The LK-method seemed like a promising way to perform movement detection on
clouds. The implementation of this method should be improved and refined by
incorporating pyramidal and iterative schemes. Movement detection could also
take advantage of the accurate segmentation results and use them as a quality
check. On the other hand, if motion estimation turns out to be really robust after
the refinements, maybe it could be used as help when performing segmentation.
The current imaging system and algorithms function during day times only. The
data acquisition should be extended to cover night time measurements using in-
frared sensors and algorithms to handle the new kind of data need to be developed.
In terms of solar power applications the forecasting ability of the system and trans-
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formation into radiation predictions need to be studied in the future. Also cloud
hight and cloud type is interesting information that cannot be provided at the mo-
ment. To be able to report them, stereo imaging or data fusion possibilities with
other Vaisala devices could be studied.
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Chapter 9
Conclusions
Neural networks were studied as a way to do sky image segmentation. Together
with a double exposure time technique it was found that they overcame many of
the difficult situations highlighted in the literature. Namely, they were accurate in
detecting broken clouds but also performed well when only one class was present
in the images; so in clear sky and overcast conditions. They were also able to
separate dark clouds from sky pixels, something that is referred to as being patho-
logically difficult for different thresholding schemes. The detection of thin clouds
can still be improved. The use of the double exposure time also decreased the
effect of sunlight diffusion resulting in more accurate segmentation results. There
was no need to cover the camera lens with a mechanical sun occluder as a new
way to study the circumsolar area directly was used. The sun was automatically
and reliably located by using camera position and time. Hence, the sun can always
be located regardless of the present sky condition.
The Lukas-Kanade method for solving the optical flow problem for sky images
turned out to be a promising technique to do cloud motion detection with. A
block matching method using cross-correlation as the similarity measure was also
studied but did not show similar promise.
The results presented in chapter 7 were impressive and showed a lot of promise,
but the problem of detecting clouds and forecasting their movements is difficult
and there remains room for future work and improvements. These future outlooks
were discussed in chapter 8.
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