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Abstract
Characterizing statistical properties of solutions of inverse problems is essential for
decision making. Bayesian inversion offers a tractable framework for this purpose, but
current approaches are computationally unfeasible for most realistic imaging applica-
tions in the clinic. We introduce two novel deep learning based methods for solving
large-scale inverse problems using Bayesian inversion: a sampling based method using
a Wasserstein GAN with a novel mini-discriminator and a direct approach that trains
a neural network using a novel loss function. The performance of both methods is
demonstrated on image reconstruction in ultra low dose 3D helical CT. We compute
the posterior mean and standard deviation of the 3D images followed by a hypothesis
test to assess whether a “dark spot” in the liver of a cancer stricken patient is present.
Both methods are computationally efficient and our evaluation shows very promising
performance that clearly supports the claim that Bayesian inversion is usable for 3D
imaging in time critical applications.
1 Introduction
In several areas of science and industry there is a need to reliably recover a
hidden multidimensional model parameter from noisy indirect observations. A
typical example is when imaging/sensing technologies are used in medicine,
engineering, astronomy, and geophysics.
These inverse problems are often ill-posed, meaning that small errors in
data may lead to large errors in the model parameter and there are several pos-
sible model parameter values that are consistent with observations. Addressing
ill-posedness is critical in applications where decision making is based on the
recovered model parameter, like in image guided medical diagnostics. Further-
more, many highly relevant inverse problems are large-scale; they involve large
amounts of data and high-dimensional model parameter spaces.
Bayesian inversion Bayesian inversion is a framework for assigning probabil-
ities to a model parameter given data (posterior) by combining a data model
with a prior model (section 2). The former describes how measured data is
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2 Statistical Approach to Inverse Problems 2
generated from a model parameter whereas the latter accounts for information
about the unknown model parameter that is known beforehand. Exploring the
posterior not only allows for recovering the model parameter in a reliable man-
ner by computing suitable estimators, it also opens up for a complete statistical
analysis including quantification of the uncertainty.
A key part of Bayesian inversion is to express the posterior using Bayes’
theorem, which in turn requires access to the data likelihood, a prior, and a
probability measure for data. The data likelihood is often given from insight
into the physics of how data is generated (simulator). The choice of prior (sec-
tion 2.1) is less obvious but important since it accounts for a priori information
about the true model parameter. It is also very difficult to specify a probability
distribution for data, which is required by many estimators. Finally, the com-
putational burden associated with exploring the posterior (section 2.2) prevents
usage of Bayesian inversion in most imaging applications.
To exemplify the above, consider clinical 3D computed tomography (CT)
imaging where the model parameter represents the interior anatomy and data
is x-ray radiographs taken from various directions. A natural prior in this
context is that the object (model parameter) being imaged is a human being,
but explicitly handcrafting such a prior is yet to be done. Instead, current priors
prescribe roughness or sparsity, which suppresses unwanted oscillatory behavior
at the expense of finer details. Next, the model parameter is typically 5123-
dimensional and data is of at least same order of magnitude. Hence, exploring
the posterior in a timely manner is challenging, e.g., uncertainty quantification
in Bayesian inversion remains intractable for such large-scale inverse problems.
2 Statistical Approach to Inverse Problems
Uncertainty refers in general to the accuracy by which one can determine a
model parameter. In an inverse problems, this rests upon the ability to explore
the statistical distribution of model parameters given measured data. More
precisely, the posterior probability of the model parameter conditioned on ob-
served data describes all possible solutions to the inverse problem along with
their probabilities [21, 19] and it is essential for uncertainty quantification.
Bayesian inversion uses Bayes’ theorem [19, Theorem 14] to characterize the
posterior:
p(x | y) = p(x)p(y | x)
p(y)
.
Here, p(y | x) is given by the data model that is usually derived from knowledge
about how data is generated and p(x) is given by the prior model that represents
information known beforehand about the true (unknown) model parameter.
A tractable property of Bayesian inversion is that small changes in data lead
to small changes in the posterior even when the inverse problem is ill-posed in
the classical sense [19, Theorem 16], so Bayesian inversion is stable. Different
reconstructions can be obtained by computing different estimators from the
posterior and there is also a natural framework for uncertainty quantification,
e.g., by computing Bayesian credible sets.
The posterior is however quite complicated with no closed form expression,
so much of the contemporary research focuses on realizing the aforementioned
advantages with Bayesian inversion without requiring access to the full posterior,
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Fig. 1: Top row shows a single random sample generated by a Gibbs type of
roughness priors that are common in inverse problems in imaging (ap-
pendix E). Such a prior is proportional to e−S(x) and images show sam-
ples for different choices of S. Bottom row shows typical samples of
normal dose CT images of humans. Ideally, a prior generates samples
similar to those in the bottom row.
see [19] for a nice survey. Some related key challenges were mentioned earlier in
the introduction; choosing a “good” prior, specifying the probability distribution
of data, and to explore the posterior in a computationally feasible manner.
2.1 Choosing a prior model
The difficulty in selecting a prior model lies in capturing the relevant a pri-
ori information. Bayesian non-parametric theory [25] provides a large class of
handcrafted priors, but these only capture a fraction of the a priori information
that is available. Figure 1 illustrates this by showing random samples generated
from priors commonly used by state-of-the-art approaches in image recovery
[37, 15] as well as samples from typical clinical CT images. The handcrafted
priors primarily encode regularity properties, like roughness or sparsity, and it
would clearly be stretching our imagination to claim that corresponding samples
represent natural images.
2.2 Computational feasibility
Exploring the posterior for inverse problems in imaging often leads to large scale
numerics since this mounts to sampling from a high dimensional probability dis-
tribution. Most approaches, see section 6, are either not fast enough or rely on
simplifying assumptions that does not hold in many applications For the above
reasons, in large scale inverse problems one tends to reconstruct a single point
estimate of the posterior distribution, the most common being the maximum a
posteriori (MAP) estimator that corresponds to the most likely reconstruction
given the data. A drawback that comes with working with single estimators is
that these cannot include all the information present in the posterior distribu-
tion. It is clear that knowledge about the full posterior would have dramatic
impact upon how solutions to inverse problems are intertwined into decision
making. As an example, in medical imaging, practitioners would be able to
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compute the probability of a tumor being an image artifact, which in turn is
necessary for image guided hypothesis testing.
3 Contribution
Our overall contribution is to suggest two generic, yet adaptable, frameworks for
uncertainty quantification in inverse problems that are computationally feasible
and where both the prior and probability distribution of data are given implicitly
through supervised examples instead of being handcrafted. The approach is
based on recent advances in generative adversarial networks (GANs) from deep
learning and we demonstrate its performance on ultra low dose 3D helical CT.
Our main contribution is Deep Posterior Sampling (section 4.1) where gener-
ative models from machine learning are used to sample from a high-dimensional
unknown posterior distribution in the context of Bayesian inversion. This is
made possible by a novel conditional Wasserstein GAN (WGAN) discriminator
(appendix C.2). The approach is generic and applies in principle to any inverse
problem assuming there is relevant training data. It can be used for performing
statistical analysis of the posterior on X, e.g., by computing various estimators.
Independently, we also introduce Deep Direct Estimation (section 4.2) where
one directly computes an estimator using an deep neural network trained using
a cleverly chosen loss (appendix C.3). Deep direct estimation is faster than
posterior sampling, but it mainly applies to statistical analysis that is based
on evaluating a pre-determined estimator. Both approaches should give similar
quantitative results when used for evaluating the same estimator.
We demonstrate the performance and computational feasibility for ultra low
dose CT imaging in a clinical setting by computing some estimators and per-
forming a hypothesis test (section 5).
4 Deep Bayesian Inversion
As already stated, in Bayesian inversion both the model parameter x and mea-
sured data y are assumed to be generated by random variables x and y, respec-
tively. The ultimate goal is to recover the posterior pi(x | y), which describes all
possible solutions x = x along with their probabilities given data y = y.
We here outline two approaches that can be used to perform various statisti-
cal analysis on the posterior. Deep Posterior Sampling is a technique for learning
how to sample from the posterior whereas Deep Direct Estimation learns various
estimators directly.
4.1 Deep Posterior Sampling
The idea is to explore the posterior by sampling from a generator that is defined
by a WGAN, which has been trained using a conditional WGAN discriminator.
To describe how a WGAN can be used for this purpose, let data y ∈ Y be
fixed and assume that pi(x | y), the posterior of x at y = y, can be approximated
by elements in a parametrized family {Gθ(y)}θ∈Θ of probability measures on X.
The best such approximation is defined as Gθ∗(y) where θ∗ ∈ Θ solves
θ∗ ∈ arg min
θ∈Θ
`
(Gθ(y), pi(x | y)). (1)
4 Deep Bayesian Inversion 5
Here, ` quantifies the “distance” between two probability measures on X. We
are however interested in the best approximation for “all data”, so we extend
(1) by including an averaging over all possible data. The next step is to choose
a distance notion ` that desirable from both a theoretical and a computational
point of view. As an example, the distance should be finite and computational
feasibility requires using it to be differentiable almost everywhere, since this
opens up for using stochastic gradient descent (SGD) type of schemes. The
Wasserstein 1-distance W (appendix A) has these properties [8] and sampling
from the posterior pi(x | y) can then be replaced by sampling from the probability
distribution Gθ∗(y) where θ∗ solves
θ∗ ∈ arg min
θ∈Θ
Ey∼σ
[
W(Gθ(y), pi(x | y))]. (2)
In the above, σ is the probability distribution for data and y ∼ σ generates
data.
Observe now that evaluating the objective in (2) requires access to the very
posterior that we seek to approximate. Furthermore, the distribution σ of data is
often unknown, so an approach based on (2) is essentially useless if the purpose
is to sample from an unknown posterior. Finally, evaluating the Wasserstein
1-distance directly from its definition is not computationally feasible.
On the other hand, as shown in appendix C.1, all of these drawbacks can be
circumvented by rewriting (2) as an expectation over the joint law (x, y) ∼ µ.
This makes use of specific properties of the Wasserstein 1-distance (Kantorovich-
Rubenstein duality) and one obtains the following approximate version of (2):
θ∗ ∈ arg min
θ∈Θ
{
sup
φ∈Φ
E(x,y)∼µ
[
Dφ(x, y)− Ez∼η
[
Dφ(Gθ(z, y), y)
]]}
. (3)
In the above, Gθ : Z × Y → X (generator) is a deterministic mapping such
that Gθ(z, y) ∼ Gθ(y), where z ∼ η is a ‘simple’ Z-valued random variable in
the sense that it can be sampled in a computationally feasible manner. Next,
the mapping Dφ : X × Y → R (discriminator) is a measurable mapping that is
1-Lipschitz in the X-variable.
On a first sight, it might be unclear why (3) is better than (2) if the aim is
to sample from the posterior, especially since the joint law µ in (3) is unknown.
The advantage becomes clear when one has access to supervised training data
for the inverse problem, i.e., i.i.d. samples (x1, y1), . . . , (xm, ym) generated by
the random variable (x, y) ∼ µ. The µ-expectation in (3) can then be replaced
by an averaging over training data.
To summarize, solving (3) given supervised training data in X ×Y amounts
to learning a generator Gθ∗(z, · ) : Y → X such that Gθ∗(z, y) with z ∼ η is
approximately distributed as the posterior pi(x | y). In particular, for given
y ∈ Y we can sample from pi(x | y) by generating values of z 7→ Gθ∗(z, y) ∈ X
in which z ∈ Z is generated by sampling from z ∼ η.
An important part of the implementation is the concrete parameterizations
of the generator and discriminator:
Gθ : Z × Y → X and Dφ : X × Y → R.
We here use deep neural networks for this purpose and following [27], we softly
enforce the 1-Lipschitz condition on the discriminator by including a gradient
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penalty term to the training objective in (3). Furthermore, if (3) is implemented
as is, then in practice z is not used by the generator (so called mode-collapse).
To solve this problem, we introduce a novel conditional mini-batch discriminator
that can be used with conditional WGAN without impairing upon its analytical
properties (claim 1), see appendix C.2 for more details.
4.2 Deep Direct Estimation
The idea here is to train a deep neural network to directly approximate an
estimator of interest without resorting to generating samples from the posterior
as in posterior sampling (section 4.1).
Deep direct estimation relies on the well known result:
Ew
[
w | y = · ] = min
h: Y→W
E(y,w)
[∥∥h(y)− w∥∥2
W
]
. (4)
In the above, w is any random variable taking values in some measurable Banach
space W and the minimization is over all W -valued measurable maps on Y . See
proposition 2 in appendix C.3 for a precise statement. This is useful since many
estimators relevant for uncertainty quantification are expressible using terms of
this form for appropriate choices of w.
Specifically, appendix C.3 considers two (deep) neural networks T †θ∗ : Y → X
and hφ∗ : Y → X with appropriate architectures that are trained according to
θ∗ ∈ arg min
θ
{
E(x,y)∼µ
[∥∥x− T †θ(y)∥∥2X]}
φ∗ ∈ arg min
φ
{
E(x,y)∼µ
[∥∥hφ(y)− (x− T †θ∗(y))2∥∥2X]}.
The resulting networks will then approximate the conditional mean and the con-
ditional point-wise variance, respectively. Finally, if one has supervised training
data (xi, yi), then the joint law µ above can be replaced by its empirical coun-
terpart and the µ-expectation is replaced by an averaging over training data.
As already indicated, by using (4) it is possible to re-write many estimators
as minimizers of an expectation. Such estimators can then be approximated
using the direct estimation approach outlined here. This should coincide with
computing the same estimator by posterior sampling (section 4.1). Direct esti-
mation is however significantly faster, but not as flexible as posterior sampling
since each estimator requires a new neural network that specifically trained for
that estimator. Section 5 compares outcome from both approaches.
5 Numerical Experiments
We evaluate the feasibility of posterior sampling (section 4.1) to sample from the
posterior and Direct Estimation (section 4.2) to compute mean and point-wise
variances for clinical 3D CT imaging.
5.1 Set-up
Our supervised data consists of pairs of 3D CT images (xi, yi) generated by
(x, y) where xi is a normal dose 3D image that serves as the ‘ground truth’ and
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Fig. 2: Test data: Normal dose image (left), subset of CT data from a ultra-low
dose 3D helical scan (middle), and corresponding FBP reconstruction
(right). Images are shown using a display window set to [−150, 200] HU.
yi is the filtered back-projection (FBP) 3D reconstruction computed from ultra
low dose CT data associated with xi.
One could here let yi be the ultra low dose CT data itself, which results in
more complex architectures of the neural networks. On the other hand, using
FBP as a pre-processing step (i.e., yi is FBP reconstruction from ultra low
dose data) simplifies the choice of architectures and poses no limitation in the
theoretical setting with infinite data (see [4, section 8]).
Training data We used training data from the Mayo Clinic Low Dose CT
challenge [47]. This data consists of ten CT scans, of which we use nine for
training and one for evaluation. Each 3D image xi has a corresponding ultra
low dose data that is generated by using only ≈ 10% of the full data and
adding additional Poisson noise so that the dose corresponds to 2% of normal
dose. Applying FBP on this data yields the ultra low dose CT images, see
appendix D.1 for a detailed description.
An example of normal dose CT reconstruction, tomographic data, and the
ultra low dose FBP reconstruction is shown in fig. 2.
Network architecture and training The operators
Gθ : Z × Y → X T †θ∗ : Y → X
Dφ : X × Y → R hφ∗ : Y → X
are represented by multi-scale residual neural networks. For computational
reasons, we applied the method slice-wise, see appendix D.2 for details regarding
the exact choice of architecture and training procedure.
The parts related to the inverse problem (tomography) were implemented
using the ODL framework [2] with ASTRA [62] as back-end for computing the
ray-transform and its adjoint. The learning components were implemented in
TensorFlow [1].
5.2 Results
Estimators A typical use-case of Bayesian inversion is to compute estimators
from the posterior. In our case, we are interested in the conditional mean and
point-wise standard deviation (square root of variance).
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Fig. 3: Conditional mean and point-wise standard deviation (pStd) computed
from test data (fig. 2) using posterior sampling (section 4.1) and direct
estimation (section 4.2).
When using posterior sampling, we compute the conditional mean and point-
wise standard deviations based on 1 000 images sampled from the posterior, see
appendix B for some examples of such images. For direct estimation we simply
evaluated the associated trained networks. Both approaches are computation-
ally feasible, the time needed per slice to compute these estimators is 40 s using
posterior sampling based on 1 000 samples and 80 ms for direct estimation.
The mean and standard-deviations that were computed using both methods
are shown in fig. 3. We note that results from the methods agree very well with
each other, indicating that the posterior samples follow the posterior quite well,
or at least that the methods have similar bias. The posterior mean looks as
one would expect, with highly smoothed features due to the high noise level.
Likewise, the standard deviation is also as one would expect, with high uncer-
tainties around the boundaries of the high contrast objects. We also note that
the standard deviation at the white “blobs” that appear in some samples (see
appendix B) is quite high, indicating that the model is uncertain about their
presence. There is also a background uncertainty at ≈ 20 HU due to point-wise
noise in the reference normal-dose scans that we take as ground truth.
Uncertainty quantification We here show how to use Bayesian credible sets
for clinical image guided decision making. One computes a reconstruction from
ultra low dose data (middle image in fig. 2), identifies one or more features, and
then seeks to estimate the likelihood for the presence of these features.
Formalizing the above, let ∆ denote the difference in mean intensity in the
reconstructed image between a region encircling the feature and the surrounding
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Fig. 4: The suspected tumor (red) and the reference region (blue) shown in
the sample posterior mean image. Right plot shows average contrast
differences between the tumor and reference region. The histogram is
computed by posterior sampling applied to test data (fig. 2), the yellow
curve is from direct estimation, and the true value is the red threshold.
organ, which in our example is the liver. The feature is said to “exist” whenever
∆ is bigger than a certain threshold, say 10 HU.
To use posterior sampling, start by computing the conditional mean image
(top left in fig. 3) by sampling from the posterior using the conditional WGAN
approach in section 4.1. There is a dark “spot” in the liver (possible tumor) and
a natural clinical question is to statistically test for the presence of this feature.
To do this, compute ∆ for a number of samples generated by posterior sampling,
which here is the same 1 000 samples used for computing the conditional mean.
We estimate p := Prob(∆ > 10 HU) from the resulting histogram in fig. 4 and
clearly p > 0.95, indicating that the “dark spot” feature exists with at least
95% significance. This is confirmed by the ground truth image (left image in
fig. 2). The conditional mean image also under-estimates ∆, whose true value is
the vertical line in fig. 4. This is to be expected since the prior introduces a bias
towards homogeneous regions, a bias that decreases as noise level decreases.
To perform the above analysis using direct estimation, start with computing
the conditional mean image from the same ultra-low dose data using direct
estimation. As expected, the resulting image (top right in fig. 3) shows a dark
“spot” in the liver. Now, designing and training a neural network that directly
estimates the distribution of ∆ is unfeasible in a general setting. However, as
shown in section 4.2, this is possible if one assumes pixels are independent of
each other. The estimated distribution of ∆ is the curve in fig. 4 and we get
p > 0.95, which is consistent with the result obtained using posterior sampling.
The direct estimation approach is based on assuming independent pixels, so it
will significantly underestimate the variance. In contrast, the approach based
on posterior sampling seems to give a more realistic estimate of the variance.
6 Related Work
Deep learning based methods are increasingly used for medical image reconstruc-
tion, either by using deep learning for post-processing [38, 35] or by integrating
deep learning into the image reconstruction [66, 5, 6, 29, 16, 28, 30]. These
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papers start by specifying the loss and then use a deep neural network to mini-
mize the expected loss. This essentially amounts to directly computing a Bayes
estimator with a risk is given by the loss. The loss is often the squared L2-
distance, which implicitly implies that one approximates the conditional mean.
Hence, the above approaches could be seen as examples of deep direct estima-
tion. There is however an important difference, in deep direct estimation one
starts by explicitly specify the estimator, which then implies the appropriate
loss function.
There has also been intense research in selecting a loss function different
from the L2-loss [36, 7] and specifically GAN-like methods have been applied
to image post-processing in CT [64, 67] and image reconstruction in magnetic
resonance imaging (MRI) (Fourier inversion) [65, 46]. However, in these papers
the authors discard providing any randomness to the generator, instead only
giving it the prior. They have thus not fully realized the potential of using
GANs for sampling from the posterior in Bayesian inversion.
Regarding sampling from a posterior, conditional generative models [48, 49]
have been widely used in the machine learning literature for this purpose. Typ-
ical use cases is to sample from a posterior where an image is conditioned on a
text, like “the bird is yellow” [32, 20], but also for simple applications in imaging,
including image super-resolution and in-painting [44, 52, 51]. These approaches
do not consider sampling from the posterior for more elaborate inverse problems
that involve a physics driven data likelihood. An approach in this direction is
presented in [41] where variational auto-encoders are used to sample from the
posterior of possible segmentations (model parameter) given CT images (data).
An entirely different class of methods for exploring the posterior are based
on Markov chain Monte Carlo (MCMC) techniques, which have revolutionized
mathematical computation and enabled statistical inference within many previ-
ously intractable models. Most of the techniques are rooted in solid mathemati-
cal theory, but they are limited to cases where the prior model is known in closed
form, see surveys in [19, 15, 11]. Furthermore, these MCMC techniques are still
computationally unfeasible for large-scale inverse problems, like 3D clinical CT.
A computationally feasible alternative to MCMC for uncertainty quantifi-
cation is to consider asymptotic characterizations of the posterior. For many
inverse problems, it is possible to prove Bernstein–von Mises type of theorems
that characterizes the posterior using analytic expressions assuming the prior is
asymptotically uninformative [50]. Such characterizations do not hold for finite
data, but assuming a Gaussian process model (data likelihood and prior are
both Gaussian) allows for using numerical methods for linear inverse problems
[55]. Gaussian process models are however still computationally demanding and
it can be hard to design appropriate priors, so [23, 24] introduces (conditional)
neural processes that incorporate deep neural networks into Gaussian process
models for learning more general priors.
Finally, another computationally feasible approach for uncertainty quantifi-
cation is to approximate Bayesian credible sets for the MAP estimator by solving
a convex optimization problem [57, 54]. The approach is however restricted to
the MAP estimator and furthermore, it requires access to a handcrafted prior.
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7 Conclusions
Bayesian inversion is an elegant framework for recovering model parameters
along with uncertainties that applies to a wide range of inverse problems. The
traditional approach requires specifying a prior and, depending on the choice
of estimator, also the probability of data. Furthermore, exploring the posterior
remains a computational challenge. Hence, despite significant progress in the-
ory and algorithms, Bayesian inversion remains unfeasible for most large scale
inverse problems, like those arising in imaging.
This paper addresses all these issues, thereby opening up for the possibility
to perform Bayesian inversion on large scale inverse problems. Capitalizing on
recent advances in deep learning, we present two approaches for performing
Bayesian inversion: Deep Posterior Sampling (section 4.1), which uses a GAN
to sample from the posterior, and Deep Direct Estimation (section 4.2) that
computes an estimator directly using a deep neural network.
The performance of both approaches is demonstrated in the context of ultra
low dose (2% of normal dose) clinical 3D helical CT imaging (section 5). We
show how to compute basic Bayesian estimators, like the posterior mean and
point-wise standard deviation. We also compute Bayesian credible sets and use
this for testing whether a suspected “dark spot” in the liver, which is visible
in the posterior mean image, is real. The quality of the posterior mean recon-
struction is also quite promising, especially bearing in mind that it is computed
from CT data that corresponds to 2% of normal dose.
To the best of our knowledge, this is the first time one can perform such
computations on large scale inverse problems in a timely manner, like clinical
3D helical CT image reconstruction. On the other hand, using such a radically
different way to perform image reconstruction in clinical practice quickly gets
complicated since it must be preceded by clinical trials in the context of im-
age guided decision making. However, there are many advantages that comes
with using our proposed approach, which for medical imaging means integrating
imaging with clinical decision making while accounting for the uncertainty.
To conclude, the posterior sampling approach allows one to perform Bayesian
inversion on large scale inverse problems that goes beyond computing specific
estimators, such as the MAP or conditional mean. The framework is not specific
to tomography, it applies to essentially any inverse problem assuming access to
sufficient amount of “good” supervised training data. Furthermore, the possi-
bility to efficiently sample from the posterior opens up for new ways to integrate
decision making with reconstruction.
8 Discussion and Outlook
There are several open research topics related to using GANs as generative
models for the posterior in inverse problems.
One natural topic is to have a precise notion of “good” supervised training
data. Specifically, it is desirable to estimate the amount of supervised training
data necessary for “resolving” the posterior/estimator up to some accuracy.
Unfortunately, most of the current theory for Bayesian inference does not apply
directly to this setting. Its emphasis is on characterizing the posterior in the
asymptotic regime where information content in data increases indefinitely and
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the prior is asymptotically non-informative, like when a Gaussian prior is used.
Another research topic is to study whether there are theoretical guarantees
that ensure the conditional WGAN generator given by (3) converges towards
the posterior. In [26] one proves that given infinite capacity of the discrimina-
tor, the optimal generator minimizes the Jensen–Shannon divergence w.r.t. the
target distribution. For the case with WGAN, [56, Lemma 6] shows that one
can learn the posterior in the sense of [60, Definition 3.1], i.e. solving (10) ar-
bitrarily well, given enough training data. But this does not settle the question
of what happens with realistic sample and model capacities. This is part of
a more general research theme for investigating the theoretical basis for using
GANs trained on supervised data to sample from high dimensional probability
distributions [9].
Yet another topic relates to including explicit knowledge about the data
likelihood, which in contrast to the prior, can be successfully handcrafted for
many inverse problems. This is essential for large-scale inverse problems where
the amount of supervised training data is little and there are few opportunities
for re-training when data the acquisition protocol changes. In this work, this
knowledge was implicitly accounted for by our choice to use a FBP reconstruc-
tion as the data. While it can be proven that this is in theory sufficient for
generating samples from the posterior [4, section 8], [5, 6] clearly shows that
working directly from measured data gives better results. We therefore expect
further improvements to our results by using a conditional WGANs based on
convolutional neural network (CNN) architectures that integrate a handcrafted
data likelihood, such as those provided by learned iterative reconstruction.
Finally, our deep direct estimators were very easy to train with no major
complications, but training the generative models for posterior sampling is still
complicated and involves quite a bit of fine tuning and “tricks”. We hope that
future research in generative models will improve upon this situation.
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A The Wasserstein 1-distance
Let X be a measurable separable Banach Space and PX the space of probability
measures on X. The Wasserstein 1-distance W : PX × PX → R is a metric on
PX that can be defined as [63, Definition 6.1]
W(p, q) := inf
µ∈Π(p,q)
E(x,v)∼µ
[‖x− v‖X] for p, q ∈ PX . (5)
In the above, Π(p, q) ⊂ PX×X denotes the family of joint probability measures
on X×X that has p and q as marginals. Note also that we assume PX only con-
tains measures where the Wasserstein distance takes finite values (Wasserstein
space), see [63, Definition 6.4] for the formal definition.
The Wasserstein 1-distance in (5) can be rewritten using the Kantorovich-
Rubinstein dual characterization [63, Remark 6.5 on p. 95], resulting in
W(p, q) = sup
D: X→R
D∈Lip(X)
{
Ex∼q
[
D(x)
]− Ev∼p[D(v)]} for p, q ∈ PX . (6)
Here, Lip(X) denotes real-valued 1-Lipschitz maps on X, i.e.,
D ∈ Lip(X) ⇐⇒ |D(x1)−D(x2)| ≤ ‖x1 − x2‖X for all x1, x2 ∈ X.
The above constraint can be hard to enforce in (6) as is, so following [27, 3] we
prefer the gradient characterization:
D ∈ Lip(X) ⇐⇒ ∥∥∂D(x)∥∥
X∗ ≤ 1 for all x ∈ X,
where ∂ indicates the Fre´chet derivative and X∗ is the dual space of X. In our
setting, X is an L2 space, which is a Hilbert space so X
∗ = X and the Fre´chet
derivative becomes the (Hilbert space) gradient of D.
B Individual Posterior Samples
It is instructive to visually inspect individual random samples of the posterior
obtained from the conditional Wasserstein GAN (WGAN) generator.
Generating one such sample is fast, taking approximately 40 ms on a desk-
top “gaming” PC. Furthermore, as seen in fig. 5, the generated samples look
realistic, practically indistinguishable from the ground truth to the untrained
observer. With that said, some anatomical features are clearly misplaced, e.g.,
there are white “blobs” (blood vessels) in the liver. These are present because
the supervised training set contained images from patients that were given con-
trast (see bottom row in fig. 1), which has influenced the anatomical prior that
is learned from the supervised data.
C Theory of Deep Bayesian Inversion
This section contains the theoretical foundations needed for Deep Bayesian In-
version and derivations of the expressions used in the main article.
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Fig. 5: Deep posterior samples (section 4.1) on test data (fig. 2) shown using a
display window set to [-150, 200] HU.
C.1 Derivation of conditional WGAN
This section provides the mathematical details for deriving (3) from (2). Such
a reformulation is well-known, but the derivation given here seems to be novel.
The overall aim with WGAN is to approximate the posterior y 7→ pi(x | y)
that is inaccessible. The approach is to construct a mapping that associates a
probability measure on X to each data y ∈ Y . A family of such mappings can be
explicitly constructed and trained against supervised training data in order to
approximate the posterior. To proceed we need to specify the statistical setting
and our starting point is to introduce a “distance” between two probability
measures on X:
` : PX × PX → R+. (7)
In the above, PX denotes the class of all probability measures on X, so pi(x |
y) ∈ PX whenever the posterior exists, which holds under fairly general assump-
tions where both X and Y can be infinite-dimensional separable Banach spaces
[19, Theorem 14]. Next, let G denote a fixed family of generators, which are
mappings
G : Y → PX (8)
that associate each y ∈ Y to a probability measure on X. Note here that
y 7→ pi(x | y) is not necessarily contained in G. A generator in G is an “optimal”
approximation of the posterior y 7→ pi(x | y) if it minimizes the expected `-
distance, i.e., it solves
inf
G∈G
Ey∼σ
[
`
(G(y), pi(x | y))]. (9)
Here, y ∼ σ is the Y -valued random variable generating data.
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There are three issues that arise if a solution to (9) is to be used as a
proxy for the posterior: (i) Evaluating the objective requires access to the very
posterior, which we assumed was inaccessible, (ii) the distribution σ of data
is almost always unknown, so the expectation cannot be computed, and finally
(iii) the computational feasibility requires access to an explicit finite dimensional
parametrization for constructing generators in G that one searches over in (9).
As we shall see next, choosing (7) as the Wasserstein 1-distance allows us to
addresses the first two issues. With this choice one can re-write the objective in
(9) as an expectation over the joint law (x, y) ∼ µ, thereby avoiding expressions
that explicitly depend on the unknown posterior y 7→ pi(x | y) and distribution
of data σ. This joint law is also unknown, but it can often be replaced by its
empirical counterpart derived from a suitable supervised training data set.
More precisely, choosing the Wasserstein 1-distance W : PX × PX → R+ as
` in (9) yields
inf
G∈G
Ey∼σ
[
W(G(y), pi(x | y))]. (10)
Note here that y 7→ W(G(y), pi(x | y)) is assumed to be a measurable real-valued
function on Y . The Kantorovich-Rubinstein dual characterization in (6) yields
W(G(y), pi(x | y)) = sup
Dy∈Lip(X)
{
Ex∼pi(x|y)
v∼G(y)
[
Dy(x)−Dy(v)
]}
for y ∈ Y . (11)
Here, Lip(X) denotes the set of real-valued mappings on X that are 1-Lipschitz.
Hence, (10) can be written as
inf
G∈G
Ey∼σ
[
sup
Dy∈Lip(X)
{
Ex∼pi(x|y)
v∼G(y)
[
Dy(x)−Dy(v)
]}]
. (12)
Next, in this case the supremum commutes with the σ-expectation, i.e.,
Ey∼σ
[
sup
Dy∈Lip(X)
{
Ex∼pi(x|y)
v∼G(y)
[
Dy(x)−Dy(v)
]}]
= sup
D∈D(X×Y )
{
E(x,y)∼µ
v∼G(y)
[
D(x, y)−D(v, y)
]}
, (13)
where D(X×Y ) is the space of measurable real-valued mappings on X×Y that
are 1-Lipschitz in the X-variable for every y ∈ Y . The proof of (13) is given on
p. 17 and combining it with (12) gives
inf
G∈G
{
sup
D∈D(X×Y )
E(x,y)∼µ
v∼G(y)
[
D(x, y)−D(v, y)
]}
. (14)
Note that there are no approximations involved in going from (10) to (14),
the derivation is solely based on properties of the Wasserstein 1-distance. Fur-
thermore, the advantage of (14) over (10) is that the latter neither involves the
posterior nor σ (the probability measure of data). It does involve the joint law
(x, y) ∼ µ, which is of course unknown. On the other hand, if we have access to
supervised training data:
(x1, y1), . . . , (xm, ym) ∈ X × Y are i.i.d. samples of (x, y) ∼ µ, (15)
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then we can replace the joint law µ in (14) with its empirical counterpart and
the µ-expectation is replaced by an averaging over training data.
The final steps concern computational feasibility. We start by considering
parameterizations of the generators in G that enables one to solve (14) in a
computational feasible manner. A key aspect is to evaluate the G(y)-expectation
for any y ∈ Y without impairing upon the ability to approximate the posterior
with elements from G. We will assume that each generator G ∈ G corresponds
to a measurable map G: Z × Y → X such that the following holds:
v ∼ G(y) ⇐⇒ v = G(z, y) for some Z-valued random variable z ∼ η. (16)
In the above, Z is some fixed set and η is a “simple” probability measure on Z
meaning that there are computationally efficient means for generating samples
of z ∼ η. It is then possible to express (14) as
inf
G∈G
{
sup
D∈D(X×Y )
E(x,y)∼µ
z∼η
[
D(x, y)−D(G(z, y), y)]} (17)
where G is the class of X-valued measurable maps on Z × Y that corresponds
to G by (16).
The formulation in (17) involves taking the infimum over G and supremum
over D , which is clearly computationally unfeasible. Hence, one option is to
consider a parametrization of these spaces using deep neural networks with
appropriately chosen architectures:
G := {Gθ}θ∈Θ where Gθ : Z × Y → X (18)
D := {Dφ}φ∈Φ where Dφ : X × Y → R. (19)
Inserting the above parametrizations into (17) results in
θ∗ ∈ arg min
θ∈Θ
{
sup
φ∈Φ
E(x,y)∼µ
z∼η
[
Dφ(x, y)−Dφ
(
Gθ(z, y), y
)]}
. (20)
Note again that the unknown joint law µ in (20) is replaced by its empirical
counterpart given from the training data in (15).
To summarize, solving the training problem in (20) given training data (15)
and the parametrizations in (18) and (19) yields a mapping Gθ∗ : Z × Y → X
that approximates the posterior in the sense that the distribution of Gθ∗(z, y)
with z ∼ η is closest to pi(x | y) in expected Wasserstein 1-distance. Hence, we
can sample z ∈ Z from z ∼ η and Gθ∗(z, y) ∈ X will approximate a sample
of the conditional random variable (x | y = y) ∼ pi(x | y). The formulation
in (20) is also suitable for stochastic gradient descent (SGD), so computational
techniques from deep neural networks can be used for solving the empirical
expected minimization problem. We conclude with providing a proof of (13).
Proof of (13) To simplify the notational burden, define fD : Y → R as
fD(y) := Ex∼pi(x|y)
v∼G(y)
[
D(x)−D(v)] for D ∈ Lip(X).
Next, (x, y) ∼ µ with µ = pi(x | y)⊗σ, so by the law of total expectation we can
re-write the objective in the right-hand side of (13) as
E(x,y)∼µ
v∼G(y)
[
D(x, y)−D(v, y)
]
= Ey∼σ
[
fD( · ,y)(y)
]
.
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Hence, proving (13) is equivalent to proving
Ey∼σ
[
sup
Dy∈Lip(X)
fDy(y)
]
= sup
D∈D(X×Y )
Ey∼σ
[
fD( · ,y)(y)
]
. (21)
To prove (21), note first that the claim clearly holds when equality is replaced
with “≥” since D( · , y) ∈ Lip(X) for any D ∈ D(X × Y ). It remains to prove
that strict inequality in (21) cannot hold. In the following, we use a proof by
contradiction approach, so assume strict inequality holds:
Ey∼σ
[
sup
Dy∈Lip(X)
fDy(y)
]
> sup
D∈D(X×Y )
Ey∼σ
[
fD( · ,y)(y)
]
. (22)
From (22), there exists ε > 0 such that
Ey∼σ
[
sup
Dy∈Lip(X)
fDy(y)
]
− ε > sup
D∈D(X×Y )
Ey∼σ
[
fD( · ,y)(y)
]
. (23)
Next, for any y ∈ Y and ε > 0, there exists D̂y ∈ Lip(X) such that
fD̂y (y) > sup
Dy∈Lip(X)
fDy (y)− ε holds for any y ∈ Y . (24)
Assume next that it is possible to choose D̂y so that (x, y) 7→ D̂y(x) is measur-
able on X×Y . This implies that (x, y) 7→ D̂y(x) ∈ D(X×Y ) since D̂y ∈ Lip(X)
for all y ∈ Y . Hence, the σ-expectation of fD̂y(y) exists and (24) combined with
the monotonicity of the expectation gives
Ey∼σ
[
fD̂y(y)
]
> Ey∼σ
[
sup
Dy∈Lip(X)
fDy(y)− ε.
]
= Ey∼σ
[
sup
Dy∈Lip(X)
fDy(y)
]
− ε.
Insert the above into (23) gives
Ey∼σ
[
fD̂y(y)
]
> sup
D∈D(X×Y )
Ey∼σ
[
fD( · ,y)(y)
]
. (25)
Since (x, y) 7→ D̂y(x) ∈ D(X × Y ), the statement in (25) contradicts the defi-
nition of the supremum, i.e., (22) leads to a contradiction implying that (21) is
true. This concludes the proof.
C.2 A novel discriminator for conditional WGAN
A generator trained using the formulation in (20) as is will typically learn to
ignore the randomness from z ∼ η. This can be seen in figs. 6 and 7 that replicate
the tests performed in figs. 3 and 5 but with a generator trained using (20) as is.
Observe that the inter-sample variance is very low, e.g., the conditional mean
image in fig. 6 is still very noisy as compared to corresponding images in fig. 3.
An explanation to this phenomena can be found in statistical learning theory.
Note that, regardless of the number of supervised training data points (xi, yi),
the training data only provides a single X-sample xi of the probability measure
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pi(x | yi), which is the posterior at yi. Since training data only provides a single
sample from pi(x | yi), training by (20) will result in a generator that only learns
how to generate the corresponding single sample thereby generating the same
sample repeatedly (mode collapse) [68].
The importance of addressing mode collapse is clearly illustrated in figs. 6
and 7. One approach to avoid mode collapse is to let the discriminator in
(12) see multiple samples from pi(x | yi), which leads to the idea of mini-batch
discriminators [59, 39]. Such an approach is not possible in Bayes inversion since
training data only provides access to a single model parameter x for each data
y. In the following we describe a new conditional mini-batch discriminator that
is better at avoiding mode collapse in the Bayesian inversion setting.
Conditional WGAN discriminator The idea is to let the discriminator dis-
tinguish between unordered pairs in X containing either the model parameter
or random samples generated by the generative model. To formalize this, the
generative model is trained using the following generalization of (2):
inf
G∈G
Ey∼σ
[
W
(
G(y)⊗ G(y), 1
2
(
pi(x | y)⊗ G(y))⊕ 1
2
(G(y)⊗ pi(x | y)))] (26)
where ⊕ denotes usual summation of measures. Next, we show that one may
train a generative model based on (26) instead of (2). The former lets the
discriminator see more than a single sample from the posterior, so the resulting
learned generator is much less likely to suffer from mode collapse, see fig. 7 for
an empirically confirmation of this.
Claim 1. A generative model G : Y → PX solves (26) iff it solves (2).
Proof. Let y ∈ Y be fixed and consider the objective in (26):
W
(
G(y)⊗ G(y), 1
2
(
pi(x | y)⊗ G(y))⊕ 1
2
(G(y)⊗ pi(x | y)))
=W
(1
2
(G(y)⊗ G(y), pi(x | y)⊕ G(y))⊗ 1
2
(
pi(x | y)⊕ G(y)))
∝ W
(1
2
(G(y)⊗ G(y)), 1
2
(
pi(x | y)⊗ pi(x | y))).
The last equality above follows from subtracting the measure 12
(G(y) ⊗ G(y))
from both arguments in the Wasserstein metric and utilizing its translation
invariance (which is easiest to see in the Kantorovich-Rubenstein characteriza-
tion). Next,
W
(1
2
(G(y)⊗ G(y)), 1
2
(
pi(x | y)⊗ pi(x | y))) ∝ W(G(y), pi(x | y)),
so a generative model solves (26) if and only if it solves (2).
Note that in the proof of claim 1, we implicitly assume the Wasserstein
distance can be defined on any pair of positive Radon measures with equal mass.
This is a trivial extension of the original definition of the Wasserstein distance,
which assumes the domain is a pair of probability measures. It is worth noting
that one can define “optimal transportation”-like distances between arbitrary
positive Radon measures [17, 18].
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To proceed, we need to rewrite the training in (26) so that it becomes
more tractable, e.g., by removing the explicit appearance of the unknown pos-
terior and probability measure for data. To do that, we yet again resort to the
Kantorovich-Rubenstein duality (6). When applied to (26), it yields
inf
G∈G
Ey∼σ
[
sup
D∈D
E(x1,x2)∼ρ(y)
(v1,v2)∼G(y)⊗G(y)
[
D
(
(x1, x2), y
)−D((v1, v2), y)]]. (27)
Here, ρ(y) := 12
(
pi(x | y)⊗G(y))⊕ 12(G(y)⊗pi(x | y)) is a probability measure on
X ×X and D are measurable maps D: (X ×X)× Y → R that are 1-Lipschitz
w.r.t. its (X ×X)-variable. Next, the same arguments used to rewrite (12) as
(14) can also be used to rewrite (27) as
inf
G∈G
{
sup
D∈D
E(x,y)∼µ
v1,v2∼G(y)
[
1
2
(
D
(
(x, v2), y
)
+ D
(
(v1, x), y
))−D((v1, v2), y)]}. (28)
In contrast to (27), the formulation in (28) makes no reference to the posterior
pi(x | y) nor the probability measure σ for data. Instead, it involves an expec-
tation w.r.t. the joint law µ, which in a practical setting can be replaced by its
empirical counterpart given from supervised training data in (15).
The final step is to introduce parameterizations for the generator and dis-
criminator. The generator is parametrized as in (18), whereas the parametrized
family D := {Dφ}φ∈Φ of discriminators are measurable mappings of the type
Dφ : (X ×X)× Y → R that are 1-Lipschitz in the (X ×X)-variable. Inserting
these parametrizations into (28) results in
(θ∗, φ∗) ∈ arg min
θ∈Θ
{
sup
φ∈Φ
E(x,y)∼µ
z1,z2∼η
[
1
2
(
Dφ
((
x,Gθ(z2, y)
)
, y
)
+Dφ
((
Gθ(z1, y), x
)
, y
))
−Dφ
((
Gθ(z1, y),Gθ(z2, y)
)
, y
)]}
. (29)
Note again that the unknown joint law µ in (29) is replaced by its empirical
counterpart given from the training data in (15).
C.3 Deep Direct Estimation
The aim here is to show how an appropriately trained deep neural network can
be used for approximating a wide range of non-randomized decision rules (esti-
mators) associated, e.g., with uncertainty quantification. This differs from the
posterior sampling approach (section 4.1 and appendix C.1) where such estima-
tors are computed empirically by sampling from a trained WGAN generator.
The idea is to extend the approach in [5, 6] for learning estimators that min-
imizes Bayes risk so that it applies to a wider class of estimators. Our starting
point is a well known proposition from probability theory that characterizes the
minimizer of the mean squared error loss.
Proposition 2. Assume that Y be a measurable space, W is a measurable
Hilbert space, and y and w are Y - and W -valued random variables, respectively.
Then, the conditional expectation h∗(y) := E
[
w | y = y] solves
min
h : Y→W
E
[∥∥h(y)− w∥∥2
W
]
.
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Fig. 6: Replication of fig. 5 without conditional WGAN discriminator shown
using the same intensity window. Observe that there is practically no
inter-sample variability due to mode collapse, confirming that the con-
ditional WGAN discriminator is essential for posterior sampling.
The minimization above is taken over all W -valued measurable functions on Y .
Proof. Let h : Y →W be any measurable function so
E
[∥∥h(y)− w∥∥2
W
]
= E
[
E
[∥∥h(y)− w∥∥2
W
| y]].
Next, W is a Hilbert space so we can expand the squared norm:∥∥h(y)− w∥∥2
W
=
∥∥h(y)− E[w | y] + E[w | y]− w∥∥2
W
=
∥∥h(y)− E[w | y]∥∥2
W
+ 2
〈
h(y)− E[w | y],E[w | y]− w
〉
W
+
∥∥w − E[w | y]∥∥2
W
.
By the law of total expectation and the linearity of the inner product, we get
E
[
2
〈
h(y)− E[w | y],E[w | y]− w
〉
W
| y
]
= 2
〈
h(y)− E[w | y],E[w | y]− E[w | y]
〉
W
= 2
〈
h(y)− E[w | y], 0〉
W
= 0
and
∥∥w − E[w | y]∥∥2
W
is independent of h(y). Combining all of this gives
arg min
h : Y→W
E
[∥∥h(y)− w∥∥2
W
]
= arg min
h : Y→W
E
[∥∥h(y)− E[w | y]∥∥2
W
]
where h∗(y) = E[w | y] is the solution to the right hand side.
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Fig. 7: Replication of fig. 3 also showing (right most column) the sample mean
and sample point-wise standard deviation (pStd) when the conditional
WGAN discriminator is not used. The standard deviation grossly un-
derestimated due to mode collapse.
Proposition 2 implies in particular that minimizing Bayes risk with a loss
given by the mean squared error amounts to computing the conditional mean.
This result does not hold when the loss is the 1-norm, which would give the
conditional median instead of the conditional mean. In a finite dimensional
setting, proposition 2 holds also when the loss is any functional that is the
Bregman distance of a convex functional [10].
In the context of Bayesian inversion, x and y are the X and Y -valued random
variables generating the model parameter and data, respectively. Proposition 2
is then the starting point for studying the relation between the maximum a pos-
teriori (MAP) and conditional mean estimates [14]. In our setting, if h∗ : Y → X
is the estimator that minimizes Bayes risk using squared loss, then proposition 2
(with w := x) implies that
h∗ ∈ arg min
h : Y→W
E
[∥∥h(y)− w∥∥2
W
]
=⇒ h∗(y) = E[x | y = y] for y ∈ Y. (30)
Since neural networks are universal function approximators, training a neural
network using the mean squared error as loss yields an approximation of the
conditional mean.
By selecting some other regression target w we can approximate estimators
other than the conditional mean. As an example, let us consider the point-wise
conditional variance which is defined as
pVar
[
x | y = y] := E[(x− E[x | y = y])2 | y = y] (31)
In the following, we show how the (point-wise) conditional variance can be esti-
mated directly using a neural network trained against supervised data, similar
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to how we estimate the conditional mean. The key step is to re-write the condi-
tional variance as a minimizer of the expectation of some scalar objective w.r.t.
the joint law of (x, y).
Proposition 3. Assume that Y,X are measurable spaces and that X is a Hilbert
space. The point-wise variance is then characterized by
pVar[x | y = y] ∈ arg min
h : Y→X
E
[∥∥∥h(y)− (x− E[x | y = y])2∥∥∥2
X
]
(32)
where the minimization is taken over all X-valued measurable functions on Y .
The proof follows by applying proposition 2 with w :=
(
x − E[x | y = y])2,
which yields
arg min
h : Y→X
E
[∥∥∥h(y)− (x− E[x | y = y])2∥∥∥2
X
]
= E
[(
x− E[x | y = y])2 | y = · ].
In practice we don’t have direct access to samples from
(
x− E[x | y = y])2,
so this cannot be applied as is since we cannot compute the expectation in
(32). However, if there is access to supervised training data as in (15), then the
conditional expectation in (32) can be approximated by a deep neural network
trained according to (30), E
[
x | y = y] ≈ T †θ(y). From this training data one
can then generate “new” training data of the form((
xi − T †θ(yi)
)2
, yi
)
∈ X × Y where (xi, yi) ∈ X × Y is from (15).
This training data is random samples from a (X × Y )-valued random variable
that approximately has required distribution.
Finally, the minimization in (32) can be restricted to X-valued measurable
functions on Y that are parametrized by another deep neural network architec-
ture hφ : Y → X. Hence, the conditional point-wise variance can be estimated
as pVar[x | y = y] ≈ hφ∗(y) where φ∗ is obtained from solving the following
training problems:
θ∗ ∈ arg min
θ
{
E(x,y)
[∥∥x− T †θ(y)∥∥2X]}
φ∗ ∈ arg min
φ
{
E(x,y)
[∥∥∥hφ(y)− (x− T †θ∗(y))2∥∥∥2
X
]}
.
Direct estimation is a sample free method that has several advantages against
posterior sampling. First, they are much easier to train, generative adversar-
ial networks (GANs) that are used for posterior sampling are known for being
notoriously hard to train whereas learned iterative methods that underly di-
rect estimation can be trained using standard approaches. Next, they are much
faster. Evaluating a trained deep neural network for direct estimation requires
roughly as much computational power as generating a single sample of the pos-
terior in posterior sampling. Since posterior sampling requires several samples
to get sufficient statistics, they will require an order of magnitude more time.
A downside with direct estimation is that a separate neural network has to
be constructed and trained for each estimator. This is especially problematic
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in cases where we need to answer patient-specific questions that are perhaps
unknown during training. Another is that direct estimation as introduced here
can only be used for estimators that can be re-written as a minimizer of the
expectation of some scalar objective w.r.t. the joint law of (x, y). It is well
known that conditional distributions can be approximated by Edgeworth ex-
pansions that in turn contain such terms [53], so in principle any posterior can
be approximated in this manner by a series of direct estimations. However,
the computations quickly get complicated and the computational and training
related advantages of direct estimation quickly diminishes.
Finally, results and corresponding proofs as stated in this section are not
fully rigorous in the function space setting. As an example, proposition 3 would
in such a setting involve the theory of higher moments of Banach space valued
random variables [34], which quickly involves elaborate measure theory. On the
other hand, the proofs are straightforward in finite dimensional spaces.
D Implementation Details
D.1 Training data
Training data is clinical 3D helical computed tomography (CT) scans from
the Mayo Clinic Low Dose CT challenge [47]. The data was obtained using
a Siemens SOMATOM Definition AS+ scanner and consists of ten abdomen
CT scans of patients with predominantly liver and lung cancer obtained at nor-
mal dose. The scanner is a 64-slice cone beam helical CT that further enhances
longitudinal resolution by a periodic motion of the focal spot in the z-direction
(z-flying focal spot acquisition) [22]. The x-ray tube peak voltage (kVp) was
100–120 kV, depending on patient size, the exposure time was 500 ms and the
tube current was 230–430 mA, again depending on patient size.
The normal dose reconstructions are obtained by applying a filtered back-
projection (FBP)-type of reconstruction scheme, provided by the manufacturer
of the scanner, on the full data. To obtain the low dose images, we first sub-
sampled data and then added noise. The original data is acquired using a 3-PI
acquisition geometry [13], meaning that the helical pitch is chosen to oversample
each integration line by a factor of three. We sub-sampled the data by excluding
the “upper” and “lower” pitch, which corresponds to data from 1-PI acquisition
geometry. This results in a sub-sampling of 33%. Furthermore, we split each
dataset into three independent datasets by using every third angle. This gives
a further sub-sampling by 33%, for a total subsampling of ≈ 10. In addition,
we added Poisson noise to the data according to [47] until they corresponded
to 2% normal dose scans, i.e. roughly 1 000 photons per pixel. While electron
noise is significant at these dose levels, we chose not to model it.
Standard FBP was applied to the above ultra low dose data with a Hann
filter with cutoff 0.4 and the filter frequency was chosen to maximize the peak
signal to noise ratio (PSNR) of the ultra low dose reconstructions. The 2D
slice size was set to 512× 512 pixels with a reconstruction diameter of 370–
440 mm (depending on patient size) and a slice-thickness of 3 mm. Note that
the FBP reconstruction operator is formally not information conserving when
using a cutoff (information is irreversibly lost), which technically invalidates the
claim in section 5.1 that FBP may be used as a pre-processing step without any
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information loss. However, we did not observed any adverse effects in letting y
represent FBP reconstructions rather than CT data.
Finally, in order to (approximately) center the images, they were linearly
scaled so that zero corresponds to 0 HU and −1 to −1 000 HU. In total, su-
pervised training data consisted of 6 498 pairs of semi-independent 2D images
at normal and ultra low dose. To further augment the training data during
training, we applied random flips (left-right), rotations (±10◦), adding pixel-
wise dequantization noise distributed according to U(0, 1) HU, and a random
mean-value offset distributed according to N (0, 10) HU.
D.2 Neural networks
For simplicity, all networks are based on a similar convolutional neural network
(CNN) architecture that consists of the following three building blocks:
• Averagepooling. Mapping an 2n × 2n image to a n × n image by taking
the average over 2× 2 pixel blocks.
• Pixelshuffle (also “space to depth”) [61]. Mapping a n× n image with 4c
channels to a 2n × 2n image with c channels by spatially spreading the
channels into a 2× 2 block.
• Residual blocks [31]. A single residual block consists of applying batch
normalization to the input, followed by a nonlinearity, convolution, batch
normalization, nonlinearity and finally a convolution. This is added to a
1 × 1 convolution of the result of the first batch normalization. Such a
block is shown in fig. 9b.
Furthermore, unless otherwise stated, the CNN uses 3 × 3 convolutions and
leaky ReLU (α = 0.2) non-linearities [45].
For the generator Gθ : Z × Y → X, direct mean estimator T †θ : Y → X, and
direct variance estimator hφ : Y → X, we used an architecture similar to U-Net
[58] combining down-sampling followed by a residual block until the image is
8× 8 pixels. At this point we performed up-samplings combined with concate-
nating skip-connections until we reach the original 512× 512 pixel resolution.
The network architecture is illustrated in fig. 8. For T †θ and hφ the input was
simply the data y. Regarding the generator, we let the random noise z be white
noise on Z := X, so Gθ : X × X → X. For the generator and direct mean
estimator we also added an additive skip-connection from y to result [35].
Finally, the discriminator Dφ is parametrized using a similar network archi-
tecture but stopped at the lowest resolution (8× 8 pixels) and finished with two
fully connected layers (fig. 9a).
D.3 Training
First, all training procedures involved applying a small L2 regularization (weight
decay) with constant 10−4 to complement the expected loss. Furthermore, µ̂ will
denote the empirical probability measure derived from the supervised training
data (15) that has undergone data augmentation (appendix D.1).
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Direct estimation Training the networks in the direct estimation approach
(appendix C.3) amounts to solving
θ∗ ∈ arg min
θ
{
E(x,y)∼µ̂
[∥∥x− T †θ(y)∥∥2X]+ 10−4‖θ‖2}
φ∗ ∈ arg min
φ
{
E(x,y)∼µ̂
[∥∥∥hφ(y)− (x− T †θ∗(y))2∥∥∥2
X
]
+ 10−4‖φ‖2
}
.
Posterior sampling The WGAN loss with the conditional WGAN discrimina-
tor (appendix C.2) is the objective in (29), i.e., it is given by
LW(θ, φ) := E(x,y)∼µ̂
z1,z2∼η
[
1
2
(
Dφ
((
x,Gθ(z1, y)
)
, y
)
+ Dφ
((
Gθ(z1, y), x
)
, y
))
−Dφ
((
Gθ(z1, y),Gθ(z2, y)
)
, y
)]
The set-up in (29) indicates that the discriminator should always be fully
trained. Following best practice, instead of minimizing (θ, φ) 7→ LW(θ, φ)
jointly, we set-up an intertwined scheme where we take one step to minimize a
generator loss θ 7→ LG(θ) keeping φ fixed, then we take five steps to minimize a
discriminator loss φ 7→ LD(φ) keeping θ fixed. In the following, we explain how
to construct these generator and discriminator losses.
For training the discriminator, note that φ 7→ LW(θ, φ) is invariant w.r.t.
adding an arbitrary constant to the discriminator. This causes the training
to become unstable since the discriminator can drift [39]. We levitate this by
adding a small penalization
Ldrift(φ) := E(x,y)∼µ̂
[
Dφ(x, y)
2
]
.
Next, as in [27], we enforce the 1-Lipschitz condition for the discriminator (see
appendix A) by adding the following gradient penalty term:
Lgrad(θ, φ) := E(x,y)∼µ̂
∼U(0,1)
z1,z2∼η
[(∥∥Γθ,φ(x, y, z1, z2, )∥∥X∗ − 1)2]
where Γθ,φ : X × Y × Z × Z × [0, 1]→ X∗ is given as
Γθ,φ(x, y, z1, z2, ε)
:=
1
2
{
∂1 Dφ
(
ε
(
x,Gθ(z1, y)
)
+ (1− ε)(Gθ(z1, y),Gθ(z2, y)), y)
+ ∂1 Dφ
(
ε
(
Gθ(z1, y), x
)
+ (1− ε)(Gθ(z1, y),Gθ(z2, y)), y)}
with ∂1 Dφ denoting the first order partial (Banach space) derivative w.r.t. the
(X × X)-variable of Dφ : (X × X) × Y → R. Then, the loss φ 7→ LD(φ) for
training the discriminator (for fixed generator θ) becomes
LD(φ) := −LW(θ, φ) + 10Lgrad(θ, φ) + 10−3Ldrift(θ, φ) + 10−4‖φ‖2, (33)
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where the scalings 10 and 10−3 were chosen according to best practice [27, 39]
and not hand-tuned by us.
The loss θ 7→ LG(θ) for training the generator (for fixed discriminator φ) is
LG(θ) := LW(θ, φ) + 10
−4‖θ‖2. (34)
Optimization for training We used the same optimization method to train
all networks (both for direct and posterior sampling), which was the ADAM
optimizer [40] with β1 = 0.5, β2 = 0.9 and 50 000 training steps (≈ 8 epochs).
For the batch normalization [33], we used decay 0.9 and ε = 10−5. Moreover, we
reduced the learning rate following Noisy Linear Cosine Decay [12] with default
parameters, starting with a learning rate of 2 · 10−4
Despite our data-augmentation and regularization, we observed some over-
fitting during training, and expect that better results than ours could be ob-
tained with more data.
E Handcrafted Priors
The samples were generated from Gibbs priors of the form e−S(x) where the
regularization functional S : X → R is chosen as indicated by the caption text
for the images in the top row of fig. 1.
An interesting feature is that many of the samples from the priors shown
in fig. 1 appear to be generated by a Gaussian random field prior. This may
contradict the conventional wisdom that the choice of prior (regularizer) has a
significant impact on the end result. However, a closer consideration shows that
this behavior is to be expected from theory. It turns out that several priors,
including the total variation (TV)-prior S(x) := ‖∇x‖1, converge weakly to a
standard Gaussian free field as the discretization becomes finer as shown in [43,
Theorem 5.3] for the TV-prior and in [42] for Besov space priors. The differences
in the regularized solution provided by the MAP estimator are largely due to
a small set of relatively unlikely images. In conclusion, using such priors in
Bayesian inversion of large scale inverse problems has very little effect over,
e.g., using a Gaussian random field prior.
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Input
3x3 conv 32
Res 32, no-bn
down, Res 64
down, Res 128
down, Res 256
down, Res 512
up, Res 512
up, Res 512
up, Res 256
up, Res 128
up, Res 64
up, Res 32
Res 32, no-bn
Output
1x1 conv
down, Res 512
down, Res 512
Res 512
Fig. 8: Residual U-Net network architecture. “down” indicates that a down-
sampling is done before the resblock. “up” indicates that an upsampling
and a concatenation is done before the residual block. “no-bn” indicates
that batch normalization was not used in that residual block. The input
has resolution 5122 while the smallest images have size 82.
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Res 32, no-bn
down, Res 64
down, Res 128
down, Res 256
down, Res 512
flatten
dense 1
3x3 conv 32
Input
down, Res 512
down, Res 512
leaky ReLU
Output
dense 128
(a) Discriminator network.
Input
Batch Norm
Batch Norm
3x3 conv
Leaky ReLU
Leaky ReLU
3x3 conv
1x1 conv
Addition
Output
(b) Residual unit used in the network. All
convolutions have the same number of
output channels.
