Introduction
By far the most common statistical modeling technique used in the social sciences is that of regression [5] . In standard application of regression, a dependent variable is linked to a set of independent variables with one of the main outputs of regression being the estimation of a parameter that links each independent variable to the dependent variable. A major problem with this technique when applied to spatial data often referred to as a global (spatial stationary) is that the processes being examined are assumed to be constant (stationary) over space -that is, one model fits all [4, 7, 8] .
However, a global regression model is only appropriate when it is reasonable to assume that the relationship between Y and X does not change across the study region. In some cases, there may be evidence to suggest that the relationship between the dependent and independent variables depends on the geographical location and that the parameters are not significant spatial variation that is not accounted for in the estimation of the global parameter estimates [4, 5] . This variation is reffered to as spatial non-stationarity [1] .
The Geographically Weighted Regression (GWR) approach is a statistical technique used to account for spatial nonstationarity by celebrating a regression model which allows different relationships to exist at different location in space. Most applications of GWR have involved celebrating a model with a Gaussian error term (which is the geographically weighted equivalent of an OLS regression model). The concept of GWR can be applied to Generalized linear models (GLMs), including those based on the binomial or poisson distributions.
Poisson regression is used when the dependent variable refers to counts of the occurrences of some event over time or space and takes the form of any non -negative integer. The independent variables can be either qualitative, quantitative or a combination of both. In order to fit a geographically weighted poisson regression (GWPR) model, each observation must have information that describes its location. This information can be in the form of coordinates based on a two-dimensional Cartesian grid, or latitudelongitude coordinates which describe a poit on the Earth's surface.
The reminder of this paper is organized as follows. In the next section, we describe the theoretical framework of GWPR including how a GWPR model is calibrated. Afterward, the sampled Infant mortality data are reviewed for the application of GWPR methods. Finally, conclusions are summarized and future work is outlined.
Generation of Data
Infant mortality is death happened to children under one year old. Infant Mortality Rate (IMR) is the high possibility of infants dying before one year old, it is expressed in per thousand live births. Infant mortality is influenced by the health condition of housing and socio-economic circumstances of parents [3] . Socio-economic and cultural factors are determinants of infant morbidity and mortality, but these effects are indirect because these have to pass certain biological mechanisms which then will create morbidity risk, infant sickness, and if the infants do not cured, the infants will be deformed or dead. In this issue, infant morbidity and mortality are the problems.
The data used in this research were secondary data obtained from Central Bureau of Statistics i.e. the data of National 
Poisson Regression Model
Poisson regression is a form of regression analysis used to model data in the form of count (number), for example, the data are denoted by Y (the number of events occurred over a period of time and/or a particular region With parameter μ > 0. Equation (1) The above equation will be assumed by using iterative technique producing maximum likelihood estimator for regression coefficient in To obtain its maximum likelihood value, it is used Newton Raphson iteration numerical calculation method because the equation is implicit.
Geographically Weighted Regression (GWR)
Geographically Weighted Regression (GWR) is a fairly recent contribution to modeling spatially heterogeneous processes [1] . The underlying idea of GWR is that parameters may be estimated anywhere in the study area given a dependent variable and a set of one or more independent variables which have been measured at places whose location is known. Taking Tobler's observation about nearness and similarity into account we might expect that if we wish to estimates parameters for a model at some location then observations which are nearer that location should have a greater weight in the estimation than observations which are further away [8] .
GWR model can be formulated as below.
where are continuous functions of the location (ui,vi) in the geographical study area. The are random error terms [1] .
Geographically Weighted Poisson Regression (GWPR)
Model GWPR is a local form of Poisson regression producing localized model parameter estimator for each point or location where the data are collected by assuming data distributing Poisson . Because response variable distributes Poisson, the likelihood function is as follows:
After likelihood form obtained, it is done natural logarithm operation so that equation (4) The estimated value is obtained by maximizing the differential form so that it is obtained:
The above equation is an implicit equation, so that to finish it, it is used a numerical iterative procedure i.e. NewtonRaphson method [9, 10] . In general, the equation for NewtonRaphson iteration is as follows:
Where If equation (8) and (9) are substituted into equation (7), it is obtained:
If matrix approach is used, equation (10) can be written as follows:
Where X : predictor matrix, is denoted as follows:
: weighting matrix, is denoted as follows:
: Variant weighting matrix for each location of i : Vector of response variables, defined as follows:
By repeating iterative procedure for each regression point iorder, local parameter estimator will be obtained. Hypothesis for testing the significance for the local version of the parameter estimate is described as:
The local pseudo t-statistic for the local version of the parameter estimate is then computed by:
This can be used for local inspection of parameter significance [7] .
The standard error of , the estimate of the regression coefficient at the data point, is given by:
With as the diagonal on matrix having size of and which is the model parameter estimation maximizing log-likelihood function. The usual threshold of p-values for a significance test is effectively for tests at the ten percent level with large samples [10] .
The weighting used to estimate the parameters in GWPR model is kernel function consisted of Gaussian kernel function and Bisquare kernel function which can be written as follows: between locations to location and is nonnegative parameter usually known and called as smoothing parameter or bandwidth [1] . If the weight used is kernel function, then the choice of bandwidth is very important because bandwidth is a balance controller between curves towards data and data smoothness [1, 4, 6, 7] . The method used to choose optimum bandwidth is Cross Validation (CV). This method is noted as below:
with:
: fitting value in which observation on location is omitted from estimation process. : fitting value in which observation on location location is included in the estimation process. : sample total number.
Omitting this data point is necessary since minimizing the above equation using all observations results in the fitted values tending toward their corresponding actual values (i.e., the CV score tends toward zero). This occurs when the weights for all other data points (except for the data point) tend to zero, which occurs when the value of tends to zero. The CV or 'leave-one-out' score can be regarded as the sum of' the squared errors associated with estimating at each data point, where each point contributes toward the total CV score [9, 10] .
The method used to select the best model for GWPR is Akaike Information Criterion (AIC) which is defined as follows:
with D(G) is the model deviant value with bandwidth (G) and K(G) is the number of parameters in the model with bandwidth (G). In addition to GWPR, the AIC can also be used for choosing a suitable value of h, d or M in logistic and other geographically weighted generalized linear models [7] .
The best model is the model with the smallest AIC value, then there is evidence to suggest that the relationship between the response variable and the predictor variable of interest varies spatially, there is little evidence to suggest that the relationship varies over space.
Data Analysis and Discussion

Title and authors
As a starting point for GWPR models analysis, it was necessary to set up global regression namely Poisson regression model. Before forming Poisson regression it needed to have collinearity test to determine whether the predictor variables had fulfilled the conditions which were not mutually correlated. The first analysis step in GWPR is determining the bandwith used in Gaussian Kernel weight function. The optimum bandwith selection is a feature of the golden section search method in the GWR4 software [6] . In selecting the optimum bandwith, GWPR model with Fixed Gaussian Kernel weighting function has an AIC value of 91.003 and with Fixed bi-square has an AIC value of 62.274. Based on Table 2 to 3 show that GWPR model with Fixed Bi-square weighting function was better in use for analyzing the number of infant mortality in North Sumatera province because it had the smallest AIC value.
Conclusions and Recommendation
From the data analysis and discussion, it can be concluded as follows: 1. GWPR model with Fixed Bi-square weighting function performed better and provide significant improvement over the fixed Gaussian kernel. 2. The local t-test did not perform well for the single predictor case, with the power of the test being very low (less then 10%) for all calibrated GWPR models. However, the power improved slightly when the value of thee weighting function parameter decreased.
However, further studies may be needed to examine the performance of a mixed GWPR model, with respect to the degree of bias in the regression coefficients, selection of the weighting function parameter which yields the lowest AIC value and CV score, as well as hypothesis testing for the significance of the regression coefficients and the power of these test.
