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Abstract. The self-similar and unsteady-state crystallization processes of binary melts with
a mushy layer are considered. Two analytical methods of solution of the mushy layer nonlinear
model with the moving phase transition boundaries are detailed. The obtained analytical
solutions are in good agreement with experimental data.
1. Introduction
It is well-known that crystallization processes play a key role in materials science and determine
different properties of solidified liquids and melts [1–3]. A standard description of crystallization
by means of the classical Stefan thermodiffusion model with a planar solid-liquid interface
works well far from always. This is explained by the fact that, in the certain circumstances,
a supercooled two-phase (mushy) layer arises ahead of a moving crystallization front [4–6].
As a result of this phenomenon, after a lapse of time, a crystallization domain becomes
divided into three regions: solid phase, mushy layer and liquid phase. In other words, a
mushy layer represents a region of morphological instability [7–10]. Due to the effect of
constitutional supercooling, different elements of the solid phase in the form of nuclei or dendrite-
like structures become capable to evolve in the mushy layer. Their evolution accompanied by
the released latent heat of solidification will compensate the constitutional supercooling and
the mushy layer as a whole will evolve in a non-equilibrium manner [11–13]. If the latent
heat of crystallization completely compensates the constitutional supercooling, the mushy layer
is termed as quasiequilibrium. A theoretical description of this crystallization scenario was
developed in [14–16]. A mathematical model describing these solidification conditions represents
a set of non-linear differential equations supplemented by the corresponding boundary conditions
imposed at the moving interfaces. In the case of steady-state solidification regime, this model
admits an exact solution [17–19] in the presence and absence of different non-linear effects such
as a weak convection, thermodiffusion and temperature-dependent diffusivity. A time-dependent
solidification scenario frequently met in practice is very important too. Two original methods of
analytical solutions of the non-linear transient mushy layer equations were developed in a series
of papers [20–24]. The present study is concerned with generalization of these methods for the
description of unsteady-state crystallization regimes.
The outline of this paper is as follows: Section 2 is devoted to a theoretical description of self-
similar solidification process with a planar front and as well as with a mushy layer; an analytical
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approach for the transient solidification conditions is described in Section 3; a summary of results
and conclusions are presented in Section 4.
2. Self-similar crystallization scenario
Let us consider a unidirectional crystallization process of a binary mixture from a cooled wall
shown in Figure 1 (z being the solidification direction). The semi-infinite domain z > 0 filled
with the liquid phase is initially maintained at the constant temperature T∞ and has the uniform
impurity concentration C = c0. Let us also neglect the diffusion transport in the solid phase as
well as the gravitational force. The temperature of the cooled wall z = 0 equals T = TB, which
is lower than the liquidus temperature.
2.1. Self-similar regime with a planar front
The temperature (T ) and concentration (C) distributions in the solid (0 < z < h(t)) and liquid
(z > h(t)) phases are governed by the following transfer equations
ρsCps
∂T
∂t
= ks
∂2T
∂z2
, 0 < z < h(t), (1)
ρlCpl
∂T
∂t
= kl
∂2T
∂z2
,
∂C
∂t
= D
∂2C
∂z2
, z > h(t), (2)
where ρs and ρl are the densities of the solid and liquid phases, Cps and Cpl are the specific heats
in these phases, D is the diffusion coefficient, and h(t) is the solid-liquid interface coordinate,
which moves into the liquid region and depends on time t.
The wall temperature is fixed
T = TB, z = 0, (3)
and the far-field boundary conditions take the form
T → T∞, C → c0, z →∞. (4)
At the moving phase transition interface, we have the following liquidus and balance
conditions
T = −mC, z = h(t), (5)
ρsL
dh
dt
= ks
(
∂T
∂z
)
z=h−
− kl
(
∂T
∂z
)
z=h+
, z = h(t), (6)
C
dh
dt
+D
(
∂C
∂z
)
z=h+
= 0, z = h(t). (7)
Here m is the liquidus slope, L is the latent heat of solidification, and subscripts h− and h+
designate the solid and liquid sides of the moving front h(t).
The moving-boundary problem (1)-(7) can be solved by means of introducing the self-similar
variable η and the parabolic growth rate constant λ
η =
z√
4Dt+ s
, λ =
h(t)√
4Dt+ s
, (8)
where s = h2(0)/λ2, and λ represents the self-similar solid-liquid interface.
The self-similar solutions of equations (1)-(7) can be written out as [20,25]
T (η) = TB +
(Th − TB)erf(εsη)
erf(εsλ)
, η < λ, (9)
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Figure 1. A scheme of solidification process with a planar front and mushy layer.
T (η) = T∞ +
(Th − T∞)erfc(εlη)
erfc(εlλ)
, η > λ, (10)
C(η) = c0 +
(Ch − c0)erfc(η)
erfc(λ)
, η > λ, (11)
where Th and Ch designate the temperature and concentration at the front η = λ, εs =√
DCpsρs/ks, and εl =
√
DCplρl/kl.
Three unknown parameters Th, Ch and λ can be found from the boundary conditions (5)-(7)
in the form
Th = −mCh, Ch − c0 = Cfi(λ) ≡ c0F (λ)
1− F (λ) , (12)
mCfi(λ)
[
β
F (εlλ)
+
1
G(εsλ)
]
=
T1
G(εsλ)
− βT0
F (εlλ)
− L
Cps
. (13)
Here we used the following designations
β =
ρlCpl
ρsCps
, F (x) =
√
pix exp(x2)erfc(x), G(x) =
√
pix exp(x2)erf(x).
The self-similar front position is determined by equation (13). Note that a behavior of λ as
well as the temperature differences T1 = −mc0−TB and T0 = T∞+mc0 has been demonstrated
in [25].
The constitutional supercooling appears ahead of the planar solid-liquid interface when the
concentration gradient becomes greater than the temperature one at z = h+, that is
∂T
∂z
< −m∂C
∂z
, z = h+. (14)
Substitution of analytical solutions (10) and (11) into inequality (14) gives
Cfi(λ) > Ci(λ) ≡ (T0/m) ε
2
l F (λ)
F (εlλ)− ε2l F (λ)
. (15)
If this inequality holds true, the constitutional supercooling exists ahead of the self-similar
solidification front η = λ and, as a consequence, we must use a mushy layer model instead of
the frontal model above.
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2.2. Self-similar regime with a mushy layer
In the case of a mushy layer solidification scenario (Figure 1), the heat and mass transfer process
in this layer, a(t) < z < b(t), depends on the solid fraction ϕ and is described by the following
transfer equations
(ρCp)m
∂T
∂t
=
∂
∂z
(
km
∂T
∂z
)
+ ρsL
∂ϕ
∂t
, T = −mC, a(t) < z < b(t), (16)
χ
∂C
∂t
=
∂
∂z
(
Dχ
∂C
∂z
)
+ C
∂ϕ
∂t
, χ = 1− ϕ, a(t) < z < b(t), (17)
where χ represents the liquid fraction of a mushy layer and the thermal properties of a mush
are assumed to be volume-fraction weighted averages of the properties of the solid and liquid
phases [26], i.e.
(ρCp)m = χρlCpl + (1− χ)ρsCps, km = χkl + (1− χ)ks.
The heat and mass balance boundary conditions imposed at the solid - mushy layer (z = a(t))
and mushy layer - liquid (z = b(t)) interfaces can be written out as follows
ρsLχa
da
dt
= ks
(
∂T
∂z
)
z=a−
− km
(
∂T
∂z
)
z=a+
, Caχa
da
dt
= −Dχa
(
∂C
∂z
)
z=a+
,
ρsL (1− χb) db
dt
= km
(
∂T
∂z
)
z=b−
− kl
(
∂T
∂z
)
z=b+
, (18)
Cb (1− χb) db
dt
= Dχb
(
∂C
∂z
)
z=b−
−D
(
∂C
∂z
)
z=b+
,
where subscripts a− and a+ designate the solid and mushy layer sides of the phase transition
boundary z = a(t), whereas b− and b+ designate the mushy layer and liquid sides of the second
boundary z = b(t).
A condition of marginal equilibrium reads as
∂T
∂z
= −m∂C
∂z
, z = b+. (19)
The last condition demonstrates that none of the liquid layer, z > b(t), is supercooled.
Let us introduce the following self-similar variables by analogy with (8)
λa =
a(t)√
4Dt+ s
, λb =
b(t)√
4Dt+ s
, (20)
where the parabolic growth rate constants λa and λb determine the self-similar coordinates of a
mushy layer.
A nonlinear set of equations and boundary conditions (16)-(19) can be rewritten in the self-
similar variables (8) and (20) as
−2η(1− ϕ)dC
dη
= −dϕ
dη
dC
dη
+ (1− ϕ)d
2C
dη2
− 2ηC dϕ
dη
, α =
mCps
L
, λa < η < λb, (21)
−2αε2s [β + (1− β)ϕ] η
dC
dη
= [Λ + Λ1ϕ]α
d2C
dη2
+ αΛ1
dϕ
dη
dC
dη
+ 2ε2sη
dϕ
dη
, λa < η < λb, (22)
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C = c0 + Ci(λb), η = λb; Λ =
kl
ks
, Λ1 = 1− Λ, (23)[
ε2sχb
α
+
km(χb)
ks
Cb − Ci(λb)
F (λb)
]
(1− χb) = 0, η = λb, (24)
dC
dη
= −2λb
[
kl
km(χb)
Ci(λb)
F (λb)
+
ε2s
α
ks
km(λb)
(1− χb)
]
, η = λb, (25)[
2λa
ε2sχa
α
− km(χa)
ks
dC
dη
]
G(εsλa) + 2λaε
2
s
[
C +
TB
m
]
= 0, η = λa, (26)[
dC
dη
+ 2λaC
]
χa = 0, η = λa. (27)
The boundary condition (24) implies that either χb = 1 or
χb ≡ χi = c0 [Ci(λb)/Cfi(λb)− 1]
ε2s/α+ Cb (kl/ks − 1)
. (28)
This makes possible to choose the boundary condition in the form χb = χi if 0 ≤ χi < 1 and
χb = 1 otherwise [25]. The boundary condition (26) must be considered in the same manner.
Let us seek for the solution of the aforementioned problem in the form of series in η, i.e.
ϕ(η) = ϕ0 + ηϕ1 + η
2ϕ2 + η
3ϕ3...,
C(η) = C0 + ηC1 + η
2C2 + η
3C3 + ...
(29)
Now substituting expansions (29) into equations (21) and (22), we arrive at two equations in
the zero-order approximation in η
ϕ1C1 = 2(1− ϕ0)C2, 2C2 [Λ + (1− Λ)ϕ0] + (1− Λ)ϕ1C1 = 0.
These equations show that the solution is trivial, that is ϕ1 = 0 and C2 = 0.
The first-order approximation leads to equations for ϕ2 and C3. Their solution reads as
follows
ϕ2 = (1− ϕ0)
[
Λ + (1− Λ)ϕ0 − ε2s (β + (1− β)ϕ0)
]
,
C3 = L0(λb)C1, L0(λb) = −(1− Λ)(1− ϕ0) + ε
2
s [β + (1− β)ϕ0]
3
.
(30)
Substitution of solutions (30) into the boundary condition ϕ(λb) = ϕb = ϕ0 + λ
2
bϕ2 leads to
a quadratic equation for ϕ0(λb). Its solution reads
ϕ0(λb) = ϕ
±
0 =
±
√
b21 − 4a1c1 − b1
2a1
, (31)
a1(λb) = λ
2
b
[
1− Λ− ε2s(1− β)
]
, b1(λb) =
[
2Λλ2b − λ2b − 1 + ε2sλ2b(1− 2β)
]
,
c1(λb) = ϕb(λb)− λ2b
(
Λ− ε2sβ
)
, ϕb(λb) = 1− χb(λb).
The boundary condition (23) implies that
C0(λb) = c0 + Ci(λb)− λbC1
[
1 + λ2bL0(λb)
]
. (32)
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Let us consider the case when χa 6= 0. Then we have from condition (27)
C1 = − 2λa [c0 + Ci(λb)]
1 + 2λ2a − 2λaλb + L0(λb)
[
3λ2a + 2λ
4
a − 2λaλ3b
] . (33)
The boundary condition (25) leads to
C1(λb) = H1(λb), H1(λb) = − H(λb)
km(λb)
[
1 + 3λ2bL0(λb)
] , (34)
H(λb) = 2λb
[
kl
Ci(λb)
F (λb)
+
ε2sks
α
(1− χb)
]
.
Now the boundary condition (26) gives[
2λa
ε2sχa
α
− km(χa)
ks
(
C1 + 3λ
2
aC3
)]
G(εsλa) + 2λaε
2
s
[
C0 + λaC1 + λ
3
aC3 +
TB
m
]
= 0. (35)
Equations (33)-(35) enable us to find λa and λb.
When λa  λb, one can obtain an explicit solution. In this case, we get from expressions
(33) and (34)
λa(λb) =
±
√
r22 − 4r1H1 − r2
2r1
, (36)
r1(λb) = H1(λb) (2 + 3L0(λb)) , r2(λb) = 2 [c0 + Ci(λb)]− 2H1(λb)λb
(
1 + λ2bL0(λb)
)
.
Note that our numerical solutions show that equation (36) is valid in the case of its positive
root. In this case, equation (35) determines the growth constant λb.
Now let us consider the case ϕa = 1 (χa = 0). The coefficints ϕ0, ϕ2, C0, C1 and C3 can be
found as before by means of expressions (30)-(32) and (34), while λa is determined by equation
ϕ0(λb) + λ
2
aϕ2(λb) = 1. Its solution gives
λa(λb) =
√
1− ϕ0(λb)
ϕ2(λb)
. (37)
Note that the analytical solutions of self-similar solidification scenario are described by
expressions (24) and (29)-(37).
The obtained analytical solution is demonstrated in Figure 2. A self-similar mushy layer
appears a result of constitutional supercooling at a critical point T1 > 1.776
oC and λ > 0.154.
The method of approximate analytical solutions under consideration is in good agreement with
experiments [27]. More detailed analysis of a behavior of analytical solutions in the vicinity of
a critical point can be found in [20,25].
An important point is that we can construct an explicit analytical solution in the limiting
case ϕ→ 1. In this case, equations (21), (24), (26) and (27) will be satisfied automatically, and
equation (22) leads to
d2C
dη2
= −2ε2sη
dC
dη
.
Its integration gives
C(η) = A
η∫
λb
exp
(
−ε2sz21
)
dz1 +B, (38)
where constants A and B are determined from the boundary conditions (23) and (25) so that
A = −2λb exp
(
ε2sλb
) [ kl
ks
Ci(λb)
F (λb)
+
ε2s
α
]
, B = c0 + Ci(λb).
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Figure 2. The parabolic growth rate constants λ, λb, the mushy layer width ∆λ = λb−λa and
the volume fractions ϕa and ϕb as functions of the temperature difference T1. The supercooling
occurs at T1 > Tc ≈ 1.776oC and λ > 0.154. The model parameters are [25]: T∞ = 15oC,
c0 = 14, m = 0.4
oC, L = 3.35 · 105 J kg−1, D = 10−9 m2 s−1, ks = 2.219 J m−1 s−1 oC−1,
kl = 0.544 J m
−1 s−1 oC−1, ρs = 920 kg m−3, ρl = 1000 kg m−3, Cps = 2.01 · 103 J kg−1 oC−1,
Cpl = 4.187 · 103 J kg−1 oC−1. The circles show experimental data [27].
3. Unsteady-state crystallization scenario
Let us now consider a unidirectional process of binary system crystallization (e.g. sea water
and ice) in the case of nonstationary boundary conditions at z = 0 (see Figure 1). Let the
temperature at the cooled boundary z = 0 is an arbitrary function of time, i.e. T = Tat(t) (e.g.
atmospheric temperature in the case of sea water freezing).
3.1. Unsteady-state crystallization regime with a planar front
First we consider the thermally controlled heat transfer process, which is described by the
temperature conductivity equation (1) in the solid phase (ice). If we treat the liquid phase
(ocean) as isothermal, its temperature may be regarded as constant, i.e. T = Tw at z ≥ h(t).
Analyzing experimental data [23,28,29] and taking into account numerical solutions of the Stefan
problem [30,31], we conclude that the temperature distribution in the solid phase, in some cases,
is a nearly linear function of the spatial coordinate z. In this case, the temperature conductivity
equation in the solid phase becomes ∂2T/∂z2 = 0. Physically it means that a relaxation time
of the temperature field is many times smaller than a characteristic time of the phase interface
motion. Thus, the temperature distribution obeys
T (z, t) = Tat(t) +
Tw − Tat(t)
h(t)
z, 0 ≤ z ≤ h(t). (39)
The coordinate h(t) of front motion is determined from the thermal balance condition, which
takes the form
ks
∂T
∂z
= ρsL
dh
dt
, z = h(t). (40)
Combining equations (39) and (40), we get
h(t) =
√√√√√ 2ks
ρsL
Twt− t∫
0
Tat(α)dα
, (41)
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where we consider the initial condition h(0) = 0.
The ice width and transient temperature profiles plotted accordingly to expressions (39) and
(41) are demonstrated in Figure 3. It is easily seen that the frontal approximation differs from
experiments. This discrepancy can be explained by the fact that, in real situations, the freezing
process occurs in the presence of a phase transition (mushy) layer. The physical model of this
process and its analytical solution are given in the next subsection.
3.2. Unsteady-state crystallization regime with a mushy layer
Let us now analyze the transient solidification scenario with a mushy layer shown in Figure 1.
As before, we consider the linear temperature distribution in the solid phase, i.e.
T (z, t) = Tat(t) + C1(t)z, 0 < z < a(t), (42)
where C1 represents an arbitrary function of time t.
The temperature distribution in the mushy layer will be regarded as linear too
T (z, t) = T1(t) + T2(t)z, a(t) < z < b(t), (43)
where the time-dependent coefficients T1 and T2 are determined below. Note that the linear
temperature profiles (42) and (43) follow from experimental data and numerical calculations
[28–31].
We use here the Scheil equation [32,33] to describe the mass transfer in a mushy region
∂
∂t
[(1− ϕ)C] = 0, a(t) < z < b(t), (44)
where C stands for the solute concentration (brine salinity) of a mushy layer.
The temperature and concentration fields in the phase transition layer are connected by
means of the liquidus equation of the form
T = −mC, a(t) < z < b(t), (45)
where m, as before, is the liquidus slope.
The boundary conditions imposed at the solid phase (ice) - mushy layer interface can be
written as [25]
ϕ = ϕa, (T )z=a− = (T )z=a+ , z = a(t), (46)
LV (1− ϕa) da
dt
= ks
(
∂T
∂z
)
z=a−
− [ksϕa + kl (1− ϕa)]
(
∂T
∂z
)
z=a+
, z = a(t), (47)
Ca (1− ϕa) da
dt
= −D (1− ϕa)
(
∂C
∂z
)
z=a+
, z = a(t), (48)
where LV = ρsL and subscript a designates the solid phase - mushy region interface.
At the mushy layer - liquid phase (ocean) interface, the boundary conditions take the form
ϕ = ϕb, (T )z=b− = (T )z=b+ = Tw, z = b(t), (49)
LV ϕb
db
dt
= [ksϕb + kl (1− ϕb)]
(
∂T
∂z
)
z=b−
, z = b(t), (50)
where Tw is the constant temperature at z ≥ b(t) (constant sea water temperature) and subscript
b denotes the mushy layer - liquid boundary.
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Integration of equation (44) gives the solid fraction
ϕ(z, t) = 1 +
(ϕb − 1)Tw
T1(t) + zT2(t)
, (51)
where expressions (43), (45) and (49) are taken into account.
Substituting now expressions (42), (43), (45) and (51) into the boundary conditions (46)-(50),
we obtain
ϕa(t) = 1 +
(ϕb − 1)Tw
Tat(t) + C1(t)a(t)
, (52)
C1(t) =
(1− ϕa)LV
ks
da
dt
+ [ϕa +K(1− ϕa)]T2(t), K = kl
ks
, (53)
Tat(t) + C1(t)a(t) = Tw + T2(t) [a(t)− b(t)] , (54)
[T2(t) (b(t)− a(t))− Tw] (1− ϕa)da
dt
= Dw(1− ϕa)T2(t), (55)
T2(t) =
LV ϕb
Φ
db
dt
, Φ(ϕb) = ksϕb + kl(1− ϕb), (56)
T1(t) = Tw − b(t)T2(t). (57)
The solid fraction at the boundary solid phase - mushy layer can be found from expressions
(52), (54) and (56) as
ϕa(t) = 1 +
(ϕb − 1)Tw
Tw + (LV ϕb/Φ)(db/dt) [a(t)− b(t)] . (58)
Now combining expressions (55) and (56), we get[
(a(t)− b(t)) LV ϕb
Φ
db
dt
+ Tw
]
da
dt
= −DLV ϕb
Φ
db
dt
. (59)
Substitution of functions C1(t) and T2(t) from equations (53) and (55) into condition (54)
leads to the nonlinear differential equation of the form
LV Tw(ϕb − 1)
[
(1−K)ϕb
Φ
db
dt
− 1
ks
da
dt
]
a(t)
=
(
Tw − Tat(t)− LV ϕb
Φ
b(t)
db
dt
)[
(a(t)− b(t)) LV ϕb
Φ
db
dt
+ Tw
]
. (60)
Here we used expression (58).
Equations (59) and (60) represent the nonlinear system for the determination of the moving
boundaries a(t) and b(t). Below we consider three possible analytical solutions of these equations.
First of all, we consider the case when both boundaries evolve slowly [28,29]. If this is really
the case, neglecting the term proportional to (da/dt)(db/dt) in equation (59), we come to
a(t) = −DLV ϕb
TwΦ
b(t), (61)
where a(0) = b(0) = 0. Combining now equations (59) and (60) and substituting a(t) from
expression (61), we arrive at
b(t) =
√√√√√2
I
Twt− t∫
0
Tat(α)dα
, I = LV ϕb
Φ
[
1− DLV ϕb
TwΦ
(
LVD
ksTw
+ 1−K
)
(ϕb − 1)
]
. (62)
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Secondly, if we consider the case of small temperature fluctuations, i.e.
|Tat(t)| ∼ |Tw|  LV ϕb
Φ
b(t)
db
dt
,
we have from equations (59) and (60)
b(t) = Aa(t), a(t) =
√
2D
A− 1 t, A =
√
Tw(ϕb − 1)(1−K)Φ
DLV ϕb
. (63)
Analytical solutions (63) describe the case when the phase transition interfaces a(t) and b(t)
evolve as the square root of time and the solidification process is far from its initial stage
[25,34,35].
Thirdly, let us consider the case when the solid phase - mushy layer boundary moves slower
than the mushy layer - liquid phase boundary, i.e. when da/dt db/dt. In this case, substitution
of expression in square brackets from (59) into (60) gives
Tw
2D
(ϕb − 1)(1−K)a2(t)− LV ϕb
2Φ
b2(t) + Twt−
t∫
0
Tat(α)dα = 0.
Again, taking into consideration a(t) b(t), we finally obtain
a(t) = −D
t∫
0
(Tw − Tat(α)) dα
Tat(α)b(α)
, b(t) =
√√√√√ 2Φ
LV ϕb
Twt− t∫
0
Tat(α)dα
. (64)
Thus, expressions (61)-(64) completely determine the evolution of phase transition boundaries
a(t) and b(t) while the temperature distribution is governed by expressions (42), (43), (53), (56)
and (57). The solute concentration and solid phase distributions therewith can be found from
expressions (45) and (51).
The theory under consideration is compared with experimental data in Figure 3. The phase
interfaces a(t) and b(t) are plotted in accordance with analytical solutions (61) and (62). All
functions describing the mushy layer crystallization scenario essentially differ from the frontal
solutions. Note that analytical solutions are in good agreement with experimental data.
4. Concluding remarks
Let us emphasize in conclusion that the unsteady-state interface dynamics determined by
expressions (61), (62) and (64) becomes self-similar (i.e. becomes proportional to the square
root of time) when the external (atmospheric) temperature Tat is constant. This conclusion
connects the self-similar theory developed in Section 2 and the unsteady-state theory presented
in Section 3. What is more, the phase transition boundaries a(t) and b(t) lie between their
values corresponding to the maximum (Tmax) and minimum (Tmin) temperatures, that is√
2
I
(Tw − Tmax) t ≤ b(t) ≤
√
2
I
(Tw − Tmin) t
in the case of interface dynamics (61) and (62).
The theory of interface dynamics in the presence of a phase transition (mushy) layer under
consideration can be generalized to take into account the processes of nucleation and growth
of particles in a metastable region. To do this, one can use the recently developed analytical
theories of transient nucleation for single-component [36–38] and binary [39, 40] systems and
analytical approaches under consideration.
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Figure 3. Ice thickness and temperature distributions as functions of time for (a), (b) buoy
5 and (c), (d) buoy 6 at lead 3 in accordance with the LeadEx experiment and the theory
under consideration [28, 29]. The solid phase (ice) - liquid (ocean) interface is plotted by
the dot-dashed line. Numbers at the curves corresponding to each line show the depths (in
centimeters) measured from the ice/atmosphere interface z = 0. The temperature at z = 0 cm
is the atmospheric temperature (Tat(t)). The time scale used by the LeadEx group is expressed
in decimal days of 1992, abbreviated as UT and designated on the figure. The time origin in
minutes corresponds to 0221, day 98 UT. Physical parameters used in calculations: Tw = −2OC,
LV = 3072·105 W·s·m−3, ks = 2.03 W·m−1·OC−1, kl = 0.56 W·m−1·OC−1, D = 1.2·10−9 m2·s−1.
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