Inspired by the Maximum Satisfiability and Exact Satisfiability problems we present two Maximum Exact Satisfiability problems. The first problem called Maximum Exact Satisfiability is: given a formula in conjunctive normal form and an integer k, is there an assignment to all variables in the formula such that at least k clauses have exactly one true literal. The second problem called Restricted Maximum Exact Satisfiability has the further restriction that no clause is allowed to have more than one true literal. Both problems are proved NP-complete restricted to the versions where each clause contains at most two literals. In fact Maximum Exact Satisfiability is a generalisation of the well-known NP-complete problem MaxCut. We present an exact algorithm for Maximum Exact Satisfiability where each clause contains at most two literals with time complexity O(poly(L)·2 m/4 ), where m is the number of clauses and L is the length of the formula. For the second version we give an algorithm with time complexity O(poly(L) · 1.324718 n ), where n is the number of variables. We note that when restricted to the versions where each clause contains exactly two literals and there are no negations both problems are fixed parameter tractable. It is an open question if this is also the case for the general problems.
Introduction
Much work on NP-complete problems has centered around SAT as the original NP-complete problem. Many satisfiability type problems have been introduced, and many exact, approximate and parameterised algorithms for these problems have been given. We introduce two new NP-complete satisfiability problems and give exact algorithms for both.
Traditionally algorithms for satisfiability problems have been given in the following three parameters: n -the number of variables, m -the number of clauses and L -the number of literals or the length of the formula. For further introduction to these terms, see section 2.
Background
MaxSat. The Maximum Satisfiability problem (MaxSat), which is an important generalisation of SAT, is: Given a boolean formula F in conjunctive normal form (CNF) with m clauses and a positive integer k ≤ m, is there a truth assignment to the variables in F that simultaneously satisfies at least k of the m clauses? Thus a fourth parameter k is introduced in maximisation/minimisation problems.
MaxSat is NP-complete even when restricted to Max2Sat, where each clause contains at most 2 literals [8] . The algorithms with the currently best known running times for MaxSat have time complexity O(L · 1.3247 m ) [4] , O(L + k 2 ·1.3695 k ) [4] and O(L ·1.105729 L ) [1] . For Max2Sat, the best known time complexities are O(poly(L)·2 (m/5) ) and O(poly(L)·2 (L/10) ), where poly(L) is some polynomial in L [9] . When looking at the variables, it is only recently that the trivial bound of 2 n was improved. The new algorithm for Max2Sat by Williams from 2004 has time complexity O(m 3 2 ωn/3 ), where ω < 2.379 is the matrix product exponent over a ring [18] . The improved time bound however comes at the expense of using exponential space, whereas all other algorithms mentioned in this paper only use polynomial space.
XSAT. The Exact Satisfiability problem XSAT (also called 1-in-k-SAT) is the following: Given a boolean formula in conjunctive normal form, is there an assignment to the variables satisfying exactly one literal in each clause? We call such an assignment exactly satisfying.
The Exact Satisfiability problem is NP-complete even when restricted to the case where each clause contains at most 3 literals and there are no negations [17] . This problem has also received renewed attention in recent years [11, 15, 5, 2] .
New problems
MaxExactSat. The MaxExactSat problem is: given a boolean formula in CNF and an integer k, is there a truth assignment to the variables exactly satisfying at least k clauses simultaneously? This problem is NP-hard even restricted to the special case MaxExact2Sat (each clause contains at most two literals) with no negations and no unit clauses, as this special case is equivalent to the well-known graph-problem MaxCut, which is known to be NP-complete [10] . We present an algorithm for MaxExact2Sat (with negations and unit clauses) which has a running time of O(poly(L) · 2 m/4 ). This exponent matches that of the best known algorithm for MaxCut, which is O(poly(m) · 2 m/4 ), where m is the number of edges [7] .
ResMaxExactSat. The second problem is Restricted MaxExactSat (ResMaxExactSat). The ResMaxExactSat problem is MaxExactSat with the restriction that no clauses may be 'over-satisfied', i.e. two literals in the same clause are not both allowed to be true. We show that the ResMaxExactSat problem is also NP-complete. Interestingly we can give a good algorithm for ResMaxExactSat in the number of variables, which has only recently been achieved for other MaxSat problems [18] . The time complexity of the algorithm is O(poly(L) · 1.324718 n ).
Techniques and concepts
Branching algorithms and bottlenecks. Both the presented exact algorithms are branching algorithms (also called splitting algorithms). The main idea of a branching algorithm for a satisfiability problem is to 'branch' on setting a variable to either true or false, which gives us two smaller formulas to solve. The algorithm then reduces the parameter before branching again. This gives rise to a branching tree.
However in one case, we are not able to reduce the parameter by very much. Such a worst case situation is often referred to as a 'bottleneck' instance. We show that this bottleneck situation can only arise once in any path from the root to a leaf in the branching tree, a technique also used by e.g. Robson [16] , Gramm et al. [9] and Fedin et al. [7] . Thus it only has the effect of a constant on the running time of the algorithm, and we can omit the corresponding recurrence inequality from the analysis of the running time.
Parameterised algorithms. The classic MaxSat problem is fixed parameter tractable, which means that given a formula F , the question of whether k clauses can be satisfied can be answered in time poly(L) · f (k), where f (k) depends only on k.
It is not immediate that MaxExactSat or ResMaxExactSat is fixed parameter tractable. However MaxExact2Sat with no unit clauses and no negations is equivalent to MaxCut, which is known to be fixed parameter tractable [14, 3] . We give an algorithm that shows that ResMaxExact2Sat with no unit clauses and no negations is also fixed parameter tractable.
Outline
In section 2 we define the two problems and introduce the notation we will use. In section 3 we prove that both of these problems are NP-complete, and that a special variant of MaxExact2Sat, where each variable occur in at most two clauses of size two, is in P. In section 4 we present exact algorithms for both problems and look at parameterisation.
Preliminaries
In this paper a formula is a conjunction of m clauses
is a set of literals and possibly constants (true and false). A literal is either a variable x or the negation of a variablē x. A unique variable is a variable that only occurs once in the formula. The length of a formula, L, is the number of literals (and constants) in the formula. A k-clause is a clause with k literals and constants, and a unit clause is a clause with only one literal (or constant). For simplicity we will assume that all variables in a formula occur at least as many times unnegated as negated (otherwise replace literalx with a new variable x not and x withx not ). An assignment to a variable x, sets x to either true or false; a full assignment is an assignment to all variables in a formula.
A clause is exactly satisfied if exactly one of its literals is true. In this paper 'satisfied' always means 'exactly satisfied'. If more than one literal in a clause are true, we say that the clause is oversatisfied.
We define clauses as sets, so it is not possible for the same literal to occur twice in the same clause. We also assume that a literal does not occur in a clause together with its negation. For 2-clauses however this is not a problem, as such clauses can easily be reduced. A 2-clause with two occurrences of the same literal can not be exactly satisfied, and a 2-clause with a literal and its negation will always be satisfied. Definition 1. The MaxExactSat (Maximum Exact Satisfiability) problem is: given a formula in CNF and an integer k, is there a full assignment exactly satisfying at least k clauses?
The MaxExactkSat problem is the MaxExactSat problem, where all clauses are restricted to at most k literals.
Definition 2. The ResMaxExactSat (Restricted Maximum Exact Satisfiability) problem is MaxExactSat with the restriction that no clause may be oversatisfied.
We note that in a ResMaxExactSat instance, we can eliminate all occurrences of the same variable twice in a clause. If the literal x occurs twice in a clause, it must be set to false, as oversatisfying is not allowed, and if x occurs together withx in a clause, one of these literals will satisfy the clause, so all other literals in the clause must be set to false, and the clause can be removed.
We shall also look at a few graph problems on undirected graphs. Given a graph G = (V, E), we denote the number of vertices n = |V | and the number of edges m = |E|.
The MaxCut problem is: given a graph G = (V, E) and an integer k, is there a cut in G of size at least k, i.e. a partition of V into disjoint sets V 1 and V 2 such that the number of edges, that have one endpoint in V 1 and one endpoint in V 2 is at least k. This problem is NP-complete [10] .
The Maximum Independent Set problem is: given a graph G = (V, E) and an integer k, is there an independent set of size at least k in G, i.e. a subset V ⊆ V of size at least k such that no two vertices in V are joined by an edge in E. This problem is also NP-complete [10] .
NP-completeness
We show that MaxExactSat and ResMaxExactSat are NP-complete even restricted to clauses with at most two literals, and we prove that the version of MaxExact2Sat in which all variables are restricted to occur in at most two 2-clauses, can be solved in polynomial time. Proof. The MaxExact2Sat problem with no negations and no unit clauses is NP-complete, as it is equivalent to MaxCut, which is known to be NPcomplete.
Given a MaxExact2Sat instance F with no negations and no unit clauses, construct a graph G as follows: translate each variable to a vertex and each clause to an edge. We prove that there is a cut of size k in G if and only if there is a full assignment satisfying k clauses in F .
Given an assignment to the variables in F , which satisfies k clauses, let V 1 be the vertices corresponding to true variables in the assignment and V 2 the vertices corresponding to the false variables. (V 1 , V 2 ) is a cut of size k in G: the clauses, which are exactly satisfied, are the ones in which one of the variables is true and one is false. These clauses correspond to the edges in the cut. Now given a cut (V 1 , V 2 ) of size k in G, set all variables corresponding to vertices in V 1 to true and all variables corresponding to vertices in V 2 to false. Then every clause corresponding to an edge in the cut will be exactly satisfied.
Given a MaxCut instance G, construct a formula F by translating each vertex to a variable and each edge to a clause. The proof that there is a cut of size k in G if and only if there is a full assignment satisfying k clauses in F is the same as above.
Theorem 2. If every variable in a MaxExact2Sat formula occurs in at most two 2-clauses, the problem can be solved in polynomial time.
Proof. First we note that we can simplify a formula where all variables occur in at most two 2-clauses, such that all variables occur in exactly two 2-clauses and possibly in one unit clause. We use the following three simplifications, as long as one is applicable:
• If there are two clauses (x) and (x), no matter what x is set to we will satisfy exactly one of these, so we can simply delete both and add one to the number of satisfied clauses.
• If there is a variable x occurring in at least as many unit clauses as 2-clauses, we will satisfy at least as many clauses setting x to satisfy the unit clauses as we would if we set x to the opposite, so we set x to satisfy the unit clauses, delete these and add the number of them to the number of satisfied clauses. Any 2-clause (true, y) is replaced by the unit clause (ȳ) and any clause (false, y) by (y).
• If there is a unique variable x, it must be in a 2-clause or it would have been set by the above simplification. The clause in which x occurs can always be satisfied by setting x to the negation of the other variable in the clause, so we can delete this clause and add one to the number of satisfied clauses.
We note that checking if one of these simplifications apply and applying it can be done in polynomial time, and all three simplifications remove at least one clause, so at most m simplifications are applied; thus the formula is simplified in polynomial time.
For simplicity we assume that the formula is connected; otherwise we solve the individual formulas separately. Since all variables now occur in exactly two 2-clauses, the 2-clauses constitute a cycle on the variables. We have four cases: we have either an odd or an even cycle and we have either an odd or an even number of negations.
If we have either an odd cycle and an odd number of negations or we have an even cycle and an even number of negations we can satisfy all 2-clauses. Note that since there are two 2-clauses and at most one unit clause with each variable, it will always be best to satisfy the two 2-clauses. This means that there are only 2 feasible solutions (pick a variable x from one of the 2-clauses):
• set x = true and set all other variables such that all the 2-clauses are satisfied.
• set x = f alse and set all other variables such that all the 2-clauses are satisfied.
The result is then simply the one of the two possible solutions with the most satisfied clauses.
If we have an odd cycle and an even number of negations or an even cycle and an odd number of negations we can satisfy all but one of the 2-clauses. In this case we have 2t possibilities for a cycle of t 2-clauses. We have t possibilities of choosing which 2-clause is not satisfied and we have two possibilities of setting the variables as described in the case with odd/odd and even/even. So we solve this by picking a 2-clause, picking a truth value for the chosen variable x and then setting the rest of the variables such that all but the chosen clause is satisfied (this is repeated for the 2t possibilities and the best solution is chosen). Note again it does not pay to satisfy a unit clause instead of a 2-clause as we have at least one 2-clause that is satisfied with each variable.
To see that the ResMaxExactSat problem is NP-hard, we first introduce the 'Independent Set Max Cover' problem.
Definition 3. The Independent Set Max Cover problem is: given an undirected graph and an integer k, is there an independent set with at least k edges to the rest of the graph.
Independent Set Max Cover can also be described as MaxCut with the restriction that one side of the cut must be an independent set.
Theorem 3. The Independent Set Max Cover problem is NP-complete.
Proof. The problem is easily seen to be in NP.
The problem is NP-hard as Maximum Independent Set reduces to it. Given an instance of the Maximum Independent Set problem, i.e. a graph G = (V, E), construct the instance G of the Independent Set Max Cover problem as follows: start with G. For each v ∈ V construct a clique of size n and attach this clique to v by n − d edges, where d is the degree of v in G. For simplicity assume that we have no vertices with degree zero. See example in figure 1. The vertices constituting the maximum independent set in G respectively the independent set max cover in G are marked black.
We now prove that the original graph G has an independent set of size k if and only if the graph G has an independent set which covers (2n
In G each original vertex of G has degree n, and each of the new vertices connected to an original vertex also has degree n, whereas the new vertices not connected to an original vertex have degree n − 1. If we choose an 'original' vertex for our independent set, we can also choose an extra vertex from its clique (assuming the graph has no isolated vertices), which adds 2n − 1 covered edges; choosing a new vertex in the clique adds only n covered edges.
If the original graph has an independent set of size k, choose this set plus an extra vertex from each vertex-clique in the new graph. This set covers (2n − 1)k + n(n − k) edges. If the new graph has an independent set, which covers (2n − 1)k + n(n − k) edges, it must be because n − k of the vertices each cover n edges, and the two vertices chosen in each of the remaining k vertexcliques cover 2n − 1 edges. The k original vertices from the cliques where two vertices are chosen form an independent set in the original graph.
We note that the above reduction is a polynomial-time transformation, but it is not a parameterised reduction. This is significant as Maximum Independent Set is W[1]-complete [6] , whereas we shall later show that Independent Set Max Cover is fixed parameter tractable.
Theorem 4. The ResMaxExactSat problem is NP-complete even when restricted to the ResMaxExact2Sat problem with no unit clauses and no negations.
Proof. The ResMaxExact2Sat problem with no unit clauses and no negations is equivalent to Independent Set Max Cover, which we have just shown NP-complete. Given an instance F of ResMaxExact2Sat (with no unit clauses and no negations), translate F to an instance G of Independent Set Max Cover by translating each variable to a vertex and each clause to an edge.
If there is an independent set V in G, which covers k edges, set the variables in F corresponding to vertices in V to true (and all other variables to false); the k clauses corresponding to the covered edges will then be satisfied, and no clauses will be oversatisfied as V is an independent set. If there is an assignment to the variables in F satisfying k clauses, the vertices in G corresponding to true variables constitute an independent set covering k edges.
Given an instance G of Independent Set Max Cover, simply translate each vertex to a variable and each edge to a clause to obtain an instance F of ResMaxExact2Sat (with no unit clauses and no negations). The argument that there is an independent set covering k edges in G if and only if there is an assignment to the variables in F satisfying k clauses is exactly as before.
We note that the question of whether there is an allowed assignment to a ResMaxExactSat instance at all (i.e. an assignment that does not oversatisfy any clause) can be reduced to 2SAT and hence is in polynomial time. The assignments which are not allowed are the ones that assign true to two literals occurring in the same clause. This can be expressed in 2SAT as follows: if literal x and literal y occur in a clause together, construct the 2SAT-clause (x,ȳ). The size of the 2SAT-formula is bounded by (2n) 2 , which is polynomial, so as 2SAT is in P, so is the question of whether there is an allowed assignment to the ResMaxExactSat instance.
Algorithms
For MaxExact2Sat (allowing negations and unit clauses) we give an algorithm in the number of clauses with time complexity O(poly(L) · 2 m/4 ), which is also the currently best known for MaxCut [7] in the number of edges.
For the general ResMaxExactSat problem, we give an algorithm in the number of variables with time complexity O(poly(L) · 1.324718 n ).
Given a formula F , we branch on a variable x by either setting x to true (this formula is denoted F [x]) or setting x to false (F [x]) and calling recursively on these smaller formulas. The algorithm then reduces the parameter before branching again. This gives rise to a branching tree. The algorithm for MaxExactSat for instance is analysed with respect to the parameter m, and in most cases we can remove four clauses from each of the smaller formulas before branching again, so we get the branching vector (4, 4) corresponding to a recurrence inequality for the running time of the form T (m) ≤ 2·T (m−4)+poly(L). For further introduction to branching algorithms see for instance the paper by Kullmann and Luckhardt [12] . However in one case, we are only able to get the recurrence inequality T (m) ≤ 2 · T (m − 3) + poly(L). We show that this bottleneck situation can only arise once in any path from the root to a leaf in the branching tree. We can thus omit the corresponding recurrence inequality from the analysis of the running time.
Algorithm for MaxExact2Sat
We present an algorithm for the MaxExact2Sat problem with time complexity O(poly(L) · 2 m/4 ). As we will never branch on a unit clause, we work with m as the number of 2-clauses in the analysis of the algorithm. Since the number of 2-clauses is of course smaller than or equal to the total number of clauses, the result is also valid for m equal to the total number of clauses. This algorithm also directly gives us the time bound O(poly(L) · 2 L/8 ) in the length of the formula, as L ≥ 2m, where m is the number of 2-clauses.
When calling an algorithm recursively on a formula with a variable set to true or false, we replace any clause (true, y) by the clause (ȳ) and any clause (false, y) by (y). Any unit clauses (true) or (false) are simply removed and the number of true-clauses is added to the total.
We first introduce an algorithm, which simplifies the formula; see figure 2.
Theorem 5. The algorithm SIMPLIFY1 is correct and runs in polynomial time.
Proof. The three simplifications in the algorithm are the exact same ones used in the proof of Theorem 2. The proof that these simplifications are sound and that the simplification algorithm runs in polynomial time is also given in the proof of Theorem 2.
The main algorithm for MaxExact2Sat can be seen in figure 3 .
Theorem 6. The algorithm ME2S solves the MaxExact2Sat problem in time poly(L) · 2 m/4 corresponding to the worst case branching vector (4, 4).
Proof. SIMPLIFY1 is sound and runs in polynomial time, and after calling SIMPLIFY1 on a formula, all variables occur in more 2-clauses than unit clauses. If a formula is not connected, we can simply solve the separate parts and add the results. Theorem 2 states that an instance where all variables occur in at most two 2-clauses can be solved in polynomial time. After this if-statement, some variable occurs at least three times in a 2-clause, so the algorithm covers all possible cases.
We argue that the branching vectors stated in the comments in the algorithm in figure 3 are correct. In the first type of branch (marked (1) in the comments), x occurs in at least four 2-clauses. When setting x to either true or false, we remove all 2-clauses in which x occur (we create the same number of unit clauses, but we do not count these). So both when setting x to true and to false, we remove at least four 2-clauses.
In the second type of branch, x occurs only in three 2-clauses, so by the above argument we only remove these three clauses when branching. However the variable y, which occurs with x, occurs in only two 2-clauses (and possibly a unit clause). If y occurs in two 2-clauses and no unit clauses, then after branching on x it will occur in a unit clause and a 2-clause, and y can then be set in the simplification step of the recursive call and the 2-clause removed, so we get a branching vector of (4, 4) . If y occurs in two 2-clauses and one unit clause, then after branching on x it will occur in two unit clauses and a 2-clause. If the two unit clauses are opposite they cancel out and y becomes unique and the 2-clause can then be removed (in the next simplification step), giving us a branching vector of (4, 4) . If the two unit clauses are identical, y can simply be set (again in the next simplification step) and the 2-clause can be removed, again giving us a branching vector of (4, 4) .
In the third type of branch, as no other case applies, all variables occur in exactly three 2-clauses and some may occur in one or two unit clauses. In this case we can only get a branching vector of (3, 3), however by lemma 1 below this case can only happen once in any path in the branching tree, which is why we can omit this branching vector from the analysis.
Omitting the (3, 3) branching vector, the worst case branching vector is (4, 4), which gives us a running time of O(poly(L) · 2 m/4 ).
Lemma 1. The formula can only become 3-regular (all variables occur in exactly three 2-clauses and zero, one or two unit clauses) one time in any path (from the root) in the branching tree of algorithm ME2S.
Proof. When the formula has been 3-regular once, all variables occur in at most three 2-clauses in the rest of the algorithm, as no assignment makes a variable occur more times. If we look at the variables as vertices and the 2-clauses as edges, we have a 3-regular graph. As the formula is connected, so is the graph. Now any assignment to some of the variables, will remove these variables (vertices) as well as the 2-clauses (edges) in which they occur. As the graph (formula) is connected, this means that we must have removed some edges to the rest of the graph (the unassigned variables), and there must now be some vertices with degree less than three, i.e. there must be some variables, that occur in less than three 2-clauses.
Corollary 1. The algorithm ME2S solves the
MaxExact2Sat problem in time O(poly(L) · 2 L/8 ).
Algorithm for ResMaxExactSat
We give an algorithm for the ResMaxExactSat problem running in time O(poly(L) · 1.324718 n ), where n is the number of variables. This algorithm works for the general ResMaxExactSat problem, i.e. we have no restrictions on the clause size.
When calling this algorithm recursively on a formula with a variable set to true or false, we give all variables occurring in a clause with true an assignment (if the variable occurs unnegated, it is set to false otherwise to true), as oversatisfying is not allowed. Any occurrences of false are simply removed, and any unit clauses (true) or (false) are removed and the number of true-clauses is added to the total. If we get two occurrences of true in the same clause, this branch does not lead to an allowed assignment; for the purpose of the algorithm below, we will just assume that −∞ is returned.
We first introduce an algorithm, which simplifies the formula; see figure 4 .
Theorem 7.
The algorithm SIMPLIFY2 is correct and runs in polynomial time.
Proof. We argue that the simplifications are correct. If we have two opposite unit clauses (x) and (x), no matter what x is set to we will satisfy exactly one of these, so we can simply delete both and add one to the total. If there is a variable x occurring only in i unit clauses, we can simply satisfy all of these, without affecting any other variables. If there are clauses (x, y) and (x, y), y must be false, or we would oversatisfy one of the clauses. So we set y to false and delete both clauses, one of which will be exactly satisfied, regardless of the assignment to x. If there are clauses (x, y) and (x,ȳ), we must set y equal tox, or one of the two clauses would be oversatisfied. We have then exactly satisfied both clauses, and we can delete them and add two to the total. Now if two variables x and y occur together in two clauses, the clauses must be identical (otherwise one of the two above rules would have been used), thus we can assume that any clause with x and y is of the form (x, y) (otherwise rename the literals).
If a variable x occurs only together with one other variable y in one or more clauses (x, y), these clauses can always be satisfied simply by setting x =ȳ. If x also occurs unnegated in a number of unit clauses or negated in some unit clauses, but less than there are 2-clauses (x, y), we shall still set x =ȳ, as if y is later set to true, this forces x to be false and if y is later set to false, we can satisfy all the 2-clauses with x by setting x to true; the unit clauses with x will then also be satisfied; whereas the unit clauses withx will not, but we prefer to satisfy the 2-clauses, as there are more of these. If on the other hand x also occurs negated in at least as many unit clauses as there are 2-clauses (x, y), we set x = false, as if y is later set to true this is a must and in any case we satisfy as least as many clauses setting x to false as we could setting it to true.
To prove that the algorithm runs in polynomial time we simply note that each if-statement can be checked and performed in polynomial time in the length of the formula and removes either a clause or a variable. Thus at most m + n simplifications can be performed, and SIMPLIFY2 runs in polynomial time.
The main algorithm can be seen in figure 5 . Proof. The correctness of the algorithm follows from first observing that SIM-PLIFY2 is sound and polynomial, and after simplification no variable occurs with only one other variable, so one of the four branching cases apply. If a formula contains only four different variables, it can be solved directly in polynomial time. If a formula is not connected, we can simply solve the separate parts and add the results.
Secondly we argue that the branching vectors stated in the comments are correct. If a variable x occurs with at least four other variables, just branching on this variable immediately yields a branching vector of at least (5, 1), as setting x to true forces the literals occurring with the literal x to be false, and setting x to false forces the literals occurring with the literalx to be false. This means that if x occurs with exactly four other variables, we get branching vectors (3, 3) if x occurs negated with two other variables, (4, 2) if x occurs negated with one other variable and (5, 1) if x does not occur negated with another variable.
If there is a variable x occurring with three other variables, one of which occurs only with x and one other variable, we have one of the following situations. The variable x can occur in three 2-clauses. Letx denote either x orx. So we have (x, y), (x, z), (x, w) and possibly some unit clauses with x. Say y occurs only with one other variable in (ỹ, u). When setting x to true we also remove w, and whenx is set to true we also remove y and z. Whenx is set to false, y occurs only with u and can be removed in the following simplification procedure, so we remove x and y in both branches and z and w in one branch and get a branching vector of at least (4, 2) (notice that a negation on the second x will result in (3, 3) ). Otherwise x can occur in a 3-clause and a 2-clause: (x, y, z), (x, w) (and possibly some unit clauses with x). If y occurs with no other variables, settingx to false, will leave y occurring with only one variable, and we can remove it giving us a branching vector of at least (4, 2) again. The same is the case if w occurs with only one other variable. Notice that x can not occur in a 4-clause in this case, as all of the variables which it occurs with would then also occur with three variables.
If there is still a variable x occurring with three other variables, all of these three variables must also occur with exactly two other variables besides x: if one of them occurred with four or more different variables it would have been caught by (1) , if one of them occurred with only x and one other variable it would have been caught by (2) and if one of them occurred only with x it would have been caught by SIMPLIFY2. Branching on x only yields a branching vector of (4, 1). However by lemma 2 below this case can only happen once in any path in the branching tree, which is why we can omit this branching vector from the analysis.
If we reach branch (4), all variables occur with only two other variables, and there can only be 2-clauses and unit clauses, as any 3-clauses would be disconnected from the rest of the graph, and would have been caught by the second and subsequently the first if-statement. So we have the case where x occurs in (x, y) and (x, z) and possibly some unit clauses, and y and z must occur with another variable as we could otherwise have removed them. If y and z occur together, we again have a closed sub-formula, which would have been removed by the second and first if-statements, so assume they occur in (ỹ, u) and (z, v). Now setting x to true will force y to be false, and setting x to false will leave y occurring with only one other variable, so also in this branch it can be removed. If x is not negated, the situation is the same for z, and if x is negated the opposite occurs, but in both cases z is also removed in both branches. This gives us a branching vector of (3, 3) .
We remark that when all variables occur with only two other variables we can actually solve ResMaxExactSat in polynomial time as the 2-clauses form a cycle. This is, however, not necessary for the analysis of the algorithm.
Since the branch resulting in branching vector (4, 1) can only happen once in any path in the branching tree, it only has the effect of a constant on the running time. The worst case branching vector is then (5, 1), which gives us the running time of O(poly(L) · 1.324718 n ). Proof. When the formula has been 3-regular once, all variables occur with at most three other variables in the rest of the algorithm, as no assignment makes a variable occur with more other variables. Remember also that the formula is connected. Now any assignment to some of the variables, will remove these variables as well as the clauses in which they occur. As the formula is connected, this means that we must have removed at least one clause with an unassigned variable, and there must now be at least one variable that occurs with less than three other variables.
Parameterisation
The classic MaxSat problem is fixed parameter tractable (FPT). The currently best known parameterised algorithm for MaxSat has time complexity O(L + k 2 · 1.3695 k ) [4] . That MaxSat is FPT is not surprising as we know that we can always satisfy at least half of the clauses (try an assignment; if this does not satisfy half the clauses, then the bitwise complement will), so in the interesting case k > m/2, which means that an algorithm in m can be transformed to an algorithm in k. Of course such an algorithm is not very effective, but nevertheless shows that MaxSat is FPT. Mahajan and Raman [13] show that if we change the parameter by asking if m/2 + k clauses can be satisfied instead, the MaxSat problem is still FPT.
For MaxExactSat it is not immediate, that any certain part of the clauses can always be satisfied, or even if the problem is fixed parameter tractable. However MaxExact2Sat with no unit clauses and no negations is equivalent to MaxCut, which is known to be fixed parameter tractable [14, 3] .
The ResMaxExactSat problem has instances, where no clauses can be satisfied (a simple example is (x, y)∧ (x,ȳ)∧ (x, y)), as any assignment oversatisfies some clause; thus there is not a certain part of the clauses that can always be satisfied and a parameterised algorithm for this problem is not immediate. We however give such an algorithm for the Independent Set Max Cover problem, which is equivalent to ResMaxExact2Sat with no unit clauses and no negations. Proof. Given an instance G = (V, E) of Independent Set Max Cover and a parameter k, the question is if k edges can be covered by an independent set.
If some vertex has degree k or more, we can simply pick this vertex as the independent set, and the answer is yes. Otherwise all vertices have degree at most k − 1. Then the following simple branching-algorithm will work: Pick some vertex v and branch on including either v or one of its neighbours in the independent set. As v has degree at most k − 1, there are at most k branches, and in each branch we include a vertex in the independent set, so we reduce the parameter by one, and we get at most k recursive calls.
This gives us a time complexity of O(poly(L) · k k ), and Independent Set Max Cover is FPT.
We note that for the ResMaxExact2Sat problem without unit clauses we can also easily handle negations. If a variable occurs both unnegated and negated, k is decreased by at least one, both when this variable is set to true and to false (remember that oversatisfying is not allowed, so if we set a literal in a clause to true, we must satisfy this clause). This means that we can simply start by branching on the variables, which occur both negated and unnegated, and when there are no more of these, we can continue with the above algorithm. This is still a fixed parameter algorithm, and the time complexity is still bounded by O(poly(L) · k k ).
Conclusion
We have introduced two new maximum exact satisfiability problems, and proved them NP-complete. We have also given exact algorithms for both problems. Interesting open problems are if new algorithms with improved time complexities, perhaps in different parameters, can be devised, and if the two full problems are fixed parameter tractable?
