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1Introduction
1.1 Motivation
Heart disease is the leading cause of death. In the clinical practice a major tool to diagnose and
monitor heart diseases is electrocardiogram (ECG). ECG records the difference of electrical po-
tentials on the body surface invoked by the cardiac activities. Thus, it remotely reflects the func-
tionality of the heart. Although the conventional ECG provides important information about the
heart status, the interpretation and analysis of ECG require experienced cardiologists.
In order to understand cardiac activities from another perspective, many efforts have been made in
the research field of cardiac modeling. The electrophysiology of the heart is studied by experiment
at the microscopic level and the electrical and chemical behavior of cardiac cells is analyzed and
modeled using mathematical equation tools. Based on the cardiac models the electrical function-
ality of the heart can be simulated. Furthermore, the corresponding body surface potentials are
computed by solving the forward problem of ECG. Through the comparison between the simu-
lated and experimental ECGs the correctness of a cardiac model can be evaluated. The knowledge
gained from the evaluation can be used in the further improvement of the cardiac models. In the
current thesis a cellular automaton approach is utilized to simulate the bioelectrical activities in
the heart. The bidomain model and finite element method are used to solve the forward problem
of ECG.
The ability of modeling of cardiac activities and of further calculation of ECG enables a promising
noninvasive technique to assess the heart functionality: the inverse problem of electrocardiogra-
phy. It reconstructs the bioelectrical sources in the heart from the multichannel ECG measured
on the body surface. In the solution of the inverse problem the anatomy of the patient’s thorax
and physical properties of different tissues are also taken into account. The reconstruction of car-
diac sources gives an insight into the heart and provides the straightforward information about the
heart status. However, the inherent underdetermination and ill-posedness of the inverse problem
of ECG limit the quality and stability of the inverse solution. Small errors in the measurement and
in the model can lead to unexpected fluctuations in the reconstruction. Therefore, a regularization
technique must be deployed to stabilize the inverse solution by introducing additional constraints.
In the present thesis the inverse problem of ECG is solved using different regularization methods
in a realistic environment instead of in an idealistic environment in order to investigate the influ-
ence of different kinds of error on the inverse solution. Among the applied regularization methods,
a regularization method combining the spatio-temporal framework and the hybrid framework is
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proposed and achieves the best result in the realistic environment. Moreover, maximum a pos-
teriori (MAP) based regularization is employed and further developed to incorporate simulation
results as a priori information and to apply the spatio-temporal framework. The MAP-based regu-
larization and its spatio-temporal version are applied to two heart diseases: premature ventricular
contraction (PVC) and myocardial infarction.
The second focus of the present thesis is on the application of ECG simulation results in the
optimization of ECG measurement systems for the detection and localization of myocardial in-
farction. The first system under consideration is the multichannel ECG for the inverse problem of
ECG. The second one is a wearable ECG monitoring system with a limited number of electrodes
to effectively detect ischemic events and myocardial infarction.
Besides the noninvasive approaches, intracardiac measurement is a minimal invasive approach
to obtain information about the heart. It allows the registration of an electrogram directly on the
heart inner surface using the catheter, which is normally inserted into the heart chamber through
a large vein. One study included in the current thesis is the use of computer simulation to support
the development of an impedance-based positioning system for the simultaneous localization of
multiple catheter electrodes during the interventional procedure.
1.2 Research Topics
The present thesis covers three topics related to the computer simulation of cardiac activities and
of the corresponding electrical signals on the body surface:
• The inverse problem of electrocardiography.
• Optimization of electrode positions for the detection and localization of myocardial ischemia
and infarction.
• An impedance-based catheter positioning system for cardiac mapping and navigation.
1.3 Structure of the Thesis
Part I (Chapter 2) introduces the fundamental knowledge needed for the understanding of the
topics discussed in the current thesis. Included are the anatomy of the human heart, the electro-
physiology of cardiac cells, ECG measurement systems and the notation of ECG.
Part II is devoted to the methodology applied in this work:
• Chapter 3 describes the anatomical models used in the investigation, the simulation of cardiac
activities using the cellular automaton and the modeling of cardiac diseases.
• Chapter 4 discusses the forward problem of ECG, a realistic environment of the ECG simu-
lation and the optimization of electrode positions for a wearable ECG system using the ECG
simulation results.
• Chapter 5 covers the definition of the inverse problem of ECG, the source models, the regular-
ization methods required by the solution of the inverse problem of ECG, and the optimization
of electrode positions for a multichannel ECG system for solving the inverse problem.
• Chapter 6 provides a short introduction into the intracardiac mapping and navigation and de-
scribes the concept of the novel impedance based catheter positioning system.
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Part III presents the results obtained in the course of this thesis:
• Chapter 7 contains the results related to the cardiac modeling and the forward simuation.
• Chapter 8 displays the inverse results obtained using different regularization methods and for
different purposes.
• Chapter 9 shows the localization results of the proposed catheter positioning system in the
simulation study.
At the end, an outlook for the future work is given in Chapter 10.

Part I
Fundamental Knowledge

2Medical Foundations
2.1 Anatomy of the Heart
The heart is one of the most vital organs in the human body. It contracts rhythmically and repeat-
edly to pump blood through the circulatory system to the entire body. A normal heart is situated
underneath the sternum and slightly to the left of the thorax. It weights 250− 350 g on average
and has a size of about an adult’s fist. The anatomy of the heart is illustrated in Fig. 2.1. The
heart is mainly composed of muscle, which is also called myocardium. The heart is divided into
four chambers: two atria and two ventricles. The chambers are filled with blood. Valves between
the atria and ventricles as well as between the chambers and blood vessels ensure that the blood
flows in a unique direction. The deoxygenated venous blood returns from the systemic circulation
through the superior vena cava and the inferior vena cava into the right atrium. Then, the deoxy-
genated blood enters the right ventricle. Later, it will be pumped into the pulmonary circulation.
In the lungs the blood gets refreshed and the oxygenated blood passes through the pulmonary
veins into the left atrium after the pulmonary circulation. Afterwards, the blood flows into the left
ventricle. With the contraction of the left ventricle the oxygenated blood is expelled into the sys-
temic circulation through the aorta and transferred to the entire body at the end. Because the left
ventricle requires much power to pump blood into the systemic circulation, where the pressure is
remarkably higher than that in the pulmonary circulation, the left ventricular wall is considerably
thicker than the right ventricular wall.
2.2 Electrophysiology of the Heart
2.2.1 Action Potential of Cardiac Cells
A cardiac cell is capable of generating an action potential, i.e., electrical activation across its
membrane, on which the electrical excitation of the heart is based. As can be seen in Fig. 2.2
different kinds of cardiac cell have various shapes of action potential. The cells of the sinoatrial
node (SA node) and of the components in the excitation conduction system are able to activate
spontaneously, because they have non-constant resting potentials. Taking the SA node as exam-
ple, its resting potential incessantly increases from the minimum at about−70 mV in the diastolic
phase to about −40 mV , which is the threshold potential for the activation. When the threshold
potential is reached, an action potential is triggered immediately. The non-constant resting poten-
tial is caused by the changes in ion conduction and ionic flows through the cell membrane. After
the beginning of the repolarization of the cells in the SA node the non-selective ion conduction
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Fig. 2.1. Diagram of the human heart [1].
and the cation flux into the intracellular space begin to grow, which leads to a slow depolariza-
tion. Once the depolarization occurs, the conduction for Ca2+ increases quickly. It speeds up the
influx of Ca2+ and results in a rapid increment of the action potential. When the action potential
becomes positive, the K+-channels are abruptly opened and K+ ions flow outwards. Accordingly,
the action potential starts to drop shortly after the opening of the K+-channels and the repolariza-
tion begins [2, 3].
In contrast, the cells of working myocardium, i.e., atrial and ventricular myocardium, have a con-
stant resting potential. As a result, the cells of atria and ventricles cannot be activated by them-
selves, but can only be passively activated by the neighboring excited cells. The resting potential
of the cells in atrial and ventricular myocardium is about −85 mV , which is mainly caused by
a high K+ ion concentration gradient across the membrane ([K+]i/[K+]o ≈ 50). When a cell is
activated by its neighboring pacemaker cells or working myocardial cells, the ionic balance at
rest breaks down: the Na+ ions flow into the intracellular space resulting in a dramatic increase
of the action potential to about +20 mV . Thus, the depolarization of the cell takes place. The
duration of depolarization is 1−10 ms. Afterwards, the potential remains approximately constant
in a plateau phase (200− 250 ms). During the plateau phase the cell is not able to respond to
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additional stimuli. Hence, this phase is also called absolute refractory period. In the subsequent
reploarization phase of circa 100 ms the action potential of the cell recovers to its resting level due
to the outflow of K+ ions. The cell is in a relative refractory state in this period, i.e., the cell is able
to be activated again, but with a shortened duration and a reduced amplitude in comparison to a
normal activation. At the beginning of the resting phase the ionic balance is restored very quickly
with the aid of the Na-K pumps [2, 3]. A typical action potential curve of a working myocardial
cell and the whole process are illustrated in Fig. 2.3. In addition to Na+ and K+, Ca2+ and Cl−
also partially contribute to the genesis of action potential. For the sake of simplicity they are not
included in the description above.
Moreover, action potential curves vary in duration and shape for the cells at different depths in the
ventricular wall. In Fig. 2.4 the measured action potential curves for epicardial, midmyocardial
and endocardial cells in ventricles are shown for different heart rates [4].
2.2.2 Excitation Propagation in the Heart
The excitation in the heart is normally initiated by a pacemaker, whose cells are able to gener-
ate excitation spontaneously. In general, pacemaker includes the SA node and the components
in the excitation conduction system, i.e., the atrioventricular node (AV node), the bundle of His,
Tawara branches and Purkinje fibers (see Fig. 2.2). They have different rhythms if left alone (see
Table 2.1). In normal case the SA node has the fastest rhythm among all pacemakers. Therefore,
the SA node is called the primary pacemaker and its rhythm determines the activation frequency
of the heart. But when the frequency of the other pacemakers is enhanced, the sinus rhythm is
depressed or the conduction from the SA node is interrupted, the intrinsic rhythm of the lower
components will take place of the sinus rhythm (secondary pacemaker or ectopic pacemaker) [2].
Fig. 2.2. Action potentials of different tissues in the heart [2].
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In a normal cardiac cycle the rhythmic impulse starting from the SA node propagates at first from
the right atrium to the left atrium. Then, the excitation goes slowly through the AV node, the only
passage from atria to ventricles. It ensures that the contraction of atria can finish before the con-
traction of ventricles. Subsequently, the excitation enters a high speed tree-like network, which is
composed of the bundle of His, Tawara branches and Purkinje fibers. At the end of the tree-like
network the excitation reaches numerous sites on the endocardium simultaneously. Afterwards,
the ventricles become excited from inside to outside and from apex to base. After the plateau
phase the ventricles begin to repolarize. The repolarization sequence is determined not only by
the depolarization sequence but also by the heterogeneity of action potential duration within the
ventricular myocardium. The excitation conduction velocities as well as the intrinsic frequencies
of different components of the heart are listed in Table 2.1 [2]. Moreover, the mechanical contrac-
tion of the heart is followed by the electrical excitation of myocardium.
Fig. 2.3. Electrophysiology of active cells [3].
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Fig. 2.4. Action potentials recorded from regional cell types in the human right ventricle: epicardial cell (A), midmy-
ocardial cell (B), endocardial cell (C) [4].
Location in Event Time ECG- Conduction Intrinsic
the heart [ms] terminology velocity frequency
[mm/s] [min−1]
SA node Impulse generation 0 50 70-80
Atrium right Depolarization 50
P 800-1000
Atrium left Depolarization 85
AV node Arrival of impulse 50 P-Q
20-50 40-55
Departure of impulse 125 interval
Bundle of His activated 130 1000-1500
20-40Bundle branches activated 145 1000-1500
Purkinje fibers activated 150 3000-3500
Endocardium
QRS
Left ventricle Depolarization 175
Right ventricle Depolarization 190 300 (axial)
Epicardium 800 (transverse)
Left ventricle Depolarization 225
Right ventricle Depolarization 250
Epicardium Repolarization 400
T 500Ventricles
Endocardium Repolarization 600
Table 2.1. Electrical events in the heart during cardiac impulse spreading [2, 3].
2.3 Electrocardiography
The electrocardiogram (ECG) registers potential differences on the body surface that are provoked
by electrical excitation of the heart. ECG is a remote reflection of the cardiac activities. It provides
important information about the heart, e.g., heart position, heart rhythm, impulse propagation. In
1887 the British physiologist Augustus D. Waller made the first ECG measurement on the hu-
man body. Later, the Dutch doctor and physiologist Willem Einthoven developed a new string
galvanometer in order to overcome the technical difficulties in the measurement of the weak ECG
signals at the mV level. Thus, the first practical ECG machine was invented at the beginning of
the 20th century. Willem Einthoven received the Nobel Prize in Medicine in 1924 for this inven-
tion. Since then, ECG has become a prime tool for the screening and diagnosis of cardiovascular
diseases in clinic and practice. However, ECG does not assess the heart status directly. The inter-
pretation of ECG requires an experienced cardiologist and is quite empirical [5].
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2.3.1 Measurement System
2.3.1.1 12 Lead ECG
The 12 lead ECG is widely used in today’s clinical practice. It consists of three bipolar limb leads,
six precordial leads and three unipolar augmented limb leads as illustrated in Fig. 2.5.
The first three standard limb leads (Einthoven leads I, II, III) are introduced by and named after
Willem Einthoven. These three bipolar leads are defined as following (see Fig. 2.5 a):
VI =ΦL−ΦR
VII =ΦF −ΦR
VIII =ΦF −ΦL
where ΦL is the potential at the left arm, ΦR is the potential at the right arm and ΦF is the potential
at the left foot.
In the early 1930’s Frank Norman Wilson suggested an “indifferent electrode" by joining the
wires from the right arm, left arm and left foot with 5 kΩ resistors as the reference for unipolar
potential measurement (see Fig. 2.5 b). This reference is later called “Wilson Central Terminal".
The mathematical formulation of Wilson Central Terminal is:
ΦCT =
ΦL+ΦR+ΦF
3
In 1938 the American Heart Association and the Britisch Cardiac Society recommended six
unipolar precordial leads applying Wilson Central Terminal as reference (see Fig. 2.5 b). These
six leads are named Wilson leads V1−V6.
Moreover, Wilson suggested three unipolar limb leads VR, VL and VF . Based on these, Emanuel
Goldberger developed three standard unipolar augmented limb leads by increasing the voltage by
50% in comparison to the original version (see Fig. 2.5 c). In Goldberger’s suggestion one lead is
utilized as the different electrode, while the other two limbs are connected and serve as reference.
The three Goldberger leads are defined as follows:
aVR =ΦR− ΦF +ΦL2
aVL =ΦL− ΦF +ΦR2
aVF =ΦF − ΦL+ΦR2
2.3.1.2 Holter Monitor
A Holter monitor is a wearable ECG measurement system developed for long-term ECG record-
ing. It is invented by the American biophysicist Norman Holter in 1949. A Holter monitor nor-
mally has three to eight electrodes attached to the patient’s chest. The electrodes are connected to
a portable recording device, in which the ECG signals are saved. The recording time is usually
at least 24 hours. The ECG data are then transferred to a computer for further processing and
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Fig. 2.5. 12 lead ECG measurement system: Einthoven leads (a), Wilson leads (b), Goldberger leads (c) [3].
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analysis. The statistics extracted from the long-term ECG signals are helpful for observing and
diagnosing cardiac arrhythmias. Because of the wearability of the Holter monitor, it is widely
deployed in telemedicine. A Holter monitoring system is shown schematically in Fig. 2.6.
Fig. 2.6. Illustration of a Holter ECG monitoring system.
2.3.1.3 Body Surface Potential Mapping System
Obviously, due to the limited number of recording electrodes the conventional 12 lead ECG is not
capable of providing a sufficient spatial resolution for a complete coverage of the electrical signals
on the body surface. The body surface potential mapping system possesses a great amount of elec-
trodes (normally 30−256 electrodes) to cover the patient’s thorax surface. Thus, a body surface
potential map (BSPM), i.e., a complete distribution of body surface potentials, can be obtained.
The high spatial resolution offered by BSPM fulfills the need for such applications like the inverse
problem of electrocardiography. In the investigations included in this thesis a 64-channel BSPM
system manufactured by BioSemi (Amsterdam, Netherlands) is utilized. The electrode positions
are determined using a Polhemus Fastrack electromagnetic localizer (Polhemus Inc, Vermont,
USA). A photo captured during the BSPM measurement on a patient is shown in Fig. 2.7.
2.3.2 Notation of Electrocardiogram
A typical ECG describes electrical activities during a cardiac cycle using the following peaks,
waves, segments and intervals according to the QRST notation introduced by Willem Einthoven
(see Fig. 2.8) [2, 5]:
• P wave (< 0.3 mV , < 0.1 s) is associated with the atrial depolarization.
• PQ segment connects P wave and QRS complex.
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Fig. 2.7. A 64-channel body surface potential mapping system.
• PQ Interval (< 0.2 s) is measured from the beginning of P wave to the beginning of Q peak
and represents the time required for atrioventricular conduction.
• QRS complex (< 0.1 s) consists of Q peak, R peak and S peak (R+S> 0.6 mV ). QRS complex
reflects the depolarization of ventricles. The repolarization of atria is normally not visible on
ECG because it tends to be masked by QRS complex.
• ST segment (ca. 0.35 s) connects QRS complex and T wave. During ST segment the ventricles
are totally depolarized resulting in null signal in ECG. Elevation or depression of ST segment
indicate myocardial ischemia or infarction.
• T wave represents the repolarization of ventricles.
• QT interval (0.35−0.4 s) indicates the interval between the beginning of Q peak and the end
of T wave. It corresponds to the overall time required for the ventricular depolarization and
repolarization.
• U wave is a small wave followed by T wave, which is not always seen in ECG. Until now, the
genesis of U wave is still under discussion.
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Fig. 2.8. Notation of a normal ECG [6].
Part II
Methods

3Cardiac Modeling
3.1 Anatomical Model
A computer model that contains the information about the patient’s anatomical information and
the physical properties of different tissues is the prerequisite for the simulation of cardiac activ-
ities and of the forward calculation of ECG, as well as for the further applications based on the
computer simulation. In the investigations included in this thesis one standard anatomical model
based on the Visible Human dataset and two personalized anatomical models built from the MRI
datasets of two patients are deployed. Two types of mesh are utilized: a voxel-based mesh is used
for the simulation of cardiac activities and a tetrahedron-based mesh is used in the ECG simula-
tion, the solution of the inverse problem and other relevant applications.
The Visible Human Project is run by the U.S. National Library of Medicine [7]. In this project
two datasets were acquired from a male and female cadaver, which were photographed when
being cut into slices. The Visible Human datasets are cross-sectional photographs of the human
body with high resolution and present the human anatomy in high details. In this thesis the male
dataset is used. The dataset is segmented and classified to more than 40 tissue classes. The main
segmentation methods applied are region growing and interactive deformable contours [8]. From
the segmented data a voxel-based model is built with a resolution of 1 mm×1 mm×1 mm in the
heart and a resolution of 2 mm× 2 mm× 2 mm in the rest of torso. In Fig. 3.1 a cross-sectional
image from the Visible Human dataset, the corresponding slice of the data after segmentation and
classification, the thorax model and the heart model are shown.
Two individual anatomical models of two patients are also deployed in the investigations. The
models are built from magnetic resonance imaging (MRI) scans with the heart in diastolic state,
which are made on Siemens Magnetom Vision MRI-scanner at the University of Würzburg, Ger-
many. The torso MRI-scans of Patient 1 have a resolution of 4 mm×4 mm×4.69 mm and Patient
2 4 mm×4 mm×4 mm. Especially for the heart the so-called short axis MRI-scans are made with
higher resolutions in comparison to the MRI-scans made for the entire torso. For Patient 1 the short
axis MRI-scans of the heart are acquired with a resolution of 2.26 mm×2.26 mm×4 mm and for
Patient 2 2.17 mm×2.17 mm×4 mm. First, the 2D MRI-data are converted into a 3D structured
dataset. Second, the median filter is performed on the 3D image data to improve the image qual-
ity. Then, the dataset is segmented using region growing and interactive deformable contours [8].
Afterwards, the classified MRI data-set is converted into a voxel-based model with an isotropic
resolution of 2 mm× 2 mm× 2 mm. The heart model has a resolution of 1 mm× 1 mm× 1 mm.
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Fig. 3.1. Anatomical model built from the Visible Human dataset: a cross-sectional image from the original Visible
Human image data (a), the segmented and classified data (b), the thorax model (c), and the heart model (d) [7, 6].
The torso MRI-data, a short axis MRI-scan, the torso model and the heart model of Patient 1 are
shown in Fig. 3.2 and those of Patient 2 are displayed in Fig. 3.3. As can be observed in Fig. 3.2 c
and Fig. 3.3 c, atria are difficult to be recognized in the current MRI-data. In addition, the investi-
gations, in which the personalized anatomical models are applied, focus on the cardiac activities
in the ventricles. Hence, the atria are only schematically illustrated in the model and not involved
in the ECG simulation. Accordingly, no P-wave is present in the simulated ECG using these two
models.
In oder to simulate the realistic excitation propagation in the heart, the excitation conduction
system is introduced into the heart model, i.e., AV node, Purkinje fibers, Tawara bundles and fas-
cicles. The fiber orientation in the ventricular wall is also built to the model [8]. Moreover, the
venous and arterial blood is filled to the right and left ventricles, respectively.
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Fig. 3.2. The anatomical model built from the MRI-data of Patient 1: the whole body MRI data (a), the thorax model
(b), the short axis MRI data of the heart (c), the heart model (d).
For the forward ECG simulation the voxel-based mesh is converted into a tetrahedron-based mesh,
because the unstructured grid like tetrahedron is able to represent complex geometry, e.g., the hu-
man body including different tissues, with a relatively small number of elements comparing to
the regular structured grid like cubic voxel. The generation of the tetrahedron-based mesh is im-
plemented using the Bowyer-Watson algorithm [9, 10, 11]. Afterwards, adaptive mesh refinement
[12, 13] is applied to the tetrahedron-based mesh to improve the accuracy of the further ECG sim-
ulation. The conductivity values are assigned to different tissue classes in the volume conductor
according to the study published in [14, 15, 16]. Moreover, the unequal anisotropy ratio is mod-
eled in the ventricles: the anisotropy ratio of conductivity tensor (along relative to across the fiber
orientation) in extracellular space is set to 3 and that in the intracellular space was set to 9.516. It
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Fig. 3.3. The anatomical model built from the MRI-data of Patient 2: the whole body MRI data (a), the thorax model
(b), the short axis MRI data of the heart (c), the heart model (d).
is reported that the unequal anisotropy ratio has remarkable effect on the simulated ECG during
T-wave [17].
Furthermore, a dynamic computer model is developed to incorporate the heart motion and res-
piratory effect into the ECG simulation. It is implemented on the Visible Human model through
mesh deformation. The corresponding nodes in the finite element mesh are moved appropriately
to mimic the heart motion and the volume change of lungs [18, 19]. From the beginning of a car-
diac cycle to the end of QRS-complex the ventricles are in the diastolic state. The ventricles begin
to contract at beginning of ST-segment and the minimal volume (end-systolic state) is reached in
the middle of T-wave. After that, the ventricles go back to the diastolic state. During the respira-
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tion, the conductivity of the lungs varies with the volume change. The conductivity of lungs is set
at 0.20279 S/m in the deflated state and at 0.038904 S/m in the inflated state [14, 15, 16]. The
conductivity values of the lungs for the time in between are obtained by linear interpolation. The
heart model in the diastolic state and in the end-systolic state and the lung model in the deflated
state and in the inflated state are shown in Fig. 3.4.
Fig. 3.4. The heart model in the diastolic state (a) and in the end-systolic state (b) and the lung model in the deflated
state (c) and in the inflated state (d). The heart is also shown in (c) and (d).
3.2 Cellular Automaton
In this thesis the electrical excitation propagation in the heart is simulated using a rule-based
cellular automaton developed at the Institute of Biomedical Engineering, Karlsruhe Institute of
Technology (KIT) [8, 20]. Instead of considering the electrophysiology of cardiac cells directly
using a cardiac cell model at the microscopic level, which can be extremely time and memory
consuming, the cellular automaton runs at a “macroscopic" level on a voxel-based heart model.
Every voxel in the model represents a patch of cardiac cells of the same electrophysiological
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characteristics. By applying the automaton approach a balance point between the computing per-
formance and the simulation accuracy is reached.
In the cellular automaton each voxel is characterized by the following properties:
• the excitability,
• the excitation conduction velocity,
• the fiber orientation (for myocardium only),
• the location in the myocardium (for ventricular myocardium only),
• the intrinsic frequency (for pacemaker only),
• a set of action potential curves at various stimulation frequencies.
In a normal cardiac cycle the electrical impulse is started from the voxels corresponding to the SA
node with a given intrinsic frequency. Then, the impulse propagates through the excitable voxels,
i.e., myocardium and excitation conduction system. Please note that no excitation conduction be-
tween atria and ventricles is allowed except through the AV node. An excitable voxel or a voxel
in the excitable state (not in the absolute refractory phase) can be activated by the neighboring ex-
cited voxels. After the activation the development of transmembrane voltage in the current voxel
compiles with the action potential curve of the corresponding tissue class at the given frequency.
The automaton approach does not calculate the action potential curve during the simulation, but
uses the action potential curves saved in a library, in which the action potential curves are created
beforehand using the ten Tusscher’s cardiac cell model [21] while embedding the cells into a vir-
tual wedge preparation. In the ventricular myocardium the transmural heterogeneity is introduced
to define the dispersion of action potential curve in the ventricular myocardium (see Fig. 2.4). A
schematic representation of the working principle of the cellular automaton is shown in Fig. 3.5.
The simulated cardiac cycle is 1 s. The simulation is performed in a voxel-based heart model with
a spatial resolution of 1 mm×1 mm×1 mm and with a time step of 1 ms. As output, the simulated
transmembrane voltages in the heart model are saved every 4 ms.
3.3 Modeling of Cardiac Diseases
In the present thesis two cardiac diseases, i.e., premature ventricular contraction and myocardial
infarction, are considered besides the normal heart beat. They are modeled and simulated using
the cellular automaton.
3.3.1 Premature Ventricular Contraction
Premature ventricular contraction (PVC) is a common cardiac arrhythmia. The causes of PVC
can be cardiac ischemia, heart attack, lack of oxygen, cardiomyopathy or medications. During a
PVC the electrical excitation and contraction of ventricles is initialized by an ectopic center in the
ventricular myocardium. In a normal heart beat the electrical excitation starts from the AV node in
atria and reaches the entire ventricular endocardium through the excitation conduction system. In
this way, both ventricles contract almost simultaneously in the normal case. In the case of PVC,
the excitation starting from the ectopic center propagates slowly through the myocardium from
one ventricle to the other. Therefore, the contraction of ventricles is not synchronized and results
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Fig. 3.5. Neighbor propagation of a cellular automaton on a surface. Empty squares represent resting cells. Each excited
cell (light cycle), communicates the excitation to its eight neighbors (arrow) (a, b). After an explicit time interval the
cell switches to an unexcitable state (dark cycle) (c, d). Finally, the cell returns back to an excitable cell (e, f). This
process proceeds along the given geometry [22].
in an inefficient circulation. As illustrated in Fig. 3.6 b, PVC normally leads to a QRS-complex of
high amplitude and a prolonged cardiac cycle. Infrequent PVCs usually do not need any treatment.
However, a high occurrence of PVC may possibly cause ventricular tachycardia and may lead to
cardiomyopathy on the long run. Radiofrequency catheter ablation can be applied to eliminate the
trigger of PVC. In the cellular automaton PVC is modeled by applying an external stimulus in the
ventricular myocardium. It is defined by 4 parameters: three coordinates of the ectopic center and
the time instant when the PVC starts.
3.3.2 Myocardial Infarction
Myocardial infarction is a leading cause of morbidity and mortality. It is caused by the shortage of
oxygen supply to part of the myocardium, e.g, when a coronary vessel is blocked. In early stage
myocardial ischemia emerges. In the ischemic region the cardiac tissue bears an insufficient oxy-
gen supply and the cardiac cells show a restricted vitality, i.e., a reduced excitation propagation
velocity and an action potential with decreased amplitude and length. If this condition persists,
myocardial infarction will develop. It leads to necrosis of the myocardium. In the necrotic region
the gap junctions between cells are broken. The necrotic tissue is non-excitable and no electrical
current sources exist. A transition zone surrounds the necrotic center, in which a gradual change
from the necrotic tissue to the healthy tissue is shown. In Fig. 3.7 a myocardial infarction caused
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Fig. 3.6. Comparison between the ECGs of normal sinus rhythm (a) and of PVC (b) [3].
by the occlusion of the left coronary artery is illustrated. Myocardial infarction may lead to im-
mediate sudden cardiac death. In case the patient survives the scar tissue in the region of healed
myocardial infarction is still a potential trigger for life threatening arrhythmias.
For diagnosis and therapy of myocardial infarction it is of importance to detect and localize my-
ocardial infarction efficiently and effectively. In the clinical practice the routine tool to diagnose
myocardial infarction is the standard 12 lead ECG. For this purpose, guidelines were proposed for
the standardization and interpretation of the 12 lead ECG [24, 25]. Some tomographic techniques
are capable of imaging myocardial infarction, e.g., late enhancement MRI and myocardial perfu-
sion scintigraphy. However, they can only show the metabolistic but not the electrophysiological
consequences of the myocardial infarction. In addition, blood test provides another approach to
determining myocardial infarction by checking biomarkers of ischemia and infarction [26, 27],
but with a delay of several hours.
In order to understand the myocardial infarction from an electrophysiological point of view, sev-
eral investigations have been done to model the behavior of ischemic and infarcted cardiac tissue
in the recent years [28, 29, 30]. At the same time, much research has been taken out to study the
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Fig. 3.7. Diagram of a myocardial infarction (2) of the tip of the anterior wall of the heart (an apical infarct) after
occlusion (1) of a branch of the left coronary artery (LCA, right coronary artery = RCA) [23].
effects of myocardial ischemia or infarction in various regions of the heart on ECG and on the
body surface potential signals by computer simulation [31, 32, 33, 34].
In the cellular automaton myocardial infarction is modeled by changing the local parameters for
the excitation amplitude and propagation velocity of the affected voxels using the function shown
in Fig. 3.8. In the necrotic center the excitation amplitude and the propagation velocity of cells are
set to zero. The parabolic curve represents the incremental vitality of cardiac cells in the transition
zone, from the necrotic center to the healthy tissue. In the modeling a myocardial infarction is
defined by 5 parameters: three coordinates of the infarction center, the size of the affected area in
mm and the slope of the parabola used to describe the transition zone [20].
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Fig. 3.8. The dependency of excitation amplitude and propagation velocity from the distance to the center of myocardial
infarction. The unit length 1 in x-axis indicates the radius of infarction area.
4Forward Problem of Electrocardiography
4.1 Introduction
The objective of the forward problem of electrocardiography is the calculation of the electrical
potentials on the body surface or on the heart surface from a given distribution of bioelectrical
sources in the heart. As input to the forward problem, the distribution of cardiac sources can
be provided either by invasive measurement or by computer heart model. The system is defined
by the volume conductor model that contains the anatomical information of the patient and the
physical properties of different tissues in the human body. As outcome, the simulated electrical
potentials on the body surface are ECG signals and those on the heart surface are epicardial po-
tentials, the so-called electrogram.
The common applications of the forward problem of ECG include:
• investigation of the effect of electrophysiological properties of different tissues on the body
surface potentials or epicardial potentials,
• validation of the cardiac cell models,
• optimization of the ECG measurement systems,
• calculation of the transfer matrix for the inverse problem,
• solution of the inverse problem with the model-based optimization.
Moreover, the methodology of the forward problem can also be deployed to support the develop-
ment of the cardiac-related diagnostic and therapeutic technologies, e.g., determination of the op-
timal positioning and size of the defibrillation electrodes as well as of the optimal shock duration
for the defibrillator. One topic included in the present thesis is the development of an impedance-
based catheter positioning system for cardiac mapping and navigation, in which the principle of
the forward problem is also applied (see Chapter 6).
In the present thesis the forward problem is considered linear and quasi-stationary. It starts from
the distribution of transmembrane voltages in the myocardium at one certain time instant, which
is given by the cellular automaton. The bidomain model is applied to simplify the problem for-
mulation. Finally, the simulated body surface potentials are obtained by solving the problem on
the tetrahedron-based volume conductor using the finite element method.
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4.2 Bidomain Model
The human heart is composed of billions of excitable cells. Therefore, the time and memory con-
sumption needed for a computation that involves such a great amount of cardiac cells can be
extremely high. In order to reduce the computing complexity, the bidomain model was proposed
by considering the discrete cells in an averaged continuum at the macroscopic level [35, 36]. From
the microscopic point of view, a cardiac cell is surrounded by a plasma membrane that separates
the intracellular space of this cell from the extracellular space. Gap junctions provide the intercel-
lular communication between cells, which allow currents to flow from one cell into its neighbors.
From the macroscopic point of view, the interconnected intracellular space and the extracellular
space can be considered as two continuous domains that fill up the whole space inside the cardiac
tissue. The two domains are divided by the membrane at any point in the cardiac tissue and repre-
sented with their averaged properties. The principle of bidomain model is illustrated in Fig. 4.1.
Fig. 4.1. Bidomain model [37]
The current densities in both spaces are given by Ohm’s law as
Ji = σiEi+Jiimp (4.1)
Je = σeEe+Jeimp, (4.2)
where σi and σe are the intracellular and extracellular conductivity tensors of bidomain model,
respectively; Jiimp and Jeimp are the impressed current densities in the intracellular and extracel-
lular spaces, respectively.
Since the total current in the cardiac tissue is solenoidal, the intracellular current density Ji and
the extracellular current density Je satisfy the equation below
∇ · (Ji+Je) = 0. (4.3)
Because the electrical fields invoked by the bioelectric sources in the active tissue can be gener-
ally treated as quasi-stationary [38, 39, 3], the intracellular electrical fields Ei and extracellular
electrical fields Ee are given by
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Ei =−∇Φi (4.4)
Ee =−∇Φe, (4.5)
where Φi and Φe indicate scalar potentials in the intracellular and extracellular spaces, respec-
tively.
Substituting equations 4.1, 4.2, 4.4 and 4.5 into Eq. 4.3 gives
∇ · (σi∇Φi+σe∇Φe) = 0. (4.6)
By introducing the transmembrane voltage
Vm =Φi−Φe, (4.7)
the intracellular potential can be excluded in Eq. 4.6:
∇ · ((σi+σe)∇Φe) =−∇ · (σi∇Vm). (4.8)
Because of the continuity of the extracellular potential at the boundary between the cardiac tissue
and other tissues as well as the disappearance of the intracellular current outside the cardiac tissue,
the bidomain model can be extended into the whole human body with σi = 0 for the tissues other
than cardiac tissue. Thus, Eq. 4.8 is valid in the entire torso model including the cardiac tissue and
other tissues.
The right hand term of Eq. 4.8 can be interpreted as the impressed current source density
Isv = ∇ · (σi∇Vm), (4.9)
which arises from the bioelectric activity of active tissue due to the conversion of energy from the
chemical form to the electrical form. Using Eq. 4.9 the impressed current source density Isv can
be calculated from transmembrane voltages Vm.
Eq. 4.8 is further formulated as a Poisson’s equation
∇ · (σ∇Φ) =−Isv (4.10)
with the bulk conductivity σ = σi +σe and Φ is the extracellular potential defined in the entire
space [6].
4.3 Solution of the Forward Problem
The forward problem of electrocardiography incorporating bidomain model is formulated as fol-
lows:
∇ · (σ∇Φ) =−Isv in Ω (4.11)
with the boundary conditions
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Φ =ΦD on Γ1 (4.12)
(σ∇Φ) ·n = 0 on Γ2 (4.13)
where Ω is a finite domain and Γ its boundary. Γ1 and Γ2 are parts of the boundary, Γ1∪Γ2 = Γ ,
Γ1 ∩Γ2 = ∅. Eq. 4.12 describes the Dirichlet boundary condition which refers to the reference
electrode, at which the zero potential is defined (Γ1). The homogenous Neumann condition given
by Eq. 4.13 indicates the boundary between the torso surface and air (Γ2) [6].
At this point, the main task is to solve the Poisson’s equation (Eq. 4.11) with sufficient accuracy
in an efficient way. In this work the finite element method is selected to solve the problem because
of its ability to handle complex geometries and inhomogeneous anisotropic media. This method
divides the solution domain into a set of contiguous discrete sub-domains (finite elements) of sim-
ple geometrical shapes, e.g., linear tetrahedral elements [40].
Then, the sought potential Φ is discretized in the finite elements and is approximated by
Φ˜ =
m
∑
k=1
αk(x,y,z) ·Φk, (4.14)
where Φk are the potentials at node k in the volume conductor and αk denotes the appropriate
interpolation functions at node k, which has the following form:
αk =
{
1 at the node k
0 at the other element nodes
(4.15)
By employing the method of weighted residual [41] a residual results from substituting Φ˜ into
Eq. 4.11:
∇ · (σ∇Φ˜)+ Isv = R. (4.16)
The optimal approximate Φ˜ is reached when the residual R is minimized. The integral of the
residual over Ω is set to 0 with a set of weighting functions ωk∫
Ω
∇ · (σ∇Φ˜)ωkdv+
∫
Ω
Isvωkdv =
∫
Ω
Rωkdv = 0 , k = 1,2, . . .m. (4.17)
In the Galerkin formulation the weighting functions ωk are chosen to be equal to the basis func-
tions αk ∫
Ω
∇ · (σ∇Φ˜)αkdv+
∫
Ω
Isvαkdv = 0 , k = 1,2, . . .m. (4.18)
By applying the product rule of divergence and the divergence theorem Eq. 4.18 is rewritten as∮
Γ
αk(σ∇Φ˜) ·nds−
∫
Ω
(σ∇Φ˜)∇αkdv+
∫
Ω
Isvαkdv = 0 , k = 1,2, . . .m. (4.19)
In Eq. 4.19 the first term must vanish, because the normal of the current density in the intracellular
domain is equal to zero both on Γ1 (the reference) and on Γ2 (the torso surface). Thus, Eq. 4.19 is
expressed in
4.4. REALISTIC ENVIRONMENT 33
m
∑
j=1
∫
Ω
(σ∇α j)∇αkdv
Φ j = ∫
Ω
Isvαkdv , k = 1,2, . . .m. (4.20)
Further, Eq. 4.20 can be written in the matrix form as
SΦ = b, (4.21)
where S is a sparse m×m coefficient matrix called system matrix, Φ is an m× 1 matrix of the
desired unknown electrical potentials at the nodes and b is the so-called right-hand vector that
includes the sources. The system matrix is symmetric and satisfies the positive definiteness.
By incorporating the Dirichlet boundary condition (Eq. 4.12) into the finite element approxima-
tion of the forward problem, Eq. 4.21 can be formulated in the form of submatrices:(
SVV SV D
SDV SDD
)(
ΦV
ΦD
)
=
(
bV
bD
)
, (4.22)
where subscripts D and V denote the nodes on the boundary Γ1 and the other nodes in the volume
conductor, respectively. Thus, the subvector ΦV contains the unknown node variables in the mesh
and ΦD contains the node variables at the reference point.
The linear system (Eq. 4.22) can be solved with various numerical calculation techniques, e.g.,
direct methods like Gaussian elimination and Cholesky decomposition, and iterative methods like
method of steepest descent and conjugate gradient method [42, 43, 44, 45]. Finally, the unknown
extracellular potential ΦV are obtained. ΦV on the heart surface are the epicardial potentials, ΦV
on the body surface are the body surface potentials. The ECG signals are also derived from ΦV at
the measurement electrodes [6].
4.4 Realistic Environment
In order to set up a realistic test environment that is close to the scenario of the clinical practice
for the inverse problem of electrocardiography (see Chapter 5), different sorts of error are added
to the ECG simulation. The errors considered in this realistic environment include measurement
noise, baseline wander, inaccuracy in the localization of body surface electrodes, the inaccuracy
in the estimation of tissue conductivities and the modeling errors introduced by neglecting the
heart motion and respiration. This study is performed on the male Visible Human model.
First, the heart dynamics and the respiration are introduced into the anatomical model as described
in Section 3.1. In the simulation a respiratory cycle has a period of 4 s, which contains 4 cardiac
cycles (1 s for each). The simulation starts from the deflated state, followed by 1.5 s for inspira-
tion, 1.5 s for expiration and at the end 1 s in rest. Within a respiratory cycle of 4 s 1000 states are
created with a time step of 4 ms.
Then, the 64 measurement electrodes on the body surface are shifted towards the bottom-right
direction by 5 mm (see Fig. 4.2). It represents the error caused by the inaccuracy of electrode
localizer arising from an erroneous magnetic localizer or a bad registration. The inaccuracy in the
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estimation of tissue conductivities is also introduced: the conductivities of myocardium, of blood
inside the heart chambers and of lungs in the volume conductor are set to 80% of their original
values.
Fig. 4.2. Shifting of the ECG measurement electrodes by 5 mm towards the bottom-right direction [46].
Afterwards, the forward ECG calculation is performed on the dynamic model and the 64-channel
ECG is recorded at the shifted electrodes. The simulated ECG is then contaminated with an addi-
tive white Gaussian noise of 30 dB SNR. At the end, a random baseline wander is added to each
channel, which has the form of a sinusoidal with a frequency of 0.1 Hz and a random amplitude
between 0.1 mV and 0.2 mV as well as a random phase shift in different channels. In this way a
multichannel ECG is generated in a simulation environment that resembles the realistic situation.
4.5 Optimization of Electrode Positions for a Wearable ECG Monitoring System
Nowadays, the Holter ECG system with three to eight measurement electrodes (see Section 2.3.1)
is widely deployed in recording long-time ECG. But it does not examine the heart comprehen-
sively. The body surface potential mapping system (see Section 2.3.1) provides a complete cover-
age of the patient’s thorax. However, it limits the mobility of the patient due to the great number
of measurement electrodes. In this study a wearable ECG system with a minimal number of elec-
trodes (see Fig. 4.3) is proposed, which enables the real-time ECG monitoring on the people at
high risk of developing myocardial infarction without disturbing their everyday life. It is also able
to detect ischemic events and myocardial infarction from the recorded ECG signals at the very
first moment.
The present investigation is aimed to determine an optimal electrode configuration for the pro-
posed wearable ECG monitoring system using the results of the forward simulation of ECG. The
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Fig. 4.3. Illustration of the proposed wearable ECG monitoring system including a minimal number of measurement
electrodes on the body surface [47].
minimal number of electrodes will be defined and the electrode positions will be optimized in
terms of the detection of myocardial infarction. Optimum in this work means: no infarction will
be missed.
In the simulation study the two personalized anatomical models built from the patients’ MRI data
(see Section 3.1) are employed. In order to construct a data base (stochastical basis) including
different myocardial infarctions for the optimization, 153 myocardial infarctions of different sizes
and at various sites in the entire left ventricular wall and septum are simulated using the cellular
automaton. For detailed description of the stochastical basis please see Section 7.3. The corre-
sponding body surface potentials are computed by solving the forward problem of ECG. Because
the most significant symptom of myocardial infarction shown in ECG is the elevation or depres-
sion in ST-segment, the study focuses on the ST-segment. To consider the entire ST-segment all
at once the ST-integral of body surface potentials is calculated
b =
K2
∑
κ=K1
bκ , (4.23)
where bκ denotes the body surface potentials at the time instant κ , and b stands for the integral
of the body surface potentials over the time interval between the beginning of ST-segment K1 and
the end of ST-segment K2, which is also called the ST-integral map in this thesis.
The optimization of electrode positions is based on the analysis of the ST-integrals. At first N
electrode positions that are evenly distributed on the surface of torso model are selected (N = 663
for Patient 1 and N = 633 for Patient 2). Dk(i, j) denotes the potential difference (dipolar ECG
signal) between the ith and jth electrodes on the body surface in the case of the myocardial
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infarction no. k. Then, The ST-integral of Dk(i, j) is calculated as Dk(i, j). In addition, the ST-
integral between the ith and jth electrodes is also calculated for the healthy case (no infarction),
denoted as Dh(i, j). Afterwards, a search procedure is started in order to find an electrode pair
that is able to detect all infarctions. The process begins with a random choice of electrodes i and
j and infarction k = 1. If the difference between Dk(i, j) and Dh(i, j) is above a threshold T , this
pair of electrodes is able to detect the myocardial infarction no. k. Then, the next myocardial
infarction no. k+1 will be examined by using the ST-integral at the ith and jth electrodes with the
current threshold T . If the difference is equal or below the given threshold, this pair of electrodes
fails to detect the current myocardial infarction. Then, another combination of i and j will be
tested starting again with infarction k = 1 and the current threshold T . This analysis procedure
will run throughout all the 153 myocardial infarctions in the data base and all combinations of 2
electrodes with a given threshold. In case that all the infarctions in the data base can be detected
by one pair of electrodes with the given threshold, this pair of electrodes will be the selected
electrode configuration for the proposed wearable ECG monitoring system. If it is not the case,
the threshold T will decrease, and the optimization process will restart. The entire process will
be repeated until the threshold decreases to a very small value that cannot be distinguished from
noise [47]. The flow diagram of this process is shown in Fig. 4.4. In case that a single pair of
electrodes is not sufficient to detect all the myocardial infarctions, two pairs of electrodes but with
one electrode in common, i.e., 3 electrodes, will be used. In this case one myocardial infarction
can be considered as being successfully detected when at least one pair of electrodes can detect
the current myocardial infarction .
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Fig. 4.4. Flow diagram demonstrating the process of determination of the optimal electrode position for the wearable
ECG monitoring system to detect cardiac infarction. M = 153 for both patients, and N = 663 for Patient 1 and N = 633
for Patient 2 [47].

5Inverse Problem of Electrocardiography
5.1 Introduction
The inverse problem of electrocardiography is aimed to reconstruct bioelectrical sources in the
heart from the multichannel ECG measured on the body surface. Besides ECG signal the infor-
mation about patient’s anatomy and the knowledge of the physical properties of the human body
are also considered in the solution of the inverse problem of ECG. It is a promising noninvasive
imaging technique, which provides cardiologists with the useful and straightforward information
about the functional status of the heart. However, the following inherent difficulties of the inverse
problem of ECG must be handled carefully:
• the non-uniqueness of the inverse solution: different cardiac source distributions may result in
the same body surface potentials;
• the underdetermination of the inverse problem of ECG: the number of ECG measurement
electrodes is extremely small in comparison to the large number of unknown sources in the
heart;
• the ill-posedness of the inverse problem: the inverse solution is very sensitive to small pertur-
bations in the measurement and to the errors in the model.
In order to obtain a stable and physiologically reasonable inverse solution, an appropriate source
model should be selected to ensure the uniqueness of the solution, noise depression and baseline
removal should be applied to the ECG signal, and the errors in the segmentation and in the model-
ing should be kept as small as possible. Furthermore, regularization techniques must be deployed
to impose additional constraints on the solution.
5.2 Formulation of the Inverse Problem
In the integral form the linear inverse problem of ECG can be described as
b(η , t) =
∫
Ω
A(η ,ξ )x(ξ , t)dΩξ , (5.1)
where x(ξ , t) is the source function, b(η , t) is the measurement function, and A(η ,ξ ) is the trans-
fer function describing the contribution of a unitary source δ (ξ − ξ0) (the Dirac delta function
positioned at ξ0) to the measurement b(η , t). Ωξ denotes the source domain. In the inverse prob-
lem the source function x(ξ , t) is to be sought from the given measurements b(η , t).
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Eq. 5.1 can also be rewritten in the matrix form as
Ax = b, (5.2)
where x denotes the source vector, y stands for the measurement vector, and A is the transfer ma-
trix describing the relation between the cardiac sources and the measurement signal on the body
surface.
The computation of the lead-field matrix is performed by the solution of the forward problem [48].
Please note the following derivation is based on selecting epicardial potentials as source model.
The matrix formulation of the forward problem (Eq. 4.21) will be again under consideration. This
time Dirichlet boundary condition related to the cardiac sources and Neumann boundary condition
defined at the surface of the volume conductor are both applied. Eq. 4.21 is rewritten as followsST T STV 0SV T SVV SV E
0 SEV SEE
ΦTΦV
ΦE
=
00
0
 . (5.3)
The first matrix in Eq. 5.3 is the system matrix, which is subdivided into block matrices. The
system matrix describes the relations between three potential vectors ΦT , ΦE and ΦV . The sub-
scripts T , V and E denote torso, volume and epicardium, respectively. Because there are no direct
connections between the epicardial nodes and torso nodes, the block matrices ST E and SET in
the system matrix equal zero. ΦT is the vector of electrical potentials at the nodes on the torso
surface, ΦE is the vector of electrical potentials at the nodes located on the epicardium and ΦV
are the electrical potentials at the rest of the nodes in the volume conductor.
Further, the relation between body surface potentials ΦT and the epicardial potentials ΦE is
reached:
ΦT = (ST T −STV S−1VV SV T )−1STV S−1VV SV EΦE . (5.4)
Introducing
A = (ST T −STV S−1VV SV T )−1STV S−1VV SV E (5.5)
into Eq. 5.4 gives
ΦT = AΦE (5.6)
Since Eq. 5.6 is identical to Eq. 5.2, A defined in Eq. 5.5 is the transfer matrix to be sought. Be-
cause SVV includes almost all the nodes of the torso model except the nodes on the heart surface
and on the torso surface, the calculation of S−1VV is very time and memory consuming. For this
reason, another approach is used to compute the transfer matrix A.
Considering a unit source vector xi, which is defined as
xi =
{
1 at the node i
0 at the other nodes.
(5.7)
The ith column of the transfer matrix A can be interpreted as the measurement signal invoked by
a single unit source at the ith node in the source domain:
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ai = Axi. (5.8)
Applying Eq. 5.8 to every node in the source domain the entire transfer matrix A is obtained.
Moreover, this approach satisfies the integral formulation of the inverse problem (Eq. 5.1). There-
fore, it can be applied for any source model under the assumption that the inverse problem of ECG
is linear [6].
5.3 Source Model
At an early stage of the research basic source models, e.g., single current dipole or multipole and
multiple current dipoles, were deployed to reduce the complexity of the inverse problem of ECG
[3]. Nowadays, a popular source model is epicardial potentials, i.e., the electrical potentials on
the heart surface [49, 50]. The epicardial potentials provide an adequate representation of cardiac
sources and are the only source model available for direct experimental validation, e.g., using
multielectrode socks during open heart surgery. One benefit of this source model is the relatively
low time and memory consumption because only the nodes on the heart surface are involved in the
inverse computation. Another source model is developed for the reconstruction of the excitation
propagation sequence on the heart surface [51, 52, 53]. It considers and simplifies the activation
wavefront on the heart surface as a uniform dipolar double layer. The assumption of uniformity of
the double layer makes the inverse problem less ill-posed. But it is not able to reflect the effects of
unequal anisotropy ratios of cardiac tissue and it may lead to wrong results in case of infarction
where the uniformity of the double dipole layer is not true. Because the relation between trans-
membrane voltages in the myocardium and the electrical potentials in the entire volume conductor
is determined by the bidomain model, the transmembrane voltages are proposed as a source model
for the inverse problem of ECG [54, 55]. The transmembrane voltages are defined in the whole
active cardiac tissue. The reconstruction of transmembrane voltages images the real sources and
gives a complete image of the heart condition.
In this thesis a new source model is proposed: the temporal integral of transmembrane voltages.
The development of this source model is inspired by the uniform double layer (UDL) model. Us-
ing the UDL model the connection between the “activation time" during the cardiac cycle and
ECG signal can be established [56]. It assumes that the transmembrane voltage at a source point
behaves as a step function. Then, the original formulation of the inverse problem of electrocardio-
graphy can be rewritten as
Aτ = zL (5.9)
with
zL =−∆ t∆v
K
∑
κ=1
b(κ), (5.10)
where τ stands for activation time, ∆ t denotes the step of temporal discretization, ∆v is a constant
value for the transmembrane voltage of an excited cardiac cell in the assumed step function, and
κ indicates time index. This new formulation with activation time as source model remains linear.
However, the transmembrane voltage cannot be treated as a step function and significant differ-
ences in action potential can be observed between different type of cells (see Fig. 2.4). Therefore,
the problem becomes nonlinear when the assumption cannot hold. In this case a sophisticated
optimization strategy must be employed in the inverse problem.
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However, for some specific applications, e.g., in the identification of the origin of PVC only the
first several ms after the beginning of excitation are needed to be considered, the development of
an action potential in different type of cells can be considered to be approximately the same in
this short period of time, e.g., in the first 20 ms (see Fig. 5.1). Thus, Eq. 5.2 remains linear if an
integral is applied on both sides of Eq. 5.2 over the first several time steps as shown below.
Ax = b (5.11)
with
x =
K2
∑
κ=K1
x(κ) (5.12)
b =
K2
∑
κ=K1
b(κ), (5.13)
where x is the integral of transmembrane voltages and b the integral of ECG over the time interval
between κ = K1 and κ = K2. It can be observed in Fig. 5.1 that the PVC origins indicated from
the activation sequence and the integrals of transmembrane voltages are identical. This proves the
validity of the new source model.
Fig. 5.1. Comparison between the activation time (the upper row) and the integral of transmembrane voltages (the
bottom row). Three PVCs are shown in a cross-section of the ventricular model. The origin of PVC is indicated by the
maximum in activation time and by the minimum in the integral of transmembrane voltages.
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This model avoids the introduction of additional unknown parameters into the inverse problem
like in the activation time formulation (Eq. 5.9 and Eq. 5.10), which makes the already ill-posed
problem even more complicated. It still offers an image of the activation sequence in the entire
heart tissue, from which the origin of PVC can be determined. The new source model amplifies
the ECG signal recorded at the beginning of PVC, which is very weak. Applying the integral also
reduces the effect of noise in the measurement.
In addition, this new source model can also be deployed in the reconstruction of myocardial in-
farction. In this application the integral is applied on the ST-segment, in which the transmembrane
voltages are approximately constant both in the infarcted and healthy tissues (see Section 8.4).
5.4 Regularization Technique
Apparently, Eq. 5.2 can be solved in a direct way like
x = A−1b, (5.14)
or with the aid of the minimization problem below
x = argmin
x
(‖b−Ax‖22), (5.15)
whose direct solution is given by
x = (AT A)−1AT b, (5.16)
where ‖ · ‖22 denotes the `2-norm.
However, due to the inherent ill-posedness of the inverse problem the columns or rows of the
transfer matrix A are nearly linear dependent, i.e., it is not possible to compute the inversion of
such an ill-conditioned matrix A as well as AT A in a straightforward way. Therefore, regularization
techniques must be deployed in the solution of the inverse problem. Here three regularization
methods from three different categories will be presented.
5.4.1 Tikhonov Regularization
Tikhonov regularization is the most widely used method to solve the inverse problem [57]. It is
a representative of the penalty methods. Tikhonov regularization introduces a regularization term
(penalty) in addition to the least squares residual:
xλ = argminx (‖b−Ax‖
2
2+λ
2‖Lx‖22) (5.17)
where L denotes the regularization operator and λ is termed regularization parameter, which con-
trols the weight attributed to the constraint condition ‖Lx‖22. In the case of the Tikhonov regular-
ization 0-order regularization the regularization operator L is the identity matrix I. In the case of
the 2nd order regularization L is a Laplacian operator.
The minimization problem (Eq. 5.17) is equivalent to the following set of augmented equations:
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[
b
0
]
=
[
A
λL
][
xλ
]
(5.18)
The solution to Eq. 5.18 is given by
xλ = (A
T A+λ 2LT L)−1AT b. (5.19)
5.4.2 TTLS Regularization
Truncated total least squares method (TTLS) is a regularization method based on the TLS formu-
lation [58, 59]. It considers both the errors in the measurement signal b and in the transfer matrix
A simultaneously. It solves the following minimization problem.
min
A˜,b˜
‖(A,b)− (A˜, b˜)‖F subject to b˜ = A˜x (5.20)
where (A,b) is the augmented matrix with A and b side by side, ‖ · ‖F stands for the Frobenius
norm, A˜ and b˜ are the contaminated A and b, respectively. The truncation (regularizaiton) is then
performed on (A˜, b˜) by applying singular value decomposition (SVD).
5.4.3 LSQR Regularization
Least squares QR-decomposition (LSQR) is an iterative regularization method in the category
of Krylov subspace projection methods [60, 61]. LSQR iteratively computes three matrices us-
ing Lanczos bidiagonalization: an upper-bidiagonal matrix Bk and two matrices Uk ≡ [u1, · · · ,uk]
and Vk ≡ [v1, · · · ,vk], with orthonormal columns. They satisfy the following conditions after k
iterations:
b = β1u1 = β1Uk+1e1, (5.21)
AVk =Uk+1Bk, (5.22)
ATUk+1 =VkBTk +αk+1vk+1e
T
k+1, (5.23)
where ei denotes the ith unit vector.
Afterwards, the least squares problem is to be solved in the k-dimensional subspace S , which is
spanned by the first k vectors vi:
min
x∈S
(‖b−Ax‖22). (5.24)
A solution of the form x(k) = V(k)y(k) is sought in the k-dimensional subspace. Thus, the residual
is defined as follows
r(k) = b−Ax(k) = β1u1−AVky(k) =Uk+1(β1e1−Bky(k)). (5.25)
This minimization problem is mathematically equivalent to the following formulation involving
the bidiagonal matrix
y(k) = argmin
y(k)
(‖β1e1−Bky(k)‖22). (5.26)
If the iteration stops after k steps, the solution is projected onto a k-dimensional subspace that
gives a limited effect of regularization.
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5.4.4 GMRes Regularization
Generalized minimal residual method (GMRes) is another iterative regularization method in the
category of Krylov subspace projection methods [62, 63]. It is similar to the LSQR regulariza-
tion, but it applies the Arnoldi iteration process to produce a Bk matrix (see Eq. 5.22) that is an
upper Hessenberg matrix. It also requires that the transfer matrix A is a square matrix. Therefore,
the transfer matrix is replaced by AT ·A. In the iteration process the solution is sought, which
minimizes the least squares problem in the jth Krylov subspace.
x j = arg min
x∈K j(A′,y)
‖y−A′ · x‖, (5.27)
whereK j denotes the j-th Krylov subspace, A′ = AT ·A and y = AT ·b.
5.4.5 LSQR-Tikhonov Hybrid Regularization
Iterative projection regularization methods like LSQR are able to transform the original problem
onto a lower-dimensional space, but sometimes fail to provide sufficient regularization. Penalty
methods like Tikhonov regularization are appropriate for constraining the inverse solution but they
have to handle with problems of high dimension. The hybrid framework bridges these two kinds
of regularization and takes the advantages of both of them [61, 64, 65, 66]. By combining LSQR
regularization and Tikhonov regularization the following minimization problem is established in
the k-dimensional Krylov subspace.
y(k)λ = argminy(k)
(‖β1e1−Bky(k)‖22+λ 2‖Ly(k)‖22). (5.28)
5.4.6 Maximum a posteriori Based Regularization
The maximum a posteriori (MAP) based regularization belongs to the group of Bayes estimators.
Its mathematical theory was first taken out in 1960’s by applying the idea of the famous Wiener
filter to matrix inversion [67]. The MAP-based regularization is capable of the direct incorpo-
ration of a priori statistical information about the unknown cardiac sources into the solution of
inverse problem. From 1970’s it has been applied in the inverse problem in different areas, e.g.,
in the inverse problem of ECG [68, 69] and in the inverse problem in geophysics [70].
In this case errors are included in the formulation of the inverse problem:
b = Ax+ e, (5.29)
with the assumption that the means of x and e are zero.
A matrix H is introduced as an optimal estimation of A−1. Thus, the corresponding approximate
solution xˆ to the inverse problem is
xˆ = Hb. (5.30)
Combining the Eq. 5.29 and Eq. 5.30 it gives
xˆ = HAx+He. (5.31)
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The “estimation error" is defined as the difference between the approximated solution xˆ and the
exact solution x
xˆ− x = (HA− I)x+He, (5.32)
where the first term refers to the resolving error caused by the inaccuracy of H and the second term
refers to the random errors included in the measurement. The smaller both terms are, the closer is
the approximate solution xˆ to the exact solution x. The covariance matrix of the estimation error
is given by
C = (HA− I)Cx(HA− I)T +HCeHT , (5.33)
where Cx and Ce are the covariance matrices of the approximate solution and errors in the measure-
ment, respectively. Similarly, smaller covariance of the estimation error leads to better solution xˆ.
The “minimum variance" estimator
H =CxAT (ACxAT +Ce)−1 (5.34)
is derived to minimize the covariance of estimation errors C regardless of the form of the a priori
probability density for x [70].
In this way, the approximate solution xˆ of the inverse problem is obtained:
xˆ =CxAT (ACxAT +Ce)−1b (5.35)
Because the estimator H maximizes (with respect to x) the a posteriori probability of the observed
data b conditional to the solution x, this method is called maximum a posteriori based regulariza-
tion [71].
In the MAP-based regularization Cx is a statistical description of the the cardiac sources. It can be
estimated from experience or be directly extracted from the simulation results. When a stochas-
tical basis X including N possibilities (observations) of cardiac sources at the time instant of
interest is available, i.e.,X = [x1 x2 · · · xN ]. The covariance matrix Cx is calculated as follows.
Cx =
1
N
(X −X¯ )(X −X¯ )T , (5.36)
where N is the number of observations included inX and X¯ denotes the mean vector ofX .
5.4.7 Regularization Parameter Choice Method
The determination of the optimal value for the regularization parameter is critical for the quality
of the inverse solution. Parameter choice method can help to automatically determine the optimal
value for regularization parameter. Two parameter choice methods, i.e., the “L-curve" method and
Generalized Cross Validation (GCV), are utilized in the present thesis.
“L-curve" is a widely used parameter choice method for the inverse problem based on heuristic
observations [72, 73]. When Tikhonov regularization is applied, this method plots the following
functional for a wide range of different values of the regularization parameter λ .
‖Lxλ‖22 = f (‖Axλ −b‖22) (5.37)
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Often, the plotted curve has a shape of an “L". The optimal value of λ is found at the point of the
maximal curvature of the L-curve, where the balance point between the least squares residual and
the regularization term is found.
Generalized cross validation (GCV) is another parameter choice method, which is based on sta-
tistical considerations [74]. It minimizes the following function.
G =
‖Axλ −b‖22
(Tr(I−AA†λ ))2
(5.38)
where A†λ is the so-called inverse regularized operator of the transfer matrix A, which comes with
the regularization method applied. For Tikhonov regularization A†λ = (A
T A+λ 2I)−1AT .
The L-curve method is applicable to the penalty methods like Tikhonov regularization. The GCV
method can also be utilized in other regularization methods, e.g., in TTLS to determine the optimal
truncation parameter and in the MAP-based regularization to select the appropriate value for the
error estimation Ce. In the hybrid regularization methods like the LSQR-Tikhonov regularization,
both parameter choice methods can be employed in the internal regularization process.
5.4.8 Spatio-Temporal Approach
Because both ECG signal and cardiac sources are temporally correlated, the use of temporal in-
formation brings additional advantage compared to solving the problem frame-by-frame. For this
reason, several spatio-temporal approaches are developed for the inverse problem of ECG [75].
A straightforward way to incorporate the temporal information is to place the cardiac sources and
the measurement data at different time instants in a long vector as follows:
x =
(
x1T , x2T , · · · xnT
)T (5.39)
b =
(
b1T , b2T , · · · bnT
)T
. (5.40)
where n is the number of time instants.
In this case the transfer matrix becomes a diagonal block matrix constructed by the transfer matrix
applied in the spatial version
A =

A 0 · · · 0
0 A
...
...
. . . 0
0 · · · 0 A
 . (5.41)
The spatio-temporal form of the inverse problem is
Ax = b, (5.42)
However, the consumption of computational time and memory grows dramatically as the number
of time instants involved in the problem increases when this approach is deployed.
48 CHAPTER 5. INVERSE PROBLEM OF ELECTROCARDIOGRAPHY
Another spatio-temporal approach is proposed by Greensite [76]. In Greensite’s spatio-temporal
framework the source matrix and the measurement matrix are constructed in the following way:
X =
(
x1, x2, · · · xn
)
(5.43)
B =
(
b1, b2, · · · bn
)
. (5.44)
The inverse problem then has the form
AX = B, (5.45)
where A is the same transfer matrix as that in the spatial version.
First, the singular value decomposition (SVD) is performed on the measurement matrix B.
B =UΣV ∗, (5.46)
where U and V are unitary matrices containing the left and right singular vectors, respectively,
and Σ is a diagonal matrix with nonnegative singular values on the diagonal.
Then, the inverse problem is mapped onto the orthogonal space spanned by the temporal (right)
singular vectors of B as
AQ = Y (5.47)
with Q = XV , Y = BV =UΣ .
Afterwards, the projected problem is solved “spatially" using a regularization method of your
choice, i.e., each column of Y is considered separately. According to [77] only the first column
vectors in Y , which satisfy the discrete Picard condition, are included in the inverse calculation.
The rest part of Y is truncated and excluded in the calculation.
At the end, the inverse solution Qˆ is transformed back to the original space by multiplying V ∗ on
the right side.
Xˆ = QˆV ∗. (5.48)
Thus, the final solution Xˆ in the time period under consideration is achieved.
5.4.9 Spatio-Temporal Maximum a posteriori Based Regularization
By applying the Greensite’s spatio-temporal framework to the MAP-based regularization, the
problem (Eq. 5.47) is solved “spatially" in the orthogonal temporal space as follows.
qˆ =CqAT (ACqAT +Cε)−1y, (5.49)
where q is one column vector in Q and y is the corresponding column vector in Y , and ε is the
errors e after being projected onto the orthogonal temporal space.
For the spatio-temporal MAP-based regularization the calculation of the covariance matrix Cq
is also performed in the orthogonal temporal space: First, the N possibilities (observations) of
cardiac sources in the time period of interest are projected onto the orthogonal temporal space
by multiplying the right singular vector V of the ECG signal B applied to the inverse problem.
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Then, the projected cardiac sources Q are treated “spatially". The ith column vectors of all the N
observations are stored in a matrixQ = [q1 q2 · · · qN ] and the covariance matrix for this column
vector is computed as shown below.
Cq =
1
N
(Q− Q¯)(Q− Q¯)T , (5.50)
where N is the number of observations included inQ and Q¯ denotes the mean vector ofQ.
5.4.10 Spatio-Temporal LSQR-Tikhonov Hybrid Regularization
The spatio-temporal LSQR-Tikhonov hybrid regularization combines the spatio-temporal regu-
larization framework and the hybrid regularization framework [78]. First, the inverse problem is
mapped onto the orthogonal temporal space by applying Greensite’s appraoch. The problem is
then further projected onto the k-dimensional Krylov subspace using LSQR iteration method. Af-
terwards, the inverse problem is solved using Tikhonov regularization in the Krylov subspace. At
the end, the inverse solution is transformed back to the original space. In Fig. 5.2 The process of
solving the inverse problem of ECG using the spatio-temporal LSQR-Tikhonov hybrid method is
illustrated.
5.5 Optimization of Electrode Positions for a BSPM System
The objective of this study to find an optimal electrode configuration of the body surface map-
ping system for the reconstruction of myocardial infarction using the inverse problem of ECG.
The inverse problem of ECG is normally strongly underdetermined. The major cause of the un-
derdetermination is the limited spatial resolution of ECG measurement, i.e., the number of mea-
surement electrodes is insufficient or not well arranged to cover the important signal on the body
surface. The quality of the inverse solutions can be improved by increasing the electrode quan-
tity. Whereas, an ECG measurement system consisting of too many recording electrodes will be
impractical in the clinical practice and some of the electrodes can be redundant. Therefore, the
electrode positions of the BSPM system should be optimized so that the most important and useful
parts of body surface signals can be recorded with an adequate spatial resolution. Many investi-
gations have been undertaken in the optimization of the electrode positions for the BSPM system
regarding different criterions, e.g., the spatial frequency analysis [79], the null-space theory [80]
and the local linear dependency (LLD) maps [81]. However, these investigations are done for the
general application of the inverse problem of ECG. In the current study the optimization concen-
trates on a specific application: the reconstruction of myocardial infarction.
Because the most significant symptom of myocardial infarction in ECG is ST-elevation or ST-
depression, the optimal electrode configuration is reached when it is able to cover the most sig-
nificant spatial patterns in BSPMs caused by myocardial infarction during the ST-segment. This
study is performed on the anatomical model of Patient 1 (see Fig. 3.2) and a 64-channel BSPM
system is to be optimized. A data base (stochastical basis) including 153 different myocardial
infarctions in the entire left ventricular wall and the ventricular septum is created. The cardiac ac-
tivities of myocardial infarction are simulated using the cellular automaton and the corresponding
body surface potentials are calculated using the bidomain model and the finite element method.
The ST-integral maps of these simulated BSPMs (see Eq. 4.23) are analyzed with the aid of the
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Fig. 5.2. Flow diagram demonstrating the process of solving the inverse problem of ECG by combining the spatio-
temporal and the LSQR-Tikhonov hybrid regularization frameworks [46].
singular value decomposition (SVD).
The ST-integral maps of all 153 myocardial infarctions in the stochatical basis are stored in a
matrix B =
(
b1, b2, · · · b153
)
. The SVD is performed on the matrix B:
B =UΣV ∗ =
n
∑
i=1
uisivTi , (5.51)
where U is a unitary matrix containing left singular vectors, Σ is a diagonal matrix with nonneg-
ative singular values on the diagonal, V is a unitary matrix containing right singular vectors, ui is
the ith left singular vector, si is the ith singular value and vi is the ith right singular vector.
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The left singular vectors ui of the matrix B are the spatial patterns that occur in the body surface
potentials during ST-segment. Every ST-integral map can be considered as a linear combination
of these spatial patterns. Because the singular values si are sorted in a descending order, the first
several left singular vectors with large singular values are more influential than those with small
singular values. In the present study the singular values show a dramatic decrease after the 5th
singular value. Hence, the first 5 left singular vectors are taken into account and the rest of them
are negligible in the analysis. The optimal electrode configuration of the BSPM system should
cover the regions on the body surface, where the first 5 left singular vectors show the strongest
magnitudes.

6Intracardiac Mapping and Navigation
6.1 Introduction
Nowadays, catheter interventions are widely used in the treatment of cardiac arrhythmias, e.g.,
radiofrequency catheter ablation of atrial flutter [82, 83, 84, 85, 86]. Intracardiac mapping and
navigation are an essential prerequisite for the catheter interventional operations. In the conven-
tional mapping and navigation X-ray fluoroscopy using a mono- or bi-plane system is deployed.
During the interventional procedure the mapping and navigation data have to be registrated with
the off-line geometrical information, which is normally acquired using CT or MRI beforehand.
Moreover, the intracardiac mapping and navigation based on the fluoroscopy bear drawbacks like
low resolution, inaccuracy and X-ray exposure [87, 88, 89]. In the late 1990’s revolutionary tech-
niques have been developed, e.g., the Biosense Carto system (see Fig. 6.1 a) and the St. Jude
Medical NavX 3D Mapping System (see Fig. 6.1 b), which allow real-time 3D in vivo cardiac
mapping and navigation with high resolution and accuracy [83, 86, 90, 91, 92, 93, 94, 95]. Such
systems are also able to reconstruct the chamber geometry and generate a detailed 3D map of
cardiac activities during the interventional procedure [87, 88, 92, 96, 97, 98, 99].
Because the intracardiac mapping and measurement with only one catheter electrode could be
very time-consuming, it is suggested to introduce multiple electrodes into the system. In this
way, a plurality of sites on the endocardium can be sampled and measured simultaneously and
accordingly the performance of the cardiac mapping and navigation system can be improved sig-
nificantly. However, it can lead to high cost when every catheter electrode is equipped with a
localizer. Furthermore, more than one type of catheter and even catheters from different compa-
nies have to be used simultaneously in cardiac interventional procedures. Therefore, it is difficult
to find a solution to localize all these catheter electrodes efficiently and with a sufficient accuracy.
In the present thesis an impedance based catheter positioning system is proposed, which enables
the simultaneous localization of multiple electrodes on a catheter with high accuracy. Further-
more, no expensive specialized hardware is required in addition to the currently existing mapping
and navigation system. The localization of catheters of different kinds and from different compa-
nies is also allowed in the new system.
54 CHAPTER 6. INTRACARDIAC MAPPING AND NAVIGATION
Fig. 6.1. An abnormal electroanatomic voltage map of the right ventricle measured using Carto XP system shown in 3
views (the upper panels in a) and electrograms recorded at several sites on the endocardium (the bottom panels in a)
[83], and a NavX map of the left atrium and accompanying pulmonary veins established during ablative intervention
for atrial fibrillation (b) [86].
6.2 Impedance Based Catheter Positioning System
The development of the impedance based catheter positioning system is supported by computer
simulation. The current simulation study is performed on the male Visible Human model (see
Fig. 3.1) using the finite element method. 6 cylindrical electrode-patches attached on the body
surface are introduced to measure the currrents between the catheter electrode and the patches
as shown in Fig. 6.2. 3 patches are on the front of the thorax and the other 3 are on the back.
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The patches are metallic and all of them have the same dimension with a radius of 4 cm and the
height of 2 mm. The gap between the patch and the skin is filled with a high-conductivity gel.
The catheter electrode in the heart has a radius of 1 mm. In order to reduce the numerical error
in the computer simulation, an intelligent refinement of the mesh is performed, i.e., a simulation
is run on the initial model, and then all the elements in the mesh with high potential gradients
are subdivided [6]. Additional mesh refinement is also done in the region around the patches to
increase the accuracy of the measurement of currents in the simulation.
Fig. 6.2. 6 patches attached on the torso surface for impedance measurement: anterior view (a) and posterior view (b).
The torso is displayed half-transparently and the position of the heart is shown. The patches are numbered from 1 to 6
[100].
During the mapping and navigation procedure several catheters or a catheter with multiple elec-
trodes are inserted into one chamber of the heart. One of these electrodes is localisable, whose
location can be determined with high precision, e.g., using the magnetic localizer. The other elec-
trodes are non-localisable. In addition, an AC or DC voltage (1 V in the simulation study) is
applied between the catheter electrode under consideration and the patches on the body surface
in the localization. The patches are connected to the ground (0 V ) during the simulation. The cur-
rents that flow from the catheter electrode to all 6 patches are measured simultaneously. Then, the
normalized currents at the patches are calculated.
I¯i =
Ii
(∑6i=1 Ii)/6
, (6.1)
where ii denotes the current measured at patch i and I¯i indicates the normalized current obtained at
patch i. The rationale to apply the normalized currents is as follows: the human body is a strongly
inhomogeneous environment, hence the relationship between the currents (not normalized) and
the electrode position is not linear. Whereas, a quasi-linear relationship between the normalized
currents and the electrode position can be observed. This method also minimizes other problems
that rise up in clinical practice, e.g., catheter electrodes may be of various sizes and different
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shapes. The currents through the surface patches change proportionally with the change of elec-
trode size, but no difference shows after the normalization. The variation of electrode shapes
also has only minimal influence on the normalized currents. Moreover, the currents measured at
patches are directly proportional to the voltage applied at the catheter electrode, the amount of
voltage has no effect on the normalized currents. Please note that this method is developed and
patented by Biosense Webster.
As aforementioned, the method proposed in the current study is based on the quasi-linear rela-
tionship between the normalized currents from the catheter electrode to the body surface patches
and the electrode position.
I¯ = A ·P, (6.2)
where I¯ is a 6× n matrix containing the normalized currents at the 6 patches for n electrode po-
sitions, P is a 3×n matrix containing the x, y, z coordinates for n electrode positions, and A is a
6×3 transfer matrix describing the quasi-linear relationship between I¯ and P.
Before the localization begins, the system is calibrated using the localisable catheter, i.e., the
catheter is navigated to several sites and the normalized currents I¯ at all patches are recorded
for every electrode position. At the same time, the coordinates of every electrode position P are
delivered by the localisable catheter. Thus, the transfer matrix A can be constructed.
A = I¯ ·P†, (6.3)
where P† is the Moore-Penrose pseudo-inverse of P.
Once the quasi-linear system A is established, the measurement is performed on the other non-
localisable electrodes. The locations of these electrodes are then determined from the correspond-
ing normalized currents I¯ obtained at the patches as follows.
P˜ = A−1 · I¯. (6.4)
In Eq. 6.4 the inverse of A can be derived from Eq. 6.3
A−1 = P · I¯†, (6.5)
where I¯† is the Moore-Penrose pseudo-inverse of I¯.
Part III
Results

7Results: Cardiac Modeling and Forward ECG Simulation
7.1 Realistic Environment
In order to investigate the influence of different kinds of error on the solution of the inverse prob-
lem of ECG a realistic environment is created. The following errors in the measurement and in the
model are considered: 30 dB measurement noise, 0.1 Hz baseline wander, 5 mm inaccuracy in the
localization of body surface electrodes, 20% inaccuracy in the estimation of tissue conductivities
and the modeling errors introduced by neglecting the heart motion and respiration.
In the realistic environment as described in Section 4.4 a respiratory cycle with a length of 4 s
including 4 cardiac cycles of the sinus rhythm is simulated. The simulated ECG is saved every
4 ms. In addition, simulations including only one type of error at each time are also performed.
Thus, the effect of every type of error both on ECG and on the inverse solution can be observed
separately. An ECG simulated in an idealistic environment (without any error applied) serves as
reference. The simulation results are presented in Fig. 7.2 and Fig. 7.3. ECG channels 15 and 45
are shown for each case. The electrode position associated with these two channels are marked
in Fig. 7.1. When no lung motion is involved in the simulation, only one cardiac cycle is shown.
Fig. 7.1. Electrode configuration of the 64-channel ECG shown on the front (left) and on the back (right) of the Visible
Human torso model.
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Fig. 7.2. Influence of different kinds of error on ECG signal. NE: no error, NS: 30 dB noise, BW: 0.1 Hz baseline
wander, EC: 5 mm localization of electrodes, MC: 80% conductivity of myocardium, BC: 80% conductivity of blood
inside the heart chambers, LC: 80% conductivity of lungs [46].
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Fig. 7.3. Influence of different kinds of error on ECG signal (the first row to the third row) and the ECG signal in
the realistic environment (the fourth and fifth rows). NE: no error, HM: heart motion, LM: lung motion, RE: realistic
environment [46].
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When the lung motion is involved, a full respiratory cycle including 4 cardiac cycle is shown.
Discussion
As can be seen in Fig. 7.2 and Fig. 7.3 the 20% decrease of the original conductivities in blood
and lungs, and the 5 mm shifting of electrodes do not result in significant changes in ECG. The
respiration only causes minor changes in the ECG amplitude during the second cardiac cycle,
where the lung volume is at its maximum and the conductivity of lungs reaches its minimum. The
20% change of the conductivity in myocardium leads to a remarkable increment of the amplitude
of R-peak. The baseline wander adds a significant oscillation to the ECG signal. The heart motion
leads to remarkable changes in the morphology and amplitude of T-wave.
7.2 Premature Ventricular Contraction
In the current simulation, 243 PVCs are simulated in the entire left ventricle. The simulation re-
sults will be applied as a priori information in the MAP-based regularization (see Section 5.4.6)
for the localization of the origin of PVC. The simulations are performed on Patient 2 (see Fig. 3.3)
using the cellular automaton. For a complete coverage of possible PVCs originating from various
sites in the left ventricle, the left ventricular model is subdivided into 81 segments as shown in
Fig. 7.4. In each segment 3 PVCs are simulated, with the ectopic center on the endocardium, in
the middle of the ventricular wall and on the epicardium. Thus, in total 243 (81× 3) PVCs are
simulated in the entire left ventricle including the septum. Moreover, the forward ECG simulation
is also performed.
Fig. 7.4. Subdivision of the left ventricle and the septum into 81 segments
In Fig. 7.5 three examples out of the 243 simulated PVCs are shown. These three PVCs are orig-
inated from the same apical lateral segment, but starting from endocardium, midmyocardium and
epicardium. In the upper row of Fig. 7.5 the integrals of transmembrane voltages over the time
interval from 8 ms before to 20 ms after the beginning of PVC are shown on a cross-section of the
ventricular model. The origin of PVC is identified by the minimum in the integral of transmem-
brane voltages (see Fig. 5.1). In the bottom row of Fig. 7.5 the integrals of body surface potentials
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associated with the three PVCs during the same time interval are displayed.
Fig. 7.5. The transmembrane voltage integrals over 8 ms before and 20 ms after the beginning of PVCs (the upper row)
and the body surface potential integrals over 8 ms before and 20 ms after the beginning of PVCs (the bottom row).
The PVCs are initiated from endocardium (the left column), midmyocardium (the middle column) and epicardium (the
right column).
Discussion
From the integrals of body surface potentials in Fig. 7.5 it can be observed that the patterns
appearing on the body surface are remarkably different for the PVCs initiated from endocardium
and epicardium. Whereas, the difference between the body surface potentials generated by the
PVCs starting from endocardium and midmyocardium is only shown in the potential amplitude.
7.3 Myocardial Infarction
In the current thesis, a meaningful and comprehensive stochastical basis including various my-
ocardial infarctions at different sites and of different sizes in the left ventricle is created for each
of the two personalized anatomical models (see Patient 1 and Patient 2 in Section 3.1). For this
purpose, the left ventricular model is subdivided into 17 segments according to the recommen-
dation of the American Heart Association for the segmentation of left ventricle (see Fig. 7.6)
64 CHAPTER 7. RESULTS: CARDIAC MODELING AND FORWARD ECG SIMULATION
[101, 102]. The subdivision of the two models are illistrated in Fig. 7.7. In each segment 3 types
of infarction are simulated, i.e., subendocardial, transmural and subepicardial infarctions. For each
type, 3 different sizes are considered, i.e., 10 mm, 20 mm and 30 mm for the radius of infarction.
Thus, a stochastical basis composed of 153 (17×3×3) different simulated myocardial infarctions
in the whole left ventricle and the ventricular septum is established.
Fig. 7.6. The nomenclature of 17 AHA segments in left ventricle [101].
The stochastical basis is deployed in three investigations in terms of the detection and localiza-
tion of myocardial infarctions: the optimization of the electrode positions for a wearable ECG
monitoring system (see Section 7.4), the reconstruction of myocardial infarctions by solving the
inverse problem using the MAP-based regularization (see Section 8.3) and the optimization of the
electrode positions for a BSPM system (see Section 8.4).
The simulation of myocardial infarctions is conducted on the two personalized models using the
cellular automaton. Forward calculation of ECG is performed for all simulated myocardial in-
farctions in the stochastical basis and the corresponding BSPMs are obtained. As an example, 6
myocardial infarctions simulated on the model of Patient 1 are displayed in Fig. 7.8. In the upper
row of Fig. 7.8 the 3 myocardial infarctions are in the apical lateral segment and of 3 different
sizes. In the bottom row of Fig. 7.8 the 3 apical myocardial infarctions have the same size but
different depths in the ventricular myocardium. The BSPMs associated with these 6 myocardial
infarctions are shown in Fig. 7.9. Furthermore, the corresponding ST-integral maps are shown in
Fig. 7.10.
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Fig. 7.7. The subdivision of the left ventricular models of Patient 1 (a and b) and of Patient 2 (c and d) into 17 segments
according to the AHA recommendation. The models are shown in two aspects, respectively.
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Fig. 7.8. Simulated apical lateral infarctions (Segment 16) with radii of 10 mm (a), 20 mm (b) and 30 mm (c); simulated
subendocardial (d), transmural (e) and subepicardial (f) infarctions with a radius of 20 mm in the apical segment
(Segment 17). The simulations are performed on the model of Patient 1. The distribution of transmembrane voltages
in the middle of ST-segment is shown in a cross-section of the ventricular model [103].
Discussion
By comparing Fig. 7.9 and Fig. 7.10 it can be seen that the BSPMs at the middle of ST-segment
and the integrals of BSPMs during ST-segment show similar patterns, because the transmembrane
voltages both in the infarcted tissue and in the healthy tissue stay approximately constant during
ST-segment. The electrical potentials on the body surface show the same behavior.
As shown in Fig. 7.9 a to c and Fig. 7.10 a to c, the amplitude of body surface potentials is propor-
tional to the size of myocardial infarction and the patterns of BSPM remain roughly unchanged.
By considering Fig. 7.9 d to f and Fig. 7.10 d to f it can be observed that the subendocardial, trans-
mural and subepicardial infarctions can be differentiated from the patterns appearing in BSPM.
Moreover, the subendocardial infarction generates an approximately reversed pattern in BSPM as
the subepicardial infarction (see Fig. 7.9 d and f and Fig. 7.10 d and f).
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Fig. 7.9. The BSPMs corresponding to the simulated apical lateral infarctions (Segment 16) with radii of 10 mm
(a), 20 mm (b) and 30 mm (c); the BSPMs corresponding to the simulated subendocardial (d), transmural (e) and
subepicardial (f) infarctions with a radius of 20 mm in the apical segment (Segment 17). The simulations are performed
on the model of Patient 1. The BSPMs in the middle of ST-segment are shown [103].
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Fig. 7.10. The ST-integral maps corresponding to the simulated apical lateral infarctions (Segment 16) with radii
of 10 mm (a), 20 mm (b) and 30 mm (c); the ST-integral maps corresponding to the simulated subendocardial (d),
transmural (e) and subepicardial (f) infarctions with a radius of 20 mm in the apical segment (Segment 17). The
simulations are performed on the model of Patient 1 [47].
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7.4 Optimization of Electrode Positions for a Wearable ECG Monitoring System
This simulation study is aimed to determine an optimal electrode configuration of a wearable
ECG monitoring system with a minimal number of electrodes for the detection of myocardial
infarctions. The optimization strategy is described in Section 4.5. The study is performed on two
anatomical models (Patient 1 and Patient 2). As the initial value the threshold T for the difference
between Dk(i, j) and Dh(i, j) is set to 2 mV . During the optimization process the threshold T de-
creases with a step of 0.5 mV . Until the threshold T is set to 0.1 mV , still no satisfying result is
obtained on both models, i.e., a single pair of electrodes is not able to detect all 153 myocardial
infarctions of the stochastical basis. With 2 pairs of electrodes with one common electrode (3
electrodes) an optimal electrode configuration can be first determined at a threshold of 0.4 mV for
Patient 1 and 0.35 mV for Patient 2.
The optimal electrode configurations obtained on the model of Patient 1 and on the model of
Patient 2 are shown in Fig. 7.11. In the optimal electrode configurations one electrode is located
below the fossa jugularis and slightly to the right of the thorax, and one electrode is on the left
back for both patients. For Patient 1 the third electrode is located on the left chest directly above
Fig. 7.11. The optimal electrode positions determined by means of computer simulation for the wearable ECG mon-
itoring system with 3 measurement electrodes. The optimal electrode positions obtained on Patient 1 is shown in the
upper row and the one obtained on Patient 2 in the bottom row. The common electrodes among the three is marked
with a dark dot [47].
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the heart, whereas for Patient 2 the third one is on the left chest but on the upper edge of the
pectoralis major. In both configurations the common electrode for the two electrode pairs is the
one below the fossa jugularis, which is marked with a dark dot in Fig. 7.11.
In addition, 50 myocardial infarctions, which are not included in the stochastical basis, are gen-
erated in each model for the purpose of validation. Their sizes are between 5 mm and 35 mm and
their sites are randomly selected in the left ventricle including the septum. With the thresholds
defined in the optimization process, i.e., T = 0.4 mV for Patient 1 and T = 0.3 mV for Patient 2,
all 50 randomly simulated myocardial infarctions can be successfully detected in each model.
Discussion
As can be seen in Fig. 7.11 the optimal electrode configurations obtained on these two models
are similar, but the position of the electrode on the left chest is not exactly the same. The possible
reason for this is the difference of heart position between two patients (see Fig. 3.2 and Fig. 3.3).
The thresholds of 0.4 mV and of 0.35 mV are at a reasonable level for the ECG measurement
technique. In the validation a sensitivity of 100% is reached for both Patient 1 and Patient 2 using
synthetic signals. Furthermore, the measurement noise or the inaccuracy of the measurement can
be reduced by applying ST-integral.
8Results: Inverse Problem of Electrocardiography
8.1 Inverse Problem of ECG in Realistic Environment
In the current study, ECGs with different kinds of error in the measurement and in the model as
well an ECG in the so-called realistic test environment are simulated as described in Section 7.1.
In the inverse problem of ECG the static model with the heart in the diastolic state and the lungs in
the deflated state instead of the dynamic model is utilized. Thus, an inaccuracy is introduced into
the inverse procedure due to the neglect of the heart motion and respiration. The conductivities
of the myocardium, of the blood inside the heart chambers and of the lungs are at their original
values in the inverse problem. It leads to a 25% inaccuracy (1/0.8− 1) comparing to the con-
ductivity values (80% of the original values) used in the forward ECG simulation. The 64 ECG
measurement electrodes remain at their original positions. Then, the transfer matrix is calculated
on this model. Furthermore, 30 dB Gaussian measurement noise and 0.1 Hz baseline wander are
added into the simulated ECG. Afterwards, the simulated ECGs with different kinds of error and
with all errors (in realistic environment) are applied as input for the inverse problem of ECG. The
source model applied in this application is epicardial potentials.
In this study the following regularization methods are tested: the Tikhonov 0-order regular-
ization with L-curve, the Tikhonov 0-order regularization with the GCV method, the GMRes
method, the TTLS regularization, the spatio-temporal Tikhonov 0-order regularization with L-
curve, the spatio-temporal Tikhonov 0-order regularization with the GCV method, the LSQR-
Tikhonov hybrid regularization with L-curve, the LSQR-Tikhonov hybrid regularization with the
GCV method, the spatio-temporal LSQR-Tikhonov hybrid regularization with L-curve and the
spatio-temporal LSQR-Tikhonov hybrid regularization with the GCV method. Here, the Green-
site’s spatio-temporal approach is applied. The optimal value of the regularization parameter for
the Tikhonov regularization and for the internal Tikhonov regularization in the hybrid methods is
determined using L-curve and GCV. The iteration number for the GMRes method is set to 10. The
truncation parameter for the TTLS regularization is set to 10. In the Greensite’s spatio-temporal
framework only the first 10 elements are considered. The iteration number for the LSQR related
hybrid methods is set to 70.
The results of the inverse problem in different cases and using different regularization methods
are summarized in Table 8.1 and Table 8.2 using the correlation coefficient as the benchmark of
the quality of inverse solutions. In the upper panel of Table 8.1 and of Table 8.2 the correlation
coefficients at R-peak and at T-peak are shown, respectively. In the bottom panel of Table 8.1
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and of Table 8.2 the average correlation coefficients during QRS-complex and during T-wave are
displayed, respectively. Please note that the following abbreviations are used in Table 8.1 and
Table 8.2: NE (no error), NS (noise), BW (baseline wander), EC (inaccuracy in the localization
of electrodes), MC (inaccuracy in the estimation of the conductivity of myocardium), BC (inac-
curacy in the estimation of the conductivity of blood inside the heart chambers), LC (inaccuracy
in the estimation of the conductivity of lungs), HM (heart motion), LM (lung motion) and RE
(realistic environment).
Moreover, the reconstructed epicardial potentials are visualized on the heart model in the idealistic
environment (see Fig. 8.1 and Fig. 8.2) and in the realistic environment (see Fig. 8.3 and Fig. 8.4).
For the realistic environment the reconstructions from the second cardiac cycle are shown, where
the volume of lungs reaches its maximum and the conductivity of lungs is at its minimum. The
simulation serving as reference is also shown in the first row in Fig. 8.1 to Fig. 8.4. The simulated
reference obtained in the dynamic model are projected onto and shown on the static heart model
for the sake of clarity.
Discussion
In the inverse solutions summarized in Table 8.1 and Table 8.2 and Fig. 8.1 to Fig. 8.4 it can be
observed that the results obtained with all regularization methods applied in this study are of simi-
lar quality both during QRS-complex and during T-wave in the idealistic environment. The 30 dB
measurement noise does not lead to a considerable change in reconstruction and even improves
the results slightly in some cases. It proves that the effect of measurement noise on the inverse
solution can be well eliminated by regularization. Baseline wander strongly impairs the quality of
inverse solutions during QRS-complex. With the presence of baseline wander the spatio-temporal
version of Tikhonov regularization is not able to give a reasonable result. The 5 mm inaccuracy
in the electrode localization results in considerable loss of quality of inverse solution, particularly
for the Tikhonov regularizaiton with GCV and the spatio-temporal Tikhonov regularization with
both L-curve and GCV. The 25% error in the conductivity of myocardium does not cause consid-
erable change in the inverse solutions. However, the inaccuracy in the estimation of conductivities
of blood and lungs dramatically reduces the quality of the inverse solutions obtained using the
Tikhonov regularizaiton and its spatio-temporal version. The neglect of the heart motion leads
to a decline of approximately 0.1 in correlation coefficient during T-wave for all regularization
methods. The neglect of respiration decimates the functionality of Tikhonov regularization and
its spatio-temporal version. In the realistic environment the quality of inverse solutions is reduced
by about 0.15 in correlation coefficient using all regularization methods comparing to that in the
idealistic environment. A detailed analysis shows that the LSQR-Tikhonov hybrid regularization
with GCV is always among the top 5 in all cases and it achieves the best results both during
QRS-complex and during T-wave in the realistic environment. Furthermore, all methods apply-
ing Greensite’s spatio-temporal framework are much less time-consuming than the methods not
applying this framework because the problem is solved only for the first 10 elements after being
projected into the orthogonal temporal space instead of for all 250 (one cardiac cycle) or 1000
time instants (one respiratory cycle) in the original space.
According to the current study, it is recommended to use only those heart beats for the inverse
problem that are acquired during the same respiration state of the MRI or CT dataset in order to
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Table 8.1. The correlation coefficient between the inverse solution and the reference using different regularization
methods in cases of different kinds of error involved as well as in the realistic environment (Part I) [46].
NE NS BW EC MC BC LC HM LM RE
R
-p
ea
k
Tikh (LC) 0.72 0.73 0.67 0.67 0.70 0.40 0.43 0.72 0.58 0.64
Tikh (GCV) 0.53 0.73 0.67 −0.02 0.52 0.07 0.43 0.53 −0.03 0.64
GMRes 0.69 0.69 0.58 0.67 0.69 0.69 0.70 0.69 0.66 0.54
TTLS 0.67 0.67 0.37 0.66 0.66 0.67 0.68 0.67 0.67 0.37
st-Tikh (LC) 0.72 0.71 −0.04 0.62 0.69 0.50 0.47 0.68 0.26 −0.03
st-Tikh (GCV) 0.55 0.66 0.65 −0.07 0.54 0.06 0.44 0.55 −0.03 0.63
LSQR-Tikh (LC) 0.70 0.72 0.65 0.67 0.69 0.72 0.71 0.70 0.59 0.60
LSQR-Tikh (GCV) 0.72 0.73 0.67 0.68 0.71 0.73 0.73 0.72 0.67 0.66
st-LSQR-Tikh (LC) 0.73 0.74 0.41 0.69 0.72 0.73 0.75 0.72 0.68 0.52
st-LSQR-Tikh (GCV) 0.72 0.74 0.65 0.70 0.71 0.73 0.74 0.72 0.64 0.65
Q
R
S-
co
m
pl
ex
Tikh (LC) 0.63 0.57 0.44 0.53 0.62 0.50 0.51 0.63 0.41 0.42
Tikh (GCV) 0.61 0.54 0.48 0.03 0.60 0.06 0.39 0.61 0.01 0.47
GMRes 0.58 0.55 0.33 0.55 0.58 0.59 0.59 0.58 0.58 0.30
TTLS 0.55 0.52 0.16 0.54 0.54 0.55 0.56 0.55 0.56 0.15
st-Tikh (LC) 0.58 0.57 −0.01 0.34 0.57 0.30 0.38 0.58 0.38 0.01
st-Tikh (GCV) 0.57 0.53 0.51 −0.02 0.56 0.06 0.36 0.57 0.03 0.47
LSQR-Tikh (LC) 0.61 0.58 0.46 0.54 0.60 0.61 0.63 0.61 0.59 0.45
LSQR-Tikh (GCV) 0.64 0.58 0.48 0.56 0.63 0.64 0.65 0.64 0.60 0.48
st-LSQR-Tikh (LC) 0.60 0.57 0.25 0.49 0.60 0.59 0.60 0.61 0.58 0.30
st-LSQR-Tikh (GCV) 0.62 0.57 0.49 0.51 0.61 0.62 0.63 0.62 0.58 0.48
74 CHAPTER 8. RESULTS: INVERSE PROBLEM OF ELECTROCARDIOGRAPHY
Table 8.2. The correlation coefficient between the inverse solution and the reference using different regularization
methods in cases of different kinds of error involved as well as in the realistic environment (Part II) [46].
NE NS BW EC MC BC LC HM LM RE
T-
pe
ak
Tikh (LC) 0.61 0.70 0.64 0.63 0.60 0.55 0.53 0.61 0.40 0.54
Tikh (GCV) 0.55 0.70 0.64 −0.10 0.55 0.30 0.53 0.43 0.05 0.54
GMRes 0.70 0.70 0.60 0.67 0.69 0.70 0.70 0.60 0.69 0.48
TTLS 0.63 0.63 0.43 0.63 0.62 0.63 0.63 0.56 0.63 0.31
st-Tikh (LC) 0.63 0.64 0.05 0.37 0.63 0.44 0.58 0.54 0.50 −0.05
st-Tikh (GCV) 0.53 0.68 0.66 −0.04 0.52 0.24 0.49 0.42 0.10 0.58
LSQR-Tikh (LC) 0.69 0.70 0.64 0.63 0.68 0.69 0.69 0.61 0.62 0.53
LSQR-Tikh (GCV) 0.70 0.71 0.63 0.66 0.69 0.70 0.70 0.58 0.65 0.54
st-LSQR-Tikh (LC) 0.71 0.69 0.63 0.43 0.68 0.71 0.71 0.61 0.68 0.48
st-LSQR-Tikh (GCV) 0.69 0.69 0.69 0.54 0.69 0.69 0.69 0.58 0.69 0.60
T-
w
av
e
Tikh (LC) 0.61 0.63 0.45 0.51 0.60 0.47 0.53 0.48 0.34 0.38
Tikh (GCV) 0.54 0.53 0.53 −0.06 0.53 0.22 0.52 0.41 0.02 0.47
GMRes 0.65 0.64 0.44 0.62 0.63 0.65 0.65 0.57 0.65 0.37
TTLS 0.58 0.58 0.32 0.59 0.57 0.58 0.59 0.53 0.60 0.25
st-Tikh (LC) 0.62 0.60 0.01 0.36 0.61 0.44 0.55 0.52 0.41 −0.04
st-Tikh (GCV) 0.56 0.63 0.60 0.02 0.55 0.19 0.52 0.43 0.06 0.52
LSQR-Tikh (LC) 0.65 0.61 0.53 0.59 0.64 0.65 0.65 0.58 0.58 0.46
LSQR-Tikh (GCV) 0.66 0.65 0.50 0.61 0.65 0.66 0.66 0.56 0.60 0.49
st-LSQR-Tikh (LC) 0.66 0.66 0.47 0.43 0.65 0.65 0.66 0.59 0.64 0.37
st-LSQR-Tikh (GCV) 0.67 0.65 0.61 0.51 0.66 0.66 0.67 0.57 0.66 0.54
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Fig. 8.1. Comparison between the reconstructed distributions of epicardial potentials obtained using different regular-
ization methods in the case of no error involved (Part I). The results are shown at R-peak (left panel) and at T-peak
(right panel). The simulation serving as reference is shown in the first row [46].
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Fig. 8.2. Comparison between the reconstructed distributions of epicardial potentials obtained using different regular-
ization methods in the case of no error involved (Part II). The results are shown at R-peak (left panel) and at T-peak
(right panel). The simulation serving as reference is shown in the first row [46].
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Fig. 8.3. Comparison between the reconstructed distributions of epicardial potentials obtained using different regular-
ization methods in the realistic environment (Part I). The results are shown at R-peak (left panel) and at T-peak (right
panel). The simulation serving as reference is shown in the first row [46].
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Fig. 8.4. Comparison between the reconstructed distributions of epicardial potentials obtained using different regular-
ization methods in the realistic environment (Part II). The results are shown at R-peak (left panel) and at T-peak (right
panel). The simulation serving as reference is shown in the first row [46].
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get rid of the influence of respiration on the inverse solution. It is also suggested to deploy more a
priori information in the regularization to achieve better reconstruction results, e.g., model based
optimization [104, 105] and maximum a posteriori based regularization [106, 107, 108].
8.2 Identification of the Origin of PVC
The objective of the present investigation is to identify the origin of PVC by the solution of the
inverse problem of ECG applying the integral of transmembrane voltages as source model (see
Section 5.3). The Tikhonov 2nd order regularization and the MAP-based regularization are tested.
In order to demonstrate the advantage of the proposed source model, the transmembrane voltages
are also applied as source model to solve the inverse problem.
When the integral of transmembrane voltages is selected as source model, the integral of multi-
channel ECG over the time interval between 8 ms before and 20 ms after the beginning of the PVC
is calculated and applied as the input for the inverse problem of ECG. When the transmembrane
voltages are applied, the inverse problem is solved frame-by-frame.
As described in Section 7.2 a stochastical basis including 243 possible PVCs in the entire left
ventricle and the ventricular septum is created. The statistical property extracted from this com-
prehensive stochastical basis is applied as a priori information in the MAP-based regularization,
i.e., the covariance matrix Cx of cardiac sources x is calculated from the stochastical basis (see
Section 5.4.6). The covariance matrix of errors Ce is assumed to have a form of σ2I, where σ2 is
estimated from experience and I denotes the identity matrix. In the Tikhonov regularization the
L-curve method is employed to determine the optimal value for the regularization parameter λ .
The origin of PVC is identified by the maximum in the inverse solution. If the maximum doesn’t
converge to one point but covers a large region, or in case more than one maximum with similar
amplitude is detected, it will be considered as failure, i.e., the origin of the current PVC under
consideration cannot be localized.
Synthetic ECG
In order to evaluate the feasibility of the proposed source model in localizing the origin of PVC,
several simulated multichannel ECGs, which are associated with PVCs in the stochastical basis,
are taken as input to the inverse problem after being contaminated by a Gaussian white measure-
ment noise of SNR= 30 dB. 4 cases are presented in Fig. 8.5 as an example. Each case is arranged
in one row. Starting from the left side, the simulated data serve as ground truth shown in the first
column, the inverse solutions obtained with Tikhonov regularization and MAP-based regulariza-
tion using transmembrane voltages as source model are shown in the second and third columns,
and the solutions obtained with Tikhonov regularization and MAP-based regularization using the
integral of transmembrane voltages as source model are shown in the fourth and fifth columns.
The white dot marks the maximum in the reconstruction (the origin of PVC). The localization
error is shown in mm under the reconstruction. If the origin of one PVC could not be determined,
“failed" is noted.
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Fig. 8.5. The inverse solutions obtained from the synthetic noisy multichannel ECGs with Tikhonov regularization (the
second column) and MAP-based regularization (the third column) using transmembrane voltages as source model; the
inverse solutions obtained with Tikhonov regularization (the fourth column) and MAP-based regularization (the fifth
column) using the integral of transmembrane voltages as source model. The white dot indicates the maximum in the
reconstruction, i.e., the origin of PVC. The simulated data is shown as reference (the first column). The localization
error is stated under every reconstruction. These 4 cases are taken from the stochastical basis [109].
Afterwards, 10 PVCs are randomly generated in the left ventricular wall including the septum.
These PVCs do not belong to the statistical basis to build Cx. The corresponding multichannel
ECGs are obtained by solving the forward problem. After adding 30 dB measurement noise these
10 multichannel ECGs are applied as input for the inverse problem of ECG. For the MAP-based
regularization Cx is still extracted from the stochastical basis. 4 cases out of 10 are shown in
Fig. 8.6 as an example.
Furthermore, the capability of the MAP-based regularization using the new source to differentiate
the PVCs originating from endocardium, midmyocardium and epicardium is investigated. Three
PVCs starting from the same segment but different depths in the ventricular wall are considered
(see Fig. 7.5 the upper row). As before, the corresponding ECGs are calculated and 30 dB noise
is added. The reconstructions from these three synthetic noisy ECGs using the MAP-based regu-
larization method applying the integral of transmembrane voltages as source model are shown in
Fig. 8.7 from two perspectives (endocardium and epicardium).
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Fig. 8.6. The inverse solutions obtained from the synthetic noisy multichannel ECGs with Tikhonov regularization (the
second column) and MAP-based regularization (the third column) using transmembrane voltages as source model; the
inverse solutions obtained with Tikhonov regularization (the fourth column) and MAP-based regularization (the fifth
column) using the integral of transmembrane voltages as source model. The white dot indicates the maximum in the
reconstruction, i.e., the origin of PVC. The simulated data is shown as reference (the first column). The localization
error is stated under every reconstruction. These 4 cases are not included in the stochastical basis [109].
For the estimation of the error level σ2 is set to 1× 10−6 for the synthetic noisy ECGs, when
transmembrane voltages are chosen as source model. σ2 is set to 5×10−6 for the synthetic noisy
ECGs, when the integral of transmembrane voltages is selected.
Experimental ECG
Two sets of measured multichannel ECG of Patient 2 are applied to solve the inverse problem
using the MAP-based regularization with the proposed source model. In the measured signals two
time windows showing two different PVCs are selected. Then, the measured ECGs are synchro-
nized with one simulated ECG: First, the measured ECG is interpolated to have the same sample
rate and the same length in time as the simulated one. Second, the measured ECG is moved until
its premature R-peak matches the one of the simulated ECG. The inverse problem is solved from
these two experimental multichannel ECGs using the MAP-based regularization. The stochastical
basis of the 243 simulated PVC is employed as a priori information. The variance of noise σ2
is estimated at 1× 10−3 for the first set of experimental data and 5× 10−5 for the second one.
The experimental multichannel ECGs after synchronization and the inverse solutions are shown
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Fig. 8.7. The inverse solutions obtained from three synthetic noisy multichannel ECGs (see Fig. 7.5 the bottom row)
with the MAP-based regularization using the integral of transmembrane voltages as source model. The three PVCs
originate from endocardium (the left column), midmyocardium (the middle column) and epicardium (the right column).
The white dot indicates the maximum in the reconstruction, i.e., the origin of PVC. The white cycle in the middle
column shows the region with the largest amplitude, where the origin of PVC is included [109].
in Fig. 8.8.
Discussion
In Fig. 8.5 and Fig. 8.6 the reconstructions of 8 simulated PVCs are presented. As can be observed
the Tikhonov regularization cannot deliver acceptable reconstructions. However, the application
of the new source model can still help to improve the success rate and reduce the localization error.
When MAP-based regularization is deployed, a significant increase in success rate is achieved:
5/8 for the conventional source model transmembrane voltages and 6/8 for the new source model
the integral of transmembrane voltages. In addition, the localization accuracy is remarkably im-
proved by applying the new source model. The MAP-regularization with the new source model
achieves an average localization error of 6.4 mm in all 8 cases.
From the reconstructions presented in Fig. 8.7 it can be clearly seen that PVCs starting at endo-
cardium, midmyocardium and epicardium can be distinguished using the MAP-based regulariza-
tion method and applying the integral of transmembrane voltages as source model.
In the experimental study two sets of measured multichannel ECGs of the patient suffering from
PVC are deployed. Due to the difference in the shape of the ECGs these two PVCs are supposed to
originate from two different sites. Unique and reasonable ectopic centers are found in both cases
using the MAP-based regularization method and the new source model (see Fig. 8.8). However,
the lack of clinical intracardiac measurement data does not allow the further validation of the re-
constructions by comparing with the real world data.
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Fig. 8.8. The inverse solutions obtained from two experimental multichannel ECGs with the MAP-based regularization
using the integral of transmembrane voltages as source model. The white dot indicates the maximum in the reconstruc-
tion, i.e., the origin of PVC [109].
8.3 Reconstruction of Myocardial Infarction
The current study is aimed to reconstruct myocardial infarctions by solving the inverse problem of
ECG using the proposed spatio-temporal MAP-based regularization method (see Section 5.4.9).
Transmembrane voltages are selected as source model for the inverse problem of ECG. Because
the most significant symptom of myocardial infarction in ECG is the elevation or depression of
ST-segment, the inverse problem focuses on ST-segment, i.e., only the ECG signals at the time
instants within ST-segment are involved in the spatio-temporal framework. The Greensite’s spatio-
temporal approach is applied and the first 10 elements in the orthogonal temporal space are taken
into account.
As described in Section 7.3 a stochastical basis containing 153 possible myocardial infarctions
throughout the left ventricle including the septum is generated using the cellular automaton. The
stochastical basis serves as a priori information for the spatio-temporal MAP-based regulariza-
tion. The computation of the covariance matrix of Cq is done in the orthogonal temporal space (see
84 CHAPTER 8. RESULTS: INVERSE PROBLEM OF ELECTROCARDIOGRAPHY
Eq. 5.3). The covariance matrix of errors is estimated from experience with the form of Cε = σ2I.
In addition to the spatio-temporal MAP-based regularization, the inverse problem is also solved
using the Tikhonov 2nd order regularization and the spatial MAP-based regularization for the sake
of comparison. For the Tikhonov regularization the optimal value of the regularization parameter
is determined using the L-curve method.
Synthetic ECG
In order to prove the feasibility of the spatio-temporal MAP-based regularization method in re-
constructing myocardial infarctions from body surface potentials, all 153 synthetic multichannel
ECGs, which are forward calculated from the simulated myocardial infarctions in the stochastical
basis, are applied to the inverse problem of ECG as input data after adding a 30 dB Gaussian
white measurement noise. The simulated infarctions serve as reference for evaluating the recon-
structions. The correlation coefficient between the reference and the reconstruction is calculated
and applied to quantify the quality of the inverse solutions. The correlation coefficients in all 153
cases are presented in Fig. 8.9 for the three regularization methods applied in the study. Out of
the 153 cases, the reconstruction results of 6 cases are shown in Fig. 8.10. The transmembrane
voltages in the ventricles in the middle of ST-segment are visualized on the heart surface and in a
cross section of the heart for the reference and the reconstructed myocardial infarctions obtained
using the three methods applied. The region with negative transmembrane voltages during ST-
segment is considered the infarction region.
Fig. 8.9. The correlation coefficients between simulated references and the reconstructions obtained using the Tikhonov
2nd-order regularization, the spatial MAP-based regularization and the spatio-temporal MAP-based regularization. In
each segment 9 myocardial infarctions are included: the first three are endocardial infarctions, the second three are
transmural infarctions, and the third three are subepicardial infarctions. For each type infarctions with radii of 10 mm,
20 mm and 30 mm are simulated [103].
Subsequently, 10 myocardial infarctions are generated randomly in the left ventricular wall (in-
cluding the septum) with a radius varying from 5 mm to 35 mm. These 10 myocardial infarctions
are not members of the statistical basis to build Cx for the spatial MAP-based regularization and
Cq for the spatio-temporal MAP-based regularization. The corresponding ECGs are calculated
from these 10 myocardial infarctions and also corrupted by 30 dB Gaussian white noise. Then,
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Fig. 8.10. The reconstructed myocardial infarctions obtained from 6 synthetic noisy 64-channel ECGs with the
Tikhonov 2nd-order regularization, the spatial MAP-based regularization and the spatio-temporal MAP-based regu-
larization (Part I). The simulated data are shown as reference. The reconstructions in the middle of ST-segment are
shown on the heart surface and in a slice of the heart. These 6 cases are included in the stochastical basis [103].
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Fig. 8.11. The reconstructed myocardial infarctions obtained from 6 synthetic noisy 64-channel ECGs with the
Tikhonov 2nd-order regularization, the spatial MAP-based regularization and the spatio-temporal MAP-based regu-
larization (Part II). The simulated data are shown as reference. The reconstructions in the middle of ST-segment are
shown on the heart surface and in a slice of the heart. These 6 cases are included in the stochastical basis [103].
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they are applied as input for the inverse problem of ECG. For the two MAP-based regularization
methods Cx and Cq are extracted from the stochastical basis as discussed above. The reconstruc-
tions obtained using the three regularization methods in three cases out of 10 are displayed in
Fig. 8.12.
For the estimation of the error level in the synthetic noisy ECG σ2 is set to 5×10−5 in the spatial
MAP-based regularization and σ2 is set to 1× 10−4 in the spatio-temporal MAP-based regular-
ization.
Experimental ECG
A set of measured multichannel ECG of Patient 1 that suffers from a myocardial infarction is de-
ployed in the reconstruction of myocardial infarction. The noise depression and baseline wander
removal are applied to the measured ECG in the prefiltering process. Then, the experimental ECG
is synchronized with one simulated ECG: First, the measured ECG is scaled to have the same
amplitude as the simulated one at R-peak. Second, it is interpolated to have the same length of
ST-segment as the simulated one. Afterwards, the inverse problem is solved from the synchronized
experimental ECG using the spatio-temporal MAP-based regularization. The a priori information
implied in the regularization is from the same stochastical basis as the one used in the synthetic
cases. In this case the variance of noise σ2 is estimated at 0.5. The experimental 64-channel ECG
after synchronization, and the reconstructed myocardial infarction are shown in Fig. 8.13. The
myocardial infarction marked by a cardiologist is shown in a late enhancement MRI scan serving
as the reference (see Fig. 8.13 b).
Discussion
For the inverse solutions a quantitative evaluation of reconstructions from synthetic noisy ECGs
for all 153 cases included in the stochastical basis is provided in Fig. 8.9. It can be seen that the
spatio-temporal MAP-based regularization achieves the best results among the three regulariza-
tion methods applied. Significant improvement of the spatio-temporal MAP-based regularization
over its spatial version can be observed in Segments 6, 10, 11, 15. Overall, the quality of the re-
constructions of myocardial infarctions with small size, e.g., infarctions with 10 mm in size, is not
satisfying. Myocardial infarctions in the inferior segments (Segments 4, 5, 10 and 11) are difficult
to reconstruct using all three methods, since they are relatively far from the measurement elec-
trodes. Because myocardial infarction leads to the change of local tissue property and this change
isn’t considered in the computation of the transfer matrix (the location of infarction is unknown),
a certain amount of modeling error is introduced in the system. For this reason, the Tikhonov
regularization is not able to deliver good results as shown in Fig. 8.10. The spatial MAP-based
regularization fails to reconstruct the transmural and subepicardial infarctions in the mid inferior
segment (Segment 11). The spatio-temporal MAP-based regularization provides accurate recon-
structions (both location and size) in all 6 cases that are included in the stochastical basis. For the
randomly generated myocardial infarctions that are not included in the stochastical basis the same
conclusions are reached (see Fig. 8.12).
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Fig. 8.12. The reconstructed myocardial infarctions obtained from 3 synthetic noisy 64-channel ECGs with the
Tikhonov 2nd-order regularization, the spatial MAP-based regularization and the spatio-temporal MAP-based regu-
larization. The simulated data are shown as reference. The reconstructions in the middle of ST-segment are shown on
the heart surface and in a slice of the heart. These 3 cases are randomly generated and not included in the stochastical
basis [103].
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Fig. 8.13. The experimental 64-channel ECG (a), the myocardial infarction marked in the late enhancement MRI by the
cardiologist (b) and the reconstruction from the experimental ECG using the spatio-temporal MAP-based regularization
in the middle of ST-segment shown on the heart surface (c) and in a slice of the heart (d) [103].
In the experimental case a significant ST-elevation is shown in the 64-channel ECG signal from
the patient with myocardial infarction (see Fig. 8.13 a). A unique negative region is found in the
reconstructed transmembrane voltages using the spatio-temporal MAP-based regularization. The
reconstruction shows a myocardial infarction in the anterior side of the heart, and the septum
is also partially affected (see Fig. 8.13 c and d). The reconstruction result shows good accor-
dance with the diagnosis of an experienced cardiologist shown on the late enhancement MRI (see
Fig. 8.13 b).
8.4 Optimization of Electrode Positions for a BSPM System
The aim of the current investigation is to optimize a 64-channel BSPM system used for the inverse
problem of ECG. This optimization is concentrated on one specific application: the reconstruc-
tion of myocardial infarctions. As described in Section 5.5 the optimization strategy is based on
the analysis of the left (spatial) singular vector of the stochastical basis including the different
possibilities of myocardial infarctions in the left ventricle (see Section 7.3). 663 nodes distributed
evenly on the torso surface are selected for the analysis. The first 5 left singular vectors are taken
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into account. In order to provide a clear overview of the analysis results, the singular vectors are
normalized after taking absolute value (see Fig. 8.14 a to e) and the sum of them is calculated (see
Fig. 8.14 f).
The original electrode configuration is shown in Fig. 8.15 a. It consists of 7 strips of electrodes.
4 strips (48 electrodes) are located bilateral symmetrically on the front side of thorax and 3 other
strips (16 electrodes) are placed on the left lateral side of thorax. In the optimized configuration
(see Fig. 8.15 b) 52 electrodes are located on the front side of thorax, 4 electrodes on the back
and 8 electrodes on the left shoulder. The electrodes cover the regions where the strongest signals
appearing in the sum of the first 5 left singular vectors (see Fig. 8.14 f).
For the original and the optimized electrode configurations the transfer matrices between the car-
diac sources (transmembrane voltages) and the measurements (ECG signals at the measurement
electrodes) are calculated. In addition, the condition number and singular values of these two
transfer matrices are calculated to evaluate the electrode configurations with respect to the null-
space theory. The condition number of the transfer matrix of the original system is 6.25+06 and
the optimized system reaches a condition number of 2.26+06. The singular values of two config-
urations are plotted in Fig. 8.16.
Afterwards, the inverse problem of ECG is solved using the original and optimized electrode con-
figurations, separately. The ECG signals associated with the simulated 153 myocardial infarctions
in the stochastical basis are obtained by solving the forward problem of ECG. In this study the in-
tegral of transmembrane voltages is chosen as source model as described in Section 5.3. Because
the reconstruction of myocardial infarctions focuses on ST-segment, the integral of the simulated
ECG over ST-segment is calculated and taken as the input for the inverse problem. Accordingly,
the output of inverse problem is the integral of transmembrane voltages over ST-segment. Two
regularization methods are utilized in the current study. The first on is the Tikhonov 2nd-order
regularization with the L-curve method. The second one is the MAP-based regularization incor-
porating the simulation results in the stochastical basis as a priori information.
The correlation coefficients between the simulated references and the reconstructions obtained
with Tikhonov 2nd-order regularization using the original and optimized electrode configurations
for all myocardial infarctions in the stochastical basis are plotted in Fig. 8.17. As an example, the
reconstructions of the basal inferoseptal transmural infarction (Segment 3) with a radius of 30 mm
and of the mid anterolateral transmural infarction (Segment 12) with a radius of 20 mm are shown
in Fig. 8.18.
Similarly, the correlation coefficients between the simulated references and the reconstructions
obtained with the MAP-based regularization using the original and optimized electrode configu-
rations for all 153 myocardial infarctions are plotted in Fig. 8.19. As an example, the reconstruc-
tions of the basal inferior transmural infarction (Segment 4) with a radius of 30 mm and of the
mid inferoseptal infarction (Segment 9) with a radius of 30 mm are shown in Fig. 8.20.
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Fig. 8.14. The first 5 left singular vectors of the 153 simulated ST-integral maps after taking absolute value and nor-
malization (a) (b) (c) (d) (e); the sum of the first 5 normalized left singular vectors after taking absolute value (f)
[110].
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Fig. 8.15. The original electrode configuration (a) and the optimized electrode configuration of the 64-channel ECG
system [110].
Discussion
The original electrode configuration does not provide a satisfactory coverage of the first 5 impor-
tant left singular vectors as shown in Fig. 8.14. The electrodes are not sufficiently dense in the
precordial region and no electrodes are placed on the left shoulder and on the back. It also can
be seen that those measurement electrodes located on the lower part of the thorax are redundant.
Furthermore, the condition number of the original BSPM system is about 3 times higher than that
of the optimized BSPM system. It indicates that the original system is more ill-posed than the
optimized system. The comparison of the steepness of the slope of singular values as a function
of index (within the first 40 singular values) in Fig. 8.16 also shows the same fact. In addition,
this conclusion is true not only for the reconstruction of myocardial infarctions, but also for the
inverse problem of ECG in general.
8.4. OPTIMIZATION OF ELECTRODE POSITIONS FOR A BSPM SYSTEM 93
Fig. 8.16. Singular values of the transfer matrices for the original electrode configuration (Conf. 1) and the optimized
electrode configuration (Conf. 2) [110].
Fig. 8.17. The correlation between simulated references and the reconstructions with the Tikhonov 2nd-order regu-
larization using the original electrode configuration (Conf. 1) and the optimized electrode configuration (Conf. 2). In
each segment 9 myocardial infarctions are included: the first three are endocardial infarctions, the second three are
transmural infarctions, and the third three are subepicardial infarctions. For each type infarctions with radii of 10 mm,
20 mm and 30 mm are simulated [110].
For the reason discussed in Section 8.3, Tikhonov regularization cannot offer satisfying recon-
structions of myocardial infarctions in general. Nevertheless, the optimized electrode configu-
ration shows significant improvement in the reconstruction quality against the original electrode
configuration in almost all segments (see Fig. 8.17), particularly in Segment 3 (basal inferoseptal),
Segment 11 (mid inferolateral) and Segment 12 (mid anterolateral) (see Fig. 8.17 and Fig. 8.18).
By comparing Fig. 8.19 and Fig. 8.9 it can be observed that the reconstructions obtained using the
new source model the “integral of transmembrane voltages" outperformed those obtained using
the conventional source model “transmembrane voltages", when the MAP-based regularization is
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Fig. 8.18. The reconstructed myocardial infarctions with the Tikhonov 2nd-order regularization using the original
electrode configuration (Conf. 1) and the optimized electrode configuration (Conf. 2). The simulations as reference are
shown in the first column. The basal inferoseptal transmural infarction (Segment 3) with a radius of 30 mm (top) and
the mid anterolateral transmural infarction (Segment 12) with a radius of 20 mm (bottom) are shown [110].
Fig. 8.19. The correlation between simulated references and the reconstructions with the MAP-based regularization
using the original electrode configuration (Conf. 1) and the optimized electrode configuration (Conf. 2). In each seg-
ment 9 myocardial infarctions are included: the first three are endocardial infarctions, the second three are transmural
infarctions, and the third three are subepicardial infarctions. For each type infarctions with radii of 10 mm, 20 mm and
30 mm are simulated [110].
applied. Furthermore, the optimized electrode configuration effectively improves the quality of
the reconstructions in the inferior segments, especially in Segment 4 (basal inferior) and Segment
9 (mid inferoseptal) (see Fig. 8.19 and Fig. 8.20).
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Fig. 8.20. The reconstructed myocardial infarctions with the MAP-based regularization using the original electrode
configuration (Conf. 1) and the optimized electrode configuration (Conf. 2). The simulations as reference are shown
in the first column. The basal inferior transmural infarction (Segment 4) with a radius of 30 mm (top) and the mid
inferoseptal infarction (Segment 9) with a radius of 30 mm (bottom) are shown [110].

9Results: Impedance Based Catheter Positioning System
As described in Section 6.2 the proposed catheter positioning system is based on the quasi-
linearity between the normalized currents measured at the electrode-patches on the body surface
and the position of electrodes in the heart chamber. The current simulation study is performed on
the male Visible Human model (see Fig. 3.1).
9.1 Linearity Test
The following two tests are aimed to demonstrate the quasi-linearity between the normalized cur-
rents and the electrode positions.
The first test is performed in the right ventricle. An electrode moves along the y direction as shown
in Fig. 9.1 a. The total length of the movement is 28 mm. At 15 electrode positions with a step
of 2 mm the currents at the patches are recorded. The relationship between the currents and the
electrode positions is shown in Fig. 9.1 b. After applying the normalization on the currents a lin-
ear relationship can be observed in Fig. 9.1 c. In order to display the linearity of the relationship
more clearly, the least-square fitting estimated from all the measurement data points is plotted
(see Fig. 9.1 d, e and f).
The second test is made to find out the change of the linearity when the electrode is touching
the endocardium slightly, being docked onto the endocardium and even being embedded into the
myocardium. An electrode moves along the x direction towards the septum in the right ventricle
(see Fig. 9.2 a). The electrode is moved by 29 mm with a step of 1 mm from the initial position
until it is deeply embedded into the septum. Although the currents decrease dramatically when
the electrode is touching the endocardial surface (see Fig. 9.2 b), no significant change is shown
in the normalized currents (see Fig. 9.2 c). When the electrode is entirely embedded in the my-
ocardium, which would not happen in the clinical intracardiac mapping normally, the linearity of
the normalized currents cannot persist (see Fig. 9.2 c to f) [100].
9.2 Electrode Localization
After proving the linear relationship between the normalized currents and the electrode positions
several simulation studies are conducted to suggest appropriate calibration configuration and de-
termine the localization error in different measurement scenarios as well as investigate the influ-
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Fig. 9.1. Movement of an electrode along the y direction in the right ventricle (a). Change of the currents (b) as well as
of the normalized currents (c) measured at 6 patches with the movement of the electrode. The degree of the linearity
of the relationship between the normalized current at patch 1 (d), patch 3 (e) and patch 5 (f) and the electrode position
is also shown, respectively [100].
Fig. 9.2. Movement of an electrode towards the septum along the x direction (a). Change of the currents (b) as well as
of the normalized currents (c) measured at 6 patches with the movement of the electrode. The degree of the linearity
of the relationship between the normalized current at patch 2 (d), patch 4 (e) and patch 6 (f) and the electrode position
is also shown, respectively. In (d) (e) and (f) the least-square fitting is calculated from the first 18 data points. The
electrode reaches the septum at x = 18 mm [100].
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ence of the inherent localization inaccuracy of the localisable catheter on the localization results.
Scenario 1
In the first study the electrode localization is performed in a cube, which represents a small en-
vironment in the heart chamber. 3 different sizes of the cube (12 mm, 16 mm and 20 mm side
length) are applied in the left atrium, the right atrium and the right ventricle (see Fig. 9.3 a, b and
c). Each cube includes 35 electrode positions. Among them 8 electrode positions are known and
the other 27 electrode positions are to be determined. In the first calibration configuration the 8
vertex positions are known (see Fig. 9.3 d) and in the second configuration 8 electrode positions
inside the cube are given (see Fig. 9.3 e). Due to the limited blood volume in the left atrium and
ventricle the investigation with the cube with a side length of 20 mm is not performed in the left
atrium, and the left ventricle is excluded from the entire study.
The results of the electrode localization are summarized in Table 9.1. The first column shows the
side length of the cube and the first row gives the chamber where the study is made. The local-
Fig. 9.3. The cube containing 35 electrodes shown in the left atrium (a), the right atrium (b) and the right ventricle (c).
8 electrode positions (dark-colored) are given by the localisable catheter and the other 27 electrodes (light-colored) are
to be localized (d and e) [100].
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ization error is listed in the form of mean ± standard deviation. For each cube size the first line
of the localization error is associated with the first calibration configuration and the second row
is for the second configuration. It can be seen that higher accuracy is achieved by using the first
calibration configuration. Therefore, it suggests that the system should be calibrated in a certain
region and the localization is then done within the calibrated region. The first calibration config-
uration is then used in the next investigation in this scenario.
Table 9.1. Localization error in different chambers of the heart (left column: side length of the calibrated cubic region)
[100]
LA RA RV
12 mm
0.458±0.230 mm 0.395±0.246 mm 0.309±0.193 mm
0.534±0.486 mm 0.440±0.376 mm 0.362±0.240 mm
16 mm
1.053±0.455 mm 0.616±0.402 mm 0.531±0.324 mm
1.016±0.840 mm 0.740±0.371 mm 0.630±0.386 mm
20 mm
— 0.936±0.630 mm 0.839±0.506 mm
— 1.151±0.453 mm 0.993±0.593 mm
Because the currently existing localisable catheter only has a limited localization inaccuracy, a
random initial localization error of up to 2 mm is added to the location information, which is
deployed in the system calibration and accordingly in the construction of the transfer matrix A.
The results of electrode localization involving the inherent localization inaccuracy are shown in
Table 9.2 [100].
Table 9.2. Localization error in different chambers of the heart with the inherent inaccuracy of the localisable catheter
used for the calibration included (left column: side length of the calibrated cubic region) [100]
LA RA RV
12 mm 0.772±0.336 mm 0.733±0.313 mm 0.693±0.296 mm
16 mm 1.205±0.533 mm 0.883±0.431 mm 0.818±0.387 mm
20 mm — 1.139±0.630 mm 1.048±0.540 mm
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Scenario 2
Another important scenario to be investigated is that all the electrodes are docked onto or placed
very close to the cardiac tissue. It corresponds to the situation that often occurs during catheter
ablation.
In this simulation study a set of electrodes are located on the right side of the ventricular septum.
Most of the electrodes are docked onto the septum and some of them are very close (in a distance
smaller than 1 mm) to the septum as shown in Fig. 9.4 a. Two cases are under consideration.
The first one consists of 36 electrodes in a 10 mm× 10 mm area (see Fig. 9.4 b and c) and the
second one has 64 electrodes in a 14 mm×14 mm area (see Fig. 9.4 d and e). For each case two
calibration configurations are used: the first one has 4 known electrode positions (see Fig. 9.4 b
and d) and the second one has 8 known electrode positions (see Fig. 9.4 c and e). The localization
results without and with the influence of the inherent localization inaccuracy (random error up to
2 mm) are summarized in Table 9.3, where the first column is the side length of the calibrated area
and the first row indicates whether the inherent localization inaccuracy is included. For each side
length the results presented in the first row is associated with the first calibration configuration
Fig. 9.4. A set of electrodes placed on the right side of the ventricular septum (a). 36 electrodes in a 10 mm×10 mm
area (b and c) and 64 electrodes in a 14 mm×14 mm area (d and e). The positions of the dark-colored electrodes are
given by the localisable catheter and the light-colored electrodes are to be localized [100].
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and the second row corresponds to the second calibration configuration [100].
Table 9.3. Localization error of electrodes placed on endocardial surface without and with inherent localization inac-
curacy of localisable catheter used for calibration (left column: side length of calibrated area) [100]
w/o inh. loc. inaccuracy with inh. loc. inaccuracy
10 mm
0.546±0.299 mm 0.971±0.379 mm
0.287±0.134mm 0.951±0.404mm
14 mm
0.723±0.357 mm 1.101±0.407 mm
0.398±0.206 mm 0.988±0.483 mm
Discussion
The linearity test in the human heart clearly shows that the linear relationship between the nor-
malized currents and the electrode positions as long as the catheter electrode is “visible" in a heart
chamber (not completely embedded in the cardiac tissue) as shown in Fig. 9.1 and Fig. 9.2. This
ensures the usability of the proposed method of catheter localization.
In the first scenario, where all electrodes are floating in the blood, the localization error can be
kept at around 1 mm in a region with a side length of 20 mm with the inherent localization in-
accuracy of the existing system (see Table 9.2). In the second scenario, where all electrodes are
docked onto or very close to the cardiac tissue, the localization error is around 1 mm in a area of
up to 14 mm×14 mm under the influence of the inherent localization inaccuracy (see Table 9.3).
Overall, the localization accuracy of the proposed impedance based system is very good.
As aforementioned, the size and shape of the catheter electrode, the amount of the voltage applied
at the catheter electrode and the size of the electrode-patches on the body surface are no more crit-
ical after the employment of the normalized currents. Therefore, the proposed impedance based
catheter positioning system is very flexible and can cooperate with catheters manufactured by
different companies. The voltage between electrode and patches can be kept as low as possible to
generate harmless small currents that are allowed in the human body. Furthermore, AC voltages
with different frequencies can be used for different catheter electrodes to enable the localization
of all electrodes at the same time, i.e., frequency-multiplexing.
10
Outlook
Cardiac Modeling and Forward Simulation
In the future work the cellular automaton and the programs used for the forward ECG simulation
will be further improved.
• The apico-basal dispersion of the cell properties will be included in the cellular automaton.
• New cardiac cell models will be built into the cellular automaton.
• A new option will be added to the cellular automaton to facilitate the selection of different
cardiac cell models used for the simulation.
• Simulation of myocardial ischemia and infarction in different stages will be implemented in
the cellular automaton or directly using the cardiac cell model.
• The forward ECG simulation with myocardial ischemia and infarction will be implemented in
dynamic model.
• Realistic dynamic heart model based on 4D MRI data will be developed.
• The performance of the cellular automaton and of the forward simulation will be improved by
applying parallel computing techniques and the specialized toolkit for scientific computation.
Inverse Problem of Electrocardiography
The following suggestions are made for the further investigations in the project of the inverse
problem of electrocardiography.
• More a priori information should be implied in the solution of the inverse problem of ECG,
because the methods that only use general information in the regularization cannot provide
reconstructions with a sufficient quality.
• The inverse problem of ECG should rather be applied to a disease than be investigated in a
general case like the sinus rhythm.
• The validation of inverse solutions will be enabled through the collaboration with clinical
partners, who can provide experimental measurement data and professional medical advices.
• Parameter choice methods like “L-curve" or GCV can be implemented or introduced for
TTLS, LSQR and MAP-based regularization techniques to allow the determination of opti-
mal value for regularization or truncation parameters.
• Regularization methods should be tested and evaluated in the realistic environment including
all kinds of error rather than in a test environment with only measurement noise included.
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Impedance Based Catheter Positioning System
The current simulation study is done in a static model, which neglects the influence of the heart
motion and the respiration on the localization of intracardiac electrodes. In the further investiga-
tion the dynamic model will be deployed in the simulation study. Through the simulation study
adequate method to reduce the localization inaccuracy introduced by the heart and lung dynamics
will be developed.
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