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Abstract
The expressivity of neural networks as a function of their depth, width and type of activation
units has been an important question in deep learning theory. Recently, depth separation
results for ReLU networks were obtained via a new connection with dynamical systems, using a
generalized notion of fixed points of a continuous map f , called periodic points. In this work,
we strengthen the connection with dynamical systems and we improve the existing width lower
bounds along several aspects. Our first main result is period-specific width lower bounds that
hold under the stronger notion of L1-approximation error, instead of the weaker classification
error. Our second contribution is that we provide sharper width lower bounds, still yielding
meaningful exponential depth-width separations, in regimes where previous results wouldn’t
apply. A byproduct of our results is that there exists a universal constant characterizing the
depth-width trade-offs, as long as f has odd periods. Technically, our results follow by unveiling
a tighter connection between the following three quantities of a given function: its period, its
Lipschitz constant and the growth rate of the number of oscillations arising under compositions
of the function f with itself.
1 Introduction
Deep Neural Networks (NNs) with many hidden layers are now at the core of modern machine
learning applications and can achieve remarkable performance that was previously unattainable
using shallow networks. But why are deeper networks better than shallow? Perhaps intuitively, one
can understand that the nature of computation done by deep and shallow networks is different;
simple one hidden layer NNs extract independent features of the input and return their weighted sum,
while deeper NNs can compute features of features, making the features computed by deeper layers
no longer independent. Another line of intuition (Poole et al. (2016)), is that highly complicated
manifolds in input space can actually turn into flattened manifolds in hidden space, thus helping
with downstream tasks (e.g., classification).
To make the above intuitions formal and understand the benefits of depth, researchers try to
understand the expressivity of NNs and prove depth separation results. Early results in this area
sometimes referred to as universality theorems (Cybenko, 1989; Hornik et al., 1989), state that
NNs of just one hidden layer, equipped with standard activation units (e.g., sigmoids, ReLUs etc.)
are “dense” in the space of continuous functions, meaning that any continuous function can be
represented by an appropriate combination of these activation units. There is a computational
caveat however, since the width of this one hidden layer network can be unbounded and grow
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arbitrarily with the input function. In practice, resources are bounded, hence the more meaningful
questions have to do with depth separations.
This is a foundational question not only in deep learning theory but also in other computational
models (e.g., boolean circuit complexity (Hastad, 1986; Kane and Williams, 2016)) with a rich
history of prior work, bringing together ideas and techniques from boolean functions, Fourier and
harmonic analysis, special functions, fractal geometry, differential geometry and more recently
dynamical systems and chaos. At a high level, all these works define an appropriate notion of
“complexity” and later demonstrate how deeper models are significantly more powerful than shallower
models. A partial list of the different notions of complexity that have been considered include global
curvature (Poole et al., 2016) and trajectory length (Raghu et al., 2017), number of activation
patterns (Hanin and Rolnick, 2019) and linear regions (Montufar et al., 2014; Arora et al., 2016),
fractals (Malach and Shalev-Shwartz, 2019), the dimension of algebraic varieties (Kileel et al., 2019),
Fourier spectrum of radial functions (Eldan and Shamir, 2016), number of oscillations (Schmitt,
2000; Telgarsky, 2016, 2015) and periods of continuous maps (Chatziafratis et al., 2020).
In this work, we build upon the works by Telgarsky (2016) that relied on the number of oscillations
of continuous functions and by Chatziafratis et al. (2020) that relied on periodic orbits present
in a continuous function and connections to dynamical systems to derive depth separations (see
Section 2 for definitions). We pose the following question:
Can we exploit further connections to dynamical systems to derive improved depth-width trade-offs?
We are indeed able to do this and improve the known depth separations along several aspects:
• We show that there exist real-valued functions f , expressible by deep NNs, for which shallower
networks, even with exponentially larger width, incur large L1 error instead of the weaker1
notion of classification error that was previously shown (Chatziafratis et al., 2020; Telgarsky,
2015).
• We obtain width lower bounds that are sharper across all regimes for the periodic orbits in f
and surprisingly we show that there is a universal constant characterizing the depth-width
trade-offs, as long as f contains points of odd period. This was not known before as the
trade-offs were becoming increasingly less pronounced (approaching the trivial value 1) when
f ’s period was growing.
• Finally, the obtained period-specific depth-width trade-offs are shown to hold against shallow
networks equipped with semi-algebraic units as defined in Telgarsky (2016) and can be extended
to the case of high-dimensional input functions by an appropriate projection.
Technically, our improved results are based on a tighter eigenvalue analysis of the dynamical systems
arising from the periodic orbits in f and on some new connections between the Lipschitz constant
of f , its (prime) period, and the growth rate of the oscillatory behaviour of repeatedly composing
f with itself. This latter connection allows us to lower bound the L1 error of shallow (but wide)
networks, yielding period-specific depth-width lower bounds.
At a broader perspective, we completely answer a question raised by Telgarsky (2016), regarding
the construction of large families of hard-to-represent functions. Our results are tight, as one can
explicitly construct examples of functions that achieve equality in our bounds (see Lemma 3.6). En
1The word “weaker” here is justified because the goal is to prove a lower bound on the approximation error. Notice
that there exist cases where the classification error is large, but the L1 error is small (e.g., see example in Figure 1).
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route to our results, we unify and extend previous methods for depth separations Telgarsky (2016);
Chatziafratis et al. (2020); Schmitt (2000).
Last but not least, we complement our theoretical findings with experiments on a synthetic data
set to validate our obtained L1 bounds and also contextualize the fact that depth can indeed be
beneficial for some simple learning tasks involving functions of certain periods.
1.1 Background on dynamical systems
Here we give the necessary background from dynamical systems in order to later state our results
more formally. From now on, f : [a, b]→ [a, b] is assumed to be continuous.
Periods: The notion of a periodic point (a generalization of a fixed point) will be important:
Definition 1.1. We say f contains period n or has a point of period n ≥ 1, if there exists a point
x0 ∈ [a, b] such that2:
fn(x0) = x0 and fk(x0) 6= x0, ∀ 1 ≤ k ≤ n− 1.
In particular, C := {x0, f(x0), f(f(x0)), . . . , fn−1(x0)} has distinct elements (each of which is a
point of period n) and is called a cycle (or orbit) with period n.
Observe that since f : [a, b] → [a, b] is continuous, it must have a point of period 1, i.e., a fixed
point.
Sharkovsky’s Theorem: Recently, Chatziafratis et al. (2020) used the period of f to derive
period-specific depth-width trade-offs via Sharkovsky’s theorem (Sharkovsky, 1964, 1965) from
dynamical systems that provides restrictions on the allowed periods f can have:
Definition 1.2. Define the following (decreasing) ordering . called Sharkovsky’s ordering:
3 . 5 . 7 . . . . . 2 · 3 . 2 · 5 . 2 · 7 . . . .
. . . . 22 · 3 . 22 · 5 . 22 · 7 . . . . . 23 . 22 . 2 . 1
We write l . r or r / l whenever l is to the left of r and this gives a total ordering on the natural
numbers.
Observe that the number 3 is the largest according to this ordering. Sharkovsky showed a surprising
and elegant result about his ordering: it describes which numbers can be periods for a continuous
map on an interval; allowed periods must be a suffix of his ordering:
Theorem 1.1 (Sharkovsky’s Theorem). If f contains period n and n . n′, then f also contains
period n′.
According to Sharkovsky’s Theorem, 3 is the maximum period, so one important and easy-to-
remember corollary is that period 3 implies all periods.3
We finally need the definition of a prime period for f :
2As usual, fn(x0) denotes the composition of f with itself n times, evaluated at point x0.
3On a historical plot twist, this special case was proved a decade later by James Yorke and Tien-Yien Li, in their
seminal paper called “Period Three Implies Chaos” (Li and Yorke, 1975); this is a celebrated result that introduced
the term “chaos” as used in Mathematics (chaos theory).
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Definition 1.3 (Prime period). A function f has prime period n as long as it contains period n,
but has no periods greater than n, according to the Sharkovsky . ordering.
Notice that for f(x) = 1− x, its prime period is 2, since f(f(x)) = 1− (1− x) = x, which implies
that it also has fixed point (f(12) =
1
2).
1.2 Classification, L1 and L∞ errors
Telgarsky (2016) proved that f can be the output of a deep NN, for which any function g belonging
to a family of shallow, yet extremely wide NNs, will incur high approximation error. He used the
most satisfying measure for lower bounding the approximation error between f and g, which was
the L1 error. We say L1 is satisfying, because if the L1 distance between two functions is large,
then certainly there are sets of positive measure in the domain where they differ. Just to make
the point clear, if L∞ was used, it wouldn’t imply good depth separations, since L∞ is extremely
sensitive even to single point differences. Of course, the situation gets reversed if instead the goal
is to obtain distance upper bounds, for which L∞ is the most desirable. On the other hand, the
classification error used in (Chatziafratis et al., 2020; Telgarsky, 2015) (for exact definition, see
Section 2) is a much weaker notion of approximation, that does not seem appropriate for comparing
continuous functions, since f and g can have large classification distance, yet still be the same,
almost everywhere (i.e., their L1 is arbitrarily close to zero). An explanation for this is depicted in
Figure 1.
Figure 1: A comparison between two functions that agree almost everywhere. The L1 error is small,
however the classification error can be artificially inflated, hence leading to separations, based on
unsatisfactory notions of approximation. Similarly, one should not rely on using L∞ error to get
separation results, which is also large in this example.
To get his L1 bound, Telgarsky presented a simple and highly symmetric construction based on
the triangle (or tent) map, which can be thought of as a combination of just two ReLUs. Later
he used it to argue that repeated compositions of this map with itself (equivalently, concatenating
layers one after the other) yield highly oscillatory outputs. Since functions g generated by shallow
networks cannot possibly have so rapidly changing oscillations, he relied on symmetries due to the
triangle map and he estimated areas where the two functions differ in order to get a lower bound
between g and the triangle compositions.
However, here we can no longer use the specific tent map, since we generalize the constructions
based only on the periods of the functions; hence all the symmetries and regularities used to derive
the L1 bound are gone. For us, the challenge will be to bound the L1 error based on the periods.
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For example, in a special case of our result, when the function f has period 3, only 3 values of the
function are known on 3 points in the domain. Can one use such limited information to bound the
L1 error against shallow NNs? The natural question that arises is the following:
Is it possible to obtain period-specific depth-width trade-offs based on L1 error instead of
classification error using only information about the periods?
Surprisingly, the answer is yes and at a high level, we show that the oscillations arising by function
compositions are not pathologically concentrated only on “tiny” sets in the domain. Specifically,
we carry this out by exploiting some new connections between the prime period of f , its Lipschitz
constant and the growth rate of the number of oscillations when taking compositions with itself.
1.3 Periods, Lipschitz constant and Oscillations
A byproduct of our analysis will be that given two “design” parameters for a function f , its prime
period and Lipschitz constant, we will be able to construct hard-to-represent functions with these
parameters, or say it is impossible. This gives a better understanding between those apparently
unrelated quantities. To do this we rely on the oscillations that appear after composing f with itself
multiple times, as the underlying thread connecting the above notions.
We can show that the Lipschitz constant always dominates the growth rate of the number of
oscillations as we take compositions of f with itself. Moreover, whenever its Lipschitz constant
matches this growth rate, we can prove that its repeated compositions cannot be approximated by
shallow NNs (where the depth of the NN is sublinear in the number of compositions). Finally, we
can characterize the number of oscillations in terms of the prime period of the function of interest.
These findings provide bounds between the three quantities,: prime period, Lipschitz constant and
oscillations.
1.4 Our contributions
We now have the vocabulary to state and interpret our results. For simplicity, we will give informal
statements that hold against ReLU NNs, but everything goes through for semi-algebraic gates and
for higher dimensions as well. Our first result connects the periods with the number of oscillations
and improves upon the bounds obtained in Chatziafratis et al. (2020).
Theorem 1.2. Let f : [a, b] → [a, b] have odd prime period p > 1. Then, there exist points
x < y ∈ [a, b], so that the number of oscillations between x and y is ρt where ρ is the root greater
than one of the polynomial:
zp−1 − zp−2 −
p−3∑
j=0
(−z)j = 0.
Our second result ties the Lipschitz constant with the depth-width trade-offs under the L1 approxi-
mation.
Theorem 1.3. Let f : [a, b]→ [a, b] be L-Lipschitz, and g be any ReLU NN with u units per layer
and l layers. Suppose there exist numbers x, y ∈ [a, b], such that the oscillations of f t between x, y
are Θ(ρt) for some constant ρ > 1. As long as L = ρ, then for any NN g that has width-depth such
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that (2u)l ≤ ρt, we get the desired L1-separation:
min
g
∫ b
a
|f t(z)− g(z)|dz ≥ c(x, y) > 0,
where c(x, y) depends on x, y but not on t.
The above theorem implies depth separations, since if the depth of the “shallow” network g is
l = o(t), then even exponential width u will not suffice for a good approximation.
Given the above understanding regarding the Lipschitz constant, the periods and the number of
oscillations, it is now easy to construct infinite families of functions that are tight in the sense that
they achieve the depth-width trade-offs bounds promised by our theorem for any period p (see
Lemma 3.6).
Observe that the largest root of the polynomial in the statement of Theorem 1.2 is always larger
than
√
2. This implies a sharp transition for the depth-width trade-offs, since the oscillations growth
rate will be at least
√
2, whenever f contains an odd period. Previous results, only acquired a base
in the exponent that would approach 1, as the (odd) period p increased, and it is known that if f
does not contain odd factors in its prime period, then the oscillations can grow only polynomially
quickly (Chatziafratis et al., 2020).
Finally, in our experimental section we give a simple regression task based on periodic functions,
that validates our obtained L1 bound and we also demonstrate how the error drops as we increase
the depth.
2 Preliminaries
In this section we provide some important definitions and facts that will be used for the proofs of
our main results. First we define the notion of crossings/oscillations.
Definition 2.1 (Crossings/Oscillations). A continuous function f : [a, b]→ [a, b] crosses the interval
[x, y] with x, y ∈ [a, b] if there exist c, d ∈ [a, b], such that f(c) = x and f(d) = y. Moreover we
denote Cx,y(f) the number of times f crosses [x, y]. It holds Cx,y(f) = t if there exist numbers
a1, b1 < a2, b2 < . . . < at, bt in [a, b] so that f(ai) = x and f(bi) = y for all 1 ≤ i ≤ t.
We next mention the definition of covering relation between two intervals I1, I2. This notion is crucial
because as we shall see later, it enables us to define a graph and analyze the spectral properties of
its adjacency matrix. Bounding the spectral norm of the adjacency matrix from below will enable
us to give lower bounds on the number of crossings/oscillations.
Definition 2.2 (Covering relation). Let f be a function and I1, I2 be two closed intervals. We say
that I1 covers I2 under f , denoted by I1
f−→ I2 whenever I2 ⊆ f(I1).
We conclude this section with the definition of L1 and classification error.
Definition 2.3 (L1 error). For two functions f, g : [a, b]→ [a, b], their L1 distance is:∫
[a,b]
|f(x)− g(x)|dx.
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Definition 2.4 (Classification error). If we specify a collection of n points (xi, yi)ni=1 with yi ∈ {0, 1},
one can define the classification error of a function g to be:
R(g) = 1
n
n∑
i=1
1[g˜(xi) 6= yi],
where g˜(z) = 1[g(z) ≥ v] is the thresholded value of g based on some chosen threshold v (e.g., v
could be 12).
3 Lipschitz constant and Oscillations
In this section, we provide characterizations of continuous L-Lipschitz functions f : [a, b]→ [a, b],
the compositions of which cannot be approximated (in terms of L1 error) by shallow NNs. For the
rest of this section, we assume that there exist x, y ∈ [a, b] with x < y, such that the number of
oscillations is: Cx,y(f t) ≥ Cρt, ∀t ∈ N, where ρ is a constant greater than one (we shall call ρ the
growth rate of the oscillations) and C is some positive constant.
The lemma below formalizes the idea that a highly oscillatory function needs to have large Lipschitz
constant, by showing that L ≥ ρ.
Lemma 3.1 (Lower bound on L). Let f : [a, b] → [a, b] be as above. It holds that Lt is at least
C ′ρt, where C ′ is another positive constant.
Proof. Without loss of generality let n be even, and let it denote the number of oscillations between
x, y of the function f t, i.e., n ≥ Cρt. Let a ≤ a0 < a1 < . . . < an ≤ b be the points such that
f t(a2r+1) = x and f t(a2r) = y for 0 ≤ r ≤ n2 . Since f t has Lipschitz constant Lt, it holds that
y−x
Lt ≤ ai+1 − ai for all 0 ≤ i ≤ n− 1. By adding these inequalities, we get a telescoping sum, and
we conclude:
n · (y − x)
Lt
≤
n−1∑
i=0
(ai+1 − ai) = an − a1 ≤ b− a.
Therefore Lt ≥ (y−x)nb−a ≥ C ′ρt, where C ′ = C · (y−x)b−a is a positive constant.
An immediate corollary of Lemma 3.1 is L ≥ ρ as desired.
3.1 Lipschitz matches oscillations rate for L1 error
In this section, we give sufficient conditions for a class of functions f , so that it cannot be
approximated (in L1 sense) by shallow ReLU NNs, and we will later extend it to semi-algebraic
gates. The key statement is that the Lipschitz constant of such a function should match the growth
rate of the number of oscillations.
Assume that g : [a, b]→ [a, b] is a neural network with l layers and u nodes (activations) per layer.
It is known that a ReLU NN with u ReLU’s per layer and with l layers is piecewise affine with at
most (2u)l pieces (Telgarsky, 2015).
From now on, let h := f t for ease of presentation. We define as h˜(z) = 1[h(z) ≥ x+y2 ] and
g˜(z) = 1[g(z) ≥ x+y2 ] for some chosen values of x, y ∈ [a, b] to be defined later (as we shall see, x, y
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are just points for which h oscillates between them). Let Ih,x,y, Ig,x,y be the partition of [a, b], where
h˜, g˜ are piecewise constant respectively. We also define J˜h,x,y ⊆ Ih,x,y the collection of intervals
with the extra assumption that there exists w in each of them such that h(w) = y or h(w) = x.
Finally define a maximal (in cardinality) sub-collection of intervals Jh,x,y ⊆ J˜h,x,y in such a way
that if U1, U2 are consecutive intervals in J˜h,x,y, the image h(U1) contains x and the image of h(U2)
contains y (or vice-versa), that is there is an alternation between x, y. It follows (Telgarsky, 2015)
that
1
|Jh,x,y|
∑
U∈Jh,x,y
1[∀z ∈ U.h˜(z) 6= g˜(z)] ≥ 12
(
1− 2 |Ig,x,y||Jh,x,y|
)
. (1)
Moreover, one can show the following claim for any interval U ∈ Jh,x,y, and we will use this
later:
Claim 1. Let U ∈ Jh,x,y, then ∫
U
∣∣∣∣h(z)− x+ y2
∣∣∣∣ dz ≥ (y−x)28Lt .
Proof. Firstly, observe that h is Lipschitz with constant Lt by definition and without loss of generality
let’s assume x < y. In what follows, we make use of the intermediate value theorem for continuous
functions.
First we consider the case where there exists a w ∈ U such that h(w) = y.
Let c < d, with c, d ∈ U so that h(c) = h(d) = y2 + x+y4 and h(z) ≥ y2 + x+y4 for z ∈ [c, d] and
w ∈ [c, d] with f(w) = y. It is clear that∫
U
∣∣∣∣h(z)− x+ y2
∣∣∣∣ dz ≥ y − x4 (d− c).
Finally, by the fact that h is Lipschitz with constant Lt, it follows that (d− c) = (d−w) + (w− c) ≥
y−x
4Lt +
y−x
4Lt =
y−x
2Lt . The claim for the case there exists w ∈ U with h(w) = y follows by substitution.
See also Figure 2.
Similarly, we consider the case in which there exists a w ∈ U such that h(w) = x. Let c < d,
with c, d ∈ U so that h(c) = h(d) = x2 + x+y4 and h(z) ≤ x2 + x+y4 for z ∈ [c, d] and w ∈ [c, d] with
f(w) = x. It is clear that ∫
U
∣∣∣∣h(z)− x+ y2
∣∣∣∣ dz ≥ y − x4 (d− c).
Again using the fact that h is Lipschitz with constant Lt, it follows that (d−c) = (d−w)+(w−c) ≥
y−x
4Lt +
y−x
4Lt =
y−x
2Lt . The claim for the case in which there exists a w ∈ U such that h(w) = x follows
by substitution.
As mentioned in the beginning, a sufficient condition for a function f to be hard-to-represent, is
that its Lipschitz constant should be exactly equal to the base in the growth rate of the number of
oscillations. In Telgrasky’s paper, the function used was the tent map that has Lipschitz constant
equal to 2, and the oscillations growth rate under repeated compositions also had growth rate 2.
This is not a coincidence and here we generalize this observation.
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(a) An illustration of the area computed by the
integral in the case of a piecewise concave function
(red curve). However note that composition of
concave functions may not be concave.
(b) The lower bound for the integral would not nec-
essarily hold in the case of piecewise convex func-
tions, as the area could become arbitrarily small.
Figure 2: Graphs demonstrating the proof described in Claim 1 with respect to the Lipschitz constant. The
lower bound on the area computed by the integral would hold even if the repeated compositions created
piecewise concave functions (left); however, for convex functions no guarantee on the area of the triangle
(hence no L1 separation) can be derived (right).
Theorem 3.2 (Lipschitz matches oscillations). Let f : [a, b]→ [a, b] be L-Lipschitz, and g be any
ReLU NN with u units per layer and l layers. Suppose there exist x, y such that the oscillations of
f t between x, y are Θ(ρt) for some constant ρ > 1. As long as L = ρ (by Lemma 3.1 we already
know that L ≥ ρ) and (2u)l ≤ ρt8 , then we get the desired L1-separation:
min
g
∫ b
a
|f t(z)− g(z)|dz ≥ c(x, y) > 0,
where c(x, y) depends on x, y but not on t.
Proof. We will prove a lower bound for the L1 distance between h := f t and an arbitrary g from
the aforementioned family of NNs with (2u)l ≤ ρt8 .∫ b
a
|h(z)− g(z)| dz =
∑
U∈Ih,x,y
∫
U
|h(z)− g(z)| dz
≥
∑
U∈Jh,x,y
∫
U
|h(z)− g(z)| dz
≥
∑
U∈Jh,x,y
∫
U
∣∣∣∣h(z)− x+ y2
∣∣∣∣1[∀z ∈ U.h˜(z) 6= g˜(z)]dz
≥ |Jh,x,y|(y − x)
2
16Lt
(
1− 2 |Ig,x,y||Jh,x,y|
)
.
It is clear that |Jh,x,y| is at least the number of crossings C(f t), hence we conclude that |Jh,x,y| is
Θ(ρt). It follows that ∫ b
a
|h(z)− g(z)| dz ≥
( ρ
L
)t (y − x)2
16
(
1− 2 |Ig,x,y|
ρt
)
,
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where
|Ig,x,y| ≤ (2u)l.
Thus, as long as (2u)l ≤ ρt8 , and since L = ρ, we conclude that∫ b
a
|h(z)− g(z)| dz ≥ (y − x)
2
32 .
Larger Lipschitz: Observe that if we didn’t require that L = ρ and instead L > ρ, no meaningful
L1 guarantee could be derived since the term ( ρL)t would shrink for large t (see also Figure 2).
Semi-algebraic activation units: Our results can be easily generalized for the general class of
semi-algebraic units (see Telgarsky (2016) for definitions). The idea works as follows: Any neural
network that has activation units that are semi-algebraic, it is piecewise polynomial, therefore
piecewise monotone (the pieces depend on the degree of the polynomial, which in turn depends on
the specifications of the activation units). Therefore, the function g˜ (as defined above) is piecewise
constant and defines a partition of the domain [a, b]. The crucial observation is that the size of
this partition is bounded by a number that depends exponentially on the number of layers (i.e.,
layers appear in the exponent) and polynomially on the number of units per layer (i.e., width is in
the base). Finally, our results can be applied for the multivariate case. As in Telgarsky (2016), we
handle this case by first choosing an affine map µ : R→ Rd (meaning µ(z) = κz+ν) and considering
functions f t ◦ µ.
3.2 Periodicity and Lipschitz constant
In this subsection, we improve the result of Chatziafratis et al. (2020), by showing that functions
f of odd period p > 1 have points x < y so that the number of oscillations between x and y is ρt,
where ρ is the root greater than one of the polynomial equation
zp−1 − zp−2 −
p−3∑
j=0
(−z)j = z
p − 2zp−2 − 1
z + 1 = 0.
This consists an improvement from the previous result in Chatziafratis et al. (2020) that states
that the growth rate of the oscillations of compositions of a function with p-periodic point is the
root greater than one of the polynomial zp−1 − zp−2 − 1 = 0 (observe that the two aforementioned
polynomials coincide for p = 3). This is true because if ρ, ρ′ are the roots of zp−2zp−2−1z+1 and
zp−1 − zp−2 − 1, then ρ > ρ′, unless p = 3 for which we have ρ = ρ′. This gives better depth-width
trade-offs for any value of the (odd) period.
Moreover, if ρ is the Lipschitz constant of f , then Lemma 3.2 applies and any shallow neural network
g (with (2u)l ≤ ρt8 ) has L1 distance bounded away from zero for any number of compositions of
f .
We first need the following structural lemma Alsedà et al. (2000).
Lemma 3.3 (Monotonicity Alsedà et al. (2000)). Let p > 1 be an odd number and consider
f : [a, b]→ [a, b] with prime period p. Then there exists a cycle of period p with points {x1, ..., xp}
such that
xp < xp−2 < ... < x3 < x1 < x2 < x4 < ... < xp−1.
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I0 J1
f
f
f
(a) Covering relations as given by
Corollary 3.4 for a cycle of period
three.
I0 J1
I1 J2
I2 J3
I p−3
2
J p−1
2
(b) Covering relations as given by
Corollary 3.4 for a cycle of an odd
period p greater than three. The
directed dashed edge from J p−1
2
in-
dicates that the edge goes to ev-
ery node between I2 and I p−3
2
. We
omit f from the arrows for ease of
presentation.
Figure 3: The covering relations of intervals from Corollary 3.4 are shown here. Note the existence of more
directed edges when the period is odd and greater than 3, compared to the graph used to quantify the growth
in Chatziafratis et al. (2020). This allows us to obtain improved bounds for p > 3.
This lemma will help us define an appropriate covering relation, to be used later in order to bound
the number of oscillations in f t. Towards this goal, we set I0 = [x1, x2], Ij = [x2j , x2j+2] for
1 ≤ j ≤ p−32 and Jj = [x2j+1, x2j−1] for 1 ≤ j ≤ p−12 . From Lemma 3.3, we trivially have the
following covering relations.
Corollary 3.4. It holds that
• I0 → I0 ∪ J1.
• Ij → Jj+1, for 1 ≤ j ≤ p−32 .
• Jj → Ij, for 1 ≤ j ≤ p−32 .
• J p−1
2
→ I0 ∪ I1 ∪ ... ∪ I p−3
2
.
Let A ∈ R(p−1)×(p−1) be the adjacency matrix of the covering relation graph above (the intervals
denote the nodes of the graph):

Aji = 1 , if i = 0, j = 0
Aji = 1 , if j = i+ p−12 and 0 ≤ i ≤ p− 2
Aji = 1 , if j = i+ 1− p−12 and p−12 ≤ i ≤ p− 2
Aji = 1 , if i = p− 2 and 0 ≤ j ≤ p−32
Aji = 0 , otherwise
(2)
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We define δt which is in Np−1 to keep track of how many times f t crosses specific intervals. The
coordinate δti captures the number of times f t crosses interval Ii for i ≤ p−32 and the coordinate
δt
i+ p−12
captures the number of times f t crosses interval Ji. We get that

δt+10
δt+11
...
δt+1p−1
 ≥ A

δt0
δt1
...
δtp−1
 , (3)
where δ0 = (1, . . . , 1) (all ones vector).
Claim 2. The characteristic polynomial of A> has the same roots as
pip(λ) = λp−1 − λp−2 −
p−3∑
j=0
(−λ)j = λ
p − 2λp−2 − 1
λ+ 1 . (4)
Proof. For p = 3, the desired equation holds, since the matrix A> becomes just
A> =
(
1 1
1 0
)
,
with characteristic polynomial (λ− 1)λ− 1 = λ2 − λ− 1. Let I denote the identity matrix of size
(p− 1)× (p− 1). Assume p ≥ 5. We consider the matrix:
A> − λI =
(
A11 A12
A21 A22
)
where A11 :=

1− λ 0 0 0 0 . . . 0
0 −λ 0 0 0 . . . 0
0 0 −λ 0 0 . . . 0
...
...
...
...
...
...
...
0 0 0 0 0 . . . −λ
 , A12 :=

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0
...
...
...
...
...
...
0 0 0 0 . . . 1
 ,
A21 :=

0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
...
...
...
...
...
...
...
0 0 0 0 . . . 0 1
1 1 1 1 . . . 1 1
 , and A22 :=

−λ 0 0 . . . 0 0
0 −λ 0 . . . 0 0
...
...
...
...
...
...
0 0 0 . . . −λ 0
0 0 0 . . . 0 −λ
 .
Observe that λ = 0 is not an eigenvalue of the matrix A>. Suppose that A11, A12, A21, A22
are the four block submatrices of the matrix above. Using Schur’s complement, we get that
det(A> − λI) = det(A22)× det(A11 −A12A−122 A21), where det(A22) = (−λ)
p−1
2 and
λ
p−1
2 det(A11 −A12A−122 A21) =
λ− λ2 1 0 0 0 . . . 0
0 −λ2 1 0 0 . . . 0
0 0 −λ2 1 0 . . . 0
...
...
...
...
...
...
...
1 1 1 1 . . . 1 −λ2 + 1
 .
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We can multiply the first row by 1λ(λ−1) , the second row by
1
λ2 +
1
λ2λ(λ−1) , the third row by
1
λ2 +
1
λ4 +
1
λ4λ(λ−1) ,. . . , the i-th row by
∑i−1
j=1
1
λ2j +
1
λ2(i−1)·λ(λ−1) (and so on) and add them to the
last row. Let B be the resulting matrix:
B =

λ− λ2 1 0 0 0 . . . 0
0 −λ2 1 0 0 . . . 0
0 0 −λ2 1 0 . . . 0
...
...
...
...
...
...
...
0 0 0 0 . . . 0 K
 ,
where K = −λ2 + 1 +∑ p−52j=1 1λ2j + 1λp−5·λ(λ−1) . It is clear that the equation det(B) = 0 has the same
roots as det(A> − λI) = 0. Since B is an upper triangular matrix, it follows that
det(B) = (−1) p−52 λ(λ− 1)λp−5 ·
(
−λ2 + 1 +∑ p−52j=1 1λ2j + 1λp−5·λ(λ−1)) .
We conclude that the eigenvalues of A> (and hence of A) must be roots of
(λp−3 − λp−4)
1− λ2 +
p−5
2∑
j=1
1
λ2j
+ 1 = −λp−1 + λp−2 + λp−3 − λp−4 +
p−5
2∑
j=1
λp−3−2j − λp−4−2j + 1
=− λp−1 + λp−2 +
p−3∑
j=0
(−1)jλj = −λ
p + λp−2
λ+ 1 +
1 + λp−2
λ+ 1 =
−λp + 2λp−2 + 1
λ+ 1 ,
and the claim follows.
The following corollary establishes a connection between the growth rate of the oscillations of
compositions of function f with its prime period. Also, we establish a universal sharp threshold
phenomenon demonstrating that the width needs to grow at a rate at least as large as
√
2, as long
as the function contains an odd period (this is in contrast with previous depth separation results
where the growth rate converges to one as the period p goes to infinity).
Corollary 3.5. Let f : [a, b]→ [a, b] be a continuous function with prime odd period p > 1. There
exist x, y such that the number of oscillations between x, y of f t is Θ(ρtp) where ρp is the positive
root greater than one of qp(λ) := λp − 2λp−2 − 1 = 0. Moreover, ρp is decreasing in p and ρp >
√
2,
for all p.
Proof. We first need to relate the spectral radius with the number of oscillations. We follow the
idea from Chatziafratis et al. (2020) which concludes that δt0 ≥ ‖At‖∞ ≥ spec(At) = spec(A)t = ρtp
(where spec(A) denotes the spectral radius), that is the growth rate of the number of oscillations of
compositions of f is at least ρp.
Assume 1 < p be an odd number. It suffices to show that ρp+2 < ρp (and then use induction).
Observe that λp+2 − 2λp − 1 = λ2(λp − 2λp−2 − 1) + λ2 − 1. Therefore
0 = qp+2(ρp+2) = ρ2p+2qp(ρp+2) + ρ2p+2 − 1,
hence since ρp+2 > 1 we conclude that qp(ρp+2) < 0. Since limλ→∞ qp(λ) = +∞, by Bolzano’s
theorem it follows that qp has a root in the interval (ρp+2,+∞). Thus ρp > ρp+2. One can also see
that
√
2p − 2√2p−2 − 1 = −1 < 0 and 2p − 2 · 2p−2 − 1 > 0, thus from Bolzano’s again, it follows
that ρp >
√
2 for all p.
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Remark We note that ρp >
√
2 (the growth rate is at least
√
2) whereas the growth rate in
Chatziafratis et al. (2020) was converging to one as p→∞.
We now provide tight constructions for a family of functions f that have points of period p (thus the
number of oscillations of t compositions of f scales as ρtp, i.e., the growth rate is ρp) and moreover
the Lipschitz constant is ρp. By Theorem 3.2, this family cannot be approximated by shallow neural
networks in L1 sense.
Lemma 3.6. Let p > 1 be an odd number and ρp be the largest positive root greater than one of the
polynomial λp − 2λp−2 − 1 = 0. The function f : [−1, 1]→ [−1, 1], defined to be f(x) := ρp|x| − 1
has Lipschitz constant ρp and has period p.
Proof. It suffices to show that f has period p (the Lipschitz constant is trivially ρp). We start from
z0 = 0 and we get zt = f(zt−1) = ρp|zt−1| − 1 for 1 ≤ t ≤ p. Observe that z1 = −1, z2 = ρp − 1 > 0.
Set qi(λ) = λ
i−2λi−2−1
λ+1 . First, we shall show that for t ∈ {3, . . . , p − 1}, we have zt ≤ 0 and that
zt = qt(ρp), whereas for t even, we have zt = −qt−1(ρp)ρp − 1 in the interval above.
For t = 3 we get that z3 = ρ2p − ρp − 1 = q3(ρp) ≤ 0 because we showed ρp is decreasing in p and
moreover holds q3(ρ3) = 0. Since z3 ≤ 0 we get that z4 = −ρpz3 − 1 = q3(ρp)ρp − 1. Let us show
that z4 ≤ 0. Observe that z4 = −ρ3p + ρ2p + ρp − 1 = (ρp − 1)(1− ρ2p) < 0 (since ρp >
√
2).
We will use induction. Assume now, that we have the result for some t even, we need to show that
zt+1 = qt+1(ρp), zt+2 = −qt+1(ρp)ρp − 1 and moreover zt+1, zt+2 ≤ 0.
By induction, we have that zt−1, zt ≤ 0 and zt = −qt−1(ρp)ρp − 1, hence zt+1 = −ρp(−qt−1(ρp)ρp −
1)− 1 = ρ
t+1
p −2ρtp−ρ2p
ρp+1 +ρp− 1 = qt+1(ρp). Since ρp is decreasing in p and qt+1(ρt+1) = 0, we conclude
that zt+1 ≤ 0. Since zt+1 ≤ 0, we get that zt+2 = −ρpzt+1 − 1 = −ρpqt+1(ρp) − 1. To finish the
claim, it suffices to show that zt+2 ≤ 0. Observe that
−ρpqt+1(ρp)− 1 = −ρp
ρtp − ρt−1p − t−2∑
j=0
(−ρp)j
− 1
= −ρt+1p + ρtp −
t−1∑
j=1
(−ρp)j − 1
= −2ρt+1p + 2ρtp +
qt+1(ρp)
ρp + 1
.
The term −2(ρt+1p − ρtp) < 0 (since ρp > 1) and moreover qt+1(ρp)ρp+1 ≤ 0 because ρp is decreasing in p
and t+ 1 ≤ p− 1. Hence zt+2 ≤ 0 and the induction is complete.
From the above, we conclude that zp = −ρpzp−1 − 1 = qp(ρp) = 0, thus z0, ..., zp−1 form a cycle. If
we show that z0, ..., zp−1 are distinct, the proof of the lemma follows.
First observe that qt(λ) = λ
t−2λt−2−1
λ+1 is strictly increasing in t as long as λ >
√
2 (by computing the
derivative). Therefore it holds that z3 < z5 < . . . < zp = 0 (for all the odd indices) and also z1 < z3.
Furthermore, −λqt(λ)− 1 is decreasing in t for λ >
√
2, therefore we conclude z4 > . . . > zp−1 (and
also z2 > 0 ≥ z4).
We will show that z3 > z4 and finally zp−1 > −1 = z1 and the lemma will follow. Recall z3 = ρ2p−ρp−1
and z4 = −ρ3p + ρ2p + ρp − 1. Equivalently, we need to show that ρ2p − ρp − 1 > −ρ3p + ρ2p + ρp − 1 or
ρ3p − 2ρp > 0 which holds because ρp >
√
2. Finally zp−1 = −ρpzp−2 − 1 > −1 since zp−2 < zp = 0.
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3.3 Sensitivity to Lipschitzness and separation examples based on periods
We end this section with some simple examples that illustrate the behavior of the aforementioned
family of functions f(x) := ρp|x| − 1 for different parameters and the corresponding depth-width
trade-offs that can be derived. As a consequence, we will observe how similar-looking functions
can actually have vastly different behaviors with regards to oscillations, periods and hence depth
separations (see Figure 4).
We consider three regimes. The first regime corresponds to the functions that appear in Lemma 3.2,
where L = ρp and ρp ∈ [
√
2, φ], where φ = 1+
√
5
2 ≈ 1.618 is the golden ratio. The second regime
corresponds to the case when L > φ and the third regime corresponds to the case when L <
√
2.
We can see in Figure 5 that the function f(x) := 2|x| − 1 has period 3 and a Lipschitz constant of
L = 2, while in Figure 6, we can see that the function f(x) := 1.2|x| − 1, does not have any odd
period and L = 1.2.
Figure 5 and Figure 6 correspond to cases where the Lipschitz constant of the function does not
match ρp.
• When √2 ≤ L ≤ φ, we see from Figure 4, how small differences in the values of the slope
can lead to the existence of different (prime) periods, which consequently lead to different
depth-width trade-offs.
• When L > φ, we can see from Figure 5 that L = 2 and also the growth rate of oscillations is 2.
This means that L = ρ and that L1 separation is achievable. Note that period 3 is present in
the tent map, so ρ3 = φ for this case.
• When L < √2, we can see from Figure 6 that the oscillations do not grow exponentially with
compositions and that the existing ones are of small magnitude, which means that the L1
error can be made arbitrarily small. Observe here that no odd period is present in the function
(as this would imply that L ≥ ρ ≥ √2).
4 Experiments
Our goal here is to experimentally validate our theoretical results by exploring the interplay between
optimization/representation error bounds obtained in theory. For instance, in order to understand
how training with random initialization works on compositions of periodic functions, we combine
the example from Lemma 3.6 together with Theorem 3.2; in particular, theory suggests that for a
fixed width u and depth l, as long as the condition stated in the theorem is satisfied, i.e., (2u)l ≤ ρt8 ,
then we have an error bound that is independent of the width and depth. We indeed validate this
and the L1 error we get from theory almost matches the experimental error (see Figure 7).
Rewriting the condition of the theorem, for a fixed width and depth, there is a large t ≥
(l+3) ln(2)+l ln(u)
ln(ρ) , that always produces constant error. To test that, we create a “hard task” that
satisfies this above equation for depths l = 1, 2, 3, 4, 5, for constant width u = 20. On the other end
of the spectrum, we create a relatively “easy task” (with fewer compositions) and study how the
error varies with depth. We define a regression task and we fix the neurons for each layer to be 20.
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(a) The regime
√
2 ≤ L ≤ φ with small variations
of the slope. Intersection with y = x identifies fixed
points.
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(b) Graph of f3(x) intersected with y = x, to iden-
tify period 3 points. Only when L = φ, period 3
is present, hence it gives exponential depth-width
trade-offs with base φ.
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(c) Graph of f5(x) intersected with y = x, to iden-
tify period 5 points. When L = 1.513, period 5 is
present, hence it gives trade-offs with base 1.513.
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(d) Graph of f7(x) intersected with y = x, to iden-
tify period 7 points. When L = 1.465, period 7 is
present, hence it gives trade-offs with base 1.465.
Figure 4: The family of functions parameterized by ρp, where L = ρp and ρ = 1.618, 1.513, 1.465 correspond
to period 3, 5 and 7 respectively. Observe how slight perturbations of the function can lead to different
trade-offs.
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(a) Graph of f(x) intersected with y = x, to identify
period 1 points.
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(b) Graph of f3(x) intersected with y = x, to iden-
tify period 3 points.
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(c) Graph of f5(x) intersected with y = x, to iden-
tify period 5 points.
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(d) Graph of f7(x) intersected with y = x, to iden-
tify period 7 points.
Figure 5: Here L = 2, and this function has period 3. However, the growth rate of oscillations is exactly 2
and since we have equality L = ρ we get L1 separations even though the largest root ρ3 = φ < 2.
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Figure 6: Here L = 1.2 that corresponds to the regime where L <
√
2. It follows that this function cannot
have any odd period (because then L ≥ ρ ≥ √2). Observe that the oscillations do not grow exponentially
fast and they shrink in area, hence no L1 separation is achievable.
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We vary the depth of the NN (excluding the input and the output layer) from l = 1 to l = 5, adding
one extra hidden layer at a time. We are using the same parameters to train all networks and we
require the training error or the mean squared error to tend to 0 during the training procedure,
i.e, we try to overfit the data (here we try to demonstrate a representation result, rather than a
statistical/generalization result). Thus, during training we use the same parameters to train all the
different models using Adam with epochs being 1500 to enable overfitting. To record the training
error, we verify that the training saturates based on the error of the last epoch. We will now describe
the “easy” and the “hard” task:
The Regression Task: We create a regression task that is based on the theory that ties periods
with Lipschitz constants. The function we want to fit is the composition of f(x) := ρ|x| − 1 with
itself. For ρ = 1.618 (golden ratio), the Lipschitz is also ρ and exhibits period 3. The hardness
of the task is characterized by the number of compositions of the function f , as the oscillations
increase exponentially fast with the number of compositions. Thus for the hard task we use f40(x)
and for the easy task we use f8(x).
(a) (b)
Figure 7: Left: Experimental error closely matches the theoretical bound for the hard task (f40(x))
and we get the L1 separation (as long as u, l are related as required by Theorem 3.2). Right:
Generally, the performance of the NN for the regression task improves with depth when the task is
easy (f8(x)).
5 Discussion
In conclusion, by combining some ideas from dynamical systems related to periodic orbits and
growth rate of oscillations, we presented several results for functions that are expressible with NNs
of certain depth, yet are hard-to-represent with shallow, wide NNs. These results generalize and
unify previous results on depth separations.
One potential direction for future work, that could further unify the different notions of “complexity”
considered in previous works, is to explore connections between the notion of topological or metric
entropy (see Alsedà et al. (2000)) and oscillations, periods and VC dimension. The goal here would
be to derive general results stating that whenever a function f has large topological entropy, it is
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harder to approximate its repeated compositions using shallow NNs, as opposed to a function with
smaller topological entropy.
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