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Abstract
In this paper, we establish sharp two-sided estimates for the Green functions of relativistic stable
processes (i.e. Green functions for non-local operators m−(m2/α−∆)α/2) in half-space-like C1,1 open sets.
The estimates are uniform in m ∈ (0, M] for each fixed M ∈ (0,∞). When m ↓ 0, our estimates reduce to
the sharp Green function estimates for −(−∆)α/2 in such kind of open sets that were obtained recently in
Chen and Tokle [12]. As a tool for proving our Green function estimates, we show that a boundary Harnack
principle for Xm , which is uniform for all m ∈ (0,∞), holds for a large class of non-smooth open sets.
c⃝ 2011 Elsevier B.V. All rights reserved.
MSC: primary 60J35; 47G20; 60J75; secondary 47D07
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1. Introduction
Suppose that X is a Markov process in Rd and D is an open subset of Rd . The Green function
G D(x, y) of X in D is the occupation density of the subprocess X D of X killed upon exiting
D and is a very important quantity in probability theory. It is also very important in PDE since
it can be used to solve the Poisson equations associated with the generator of X in D with zero
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exterior condition. In general, one cannot get a closed form analytic expression of G D(x, y),
so two-sided sharp estimates on G D(x, y) are very valuable. In this paper, we will derive sharp
estimates on the Green functions for relativistic α-stable processes in half-space-like C1,1 open
sets D (or, equivalently, for the non-local operators m − (m2/α −∆)α/2 in D with zero exterior
condition).
Let d ≥ 1 and α ∈ (0, 2). Recall that for any m > 0, a relativistic α-stable process Xm in Rd
with mass m is a Le´vy process with characteristic function given by
E

exp

iξ · (Xmt − Xm0 )
 = exp−t |ξ |2 + m2/αα/2 − m , ξ ∈ Rd . (1.1)
The limiting case X0, corresponding to m = 0, is a (rotationally) symmetric α-stable (Le´vy)
process in Rd which we will simply denote as X . The infinitesimal generator of Xm is
m−(m2/α−∆)α/2. Note that when m = 1, this infinitesimal generator reduces to 1−(1−∆)α/2.
Thus the 1-resolvent kernel of the relativistic α-stable process X1 in Rd is just the Bessel
potential kernel. When α = 1, the infinitesimal generator reduces to the so-called free relativistic
Hamiltonian m − √−∆+ m2. The operator m − √−∆+ m2 is important in mathematical
physics due to its correspondence with the kinetic energy of a relativistic particle with mass
m, see [18]. Physical models related to this operator have been much studied over the past
30 years and there exists a huge literature on the properties of relativistic Hamiltonians (see,
for example, [6,14,18,24,25,32]). For recent papers in the mathematical physics literature related
to the relativistic Hamiltonian, we refer the readers to [13,15,16,30] and the references therein.
Various fine properties of relativistic α-stable processes have been studied recently in [4,10,11,
17,19,20,23,26]. In particular, the following sharp estimates described in Theorem 1.1 below
on the transition densities pmD(t, x, y) of X
m in C1,1 open sets D have been obtained very
recently in [8]. Recall that an open set D in Rd (when d ≥ 2) is said to be a C1,1 open set
if there exist a localization radius R > 0 and a constant Λ0 > 0 such that for every z ∈ ∂D,
there exist a C1,1-function φ = φz : Rd−1 → R satisfying φ(0) = 0,∇φ(0) = (0, . . . , 0),
‖∇φ‖∞ ≤ Λ0, |∇φ(x) − ∇φ(z)| ≤ Λ0|x − z|, and an orthonormal coordinate system
C Sz y = (y1, . . . , yd−1, yd) := (y, yd) with origin at z such that B(z, R) ∩ D = {y =
(y, yd) ∈ B(0, R) in C Sz : yd > φ(y)}. We call (R,Λ0) the C1,1 characteristics of D. By a
C1,1 open set in R we mean an open set which can be expressed as the union of disjoint intervals
so that the minimum of the lengths of all these intervals is positive and the minimum of the
distances between these intervals is positive. Note that a C1,1 open set may be unbounded and
disconnected. In this paper, we use “:=” as a way of definition. For a, b ∈ R, a ∧ b := min{a, b}
and a ∨ b := max{a, b}.
Theorem 1.1. Suppose that D is a C1,1 open set in Rd with C1,1 characteristics (R,Λ0). Let
δD(x) be the distance between x and Dc.
(i) For any M > 0 and T > 0, there exist Ck = Ck(d, α, R,Λ0, M, T ) > 1, k = 1, 2, such that
for any m ∈ (0, M] and (t, x, y) ∈ (0, T ] × D × D,
1
C1

1 ∧ δD(x)
α/2
√
t

1 ∧ δD(y)
α/2
√
t

t−d/α ∧ tφ(C2m
1/α|x − y|)
|x − y|d+α

≤ pmD(t, x, y)
≤ C1

1 ∧ δD(x)
α/2
√
t

1 ∧ δD(y)
α/2
√
t

t−d/α ∧ tφ(m
1/α|x − y|/C2)
|x − y|d+α

,
where φ(r) = e−r (1+ r (d+α−1)/2).
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(ii) Suppose in addition that D is bounded. For any M > 0 and T > 0, there exist Ck =
Ck(D, M, T ) > 0, k = 3, 4, such that for any m ∈ (0, M] and (t, x, y) ∈ [T,∞)
× D × D,
C3e
−tλα,m,D1 δD(x)α/2δD(y)α/2 ≤ pmD(t, x, y) ≤ C4e−tλ
α,m,D
1 δD(x)
α/2δD(y)
α/2,
where λα,m,D1 > 0 is the smallest eigenvalue of the restriction of (m
2/α − ∆)α/2 − m to D
with zero exterior condition.
When D is a bounded C1,1 open set, integrating the estimates on pmD(t, x, y) from
Theorem 1.1 with respect to t yields sharp two-sided estimates on the Green function
GmD(x, y) :=
∞
0 p
m
D(t, x, y)dt . To state this result, we define a function V
α
D on D × D
by
V αD(x, y) :=


1 ∧ δD(x)
α/2δD(y)α/2
|x − y|α

|x − y|α−d when d > α,
log

1+ δD(x)
1/2δD(y)1/2
|x − y|

when d = 1 = α,

δD(x)δD(y)
(α−1)/2 ∧ δD(x)α/2δD(y)α/2|x − y| when d = 1 < α.
The following result is given in [8, Theorem 1.2].
Theorem 1.2. Let M > 0 be a constant and D a bounded C1,1-open set in Rd . Then there
exist positive constants C5 < C6 depending only on D, α, M such that for all m ∈ (0, M] and
(x, y) ∈ D × D,
C5V
α
D(x, y) ≤ GmD(x, y) ≤ C6V αD(x, y).
The above theorem implies that, in any bounded C1,1 open set D and for any m ∈ (0, M], the
Green function GmD(x, y) is uniformly comparable to the Green function G D(x, y) of the stable
process X in D. This comparability cannot be true when D is unbounded. The objective of this
paper is to study sharp Green function estimates of Xm in a large class of unbounded C1,1 open
sets, i.e., the half-space-like C1,1 open sets.
Following [12], we say an open set D in Rd is half-space-like if there is an orthonormal
coordinate system y = (y1, . . . , yd) for Rd so that Ha ⊂ D ⊂ Hb for some real numbers
a > b. Here for a ∈ R, Ha :=

(y1, . . . , yd) ∈ Rd : yd > a

. Although large time heat kernel
estimates when D is unbounded are unavailable, by using the short time heat kernel estimates in
Theorem 1.1(i), the uniform Harnack inequality (Theorem 2.3), the uniform boundary Harnack
principle (Theorem 2.6), the two-sided Green function estimates on the upper half space
from [17] (where some corrections and modifications are needed, see Theorem 3.1 below for
details) and a comparison idea from [12], we are able to obtain sharp two-sided estimates on the
Green function GmD(x, y) when D is a half-space-like C
1,1 open set. A half-space-like C1,1 open
set in R is the disjoint union of finitely many bounded open intervals and an unbounded open
interval. To state our result, we define a function V α,mD on D × D as follows: for m > 0, let
ϕm(r) = rα/2 + m(2−α)/(2α)r . When d ≥ 3,
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V α,mD (x, y)
:=


m(2−α)/α ∧ ϕm(δD(x))ϕm(δD(y))|x − y|2

|x − y|2−d when |x − y| > 3m−1/α,
1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−d when |x − y| ≤ 3m−1/α;
when d = 2,
V α,mD (x, y)
:=

log

1+ m(2−α)/α ϕm(δD(x))ϕm(δD(y))|x − y|2
m(2−α)/α
when |x − y| > 3m−1/α,
1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−2 + m(2−α)/α log(1 ∨ m1/α(δD(x) ∧ δD(y)))
when |x − y| ≤ 3m−1/α;
when d = 1 < α,
V α,mD (x, y) :=

e−m1/α |x−y|
|x − y|1−(α/2) (m
−1/α ∧ δD(x) ∧ δD(y))α/2 + m(2−α)/α(δD(x) ∧ δD(y))
+m(2−α)/(2α)(δD(x) ∧ δD(y))α/2 when |x − y| > 3m−1/α,
δD(x)δD(y)
(α−1)/2 ∧ δD(x)α/2δD(y)α/2|x − y| 1{δD(x)∧δD(y)≤m−1/α}
+m(2−α)/α(δD(x) ∧ δD(y))1{δD(x)∧δD(y)>m−1/α}
when |x − y| ≤ 3m−1/α;
when d = 1 = α,
V α,mD (x, y) :=

e−m|x−y|
|x − y|1/2 (m
−1 ∧ δD(x) ∧ δD(y))1/2 + m(δD(x) ∧ δD(y))
+m1/2(δD(x) ∧ δD(y))1/2 when |x − y| > 3m−1,
log

1+ δD(x)
1/2δD(y)1/2
|x − y|

+ m1/2(δD(x) ∧ δD(y))1{δD(x)∧δD(y)>m−1}
when |x − y| ≤ 3m−1;
and when d = 1 > α,
V α,mD (x, y) :=

m−1/2e−m1/α |x−y|
|x − y|1−(α/2)

1 ∧ δD(x)δD(y)|x − y|2
α/2
+ m(2−α)/α(δD(x) ∧ δD(y))
+m(2−α)/(2α)(δD(x) ∧ δD(y))α/2 when |x − y| > 3m−1/α,
|x − y|α−1

1 ∧ δD(x)δD(y)|x − y|2
α/2
+m(2−α)/α(δD(x) ∧ δD(y))1{δD(x)∧δD(y)>m−1/α}
when |x − y| ≤ 3m−1/α.
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Theorem 1.3. Let M > 0 be a constant and D a half-space-like C1,1 open set in Rd with C1,1
characteristics (R,Λ0). After an isometry, we may assume without loss of generality that
Ha ⊂ D ⊂ Hb for some real numbers a > b. Then there exist positive constants C7 < C8
depending only on d, α, R, Λ0, a − b and M such that for any m ∈ (0, M] and (x, y) ∈ D × D,
C7V α,mD (x, y) ≤ GmD(x, y) ≤ C8V α,mD (x, y).
When D is the half space H := {x = (x1, . . . , xd) ∈ Rd : xd > 0} and d ≥ 2, the two-sided
estimates on G1H were essentially obtained [17, Theorem 5.3]. However there is an error in the
statement of [17, Theorem 5.3] for the case of |x − y| ≤ 3; see the proof of Theorem 3.1 below
for details, which corrects the error. When d = 1 and H := (0,∞), a variant version of the
two-sided estimates on G1H was obtained in [17, Theorems 2.13 and 3.2]. We rewrite it to an
equivalent form in the proof of Theorem 3.1 below and then derive from it the current version of
the estimates on G1H as stated in Theorem 1.3.
We note that the scaling relations (2.6)–(2.7) cannot reduce the proof of Theorem 1.3 to the
case m = 1. This is because for a half-space-like C1,1 open set D with C1,1 characteristics
(R,Λ0), m1/αD is, in general, a half-space-like C1,1 open set with C1,1 characteristics
(m1/αR,m−1/αΛ0), which tends to (0,∞) as m → 0.
The rest of the paper is organized as follows. In Section 2 we recall some basic facts about
Xm and prove some preliminary uniform results on Xm , such as the uniform Harnack inequality
and the uniform boundary Harnack principle. The proof of Theorem 1.3 is given in Section 3.
In the rest of this paper, we assume that m > 0. We will use capital letters C1,C2, . . . to denote
constants in the statements of results, and their labeling will be fixed. The lower case constants
c1, c2, . . . will denote generic constants used in proofs, whose exact values are not important and
can change from one appearance to another. The labeling of the lower case constants starts anew
in every proof. The dependence of the lower case constants on the dimension d will not always
be mentioned explicitly. We will use ∂ to denote a cemetery point and for every function f , we
extend its definition to ∂ by setting f (∂) = 0. We will use dx to denote the Lebesgue measure
in Rd .
2. Uniform boundary Harnack principle
The Le´vy measure of the relativistic α-stable process Xm , defined in (1.1), has a density
J m(x) = jm(|x |) := α
2Γ

1− α2
 ∫ ∞
0
(4πu)−d/2e−
|x |2
4u e−m2/αuu−(1+
α
2 )du,
which is continuous and radially decreasing on Rd \ {0} (see [26, Lemma 2]). Here and in the
rest of this paper Γ is the Gamma function defined by Γ (λ) := ∞0 tλ−1e−t dt for every λ > 0.
Put J m(x, y) := jm(|x − y|). Let A(d,−α) := α2α−1π−d/2Γ ( d+α2 )Γ (1− α2 )−1. Using change
of variables twice, first with u = |x |2v then with v = 1/s, we get
J m(x, y) = A(d,−α)|x − y|−d−αψ(m1/α|x − y|) (2.1)
where
ψ(r) := 2−(d+α)Γ

d + α
2
−1 ∫ ∞
0
s
d+α
2 −1e−
s
4− r
2
s ds,
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which is a decreasing smooth function of r2 satisfying ψ(0) = 1, ψ(r) ≤ 1 and
c−11 e
−rr (d+α−1)/2 ≤ ψ(r) ≤ c1e−rr (d+α−1)/2 on [1,∞) (2.2)
for some c1 > 1 (see [11, pp. 276–277] for details). Recall that X = X0 is a symmetric α-stable
process and we denote the Le´vy density of X by
J (x, y) := J 0(x, y) = A(d,−α)|x − y|−(d+α).
The Le´vy density gives rise to a Le´vy system for Xm , which describes the jumps of the process
Xm : for any nonnegative measurable function f on R+ × Rd × Rd with f (s, y, y) = 0 for all
y ∈ Rd , x ∈ Rd and stopping time T (with respect to the filtration of Xm),
Ex
−
s≤T
f (s, Xms−, Xms )

= Ex
[∫ T
0
∫
Rd
f (s, Xms , y)J
m(Xms , y)dy

ds
]
. (2.3)
(See, for example, [9, Proof of Lemma 4.7] and [10, Appendix A].)
The next two inequalities, which can be seen easily from (2.2), will be used later in this paper.
For any a > 0 and M > 0, there exist positive constants C9 and C10 depending on a and M such
that for any m ∈ (0, M],
jm(r) ≤ C9 jm(2r) for every r ∈ (0, a) (2.4)
and
jm(r) ≤ C10 jm(r + a) for every r > a. (2.5)
We will use pm(t, x, y) = pm(t, x − y) to denote the transition density of Xm and use
p(t, x, y) to denote the transition density of X .
For any open set D, we use τmD to denote the first exit time from D for X
m , i.e., τmD = inf{t >
0 : Xmt ∉ D} and use τD to denote the first exit time from D for X . We define Xm,D by
Xm,Dt (ω) = Xmt (ω) if t < τmD (ω) and Xm,Dt (ω) = ∂ if t ≥ τmD (ω). We define X D similarly.
Xm,D is called the subprocess of Xm in D (or, the killed relativistic α-stable process in D with
mass m), and X D is called the killed symmetric α-stable process in D.
It is known (see [10]) that Xm,D has a transition density pmD(t, x, y) which is continuous on
(0,∞)×D×D with respect to the Lebesgue measure. Note that the transition density pmD(t, x, y)
may not be continuous on D × D if the boundary of D is irregular.
We will use GmD(x, y) :=
∞
0 p
m
D(t, x, y)dt to denote the Green function of X
m,D . We
use pD(t, x, y) and G D(x, y) to denote the transition density and the Green function of X D
respectively.
From (1.1), one can easily see that Xm has the following scaling property:
{m−1/α(X1mt − X10), t ≥ 0} has the same distribution as that of {Xmt − Xm0 , t ≥ 0},
i.e,
pm(t, x, y) = md/α p1(mt,m1/αx,m1/α y).
Consequently,
pmD(t, x, y) = md/α p1m1/αD(mt,m1/αx,m1/α y) for t > 0 and x, y ∈ D, (2.6)
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and
GmD(x, y) = m(d−α)/αG1m1/αD(m1/αx,m1/α y) for every x, y ∈ D. (2.7)
The following result is established in [8, Theorem 2.6] (see also [17, (2.16)] and the comments
following it).
Theorem 2.1. There exist positive constants R0 and C11 > 1 depending only on d and α such
that for any m ∈ (0,∞), any ball B of radius r ≤ R0m−1/α ,
C−111 G B(x, y) ≤ GmB (x, y) ≤ C11G B(x, y), x, y ∈ B.
In the remainder of this paper, R0 will always stand for the constant in Theorem 2.1.
A real-valued function u on Rd is said to be harmonic in an open set D ⊂ Rd with respect to
Xm if for every open set B whose closure is a compact subset of D,
Ex
u(XmτmB ) <∞ and u(x) = Ex u(XmτmB ) for every x ∈ B.
A real-valued function u onRd is said to be regular harmonic in an open set D ⊂ Rd with respect
to Xm if
Ex
u(XmτmD ) <∞ and u(x) = Ex u(XmτmD ) for every x ∈ D.
Clearly, a regular harmonic function in D is harmonic in D. For any Greenian open set D and any
x ∈ D, GmD( · , x) is harmonic in D \ {x} with respect to Xm and regular harmonic in D \ B(x, ε)
with respect to Xm for every ε > 0.
For any bounded open set U , define the Poisson kernel for Xm on U as
K mU (x, z) :=
∫
U
GmU (x, y)J
m(y, z)dy, (x, z) ∈ U × (Rd \U ). (2.8)
By Eq. (2.3),
Ex

f (Xm
τmU
); Xm
τmU − ≠ X
m
τmU

=
∫
U
c
K mU (x, y) f (y)dy.
We will use KU to denote the Poisson kernel of X on U . It is well known (see [1]) that for
x0 ∈ Rd and r > 0,
K B(x0,r)(x, z) = c1
(r2 − |x − x0|2) α2
(|z − x0|2 − r2) α2
1
|x − z|d for all (x, z) ∈ B(x0, r)× B(x0, r)
c
(2.9)
for some constant c1 = c1(d, α) > 0.
The next proposition is essentially proved in [26, Theorem 6] for m = 1. We give a full proof
using Theorem 2.1 for completeness.
Proposition 2.2. There exist C12,C13 > 1 depending only on d and α such that for all m > 0,
r ∈ (0, R0m−1/α] and x0 ∈ Rd ,
C−112 K B(x0,r)(x, y) ≤ K mB(x0,r)(x, y) ≤ C12 K B(x0,r)(x, y) (2.10)
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on B(x0, r) ×

B(x0, 2R0m−1/α) \ B(x0, r)

, and that for all U ⊂ B(x0, r) and (x, y) ∈
U × (Rd \ B(x0, 3r/2)),
C−113 Ex [τmU ] jm(|y − x0|) ≤ K mU (x, y) ≤ C13Ex [τmU ] jm(|y − x0|). (2.11)
In particular, there exists C14 > 1 depending only on d and α such that on B(x0, r) × (Rd \
B(x0, 3r/2)),
C−114 r
α/2(r − |x − x0|)α/2 jm(|y − x0|) ≤ K mB(x0,r)(x, y)
≤ C14rα/2(r − |x − x0|)α/2 jm(|y − x0|). (2.12)
Proof. Without loss of generality, we assume x0 = 0. First of all, by (2.1), (2.8) and Theorem 2.1,
K mB(x0,r)(x, y) ≤ c1 K B(x0,r)(x, y) for r ∈ (0, R0m−1/α]. For the remainder of the proof, we
assume r ∈ (0, R0m−1/α].
For z ∈ B(0, r) and r < |y| < 2R0m−1/α ,
m1/α|z − y| ≤ m1/α(|z| + |y|) ≤ m1/α(r + |y|) ≤ 2m1/α|y| ≤ 4R0, (2.13)
thus, by (2.1), (2.8) and Theorem 2.1,
K mB(x0,r)(x, y) ≥ c2ψ(4R0)
∫
B(x0,r)
G B(x0,r)(x, z)J (z, y)dz = c2ψ(4R0)K B(x0,r)(x, y).
On the other hand, for z ∈ B(0, r) and |y| ≥ 2R0m−1/α ,
|m1/α y| − R0 ≤ m1/α(|y| − |z|) ≤ m1/α|z − y| ≤ m1/α(|z| + |y|) ≤ R0 + |m1/α y|.
Thus, by (2.5), for z ∈ B(0, r) and |y| ≥ 2R0m−1/α ,
c3ψ(|m1/α y|) ≤ ψ(|m1/α y| + R0) ≤ ψ(m1/α|z − y|)
≤ ψ(|m1/α y| − R0) ≤ c4ψ(|m1/α y|).
Moreover, for z ∈ B(0, r) and 3r/2 < |y| ≤ 2R0m−1/α , using (2.13),
1
3
m1/α|y| ≤ m1/α(|y| − |z|) ≤ m1/α(|z − y|) ≤ 2m1/α|y| ≤ 4R0.
Thus, by (2.4), for z ∈ B(0, r) and 3r/2 < |y| ≤ 2R0m−1/α ,
c5ψ(|m1/α y|) ≤ ψ(2m1/α|y|) ≤ ψ(m1/α|z − y|) ≤ ψ

1
3
m1/α|y|

≤ c6ψ(|m1/α y|).
Using these, (2.1), (2.8) and the fact that ( 35 )
d+α J (y) ≤ J (y, z) ≤ 3d+α J (y) for z ∈ B(0, r)
and 3r/2 < |y|, we have
c7Ex [τmU ] jm(|y|) ≤ K mU (x, y) ≤ c8Ex [τmU ] jm(|y|).
We have proved (2.11).
Now (2.12) follows from (2.11), Theorem 2.1 and the estimates of G B(0,r)(x, y). 
The next proposition is proved in [8, Theorem 2.9] as a consequence of the uniform parabolic
Harnack inequality established there. We give a different proof for completeness.
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Theorem 2.3 (Uniform Harnack Inequality). There exists a constant C15 = C15(α, d) > 0 such
that for any m ∈ (0,∞) and r ∈ (0, 4m−1/α], x0 ∈ Rd and any function u which is nonnegative
in Rd and harmonic in B(x0, r) with respect to Xm we have
u(x) ≤ C15u(y) for all x, y ∈ B(x0, r/2).
Proof. Since Xm satisfies the hypothesis H in [31], by [31, Theorem 1] we have Px (XmτmB(x0,r)
∈
∂B(x0, r)) = 0, thus for x ∈ B(x0, r),
u(x) =
∫
B(x0,r)c
u(y)K mB(x0,r)(x, y)dy.
Thus for r ∈ (0, R0m−1/α], the theorem follows from (2.9) and Proposition 2.2. When r ∈ (R0
m−1/α, 4m−1/α], we apply the usual chain argument to get the conclusion of the theorem. 
To get our uniform Green function estimates in half-space-like open sets, we need a uniform
boundary Harnack principle (Theorem 2.6 below). We emphasize that Theorem 2.6 is not a direct
consequence of the boundary Harnack principle in [22].
Lemma 2.4. For every κ ∈ (0, 1), there exists C16 = C16(κ, d, α) > 0 such that for any m ∈
(0,∞), r ∈ (0, 12 R0m−1/α], any open set U with B(A, κr) ⊂ U ⊂ B(z, r) and x ∈ U ∩B(z, r2 ),
we have
Px

Xm
τmU
∈ B(z, r)c

≤ C16Px

Xm
τmU\B(A,κr)
∈ B(A, κr)

.
Proof. The proof of this lemma is similar to that of [29, Lemma 3.3]. We spell out the details
here for the readers’ convenience. Without loss of generality, we assume that z = 0. We fix
x ∈ U \ B(A, κr) until the display (2.16) and let B := B(A, κr2 ). Since GmU (x, · ) is harmonic
in U \ {x} with respect to Xm ,
GmU (x, A) =
∫
U∩Bc
K mB (A, y)G
m
U (x, y)dy ≥
∫
U∩B(A, 3κr4 )c
K mB (A, y)G
m
U (x, y)dy.
Since 3κr4 ≤ |y − A| ≤ 2r ≤ R0m−1/α for y ∈ B(A, 3κr4 )c ∩U , it follows from (2.9) and (2.10)
that
GmU (x, A) ≥ c1
∫
U∩B(A, 3κr4 )c
(κr)α
|y − A|d+α G
m
U (x, y)dy
≥ c2r−d
∫
U∩B(A, 3κr4 )c
GmU (x, y)dy.
Using this and applying Theorem 2.3 we get∫
U
GmU (x, y)dy ≤ c3rd GmU (x, A)+
∫
B(A, 3κr4 )
GmU (x, y)dy ≤ c4rd GmU (x, A).
Let V = U \ B(A, κr2 ). Note that for any w ∈ B(A, κr4 ) and y ∈ V ,
2−1|y − w| ≤ |y − A| ≤ 2|y − w| and m1/α|y − A| ≤ 2m1/α|y − w| ≤ 2R0.
Thus we get from (2.8) that for w ∈ B(A, κr4 ),
c5 K
m
V (x, A) ≤ K mV (x, w) ≤ c6 K mV (x, A). (2.14)
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Using the harmonicity of GmU (·, A) in U \ {A} with respect to Xm , we can split GmU (·, A) into
two parts:
GmU (x, A) = Ex

GmU (X
m
τmV
, A)

= Ex

GmU (X
m
τmV
, A) : Xm
τmV
∈ B(A, κr/4)

+Ex

GmU (X
m
τmV
, A) : Xm
τmV
∈ {κr/4 ≤ |y − A| ≤ κr/2}

:= I1 + I2.
Since 2r ≤ m−1/αR0, by Theorem 2.1, and the monotonicity and symmetry of the Green
functions, we have
GmU (y, A) ≤ GmB(0,r)(y, A) ≤ GmB(A,2r)(y, A) ≤ c7G B(A,2r)(A, y) y ∈ B(A, κr/2).
(2.15)
Thus ∫
B(A, κr4 )
GmU (y, A)dy ≤ c7
∫
B(A, κr4 )
G B(A,2r)(A, y) ≤ c8rα.
Using this and (2.14) twice, we have
I1 ≤ c9 K mV (x, A)
∫
B(A, κr4 )
GmU (y, A)dy ≤ c10rαK mV (x, A)
≤ c11rα−d
∫
B(A, κr4 )
K mV (x, z)dz.
On the other hand, since by (2.15) and [7, Corollary 1.2] GmU (y, A) ≤ c12rα−d on y ∈ { κr4 ≤|y − A| ≤ κr2 } for all d ≥ 1, we get
I2 ≤
∫
{ κr4 ≤|y−A|≤ κr2 }
GmB(A,2r)(A, y)Px (X
m
τmV
∈ dy)
≤ c12rα−dPx

Xm
τmV
∈
κr
4
≤ |y − A| ≤ κr
2

.
Therefore∫
U
GmU (x, y)dy ≤ c13rαPx

Xm
τm
U\B(A, κr2 )
∈ B

A,
κr
2

≤ c13rαPx

Xm
τmU\B(A,κr)
∈ B(A, κr)

. (2.16)
Recall that C∞c (Rd), the space of continuous functions with compact support, is in the domain
of the L2-generator Lm of Xm and
Lmφ(x) =
∫
Rd
(φ(x + y)− φ(x)− (∇φ(x) · y)1B(0,ε)(y))J m(|y|)dy, ∀φ ∈ C∞c (Rd)
(see [27, Section 4.1]). Using the argument in [21, pp. 152], one can easily see that the last
formula on [21, pp. 152] is valid for Xm for all d ≥ 1. Thus we have that for every x ∈ U and φ
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in C∞c (Rd) with φ(x) = 0,
Ex

φ(Xm
τmU
)

=
∫
U
GmU (x, y)Lmφ(y)dy. (2.17)
Take a sequence of radial functions φk in C∞c (Rd) such that 0 ≤ φk ≤ 1,
φk(y) =
0, |y| < 1/21, 1 ≤ |y| ≤ k + 10, |y| > k + 2,
and that
∑
i, j | ∂
2
∂yi ∂y j
φk | is uniformly bounded. Define φk,r (y) = φk( yr ). Then we have 0 ≤
φk,r ≤ 1 and
sup
y∈Rd
−
i, j
 ∂2∂yi∂y j φk,r (y)
 < c14r−2.
Using this inequality and the fact that J m ≤ J , we have
sup
k≥1
sup
x∈Rd
|Lmφk,r (x)| ≤ sup
k≥1
sup
x∈Rd
∫Rd (φk,r (x + y)− φk,r (x)
− (∇φk,r (x) · y)1B(0,r)(y)) jm(|y|)dy

≤ c15 sup
k≥1
sup
x∈Rd
∫
{|y|≤r}
φk,r (x + y)− φk,r (x)− (∇φk,r (x) · y)|y|d+α
 dy
+
∫
{r<|y|}
1
|y|d+α dy

≤ c16

1
r2
∫
{|y|≤r}
|y|2
|y|d+α dy +
∫
{r<|y|}
1
|y|d+α dy

≤ c17r−α. (2.18)
When U ⊂ B(0, r) for some r ∈ (0, 1), we get, by combining (2.17) and (2.18), that for any
x ∈ U ∩ B(0, r2 ),
Px

Xm
τmU
∈ B(0, r)c

= lim
k→∞Px

Xm
τmU
∈ {y ∈ Rd : r ≤ |y| < (k + 1)r}

≤ c18r−α
∫
U
GmU (x, y)dy.
Combining this with (2.16), we have proved the lemma. 
Lemma 2.5. Suppose m ∈ (0,∞), κ ∈ (0, 12 ], r ∈ (0, 12 R0m−1/α] and that D is an open set
with B(A, κr) ⊂ D ∩ B(z, r). Suppose that u ≥ 0 is regular harmonic in D ∩ B(z, 2r) with
respect to Xm and u = 0 in Dc ∩ B(z, 2r). If w is a regular harmonic function with respect to
Xm in D ∩ B(z, r) such that
w(x) =

u(x), x ∈ B(z, 3r/2)c ∪ (Dc ∩ B(z, r)),
0, x ∈ {y ∈ Rd : r ≤ |y − z| < 3r/2},
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then
u(A) ≥ w(A) ≥ C17u(x) for x ∈ D ∩ B(z, 3r/2)
for some constant C17 > 0 depending only on d, α, κ .
Proof. Without loss of generality, we may assume z = 0 and x ∈ D ∩ B(0, 32r). The left-hand
side inequality in the conclusion of the lemma is obvious, so we only need to prove the right-hand
side inequality.
Using (2.11) and then applying Theorem 2.1 and the Green function estimates of X in balls,
we have that
w(A) =
∫
B(0, 3r2 )
c
K mD∩B(0,r)(A, y)u(y)dy ≥ c1
∫
B(0, 3r2 )
c
EA[τmD∩B(0,r)] jm(|y|)u(y)dy
≥ c2
∫
B(0, 3r2 )
c
jm(|y|)EA[τmB(A,κr)]u(y)dy ≥ c3rα
∫
B(0, 3r2 )
c
J m(y)u(y)dy. (2.19)
Note that∫ 11
6 r
10
6 r
∫
{y∈Rd :s≤|y|<2r}
(|y| − s)−α/2u(y)dyds
=
∫
{y∈Rd : 106 r≤|y|<2r}
∫ |y|∧ 116 r
10
6 r
(|y| − s)−α/2dsu(y)dy
≤
∫
{y∈Rd : 106 r≤|y|<2r}
∫ |y|− 106 r
0
s−α/2ds

u(y)dy
≤ 2
(2− α)31−α/2 r
1−α/2
∫
{y∈Rd : 106 r≤|y|<2r}
u(y)dy.
Thus, there is an s ∈ ( 106 r, 116 r) such that∫
{y∈Rd :s≤|y|<2r}
(|y| − s)−α/2u(y)dy
≤ 12
(2− α)31−α/2 r
−α/2
∫
{y∈Rd : 106 r≤|y|<2r}
u(y)dy. (2.20)
Let x ∈ D∩ B(0, 32r). Note that, since Xm satisfies the hypothesis H in [31], by [31, Theorem
1], we have
u(x) = Ex

u(Xm
τmD∩B(0,s)
); Xm
τmD∩B(0,s)
∈ B(0, s)c

= Ex

u(Xm
τmB(0,s)
); Xm
τmB(0,s)
∈ B(0, s)c, τmD∩B(0,s) = τmB(0,s)

≤ Ex

u(Xm
τmB(0,s)
); Xm
τmB(0,s)
∈ B(0, s)c

=
∫
B(0,s)c
K mB(0,s)(x, y)u(y)dy.
In the first equality above we have used the fact that u vanishes on Dc ∩ B(0, s). Since
|x | < 3
2
r <
10
6
r < s <
11
6
r < 2r < R0m−1/α,
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from Proposition 2.2 and (2.9) we have
u(x) ≤ c4
∫
{y∈Rd :s≤|y|<2r}
K B(0,s)(x, y)u(y)dy
+ c4
∫
B(0,2r)c
jm(|y|)sα/2(s − |x |)α/2u(y)dy
≤ c5rα/2−d
∫
{y∈Rd :s≤|y|<2r}
(|y| − s)−α/2u(y)dy + c5rα
∫
B(0,2r)c
jm(|y|)u(y)dy
for some constant c4, c5 > 0. By (2.20),
rα/2−d
∫
{y∈Rd :s≤|y|<2r}
(|y| − s)−α/2u(y)dy
≤ 12
(2− α)31−α/2 r
−d
∫
{y∈Rd : 106 r≤|y|<2r}
u(y)dy
≤ 12 · 2
d+α
(2− α)31−α/2 r
α
∫
{y∈Rd : 106 r≤|y|<2r}
|y|−d−αu(y)dy.
Hence, combining this with Eq. (2.19)
u(x) ≤ c6rα
∫
B(0, 10r6 )
c
J m(y)u(y)dy ≤ c7w(A). 
Using Lemmas 2.4 and 2.5, we can repeat the argument in the proof of the boundary Harnack
principle in [2,22,29] to arrive at our uniform boundary Harnack principle. We spell out the
details for the readers’ convenience.
Theorem 2.6 (Uniform Boundary Harnack Principle). Suppose that D is an open set in Rd
and κ ∈ (0, 12 ]. There exists C18 = C18(d, α, κ) > 0 such that for all m ∈ (0,∞), z ∈ ∂D,
r ∈ (0, 12 R0m−1/α], B(A, κr) ⊂ D∩B(z, r) and all functions u, v ≥ 0 onRd which are positive
regular harmonic for Xm in D ∩ B(z, 2r) and vanishing on Dc ∩ B(z, 2r), we have
C−118
u(A)
v(A)
≤ u(x)
v(x)
≤ C18 u(A)
v(A)
, x ∈ D ∩ B(z, r).
Proof. Fix r ∈ (0, 12 R0m−1/α] throughout this proof. Without loss of generality, we may assume
that z = 0 and u(A) = v(A). Define
u(x) = Ex [u(XmτmD∩B(0,r)) : X
m
τmD∩B(0,r)
∈ {y ∈ Rd : r ≤ |y| < 3r/2}]
+
∫
B(0, 3r2 )
c
K mD∩B(0,r)(x, z)u(z)dz
=: u1(x)+ u2(x). (2.21)
If D ∩ {y ∈ Rd : r ≤ |y| < 3r/2} is empty, then, since u vanishes on Dc ∩ B(0, 2r), u1 = 0
and the inequality (2.24) below holds trivially. So we assume D ∩ {y ∈ Rd : r ≤ |y| < 3r/2} is
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not empty. Then by Lemmas 2.4 and 2.5, for x ∈ D ∩ B(0, r2 ), we have
u1(x) ≤

sup
D∩{y∈Rd :r≤|y|<3r/2}
u(y)

Px

Xm
τmD∩B(0,r)
∈ B(0, r)c

≤ c1u(A)Px

Xm
τmD∩B(0,r)
∈ B(0, r)c

≤ c2u(A)Px

Xm
τm
(D∩B(0,r))\B(A, κr2 )
∈ B

A,
κr
2

. (2.22)
Since 2r < R0m−1/α , by Theorem 2.3, for x ∈ D ∩ B(0, r2 ),
u(x) = Ex

u(Xm
τm
(D∩B(0,r))\B(A, κr2 )
)

≥ c3u(A)Px

Xm
τm
(D∩B(0,r))\B(A, κr2 )
∈ B

A,
κr
2

. (2.23)
Using (2.22), the analogue of (2.23) for v and the assumption that u(A) = v(A), we get that for
x ∈ D ∩ B(0, r2 ),
u1(x) ≤ c2v(A)Px

Xm
τm
(D∩B(0,r))\B(A, κr2 )
∈ B

A,
κr
2

≤ c4v(x) (2.24)
for some constant c4 = c4(κ) > 0.
On the other hand, by (2.11), for x ∈ D ∩ B(0, r), we have
c5Ex

τmD∩B(0,r)
 ∫
B(0, 3r2 )
c
jm(|z|)u(z)dz ≤ u2(x)
≤ c6Ex

τmD∩B(0,r)
 ∫
B(0, 3r2 )
c
jm(|z|)u(z)dz.
Thus, let s(x) = Ex [τmD∩B(0,r)], we have
c−17 ≤
u2(x)
u2(A)
Ex [τmD∩B(0,r)]
EA[τmD∩B(0,r)]
≤ c7, (2.25)
for some constant c7 > 1. Applying (2.25) to u and v and Lemma 2.5 to v and v2, we obtain for
x ∈ D ∩ B(0, r2 ),
u2(x) ≤ c7u2(A) s(x)s(A) ≤ c
2
7
u2(A)
v2(A)
v2(x) ≤ c8 u(A)
v(A)
v2(x) = c8v2(x) (2.26)
for some constant c8 > 0. Combining (2.21), (2.24) and (2.26), we have
u(x) ≤ c9v(x) for every x ∈ D ∩ B(0, r/2). 
3. Green function estimates
In this section, we present the proof of Theorem 1.3.
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Theorem 3.1. Let H := {(x1, . . . , xd) ∈ Rd : xd > 0} be the upper half space in Rd . There
exists C19 = C19(d, α) > 1 such that for all m > 0,
C−119 V α,mH (x, y) ≤ GmH (x, y) ≤ C19V α,mH (x, y), x, y ∈ H,
where V α,mH is defined before the statement of Theorem 1.3.
Proof. Since by (2.7),
GmH (x, y) = m(d−α)/α G1H (m1/αx,m1/α y) for x, y ∈ H, (3.1)
it suffices to consider m = 1. When m = 1, the d ≥ 2 case of this theorem is essentially
established in [17, Theorem 5.3]. However there is an error in the statement of [17, Theorem 5.3]
for the case of |x − y| ≤ 3, where the terms

xd∧yd
|x−y|
α/2
should be replaced by

xd yd
|x−y|2
α/2
.
The error in [17, Theorem 5.3] stems from [5, Theorem 3.2], where the same error occurred in
the estimate of the 1-resolvent of X1 in the upper half space. [5, Theorem 3.2] is a corollary
of [5, Lemma 3.1]. A typo occurred in the display preceding the statement of [5, Theorem 3.2],
which resulted in all these errors. That display should be
4δ(x)δ(y)
|x − y|2 + 1− 1

|x − y| ≈ δ(x)δ(y)|x − y| for
δ(x)δ(y)
|x − y|2 ≤ 1.
Another typo occurred in [5, (21) and (22)], where the term δ(x) ∧ δ(y) ∧ 1 should be δ(x)δ(y)|x−y|∧ 1. With these corrections, the desired Green function estimates can then be established as
in [17, Theorem 5.3].
Now we deal with the case d = 1. In the remainder of this proof the notation f ≍ g means
that there are positive constants c1 and c2 depending only on α so that c1g(x) ≤ f (x) ≤ c2g(x)
in the common domain of definition for f and g. We first recall the result in [17, Theorems 2.13
and 3.2].
(i) For α > 1 and x, y > 0,
G1H (x, y) ≍

e−|x−y|
|x − y|1−(α/2) (1 ∧ x ∧ y)
α/2 + (x ∧ y)+ (x ∧ y)α/2
when |x − y| ≥ 1 ∧ x ∧ y,
(1 ∧ x ∧ y)α−1 + (x ∧ y)+ (x ∧ y)α/2
when |x − y| < 1 ∧ x ∧ y.
(3.2)
(ii) For α = 1 and x, y > 0,
G1H (x, y) ≍

e−|x−y|
|x − y|1/2 (1 ∧ x ∧ y)
1/2 + (x ∧ y)+ (x ∧ y)1/2
when |x − y| ≥ 1 ∧ x ∧ y,
log

2
1 ∧ x ∧ y
|x − y|

+ (x ∧ y)+ (x ∧ y)1/2
when |x − y| < 1 ∧ x ∧ y.
(3.3)
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(iii) For 0 < α < 1 and x, y > 0,
G1H (x, y) ≍

e−|x−y|
|x − y|1−(α/2)

1 ∧ xy|x − y|2
α/2
+ (x ∧ y)+ (x ∧ y)α/2
when |x − y| ≥ 1,
|x − y|α−1

1 ∧ xy|x − y|2
α/2
+ (x ∧ y)+ (x ∧ y)α/2
when |x − y| < 1.
(3.4)
In the above estimates, we have slightly rewritten the result in [17, Theorems 2.13 and 3.2] to an
equivalent form, which can be seen from the inequality
x <
xy
y − x = x

1+ x
y − x

≤ 2x for every 0 < x < y with xy ≤ (y − x)2.
By (3.2)–(3.4), we only need to consider the case |x − y| < 3. So in the remainder of the
proof, we assume that x ≤ y and |x − y| = y − x < 3. We first deal with the case α = 1. We
consider three subcases separately.
(a) x ≤ 1 and x ≤ y − x : In this case, we have y = x + (y − x) ≤ 2(y − x). Since y − x < 3,
we have x
1/2
(y−x)1/2 ≥ 1√3 x1/2. Thus by (3.3),
1√
2
x1/2 y1/2
y − x ≤
x1/2
(y − x)1/2 ≍ G
1
H (x, y) ≍
x1/2
(y − x)1/2 ≤
x1/2 y1/2
y − x .
Since x
1/2 y1/2
y−x ≤ 2, we get
G1H (x, y) ≍ log

1+ x
1/2 y1/2
y − x

. (3.5)
(b) x ≤ 1 and y − x < x : In this case, we have x ≤ y ≤ 2x and
x log 2 ≤ x1/2 log 2 ≤ log 2 ≤ log

2
x
y − x

.
Thus by (3.3),
log
√
2
x1/2 y1/2
y − x

≤ log

2
x
y − x

≍ G1H (x, y) ≍ log

2
x
y − x

≤ log

2
x1/2 y1/2
y − x

.
Since x
1/2 y1/2
y−x ≥ 1, we get (3.5).
(c) x > 1: In this case, since y − x < 3 we have x ≤ y ≤ 4x . Thus by (3.3), if y − x < 1
log

2
x1/2 y1/2
y − x

+ cx1/2 y1/2 ≤ log

2
y − x

+ log(x1/2 y1/2)+ cx1/2 y1/2
≤ log

2
y − x

+ x1/2 y1/2 ≍ G1H (x, y) ≍ log

2
y − x

+ x
≤ log

2
x1/2 y1/2
y − x

+ x .
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If 1 ≤ y − x < 3, we have log

2 x
1/2 y1/2
y−x

≤ log(4x) ≤ 4x . Thus by (3.3),
x ≤ 1
(y − x)1/2 + x ≍ G
1
H (x, y) ≍
1
(y − x)1/2 + x ≤ 1+ x ≤ 2x .
Since x
1/2 y1/2
y−x ≥ 1 and x > 1, we get
G1H (x, y) ≍ log

1+ x
1/2 y1/2
y − x

+ (x ∧ y). (3.6)
Now we consider the case α > 1. Again we divide into three subcases.
(a) x ≤ 1 and x ≤ y − x : In this case, we have (y − x) ≤ y ≤ 2(y − x) ∧ 4 and so
xα/2
(y − x)1−α/2 ≥
1
41−α/2
xα/2.
Thus by (3.2),
xα/2
y1−α/2
≤ x
α/2
(y − x)1−α/2 ≍ G
1
H (x, y) ≍
xα/2
(y − x)1−α/2 ≤ 2
1−α/2 xα/2
y1−α/2
.
From this we immediately get
G1H (x, y) ≍

x (α−1)/2 y(α−1)/2

∧ x
α/2 yα/2
y − x . (3.7)
(b) x ≤ 1 and y − x < x : In this case, we have x ≤ y ≤ 2x , and by (3.2),
1
2
xα/2
y1−α/2
≍ xα−1 ≍ G1H (x, y) ≍ xα−1 ≤ 21−α/2
xα/2
y1−α/2
.
Again (3.7) follows immediately.
(c) x > 1: In this case, since y − x < 3 we have x ≤ y ≤ 4x , and by (3.2),
G1H (x, y) ≍ 1+ x ≍ x .
Now we consider the case α < 1. The subcase x > 1 is clear from (3.4). Note that
(y − x)α−1

1 ∧ x
α/2 yα/2
(y − x)α

≍ (y − x)α−1 x
α/2 yα/2
(x ∨ y ∨ (y − x))α = (y − x)
α−1 xα/2
yα/2
.
(a) x ≤ 1 and x ≤ y − x : In this case, we have (y − x) ≤ y ≤ 2(y − x) ∧ 4 and so
(y − x)α−1 x
α/2
yα/2
≍ x
α/2
(y − x)1−α/2 ≥
1
41−α/2
xα/2.
Thus by (3.4),
G1H (x, y) ≍ (y − x)α−1
xα/2
yα/2
≍ (y − x)α−1

1 ∧ x
α/2 yα/2
(y − x)α

. (3.8)
(b) x ≤ 1 and y − x < x : In this case, we have x ≤ y ≤ 2x , so
(y − x)α−1 x
α/2
yα/2
≍ (y − x)α−1 ≥ 1 ≥ xα/2.
Thus (3.8) follows from (3.4). 
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As a consequence of this theorem, we can easily see that, for any b > 1, there exists a positive
constant c such that
G1H (bx, by) ≤ cG1H (x, y) for all x, y ∈ H. (3.9)
The inequalities in the next lemma can be proved by elementary calculus and will be used
several times without being mentioned explicitly.
Lemma 3.2. For any L > 0, there exists a constant C20 = C20(L) > 1 such that
C−120 b ≤ log(1+ b) ≤ b for any 0 < b ≤ L
and
C−120 log(1+ s) ≤ log(1+ Ls) ≤ C20 log(1+ s) for any 0 < s <∞.
We will also use the following fact several times in this section.
δD(x)δD(y)
(δD(x) ∨ δD(y) ∨ |x − y|)2 ≤

1 ∧ δD(x)δD(y)|x − y|2

≤ 9
4
δD(x)δD(y)
(δD(x) ∨ δD(y) ∨ |x − y|)2 . (3.10)
(See [3] for the proof.)
Proof of Theorem 1.3. Fix a half-space-like C1,1 open set D with C1,1 characteristics (R,Λ0).
Without loss of generality, we assume M = 1, δD(x) ≤ δD(y) and that H1/4 ⊂ D ⊂ H−1/4,
where Ha := {y = (y, yd) ∈ Rd : yd > a}. In this proof, the notation f ≍ g means that there
are positive constants c1 and c2 depending only on D and α so that c1g(x) ≤ f (x) ≤ c2g(x) in
the common domain of definition for f and g.
We first deal with the case d ≥ 2. If D is a general C1,1 open set, by [7, (4.3), (4.4), (4.6),
(4.7)] and our Theorem 1.1(i), we have for |x − y| ≤ 3m−1/α ,∫ 1
0
pmD(t, x, y)dt ≍
1
|x − y|d−α

1 ∧ δD(x)
α/2δD(y)α/2
|x − y|α

. (3.11)
Now we assume that D is a half-space-like C1,1 open set in Rd . Observe that if δD(x) ≥ 1,
then
1
2
δD(x) ≤ δD(x)− 12 ≤ δH1/4(x) ≤ δD(x) ≤ δH−1/4(x) ≤ δD(x)+
1
2
≤ 3
2
δD(x). (3.12)
If 1 ≤ δD(x) ≤ δD(y), by (3.12) and Theorem 3.1, we know that there exists c3 > 1 such that
for all m > 0 and d ≥ 2,
c−13 V α,mD (x, y) ≤ GmH1/4(x, y) ≤ GmD(x, y) ≤ GmH−1/4(x, y) ≤ c3V α,mD (x, y). (3.13)
Now we consider the case δD(x) < 1. In the remainder of this proof, for each x ∈ D, we
define
x0 := (x, xd + 1). (3.14)
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(i) First we assume that |x − y| > 3m−1/α . In this case, we have |x0 − y| > 2m−1/α . If
R/3 ≤ δD(x) < 1, by the uniform boundary Harnack principle (Theorem 2.6),
GmD(x, y) ≍ GmD(x0, y) ≍ δD(x)α/2GmD(x0, y). (3.15)
If δD(x) < R/3, choose a Qx ∈ ∂D such that δD(x) = |x − Qx |. Note that x0 ∈ B(Qx , 2).
It follows from [28, Lemma 2.2] that one can choose a constant c4 = c4(D) and a bounded
C1,1 open set U , whose C1,1-characteristics depends on D but is independent of x , such that
B(Qx , 104 R) ∩ D ⊂ U ⊂ B(Qx , 114 R) ∩ D and (U ∩ {δU (z) > c4}) \ B(Qx , 94 R) is nonempty.
Note that δU (x) = δD(x). Choose an x1 ∈ (U ∩ {δU (z) > c4}) \ B(Qx , 94 R). By the uniform
boundary Harnack principle (Theorem 2.6), the uniform Harnack inequality (Theorem 2.3) and
Theorem 1.2,
GmD(x, y) ≍
GmU (x, x1)
GmU (x0, x1)
GmD(x0, y) ≍ δU (x)α/2GmD(x0, y) = δD(x)α/2GmD(x0, y). (3.16)
If δD(x) < 1 ≤ δD(y), then
δH1/4(y) ≤ δD(y) ≤ δD(x)+ |x − y| ≤ 1+ |x − y| ≤
4
3
|x − y|. (3.17)
By Theorem 3.1, (3.12), (3.15) and (3.16), we have for d ≥ 3,
GmD(x, y) ≍ δD(x)α/2GmD(x0, y) ≤ δD(x)α/2GmH−1/4 (x0, y)
≍ δD(x)α/2m(2−α)/α

1 ∧ (1+ m
−(2−α)/(2α))(δH−1/4 (y)+ m−(2−α)/(2α)δH−1/4 (y)α/2)
|x0 − y|2

× 1|x0 − y|d−2
≍ m(2−α)/α

δD(x)
α/2 ∧ (δD(x)
α/2 + m−(2−α)/(2α)δD(x)α/2)(δD(y)+ m−(2−α)/(2α)δD(y)α/2)
|x − y|2

× 1|x − y|d−2
≤ m(2−α)/α

1 ∧ (δD(x)+ m
−(2−α)/(2α)δD(x)α/2)(δD(y)+ m−(2−α)/(2α)δD(y)α/2)
|x − y|2

× 1|x − y|d−2
= V α,m(x, y)
and
GmD(x, y) ≍ δD(x)α/2GmD(x0, y) ≥ δD(x)α/2GmH1/4(x0, y)
≍ δD(x)α/2m(2−α)/α

1+ m−(2−α)/(2α) δH1/4(y)+ m−(2−α)/(2α)δH1/4(y)α/2
|x0 − y|2
× 1|x0 − y|d−2
≍ m(2−α)/α

δD(x)+ m−(2−α)/(2α)δD(x)α/2
 
δD(y)+ m−(2−α)/(2α)δD(y)α/2

|x − y|2
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× 1|x − y|d−2
≥ V α,m(x, y),
where in the second line of the display above we used (3.17).
Similarly, when δD(x) < 1 ≤ δD(y) and d = 2, we get
GmD(x, y) ≍ m(2−α)/α
× log

1+ (δD(x)+ m
−(2−α)/(2α)δD(x)α/2)(δD(y)+ m−(2−α)/(2α)δD(y)α/2)
|x − y|2

.
Now we suppose that δD(x) ≤ δD(y) < 1. In this case we have |x0− y0| = |x− y| > 3m−1/α .
Repeating the argument before (3.16) with y instead of x , we get
GmD(x, y) ≍ δD(x)α/2GmD(x0, y) ≍ δD(x)α/2δD(y)α/2GmD(x0, y0). (3.18)
Thus by (3.12), (3.18) and Theorem 3.1, we have for d ≥ 3,
GmD(x, y) ≍ δD(x)α/2δD(y)α/2GmD(x0, y0) ≤ δD(x)α/2δD(y)α/2GmH−1/4(x0, y0)
≍ δD(x)α/2δD(y)α/2m(2−α)/α

1+ m−(2−α)/(2α) 1+ m−(2−α)/(2α)
|x0 − y0|2
1
|x0 − y0|d−2
≍ m(2−α)/α

δD(x)+ m−(2−α)/(2α)δD(x)α/2
 
δD(y)+ m−(2−α)/(2α)δD(y)α/2

|x − y|2
× 1|x − y|d−2
≍ V α,m(x, y)
and
GmD(x, y) ≍ δD(x)α/2δD(y)α/2GmD(x0, y0) ≥ δD(x)α/2δD(y)α/2GmH1/4(x0, y0)
≍ δD(x)α/2δD(y)α/2m(2−α)/α

1+ m−(2−α)/(2α) 1+ m−(2−α)/(2α)
|x0 − y0|2
× 1|x0 − y0|d−2
≍ m(2−α)/α

δD(x)+ m−(2−α)/(2α)δD(x)α/2
 
δD(y)+ m−(2−α)/(2α)δD(y)α/2

|x − y|2
× 1|x − y|d−2
≍ V α,m(x, y).
Similarly, when δD(x) ≤ δD(y) < 1, |x − y| > 3m−1/α and d = 2, we have
GmD(x, y) ≍ m(2−α)/α
× log

1+ (δD(x)+ m
−(2−α)/(2α)δD(x)α/2)(δD(y)+ m−(2−α)/(2α)δD(y)α/2)
|x − y|2

.
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(ii) Now assume that |x − y| ≤ 3m−1/α . By Theorem 1.1, we have∫ ∞
1
pmD(t, x, y)dt
≤ c5(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2
∫
D×D
(1 ∧ δD(z))α/2

1 ∧ φ(m
1/α|x − z|/C2)
|x − z|d+α

×GmD(z, w)(1 ∧ δD(w))α/2

1 ∧ φ(m
1/α|w − y|/C2)
|w − y|d+α

dzdw
≤ c5(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2
×
∫
H−1×H−1
(1 ∧ δH−1(z))α/2

1 ∧ φ(m
1/α|x − z|/C2)
|x − z|d+α

×GmH−1(z, w) (1 ∧ δH−1(w))α/2

1 ∧ φ(m
1/α|w − y|/C2)
|w − y|d+α

dzdw. (3.19)
Here we take C2 > 0 to be the constant in Theorem 1.1(i) for both our D and the half spaces.
Let b := C22 and setx := x/b, y = y/b. Using the change of variablesz = z/b and w = w/b,
by Theorem 1.1, we have that (3.19) is less than or equal to (1 ∧ δD(x))α/2 (1 ∧ δD(y))α/2 times
c6
∫
H−1/b×H−1/b

1 ∧ δH−1/b (x)α/2 1 ∧ δH−1/b (z)α/2 1 ∧ φ(m1/αC2|x −z|)|x −z|d+α

×GmH−1(z, w)

1 ∧ δH−1/b (y)α/2
× 1 ∧ δH−1/b (w)α/2 1 ∧ φ(m1/α)C2|w −y||w − y|d+α

dzdw
≤ c7
∫
H−1/b×H−1/b
pmH−1/b (1,x,z)GmH−1(bz, bw)pmH−1/b (1,y,w)dzdw
≤ c8
∫
H−1/b×H−1/b
pmH−1/b (1,x,z)GmH−1/b (z,w)pmH−1/b (1,y,w)dzdw
= c8
∫ ∞
0
∫
H−1/b×H−1/b
pmH−1/b (1,x,z)pmH−1/b (t,z,w)pmH−1/b (1,y,w)dzdwdt
= c8
∫ ∞
0
pmH−1/b (t + 2,x,y)dt, (3.20)
where in the second inequality above we used (3.9) and the scaling property (2.7). Thus∫ ∞
1
pmD(t, x, y)dt ≤ c9(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2GmH−1/b (x,y). (3.21)
Now by Theorem 3.1, for d ≥ 3,∫ ∞
1
pmD(t, x, y)dt
≤ c10(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2

1 ∧ δH−1/b (x)δH−1/b (y)|x −y|2
α/2
|x −y|α−d
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≤ c11(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2

1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−d
≤ c12

1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−d . (3.22)
Thus when d ≥ 3, by (3.11) and (3.22), we have
c13

1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−d ≤ GmD(x, y)
=
∫ 1
0
pmD(t, x, y)dt +
∫ ∞
1
pmD(t, x, y)dt
≤ c14

1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−d . (3.23)
We conclude from this that GmD(x, y) ≍ V α,mD (x, y). This completes the proof for the case d ≥ 3.
Now we deal with the case d = 2. Note that m(2−α)/α log(1 ∨ m1/α(δD(x) ∧ δD(y))) = 0 as
δD(x) < 1 and M is assumed to be 1. By Theorem 3.1 and (3.21), when δD(x) < 1, we have∫ ∞
1
pmD(t, x, y)dt
≤ c15(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2

1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−2
+ c15(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2m(2−α)/α
× log(1 ∨ m1/α)((δD(x)+ 2/b) ∧ (δD(y)+ 2/b))
≤ c15(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2
×

1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−2 + log(1 ∨ m1/α(1+ 2/b))

.
(3.24)
Note that the second term in (3.24) is non-zero if and only if m > (1+2/b)−α . Thus in that case,
we have that |x − y| < 3(1+ 2/b) and so
log(1 ∨ m1/α(1+ 2/b)) ≤ c16 ≤ c17

1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−2.
(3.25)
Therefore, using (3.11), (3.24) and (3.25), (3.23) is true for d = 2 when δD(x) < 1, and we
conclude from this and (3.13) that GmD(x, y) ≍ V α,mD (x, y) for d = 2.
Now we deal with the case d = 1. By following the arguments in parts (ii) and (iii) of the
proof of [7, Corollary 1.2], our Theorem 1.1(i) gives that for |x − y| ≤ 3m−1/α ,∫ 1
0
pmD(t, x, y)dt
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≍

1
|x − y|1−α

1 ∧ δD(x)
α/2δD(y)α/2
|x − y|α

when d = 1 > α,
δD(x)δD(y)
(α−1)/2 ∧ δD(x)α/2δD(y)α/2|x − y| when d = 1 < α,
log

1+ δD(x)
1/2δD(y)1/2
|x − y|

when d = 1 = α.
(3.26)
Clearly (3.12) holds for d = 1 as well.
If 1 ≤ δD(x) ≤ δD(y), by (3.12) and Theorem 3.1, we know that there exists c18 > 1 such
that for all m > 0,
c−118 V α,mD (x, y) ≤ GmH1/4(x, y) ≤ GmD(x, y) ≤ GmH−1/4(x, y) ≤ c18V α,mD (x, y).
Thus in the remainder of the proof we assume that δD(x) < 1.
(i) First assume that |x− y| > 3m−1/α . Recall that we have assumed that M = 1, δD(y) ≥ δD(x)
and that H1/4 ⊂ D ⊂ H−1/4. It follows in this one-dimensional case that δD(y) ≥ |x − y| −
δD(x)− 1/2 ≥ 3/2. Observe also that in view of (3.10), we have
δD(x)

1 ∧ δD(y)|x − y|2

≍ δD(x)δD(y)
(1 ∨ δD(y) ∨ |x − y|)2 =
δD(x)δD(y)
(δD(x) ∨ δD(y) ∨ |x − y|)2
≍

1 ∧ δD(x)δD(y)|x − y|2

. (3.27)
With (3.27) and Theorem 3.1, by the same argument as for the corresponding part above in the
d ≥ 2 case, we can conclude that GmD(x, y) ≍ V α,m(x, y). We skip the details here.
(ii) Now assume that |x − y| ≤ 3m−1/α . By (3.21), we have∫ ∞
1
pmD(t, x, y)dt ≤ c9(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2GmH−1/b (x,y) (3.28)
where b := C22 andx := x/b,y = y/b. By Theorem 3.1 and the fact

δH−1/b (x)δH−1/b (y)(α−1)/2 ∧ δH−1/b (x)α/2δH−1/b (y)α/2|x −y|
≍ δH−1/b (x)α/2δH−1/b (y)α/2
δH−1/b (x) ∨ δH−1/b (y) ∨ |x −y| ,
we have
GmH−1/b (x,y) ≍

δH−1/b (x)α/2δH−1/b (y)α/2
δH−1/b (x) ∨ δH−1/b (y) ∨ |x −y| when α > 1,
log

1+ δH−1/b (x)1/2δH−1/b (y)1/2|x −y|

when α = 1
1 ∧ δH−1/b (x)δH−1/b (y)|x −y|2
α/2
|x −y|α−1 when α < 1.
(3.29)
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Thus
GmH−1/b (x,y) ≤ c19

(δD(x)+ 1)α/2(δD(y)+ 1)α/2
δD(x) ∨ δD(y) ∨ |x − y| when α > 1,
log

1+ (δD(x)+ 1)
1/2(δD(y)+ 1)1/2
|x − y|

when α = 1
1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−1 when α < 1.
Note that, for 0 < b < 1, the function f (z) = log(1 + bz) − b log(1 + z) > 0 on (0,∞) since
f (0) = 0 and f ′(z) = b (1+ bz)−1 − (1+ z)−1 > 0 for z > 0. Thus
(1 ∧ δD(x))1/2(1 ∧ δD(y))1/2 log

1+ (δD(x)+ 1)
1/2(δD(y)+ 1)1/2
|x − y|

≤ log

1+ (1 ∧ δD(x))
1/2(1 ∧ δD(y))1/2(δD(x)+ 1)1/2(δD(y)+ 1)1/2
|x − y|

. (3.30)
Therefore by (3.28),∫ ∞
1
pmD(t, x, y)dt
≤ c20

(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2 (δD(x)+ 1)
α/2(δD(y)+ 1)α/2
δD(x) ∨ δD(y) ∨ |x − y|
when α > 1,
log

1+ (1 ∧ δD(x))
1/2(1 ∧ δD(y))1/2(δD(x)+ 1)1/2(δD(y)+ 1)1/2
|x − y|

when α = 1,
(1 ∧ δD(x))α/2(1 ∧ δD(y))α/2

1 ∧ (δD(x)+ 1)(δD(y)+ 1)|x − y|2
α/2
|x − y|α−1
when α < 1
≤ c21

δD(x)α/2δD(y)α/2
δD(x) ∨ δD(y) ∨ |x − y| when α > 1,
log

1+ δD(x)
1/2δD(y)1/2
|x − y|

when α = 1,
1 ∧ δD(x)δD(y)|x − y|2
α/2
|x − y|α−1 when α < 1.
Combining this with (3.26), we obtain
V α,mD (x, y) ≍ ∫ 1
0
pmD(t, x, y)dt ≤ GmD(x, y)
=
∫ 1
0
pmD(t, x, y)dt +
∫ ∞
1
pmD(t, x, y)dt ≤ c22V α,mD (x, y).
This completes the proof for the case d = 1. 
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