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Introduction
La cryptographie vise à permettre la transmission d’information en garantissant la
confidentialité du message, son authenticité et l’identité de son expéditeur. À ce titre, elle
est présente dans les cartes à puce ou dans la plupart des échanges via Internet ; c’est la
cryptographie qui permet de sécuriser les achats en ligne, les cartes de crédit, les envois
d’e-mails. . .
Aujourd’hui, la cryptographie fait face à un nouveau défi : les objets connectés. Difficiles
à sécuriser car leurs ressources sont limitées, ces objets se multiplient, offrant à d’éventuels
attaquants une marge de manœuvre grandissante. Récemment, des problèmes sont survenus
dans des objets connectés à cause d’un manque de sécurité. Par exemple, les clefs de voiture
de l’entreprise Volkswagen avaient un signal d’ouverture et de fermeture des voitures trop
peu sécurisé, et de nombreuses voitures ont ainsi été pillées de leur contenu. Il devient
donc nécessaire de développer des solutions cryptographiques pour ces environnements
aux moyens limités, et ce fut le sujet de ma thèse : réduire les coûts de la cryptographie.
Durant cette thèse, j’ai eu deux objectifs principaux. Le premier fut de développer
une compréhension d’ensemble de la cryptographie symétrique. Dans ce sens, j’ai exploré
plusieurs pistes : les chiffrements par blocs et leurs composantes, les chiffrements à flot et
les MAC, tant du point de vue d’un concepteur que de celui d’un attaquant, sans hésiter à
travailler à haut niveau sur les preuves de modes de MAC et à bas niveau sur les circuits
binaires.
Ceci m’amène à mon second objectif : apporter mes propres contributions au domaine
en me concentrant sur la problématique du bas coût. Bien comprendre les différents aspects
de la cryptographie symétrique m’a permis d’identifier les choix qui ont été effectués dans
les décennies précédentes, et de les revoir avec en tête un but différent : réduire les coûts
sans baisser la sécurité.
Dans ce rapport, je commence par introduire la cryptographie symétrique au chapitre
1, avec une focalisation sur les chiffrements par blocs. Au chapitre 2, je m’intéresse à la
construction de boîtes-S structurées, par des réseaux de Feistel et de type MISTY [CDL16]
avec une optique pratique en premier lieu, puis par des Papillons avec un but plus
théorique [CDP17]. Le chapitre 3 est une étude de l’autre composante majeure des
chiffrements par blocs : la matrice de diffusion. Dans ce travail, nous développons un
algorithme de recherche de matrices MDS à bas coût [DL18b], dont les résultats sont à
ce jour les matrices les plus efficaces de la littérature. En adoptant le point de vue d’un
attaquant, le chapitre 4 identifie un point faible dans une construction de chiffrement à
flot, FLIP, imaginé pour des contraintes de bas coût dans une application de chiffrement
complètement homomorphe hybride [DLR16]. Le chapitre 5 a pour but d’étudier les
MACs, qui servent à l’authentification des messages. Dans ces travaux [DL18a], nous
améliorons les preuves de sécurité des constructions de fonctions de hachage universelles
lorsque des composantes sont bijectives, et nous développons un nouveau MAC, XPMAC,
particulièrement efficace sur des micro-contrôleurs 32 bits. Enfin, le chapitre 6 introduit une
discussion en prenant du recul sur ces études, et donne quelques exemples de perspectives.
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Chapitre 1
Panorama de la cryptographie
symétrique
La Faune et la Flore
Ce chapitre a pour but d’introduire les différents outils cryptographiques utilisés
actuellement pour le chiffrement et la signature de messages en exhibant une cohérence et
une compréhension de l’ensemble de ce domaine. Une compréhension des objectifs, des
hypothèses et des choix qui ont motivé la conception de ces primitives permettront par la
suite d’en déterminer les limitations et d’identifier des pistes pour les surmonter.
1.1 Introduction à la cryptographie symétrique
Cette section a pour but d’introduire le concept de cryptographie symétrique (par
opposition à la cryptographie asymétrique), d’en définir les différents acteurs et les familles
de solutions apportées pour permettre des échanges sécurisés.
1.1.1 Brève généalogie de la cryptographie
Avant toute chose, un rapide historique s’impose.
1.1.1.1 Cryptographie antique
La plus ancienne trace de chiffrement connue date du XVIème siècle avant J.-C. [Kah96].
Il est toutefois probable que la cryptographie soit aussi ancienne que le langage lui-même,
puisque la cryptographie est la science du secret, et qu’il y a toujours eu des secrets.
1.1.1.2 Chiffrements par substitution
Chiffrement. Jusqu’au XXème siècle, la majeure partie de cryptographie utilisée est le
chiffrement par substitution. Il s’agit de remplacer chaque lettre ou groupe de lettres par
d’autres.
Deux exemples parmi les plus connus sont le chiffrement de César, utilisé par les armées
romaines, et le chiffrement de Vigenère, datant de 1586.
Le chiffrement de César (chiffrement monoalphabétique) consiste à choisir un secret,
la clef de chiffrement K, qui est un nombre entre 0 et 25. Cette clef correspond à un
décalage de l’alphabet. Ainsi, toute lettre de l’alphabet sera décalée de K positions, modulo
1
2 Chapitre 1. Panorama de la cryptographie symétrique
26 1. Pour déchiffrer, il suffit de connaître la clef de déchiffrement (ici égale à la clef de
chiffrement), et à faire le décalage dans le sens inverse.
Le chiffrement de Vigenère est un chiffrement polyalphabétique bien plus robuste, dont
la clef est un mot de l’alphabet. Il s’agit de décaler les lettres du message clair mais, suivant
la position de la lettre dans le message, le décalage sera différent (ce qui revient à avoir
plusieurs alphabets décalés et à choisir l’alphabet suivant la position de la lettre dans le
message).
Cryptanalyse. La cryptanalyse est l’analyse théorique d’un chiffrement dans le but
de déchiffrer le texte sans connaître la clef de déchiffrement. Le premier exemple de
cryptanalyse remonte à Al Kindi au IXème siècle [AK92].
Il s’agit d’une analyse de fréquence, un type d’attaque générique qui fonctionne par-
ticulièrement bien sur tous les chiffrements monoalphabétiques. L’idée est de remarquer
que dans toute langue, certaines lettres ou certains groupes de lettres apparaissent plus
fréquemment que les autres. En français par exemple, le ’e’ est la lettre la plus fréquente.
En faisant une analyse statistique de la fréquence d’apparition des lettres dans un message
chiffré, on est capable de faire des hypothèses qui peuvent permettre de retrouver des
informations sur le texte clair. Par exemple, on peut associer à la lettre la plus fréquente
du chiffré la lettre la plus fréquente du langage, à la deuxième lettre la plus fréquente
dans le chiffré la deuxième lettre la plus fréquente du langage, et ainsi de suite. Même
si l’hypothèse ne fonctionne généralement pas du premier coup, il suffit généralement
de peu d’adaptation pour être capable de déchiffrer entièrement un message chiffré, ce
qu’on appelle « casser » le chiffrement, par une analyse de fréquence (du moins pour les
chiffrements monoalphabétiques).
1.1.2 Kerckhoffs, Turing, Shannon et la cryptographie moderne
Jusqu’aux années 1970, la cryptographie était utilisée majoritairement par des militaires
comme outil stratégique pour communiquer malgré les interceptions ennemies. Un principe
majeur avait déjà été formalisé dans ce contexte par Auguste Kerckhoffs [Ker83] : tout le
secret d’un algorithme de chiffrement doit reposer dans la clef de déchiffrement, car on ne
peut pas garantir que l’algorithme, i.e. la manière de chiffrer avec une clef variable, ne soit
jamais découverte. Ce principe reste aujourd’hui central en cryptographie.
Lors de la seconde guerre mondiale, les forces alliées et les forces de l’Axe utilisaient
des télécommunications et étaient bien conscientes de l’importance de garder secrètes les
manœuvres militaires. Ainsi, chaque armée inventa son propre système de chiffrement.
L’un des chiffrements principaux de l’Axe, baptisé Enigma, fut d’abord cassé par les
Polonais, puis fut mis-à-jour et, malgré tous les efforts des Alliés, les moyens à disposition
ne permettaient pas de casser ce chiffrement.
1.1.2.1 Un nouvel outil : l’ordinateur
Ceci fournit l’argument qu’il manquait pour financer la fabrication du premier ordi-
nateur, Colossus, capable d’une puissance de calcul digne de ce nom en suivant les idées
d’Alan Turing. Grâce à ce nouvel outil, les Alliés purent casser Enigma et accéder aux
communications de leurs ennemis.
Plus important pour la cryptographie moderne, ce nouvel outil qu’était l’ordinateur
montrait les limites des chiffrements polyalphabétiques et démontrait la nécessité d’une
approche théorique quant au chiffrement. Les chiffrements devenaient en effet trop com-
plexes à comprendre sans fondements théoriques poussés, et il devint donc nécessaire de
baser la cryptographie sur des mathématiques, avec pour espoir de pouvoir prouver qu’un
1. Rappelons que l’opération « x modulo n » consiste à prendre le reste de la division de x par n, ou
de manière équivalente, à poser n “ 0.
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chiffrement ne pourrait pas être cassé. Par ailleurs, l’ordinateur est aussi un outil qui
permet d’implémenter des chiffrements plus complexes.
1.1.2.2 Shannon : théorie de l’information et naissance de la cryptographie moderne
Dans le même temps, Claude Shannon développait sa théorie de l’Information, qui allait
devenir la théorie fondamentale utilisée dans les ordinateurs. Mais mis à part les ordinateurs,
Shannon s’intéressait à la transmission de l’information, et c’est tout naturellement qu’il
s’intéressa à la transmission de secrets. En 1949, il publia un article considéré comme la
pierre angulaire de la cryptographie moderne, dans lequel il définit une notion de sécurité
inconditionnelle et démontra qu’il était possible d’atteindre un tel niveau de sécurité – à
un coût non-négligeable. Il établit aussi des critères nécessaires pour qu’un chiffrement soit
sécurisé.
1.1.3 Les années 1970 : cryptographie civile et nouveaux horizons
La décennie 1970 marqua un tournant majeur pour la cryptographie.
1.1.3.1 Cryptographie civile
À force de lutte politique et juridique, il fut accepté que la recherche en cryptographie
puisse être rendue publique. Ceci permit à la cryptographie d’être utilisée par les civils,
tels que les banques et les entreprises désireuses de préserver leurs secrets industriels. Dans
le même temps démarrait ce qu’on a baptisé parfois Ère de l’information ou Ère de la
communication, dans laquelle une grande quantité d’information circule par des canaux
matériels difficiles à sécuriser. Ceci pose aujourd’hui d’importants problèmes de vie privée,
pour laquelle la cryptographie est un outil adapté pour garantir des échanges sécurisés
entre particuliers.
D’autre part, à travers la recherche publique, il devint possible d’entreprendre des
collaborations entre les chercheurs à un niveau international, ce qui mena en particulier
à l’élaboration de la plusieurs normes cryptographiques, bien que la première norme de
chiffrement, DES, ait été imaginée par IBM.
1.1.3.2 Le premier standard de chiffrement : DES
Le premier standard de chiffrement, baptisé Data Encryption Standard, ou DES, fut
établit en 1975 et possédait déjà toutes les caractéristiques et la structure des chiffrements
actuels. S’il est aujourd’hui caduc, c’est que les moyens des attaquants se sont nettement
améliorés, en particulier en termes de puissance de calcul, et que de nouvelles manières de
casser des chiffrements ont été imaginées pour attaquer le DES.
Avoir une norme est essentiel : cela permet d’avoir une solution accessible lorsque l’on
n’est pas un expert du domaine, et cela permet aux experts d’étudier en détails ce standard
pour en identifier les faiblesses, car dans la cryptographie comme ailleurs, avoir des avis
extérieurs avisés est essentiel pour détecter les faiblesses.
1.1.3.3 Cryptographie asymétrique
Dans le même temps, une toute nouvelle perspective fut envisagée. Depuis des mil-
lénaires, il avait semblé impossible d’échanger des informations secrètement sans avoir
convenu d’un protocole et d’un secret, la clef, au préalable. Or, en 1976, Diffie et Hellman
donnèrent leurs noms au premier protocole dit asymétrique [DH76].
Jusqu’alors, il était entendu que la clef de chiffrement et la clef de déchiffrement étaient
identiques, d’où le nom de protocole symétrique. Mais ceci n’est pas un prérequis : pour
envoyer un message chiffré, Alice n’a besoin que de la clef de chiffrement, et pas de la
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clef de déchiffrement. Bob, lui n’a besoin que de la clef de déchiffrement. Or, la seule
information qui ait besoin de rester secrète est la clef de déchiffrement : qu’importe si
quelqu’un connaît la clef de chiffrement, cella-là ne sert qu’à chiffrer des messages. La seule
clef à protéger est la clef de déchiffrement.
Ainsi, Alice n’a pas besoin de connaître une information secrète : elle n’a besoin que
de la clef de chiffrement. Bien évidemment, il faut néanmoins que la clef de chiffrement
dépende de la clef de déchiffrement. Il faut donc que Bob génère la clef de chiffrement
à partir de sa clef de chiffrement, de telle sorte que personne ne pourra faire l’opération
inverse (retrouver la clef de déchiffrement, secrète, à partir de la clef de chiffrement,
publique). Il faut pour cela que faire l’opération inverse soit extrêmement coûteux (on
parle de fonction à sens unique, c’est-à-dire une fonction qui est simple à calculer, mais
dont l’inverse est complexe à calculer).
Or, ceci est possible, et Diffie et Hellman ont proposé un tel protocole asymétrique.
L’idée du protocole d’échange de Diffie-Hellman est le suivant. On ignorera ici le besoin
d’authentifier Alice et Bob. Supposons qu’Alice et Bob veuillent faire en sorte d’obtenir une
information secrète en commun (une clef pour des chiffrements ultérieurs par exemple), en
faisant en sorte qu’une potentielle attaquante, Ève, ne puisse pas lire leur communication.
Le protocole est le suivant :
1. Alice choisit un nombre premier p et un générateur du corps Z{pZ g.
2. Alice choisit un nombre a et calcule A “ ga mod p.
3. Alice envoie à Bob p, g et A (sur un canal public).
4. Bob choisit un nombre b et calcule B “ gb mod p.
5. Bob envoie B à Alice.
6. Alice calcule Ba “ gab mod p, Bob calcule Ab “ gab mod p.
7. Alice et Bob possèdent alors un secret en commun : gab mod p.
En revanche, le chiffrement asymétrique est plus contraignant que le chiffrement
symétrique, et de ce fait, on sait faire du chiffrement symétrique à un coût moindre que le
chiffrement asymétrique. On préfère donc utiliser le chiffrement symétrique dans la mesure
du possible. Ce qui est fait généralement, c’est qu’Alice et Bob font un échange sécurisé
asymétrique comme Diffie-Hellman dans un premier temps, dans lequel ils se partagent
une information secrète K (K “ gab mod p dans le cas d’un échange Diffie-Hellman).
Cette information secrète, une fois partagée, leur permet de communiquer en utilisant du
chiffrement symétrique.
Le protocole de générique pour entamer un échange de messages est donc le suivant :
si Alice veut envoyer un message à Bob,
1. Alice génère une clef secrète KS qui servira à faire du chiffrement symétrique.
2. Bob génère un couple de clefs secrète et publique S et P qui serviront à faire
du chiffrement asymétrique. Bob publie la clef publique asymétrique P : elle est
disponible pour tout le monde.
3. Alice chiffre sa clef symétrique KS en utilisant un chiffrement asymétrique paramétré
par la clef P .
4. Bob récupère le chiffré de KS et le déchiffre grâce à sa clef de déchiffrement S.
Ainsi, Alice a envoyé sa clef de chiffrement symétrique KS à Bob de façon sécurisée grâce
au chiffrement asymétrique. Désormais, Alice et Bob partagent une clef secrète (KS)
et peuvent donc échanger des messages de façon sécurisée en utilisant du chiffrement
symétrique.
Pour schématiser, le chiffrement correspond à un cadenas virtuel. Pour envoyer un
message de façon sécurisée, on met ce message dans une boîte (qu’on supposera incassable 2),
2. Rendre cette boîte solide est le rôle du domaine intitulé « sécurité informatique ».










Figure 1.1 – Schéma d’un chiffrement symétrique.
et on ferme cette boîte avec un cadenas à l’aide d’une clef de chiffrement. On envoie la
boîte par un canal de communication standard (par exemple la poste dans dans un univers
physique, ou Internet dans un univers virtuel) à son destinataire et, puisque la boîte est
fermée à clef et qu’aucun tiers ne possède la clef pour déverrouiller le cadenas (clef de
déchiffrement), aucun tiers ne peut lire le message. Le destinataire, en revanche, possède
la clef de déchiffrement et peut donc déverrouiller le cadenas pour retrouver le message.
Le cas du chiffrement symétrique correspond au fait qu’on verrouille et déverrouille le
cadenas avec une clef identique, le cas du chiffrement asymétrique correspond au fait de
verrouiller et déverrouiller avec des clefs différentes. Par exemple un cadenas qui se verrouille
automatiquement lorsqu’on le ferme, mais qui nécessite une clef pour le déverrouiller.
1.1.4 Cryptographie pour les usages contemporains
Le chiffrement est une problématique ancienne de la cryptographie qui possède aujour-
d’hui des solutions viables.
D’autres applications de la cryptographie se sont développées depuis quelques décennies,
comme par exemple l’authentification, et des problèmes pratiques se posent suivant les
cas d’application qui nécessitent d’adapter la cryptographie à son cas d’usage. Je cite ici
quelques cas d’usages typiques parmi beaucoup.
1.1.4.1 L’authentification par les MACs
Les MACs (Message Authentication Code) sont une autre primitive essentielle de la
cryptographie symétrique. Un MAC est une famille de fonctions (à clef secrète) A “
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qui associe à un message de taille quelconque une étiquette de taille fixée.
L’objectif pour un MAC est qu’une attaquante ne puisse pas « forger » une étiquette,
c’est-à-dire, pour une fonction aléatoire de la famille Ak, qu’elle soit incapable de trouver
un couple pm, tq tel que Akpmq “ t (sans avoir fait une requête à l’oracle de A pour le
message m). Plus exactement, elle en est capable, mais avec une probabilité très faible de
l’ordre de 1
t
, où t est la taille du MAC.
Sous cette condition, un MAC permet d’authentifier le contenu d’un message.
Par ailleurs, un MAC permet aussi de garantir l’intégrité d’un message, c’est à dire
qu’il n’a pas été modifié durant sa transmission. En effet, si le message avait été modifié, le
MAC ne correspondrait plus au message, et il serait difficile de modifier aussi le MAC pour
qu’il corresponde au nouveau message sans connaître la clef. Néanmoins, le MAC possède
des propriétés plus fortes que ce que requiert l’intégrité, et il est possible de garantir
l’intégrité avec des fonctions plus simples (des algorithmes de hachage).
1.1.4.2 Cryptographie pour Internet
Dans les protocoles de communication par Internet, il est évident que l’échange de
données peut requérir de la confidentialité (chiffrement), de l’authenticité (MAC) et
de l’intégrité (hachage). Mais la situation d’Internet est très particulière, puisque ce
réseau traite des quantités gargantuesques de données à chaque instant, avec nombre
d’applications variées, telles que l’e-banking, les achats en ligne, la communication avec
des objets connectés, les partages de contenus collaboratifs tels que Wikipédia et bien
d’autres encore. Chacune de ces applications a des besoins spécifiques : les objets connectés
utilisent généralement des microprocesseurs embarqués disposant de peu de ressources
mais traitent peu de données, alors qu’à l’opposé, les serveurs d’Internet doivent traiter
énormément de données mais disposent de gros moyens. Il est donc nécessaire d’adapter
les outils cryptographiques aux besoins du contexte. Par exemple pour les serveurs, on
favorisera la rapidité des chiffrements, même si c’est au détriment du coût en mémoire ou
en énergie.
1.1.4.3 Cryptographie pour les microprocesseurs
À l’instar des serveurs, les microprocesseurs intégrés dans des objets aussi divers
que des badges d’accès, des pacemakers ou des objets connectés nécessitent aussi de la
cryptographie. Or, dans ces cas-là, la rapidité n’est généralement pas un facteur très
limitant, mais la consommation d’énergie ou la taille du circuit intégré opérant la fonction
sont essentiels à prendre en compte : on n’ose imaginer un chirurgien rappelant un patient
au bloc pour une opération à cœur ouvert pour changer les piles du pacemaker toutes les
semaines parce que les primitives cryptographiques consomment trop d’énergie.
Il est donc nécessaire de développer des solutions adaptées à chacun des usages de la
vie contemporaine, ce qui implique en particulier qu’un unique standard générique optimal
dans toutes les situations n’est a priori pas envisageable.
1.1.4.4 Pérennité et mises à jour
Un facteur à garder en mémoire lorsqu’il s’agit de cryptographie, c’est qu’il est néces-
saire de toujours garder non pas une, mais plusieurs longueurs d’avance sur une potentielle
attaquante, ce qui bien évidemment n’est pas simple. En effet, si une organisation gou-
vernementale stockait actuellement tout le trafic d’Internet, chiffré ou non, même sans
avoir les moyens de les déchiffrer aujourd’hui, puis, dans 20 ans, avec des outils plus
avancés, était en capacité de déchiffrer toutes ces informations, nul doute que certaines
informations sensibles seraient ainsi compromises. Il est aussi essentiel que les primitives
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cryptographiques soient mises à jour dès que possible, et pas uniquement lorsqu’elles
deviennent obsolètes, puisqu’il est nécessaire de prévoir des données sécurisées non pas par
rapport aux moyens actuels, mais par rapport aux moyens qui seront disponibles dans un
futur proche.
Il est donc nécessaire de penser les solutions cryptographiques avec plusieurs décennies
d’avance (ce qui, bien entendu, n’est pas aisé puisque l’on ne connaît pas les outils qui
seront utilisés dans 20 ans).
Il est vrai pourtant que certains standards cryptographiques actuels semblent pouvoir
résister indéfiniment. Quoi qu’il en soit, il n’existe aucune garantie qui affirme que les
standards actuels ne seront jamais obsolètes. Il est donc nécessaire, lorsqu’on intègre de
la cryptographie dans un système, de faire en sorte que ces primitives cryptographiques
puissent être mises à jour (simplement si possible).
1.2 Cryptographie symétrique
Rentrons désormais dans plus de détails par rapport aux définitions et aux solutions
actuelles proposées par la cryptographie symétrique.
1.2.1 Définir la sécurité : définitions informelles
En cryptographie, le premier problème est de définir la notion de sécurité, pour un
chiffrement ou pour un MAC.
La définition de la sécurité des chiffrements date de Shannon en 1949, avec tout d’abord
une notion très rigide de sécurité inconditionnelle, puis une notion plus réaliste de sécurité
calculatoire.
La sécurité sur les MACs est définie similairement à haut niveau.
1.2.1.1 Première définition trop exigeante
Le travail de définition de la sécurité a été amorcé par Claude Shannon dans les
années 1940 [Sha49], avec une première définition excessivement rigide : est considéré
parfaitement sûr un chiffrement qui garantit qu’aucune personne ne possédant pas la
clef secrète n’est en mesure de retrouver le message clair à partir du message chiffré, ni
d’obtenir quelqu’information que ce soit sur la clef secrète ou le message. Cette définition
permet à l’attaquante d’avoir à sa disposition des ressources infinies.
Shannon a prouvé que, pour satisfaire cette définition de sécurité, un chiffrement doit
nécessairement utiliser une clef secrète au moins aussi grande que le message à chiffrer, et
doit changer de clef à chaque envoi de message.
Mieux, Shannon exhibe un chiffrement sûr dans ce modèle très rigide : le chiffrement
de Vernam, aussi appelé masque jetable, qui consiste en un XOR bit à bit du message
et de la clef. Ce chiffrement est on ne peut plus simple et on ne peut moins coûteux,
mais l’inconvénient majeur est que, pour envoyer secrètement une information de taille
T , les deux interlocuteurs doivent déjà connaître (et consommer) une information de la
même taille T . Ce n’est pas très efficace, mais ce protocole peut néanmoins être utilisé en
pratique, par exemple en stockant sur un disque dur plusieurs GB de clef, à utiliser par la
suite pour du chiffrement.
Ainsi, pour cette définition, un chiffrement sûr nécessite d’utiliser des quantités immenses
de clefs. Tout chiffrement moins coûteux en clefs n’est pas sûr dans ce modèle dit de
sécurité inconditionnelle.
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1.2.1.2 Deuxième définition réaliste
Le premier modèle est irréaliste car il accorde à l’attaquante des ressources infinies.
Plutôt que d’empêcher un attaquant de pouvoir retrouver la clef ou le message clair avec
n’importe quelles ressources, la notion de sécurité plus réaliste, dite de sécurité calculatoire,
consiste à offrir à l’attaquant des moyens considérés comme raisonnables – si l’on peut dire
qu’un temps de calcul plus long que la durée de vie de l’univers est raisonnable – que ce
soit en termes de temps de calcul, de mémoire, d’énergie ou autres, en partant du principe
que l’attaquant dispose des meilleures ressources actuelles ou qui seront disponibles dans
un futur proche.
Ainsi, on estime actuellement que faire 280 opérations élémentaires 3 est à la portée
de quelques acteurs majeurs comme Google ou la NSA – mais il faut vraiment qu’ils
soient prêts à investir beaucoup de moyens – et est impraticable pour tout autre attaquant
potentiel. Par exemple, pour exister, bitcoin nécessite actuellement de l’ordre de 280
opérations élémentaires toutes les 10 minutes, infrastructure dédiée et centrales d’énergie à
l’appui 4. Pour cette raison, une sécurité calculatoire de 280 est considérée à l’heure actuelle
comme raisonnable, mais pas excellente.
Généralement, pour des chiffrements solides, on estime que le temps de calcul nécessaire
à une attaque doit être d’au moins 2128 opérations élémentaires 5. Dans le jargon, on parle
parfois de « 128 bits de sécurité ».
Dès qu’on fixe une limite aux ressources de l’adversaire, il n’y a plus de preuve qu’il
est impossible de chiffrer un grand nombre de bits à partir d’une clef petite.
1.2.1.3 Conditions nécessaires à la sécurité
Shannon va plus loin dans son analyse du chiffrement [Sha49]. Il établit deux critères
essentiels pour qu’un chiffrement soit sûr : la diffusion et la confusion.
La diffusion est une notion relativement simple, qui dit que tout bit du message chiffré
doit dépendre de tous les bits du message clair. Cette notion de « dépendance » signifie
simplement que, si un bit change en entrée, le bit de sortie peut être impacté. Une telle
dépendance peut être assurée par des fonctions très simples, et même aussi simples que
des fonctions linéaires.
La confusion est une notion plus floue. Il s’agit d’énoncer que le lien entre le message
clair et le message chiffré doit être « compliqué », pour une certaine notion de complexité
mal définie. En tous les cas, une chose est sûre, c’est que le lien ne peut pas être linéaire.
Il est donc nécessaire qu’une partie du chiffrement apporte de la non-linéarité, et plus
généralement qu’aucune structure évidente n’apparaisse dans le chiffrement.
L’inconvénient d’une fonction non-structurée est double : une telle fonction est complexe à
analyser et coûteuse à implémenter en pratique, d’autant plus si c’est une fonction sur un
grand nombre de bits.
Cette étude préliminaire des contraintes apporte déjà une bonne idée de ce à quoi doit
ressembler un chiffrement sûr, ce qui permet aux cryptographes d’évaluer la sécurité de
leurs chiffrements et par la suite de normaliser des chiffrements considérés sûrs.
En particulier, on se rend compte qu’on aura besoin de différencier les fonctions linéaires
et les fonctions non-linéaires. Pour cette raison, j’introduis ici un code couleur qui sera
3. XOR par exemple.
4. D’après l’agence Bloomberg, maintenir la sécurité de bitcoin demande entre 8 et 38 TWh par
an (suivant les sources), soit entre la consommation de l’Estonie et celle du Pérou et de l’ordre de la
consommation de 3,4 millions de foyers américains. D’après les estimations, il s’agirait aujourd’hui de
0.1% de la consommation d’énergie mondiale.https://www.bloomberg.com/gadfly/articles/2018-01-04/
bitcoin-s-cheap-energy-feast-is-ending
5. En considérant un processeur usuel à 230 opérations par seconde, il faut 1022 années, soit mille
milliards de fois l’âge de l’univers, pour faire 2128 opérations.
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respecté dans toutes les figures de ce document : les opérations linéaires seront en jaune,
les opérations non-linéaires en bleu.
Fonction linéaire. Rappelons la définition d’une fonction linéaire : soient un corps pK, `, ¨q
et U et V deux espaces vectoriels sur pK, `, ¨q. une fonction f : U Ñ V est dite linéaire si
pour tous x, y P U et pour tout c P K, fpx ` yq “ fpxq ` fpyq et fpc ¨ xq “ c ¨ fpxq.
En particulier, sur un corps binaire Fn2 , on utilise généralement la loi additive ‘,
c’est-à-dire le XOR (ou exclusif bit à bit). Donc une fonction linéaire f : Fn2 Ñ Fn2 sera telle
que pour tous x, y P Fn2 , fpx ‘ yq “ fpxq ‘ fpyq. Trivialement, l’opération XOR elle-même
est linéaire. D’autres opérations linéaires notables sont les permutations de bits (et donc en
particulier les rotations de tous les bits par un décalage fixe) et les multiplications par un
scalaire (i.e. par une matrice binaire). Pour citer quelques opérations non-linéaires usuelles,
les opérations logiques binaires and et or sont non-linéaires, tout comme les additions
modulaires 6 et les fonctions puissances (pour des puissances non-triviales).
1.2.2 Définir la sécurité : définitions formelles
La confusion de Shannon nécessite une notion de complexité.
Cette complexité est généralement définie comme de l’aléatoire.
Afin de définir formellement le chiffrement et sa sécurité, nous aurons besoin d’introduire
un certain nombre d’objets : les familles de permutations, les distingueurs et les oracles.
1.2.2.1 Chiffrement
Famille de fonctions/permutations. Pour définir un chiffrement, il est nécessaire tout
d’abord de définir les familles de fonctions. Une famille de fonctions est une fonction à
deux entrées F : t0, 1uk ˆ t0, 1un Ñ t0, 1um, où les deux entrées sont une clef K P t0, 1uk
et un message x P t0, 1un, et la sortie est un chiffré F pK, xq P t0, 1um. Pour tout clef K,
on définit une fonction à clef FK comme FKpxq “ F pK, xq pour tout x P t0, 1un.
On appelle permutation une fonction bijective sur n bits, i.e. une fonction
f : t0, 1un Ñ t0, 1un inversible.
De même, on définit les familles de permutations : une famille de permutations est une
famille de fonctions F telle que pour toute clef K, FK est une permutation.
On appellera généralement n la taille du clair, m la taille du chiffré et k la taille de clef.
Remarquons donc que, lorsqu’on parlera de famille, on sous-entendra l’existence d’une
clef (généralement secrète).
Définition d’un chiffrement. On appelle chiffrement une famille de permutations sur n
bits, où n est la taille du clair 7.
1.2.2.2 Sécurité des chiffrements
Oracles. On appelle oracle pour F une primitive abstraite avec accès en « boîte-noire »
à F , c’est-à-dire une primitive qui, étant donné une entrée x pour F , renvoie F pxq mais
sans donner de détails sur la fonction F (i.e. sur la façon dont F pxq a été calculé).
6. On peut aussi définir Fn
2
avec pour loi additive l’addition modulaire, qui est alors trivialement une
opération linéaire.
7. En particulier, n est une variable dépendante du message. On verra plus loin les « chiffrements par
blocs », dont la taille de clair est fixe.
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Distingueur. La notion de sécurité des chiffrements repose sur le concept de distingueur.
Soient F et G deux ensembles de fonctions à valeurs dans t0, 1um. L’objectif est de
distinguer F de G.
On définit la fonction F̃ à valeurs dans t0, 1um par :
F̃ pxq “ fpxq, f $Ð F
où la notation f $Ð F signifie que f est tirée au hasard dans F suivant une distribution
uniforme.
On appelle distingueur ou adversaire entre F et G un algorithme qui a accès à un
oracle pour F̃ et à un oracle pour G̃, qui fait un appel à l’un des deux oracles choisi au
hasard, et qui renvoie 1 s’il pense qu’il s’agit de l’oracle pour F̃ et 0 s’il pense qu’il s’agit
de l’oracle pour G̃.
En particulier, une famille de fonctions ou une famille de permutations est un ensemble
de fonctions, donc on peut définir un distingueur entre la famille de fonctions F et un
ensemble de fonctions G.
De même, l’ensemble des fonctions (respectivement des permutations) à valeurs dans
t0, 1um est un ensemble de fonctions (notons-le F), donc on peut définir un distingueur
entre F et un ensemble de fonctions G. On parlera souvent d’un distingueur entre G et
une fonction aléatoire (reps. une permutation aléatoire), voire si le contexte est assez clair
d’un distingueur de G.
Avantage. Nous sommes désormais capables de définir l’avantage d’un adversaire (ou
d’un distingueur).
Soit un adversaire A. On note PpAF Ñ 1q la probabilité que A renvoie 1 s’il accède à
l’oracle pour F̃ .
L’avantage de l’adversaire A pour distinguer F de G est alors :
AdvGF pAq “ |PpAF Ñ 1q ´ PpAG Ñ 1q| ,
Alors que F est inconditionnellement indistingable de G si pour tout adversaire A,
AdvGF pAq “ 0 .
De même, F est calculatoirement indistingable de G si pour tout adversaire « pratique »
A (adversaire qui a accès à une quantité « pratique » de ressources 8),
AdvGF pAq „ 0 ,
plus précisément, si
AdvGF pAq “ ε ,
alors A a un avantage ε pour distinguer F de G.
Comme dans le cas des définitions de Shannon, la définition inconditionnelle est peu
réaliste, et nous considérerons généralement la définition calculatoire. On dira donc que F
est indistingable de G, en omettant le terme « calculatoirement ».
PRF et PRP. On note PRF une famille de fonctions pseudo-aléatoires et PRP une
famille de fonctions pseudo-aléatoires, c’est-à-dire qu’une PRF à valeurs dans t0, 1um est
indistingable d’une fonction aléatoire (tirée uniformément au hasard parmi les fonctions à
valeurs dans t0, 1um), et similairement pour les PRP.
8. Qui peut faire moins de 280 opérations élémentaires par exemple.
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Sécurité d’un chiffrement. Formellement, considérons un chiffrement E de taille de clair
n et de taille de clef k, c’est-à-dire une famille de permutations E : t0, 1ukˆt0, 1un Ñ t0, 1un
avec EK bijectives pour tout K P t0, 1uk.
E est sûr en tant que PRF si E est indistingable d’une fonction aléatoire pour tout
adversaire pratique A, i.e.
AdvP RFE pAq „ 0 ,
pour tout A pratique. En d’autres termes, un adversaire pratique aura un avantage
négligeable pour distinguer E d’une fonction aléatoire.
On parlera généralement de bits de sécurité : E est sûr en tant que PRF jusqu’à b bits
de sécurité si pour tout i P t1, . . . , bu, tout adversaire A effectuant moins de 2b´i requêtes
et moins de 2b´i opérations élémentaires (XOR bit à bit par exemple),
AdvP RFE pAq ď 2´i .
Une borne usuelle en cryptographie est de dire que 128 bits de sécurité donnent une bonne
sécurité.
De même, E est sûr en tant que PRP si E est indistingable d’une permutation aléatoire
pour tout adversaire pratique A.
1.2.2.3 Cryptanalyse
De l’importance de la cryptanalyse. Cela signifie qu’un chiffrement E est considéré
comme sûr s’il n’existe pas de distingueur de E avec des ressources raisonnables. Or il
existe une infinité de distingueurs possibles : un distingueur consiste simplement à observer
une propriété de E et il existe une infinité de propriétés étudiables.
Par définition, il est donc impossible de prouver qu’un chiffrement est sûr. En revanche,
il est possible de prouver qu’un chiffrement n’est pas sûr : il faut pour cela exhiber un
distingueur de E en un temps raisonnable.
C’est le rôle de la cryptanalyse, qui consiste à faire une analyse théorique des primitives
cryptographiques pour estimer leur résistance. Il apparaît donc que la cryptanalyse est
un axe crucial, puisqu’elle c’est elle seule qui permet d’estimer la sécurité d’une primitive
cryptographique, que ce soit en se plaçant du côté d’un attaquant pour tenter une attaque
ou en se plaçant du côté du créateur en donnant des preuves ou des arguments de sécurité.
Ainsi, l’axe principal de la cryptographie moderne est un compromis sécurité/coût 9.
L’objectif majeur est alors de parvenir à construire des primitives avec de bons arguments de
sécurité (idéalement des preuves d’intistingabilité) et un coût d’implémentation raisonnable
(en particulier, une taille de clef petite par rapport à la taille de message). La cryptologie
moderne développe une gamme de primitives positionnées différemment par rapport à ce
compromis et spécialisées pour leurs cas d’usage.
Les modèles d’attaques sur les chiffrements. On considère usuellement plusieurs types
d’attaques sur les chiffrements suivant les moyens donnés à l’attaquante. Citons les modèles
les plus courants.
Dans toute ces attaques, l’objectif d’Ève est de retrouver des informations sur la clef ou
sur des correspondances clair-chiffré qu’elle n’a pas testées. On estimera son avantage en
considérant tous les adversaires avec des ressources raisonnables qui respectent le modèle.
On compare généralement une attaque à la recherche exhaustive de la clef : si l’atta-
quante teste toutes les clefs, elle peut sans peine déterminer la valeur de la clef utilisée
dans le chiffrement. Ceci demande de l’ordre de 2k chiffrements, où k est la taille de la
9. Ou de manière équivalente, risque/coût.
12 Chapitre 1. Panorama de la cryptographie symétrique
clef. Pour cette raison, on choisit k assez grand pour que 2k chiffrements ne soit pas une
quantité de calculs raisonnable (k “ 128 par exemple). L’objectif de l’attaquante sera donc
de trouver une attaque plus efficace que la recherche exhaustive.
Le modèle le plus contraignant pour l’attaquante est le modèle d’attaque à chiffré
connu. Dans ce modèle, on considère que l’attaquante n’a accès qu’à des chiffrés qu’elle ne
contrôle pas et doit tenter de distinguer le chiffrement d’une permutation aléatoire.
Un modèle laissant plus de liberté est le modèle d’attaque à clair connu, dans lequel
l’attaquante a accès à des couples (clair, chiffré).
Ces deux modèles sont passifs car l’attaquante ne fait qu’observer les communications
et n’interfère pas. Les modèles suivants sont des modèles actifs.
On appelle modèle d’attaque à clair choisi le modèle dans lequel l’attaquante a un
accès en boîte-noire au chiffrement et peut donner en entrée n’importe quel message clair
et observer le chiffré correspondant (et ce autant de fois qu’elle le désire).
On appelle modèle d’attaque à chiffré choisi le modèle dans lequel l’attaquante a un
accès en boîte-noire au déchiffrement et peut donner en entrée du déchiffrement n’importe
quel message chiffré et observer le clair correspondant (et ce autant de fois qu’elle le désire).
Un modèle plus théorique est celui dans lequel on accorde à l’attaquante un pouvoir
sur la clef : on appelle modèle d’attaque à clefs liées un modèle dans lequel l’attaquante
est capable d’accéder au chiffrement en boîte-noire pour plusieurs clefs en connaissant une
relation entre ces clefs. En allant encore plus loin, on peut même considérer un modèle
d’attaque à clefs choisies, peu réaliste en général, mais qui peut malgré tout apporter des
analyses intéressantes.
1.2.3 Ce qui est difficile : concilier sécurité et coût d’implémentation
1.2.3.1 Que l’aléatoire s’implémente mal
L’inconvénient majeur de l’aléatoire, c’est que, par définition, il n’a pas de structure,
et que par conséquent il est coûteux à implémenter. La raison est que trouver une
implémentation peu coûteuse d’une fonction donnée sans structure est un problème difficile,
au sens NP-difficile (comme montré par exemple pour les fonctions linéaires dans [BMP13],
alors même que les fonctions linéaires sont structurées).
Ainsi, si l’on ne fait pas l’effort de générer une implémentation peu coûteuse par
construction, on est ramené à implémenter une fonction par sa table des valeurs, i.e.
stocker pour chacune des entrées la valeur de son image par la fonction. Par exemple, la
table suivante est une représentation de la fonction qui envoie 0 sur 0, 1 sur 2, 2 sur 4, etc :
r0, 2, 4, 6, 1, 3, 5, 7s
Pour implémenter une telle table, il faut stocker en mémoire toutes les images. Pour
une fonction de n bits, il y aura donc 2n images à stocker, chacune représentée sur n bits,
ce qui nécessite n2n bits de mémoire. Or, pour n “ 128, on atteint 2135 bits de mémoire,
soit bien plus que toute la mémoire informatique présente sur Terre. Il est envisageable
de stocker une fonction de 8 bits, ce qui prend 211 bits de mémoire, soit 256KB, mais
dans certains cas d’application, on ne s’autorise à implémenter de cette manière que des
fonctions de 4 bits, dont la table requiert 26 “ 64 bits de mémoire seulement.
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1.2.3.2 La structure comme compromis sécurité-implémentation
Il est donc nécessaire de trouver un compromis entre la sécurité du chiffrement et
son coût d’implémentation pour arriver à des implémentations pratiques. La solution
naturelle est d’introduire de la structure dans le chiffrement pour en réduire son coût.
Par exemple, l’œil avisé aura noté que la table du paragraphe précédent correspond à la
fonction x ÞÑ 2x mod r8 “ 1s. Une manière alternative d’implémenter cette fonction est
donc d’appliquer cette formule mathématique pour trouver l’image d’une entrée x. On
peut aussi imaginer construire des fonctions opérant sur un grand nombre de bits (par
exemple 128) en les construisant à partir de blocs plus petits (sur 4 ou 8 bits par exemple)
ou de fonctions simples (linéaires par exemple). C’est le choix fait usuellement dans les
chiffrements par blocs (cf. section 1.2.7).
Bien évidemment, introduire de la structure est loin d’être une solution parfaite. En
effet, la structure est précisément l’opposé de l’aléatoire. Ainsi, un chiffrement très structuré
sera très simple à distinguer d’une permutation aléatoire et ne sera donc pas sûr. Toute la
subtilité de la cryptographie consiste alors à identifier des structures simples à implémenter,
mais difficiles à distinguer de l’aléatoire.
Remarquons en passant que ce compromis entre la sécurité et le coût d’implémentation
sous-entend qu’il n’y a pas de définition évidente d’un « chiffrement optimal ». Il faudra
donc adapter les choix de chiffrements aux cas d’usage : si l’on peut se permettre un coût
d’implémentation élevé, on pourra utiliser des chiffrements peu structurés, donc en principe
plus sûrs, mais si l’environnement sur lequel on veut implémenter le chiffrement est trop
restreint (une simple puce RFID par exemple, ou un micro-contrôleur comme on en trouve
dans les objets connectés), il sera nécessaire d’introduire plus de structure, ce qui affaiblira
potentiellement la sécurité 10.
1.2.3.3 En bref
Pour chiffrer m bits sans donner d’information ni sur le clair, ni sur la clef, une solution
existe : c’est le chiffrement de Vernam, qui permet de générer n bits de texte chiffré sûr, et
qui coûte de générer et de stocker n bits aléatoires.
Heureusement, il n’est pas nécessaire d’utiliser un chiffrement qu’on peut prouver sûr
inconditionnellement : un tel chiffrement garantit que l’attaquante ne pourrait obtenir
aucune information sur le clair ou la clef. Or, nous pouvons nous contenter de bien moins :
il suffit que l’attaquante ne puisse pas récupérer assez d’information pour retrouver des
informations sur le clair ou la clef, et ce avec des moyens limités.
Dès lors, il est possible d’envisager des chiffrements moins coûteux que des permutations
aléatoires, en particulier, il devient envisageable de chiffrer m bits de message avec une
clef de n bits, n ă m en utilisant un chiffrement pseudo-aléatoire. L’objectif sera alors de
prouver que l’attaquante n’a pas les moyens de distinguer le chiffrement d’une PRP ou
d’une PRF, et d’en déduire des bits de clef ou de clair. C’est là le rôle de la cryptographie.
S’il n’est pas possible par définition de prouver qu’un chiffrement est sûr, il est tout à
fait envisageable de prouver qu’un chiffrement est distingable d’une permutation aléatoire :
il suffit d’exhiber une propriété distingante. C’est là le rôle de la cryptanalyse. Faute de
preuve, on considérera qu’un chiffrement est fiable si l’on ne connaît aucune attaque ni
aucune propriété distingante exploitable après un effort conséquent de cryptanalyse 11.
10. On peut aussi formuler cela comme : pour un niveau de sécurité N , il sera plus dur d’atteindre ce
niveau de sécurité sur un environnement restreint que sur un environnement très permissif.
11. Notons tout de même qu’il n’est pas impossible qu’on découvre un jour une faille dans un chiffrement
considéré comme fiable. Ceci implique que lorsqu’on implémente un chiffrement, il doit être simple de le
mettre à jour.
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1.2.4 De l’importance de la cryptanalyse
Un effort conséquent est donc accordé à la cryptanalyse.
On distinguera deux types d’attaques : les attaques classiques (ou génériques) et les
attaques spécifiques.
Au fil des années, il est apparu que certains types de distingueurs sont particulièrement
efficaces et fonctionnent de façon générique, sur tout chiffrement, et mènent généralement
à des attaques efficaces. On citera en particulier les attaques algébriques, qui exploitent
un degré trop faible du chiffrement vu comme un polynôme en les bits de la clef, les
attaques différentielles, qui reposent sur l’étude des propriétés de la dérivée du chiffrement
et les attaques linéaires, qui tentent d’approximer le chiffrement par une fonction linéaire.
Ces attaques sont puissantes et génériques, et il est donc nécessaire de vérifier que toute
nouvelle proposition de chiffrement est robuste face à ces attaques classiques.
Il est aussi nécessaire de s’intéresser à chaque chiffrement individuellement, et l’on
se rend compte que parfois, on est capable d’attaquer un chiffrement par une attaque
spécifique. La plupart du temps, il s’agit néanmoins de raffinements des attaques classiques.
En plus de cela, de nouvelles idées de cryptanalyse émergent. En 2011 par exemple,
Leander et al. [Lea+11] ont imaginé un nouveau type d’attaque lors de leur étude du
chiffrement PRINTcipher [Knu+10]. Il s’agit d’attaques dites par sous-espace invariant.
L’idée est qu’un sous-espace des clairs a pour image le même sous-espace sur les chiffrés. Ceci
n’est évidemment pas attendu d’une permutation aléatoire et permet donc de distinguer le
chiffrement d’une permutation aléatoire.
Ces travaux d’analyse des primitives cryptographiques sont essentiels : ils permettent
de se mettre à la place d’un attaquant et de prévoir les faiblesses potentielles que pourrait
trouver l’attaquant, afin de pallier ces problèmes au préalable.
Poussés par la technologie et les nouvelles idées, la cryptographie doit aussi faire
face à deux nouveaux adversaires : les attaques par canaux auxiliaires et les ordinateurs
quantiques.
1.2.4.1 Attaques par canaux auxiliaires : où la physique blesse
Attaques par canaux auxiliaires. Les attaques par canaux auxiliaires consistent à ne pas
considérer une fonction mathématique comme un objet parfait, auquel on donne une entrée
et qui donne une sortie, mais à remarquer qu’en pratique, cette fonction est implémentée,
et qu’on peut observer l’implémentation pour déduire de l’information. En effet, le délai
pour calculer la fonction peut révéler de l’information sur la valeur calculée [Koc96], tout
comme l’énergie consommée [KJJ99], ou même les sons produits par le circuit mécanique.
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De la même manière, en se branchant sur le circuit qui exécute la fonction cryptographique,
on peut observer des valeurs en cours de calcul, voire même observer les messages.
L’attaquante peut même être active, par exemple elle peut enlever ou remplacer des
morceaux de circuit ou provoquer des erreurs de calcul pour déduire des informations en
observant la sortie. Toutes ces attaques, bien différentes de celles envisagées jusqu’alors,
posent de nouveaux problèmes. Les résoudre est l’un des objectifs majeurs en cryptographie.
Un exemple de contre-mesure : le masquage. L’une des contre-mesure possibles aux
attaques par canaux auxiliaires est le masquage [Cha+99 ; ISW03]. L’idée est que toute
valeur intermédiaire v du calcul du chiffrement qui contient une information sensible sera
divisée en plusieurs parts vi telles que v “
ř
i vi (où la somme est une somme de XORs).
Ainsi, pour retrouver l’information v, une attaquante serait obligée de retrouver tous les
vi, ce qui augmente considérablement le coût de l’attaque si l’on divise v en beaucoup de
parts.
Bien évidemment, une telle contre-mesure est coûteuse. Autant il n’est pas difficile
d’adapter une opération linéaire L à ce cas de partage, puisqu’il suffit d’appliquer l’opération
linéaire L séparément sur les parts et que, par linéarité,
ř
i Lpviq “ Lp
ř
i viq “ Lpvq, autant
les opérations linéaires sont beaucoup moins simples à gérer.
Sans rentrer dans les détails, il faut considérer que masquer une opération non-linéaire
est nettement plus coûteux que masquer une opération linéaire. On s’attend a priori à
un coût quadratique en la taille de la fonction non-linéaire à masquer, et on espère (sous
hypothèse de bruit et d’indépendance) une augmentation exponentielle de la sécurité. Ainsi,
en vue de masquer une fonction, il est important de garder à l’esprit qu’il faut minimiser
le nombre d’opérations non-linéaires.
1.2.4.2 Ordinateur quantique : mieux vaut prévenir que guérir
D’autre part, la perspective d’un éventuel ordinateur quantique dans un futur proche,
quelles que soient les capacités réelles dudit ordinateur, demande que l’on soit prêt à toutes
les éventualités. En extrapolant les propriétés attendues d’un ordinateur quantique, il
semble aujourd’hui clair que presque l’intégralité des solutions de cryptographie asymétrique
ne résisteraient pas à un ordinateur quantique. Il faut donc, en cryptographie asymétrique,
imaginer de nouvelles solutions résistantes face à ce nouvel adversaire. Il s’agit de l’un
des sujets de recherche principaux en cryptographie asymétrique actuellement, et c’est
aussi l’objectif d’un concours actuel organisé par le NIST (National Institute of Standards
and Technology), qui cherche à normaliser des primitives résistantes à un ordinateur
quantique 12. Du côté de la cryptographie symétrique, bien que les primitives utilisées
n’aient pas été imaginées pour résister à un ordinateur quantique, il semble que des
modifications simples – bien qu’entraînant un surcoût – permettent de se mettre à niveau
dans la majorité des situations. Afin de vérifier qu’en effet, les primitives symétriques ne
cèdent pas face à un ordinateur quantique, une partie des recherches actuelles est dédiée à
la cryptanalyse dans un modèle où l’attaquant a accès à un ordinateur quantique.
1.2.5 La situation : les normes de chiffrement
La recherche publique et la cryptographie civile ont permis de mettre en place des
normes pour le chiffrement. En cryptographie symétrique, la première norme historique est
le DES (Data Encryption Standard), publié en 1977 à partir d’une conception de Horst
Feistel ([Des]), aujourd’hui obsolète.
Les normes plus récentes sont issues de concours internationaux : AES pour le concours
de chiffrement par blocs, eSTREAM pour le concours de chiffrement à flot, plus récemment
12. https://csrc.nist.gov/projects/post-quantum-cryptography/post-quantum-cryptography-standardization
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CAESAR pour le concours de chiffrement authentifié (qui tente d’apporter à la fois
confidentialité et authenticité) et bientôt un concours du NIST (National Institute of
Standards and Technology) pour la cryptographie à bas coût.
1.2.6 Chiffrements à flot
En informatique, les messages sont représentés comme une chaîne de bits (binary digits,
ce qui signifie chiffres binaires), c’est-à-dire de chiffres dans l’ensemble t0, 1u.
1.2.6.1 Principe du chiffrement à flot
Le chiffrement à flot consiste à chiffrer le message bit par bit, au fur et à mesure que
les bits sont lus. Habituellement, l’approche choisie est d’implémenter un chiffrement par
masque jetable (cf. section 1.2.1.1), mais avec une suite pseudo-aléatoire générée à partir
d’une clef bien plus petite que le message. Ainsi, on génère cette suite pseudo-aléatoire
(appelée suite chiffrante), puis bit par bit, on applique une simple opération XOR (ou








Figure 1.2 – Schéma usuel d’un chiffrement à flot.
Cette solution a plusieurs avantages : on peut imaginer des chiffrements très rapides et
très peu coûteux. En particulier, on peut chiffrer un message à la volée, à flot, bit par bit,
sans avoir besoin de stocker tout le message dans de la mémoire tampon.
Par construction, la sécurité des chiffrements à flot dépendra directement des propriétés
de la fonction générant la suite chiffrante (pseudo-aléatoire). Formellement, il faudra que
la famille de fonctions générant la suite chiffrante soit indistingable d’une PRF.
1.2.6.2 Les LFSR
L’essentiel d’un chiffrement à flot est donc un générateur pseudo-aléatoire déterministe.
Une solution peu coûteuse, efficace et relativement simple à étudier est le LFSR (Linear
Feedback Shift Register), registre à décalage à rétroaction linéaire, dont la sortie est une
suite régie par une relation de récurrence linéaire. Il est nécessaire de choisir un LFSR
approprié, mais le modèle mathématique utilisé permet de rendre ce choix simple. Le LFSR
seul ne suffit pas : il n’apporte pas de confusion 13. Il existe un grand nombre d’approches
pour utiliser un ou des LFSR en rajoutant des couches de confusion supplémentaires.
13. Comme son nom l’indique, il est linéaire.








Figure 1.3 – Schéma d’un LFSR. IV est une valeur initiale (publique), K est la clef secrète.
À chaque itération t, le LFSR sort un bit de suite chiffrante st, le registre est décalé d’un
bit vers la droite et le bit de gauche du registre est mis-à-jour avec le bit de sortie de la
fonction de rétroaction L.
Le concours eSTREAM [RB08] a vu candidater de nombreux chiffrements à flot, certains
construits de la sorte, d’autres non, et le résultat est un portfolio de chiffrements à flot
à utiliser : HC-128 [Wu08], Rabbit [BVZ08], Salsa20/12 [Ber08] et Sosemanuk [Ber+08]
optimisés pour les applications logicielles, et Grain v1 [Hel+08], MICKEY 2.0 [BD08] et
Trivium [CP08] optimisés pour le matériel.
1.2.7 Chiffrements par blocs
Là où le chiffrement à flot traite un message bit par bit, le chiffrement par blocs, comme
son nom l’indique, les traite bloc de bits par bloc de bits. La taille de bloc est fixée à
l’avance (les tailles usuelles sont de l’ordre de 64/128/256 bits).
Formellement, un chiffrement par blocs est donc une famille de permutations dont la
taille d’entrée est fixée (contrairement à un chiffrement dont l’entrée est de taille variable).
L’avantage majeur de cette approche est qu’on peut faire dépendre le chiffré d’un bit
de tous les bits du message d’entrée (ou au moins d’autant de bits qu’il y en a dans un
bloc). En revanche, elle est un peu plus coûteuse et un peu moins rapide que le chiffrement
à flot 14 (bien que toujours très raisonnable), mais surtout, un chiffrement par blocs ne
peut pas être directement appliqué sur chaque bloc de message indépendamment (mode
ECB), puisqu’on tombe alors dans le même travers, à savoir qu’il n’y a pas de diffusion
entre les blocs, et en particulier, les chiffrés de deux blocs identiques seraient identiques
(l’expression consacrée étant (« On voit le pingouin. ») sera ici remplacée par : « On voit
le papillon. », par égard pour la thématique de cette thèse, cf. figure 1.4). Le chiffrement
par blocs nécessite donc l’utilisation d’un mode opératoire de chiffrement, qui définit la
manière de chaîner les différents appels au chiffrement par blocs (cf. section 1.2.7.1).
1.2.7.1 D’une taille fixe à une taille quelconque : les modes opératoires
En pratique, les messages ne sont pas de taille fixe, et sont généralement plus grands
que 128 bits. Ainsi, il faut une façon intelligente d’utiliser un chiffrement par blocs pour
chiffrer des messages de taille quelconque (supérieure à 128 bits).
La manière directe qui consiste à chiffrer le message bloc par bloc est à l’évidence
catastrophique : les blocs sont chiffrés indépendamment, et donc deux blocs de message
clair égaux auront des chiffrés égaux (par exemple en figure 1.4).
Il faut donc chiffrer chaque bloc différemment.
Un grand nombre de modes opératoires viables ont été développés, listons-en quelques-
uns.
14. Sauf parfois pour chiffrer des messages courts.
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Figure 1.4(a): Une image anodine d’un pa-
pillon.
Figure 1.4(b): La même image après des
modifications identiques sur chaque pixel, ce
qui permet de vérifier l’adage : on voit le
papillon.
Figure 1.4 – Exemple d’un mauvais mode opératoire (ECB).
ECB : l’exemple à ne pas suivre. Le mode le plus simple consiste simplement à découper
le message par blocs de n bits, puis à chiffrer indépendamment chaque bloc. Ceci est à
l’évidence catastrophique (figure 1.4).
CBC : mode séquentiel. Un mode naturel appelé CBC [Ehr+78] consiste à XORer le
chiffré d’un bloc au clair du bloc suivant, afin que le bloc suivant dépende du précédent. Pour
le premier bloc qui n’a pas de précédent, on XORe une valeur initiale générée aléatoirement
(IV). Ce mode peut être attaqué en de l’ordre de 2n{2 chiffrements. Naturellement, ce mode












CTR : mode parallélisé. Le mode compteur [DH79] est très simple, il s’agit de ne
pas chiffrer les blocs de message, mais de chiffrer des nonces (constantes qui ne doivent
être utilisées qu’une seule fois). Ces chiffrés de constantes sont alors utilisés comme une
suite chiffrante pseudo-aléatoire et XORés aux blocs de message clair. Typiquement, les
constantes peuvent simplement correspondre à un numéro de bloc concaténé à une valeur
initiale (IV). Ce mode peut être attaqué en de l’ordre de 2n{2 chiffrements. Il peut être
parallélisé trivialement.
On remarquera que le mode compteur est un chiffrement à flot.


















La borne du paradoxe des anniversaires. On remarquera aussi que ces modes sont
sécurisés jusqu’à de l’ordre de 2n{2 chiffrements, même si le chiffrement utilisé à l’intérieur
est sécurisé jusqu’à 2n chiffrements. Ainsi, un chiffrement par blocs dont l’état fait 64 bits
pourra être attaqué en de l’ordre de 232 opérations seulement lorsqu’il sera utilisé dans
l’un de ces modes d’opérations, ce qui est tout à fait accessible 15 . Un chiffrement dont
l’état fait 128 bits pourra être attaqué en de l’ordre de 264 opérations, ce qui moins faible
mais encore faisable (à condition d’y mettre les moyens).
Dans le cas des chiffrements à flot, on considère pour cette raison qu’il faut utiliser un
état interne de taille au moins deux fois plus grande que la taille de clef.
Cette borne de sécurité découle tout naturellement du paradoxe des anniversaires, qui
dit que parmi un calendrier de N dates, la probabilité que parmi
?
N personnes, au moins
deux partagent une date d’anniversaire en commun est non-négligeable.
En particulier, dans un ensemble contenant N éléments, si on tire
?
N éléments, on
s’attend à obtenir une collision, c’est-à-dire deux valeurs qui coïncident. Pour N “ 2n, on
s’attend donc a une collision après 2n{2 chiffrements (qui donnent des valeurs sensément
aléatoires).
Ceci pose problème par exemple dans le mode compteur : lorsqu’on utilise un chiffrement
par blocs (qui est donc une famille de permutations), il n’y a jamais de collision tant que
les entrées sont différentes (en particulier quand les entrées sont un compteur). Donc si on
calcule l’image de 2n{2 blocs (pour une même clef) et qu’il n’y a pas de collision, il y a
une forte probabilité que la fonction calculée ne soit pas une fonction aléatoire mais une
permutation (ce qui veut dire qu’il sera facile de distinguer la permutation d’une fonction
aléatoire).
L’un des objectifs actuels dans la recherche sur les modes opératoires est d’obtenir
des modes qui dépassent la borne du paradoxe des anniversaires, i.e. qui soient sécurisés
après plus de 2n{2 chiffrements. De tels modes existent (CENC par exemple [Iwa06]),
mais sont pour l’heure plus coûteux que les modes cités plus haut. En particulier, ces
modes utilisent généralement un nonce, une valeur publique mais qui ne doit jamais être
réutilisée avec la même clef. Une alternative au nonce est le tweak, utilisé notamment dans
les chiffrements par blocs « tweakable » [LRW02]. L’utilisation d’un nonce ou d’un tweak
apporte néanmoins une contrainte supplémentaire pour l’utilisateur.
1.2.7.2 Chiffrement par blocs itérés
La manière usuelle de construire des chiffrements par blocs consiste à séparer le
chiffrement en tours similaires. Chaque tour applique ainsi la même fonction de tour avec
des clefs de tour différentes.
15. Notons tout de même qu’une telle attaque demande 264 données, ce qui est très grand. Ainsi, un
état de 64 bits reste relativement sûr en pratique puisqu’on changera généralement de clef avant 264
chiffrements.
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Clair RK1 RK2 RK3 RK4 RK5 Chiffré
Clef
Cadencement de clef
K1 K2 K3 K4 K5
Figure 1.5 – Schéma d’un chiffrement par blocs itéré générique.
Ceci permet d’obtenir des chiffrements complexes en ne construisant qu’une fonction
de tour, bien plus simple.
Cadencement de clef. Afin de générer les clefs de tour, on ajoute un cadencement de clef,
qui génère toutes les clefs de tour de façon déterministe à partir de la clef de chiffrement.
Les propriétés attendues d’un cadencement de clef sont encore mal comprises, mais deux
principes essentiels apparaissent : il faut éviter que, pour certains choix de clefs de tour, la
sécurité du chiffrement soit dégradée (ce qu’on appelle des clefs faibles) et il faut faire en
sorte que les clefs de tour se comportent comme des variables aléatoires indépendantes,
même si obtenir une telle propriété est très compliqué en général.
1.2.7.3 Les grandes familles de chiffrements par blocs
Il existe deux familles majeures de chiffrements par blocs : les chiffrements de type
Feistel, les chiffrements de type SPN.
La recherche sur le sujet est prolifique et le nombre de chiffrements inspirés de ces
grandes familles ne cesse d’augmenter. Aucune liste exhaustive de ces chiffrements n’existe,
mais on pourra se référer par exemple au site de CryptoLux 16 et en particulier au projet
Felics [Din+15], une initiative de l’université de Luxembourg qui regroupe et teste les
performances d’un grand nombre de primitives symétriques à bas coût.
Réseau de Feistel. Formalisé par Horst Feistel et son équipe pour la création de Lucifer,
puis du Data Encryption Standard (DES 1977), il s’agit d’un chiffrement par blocs itéré
dont l’état interne sur n bits (typiquement, n “ 128) est divisé en deux moitiés de n{2
bits. À chaque tour, la moitié de droite est modifiée en y ajoutant (au sens XOR) une
transformation non-linéaire de la moitié gauche dépendante de la clef de tour. Puis les
deux moitiés sont échangées. On réitère ce procédé autant de fois qu’il est nécessaire pour
atteindre la sécurité voulue.
Formellement, si on note Ri la moitié de gauche de l’état au tour i et Li la moitié de
droite, un tour de réseau de Feistel effectue les opérations suivantes :
Ri “ Li´1 ,
Li “ Ri´1 ‘ FKi pLi´1q ,
où FKi est une fonction non-linéaire paramétrée par la clef de tour Ki.
Les avantages de cette approche sont multiples : (1) on réduit le problème de créer une
« bonne » fonction sur n bits au problème de créer une bonne fonction de tour sur n{2 bits,
(2) il n’est pas nécessaire que la fonction de tour R soit bijective, car l’opération de type
16. https://www.cryptolux.org/index.php/Lightweight_Cryptography
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Feistel, à savoir XORer à la moitié droite une valeur dépendant de la moitié gauche, est
une opération bijective, (3) cette structure est presque involutive, 17 car une opération de
type Feistel est involutive. Le déchiffrement consiste donc simplement à effectuer tous les
tours dans l’ordre inverse et (4) de manière générale, un schéma de Feistel est relativement
peu coûteux pour un chiffrement par blocs.
Quelques exemples de chiffrement de type Feistel sont le DES [Des] (l’ancien standard







Figure 1.6 – Schéma d’un chiffrement de type Feistel.
Réseau de type MISTY. Formalisé lors de la création du chiffrement MISTY1 par
Matsui [Mat97], cette variante des réseaux de Feistel modifie également une moitié de
l’état à chaque tour, mais cette modification est légèrement différente du cas des réseaux
de Feistel. On applique une opération non-linéaire sur la moitié droite, puis on y XORe la
moitié gauche.
Formellement, si on note Ri la moitié de gauche de l’état au tour i et Li la moitié de
droite, un tour de réseau de type MISTY effectue les opérations suivantes :
Ri “ Li´1 ,
Li “ FKi pRi´1q ‘ Li´1 ,
où FKi est une fonction non-linéaire paramétrée par la clef de tour Ki.
Ce schéma partage les avantages du réseau de Feistel, hormis le fait que R doit être
bijective. En effet, ici encore, l’inverse du chiffrement consiste simplement à appliquer le
réseau de type MISTY en partant de la fin, mais avec pour fonction de tour R´1.
Réseau de type Substitution-Permutation. Les réseaux de Substitution-Permutation
(SPN) sont une application directe des principes de Shannon de confusion et de diffusion :
un tour est composé
— d’une introduction de la clef de tour par XOR,
— d’une étape non-linéaire faite d’une application en parallèle d’une petite fonction S
appelée boîte-S sur quelques bits à la fois (typiquement, 4 ou 8 bits), cette étape
apportant la confusion,
17. Une involution est une fonction qui est égale à son inverse.






Figure 1.7 – Schéma d’un chiffrement de type MISTY.
— et pour finir d’une étape linéaire qui apporte la diffusion et qui se présente sous la
forme d’une grande fonction linéaire sur le bloc entier (typiquement sur 128 bits).
Généralement, les SPN sont plus coûteux que les réseaux de Feistel ou de type MISTY,
mais peuvent tout de même atteindre des coûts très faibles. L’avantage majeur de cette
structure est qu’un modèle d’analyse baptisé wide-trail strategy [DR01] a été développé
pour étudier les SPN et permet de justifier de la sécurité d’un SPN sans trop de difficultés.
Ce type de chiffrement a été popularisé par le chiffrement Rijndael, plus tard sé-
lectionné comme AES (Advanced Encryption Standard [DR02]), le standard actuel de
chiffrement symétrique. Un grand nombre de SPN existent dans la littérature, entre autres
KLEIN [GNL11], Midori [Ban+15], Noekeon [Dae+00], Robin et Fantomas [Gro+15],
Skinny [Bei+16], PRESENT [Bog+07] et PRINCE [Bor+12].
Choix des opérations élémentaires et ARX. Lorsqu’il s’agit d’implémenter en pratique
les chiffrements sur un ordinateur ou un micro-contrôleur, certaines opérations sont plus
simples que d’autres.
Il convient ici de discuter de la structure mathématique des mots de n bits. On considère
généralement nos chiffrements comme des permutations agissant sur un ensemble structuré,
t0, . . . , 2n ´ 1u, généralement avec une structure d’espace vectoriel sur le corps fini F2n , et
de ce fait muni d’une addition, d’une multiplication scalaire et d’une inverse.
En revanche, le choix des opérations élémentaires peut varier, en particulier, on considère
généralement deux additions distinctes : le XOR bit à bit (sur n bits) et l’addition modulaire
dans Z{2nZ.
Le choix de l’opération d’addition est essentiel : c’est ce choix qui détermine quelles
opérations sont linéaires (et lesquelles ne le sont pas).
Dans la suite de ce document, nous considérerons généralement que l’opération d’addi-
tion est un XOR bit à bit dans t0, . . . , 2n ´ 1u ce qui est un choix usuel.
L’appellation ARX correspond alors à un choix d’opérations élémentaires : l’Addition
modulaire, la Rotation bit à bit et le XOR bit à bit.
Alternativement, plutôt que d’utiliser de telles opérations élémentaires, on peut stocker
les images des fonctions en mémoire, et utiliser des accès mémoire pour appliquer la
fonction. On considère parfois qu’une boîte-S est une fonction implémentée par sa table
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Figure 1.8 – Schéma d’un chiffrement de type SPN (2 tours). Le cadencement de clef est
omis pour simplifier.
des images, et on l’oppose alors à un autre type d’implémentation. Dans ce document,
nous appellerons boîte-S une fonction sur un (petit) nombre de bits. Son implémentation
pourra alors être effectuée à l’aide d’une table des images ou d’une succession d’opérations
élémentaires, par exemple.
1.2.8 Le noyau des chiffrements par blocs : la boîte-S
Dans beaucoup de chiffrements par blocs, la partie non-linéaire est le rôle d’un objet
particulier appelé boîte-S. Il s’agit ni plus ni moins d’une fonction sur n bits, avec n petit
car il est compliqué d’étudier et d’implémenter une fonction sans propriétés particulières
pour n grand. Généralement, n est choisi égal à 4 ou 8.
La propriété majeure d’une boîte-S est d’apporter énormément de confusion et de
diffusion sur n bits. En ce sens, la boîte-S peut être vue comme un chiffrement miniature
(sans clef), sur une taille de fonction où l’étude et l’implémentation sont – relativement –
simples.
Remarque 1.1 (Attention !). L’objectif pour un chiffrement n’est pas d’apporter le plus
possible de confusion et de diffusion. Un chiffrement doit avoir la confusion et la diffusion
d’une fonction (bijective) aléatoire, c’est-à-dire une confusion et une diffusion moyennes.
En revanche, pour ce qui est de la boîte-S, plus la boîte-S apporte de confusion, moins on
aura besoin de tours pour atteindre une sécurité souhaitée.
La propriété attendue pour une boîte-S est d’être aussi compliquée que possible : un
degré algébrique maximal en tant que polynôme dans F2n rXs, que ses dérivées en tout
point prennent le plus de valeurs possibles (optimalement 2n´1 valeurs), une transformée
de Walsh (et donc une transformée de Fourier discrète) la plus lisse possible, éviter toute
propriété invariante, éviter les points fixes et bien d’autres propriétés correspondant à
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d’autres types d’attaques.
Il est usuel – mais pas obligatoire – de demander qu’une boîte-S soit bijective (ce qu’on
appelle généralement une permutation). En particulier, dans le cas des SPN, si la boîte-S
n’est pas bijective, le chiffrement ne le sera pas non plus (et donc le déchiffrement ne sera
pas bien défini). Cette restriction ne s’applique pas au cas des chiffrements de type Feistel,
dont la boîte-S n’est pas appliquée directement sur une branche.
Remarque 1.2. En y regardant de plus près, beaucoup de ces propriétés reviennent à dire
qu’une boîte-S doit être aussi loin que possible d’une fonction linéaire (une droite).
En effet, on veut un degré haut pour être aussi loin que possible du degré 1 d’une fonction
linéaire.
On veut des dérivées en tout point qui prennent le plus de valeurs possibles pour être aussi
loin que possible des dérivées en tout point constantes d’une fonction linéaire.
On veut une transformée de Walsh aussi lisse que possible pour être aussi loin que possible
du pic, qui est la transformée d’une fonction linéaire.
On veut éviter toute propriété d’invariance là où une fonction linéaire envoie un groupe
sur un autre.
Toutes ces propriétés sont en fait des « mesures » de non-linéarité distinctes, chacune
définissant différemment le contraire d’une fonction linéaire.
En plus de ses bonnes propriétés cryptographiques, on souhaite qu’une boîte-S soit
simple – et si possible peu coûteuse – à implémenter. A priori, une fonction de n bits peut
toujours s’implémenter comme une table stockant toutes les images, comme développé en
section 1.2.3, ce qui demande de stocker n2n bits. Par exemple, pour n “ 8, l’implémentation
d’une boîte-S demande 8 ˆ 28 “ 2048 bits de mémoire, ce qui n’est pas très efficace. En
revanche, pour n “ 4, on n’a à stocker que 64 bits, ce qui est peu coûteux.
Ceci ne résout pas l’un des inconvénients majeurs de l’implémentation par table : la
lenteur. En effet, calculer l’image d’une entrée par la boîte-S demande alors un accès
mémoire, ce qui est parfois coûteux (suivant la taille de la boîte-S et le contexte de
l’implémentation). Néanmoins, une boîte-S de 4 bits peut être implémentée efficacement
par une table (par exemple avec des instructions VPERM [Ben+13]), car la table entière
tient sur un registre de 64 bits.
Tout comme en section 1.2.3, on est donc ramené à chercher des boîtes-S structurées,
donc moins coûteuse, ou à optimiser l’implémentation des boîtes-S existantes. L’étude
des boîtes-S, même sur des petites tailles, est déjà complexe, et on voit désormais qu’il
n’existe pas de « meilleure » solution, puisqu’il faut faire des compromis. Ainsi le choix de
la boîte-S peut dépendre de son utilisation, et on ne peut pas se contenter de chercher une
boîte-S « optimale » de façon générique.
Plus de détails sur les boîtes-S sont donnés au chapitre 2
1.2.9 Propagation de la confusion : la fonction de diffusion
Si la boîte-S sert à apporter de la confusion et de la diffusion sur de petits mots de n
bits, c’est la vocation de la fonction de diffusion de mélanger ensemble tous ces mots. On
estime généralement que la boîte-S est la seule source de confusion et que la fonction de
diffusion n’apportera que de la diffusion entre les mots (d’où son nom). Pour cette raison,
la fonction de diffusion n’a pas besoin d’être non-linéaire et sera donc choisie linéaire pour
simplifier son étude et son implémentation.
Les critères requis pour les matrices de diffusion seront développés au chapitre 3
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1.3 Sécurité des chiffrements par blocs : les distingueurs
usuels
Rigoureusement, un distingueur est défini pour un chiffrement, i.e. un chiffrement par
blocs utilisé dans un mode opératoire 18. En revanche, étudier les façons de distinguer un
chiffrement par blocs d’une PRP de taille fixe (ou d’une PRF de taille fixe) peut donner
des informations sur la sécurité du chiffrement.
Remarque 1.3. On remarquera que les modèles d’attaques (i.e. attaque à clair connu/choisi,
etc) n’ont a priori de sens que sur un chiffrement, pas sur un chiffrement par blocs. Par
abus de langage, on assimilera parfois l’entrée d’un chiffrement par blocs à un clair et
sa sortie à un chiffré (bien que cela n’aie pas de sens en général, le mode compteur par
exemple ne chiffre qu’un compteur (qui peut être connu, mais pas choisi par l’attaquante)).
Ainsi, on pourra s’intéresser à distinguer un chiffrement par blocs d’une PRP de taille
fixe ou d’une PRF de taille fixe (cf. Section 1.2.2). Dans ce cadre, les trois types d’attaques
classiques consistent à mesurer une certaine « distance » par rapport aux fonctions linéaires.
On mesurera d’une part cette distance pour une permutation à clef aléatoire tirée dans le
chiffrement par blocs (notons cette distance dE) et pour une PRP (notons cette distance
d$). Alors si |dE ´ d$| est grande, on sera capable de distinguer le chiffrement par blocs
d’une PRP.
Les trois attaques classiques correspondent à trois mesures différentes de « linéarité »
(i.e. de distance à l’espace des fonctions linéaires). Pour ces trois mesures de linéarité, des
études existent qui mesurent la distance entre une PRP (ou une PRF) et une fonction
linéaire. Dit simplement, une PRP (ou une PRF) est loin de toute fonction linéaire pour
chacune de ces trois mesures de linéarité. Ainsi, il faudra qu’un permutation aléatoire dans
le chiffrement par blocs soit loin de toute fonction linéaire.
Le distingueur algébrique consiste à étudier le degré d’une permutation à clef (sachant
que le degré d’une fonction linéaire est 1 par définition). Si le degré d’une permutation
aléatoire du chiffrement par blocs est trop bas, on pourra distinguer le chiffrement par
blocs d’une PRP.
Le distingueur différentiel consiste à étudier la dérivée d’une permutation à clef (sachant
que, pour une fonction linéaire, ses dérivées en tout point sont constantes). Si les dérivées
d’une permutation aléatoire du chiffrement par blocs ne prennent pas beaucoup de valeurs,
on pourra distinguer le chiffrement par blocs d’une PRP.
Le distingueur linéaire consiste à étudier la distance de Hamming entre une permutation
à clef et n’importe quelle fonction linéaire. Si cette distance est trop faible, on pourra
distinguer le chiffrement par blocs d’une PRP.
1.3.1 Un exemple d’attaque par distingueur : l’attaque sur le dernier
tour
Avant de rentrer dans les détails des distingueurs usuels, voyons comment un distingueur
sur un chiffrement par blocs (sans mode opératoire) peut permettre de retrouver de
l’information sur la clef ou sur des messages clairs. Un exemple d’une telle transformation
distingueur Ñ attaque est l’attaque sur le dernier tour.
Le principe est le suivant : soit pEkqkPFK
2
un chiffrement par blocs itéré de r tours avec
une taille de blocs n. Une attaque sur le dernier tour permet de retrouver la clef (ou de
l’information) dès qu’on connaît une propriété permettant de différencier l’application des
pr ´ 1q premiers tours d’une permutation aléatoire.
18. Rappelons qu’un chiffrement par blocs est une famille de permutations (à clef) de taille d’entrée
fixée, là où un chiffrement est une famille de permutations (à clef) de taille d’entrée variable
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L’idée est la suivante : une attaquante ne connaît pas la clef, mais elle connaît une
propriété probabiliste permettant de distinguer les pr ´ 1q premiers tours d’une PRP. Elle
va tester itérativement toutes les valeurs de la sous-clef du dernier tour (on supposera
que la sous-clef du dernier tour est plus petite que la clef-maître). On appellera kr la
sous-clef du dernier tour et k̃r la valeur de sous-clef du dernier tour que teste l’attaquante.
On suppose que l’attaquante connaît un grand nombre de couples (clair, chiffré). Pour
chacun des textes chiffrés, elle va inverser uniquement le dernier tour en utilisant sa clef
k̃. Si k ‰ k̃, le résultat de cette inversion aura des propriétés aléatoires. En revanche, si
k “ k̃, alors le résultat de l’inversion correspondra à la propriété distingante des pr ´ 1q
premiers tours du chiffrement par blocs. Ainsi, si la propriété attendue est vérifiée, c’est
que k “ k̃ donc elle a trouvé la clef. Elle réitère ce procédé jusqu’à tomber sur la bonne
clef, c’est-à-dire celle qui vérifie la propriété après inversion du dernier tour.
Ainsi, on voit que, dès qu’on connaît une propriété distingante sur le chiffrement par
blocs, on est capable de retrouver la clef. Pour concevoir un chiffrement par blocs sûr,
il faut donc faire en sorte que tester une propriété distingante soit trop coûteux pour
l’adversaire, c’est-à-dire que le chiffrement ne puisse pas être distingué d’une permutation
aléatoire avec des moyens raisonnables. Notons que, même si un distingueur ne permet
pas toujours de retrouver la clef, il permet souvent de retrouver de l’information sur le
message clair.
1.3.2 Les attaques différentielles
Les attaques différentielles ont été introduites par Biham et Shamir en 1991 [BS91].
L’idée est d’étudier les propriétés de la différentielle du chiffrement et de comparer ces
propriétés à celles attendues pour une fonction aléatoire.
Remarque 1.4. Notons ici un choix important. L’objectif étant de rendre impraticable un
distingueur différentiel, le critère de sécurité rigoureux est le suivant : un chiffrement par
blocs E “ pEkqkPFK
2
est indistingable différentiellement d’une PRP si une permutation
aléatoire Ek P E vérifie que la distribution de sa différentielle est proche de la distribution
de la différentielle d’une PRP.
L’inconvénient, c’est qu’étudier la distribution de la différentielle d’une permutation
d’un grand nombre de bits (typiquement 128) est très compliqué. C’est pourquoi on limite
notre étude à une sous-distribution : le maximum de la distribution de la différentielle.
Si cette étude du maximum ne peut pas suffire à prouver la résistance face aux
distingueurs différentiels, elle suffit néanmoins en pratique, car les attaques différentielles
efficaces en pratique exploitent toutes ce maximum.
Ainsi, pour une fonction F (par exemple F “ Ek), on considère deux messages en
entrée x et x ` a, et on regarde la différence entre les sorties F pxq et F px ` aq. Si l’on peut
dire qu’avec forte probabilité, une différence en entrée a implique une différence en sortie
b, ceci permet de distinguer F d’une fonction aléatoire.
1.3.2.1 Uniformité différentielle et table des différences
Formellement, une attaque différentielle est définie entre deux groupes pA, ‘q et
pB, ‘q 19. Elle consiste à étudier, pour F : A Ñ B, la distribution de la dérivée (ou
différentielle) de F en n’importe quel point a, définie par :
DaF : A Ñ B
x ÞÑ F pxq a F px ‘ aq ,
19. Généralement, on choisit A “ B et ‘ et ‘ le XOR bit à bit.
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Figure 1.9 – Principe d’une attaque sur le dernier tour (exemple d’un SPN de 3 tours).
Les clefs violettes sont inconnues de l’attaquante, la clef verte est une supposition de
l’attaquante.
où a est l’opposé de ‘.
Si l’on peut identifier une différence en entrée a et une différence en sortie b telles
qu’avec forte probabilité, une différence de a sur l’entrée entraîne une différence de b sur la
sortie, on a un distingueur.
Formellement, avec
δF pa, bq “ #tx P A|DaF pxq “ bu ,
s’il existe a P A˚ (i.e. Azt0u) et b P B tels que δF pa, bq est grand 20, ceci donne un
distingueur. Plus δF pa, bq est grand, plus le distingueur est efficace (i.e. moins il sera
coûteux de distinguer F d’une fonction aléatoire).
L’objectif pour un concepteur sera donc que la distribution de δF pa, bq se rapproche de
la distribution attendue pour la dérivée d’une fonction aléatoire.
Le distingueur différentiel. L’idée du distingueur sera de choisir les différences a et b qui
maximisent δF pa, bq, puis de tester si DaF pxq “ b pour de nombreux x. Si beaucoup de x
20. Cette notion de « grand » dépend du choix de groupe, mais en général, on pourra considérer grand
comme " #A{#B.
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x x ‘ a
F F
y y ‘ b
Figure 1.10 – Principe d’une attaque différentielle (les variables en couleur sont des
différences).
vérifient DaF pxq “ b, on dira qu’il s’agit de F , sinon on dira qu’il s’agit d’une permutation
aléatoire.
Dans le cas usuel où les groupes en entrée et en sortie de F sont pt0, 1un, XORq, il faudra de
l’ordre de 2
n`1
δF pa,bq couples (entrée, sortie) pour distingueur F d’une permutation aléatoire,
avec a et b maximisant δF pa, bq.
Définition 1.1 (Table des différences). Soient deux groupes pA, ‘q et pB, ‘q, et F : A Ñ
B. On appelle table des différences de F et on note DDTpF q la table contenant en ligne a,
colonne b, la valeur δF pa, bq, pour tous a P A et b P B.
On représente généralement la DDT par un tableau à deux dimensions, avec les
différences en entrée (dans A) sur les lignes et les différences en sortie (dans B) sur les
colonnes.
Définition 1.2 (Uniformité différentielle). Soient deux groupes pA, ‘q et pB, ‘q, et
f : A Ñ B. On appelle uniformité différentielle de f et on note δpfq le maximum de
DDTpfq privée de la première ligne (cas a “ 0), i.e. :
δpfq “ max
a‰0,b
#tx P A|fpxq a fpx ‘ aq “ bu .
On utilisera souvent une normalisation de l’uniformité différentielle, appelée probabilité
différentielle, et qui vaut δpfq#A .
Propriété 1.1 (Parité de δF pa, bq). Soient deux groupes pA, ‘q et pB, ‘q. Si ‘ et ‘ sont
telles que pour tout a P A, a‘a “ 0 et pour tout b P B, b‘b “ 0, et que ‘ est commutative,
alors quel que soit a P A˚ et quel que soit b P B, δF pa, bq est pair.
Démonstration. En effet, pour tout a P A˚, pour tout b P B, si x P A est solution de
F pxqaF px‘aq “ b, par involutivité, on a F ppx‘aq‘aqaF px‘aq “ b et par commutativité,
F px ‘ aq ‘ F ppx ‘ aq ‘ aq “ b, donc si x est solution de DaF pxq “ b, alors x ‘ a l’est aussi.
Donc tx P A|DaF pxq “ bu est formé de paires.
Remarque 1.5. On remarquera que non seulement δF pa, bq est toujours pair pour a ‰ 0,
mais en plus, les solutions de toute équation différentielle de la forme DaF pxq “ b vont
par paires.
En particulier, ceci est vérifié dans le cas usuel où les groupes pA, ‘q et pB, ‘q sont
égaux à pt0, 1un, XORq.
L’uniformité différentielle comme mesure de linéarité. Lorsque les fonctions linéaires
sont définies (c’est-à-dire si on travaille sur des espaces vectoriels plutôt que des groupes),
l’uniformité différentielle peut être interprétée comme une mesure de linéarité : il s’agit
d’étudier la particularité de la dérivée en tout point d’une fonction linéaire.
La dérivée en tout point a d’une fonction linéaire est constante, i.e., pour tout a P A, il
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existe P B tel que DaF pxq “ b pour tout x. Ainsi, si l’uniformité différentielle de F vaut
#A, c’est que l’une des dérivées de F est constante, ce qui veut dire que F est proche
d’une fonction linéaire. Plus δpF q est petite, plus F est loin d’une fonction linéaire.
1.3.2.2 MEDP : le critère de résistance aux attaques différentielles pour un chiffre-
ment par blocs
L’uniformité différentielle et la table des différences permettent d’étudier la dérivée
d’une fonction. Or, nous voulons étudier la dérivée d’une permutation à clef aléatoire
d’un chiffrement par blocs pEkqkPFK
2
à valeurs dans Fn2 . Naturellement, on définit alors
le MEDP(Maximum Expected Differential Probability), qui correspond au maximum de












Ceci correspond en quelque sorte à l’uniformité différentielle d’une permutation à clef
« moyenne » dans pEkqkPFK
2
.
1.3.3 Les attaques linéaires
Le principe des attaques linéaires a été initialement introduit par Gilbert, Chassé
et Tardy-Corfdir [GC91 ; TCG92] puis appliquées par Matsui [Mat94a ; Mat94b] pour
attaquer DES.
L’idée majeure de ce type d’attaque est d’approcher la fonction F par une fonction
linéaire, ce qui revient à trouver une relation linéaire biaisée entre l’entrée et la sortie de F ,
i.e. trouver deux valeurs a et b non-nulles telles que la distribution de x ÞÑ a ¨ F pxq ‘ b ¨ x
ne soit pas uniforme.
Tout comme le cas différentiel, on n’est pas capable d’étudier la distribution entière de
x ÞÑ a ¨ F pxq ‘ b ¨ x, et on se contente du maximum de cette distribution.
Je ne rentrerai pas ici dans autant de détails que sur les attaques différentielles, mais
le fonctionnement est aussi bien plus général que le cas usuel. Je me contenterai ici de
considérer des espaces vectoriels usuels et je ne rentrerai pas dans les détails des preuves.
Formellement, on définit une attaque linéaire entre deux espaces vectoriels. Considérons
simplement le corps A “ pF2, xor, andq et le A-espace vectoriel pFn2 , XOR, .q, où . est une
multiplication scalaire telle que pour x P Fn2 , b P F2 x.b “ 0 si b “ 0 et x.b “ x si b “ 1 21.
On munit cet espace vectoriel du produit scalaire ¨ défini par x ¨ y “ ř1ďiďn xi and yi, où
la somme considère une addition comme un xor binaire, xi est le i-ième bit de x.
Alors si
Ppa ¨ F pXq ‘ b ¨ X “ 1q “ 12 ` ε avec ε P r´ 12 , 12 s ,
il est possible de distinguer F d’une fonction aléatoire en approximativement ε´2 calculs
de F . Ainsi, si |ε| " 2´
n
2 , on aura un distingueur en moins de 2n calculs.
Définition 1.3 (Transformée de Walsh).
Soit f une fonction de pFn2 , XOR, .q dans pF2, xor, andq (i.e. une fonction booléenne) 22. On
appelle transformée de Walsh de f (ou parfois transformée de Walsh-Hadamard ou encore






21. On se sert très peu de la multiplication scalaire.
22. Dans la suite, on notera indifféremment XOR et xor par le symbole ‘, qui représentera un xor binaire
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On appelle f̂ le coefficient de Walsh de f au point a P Fn2 .
Soit F une fonction de pFn2 , ‘, .q dans pFn2 , ‘, .q. On appelle transformée de Walsh de
F la fonction F̂ définie par





où Fb : x ÞÑ b ¨ F pxq sont appelées les composantes de F .
En y regardant de près, un coefficient de Walsh F̂ pa, bq compte la proportion des x P Fn2
qui vérifient b ¨ F pxq ‘ a ¨ x “ 0, c’est-à-dire des x pour lesquels b ¨ F pxq est égale à la
fonction linéaire a ¨ x. Chaque coefficient de Walsh mesure donc une distance de F à une
fonction linéaire de Fn2 dans F
n
2 .
Précisément, F̂ pa, bq “ 2n ´ 2dHpa ¨ F pxq, b ¨ xq, où dH est la distance de Hamming,
donc F̂ pa, bq est une mesure de la distance entre a ¨ F et b ¨ x.
L’objectif étant que F soit le plus loin possible de toute fonction linéaire, on cherche
donc f telle que pour tous a et b non-nuls, F̂ pa, bq est le plus petit possible. Tout comme
le cas des attaques différentielles, on représente généralement les coefficients de Walsh
F̂ pa, bq dans un tableau à deux dimensions dont les lignes correspondent au masque linéaire
d’entrée a et les colonnes au masque linéaire de sortie b, et on s’intéressera à minimiser le
maximum des coefficients de Walsh F̂ pa, bq pour la boîte-S S.
Définition 1.4 (Table des biais linéaires). Soit F une fonction de pFn2 , ‘, .q dans pFn2 , ‘, .q.
On appelle table des biais linéaires de F et on note LATpF q la table à deux dimensions
contenant en ligne a, colonne b, la valeur F̂ pa, bq, pour tous a P Fn2 , b P Fn2 .
Définition 1.5 (Linéarité). Soit F une fonction de pFn2 , ‘, .q dans pFn2 , ‘, .q. On appelle
linéarité de F et on note LpF q le maximum (en valeur absolue) de la LAT de S, i.e. 23
LpF q “ max
a‰0,b
|F̂ pa, bq| .
On considérera parfois de manière équivalente la non-linéarité de F , définie par
N LpF q “ 2n´1 ´ 12 LpF q
car on a l’identité :






dHpa ¨ F pxq, b ¨ x ` eq .
La non-linéarité correspond donc à la plus petite distance de Hamming entre F et une
fonction affine.
1.3.3.1 MELP : le critère de résistance aux attaques linéaires pour un chiffrement
par blocs
Tout ici se passe similairement au cas différentiel : la linéarité et la table des biais
linéaires permettent d’étudier la distance de Hamming entre une fonction et l’espace des
fonctions affines. Or, nous voulons étudier cette distance de Hamming pour une permutation
à clef aléatoire d’un chiffrement par blocs pEkqkPFK
2
à valeurs dans Fn2 . Naturellement, on
définit alors le MELP(Maximum Expected Linear Potential), qui correspond au maximum
















23. Notons que, si on appellera par la suite LpF q la linéarité de F , ce n’est en fait que l’une des mesures
de linéarité que l’on utilise, puisque δpF q par exemple en est une autre.
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1.3.4 Wide-trail strategy : réduction de la sécurité des chiffrements
par blocs à des critères sur les boîtes-S
Pour analyser des chiffrements par blocs sur des tailles aussi grandes que 128 bits, il
est nécessaire d’avoir un modèle d’analyse qui puisse réduire la sécurité du chiffrement à
des critères sur ses composantes.
C’est ce que fait la wide-trail strategy. En particulier, pour les boîtes-S, c’est ce modèle
d’analyse qui fait le lien entre l’uniformité différentielle δ d’une boîte-S ainsi que sa linéarité
L et la résistance du chiffrement par blocs aux attaques différentielles et linéaires. De
même, c’est la wide-trail strategy qui définit les critères de sécurité pour les matrices de
diffusion.
Le modèle d’analyse dépend des schémas, mais le plus poussé est celui des SPN, baptisé
« wide-trail strategy » (stratégie du chemin large), introduite lors de la construction du
standard AES [DR02].
L’intérêt principal de la wide-trail strategy est qu’elle offre un résultat simple. L’idée est
de compter le nombre de boîtes-S « actives » dans le chiffrement par blocs, où la définition
d’active dépend de l’attaque considérée.
Prenons ici l’exemple des attaques différentielles. Tout ce qui suit est défini de façon
similaire pour les attaques linéaires, mais on ne détaillera que les attaques différentielles
par souci de simplicité.
Définition 1.6 (Caractéristique différentielle). Soit F une fonction de Fn2 dans F
n
2 , dé-
composée en r tours Ri, 1 ď i ď r. Rappelons qu’on appelle différentielle pa, bq à travers
F la donnée d’une différence en entrée de F a et d’une différence en sortie b, et qu’on
s’intéresse au nombre de solutions de toute différentielle (i.e. le nombre de x P Fn2 tels que
F pxq ‘ F px ‘ aq “ b).
On appelle caractéristique différentielle la donnée de r ` 1 différences di, 1 ď i ď r ` 1
et le nombre de solutions d’une caractéristique différentielle le nombre de x P Fn2 tels
que pour tout j P t0, . . . , ru, Rj ˝ Rj´1 ˝ . . . R0pxq soit une solution de la différentielle
pdj , dj ` 1q à travers Rj`1. Concrètement, une différentielle définit la différence d’entrée de
F et la différence de sortie, tandis qu’une caractéristique différentielle définit les différences
d’entrée et de sortie de tous les tours Ri.
À l’évidence, on peut décomposer une différentielle en caractéristique : notons
δCarF pd0, . . . , dr`1q le nombre de solutions d’une caractéristique différentielle pdiq1ďiďr`1,
alors
δF pd1, dr`1q “
ÿ
pd2,d3,...,drqPpFn2 qr´1
δCarF pd1, . . . , dr`1q .






1.3.4.1 Réduction à un tour moyen
Une première approche de la wide-trail strategy permet, sous une hypothèse forte, de
réduire la probabilité d’une caractéristique différentielle à la probabilité différentielle des
tours Ri, i.e. PRi pu, vq “
δRi pu,vq
2n .
Proposition 1.1 (Probabilité d’une caractéristiques). Sous hypothèse que tous les tours




PRi pdi, di`1q .
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Dans le cas d’un chiffrement par blocs itéré, cette hypothèse implique en particulier que
les sous-clefs de tours doivent se comporter comme des variables aléatoires indépendantes
(ce qui n’est jamais le cas dans les SPN utilisés en pratique). Ce modèle d’analysé est donc
approximatif.
Admettons que l’hypothèse d’indépendance soit vérifiée. Il ne reste alors qu’à calculer
la probabilité de chaque tour indépendamment.
L’idée est alors de considérer un tour R moyen, c’est-à-dire dont la probabilité dif-
férentielle est la moyenne des probabilités différentielles des tours Ri. On fera alors
l’approximation que
Pppdiq1ďiďr`1q “ PpRqr .
1.3.4.2 Réduction au nombre de boîtes-S actives.
Une approche plus précise est de compter le nombre de boîtes-S actives dans un
chiffrement par blocs. Dans le cas différentiel, on définit ainsi une boîte-S active :
Définition 1.7 (Boîte-S active). Soit pEkqkPFK
2
un chiffrement par blocs suivant une
structure de SPN en r tours avec une taille de bloc N . Nous supposerons (par simplicité)
que l’étage de confusion consiste en l’application en parallèle d’une même boîte-S S sur
n bits, et ce pour tous les tours, et que la matrice de diffusion M de dimension m ˆ m
sur des mots de n bits est la même pour tous les tours. On négligera la manière dont sont
générées les clefs de tour ki.
Soit k P FK2 . Soit pd1, . . . , dr`1q une caractéristique différentielle à travers Ek. On
appelle boîte-S active pour la caractéristique différentielle pd1, . . . , dr`1q toute boîte-S dont
la différence en entrée est non-nulle. Par opposition, on appelle boîte-S inactive toute
boîte-S dont la différence en entrée est nulle.
Les boîtes-S inactives pour une caractéristique différentielle ont donc une différence en
entrée nulle et avec probabilité 1 une différence en sortie nulle. Seules les boîtes-S actives
influent donc sur la probabilité d’une caractéristique différentielle.
Hypothèse : Les tours Ri sont indépendants deux à deux (i.e. @i, j, PpRi et Rjq “
PpRiqPpRjq),
Dans ce cas, en notant nbactivespd1, . . . , dr`1q le nombre de boîtes-S actives pour la
caractéristique pd1, . . . , dr`1q à travers Ek, on a :
Pppdiq1ďiďr`1q ď δpSqnbactivespd1,...,dr`1q .
Il ne reste plus qu’à estimer nbactivespd1, . . . , dr`1q pour toute caractéristique différen-
tielle.
Le nombre de boîtes-S actives est une propriété de diffusion, qui dépend uniquement de
la matrice de diffusion M . On commencera par estimer le nombre de boîtes-S actives pour
toute caractéristique à travers 2 tours de Ek. Ceci est mesuré par le facteur de branchement
différentiel de M :
Définition 1.8 (Facteur de branchement différentiel). Soit M une matrice de dimension




. On appelle facteur de branchement
différentiel noté BdpMq la valeur
BdpMq “ min
x‰0
twpxq ` wpMpxqqu .
Le facteur de branchement différentiel considère qu’il y a une différence (non-nulle)
en entrée de M , et considère wpxq ` wpMpxqq, c’est-à-dire le nombre de mots avec une
différence en entrée de M plus le nombre de mots avec une différence en sortie de M , et
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prend le minimum de ces valeurs pour tout x ‰ 0. Ceci garantit que s’il y a une différence
en entrée de M , il y aura au moins BdpMq mots avec une différence non-nulle parmi les
mots d’entrée et de sortie de M .
En particulier, si M est utilisée comme matrice de diffusion au tour i, cela signifie que
s’il y a une différence en entrée de M au tour i, il y aura au moins BdpMq boîtes-S actives
parmi celles des tours i et i ` 1.
On décompose alors un SPN par paire de tours, et on obtient
nbactivespd1, . . . , dr`1q » BdpMq ˆ r2 .
pour toute caractéristique différentielle pd1, . . . , dr`1q, ce qui implique sous hypothèse




Ainsi, on ramène la probabilité de toute caractéristique différentielle à l’uniformité
différentielle de S et au facteur de branchement différentiel de M .
1.3.4.3 Définitions pour les attaques linéaires
Similairement, on définit pour les attaques linéaires un chemin linéaire qui correspond
à la donnée des masques linéaires pa1, . . . , ar`1q, on peut décomposer tout coefficient de
Walsh F̂ pa1, ar`1 en chemins linéaires à travers F . On définit une boîte-S active pour
un chemin linéaire comme une boîte-S dont le masque linéaire d’entrée est non-nul, et
on compte le nombre de boîtes-S actives pour estimer le potentiel d’une approximation
linéaire.
Finalement, sous des hypothèses d’indépendance des tours similaires, on obtient qu’on
peut estimer le potentiel d’une approximation linéaire avec la linéarité de S et le facteur
de branchement linéaire de M défini par :
Définition 1.9 (Facteur de branchement linéaire). Soit M une matrice de dimension




. On appelle facteur de branchement
linéaire noté BlpMq la valeur
BlpMq “ min
x‰0
twpxq ` wpM⊺pxqqu ,
où M⊺ est la transposée de M .
1.3.5 Matrices de diffusion MDS
Ainsi, les critères à étudier pour la résistance aux attaques différentielles et linéaires
pour les matrices de diffusion sont respectivement les facteurs de branchement différentiel
et linéaire.
Les bornes optimales pour ces critères pour une matrice de dimension m ˆ m sont
connus grâce à la théorie des codes correcteurs d’erreurs :
BdpMq ď m ` 1
BlpMq ď m ` 1 .
En particulier, on sait que si BdpMq “ m`1, alors BlpMq “ m`1 et réciproquement . De
plus, on sait construire des matrices M atteignant ce maximum en utilisant des codes MDS.
C’est pourquoi, par analogie, on appelle une matrice M telle que BdpMq “ BlpMq “ m ` 1
une matrice MDS.
Les matrices MDS sont donc optimales en termes de diffusion différentielle et linéaire
d’après la wide-trail strategy.
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On définira aussi les matrices quasi-MDS M telles que BdpMq “ BlpMq “ m.
Puisque l’on sait construire des matrices MDS (en particulier la matrice MixColumns
d’AES), le problème est maintenant de trouver les matrices MDS les plus efficaces, c’est-à-
dire les moins coûteuses. Ce problème est abordé au chapitre 3.
1.3.6 Conditions sur les boîtes-S
Définition 1.10 (Boîte-S). On appelle boîte-S une fonction booléenne vectorielle Fn2 Ñ Fm2 ,
ou de manière équivalente une fonction F2n Ñ F2m .
Même sans la wide-trail strategy, on est capable de définir les bonnes propriétés à avoir
pour une boîte-S.
Remarque 1.6. Condition sur une boîte-S Sur un chiffrement par blocs construit à partir
d’une boîte-S S, on sait que la boîte-S apporte toute la confusion du chiffrement par blocs,
et en particulier toute sa non-linéarité. Il faut donc que S soit le plus non-linéaire possible,
c’est-à-dire que δpSq et L soient le plus petites possible, et que degpSq soit le plus grand
possible.
La wide-trail strategy permet de dire plus précisément comment la sécurité d’un
chiffrement par blocs dépend de la sécurité de la boîte-S.
1.3.6.1 Propriétés différentielles des boîtes-S
D’après la wide-trail strategy, l’objectif est d’avoir δpSq minimale. Nous verrons ici les
conditions que cela implique ainsi qu’un bref état de l’art sur la résistance différentielle
des boîtes-S.
Définition 1.11 (Boîte-S Parfaitement Non-linéaire (PN)). Optimalement, on voudrait
δSpa, bq “ #A#B , @a P A˚, @b P B. Remarquons que pour certains choix de groupes, ce mini-
mum n’est pas atteignable. Les boîtes-S qui atteignent cette borne sont dites Parfaitement
Non-linéaires (PN).
Propriété 1.2 (Caractérisation par la dérivée). Soient deux groupes pA, ‘q et pB, ‘q. Si
ces groupes sont de même ordre, alors une boîte-S est PN si et seulement si ses dérivées
en tout point (non-nul) sont bijectives.
Démonstration. Il s’agit de remarquer qu’une boîte-S S est PN si δSpa, bq “ #A#B , @a P
A˚, @b P B, or #A “ #B, donc S est PN si et seulement si δSpa, bq “ 1, @a P A˚, @b P B,
ce qui signifie simplement que pour tout a P A˚, δSpa, .q est une bijection.
Propriété 1.3 (Non-optimalité dans pt0, 1un, XORq).
Aucune fonction n’est PN de pt0, 1un, XORq dans pt0, 1un, XORq.
Démonstration. Il s’agit d’une simple conséquence de la Propriété précédente : puisque
pour toute f de pt0, 1un, ‘q dans pt0, 1un, ‘q, toutes les valeurs de la DDT sont paires,
elles ne peuvent pas être égales à #t0,1u
n
#t0,1un “ 1.
Puisqu’il n’existe pas de fonction Parfaitement Non-linéaire sur le cas usuel
pt0, 1un, XORq, on y définit les fonctions optimales (Presque Parfaitement Non-linéaires).
Définition 1.12 (APN). Soit S une fonction de pt0, 1un, XORq dans pt0, 1un, XORq. Alors
δpSq ě 2 et les fonctions qui atteignent cette borne sont appelées Presque Parfaitement
Non-linéaires (APN).
Propriété 1.4 (Caractérisation APN par la dérivée). Soit S une fonction de pt0, 1un, XORq
dans pt0, 1un, XORq. S est APN si et seulement si quel que soit a P t0, 1un, a ‰ 0,
#DaSpF n2 q “ 2n´1.
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Démonstration. Cette caractérisation est élémentaire. Une fonction S est APN si et
seulement si δSpa, bq P t0, 2u pour tout a non-nul et pour tout b. Or
ř
b δSpa, bq “ 2n par
définition de δSpa, bq, ce qui veut bien dire que pour tout a, δSpa, .q vaut 0 la moitié du
temps et 2 l’autre moitié. Par définition, DapSq ne peut pas prendre les valeurs où δSpa, .q
vaut 0, donc DapSq prend exactement 2n´1 valeurs.
Propriété 1.5 (Caractérisation par la dérivée seconde).
Soit S une fonction de pt0, 1un, XORq dans pt0, 1un, XORq. S est APN si et seulement si
quel que soit a P t0, 1un, a ‰ 0, quel que soit b P t0, 1un, a ‰ b et quel que soit x P t0, 1un,
DbDaSpxq ‰ 0.
Démonstration. En effet, la dérivée seconde est par définition
DbDaSpxq “ Spxq ‘ Spx ‘ aq ‘ Spx ‘ bq ‘ Spx ‘ a ‘ bq
et donc la dérivée seconde s’annule si et seulement si
Spxq ‘ Spx ‘ a ‘ bq “ Spx ‘ aq ‘ Spx ‘ bq
ce qui signifie que la dérivée seconde s’annule si et seulement s’il existe c P t0, 1un tel que
Spxq ‘ Spx ‘ a ‘ bq “ c et Spx ‘ aq ‘ Spx ‘ bq “ c. Ceci équivaut à avoir d’une part x et
x ‘ a ‘ b solutions de Da‘bSpXq “ c et d’autre part x ‘ a et x ‘ b solutions de la même
équation différentielle, ce qui veut dire que δSpa ‘ b, cq ě 4.
Corollaire 1.1. Soient deux groupes pA, ‘q et pB, ‘q et F : A Ñ B. Si pA, ‘q et pB, ‘q
sont abéliens, alors quel que soit a P A˚, quel que soit b P A˚, a ‰ b, s’il existe x P A tel
que DbDaF pxq “ 0, alors il existe c P B tel que δF pa ‘ b, cq ě 4.
Démonstration. Il s’agit simplement de remarquer que la seule condition nécessaire à la
preuve précédente est que la loi de groupe soit commutative. La contraposée de la propriété
donne alors ce corollaire.
État de l’art sur les boîte-S d’un point de vue différentiel. Pour tout le reste de cette
thèse, on considérera que les corps d’entrée et de sortie pA, ‘q et pB, ‘q sont égaux à
pt0, 1un, XORq. Ainsi, la notation ‘ désignera désormais le XOR bit à bit sur des mots de
n bits.
Il convient tout d’abord d’évoquer un problème ouvert dont la résolution simplifierait
grandement l’analyse différentielle :
Problème ouvert. Une question majeure est d’être capable, à partir d’une table des
différences T , de trouver une fonction F telle que DDTpF q “ T , ce qui revient à définir
une sorte de primitive de la DDT.
Résumé des résultats connus sur les fonctions APN.
— pour tout n non-nul, il existe des fonctions APN dans pt0, 1un, XORq,
— pour tout n impair, il existe des permutation APN dans pt0, 1un, XORq,
— pour n “ 4, il n’existe pas de permutation APN,
— pour n pair, il a longtemps été conjecturé qui’il n’existe pas de permutation APN.
Pourtant, en 2010, Dillon et al. [Bro+10] ont exhibé une permutation APN pour
n “ 6. Les tailles paires (et en particulier les tailles puissances de 2) étant les plus
utiles en pratique, il existe un grand problème ouvert :
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Grand problème APN.
Existe-t-il des permutation APN de pt0, 1un, XORq dans pt0, 1un, XORq, n pair, en-dehors
de la boîte-S de Dillon (et de ses équivalents affines) ?
La section 2.3 poursuit l’étude des généralisations de la boîte-S de Dillon en vue d’un
jour parvenir à résoudre ce problème.
Les boîtes-S sur 8 bits. Pour n “ 8, la meilleure permutation connue est la boîte-S utilisée
dans AES. Elle est construite à partir de la permutation x ÞÑ x´1 et est d’uniformité
différentielle 4. Il s’agit de la seule permutation de 8 bits (à équivalence affine près)
d’uniformité différentielle aussi basse qui soit connue.
1.3.6.2 Propriétés linéaires des boîtes-S
Tout comme pour l’uniformité différentielle, certaines bornes générales sont connues
pour la linéarité [Rot76 ; Nyb91a ; CV95].
Propriété 1.6 (Fonctions courbes). Soit S une fonction de pFn2 , ‘, .q dans pFm2 , ‘, .q.
Alors
LpSq ě 2 n2 .
Les fonctions atteignant cette borne sont appelées courbes.
Propriété 1.7 (Fonctions presque courbes). Soit S une fonction de pFn2 , ‘, .q dans
pFn2 , ‘, .q. Alors
LpSq ě 2 n`12 .
Les fonctions atteignant cette borne sont appelées presque courbes.
Il n’existe pas de fonctions presque courbes (AB) pour n pair.
1.3.6.3 Liens entre la résistance aux attaques différentielles et linéaires
Les attaques différentielles et linéaires exploitent toutes deux la proximité de la fonction
à une fonction linéaire. Ainsi, l’uniformité différentielle et la linéarité sont deux mesures
différentes de la distance entre f et les fonctions linéaires.
Sans surprise, ces deux valeurs sont donc liées.
Propriété 1.8 (courbe ô PN [MS89 ; Nyb91a]). Soit S une fonction de pFn2 , ‘, .q dans
pFm2 , ‘, .q. Alors S est courbe si et seulement si S est parfaitement non-linéaire. De plus,
de telles fonctions n’existent que pour n pair et n ě 2m.
Propriété 1.9 (AB ñ APN, [CV95]). Soit S une fonction de pFn2 , ‘, .q dans pFn2 , ‘, .q,
n impair. Si S est presque courbe, alors S est presque parfaitement non-linéaire.
Propriété 1.10 (DDT et LAT, [Can06 ; Can+01a]). ] Soit S une fonction de pFn2 , ‘, .q
dans pFn2 , ‘, .q. Alors la DDT de S détermine la LAT2 de S et réciproquement.
Démonstration. Il s’agit d’exploiter des propriétés bien connues de la transformée de Walsh,
en particulier la relation de Parseval.
Considérons une fonction booléenne vectorielle F de Fn2 dans F
n
2 .
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où FpDdF q est la transformée de Fourier de DdF .
Ainsi, par bijectivité de la transformée de Fourier, la DDT de F et la LAT2 de F sont
en bijection.
Remarque 1.7 (De la validité de δ et L comme critères de sécurité.). J’aimerais noter ici
que, si l’uniformité différentielle δ et la linéarité L sont des critères de sécurité valides pour
les boîtes-S, elles n’en sont pas pour un chiffrement.
En effet, on veut minimiser toutes les valeurs de la DDT et de la LAT d’une boîte-S, ce
qui revient à minimiser leurs maxima (δ et L respectivement).
Su un chiffrement, une clef secrète intervient qui est considérée comme une variable aléa-
toire. L’approche habituelle consiste alors à étudier le MEDP et le MELP d’un chiffrement
E “ pEkqkPFK
2













Or, au niveau d’un chiffrement, il n’y a pas de raison particulière de considérer les
maxima des distributions. L’objectif pour un chiffrement est de se comporter comme une
permutation aléatoire P , or les distributions des DDT et LAT d’une permutation aléatoire
ne minimisent pas δP pa, bq et P̂ pa, bq.
Ainsi, les maxima MEDP et MELP (liés aux maxima δ et L) ne capturent pas entièrement
la résistance d’un chiffrement aux attaques différentielles et linéaires. A priori, il est
nécessaire d’étudier la distribution entière, on ne peut pas se contenter du maximum,
même si, en pratique, il est déjà compliqué d’étudier le maximum.
En revanche, on pourrait avec autant de validité considérer d’autres statistiques que le
maximum. À titre d’idée, une autre approximation de la sécurité d’un chiffrement face aux
attaques différentielles (resp. linéaires) pourrait être de mesurer la moyenne et la variance
d’une différentielle (resp. d’un biais linéaire) non-nulle du chiffrement et de les comparer à
l’espérance et la variance attendues pour une permutation aléatoire. Une autre approche
équivalente pourrait être de compter la moyenne et la variance du nombre de différentielles
nulles.
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1.3.6.4 État de l’art sur les boîtes-S
Résumons ici l’état de l’art en termes de constructions de boîtes-S avant ma thèse. Il
s’agit d’un sujet largement étudié mais sur lequel beaucoup de questions restent encore
sans réponse.
En particulier, l’étude des boîtes-S avec une focalisation sur le bas coût avait jusque là été
peu étudié. La plupart des boîtes-S connues offrant de bonnes propriétés cryptographiques
étaient jusqu’alors des fonctions puissances, i.e. de la forme x ÞÑ xe, pour un certain
exposant e, de Fn2 dans F
n
2 .
Je résume ici les résultats connus sur les fonctions puissances 24. D’autres résultats
intéressants sur les boîtes-S en dimension petite obtenus par des recherches exhaustives
sont résumés en section 2.2.1.
Les boîtes-S en dimension impaire. En dimension impaire (n “ 2t ` 1), on connaît des
fonctions puissances APN. Une liste non-exhaustive de ces fonctions est donnée dans la
table 1.1. On connaît également des fonctions puissances AB, dont quelques unes sont
listées dans la table 1.2.
Table 1.1 – Fonctions puissances APN connues de la forme x ÞÑ xe de Fn2 dans Fn2 avec
n “ 2t ` 1.
Fonctions Exposant e Ref.
fonctions quadratiques Qpiq 2
i ` 1, avec gcd i, n “ 1,
1 ď i ď t [Gol68 ; Nyb94a]
fonctions de Kasami Kpiq 2
2i ´ 2i ` 1, avec
gcd i, n “ 1, 2 ď i ď t [Kas71]




2 ´ 1 si t est pair,
2t ` 2
3t`1
2 ´ 1 si t est
impair
[Dob99a ; HX01]
fonction inverse 22t ´ 1 [Nyb94a ; BD94]
fonction de Dobbertin 2
4g ` 23g ` 22g ` 2g ´ 1,
avec n “ 5g [Dob01]
Les boîtes-S en dimension paire. En dimension paire n “ 2t, on ne connaît qu’une seule
permutation APN (à équivalence CCZ près, cf. section 2.1.3.2). Les meilleures boîtes-S
pour la résistance aux attaques différentielles vérifient donc δ “ 4. La littérature est riche
en constructions de fonctions avec δ “ 4 pour n pair.
De plus, on ne connaît pas de fonction en dimension paire avec L ď 2
n
2 `1 (il est d’ailleurs
conjecturé qu’il n’existe pas de fonction puissance vérifiant L ď 2
n
2 `1). Rappelons qu’on
sait que L ě 2
n`1
2 . L’existence d’une fonction avec 2
n`1
2 ď L ď 2
n
2 `1 est une question
ouverte. En particulier, on s’intéresse donc de près aux boîtes-S avec L “ 2
n
2 `1.
Je ne citerai ici que les exemples connus qui sont des fonctions puissances : avec δ “ 4
dans la table 1.3 et avec L “ 2
n
2 `1 dans la table 1.4. Nous verrons dans la section 2.3 une
façon de créer de telles fonctions qui ne sont pas des fonctions puissances.
24. Ces tables sont inspirées de [Can06].
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Table 1.2 – Fonctions puissances AB connues de la forme x ÞÑ xe de Fn2 dans Fn2 avec
n “ 2t ` 1.
Fonctions Exposant e Ref.
fonctions quadratiques Qpiq 2
i ` 1, avec gcd i, n “ 1,
1 ď i ď t [Gol68 ; Nyb94a]
fonctions de Kasami Kpiq 2
2i ´ 2i ` 1, avec
gcd i, n “ 1, 2 ď i ď t [Kas71]




2 ´ 1 si t est pair,
2t ` 2
3t`1
2 ´ 1 si t est
impair
[Dob99a ; HX01]
Table 1.3 – Fonctions puissances connues de la forme x ÞÑ xe de Fn2 dans Fn2 vérifiant
δ “ 4 avec n “ 2t.
n Exposant e e´1
n “ 8 127 127






n “ 12 73 731
2047 2047
1.3.7 Attaques algébriques
Le troisième type de distingueur très utilisé en pratique est le distingueur algébrique.
Je ne rentrerai pas ici dans beaucoup de détails sur ce type de distingueur car ma thèse se
focalisera sur les distingueurs différentiel et linéaire dans un premier temps, mais une brève
introduction aux différentes représentations algébriques s’impose. Un exemple d’attaque
algébrique est donné dans mes travaux sur la cryptanalyse de FLIP (cf. Chapitre 4)
Les attaques algébriques consistent à exploiter une propriété « non-aléatoire » dans
la représentation sous forme de polynôme multivarié du chiffrement. Par exemple, si le
chiffrement a un degré algébrique peu élevé, on pourra retrouver de l’information en
résolvant un système d’équations non-linéaires. La complexité de l’attaque consiste en
le temps de résolution de ce système, qui dépend directement du degré algébrique des
équations. Ainsi, plus le degré sera élevé, plus l’attaque sera difficile pour l’adversaire.
Définition 1.13 (Représentation en polynôme multivarié (ANF)). Toute fonction boo-
léenne f à n variables peut être représentée par un unique polynôme multivarié à coefficients
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Table 1.4 – Fonctions puissances connues de la forme x ÞÑ xe vérifiant L “ 2
n
2 `1 de Fn2
dans Fn2 avec n “ 2t.
Exposant e Condition sur n “ 2t Ref.
2n´1 ´ 1 [LW90]
2i ` 1, avec gcd i, n “ 2 n “ 2 mod 4 [Gol68 ; Nyb94a]
22i ´ 2i ` 1, avec
gcd i, n “ 2 n “ 2 mod 4 [Kas71]
řn{2
i“0 2















4 ` 1 n “ 4 mod 8 [Dob98]
dans F2 qu’on nomme généralement forme algébrique normale (ANF) de f , défini par :











où ui est le i-ème bit de u.
Définition 1.14 (Degré algébrique). Soit f une fonction booléenne à n variables. On
appelle degré algébrique de f noté degpfq le degré de sa forme algébrique normale, c’est-à-




twHpuq|au ‰ 0u ,
où au sont les coefficients de l’ANF de f .
Soit F une fonction booléenne vectorielle de Fn2 dans F
n





2 . On appelle degré algébrique de F noté degpF q le maximum des degrés algébriques
de ses fonctions coordonnées fi : px1, . . . , xnq ÞÑ pF px1, . . . , xnqqi, 1 ď i ď n, avec
pF px1, . . . , xnqqi le i-ème bit de F px1, . . . , xnq.
Définition 1.15 (Représentation multivariée). Une fonction booléenne vectorielle sur
l’espace vectoriel Fn2 peut être représentée de manière unique par une collection de n
polynômes multivariés à coefficients binaires correspondant aux formes normales algébriques
de ses coordonnées.
Définition 1.16 (Représentation univariée). Alternativement, on peut identifier l’espace
vectoriel Fn2 au corps fini F2n . Dans ce cas, une fonction F est vue comme une application
univariée de F2n dans lui-même x ÞÑ F pxq “ y.
On peut alors représenter F de manière unique par un polynôme univarié à coefficients
dans F2n .
Définition 1.17 (Degré univarié). Le degré univarié d’une fonction booléenne vectorielle
F de Fn2 dans F
n
2 est le degré du polynôme univarié dans F2n rXs représentant F lorsqu’on
identifie F à une fonction de F2n dans F2n .
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Exemple 1.1. La fonction x ÞÑ x3 dans F2n est de degré univarié 3 et de degré algébrique
2 (quadratique). Plus généralement, le polynôme univarié x ÞÑ xe de F2n est de degré
univarié e et son degré algébrique est le poids de Hamming de e.
Sans rentrer dans les détails, si le chiffrement a un degré algébrique assez élevé, un
attaquant collectera des équations de degré élevé et ne sera donc pas en mesure de résoudre
son système d’équations en un temps raisonnable. Dans un SPN, on peut directement
estimer le degré algébrique du chiffrement à partir du degré algébrique de la boîte-S comme
degpEq » mintpdegpSqqr, 2n ´ 1u, où r est le nombre de tours. Il faudra donc que le degré
algébrique de la boîte-S soit élevé.
1.4 Authentification par les MAC
Si le premier objectif de la cryptographie est la confidentialité, son deuxième est
l’authenticité. La solution de la cryptographie symétrique pour assurer l’authenticité d’un
message est le MAC (Message Authentication Code).
Il s’agit d’une fonction F qui prend en entrée une clef et un message de taille quelconque
et qui produit une sortie de taille fixée appelée « étiquette » ou MAC. On veut qu’il
soit difficile de trouver un couple de message m et d’étiquette t tel que, pour une clef
aléatoire, F pk, mq “ t. Dans ce cas, l’étiquette, envoyée avec le message, permet d’assurer
l’authenticité du message.
Je ne rentrerai pas ici dans plus de détails sur les MACs, ce sujet est élaboré au chapitre
5, dans lequel nous étudions la sécurité de plusieurs constructions théoriques de MACs
avant de développer et d’implémenter un MAC à vas coût pour micro-contrôleurs 32 bits.
1.5 La cryptographie aujourd’hui
Si la cryptographie existe depuis l’aube des temps, elle a vu son essor au XXème siècle
et se développe tout particulièrement depuis les débuts de la cryptographie civile dans les
années 1970.
Si les fondements de la cryptographie symétrique sont des théories mathématiques très
poussées fondées sur les probabilités, les statistiques et l’algèbre dans les corps finis, une
grande part de la recherche actuelle en cryptographie symétrique s’intéresse aujourd’hui à
proposer des solutions adaptées pour des cas d’usages particuliers, tels que la cryptographie
pour micro-contrôleurs ou la cryptographie pour le calcul distribué ou délégué par exemple.
En effet, les cryptographes disposent aujourd’hui de schémas de construction (Feistel
ou SPN pour les chiffrements par blocs par exemple) bien étudiés. L’étude de ces schémas
repose sur des modèles d’analyse (wide-trail strategy par exemple, cf. section 1.3.4) qui
permettent de réduire les arguments de sécurité d’un schéma à des conditions sur ses
composantes (boîte-S et fonction de diffusion pour un chiffrement par blocs).
Néanmoins, il est à noter que ces modèles d’analyse supposent un certain nombre
d’hypothèses sur les composantes Par exemple, dans l’étude de la sécurité des modes
d’opérations, on fait l’hypothèse que le chiffrement sous-jacent est une permutation aléatoire.
Dans l’étude des chiffrements itérés, on fait l’hypothèse que les tours sont indépendants
les uns des autres.
Quoi qu’il en soit, suivre ces schémas préexistants permet de construire sans trop
d’efforts des primitives symétriques avec des arguments de sécurité solides dans le modèle
d’analyse (et donc sous les hypothèses du modèle).
Ainsi, du côté de la création de nouvelles primitives, les fondements mathématiques,
déjà bien étudiés, permettent aujourd’hui d’imaginer de tout nouveaux chiffrements sans
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avoir toujours à rentrer en détail dans les preuves mathématiques, le gros du travail étant
déjà assuré par des travaux précédents. Un grand nombre de nouvelles primitives cherchent
ainsi plutôt à optimiser les chiffrements ou à apporter de nouvelles alternatives au standard
AES. Ces recherches ne changent pas de modèle d’analyse, mais tentent de pousser le
modèle jusqu’à ses limites.
1.5.1 Moins cher sans perte de sécurité, le défi de la cryptographie à
bas coût
Le coût de la cryptographie est aujourd’hui largement abordable dans la plupart des
situations, même si la cryptographie reste chère : très lente comparée aux autres parties d’un
protocole Internet, demandant beaucoup d’espace sur les puces pour des implémentations
matérielles ou consommant beaucoup d’énergie dans des objets fonctionnant sur pile, par
exemple.
Minimiser les coûts (en temps, en énergie, en espace mémoire, en espace matériel,
etc) est donc une problématique importante lorsqu’on a atteint un stade de maturité
permettant déjà d’avoir des primitives sûres à des coûts raisonnables : il s’agit maintenant
de faire du bas coût. Mais attention, on veut tout de même maintenir la sécurité : là où les
primitives plus courantes ont de grandes marges de sécurité, la cryptographie à bas coût
va réduire les marges de sécurité pour réduire les coûts, mais sans passer sous un seuil où
la primitive deviendrait faible.
D’autre part, la majeure partie des réductions de coûts ne provient pas d’une baisse de
sécurité, mais bel et bien de nouvelles idées permettant d’obtenir une sécurité équivalente
à un coût moindre. Il peut aussi s’agir de réduire un paramètre de coût (l’espace matériel
par exemple), au détriment d’un autre coût (le temps par exemple). Il s’agit alors de bien
cibler le cas d’utilisation : lorsqu’on optimise, on ne crée pas des primitives génériques
mais des primitives spécifiques à une utilisation ciblée.
1.5.2 Résistance aux attaques par canaux cachés
L’importance de la résistance aux attaques par distingueurs a déjà été détaillée en
section 1.3. En revanche, faisons ici un point sur les attaques par canaux cachés. Générale-
ment, on a tendance à ne considérer un chiffrement que du point de vue de son modèle
mathématique, c’est-à-dire comme une fonction, à laquelle on peut donner une entrée et
dont on peut observer la sortie. On appelle ceci un modèle en « boîte noire », car on ne
peut pas observer ce qui se passe à l’intérieur de la fonction : on n’observe que l’entrée et
la sortie.
Malheureusement, lorsqu’on passe à la pratique, ce modèle en boîte noire n’est plus
suffisant : on peut parfois accéder à l’implémentation et à la machine qui effectue le calcul
de la fonction. Ceci donne accès à des observations supplémentaires : temps de calcul
([LN93 ; Koc96]), consommation de courant ([KJJ99]), sons ([AA04]) et bien d’autres
encore. Et encore, il s’agit ici seulement d’attaques dites « passives », car l’attaquant ne
fait qu’observer le chiffrement de l’extérieur.
S’il est « actif », il peut aussi accéder directement à l’implémentation matérielle du
chiffrement et introduire des erreurs dans les calculs pour déduire de l’information ([BS97]).
Ainsi, en exploitant l’implémentation, l’attaquant a accès à bien plus d’informations qu’il
ne devrait.
La contre-mesure adaptée est de ne pas s’intéresser uniquement à la sécurité apportée
par la fonction face aux attaques mathématiques, mais aussi de s’intéresser à la sécurité
apportée par l’implémentation face aux attaques physiques.
Il existe aujourd’hui des techniques regroupées sous l’appellation « masquage » qui
permettent de cacher ce que fait une fonction en cours de calcul face à certaines attaques
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physiques passives ([Cha+99 ; ISW03]). Cependant, le coût d’implémentation de ce mas-
quage est conséquent, et dépend directement du nombre de portes logiques non-linéaires
(portes and, or et leurs variantes) présentes dans la représentation logique sous forme
de circuit de la fonction à masquer. Il est aussi possible de masquer directement mes
opérations dans F2n . Dans ce cadre, la boîte-S est un composant coûteux à implémenter,
puisque c’est le composant non-linéaire du SPN.
Par conséquent, il est essentiel pour résister à certaines attaques par canaux cachés
de réduire en premier lieu le nombre d’opérations non-linéaires. Ceci est un problème
très différent de ceux des autres requêtes, et il s’agit d’une contrainte supplémentaire. On
remarquera en passant que le problème de trouver le circuit le moins coûteux pour une
fonction donnée est difficile, au sens NP-complet en théorie de la complexité ([BMP13]
pour le cas particulier des fonctions linéaires).
1.5.3 La contribution de ma thèse
Ma thèse s’inscrit dans la recherche en cryptographie symétrique. La thématique
centrale de ces recherches est la cryptographie à bas coût. Durant cette thèse, j’ai étudié :
— la construction de composantes de chiffrements par blocs :
— boîtes-S robustes à bas coût avec des structures de Feistel et de type MISTY
(cf. chapitre 2),
— boites-S presque-optimales avec des structures de Papillon (cf. Chapitre 2),
— fonctions de diffusion optimales (et presque optimales) à bas coût (cf. chapitre
3),
— la cryptanalyse d’un chiffrement à flot, FLIP, conçu pour des contraintes de bas
coût spécifiques au chiffrement complètement homomorphe (cf. chapitre 4),
— la construction d’un MAC à bas coût pour micro-contrôleurs 32 bits, XPMAC, basé
sur une fonction de hachage universelle simple et efficace, XPoly (cf. Chapitre 5)
— une réflexion de fond sur quelques directions générales adoptées ces dernières
décennies en cryptographie symétrique et de potentielles pistes pour des recherches
futures (cf. chapitre 6).
Les travaux sur la construction de boîtes-S robustes à bas coût en exploitant la structure
de réseaux de Feistel et de réseaux de type MISTY ont été effectués en collaboration
avec Anne Canteaut et Gaëtan Leurent et ont donné lieu à une publication à SAC en
2015 [CDL16]. Ces travaux nous ont permis de construire des boîtes-S de 8 bits robustes
et peu coûteuses, adaptées pour une implémentation avec faible surcoût dans le cadre
de la résistance aux attaques par canaux auxiliaires. À ce jour, ces boîtes-S sont les plus
efficaces sur 8 bits (à sécurité équivalente).
Les travaux sur la structure de Papillon ont un intérêt moins pratique mais important en
théorie. Ces travaux ont été effectués avec Anne Canteaut et Léo Perrin et publiés à IEEE-
IT en 2017 [CDP17]. Il s’agit de généraliser une structure puissante, le Papillon, qui offre des
pistes pour trouver des boîtes-S optimales (pour la résistance aux attaques différentielles) sur
un nombre de bits pair, ce qui est un problème fondamental en cryptographie symétrique.
Les travaux sur la construction de fonctions de diffusion optimales à bas coût sont
une avancée importante, tant en pratique qu’en théorie. Ces travaux menés avec Gaëtan
Leurent et publiés à TosC en 2018 [DL18b], ont permis de développer un algorithme efficace
pour trouver des matrices de diffusion sur des tailles pratiques (tailles 3 ˆ 3 et 4 ˆ 4 pour
des mots de taille quelconque) à un coût très réduit. Dans l’espace de recherche considéré,
il s’agit des matrices de diffusion les moins coûteuses.
Précisons que des travaux effectués en parallèle avec une approche différente par Kranz,
Leander, Stoffelen et Wiemer [Kra+17] obtiennent des résultats presque aussi bons que les
nôtres.
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Nos résultats sont significativement meilleurs que toutes les fonctions de diffusion de la
littérature d’avant 2017 et offrent la possibilité de construire des chiffrements nettement
moins coûteux pour un même niveau de sécurité à l’avenir.
Les travaux de cryptanalyse du chiffrement à flot FLIP ont été effectués conjointement
avec Virginie Lallemand et Yann Rotella et publiés à Crypto en 2016 [DLR16]. Dans cet
article, nous avons analysé la version soumise à Eurocrypt 2016 [Méa+16] de FLIP, un
chiffrement à flot efficace pour le chiffrement complètement homomorphe hybride conçu
par Pierrick Méaux, Anthony Journault, François-Xavier Standaert et Claude Carlet. Nous
avons formalisé une attaque pratique sur ce chiffrement et l’avons testée en pratique, ce qui
a conduit à une mise-à-jour de FLIP (notons que la version finalement publiée à Eurocrypt
2016 résiste à notre attaque).
La conception du MAC pour micro-contrôleurs 32 bits XPMAC a été effectuée avec
Gaëtan Leurent et est actuellement soumise à CHES 2018. Sur le plan théorique, ce MAC
réutilise des constructions déjà connues, mais il démontre par la pratique qu’il est faisable
d’obtenir des MACs extrêmement efficaces basés sur des fonctions de hachage universelles.
D’un point de vue pratique, en revanche, XPMAC constitue un grand pas en avant
pour la conception de MACs. En effet, XPMAC s’avère aussi efficace en pratique que
Chaskey [Mou+14], le MAC jusqu’ici le moins coûteux, mais à la différence de Chaskey,
XPMAC a une preuve de sécurité robuste reposant sur les fonctions de hachage universelles.
Un avantage subsidiaire de XPMAC est une extrême simplicité.
Atteindre une telle efficacité, en particulier sur les micro-contrôleurs 32 bits (largement
déployés en pratique dans les objets connectés), a requis de nombreuses optimisations, tant
au niveau algorithmique qu’au niveau du code. Le résultat est un MAC aux propriétés
meilleures que tous les MACs de la littérature.
Ce travail inclut par ailleurs des travaux plus théoriques sur un sujet lié : l’étude des
constructions de fonctions de hachage universelles utilisant des composants bijectifs.
Ceci conclut l’introduction générale de cette thèse. Sans plus attendre, entrons désormais
dans le vif du sujet avec en premier lieu les études de boîtes-S structurées.
Chapitre 2
Confusion : construction de
boîtes-S à bas coût
Blocs et Boîtes : la réunion Tupperware
L’étude de boîtes-S fut la pierre angulaire de ma thèse. Si je me suis intéressé à de
nombreux aspects de la cryptographie symétrique, je pense néanmoins que maîtriser la
construction de boîtes-S est édifiant. En effet, la boîte-S peut être vue comme une sorte de
chiffrement ou de permutation cryptographique miniature : les propriétés désirables des
boîtes-S sont presque les mêmes que celles attendues sur les chiffrements et les permutations
de grande taille.
Pour cette raison, il me semble que bien comprendre comment construire de bonnes
boîtes-S donne aussi une bonne idée de comment construire la majorité des primitives
de cryptographie symétrique. La construction de boîte-S peut en ce sens être interprétée
comme une étude de fonctions très résistantes sur de petites tailles, et les stratégies de
construction de boîtes-S peuvent permettre d’identifier des stratégies de construction de
primitives plus grandes.
Dans ce chapitre, je détaille les objectifs dans la recherche de boîtes-S, puis j’expose
deux résultats obtenus sur la construction de boîtes-S à bas coût : le premier sur l’étude
des réseaux de type Feistel et MISTY [CDL16], le deuxième sur l’étude d’une structure
récente appelée Papillon [CDP17].
2.1 Solidifier les fondations : les boîtes-S
Comme précisé en introduction (cf. section 1.3), la confusion apportée par un chiffrement
dérive directement de la confusion apportée par ses boîtes-S, avec néanmoins une influence
de la partie de diffusion. En pratique, cette confusion est étudiée sous la forme des propriétés
distingantes, en particulier l’uniformité différentielle, la linéarité et le degré algébrique. Le
modèle d’analyse rigoureux qui réduit la sécurité d’un chiffrement par blocs à des critères
sur sa boîte-S et sa matrice de diffusion est appelé wide-trail strategy qui établit les critères
suivants.
2.1.1 Propriétés désirables
Sans faire de longs discours, la liste des propriétés désirables pour une boîte-S est la
suivante :
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— Permutation 1 (en particulier, m “ n)
— Petite taille (n petit)
— Résistance à tous les types d’attaques connus, principalement :
— Attaques algébriques (degré algébrique élevé)
— Attaques différentielles (uniformité différentielle basse)
— Attaques linéaires (linéarité basse)
— Attaques par invariants (les ensembles algébriques structurés ne sont pas stables
par application de la boîte-S)
— Attaques par canaux cachés (peu d’opérations non-linéaires dans l’implémenta-
tion)
— Bas coût
Détaillons chacune de ces requêtes.
La bijectivité n’est pas à proprement parler nécessaire, mais elle est souhaitable car dans
certaines applications (en particulier les SPN), la bijectivité de la boîte-S est nécessaire
pour avoir la bijectivité du chiffrement (et donc pour pouvoir déchiffrer). Notons que c’est
une contrainte forte : la proportion de permutations parmi les fonctions de n bits est petite.
La petite taille n’est pas non plus exactement nécessaire, mais cette contrainte est
motivée par le fait qu’on n’a pas de moyen simple d’implémenter ni d’analyser une grande
fonction non-linéaire. Ainsi, les tailles de boîtes-S généralement considérées sont 4 et
8 bits. Toutefois, rien n’interdit de considérer des boîtes-S de grande taille hormis la
complexité pratique de l’étude et qu’il est difficile de concilier grande taille et faible coût
d’implémentation.
2.1.1.1 Représentation des boîtes-S comme circuit binaire
Pour en revenir au sujet principal de ma thèse, qui est la construction à bas coût, les
coûts à considérer sont multiples, mais la représentation d’une boîte-S comme un circuit
binaire utilisant des portes logiques élémentaires est généralement adaptée, car un petit
circuit binaire implique un délai d’exécution court, un coût en mémoire faible, un coût en
espace matériel faible et un coût en énergie faible. De plus, comme le détaille la discussion
sur les attaques par canaux cachés, cette représentation en circuit binaire est adaptée pour
réduire le coût du masquage.
En revanche, là où les portes logiques les plus chères pour le masquage (cf. section
1.5.2) sont les portes non-linéaires (and et or), sans masquage, les portes les plus chères
sont les portes linéaires (XOR). En partant du principe que la boîte-S devra sans doute
être masquée, il faut donc en priorité baisser le nombre de portes and et or, puis baisser
le nombre de portes XOR, et enfin, dans des implémentations logicielles en particulier,
réduire le nombre d’opérations de déplacement mov.
Si cette représentation en circuit binaire est adaptée pour l’étude de coût, ce n’est
généralement pas celle qui a été choisie par le passé pour construire des boîtes-S résistantes
aux attaques statistiques. Il est plus habituel de représenter une fonction linéaire par une
matrice et une fonction non-linéaire par son ANF ou sa table des valeurs. Le lien avec
la représentation en circuit binaire n’est pas direct, et encore une fois, trouver un circuit
optimal pour une fonction donnée est difficile.
2.1.2 Les limites des boîtes-S existantes
J’introduis ici un résumé des travaux existants sur la construction de boîtes-S.
1. Fonction bijective
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2.1.2.1 Problèmes d’optimisation complexes
Dimension. Notons tout d’abord qu’on n’arrive à pousser les recherches exhaustives de
boîtes-S que jusqu’à des dimensions petites (éventuellement en dimension 6). Or on utilise
fréquemment (pour des raisons d’implémentation) des boîtes-S en dimensions 4 ou 8. Il
n’existe pas de permutation APN en dimension 4, ce qui rend la dimension 4 sous-optimale.
D’un autre côté, la dimension 8 est hors d’atteinte des recherches exhaustives 2.
Coût. L’inconvénient de commencer par chercher des boîtes-S avec de bonnes propriétés
cryptographiques et d’optimiser leur coût d’implémentation en second lieu, c’est qu’il est dif-
ficile d’optimiser le coût d’une fonction donnée. On en arrive souvent à des implémentations
de boîtes-S coûteuses.
2.1.2.2 Problématique : la qualité à bas coût
Comme l’établit le paragraphe précédent, les propriétés désirables pour les boîtes-S
consistent à minimiser des propriétés distingantes et des propriétés de coût. La complexité
majeure pour exhiber de « bonnes » boîtes-S (qui optimisent tous les paramètres) vient de
la réunion de toutes ces conditions.
En effet, si obtenir une boîte-S avec une bonne résistance à toutes les propriétés
distingantes à la fois n’est pas impossible a priori, cela reste difficile à mettre en œuvre.
Pourtant les propriétés distingantes sont les plus simples à concilier : on cherche un
même objet pour toutes ces propriétés, en quelque sorte la fonction la plus non-linéaire
possible (les propriétés offrent chacune une définition différente – et non-équivalente – de
la non-linéarité).
En revanche, concilier la résistance aux propriétés distingantes et le coût minimal est
impossible 3, tout au plus on peut tenter des compromis entre une résistance correcte et
un coût abordable.
Forts de ces observations, nous pouvons tenter d’aller plus loin. Ce fut mon sujet
d’étude le plus récurrent durant ma thèse. Les sections 2.2, 2.3 et 2.4.1 décrivent les
résultats principaux que j’ai obtenus sur le sujet et correspondent à deux articles ([CDL16 ;
CDP17]), publiés respectivement à SAC en 2015 et à IEEE-IT en 2016.
L’idée principale de ces constructions de boîtes-S est d’introduire de la structure pour
réduire les coûts d’implémentation. En particulier, nous utiliserons les réseaux de Feistel
et de type MISTY, jusqu’alors utilisés pour la construction de chiffrements par blocs.
2.1.2.3 Un modèle d’analyse des structures inadapté aux boîtes-S
L’objectif de cette section est de décrire les techniques d’analyse de sécurité des
chiffrements par blocs, de compiler les résultats connus pour la sécurité des réseaux de
Feistel et de type MISTY pour la construction de chiffrements par blocs, puis de montrer
pourquoi ces techniques ne sont pas adaptées à l’analyse des boîtes-S (et même peu
adaptées à l’analyse des chiffrements), pour enfin exhiber un modèle fiable pour l’analyse
des boîtes-S.
MEDP/MELP/EMDP/EMLP. Rappelons qu’un chiffrement par blocs est une famille
de permutations paramétrée par une clef secrète et, plus important ici, aléatoire.
Rappelons les critères de mesure de la résistance d’un chiffrement par blocs aux attaques
différentielles et linéaires : MEDP et MELP.
2. Il y a 22048 fonctions en dimension 8 et à peu près 21689 permutations, par rapport à 264 fonctions
et 244 permutations en dimension 4.
3. Ne serais-ce que parce que le coût minimal est celui de la fonction identité, qui bien évidemment est
la pire en terme de sécurité.
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Définition 2.1 (MEDP). Soit pEkqkPFK
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un chiffrement par blocs. On appelle MEDP












De même, on définit MELP :
Définition 2.2 (MELP). Soit pEkqkPFK
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un chiffrement par blocs. On appelle MELP














Le théorème suivant donne les résultats connus pour borner MEDP et MELP dans le
cas des réseaux de Feistel et de type MISTY.
Théorème 2.1 (Feistel ou MISTY, en moyenne sur les clefs, [NK95 ; AO97 ; Mat08]).
Soient S1, S2 et S3 trois permutations de n bits, p “ maxi δpSiq{2n et q “ maxipLpSiq{2nq2.
Alors la famille de fonctions pFkqk“pk1,k2,k3qPF3K2 définie par 3 tours de réseau de Feistel
ou de type MISTY avec Si comme fonctions internes vérifie
MEDPpFKq ď p2 et MELPpFKq ď q2 .
Montrons maintenant que MEDP et MELPne mesurent pas bien la résistance d’un
chiffrement aux attaques différentielles et linéaires.
Exemple 2.1. Considérons une famille de permutations pFkqk sur 8 bits dépendante d’une
clef secrète k, suivant une structure de type MISTY (cf. figure 1.7). Avec pour fonction
de tour R “ r10, 7, 9, 6, 0, 1, 5, 11, 3, 14, 8, 2, 12, 13, 4, 15s, le théorème 2.1 nous garantit que
MEDPppFkqkq ď 16256 , car δpRq “ 4. Or, pour toute permutation de cette famille (i.e. pour
tout choix de k), il existe une différentielle de probabilité 32256 . Ceci n’est pas contradictoire,
car la différentielle qui atteint ce maximum dépend de la clef.
En effet, dans le calcul de MEDP (resp. MELP), la différentielle (resp. l’approximation
linéaire) pa, bq est fixée avant de considérer tous les choix de clef. Ainsi, MEDP (resp. MELP)
calcule la moyenne sur les clefs de la probabilité de chaque différentielle, puis prend le
maximum de ces moyennes.
Remarque 2.1 (EMDP et EMLP). Il serait plus judicieux de considérer l’espérance des
maxima des probabilités différentielles, ce qui correspondrait à EMDP, en échangeant la
moyenne et le maximum. Malheureusement, une telle quantité est plus difficile à calculer :
là où MEDP calcule le maximum des probabilités différentielles d’une seule fonction (la
fonction moyenne par rapport à la clef), EMDP demande de calculer le maximum des
probabilités différentielles pour toutes les fonctions de la famille (i.e. pour toute clef), puis
d’en faire la moyenne. Calculatoirement, EMDP est donc bien plus complexe à évaluer sans
méthode adaptée, mais capture bien mieux la résistance d’un chiffrement aux attaques
différentielles (les mêmes considérations sont vraies pour remplacer MELP par EMLP) 4.
Dans le cas de la construction de boites-S, on notera que le problème est encore différent
puisqu’il n’y a pas de clef. Considérer des quantités en moyenne sur les clefs n’a donc pas
de sens. Les critères de sécurité qui caractérisent effectivement la résistance des boîtes-S
aux attaques différentielles et linéaires sont l’uniformité différentielle δ (ou de manière
équivalente la probabilité différentielle maximale) et la linéarité L.
4. Je signale ici une confusion entre MEDP et EMDP dans [Mat97] : la définition utilisée correspond à
EMDP et EMLP, alors que le résultat des théorèmes s’appliquent à MEDP et MELP
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Analyser les boîtes-S : un modèle sans clef. Il faut donc étudier un modèle d’analyse
sans clef pour les boîtes-S. On remarquera en passant que, puisque la clef est fixée, il
s’agit simplement d’une constante, qui ne modifie en rien l’analyse différentielle et l’analyse
linéaire. Ainsi, pour le cas des cryptanalyses différentielles et linéaires, le modèle sans clef
est équivalent à un modèle à clef fixée, ce qui correspondrait à EMDP et EMLP.
En particulier, dans les travaux suivants, nous nous intéresserons aux réseaux de Feistel
et de type MISTY pour la construction de boîtes-S. Puisque les résultats de la littérature
sur les réseaux de type Feistel et MISTY n’étudiaient que les valeurs de MEDP et MELP,
ces études n’analysent pas le modèle sans clef nécessaire pour les boîtes-S et il nous faut
donc refaire toute l’analyse des réseaux de Feistel et de type MISTY dans le modèle sans
clef.
Notons toute de même l’existence d’un article avant notre article de SAC en 2015
([CDL16]) qui amorçait déjà l’analyse des réseaux de Feistel sans clef, publié par Li et
Wang [LW14].
2.1.3 Techniques d’étude : structures et équivalences
2.1.3.1 Les structures usuelles
Afin de réduire les coûts d’implémentation, on s’intéressera à la construction de boîtes-
S avec de bonnes propriétés de résistance aux attaques classiques avec de la structure.
En particulier, les structures qui nous intéressent le plus sont celles qui permettent de
construire une fonction de taille n à partir de plusieurs fonctions de taille moindre. Les







Figure 2.1(a): Schéma de 3






Figure 2.1(b): Schéma de 3












Figure 2.1(c): Schéma d’un Pa-
pillon ouvert.
Réseau de Feistel. Le schéma de Feistel (ou réseau de Feistel) a déjà été évoqué pour la
construction de chiffrements. C’est en effet un bon candidat pour construire des permuta-
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tions non-linéaires.
Une analyse rapide du schéma de Feistel nous donne les résultats suivants. Un schéma
de Feistel sépare l’entrée de la fonction en deux moitiés, puis ne fait que des opérations sur
les moitiés. Trois tours d’un schéma de Feistel construisent donc une fonction de 2n bits à
partir de 3 fonctions de n bits (S1, S2 et S3). La fonction construite par un schéma de
Feistel est toujours bijective, et même quasi-involutive 5. En effet, il suffit d’inverser l’ordre
de S1, S2 et S3 pour obtenir l’inverse (ce qui revient à lire le schéma de bas en haut). Ceci
est très pratique, car on vérifiera toujours la condition de construire une permutation,
même si S1, S2 et S3 ne sont pas elles-mêmes bijectives. La propriété de quasi-involutivité
permet d’implémenter l’inverse de la boîte-S à faible surcoût (pour le déchiffrement par
exemple).
Ainsi, avec Li la moitié de gauche de l’état au tour i et Ri la moitié de droite, on a :
Li`1 “ Ri ‘ SipLiq ,
Ri`1 “ Li .
Si l’on considère un tour de schéma de Feistel avec du recul 6, l’opération non-linéaire
est la fonction sur n bits Si. Après un tour de schéma de Feistel, la moitié gauche est
laissée inchangée. Quant à la moitié droite, elle dépend de tous les bits d’entrée (diffusion),
et dépend non-linéairement des bits de la moitié gauche (la confusion ne dépend que de la
moitié des bits).
Réseau de type MISTY. Le schéma de type MISTY (du nom du chiffrement MISTY1
[Mat97]) est similaire au schéma de Feistel. La différence majeure est qu’après un tour de
schéma de type MISTY 7, la moitié droite dépend non-linéairement de la moitié droite de
l’entrée, et non de la moitié gauche.
Pour un schéma de type MISTY, avec Li la moitié de gauche de l’état au tour i et Ri
la moitié de droite, on a :
Li`1 “ SpRiq ‘ Li ,
Ri`1 “ Li .
Une autre différence notoire est qu’un schéma de type MISTY ne construit une
permutation que si S1, S2 et S3 sont des permutations (l’inverse correspond au schéma lu
de bas en haut, mais en prenant S´1i à la place de Si, pour tout i).
L’intérêt du réseau de type MISTY est qu’il permet d’évaluer S1 et S2 en parallèle
pour gagner du temps de calcul.
Réseau de type Lai-Massey. Une autre variante du réseau de Feistel existe, dû à Lai
et Massey [LM91], qui offre des propriétés similaires. Trois versions de réseaux de type
Lai-Massey existent : l’originale de Lai et Massey (qui est équivalente à un réseau de
Feistel légèrement généralisé, cf. figure 2.3b), une variante proposée dans le chiffrement
Whirlpool [BR+00] et une version allégée de celle de Whirlpool proposée par Pierre
Karpman pour construire la boîte-S Littlun [Kar16] (il s’agit d’un travail qui applique les
idées de notre article sur les réseaux de Feistel et de type MISTY à une autre structure).
Ces trois variantes sont schématisées en figures 2.2a , 2.3a et 2.2c.
La version originale utilise un orthomorphisme σ, i.e. une permutation σ dans un
groupe tel que x ÞÑ x´1σpxq soit une permutation.
5. Une involution est une fonction F telle que F “ F ´1.
6. Sans échange des deux moitiés pour simplifier.
7. Sans échange des deux moitiés.









Figure 2.2(a): Schéma de 3













Figure 2.2(c): Schéma de la
boîte-S Littlun.
Papillon. Le schéma appelé Papillon est une idée récente de chercheurs de l’Université de
Luxembourg, introduite dans [PUB16] alors qu’ils cherchaient la structure de la boîte-S de
Dillon [Bro+10], qui est la seule réponse connue (à équivalence près) au Grand Problème
APN. Ils ont trouvé que cette permutation de 6 bits APN pouvait être représentée par un
Papillon, ce qui rend cette structure particulièrement intéressante puisqu’elle permet de
créer des boîtes-S optimalement résistantes aux attaques classiques.
Structurellement, un Papillon correspond à un mélange de schéma de Feistel et de
schéma de type MISTY : dans la première moitié (appelons-la R), on enchaîne un tour de
schéma de Feistel, puis un tour de schéma de type MISTY avec un ajout d’une multiplication
(linéaire) par un scalaire, ensuite, on échange les deux moitiés et on applique l’inverse R´1.
Par ailleurs, pour α “ 1, le Papillon correspond exactement à 3 tours de Feistel avec
les boîtes-S xe, x
1
e et xe, et une variante du Papillon (étudiée en section 2.3) est alors une
construction similaire à la boîte-S Littlun (cf. figure 2.2c).
Après une moitié de Papillon R, la moitié de gauche est laissée inchangée, et la moitié
de droite dépend non-linéairement des deux moitiés de l’entrée (elle est donc parfaitement
mélangée d’après les critères de Shannon).









Figure 2.3(a): Schéma de 3 tours d’un réseau
de Feistel plus général (la partie linéaire est












Figure 2.3(b): Représentation de 3 tours
d’un réseau de type Lai-Massey comme 3
tours d’un réseau de Feistel plus général.
L1 “ L2 “ L3 “ L
1 ˝ L.
2.1.3.2 Quelques relations d’équivalence utiles
En parallèle de ces structures, nous utiliserons des relations d’équivalence qui permet-
tront d’étudier des boîtes-S complexes en se ramenant à des équivalents plus simples. Ces
équivalences sont les suivantes.
Un type d’équivalence très général est l’équivalence affine [Bir+03]. Pour toute fonction
F , un équivalent affine est une fonction de la forme A1 ˝ F ˝ A2, où A1 et A2 sont des
permutations affines, c’est-à-dire A1pxq “ L1pxq ‘ c1, pour L1 une fonction linéaire et c1





2 sera donc par définition
tpx ÞÑ L1pF pL2pxq ‘ c2qq ‘ c1 | L1, L2 P GLpFn2 q, c1, c2 P Fn2 u
où GLpFn2 q est l’ensemble des permutations linéaires de Fn2 dans Fn2 . Dans cette thèse, on
notera F Aff„ G pour l’équivalence affine entre F et G.
L’intérêt majeur de l’équivalence affine est qu’elle préserve les propriétés cryptogra-
phiques essentielles, à savoir l’uniformité différentielle, la linéarité, le degré algébrique et
la bijectivité. Formellement,
Propriété 2.1 (Équivalence affine). Si F Aff„ G, alors :
— degpF q “ degpGq,
— ttDDTpF quu “ ttDDTpGquu (en particulier, δpF q “ δpGq),
— ttLATpF quu “ ttLATpGquu (en particulier, LpF q “ LpGq).






Figure 2.4 – Forme des équivalents affines de F .
— F P GLpFn2 q ô G P GLpFn2 q.
Rappelons la définition d’un multiensemble : un multiensemble, noté entre accolades
doubles, est une généralisation des ensembles dans laquelle une valeur peut apparaître
plusieurs fois. Par exemple, tt1, 2, 2, 2, 4, 8uu est un multiensemble dans lequel la valeur
2 a une multiplicité 3. Comme pour les ensembles, l’égalité entre multiensembles ne
tient pas compte de l’ordre : tt1, 2, 2, 2, 4, 8uu “ tt8, 4, 2, 2, 2, 1uu. Ainsi, ttDDTpF quu “
ttDDTpGquu signifie que, à réordonnancement près, les valeurs sont les mêmes dans les
DDT de F et de G 8.
On remarquera que l’équivalence affine préserve plus que δ, L, deg et la bijectivité :
elle préserve aussi l’ensemble des valeurs présentes dans les DDT et LAT.
On peut vouloir s’intéresser à un cas d’équivalence moins contraignant, qui ne pré-
serve pas la DDT et la LAT. C’est le principe de l’équivalence CCZ (Carlet, Charpin,
Zinoviev [CCZ98]).
Définition 2.3 (Équivalence CCZ). Soient F et G deux fonctions de Fn2 dans F
n
2 . F et G
sont dites CCZ-équivalentes si 9
tpx, F pxqq | x P Fn2 u
Aff„ tpx, Gpxqq | x P Fn2 u ,
ou entre d’autres termes, s’il existe L une permutation linéaire de Fn2 dans F
n
2 telle que
tpx, F pxqq | x P Fn2 u “ tLpx, Gpxqq | x P Fn2 u .
Dans le cas d’un chiffrement, les couples px, F pxqq sont des couples clair-chiffré. Les
équivalents CCZ d’un chiffrement sont donc les autres chiffrements obtenus par transfor-
mation linéaire des couples clair-chiffré (ou des couples entrée-sortie si l’on n’a pas un
chiffrement).
Propriété 2.2 (Équivalence CCZ). Si F CCZ„ G, alors :
— δpF q “ δpGq,
— LpF q “ LpGq.
L’équivalence CCZ semble donc être la bonne notion pour étudier l’uniformité différen-
tielle et la linéarité. Malheureusement, cette notion est plus complexe que l’équivalence
linéaire, et donc il est difficile de prouver que deux fonctions sont équivalentes CCZ en
général.
Remarquons en passant qu’il y a une inclusion de l’équivalence affine dans l’équivalence
CCZ :
F
Aff„ G ñ F CCZ„ G .
L’utilisation de telles équivalences a un intérêt multiple :
8. A1 correspond à un réordonnancement des colonnes, A2 à un réordonnancement des lignes.
9. La notion d’équivalence affine entre deux ensembles A et B est à comprendre comme : toute fonction
de B peut être obtenue comme une équivalente affine d’une fonction de A.
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— à partir d’une fonction avec de bonnes propriétés cryptographiques, on peut en
trouver d’autres,
— à partir d’une fonction sécurisée, on peut chercher un équivalent moins coûteux,
— à partir d’une fonction avec de bonnes propriétés, on peut chercher un équivalent
plus simple à analyser (en particulier, un équivalent structuré),
— sur les chiffrements à flot, certains travaux ([CR16]) définissent des chiffrements
équivalents, donnant la même suite chiffrante, et arrivent à ramener l’étude à un
équivalent plus simple que le chiffrement d’origine afin d’attaquer le chiffrement.
A priori, aucune attaque similaire n’existe sur les chiffrements par blocs, mais il
n’est pas impossible qu’il existe une façon similaire d’exploiter l’équivalence entre
chiffrements pour monter des attaques.
À l’inverse, on peut vouloir s’intéresser à un cas d’équivalence plus contraignant que
l’équivalence affine. Un exemple d’une telle équivalence est l’équivalence par permutation
des bits d’entrée et de sortie. Non seulement cette équivalence préserve l’uniformité
différentielle, la linéarité et le degré algébrique, mais elle préserve aussi d’autres propriétés
intéressantes : le nombre d’apparitions de l’uniformité différentielle dans chaque ligne de la
DDT, le nombre d’apparitions de la linéarité (en valeur absolue) dans chaque ligne de la
LAT, les facteurs de branchement différentiels et linéaires (utiles à la diffusion, cf. section
1.3.4) et le coût d’implémentation en portes logiques.
2.2 Boîtes-S à bas coût, une étude zoologique : Feistel et
MISTY
Les paragraphes suivants détaillent les études et les résultats obtenus sur les schémas
de Feistel et de type MISTY. Une comparaison avec les Papillons est donnée par la suite
en section 2.4.3.
Il s’agit de travaux publiés à SAC 2015 [CDL16]. Pour les définitions, se référer à la
section 1.3.
Notons que, jusqu’à récemment, la construction de boîtes-S structurées était délaissée,
au profit de boîtes-S avec une représentation mathématique simple et à l’étude de boîtes-S
offrant beaucoup de sécurité sans souci des coûts d’implémentation.
Tout comme pour les chiffrements, nous pouvons utiliser des structures comme les
réseaux de Feistel afin de construire des boîtes-S de taille moyenne à partir de boîtes-S de
taille plus petite. Mais contrairement au cas des chiffrements, il s’agit alors d’étudier la
sécurité d’une boîte-S, qui ne dépend pas d’une clef secrète. Le modèle d’étude est donc
fondamentalement différent de celui utilisé généralement pour l’étude de chiffrement : dans
le cas des boîtes-S, nous nous intéresserons à un modèle sans clef (ce qui est généralement
équivalent à avoir une clef fixée, on pourra donc parler de modèle à clef fixée). Pour plus
de détails, se référer à la section 2.1.2.3.
2.2.1 Travaux antérieurs
Je compile ici un résumé de travaux intéressants et utiles à la recherche de bonnes
boîtes-S. Il s’agit de recherches exhaustives sur des boîtes-S de petite taille.
Recherches exhaustives. Il existe des classes d’équivalence utiles pour étudier les boîtes-
S (cf. section 2.1.3.2) en particulier l’équivalence affine (potentiellement étendue) et
l’équivalence CCZ.
Grâce à ces équivalences, il est possible d’étudier de classifier toutes les boîtes-S de
dimension petite. Ces travaux on été effectués dans plusieurs articles, notamment [BL08]
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pour la classification des fonctions APN, [LP07a] pour la classification des boîtes-S
bijectives les plus résistantes en dimension 4 et [Ull+11] pour la recherche de boîtes-S
avec des circuits peu coûteux, et [Saa12] offre une étude plus fine des meilleurs résultats
de [LP07a].
Sans rentrer dans tous les détails, je compile ici les résultats principaux de ces classifi-
cations :
— il n’y a pas de permutation APN en dimension 4,
— il y a 2 classes d’équivalence affine étendue de fonctions APN en dimension 4,
— il y a 1 classe d’équivalence CCZ de fonctions APN en dimension 4,
— il y a 5 classes d’équivalence affine étendue de fonctions APN en dimension 5,
— il y a 3 classe d’équivalence CCZ de fonctions APN en dimension 5,
— toute fonction APN en dimension 5 est équivalente CCZ à une fonction puissance
(de la forme x ÞÑ xe),
— il y a au moins 14 classes d’équivalence CCZ de fonctions APN en dimension 6,
— il y a 1396032 permutations avec δ “ 4, L “ 8 en dimension 4, réparties en 16
classes d’équivalence affine étendue, parmi 302 classes d’équivalence affine étendue
de permutations,
— la meilleure implémentation d’une permutation en dimension 4 avec δ “ 4, L “ 8
requiert 4 portes and ou or binaires et 4 portes xor.
Construction de boîtes-S à bas coût. Peu de travaux antérieurs s’étaient intéressés à
pousser loin la réduction des coûts des boîtes-S. Sur le sujet des réseaux de Feistel, une
brève étude préliminaire de la résistance de 3 tours de réseau de Feistel avait été proposée






Figure 2.5 – Schéma de 3 tours d’un réseau de Feistel sans clef.
Théorème 2.2 (Sécurité de 3 tours de Feistel (Li et Wang [LW14])). Soit F la fonction
obtenue par 3 tours d’un réseau de Feistel utilisant pour fonctions de tour les boîtes-S de n
bits S1, S2 et S3. Alors
δpF q ě 2δpS2q .
De plus, si S2 n’est pas une permutation, δpF q ě 2n`1.
Théorème 2.3 (Sécurité de 3 tours de Feistel sur 8 bits (Li et Wang [LW14])). Pour
n “ 4, F satisfait
δpF q ě 8 .
et lorsque δpF q “ 8, alors LpF q ě 64.
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Li et Wang ne se sont pas contentés de bornes, mais ont exhibé un exemple précis de
boîte-S construite à partir de 3 tours de réseau de Feistel atteignant les bornes δ “ 8,
L “ 64.
2.2.2 Nos résultats
Dans notre article de 2015 publié à SAC, nous raffinons ces bornes et allons beaucoup
plus loin dans l’analyse et jusqu’à des implémentations peu coûteuses de bons choix de S1,
S2 et S3 grâce à une représentation en circuit binaire. Les résultats sont donnés dans le
théorème suivant, les preuves sont au paragraphe 2.2.3 et les travaux sur l’implémentation
sont développés au paragraphe 2.4.1.
Théorème 2.4 (Sécurité de 3 tours de Feistel (SAC 2015 [CDL16])). Soit F la fonction
obtenue par 3 tours d’un réseau de Feistel utilisant pour fonctions de tour les boîtes-S de n
bits S1, S2 et S3. Alors
— si S2 n’est pas bijective, δpF q ě 2n`1,
— sinon, δpF q ě max1ďiď3,j‰itδpSiqδ1minpSjqu,
où δ1minpSjq “ δminpSjq, sauf pour j “ 2, où δ1minpS2q “ δminpS´12 q.
— si S2 n’est pas bijective, LpF q ě LpS2q max pLminpS1q, LminpS3qq,
— sinon, LpF q ě max1ďiď3,j‰itLpSiqL1minpSjqu,
où L1minpSjq “ LminpSjq, sauf pour j “ 2, où L1minpS2q “ LminpS´12 q.
Dans le cas des réseaux de Feistel de 8 bits, nous obtenons les mêmes résultats que Li
et Wang : δpF q ě 8, LpF q ě 64.
Tout comme Li et Wang, nous pouvons exhiber de nombreux exemples de boîtes-S
construites ainsi avec des paramètres de sécurité δ “ 8 et L “ 64 sur 8 bits. Par exemple,
S1 “ r0, 4, 4, 4, 13, 1, 7, 15, 4, 5, 2, 9, 13, 4, 5, 6s ,
S2 “ r0, 1, 8, 9, 2, 14, 11, 7, 413, 15, 10, 6, 3, 12, 5s ,
S3 “ r0, 2, 13, 6, 4, 14, 14, 6, 7, 14, 2, 2, 2, 3, 0, 3s
donne δpF q “ 8 et LpF q “ 64.
Voici une liste de conditions nécessaires pour atteindre les bornes δ “ 8 et L “ 64 :
— δpS1q “ 2 (en particulier, S1 non-bijective 10),
— δpS2q “ 4 et S2 bijective,
— δpS3q “ 2 (en particulier, S3 non-bijective10).
Ces conditions sont nécessaires pour qu’il n’y ait pas de caractéristique différentielle à
travers les 3 tours de réseau de Feistel vérifiée pour strictement plus de 8 solutions.
En revanche, il ne s’agit pas de conditions suffisantes : pour obtenir δpF q “ 8, il faut
que, pour toute caractéristique C à travers les 3 tours de réseau de Feistel vérifiée par 8
solutions, il n’existe aucune autre caractéristique non-nulle à travers ce réseau ayant les
mêmes différences en entrée et en sortie que C. Ceci ne peut pas se décrire en considérant
indépendamment S1, S2 et S3 et nécessite d’étudier en détail les interactions entre ces 3
fonctions, ce qui rend la tâche très compliquée.
En pratique, quelques essais en faisant varier S1, S2 et S3 qui vérifient les conditions
suffisent à atteindre F avec δpF q “ 8 et LpF q “ 64.
Les résultats sur 3 tours d’un réseau de type MISTY sont similaires.
Théorème 2.5 (Sécurité de 3 tours de MISTY (SAC 2015 [CDL16])). Soit F la fonction
obtenue par 3 tours d’un réseau de type MISTY utilisant pour fonctions de tour les boîtes-S
de n bits S1, S2 et S3. Alors
— si S1 n’est pas bijective, δpF q ě 2n`1,
10. puisqu’il n’existe pas de bijection APN sur 4 bits, cf. section 1.3.6.4






— sinon, δpF q ě max1ďiď3,j‰itδpSiqδ1minpSjqu,
où δ1minpSjq “ δminpSjq, sauf pour j “ 1, où δ1minpS1q “ δminpS´11 q.
— LpF q ě LpS1q max pLpS1qLminpS2q, LpS2qLminpS1q, LpS3qLminpS1qq,
— si S3 est bijective, LpF q ě LpS1qLminpS´13 q,
— si S1 est bijective, LpF q ě LpS3qLminpS2q,
— si S1 et S3 sont bijectives, LpF q ě max1ďiď3,j‰itLpSiqL1minpSjqu,
où L1minpSjq “ LminpSjq, sauf pour j “ 3, où L1minpS3q “ LminpS´13 q.
Théorème 2.6 (Sécurité de 3 tours de MISTY sur 8 bits (SAC 2015 [CDL16])). Pour
n “ 4, F satisfait
δpF q ě 8 ,
LpF q ě 48 .
et si δpF q “ 8, alors LpF q ě 64.
De plus, si F est une permutation, alors
δpF q ě 16 .
On obtient les conditions nécessaires suivantes pour atteindre les bornes δ “ 8 et
L “ 64 :
— δpS1q “ 4 et S1 bijective,
— δpS2q “ 2 (en particulier, S2 non-bijective 11),
— δpS3q “ 2 (en particulier, S3 non-bijective11).
Rappelons que la boîte-S construite par 3 tours d’un réseau de type MISTY n’est
une permutation que si S1, S2 et S3 sont des permutations. Les conditions nécessaires
impliquent donc que les bornes δ “ 8, L “ 64 ne sont atteintes que pour des boîtes-S
non-bijectives, ce qui est désagréable et moins bon que le cas des réseaux de Feistel. Comme
énoncé dans le théorème, dans le cas où le réseau de type MISTY est demandé bijectif, la
meilleure borne atteignable est δ “ 16, L “ 64.
Il apparaît donc que, grâce à sa propriété de bijectivité intrinsèque, le réseau de Feistel
est plus adapté pour construire des boîtes-S que le réseau de type MISTY (du moins tant
qu’on préfère des boîtes-S bijectives).
11. puisqu’il n’existe pas de bijection APN sur 4 bits, cf. section 1.3.6.4
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2.2.3 Feistel et MISTY : preuves
Que ce soit pour 3 tours de réseau de Feistel ou 3 tours de réseau de type MISTY,
nous utiliserons la même approche.
L’élément essentiel de la preuve est de remarquer que quelques différentielles (resp. masques
linéaires) sont toujours intéressantes pour un attaquant. Il s’agit des différentielles (resp. masques
linéaires) qui donnent une différence (resp. un masque) nulle en entrée à l’une des 3 boîtes-S
(cf. figures 2.6a, 2.6b, 2.6c, 2.7a, 2.7b et 2.7c pour Feistel et 2.8a, 2.8b, 2.8c, 2.9a, 2.9b,
2.9c pour MISTY).
Ainsi, en nous restreignant à ces quelques différentielles (resp. masques), nous pouvons
aisément calculer leur nombre de « solutions » (il s’agit d’un abus de langage : j’appellerai
« solution » d’une différentielle pa, bq pour la fonction F une solution x de l’équation
différentielle F pxq ‘ F px ‘ aq “ b, et de même par extension pour le cas linéaire), qui
implique des bornes générales sur la sécurité des réseaux Feistel et MISTY sur 3 tours.
Ensuite, en nous restreignant à des réseaux sur 8 bits, nous pouvons utiliser les propriétés
de fonctions de 4 bits, qui sont étudiables presque exhaustivement sur une taille aussi
petite, pour déduire des bornes précises sur ce cas particulier qui est essentiel en pratique.
Le cas des réseaux de 8 bits est offre un intérêt particulier, puisque dans ce cas, les
bornes générales (pour tout n) sont atteintes : il existe des réseaux Feistel et MISTY qui
atteignent les bornes générales.
Ceci signifie que nos bornes générales sont optimales, même si une instance spécifique de
réseau Feistel ou MISTY peut avoir une uniformité différentielle (resp. linéarité) supérieure
aux bornes.
Ainsi, les différentielles annulant l’entrée d’une boîte-S sont suffisantes pour obtenir une
borne générique, ce qui simplifie énormément l’analyse et c’est cette propriété remarquable
qui nous permet d’obtenir les bornes optimales pour un réseau de Feistel ou un réseau de
type MISTY de 3 tours.
2.2.3.1 Uniformité différentielle de 3 tours de Feistel
Les différentielles annulant une boîte-S.
Puisque seules 2 boîtes-S sur 3 sont actives dans ces cas, calculer leur nombre de
solution est plus simple que dans le cas de différentielles génériques.
En particulier, on remarque que, dès que la différentielle est fixée, i.e. dès que a, b et c
sont fixées sur les schémas, il n’y a qu’une seule caractéristique (ou aucune) qui satisfait
cette différentielle.
Théorème 2.7 (Différentielles annulant une boîte-S). Soit F la fonction obtenue par 3
tours d’un réseau de Feistel utilisant pour fonctions de tour les boîtes-S de n bits S1, S2 et
S3. Alors, pour tous a, b et c dans F
n
2 , on a :
(i) δF p0||a, b||cq “ δS2 pa, bq ˆ δS3 pb, a ‘ cq ;
(ii) Si S2 est une permutation,
δF pa||b, a||cq| “ δS1 pa, bq ˆ δS3 pa, cq ;
(iii) δF pa||b, 0||cq “ δS1 pa, b ‘ cq ˆ δS2 pc, aq .
Démonstration. (i) x “ pxL, xRq satisfait F pxL||xRq ‘ F pxL||pxR ‘ aqq “ b||c si et
seulement si
"
S2pS1pxLq ‘ xR ‘ aq ‘ S2pS1pxLq ‘ xRq “ b
S3pyR ‘ bq ‘ S1pxLq ‘ xR ‘ a ‘ S3pyRq ‘ S1pxLq ‘ xR “ c




















(a) Différentielles p0||a, b||cq
sur 3 tours d’un réseau de
Feistel qui annulent la diffé-




















(b) Différentielles pa||b, a||cq
sur 3 tours d’un réseau de
Feistel qui annulent la diffé-




















(c) Différentielles pa||b, 0||cq
sur 3 tours d’un réseau de
Feistel qui annulent la diffé-
rence en entrée de S3.
Figure 2.6 – Propagation des différences dans 3 tours d’un réseau de Feistel pour les
différentielles annulant les fonctions internes. Les valeurs en rouge sont des différences.
ou de façon équivalente,
S1pxLq ‘ xR P DS2 pa Ñ bq et yR P DS3 pb Ñ a ‘ cq .
La fonction pxL, xRq ÞÑ ppS1pxLq ‘ xRq, yRq est une permutation puisqu’il s’agit de
2 tours d’un réseau de Feistel. Ainsi, le nombre de x “ pxL, xRq qui satisfont la
différentielle est δS2 pa Ñ bq ˆ δS3 pb Ñ a ‘ cq.
(ii) x “ pxL, xRq satisfait F pxL||xRq ‘ F ppxL ‘ aq||pxR ‘ bqq “ c||a ssi
"
S2pS1pxL ‘ aq ‘ xR ‘ bq ‘ xL ‘ a ‘ S2pS1pxLq ‘ xRq ‘ xL “ a
S3pyR ‘ aq ‘ S1pxL ‘ aq ‘ xR ‘ b ‘ S3pyRq ‘ S1pxLq ‘ xR “ c
La première équation correspond à
S2 pS1pxL ‘ aq ‘ xR ‘ bq ‘ S2 pS1pxLq ‘ xRq “ 0 ,
qui équivaut à
S1pxL ‘ aq ‘ xR ‘ b “ S1pxLq ‘ xR
si S2 est une permutation. Ainsi, pxL, xRq satisfait la différentielle ssi
xL P DS1 pa Ñ bq et yR P DS3 pa Ñ cq .
Pour tout xL P DS1 pa Ñ bq fixé, il y a δS3 pa, cq valeurs de xR “ S´12 pxL ‘ yRq ‘
S1pxLq qui donnent une sortie valide.
(iii) x “ pxL, xRq satisfait F pxL||xRq ‘ F ppxL ‘ aq||pxR ‘ bqq “ c||0 ssi
"
S2pS1pxL ‘ aq ‘ xR ‘ bq ‘ xL ‘ a ‘ S2pS1pxLq ‘ xRq ‘ xL “ 0
S3pyRq ‘ S1pxL ‘ aq ‘ xR ‘ b ‘ S3pyRq ‘ S1pxLq ‘ xR “ c
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La deuxième équation est équivalente à
xL P DS1 pa Ñ b ‘ cq
et la première correspond à
S1pxLq ‘ xR P DS2 pc Ñ aq .
Borne générale.
De ces différentielles particulières, nous déduisons des bornes inférieures sur l’uniformité
différentielle de 3 tours de réseau de Feistel (cf. théorème 2.4).
Théorème 2.8. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Alors
δpF q ě δpS2q max pδminpS1q, δminpS3qq .
De plus,
— si S2 est une permutation,






— si S2 n’est pas une permutation, δpF q ě 2n`1.
Démonstration.
Le résultat lorsque S2 n’est pas une permutation a été prouvé dans [LW14]. Du premier
item du théorème 2.7, nous déduisons que
δpF q ě δpS2qδminpS3q et δpF q ě δpS3qδminpS´22 q
où la seconde inégalité requiert que S2 soit une permutation. En effet, le premier résultat
est obtenu en choisissant pa, bq tel que δS2 pa, bq “ δpS2q et en prenant le maximum sur
tous les choix de c. Lorsqu’on choisit pa ‘ c, bq tel que δS3 pb, a ‘ cq “ δpS3q et qu’on prend
le maximum sur tous les choix de a, on obtient le second résultat en utilisant que
max
α‰0




pβ, αq ě δminpS´12 q
lorsque S2 est une permutation.
Le deuxième item du théorème 2.7, qui tient lorsque S2 est une permutation, implique
δpF q ě δpS1qδminpS3q et δpF q ě δpS3qδminpS1q .
La première inégalité est obtenue en choisissant pa, bq tel que δS1 pa, bq “ δpS1q et en
prenant le maximum sur tous les choix de c, et la seconde en choisissant pa, cq tel que
δS3 pa, cq “ δpS3q puis en prenant le maximum sur tous les choix de b.
Le troisième item du théorème 2.7 implique
δpF q ě δpS1qδminpS´12 q et δF ě δpS2qδminpS1q .
La première inégalité est obtenue en choisissant pa, b ‘ cq tel que δS1 pa, b ‘ cq “ δpS1q et en
prenant le maximum sur tous les choix de c lorsque S2 est une permutation, et la seconde
en choisissant pa, cq tel que δS2 pc, aq “ δpS2q puis en prenant le maximum sur tous les
choix de b.
2.2. Feistel et MISTY 61
Application à n “ 4.
De même que Li et Wang dans [LW14], nous pouvons déduire des bornes plus précises
dans le cas n “ 4, c’est-à-dire lorsque le réseau de Feistel opère sur 8 bits.
Les bornes obtenues sont les mêmes, à savoir
Proposition 2.1. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors
δpF q ě 8 .
Démonstration.
Il s’agit d’une conséquence du théorème 2.7.
Si S2 n’est pas une permutation, alors la borne générale donne δpF q ě 25 “ 32.
Si S2 est une permutation, on sait qu’il n’existe pas de permutation APN sur 4 bits,
donc δpS2q ě 4, et par conséquent δpF q ě δpS2qδminpS1q ě 4 ˆ 2 “ 8.
Contrairement à Li et Wang, nous pouvons déduire des conditions nécessaires pour
qu’un réseau de Feistel sur 8 bits F atteigne δpF q “ 8.
La partie la plus compliquée de la preuve est détaillée dans le lemme 2.1, qui s’appuie
sur les deux propriétés suivantes sur des boîtes-S de 4 bits suivantes.
Propriété 2.3. Soit S une fonction de 4 bits telle que δpSq ě 4.
Alors il existe a et c non-nuls dans F42 et d1, d2 et d3 dans F
4
2 tels que :
δSpa, d1q ě 4 ,
δSpc, d2q ě 4 ,
δSpa ‘ c, d3q ě 4 .
En d’autres termes, il existe au moins trois lignes de la table des différences de
S contenant au moins une valeur supérieure ou égale à 4, et les différences d’entrée
correspondant à ces trois lignes forment un ensemble stable par xor.
Démonstration.
Considérons un couple de différences non-nul pa, bq tel que δSpa, bq ě 4. Alors DSpa Ñ bq
contient un sous-espace affine de dimension 2 de F42. En effet, si on choisit x P DSpa Ñ bq,
il existe c P F42zt0u, c ‰ a, tel que DSpa Ñ bq Ě tx, x ‘ a, x ‘ c, x ‘ c ‘ au.
D’où nous déduisons que
Spxq ‘ Spx ‘ cq “ Spx ‘ aq ‘ Sppx ‘ aq ‘ cq
et
Spxq ‘ Spx ‘ pc ‘ aqq “ Spx ‘ aq ‘ Sppx ‘ aq ‘ pc ‘ aqq
Ainsi les trois lignes définies par a, c et a ‘ c de la table des différences de S contiennent
une valeur supérieure ou égale à 4.
Propriété 2.4. Soit S une permutation de 4 bits avec δpSq “ 4. Alors pour tous a et c
non-nuls dans F42, au moins une colonne paramétrée par une différence dans ta, c, a ‘ cu
contient un 4.
Démonstration.
Soit CpSq l’ensemble des colonnes de la table des différences d’une boîte-S ne contenant
que des 0s et des 2s :
CpSq “ tb P F42zt0u : δSpa, bq ď 2, @a ‰ 0u .
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Parmi toutes les classes d’équivalence de permutations de 4 bits S2 avec δpSq “ 4, seules 12
satisfont #CpSq ě 3. De plus, 3 d’entre elles ont leur ensemble CpSq inclus dans l’ensemble
CpS1q d’une fonction dans une autre classe, aussi nous les ignorerons.
Les valeurs de C pour les 9 classes restantes sont listées ci-dessous.
Représentant de classe C
r0, 1, 2, 3, 4, 6, 9, A, 8, C, 5, D, B, E, F, 7s t4, 5, 7, 9, 15u
r0, 1, 2, 3, 4, 6, 9, C, 8, 5, B, F, E, D, 7, As t4, 6, 7, 11, 14u
r0, 1, 2, 3, 4, 6, 9, C, 8, 5, F, D, B, 7, A, Es t4, 10, 12, 13, 15u
r0, 1, 2, 3, 4, 6, 9, A, 8, B, C, E, F, 7, 5, Ds t4, 5, 11, 12, 13u
r0, 1, 2, 3, 4, 6, 9, A, 8, 5, C, F, D, B, E, 7s t4, 9, 11, 14u
r0, 1, 2, 3, 4, 6, 9, A, 8, C, 5, D, 7, E, F, Bs t5, 9, 11, 15u
r0, 1, 2, 3, 4, 6, 9, A, 8, C, B, D, 5, F, E, 7s t5, 7, 14, 15u
r0, 1, 2, 3, 4, 6, 9, C, 8, 5, D, A, E, 7, B, Fs t10, 14, 15u
r0, 1, 2, 3, 4, 6, 9, A, 8, B, C, E, 5, D, F, 7s t6, 7, 11, 14, 15u
Nous pouvons vérifier qu’aucun de ces ensembles CpSq ne contient de sous-ensemble de
3 éléments stable par addition (xor). Qui plus est, cette propriété est invariante par
transformation affine. En effet, pour S1 “ A2 ˝ S ˝ A1, nous avons
δS1 pa, bq “ δSpL1paq, L´12 pbqq
où L1 et L2 sont les parties linéaires de A1 et A2. Il s’ensuit que CpS1q “ L2pCpSqq.
Ainsi, parmi 3 éléments non-nuls de F42 stables par xor, au moins l’un des 3 définit une
colonne de S contenant un 4.
Lemme 2.1. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant pour
fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Si S2 est une permutation avec
δpS2q “ 4, alors si δpS1q ě 4 ou δpS3q ě 4, δpF q ě 16.
Démonstration.
Ici, S1 et S3 jouent un rôle symétrique. Nous supposerons que c’est S3 qui est telle que
δpS3q ě 4.
D’après la Propriété 2.3, il existe au moins trois lignes a, c et a ‘ c de la table des
différences de S3 contenant au moins une valeur supérieure ou égale à 4.
Du premier item du théorème 2.7, nous déduisons que, pour tout β P ta, c, a ‘ cu, nous
pouvons choisir un γ tel que, pour tout α,
δF p0}α, β}γq “ δS2 pα, βq ˆ δS3 pβ, α ‘ γq ě 4δS2 pα, βq .
De ce fait, δpF q ě 16 à moins que les trois colonnes de la table des différences de S2
définies par une différence dans ta, c, a ‘ cu ne contiennent pas de 4.
Or d’après la Propriété 2.4, la table des différences de S2 a au moins une colonne parmi
ta, c, a ‘ cu qui contient un 4. Choisir cette colonne donne donc une différentielle de F
ayant au moins 16 solutions.
Théorème 2.9. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors les conditions suivantes
sont nécessaires pour avoir δpF q “ 8 :
— S1 APN (donc pas une permutation),
— S2 une permutation avec δpS2q “ 4,
— S3 APN (donc pas une permutation).
Sinon, δpF q ě 12.
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Démonstration.
D’après le théorème 2.7, on a besoin que S2 soit une permutation, et si δpS2q ě 6, δpF q ě 12,
donc il faut que δpS2q ď 4. Comme il n’existe pas de permutation APN sur 4 bits, il faut
donc δpS2q “ 4.
De plus, d’après le lemme 2.1, si S1 ou S3 n’est pas APN, alors δpF q ě 16.
D’où le résultat.
Remarque 2.2 (Comprendre le résultat sur 8 bits.). Il faut comprendre que le fait que
la meilleure uniformité différentielle atteignable pour 8 bits soit 8 provient clairement
de l’absence de permutations APN sur 4 bits. Pour d’autres tailles, il est tout à fait
envisageable d’obtenir une uniformité différentielle égale à 4. Des exemples de ce type
apparaissent dans les travaux sur les Papillons 2.3, mais avaient déjà été obtenus par Li et
Wang dans [LW14] pour toute taille de la forme 2n, n impair.
2.2.3.2 Linéarité de 3 tours de Feistel
L’étude de la linéarité est similaire à celle de l’uniformité différentielle.
Ici encore, on utilise le fait que certains masques sont optimaux pour l’attaquant dans
le cas général.




















(a) Masques pa||0, c||bq sur 3
tours d’un réseau de Feistel





















(b) Masques pa||b, c||bq sur 3
tours d’un réseau de Feistel





















(c) Masques pa||b, c||0q sur 3
tours d’un réseau de Feistel
qui annulent le masque en en-
trée de S3.
Figure 2.7 – Propagation des masques linéaires dans 3 tours d’un réseau de Feistel pour les
masques annulant les fonctions internes. Les valeurs en rouge sont des masques linéaires.
Puisque seules 2 boîtes-S sur 3 sont actives dans le cas des masques annulant une
boîte-S, les calculs sont simples.
Théorème 2.10. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Alors, pour tous a, b et c dans
F
n
2 , on a :
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(i) F̂ pa||b, c||0q “ Ŝ1pa ‘ c, bqŜ2pb, cq
(ii) F̂ pa||0, c||bq “ Ŝ2pb, aqŜ3pa ‘ c, bq
(iii) Si S2 est une permutation, F̂ pa||b, c||bq “ Ŝ1pa, bqŜ3pc, bq
Démonstration.












“ Ŝ1pa ‘ c, bq Ŝ2pb, cq
où on fixe z “ S1pxLq ` xR et on exploite le fait que, pour tout xL fixé, xR ÞÑ z
est une permutation.








“ Ŝ2pb, aq Ŝ3pa ‘ c, bq
en remarquant que la fonction pxL, xRq ÞÑ pyR, zq est une permutation puisqu’il
s’agit de 2 tours d’un réseau de Feistel.












“ Ŝ1pa, bq Ŝ3pc, bq
en utilisant que xR ÞÑ y “ xL ‘ S2pS1pxLq ‘ xRq est une permutation pour tout
xL fixé lorsque S2 est une permutation.
Borne générale.
Nous en déduisons les bornes inférieures suivantes sur la linéarité de 3 tours d’un réseau
de Feistel.
Théorème 2.11. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Alors,
LpF q ě LpS2q max pLminpS1q, LminpS3qq .
De plus, si S2 est une permutation,
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Démonstration.
Du premier item du théorème 2.10, nous déduisons que
LpF q ě LpS1qLminpS´12 q et LpF q ě LpS2qLminpS1q
où la première inégalité tient si S2 est une permutation.
Le deuxième item du théorème 2.10 donne
LpF q ě LpS2qLminpS3q et LpF q ě LpS3qLminpS´12 q
oà la deuxième inégalité est valide si S2 est une permutation.
Du troisième item du théorème 2.10, on obtient que, lorsque S2 est une permutation
LpF q ě LpS1qLminpS3q et LpF q ě LpS3qLminpS1q .
Application à n “ 4.
À nouveau nous obtenons les mêmes bornes que Li et Wang dans le cas où n “ 4.
Nous utilisons l’observation suivante :
Lemme 2.2. Pour toute permutation de 4 bits S, la table des biais linéaires de S contient
au moins une valeur supérieure ou égale à 8 dans toute ligne et toute colonne, c’est-à-dire
que LminpSq ě 8.
Démonstration.
Ce résultat est obtenu par une recherche exhaustive sur les classes d’équivalence affine.
Nous avons examiné les 302 représentants, et nous avons vérifié que le résultat est vrai
pour tous.
Proposition 2.2. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Si au moins une parmi S1, S2
et S3 est une permutation, alors
LpF q ě 64 .
Notablement, si LpF q ă 64, alors δpF q ě 32.
Démonstration.
Il s’agit d’une conséquence directe du théorème 2.11 en utilisant le lemme 2.2.
En effet, on rappelle que d’après le théorème 2.1, lorsque S2 n’est pas une permutation,
δpF q ě 32.
Bien que cette proposition implique que le cas LpF q ă 64 a peu d’intérêt, nous pouvons
prouver que de manière générale, LpF q ě 48.
Nous utiliserons les lemmes suivants qui permettent de prouver que toute fonction de
4 bits a toujours au moins une valeur supérieure ou égale à 6 dans chacune des colonnes de
sa table des biais linéaires, c’est-à-dire que LminpSq ě 6 pour toute fonction de 4 bits S.
Lemme 2.3. Les seules fonctions de 4 bits S avec |Ŝp0, cq| ă 4 pour tout c non-nul sont
les permutations, et les fonctions dont l’image est de taille 15.
Démonstration.
La propriété @c ‰ 0: |Ŝp0, cq| ă 4 dépend uniquement des ensembles d’images de S, avec
multiplicité. Ce résultat est obtenu par une recherche exhaustive sur les classes de 16
éléments dans t0, . . . , 15u. Nous avons testé la propriété sur toutes les 300540195 classes ;
seule la classe avec 16 valeurs distinctes et les 240 classes avec 15 valeurs distinctes la
satisfont.
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Lemme 2.4. Pour toute fonction de 4 bits S dont l’image est de taille 15 ou 16, la table
des biais linéaires de S contient au moins une valeur supérieure ou égale à 6 dans chaque
colonne ( i.e. @c ‰ 0: Da, |Ŝpa, cq| ě 6).
Démonstration.
La propriété est invariante par équivalence affine. Ainsi, nous obtenons le résultat par une
recherche exhaustive sur les classes d’équivalence affine de S dont l’image est de taille 15
ou 16. D’après la classification des permutations de 4 bits [De 07], il y a 302 permutations
Pk telles que toute permutation de 4 bits P puisse être décomposée en P “ β ˝ Pk ˝ α,
avec α, β des permutations affines.
Soit S une fonction de 4 bits dont l’image est de taille 15. Nous noterons πi,j la
projection i ÞÑ j; x ‰ i ÞÑ x. Il existe une permutation P et une projection πi,j telles que
S “ πi,j ˝ P . En utilisant cette décomposition P “ β ˝ Pk ˝ α, nous démontrons que S est
équivalente affinement à une fonction πa,b ˝ Pk :
S “ πi,j ˝ β ˝ Pk ˝ α “ β ˝ πβ´1piq,β´1pjq ˝ Pk ˝ α.
Nous avons testé la propriété sur toutes les 302 permutations Pk et toutes les 72480
fonctions πa,b ˝ Pk.
Proposition 2.3. Soit F la fonction obtenue par 3 tours d’un réseau de Feistel utilisant
pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Alors LpF q ě 48.
Démonstration.
La proposition 2.2 montre que le résultat est vrai si S2 est une permutation. Supposons
désormais que S2 n’est pas une permutation, i.e., il existe un masque non-nul c tel que
Ŝ2p0, cq ą 0. D’après le premier item du théorème 2.10, nous obtenons que
F̂ pc||0, 0||cq “ Ŝ1p0, 0qŜ2p0, cq “ 16Ŝ2p0, cq .
Le résultat est vrai s’il existe un c non-nul tel que Ŝ2p0, cq ě 4. Dans le cas contraire, nous
déduisons des lemmes 2.3 et 2.4 que
LpF q ě 48 .
Nous conjecturons qu’un réseau de Feistel avec des fonctions internes sur 4 bits satisfait
même LpF q ě 64, mais ce résultat semble difficile à prouver sans une classification plus
précise des fonctions de 4 bits.
2.2.3.3 Uniformité différentielle de 3 tours de MISTY
La seule différence importante entre la sécurité d’un réseau de type MISTY et celle
d’un réseau de Feistel vient du fait qu’un réseau de Feistel est une permutation quels que
soient les choix de S1, S2 et S3, mais pour un réseau de type MISTY, on n’obtient une
permutation que si S1, S2 et S3 sont elles-mêmes des permutations.
Ainsi, toute l’analyse de sécurité se déroulera de façon identique au cas des réseaux de
Feistel, avec simplement une distinction des cas qui génèrent des permutations et de ceux
qui n’en génèrent pas.
Les différentielles annulant une boîte-S.
Ici encore, on a des différentielles qui annulent une boîte-S parmi S1, S2 et S3 qui sont
et qui permettent d’obtenir une borne générique.
Théorème 2.12 (Différentielles optimales). Soit F la fonction obtenue par 3 tours d’un
réseau de type MISTY utilisant pour fonctions de tour les boîtes-S de n bits S1, S2 et S3.
Alors, pour tous a, b et c dans Fn2 , on a :




















(a) Différentielles pa||0, b||cq
sur 3 tours d’un réseau de
type MISTY qui annulent la



















(b) Différentielles p0||a, b||cq
sur 3 tours d’un réseau de
type MISTY qui annulent la




















(c) Différentielles pb||a, c||cq
sur 3 tours d’un réseau de
type MISTY qui annulent la
différence en entrée de S3.
Figure 2.8 – Propagation des différences dans 3 tours d’un réseau de type MISTY pour
les différentielles annulant les fonctions internes. Les valeurs en rouge sont des différences.
(i) δF p0}a, b}cq “ δS1 pa, cq ˆ δS3 pc, b ‘ cq ;
(ii) Si S1 est une permutation,
δF pa}0, b}cq “ δS2 pa, a ‘ cq ˆ δS3 pa, b ‘ cq ;
(iii) δS1 pa, bq ˆ δS2 pb, cq ď δF pb}a, c}cq ď
ÿ
dPFn2
δS1 pa, b ‘ dq ˆ δS2 pb, c ‘ dq ˆ γS3 pdq
où γS3 pdq vaut 0 si δS3 pd, 0q “ 0 et 1 sinon.
Notablement, si S3 est une permutation,
δF pb}a, c}cq “ δS1 pa, bq ˆ δS2 pb, cq .
Démonstration.
Soit x l’entrée d’un réseau de type MISTY sur 3 tours, xL et xR ses moitiés droite et gauche
respectivement. Les trois résultats que nous prouvons correspondent aux configurations
illustrées en figures 2.8a, 2.8b et 2.8c.
(i) x “ pxL, xRq satisfait F pxL}xRq ‘ F pxL}pxR ‘ aqq “ b}c si et seulement si
"
S3pS1pxRq ‘ xLq ‘ S3pS1pxR ‘ aq ‘ xLq “ b ‘ c,
S2pxLq ‘ S1pxRq ‘ xL ‘ S2pxLq ‘ S1pxR ‘ aq ‘ xL “ c
ô
"
S3pS1pxRq ‘ xLq ‘ S3pS1pxR ‘ aq ‘ xLq “ b ‘ c,
S1pxRq ‘ S1pxR ‘ aq “ c
ou de façon équivalente
xR P DS1 pa Ñ cq et xL P S1pxRq ‘ DS3 pc Ñ b ‘ cq .
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D’où l’on déduit qu’il y a exactement δS1 pa, cq valeurs de xR, et pour chacune de
celles-ci, δS3 pc, b ‘ cq valeurs de xL, telles que x vérifie la différentielle.
(ii) x “ pxL, xRq satisfait F pxL}xRq ‘ F ppxL ‘ aq}xRq “ b}c si et seulement si
"
S3pS1pxRq ‘ xLq ‘ S3pS1pxRq ‘ xL ‘ aq “ b ‘ c,
S2pxLq ‘ S1pxRq ‘ xL ‘ S2pxL ‘ aq ‘ S1pxRq ‘ xL ‘ a “ c
ô
"
S1pxRq ‘ xL P DS3 pa Ñ b ‘ cq,
S2pxLq ‘ S2pxL ‘ aq “ a ‘ c
ou de façon équivalente,
xL P DS2 pa Ñ a ‘ cq et S1pxRq P xL ‘ DS3 pa Ñ b ‘ cq .
Si S1 est bijective, pour tout xL fixé, chacune des δS3 pa, b ‘ cq valeurs définies par
la seconde condition détermine une unique valeur pour xR. Ainsi, le nombre de
pxL, xRq satisfaisant la différentielle est exactement δS2 pa, a ‘ cq ˆ δS3 pa, b ‘ cq.
(iii) pxL, xRq satisfait F pxL}xRq ‘ F ppxL ‘ bq}pxR ‘ aqq “ c}c si et seulement si
"
S3pS1pxRq ‘ xLq ‘ S3pS1pxR ‘ aq ‘ xL ‘ bq “ 0,
S2pxLq ‘ S1pxRq ‘ xL ‘ S2pxL ‘ bq ‘ S1pxR ‘ aq ‘ xL ‘ b “ c
ô
"
S3pS1pxRq ‘ xLq ‘ S3pS1pxR ‘ aq ‘ xL ‘ bq “ 0,
S2pxLq ‘ S1pxRq ‘ S2pxL ‘ bq ‘ S1pxR ‘ aq “ b ‘ c .
Cela signifie de manière équivalente qu’il existe un d P Fn2 tel que
"
xR P DS1 pa Ñ b ‘ dq, xL P DS2 pb Ñ c ‘ dq,
S3pS1pxRq ‘ xLq ‘ S3pS1pxR ‘ aq ‘ xL ‘ bq “ 0 ,
i.e.,
xR P DS1 pa Ñ b ‘ dq, xL P DS2 pb Ñ c ‘ dq et S1pxRq ‘ xL P DS3 pd Ñ 0q .
Alors, pour tout d P Fn2 fixé tel que δS3 pd, 0q “ 0, aucune paire pxL, xRq ne satisfait
la troisième condition. Si δS3 pd, 0q ą 0, alors certaines des valeurs pxL, xRq définies
par les deux premières conditions peuvent aussi vérifier la troisième, et si d “ 0, la
troisième solution est toujours vérifiée. Il s’ensuit que




δS1 pa, b ‘ dq ˆ δS2 pb, c ‘ dq ˆ γS3 pdq
où γS3 pdq vaut 0 si δS3 pd, 0q “ 0 et 1 sinon. Qui plus est, si S3 est bijective,
δS3 pd, 0q ą 0 si et seulement si d “ 0, ce qui implique que les deux bornes précédentes
sont égales, i.e.,
δF pb}a, c}cq “ δS1 pa, bq ˆ δS2 pb, cq .
Borne générale.
Ces trois différentielles particulières nous procurent la borne inférieure suivante sur
l’uniformité différentielle de 3 tours de réseau de type MISTY.
Théorème 2.13. Soit F la fonction obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de n bits S1, S2 et S3. Alors
δpF q ě δpS1q max pδminpS2q, δminpS3qq ,
où δminpSq “ mina‰0 maxb δSpa, bq. De plus,
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— si S1 est une permutation,






— si S1 n’est pas une permutation, δpF q ě 2n`1.
Démonstration. Ce résultat est une conséquence directe du théorème 2.12. Nous dérivons
ici les bornes du premier item du théorème 2.12, les autres cas peuvent être déduits de
façon similaire des deux autres items.
Considérons tout d’abord une paire de différences pα, βq qui atteint l’uniformité diffé-
rentielle de S1, i.e., δpS1q “ δS1 pα, βq.
Puis, choisissons a “ α et c “ β, nous obtenons que, pour tout b P Fn2 ,
δF p0}α, b}βq “ δpS1q ˆ δS3 pβ, β ‘ bq .
Ensuite, nous pouvons choisir pour b la valeur qui maximise δS3 pβ, β ‘ bq. Cette valeur est
toujours supérieure ou égale à δminpS3q.
De même, considérons désormais une paire de différences pα, βq qui atteint l’uniformité
différentielle de S3, i.e., δpS3q “ δS3 pα, βq.
Dans ce cas, nous choisissons c “ α et b “ α ‘ β, et obtenons que, pour tout a P Fn2 ,
δF p0}a, pα ‘ βq}αq “ δS1 pa, αq ˆ δpS3q .
Nous choisissons alors pour a la valeur qui maximise δS1 pa, αq et qui est toujours supérieure
ou égale à δminpS´11 q lorsque S1 est une permutation.
Supposons maintenant que S1 n’est pas bijective. Cela signifie qu’il existe un a P Fn2
non-nul tel que δS1 pa, 0q ě 2. Alors nous déduisons du premier item du théorème 2.12,
avec b “ c “ 0, que l’équation
F pxL}xRq ‘ FKpxL ‘ a}xRq “ p0, 0q
a
δS1 pa, 0q ˆ δS3 p0, 0q ě 2 ˆ 2n “ 2n`1
solutions dans F2n2 .
Application à n “ 4.
C’est cette application aux réseaux de type MISTY sur 2 ˆ 4 bits qui diffère du cas des
réseaux de Feistel. Tous les résultats sont similaires au cas des réseaux de Feistel, toutefois
les conditions nécessaires pour obtenir une permutation de 8 bits sont incompatibles avec
les conditions nécessaires pour obtenir une fonction de 8 bits optimalement résistante.
Proposition 2.4. Soit F la fonction obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors
δpF q ě 8 .
Démonstration.
Il s’agit d’une conséquence du théorème 2.12.
Si S1 n’est pas une permutation, alors la borne générale donne δpF q ě 25 “ 32.
Si S1 est une permutation, on sait qu’il n’existe pas de permutation APN sur 4 bits,
donc δpS1q ě 4, et par conséquent δpF q ě δpS1qδminpS2q ě 4 ˆ 2 “ 8.
Là encore, nous déduisons des conditions nécessaires pour que F atteigne δpF q “ 8.
Comme dans le cas des réseaux de Feistel, la partie la plus compliquée consiste à
observer des propriétés sur les boîtes-S de 4 bits. Les propriétés sont les mêmes que dans
le cas des réseaux de Feistel, à savoir les Propriétés 2.3 et 2.4.
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Lemme 2.5. Soit F la fonction obtenue par 3 tours d’un réseau de type MISTY utilisant
pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Supposons que S1 est une
permutation avec δpS1q “ 4. Dans ce cas, si δpS2q ě 4 ou δpS3q ě 4, alors δpF q ě 16.
Démonstration.
L’idée est exactement la même que pour les réseaux de Feistel.
Supposons que S3 est telle que δpS3q ě 4. La Propriété 2.3 prouve qu’il existe au moins
3 lignes a, c et a ‘ c non-nulles de la table des différences de S3 qui contiennent au moins
une valeur supérieure ou égale à 4. La Propriété 2.4 prouve que, parmi ces 3 différences a,
c et a ‘ c, au moins une correspond à une colonne de S2 qui contient un 4.
Par le premier item du théorème 2.12, on obtient une différentielle avec au moins 16
solutions.
Théorème 2.14. Soit F la fonction obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors les conditions
suivantes sont nécessaires pour avoir δpF q “ 8 :
— S1 une permutation avec δpS1q “ 4,
— S2 APN (donc pas une permutation),
— S3 APN (donc pas une permutation).
Sinon, δpF q ě 12.
Démonstration.
D’après le théorème 2.12, il faut que S1 soit une permutation, sinon δpF q ě 32. Par ailleurs,
si δpS1q ě 6, alors δpF q ě 12, donc il faut δpS1q ď 4. Or il n’existe pas de permutation de
4 bits APN, donc il faut δpS1q “ 4.
D’après le lemme 2.5, si S2 ou S3 n’est pas APN, alors δpF q ě 16.
D’où le résultat.
Rappelons que les boîtes-S les plus intéressantes sont les boîtes-S bijectives (permuta-
tions), et qu’un réseau de type MISTY n’est bijectif que si S1, S2 et S3 sont bijectives.
On constate que les conditions du théorème 2.14 ne peuvent donc pas être vérifiées pour
obtenir une boîte-S bijective (puisqu’il n’existe pas S2 et S3 bijectives et APN sur 4 bits).
D’après le théorème 2.14, on déduit donc que toute permutation F obtenue par 3 tours de
réseau de type MISTY vérifie δpF q ě 12.
En observant des propriétés détaillées des permutations de 4 bits, on peut même prouver
que toute permutation F obtenue par 3 tours de réseau de type MISTY vérifie δpF q ě 16.
Les propriétés des permutations de 4 bits qui nous intéressent sont les suivantes :
Lemme 2.6. Soient S1, S2 et S3 des permutations de 4 bits. Alors il existe une différence
non-nulle γ P F42zt0u telle qu’au moins l’une de ces propositions est vérifiée :
— La table des différences de S1 contient au moins une valeur supérieure ou égale
à 4 en colonne γ et la table des différences de S2 contient au moins une valeur
supérieure ou égale à 4 à la ligne γ ;
— La table des différences de S1 contient au moins une valeur supérieure ou égale
à 4 en colonne γ et la table des différences de S3 contient au moins une valeur
supérieure ou égale à 4 à la ligne γ ;
— La table des différences de S2 contient au moins une valeur supérieure ou égale à 4
à la ligne γ et la table des différences de S3 contient au moins une valeur supérieure
ou égale à 4 à la ligne γ ;
Démonstration. Nous obtenons ce résultat par une recherche exhaustive sur les classes
d’équivalence affine, exactement comme pour la classification des boîtes-S de 4 bits optimales
dans [De 07 ; LP07b]. Il y a 302 classes d’équivalence affine pour les permutations de 4
bits. Nous avons sélectionné un représentant de chaque classe d’équivalence affine, puis
nous avons vérifié que leurs tables des différences contiennent au moins six lignes définies
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par une certaine différence en entrée non-nulle a qui contiennent une valeur supérieure ou
égale à 4. Notons RpSq l’ensemble correspondant (de taille au moins 6) :
RpSq “
 
a P F42zt0u : Db P F42zt0u, δSpa, bq ě 4
(
.
De ce fait, s’il n’existe aucune différence γ P F42zt0u qui satisfasse l’une des trois propositions
du lemme, alors on aurait que les trois ensembles RpS2q, RpS3q et RpS´11 q sont disjoints.
En d’autres termes, nous pourrions trouver 18 valeurs distinctes parmi les 15 éléments
non-nuls de F42, ce qui est impossible.
Corollaire 2.1 (MISTY bijectif sur 8 bits). Soit F une permutation obtenue par 3 tours
d’un réseau de type MISTY utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et
S3. Alors
δpF q ě 16 .
Démonstration.
Ce résultat dérive directement du théorème 2.12 combiné au lemme 2.6. En effet, le
lemme 2.6 garantit l’existence de a, b et c tels qu’au moins l’une de ces trois propriétés est
vérifiée :
— δS1 pa, cq ě 4 et δS3 pc, b ‘ cq ě 4,
— δS2 pa, a ‘ cq ě 4 et δS3 pa, b ‘ cq ě 4,
— δS1 pa, bq ě 4 et δS2 pb, cq ě 4.
Dans chacune de ces trois situations, le théorème 2.12 exhibe une différentielle pα, βq à
travers F telle que δF pα, βq “ 16.
Ainsi, même si les bornes et les conditions sont similaires entre les réseaux de type
MISTY et les réseaux de Feistel, on observe ici que la restriction imposée par le réseau
de type MISTY lorsqu’on veut une permutation nous empêche d’obtenir des résultats
optimaux en termes d’uniformité différentielle.
Pour cette raison, je préconise davantage d’utiliser des réseaux de Feistel, et c’est ce
que nous ferons lors des instanciations (cf. section 2.4.1).
2.2.3.4 Linéarité de 3 tours de MISTY
La borne inférieure sur la linéarité de 3 tours d’un réseau de type MISTY peut être
obtenue de façon similaire à l’uniformité différentielle (et similaire au cas des réseaux de
Feistel).
Les masques annulant une boîte-S.
Théorème 2.15. Soit F une permutation obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors, pour tous a, b et
c dans Fn2 , on a :
(i) F̂ pa}b, 0}cq “ Ŝ1pb, cqŜ2pa ‘ c, cq
(ii) F̂ pa}b, c}cq “ Ŝ1pb, aqŜ3pa, cq
(iii) Si S1 est bijective, F̂ pa}0, b}cq “ Ŝ2pa, b ‘ cqŜ3pb ‘ c, bq
Démonstration. Les trois résultats correspondent aux configurations illustrées en figures
2.9a, 2.9b et 2.9c.











“ Ŝ1pb, cq Ŝ2pa ‘ c, cq


















(a) Masques pa||0, b||cq sur 3
tours d’un réseau de MISTY




















(b) Masques pa||b, c||cq sur 3
tours d’un réseau de MISTY




















(c) Masques pa||b, c||0q sur 3
tours d’un réseau de MISTY
qui annulent le masque en en-
trée de S3.
Figure 2.9 – Propagation des masques linéaires dans 3 tours d’un réseau de type MISTY
pour les masques annulant les fonctions internes. Les valeurs en rouge sont des masques
linéaires.








Nous fixons xL “ S1pxRq ‘ z et observons que, pour tout xR fixé, z prend toutes
les valeurs possibles dans Fn2 lorsque xL varie, ce qui implique que






p´1qc¨S3pzq‘a¨pz‘S1pxRqq‘b¨xR “ Ŝ1pb, aqŜ3pa, cq .








Si S1 est bijective, nous fixons xR “ S´11 pz ‘ xLq. En utilisant que, pour tout xL
fixé, z prend toutes les valeurs possibles dans Fn2 lorsque xR varie, nous déduisons
que








“ Ŝ2pa, b ‘ cqŜ3pb ‘ c, bq
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Borne générale.
Comme pour le cas différentiel, les trois approximations linéaires précédentes nous
procurent une borne inférieure sur la linéarité.
Théorème 2.16. Soit F une permutation obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors
LpF q ě max pLpS1qLminpS2q, LpS2qLminpS1q, LpS3qLminpS1qq .
De plus
— si S1 est une permutation, LpF q ě LpS3qLminpS2q,
— si S3 est une permutation, LpF q ě LpS1qLminpS´13 q,
— si S1 et S3 sont des permutations, alors LpF q ě LpS2qLminpS´13 q.
Démonstration. Choisissons tout d’abord une paire de masques pα, βq pour une Si qui
atteint la linéarité LpSiq. Pour i “ 1 ou i “ 2, nous utilisons le premier item du théorème
2.15 et déduisons que, pour tout γ,
|F̂ pγ}α, 0}βq| “ LpS1q|Ŝ2pγ ‘ β, βq|
|F̂ ppα ‘ βq}γ, 0}βq| “ LpS2q|Ŝ1pγ, βq| .
Pour i “ 3, nous utilisons le deuxième item du théorème 2.15 et obtenons
|F̂ pα}γ, β}βq| “ LpS3q|Ŝ1pγ, αq| .
De plus, lorsque S1 est une permutation, le troisième item du théorème 2.15 s’applique, et
pour pα, βq tels que |Ŝ3pα, βq| “ LpS3q, nous obtenons
|F̂ pγ}0, β}pα ‘ βqq| “ LpS3q|Ŝ2pγ, αq| .
Ensuite, dans chacun de ces quatre cas, nous choisissons pour γ la valeur non-nulle qui
maximise le terme de droite dans le produit, i.e., qui maximise la transformée de Walsh
de la composante impliquée de Sj . Par définition, LminpSjq est alors une borne inférieure
pour le terme de droite.
Les dernières affirmations dans le théorème sont dérivées du deuxième (resp. troisième)
item du théorème 2.15, en choisissant pα, βq tels que |Ŝ1pα, βq| “ LpS1q (resp. |Ŝ2pα, βq| “
LpS2q). Alors non obtenons
|F̂ pβ}α, γ}γq| “ LpS1q|Ŝ3pβ, γq|
|F̂ pα}0, γ}β ‘ γq| “ LpS2q|Ŝ3pβ, γq| ,
où la seconde inégalité tient lorsque S1 est une permutation. Puis, si S3 est une permutation,




|Ŝ3pβ, γq| ě LminpS´13 q .
Application à n “ 4
Pour ce qui est de la linéarité, le réseaux de type MISTY de 8 bits sur 3 tours se
comporte exactement comme le réseau de Feistel sur 3 tours. En effet, la linéarité des
permutations de 4 bits n’est pas moins bonne que celle des fonctions non-bijectives.
Il est connu que la meilleure linéarité atteignable pour une permutation de 4 bits est 8
(en particulier, c’est un corollaire du lemme 2.2), et nous montrons maintenant que cette
propriété est aussi vérifiée pour les fonctions non-bijectives.
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Lemme 2.7. Toute boîte-S de 4 bits satisfait LpSq ě 8.
Démonstration. Supposons qu’il existe S de F42 dans F
4
2 avec LpSq ă 8, i.e. avec LpSq ď 6.
Alors, toutes les composantes non-nulles de S, Sc : x ÞÑ c ¨ Spxq avec c ‰ 0, satisfont
LpScq ď 6. D’après la classification des fonctions booléennes d’au plus 5 variables par
Berlekamp et Welch [BW72], nous déduisons que tout Sc, c ‰ 0, est équivalent affine soit
à x1x2x3x4 ` x1x2 ` x3x4 soit à x1x2 ` x3x4, car ce sont les seules classes de fonctions
booléennes de linéarité au plus 6.
Notons L1 (resp. L2) l’ensemble des c non-nuls, c P F42, tels que Sc appartienne à la
première (resp. seconde) classe. Puisque le degré est invariant par transformations affines,
L1 (resp. L2) correspondent aux composantes de degré 4 (resp. de degré au plus 2). La
somme de deux composantes de degré au plus 2 est de degré au plus 2, impliquant que
L2 Y t0u est un espace vectoriel V de F42. Il s’ensuit que la projection de S sur V peut être
vue comme une fonction de F42 dans F
dimV
2 de linéarité 4, i.e., une fonction courbe.
Dans [Nyb91b], Nyberg montre que, si une fonction F de Fn2 dans F
m
2 est courbe, alors
m ď n{2. Ainsi, dimV ď 2. Mais la somme de deux composantes quelconques Sc de degré






sommes de deux composantes de L1 sont dans L2. De plus, si L1 contient t mots
de poids 1 (i.e., si S a t coordonnées de linéarité 6), alors L2 contient 4 ´ t mots de poids






` 24´t ´ 1 ą 3,
pour tout 0 ď t ď 4, ce qui est contradictoire.
Combiné au lemme 2.7, le théorème 2.16 procure la borne inférieure suivante sur la
linéarité de 3 tours d’un réseau de type MISTY sur F82.
Corollaire 2.2. Toute fonction de 8 bits F correspondant à 3 tours de réseau de type
MISTY satisfait LpF q ě 32.
Cette borne n’a qu’un intérêt marginal puisque, à notre connaissance, LpSq “ 32 est la
meilleure linéarité connue pour une boîte-S de 8 bits. Mais une fois de plus, cette borne
inférieure peut être améliorée lorsqu’on se concentre sur les permutations. En effet, nous
pouvons exploiter que LminpSq ě 8 pour toute permutation de 4 bits (lemme 2.2).
Du fait que toute permutation de 4 bits S satisfait LpSq ě 8 et LminpSq ě 8, nous
déduisons directement du théorème 2.16 la borne inférieure plus précise suivante :
Proposition 2.5. Soit F une permutation obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Si n’importe quelle boîte-S
parmi S1, S2 et S3 est une permutation, alors LpF q ě 64. Notablement, si LpF q ă 64,
alors δpF q ě 32.
La dernière affirmation de la proposition est déduite du premier item du théorème
2.13. Bien que ce résultat montre que 3 tours d’un réseau de type MISTY avec LpF q ă 64
serait de peu d’intérêt, nous montrons maintenant que leur linéarité est au moins de 48
(similairement au cas des réseaux de Feistel).
Nous réutilisons ici les résultats démontrés au paragraphe 2.2.3.2.
Théorème 2.17. Soit F une permutation obtenue par 3 tours d’un réseau de type MISTY
utilisant pour fonctions de tour les boîtes-S de 4 bits S1, S2 et S3. Alors LpF q ě 48.
Démonstration. Le résultat est immédiat s’il existe c non-nul avec |Ŝ3p0, cq| ě 4. Sinon,
nous choisissons a et b tels que |Ŝ1pb, aq| ě 8, et les lemmes 2.3 et 2.4 montrent l’existence
d’un c avec |Ŝ3pa, cq| ě 6. Nous obtenons que |F̂ pa}b, c}cq| ě 48 par le théorème 2.15.
2.3. Boîtes-S à bas coût, une étude zoologique : Papillons 75
Nous conjecturons que tout réseau de type MISTY de 8 bits sur 3 tours vérifie même
que LpF q ě 64, mais là encore ce résultat semble difficile à prouver sans classification plus
précise des fonctions de 4 bits.
2.3 Boîtes-S à bas coût, une étude zoologique : Papillons
Les paragraphes suivants détaillent les études et les résultats obtenus sur les schémas
de Papillons et leur généralisation. Une comparaison avec les réseaux de Feistel et de type
MISTY est donnée par la suite en section 2.4.3.
La généralisation des Papillons est un travail publié à IEEE-IT [CDP17]. Pour les
définitions, se référer à la section 1.3.
2.3.1 Travaux antérieurs : les Papillons
Dans leur article de Crypto 2016 [PUB16], Perrin et al. introduisent le Papillon et
entament une étude de la sécurité de celui-ci.
Tout d’abord, énonçons clairement la définition d’un Papillon :
R´1
R
Figure 2.10(a): Papillon ouvert (représenta-
tion avec R).
R R
Figure 2.10(b): Papillon fermé (représenta-
tion avec R).
Définition 2.4 (Papillons). Soit α P F2n , e un entier tel que x ÞÑ xe soit une permutation
de F2n et Rkre, αs la permutation à clef :
Rkre, αspxq “ px ` αkqe ` ke .
On appelle Papillons les fonctions de pF2n q2 dans pF2n q2 définies par :
— on appelle Papillon ouvert de taille de branche n, d’exposant e et de coefficient α







— on appelle Papillon fermé de taille de branche n, d’exposant e et de coefficient α la
fonction notée Veα définie par :
Veαpx, yq “ pRyre, αspxq, Rxre, αspyqq .
De plus, ces deux structures sont équivalentes CCZ.
Le cas le plus intéressant est celui où le degré algébrique de R est 2, c’est-à-dire lorsque
xe est de degré algébrique 2, en particulier e de la forme 3 ˆ 2i. En effet, dans ce cas,
le Papillon fermé est de degré algébrique 2 (quadratique), ce qui est bien plus simple à
analyser qu’un cas général. En particulier, sa dérivée x ÞÑ F pxq ‘ F px ‘ dxq est linéaire,






















Figure 2.11(b): Papillon fermé (décomposition de R).
et c’est cette dérivée qui nous intéresse dans le calcul de l’uniformité différentielle (et de la
linéarité indirectement).
Une fois calculée la sécurité du Papillon fermé, l’équivalence CCZ entre le Papillon
fermé et le Papillon ouvert nous donne directement que la sécurité du Papillon ouvert
(quant aux attaques différentielles et linéaires) est la même que pour le Papillon fermé.
Dans ce cas où le Papillon fermé est quadratique, Perrin et al. ont pu utiliser des
résultats bien connus sur les fonctions booléennes pour établir la sécurité du Papillon.
Les résultats sur la sécurité des Papillons obtenus par Perrin et al. sont les suivants :
Théorème 2.18 (Sécurité d’un Papillon (Perrin et al. [PUB16]). Soient Veα et H
e
α respec-
tivement les Papillons fermé et ouvert de 2n bits d’exposant e “ 3 ˆ 2t pour un certain t,
de coefficient α R t0, 1u et n impair. Alors :
δpVeαq ď 4 ,
δpHeαq ď 4 .
De plus, Veα est quadratique et la moitié des coordonnées de H
e
α sont de degré algébrique n,
l’autre moitié de degré n ` 1.
De plus, un résultat essentiel est que, sur 6 bits, la boîte-S de Dillon est équivalente
affine à un Papillon ouvert. En particulier, sur 6 bits, il existe des Papillons APN.
À l’évidence, il manque à cette étude la résistance aux attaques linéaires (L), et une
question primordiale se pose : existe-t-il d’autres Papillons APN que celui trouvé sur 6
bits et qui est équivalent à la boîte-S de Dillon ?
Dans un article publié à IEEE-IT en 2017, Anne Canteaut, Léo Perrin et moi-même
avons répondu à ces questions ouvertes de [PUB16] en commençant par généraliser les
Papillons.
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2.3.2 Généralisation des Papillons
Soit m “ 2n un entier pair. Dans tous ces travaux, les fonctions booléennes à m variables
sont identifiées aux fonctions sur F2n ˆF2n . Similairement, les fonctions vectorielles de Fm2
dans Fm2 sont identifiées aux applications de F2n ˆF2n dans lui-même. Notons que le choix
de la base utilisée pour identifier F2n à Fn2 n’affecte pas les propriétés cryptographiques
des fonctions que nous étudions puisque des bases différentes mènent à des fonctions qui
sont équivalentes affines.
Dans ce contexte, le produit scalaire entre deux éléments px1, y1q et px2, y2q dans
F2n ˆ F2n est défini par
Trpx1x2q ` Trpy1y2q
où Tr est la fonction trace sur F2n , i.e., Trpxq “ x ` x2 ` . . . ` x2
n´1
.
Définissons maintenant la famille de fonctions vectorielles que nous étudierons dans ces
travaux.
Définition 2.5 (Papillons généralisés). Soit R un polynôme bivarié de F2n tel que Ry :
x ÞÑ Rpx, yq soit une permutation de F2n pour tout y dans F2n . Le Papillon fermé VR est
la fonction de pF2n q2 définie par
VRpx, yq “
`
Rpx, yq, Rpy, xq
˘







où Rypxq “ Rpx, yq et R´1y pRypxqq “ x pour tous y, x. Une représentation de HR est
donnée en figure 2.12a et une de VR en figure 2.12b.
Il est aisé de vérifier que, pour tout choix de permutation à clef R, le Papillon ouvert
HR est une involution.
Dans ces travaux, nous nous restreignons au cas où Rpx, yq est de degré univarié 3
tout comme les Papillons de [PUB16]. Ainsi, l’uniformité différentielle et la linéarité des
Papillons généralisés seront uniquement calculés pour le Papillon fermé correspondantVR
qui est seulement de degré algébrique 2.
Le lemme suivant décrit tous les polynômes R satisfaisant cette condition de degré qui
définissent une permutation à clef, tel que le demande la définition des Papillons. D’un
point de vue cryptographique, le fait que R corresponde à une permutation à clef peut
être vu comme une propriété intégrale, comme il est remarqué dans [PUB16].
Lemme 2.8 (Restriction sur le degré). Soit R un polynôme bivarié de F2n tel que Ry :
x ÞÑ Rpx, yq soit une permutation pour tout y et tel que tous les termes dans R soient
non-linéaires de degré au plus 3. Alors R peut être décrit en utilisant deux éléments de F2n
notés α et β par
Rpx, yq “ px ` αyq3 ` βy3 .
Nous notons les Papillons construits sur de tels polynômes R par Vα,β et Hα,β pour les
Papillons fermés et ouverts respectivement.
La preuve de ce lemme repose sur le théorème suivant.
Théorème 2.19 (Corollaire 2.9 de [MS87]). Soit Fq de caractéristique autre que 3. Alors
f : x ÞÑ ax3 ` bx2 ` cx ` d (a ‰ 0) permute Fq si et seulement si b2 “ 3ac et q ” 2 mod 3.











Figure 2.12(a): Papillon ouvert
généralisé. On étudie l’exposant
3, mais le résultat se généralise











Figure 2.12(b): Papillon fermé généralisé. On étudie l’exposant
3, mais le résultat se généralise pour tout exposant de la forme
3 ˆ 2i.
Preuve du lemme 2.10. Soit
Rpx, yq “ Ax3 ` Bx2y ` Cxy2 ` Dy3 ` Exy.
Comme x ÞÑ Rpx, 0q “ Ax3 doit être une permutation, nous déduisons que A ‰ 0. Une
multiplication par une constante non-nulle ne change ni le degré ni la propriété intégrale.
De ce fait, nous considérons un cas normalisé où A “ 1. Il nous faut que x ÞÑ Rpx, yq soit
une permutation pour n’importe quel y. Nous sommes en caractéristique 2 et, en utilisant
les notations du théorème 2.21, nous avons toujours que q ” 2 mod 3 car n est impair.
Ainsi, pour vérifier la condition intégrale , le théorème 2.21 impose que pByq2 “ Cy2 ` Ey
pour tout y. Ceci implique que E “ 0 et B2 “ C. Le polynôme peut donc être écrit
Rpx, yq “ x3`Bx2y`B2xy2`Dy3 que nous factorisons en Rpx, yq “ px`Byq3`pB3`Dqy3.
Prendre α “ B et β “ B3 ` D nous donne le lemme.
Remarque 2.3. Le lemme 2.10 exclut les termes en x2, y2, x et y de R. Comme ces termes
sont de degré algébrique 1, il pourraient être ajoutés sans changer ni la linéarité ni les
propriétés différentielles de VR, ce pour quoi nous les ignorons.
Dans ce contexte, les résultats de [PUB16] peuvent être interprétés comme l’étude du
cas particulier β “ 1. Si α “ 1, les Papillons ouverts et fermés sont fonctionnellement
équivalents aux fonctions des figures 2.13a et 2.13b.
2.3.3 Relations d’équivalence
Lemme 2.9. La permutation HR et la fonction VR de pF2n q2 sont équivalentes CCZ.





Figure 2.13(a): Papillon ouvert généralisé
pour α “ 1 (Feistel).
βx3 x3 βx3
Figure 2.13(b): Papillon fermé généralisé
pour α “ 1 (Lai-Massey).
Le lemme 2.9 établit qu’un Papillon ouvert et un Papillon fermé de mêmes paramètres
sont équivalents CCZ. Il existe d’autres relations d’équivalence entre les Papillons.
— Si l’exposant est de la forme e “ 3 ˆ 2t, alors le Papillon fermé correspondant est
équivalent affine au Papillon fermé avec les mêmes α, β mais un exposant e “ 3.
De ce fait, les résultats valent aussi pour
Rpx, yq “ px ` αyq3ˆ2t ` βy3ˆ2t
quel que soit t.
— Les Papillons fermés Vα,β et Vα2,β2 sont équivalents affines puisque
Vα2,β2 px2, y2q “ pVα,βpx, yqq2 .
— Pour tout α ‰ 1, les Papillons fermés Vα,β et Vα,β1 avec β1 “ β´1p1 ` αq6 sont
équivalents affine.
Cette équivalence est obtenue en composant Vα,β avec l’inverse de la permutation
linéaire
L : px, yq ÞÑ pz1, z2q “ pαx ` y, x ` αyq .
En effet,





p1 ` αq´2pz1 ` αz2q
‰3
, z31 ` β
“






pz1 ` αz2q3 ` β1z32
‰
, p1 ` αq´6
“
pz2 ` αz1q3 ` β1z31
‰˘
.
— Soit b défini par pa, bq b pc, dq “ pac, bdq pour toutes paires pa, bq et pc, dq de pF2n q2.
Alors les Papillons généralisés exhibent la même stabilité multiplicative que ceux
décrits dans [PUB16], à savoir :
Vα,β
`
pλ, λq b px, yq
˘




pλ3, λq b px, yq
˘
“ pλ3, λq b Hα,βpx, yq.
Notons que ces propriétés multiplicatives correspondent à la subspace property
(propriété de sous-espace) introduite dans [Bro+10] et étudiée dans [Göl15].
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2.3.4 Propriétés cryptographiques
En nous reposant sur des résultats connus sur les fonctions booléennes quadratiques,
nous obtenons les bornes de sécurité suivantes pour les Papillons généralisés (les preuves
sont données en section 2.3.5) :
Théorème 2.20 (Sécurité d’un Papillon généralisé [CDP17]). Les propriétés cryptogra-
phiques des Papillons généralisés sur 2n bits, n impair, Vα,β et Hα,β, qui sont construites
sur les fonctions R : px, yq ÞÑ px ` αyq3 ` βy3 avec α, β ‰ 0 sont les suivantes :
— le degré algébrique de Vα,β est toujours égal à 2,
— si n “ 3, α ‰ 0, Tr pαq “ 0 et β P tα3 ` α, α3 ` 1{αu alors les Papillons sont APN,
ont une linéarité de 2n`1 et le degré algébrique de Hα,β est égal à n ` 1 ;
— si β “ p1 ` αq3, alors l’uniformité différentielle est égale à 2n`1, la linéarité est
égale à 2p3n`1q{2 et le degré algébrique de Hα,β est égal à n ;
— sinon, l’uniformité différentielle est égale à 4, la linéarité est égale à 2n`1 et le
degré algébrique de Hα,β est n ou n ` 1. Il vaut n si et seulement si
1 ` αβ ` α4 “ pβ ` α ` α3q2.
En particulier, il n’existe pas de Papillon APN sur plus de 6 bits.
Les Papillons ouverts généralisés avec β ‰ p1`αq3 forment une famille de permutations
sur 2n bits, n impair, dont la linéarité et l’uniformité différentielle sont les meilleures qu’on
sache atteindre. Qui plus est, la seule permutation APN sur un corps de dimension paire
(la permutation de Dillon) est, à équivalence affine près, un Papillon généralisé.
Notons que nous parvenons à exhiber des critères nécessaires pour qu’un Papillon
généralisé soit APN sur n’importe quelle taille. Malheureusement, cette condition implique
que le Papillon généralisé est de taille 6 bits (et donc équivalent CCZ à la boîte-S de
Dillon 12).
Ce résultat négatif est à l’évidence décevant, mais au moins cette question ouverte
difficile est désormais close : il n’existe pas d’autres Papillons APN que ceux sur 6 bits (du
moins pas de Papillon avec e de la forme 3 ˆ 2i généralisé de cette manière).
Deux articles de ToSC en 2017 et 2018 portent sur des généralisations supplémentaires
– avec des résultats similaires. Il s’agit d’un article de Fu, Feng et Wu [FFW17] qui étudie
les Papillons avec β “ 1 et des exposants de la forme 2i ` 1 quand pgcdpi, nq “ 1 et d’un
article de Li, Tian, Yu et Wang [Li+18] sur les Papillons pour tout β et pour tous les
exposants de la forme 2i ` 1.
2.3.5 Papillons : preuves
À la différence des preuves sur les réseaux de Feistel et les réseaux de type MISTY, les
preuves sur les Papillons ne reposent pas sur l’étude de quelques différentielles particulières
(resp. masques linéaires particuliers). En effet, étudier des différentielles particulières
(resp. masques particuliers) est suffisant pour donner une borne inférieure sur l’uniformité
différentielle (resp. la linéarité). Ici, nous sommes intéressés par des bornes supérieures,
il nous faut donc au choix : trouver des différentielles dont on peut prouver qu’elles sont
toujours les meilleures (ce qui est extrêmement complexe et potentiellement impossible) ou
prouver des bornes qui soient vraies sur toute différentielle. Ceci explique que nous nous
intéresserons à des différentielles moins structurées et moins simples, et que les preuves
seront donc moins directes que dans le cas des réseaux de Feistel et des réseaux de type
MISTY.
12. Par recherche exhaustive sur les Papillons généralisés sur 6 bits, tous sont équivalents CCZ à la
boîte-S de Dillon.
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2.3.5.1 Forme de R
En premier lieu, nous prouvons que notre généralisation revient à étudier les R de la
forme Rpx, yq “ px ` αyq3 ` βy3.
Lemme 2.10 (Restriction sur le degré). Soit R un polynôme bivarié de F2n tel que
Ry : x ÞÑ Rpx, yq soit une permutation pour tout y et tel que tous les termes dans R soient
de degré au plus 3. Alors R peut être caractérisé en utilisant deux éléments de F2n notés α
et β par
Rpx, yq “ px ` αyq3 ` βy3 .
Nous noterons les Papillons basés sur de tels polynômes R par Vα,β et Hα,β pour les
Papillons fermé et ouvert respectivement.
La preuve de ce lemme repose sur le théorème suivant.
Théorème 2.21 (Corollaire 2.9 dans [MS87]). Soit Fq de caractéristique différente de 3.
Alors f : x ÞÑ ax3 ` bx2 ` cx ` d (a ‰ 0) permute Fq si et seulement si b2 “ 3ac et q ” 2
mod 3.
Preuve du lemme 2.10. Soit
Rpx, yq “ Ax3 ` Bx2y ` Cxy2 ` Dy3 ` Exy.
Comme x ÞÑ Rpx, 0q “ Ax3 doit être une permutation, nous déduisons que A ‰ 0.
Une multiplication par une constante non-nulle ne change ni le degré ni la propriété
intégrale. Ainsi, nous pouvons nous contenter du cas normalisé où A “ 1. Il nous faut
que x ÞÑ Rpx, yq soit une permutation pour tout y. Nous sommes en caractéristique 2
et, en utilisant les notations du théorème 2.21, il est toujours vrai que q ” 2 mod 3
puisque n est impair. De ce fait, pour vérifier la condition, le théorème 2.21 impose que
pByq2 “ Cy2 ` Ey pour tout y. Ceci implique que E “ 0 et B2 “ C. Le polynôme peut
donc s’écrire sous la forme Rpx, yq “ x3 ` Bx2y ` B2xy2 ` Dy3 que nous factorisons en
Rpx, yq “ px ` Byq3 ` pB3 ` Dqy3. En posant simplement α “ B et β “ B3 ` D, nous
obtenons le lemme.
Remarque 2.4. Le lemme 2.10 exclut les termes en x2, y2, x et y de R. Comme ces termes
sont de degré algébrique 1, on pourrait les ajouter sans modifier la linéarité et les propriétés
différentielles de VR, ce qui explique que nous les ignorons.
Dans ce contexte, les résultats dans [PUB16] peuvent être interprétés comme la manipu-
lation du cas particulier β “ 1. Si α “ 1, les Papillons ouvert et fermé sont fonctionnellement
équivalents aux fonctions présentées en figure 2.14.
2.3.5.2 Calcul de la linéarité des Papillons généralisés
L’élément clef des preuves de cette section est la restriction aux fonctions R quadratiques,
qui implique que le Papillon fermé est lui aussi quadratique. En effet, dans ce cas-là, le
spectre de Walsh peut être relativement aisément calculé à partir de propriétés des dérivées.
Dans un premier temps, nous détaillons le principe général, puis nous appliquons cette
méthode au cas particulier des Papillons fermés.
Méthode générale pour calculer la linéarité. Comme le Papillon fermé Vα,β a un degré
algébrique de 2, sa linéarité peut être évaluée en calculant le nombre de structures linéaires
de ses composantes, i.e., le nombre de dérivées constantes des composantes de la fonction.
Cette relation est décrite dans la proposition suivante. Bien que ce résultat soit bien connu
dans le domaine des fonctions booléennes (voir e.g. [MS77, chapitre 15], [Car10, proposi-
tion 15] ou [Can+01b, appendice A]), nous donnons une preuve par souci d’exhaustivité.









(b) Fβ (à noter : Fβ “ H1,β).
βx3 x3 βx3
(c) Papillon fermé V1,β .
Figure 2.14 – L’équivalence entre H1,β et Fβ .
Proposition 2.6. Soit f une fonction booléenne quadratique de n variables, i.e. F : Fn2 Ñ
F2. Soit LSpfq l’espace linéaire de f , i.e.,
LSpfq “ ta P Fn2 : Dafpxq “ ε, @x P Fn2 u
où ε P t0, 1u. Alors s “ dim LSpfq a la même parité que n et Lpfq “ 2 n`s2 . De plus, les
coefficients de Walsh de f prennent 2n´s fois la valeur ˘2 n`s2 et p2n ´ 2n´sq fois la valeur
0.
Démonstration.
Tout d’abord, il est clair que LSpfq est un sous-espace linéaire de Fn2 . De plus, puisque
Dafpxq ` Dbfpxq “ Da`bfpx ` aq,
seules deux situations peuvent se produire. Soit Daf “ 0 pour tout a P LSpfq, soit Daf “ 0
pour exactement la moitié des éléments dans LSpfq.
Dans le second cas, LS1pfq “ ta : Daf “ 1u est un translaté de LS0pfq “ ta : Daf “ 0u.
Alors nous utilisons le fait que les coefficients de Walsh de f sont liés au poids de ses









Étant donné que f est de degré algébrique 2, Daf est de degré algébrique 1 ou est constante.












Si LS1pfq “ H,
pfpuq2 P t0, 22n`dim LSpfqu .












pfpuq2 P t0, 22n`dim LSpfqu .
Le nombre d’occurrences des valeurs 0 et Lpfq dans le spectre de Walsh se déduit directe-
ment de la relation de Parseval.
Nous utiliserons aussi le lemme suivant, qui est un cas particulier simple du résultat
donné dans [Bra+07, corollaire 1].
Lemme 2.11. Soit n en entier impair et a, b, c trois éléments de F2n non-nuls. Alors
l’équation
aX16 ` bX4 ` cX “ 0
possède 1, 2 ou 4 solutions dans F2n .
Démonstration.
Soit P pXq “ aX16 ` bX4 ` cX. Comme P est un polynôme linéarisé non-nul de degré au
plus 16, ses racines dans F2n forment un espace linéaire de F2n , vu comme espace vectoriel
sur F2.
Alors P possède 2r racines dans F2n , avec 0 ď r ď 4.
Puisque F2n est un sous-corps de F22n , les racines de P dans F2n sont aussi incluses
dans l’ensemble de toutes les racines de P dans F22n .
Soit β P F4n tel que β2 ` β ` 1 “ 0. Alors, pour tout x P F2n tel que P pxq “ 0, on a
P pβxq “ 0 et P pβ2xq “ 0, et aucune de ces deux autres racines ne se trouve dans F2n car
n est impair.
De plus, si x et x1 sont deux racines distinctes de P dans F2n , alors
tx, βx, β2x, x1, βx1, β2x1u sont six racines distinctes de P dans F4n . Ceci implique que, si
P possède sept racines non-nulles dans F2n , c’est qu’il aurait plus de 16 racines dans F4n
ce qui est impossible. De ce fait, P possède au plus 4 racines dans F2n .
Linéarité des Papillons généralisés.
Théorème 2.22. Soit n ą 1 un entier impair et pα, βq une paire d’éléments non-nuls
de F2n . Alors la linéarité de Vα,β sur F2n ˆ F2n est 2n`1 si β ‰ p1 ` αq3. De plus, les
coefficients de Walsh de Vα,β sont dans t0, ˘2n, ˘2n`1u.




La linéarité de Vα,β est par définition la linéarité maximale de ses composantes non-triviales,
i.e., des fonctions booléennes
fλ,µ : px, yq ÞÑ TrpλRpx, yqq ` TrpµRpy, xqq
pour λ, µ P F2n , où Tr symbolise la fonction trace de F2n dans F2.
Déterminons en premier lieu la linéarité de f0,µ. Comme x ÞÑ Rpx, yq est une permuta-
tion pour tout y fixé, nous déduisons que f0,µ est équilibrée sur tout ensemble pa,F2n q,
impliquant qu’elle est équilibrée sur F22n .
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La linéarité de f0,µ est déterminée par le nombre de paires pa, bq telles que Dpa,bqf0,µ
soit constante.
On a
Rpy ` b, x ` aq ` Rpy, xq
“












µpb ` αaq ` µ2pb ` αaq4
˘˘
` c, avec c P F2
ce qui induit que Dpa,bqf0,µ est constante si et seulement si pa, bq satisfait
"
µpα2b ` apα3 ` βqq ` µ2ppα3 ` βq2a4 ` α2b4q “ 0
µpb ` αaq ` µ2pb ` αaq4 “ 0 .
Or µ ‰ 0, donc la seconde équation implique que
b “ αa ` δ avec δ P t0, µ´1{3u .
En remplaçant la valeur de b dans la première équation, on obtient
β2a4 ` βa “ δ1
où δ1 peut prendre deux valeurs dont 0.
Puisque β ‰ 0, nous déduisons que a prend deux valeurs distinctes lorsque δ1 “ 0, et
au plus deux valeurs lorsque δ1 ‰ 0. D’où nous déduisons que le nombre de paires pa, bq
satisfaisant ces deux équations est soit 2, soit 4.
Nous savons grâce à la proposition 2.6 que la dimension de l’espace linéaire est paire,
ce qui veut dire que Dpa,bqf0,µ est constante pour quatre valeurs de pa, bq. Par conséquent,
f0,µ a une linéarité d’exactement 2n`1.
Intéressons-nous maintenant au cas où λ ‰ 0. Dans ce cas, il existe λ1 P F2n tel que
λ “ λ13 car x ÞÑ x3 est une permutation de F2n pour tout n impair.
Il s’ensuit que, pour tout λ non-nul,
λRpx, yq “ pxλ1 ` αyλ1q3 ` βpyλ1q3 “ Rpxλ1, yλ1q .
En conséquence,
fλ,µpx, yq “ Tr pλRpx, yq ` µRpy, xqq
“ Tr
`
Rpxλ1, yλ1q ` µλ´1Rpyλ1, xλ1q
˘
“ f1,µλ´1 pxλ1, yλ1q .
Nous en déduisons que, pour λ ‰ 0, fλ,µ est linéairement équivalent à f1,µλ´1 , ce qui
implique que ces deux fonctions ont la même linéarité. Il suffit donc de calculer la dimension
de l’espace linéaire de la fonction quadratique f1,λ pour tout λ P F˚2n . Soit γ “ α3 ` β.



























Qu’on peut réécrire en
Dpa,bqf1,λ “ TrpAx2q ` TrpBy2q ` f1,λpa, bq
ce qui montre que Dpa,bqf1,λ est constante si et seulement si
"
A “ p1 ` λγq2a4 ` p1 ` λγqa ` pλα ` α2q2b4 ` pα ` λα2qb “ 0
B “ pα ` λα2q2a4 ` pα2 ` λαqa ` pγ ` λq2b4 ` pγ ` λqb “ 0 (2.1)
On en déduit que
pα ` λα2q2A ` p1 ` λγq2B “ ap1 ` λγq
“








pα ` λα2q3 ` p1 ` λγq2pγ ` λq
‰
“ 0 . (2.2)
Que les coefficients de (2.2) ne disparaissent pas simultanément.
Supposons que λ ‰ γ´1 (le cas contraire sera étudié en fin de preuve). Nous
démontrons tout d’abord que, si le coefficient de a dans (2.2) disparaît, alors le
coefficient de b4 ne disparaît pas, sauf si pβ, λq “ pp1 ` αq3, 1q. En effet, le coefficient
de a disparaît si et seulement si
λ2pα3 ` γq ` λpαγ ` 1q “ λ
`
λβ ` pα4 ` αβ ` 1q
˘
“ 0 . (2.3)
Il n’y a donc qu’une seule valeur non-nulle de λ pour laquelle ce coefficient disparaît,
à savoir
λ “ β´1pα4 ` αβ ` 1q. (2.4)
Le coefficient de b4 disparaît si et seulement si
pα ` λα2qpα2 ` λαq ` pγ ` λqp1 ` λγq “ λ2β ` λpα3 ` α2 ` α ` 1 ` βq2 ` β “ 0 .
Ainsi, ce coefficient disparaît pour la valeur de λ donnée par l’équation (2.4) si et
seulement si
pα4 ` αβ ` 1q2 ` pα4 ` αβ ` 1qpα3 ` α2 ` α ` 1 ` βq2 ` β2 “
α
`
β ` p1 ` αq3
˘2 `
β ` p1 ` αq2α
˘
“ 0 .
Or cette équation a deux racines : β “ p1 ` αq3 (impliquant λ “ 1, par (2.4)) et
β “ p1 ` αq2α. Ce second cas n’intervient jamais puisque (2.4) entraînerait alors
que
λ “ α´1 et γ “ α,
ce qui contredit l’hypothèse que λ ‰ γ´1.
De ce fait, lorsque pβ, λq ‰ pp1 ` αq3, 1q, l’équation (2.2) peut s’exprimer soit par
Ub4 ` V b “ 0 avec U ‰ 0 soit par a “ Ub4 ` V b , (2.5)
où la première situation intervient si et seulement si (2.3) est satisfaite.
Cas 1 : (2.2)“ Ub4 ` V b “ 0 avec U ‰ 0.
Alors nous obtenons au plus 2 solutions pour b, dont b “ 0. En remplaçant b par
ces deux valeurs dans la première équation de (2.1), nous obtenons que
p1 ` λγq2a4 ` p1 ` λγqa “ δ
pour deux valeurs de δ. Du fait que λ ‰ γ´1, nous déduisons qu’il y a au plus deux
solutions a pour chaque valeur de δ, ce qui induit qu’il y a au plus quatre paires
pa, bq qui satisfont (2.1).
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Cas 2 : (2.2)“ a “ Ub4 ` V b.
Dans ce second cas de (2.5), nous remplaçons a par son expression dans la première








pα ` λα2q ` V p1 ` λγq
‰
“ 0 .
Par le lemme 2.11, cette équation a au plus 4 solutions b, à moins que tous ses
coefficients ne disparaissent. Ainsi le système a au plus 4 solutions excepté lorsque
U “ 0 et "
pλα ` α2q ` V 2p1 ` λγq “ 0
pα ` λα2q ` V p1 ` λγq “ 0 . (2.6)
Ces deux relations sont satisfaites soit lorsque V “ 0, ce qui implique que α “ λ “ 1,
soit quand "
αp1 ` λαq ` V p1 ` λγq “ 0
pα ` λq ` V p1 ` λαq “ 0 .
Pour V ‰ 0, en multipliant la première équation par p1 ` λαq et la seconde par
p1 ` λγq, on obtient que
αp1 ` λαq2 ` pα ` λqp1 ` λγq “ λ2β ` λpα4 ` αβ ` 1q “ 0
ce qui contredit le fait que la seconde situation de (2.5) se produit, puisque le second
cas de (2.5) signifie que (2.3) n’est pas vérifiée.
Pour V “ 0, nous déduisons que α “ λ “ 1. Dans ce cas, (2.1) correspond à
"
p1 ` γq2a4 ` p1 ` γqa “ 0
β2b4 ` βb “ 0 .
Du fait que β “ 1 ` γ est non-nul, nous obtenons que ce système d’équations a au
plus 4 solutions pa, bq, car chaque équation a au plus 2 solutions.
Le cas λ “ γ´1.
Dans ce cas, la première équation de (2.1) équivaut à
pγ´1α ` α2q2b4 ` pα ` γ´1α2qb “ 0 .
Les deux coefficients de cette équation ne peuvent pas disparaître simultanément,
sauf si
γ “ α´1 “ α
ce que implique que α “ γ “ 1 ce qui est impossible puisque β ‰ 0. Ainsi, au plus
deux valeurs de b (dont b “ 0) satisfont cette équation. Remplacer b par ces deux
valeurs dans la seconde équation de (2.1) amène à
pα ` λα2q2a4 ` pα2 ` λαqa “ δ
pour au plus deux valeurs de δ (dont δ “ 0). À nouveau les coefficients de a4 et
de a ne peuvent pas disparaître simultanément puisque α “ γ “ 1 est impossible.
Cette équation possède au plus deux solutions pour chaque valeur de b, ce qui
donne un total d’au plus 4 paires pa, bq solutions de (2.1). Nous avons donc prouvé
que, à moins que pβ, λq “ pp1 ` αq3, 1q, (2.1) possède au plus quatre solutions, i.e.
f1,λ a au plus quatre dérivées constantes. Nous déduisons par conséquent de la
proposition 2.6 que Lpf1,λq P t2n, 2n`1u. Il s’ensuit que LpVα,βq “ 2n`1 puisque
ceci correspond à la linéarité de f0,λ.
2.3. Papillons 87
Le cas pβ, λq “ pp1 ` αq3, 1q.
Le dernier cas est lorsque pβ, λq “ pp1`αq3, 1q. Alors p1`γq “ pα2 `αq. On obtient
que (2.1) est équivalente à
pα2 ` αq2pa ` bq4 ` pα2 ` αqpa ` bq “ 0 .
Nous en déduisons que a ` b prend exactement deux valeurs, ce qui implique qu’il y




2.3.5.3 Uniformité différentielle des Papillons généralisés
Dans cette section, nous décrivons les propriétés différentielles des Papillons généralisés.
Premièrement, la section 2.3.5.3 sert à prouver le théorème 2.23, qui montre que les
Papillons généralisés Vα,β et Hα,β ont une uniformité différentielle d’au plus 4, à moins
que β “ p1 ` αq3. Ensuite, le théorème 2.24 et sa conséquence immédiate, le Corollaire 2.3,
donnent des conditions nécessaires et suffisantes sur α et β pour qu’un Papillon généralisé
soit APN. Ce corollaire est utilisée dans la proposition 2.7 qui établit qu’il n’y a pas de
Papillon APN lorsque n ą 3. Ces résultats sont présentés et prouvés en section 2.3.5.3.
La section 2.3.5.3 se concentre sur le cas particulier α “ β “ 1, pour lequel le papillon
généralisé est équivalent à 3 tours d’un réseau de Feistel. Dans ce cas, nous retrouvons,
avec une preuve différente, un résultat de [LW14], qui établit que la table des différences
des Papillons correspondants ne contient pas de valeur 2. Enfin, nous démontrons en
section 2.3.5.4 que le spectre de Walsh et la table des différences des Papillons généralisés
sont entièrement déterminés par le nombre de composantes courbes du Papillon fermé.
Mais en premier lieu, nous exposons un lemme qui joue un rôle crucial dans ces preuves.
Il permet de dériver aisément le nombre de solutions maximal de certaines équations de
degré 4 qui apparaissent régulièrement dans notre preuve. Comme la plupart des preuves
de cette section reposent sur le nombre de solutions d’équations univariées sur F2n , la
notion de degré qui sera employée ici sera toujours le degré univarié.
Lemme 2.12. Soient U, V des éléments de F2n avec n impair et soit Uz
4 ` V z2 ` pU `
V qz “ C une équation de degré 4 en z. Cette équation possède :
— 0 ou 2n solutions si U “ V “ 0,
— 0 ou 4 solutions si U ‰ 0, U ‰ V et Tr pV {Uq “ 1,
— 0 ou 2 solutions sinon, c’est-à-dire si l’une des conditions suivantes est vérifiée :
— U “ 0, V ‰ 0,
— U ‰ 0 et V “ U ,
— U ‰ 0 et Tr pV {Uq “ 0,
Démonstration.
Tout d’abord, pour toute valeur de la constante C, le nombre de solutions de l’équation est
soit 0 soit égale au nombre de solutions de l’équation linéaire Uz4 ` V z2 ` pU ` V qz “ 0.
Il suffit donc d’étudier le cas C “ 0. À l’évidence, le nombre de solutions est toujours pair,
puisque lorsque z est solution, z ` 1 l’est aussi.
Si U “ V “ 0, l’équation linéarisée n’utilise pas z, ce qui veut dire que toutes les
valeurs de z la satisfont. Supposons désormais que soit U ‰ 0, soit V ‰ 0.
Si U “ 0, l’équation correspond à V zpz ` 1q “ 0, ce qui implique qu’elle a 2 solutions.
Supposons maintenant que U ‰ 0. Dans ce cas, nous pouvons réécrire l’équation en
Uzpz ` 1q
`
1 ` V {U ` zpz ` 1q
˘
“ 0.
Bien évidemment, z “ 0 et z “ 1 sont des solutions. En fait, ce sont les seules si V “ U .
Supposons alors que V ‰ U . Le terme pz2 ` z ` 1 ` V {Uq peut être égal à 0 si et seulement
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si Tr pV {Uq “ 1, ce qui signifie que l’équation linéarisée a 2 solutions si Tr pV {Uq “ 0 et 4
sinon.
Le cas non-APN
Théorème 2.23 (Uniformité différentielle d’un Papillon généralisé). Soit n ą 1 un entier
impair et pα, βq une paire d’éléments non-nuls dans F2n . Si β ‰ p1 ` αq3, le Papillon
généralisé de paramètres α et β a une uniformité différentielle d’au plus 4. De plus, son
uniformité différentielle est exactement 4 sauf si β P tpα ` α3q, pα´1 ` α3qu.
Si β “ p1 ` αq3, le Papillon généralisé de paramètres α et β a une uniformité différen-
tielle de 2n`1.
Démonstration.
Afin de borner l’uniformité différentielle de Vα,β , il nous faut borner le nombre de solutions
px, yq du système suivant :
#
Rpx, yq ` Rpx ` a, y ` bq “ c
Rpy, xq ` Rpy ` b, x ` aq “ d
pour tout quadruplet pa, b, c, dq de F2n avec pa, bq ‰ p0, 0q. On a
Rpx, yq ` Rpx ` a, y ` bq
“
pax2 ` a2xq ` αpbx2 ` a2yq ` α2pb2x ` ay2q ` pα3 ` βqpby2 ` b2yq ` Rpa, bq .
Soit u “ a ` αb. Alors
Rpx, yq ` Rpx ` a, y ` bq “ ux2 ` u2x ` pα2u ` bβqy2 ` pαu2 ` b2βqy ` Rpa, bq
Similairement, pour v “ αa ` b, on a
Rpy, xq ` Rpy ` b, x ` aq “ pα2v ` aβqx2 ` pαv2 ` a2βqx ` vy2 ` v2y ` Rpb, aq ,
ce qui implique que nous cherchons les solutions de
#
ux2 ` u2x ` pα2u ` bβqy2 ` pαu2 ` b2βqy “ c1
pα2v ` aβqx2 ` pαv2 ` a2βqx ` vy2 ` v2y “ d1
(2.7)
Les cas spéciaux. Concentrons-nous d’abord sur trois cas particuliers, à savoir b “
α´1a, αa, 0. Le reste de la preuve sera dédié à l’étude du cas général, où b diffère
de ces trois valeurs. Nous considérerons aussi un quatrième cas particulier qui
correspond à β “ p1 ` αq3 et b “ a.
— b “ α´1a, ou de manière équivalente u “ 0. Notons que ni a, ni b ne disparaît,
puisque cela impliquerait que a “ b “ 0, ce qui a été exclu. Dans ce cas, (2.7)
peut se réécrire en
#
pbβqy2 ` pb2βqy “ c1
pα2v ` aβqx2 ` pαv2 ` a2βqx ` vy2 ` v2y “ d1 .
Puisque β ‰ 0 et b ‰ 0, nous pouvons déduire que la première équation possède
au plus deux solutions y0 et y1. Pour chacune de ces deux solutions, la seconde
équation possède au plus deux solutions car les coefficients de x2 et de x ne
peuvent pas disparaître simultanément. En effet,
pα2v ` aβq “ pαv2 ` a2βq “ 0 (2.8)
2.3. Papillons 89
implique que
a2β “ αv2 “ α2av ,
ce qui entraîne
αvpv ` aαq “ αvb “ 0 ,
qui est impossible étant donné que v “ 0 combiné à (2.8) impliquerait que a “ 0.
Ainsi, (2.7) possède au plus quatre solutions lorsque u “ 0.
— b “ αa, ou de manière équivalente v “ 0. Ce cas est similaire au précédent. En
effet, (2.7) correspond maintenant à
#
ux2 ` u2x ` pα2u ` bβqy2 ` pαu2 ` b2βqy “ c1
aβx2 ` a2βx “ d1
Comme aβ ‰ 0, la seconde équation possède au plus deux solutions x0 et
x1. Pour chacune de ces solutions, la première équation possède au plus deux
solutions pour y puisque les coefficients de y2 et y ne peuvent pas disparaître
simultanément. Autrement, on aurait
b2β “ αu2 “ α2bu
et donc αua “ 0.
— b “ 0. Alors le système (2.7) correspond à
#
ax2 ` a2x ` α2ay2 ` αa2y “ c1
pα3a ` aβqx2 ` pα3a2 ` a2βqx ` αay2 ` α2a2y “ d1 .
En sommant la première équation et la deuxième multipliée par α, on obtient
que
yαa2p1 ` α2q “ pa ` aα4 ` aαβqpx2 ` axq ` g
pour une certaine constante g. Considérons d’abord le cas où α “ 1. Alors nous
avons
aβpx2 ` axq “ g .
Étant donné que aβ ‰ 0, cette équation possède au plus deux solutions x0 et x1.
De plus, pour chaque xi, la première équation dans le système donne au plus
deux solutions pour y, ce qui implique au plus quatre solutions px, yq pour le
système en entier.
Supposons maintenant que α ‰ 1. Alors en remplaçant y par sa valeur, i.e.
y “ µpx2 ` axq ` g1, dans la première équation du système, on obtient
α2aµ2x4 `
“






x “ c1 ,
où
µ “ p1 ` α
4 ` αβq
αap1 ` α2q .
En remplaçant x “ ax1, on déduit que
Ux14 ` V x12 ` pU ` V qx1 “ c1 (2.9)
avec
U “ α2a5µ2 et V “ a3 ` α2a5µ2 ` αa4µ .
Cette équation a au plus quatre solutions xi, et chaque xi amène une unique
solution y, ce qui implique que le système en entier a au plus quatre solutions.
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Montrons maintenant que le système a au plus deux solutions pour tout a ‰ 0
pour deux valeurs de β seulement. On notera que, comme V1,β ne peut pas être
APN car tout réseau de Feistel sur 3 tours a une uniformité différentielle d’au
moins 4 [LW14], α “ 1 peut être exclu. Si Vα,β est APN, alors l’équation de
degré 4 précédente (2.9) possède au plus deux solutions pour tout a ‰ 0 et tout
c1. Nous dérivons du lemme 2.12 que cela arrive si et seulement si, pour tout
a ‰ 0,
U “ 0 et V ‰ 0
ou
U “ V et U ‰ 0
ou
U ‰ 0 et TrpV {Uq “ 0 .
Observons tout d’abord que V ‰ 0, sinon
α2a2µ2 ` αaµ ` 1 “ 0
ce qui voudrait dire que pαaµq est une racine de X2 ` X ` 1 alors que ce
polynôme est irréductible sur F2n , n impair. Alors la première condition veut
dire que
µ “ p1 ` α
4 ` αβq
αap1 ` α2q “ 0
ou de manière équivalente
β “ α´1 ` α3 .
La deuxième condition correspond à
αaµ “ 1 ô 1 ` α4 ` αβ “ 1 ` α2 ,
Cette condition équivaut à
β “ α ` α3 .
La dernière condition correspond à
















ce qui est impossible. De ce fait, les seules valeurs de β pour lesquelles Vα,β
peut être APN sont β “ α´1 ` α3 et β “ α ` α3.
— b “ a et β “ p1 ` αq3. Notons que β “ p1 ` αq3 ‰ 0 implique que α ‰ 1. Dans
ce cas, (2.7) est égal à
#
bp1 ` αqx2 ` b2p1 ` αq2x ` bp1 ` αqy2 ` b2p1 ` αq2y “ c1
bp1 ` αqx2 ` b2p1 ` αq2x ` bp1 ` αqy2 ` b2p1 ` αq2y “ d1 .
Il n’a donc pas de solution si c1 ‰ d1. Si c1 “ d1, ce système équivaut à la seule
équation
px ` yq2 ` bp1 ` αqpx ` yq “ c1b´1p1 ` αq´1 ,
puisque α ‰ 1 et b ‰ 0. D’où l’on déduit que soit le système (2.7) n’a pas de
solution, soit ses solutions sont de la forme x ` y “ ε pour deux valeurs de
ε, dépendantes de pb, c1q. En particulier, le système (2.7) possède exactement
2n`1 solutions quand c1 “ d1 “ 0.
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Le cas général. Supposons désormais que u, v et b sont tous non-nuls. Nous supposons
aussi que a “ b et β “ p1 ` αq3 ne sont pas vérifiées simultanément. Notons ℓ1 et
ℓ2 les deux équations de (2.7) respectivement. Alors l’expression suivante doit être
constante :
vℓ1 ` uℓ2 “
`























uvpα2 ` 1q ` bvβ
˘
py2 ` byq ,
où la dernière égalité vient du fait que pu ` αvq “ apα2 ` 1q et pαu ` vq “ bpα2 ` 1q.
Nous avons obtenu une relation de la forme
λ0px2 ` axq ` λ1py2 ` byq “ ε (2.10)
pour une certaine constante ε. Prouvons tout d’abord que λ0 et λ1 ne peuvent
disparaître simultanément. Considérons d’abord le cas α “ 1. Alors
λ0 “ pa ` bqaβ et λ1 “ pa ` bqbβ .
Puisque u “ a ` b ‰ 0, b ‰ 0 et β ‰ 0, λ1 ne disparaît pas.
Supposons maintenant que α ‰ 1. Alors nous pouvons réécrire
β “ p1 ` α2qpα ` β1q .
Il s’ensuit que
λ0 “ uvpα2 ` 1q ` auβ “ upα2 ` 1qpb ` aβ1q
λ1 “ uvpα2 ` 1q ` bvβ “ vpα2 ` 1qpa ` bβ1q .
Alors (2.10) est vérifiée avec
λ0 “ upb ` aβ1q et λ1 “ vpa ` bβ1q .
Ces deux coefficients ne peuvent pas disparaître simultanément : dans le cas contraire,
on obtiendrait
aβ1 “ b et bβ1 “ a
ce qui impliquerait que
abβ1 “ a2 “ b2 et β1 “ 1 ,
ce qui a été exclu puisque cela induirait que β “ p1 ` αq3 et a “ b.
Combinons maintenant (2.10) avec l’une des équations dans (2.7). Il nous faut
considérer deux cas :
— Si λ0 “ 0, alors (2.10), qui peut s’écrire
y2 ` by “ ε1 ,
possède au plus deux solutions y0 et y1. Remplacer y par ces deux valeurs dans
la première équation dans (2.7) donne au plus deux solutions pour x pour chaque
yi puisque u ‰ 0.
— Si λ0 ‰ 0, alors (2.10) peut s’écrire
x2 “ ax ` λ´10 λ1py2 ` byq ` ε1 .
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Nous remplaçons x2 par son expression dans la première équation de (2.7) et
nous obtenons que
pua ` u2qx ` puλ´10 λ1 ` α2u ` bβqy2 ` puλ´10 λ1b ` αu2 ` b2βqy “ c1 .
Le coefficient de x ne disparaît pas puisque u “ a est équivalent à b “ 0. Nous
pouvons donc écrire x comme un polynôme de degré 2 en y, i.e.
x “ µ2y2 ` µ1y ` µ0 . (2.11)
En remplaçant x par sa valeur dans(2.10), nous obtenons que
λ1py2 ` byq “ λ0
`
µ22y









λ1 ` λ0µ21 ` λ0aµ2
˘
y2 ` pλ1b ` λ0aµ1q y ` ε2 . (2.12)
Supposons en premier lieu que les trois coefficients de y4, y2 et y ne disparaissent
pas simultanément. Alors (2.12) possède au plus quatre solutions, yi, 0 ď i ă 4.
De plus, nous savons par (2.11) que x est entièrement déterminé par y. Il s’ensuit
que le système (2.7) possède au plus quatre solutions px, yq.
Supposons maintenant que tous les coefficients de (2.12) disparaissent. Alors
nous avons µ2 “ 0 et
λ1 ` λ0µ21 “ 0 et λ1b ` λ0aµ1 “ 0 .
Ceci peut se produire dans l’une des deux situations suivantes :
— µ1 “ 0 et λ1 “ 0. En utilisant le fait que λ1 ne peut disparaître que si α ‰ 1,
les définitions de λ1 et µ1 impliquent que
αu2 ` b2β “ 0 et upα2 ` 1q ` bβ “ 0 ,
ce qui entraîne que
αu2 “ upα2 ` 1qb
i.e.,
αa ` b “ v “ 0
ce qui a été exclu.
— bµ1 “ a et b2λ1 “ a2λ0. Par définition de µ2, on a que µ2 “ 0 en plus de
cette dernière relation implique que
0 “ uλ´10 λ1 ` α2u ` bβ
“ b´2
`
ua2 ` uα2b2 ` b3β
˘
“ b´2pu3 ` b3βq
i.e.,
β “ pub´1q3 . (2.13)
Comme µ2 “ 0 et µ1 “ ab´1, (2.11) peut s’écrire
ay “ bx ` µ10 .
En remplaçant ay par sa valeur dans la deuxième équation de (2.7) multipliée
par a2, on obtient
x2
“




v2ab ` αa2v2 ` a4β
‰
“ d2
ô pv3 ` a3βqpx2 ` axq “ d2 . (2.14)
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Les coefficients de cette équation ne disparaissent pas. Dans le cas contraire,
en utilisant (2.13), on aurait
v3 ` a3β “ pαa ` bq3 ` pa2b´1 ` αaq3 “ 0
ce qui impliquerait que
b “ a2b´1
i.e., a “ b et β “ pα ` 1q3 ce qui a été exclu.
On en déduit que (2.14) possède au plus deux solutions x0 et x1. Comme y est
entièrement déterminé par x (ou constante), on obtient que le système (2.7)
possède au plus deux solutions dans ce cas.
Des Papillons APN En utilisant le théorème précédent, nous obtenons tout d’abord
une condition nécessaire et suffisante pour qu’un Papillon généralisé soit APN dans le
théorème 2.24. Ensuite, nous simplifions ces conditions dans le Corollaire 2.3. Finalement,
nous montrons dans la proposition 2.7 que ces conditions ne peuvent être vérifiées que
pour n “ 3.
Théorème 2.24 (condition APN). Soit α ‰ 0, 1. Un Papillon généralisé de paramètres α
et β est APN si et seulement si :




p1 ` αeqpα ` eq2 .
Démonstration.
Comme nous avons prouvé dans la section 2.3.3 que les Papillons généralisés de paramètres
pα, β0q et pα, β1q où β1 “ β´10 p1 ` αq6 sont équivalents affine, il ne faut prouver le résultat
que pour β “ α ` α3. Comme précédemment, il nous faut compter le nombre de solutions
de #
Rpx, yq ` Rpx ` a, y ` bq “ c
Rpy, xq ` Rpy ` b, x ` aq “ d
(2.15)
pour tout quadruplet pa, b, c, dq de F2n avec pa, bq ‰ p0, 0q. Ce système est équivalent à
#
ax2 ` a2x ` αpbx2 ` a2yq ` α2pb2x ` ay2q ` pα3 ` βqpby2 ` b2yq “ c0
by2 ` b2y ` αpay2 ` b2xq ` α2pa2y ` bx2q ` pα3 ` βqpax2 ` a2xq “ d0 .
Comme α ‰ 1, nous pouvons remplacer les lignes ℓ1 et ℓ2 de ce système par ℓ1 ` αℓ2 et
αℓ1 ` ℓ2 pour obtenir un système avec exactement le même nombre de solutions. Nous
obtenons
pax2 ` a2xqp1 ` αβ ` α4q ` pα ` α3qpbx2 ` a2yq ` pα3 ` α ` βqpby2 ` b2yq “ c0
et
pby2 ` b2yqp1 ` αβ ` α4q ` pα ` α3qpay2 ` b2xq ` pα3 ` α ` βqpax2 ` a2xq “ d0.
Pour β “ α ` α3, le système se simplifie encore en utilisant que 1 ` αβ ` α4 “ p1 ` α2q
et α ` α3 ` β “ 0 : #
pax2 ` a2xq ` αpbx2 ` a2yq “ c1
pby2 ` b2yq ` αpay2 ` b2xq “ d1 .
(2.16)
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Considérons d’abord les cas a “ 0 et b “ 0. Rappelons que a “ b “ 0 est exclu. Si






Remplacer x par sa valeur dans la seconde ligne du système (2.16) donne une équation de
degré 2 en y à coefficients non-nuls puisque b ‰ 0, ce qui implique que (2.16) possède au
plus deux solutions px, yq. Le cas b “ 0 est similaire.
Supposons maintenant que a ‰ 0 et b ‰ 0, ce qui nous permet de fixer x “ ax1 et
y “ by1. Dans ce contexte, le système (2.16) possède autant de solutions que
#
a3px12 ` x1q ` αa2bpx12 ` y1q “ c1
b3py12 ` y1q ` αab2py12 ` x1q “ d1 ,
que nous réécrivons en utilisant que e “ a{b en
#
epx12 ` x1q ` αpx12 ` y1q “ c2
e´1py12 ` y1q ` αpy12 ` x1q “ d2 .
(2.17)
Sommer ses lignes donne
px12 ` x1qpe ` αq ` py12 ` y1qpe´1 ` αq “ c2 ` d2 .
Si e “ α, alors y1 est fixé à y10 ou y11 avec y10 ` y11 “ 1. La première ligne du système
implique dans ce cas que x1 “ y1i ` c2{α puisque les termes en x2 s’annulent mutuellement,
ce qui signifie que le système possède au plus deux solutions. Le cas e “ α´1 est similaire.
Nous supposons que e ‰ α, α´1.































































pour une certaine constante d3. Si nous posons U “ p1`e{αq2pα`1{eq et V “ U `1{α`α,
alors le nombre de solutions de cette équation peut être calculé en utilisant le lemme 2.12.
On a U ‰ 0 et U ` V ‰ 0 puisque α ‰ 1. Ainsi, le nombre de solutions possibles est au
plus 4 et est donné par la trace de V {U : si Tr pV {Uq “ 0, alors l’équation a au plus 2
solutions, sinon elle a 0 ou 4 solutions. On a
V
U
“ 1 ` α
´1 ` α
pe´1 ` αqp1 ` eα´1q2
“ 1 ` eαp1 ` αq
2
p1 ` αeqpα ` eq2
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donc la fonction est APN si et seulement si
Tr pAαpeqq “ 1, @e ‰ 0, α, 1{α, avec Aαpeq “
eαp1 ` αq2
p1 ` αeqpα ` eq2 .
La condition donnée par le théorème 2.24 est suffisante pour décrire tous les Papillons
généralisés APN mais elle peut être grandement simplifiée. Nous commençons cette
simplification dans le corollaire suivant.
Corollaire 2.3. Soit α ‰ 1, β0 “ α3 ` α et β1 “ α3 ` 1{α. Un Papillon généralisé de
paramètres α et β est APN si et seulement si β “ β0 ou β1 et
Tr pCαpuqq “ 1, @ v R
 









v ` v3 .
Démonstration.
Nous savons par le théorème 2.24 qu’un Papillon généralisé de paramètres α et β est
APN si et seulement si β P tβ0, β1u et Tr pAαpeqq “ 1 pour tout e n’appartenant pas
à t0, α, 1{αu. Supposons que α ‰ 1 et posons ℓ “ pe ` αqp1 ` αq2. Alors nous pouvons
réécrire certaines des expressions impliquées dans Aαpeq de la façon suivante :
ep1 ` αq2 “ ℓ ` α ` α3 et p1 ` αeqp1 ` αq2 “ α
ˆ





Rappelons que β0 “ α ` α3 et β1 “ pα ` 1q4{α, donc nous pouvons réécrire :
Aαpeq “
eαp1 ` αq2
p1 ` αeqpα ` eq2
“ α ep1 ` α
2q
p1 ` αeqp1 ` α2q ppα`eqp1`αq2q
2
p1`αq6


















Il est donc suffisant d’étudier la trace de Bα. Cette condition e R t0, α, α´1u devient
ℓ R tβ0, 0, β1u et, de manière équivalent, β0{ℓ R t0, 1, β0{β1u. Par conséquent, le Papillon
généralisé de paramètres α, β est APN si et seulement si β “ β0 ou β1 et
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puisque β0{β1 “ α2{p1`α2q. Finalement, notons que la trace de Bαpvq peut être simplifiée :
















p1 ` α2qv ` α2
˙
“ Tr
ˆ p1 ` α2qv2 ` α2v ` v2









































La condition u´1{γ R t0, 1, γ´1u est équivalente à u R t0, γ´1, 1u, le même ensemble que
précédemment. Ceci prouve le corollaire.
Montrons maintenant que la dernière condition du Corollaire 2.3 ne peut être satisfaite
que pour n “ 3. En d’autres termes, les Papillons généralisés APN n’existent que pour
n “ 3. La preuve repose sur le lemme suivant.
Lemme 2.13. [BRS67] L’équation cubique x3 ` ax ` b “ 0, où a P F2n et b P F˚2n a une
unique solution dans F2n si et seulement si Trpa3{b2q ‰ Trp1q.






“ 1, @ x R t0, 1, λu , (2.18)
alors n “ 3.
Démonstration. Soit z dans F˚2n avec Trpzq “ 0. Alors il existe un unique x P F2n zF2 tel
que
1
x3 ` x “ z .
En effet, puisque z ‰ 0, ceci signifie de façon équivalente que
x3 ` x ` 1
z
“ 0 .
Nous savons par le lemme 2.13 que cette équation a une solution unique lorsque Trpz2q “
Trpzq “ 0. Définissons zλ par
zλ “
1
λ3 ` λ ,
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et
Z “ tz P F˚2n ztzλu : Trpzq “ 0u .
À l’évidence, Z est soit un hyperplan sans 0, soit un hyperplan sans 0 et zλ (suivant la
valeur de Trpzλq). Alors la condition (2.18) implique que, pour tout z P Z,
Trpλ2zq “ 1 .
Supposons que n ě 5. Alors, Z contient au moins p2n´1 ´ 2q ě 14 éléments et il existe
au moins deux éléments distincts z0 et z1 dans Z tels que z0 ` z1 P Z. Donc ces deux
éléments doivent vérifier
Trpλ2z0q “ Trpλ2z1q “ Trpλ2pz0 ` z1qq “ 1
ce qui est impossible puisque
Trpλ2pz0 ` z1qq “ Trpλ2z0q ` Trpλ2z1q
Lorsque n “ 3, la situation est différente puisque la condition peut être satisfaite lorsque
Z ne contient que 2 éléments, i.e. lorsque Trpzλq “ 0.
Le cas des réseaux de Feistel α “ β “ 1 Dans le cas où α “ β “ 1, le Papillon généralisé
est équivalent à un réseau de Feistel sur 3 tours de fonctions de tour x ÞÑ x3, x ÞÑ x1{3
et x ÞÑ x3. Le théorème 4 de [LW14] montre que, dans ce cas particulier, la table des
différences des Papillons correspondants ne contient pas la valeur 2. Dit autrement, le
nombre de solutions px, yq de
#
Rpx, yq ` Rpx ` a, y ` bq “ c
Rpy, xq ` Rpy ` b, x ` aq “ d
pour n’importe quel quadruplet pa, b, c, dq de F2n avec pa, bq ‰ p0, 0q est soit 0 soit 4. Nous
donnons ici une preuve alternative de ce résultat.
Proposition 2.8. [LW14, Théorème 4] Pour α “ β “ 1, la table des différences des
Papillons V1,1 et H1,1 ne contient que les valeurs 0 et 4.
Démonstration. Tout comme dans la preuve du théorème 2.23, il nous faut compter le
nombre de solutions du système (2.7), qui se simplifie en
#
pa ` bqx2 ` pa ` bq2x ` ay2 ` a2y “ c1
bx2 ` b2x ` pa ` bqy2 ` pa ` bq2y “ d1 .
(2.19)
— Si a “ 0, la première ligne du système vaut bpx2`bxq “ c1 qui a soit 0 soit 2 solutions,
x0 et x1 (en se remémorant que a et b ne peuvent pas être nuls simultanément). La
seconde ligne du système peut se réécrire en
b
`
px ` yq2 ` bpx ` yq
˘
“ d1
qui a 0 ou 2 solutions, impliquant y P tx ` z0, x ` z1u. De ce fait, si la première
ligne a deux solutions, la seconde a soit 0 soit 4 solutions. Le cas b “ 0 est similaire.
— Si a “ b, le système est composé de deux équations indépendantes de degré 2, l’une
en x et l’autre en y. Si l’une de ces équations n’a pas de solutions, alors le système
entier n’a pas de solution. Autrement, les deux équations ont deux solutions, et le
système a donc 4 solutions.
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— Si abpa ` bq ‰ 0. Alors la première ligne ℓ1 de (2.19)peut être remplacé par
bℓ1 ` pa ` bqℓ2, ce qui donne
#
abpa ` bqx ` pab ` a2 ` b2qy2 ` pa3 ` b3 ` ab2qy “ ε
bx2 ` b2x ` pa ` bqy2 ` pa ` bq2y “ d1 .
(2.20)
Nous multiplions alors la seconde ligne par a2bpa ` bq2 et remplaçons abpa ` bqx
par la valeur donnée par la première ligne et obtenons
y4pab ` a2 ` b2q2
` y2
`




a6b ` a5b2 ` a4b3 ` a3b4 ` a2b5 ` ab6
˘
“ ε1 .
Par un changement de variable y1 “ by, nous obtenons de façon équivalente
Uy14 ` V y12 ` Wy1 “ b´8ε1 (2.21)
où les coefficients U , V et W dépendent de e “ a{b :
U “ e4 ` e2 ` 1 “ pe2 ` e ` 1q2
V “ e6 ` e5 ` e3 ` e ` 1 “ pe2 ` e ` 1q3
W “ e6 ` e5 ` e4 ` e3 ` e2 ` e “ U ` V .
Le lemme 2.12 s’applique alors. Clairement U ‰ 0 puisque le polynôme X2 ` X ` 1
n’a pas de racine dans F2n quand n est impair. De plus, U ‰ V , sinon e2 ` e ` 1 “ 1
ce qui n’est pas possible puisque les cas e P t0, 1u (i.e., a “ 0 ou a “ b) ont été






“ Trpe2 ` e ` 1q “ Trp1q “ 1 ,
ce qui implique que l’équation (2.21) possède 0 ou 4 solutions yi, et chaque yi donne
une unique valeur de x. Ainsi, le système entier a 0 ou 4 solutions.
2.3.5.4 Spectre de Walsh et table des différences des Papillons généralisés
Le théorème 2.22 souligne que, pour β ‰ p1 ` αq3, les composantes non-nulles de
Vα,β sont soit courbes, soit ont leurs coefficients de Walsh dans t0, ˘2n`1u. Alors tout le
multi-ensemble
t|zHα,βpu, vq|, u P F2n2 , v P F2n2 zt0uu “ t|zVα,βpu, vq|, u P F2n2 , v P F2n2 zt0uu
est déterminé par le nombre B de composantes courbes de Vα,β . Qui plus est, il est bien
connu qu’il y a une correspondance un-à-un entre la transformée de Walsh au carré d’une
fonction vectorielle et sa table des différences (voir par exemple. [CV95 ; BN14], ou la
propriété 1.10). Ainsi, différentes valeurs de B correspondent à des tables des différences
distinctes. Comme tous les Papillons généralisés ont une uniformité différentielle d’au
plus 4, la valeur de B détermine de manière équivalente le nombre d’occurrences de de 4
dans la table des différences de l’application. Cette correspondance est détaillée dans la
proposition suivante, qui est une variante du corollaire 3 de [Ber+06].
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Proposition 2.9. Soit m un entier pair et F une application d’uniformité différentielle
4 sur Fm2 telle que ses composantes non-nulles soient courbes ou de spectre de Walsh
t0, ˘2 m2 `1u. Alors le nombre de 4 dans la table des différences de F est égal à
2m´2p2m ´ 1q ´ 3 ˆ 2m´1B
où B est le nombre de composantes courbes de F .
Notablement,
— F est APN si et seulement si B “ 2p2
m´1q
3 ;
— la table des différences de F ne contient pas de 2 2 si et seulement si B “ 0.
Démonstration. Il est bien connu [CV95 ; BN14] que le carré de la transformée de Walsh
de F est la transformée de Fourier de l’application
pa, bq P Fm2 ˆ Fm2 ÞÑ δpa, bq “ #tx P Fm2 : F px ` aq ` F pxq “ bu.
Une conséquence directe est alors le résultat suivant, mentionné dans [TGZ16, théorème 2]



















24m si µ “ 0
23m si Fµ est courbe
23m`2 sinon.






pF pλ, µq4 “ 24m ` 23m
`
2m`2 ´ 4 ´ 3B
˘
.
Notons respectivement A2 et A4 le nombre d’occurrences de 2 et de 4 dans la table des







δpa, bq “ 2A2 ` 4A4 “ p2m ´ 1q2m ,




δpa, bq2 “ 22m ` 4A2 ` 16A4








2m`1 ´ 2 ´ 3B
˘
,
ce qui implique le résultat. Notablement, F est APN, i.e. A4 “ 0 si et seulement si
2m`1 ´ 2 ´ 3B “ 0 ,
et A2 “ 0 si et seulement si A4 “ 2m´2p2m ´ 1q, i.e., B “ 0.
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Nous avons vu dans la proposition 2.8 que, lorsque α “ β “ 1, la table des différences
des Papillons correspondants ne contient pas de 2. Le dernier item de la proposition
précédente montre que cette situation correspond au cas où Vα,β n’a pas de composantes
courbes. En d’autres mots, les coefficients de Walsh de V1,1 et de H1,1 sur F2n ˆ F2n
prennent les valeurs 0 et ˘2n`1 seulement. Ce résultat, correspondant au théorème 5
dans [LW14], est alors une conséquence directe de la proposition 2.8.
Plus généralement, le spectre de Walsh entier et la table des différences des Papillons
généralisés peuvent être obtenus en appliquant la proposition précédente à Vα,β .
Corollaire 2.4 (Spectres de Walsh et différentiel des Papillons généralisés). Soient α et
β deux éléments non-nuls de F2n tels que β ‰ p1 ` αq3. Le spectre de Walsh de Hα,β et
Vα,β, i.e., le multi-ensemble
t|zHα,βpu, vq|, u P F2n2 , v P F2n2 zt0uu “ t|zVα,βpu, vq|, u P F2n2 , v P F2n2 zt0uu
est donné par
zHα,βpu, vq 0 ˘2n ˘2n`1
occurrences 3 ˆ 22n´2p2n ´ 1qp2n ` 1 ´ Cq 22np2n ´ 1qC 22n´2p2n ´ 1qp2n ` 1 ´ Cq
où p2n ´ 1qC est le nombre de composantes courbes de Vα,β.
Les tables des différences de Hα,β et Vα,β contiennent les valeurs 0, 2 et 4 avec les
nombres d’occurrences suivants :
δpa, bq 2 4
occurrences 22n´2p2n ´ 1q ˆ 3C 22n´3p2n ´ 1qp2n`2 ` 4 ´ 3Cq
Démonstration. Ce résultat se déduit directement de la proposition 2.9, en utilisant que
le nombre de composantes courbes de Vα,β est de la forme B “ p2n ´ 1qC. En effet, en
notant fλ,µ pour λ, µ in F2n , les composantes de Vα,β , i.e.,
fλ,µ : px, yq ÞÑ TrpλRpx, yqq ` TrpµRpy, xqq ,
nous avons par la preuve du théorème 2.22 que, pour tout µ P F˚2n , f0,µ n’est pas courbe
et que, pour tout λ P F2n non-nul, fλ,µ est courbe si et seulement si f1,λ´1µ est courbe.
Nous en déduisons que B “ p2n ´ 1qC où C est le nombre de µ P F2n tels que f1,µ est
courbe. Le spectre de Walsh des Papillons généralisés est alors obtenu en réalisant que
tous les coefficients de Walsh d’une composante courbe sont égaux à ˘2n et, pour une
composante de linéarité 2n`1, la transformée de Walsh prend 22n´2 fois la valeur ˘2n`1
et p22n ´ 22n´2q fois la valeur 0 (cf. proposition 2.6).
Le spectre différentiel se déduit de la proposition 2.9 : le nombre de 4 dans la table des
différences est
A4 “ 2m´2p2m ´ 1q ´ 3 ˆ 2m´1B “ 22n´3p2n ´ 1q
`
2n`1 ` 2 ´ 3C
˘
,
et le nombre de 2 est
A2 “ p22n ´ 1q22n´1 ´ 2A4 “ 22n´2p2n ´ 1q ˆ 3C .
Les valeurs de C pour tout Hα,β de 2n variables, avec n P t3, 5u sont données aux
tables 2.1 et 2.2. Nous avons vérifié par ordinateur pour n P t3, 5, 7, 9u que, lorsque α et




et p 2n`43 ` 2pn´1q{2q. Ceci implique que, pour ces valeurs de n, la famille des Papillons
généralisés contient des applications avec p2pn´1q{2 ` 2q spectres de Walsh différents (et de
ce fait le même nombre de tables des différences).
Nous soulignons également que la famille des Papillons généralisés inclue des applications
qui ne sont pas équivalentes CCZ aux applications de la famille étudiée dans [PUB16]. En
effet, le cas β “ 1 n’inclut pas toutes les valeurs possibles de C.
Nous pouvons aussi vérifier à partir des valeurs de C que la plupart des Papillons
généralisés ne pas équivalents CCZ aux permutations d’uniformité différentielle 4 connues
jusqu’alors. Par exemple, la table 2.1 montre que les Papillons généralisés en 6 variables
ont une table des différences avec un nombre de 4 égal à l’une des quatre valeurs suivantes :
A4 P t0, 336, 672, 1008u .
Si le dernier cas correspond au même spectre différentiel que les permutations puissances
de Gold et Kasami, les fonctions avec les deux valeurs intermédiaires de A4 ne peuvent
pas être équivalentes à des fonctions puissances. En effet, les seules fonctions puissances
d’uniformité différentielle 4 satisfont A4 “ 1008 (Gold et Kasami) ou A4 “ 63 (la fonction
inverse). Plus généralement, pour tout nombre de variables, aucun des Papillons généralisés
n’est équivalent CCZ à la fonction inverse puisque la formule de A4 dans la preuve du
corollaire 2.4 montre que A4 est pair, alors que la fonction inverse a un nombre impair de
4 dans sa table des différences. Similairement, on peut vérifier que la seule permutation
de F62 de non-linéarité optimale construite dans [Qu+13] a un autre spectre différentiel
(voir [Qu+13, Table II]). Remarquons aussi que les Papillons généralisés à six variables ont
une non-linéarité supérieure à celle des fonction construites dans [TCT15] et dans [ZHS14].
Table 2.1 – Valeur de C, i.e., nombre de composantes courbes divisé par p23 ´ 1q, de tout
Hα,β pour α et β dans F˚23 où F23 est défini par un élément primitif a tel que a
3 `a`1 “ 0.
αzβ 1 a a2 a3 a4 a5 a6
1 0 4 4 4 4 4 4
a 6 2 0 2 6 0 0
a3 2 4 2 0 2 4 2
Table 2.2 – Valeur de C, i.e., nombre de composantes courbes divisé par p25 ´ 1q, de tout
Hα,β pour α et β dans F˚25 où F25 est défini par l’élément primitif a tel que a
5 ` a2 ` 1 “ 0.
αzβ 1 a a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a14 a16 a17 a18 a19 a20 a21 a22 a23 a24 a25 a26 a27 a28 a29 a30
0 0 16 16 12 16 12 12 8 16 12 12 12 12 12 8 12 16 12 12 8 12 12 12 12 12 8 12 12 8 12 12
1 12 10 12 12 8 10 12 10 10 12 10 8 12 12 10 12 10 14 12 10 12 10 14 0 14 10 12 10 12 14 10
3 14 8 10 10 14 12 8 10 12 12 12 12 10 8 12 14 10 10 8 14 14 8 10 12 14 0 14 12 10 8 14
5 14 0 10 10 12 12 0 12 12 10 10 0 14 10 14 12 12 10 14 14 12 12 12 12 14 14 10 12 12 14 10
7 12 12 14 16 0 16 14 12 12 12 8 10 10 14 14 10 0 10 14 12 12 14 10 0 10 14 14 10 10 8 12
11 8 16 14 16 8 14 12 14 10 10 10 10 10 10 14 12 14 8 16 14 16 8 0 14 12 10 0 10 12 14 0
15 12 14 10 16 12 8 12 10 10 10 0 10 10 10 12 8 12 16 10 14 12 14 10 12 8 10 10 8 12 10 14
2.3.5.5 Du degré algébrique
Il est bien connu que, si les coefficients de Walsh d’une fonction booléenne f de
m variables sont divisibles par 2ℓ, alors le degré algébrique de f est au plus pm ` 1 ´ ℓq
(vois e.g. [Lan90, proposition 1.5]). Ainsi, nous déduisons du théorème 2.22 que le degré
algébrique de tout Papillon généralisé de 2n variables ne dépasse pas pn`1q. Nous montrons
maintenant que cette borne supérieure est en fait atteinte pour presque toutes les valeurs
de pα, βq.
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Théorème 2.25. Soient α et β deux éléments non-nuls de F2n . Le Papillon généralisé
ouvert Hα,β a un degré algébrique égal à n ou n ` 1. Il est égal à n si et seulement si
p1 ` αβ ` α4q3 “ βpβ ` α ` α3q3.
Le Papillon fermé Vα,β est de degré algébrique 2.
Remarque 2.5. La condition p1 ` αβ ` α4q3 “ βpβ ` α ` α3q3 peut être écrite de manière
alternative Zpα, βq “ 0, où :
Zpα, βq “ β4 ` αβ3 ` αpα ` 1q6β ` p1 ` αq12.
Qui plus est, Z peut se factoriser de la façon suivante :
Zpα, βq “ β4 ` αβ3 ` αpα ` 1q6β ` p1 ` αq12
“
`
β2 ` p1 ` αq6
˘ `




β2 ` p1 ` αq6
˘ `
1 ` αβ ` α4 ` pβ ` α ` α3q2
˘
.
Ainsi, si β ‰ p1 ` αq3 alors Zpα, βq “ 0 si et seulement si 1 ` αβ ` α4 “ pβ ` α ` α3q2.
Il s’ensuit que Zpα, βq est égal à 0 quand β “ p1 ` αq3 et, si Trpα´1q “ 1, pour les deux
valeurs additionnelles de β. Ceci inclut le cas des réseaux de Feistel, lorsque α “ β “ 1.
Démonstration.
À l’évidence, Vαpx, yq est de degré algébrique 2. Nous nous focalisons donc sur le Papillon
généralisé ouvert Hα,β . La partie gauche de la sortie d’un tel Papillon ouvert est égale à
px ` βy3q1{3 ` αy, où px, yq est l’entrée. Nous déduisons du théorème 1 de [KS12] (ou de
manière équivalente de la proposition 5 de [Nyb94b]) que l’inverse de 3 modulo p2n ´ 1q




22i mod p2n ´ 1q,
ce qui implique en particulier que le degré algébrique de x ÞÑ x1{3 vaut pn ` 1q{2. Nous
déduisons de cette expression que la fonction tpx, yq “ px ` βy3q1{3 est égale àśpn´1q{2
i“0 px ` βy3q2
2k
. Cette somme peut se développer en :


















où J est le complément de J dans r0, pn ´ 1q{2s, i.e. J X J “ H et J Y J “ r0, pn ´ 1q{2s.
Le degré algébrique de chaque terme de la somme est au plus égal à |J | ` pn ` 1q{2. Ainsi,
si |J | ă pn ´ 1q{2, le degré du terme correspondant est inférieur à n. Si J “ H, alors le
terme correspondant est égal à β1{3y et est de degré 1. Si J “ tju pour un certain j, alors
le terme est égal à
x2
2j ˆ β1{3y ˆ pβy3q2n´1´22j “ β1{3´22j ˆ x22j ˆ yp2n´1q´p22j`1`22j ´1q .
Si j ‰ pn ´ 1q{2, alors son degré algébrique est
1 ` n ´ wtp22j`1 ` 22j ´ 1q “ n ´ 2j .
Si j “ pn ´ 1q{2, alors le terme (en omettant son facteur constant) vaut
x2
n´1 ˆ y ˆ y2n´1´p2n´2n´1q “ x2n´1y2n´1´1 .
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et est de degré n. De fait, tpx, yq a deux termes de degré n, correspondant à j “ 0 et
j “ pn ´ 1q{2 à savoir
m0px, yq “ β´2{3xy2














px ` βy3q1{3 ` αy
˘3
,
que nous pouvons réécrire en utilisant la fonction tpx, yq “ px ` βy3q1{3 :
Lpx, yq “
`
pα2 ` 1qy ` αtpx, yq
˘3 ` β
`
tpx, yq ` αy
˘3
,
que nous développons en
Lpx, yq “ tpx, yq3pα3 ` βq ` y3
`








pα2 ` 1q2α ` βα2
˘
.
Les termes de la première ligne sont de degré au plus 3. Focalisons-nous sur la deuxième
ligne et notons la somme des termes L1px, yq. Dans un premier temps, nous pouvons
simplifier l’expression comme suit :
L1px, yq
α
“ C0ytpx, yq2 ` C1y2tpx, yq
où C0 “ pβ ` α ` α3q et C1 “ p1 ` αβ ` α4q.
Comme tpx, yq est de degré algébrique n, nous déduisons que L1px, yq (et la partie
droite de la sortie de Hα,β) est de degré algébrique au plus pn ` 1q, alors que la fonction au
complet est de degré au moins n à cause de la partie gauche. De plus, cette borne supérieure
est atteinte si et seulement si les termes de degré pn ` 1q dans L1px, yq ne s’annulent pas
mutuellement. Les seuls termes dans L1px, yq qui peuvent être de degré pn`1q correspondent
aux termes de degré n dans tpx, yq, à savoir (en omettant les facteurs constants) :
y2m0px, yq “ xy2




ym0px, yq2 “ x2yp2
n´1q´3, ym1px, yq2 “ xy2
n´1 .
Seuls les premier et dernier termes sont de degré pn ` 1q. Ainsi, le terme de degré pn ` 1q
dans L1px, yq est :











Il s’ensuit que Hα,β est de degré pn ` 1q si et seulement si
βC30 ‰ C31 .
2.3.6 Conclusion sur les Papillons généralisés
Avec le recul, ces travaux sur les Papillons généralisés nous apprennent beaucoup de
choses. Premièrement, qu’il est possible de créer des boîtes-S sur 6 bits structurées, donc
avec une implémentation peu coûteuse, et en même temps APN, donc optimales pour la
résistance aux attaques différentielles.
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Ensuite, que notre généralisation des Papillons (et les autres généralisations qui ont
suivi) ne permettent pas de construire d’autres Papillons APN qu’un Papillon équivalent à
la boîte-S de Dillon (sur 6 bits).
Ce résultat est certes décevant, mais ces généralisations permettent néanmoins de
construire des boîtes-S structurées sur n’importe quel nombre de bits 2n, n impair, avec
une uniformité différentielle de 4 et une linéarité de 2n`1, ce qui correspond à la meilleure
résistance connue pour une boîte-S sur un nombre pair de bits (hormis la boîte-S de Dillon).
Ces boîtes-S structurées sont moins coûteuses que d’implémenter directement une fonction
de 2n bits.
Malheureusement, il y a tout de même des améliorations à trouver, car les tailles qui
nous intéressent sont généralement les tailles de la forme 2n, n ě 2, et donc pas les tailles
2n, n impair. Dans ce cas les Papillons offrent de moins bons résultats et les réseaux de
Feistel sont pour l’instant plus adaptés.
De plus, diviser l’implémentation d’une fonction de 2n bits en l’implémentation de
plusieurs fonctions de n bits est un bon progrès, mais pour n grand, cela reste coûteux.
Il peut donc être intéressant de s’intéresser à décomposer des fonctions de mn bits en
fonctions de n bits de manière plus générale 13, et les bonnes propriétés du Papillon dans
le cas m “ 2 est prometteur pour trouver des décompositions efficaces dans un cas plus
général.
Une autre question de fond se pose dans les travaux sur les Papillons. On s’aperçoit
qu’il est possible de « déplier » un Papillon ouvert de degré n ` 1 en un Papillon fermé de
degré 2 par CCZ équivalence. Une telle transformation simplifie énormément l’étude, et
la question se pose de savoir s’il est possible d’appliquer des transformations similaires à
d’autres constructions pour en simplifier l’étude.
Bien évidemment, le grand problème APN reste ouvert : on ne sait toujours pas s’il est
possible de trouver d’autre permutation APN que la boîte-S de Dillon sur un nombre pair
de bits. Les généralisations imaginées pour les Papillons n’ont pour l’instant pas permis de
résoudre ce problème, mais il n’est pas impossible qu’une autre généralisation ne puisse
amener à des permutations APN.
2.4 Aller plus loin : paramétrages, implémentations et ré-
flexions
2.4.1 Implémentation bitsliced : réduire les coûts, optimiser le mas-
quage
2.4.1.1 Objectifs et idée
Comme spécifié dans l’introduction (section 1.5.1), il est important d’obtenir des
chiffrements peu coûteux à implémenter. Dans le cadre des chiffrements par blocs, cela passe
par minimiser les coûts d’implémentation des deux composants majeurs d’un chiffrement
par bloc : la fonction de diffusion et la boîte-S.
Nous cherchons ici à minimiser le coût d’implémentation d’une boîte-S, c’est-à-dire
que nous cherchons une boîte-S peu coûteuse avec des bonnes propriétés de résistance à
la cryptanalyse. L’approche usuelle 14 est de commencer par chercher une boîte-S avec
de bonnes propriétés, puis de chercher une implémentation peu coûteuse de cette boîte-S
(comme dans [Osv02 ; BP10] par exemple). L’inconvénient de cette approche est que trouver
l’implémentation la moins coûteuse pour une boîte-S donnée est un problème ΣP2 -complet
(plus que NP-complet).
13. Comme le font par exemple les réseaux de Feistel généralisés.
14. Du moins c’était encore le cas à l’époque de la publication de ces travaux.
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Nous préférons ici l’approche qui consiste à commencer par identifier les implémentations
peu coûteuses, et chercher parmi elles une implémentation qui donne une boîte-S avec de
bonnes propriétés, dans la lignée d’Ullrich et al. [Ull+11]. Nous construisons des descriptions
de boîtes-S en circuits logiques, et nous testons leurs propriétés cryptographiques jusqu’à
trouver un bon candidat.
Des analyses des réseaux de Feistel, des réseaux de type MISTY, nous pouvons déduire
que les réseaux de Feistel sont particulièrement bien adaptés pour l’implémentation de
boîtes-S (cf. table 2.4). Nous choisissons donc de construire des boîtes-S de 8 bits à partir
de 3 tours d’un réseau de Feistel. Comme il est faisable d’explorer les implémentations de
boîtes-S de 4 bits, nous générerons 3 fonctions de 4 bits S1, S2 et S3 avec de faibles coûts
d’implémentation, et testerons si le réseau de Feistel correspondant a de bonnes propriétés.
Dans le théorème 2.9, nous obtenons des conditions nécessaires sur S1, S2 et S3 pour que
le réseau de Feistel correspondant ait une uniformité différentielle optimale. En particulier,
il faut que S1 soit APN, que S2 soit bijective avec δpS2q “ 4 et que S3 soit APN.
Nous cherchons donc des circuits de faible coût pour implémenter des fonctions APN
sur 4 bits et des permutations de 4 bits d’uniformité différentielle 4. En les insérant dans
un réseau de Feistel F , avec bonne probabilité, on aura δpF q “ 8 et LpF q “ 64.
2.4.1.2 Recherche des meilleurs candidats
Dans la lignée d’Ullrich et al., nous effectuons une recherche orientée vers les implé-
mentations bit-sliced. Nous considérons des séquences d’opérations logicielles, avec les
instructions and, OR, XOR, NOT, et MOV, utilisant au plus 5 registres. Cela se traduit directe-
ment en implémentation matérielle : l’instruction MOV devient un branchement tandis que
les autres instructions représentent les portes logiques correspondantes.
Notre algorithme de recherche génère une arborescence de circuits (séquences d’instruc-
tions). À chaque étape, nous considérons le nœud le moins coûteux de l’arborescence et
générons tous ses descendants en ajoutant chacune des instructions possibles à la suite
de son circuit. En passant, nous testons si les propriétés cryptographiques du nœud (en
tant que fonction) sont les propriétés-cibles, et si oui nous arrêtons l’algorithme. Par
construction, nous obtenons donc le circuit le moins coûteux qui implémente une fonction
avec les propriétés recherchées.
Il y a 85 choix d’instructions possibles à chaque étape, mais nous pouvons utiliser des
relations d’équivalence pour réduire l’espace de recherche.
Pour S2, nous avons besoin d’une permutation de 4 bits d’uniformité différentielle 4.
Cette recherche est peu coûteuse, et avait d’ailleurs déjà été réalisée par Ullrich et al.
([Ull+11],), nous n’avons eu qu’à reprendre leurs résultats.
Pour S1 et S3, nous avons implémenté une version de leur algorithme pour trouver des
fonctions APN. Nous avons trouvé qu’il est impossible de construire une fonction APN
sur 4 bits avec moins de 10 instructions. Il y a des solutions à 10 instructions, mais elles
contiennent au minimum 6 instructions non-linéaires (and, OR), ce qui n’est pas efficace
pour le masquage (cf. section 1.2.4.1). Enfin, avec 11 instructions, il existe des constructions
de fonctions APN avec 4 instructions non-linéaires, 5 instructions XOR et 2 instructions
MOV (copie).
Cette recherche a demandé de l’ordre de 6000 heures-cpu de calcul. Le facteur de
branchement de notre recherche est proche de 10, alors qu’Ullrich et al. indiquent un
facteur de branchement de moins de 7 ; ceci est dû au fait qu’on ne restreint pas la recherche
aux seules permutations.
Grâce à cette recherche, nous obtenons des boîtes-S de 8 bits très efficaces avec de
bonnes propriétés cryptographiques, utilisant 12 portes non-linéaires et 26 XORs (dans F42).
Il en résulte des boîtes-S de 8 bits très efficaces avec de bonnes propriétés cryptographiques,
ne coûtant que 12 portes non-linéaires et 26 XORs.
Le lemme suivant prouve que ce nombre de portes non-linéaires est optimal.
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Lemme 2.14. Soit S une permutation de 4 bits avec δpSq ď 4 ou une fonction de 4 bits
APN. Toute implémentation de S demande au moins 4 portes non-linéaires.
Démonstration. Si S peut être implémentée avec 3 portes non-linéaires ou moins, alors le
degré algébrique de l’expression des variables de sortie est une combinaison linéaire des
variables d’entrées et de 3 polynômes correspondant aux sorties des 3 portes non-linéaires.
Ainsi, il existe une combinaison linéaire des variables d’entrée et sortie qui somme à une
constante, i.e. LpSq “ 16.
D’après la classification des permutations de 4 bits dans [De 07], toute permutation
avec δpSq “ 4 satisfait LpSq ď 12. De plus, la classification des fonctions APN sur 4 bits
[BL08] montre qu’elles satisfont LpSq “ 8, ce qui prouve le lemme.
2.4.1.3 Quelques exemples de résultats
Les résultats exposés dans les figures suivantes (figures 2.15, 2.16 et 2.17) sont quelques
exemples parmi beaucoup de boîtes-S bijectives sur 8 bits avec δ “ 8 et L “ 64, construites
par 3 tours de Feistel à bas coût.
Dans les figures 2.15 et 2.16, la boîte-S APN sur 4 bits est la même pour S1 et S3. Ce
n’est absolument pas un cas fréquent, mais cela permet plus de simplicité, d’où le choix de
ces exemples. En particulier, ces boîtes-S de 8 bits sont involutives (puisque l’inverse d’un
réseau de Feistel consiste à échanger l’ordre des boîtes-S internes).
x0 x1 x2 x3
(a) Boîte-S APN sur 4 bits (S1 et S3) utili-
sant 3 and, 1 or et 5 xor.
x0 x1 x2 x3
(b) Boîte-S bijective sur 4 bits (S2) utilisant
2 and, 2 or et 4 xor.
Figure 2.15 – Un réseau de Feistel sur 3 tours utilisant le circuit de gauche pour S1 et
S3 et le circuit de droite pour S2 atteint une sécurité δ “ 8, L “ 64 en 8 and, 4 or, 14
xor (`p3 ˆ 4q xor pour les 3 xor sur 4 bits d’un réseau de Feistel).
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x0 x1 x2 x3
(a) Boîte-S APN sur 4 bits (S1 et S3) utili-
sant 3 and, 1 or et 5 xor.
x0 x1 x2 x3
(b) Boîte-S bijective sur 4 bits (S2) utilisant
4 and, 0 or et 4 xor.
Figure 2.16 – Un réseau de Feistel sur 3 tours utilisant le circuit de gauche pour S1 et
S3 et le circuit de droite pour S2 atteint une sécurité δ “ 8, L “ 64 en 8 and, 4 or, 14
xor (`p3 ˆ 4q xor pour les 3 xor sur 4 bits d’un réseau de Feistel).
2.4.1.4 Aparté sur les réseaux de type MISTY déséquilibrés
Une variante des réseaux de type MISTY trouve un intérêt particulier ici. Il s’agit des
réseaux de type MISTY déséquilibrés, qui consistent à prendre la branche de droite et la
branche de gauche de tailles différentes. Ainsi, on peut séparer les 8 bits en 3 à gauche et
5 à droite. Par conséquent, le réseau n’utilisera que des boîtes-S sur 3 et 5 bits. L’avantage
de celles-ci est qu’on connaît des boîtes-S bijectives et APN sur n’importe quel nombre
impair de bits, et donc en particulier sur 3 et 5 bits.
En utilisant cette variante, nous obtenons des boîtes-S de 8 bits S bijectives avec
δpSq “ 8, ce qui est mieux que le cas des MISTY équilibrés et aussi bien que le cas des
réseaux de Feistel. La contrepartie est que cette variante nécessite d’implémenter des
boîtes-S sur 5 bits, ce qui est plus compliqué que d’implémenter des boîtes-S sur 4 bits.
Exemple 2.2. Considérons un réseau de type MISTY déséquilibré sur 3 tours, avec deux
permutations de 5 bits S1 et S3 et une permutation de 3 bits S2. Après S1 et S3, la branche
xL sur 3 bits est xorée aux 3 bits de poids fort de xR ; après S2, les 3 bits de poids fort de
la branche xL (sur 5 bits) sont xorés dans xL (cf. figure 2.18. Ce schéma donne une boîte-S
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x0 x1 x2 x3
(a) Boîte-S APN sur 4 bits
(S1) utilisant 3 and, 1 or et 5
xor.
x0 x1 x2 x3
(b) Boîte-S APN sur 4 bits
(S3) utilisant 0 and, 4 or et 5
xor.
x0 x1 x2 x3
(c) Boîte-S bijective sur 4 bits
(S2) utilisant 2 and, 2 or et 4
xor.
Figure 2.17 – Un réseau de Feistel sur 3 tours utilisant les deux circuits de gauche pour
S1 et S3 respectivement et le circuit de droite pour S2 atteint une sécurité δ “ 8, L “ 64
en 8 and, 4 or, 14 xor (`p3 ˆ 4q xor pour les 3 xor sur 4 bits d’un réseau de Feistel).
bijective de 8 bits avec δ “ 8, L “ 64 pour les choix de S1, S2 et S3 suivants :
S1 “ r00, 01, 02, 04, 03, 08, 0d, 10, 05, 11, 1c, 1b, 1e, 0e, 18, 0a,
06, 13, 0b, 14, 1f, 1d, 0c, 15, 12, 1a, 0f, 19, 07, 16, 17, 09s
S2 “ r2, 5, 6, 4, 0, 1, 3, 7s
S3 “ r00, 01, 02, 04, 03, 08, 10, 1c, 05, 0a, 1a, 12, 11, 14, 1f, 1d,
06, 15, 18, 0c, 16, 0f, 19, 07, 0e, 13, 0d, 17, 09, 1e, 1b, 0bs
On peut donc noter que généraliser nos analyses des réseaux de Feistel et des réseaux
de type MISTY au cas déséquilibré peut apporter des bons résultats, en particulier dans
le cas des constructions de type MISTY.
En particulier, il est possible que des réseaux de Feistel ou de type MISTY déséquilibrés
puissent atteindre δ “ 4 et L “ 32 sur 8 bits. C’est une question ouverte qui mériterait de
s’y intéresser.
2.4.2 Comparaison avec les autres boîtes-S de 8 bits
Les boîtes-S de 8 bits que nous obtenons sont excellentes. Elles n’atteignent pas la
sécurité de la boîte-S d’AES (dont on ne connaît pas d’équivalent), mais atteignent une
sécurité au moins aussi bonne que toutes les alternatives à coût moindre.









Figure 2.18 – Schéma d’un réseau de type MISTY déséquilibré. xL est sur 5 bits, xR sur
3. ! 2 fait un décalage de 2 bits vers la gauche en introduisant 2 zéros aux bits de poids
fort. " 2 fait un décalage de 2 bits vers la droite (les 2 bits de poids faible sont perdus).
En particulier, nous atteignons une meilleure uniformité différentielle que les boîtes-S
utilisées dans Robin et Fantomas [Gro+15], avec un faible surcoût.
Pour comparer les valeurs respectives des boîtes-S considérées à la table 2.3, nous
utilisons que, en première approximation, le nombre de tours nécessaires pour atteindre
une sécurité fixée contre les attaques différentielles est proportionnel à 1{ logpδpSq{256q, et
que le coût d’implémentation par tour est proportionnel au nombre de portes non-linéaires
(pour une implémentation logicielle bit-sliced utilisant du masquage). Ceci nous permet de
dériver une mesure du coût d’implémentation simple pour les boîtes-S, donnée en dernière
colonne, en prenant 1 comme coût pour celle de l’AES, et en considérant uniquement la
sécurité face aux attaques différentielles.
Notons que nous ne considérons ici que des boîtes-S offrant une bonne résistance
cryptographique. Dans la comparaison considérée (et dans la wide-trail-strategy), il est
possible que des boîtes-S avec de moins bonnes propriétés cryptographiques et un coût
très bas, itérées un grand nombre de fois, apportent de meilleurs résultats (une étude plus
poussée de la façon de choisir les composants d’un chiffrement par blocs a été développée
dans [Kho+14] par exemple).
À la suite de ces travaux, la boîte-S du chiffrement authentifié SCREAM ([Gro+14]) a
été mise à jour. La boîte-S actuelle (SCREAM v3) est un réseau de Feistel de 8 bits avec
uniformité différentielle 8 et linéarité 64, construite comme dans nos travaux. Les auteurs
de SCREAM ont effectué une recherche supplémentaire pour obtenir une boîte-S qui évite
les attaques par sous-espaces invariants.
Une autre table plus détaillée regroupant les mêmes boîtes-S que la table 2.3 et d’autres,
focalisée sur les implémentations avec masquage (pour résister aux attaques par canaux
auxiliaires) peut être trouvée dans [Bos+16], un article de Boss et al. qui pousse plus loin
l’étude que nous avons amorcée sur la résistance aux canaux auxiliaires des boîtes-S de
8 bits. Leurs résultats ne sont pas cités ici car la comparaison n’est pas directe : pour
un réseau de Feistel utilisant 3 tours identiques, Boss et al. permettent de n’implémenter
qu’un seul tour et de l’itérer 3 fois, ce qui n’est pas considéré dans nos travaux.
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Table 2.3 – Comparaison de quelques boîtes-S de 8 bits. La dernière colonne présente le
coût d’implémentation global relatif (avec 1 pour AES).
Implémentation Propriétés
S-Box Construction and/or xor L δ Coût
AES [BP10] Inversion dans F28 `affine 32 83 32 4 1
Whirlpool [BR+00] Lai-Massey 36 58 64 8 1.35
CRYPTON [Lim99] Feistel 3 tours 49 12 64 8 1.83
Robin [Gro+15] Feistel 3 tours 12 24 64 16 0.56
Littlun [Kar16] Lai-Massey 12 24 64 16 0.56
Fantomas [Gro+15] MISTY 3 tours (3/5 bits) 11 25 64 16 0.51
Whirlpool+Class13 [Gro+15] Lai-Massey 16 41 64 10 0.64
Nôtres [CDL16] Feistel 3 tours 12 26 64 8 0.45
D’autre part, ces travaux sur les réseaux de Feistel et les réseaux de type MISTY
sont la source de l’implémentation Sage de fonctions sur les boites-S : sage.crypto.sbox 15
intègre ces constructions dans ses fonctionnalités (ces ajouts ont été effectués par Rusydi
Makarim en 2016).
2.4.3 Boîtes-S à bas coût, une étude zoologique : discussion
2.4.3.1 Comparaison entre les Papillons et les réseaux de Feistel et de type MISTY
J’aimerais ici faire remarquer plusieurs différences majeures sur les résultats entre les
réseaux de Feistel et de type MISTY d’une part, et les Papillons d’autre part.
Pour les notations, considérons des réseaux de Feistel et de type MISTY et des Papillons
sur 2n bits.
— Les bornes sur les réseaux de Feistel et de type MISTY sont des bornes inférieures
sur δ et L : aucun réseau de Feistel ou de type MISTY n’offrira une meilleure
sécurité que ces bornes.
— Les bornes sur les Papillons généralisés sont des bornes supérieures sur δ et L : tout
Papillon généralisé aura au moins une sécurité aussi bonne que ces bornes.
— Les bornes sur les Papillons ne valent que pour des choix très spécifiques des
fonctions sur n bits, là où les résultats sur les réseaux de Feistel et de type MISTY
sont génériques, i.e. indépendants du choix des fonctions de n bits. Étudier des cas
plus particuliers pour les réseaux de Feistel et de type MISTY peut permettre de
donner des bornes plus précises.
— D’ailleurs, le cas particulier du Papillon avec α “ 1 qui est un réseau de Feistel sur
3 tours avec des fonctions de n bits particulières permet d’obtenir des résultats plus





i`1 avaient été étudiés différemment par Li et
Wang [LW14].
Pour résumer l’état de l’art après ma thèse sur la construction de boîtes-S, il semble
que :
— pour n “ 3, la façon la plus efficace de construire une boîte-S sur 6 bits est le
Papillon,
— pour n ‰ 3 impair, la façon la plus efficace de construire une boîte-S sur 2n bits est





(ce qui correspond à un Papillon avec α “ 1) 16,
15. http://doc.sagemath.org/html/en/reference/cryptography/sage/crypto/sbox.html
16. En effet, un Papillon demande 4 fonctions internes, ce qui sera toujours plus coûteux qu’un réseau
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— pour n “ 4, la façon la plus efficace de construire une boîte-S sur 8 bits est un
réseau de Feistel sur 3 tours,
— pour n ‰ 4 pair, il n’y pour l’heure aucun résultat clair qui permette de conclure
sur le meilleur choix de structure.
Table des résultats. La table 2.4 résume ces travaux sur les boîtes-S. Toutes les bornes
données sont atteintes 17. Le coût en nombre de fonctions internes correspond à une
implémentation naïve de la structure 18. Le coût optimisé en nombre de portes binaires
correspond à optimiser l’implémentation de chacune des fonctions internes. Ce travail
mériterait d’être effectué pour toute la table, mais il s’agit d’un travail complexe que je
réserve pour des travaux futurs.
de Feistel qui en demande 3.
17. En revanche, les bornes génériques pour n quelconque ne sont pas nécessairement atteintes pour
tout n.
18. Le cas du réseau de type MISTY déséquilibré nécessite 2 fonctions sur 5 bits et une sur 3 bits.























































































































































































































































































































Diffusion : de la boîte-S au
chiffrement par blocs
Les travaux précédents étudient la composante non-linéaire des chiffrements par blocs
usuels : la boîte-S, qui permet d’apporter de la confusion. Dans les travaux de ce chapitre,
nous nous intéresserons à la fonction qui assure la diffusion : la matrice de diffusion.
Il s’agit de travaux effectués avec Gaëtan Leurent et publiés à ToSC en 2018 [DL18b].
Vu de loin, les boîtes-S servent à rendre complexe la relation entre leur entrée et leur
sortie, et la matrice de diffusion sert à rendre « actives » le plus de boîtes-S possible (la
définition exacte de « active » venant de la wide-trail strategy).
L’objectif des travaux de ce chapitre est de construire des matrices de diffusion dont
la diffusion est optimale avec le coût d’implémentation le plus bas possible. Les travaux
sur le sujet sont innombrables, mais nous prenons une approche différente des travaux
précédents qui nous permet d’obtenir des résultats drastiquement meilleurs que tous ceux
d’avant 2018 et meilleurs que les résultats plus récents.
Les critères de sécurité souhaitables pour une matrice de diffusion sont de hauts facteurs
de branchement et un faible coût d’implémentation (cf. wide-trail strategy, section 1.3.4).
Rappelons les définitions des facteurs de branchement :
Définition 3.1 (Facteur de branchement différentiel). Soit M une matrice de dimension




. On appelle facteur de branchement
différentiel noté BdpMq la valeur
BdpMq “ min
x‰0
twpxq ` wpMpxqqu .
Définition 3.2 (Facteur de branchement linéaire). Soit M une matrice de dimension




. On appelle facteur de branchement
linéaire noté BlpMq la valeur
BlpMq “ min
x‰0
twpxq ` wpM⊺pxqqu ,
où M⊺ est la transposée de M .
Rappelons aussi les bornes connues sur ces facteurs de branchement :
BdpMq ď m ` 1
BlpMq ď m ` 1 .
En particulier, on sait que si BdpMq “ m ` 1, alors BlpMq “ m ` 1 et réciproquement.
On appelle matrice MDS une matrice telle que BdpMq “ BlpMq “ m ` 1, et matrice
presque-MDS une matrice telle que BdpMq “ BlpMq “ m.
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Table 3.1 – Comparaison des matrices MDS les moins chères (A4 est la matrice compagnon
de X4 ` X ` 1, A8 est la matrice compagnon de X8 ` X2 ` 1 “ pX4 ` X ` 1q2).
Coût





2q F28 MAES 152 97 3 [Kra+17]
F2rαs MAES 136 100 3 section 3.2
GLp8,F2q Circulante 106 [LW16]
GLp8,F2q Sous-corps 72 6 [Kra+17]
F2rαs M8,34,6 161 67 5 Fig. 3.8 avec α “ A8
F2rαs M8,44,4
2
160 69 4 Fig. 3.15 avec α “ A8







F24 M4,n,4 58 58 3 [Jea+17]
F24 Toeplitz 58 58 3 [SS16]
F24 Hadamard 36 6 [Kra+17]
F2rαs M8,34,6 87 35 5 Fig. 3.8 avec α “ A4
F2rαs M8,44,4
2
84 37 4 Fig. 3.15 avec α “ A4
F2rαs M9,54,3 73 41 3 Fig. 3.16 avec α “ A4
On sait construire des matrices MDS (par exemple à partir de codes MDS, Maximum
Distance Separable). Un exemple notoire de matrice de diffusion MDS est la matrice
MixColumns d’AES. Le problème est maintenant de trouver les matrices MDS les plus
efficaces, c’est-à-dire les moins coûteuses.
3.1 La problématique des matrices de diffusion à bas coût
Dans cette section, j’introduis les différentes représentations des matrices de diffusion et
comment on évalue leur sécurité en pratique, puis je passe en revue les travaux précédents
sur le sujet en insistant plus sur les approches envisagées.
La table 3.1 résume les résultats obtenus dans nos travaux [DL18b].
Ces travaux combinent des idées provenant de plusieurs recherches. L’idée d’explorer
les implémentations jusqu’à trouver une composante cryptographique appropriée a été
appliquée notoirement aux S-Boxes par Ullrich et al. dans [Ull+11] et aux fonctions linéaires
par exemple dans [Alb+14], alors que la classe de matrices que nous considérons est inspirée
de travaux sur les matrices MDS récursives [Saj+12 ; WWW13 ; AF13].
Tout le code que nous utilisons pour nos recherches et pour vérifier nos résultats est
disponible à l’adresse :
https://github.com/seduval/findmds.
3.1.1 Représentations et caractérisation des matrices MDS
Il existe diverses façons de représenter une matrice de diffusion. La représentation
générique est comme une matrice à coefficients binaires, mais on peut aussi la représenter
comme une matrice à coefficients dans un anneau voire un corps binaire.
Une autre manière de représenter une matrice de diffusion est par un circuit logique
qui implémente la matrice vue comme fonction linéaire. Cette approche offre un avantage
majeur pour l’étude des coûts, puisqu’on peut lire directement sur le circuit le coût global
de l’implémentation de la matrice.
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D’autre part, il est essentiel de pouvoir caractériser les matrices que l’on recherche,
à savoir les matrices MDS, et ce de la manière la plus efficace possible, car tester si une
matrice est MDS coûte cher même simplement pour des matrices 16 ˆ 16.
3.1.1.1 Représentations
Soit M une matrice de dimension N “ m ˆ n.
Représentation en matrice binaire. De manière générale, M bits peuvent être représentés
par une matrice de dimension N ˆ N à coefficients binaires, de sorte qu’un vecteur binaire
de taille N pourra être multiplié à la matrice pour obtenir son image. Il s’agit donc alors
d’un élément de GLpN,F2q.
L’avantage de cette représentation est qu’elle est très générique : il suffit d’avoir une
structure d’espace vectoriel sur F2.
On peut représenter une matrice de diffusion de dimension N “ m ˆ n par une matrice
de dimension m ˆ m dont les coefficients sont sur n bits (un élément de MmpFn2 q). Pour
simplifier l’analyse ou les calculs, on peut demander que ces coefficients sur n bits suivent
une certaine structure. Il s’agit d’un compromis : plus il y aura de structure, plus l’analyse
sera simple, mais plus l’espace de recherche sera restreint (ce qui diminue le choix possible
de matrices de diffusion). C’est pourquoi il existe une déclinaison de représentations sur
des ensembles plus ou moins structurés.
Représentation en matrice sur un groupe. Une première structure peu contraignante
est celle de groupe : on peut simplement considérer que chaque coefficient de n bits est
lui-même une matrice de GLpn,F2q.
Représentation en matrice formelle sur un anneau. Si l’on impose que les coefficients
appartiennent à un anneau commutatif unitaire, en particulier l’anneau des polynômes
formels en α, F2rαs, la matrice de diffusion M sera alors un élément de GLpm,F2rαsq. Il
conviendra par la suite d’instancier l’indéterminée α par une fonction sur n bits.
Représentation en matrice sur un corps. En rajoutant un peu plus de structure, on
peut considérer les coefficients de M comme des éléments du corps fini F2n (de la forme
GF p2qrXs{P pXq, pour un choix de polynôme irréductible de degré n P pXq, de racine α).
M sera alors un élément de GLpm,F2n q.
Il s’agit d’un choix usuel (notamment dans AES) puisque la structure de corps permet
plus de facilité dans l’analyse.
Notation en entiers. Pour simplifier les notations, on représentera parfois les coefficients
des matrices à coefficients dans un corps ou un anneau par des nombres entiers, où 1 sera
l’élément neutre et 2 sera α (pour les différentes définitions de α dans le corps et dans les
polynômes formels en α).
Représentation en circuit. En tant que circuit, une matrice m ˆ m à coefficients de
taille n pourra être représentée par un circuit logique prenant en entrée n registres et
en sortant n (il peut y avoir plus de n registres en cours de calcul). Bien qu’il ne soit
pas strictement impossible de calculer une fonction linéaire avec un circuit utilisant des
opérations non-linéaires, nous considérerons ici par simplicité des circuits n’utilisant que
des opérations linéaires (au niveau binaire, uniquement des xors et des copies de bits).
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De façon équivalente, on peut représenter la matrice par un programme qui l’implémente.
On utilise généralement la représentation en circuit pour les implémentations matérielles
et la représentation en programme pour les implémentations logicielles.
3.1.1.2 Caractérisation
Il est bien connu que, sur un corps, on peut tester la propriété MDS de manière
efficace : une matrice est MDS si et seulement si tous ses mineurs (les déterminants de ses
sous-matrices carrées) sont non-nuls.
De même sur un anneau commutatif unitaire, une matrice est MDS si et seulement si
ses mineurs sont non-nuls (différents du polynôme nul).
Notons que le coût de calcul du test de la propriété MDS est donc dans le pire des cas
égale au calcul du déterminant de la matrice M . En effet, il s’agit de calculer l’expansion
de Laplace du déterminant de M , qui décompose le déterminant de M est m déterminants
de sous-matrices pm ´ 1q ˆ pm ´ 1q, et de considérer les expansions de Laplace de ces
sous-matrices. Ainsi, calculer le déterminant de M revient à calculer les déterminants de
toutes ses sous-matrices carrées, i.e. ses mineurs 1.
3.1.2 Matrices MDS à bas coût : une revue de l’existant
La recherche de matrices de diffusion à bas coût est prolifique. Généralement, on part
du principe qu’on implémente la matrice comme une matrice carrée k ˆ k à coefficients
dans F2n , et qu’appliquer la matrice revient à faire une multiplication matricielle, qui
requiert k ˆ pk ´ 1q XORs dans F2n en plus des multiplications par chacun des coefficients
de la matrice. De là, réduire le coût d’implémentation revient simplement à réduire le coût
de la multiplication des coefficients, puisque le nombre de XORs (k ˆ pk ´ 1q) est fixe. Il
s’agit ainsi d’optimisation locale de chacun des coefficients. On cherchera à obtenir des
matrices MDS avec des coefficients faciles à multiplier dans le corps (comme 1, 2 ou 4).
3.1.2.1 Optimisation locale
L’approche usuelle consiste à explorer toutes matrices dans un espace de recherche
avec des coefficients faciles à implémenter (correspondant à des multiplications faciles),
et à tester si les matrices sont MDS. L’astuce consiste alors à restreindre intelligemment
l’espace de recherche en conservant des matrices MDS dans l’espace de recherche. Plusieurs
espaces de recherche ont ainsi été considérés.
Matrices MDS récursives. Une idée importante pour réduire l’impact de l’implémenta-
tion des matrices MDS a été introduit par Guo, Peyrin et Poschmann dans la fonction de
hachage à bas coût PHOTON[GPP11], et utilisée plus tard pour le chiffrement à bas coût
LED[Guo+11]. L’approche consiste à considérer les matrices MDS M qui peuvent s’écrire
sous la forme M “ Aj , pour une matrice A peu chère à implémenter et un certain entier j.
Ceci permet d’échanger de la rapidité d’implémentation contre de la taille d’implémenta-
tion : plutôt que d’implémenter directement M , on n’implémente que la matrice A, moins
coûteuse, et on l’itère j fois.
Cette idée a été revisitée pour réduire plus avant le coût d’implémentation de A. En
particulier, une série de travaux [Saj+12 ; WWW13 ; AF13] introduisent la notion de
matrice MDS formelle, où les coefficients sont écrits comme des expressions abstraites en
une fonction linéaire indéfinie α. Ceci permet de dériver un ensemble de conditions sur α
pour que la matrice soit MDS, et de choisir un α avec un faible coût d’implémentation
1. Bien évidemment, dans un cas moyen, le test est plus court que le calcul de déterminant puisqu’on
sait que la matrice n’est pas MDS dès qu’on trouve un mineur nul.
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(typiquement un seulxor bit à bit). En particulier, ceci généralise la notion MDS des
matrices sur un corps aux applications linéaires en général.
Optimiser les coefficients. Dans le contexte où la matrice MDS complète est vouée à être
implémentée, plusieurs études s’intéressent à des classes particulières de matrices, telles
que les matrices circulantes, Hadamard ou Toeplitz [Sim+15 ; LS16 ; SS16], en utilisant des
coefficients qui peuvent être calculés efficacement. En particulier, certains de ces résultats
considèrent des matrices involutives, c’est-à-dire égales à leur inverse.
De plus, l’idée de se détacher des opérations dans le corps fini pour considérer des
opérations linéaires plus générales a aussi été appliquée dans [BKL16 ; LW16] et mène aux
matrices MDS dans M4pM8pF2qq les moins chères jusqu’alors rapportées, avec un coût
de 106 xors binaires [LW16]. En particulier, les techniques de Li et Wang peuvent être
utilisées quand les coefficients de la matrice ne commutent pas.
3.1.2.2 Optimisation globale
Recherche d’implémentations à bas coût. Dans la construction de PRIDE [Alb+14], les
auteurs utilisent une recherche sur les petites implémentations matérielles en utilisant des
opérations sur les bits pour trouver une matrice sur 16 bits peu coûteuse, mais de facteur
de branchement 4 sur des mots dans F24 (non-MDS).
Optimisation de l’implémentation avec des outils automatiques. Une autre approche
est d’utiliser des outils pour chercher automatiquement des implémentations à bas coût de
fonctions linéaires. Ce genre d’outils a été utilisé pour la première fois pour l’implémenta-
tion de fonctions cryptographiques dans [BMP13], où les auteurs utilisent des straight line
programs (« programmes en ligne droite ») linéaires pour optimiser globalement l’implémen-
tation d’une fonction linéaire prédéfinie. Dans ce papier, les auteurs prouvent que trouver
l’implémentation optimale pour une fonction linéaire donnée est un problème NP-difficile,
et ils développent des heuristiques pour optimiser une implémentation en utilisant des
opérations linéaires au niveau des bits et en autorisant l’annulation (« cancellation ») de
variables dans F2.
Il y avait déjà eu des premières tentatives pour utiliser des outils de synthèse pour opti-




2q (en particulier la matrice du MixColumns
d’AES [Sat+01 ; Zha+16]), mais un grand pas a été franchi récemment par Kranz, Lean-
der, Stoffelen et Wiemer [Kra+17]. Ils ont appliqué des outils d’optimisation de straight
line programs linéaires au MixColumns d’AES, et à un grand nombre d’autres matrices
MDS connues, et ont obtenu des implémentations significativement moins coûteuses. En
particulier, ils ont réduit le coût du MixColumns d’AES de 103 à 97 xors bit à bit, et ont
trouvé une matrice MDS qui peut être implémentée avec seulement 72 xors bit à bit alors
que la meilleure était précédemment à 103 xors bit à bit.
Notre approche. Bien qu’il y ait déjà eu de nombreuses études de ce sujet [Sim+15 ;
BKL16 ; LS16 ; LW16 ; SS16], la plupart d’entre elles se focalisent sur les coefficients de la
matrice, en cherchant des matrices MDS dont beaucoup de coefficients sont faciles à évaluer
(comme 1 ou 2). La supposition sous-jacente est que, pour toute ligne de la matrice, un
circuit évaluera tous les coefficients et les additionnera, ce qui sous-entend un coût minimal
de k ˆ pk ´ 1q XORs sur des mots pour une matrice k ˆ k. Notons qu’à l’origine, cette
métrique de coût focalisé sur les coefficients a été imaginée pour des matrices séries. Pour
les matrices séries, cette métrique permet effectivement d’étudier le coût avec précision,
mais les études plus récentes s’étant éloignées des matrices séries, il devient plus intéressant
d’évaluer le coût avec un compte de XORs du circuit complet.
C’est ce qu’on suggéré récemment Kranz et al. [Kra+17], qui ont appliqué des outils
d’optimisation existants à des classes de matrices MDS de la littérature, et l’optimisation
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globale effectuée par les outils a donné un gain significatif par rapport aux optimisations
locales qui étaient utilisées jusqu’alors. En particulier, ces circuits sont bien plus petits
que les k ˆ pk ´ 1q XORs sur des mots qui étaient considérés comme un minimum par les
travaux précédents.
Dans notre travail, effectué en parallèle de [Kra+17], nous prenons une approche
différente pour trouver des matrices MDS avec une implémentation optimisée globalement.
Plutôt que d’optimiser une matrice donnée, nous lançons une recherche dans un ensemble
de circuits, ordonnés par coût matériel, jusqu’à trouver un circuit qui corresponde à
une matrice MDS. Le circuit peut réutiliser des valeurs intermédiaires, ce qui fait que
l’optimisation globale réduit le nombre de portes requises. Comme le circuit pour un
étage linéaire complet de 32 bits est assez grand, nous considérons une classe de circuits
qui peuvent être représentés au niveau des mots, en utilisant des XORs sur les mots et
des applications linéaires fixés. Le coût de calcul de cette exploration est tout de même
important (en particulier en termes de mémoire utilisée), mais avec des optimisations, nous
pouvons atteindre des matrices MDS de tailles 3 ˆ 3 et 4 ˆ 4 pour n’importe quelle taille de
mots. Par construction, ces matrices sont optimales dans la classe de matrices considérée,
et elles apportent une amélioration significative par rapport aux résultats précédents et
nous obtenons des résultats meilleurs que ceux de [Kra+17], comme le montre la table 3.1.
Nos travaux combinent des idées de divers axes de recherche. L’idée d’explorer les
implémentations jusqu’à trouver un composant cryptographique adapté a été notablement
appliqué aux boîtes-S par et al. dans [Ull+11] et aux fonctions linéaires par exemple
dans [Alb+14], là où la classe de matrices que nous considérons est inspirée de travaux
précédents sur les matrices MDS récursives [Saj+12 ; WWW13 ; AF13].
D’une certaine manière, notre approche peut être interprétée comme la recherche de
bons straight line programs, en revanche nous limitons le nombre de variables disponibles
simultanément et nous n’utilisons que des opérations sur les mots, non sur les bits (alter-
nativement, on pourrait dire que nous trouvons des straight line programs sur un anneau,
en utilisant des additions dans l’anneau et des multiplications par des constantes). Nous
notons que nos straight line programs utilisent des annulations.
Une autre particularité de notre approche est que, contrairement aux travaux précédents
sur la recherche de petites implémentations comme [Alb+14], nous nous concentrons sur
des opérations au niveau des mots, non des bits, et ce sans fixer la taille des mots.
Tout le code que nous avons utilisé pour la recherche et pour vérifier les résultats est
disponible à l’adresse suivante :
https://github.com/seduval/findmds.
3.1.2.3 Choix de la métrique
Afin d’évaluer le coût matériel d’une opération linéaire, il nous faut compter le nombre
de xors binaires utilisés dans l’implémentation (une implémentation n’étant à l’évidence
pas unique). En général, une implémentation peut être décrite comme une séquence
d’opérations xi Ð xai ‘ xbi , avec ai, bi ă i, où x1, . . . , xnˆk est l’entrée, et la sortie est un
sous-ensemble des xi. Ceci correspond à un straight line program linéaire. L’idéal serait de
calculer le coût minimal d’une implémentation, mais ceci n’est pas toujours faisable en
pratique, c’est pourquoi les métriques plus pratiques comptent les xors dans une classe
d’implémentations plus restreinte.
Comptage de xors direct. Un décompte de xors direct a été proposé par Sim, Khoo,
Oggier et Peyrin dans [Sim+15]. Ceci correspond à compter le nombre de portes utilisées
dans une implémentation naïve d’un application linéaire. En considérant la matrice binaire
qui représente le application linéaire dans MnkpF2q, chaque ligne donne une formule pour
calculer un bit de sortie, et s’il y a t bits non-nuls dans une ligne, cette formule peut être
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Table 3.2 – Comparaison des métriques. Les résultats de type « +Yosys » ont été optimisés
avec l’outil de synthèse Yosys (qui utilise ABC en sous-routine).
Matrice Compte de xors










0 1 1 0 1 0
1 1 0 1 0 1
1 0 0 1 1 0
0 1 1 1 0 1
1 0 1 0 0 1
0 1 0 1 1 1
fi










1 1 0 1 0 1
1 0 1 1 1 1
0 1 1 1 0 1
1 1 1 0 1 1
0 1 0 1 1 1
1 1 1 1 1 0
fi
ffiffifl 21 14 11 11 10
calculée en t ´ 1 portes. Ainsi, le décompte de xors direct est défini comme le nombre de
bits à 1 dans la matrice binaire, moins k ˆ n.
Cette métrique a été énormément utilisée dans les travaux sur les matrices MDS à bas
coût, tels que [Sim+15 ; LS16 ; LW16 ; SS16]. Par définition, pour ce choix de métrique, le
coût d’une matrice MDS est égal au coût de l’évaluation de chacun de ses coefficients plus
le coût de k ˆ pk ´ 1q XORs de mots de n bits.
Comptage de xors séquentiel. Le décompte de xors séquentiel défini dans [Jea+17] est
une meilleure approximation du coût optimal d’implémentation, et a été utilisé pour
optimiser les multiplications dans le corps utilisées dans des matrices MDS [BKL16 ;
Jea+17]. Il s’agit de compter le nombre de xors bit à bit dans un programme séquentiel
restreint aux opérations en-place 2 sans registres additionnels 3. Cette mesure peut être
significativement inférieure au décompte de xors direct, mais la restriction aux opérations
en-place est tout de même très contraignante.
Dans le contexte des matrices MDS, cette métrique a été utilisée pour optimiser les
coûts de multiplications dans le corps, mais en raison de coûts de calculs excessifs, elle n’a
pas été utilisée pour optimiser des matrices MDS entières.
Optimisation globale. Plus récemment, des outils heuristiques de recherche de straight
line programs linéaires ont été appliqués pour obtenir de bonnes implémentations d’une
matrice MDS donnée [Kra+17]. Ceci donne des résultats bien meilleurs que toutes les
implémentations précédentes qui n’exploitaient que des optimisations locales.
Dans nos travaux, nous considérons une classe d’implémentations légèrement restreinte.
Nous décomposons l’évaluation d’une matrice MDS en une séquence d’étapes simples :
des xors mot-à-mot et de simples opérations linéaires qui généralisent la multiplication
dans un corps. Nous utilisons en plus des registres supplémentaires afin de permettre la
réutilisation de valeurs intermédiaires. Dans cette classe d’implémentations, nous effectuons
une recherche exhaustive en ciblant une matrice MDS. Comme nous le verrons, cette classe
contient des implémentations de matrices MDS bien moins coûteuses que celles proposées
précédemment.
2. Sans créer de valeurs intermédiaires.
3. Lorsque nous mentionnons des registres, nous utilisons le terme au sens logiciel : un registre est
utilisé pour enregistrer des variables intermédiaires dans les calculs. Dans nos implémentations matérielles,
ces registres sont remplacés par de simples fils.
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Comparaison des métriques. Pour comparer les métriques, nous considérons deux ma-
trices MDS dans M3pF4q à la table 3.2. La première matrice est optimale pour le comptage
de xors direct et pour n’importe quelle métrique qui considère les coefficients indépendam-
ment, avec un coût de 3`4ˆ3, là où la deuxième matrice est l’une de celles découvertes par
notre outil, M5,13,4 , qui peut être implémentée efficacement comme montré en figure 3.4. Pour
toute matrice, nous évaluons le décompte de xors direct (correspondant à l’implémentation
naïve), le décompte de xors séquentiel donné par l’outil LIGHTER [Jea+17] (puisque l’on
travaille sur des petites tailles, nous pouvons calculer le comptage de xors séquentiel de la
matrice entière, plutôt que seulement celui des multiplications dans le corps), et le coût
de l’implémentation naïve optimisée avec les outils de synthèse Yosys 4 et ABC 5. Pour la
deuxième matrice, nous évaluons l’implémentation trouvée par notre outil, et nous tentons
de l’optimiser plus avant avec les outils Yosys et ABC.
Nous pouvons noter plusieurs résultats importants dans cette table. Tout d’abord,
optimiser globalement plutôt que localement a un énorme impact, puisque cela réduit le
décompte de xors de 21 ou 15 à 10. En particulier, les meilleures implémentations que nous
ayons trouvées demandent moins de xors binaires que les 6 XORs sur des mots de 2 bits
qui sont assimilés à un coût fixé dans la plupart des travaux précédents. Nous remarquons
aussi que l’utilisation de registres additionnels peut être utile : la deuxième matrice a
un coût optimal de 11 sans registres additionnels, mais il y a une implémentation avec
seulement 10 xors en utilisant des registres additionnels. Enfin, soulignons que nos nouvelles
constructions sont similaires aux matrices MDS précédentes en comparant à cette petite
échelle, mais l’avantage de notre approche est qu’elle s’étend à des matrices de taille 4 sur
des mots de 8 bits, alors que LIGHTER ne peut optimiser que des fonctions linéaires avec
au plus 8 entrées.
Limitations. Malheureusement, compter le nombre de portesxor dans un circuit n’est pas
nécessairement une bonne estimation du véritable coût matériel d’une implémentation,
pour plusieurs raisons. En premier lieu, les outils de design matériel cherchent à optimiser le
circuit. En particulier, les métriques considérées sont une surestimation du nombre minimal
de xors binaires, et le coût relatif entre deux circuits peut changer si des optimisations
supplémentaires sont trouvées (un exemple concret est l’implémentation naïve de la matrice
MDS d’AES, qui requiert 152 xors binaires, alors que les outils de synthèse Yosys et ABC
peuvent réduire ce coût à 115 xors binaires). Deuxièmement, les circuits matériels peuvent
utiliser des portes autres que des xors à deux entrées. En particulier, les FPGA modernes
possèdent des LUT relativement grandes (look-up tables, « table de recherche »), ce qui
fait que des portesxor à plusieurs entrées ne sont pas beaucoup plus coûteuses que des
portes à seulement deux entrées. À nouveau cela peut changer le coût relatif entre deux
circuits, mais nous escomptons que cet effet soit limité dans le cas des synthèses ASIC
(où une portexor à trois entrées est presque deux fois plus grande qu’une portexor à deux
entrées). Finalement, un autre critère important à considérer est la profondeur du circuit,
i.e. le nombre maximal de portes dans n’importe quel chemin entre entrée et sortie. Celle-ci
impacte le délai de propagation du signal, qui définit la fréquence maximale à laquelle
le circuit peut tourner, et impacte fortement sur les performances (en particulier, sur le
débit par espace). Ceci sera géré dans nos travaux en proposant plusieurs matrices MDS
atteignant divers compromis entre le décompte de xors et la profondeur de l’implémentation.
En général, nos constructions offrent un gain significatif par rapport aux propositions
précédentes, et nous nous attendons à des gains réels dans des implémentations concrètes,
malgré les limitations discutées ci-dessus. Nous utiliserons pour métrique le nombre de
portesxor dans la suite, car cette métrique a été beaucoup utilisée précédemment et qu’il est
difficile d’obtenir une meilleure estimation générique. Nous laissons une comparaison plus
4. http ://www.clifford.at/yosys/
5. https ://people.eecs.berkeley.edu/ alanmi/abc/
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précise avec de véritables implémentations matérielles de matrices variées à des travaux
futurs.
3.1.3 Notations
Nous noterons la taille d’une matrice MDS k, et la taille des mots n (e.g. la matrice
MixColumns de l’AES correspond à k “ 4 et n “ 8). Nous utiliserons « XOR » pour signifier
une addition de mots de n bits, et « xor binaire » (ou « xor bit à bit ») pour signifier une
simple porte xor. En particulier, l’implémentation d’une opération XOR demande n xors
binaires.
Plutôt que de considérer des matrices MDS sur un corps (i.e. chaque coefficient est
une multiplication par un élément du corps), nous considérons une classe de matrices plus
générale où chaque coefficient correspond à une opération linéaire dans MnpF2q. Pour des
raisons techniques, et suivant des travaux précédents [Saj+12 ; WWW13 ; AF13], nous
restreignons les coefficients à des puissances d’une seule opération linéaire (en particulier,
ceci assure que les coefficients commutent). Ainsi, les coefficients peuvent être écrits comme
des polynômes dans F2rαs, où l’inconnue α représente une opération linéaire indéfinie.
Notre recherche de matrices MDS a deux étapes : nous cherchons d’abord une matrices
MDS formelle M avec des coefficients dans F2rαs (comme expliqué en section 3.3), puis
nous sélectionnons un application linéaire A tel que MpAq (la matrice où α est remplacée
par A) soit MDS (comme expliqué en section 3.5).
En particulier, si α est instanciée par une multiplication F par un générateur d’un
corps, F2rF s est isomorphe au corps correspondant. Pour une notation compacte, nous
représentons un polynôme par un entier avec la même représentation binaire ; par exemple,
2 représente l’élément α et 3 représente α ` 1.
3.2 Du MixColumns d’AES
Une matrice MDS importante est celle utilisée par l’opération MixColumns dans




2 3 1 1
1 2 3 1
1 1 2 3
3 1 1 2
fi
ffiffifl ,
où 1, 2 et 3 représentent les éléments dans le corps fini F28 . Plus précisément, le corps fini
est construit comme F2rαs{pα8 ` α4 ` α3 ` α ` 1q, et 2 et 3 sont les éléments α et α ` 1
respectivement.
Une implémentation naïve de cette matrice demande 1 multiplication par 2, 1 mul-
tiplication par 3 et 3 XORs pour chaque ligne. En matériel, une implémentation de ces
opérations requiert respectivement 3 et 11 xors binaires, ce qui donne un coût total de
4 ˆ p3 ` 11 ` 3 ˆ 8q “ 152 xors binaires.
Pourtant, la meilleure implémentation connue de la multiplication par 3 dans le corps
d’AES ne demande que 9 xors binaires [Jea+17], ce qui entraîne un coût total de 144 xors
binaires. Alternativement, Zhao, Wu et Zhang ont utilisé une approche heuristique pour
trouver une bonne séquence de xors binaires pour évaluer la matrice MDS d’AES (vu
comme une matrice booléenne 32 ˆ 32). Ils ont trouvé une représentation avec seulement
132 xors binaires dans [Zha+16].
En fait, nous pouvons obtenir de meilleurs résultats simplement en considérant les
sous-expressions communes dans les calculs. En effet, une évaluation de MAES peut s’écrire :












2 3 1 1
1 2 3 1
1 1 2 3













2a ‘ 3b ‘ c ‘ d
a ‘ 2b ‘ 3c ‘ d
a ‘ b ‘ 2c ‘ 3d





2a ‘ 2b ‘ b ‘ c ‘ d
a ‘ 2b ‘ 2c ‘ c ‘ d
a ‘ b ‘ 2c ‘ 2d ‘ d
2a ‘ a ‘ b ‘ c ‘ 2d
fi
ffiffifl .
Avec cette expression, l’évaluation de MAES ne demande que 4 multiplications par
2 (les valeurs 2a, 2b, 2c, 2d dont utilisées deux fois) et 16 XORs ; ceci se traduit en 140
xors binaires, ce qui est moins coûteux que l’implémentation naïve. De plus, des valeurs
intermédiaires peuvent être réutilisées. En particulier, chacune des valeurs a ‘ b, b ‘ c,
c ‘ d et d ‘ a est utilisée deux fois si nous réécrivons la sortie :
»
——–
2a ‘ 3b ‘ c ‘ d
a ‘ 2b ‘ 3c ‘ d
a ‘ b ‘ 2c ‘ 3d





2pa ‘ bq ‘ b ‘ pc ‘ dq
2pb ‘ cq ‘ c ‘ pd ‘ aq
2pc ‘ dq ‘ d ‘ pa ‘ bq
2pd ‘ aq ‘ a ‘ pb ‘ cq
fi
ffiffifl .
Avec cette formule, on peut évaluer la matrice avec seulement 12 XORs et 4 multiplications
par 2, ce qui donne un coût total de seulement 108 xors binaires. À notre connaissance,
cette astuce a été décrite pour la première fois en 2001 [Sat+01] et est utilisée dans
l’implémentation Atomic-AES [BBR16].
Pour référence, la meilleure matrice 4 ˆ 4 sur des mots de 8 bits obtenue à ce jour
sans optimisation globale demande 106 xors binaire [LW16]. Ceci montre qu’optimiser
l’implémentation d’une matrice MDS peut avoir un effet aussi important sur le coût final
que le choix de la matrice MDS.
Choix du corps ou de l’anneau. Le choix du corps – ou de l’anneau – joue aussi un rôle
important dans le coût d’implémentation d’une matrice MDS. Les matrices MDS sont
typiquement définies sur des corps finis (comme mentionné plus tôt, le MixColumns d’AES
est défini sur F28), mais ce choix n’est pas nécessaire et de meilleurs résultats peuvent être
atteints sur des anneaux commutatifs.
En particulier, la construction par sous-corps utilisée dans [Ben+09 ; Bar+10 ; Kho+14]
correspond à utiliser un anneau produit. Elle peut être appliquée à MAES de la manière
suivante : les entrées sont considérées comme des éléments de l’anneau F24 ˆ F24 , et les
coefficients 1 dans la matrice sont interprétés comme p1, 1q, 2 comme pα, αq et 3 comme
pα ‘ 1, α ‘ 1q, avec α un générateur du corps F24 . Ceci correspond en fait à appliquer
deux copies de MAES défini sur F24 , indépendamment sur chaque quartet de l’entrée. C’est
intéressant car la multiplication par α dans F24 ne requiert qu’un seulxor binaire (car il
existe des trinômes irréductibles de degré 4 sur F2rXs), alors que la multiplication par 2
dans F28 requiert trois xors binaires (car il n’y a pas de trinômes irréductibles de degré 8
dans F2rXs). Ainsi la multiplication par 2 dans l’anneau requiert seulement 2 xors binaires
plutôt que 3 dans F28 .
Plus généralement, nous pouvons considérer la matrice MAES en tant que matrice
formelle, où 1 représente l’identité, 2 une opération linéaire arbitraire α, et 3 l’opération
linéaire x ÞÑ αpxq ‘ x (en utilisant des idées et du formalisme de [Saj+12 ; WWW13 ;
AF13 ; BKL16]). Les coefficients de la matrice sont maintenant des polynômes en α,
i.e. des éléments de F2rαs. Lorsque l’on instancie la matrice avec une transformation α
donnée, la matrice sera MDS si et seulement si tous les mineurs sont inversibles. Les
mineurs peuvent être aisément évalués en tant que polynômes ; dans ce cas, ils sont :
1, α, α ‘ 1, α2, α2 ‘ 1, α2 ‘ α ‘ 1, α3 ‘ 1, α3 ‘ α ‘ 1, α3 ‘ α2 ‘ 1, α3 ‘ α2 ‘ α.
En particulier, si tous les facteurs irréductibles du polynôme minimal de α sont de
degré au moins 4, alors tous les mineurs seront inversibles. Concrètement, si α est la
multiplication par un élément primitif d’un corps fini F2n , le polynôme minimal de α est
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irréductible et de degré n, donc la matrice sera MDS tant que n ě 4. Dans l’AES, α n’est
pas un élément primitif, mais son polynôme minimal est tout de même irréductible et de
degré 8.
Nous pouvons dorénavant utiliser des opérations linéaires encore plus efficaces. Par
exemple, l’opération α : x ÞÑ px Î 1q ‘ ppx " 1q ^ 1q peut s’implémenter très efficacement
en matériel, avec simplement du fil et un seul xor binaire. Utilisée dans MAES, elle génère
aussi une matrice MDS, car son polynôme minimal est px4 ‘ x ‘ 1q2. Cette nouvelle
matrice MDS peut être implémentée avec seulement 100 xors binaires en utilisant l’astuce
précédente.
Surprenamment, cette simple construction basée sur MAES a en fait un coût d’im-




(hormis celles obtenues par des optimisations globales dans [Kra+17]), et les mêmes idées




avec un coût d’implémentation moindre que les
constructions précédemment connues. Cet exemple motive l’approche que nous prenons
dans ces travaux. Nous considérerons des matrices MDS définies sur un anneau, et nous
étudierons un circuit qui implémente la matrice, plutôt que de seulement compter les 1
dans la matrice binaire. Nous chercherons de nouvelles matrices avec une implémentation
efficace, en utilisant une représentation en tant que série d’opérations dans un corps (ou
un anneau), et nous essaierons de minimiser le nombre de xors et d’opérations linéaires α
requis pour obtenir une matrice MDS.
3.3 Algorithme de recherche par graphe
Une approche possible pour trouver des implémentations efficaces est d’effectuer une
recherche exhaustive sur une classe d’implémentations et de tester si chaque implémentation
correspond à la fonction cible. En particulier, un certain nombre de travaux précédents
utilisent une approche par graphe pour faire cette recherche [Ull+11 ; Jea+17]. Une
implémentation est représentée par une séquence d’opérations, ce qui définit implicitement
un graphe où les nœuds sont des séquences d’opérations. Pour être plus précis, il y a une
arête L1
opÑ L2 entre les séquences d’opérations L1 et L2 lorsque L2 “ L1, op. Qui plus est,
les séquences d’opérations qui définissent la même fonction à réordonnancement près des
entrées et des sorties seront considérées comme équivalentes.
Trouver une implémentation optimale d’une fonction donnée (dans la classe d’implé-
mentations correspondant aux opérations utilisées) revient alors à trouver le plus court
chemin entre le circuit vide (correspondant à l’identité) et l’objectif. Alternativement, cette
approche peut être exploitée pour trouver un membre optimal d’une classe de fonctions
avec une certaine propriété prédéfinie.
3.3.1 Travaux précédents
Recherche par graphe. Cette approche a été utilisée pour la première fois pour créer
des composants cryptographiques par Ullrich et al. [Ull+11], dans le contexte des boîtes-S
bijectives de 4 bits. Ils travaillent sur 5 registres binaires, et génèrent un arbre d’implé-
mentations dans lequel chaque transition consiste à ajouter une opération au circuit parmi
l’ensemble de and, or, XOR, not et copy. L’opération not ne prend qu’un paramètre en
entrée, les autres prennent deux paramètres (par exemple, l’opération and implémente
la porte binaire associée : x Ð x ^ y), et il y a ainsi 85 choix possibles d’opération à
chaque étape. Le registre supplémentaire peut stocker des valeurs intermédiaires, ce qui
fait qu’utiliser des opérations non-inversibles ne donne pas nécessairement une boîte-S
non-inversible. Plutôt que de chercher des implémentations d’une boîte-S fixée, ils cherchent
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la meilleure implémentation pour toute boîte-S dans une classe d’équivalence donnée (à
équivalence affine près).
Ils utilisent plusieurs règles afin de réduire le facteur de branchement ; en particulier,
ils vérifient qu’il existe toujours un sous-ensemble de registres qui encode une permutation,
et détectent lorsque deux nœuds sont équivalents. Ces règles réduisent beaucoup le facteur
de branchement, et ils parviennent à trouver des implémentations en 9 instructions de
permutations de 4 bits avec les meilleures uniformité différentielle et linéarité possible.
La métrique qu’ils utilisent pour comparer leurs implémentations est un simple décompte
d’opérations, ce qui leur permet de réaliser un parcours en profondeur pour trouver le plus
court chemin entre l’identité et la classe de boîtes-S.
Notons que, au chapitre 2, nous nous sommes déjà inspirés de cette approche pour
obtenir des implémentations à bas coût de fonctions de 4 bits non-bijectives (en minimisant
en priorité les portes non-linéaires, and et or) (cf. section 2.4.1.2,[CDL16]).
Recherche bidirectionnelle. Récemment, Jean, Peyrin, Sim et Tourteaux [Jea+17] ont
utilisé une variante de cet algorithme avec une recherche bidirectionnelle. Ils se concentrent
sur l’optimisation de l’implémentation d’une fonction donnée, et génèrent un arbre dans le
sens direct en partant de l’identité, et dans le sens inverse en partant de la fonction cible.
Ils utilisent aussi différents poids pour les instructions, ce qui fait de leur algorithme une
variante bidirectionnelle de l’algorithme de Dijkstra, en utilisant une queue à priorité pour
générer chaque arbre.
Ceci permet une recherche plus efficace que le parcours en profondeur d’Ullrich et
al., mais limite aux opérations inversibles. En particulier, ils ne peuvent pas utiliser
de registre supplémentaire, et doivent combiner des portes élémentaires en opérations
inversibles (comme par exemple x Ð x ‘ py ^ zq). À cause de ces restrictions, la classe
d’implémentations considérée est plus petite, et leurs implémentations sont potentiellement
moins bonnes.
3.3.2 Idée générale de l’algorithme
Espace de recherche. Dans nos travaux, puisque nous cherchons des matrices MDS,
nous utilisons r registres qui représentent des mots de Fn2 (plutôt que des bits), et nous
considérons uniquement des opérations linéaires :
— XOR de deux mots (x Ð x ‘ y) ;
— Copie d’un registre (x Ð y) ;
— Application d’un application linéaire abstrait α à un registre x Ð αpxq, qui généralise
la multiplication par un générateur α d’un corps fini.
Nous pouvons représenter les applications linéaires correspondant à une séquence d’instruc-
tions avec une matrice k ˆ r à coefficients dans MnpF2q. L’implémentation vide correspond
à la matrice identité avec des colonnes à zéro additionnelles, et chaque opération d’une
implémentation peut être traduite en une opération correspondante sur les colonnes de la
matrice.
Test de MDS. Puisque F2rαs est un anneau commutatif, nous pouvons tester si une
matrice est MDS en calculant ses mineurs 6 et en testant s’ils sont égaux au polynôme nul.
Si un mineur est nul, alors tout choix de α donnera un mineur nul, et donc l’application
linéaire correspondant a un facteur de branchement plus petit que k. En revanche, si tous
les mineurs sont non-nuls, alors certains choix de α donneront un application linéaire de
facteur de branchement maximal, lorsque n est assez grand 7 (voir la section 3.5 pour plus
de détail).
6. Les déterminants de ses sous-matrices carrées.
7. Notons que si n est trop petit, il n’existe pas de matrice MDS de taille k.
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Utilisation d’un algorithme de type A˚. Nous avons décidé d’utiliser des registres
additionnels afin de permettre une meilleure implémentation. Ceci nous empêche d’utiliser
une recherche bidirectionnelle, mais les propriétés fortes de l’ensemble des matrices MDS
nous permettent d’utiliser un algorithme A˚ afin de guider la recherche vers les matrices
MDS.
L’algorithme A˚ [HNR68] est une extension de l’algorithme de recherche de chemin
de Dijkstra [Dij59]. Cette extension se spécialise dans la recherche de chemin entre une
source unique et une destination, et utilise une estimation heuristique h de la distance
restante entre le nœud et la destination. A˚ explore itérativement le nœud qui minimise
gpxq ` hpxq, où gpxq est la distance entre la source et x.
L’heuristique doit être admissible, i.e. elle ne doit jamais surestimer la distance restante,
sinon l’algorithme peut trouver un chemin sous-optimal. De plus, l’heuristique est dite
monotone si hpxq ď hpyq ` d pour toute paire de nœuds x, y avec une arête de poids d.
Lorsque l’heuristique est monotone, les nœuds n’ont besoin d’être explorés qu’un seule fois.
Heuristique. Dans notre cas, il nous faut une heuristique pour estimer le nombre d’opé-
rations restantes avant d’atteindre une matrice MDS. Puisque les opérations affectent
les colonnes de la matrice (et qu’une opération n’affecte qu’une seule colonne), nous
comptons combien de colonnes de l’état courant pourraient faire partie d’une matrice MDS.
Clairement, chaque colonne contenant des coefficients à zéro ne peut pas faire partie d’une
matrice MDS. De plus, les colonnes qui sont linéairement dépendantes ne peuvent pas faire
partie ensemble d’une matrice MDS. De ce fait, nous notons m le rang de la sous-matrice
composée de toutes les colonnes sans coefficient à zéro. Notre heuristique considère qu’il
faut encore au moins k ´ m opérations XOR pour atteindre une matrice k ˆ k MDS.
Il est simple de se rendre compte que cette heuristique ne surestime jamais le nombre
d’opérations restantes, mais nous n’avons pas pu prouver qu’elle est monotone. Par contre,
notre code teste la condition de monotonie à chaque évaluation de nœud, et nous n’avons
jamais rencontré de situation qui viole cette condition 8.
L’utilisation d’A˚ avec cette heuristique améliore significativement les performances de
notre recherche, comparé à l’algorithme plus simple de Dijkstra.
3.3.3 Les grandes lignes de l’implémentation
Vu de loin, notre algorithme étend un arbre massif de fonctions sur lesquels nous testons
la propriété MDS. Nous commençons avec la fonction identité, et à chaque nœud évalué,
nous testons si la matrice correspondante est MDS, et nous générons un fils pour chaque
opération possible dans notre ensemble.
Nous gardons en mémoire tous les nœuds créés dans deux structures : la première
structure (ÉtatsTestés) contient tous les nœuds qui ont déjà été évalués, tandis que la
seconde (ÉtatsNonTestés) stocke tous les nœuds qui ont été créés mais pas encore testés.
À chaque étape de l’algorithme, nous sélectionnons un élément de poids estimé minimal
dans ÉtatsNonTestés, et nous testons s’il est déjà dans ÉtatsTestés.
D’après A˚, le poids estimé d’un nœud est défini comme la somme du poids des
opérations depuis la source, plus une estimation des opérations restantes pour atteindre
une matrice MDS.
Notons que plusieurs chemins dans l’arbre peuvent amener au même état. C’est pourquoi,
lorsque nous choisissons un nœud, nous testons d’abord s’il appartient déjà à ÉtatsTestés.
Comme nous ouvrons les nœuds par ordre de poids estimé et que l’heuristique pour le
poids restant vérifie (expérimentalement) la condition de monotonie, la première fois que
nous évaluons un nœud correspond à une implémentation optimale.
8. Si cela devait arriver, nous aurions uniquement à évaluer le nœud une deuxième fois.
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3.3.3.1 Réduction de l’espace de recherche
Afin de réduire le temps et la mémoire consommés par notre recherche, nous avons
développé des optimisations pour réduire le branchement pendant la construction de
l’arbre.
Tout d’abord, nous notons que permuter les entrées ou les sorties d’un circuit n’affecte
ni son coût, ni la propriété MDS. De ce fait, nous considérons que les matrices sont
équivalentes à réordonnancement près des entrées et sorties. En pratique, nous associons à
chaque matrice un identifiant unique à réordonnancement près des mots d’entrée/sortie :
nous considérons toutes les permutations des lignes et des colonnes, et nous utilisons pour
identifiant la plus grande matrice (pour un certain ordre). En particulier, la structure
ÉtatsTestés est remplacée par un ensemble d’identifiants IDsTestés. À chaque fois que
nous tirons un nœud dans ÉtatsNonTestés, nous calculons son identifiant, et nous testons
s’il est déjà présent dans IDsTestés.
Nous limitons aussi l’utilisation des opérations de copie, et nous considérons après une
copie uniquement les circuits dont l’opération suivante est soit un application linéaire soit
un XOR qui écrase la valeur copiée. Ceci ne limite pas l’ensemble des états atteignables
(les circuits peuvent tous être réécrits pour respecter cette restriction), mais elle limite
le branchement à chaque étape. Additionnellement, après une opération de copie, nous
testons si le circuit est toujours injectif, et nous arrêtons l’exploration s’il ne l’est pas. En
effet, une matrice MDS est nécessairement injective, et toutes les étapes intermédiaires
doivent aussi être injectives.
Enfin, nous mettons des limites au coût et à la profondeur des circuits considérés, afin
de ne pas générer des nœuds trop coûteux. Lorsque nous cherchons des matrices MDS de
coût minimal, nous répétons l’algorithme en augmentant itérativement les limites, jusqu’à
ce que la recherche réussisse avec le coût possible minimal.
L’algorithme résultant est donné en Algorithme 1.
Choix des coûts des opérations. Notre algorithme permet de travailler avec des coûts
variables pour chaque opération, et bien choisir ces paramètres de coût est essentiel. Nous
avons considéré le coût d’une copie à 0 (en matériel, il ne s’agit que de fil), et le coût de α
à 1 (pour unxor binaire par défaut). Le coût d’un XOR mot-à-mot a été laissé variable,
mais nous l’avons généralement considéré de coût 8 (i.e. 8 fois plus coûteux que α, ce qui
correspond par exemple au cas de F82 avec α une multiplication par un élément primitif)
ou un coût du XOR à 2 (coût minimal pour rester supérieur à α, pour des raisons de
performances).
Pour ce qui est de la profondeur, nous considérons dans l’algorithme que les XOR et
les opérations α sont de profondeur 1.
3.3.4 Extensions
Par-dessus l’algorithme principal, nous avons ajouté quelques extensions. Il s’agit
d’extensions de l’ensemble des opérations, ce qui élargit la classe des matrices que nous
considérons. Bien évidemment, une plus grande classe veut dire plus de matrices à tester, et
donc nous pouvons trouver de nouvelles (et parfois meilleures) matrices, mais l’algorithme
demande aussi plus de ressources. Ces extensions peuvent être utilisées séparément, mais
des combinaisons sont possibles (en gardant à l’esprit que les extensions coûtent cher en
performances ; en particulier, il n’est pas question d’utiliser toutes les extensions en même
temps). Les premières extensions ajoutent des registres supplémentaires, tandis que les
autres mettent à disposition plusieurs applications linéaires plutôt qu’un seul.
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Algorithm 1 Algorithme pour chercher des circuits MDS.
1: function Trouver MDS
Entrée : POIDS_MAX, PROFONDEUR_MAX,poids des opérations.
2: Sortie : Toutes les matrices MDS de poids inférieur ou égal à POIDS_MAX.
3: IDsTestés Ð NULL
4: ÉtatsNonTestés Ð Identité
5: PoidsCourant Ð 0
6: for état P ÉtatsNonTestés avec état.poids “ PoidsCourant do
7: if TestedIDs.contient(state.ID) then
8: continue
9: if état.estMDS() then
10: état.affiche)
11: continue Ź Les fils sont équivalents ou de plus grand poids.
12: état.génèreEnfants(ÉtatsNonTestés)
13: if {ÉtatsNonTestés avec PoidsCourant} “ H then
14: PoidsCourant Ð PoidsCourant + 1
return
15: function état.génèreEnfants(ÉtatsNonTestés)
16: for op P ensembleOp do
17: étatFils Ð état.ajouteOp(op)
18: if étatFils.poids ą POIDS_MAX ou étatFils.profondeur ą
PROFONDEUR_MAX then
19: continue




23: function état.affiche Affiche l’état comme une matrice, donne son poids et ses
opérations.
24: function état.estMDS Teste si la fonction est MDS en calculant les déterminants de
ses sous-matrices carrées.
25: function état.nonInjectif Teste si la fonction est injective en calculant son déter-
minant (il y a des subtilités car certains mots sont éliminés à la fin).
26: function état.ajouteOp(op, origine, destination) Renvoie l’état fils à partir de
l’état père et d’une nouvelle opération. Calcule le poids de l’enfant.
3.3.4.1 Registres additionnels en lecture (RO_IN).
La première extension ajoute des registres d’entrée supplémentaires pour stocker les
k mots d’entrée (k nouveaux registres pour une matrice de taille k). Afin de limiter le
facteur de branchement, ces registres sont en lecture seulement : ils peuvent être utilisés en
entrée d’une opération XOR ou d’une copie, mais ne sont jamais modifiés. En particulier,
avec cette extension, l’état complet est toujours injectif.
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3.3.4.2 Utilisation de α´1 (INV).
Lorsque nous instancions α avec un application linéaire concret, nous choisissons généra-
lement la matrice compagnon d’un polynôme creux (ou de manière équivalente, un LFSR)
pour son faible coût en xors. Ceci implique que α´1 a aussi un coût en xors faible [BKL16],
ce qui rend l’utilisation de α´1 intéressante. C’est pourquoi nous permettons de l’ajouter à
l’ensemble des opérations. Ceci restreint les instanciations au choix d’applications linéaires
inversibles, mais nous pouvons tout de même calculer les mineurs en tant que polynômes
en α et α´1, et il existe des instanciations MDS si et seulement si tous mes mineurs sont
des polynômes non-nuls (Voir section 3.5).
3.3.4.3 Utilisation de petites puissances de α (MAX_POW).
Lorsque α est instanciée par la matrice compagnon d’un polynôme creux, α2 a aussi
un faible coût en xors, et il est donc intéressant de considérer les petites puissances de α
(en particulier α2) comme des opérations supplémentaires.
Combinée à l’extension INV, les petites puissances de α´1 (e.g. α´2) sont aussi ajoutées.
3.3.4.4 Hypothèse d’opérations linéaires indépendantes (INDEP).
De façon générale, nous pouvons supposer que toutes les opérations linéaires sont
indépendantes, et écrire les coefficients de la matrice comme des polynômes multivariés
en α, β, γ,. . . Chaque opération linéaire est utilisée une seule fois, ce qui fait que les
polynômes sont de degré au plus un en chaque variable. De plus, nous supposons que tous
ces applications linéaires commutent afin de pouvoir tester efficacement la propriété MDS.
En pratique, nous instancions α, β, γ,. . . en tant que puissances d’un seul application
linéaire, mais l’espace de recherche est plus petit avec cette extension qu’avec INV et MAX_POW
car nous ne considérons qu’un seul application linéaire à chaque étape de l’algorithme.
Pour des raisons d’implémentation, notre code est limité à trois opérations linéaires
dans ce cas (pour plus de détails, voir la section 3.3.5).
3.3.5 Choix d’implémentation
Mémoire. Dans le cadre de l’implémentation de cet algorithme, le défi principal est de
gérer la mémoire. En effet, l’algorithme génère un arbre gigantesque. Chaque nœud ne
consomme que très peu de mémoire (de l’ordre de 768 bits), mais le nombre de nœuds
augmente exponentiellement en la taille de l’ensemble des opérations. Comme on le voit à
la table 3.4, le programme requiert des centaines de gigaoctets de mémoire pour trouver
des matrices 4 ˆ 4, et encore plus avec certaines extensions 9.
Pour réduire la mémoire requise, nous ne stockons que le nombre minimal d’informations
dans chaque nœud (son père et la dernière opération), et nous recalculons toutes les autres
propriétés (e.g. la représentation matricielle et l’identifiant) lorsque nous en avons besoin.
Ceci permet d’échanger du temps pour de la mémoire.
Test MDS. Pour tester si un nœud correspond à une matrice MDS, il nous faut construire
la matrice et calculer ses mineurs. Comme mentionné auparavant, les éléments de la
matrice sont des polynômes dans F2rαs. L’implémentation vide correspond à l’identité avec
des colonnes à zéro additionnelles, 10 et nous appliquons chaque opération aux colonnes
de la matrice pour construire la matrice d’une implémentation donnée : la copie et le
9. Concrètement, le facteur limitant de l’algorithme est la mémoire. Avec plus de mémoire, nous aurions
pu mener ces recherches plus loin.
10. Avec k “ 3 et 4 registres, nous partons de
”
1 0 0 0
0 1 0 0
0 0 1 0
ı
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XOR correspondent aux mêmes opérations, là où l’opération linéaire α correspond à
multiplier le polynôme par α.
Dans notre implémentation, nous stockons un polynôme comme un champ de bits, où
chaque bit correspond à un coefficient du polynôme. En particulier, la multiplication par
α correspond à un simple décalage des bits, et l’instruction de multiplication sans retenue
des processeurs x86 récents (pclmulqdq) correspond à la multiplication de deux polynômes
de degré 64 (avec une sortie de degré 128).
En pratique, nous construisons la matrice en utilisant des mots de 32 bits (i.e. des
polynômes de degré au plus 32), et le déterminant de la matrice complète est considéré
comme un polynôme de degré au plus 128 (notre code ne supporte que des matrices de
taille k ď 4). Nous calculons les mineurs avec l’expansion de Laplace, car les mineurs
d’ordre petit doivent être calculés de toute manière.
Avec l’extension INV. Avec l’extension INV, il nous faut gérer des opérations α´1 dans
le circuit. Ainsi, les coefficients de la matrice sont des polynômes en des puissances à la
fois positives et négatives de α (des polynômes de Laurent). Pour notre implémentation,
nous supposons que les polynômes ne contiennent que des termes entre α´16 et α15, et
nous les stockons décalés de 16 bits, i.e. multipliés par α16. En particulier, tout le code
qui teste la propriété MDS reste valide en travaillant avec ces polynômes décalés.
Avec l’extension INDEP. Avec l’extension INDEP, il nous faut gérer trois applications
linéaires α, β et γ, et les coefficients de la matrice sont des polynômes multivariés dans
F2rα, β, γs. Comme expliqué précédemment, nous supposons que chaque opération linéaire
n’est utilisée qu’une fois, ce qui fait que les coefficients de la matrice sont de degré au plus
un en chaque variable. Pendant le calcul des déterminants, il nous faut multiplier au plus k
coefficients, donc les termes sont de degré au plus k en chaque variable. C’est pourquoi nous
pouvons utiliser un encodage en tant que polynômes univariés en X, où α est encodé en X,
β en Xk`1, γ en Xk`1
2
et ainsi de suite. Avec cet encodage, il n’y a pas d’ambiguïté pour
représenter les termes de degré au plus k en chaque variable, et la multiplication de deux
polynômes univariés correspond à multiplier les polynômes multivariés correspondants.
En termes d’implémentation, ceci signifie que α correspond à un décalage de 1 bit, β
de k ` 1 bits, γ de pk ` 1q2 bits. . . Le reste de l’implémentation reste inchangée, et le code
qui teste la propriété MDS reste valide avec cette représentation. Avec k “ 4, la matrice
contient des termes jusqu’à αβγ, encodés en X ¨ X5 ¨ X25 “ X31 et ils tiennent tous sur
des mots de 32 bits.
3.4 Résultats formels
Nous avons lancé l’algorithme pour k “ 3 et k “ 4, en utilisant plusieurs ensembles
d’extensions.
Les résultats pour k “ 3 ont été obtenus en quelques microsecondes sur un ordinateur
portable commun. Ils sont résumés à la table 3.3. La matrice la moins coûteuse, M5,13,4 ,
utilise 5 XORs sur Fk2 plus 1 opération linéaire
11. Ce coût est notoirement inférieur au
coût minimum de 6 XORs pour une implémentation naïve. À profondeur minimale (i.e.
profondeur 2), notre meilleur résultat, M6,33,2 , prend 6 XORs sur F
k
2 plus 3 opérations
linéaires, ce qui n’est pas mieux qu’une implémentation naïve.
Pour k “ 4 en revanche, les besoins en mémoire sont immenses : certains tests n’ont
pas pu être effectués car ils demandent plus de 2.5TB de mémoire. Nous avons utilisé
une machine avec 4 CPUs Intel Xeon E7-4860 v2 (48 cœurs au total) à une fréquence
11. Notez la notation M5,1
3,4 , qui signifie matrice 3 ˆ 3 de profondeur 4, utilisant 5 XORs et 1 opération
linéaire.
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de 2.60GHz, avec un total de 2.5TB de RAM. Nous avons parallélisé le code et aucun
des tests n’a pris plus de 24h en temps réel (ceux qui auraient pris plus de temps sont
arrivés à court de mémoire au préalable). Nous notons que paralléliser le code est plutôt
simple, puisque nous n’avons à partager que les structures qui stockent les états testés et
non-testés. Les résultats les plus intéressants sont résumés à la table 3.4. La matrice la
moins coûteuse, M8,34,6 , requiert 8 XORs sur F
k
2 et 3 opérations linéaires. À profondeur 3,
notre meilleur résultat, M9,54,3 , prend 9 XORs sur F
k
2 et 5 opérations linéaires. Ces deux
résultats sont significativement moins chers que le minimum de 12 XORs requis par une
implémentation naïve.
Nous remarquons que nous avons en quelque sorte atteint les limites, puisque lancer
l’algorithme avec k “ 4 pour trouver des circuits de profondeur 6 à un coût moindre
que la solution donnée dans la table n’a pas donné de résultats et a consommé 2.4TB de
mémoire (en utilisant les extensions RO_IN et INDEP). De façon similaire, nous n’avons pas
pu trouver de circuit de profondeur 3 moins coûteux que celui donné, bien que nous ayons
lancé l’algorithme avec diverses extensions et limites.
Ces résultats sont des matrices formelles : l’instanciation sur F42 et F
8
2 est discutée en
section 3.5. Les figures des circuits sont données en section 3.7 (certains circuits ont été
réécrits pour les rendre plus lisibles).
Implémentation de la matrice inverse. Lorsque nous implémentons l’inverse d’un chif-
frement de type SPN, l’inverse de la matrice MDS est requise, et les matrices dont l’inverse
peut aussi être implémentée efficacement sont les plus désirables. En particulier, un grand
nombre de chiffrements à bas coût utilisent des matrices involutives, afin que la même implé-
mentation puisse être utilisée pour le chiffrement et le déchiffrement. Notre algorithme de
recherche ne nous permet pas de chercher spécifiquement des matrices involutives (ou même
des matrices faciles à inverser), mais plusieurs de nos résultats ont une implémentation de
l’inverse efficace.
En vérité, la plupart des matrices dans la table sont faciles à inverser car leurs registres
additionnels ne servent qu’à construire des opérations du type Feistel (ce qui n’est pas le
cas en général). En termes de coût d’implémentation, il est vrai que l’inverse d’une matrice
a le même coût d’implémentation que la matrice directe. En termes de profondeur, en
revanche, il n’y a pas de conservation entre la matrice et son inverse.
3.4. Résultats formels 131
Table 3.3 – Matrices MDS 3 ˆ 3 optimales (tous les résultats sont obtenus en moins d’une
seconde, la mémoire est donnée en MB), où Prof. est la profondeur et Ext. est le choix
d’extensions nécessaire à obtenir le résultat.
Prof. Coût Ext. Mémoire M Fig.










































figures 3.1 et 3.2 12. M8,34,5 est de profondeur 5 et coûte 9 XORs et 3 opérations linéaires.




2 et son inverse
ont la même profondeur (en plus du même coût). Par contre, sur F42, l’instanciation de
M
8,3








utilise A4, A´14 et A
´2
4 , données par :
A4 “
„
0 0 0 1
1 0 0 1
0 1 0 0




1 1 0 0
0 0 1 0
0 0 0 1




0 0 1 0
0 0 1 1
1 0 0 1




1 1 1 0
0 0 0 1
1 0 0 0
1 1 0 0

A4 et A´14 ont même coût et même profondeur, mais A
2
4 ne peut s’implémenter qu’avec
2 itérations de A4, donc une implémentation de profondeur 2, alors que A´24 possède une
implémentation de profondeur 1. En résumant, sur F42, M
8,3
4,5 et son inverse ont le même




est de profondeur 5.
Additionnellement, notons que certaines matrices sont presque involutives. En particu-















, qui peut à l’évidence être calculée par
le même circuit avec un simple croisement de fils supplémentaire.
Détails sur les tables. Tous les résultats donnés supposent que la profondeur de α, β et
γ est 1.
Les matrices données dans ces tables sont des exemples. Notre intention n’était en rien
d’être exhaustifs dans cette table, l’algorithme donne bien d’autres matrices formelles.
De la structure des circuits résultants. Bien que nous n’ayons trouvé que peu de
structure dans les résultats, il peut être intéressant de noter que plusieurs circuits prennent
la forme de réseaux de Feistel généralisés (comme définis originellement dans [Nyb96] en
s’appuyant sur les travaux de Feistel, et étudiés dans de nombreux travaux depuis), à
savoir les figures 3.8, 3.10, 3.13, 3.14 et 3.15.
Nous souhaitons souligner que les figures données en section 3.7 ont été intensément
retouchées après la sortie de l’algorithme. Nous avons réordonné les variables d’entrée et
de sortie, ainsi que certaines opérations qui commutent, afin de rendre les figures plus
lisibles et de mettre en avant la structure.
12. Notez que les figures données en section 3.7 ont été réarrangées en permutant les variables d’entrée
et de sortie.
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En plus de cela, lorsque c’était possible, nous avons remplacé l’utilisation d’un registre
additionnel par une opération de type Feistel pour faciliter la lecture.
Précisons à nouveau qu’il ne s’agit que d’exemples des sorties de l’algorithme.
Notons aussi que certaines matrices peuvent être construites par plusieurs circuits aux
propriétés différentes : Les figures 3.8 et 3.9 sont identiques à réordonnancement près des
sorties, mais offrent un compromis entre le coût d’implémentation et la profondeur.
3.5 Instanciation des résultats formels
3.5.1 Caractérisation des instanciations MDS
Une fois que nous avons une matrice formelle M en α avec tous les mineurs des
polynômes non-nuls, nous pouvons chercher des choix concrets de α qui donnent une
implémentation peu coûteuse et qui donnent une fonction linéaire de facteur de branchement
maximal. Pour une matrice donnée A P MnpF2q, nous pouvons construire MpAq en





facteur de branchement maximal. Comme établi en section 3.1.1.2, la fonction linéaire est
de facteur de branchement maximal si et seulement si ses sous-matrices carrées en suivant
les blocs de taille n ˆ n sont non-singulières. De plus, puisque tous les blocs sont des
polynômes en A, ils commutent, et nous pouvons calculer les déterminants par blocs [Sil00].
En effet, avec I, J des sous-ensembles des lignes et des colonnes, et mI,J “ detF2rαspM|I,J q
le mineur correspondant dans F2rαs, nous avons :
detF2 pMpAq|I,J q “ detF2 pdetMnpF2qpMpAq|I,J qq “ detF2 pmI,J pAqq.
Ainsi, MpAq est MDS si et seulement si tous les mI,J pAq (les mineurs formels évalués en
A) sont non-singuliers.
Finalement, en posant µA le polynôme minimal de A (un polynôme de degré minimal
tel que µApAq “ 0), nous avons pour A la caractérisation suivante :
Proposition 3.1. Soit M P MkpF2rαsq une matrice formelle, de mineurs formels mI,J ,
et A P MnpF2q un application linéaire.
Alors MpAq est MDS si et seulement si µA est premier avec tous les mineurs formels
mI,J .
Démonstration. Si pgcdpµA, mI,J q “ 1, alors il existe deux polynômes u, v tels que uµA `
vmI,J “ 1 par l’identité de Bezout. En particulier
upAqµApAq ` vpAqmI,J pAq “ vpAqmI,J pAq “ 1,
donc mI,J pAq est non-singulière. Si cela est vrai pour tout mI,J alors MpAq est MDS.
Réciproquement, supposons qu’il existe I, J tels que p “ pgcdpµA, mI,J q est non-
constant. Alors ppAq doit être singulière (sinon on a µA “ pq avec qpAq “ 0 ce qui contredit
la définition du polynôme minimal µA). Ainsi, mI,J pAq est aussi singulière et MpAq n’est
pas MDS.
En particulier, si tous les mineurs sont de degré strictement inférieur à n, et si π est
un polynôme irréductible de degré n, alors nous pouvons utiliser la matrice compagnon de
π pour A, et ceci donne une matrice MDS MpAq. Dans ce cas, A correspond en fait à la
multiplication dans le corps fini. Plus généralement, nous pouvons utiliser cette construction
même si π n’est pas irréductible. Tant que π est premier avec tous les mineurs formels
mI,J , la matrice résultante MpAq sera MDS. En termes de coût d’implémentation, choisir
un trinôme pour π résultera en une implémentation optimale pour l’évaluation de A : une
seule portexor et des croisements de fils en matériel, ou un décalage et un xor conditionnel
en logiciel.
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3.5.2 Avec l’inverse
Lorsque nous utilisons aussi l’inverse de α pour construire la matrice M , les coefficients
de la matrice, et les mineurs formels mI,J , seront des polynômes de Laurent dans F2rα, α´1s
plutôt que de simples polynômes. Afin d’instancier de telles matrices M , il nous faut utiliser
une matrice A non-singulière, et nous avons toujours la propriété que MpAq est MDS
si et seulement si tous les mI,J pAq sont non-singuliers. De plus, nous pouvons écrire
mI,J “ m̃I,J ˆ αzI,J avec m̃I,J un polynôme (zI,J est choisi pour minimiser le degré de
m̃I,J ), et mI,J pAq est non-singulier si et seulement si m̃I,J pAq est non-singulier, car A est
nécessairement non-singulière. De ce fait, nous pouvons toujours caractériser la propriété
MDS en se basant sur le polynôme minimal µA : MpAq est MDS si et seulement si µA est
premier avec tous les m̃I,J .
3.5.3 Avec des multiplications indépendantes.
Lorsque nous utilisons l’extension qui donne des multiplications indépendantes, le
résultat est une matrice formelle à coefficients dans F2rα, β, γs, dont les mineurs sont des
polynômes non-nuls dans F2rα, β, γs. Puisque les calculs des polynômes ne font de sens
que lorsque α, β et γ commutent, nous les instancierons avec des applications linéaires
qui commutent. Si nous utilisons les applications A, B et C avec AB “ BA, AC “ CA,
BC “ CB, les polynômes évalués en A, B, C commutent, et MpA, B, Cq est MDS si et
seulement si tous les mI,J pA, B, Cq (les mineurs formels évalués en A, B, C) sont non-
singuliers.
En particulier, si nous voulons instancier α, β et γ en tant que puissances d’un même
application linéaire A, nous pouvons utiliser les résultats précédents pour caractériser les
applications A qui donnent une matrice MDS à partir de leur polynôme minimal.
3.5.4 Instanciations à faible coût en xors
En pratique, nous voulons choisir A tel que MpAq soit MDS, et A ait aussi un faible
coût d’implémentation. En suivant les résultats de Beierle, Kranz et Leander [BKL16],
nous savons que la multiplication par un élément u dans F2n peut être implémentée avec
un seulxor binaire si et seulement si le polynôme minimal de u est un trinôme de degré n.
De plus, leur preuve peut être généralisée au cas d’applications arbitraires A dans MnpF2q,
avec le résultat suivant : si A peut être implémenté avec un seulxor binaire, alors soit A
est singulière (i.e. α|µA), soit A ` 1 est singulière (i.e. pα ` 1q|µA), soit µA est un trinôme
de degré n.
Comme toutes les matrices que nous listons dans les tables 3.3 et 3.4 ont α et α ` 1
pour mineurs, les seuls candidats intéressants avec un décompte de xors égal à 1 sont
les matrices dont le polynôme minimal est un trinôme de degré n. C’est pourquoi nous
concentrons nos recherches sur les matrices compagnons de trinômes. (Pour un trinôme
t donné, il y a beaucoup de matrices différentes avec un décompte de xors égal à 1 et t
comme polynôme minimal, mais elles sont soit toutes MDS, soit toutes non-MDS, du fait
de la proposition 3.1.)
3.5.5 Choix concrets d’instanciations
Nous instancions maintenant les matrices de la table 3.1. Nous définissons A8 la matrice




0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0







0 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
fi
ffiffifl
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Similairement, nous définissons A4 la matrice compagnon de X4 ` X ` 1 sur F2 ; A´14 a
pour polynôme minimal X4 ` X3 ` 1 :
A4 “
„
0 0 0 1
1 0 0 1
0 1 0 0




1 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

Bien que ce ne soit pas le cas de manière générale, pour les matrices de la table 3.1,
A8, A4, A´18 et A
´1




Les trinômes et leurs factorisations sont
X8 ` X ` 1 “ pX2 ` X ` 1qpX6 ` X5 ` X3 ` X2 ` 1q,
X8 ` X2 ` 1 “ pX4 ` X ` 1q2,
X8 ` X3 ` 1 “ pX3 ` X ` 1qpX5 ` X3 ` X2 ` X ` 1q,
X8 ` X4 ` 1 “ pX2 ` X ` 1q4,
X8 ` X5 ` 1 “ pX3 ` X2 ` 1qpX5 ` X4 ` X3 ` X2 ` 1q,
X8 ` X6 ` 1 “ pX4 ` X3 ` 1q2,
X8 ` X7 ` 1 “ pX2 ` X ` 1qpX6 ` X4 ` X3 ` X ` 1q.
En particulier, il y a seulement 2 trinômes qui se factorisent en polynômes de
degré 4 : X8 ` X2 ` 1 “ pX4 ` X ` 1q2 et X8 ` X6 ` 1 “ pX4 ` X3 ` 1q2.




2 2 3 1
1 3 6 4
3 1 4 4
3 2 1 3
fi
ffiffifl sont
t1, X, X `1, X2, X2 `1, X2 `X, X2 `X `1, X3, X3 `1, X3 `X, X3 `X `1, X3 `
X2 ` 1, X3 ` X2 ` X, X3 ` X2 ` X ` 1u
dont les facteurs sont
tX, X ` 1, X3 ` X ` 1, X2 ` X ` 1, X3 ` X2 ` 1u .
Aucun n’est de degré plus grand que 3, aussi ils sont tous premiers à la fois avec
X8 ` X2 ` 1 et X8 ` X6 ` 1. Sélectionner soit α “ A8, soit α “ A´18 donne donc
une matrice MDS sur F82. De plus, choisir A
´1
8 permet de réduire la profondeur à 5,
car A´2 peut être implémentée à profondeur 1. Une implémentation complète est
donnée en section 3.8.2.




5 7 1 3
4 6 1 1
1 3 5 7
1 1 4 6
fi
ffiffifl sont
tX, X ` 1, X3 ` X ` 1, X2 ` X ` 1, X3 ` X2 ` 1, X4 ` X3 ` 1u .
L’unique facteur de degré 4 est X4 ` X3 ` 1, donc il y a au moins un mineur qui
n’est pas premier avec X8 ` X6 ` 1, mais ils sont tous premiers avec X8 ` X2 ` 1.
Sélectionner α “ A8 donne ainsi une matrice MDS sur F82.
Les autres résultats sont obtenus de façon similaire.
3.5.5.1 Instanciation de M8,3
4,5 “
«
β 1 β`1 1
γ α γ α`γ
γ α`1 γ`1 α`γ`1
β`γ 1 β`γ`1 γ`1
ff
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Suivant la section 3.5.3, nous instancions tous les applications linéaires en tant que
puissances d’un unique α. En utilisant le code sage donné en section 3.8.1, nous trouvons
que fixer β “ α´1 et γ “ α2 donne toujours une matrice MDS. Les facteurs des mineurs
des matrices résultantes sont :
X, X ` 1, X2 ` X ` 1, X3 ` X ` 1, X3 ` X2 ` 1, X4 ` X ` 1
Le seul facteur de degré 4 est X4 ` X3 ` 1, donc α “ A´1 donne une matrice MDS sur F82.
3.6 Conclusion sur les constructions de matrices de diffu-
sion à bas coût
Tout comme les travaux de [Kra+17], nos résultats montrent que l’optimisation globale
d’une matrice MDS est bien plus puissante que l’optimisation locale des coefficients. De
plus, notre approche permet de trouver de nouvelles matrices MDS optimisées pour une
implémentation globale à bas coût, alors que les straight line programs de [Kra+17] ne
peuvent que trouver une bonne implémentation d’une matrice donnée. Comme le montre
la table 3.1, notre approche amène des résultats meilleurs encore. En particulier, nous
donnons une matrice 4 ˆ 4 MDS avec des mots de taille 8 bit, de décompte de xors 67,
alors que le meilleur résultat précédent était 72.
Qui plus est, notre approche peut prendre en compte la profondeur des circuits. Lorsque
nous considérons des résultats à profondeur 3 (la profondeur minimale atteignable), nous
avons encore des matrices MDS avec un décompte de xors de seulement 77, ce qui est
compétitif par rapport aux résultats des optimisations par straight line programs.
Enfin, nous avons essayé d’optimiser nos résultats en y appliquant des outils de synthèse
de circuit, et de straight line programs sur les matrices binaires correspondantes, mais ces
approches n’ont pas donné de meilleurs circuits (cf. table 3.5).
Recherche de matrices presque-MDS. Les travaux présentés dans ce chapitre se concentrent
sur la recherche de matrices MDS, or il peut être plus adapté de choisir des matrices
presque-MDS (de facteur de branchement différentiel et linéaire k pour une matrice k ˆ k)
suivant le cas d’usage (cf. [Kho+14]). À la suite d’une suggestion de Gregor Leander, nous
avons adapté notre algorithme pour chercher des matrices presque-MDS.
Deux modifications s’imposent : changer le test pour arrêter l’algorithme lorsqu’on
détecte une matrice presque-MDS (et non plus MDS) et adapter l’heuristique A˚.
Par contrainte de temps, nous d’avons pas adapté A˚, et l’avons simplement désactivé.
Tester si une matrice est presque-MDS rapidement demande une caractérisation des
matrices presque-MDS, nous utilisons la suivante : une matrice k ˆ k est presque-MDS
si pour tout b, 1 ď b ď k ´ 1, toute sous-matrice rectangulaire b ˆ pb ` 1q ou pb ` 1q ˆ b
est de rang b. Ceci se calcule directement à partir des mineurs de taille b ˆ b pour tout b,
1 ď b ď k ´ 1, tout comme le test MDS.
Les résultats que nous avons obtenus ne sont malheureusement pas surprenants. En







qui s’implémente sans difficulté à profondeur 1 avec 3 XORs sur les mots 13. En taille 4 ˆ 4,
le meilleur résultat est une matrice bien connue,
„
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

,
13. Chaque mot de sortie est le XOR de 2 mots d’entrée.
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qui peut s’implémenter à profondeur 3 avec 6 XORs tel que le montre la figure 3.3a. Une
implémentation à profondeur 2 existe (et nous a été mentionnée par Eli Biham), qui utilise
2 registres supplémentaires comme le montre la figure 3.3b.
Ceci permet de donner l’écart entre la meilleure matrice MDS connue et la meilleure
matrice presque-MDS connue.
Notons que la recherche est significativement plus rapide et moins coûteuse en mémoire
que celle des matrices MDS, aussi il paraît envisageable de trouver les meilleures matrices
presque-MDS de taille 5 ˆ 5. Nous avons tenté cette recherche, mais l’algorithme ne
trouve pas de telle matrice tel quel 14. En revanche, en adaptant l’heuristique A˚ au cas
presque-MDS plutôt que de la désactiver, il paraît envisageable de pousser plus loin ces
recherches.
x0 x1 x2 x3
Figure 3.3(a): Matrice 4 ˆ 4
presque-MDS à profondeur 3.
x0 x1 x2 x3
Figure 3.3(b): Matrice 4 ˆ 4 presque-MDS à profondeur 2.
3.7 Résultats en figures
3.7.1 Matrices formelles de taille 3 ˆ 3
3.7.2 Matrices formelles de taille 4 ˆ 4
14. Nous avons pu tester pour des circuits jusqu’à 12 XORs.
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x0 x1 x2
α
Figure 3.4 – Matrice MDS 3 ˆ 3 de profon-








Figure 3.5 – Matrice MDS 3 ˆ 3 de profon-










Figure 3.6 – Matrice MDS





x1 x2 x3x1 x2 x3
α α α
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Figure 3.8 – Matrice MDS 4 ˆ 4 de profon-
deur 6 : M8,34,6 “
„
3 1 4 4
1 3 6 4
2 2 3 1
3 2 1 3





Figure 3.9 – Matrice MDS 4 ˆ 4 de profon-
deur 5 : M9,34,5 “
„
2 2 3 1
1 3 6 4
3 1 4 4
3 2 1 3

x0 x1 x2 x3
βγ α
Figure 3.10 – Matrice
MDS 4 ˆ 4 de pro-
fondeur 5 : M8,34,5 “«
α α`γ γ γ
1 γ`1 γ`β γ`β`1
1 1 β β`1
α`1 α`γ`1 γ γ`1
ff




Figure 3.11 – Matrice MDS





1 2 4 3
2 3 2 3
3 3 5 1
3 1 1 3

x0 x1 x2 x3
α γ
β
Figure 3.12 – Matrice MDS





α`1 α γ`1 γ`1
β β`1 1 β
1 1 γ γ`1
α α`1 γ`1 γ
ff
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x0 x1 x2 x3
α α
α2 α2
Figure 3.13 – Matrice MDS 4 ˆ 4 de pro-
fondeur 4 : M8,44,4 “
„
5 7 1 3
4 6 1 1
1 3 5 7
1 1 4 6

avec α “ 2.
x0 x1 x2 x3
α α
α2 α2
Figure 3.14 – Matrice MDS 4 ˆ 4 de pro-
fondeur 4 : M8,44,4
1 “
„
6 7 1 5
2 3 1 1
1 5 6 7
1 1 2 3

avec α “ 2
(α Ø α2 is also MDS).








3 2 1 3
2 3 1 1
1 3 6 4
1 1 4 6

avec α “ 2
(α Ø α2 is also MDS).




Figure 3.16 – Matrice MDS 4 ˆ 4 de profon-
deur 3 : M9,54,3 “
«
α`α´1 α 1 1
1 α`1 α α´1
1`α´1 1 1 1`α´1
α´1 α´1 1`α´1 1
ff
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3.8 Code utile
3.8.1 Code sage
Le programme sage suivant permet d’instancier les constructions de la section 3.5.
R.<a,b,c> = PolynomialRing(GF(2))
















can_invert = lambda m: m.is_invertible() \
if hasattr(m,"is_invertible") \
else not m.is_zero()
all_minors = lambda M : [ m for k in range (M.nrows()) \
for m in M.minors(k+1) ]
minors_factor = lambda M : { p for m in all_minors(M) \
for p,_ in factor(m)}
is_MDS = lambda M : all(can_invert(m) for m in all_minors(M))
print is_MDS(M)
MS = MatrixSpace(GF(2),8,8)
MS.is_field = lambda proof=True: False







La meilleure matrice MDS 4 ˆ 4 obtenue sur des mots de 8 bits peut être implémentée
en 67 xors binaires. Nous l’obtenons à partir de M8,34,6 avec α “ A8. Ceci correspond à la
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A8 A8 A8 ‘ I I
I A8 ‘ I A28 ‘ A8 A28
A8 ‘ I I A28 A28






0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 0 0 0 0 1 1 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0
0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1
0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
0 1 1 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 1
0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1
fi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
Le code C suivant permet d’implémenter cette matrice. Les décalages dans la figure sont
implicites dans ce code, et la fonction linéaire LIN correspond à A8. Les autres matrices
peuvent être implémentées de façon similaire.
#define ROT(x) (((x)>>7) | ((x)<<1))
#define LIN(x) (ROT(x) ^ (((x&0x80)>>5)))
uint32_t MDS(uint32_t x) {










return ((((((uint32_t)c<<8) | b)<<8) | a)<<8) | d;
}
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3.9 Application des outils d’optimisation sur nos meilleurs
résultats
Nous avons tenté d’optimiser nos meilleurs résultats en utilisant les outils d’optimisation
de matrices de [BP10] et de [Paa97] en adaptant le code de [Kra+17], et d’optimisation de
circuits Yosys. Les résultats sont donnés en table 3.5.
Notons que Yosys part d’un circuit, et tente donc d’optimiser nos circuits, alors que les
autres outils partent d’une matrice (et ne peuvent donc pas réutiliser nos circuits).
Dans tous les cas, ces outils d’optimisation cherchent des circuits qui ne font pas partie
de notre espace de recherche, à savoir des circuits utilisant des opérations binaires plutôt
que des opérations sur des mots. Surprenamment, même en autorisant ces opérations
binaires, aucun de ces outils n’est capable d’améliorer nos résultats d’implémentation.
Ici, nous avons testé toutes les matrices que nous donne l’algorithme lorsque plusieurs
matrices optimales étaient trouvées. Nous ne donnons dans la table que les résultats pour
celles citées dans la table 3.4, mais les résultats sont similaires pour les autres matrices
trouvées par l’algorithme.
Table 3.5 – Instanciation de certains de nos résultats et comparaison de nos circuits avec
plusieurs outils d’optimisation : Yosys et les heuristiques de [BP10] et [Paa97] (avec une
limite de 3 heures). Nous donnons le nombre de xors et la profondeur du circuit.
Matrix Inst. Nôtre Yosys BP Paar1 Paar2 Naïve
M
9,3
4,5 α “ A4 39/5 35/5 38/7 46/4 45/5 87/4
M
9,3
4,5 α “ A´14 39/5 36/5 40/4 46/4 46/4 77/3
M
8,3
4,6 α “ A4 35/5 35/5 38/7 46/4 45/5 87/4
M
8,3
4,6 α “ A´14 35/6 35/5 40/4 46/4 46/4 77/3
M
8,3
4,5 α “ A´14 , β “ A4, γ “ A´24 36/6 36/6 40/6 48/4 47/4 99/4
M
9,4
4,4 α “ A4 40/4 39/4 41/9 49/5 47/5 94/4
M
9,3
4,4 α “ A4, β “ A´14 , γ “ A24 40/4 40/4 40/7 45/4 43/4 93/4
M
8,4










α “ A4 37/4 37/4 40/5 44/4 43/5 84/4
M
9,5
4,3 α “ A4 41/3 41/3 40/4 44/4 43/4 73/3
M
9,5
4,3 α “ A´14 41/3 41/3 43/5 44/3 44/3 77/3
M
9,3
4,5 α “ A8 75/5 67/5 74/5 88/4 88/4 161/4
M
9,3
4,5 α “ A´18 75/5 67/5 71/6 89/5 89/5 161/4
M
8,3
4,6 α “ A8 67/5 67/5 74/5 88/4 88/4 161/4
M
8,3
4,6 α “ A´18 67/5 67/5 71/6 89/5 89/5 161/4
M
8,3
4,5 α “ A´18 , β “ A8, γ “ A´28 68/5 68/5 75/6 81/4 77/4 186/4
M
9,4
4,4 α “ A8 76/4 76/4 77/6 92/4 92/4 174/4
M
9,3
4,4 α “ A8, β “ A´18 , γ “ A28 76/4 76/4 76/6 83/6 83/6 171/4
M
8,4










α “ A8 69/4 69/4 72/6 85/5 85/5 160/4
M
9,5
4,3 α “ A8 77/3 77/3 76/7 86/4 86/4 145/3
M
9,5
4,3 α “ A´18 77/3 77/3 79/5 86/4 86/4 145/3
144 Chapitre 3. Diffusion : de la boîte-S au chiffrement par blocs
Chapitre 4
Cryptanalyse
Il faut sauver FLIP
Ce chapitre est dédié à un aspect très différent de la cryptographie symétrique : non
seulement il ne s’agit pas de construction, mais de cryptanalyse (qui a engendré de nouvelles
perspectives de construction), mais il ne s’agit pas non plus de chiffrements par blocs.
Nous nous intéresserons ici à FLIP [Méa+16], une famille de chiffrements à flot à bas
coût (pour une notion de bas coût très spécifique), conçue spécialement pour répondre
au besoin du chiffrement complètement homomorphe (Fully Homomorphic Encryption,
abrégé FHE).
Afin de réduire le nombre de multiplications effectuées pour chiffrer un message, les
auteurs de FLIP ont drastiquement diminué le nombre de termes de haut degré algébrique
dans l’expression de leur chiffrement. Dans notre article de Crypto 2016 [DLR16], Virginie
Lallemand, Yann Rotella et moi-même avons identifié ce choix comme une faiblesse
et l’avons exploitée pour obtenir une attaque efficace sur les chiffrements de la famille
FLIP (tant en théorie qu’en pratique, puisque nous avons implémenté l’attaque et avons
pu vérifier notre modèle théorique).
Les conséquences de notre attaque. Précisons tout de même que, par FLIP, nous enten-
drons ici la version originale de FLIP (présentée en séminaire national aux Journées Codes
et Cryptographie de 2015). En effet, la version officiellement publiée de FLIP (à Eurocrypt
2016 [Méa+16]) est une version mise à jour qui prend en compte notre cryptanalyse et la
rend impraticable (voir section 4.7).
On notera que, à la suite de cette cryptanalyse, Claude Carlet, Pierrick Méaux et
Yann Rotella ont développé dans [CMR17] une analyse plus poussée des chiffrements
utilisant des choix de construction spécifiques tels que FLIP. Ils ont déterminé des critères
de construction permettant de justifier correctement la sécurité de ce chiffrement.
Organisation. Cette section est divisée en deux grandes parties : dans un premier temps,
nous donnons une description des besoins exprimés par les spécialistes du FHE et de
FLIP, le chiffrement symétrique adapté au FHE conçu par Méaux, Journault, Standaert et
Carlet.
Dans un second temps, nous identifions la faiblesse de FLIP et l’exploitons pour monter
une attaque algébrique via une analyse probabiliste de type guess-and-determine (supposer
et déterminer). Nous montrons la complexité théorique de l’attaque et, comme cette
attaque est faisable en temps pratique, nous l’implémentons et pouvons vérifier que la
pratique colle parfaitement à notre analyse théorique.
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4.1 Le pari fou du FHE
4.1.1 Le problème de départ
Le FHE (Chiffrement Complètement Homomorphe) est une solution récente à une
problématique importante de la cryptographie : déléguer des calculs coûteux à un agent
tiers, sans que ledit agent ne récupère d’information sur les données qu’il manipule.
Typiquement, on considère qu’un usager confie ses données médicales au cloud et
demande au cloud de calculer une certaine fonction de ses données, comme par exemple
les risques que l’usager ait un cancer.
À l’évidence, dans le respect de la vie privée, il est essentiel qu’une telle délégation des
calculs ne révèle pas les données médicales de l’usager au cloud et que le cloud ne sache
pas non plus quel est le risque de cancer de l’usager. La solution serait donc que toutes les
données manipulées, ainsi que le résultat des calculs, soient chiffrés à chaque instant.
On remarquera que, l’agent tiers (le cloud) n’étant pas de confiance, on ne lui confiera
pas de clef secrète, ce qui implique qu’on utilisera du chiffrement asymétrique : l’usager
possède sa clef secrète et est le seul à savoir déchiffrer.
4.1.2 La solution du FHE
4.1.2.1 La solution initiale
Le problème est bien sûr que le cloud devrait alors effectuer des calculs sur des données
chiffrées afin d’obtenir un résultat correct sur les données en clair. Ceci semble insensé, et
pourtant en 2009, Craig Gentry a démontré qu’un schéma de chiffrement permettant de
calculer à partir des données chiffrées n’importe quelle fonction des données en clair est
réalisable (bien que sa solution, trop coûteuse, tienne plutôt de la preuve de concept).
L’aspect essentiel sur lequel se concentre Gentry est l’homomorphisme : pour qu’un chif-
frement permette ces bonnes propriétés, il suffit qu’il s’agisse d’un chiffrement complètement
homomorphe, c’est-à-dire qui conserve la structure des données.
Le chiffrement homomorphe n’étant pas l’objet de ce travail, nous ne décrirons pas
plus loin dans les détails le chiffrement homomorphe. Nous nous contenterons de dire que
depuis, plusieurs générations de chiffrement complètement homomorphe ont émergé (les
différences entre génération se concentrant sur la métrique de coût) et que des propositions
de chiffrement de plus en plus proches d’être utilisables en pratique ont été développées.
Un aspect récurrent dans tous ces chiffrements est le concept de bruit.
4.1.2.2 FHE à coût raisonnable : le chiffrement homomorphe hybride
Il est supposé en chiffrement complètement homomorphe que Alice envoie au cloud
Claude ses données chiffrées à l’aide d’un chiffrement homomorphe. Or, en utilisant exclu-
sivement des chiffrements asymétriques, toutes les solutions proposées jusqu’ici entraînent
une large expansion du chiffré, c’est-à-dire un message chiffré sur beaucoup plus de bits
que le message clair, ce qui fait que cette transmission de données initiale est très coûteuse.
Réduire la taille du chiffré est un problème important qui a été considéré pour la première
fois dans [NLV11]. Une solution proposée est d’utiliser un chiffrement symétrique : les
données sont transmises chiffrées par un chiffrement symétrique (sans expansion du chiffré),
puis déchiffrées homomorphiquement par le cloud, qui est capable de retrouver un chiffré
des données par un chiffrement homomorphe 1. On appelle cette technique le chiffrement
homomorphe hybride.
1. Le chiffrement homomorphe étant asymétrique, Claude peut chiffrer homomorphiquement le chiffré
symétrique reçu d’Alice, puis, en utilisant un chiffré homomorphe de la clef de déchiffrement symétrique, il
peut appliquer la fonction de déchiffrement symétrique homomorphiquement pour récupérer un chiffré des
données par un chiffrement asymétrique.

















général d’un protocole de délégation de calcul sans révéler d’information grâce au
chiffrement homomorphe.
Les informations secrètes sont le message m, la clef de [dé]chiffrement symétrique K et la
clef de déchiffrement asymétrique sk. HEpk.Evalf représente l’évaluation homomorphe
d’une fonction f .
Les fonctions et clefs symétriques sont en bleu, les asymétriques en rouge.
Ce protocole est séparé en 2 phases : la phase de transmission du message m, puis une ou
plusieurs phases de requêtes où Alice demande à Claude de calculer des opérations sur ses
données.
On remarque que :
— les informations secrètes n’apparaissent jamais en clair durant les échanges, ni chez
le cloud Claude,
— le seul surcoût pour Claude en plus de l’évaluation de la requête f est l’évaluation
homomorphe du déchiffrement symétrique E´1. Minimiser le bruit apporté par
l’évaluation homomorphe de E´1 garantit donc que le l’évaluation de f
commencera avec une entrée peu bruitée,
— on ne chiffre jamais le message avec un chiffrement asymétrique (ce qui évite de
manipuler de grands chiffrés puisque pour un chiffrement asymétrique les chiffrés
sont significativement plus grands que les clairs),
— On n’a besoin d’effectuer la transmission qu’une seule fois, même si l’on fait
plusieurs requêtes,
— Le chiffrement symétrique n’intervient que dans la phase de transmission.
L’intérêt est que les données à transmettre sont alors : les données chiffrées par un
chiffrement symétrique (sans expansion du chiffré) et la clef de chiffrement symétrique
(petite et de taille fixe), chiffrée par un chiffrement homomorphe (avec expansion du chiffré,
mais une expansion contrôlée et raisonnable du fait de la taille de clef fixée et petite).
L’inconvénient est que, avant de commencer à travailler sur les données, le cloud doit
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d’abord opérer homomorphiquement un déchiffrement symétrique, ce qui augmente le
bruit.
4.1.3 Le bruit en FHE
Sans rentrer dans trop de formalisme, dans tous les chiffrements complètement ho-
momorphes actuels, chaque évaluation d’une fonction sur les données provoque du bruit
sur les messages chiffrés. Les opérations XOR provoquent peu de bruit, tandis que les
multiplications provoquent beaucoup de bruit. Or, à partir d’un certain niveau de bruit
(rapidement atteint), un message chiffré trop bruité donnera le mauvais message clair après
déchiffrement.
Ainsi, le paramètre de coût important en FHE est le nombre de multiplications (et en
particulier pour certaines générations de FHE, le nombre de multiplications dont dépend
chaque bit de sortie, i.e. profondeur multiplicative).
Plusieurs approches complémentaires existent pour gérer le bruit : une technique
consiste à réduire le bruit en mettant à jour le chiffré avec un chiffré « frais », ce qu’on
appelle bootstrapping. Une autre technique consiste à réduire le nombre de multiplications
(et/ou la profondeur multiplicative) du chiffrement, pour éviter que le chiffrement n’apporte
trop de bruit.
4.1.4 L’outil adapté : le chiffrement à flot
En particulier, dans le cas du chiffrement homomorphe hybride, il faut un chiffrement
symétrique dont le déchiffrement provoque peu de bruit, c’est-à-dire avec un faible coût en
multiplications.
Plusieurs chiffrements symétriques ont été envisagés pour cette application (des adap-
tations d’AES [LLN14 ; Che+13 ; DHS14], les chiffrements à bas coût Simon [LN14] et
PRINCE [Dor+14] et le chiffrement à flot Trivium [Can+16]), mais étant donné que les
chiffrements symétriques n’avaient pas été optimisés dans ce sens au départ, de nouveaux
candidats spécifiques pour le FHE ont émergé (en particulier le chiffrement par blocs
LowMC [Alb+15] et le chiffrement à flot Kreyvium [Can+16]).
L’avantage des chiffrements par blocs dans ce contexte est que tout chiffré est calculé
par le même circuit, utilisant de ce fait le même nombre de multiplications. L’inconvénient
est que ce nombre de multiplications est généralement grand.
L’avantage des chiffrements à flot est qu’ils permettent d’obtenir des chiffrés avec
très peu de multiplications, mais l’inconvénient est que (jusqu’à FLIP) la profondeur
multiplicative augmente pour chaque bit de chiffré consécutif.
4.2 Réduire les coûts au culot : FLIP
4.2.1 Schéma général.
FLIP [Méa+16] a été pensé précisément pour ce cas de figure. Il s’agit d’un chiffrement
à flot particulièrement peu coûteux en nombre de multiplications avec un avantage supplé-
mentaire : chaque bit du chiffré dépend du même nombre de multiplications, et donc le
bruit est constant (il ne dépend pas de la taille du message).
Ces coûts avantageux sont atteints en utilisant une nouvelle construction dédiée, le
filter permutator (permutateur filtré), qui utilise une fonction de filtrage F constante et
peu coûteuse pour chaque bit du chiffré. De plus, l’état interne de FLIP est constitué de la
clef uniquement, et ne change jamais. Ceci est possible car pour chaque bit du chiffré, la
fonction de filtrage prend en entrée l’état interne (la clef) permuté de façon aléatoire.
Concrètement, FLIP est constitué de 3 composantes :
— un registre (constant) qui stocke la clef de N bits,






Figure 4.1 – Schéma général du filter permutator utilisé dans FLIP.
— un générateur de permutations public, dérivé d’un un générateur de nombres pseudo-
aléatoires (PRNG), qui fournit à chaque itération i une permutation de N bits
aléatoire Pi,
— une fonction (booléenne) de filtrage F , qui génère le bit de suite chiffrante zi à
l’itération i.
Une particularité imposée par les auteurs est que la clef doit être équilibrée (i.e. avoir
autant de bits à 0 et à 1). En effet, puisque la clef n’est jamais modifiée, FLIP est très
vulnérable à des clefs faibles (en particulier des clefs contenant beaucoup de 0).
Comme c’est l’usage dans les chiffrements à flot, le principe consiste à générer une suite
de bits appelée suite chiffrante, pseudo-aléatoire, qui est xorée bit à bit pour obtenir le
chiffré, suivant l’idée du masque jetable (chiffrement de Vernam).
L’objectif d’un attaquant est alors de trouver des propriétés de la suite chiffrante qui
permettent de la distinguer d’une suite aléatoire, voire de prédire les bits de suite chiffrante
suivants (et donc de pouvoir déchiffrer tous les bits chiffrés suivants) ou de retrouver la
clef (ou l’état interne du chiffrement, qui, dans le cas de FLIP, est réduit à la clef).
Comme habituellement en cryptographie, on part du principe que tous les éléments du
chiffrement sont connus de tous (et donc d’un attaquant), hormis la clef. En particulier,
un attaquant connaît la permutation Pi à tout temps i.
Bien que ce soit sans importance pour la suite, précisons que le générateur de per-
mutations utilisé est un mélange de Knuth (Knuth shuffle) [Knu69] qui garantit que les
permutations ont toutes la même probabilité d’être générées sous réserve que le générateur
de nombres aléatoires est bon.
4.2.2 Spécification de la fonction de filtrage F
La fonction de filtrage F a été pensée pour combiner les bonnes propriétés cryptogra-
phiques de plusieurs fonctions booléennes, tout en ayant une faible profondeur multiplicative,
ce qui, en terme de degré algébrique, veut dire que le degré algébrique est bas.
Formellement, F est définie comme la somme directe de trois fonctions f1, f2 et f3
spécifiées comme suit, avec n et k des entiers positifs et toutes les opérations définies dans
F2.
Définition 4.1 (Fonction de type L). La n-ième fonction de type L, Ln est la fonction
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booléenne linéaire à n variables définie par :




Définition 4.2 (Fonction de type Q). La n-ième fonction de type Q, Qn est la fonction
booléenne quadratique à 2n variables définie par :




Définition 4.3 (Fonction de type T). La k-ième fonction de type T, Tk est la fonction
booléenne triangulaire à kpk`1q2 variables définie par :








Par exemple, la 3ème fonction de type T est :
T3 “ x0 ` x1x2 ` x3x4x5 .
Chacune de ces fonctions possède des critères de résistance contre un type d’attaque
(ou plus), à savoir non-linéarité, résilience, immunité algébrique,. . .
La fonction F est définie comme une somme directe de ces trois types de fonctions,
paramétrées par les entiers n1, n2 et n3, choisis pour que les propriétés résultantes de F
soient bonnes :
— f1px0, . . . , xn1´1q “ Ln1 ,
— f2pxn1 , . . . , xn1`n2´1q “ Qn2{2,
— f3pxn1`n2 , . . . , xn1`n2`n3´1q “ Tk, où k est tel que n3 “ kpk`1q2 .
F est définie comme la somme directe de f1, f2 et f3, c’est-à-dire :
F px0, . . . , xn1`n2`n3´1q “ Ln1 ` Qn2{2 ` Tk, où n1 ` n2 ` n3 “ N .
Ainsi, F hérite des bonnes propriétés de f1, f2 et f3 (cf. [Méa+16]).
4.2.3 Analyse de sécurité de Méaux et al.
L’analyse de sécurité des concepteurs de FLIP présentée dans [Méa+16] prend en compte
les attaques les plus courantes sur les générateurs filtrés (qui sont en de nombreux points
similaires aux permutateurs filtrés), et ont résulté dans les choix de paramètres spécifiés à
la table 4.1.
Table 4.1 – Paramètres de sécurité des version préliminaires de FLIP.
FLIP pn1, n2, n3q Clef (N “ n1 ` n2 ` n3) Sécurité Degré (k)
FLIP (47, 40, 105) 192 80 14
FLIP (87, 82, 231) 400 128 21
Une étude plus avancée sur des clefs faibles a poussé Méaux et al. à imposer le choix
d’une clef équilibrée (autant de 0 que de 1).
On notera que la spécification ne donne pas de limite sur le nombre de bits de suite
chiffrante auquel un attaquant peut avoir accès.
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4.3 Faiblesses de FLIP et idées de l’attaque
Nous commençons par présenter le contexte d’attaque que nous envisageons, puis nous
exposons les vulnérabilités de la famille de chiffrements à flot FLIP face aux attaques de
type guess-and-determine. Une analyse détaillée de la fonction de filtrage F montre que,
combinée à des suppositions (‘guess’), on est capable de retrouver les valeurs de bits de la
clef (‘determine’). Nous détaillons la probabilité qu’une supposition sur les bits de la clef
rende la fonction F vulnérable aux attaques algébriques, puis nous dérivons les valeurs
théoriques de la complexité de l’attaque.
4.3.1 Scénario et modèle de calcul
Nous nous plaçons dans le scénario le plus usuel pour les attaques sur les chiffrements
à flot, à savoir le modèle de clair-connu (l’attaquant peut voir des textes clairs et observer
les chiffrés correspondants), ce qui implique que, connaissant des bits de message clair
et les chiffrés associés, nous déduisons (par simple xor) les bits de la suite chiffrante z
correspondants. Nous utiliserons la notation zi pour le bit de la suite chiffrante à l’itération
numéro i. Notre objectif est alors de retrouver l’état interne du chiffrement à flot, en
l’occurrence la clef secrète.
Nous mesurons les performances de notre attaque en utilisant les trois métriques usuelles,
c’est-à-dire les complexités en temps, données et mémoire. La complexité en temps (notée
CT ) exprime le nombre d’opérations nécessaires à l’attaquant pour appliquer son attaque.
Nous compterons les opérations comme dans la spécification de FLIP ([Méa+16]), i.e. nous
comptons le nombre d’opérations de base. La complexité en données (CD) correspond au
nombre de bits de suite chiffrante requis, et la complexité en mémoire (CM ) mesure la
quantité de mémoire (en bits) nécessaire pour appliquer l’attaque.
4.3.2 Vulnérabilités de la famille FLIP face aux attaques de type guess-
and-determine
Notre attaque utilise une variante de la technique baptisée guess-and-determine. Cette
approche, qui semble avoir été nommée initialement dans [EJ00 ; HR00], a été maintes fois
utilisée pour attaquer des chiffrements à flot, à commencer par ceux proposés au projet
NESSIE 2. L’idée est de commencer par faire une hypothèse sur la valeur de certains bits de
l’état interne ou la clef (’Guess’) puis, en observant les bits de suite chiffrante associés, de
déterminer la valeur de bits inconnus (’Determine’). Généralement, l’attaque est complétée
par des techniques algébriques.
Deux aspects de la famille de chiffrements FLIP semblent indiquer qu’une attaque de
type guess-and-determine serait efficace : d’une part son état interne fixé et d’autre part la
définition de sa fonction de filtrage F .
4.3.2.1 Vulnérabilité due à l’état interne constant
Plus précisément, le fait que le registre qui stocke l’état interne ne soit jamais mis
à jour implique qu’une supposition sur un bit de la clef/état interne à n’importe quelle
itération nous donne une information à toutes les autres itérations. C’est une situation très
différente des chiffrements à flot usuels dont l’état interne est modifié à chaque itération,
ce qui induit qu’une information d’un bit disparaît très rapidement après quelques tours
(en avant ou en arrière).
2. https://www.cosic.esat.kuleuven.be/nessie/
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4.3.2.2 Vulnérabilité due à la forme de la fonction de filtrage
La deuxième caractéristique exploitable dans FLIP est sa fonction de filtrage, qui
contient très peu de monômes de haut degré.
Comme expliqué en section 4.2.2, la fonction de filtrage F est la somme directe de trois
fonctions f1, f2 et f3 qui sont respectivement de type L, Q et T. Cette définition implique
que tous les monômes de degré supérieur ou égal à 3 sont contenus dans f3, qui est donnée
par la formule suivante :









où k est le degré algébrique de f3 et est tel que n3 “ kpk`1q2 .
Cette expression contient k ´ 2 monômes de degré supérieur ou égal à 3, qui sont les
seuls dans F , impliquant un total de n3 ´ 3 variables. D’après la contrainte de profondeur
multiplicative, k doit être petit 3 ce qui veut dire que F contient très peu de monômes de
degré supérieur ou égal à 3, et que donc il est aisé d’annuler tous ces monômes (et ainsi de
se retrouver avec une fonction quadratique). C’est le sujet du paragraphe 4.3.2.3.
L’idée essentielle de notre attaque est de remarquer que puisque F ne contient que peu
de monômes de degré supérieur ou égal à 3, mais beaucoup de bits de clefs égaux à 0 (la
moitié), il y a de fortes chances que les monômes de haut degré soient annulés. Lorsqu’un
tel cas se produit, les bits de suite chiffrante peuvent être vus comme des expressions de
degré 2 en les bits non-nuls de la clef.
Notre attaque utilise cette spécificité en opérant une variante de la technique de
guess-and-determine : plutôt que de faire une supposition sur la valeur des bits de la clef,
nous supposons les indices de certains bits non-nuls de la clef 4. Nous en déduisons les
numéros d’itération où les bits de la suite chiffrante sont des expressions de degré faible
en les bits non-nuls de la clef que nous utilisons pour construire un système d’équations
quadratiques. Finalement, en utilisant des techniques de linéarisation, nous résolvons le
système quadratique et retrouvons les valeurs des bits de la clef.
4.3.2.3 Probabilité d’annuler les monômes de haut degré de F sachant que ℓ va-
riables d’entrée sont nulles.
Afin de déterminer la faisabilité du procédé, il nous faut évaluer la probabilité que,
étant données exactement ℓ positions de bits non-nuls dans la clef K, l’expression du bit
de suite chiffrante zi soit de degré inférieur ou égal à 2 en les bits de clef restants 5.
Cette probabilité est directement liée à la quantité de données nécessaires pour obtenir
une attaque puisqu’elle détermine le nombre de bits de suite chiffrante qu’un attaquant
doit parcourir pour qu’assez de ces bits soient exploitables pour construire le système
d’équations quadratiques.
De la discussion précédente sur les spécifications de FLIP, nous savons qu’il y a exac-
tement k ´ 2 monômes disjoints de degré supérieur ou égal à 3 dans l’expression de
zi “ F pPipk0, k1, ¨ ¨ ¨ kN´1qq. De ce fait, si l’attaquante n’a accès qu’à ℓ ă k ´ 2 positions
nulles, elle ne pourra pas déterminer de moments exploitables, ce qui force que ℓ ě k ´ 2,
i.e. au minimum un bit à zéro positionné dans chaque monôme de haut degré.
3. Concrètement, on rappelle que les deux instances de FLIP de [Méa+16] utilisent k “ 14 et k “ 21
respectivement pour une sécurité de 80 et 128 bits.
4. Comme précisé dans la définition de FLIP, nous savons qu’il y en a exactement N
2
.
5. Nous parlerons alors d’équation exploitable ou de moment exploitable.
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Cas 1 : si ℓ “ k ´ 2. La première possibilité est de choisir un nombre de positions nulles
égal au nombre de monômes de haut degré que nous voulons annuler, i.e. ℓ “ k ´ 2. Dans
ce cas, il faut exactement un bit nul dans chaque monôme de haut degré : par exemple si
nous nous focalisons sur un monôme spécifique de degré d : x0x1 ¨ ¨ ¨ xd´1, c’est équivalent
à choisir laquelle des variables xi, 0 ď i ď d ´ 1 est nulle, ce qui offre d possibilités. Ainsi,
nous pouvons énumérer l’ensemble des configurations valides, ce qui correspond à choisir
un indice dans chaque monôme. Puisqu’il y a 3 choix possibles dans le monôme de degré 3,
4 possibilités pour celui de degré 4 et ainsi de suite jusqu’au monôme de degré k, il y a un
total de 3 ˆ 4 ˆ 5 ¨ ¨ ¨ ˆ k “ k!{2 configurations valides. Pour obtenir la probabilité, il faut












Cas général : si ℓ ě k ´ 2. Pour augmenter la probabilité qu’un moment soit exploitable,
l’attaquante peut deviner plus de positions de bits nuls et choisir ℓ ě k ´ 2. Une première
façon de calculer la probabilité d’annuler alors tous les monômes de degré supérieur ou























où m est le nombre de variables qui apparaissent dans les monômes de degré supérieur
ou égal à 3 et I “ i1 ` i2 ` ¨ ¨ ¨ ` ik´2 et ii ě 0.
Démonstration. Supposons données ℓ positions de bits nuls dans K. Nous voulons obtenir
la probabilité qu’une permutation aléatoire Pi mélange les bits de clef de telle façon que
l’évaluation de F ne contienne aucun monôme de degré supérieur ou égal à 3. Comme
précédemment, nous comptons le nombre de configurations valides par rapport au nombre
total de permutations.
Il s’agit alors de lister toutes les manières de positionner au moins un bit nul dans
chaque monôme : nous fixons i1 bits nuls dans le monôme de degré 3, i2 dans le monôme
de degré 4, et ainsi jusqu’à ik´2 bits nuls dans le monôme de plus haut degré (k). Si
nous notons I “ i1 ` i2 ` ¨ ¨ ¨ ` ik´2 le nombre de bits positionnés ainsi, il nous reste
ℓ ´ I positions de bits nuls à répartir entre les N ´ m autres monômes. Pour obtenir la
probabilité, il nous faut diviser cette quantité par le nombre de façons de positionner ℓ
bits parmi N positions de bits.
Une autre approche qui amène à la même probabilité est de calculer le nombre de
configurations qui n’annulent pas les monômes de degré supérieur ou égal à 3, qui est la
probabilité complémentaire de celle que nous cherchons. L’avantage est que cette probabilité
complémentaire peut s’exprimer aisément par un principe d’inclusion-exclusion. Notons
AJ l’événement que notre supposition n’annule pas les monômes de degré inclus dans
l’ensemble J , i.e. :
AJ est l’événement : t@j P J, Mj ‰ 0u
où Mj est l’unique monôme de degré j dans Tk.
PpAJ q est la probabilité de fixer les ℓ positions de bits parmi les monômes dont le degré
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Nous pouvons maintenant exprimer la probabilité qu’une supposition donne un poly-









































N ! . Ainsi, nous pouvons
calculer l’expression aisément par 2ℓ divisions de nombres plus petits que N et ℓ produits
de nombres plus petits que 1, ce qui à la fois est efficace et évite de manipuler des (très)
grands nombres.








L’évaluation de ces formules donne les résultats reportés aux tables 4.2 et 4.3 et nous
verrons dans la section suivante que ces résultats sont suffisants pour obtenir une attaque.
Par exemple, si nous attaquons la plus petite version 6 de FLIP en utilisant un nombre de
suppositions minimal (i.e. ℓ “ 12) nous obtenons une probabilité d’avoir une équation
exploitable de Pℓ“12 “ 2´26.335. Pour l’autre version 7 et un nombre de suppositions
minimal nous avons Pℓ“19 “ 2´42.382.
4.4 Notre attaque
4.4.1 Description
Mise en place. Puisque nous nous plaçons dans un scénario de clair-connu, nous supposons
qu’on nous donne CD bits de suite chiffrante que nous noterons zi, i “ 0, ¨ ¨ ¨ , CD ´ 1. De
plus, les permutations associées Pi étant publiques, nous connaissons les expressions des
bits de suite chiffrante en tant que fonctions des bits de clef inconnus k0, ¨ ¨ ¨ , kN´1 :
zi “ F pPipk0, k1, ¨ ¨ ¨ , kN´1qq @i ě 0
Notre attaque tire avantage des deux vulnérabilités détaillées dans la section précédente
afin de ramener le problème de la récupération de la clef à la résolution d’un système
linéarisé.
Étape 1 : supposition initiale. La première étape consiste à faire une hypothèse sur les
positions de ℓ bits nuls de la clef, où ℓ ě k ´ 2. Supposer ces bits nuls nous donne une
expression simplifiée de zi en seulement N ´ ℓ inconnues. Puisque la clef K est équilibrée,
la probabilité que notre supposition soit correcte est 8 :
6. FLIP (47,40,105)
7. FLIP (87,82,231)
8. Cette probabilité est légèrement plus faible que pour une clef aléatoire (2´ℓ), mais l’avantage est
que tant que nous supposons ℓ ď N
2
, nous sommes certains qu’au moins une supposition sera correcte
alors que nos suppositions pourraient échouer pour une clef aléatoire qui n’a pas assez de bits nuls.










Étape 2 : extraction d’équations de bas degré. L’objectif de la deuxième étape est
d’amasser des équations de bas degré en les bits inconnus de la clef. Pour ce faire, nous
inspectons les expressions des zi disponibles et nous prenons toutes les équations pour
lesquelles les bits nuls de la clef annulent les monômes de degré supérieur ou égal à 3.
Comme détaillé dans la section précédente, cet événement a une probabilité Pℓ.
Étape 3 : résolution du système. Il existe de nombreuses façons de résoudre des systèmes
d’équations quadratiques. Dans notre cas, nous nous contenterons d’une approche simple
qui consiste à utiliser des techniques de linéarisation 9. La linéarisation consiste à convertir
le système en un système linéaire par l’introduction de nouvelles variables pour chaque
monôme non-linéaire qui apparaît. Dans notre cas spécifique, les seules expressions non-
linéaires qui interviennent sont des monômes de degré 2. Comme F prend en entrée N
variables mais que nous en avons deviné ℓ, il nous reste N ´ ℓ variables inconnues, qui





monômes de degré 2. Ceci implique qu’une fois linéarisé,
notre système contiendra au plus






En supposant que les équations sont aléatoires, le nombre d’équations nécessaires pour
obtenir une solution unique (ou pour obtenir une contradiction qui indiquerait que notre
supposition des positions nulles est fausse) est de l’ordre du nombre d’inconnues 10. Ceci
implique que le nombre de bits de suite chiffrante nécessaires à l’attaquante doit être le
produit du nombre de variables et de l’inverse de la probabilité qu’un bit de suite chiffrante
zi soit exploitable :
CD “ vℓ ˆ
1
Pℓ
La complexité en temps est déterminée par le temps nécessaire à la résolution du
système 11 multiplié par le nombre de fois que nous devons répéter la supposition de ℓ
positions de bits nuls avant d’en trouver une correcte :
CT “ v3ℓ ˆ
1
Prg
La complexité finale en mémoire est dominée par la mémoire nécessaire pour stocker le
système, donc de l’ordre de :
CM “ v2ℓ
Les tables 4.2 et 4.3 donnent les compromis possibles entre les complexités en temps
et en données pour les deux versions de FLIP. Comme nous pouvons le voir, augmenter
le nombre de suppositions initiales ℓ permet de réduire le nombre de données nécessaires
pour faire l’attaque en sacrifiant du temps de calcul.
9. Ce n’est pas nécessairement l’approche la plus efficace, mais sans optimiser plus avant cette étape,
l’attaque est déjà performante.
10. Ce qui est confirmé par nos expériences détaillées en section 4.6.
11. Qui est v3
ℓ
pour une simple élimination gaussienne ou v2.8
ℓ
avec l’algorithme de Strassen. Nous
utilisons le premier choix par souci de simplicité.
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Table 4.2 – Logarithme en base 2 des complexités des attaques en fonction du nombre de
suppositions initiales (ℓ) pour l’instance FLIP p47, 40, 105q.
ℓ Pℓ vℓ Prg CD CT CM
12 -26.335 13.992 -12.528 40.326 54.503 27.983
13 -23.049 13.976 -13.627 37.025 55.554 27.951
14 -20.653 13.960 -14.736 34.613 56.615 27.919
15 -18.738 13.943 -15.854 32.682 57.684 27.887
16 -17.141 13.927 -16.982 31.069 58.763 27.854
17 -15.775 13.911 -18.120 29.686 59.852 27.821
18 -14.585 13.894 -19.267 28.480 60.950 27.788
19 -13.536 13.878 -20.425 27.414 62.057 27.755
20 -12.601 13.861 -21.592 26.462 63.175 27.722
21 -11.762 13.844 -22.771 25.606 64.303 27.688
22 -11.004 13.827 -23.960 24.831 65.442 27.654
23 -10.315 13.810 -25.160 24.125 66.591 27.621
24 -9.686 13.793 -26.371 23.479 67.750 27.586
25 -9.110 13.776 -27.593 22.886 68.921 27.552
26 -8.580 13.759 -28.827 22.339 70.103 27.517
27 -8.092 13.741 -30.073 21.833 71.297 27.483
28 -7.640 13.724 -31.331 21.364 72.502 27.448
29 -7.221 13.706 -32.601 20.927 73.720 27.413
30 -6.832 13.689 -33.883 20.520 74.949 27.377
31 -6.469 13.671 -35.179 20.140 76.191 27.342
32 -6.131 13.653 -36.487 19.784 77.446 27.306
33 -5.816 13.635 -37.809 19.450 78.714 27.270
34 -5.520 13.617 -39.145 19.137 79.995 27.233
ą 34 ... ... ... ... ą 80 ...
35 -5.243 13.598 -40.495 18.842 81.290 27.197
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Table 4.3 – Logarithme en base 2 des complexités de l’attaque en fonction du nombre
initial de suppositions (ℓ) pour l’instance FLIP p87, 82, 231q.
ℓ Pℓ vℓ Prg CD CT CM
19 -42.382 16.151 -19.647 58.533 68.100 32.302
20 -38.522 16.144 -20.721 54.666 69.151 32.287
21 -35.589 16.136 -21.799 51.725 70.206 32.272
22 -33.169 16.128 -22.881 49.298 71.266 32.257
23 -31.097 16.121 -23.967 47.218 72.329 32.241
24 -29.282 16.113 -25.058 45.395 73.397 32.226
25 -27.667 16.105 -26.153 43.772 74.469 32.211
26 -26.214 16.098 -27.253 42.311 75.546 32.195
27 -24.895 16.090 -28.357 40.985 76.627 32.180
28 -23.691 16.082 -29.465 39.773 77.712 32.164
29 -22.584 16.074 -30.578 38.658 78.802 32.149
30 -21.562 16.067 -31.696 37.629 79.896 32.133
31 -20.615 16.059 -32.818 36.674 80.994 32.118
32 -19.734 16.051 -33.944 35.785 82.097 32.102
33 -18.912 16.043 -35.075 34.955 83.205 32.086
34 -18.142 16.035 -36.211 34.178 84.317 32.071
35 -17.421 16.027 -37.352 33.448 85.434 32.055
36 -16.743 16.020 -38.497 32.762 86.556 32.039
37 -16.104 16.012 -39.648 32.116 87.683 32.023
38 -15.502 16.004 -40.803 31.505 88.814 32.007
39 -14.932 15.996 -41.963 30.928 89.950 31.991
40 -14.393 15.988 -43.128 30.381 91.091 31.975
41 -13.883 15.980 -44.298 29.862 92.237 31.959
42 -13.398 15.972 -45.473 29.370 93.388 31.943
43 -12.937 15.964 -46.653 28.901 94.543 31.927
44 -12.499 15.956 -47.838 28.455 95.704 31.911
45 -12.082 15.947 -49.028 28.029 96.870 31.895
46 -11.684 15.939 -50.224 27.624 98.042 31.879
47 -11.305 15.931 -51.425 27.236 99.218 31.862
48 -10.942 15.923 -52.631 26.865 100.400 31.846
49 -10.596 15.915 -53.842 26.511 101.586 31.830
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Table 4.4 – Logarithme en base 2 des complexités de l’attaque en fonction du nombre
initial de suppositions (ℓ) pour l’instance FLIP p87, 82, 231q.
ℓ Pℓ vℓ Prg CD CT CM
50 -10.265 15.907 -55.059 26.171 102.779 31.813
51 -9.948 15.898 -56.282 25.846 103.976 31.797
52 -9.644 15.890 -57.509 25.534 105.180 31.780
53 -9.353 15.882 -58.743 25.235 106.388 31.763
54 -9.074 15.873 -59.982 24.947 107.602 31.747
55 -8.806 15.865 -61.227 24.671 108.822 31.730
56 -8.548 15.857 -62.477 24.405 110.048 31.713
57 -8.301 15.848 -63.734 24.149 111.279 31.697
58 -8.063 15.840 -64.996 23.903 112.516 31.680
59 -7.835 15.831 -66.264 23.666 113.758 31.663
60 -7.614 15.823 -67.538 23.437 115.007 31.646
61 -7.402 15.815 -68.818 23.217 116.262 31.629
62 -7.198 15.806 -70.104 23.004 117.522 31.612
63 -7.001 15.797 -71.397 22.799 118.789 31.595
64 -6.812 15.789 -72.695 22.601 120.062 31.578
65 -6.629 15.780 -74.000 22.409 121.341 31.561
66 -6.452 15.772 -75.311 22.224 122.627 31.543
67 -6.281 15.763 -76.629 22.044 123.918 31.526
68 -6.116 15.754 -77.953 21.871 125.216 31.509
69 -5.957 15.746 -79.284 21.703 126.521 31.491
70 -5.803 15.737 -80.621 21.540 127.832 31.474
ą 70 ... ... ... ... ą 128 ...
71 -5.655 15.728 -81.965 21.383 129.150 31.457
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4.4.2 Discussion et possibilités d’améliorations
Réduction de la complexité en données. La complexité en données peut être améliorée
si, plutôt que de choisir des suppositions aléatoires, l’attaquante choisit les suppositions par
rapport aux permutations observées. Puisque la graine du PRNG est publique, à n’importe
quel moment, l’attaquante connaît toutes les permutations à venir et peut donc choisir
une supposition sur les positions nulles de la clef qui annule la partie triangulaire pour un
grand nombre des permutations à venir.
Possibilité de précalculs. La majeure partie du coût de calcul de l’attaque repose sur la
résolution d’un système linéaire. Remarquons que ce système linéaire dépend uniquement
de la permutation et de la supposition à un moment fixé, qui sont des données connues de
l’attaquante, qui peut donc calculer cette inversion de système pour plusieurs suppositions
sans connaître la suite chiffrante. Lorsqu’elle reçoit la suite chiffrante, elle l’introduit dans
ses précalculs pour obtenir les résultats. L’inconvénient de cette technique est le surcoût
en mémoire.
Indépendance de la graine. Notre attaque a la propriété de ne pas être affectée par une
réinitialisation du système, dans le sens où un changement de graine du PRNG au milieu
de l’attaque ne force pas l’attaquante à recommencer son attaque : elle peut combiner les
équations obtenues précédemment avec celles obtenues avec la nouvelle graine.
Sécurité. Le niveau de sécurité de la famille de chiffrements à flot FLIP est au mieux
proportionnel à
?
N bits, où N est la taille de la clef.
Démonstration. La complexité en temps de l’attaque est




Comme ℓ ! N , on peut dire que Prg est de l’ordre de 2´ℓ. De plus, puisque vℓ “





, nous pouvons approximer CT par
CT „ N6 ˆ 2ℓ .
De surcroît, le nombre de suppositions qu’il faut pour l’attaque est le nombre de monômes
de degré supérieur ou égal à 3 dans Tn,3. Ainsi n3 “ pℓ ` 2qpℓ ` 3q{2, donc ℓ „
?
n3, d’où :
log CT „ α
?
N .
La figure 4.2 représente l’évolution de la complexité en temps de notre attaque en
fonction de la taille de clef lorsque nous considérons des instances de FLIP de la forme
FLIP pn1, n2, n3q où N “ n1 `n2 `n3 “ 2n3 (ce qui est similaire aux paramètres proposés
dans [Méa+16]). ℓ est choisi comme le nombre de suppositions minimal pour obtenir une
attaque, i.e. ℓ “ k ´ 2.
Tentative d’annulation de la partie quadratique. Notre attaque consiste à supposer la
position de bits nuls de la clef pour annuler les monômes de degré supérieur ou égal à
3 de la fonction de filtrage. Une autre possibilité serait d’annuler les monômes de degré
2 afin de réduire la résistance de FLIP contre les attaques par corrélation. Nous avons
considéré cette option, mais nos études ont montré que la complexité d’une telle attaque
serait trop grande. Cependant, pour une version modifiée de FLIP (et en particulier la






























Figure 4.2 – Évolution de la complexité en temps en fonction de la taille de clef N .
version publiée [Méa+16]), annuler la partie quadratique plutôt que la partie de degré
supérieur ou égal à 3 est potentiellement plus avantageux et ne doit pas être négligé. Nous
avons aussi envisagé d’annuler à la fois la partie quadratique et la partie de degré supérieur
ou égal à 3, ce qui ne laisserait que des relations linéaires, mais la complexité en données
d’une telle attaque la rend infaisable en pratique.
4.5 Description de l’algorithme
La partie principale de notre attaque est une résolution de système linéaire sur F2. Si
la résolution détecte une contradiction, nous déduisons que notre supposition sur les bits
de la clef est fausse, et recommençons avec une nouvelle supposition. Dans le cas contraire,
la supposition était correcte et résoudre le système donne la clef. L’intuition veut qu’on
n’aie pas toujours besoin d’un système de rang plein pour détecter une contradiction. Nous
pouvons donc améliorer l’attaque en traitant les équations à la volée, plutôt que d’attendre
d’avoir un système de rang plein.
Une description en pseudocode de l’attaque qui utilise cette amélioration est donnée
dans l’algorithme 2. Dans cet algorithme, une équation est représentée par un mot de
vℓ ` 1 bits contenant un 1 là où une variable est présente et un 0 sinon. Le bit de poids
faible de cette représentation contient la valeur du bit de la suite chiffrante de l’équation.
Nous mémorisons aussi si l’équation i est présente dans le système dans un vecteur Existe.
Si Existeris “ 1, c’est que l’équation i est dans le système.
4.6 La théorie face à la pratique : test sur une version
jouet
Pour vérifier et étayer nos résultats, nous avons implémenté l’attaque sur une version
jouet du chiffrement. Nous avons réduit la taille de clef à N “ 64 bits et avons adapté les
valeurs des paramètres en conséquence à n1 “ 14, n2 “ 14 et n3 “ 36 (les proportions
entre les tailles des paramètres sont conservées). La fonction de filtrage F est de degré
algébrique 8 est définie comme suit :
F px0, ¨ ¨ ¨ x63q “ f1px0, ¨ ¨ ¨ x13q ` f2px14, ¨ ¨ ¨ x27q ` f3px28 ¨ ¨ ¨ x63q
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Algorithm 2 FLIP Algorithme de recouvrement de clef
1: function Recouvrement de clef
Entrée : Suite chiffrante, graine du PRNG.
2: Sortie : Clef.
3: SYSTEME Ð Vecteur de vℓ mots nuls
4: Existe Ð Vecteur de vℓ bits nuls
5: ClefPasEncoreTrouvée Ð VRAI
6: while ClefPasEncoreTrouvée do
7: G Ð NouvelleSuppositionAléatoire
8: PasDeContradiction Ð FAUX
9: Neq Ð 0
10: while PasDeContradiction ET Neq ď vℓ do
11: E Ð NouvelleEquation
12: NouvelIndice Ð -1
13: i Ð MSB(E)
14: while i ď vℓ do
15: if Existe[i] then
16: E Ð E ‘ SYSTEME[i]
17: i Ð MSB(E)
18: else
19: if NouvelIndice “ ´1 then
20: NouvelIndice Ð i
21: i Ð Indice du prochain bit de valeur 1 à partir de l’indice i ` 1
en allant vers le LSB
22: for j “ 1 à NouvelIndice do
23: if Existe[i] ET SYSTEME[i][NouvelIndice] “ 1 then
24: SYSTEME[i] Ð SYSTEME[i] ‘ E
25: if E “ 1 then
26: PasDeContradiction Ð FAUX
27: else
28: if E ‰ 0 then
29: SYSTEM[NouvelIndice] Ð E
30: Neq Ð Neq ` 1
31: Si E “ 0, l’équation est linéairement dépendante des premières
mais n’apporte pas de contradiction, on n’augmente pas Neq
32: if PasDeContradiction then
33: Obtenir xi et xixj et Tester s’il y a contradiction
34: if Il n’y a pas de contradiction then
35: ClefPasEncoreTrouvee Ð FAUX
36: Clef Ð pxiq1ďiďn
return Clef
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où
f1px0, ¨ ¨ ¨ , x13q “ L14px0, ¨ ¨ ¨ , x13q “ x0 ` x1 ` ¨ ¨ ¨ ` x13
f2px14, ¨ ¨ ¨ , x27q “ Q7px14, ¨ ¨ ¨ , x27q “ x14x15 ` x16x17 ` ¨ ¨ ¨ ` x26x27
f3px28, ¨ ¨ ¨ , x63q “ T8px28, ¨ ¨ ¨ , x63q “ x28 ` x29x30 ` x31x32x33 ` ¨ ¨ ¨ ` x56x57 ¨ ¨ ¨ x63
D’après nos analyses, la complexité théorique de l’attaque correspond à la table 4.6 : par
exemple, si nous décidons de faire une supposition sur ℓ “ 8 indices à zéro, la probabilité
que notre supposition soit correcte est
Prg “ 2´8.717 .
La probabilité que la permutation soit exploitable vaut :
Pℓ “ 2´7.814
et le système linéarisé dépend de vℓ “ 1596 variables. Nous prévoyons qu’il faille
CD “ 218.454 bits pour faire notre attaque et que le temps requis soit de CT “ 240.638
opérations élémentaires.
Nous avons implémenté notre propre version de ce chiffrement-jouet sur lequel nous
avons effectué notre attaque avec ℓ “ 8 suppositions. Les statistiques obtenues sont données
à la table 4.5.
Bien que les équations aient une forme très spécifique, nous notons qu’elles se comportent
comme des équations aléatoires, au sens suivant : la première équation linéairement
dépendante des précédentes est obtenue après avoir généré 1590 équations, ce qui correspond
parfaitement à la théorie dans le cas des équations aléatoires [LN83]. Cependant, traiter les
équations à la volée nous permet d’éliminer directement les équations qui sont linéairement
dépendantes des autres. De cette façon, nous pouvons arrêter de collecter des équations
dès que nous avons autant d’équations que de variables 12.
Table 4.5 – Comparaison des résultats expérimentaux et théoriques : attaque sur une
version jouet avec FLIP p14, 14, 36q et une supposition sur ℓ “ 8 positions de bits nuls
(en moyenne sur 1000, lancé sur un CPU Intel(R) Xeon(R) W3670 à 3.20GHz (12MB de
cache), et avec 8GB de RAM)
Suppositions Données Ratio exploité Op. Élémentaires Temps (sec)
Pratique 437.1 218.455 2´7.813 238.588 280.93
Théorie P´1rg “ 420.8 CD “ 2
18.454
Pℓ “ 2´7.814 CT “ 240.638 ∅
12. Les expériences montrent que nous éliminons à peu près 500 équations avant d’en avoir 1596
indépendantes.
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Table 4.6 – Logarithme en base 2 des complexités de l’attaque en fonction du nombre
initial de suppositions (ℓ) pour la version jouet FLIP p14, 14, 36q.
ℓ Pℓ vℓ Prg CD CT CM
6 -11.861 10.741 -6.370 22.601 38.592 21.481
7 -9.436 10.691 -7.528 20.126 39.601 21.382
8 -7.814 10.640 -8.717 18.454 40.638 21.280
9 -6.602 10.589 -9.939 17.191 41.706 21.177
10 -5.649 10.536 -11.197 16.185 42.806 21.072
11 -4.876 10.483 -12.493 15.359 43.941 20.966
12 -4.235 10.428 -13.828 14.663 45.113 20.857
13 -3.696 10.373 -15.207 14.069 46.325 20.746
14 -3.237 10.316 -16.631 13.553 47.580 20.633
15 -2.843 10.259 -18.105 13.102 48.881 20.517
16 -2.503 10.200 -19.632 12.703 50.231 20.399
17 -2.208 10.140 -21.217 12.347 51.636 20.279
18 -1.950 10.078 -22.865 12.028 53.100 20.156
19 -1.723 10.015 -24.581 11.739 54.628 20.031
20 -1.524 9.951 -26.373 11.476 56.227 19.903
21 -1.349 9.886 -28.247 11.235 57.904 19.771
22 -1.194 9.819 -30.214 11.013 59.670 19.637
23 -1.057 9.750 -32.284 10.807 61.534 19.500
24 -0.935 9.679 -34.472 10.615 63.510 19.359
ą 24 ... ... ... ... ą 64 ...
25 -0.827 9.607 -36.794 10.435 65.616 19.215
4.7 On a sauvé FLIP : une version résistante
Nous avons communiqué nos analyses aux auteurs de FLIP, qui ont pu mettre à jour
leur chiffrement avant la publication. Ainsi, la version publiée est résistante à ces attaques.
Après des discussions avec les auteurs, voici les paramètres de FLIP qui ont finalement été
adoptés :
— Modification de la fonction de filtrage F :
F “ Lpx0, . . . , xn1´1q ` Qpxn1 , . . . , xn1`n2´1q `nb ∆kpxn1`n2 , . . . , xN´1q
avec nb∆k “ řnbi“1 Tk.
Ceci apporte un plus grand nombre de monômes de degré supérieur ou égal à 3.
— Des clefs drastiquement plus grandes.
Une analyse rapide permet d’obtenir les complexités d’attaque suivantes pour les deux
versions publiées de FLIP :
FLIP pn1, n2,nb ∆kq Clef (N) Sécurité Temps Données Mémoire
FLIP p42, 128,8 ∆9q 530 80 2111 2130.8 233.56p`2130.8q
FLIP p82, 224,8 ∆16q 1394 128 2169.1 2505.67 239.4p`2505.67q
Nous constatons donc que, telle quelle, notre attaque ne fonctionne plus sur les nouvelles
versions (ou versions publiées) de FLIP.
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4.8 Conclusion de la cryptanalyse de FLIP
Dans ces travaux, nous avons montré l’existence d’une attaque (coûtant 254 et 268
opérations respectivement pour les 2 versions, donc à la limite d’être pratique) sur la famille
de chiffrements à flot FLIP. De plus, nous proposons divers compromis et améliorations
qui peuvent encore réduire la complexité de l’attaque.
En l’occurrence, FLIP avait été conçu avec une structure très différente des chiffrements
à flot usuels afin de coûter peu cher pour le FHE, et nous démontrons que cette approche
n’est pas très viable en général (puisque la complexité de l’attaque croît avec la racine
carrée de la taille de clef). Toujours est-il que, dans le cas particulier du FHE, même avec
une clef grande, FLIP reste l’une des meilleures solutions connues à ce jour.
Découvrir cette attaque a permis de s’en prémunir, mais il y a deux leçons à tirer de
cette expérience :
— lorsqu’on propose une construction innovante, il faut utiliser un modèle adapté (ici
un modèle avec un poids de clef fixé),
— le filter permutator est particulièrement vulnérable aux attaques de type guess-and-
determine.
Bien que la construction de filter permutator soit attirante pour le FHE, il est donc
nécessaire de faire un effort de cryptanalyse de type guess-and-determine, et il apparaît que
les modèles d’analyse usuels des chiffrements à flot ne sont pas toujours adaptés. Ici par
exemple, un modèle à poids de clef fixé aurait été nécessaire, mais bien d’autres structures
sont exploitables. Ce problème a été étudié à la suite de nos travaux par Carlet, Méaux et
Rotella [CMR17], et je conseille sur ce point de se référer à la thèse (à paraître) de Yann
Rotella.
Chapitre 5
Constructions pour les MACs
Sans contrefaçon, j’ai de la passion
Dans ce chapitre, j’évoque deux travaux très proches effectués avec Gaëtan Leurent [DL18a]
en cours de publication. Il s’agit de travaux sur les MACs à bas coût.
Les MACs sont un autre aspect important de la cryptographie : là où les chiffrements
servent à garantir la confidentialité, les MACs visent à garantir l’authenticité. Dans la
pratique, il semble que les MACs sont généralement plus utiles pour les micro-contrôleurs
que les chiffrements. Par exemple, un réseau de senseurs qui mesurent la température n’ont
pas besoin de chiffrer leurs messages puisque la température est une donnée publique, mais
les messages doivent être authentifiés pour éviter qu’une attaquante ne fausse les mesures.
Un MAC peut aussi être utilisé pour une authentification entre une carte sans contact et
un lecteur.
Or, bien que les MACs soient si importants pour les applications dans de petits
terminaux comme les objets connectés, les solutions utilisées en pratique sont souvent peu
sûres (par exemple MiFare, sur micro-contrôleurs, qui utilise une clef de seulement 48 bits,
ou Keeloq, utilisé pour les voitures, dont la clef fait 60 bits), car les solutions existantes
sont généralement trop coûteuses pour des objets avec des moyens aussi limités.
Nos travaux ont un intérêt double : d’une part, nous améliorons les preuves de sécurité
des fonctions de hachage universelles (sur lesquelles se reposent beaucoup de constructions
de MACs), et d’autre part nous construisons un nouveau MAC appelé XPMAC, que nous
avons implémenté sur des micro-contrôleurs 32 bits avec d’excellentes performances.
5.1 Brève introduction aux MACs
Les Codes d’Authentification de Message (Message Authentication Codes, ou MACs)
sont des primitives cryptographiques importantes, utilisées pour l’authentification des
messages. Un MAC est une étiquette courte calculée par l’émetteur à partir du message et
d’une clef secrète, envoyée avec le message et vérifiée par le receveur à l’aide de la même
clef.
5.1.1 Construction de MACs
Les algorithmes de MAC peuvent être construits de diverses manières. L’une des
premières propositions fut CBC-MAC [FIPS113], un algorithme basé sur un chiffrement
par blocs, dont il existe des variantes plus récentes telles que OMAC [IK03]. Alterna-
tivement, PMAC [BR02] est un MAC basé sur un chiffrement par blocs parallélisable.
Les algorithmes de MAC peuvent aussi être construits à partir de fonctions de hachage,
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comme HMAC [BCK96], ou en partant de zéro, comme Siphash [AB12] ou Chaskey
[Mou+14], qui est à l’heure actuelle le MAC avec l’implémentation la plus performante sur
micro-contrôleurs 32 bits.
Toutes ces constructions sont déterministes, ce qui les rend simple d’utilisation, mais
limite aussi leur sécurité. En effet, il existe une attaque générique pour forger contre tous les
MACs déterministes itérés, qui utilise des collisions dans l’état interne, dû à Preneel et van
Oorschot [Pv95]. De ce fait, ces MACs ne sont sûrs que jusqu’à la borne des anniversaires,
i.e. lorsque la quantité de données authentifiée avec une même clef est bornée par 2n{2,
avec n la taille de l’état.
Une façon d’améliorer la sécurité est d’utiliser un état interne plus grand. En particulier,
les fonctions de hachage ont généralement un grand état interne (n ě 160), et les MACs
basés sur des fonctions de hachage offrent une sécurité suffisante en pratique même s’ils
sont limités à 2n{2 blocs de message. Cette approche a aussi été utilisée récemment
pour les MACs basés sur des chiffrements par blocs, avec des constructions telles que
SUM-ECBC [Yas10], 3kf9 [Zha+12], et PMAC+ [Dat+17] qui utilisent un état interne de 2n
bits avec un chiffrement par blocs de n bits.
Une autre façon d’éviter l’attaque de Preneel et van Oorschot est de rendre le MAC
non-déterministe, en utilisant soit un nonce, une valeur unique donnée par l’utilisateur
(en pratique, le nonce est souvent un compteur), soit des jetons aléatoires choisies par
l’algorithme de MAC, souvent appelés sel. Le nonce ou le sel est typiquement transmis
avec le MAC pour vérification. Un exemple important de MAC basé sur un nonce est la
construction de Wegman-Carter [WC81] qui authentifie un message M avec un nonce N
par :
WCrH, F sk1,k2 pM, Nq “ Hk1 pMq ‘ Fk2 pNq,
avec H une famille de fonctions de hachage XOR universelles, et F une PRF 1. Cette
construction est sûre jusqu’à 2n requêtes.
MACs à bas coût. Bien que les MACs semblent être une primitive importante pour la
cryptographie à bas coût, peu de constructions ont été optimisées pour des environnements
très contraints. Une exception notable est Chaskey [Mou+14], un MAC optimisé pour les
micro-contrôleurs 32 bits avec d’excellentes performances logicielles.
5.1.2 Les fonctions de hachage [presque-]universelles
Les fonctions de hachage universelles ont été introduites par Carter et Wegman en
1977 [CW77], et ont été très largement utilisées depuis pour construire des MACs efficaces.
En particulier, la construction Wegman-Carter-Shoup [WC81 ; Sho96] authentifie un
message M avec un nonce N par :
WCSrH, Esk1,k2 pM, Nq “ Hk1 pMq ‘ Ek2 pNq,
avec H une famille de fonctions de hachage XOR universelles et E un chiffrement par blocs.
Cette construction est utilisée dans GMAC, la fonction d’authentification de GCM [MV04],
et dans Poly1305 [Ber05b], deux des schémas les plus largement utilisés dans TLS aujour-
d’hui 2.
Depuis l’introduction des fonctions de hachage universelles, un grand nombre de
constructions ont été proposées pour construire des fonctions de hachage universelles
efficaces, et pour transformer ces fonctions en MACs sécurisés.
1. PRF veut dire fonction pseudo-aléatoire, PRP veut dire permutation pseudo-aléatoire.
2. Les données de télémétrie de Mozilla montrent que plus de 90% des connexions HTTPS de Firefox 58
utilisent AES-GCM, et à peu près 0.5% utilisent ChaCha20-Poly1305 : https://mzl.la/2GY53Mc (accédé
le 27 février 2018).
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Les fonctions de hachage universelles ont un intérêt majeur : sur ces fonctions, on sait
établir des preuves purement combinatoires sur les critères de sécurité. On a ainsi des
preuves de sécurité robustes, contrairement au cas des constructions basées sur des chiffre-
ments par blocs, qui reposent sur les arguments de sécurité obtenus par la cryptanalyse.
Définitions. Il existe plusieurs définitions liées aux fonctions de hachage universelles et
presque universelles. En général, une fonction de hachage (presque) universelle H est une
famille de fonctions (avec la notation h P H, ou Hk P H pour insister sur la clef) telle
que pour une fonction aléatoire de la famille, la probabilité (sur la clef) que deux entrées
entraînent une collision en sortie soit toujours faible.
Dans le cas idéal, ceci donne la définition suivante :
Définition 5.1 (U). Une famille de fonctions H : A Ñ B est universelle (Universal) si :
@m1 ‰ m2 P A, |th P H : hpm1q “ hpm2qu| ď |H|{|B|
En pratique, on peut souvent tolérer une certaine déviation du cas idéal, avec un
potentiel gain d’efficacité. C’est pourquoi on définit les fonctions de hachage presque
universelles :
Définition 5.2 (ε-AU). Une famille de fonctions H : A Ñ B est ε-presque universelle
(Almost Universal) si :
@m1 ‰ m2 P A, |th P H : hpm1q “ hpm2qu| ď ε|H|
Il est souvent utile de renforcer cette définition afin de couvrir une différence en sortie
arbitraire, et pas uniquement le cas des collisions (une différence de 0). Ceci définit les
fonctions presque XOR universelles :
Définition 5.3 (ε-AXU). Une famille de fonctions H : A Ñ B est ε-presque XOR univer-
selle (Almost XOR-universal) si :
@m1 ‰ m2 P A, @d P B, |th P H : hpm1q ‘ hpm2q “ du| ď ε|H|
Si H est ε-AXU, elle est aussi ε-AU, et nous pouvons de surcroît définir une famille
ε-AU G : A ˆ B Ñ B de la façon suivante :
G “ tpm, bq ÞÑ hpmq ‘ b : h P Hu
Définition 5.4 (ε-ASU). Une famille de fonctions H : A Ñ B est ε-presque fortement
universelle si :
#
@m P A, @b P B, |th P H : hpmq “ bu| “ |H|{|B|
@m1 ‰ m2 P A, @b1, b2 P B, |th P H : hpmq “ b1, hpm2q “ b2u| ď ε|H|{|B|
Si H : A Ñ B est ε-ASU alors H est aussi ε-AU.
5.2 Constructions de MACs basées sur les fonctions de
hachage universelles
Les fonctions de hachage universelles ont été introduites pour construire des MACs
sécurisés, et sont dorénavant utilisés dans nombre de constructions de MAC et de preuves
de sécurité. La première proposition par Wegman et Carter était de hacher un message et
de chiffrer le résultat avec un masque jetable. Ceci définit un MAC avec une preuve de
sécurité au sens de la théorie de l’information. En revanche, utiliser un masque jetable
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n’est pas pratique, et il fut rapidement suggéré de le remplacer par la sortie d’une PRF,
i.e. de le remplacer par le masque jetable par chiffrement en mode compteur.
La sécurité d’un algorithme de MAC est définie comme une borne supérieure sur la
probabilité de succès d’un adversaire qui tente de forger une étiquette valide. Formellement,
on considère un adversaire A avec un accès en oracle à l’algorithme de MAC F ; l’adversaire
doit alors produire une paire message/étiquette, et réussit si le message n’a pas été soumis
à l’oracle et que l’étiquette est valide. On définit l’avantage d’un tel adversaire avec un
accès en oracle à l’algorithme de MAC par :
AdvMACF pAq “ Pr
“
F pMq “ t : AF Ñ M, t
‰
.




ˇPrrAF Ñ 1s ´ PrrA$ Ñ 1s
ˇ̌
ˇ ,
où $ représente une permutation aléatoire, et
AdvPRFF pAq “
ˇ̌
ˇPrrAF Ñ 1s ´ PrrA$ Ñ 1s
ˇ̌
ˇ ,
où $ représente une fonction aléatoire.
Nous notons aussi l’avantage maximal de tous les adversaires par AdvXF , où X est l’un
de MAC, PRF, ou PRP. Un résultat important est le lemme d’échange entre PRF et PRP
(PRF-PRP switching lemma), qui borne la sécurité d’un chiffrement par blocs lorsqu’il est
utilisé comme une PRF 3 :
AdvPRFE ď AdvPRPE ` q2{2n
Dans cette section, nous passons en revue trois façons classiques de construire des MACs
à partir de fonctions de hachage (presque) universelles ainsi que certaines propositions plus
récentes. Par effort de simplicité, nous ferons l’hypothèse que l’adversaire fait q requêtes
au MAC et une seule requête de vérification. Nous supposons que la fonction de hachage
universel renvoie n bits, et que le MAC est aussi de taille n bits.
5.2.1 One-time MAC : HpMq
Ce nom de one-time MAC est une référence au « one-time-pad », le masque jetable. Si
la clef est utilisée une seule fois, une famille ε-ASU peut être utilisée directement comme
MAC [WC81], [Sti92, théorème 3.2]. En particulier, cette construction est utilisée dans le
chiffrement authentifié ChaCha20-Poly1305 [NL15]. Si chaque clef n’est utilisée que pour
authentifier un seul MAC, cette construction atteint une sécurité proche de 2n :
AdvMACH ď ε ` 2´n
5.2.2 Construction Wegman-Carter : HpMq ‘ F pN q
La construction hacher puis masquer peut être utilisée pour authentifier plusieurs
messages avec la même clef. En particulier, la construction Wegman-Carter utilise une
famille de fonctions de hachage ε-AXU H et une PRF F :
WCrH, F sk1,k2 pM, Nq “ Hk1 pMq ‘ Fk2 pNq.
Tant que l’adversaire ne répète pas le nonce, cette construction atteint une sécurité de n
bits :
AdvMACWCrH,F s ď AdvPRFF ` ε ` 2´n
3. Le chiffrement par blocs est une famille de permutations, pas de fonctions.
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Dans la plupart des instanciations concrètes (GCM [MV04], Poly1305-AES [Ber05b]),
la PRF est instanciée avec un chiffrement par blocs E, en suivant la construction de
Wegman-Carter-Shoup [Sho96]. La sécurité peut être analysée en utilisant le PRF-PRP
switching lemma, mais cela ajoute à la borne un terme q2{2n, correspondant à la borne du
paradoxe des anniversaires. Cette preuve peut être améliorée en regardant directement la
construction à base de PRP [Sho96 ; Ber05a], mais la sécurité est toujours limitée par la
borne des anniversaires. En effet, il y a une attaque par distingueur simple qui consiste à
requérir le MAC d’un même message fixé 2n{2 fois, et à vérifier s’il y a des collisions dans
le MAC.
Afin d’éviter cette perte, on peut utiliser une construction pour transformer une PRP
en PRF, telle que le XOR de deux permutations :
WC-XoPrH, Esk1,k2.k3 pM, Nq “ Hk1 pMq ‘ Ek2 pNq ‘ Ek3 pNq.
Comme le XOR de deux PRP est une PRF presque parfaite [Pat08 ; Pat13 ; DHT17], cette
construction atteint n bits de sécurité.
5.2.3 Construction hacher puis PRF : F pHpMqq
Alternativement, la construction hacher puis PRF construit un MAC déterministe à
partir d’une famille ε-AU H et d’une PRF F :
HFrH, F sk1,k2 pMq “ Fk2 pHk1 pMqq.
Cette construction a été analysée dans [Bla00, lemme 3.6.3] et [Bla+99] :




En particulier, plusieurs MAC basés sur des chiffrements par blocs, tels que CBC-
MAC [BR00], peuvent être considérés comme des instances de la construction hacher puis
PRF pour leur analyse. Plus récemment, cette technique a été utilisée pour les MACs avec
sécurité au delà de la borne des anniversaires en utilisant une fonction de hachage sur 2n
bits (SUM-ECBC [Yas10], PMAC+ [Yas11], 3kf9 [Zha+12], ZMAC [Iwa+17], . . . ).
La construction hacher puis PRF donne en fait une PRF (ce qui est plus fort qu’un
MAC), et ceci est utilisé dans Periodic CBC Hash [MT06].
5.2.4 Hacher puis PRF avec nonce : F pHpMq}N q
Certaines constructions permettent de combiner la sécurité de n bits avec des nonces, et
une sécurité à la borne des anniversaires si le nonce est répété. En particulier, si une PRF
sur 2n bits est disponible, on peut utiliser la construction introduite par UMAC [Bla+99]
puis analysée sous le nom WMAC [BC09] avec une famille de fonctions ε-AU :
WMACrH, F sk1,k2 pM, Nq “ Fk2 pHk1 pMq}Nq.
Cette construction a été analysée dans [Bla+99] sous l’hypothèse que les nonces sont
toujours distincts :
AdvMACHFNrH,F s ď AdvPRFF ` ε ` 2´n.
Si les nonces sont répétés, cette construction offre toujours une sécurité à la borne des
anniversaires, en tant que cas particulier du schéma hacher puis PRF. Plus généralement,
Black et Cochran ont donné une analyse en supposant qu’il y a une réutilisation des nonces
limitée [BC09].
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Nous notons qu’utiliser un chiffrement par blocs de 2n bits pour implémenter une
PRF de 2n bits ne réduit pas significativement la sécurité, car la perte correspondante est
seulement q2{22n.
Récemment, des variantes de cette construction ont été proposées où la finalisation
utilise un composant plus faible qu’une PRF sur 2n bits [CLS17] : la construction Nonce-as-
Tweak utilise un chiffrement par blocs ajustable (tweakable block cipher), et la construction
Nonce-as-Key utilise un chiffrement par blocs de n bits modélisé comme un chiffrement
idéal.
5.2.5 EWCDM
Cogliati et Seurin ont récemment proposé une construction avec des propriétés de
sécurité similaires utilisant seulement un chiffrement par blocs sur n bits [CS16] et une
famille de fonctions ε-AXU :
EWCDMrH, Esk1,k2,k3 pM, Nq “ Ek3
`
Hk1 pMq ‘ Ek2 pNq ‘ N
˘
.
Ils ont prouvé une sécurité jusqu’à 22n{3 requêtes, et un travail ultérieur par Mennink et
Neves [MN17] prouve une sécurité jusqu’à 2n (en supposant que l’adversaire fait moins de
2n{67 requêtes) :








Dans le contexte de la cryptographie à bas coût, les MACs basés sur des fonctions de
hachage universelles sont séduisants car la fonction de hachage ne nécessite qu’une sécurité
statistique et est généralement plus rapide à évaluer qu’une fonction cryptographique telle
que CBC-MAC.
En pratique, la construction Wegman-Carter-Shoup est largement utilisée (en particulier
dans GCM), mais ce n’est pas la meilleure manière de construire un MAC à partir d’une
famille de fonctions de hachage universelles : cette construction requiert un nonce mais
n’offre une sécurité que jusqu’à la borne des anniversaires. En particulier, une seule
répétition de nonce casse souvent complètement le MAC [HP08]. À la place, nous nous
focaliserons sur des constructions qui offrent une sécurité proche de 2n requêtes quand
le nonce est respecté, et qui peuvent tolérer une mauvaise utilisation des nonces. Suivant
les primitives disponibles, nous recommandons d’utiliser soit la construction WMAC
F pHpMq}Nq avec un chiffrement par blocs sur 2n bits, soit la construction EWCDM
avec un chiffrement par blocs sur n bits, soit la construction Nonce-as-Tweak avec un
chiffrement par blocs adaptable sur n bits. L’inconvénient principal de ces constructions
par rapport à la construction Wegman-Carter-Shoup est que le chiffrement par blocs ne
peut pas être évalué en parallèle de la fonction de hachage, mais cela n’a pas vraiment de
conséquences pour des implémentations sur micro-contrôleur.
Grâce à un mode qui offre une sécurité en 2n, on peut utiliser des fonctions de hachage
universelles avec une taille d’état de n bits plutôt que 2n, ce qui permet de réduire le coût
d’implémentation. Pour une application à bas coût, on pourra donc utiliser une famille de
fonctions de hachage universelles dont la taille de sortie est n “ 64.
5.3 Construction de fonctions de hachage universelles
Nous faisons ici un passage en revue des résultats précédents sur la construction de
fonctions de hachage universelles.
5.3. Construction de fonctions de hachage universelles 171
5.3.1 Constructions pour des messages courts
De nombreuses constructions ont été proposées en vue de construire des fonctions de
hachage universelles. En particulier, étant donné un corps F, quelques exemples importants
de fonctions de hachage universelles utilisent une multiplication par une clef secrète :
H1 : F Ñ F “ tm ÞÑ m ˆ k : k P Fu est XOR universelle ; (5.1)
H2 : F ˆ F Ñ F “ tm1, m2 ÞÑ m1 ˆ k ` m2 : k P Fu est universelle. (5.2)
Hachage polynomial [Die+92]. Afin de hacher des longs messages avec une seule clef,
ces constructions peuvent être généralisés en un hachage polynomial. Le message d’entrée
est interprété comme les coefficients d’un polynôme évalué en la clef secrète :
H : Fℓ Ñ F “ tpm1, m2, . . . mℓq ÞÑ
ℓÿ
i“1
mi ˆ ki : k P Fu.
La famille H avec des messages de longueur ℓ est ℓε-AXU. Cette construction est utilisée
pour construire des MACs de type Wegman-Carter pratiques comme GMAC et Poly1305,
avec différents choix de corps F.
Utiliser des chiffrements par blocs réduits [MT06]. En tant qu’alternative aux construc-
tions par corps finis, les chiffrements par blocs réduits peuvent aussi être de bonnes fonctions
de hachage universelles. En particulier, la valeur exacte du MEDP de 4 tours d’AES a été
calculé par Keliher et Sui [KS07], et il est prouvé qu’il s’agit d’une famille ε-AXU avec
ε « 1.18 ¨ 2´110 (sous hypothèse que les sous-clefs de tour sont indépendantes) :
H : t0, 1un Ñ t0, 1un “ tx ÞÑ Ekpxq : k P t0, 1unu est ε-AXU. (5.3)
Cette construction a été utilisée par Minematsu et Tsunoo pour construire un MAC basé
sur AES plus rapide que CBC-MAC [MT06].
5.3.2 Composition et extension
Pour accepter des messages plus longs, plusieurs constructions de composition et
d’extension peuvent être utilisées. Elle sont détaillées ci-dessous.
Produit cartésien [Sti92, Th 5.4]. Soit H : A Ñ B une famille ε-AU. La construction
par produit cartésien permet d’augmenter la taille de l’ensemble d’entrée et de l’ensemble de
sortie en appliquant la fonction en parallèle. Plus précisément, la famille G : AˆA Ñ BˆB
est ε-AU :
G “ tpm1, m2q ÞÑ phpm1q, hpm2qq : h P Hu
Hachage par somme [CW77, Proposition 8] Soient H1 : A1 Ñ B et H2 : A2 Ñ B des
familles ε-AXU. La construction par somme donne une famille G sur une entrée plus
grande, mais avec une sortie de même taille. Plus précisément, G : A1 ˆ A2 Ñ B est
ε-AXU :
G “ tpm1, m2q ÞÑ ph1pm1q ‘ h2pm2qq : h1 P H1, h2 P H2u
Concaténation [Rog99, Proposition 3]. Soient H1 : A Ñ B1 une famille ε1-AU et
H2 : A Ñ B2 une famille ε2-AU. La construction par concaténation donne une famille
G avec une probabilité de collision réduite, au coût d’une taille de sortie accrue. Plus
précisément, G : A Ñ B1 ˆ B2 est ε-AU, avec ε “ ε1ε2 :
G “ tm ÞÑ ph1pmq, h2pmqq : h1 P H1, h2 P H2u
172 Chapitre 5. Constructions pour les MACs
Composition [Sti92]. Soient H1 : A Ñ B et H2 : B Ñ C deux familles de fonctions de
hachage presque universelles. On peut construire G : A Ñ C comme la composition de H1
et H2 :
G “ tm ÞÑ ph2ph1pmqqq : h1 P H1, h2 P H2u.
En particulier si H1 et H2 compressent leurs entrées, alors la composition compresse
incrémentalement son entrée.
Plus précisément, on a les résultats suivants :
— Si H1 est ε1-AU et H2 est ε2-AU, alors G est ε-AU, avec ε “ ε1 `ε2 ´ε1ε2 ď ε1 `ε2.
— Si H1 est ε1-AU et H2 est ε2-ASU, alors G est ε-ASU, avec ε “ ε1 ` ε2 ´ ε1ε2 ď
ε1 ` ε2.
— Si H1 est ε1-AU et H2 est ε2-AXU, alors G est ε-AXU, avec ε “ ε1 ` ε2 ´ ε1ε2 ď
ε1 ` ε2.
Les deux derniers résultats peuvent être utilisés pour composer une famille ε-AU efficace
et une famille ε-AXU ou ε-ASU plus coûteuse.
Extension de domaine par composition. Les résultats précédents sur la composition
peuvent être utilisés pour construire une famille de fonctions de hachage presque universelle
de domaine d’entrée arbitraire à partir d’une famille de fonctions de hachage universelle
compressive de taille fixe. Une construction naturelle est d’itérer la fonction de compression,
comme la construction Merkle-Damgård pour les fonctions de hachage résistantes aux
collisions.
Soient H1 : A1 Ñ B1 et H2 : A2 ˆ B1 Ñ B2 ε1-AU et ε2-AU, respectivement. On
définit l’itération de H1 et H2, H : A1 ˆ A2 Ñ B2 de la façon suivante :
H “ tpm1, m2q ÞÑ h2pm2, h1pm1qq : h1 P H1, h2 P H2u
En utilisant les résultats précédents, on peut prouver que H est ε-AU avec ε “ ε1 ` ε2 ´
ε1ε2 ď ε1 ` ε2 car il s’agit de la composition de H 11 et H2, où H 11 est aussi ε1-AU :
H 11 : A1 ˆ A2 Ñ A2 ˆ B1 “ tpm1, m2q ÞÑ pm2, h1pm1qq : h1 P H1u.
De plus, si H2 est ε2-AXU (respectivement ε2-ASU), alors H est aussi ε-AXU (respective-
ment ε-ASU).
Ce résultat peut aisément s’étendre à l’itération de trois fonctions ou plus. En particulier,
on peut l’utiliser pour itérer une seule fonction ε-AU H : B ˆ A Ñ B, pour construire le
ℓ-ème itéré Hℓ : B ˆ Aℓ Ñ B avec ℓ clefs indépendantes ; Hℓ est ℓε-AU. En particulier,
cette construction est utilisée dans [MT06].
Hachage par arbre [WC81]. Afin de réduire la taille de clef, Wegman et Carter décrivent
une construction de hachage par arbre dans [WC81]. En partant d’une unique famille
ε-AU H : A ˆ A Ñ A, une construction en arbre de profondeur d définit une famille dε-AU
Gd : A2
d Ñ A itérativement :
G1 “ H
Gd “ tpm1, m2q ÞÑ hpgpm1q, gpm2qq : h P H, g P Gd´1u
En utilisant les résultats précédents sur la composition et le produit cartésien, Gd est
dε-AU, et utilise seulement d clefs indépendantes.
Nous allons maintenant présenter deux nouveaux résultats Le premier porte sur l’ex-
tension de domaine des fonctions de hachage universelles lorsque certains composants sont
bijectifs. Nous montrons que dans ce cas, on peut améliorer les preuves de sécurité. Le
deuxième est la construction et l’implémentation efficace d’un nouveau MAC, XPMAC,
conçu pour être efficace sur des micro-contrôleurs 32 bits, en conciliant les preuves robustes
des fonctions de hachage universelles et les performances de Chaskey [Mou+14].
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5.4 Extensions de domaine avec des permutations
La première partie de nos travaux porte sur les fonctions de hachage universelles. Cette
section a pour but de montrer que les résultats d’extension de domaine de la littérature
peuvent offrir une meilleure sécurité en ajoutant des conditions de bijectivité. En particulier,




Figure 5.1 – Itération.
5.4.1 Itération avec une permutation
Notre premier résultat est un théorème de composition pour l’itération de deux familles
AU (suivant la construction de la section 5.3.2) dans le cas particulier où la seconde
fonction est une permutation lorsque la première entrée est fixée.
Nous montrons qu’avec cette condition additionnelle, l’itération de deux familles ε-
AU est ε-AU, alors qu’elle n’est que ε1-AU avec ε1 “ 2ε ´ ε2 en général. En effet, la
probabilité de collision en sortie se décompose en : collision dans h1 ou collision dans h2,
ces deux événements étant de probabilité ε. On a alors compté deux fois l’événement qu’il
y ait collision en même temps dans h1 et dans h2, qui est de probabilité ε2. Avec des
permutations, on évite certains cas de collision, ce qui permet de réduire la probabilité de
collision.
Théorème 5.1. Soient H1 : A1 Ñ B1 ε1-AU et H2 : A2 ˆ B1 Ñ B2.
Considérons G : A1 ˆ A2 Ñ B2 définie telle qu’en figure 5.1, i.e.
G “ tpm1, m2q ÞÑ h2pm2, h1pm1qq : h1 P H1, h2 P H2u.
Si x ÞÑ h2pm, xq est une permutation pour tous h2 P H2 et m P A2, alors :
— si H2 est ε2-AU, alors G est maxtε1, ε2u-AU,
— si H2 est ε2-AXU, alors G est maxtε1, ε2u-AXU,
— si H2 est ε2-ASU, alors G est maxtε1, ε2u-ASU.
En particulier, nous pouvons améliorer la borne de la preuve de sécurité de PC-MAC
défini par Minematsu et Tsunoo [MT06], où un terme dε dû à l’itération de d fois 4 tours
d’AES peut être remplacé par ε.
Notons que lorsque x ÞÑ h2pm, xq n’est pas une permutation, il y a une perte d’entropie
dans l’itération, et la sécurité de G est inférieure à la sécurité de H1 et H2.
Démonstration. Cas 1 : AU ñ AU .
Notons N “ #tph1, h2q P H1 ˆ H2 | h2pm2, h1pm1qq “ h2pm12, h1pm11qqu pour
une paire de messages fixée pm1}m2, m11}m12q. Nous voulons prouver que : N ď
maxtε1, ε2u ˆ |H1| ˆ |H2|.
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Si m2 “ m12 (et donc m1 ‰ m11), nous écrivons :












ε1 ˆ |H1| “ ε1 ˆ |H1| ˆ |H2|.
Nous avons utilisé que pour tout h2, x ÞÑ h2pm2, xq est une permutation, donc
h2pm2, h1pm1qq “ h2pm12, h1pm11qq si et seulement si h1pm1q “ h1pm11q.
Si m2 ‰ m12, nous écrivons :








ε2 ˆ |H2| “ ε2 ˆ |H1| ˆ |H2|.
Nous avons utilisé que h1pm1q et h1pm11q sont des valeurs fixées pour chaque h1 et
m2 ‰ m12 fixés.
En fin de compte, nous obtenons que G est maxtε1, ε2u-AU .
Cas 2 : AXU ñ AXU . Notons N “ #tph1, h2q P H1 ˆ H2 | h2pm2, h1pm1qq ‘
h2pm12, h1pm11qq “ du pour une paire de messages fixée pm1}m2, m11}m12q et un
d P B2 fixé. Nous voulons prouver que N ď maxtε1, ε2u ˆ |H1| ˆ |H2|.
Le cas compliqué est la collision (d “ 0), car la collision peut se produire soit
dans h1 soit dans h2. En utilisant le cas AU , nous avons que lorsque d “ 0,
N ď maxtε1, ε2u ˆ |H1| ˆ |H2|.
Sinon, d ‰ 0. Alors pm2, h1pm1qq ‰ pm12, h1pm11qq, et nous n’avons qu’à écrire :








ε2 ˆ |H2| “ ε2 ˆ |H1| ˆ |H2|.
À nouveau, nous avons utilisé que, pour h1 fixée, h1pm1q et h1pm11q sont fixés.
Cas 3 : ASU ñ ASU . En premier lieu, il nous faut montrer que H est équilibrée.
Pour des messages fixés m1, m2, et un y P B2 fixé, nous avons :








|H2|{|B2| “ |H1| ˆ |H2|{|B2|.
Notons N “ #tph1, h2q P H1 ˆ H2 | h2pm2, h1pm1qq “ y, h2pm12, h1pm11qq “ y1u
pour une paire de messages fixée pm1}m2, m11}m12q et y, y1 P B2 fixés. Nous voulons
prouver que N ď maxtε1, ε2u ˆ |H1| ˆ |H2|.
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Similairement à la preuve du cas AXU , le cas compliqué est la collision (y “ y1),
car la collision peut se produire soit dans h1 soit dans h2. En utilisant le cas AU ,
nous obtenons que lorsque y “ y1, N ď maxtε1, ε2u ˆ |H1| ˆ |H2|.
Sinon, y ‰ y1. Alors pm2, h1pm1qq ‰ pm12, h1pm11qq, et nous écrivons simplement :








ε2 ˆ |H2| “ ε2 ˆ |H1| ˆ |H2|.










Figure 5.2 – Composition itérée.
Corollaire 5.1. En appliquant le théorème 5.1 récursivement, on obtient que, pour
H1, . . . Hℓ´1 des familles ε-AU . G : A1 ˆ . . . ˆ Aℓ définie telle qu’en figure 5.2, i.e.
G “ tm1, m2, . . . mℓ ÞÑ hℓpmℓ, hℓ´1pmℓ´1, . . .qq : h1 P H1, . . . , hℓ P Hℓu











Figure 5.3 – Hachage chaîné.
Le théorème peut être utilisé pour étudier la sécurité de constructions basées sur une
famille de permutations ε-AXU, comme les familles définies par la multiplication dans un
corps (équation. (5.1)) ou un chiffrement par blocs réduit (équation (5.3)).
Corollaire 5.2 (Hachage chaîné utilisant des permutations). Soit H une famille de
permutations ε-AXU sur A. On définit l’itération chaînée de H par (voir figure 5.3) :
G “ tm1, m2, . . . mℓ ÞÑ mℓ ‘ hℓpmℓ´1 ‘ hℓ´2p. . . ‘ h1pm1qqq : h1 P H, . . . , hℓ P Hu.
Alors G est une famille ε-AU.
Le résultat vient du théorème 5.1 appliqué aux fonctions ε-AU suivantes :
Hi : A ˆ A Ñ A “ tpa, bq ÞÑ b ‘ hpaq : h P Hu
Grâce au théorème 5.1, on peut aussi obtenir une preuve alternative du hachage par
somme de 2 ou ℓ fonctions de hachage universelles d’une famille ε-AXU.















Figure 5.4 – Hachage par somme étendu.
Corollaire 5.3 (Hachage par somme étendu). Soit H une famille ε-AXU sur A (pas
nécessairement de permutations). On définit l’itération par somme étendu de H par (voir
figure 5.4) :
G “ tm1, m2, . . . mℓ ÞÑ h1pm1q ‘ h2pm2q ‘ . . . ‘ hℓ´1pmℓ´1q ‘ mℓ : h1 P H, . . . , hℓ P Hu.
Alors G est une famille ε-AU.
Les résultats viennent du théorème 5.1 appliqué aux fonctions suivantes :
Hi : A ˆ A Ñ A “ tpa, bq ÞÑ a ‘ hpbq : h P Hu
qui sont ε-AU. Nous donnons aussi des résultats plus détaillés sur le hachage par somme
étendu, en particulier qu’en retirant un dernier ‘, la famille obtenue est ε-AXU (résultat
déjà connu, cf. section 5.3.1) et des preuves de sécurité plus détaillées.
Théorème 5.2 (Sécurité du hachage par somme étendu). Soient H1 : A1 Ñ B, H2 :
A2 Ñ B.
Considérons H : A1 ˆ A2 Ñ B définie par :
H “ tph1, h2q P H1 ˆ H2 | hpm1, m2q “ h1pm1q ‘ h2pm2q, m1 P A1, m2 P A2u.
Alors nous avons les résultats de sécurité suivants :
— si H1 est ε1-AU et H2 est ε2-AXU , alors h est maxtε1, ε2u-AU ,
— si H1 est ε1-AXU et H2 est ε2-AXU , alors h est maxtε1, ε2u-AXU ,
— si H1 est ε1-ASU et H2 est ε2-ASU , alors h est maxtε1, ε2u-ASU .
Démonstration. Fixons m1, m11 P A1, m2, m12 P A2.
Cas 1 : AU Nous avons H1 ε1-AU , H2 ε2-AXU .
Ce résultat peut être directement déduit du cas AU ñ AU du théorème 5.1, en
considérant la famille H 12 “ tpm1, m2q ÞÑ m1‘h2pm2q : h2 P H2, m1 P A1, m2 P A2u,
car H est alors tph1, h12q P H1 ˆ H 12 | hpm1, m2q “ h2ph1pm1, m2q, m1 P A1, m2 P
A2u. Afin de voir le lien direct avec les cas 2 et 3, nous donnons ici une preuve
alternative.
Si m2 “ m12, nous utilisons que H1 est ε1-AU :









“ ε1 ˆ |H1| ˆ |H2|.
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Si m2 ‰ m12, nous utilisons que H2 est ε2-AXU :









“ ε2 ˆ |H1| ˆ |H2|.
Cas 2 : AXU Fixons d P B.
Nous avons H1 ε1-AXU , H2 ε2-AXU .
Si m2 “ m12 et m1 “ m11, nous utilisons le cas AU (cas 1).
Si m2 “ m12 (et donc m1 ‰ m11), nous utilisons que H1 est ε1-AXU :









“ ε1 ˆ |H1| ˆ |H2|.
Si m2 ‰ m12, symétriquement, nous utilisons que H2 est ε2-AXU et obtenons que
#tph1, h2q P H1 ˆH2 | h1pm1q‘h2pm2q‘h1pm11q‘h2pm12q “ du ď ε2 ˆ|H1|ˆ|H2|.
Cas 3 : ASU Fixons u, u1 P B.
Nous avons H1 ε1-ASU , H2 ε2-ASU .
Si m2 “ m12, nous utilisons que H1 est ε1-ASU :









“ ε1 ˆ |H1| ˆ |H2|.
Si m2 ‰ m12, symétriquement, nous utilisons que H2 est ε2-ASU et obtenons que
#tph1, h2q P H1 ˆ H2 | h1pm1q ‘ h2pm2q “ u, h1pm11q ‘ h2pm12q “ u1u
ď
ε2 ˆ |H1| ˆ |H2| .
Il nous faut aussi prouver que, @pm1, m2q P A1 ˆ A2, @b P B,
#tph1, h2q P H1 ˆ H2 : h1pm1q ‘ h2pm2q “ bu “ |H1||H2|{|B| .
On a, @pm1, m2q P A1 ˆ A2, @b P B,
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t
Figure 5.5 – Structure générale du hachage par arbre. Si représente S utilisant ki pour
clef.
Nous avons utilisé le fait que #th1 P H1 : h1pm1q “ b1u “ |H1|{|B|, puisque H1 est
ε-ASU.
Ceci se généralise directement à plus de deux branches comme au corollaire 5.3.
5.4.2 Modification du hachage par arbre pour atteindre une meilleure
sécurité
Considérons désormais la construction de hachage par arbre de [WC81] (cf. figure 5.5).
Dans [WC81], les auteurs introduisent ce schéma afin de hacher un message avec une clef de
longueur logarithmique en la longueur du message, en utilisant la même clef pour toutes les
fonctions au même étage dans l’arbre. Nous montrons qu’en utilisant des permutations et
des clefs indépendantes deux à deux à chaque étage, nous atteignons une sécurité meilleure
que la version originale en gardant la longueur de clef logarithmique.
Considérons une famille ε-AU H : FˆF Ñ F telle que x ÞÑ hpx, yq et y ÞÑ hpx, yq soient
des permutations pour tout h P H, avec F un corps fini. Nous définissons une construction
en arbre où chaque étage utilise une variante de la construction par produit cartésien
avec des fonctions de hachage de H deux à deux indépendantes, et où les fonctions de
hachage sont indépendantes entre les étages. Plus précisément, au niveau i nous utilisons
la clef ki P F2 et nous appliquons une fonction de hachage Hdki définie comme l’application
parallèle des fonctions hij avec h
i
j “ Hkir0s`jˆkir1s. Formellement, nous fixons la profondeur
totale d, et nous définissons Hi pour le i-ème étage, et Gi comme la composition des i
premiers étages :
Hik : F
2d´i`1 Ñ F2d´i px1, x2, x3, . . .q ÞÑ phi1px1, x2q, hi2px3, x4q, . . .q
avec hij “ Hkir0s`jˆkir1s
Gik1,...,ki : F
2d Ñ F2d´i px1, x2, x3, . . .q ÞÑ Hiki p. . . H
2
k2





Enfin, nous définissons la famille Gd “ tGdk : k P F2du.
Théorème 5.3 (Sécurité du hachage par arbre amélioré). Avec la construction précédente,
si H est une famille ε-AU, alors Gd est une famille ε1-AU, avec ε1 “ ε ` pd ´ 1q2 ¨ ε2.
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Figure 5.6 – Exemple de propagation des différences et sous-arbre minimal avec des
différences pour le hachage par arbre.
“ représente une différence de nulle, ‰ représente une différence non-nulle.
Notons que la construction générale de hachage par arbre ne donnerait qu’une famille
dε-AU.
Démonstration. Fixons deux messages d’entrée M “ pm1, . . . , maq et M 1 “ pm11, . . . , m1aq,
avec M ‰ M 1. Remarquons que, puisque x ÞÑ hijpx, yq et y ÞÑ hijpx, yq sont des permu-
tations de Fn2 dans F
n
2 , une fonction avec une différence de zéro en sortie doit avoir soit
une différence de zéro en entrée, soit une différence dans ses deux entrées. Sans perte de
généralité, supposons que chacun des sous-arbres gauche et droit de Gd ont des différences
dans leurs entrées. Autrement, nous restreignons l’analyse au sous-arbre minimal de Gd
avec des différences en entrée, et nous savons que la sortie du sous-arbre doit collisionner
et que les deux moitiés ont des différences en entrée (cf. figure 5.6).
Nous voulons borner le nombre de clefs N telles que GdkpMq “ GdkpM 1q. Pour commencer,
définissons les moitiés droite et gauche de l’état de chaque étage dans l’arbre par Gi,Rk pMq




k pMq. Pour une clef k donnée, nous définissons
aussi ℓR et ℓL en tant que derniers étages du sous-arbre avec une différence en sortie :
ℓLpkq “ maxti ă d : Gi,Lk pMq ‰ G
i,L
k pM 1qu
ℓRpkq “ maxti ă d : Gi,Rk pMq ‰ G
i,R
k pM 1qu
Ceci nous permet de diviser les clefs par rapport aux valeurs de ℓpkq, et de borner le
nombre de clefs dans chaque sous-ensemble :






k : GdkpMq “ GdkpM 1q, ℓLpkq “ i, ℓRpkq “ j
(
Remarquons d’abord que si ℓLpkq “ d ´ 1 et GdkpMq “ GdkpM 1q, alors il faut aussi que
ℓRpkq “ d ´ 1 car x ÞÑ h11px, yq est une permutation (respectivement, si ℓRpkq “ d ´ 1 alors
ℓLpkq “ d ´ 1).
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Cas 1 : ℓLpkq “ ℓRpkq “ d ´ 1. Nous partons du cas où les différences s’annulent dans
le dernier nœud de l’arbre.
N1 “ #tk : GdkpMq “ GdkpM 1q, ℓLpkq “ ℓLpkq “ d ´ 1u
“ #tk1, k2, . . . , kd´1 : Gd´1k pMq ‰ Gd´1k pM 1qu
ˆ #tkd : Hdk pGd´1k pMqq “ Hdkd pG
d´1
k pM 1qqu
ď |F|2pd´1q ˆ ε ¨ |F|2
La dernière inégalité vient du fait que pour tout choix valide de k1, k2, . . . , kd´1, Gd´1k pMq
et Gd´1k pM 1q sont des valeurs fixées avec Gd´1k pMq ‰ Gd´1k pM 1q, et Hdkd dépend seulement
de kd. Ainsi, seule une fraction ε des choix de kd satisfont la condition.
Cas 2 : ℓLpkq “ ℓRpkq ă d ´ 1. Ensuite, considérons les clefs avec ℓLpkq “ ℓRpkq “ i
avec 0 ď i ă d ´ 1.
N2 “ #tk : GdkpMq “ GdkpM 1q, ℓLpkq “ ℓRpkq “ iu
“ #tk1, k2, . . . , ki : Gi,Lk pMq ‰ G
i,L
k pM 1q, G
i,R
k pMq ‰ G
i,R
k pM 1qu
ˆ #tki`1 : Hi`1ki`1 pG
i
kpMqq “ Hi`1ki`1 pG
i
kpM 1qqu ˆ #tki`2, . . . kdu
ď |F|2pd´1q ˆ ε2 ¨ |F|2
À nouveau, GikpMq et GikpM 1q sont des valeurs fixées pour tout choix de k1, k2, . . . , ki, et
Hi`1ki`1 dépend uniquement de ki`1. De plus, puisque nous considérons les clefs k1, k2, . . . , ki
avec Gi,Lk pMq ‰ G
i,L
k pM 1q et G
i,R
k pMq ‰ G
i,R
k pM 1q, il y a deux fonctions hi`1u et hi`1v avec
une différence en entrée non-nulle et une différence en sortie nulle. Ceci restreint les clefs
possibles pour ki`1 à une fraction ! ε2 car les clefs correspondantes sont indépendantes.
Cas 3 : ℓLpkq ‰ ℓRpkq. Pour finir, nous considérons les clefs avec ℓLpkq “ i, ℓRpkq “ j
avec 0 ď i, j ă d ´ 1, i ‰ j. Sans perte de généralité, nous supposons i ă j.
N3 “ #tk : ℓLpkq “ i, ℓRpkq “ ju
“ #tk1, k2, . . . , ki : Gi,Lk pMq ‰ G
i,L
k pM 1q, G
i,R
k pMq ‰ G
i,R
k pM 1qu
ˆ #tki`1 : Hi`1,Lki`1 pG
i,L
k pMqq “ H
i`1,L
ki`1
pGi,Lk pM 1qq, G
i`1,R
k pMq ‰ G
i`1,R
k pM 1qu
ˆ #tki`2, ki`3, . . . , kj : Gj,Rk pMq ‰ G
j,R
k pM 1qu
ˆ #tkj`1 : Hj`1,Rkj`1 pG
j,R
k pMqq “ H
j`1,R
kj`1
pGj,Rk pM 1qqu ˆ #tkj`2, . . . kdu
ď |F|2i ˆ ε ¨ |F|2 ˆ |F|2pj´i´1q ˆ ε ¨ |F|2 ˆ |F|2pd´j´1q
En effet, après avoir choisi k1, . . . ki, seule une fraction au plus ε des choix pour ki`1 sont
valides, et après avoir choisi en plus ki`2, . . . kj , seule une fraction au plus ε des choix pour
kj`1 sont valides.
Finalement nous pouvons conclure :
N “ N1 ` pd ´ 1qN2 ` pd ´ 1qpd ´ 2qN3
ď pε ` pd ´ 1q2 ¨ ε2q ¨ |F|2d.
5.4.3 Conclusion
Ces deux résultats prouvent que certaines constructions pour étendre le domaine des
familles fonctions de hachage universelles peuvent être améliorées sous l’hypothèse que
les fonctions de hachage universelles utilisées comme composants élémentaires sont des
permutations.
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5.5 Construction d’un MAC à bas coût : XPMAC
L’objectif de ce travail est d’obtenir un MAC qui ait les bonnes propriétés de sécurité
des MACs basés sur les fonctions de hachage universelles et les bonnes propriétés de
performances de Chaskey [Mou+14] sur micro-contrôleurs 32 bits (qui est à l’heure actuelle
le MAC le plus performant sur micro-contrôleurs 32 bits).
Nous proposons donc une instanciation de fonction de hachage universelle pour micro-
contrôleurs et un MAC correspondant. Tel qu’expliqué dans la section 5.2.6, nous nous
orientons vers une construction à base de nonce avec des propriétés acceptables en cas
de mauvaise utilisation des nonces (telles que WMAC, EWCDM ou Nonce-as-Tweak), en
utilisant une fonction de hachage universelle avec une sortie sur 64 bits.
Une partie importante de ce travail consiste en l’implémentation et l’optimisation de
notre algorithme, XPMAC, sur deux micro-contrôleurs 32 bits. Nous parvenons à obtenir
des performances similaires à celles de Chaskey en utilisant des fonctions de hachage
universelles (un hachage polynomial) et le mode WMAC.
En particulier, nous avons implémenté une optimisation poussée de la multiplication
sur F2128 et sur F264 . La multiplication sur F2128 est le composant principal de GMAC,
aussi notre code peut être utilisé pour optimiser GMAC sur un micro-contrôleur 32 bits.
Une version de GMAC optimisée obtient alors des performances seulement deux fois moins
bonnes. L’avantage de XPMAC est de travailler sur un état de 64 bits et non 128 bits
(grâce à l’utilisation d’un mode au delà de la borne des anniversaires, WMAC), ce qui
permet d’obtenir ces meilleures performances.
Environnements de test. Afin d’évaluer divers choix possibles de construction et de
comparer notre schéma avec d’autres algorithmes de MAC, nous avons effectué des tests
d’implémentations sur deux micro-contrôleurs 32 bits : une carte FRDM-KL46Z avec un
micro-contrôleur Cortex-M0+ (à une fréquence de 48MHz, avec 32KB de SRAM) et une
carte FRDM-K64F avec un micro-contrôleur Cortex-M4 (à une fréquence de 120MHz,
avec 256KB de RAM). Le Cortex-M0+ est un micro-contrôleur très limité, alors que le
Cortex-M4 est légèrement plus puissant, avec une plus grande quantité de RAM et un jeu
d’instructions plus fourni. Pour les évaluations, nous avons utilisé le compteur de cycles
du Cortex-M4, mais comme notre Cortex-M0+ n’en contient pas, nous avons utilisé un
compteur (en secondes) et nous l’avons divisé par la fréquence.
5.5.1 Choix de la fonction de hachage universelle : XPoly
Nous nous concentrons sur les fonctions de hachage universelles basées sur des propriétés
combinatoires : elles offrent généralement une excellente performance et une sécurité au
niveau de la théorie de l’information. En particulier, il existe de nombreuses constructions
basées sur l’arithmétique dans les corps finis qui offrent un vaste compromis entre la taille
de clef et la sécurité du hachage, et diverses options d’implémentation. L’objectif reste de
créer un MAC performant sur micro-contrôleur 32 bits, si possible aussi performant que
Chaskey.
Compromis entre la taille de clef et la sécurité. Il y a habituellement un compromis
entre la taille de clef et la sécurité d’une fonction de hachage universelle. En particulier, il
y a deux cas extrêmes :
le hachage polynomial [Die+92] : Hk : m1, . . . mℓ ÞÑ
řℓ
i“1 mi ˆ ki
Hk est une famille ℓε-AXU utilisant un seul élément du corps pour clef.
le produit scalaire [GMS74] : Hk1,...kℓ : m1, . . . mℓ ÞÑ
řℓ
i“1 mi ˆ ki
Hk1,...kℓ est une famille ε-AXU utilisant ℓ éléments du corps fini pour clef.
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En particulier, le facteur ℓ du hachage polynomial donne des classes de clefs faibles
pour GCM [PC14].
XOR de polynômes. Afin d’équilibrer sécurité et taille de clef, nous utilisons une construc-
tion basée sur une somme de polynômes. Plus précisément, nous divisons le message en
morceaux de longueur λ, et hachons chaque morceau séparément avec des hachages poly-
nomiaux utilisant des clefs indépendantes. Ensuite, nous sommons leurs résultats (voir
figure 5.7). Nous appelons cette construction XPoly. Comme les hachages polynomiaux sont
λε-AXU, XPoly est aussi une famille λε-AXU, d’après l’analyse du hachage par somme
étendu (cf. théorème 5.2).






Le paramètre λ offre un compromis entre la sécurité et la longueur de clef. La longueur
de la clef est linéaire en la taille du message, mais nous pouvons utiliser une PRF pour
étendre la clef-maître en sous-clefs utilisées pour chaque morceau, avec ki “ Fkpiq. Si λ
n’est pas trop petit, le temps que prend la dérivation de clef reste faible.
Cette construction évite la perte de sécurité du hachage polynomial pour les longs
messages, sans la complexité additionnelle d’une construction par arbre. À vrai dire, les
taille de clef et sécurité obtenues sont comparables pour les petites tailles de messages
généralement utilisées dans les environnements contraints. Par exemple, pour traiter des
messages avec ℓ “ 256 blocs (2kB avec n “ 64, ce qui est plus grand que la taille usuelle
d’un paquet IP), une construction par arbre classique requiert 8 clefs et atteint une sécurité
de 8ε ; avec 8 clefs, notre construction atteint une sécurité de 32ε, mais elle est plus simple
à implémenter et plus flexible.
5.5.2 Choix du corps et multiplication.
Il nous faut désormais choisir le corps pour définir notre fonction de hachage universelle.
Il y a deux types de corps qui peuvent être utilisés pour des implémentations efficaces : les
corps Fp définis modulo un nombre premier p proche de 264 ou 2128 (tel qu’utilisé dans
Poly1305), et les corps binaires tels que F264 et F2128 (comme dans GCM).
Le choix du corps est essentiel : en effet, l’opération coûteuse de XPoly est la multi-
plication dans le corps. Choisir un corps adapté permet d’avoir une multiplication peu
coûteuse. Nous choisissons un corps binaire (F264 en l’occurrence, puisque nous visons un
MAC avec un état de 64 bits, mais on peut envisager de choisir F2128), et nous montrons
qu’il est possible d’implémenter la multiplication dans un tel corps à un faible coût sur
micro-contrôleur 32 bits.
Nous utilisons une implémentation par tables de multiplication. Cette technique a déjà
été employée pour des implémentations de GCM sans contraintes de bas coût, et une
version simple (avec des morceaux de 1 bits) est utilisée dans l’implémentation de GCM
de mbed TLS, une librairie TLS pour micro-contrôleurs.
Implémentation par tables. Comme la multiplication par une clef fixée est une opération
linéaire, elle peut être implémentée en précalculant des tables. Par exemple, si l’on précalcule
ki “ 2i ˆ k pour 0 ď i ă n, on peut décomposer un élément x P F en x “
ř
1ďiďn xi ˆ 2i
(où xi est simplement le i-ème bit de x), et on utilise :
x ˆ k “
ÿ
1ďiďn




En particulier, sur un corps binaire, la somme est un simple XOR qui peut être évalué
facilement. Cette technique est généralement appelée algorithme de Shoup [Sho99].


















































Figure 5.7 – XPoly : une fonction de hachage universelle basée sur le hachage par XOR et
des multiplications dans le corps fini.
Plus généralement, on peut calculer les tables de multiplications pour plusieurs bits
consécutifs. Si l’on divise x en morceaux de t bits et qu’on précalcule des tables à 2t entrées
pour chaque morceau, il nous faut uniquement n{t accès a des tables et n{t ´ 1 sommes
pour évaluer le produit x ˆ k.
Implémentation par multiplication. Alternativement, sur un processeur puissant, la mul-
tiplication dans un corps fini défini modulo un premier peut être implémentée efficacement
en utilisant le multiplicateur d’entiers du processeur. Ceci est important pour les serveurs
utilisant des clefs différentes avec plusieurs clients, car accéder à des tables provoque des
cache misses, comme argumenté dans [Ber05b].
Évaluations. Nous donnons les résultats d’évaluation de la multiplication dans plusieurs
corps, avec plusieurs stratégies d’implémentation dans la table 5.1. Pour référence, nous
utilisons une implémentation existante de Poly1305 (multiplication dans F2130´5) et de
GMAC (multiplication dans F2128). Nous utilisons l’implémentation de Poly1305 optimisée
pour micro-contrôleur du projet cifra 4, et l’implémentation de GMAC de la librairie mbed
TLS 5. L’implémentation de Poly1305 n’utilise pas de table, alors que l’implémentation de
GCM utilise des tables par morceaux de 1 bit. Nous utilisons aussi une implémentation en
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Table 5.1 – Évaluation de la multiplication dans divers corps.
Nous rapportons les temps de calcul en cycles/multiplication et en cycles/byte (cycles/octet)
(pour comparer différentes tailles de corps), sur deux micro-contrôleurs, un Cortex-M0+ et
un Cortex-M4.
Corps Implémentation Cortex-M0+ Cortex-M4
C/mul C/B C/mul C/B
F2130´5 Poly1305 (cifra) 4609 288 3022 189
F2128 GHASH(mbedtls) 2060 129 2746 172
N/A† Chaskey (B. Haase) 218 14 229 14
F2128 1-bit chunks 2360 148 2050 128
4-bit chunks 768 48 562 35
8-bit chunks - - 305 19
F264 1-bit chunks 726 91 676 85
4-bit chunks 170 21 153 19
8-bit chunks 97 12 88 11
†Chaskey n’utilise pas de multiplications ; nous rapportons le temps pour évaluer la fonction de tour sur
128 bits.
point de comparaison. Chaskey est l’une des primitives cryptographiques les plus rapides
sur micro-contrôleur, tel que le mesure le projet FELICS [Din+15] 7.
Nous avons implémenté des multiplications par tables en C et en assembleur, en
utilisant plusieurs tailles de morceaux (1 bit, 4 bits, et 8 bits, ces version sont appelées
respectivement 1-bit chunks, 4-bit chunks et 8-bit chunks dans la suite). Notons que nous
n’avons pas pu implémenter la multiplication dans F2128 par morceaux de 8 bits sur le
Cortex-M0+ car les tables sont trop grandes pour la mémoire de ce petit micro-contrôleur.
Discussion. Nos résultats d’implémentation montrent que l’implémentation par table
peut être très rapide sur micro-contrôleur, en consacrant une partie de la mémoire aux
tables. En particulier, la multiplication sur F264 avec des morceaux de 4 ou 8 bits est
compétitive avec Chaskey. L’utilisation de table limite la possibilité de changer de clef,
mais les micro-contrôleurs ne sont pas prévus pour communiquer simultanément avec un
grand nombre de clients utilisant des clefs différentes en même temps. De plus, certains
micro-contrôleurs n’ont pas de multiplicateur matériel, ou en ont un peu efficace (certains
Cortex-M0+ prennent 32 cycles pour une multiplication de 32 bits).
Nous voyons aussi que la multiplication dans un corps plus petit est plus rapide (en
cycles/octet), comme prévu. Ceci confirme qu’un MAC basé sur une fonction de hachage sur
64 bits couplée à un mode au delà de la borne des anniversaires est plus rapide qu’un MAC
basé sur une fonction de hachage sur 128 bits utilisant le mode Wegman-Carter-Shoup.
Nous avons décidé d’utiliser un corps binaire car cela permet de réutiliser du code ou
du matériel prévu pour GCM (comme la multiplication sans retenue disponible sur la
plupart des CPU Intel et ARM – mais pas sur les micro-contrôleurs actuels).
Construction des tables de multiplication. Le calcul de la table de multiplication doit
être effectuée pour chaque clef (i.e. un calcul par branche). La façon de faire directe est de
hacher le message branche par branche, et avant de hacher une branche, de calculer sa
table de multiplication.
À l’inverse, on peut construire les tables de multiplication en une seule fois et on peut
considérer cela comme un précalcul. Ceci peut être envisagé si beaucoup de mémoire est
disponible.
7. https://www.cryptolux.org/index.php/FELICS_Block_Ciphers_Brief_Results
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Table 5.2 – Temps de calcul et mémoire pour le calcul de la table de multiplication d’une
clef.
Taille d’état Version Cycles Mémoire
Cortex-M0+ Cortex-M4
128 bits
1-bit chunks 3984 2756 4KB
4-bit chunks 16992 10918 8KB
8-bit chunks - 104922 64KB
64 bits
1-bit chunks 1440 1131 1KB
4-bit chunks 6144 3769 2KB
8-bit chunks 53184 40142 16KB
En revanche, notre construction XPoly utilise plusieurs clefs, et nous ne pouvons pas
stocker un grand nombre de tables sur un micro-contrôleur. C’est pourquoi nous supposons
qu’une implémentation ne précalculerait que la table de k1, et construirait les autres tables
à la volée lorsque nécessaire. Ceci permet de hacher des messages courts efficacement en
n’utilisant que k1, et pour des messages plus longs le temps de construction des tables est
amorti car chaque table est utilisée pour λ multiplications.
Afin d’évaluer une valeur acceptable de λ, nous avons effectué des mesures de la
construction des tables, tels que donnés en table 5.2. Calculer une table de multiplication
est relativement coûteux ; en particulier avec des morceaux de 8 bits il nous faut remplir
une table de 2048 valeurs sur 64 bits (respectivement 4096 valeurs sur 128 bits) pour
implémenter la multiplication sur F264 (respectivement F2128).
En se fondant sur ces résultats d’évaluation, nous avons décidé d’utiliser λ “ 1024, afin
que le temps passé à calculer les tables de multiplication soit petit, mais tel que la perte
de sécurité soit raisonnable pour un long message.
5.5.3 Une instanciation concrète : XPMAC
Nous pouvons désormais définir une construction de MAC concrète en s’appuyant sur
nos analyses et comparer ses performances à celles d’autres constructions de MAC. Tel
qu’expliqué précédemment, nous utilisons la famille de fonctions de hachage universelle
XPoly sur le corps F264 avec λ “ 1024.
Pour gérer les messages de longueur variable, il nous faut un schéma de rembourrage
(padding). Pour faire simple, nous rembourrons le dernier bloc de 64 bits avec des zéros si
nécessaire, et nous ajoutons un bloc de 64 bits contenant la longueur du message.
Pour la finalisation de la construction de MAC, nous utilisons la construction
F pHpMq}Nq de WMAC. Après comparaison de divers choix pour la PRF, nous avons décidé
d’utiliser Noekeon [Dae+00], un chiffrement par blocs sur 128 bits avec une implémentation
très efficace sur micro-contrôleur. Nous concaténons la haché de 64 bits avec un nonce de
64 bits, chiffrons le tout, puis tronquons la sortie à 64 bits. Nous utilisons aussi Noekeon
pour dériver les sous-clefs utilisées dans XPoly à partir de la clef du chiffrement par bloc,
en chiffrant un compteur et en le tronquant à 64 bits : ki “ rNoekeonpi}0qs1...64. Plus
précisément, on chiffre i concaténé à 64 zéros aux bits de poids faible, ce qui permet d’avoir
une séparation de domaines entre Noekeon appliqué au nonce (le nonce sur 64 bits est placé
dans les bits de poids faible de l’entrée de Noekeon) et Noekeon appliqué au compteur
(le compteur est placé dans les 64 bits de poids fort). Pour valider cette séparation de
domaine, nous imposons simplement que le nonce N soit non-nul.
Calculons maintenant la sécurité de XPMAC. Notons n “ 64 la taille du MAC, et lmax
la taille d’entrée maximale.
Considérons tout d’abord une version de XPMAC avec des clefs indépendantes, notée
XPMAC$. On a que XPoly est λ2n -AU . Notons Noekeon
1 : x P t0, 1u2n ÞÑ rNoekeonpxqs1...n,
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ď AdvPRFNoekeon1 pqq ` λ2n ` 12n
ď AdvPRFNoekeonpqq ` λ2n ` 12n
ď AdvPRPNoekeonpqq ` q
2
22n ` λ`12n ,
où la dernière ligne est obtenue par le lemme de changement PRP-PRF. On peut raffiner
cette borne en utilisant le théorème 4.2 de [BI99], qui nous dit que :




On obtient donc :
AdvMAC
XPMAC$
pqq ď AdvPRPNoekeonpqq `
?
q
2n ` λ`12n .
Considérons maintenant XPMAC dans sa vraie version, i.e. avec des clefs ki “ rNoekeonpiqs1...n,
1 ď i ď lmax
λ
. On a :
































2n ` λ`12n .
De façon subsidiaire, on peut déduire la borne en cas de réutilisation de nonces, auquel



















En particulier, si l’adversaire respecte les nonces, XPMAC est sûr tant que q ă 2n.
Remarquons que même pour q “ 2n, l’avantage de l’adversaire reste nettement inférieur à
1.
Pour comparaison, voici l’avantage d’un attaquant pour GCM [Ber05a] :




Résultats d’évaluation de XPMAC. La figure 5.8 montre les résultats d’évaluation de
XPMAC avec diverses tailles de message sur un Cortex-M4. Nous voyons que le temps croît
presque linéairement avec la taille de message, avec du temps supplémentaire pour calculer
les tables de multiplication tous les 8KB.
Nous comparons aussi nos résultats d’implémentation avec d’autres primitives. Lorsqu’il
est implémenté avec des morceaux de 8 bits, XPMAC réussit à être compétitif avec Chaskey,
qui est pourtant un MAC pour micro-contrôleur très agressif et ce qui était l’objectif de ce
travail. Mieux encore, par rapport à Chaskey, notre construction basée sur les fonctions
de hachage universelles offre de meilleurs arguments de sécurité, en ne se reposant que
sur la sécurité de Noekeon, un chiffrement par blocs bien établi. La comparaison avec
l’implémentation de GMAC de mbed TLS est aussi très intéressante. Cette implémentation
utilise des tables par morceaux de 1 bit, mais reste deux fois plus lente que XPMAC avec
des morceaux de 1 à cause de la taille de corps plus grande.
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Variantes possibles. Il est tout à fait envisageable de remplacer Noekeon par AES ou un
autre chiffrement par blocs de 128 bits (pour une implémentation sur micro-contrôleur 32
bits, Noekeon semble adapté a priori).
Nous nous sommes intéressés en particulier au cas du MAC ci-dessus utilisant un
chiffrement par blocs sur 128 bits, mais il existe d’autres options intéressantes suivant les
primitives disponibles.
En particulier, si un chiffrement par blocs de 64 bits à bas coût est déjà implémenté,
nous recommandons d’utiliser la construction EWCDM pour implémenter un MAC basé
sur XPoly. Ceci peut être combiné avec un chiffrement en utilisant CENC [Iwa06] afin
d’obtenir un mode de chiffrement authentifié à bas coût avec une sécurité jusqu’à 264 blocs
de messages.
Alternativement, un MAC déterministe utilisant la construction HF avec un haché sur
128 bits peut aussi être intéressant afin d’éviter de devoir gérer un nonce (le coût de calcul
sera plus élevé du fait de la plus grande taille de corps, mais restera similaire à celui de
GMAC).





























Figure 5.8 – Graphe Temps/Taille des données pour XPMAC et d’autres MACs sur un
Cortex-M4.
5.6 Conclusion sur XPMAC
Dans ce travail, nous avons revisité les algorithmes de MAC basés sur les fonctions
de hachage universelles dans le contexte de la cryptographie à bas coût. En particulier,
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nous montrons qu’il existe des constructions avec des propriétés bien meilleures que celles
de la primitive GMAC qui est largement utilisée, et nous en donnons une instanciation
concrète dont nous mesurons les performances. Cette analyse de performance montre qu’il
est possible de créer un MAC basé sur les fonctions de hachage universelles, donc avec
une sécurité au sens de la théorie de l’information, avec une efficacité similaire à celle de
Chaskey sur des micro-contrôleurs de type Cortex-M.
Chapitre 6
Perspectives
Ce fut une belle balade
L’objectif de cette thèse était d’étudier des stratégies pour baisser les coûts de la
cryptographie tout en garantissant la sécurité. Ces objectifs ont été atteints dans divers cas
– les boîtes-S, les matrices de diffusion et les MACs – grâce à des approches innovantes.
Ces travaux ont requis des techniques variées, allant de l’analyse mathématique de fonc-
tions booléennes à l’implémentation sur micro-contrôleurs, en passant par des algorithmes
variés, de la combinatoire, des probabilités, des statistiques et de l’algèbre.
En fin de compte, le résultat est là, puisque ces travaux m’ont permis d’obtenir les
meilleurs compromis entre coût d’implémentation et sécurité pour les boîtes-S et les
matrices de diffusion de la littérature, et le MAC à bas coût le plus performant qui ait des
preuves de sécurité robustes, XPMAC.
Bien évidemment, comprendre comment résister aux attaques nécessite de se placer
parfois en position d’attaquant, ce que j’ai fait pour l’analyse de FLIP, et ce qui a permis
par la suite que soit développée une version sûre de FLIP, qui reste l’un des chiffrements
les plus adaptés pour le chiffrement homomorphe hybride.
Grâce à ces travaux, j’ai désormais exploré un large panorama de la cryptographie
symétrique et j’ai été en mesure de comprendre les choix qui ont été faits par le passé et,
avec le recul, d’identifier de nombreuses pistes de recherches. Si j’ai exploité certaines de
ces pistes, je projette d’en étudier beaucoup d’autres : conception de chiffrements complets,
études d’attaques sur les implémentations matérielles ou développement de nouvelles
techniques d’analyse de la sécurité des chiffrements, par exemple.
Je développe dans ce chapitre les grandes lignes de quelques-unes de ces idées.
6.1 Boîtes-S
6.1.0.1 Prise de recul
Les récents progrès sur la construction de boîtes-S, que ce soient ceux de Li et
Wang [LW14], la création des Papillons [PUB16] ou les études de ma thèse, offre une
approche neuve de la structure des boîtes-S.
En effet, si l’idée de départ d’utiliser les réseaux de Feistel, de type MISTY ou de
type Lai-Massey était de construire des boîtes-S à bas coût, on voit désormais que cette
approche permet de surcroît d’obtenir des boîtes-S avec des propriétés cryptographiques
aussi bonnes que les constructions envisagées précédemment.
Il était naturel après ces études d’imaginer des combinaisons de réseaux de Feistel et
de type MISTY, or c’est à ce moment que Perrin et al. ont développé les Papillons, une
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structure qui effectivement combine des opérations de type Feistel et de type MISTY et
qui atteint des propriétés excellentes. Fait intéressant, l’étude des Feistel et des MISTY
avait pour objectif le bas coût alors que l’étude des Papillons avait pour but la résistance
cryptographique, pourtant ces travaux ont convergé, ce qui tendrait à contredire l’idée
générale qu’il faut un compromis entre le bas coût et la résistance des boîtes-S.
6.1.0.2 Perspectives
Les deux axes de recherche sur les boîtes-S étudiés dans cette thèse sont la résistance
cryptographique et le bas coût, et si les études coïncident à l’heure actuelle, les approches
pour les études futures peuvent être différentes.
Résistance cryptographique. On se rappellera qu’il existe deux grands problèmes sur la
résistance des boîtes-S : le grand problème APN : on ne sait pas construire des permutations
optimalement résistantes aux attaques différentielles en dimension paire, à part la boîte-S
de Dillon (ou le Papillon), et on ne sait pas s’il est possible d’atteindre une linéarité
inférieure à 2
n
2 `1 en dimension paire.
Les Papillons atteignent les meilleures bornes actuelles, et parviennent même à être
l’exception visée par le grand problème APN. De plus, ces Papillons sont extrêmement
structurés, ce qui rend leur étude abordable, et l’existence d’équivalences entre le Papillon
ouvert et la Papillon fermé simplifie encore cette étude. Les Papillons semblent donc
une alternative prometteuse par rapport aux fonctions puissances, jusqu’ici étudiées pour
obtenir de bonnes propriétés cryptographiques. Si les généralisations du Papillon n’ont
pas permis d’atteindre de meilleure sécurité pour le moment, de nouvelles approches de
généralisation en seront peut-être capables.
Bas coût. À l’heure actuelle, la structure permettant les meilleurs compromis entre le
coût d’implémentation des boîtes-S et la sécurité est le réseau de Feistel.
Les travaux menés dans la section 2.2 offrent un grand nombre de pistes possibles pour
poursuivre ces études.
À titre d’exemple, il peut être intéressant d’étudier les réseaux de Feistel, de type
MISTY et les variantes de type Lai-Massey avec une structure déséquilibrée, puisqu’on
remarque que, dans le cas des réseaux de type MISTY, ceci permet un réel progrès dans la
sécurité obtenue sans trop augmenter le coût d’implémentation (ou d’analyse).
Une autre piste pourrait être d’étudier des constructions sur 2n bits, avec n ‰ 4,
puisque la dimension 4 est particulière : elle ne permet pas d’avoir des permutations
avec d’excellentes propriétés cryptographiques (il n’y a pas de permutation APN sur 4
bits). Concrètement, la meilleure boîte-S connue sur 8 bits (l’inverse) a des propriétés
cryptographiques équivalentes aux meilleures permutations sur 4 bits. Ainsi, il peut être
envisageable, comme on l’a fait pour passer de 4 à 8 bits, de passer de 8 à 16 bits
en obtenant une uniformité différentielle de 8 et une linéarité de 64. Ceci permettrait
d’atteindre directement une meilleure sécurité sur 16 bits par la boîte-S (plutôt que sur 8
bits) et ainsi on pourrait réduire le nombre de tours (à peu près de moitié) pour la même
sécurité.
Une autre voie qui me semble prometteuse est de construire des fonctions sur mn bits à
partir de fonctions sur n bits. Pour les chiffrements en particulier, cela a déjà été envisagé
par les réseaux de Feistel généralisés.
Cette approche est difficile par deux aspects : il existe de nombreuses façons de
généraliser, et il est difficile d’analyser a posteriori la sécurité de fonctions sur mn bits dès
que mn est plus grand que 20. Il s’agit donc d’une approche exploratoire dans laquelle il
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serait néanmoins nécessaire de pouvoir étudier la sécurité par construction plutôt que de
construire des boîtes-S et de tester leur sécurité ensuite.
L’avantage majeur de travaux dans ce sens est qu’on serait alors capable de construire
et d’étudier très précisément des permutations sur mn bits, avec mn potentiellement
grand : une telle permutation utilisée comme boîte-S permettrait de faire glisser une grande
part de l’analyse vers des boîtes-S bien comprises plutôt que sur des modèles tels que
la wide-trail strategy qui demande des suppositions et des approximations pour gérer la
présence de la clef. De plus, les permutations en dimension mn très grande sont utilisées
dans des primitives cryptographiques variées, pas uniquement dans les chiffrements par
blocs, et un tel travail aurait donc un impact large.
Idéalement, il serait souhaitable d’exhiber une structure de construction de permuta-
tions sur mn bits qui permette d’étudier les propriétés cryptographiques théoriquement
(en exhibant des formules plutôt qu’en devant calculer l’uniformité différentielle et la
linéarité après coup), et qui dans le même temps permette d’atteindre de bonnes propriétés
cryptographiques.
Ainsi, en découpant une permutation de mn bits en opérations sur n bits, on serait
capable d’obtenir des arguments de sécurité précis pour une grande permutation sur mn
bits alors que l’implémentation serait peu coûteuse : il n’y aurait à implémenter que des
fonctions sur n bits.
Dans ce sens, une généralisation des Papillons sur mn bits avec des opérations sur n
bits me semble prometteuse. En effet, dans le cas du Papillon, on est capable d’étudier
très précisément non seulement l’uniformité différentielle et la linéarité, mais aussi les
distributions complètes, et ce pour n’importe quelle dimension de la forme 2 ˆ p2t ` 1q. Ces
études n’ont été effectuées que pour le cas m “ 2, mais il n’est peut-être pas impossible
d’envisager d’analyser très précisément une généralisation du Papillon à une structure sur
mn bits, m ą 2.
6.2 Fonctions de diffusion
Si nos travaux sur les matrices de diffusion permettent d’exhiber des matrices optima-
lement résistantes (MDS) en garantissant qu’elles sont les moins coûteuses de leur classe
(une classe pourtant large), on pourrait penser qu’on approche de matrices de diffusion
optimales.
On n’aurait pas entièrement tort, pourtant il reste des pistes à explorer.
Par exemple, il est dorénavant envisageable d’essayer d’obtenir une même matrice de
diffusion M avec une bonne résistance (si possible MDS), mais qui ait de nombreuses
implémentations possibles afin qu’on puisse choisir l’implémentation optimale en fonction
du cas d’application. Ceci serait un grand pas pour construire des chiffrements par blocs
sûrs, et en même temps peu coûteux pour tous les cas d’application, en particulier cela
permettrait d’envisager un standard de chiffrement pour un faisceau d’applications encore
plus large qu’AES.
À l’opposé, on pourrait vouloir obtenir des implémentations plus adaptées à certains
cas d’usage. Par exemple, nos constructions en circuit ne prennent pas en compte des
instructions disponibles sur un grand nombre de CPUs, comme des XORs sur un grand
nombre de bits à la fois. Utiliser de telles instructions pourrait permettre d’obtenir des
matrices MDS encore moins chères suivant le jeu d’instructions disponibles.
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6.3 Analyse de sécurité des chiffrements par blocs
Bien que que je n’aie publié aucun travail sur le sujet, je pense qu’il est aujourd’hui
nécessaire d’avoir une réflexion de fond sur le modèle d’analyse que nous utilisons pour les
chiffrements par blocs.
Spécifiquement, le modèle le plus couramment utilisé est la wide-trail strategy, ou
d’autres modèles d’analyse par comptage de boîtes-S actives, qui permettent de réduire assez
simplement les critères de résistance d’un chiffrement par blocs aux attaques différentielles
et linéaires à des critères sur les boîtes-S et les matrices de diffusion.
Or, à mon sens, ce modèle d’analyse est désormais mature et commence à montrer ses
limites. En effet, il existe aujourd’hui une quantité loin d’être négligeable de chiffrements par
blocs aux propriétés variées, qui utilisent le comptage de boîtes-S actives pour argumenter
leur résistance aux attaques classiques. Malheureusement, on voit aussi que ce modèle
ne suffit pas. Par exemple, en comptant les boîtes-S actives, les auteurs du chiffrement
KLEIN [GNL11] ont montré que, d’après le modèle, ce chiffrement devait être capable
de résister aux attaques différentielles. Pourtant il existe une attaque différentielle sur
KLEIN [LN15].
Ces modèles d’analyse ont plusieurs inconvénients majeurs. Le premier est qu’ils se
reposent sur des hypothèses fausses, comme par exemple que les tours sont indépendants
les uns des autres (ce qui serait vrai si les clefs de tours étaient des variables aléatoires
indépendantes, mais ce n’est jamais le cas). Le deuxième est que ces modèles d’analyse
sont très approximatifs.
En effet, observons simplement le cas des arguments de sécurité contre les attaques
différentielles. Le comptage de boîtes-S actives permet uniquement de borner la probabilité
des caractéristiques différentielles, sous hypothèse que les tours sont indépendants. Or,
nous sommes intéressés par la distribution des différentielles d’une permutation. Tentons
d’estimer l’écart entre ce que nous avons et ce que nous voulons.
Lorsqu’on fait l’hypothèse que les tours sont indépendants et qu’on ne s’intéresse
qu’aux caractéristiques différentielles, la première conséquence est que rajouter des tours
est toujours positif pour la résistance de la permutation. À l’évidence, cela n’a pas de sens :
pour une permutation aléatoire P , composer P avec autre permutation aléatoire P 1 une
permutation P ˝ P 1 qui a une chance sur deux d’être plus résistante que P aux attaques
différentielles.
Bien évidemment, si la permutation de départ P est faible face aux attaques différen-
tielles, puisqu’en moyenne les permutations sont relativement résistantes aux attaques
différentielles, appliquer une opération P 1 sur P a de grandes chances d’améliorer la
résistance de la permutation.
Mais dès que P n’est plus trop faible, composer P avec une opération quelle qu’elle
soit n’a pas de raison particulière d’améliorer la sécurité de P .
Ainsi si le modèle d’analyse permet de répéter une fonction de tour un grand nombre
de fois pour atteindre un bon niveau de sécurité face aux attaques différentielles, il faut se
remémorer que dès qu’on s’intéresse aux différentielles plutôt qu’aux caractéristiques ou
qu’on retire l’hypothèse que les tours sont indépendants, cette analyse n’a plus beaucoup
de sens.
De plus, même si l’on était effectivement capable d’estimer la probabilité des carac-
téristiques d’une grande permutation, cela ne serait même pas un argument valable de
sécurité face aux attaques différentielles.
En effet, une attaque différentielle exploite une différentielle et non une caractéristique.
Or, si l’on étudie en pratique comment une différentielle se décompose en caractéristiques,
on observe que parfois, les différentielles les plus probables sont formées d’une agglomération
de caractéristiques différentielles très peu probables. Dans ce type de situation, garantir
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que les caractéristiques différentielles sont peu probables n’apporte aucune information sur
la probabilité des différentielles, qui est l’information qui nous intéresse.
Enfin, je tiens à noter que toutes ces études tentent d’étudier le maximum des pro-
babilités des [caractéristiques] différentielles. Or, souvenons-nous que l’objectif pour un
chiffrement n’est pas d’avoir des [caractéristiques] différentielles de probabilité faible, mais
d’avoir une distribution de la table des différences proche de celle d’une permutation aléa-
toire. Puisqu’une permutation aléatoire ne minimise pas la probabilité des [caractéristiques]
différentielles, étudier le maximum n’a pas de sens en particulier ; il s’agit simplement
d’une quantité plus simple à mesurer que la distribution dans son ensemble.
Étudier une autre statistique telle que l’espérance ou la variance plutôt que le maxi-
mum ne serait pas moins cohérent et pourrait permettre de donner des informations
supplémentaires.
Ainsi, je pense que nous sommes désormais à une étape importante de l’étude des
chiffrements symétriques. Le modèle que nous avons utilisé depuis plusieurs décennies est
aujourd’hui mature et nous sommes en mesure de voir ses limites. Je pense qu’il est temps,
avec l’expérience acquise, d’imaginer un nouveau modèle d’analyse plus précis qui permette
de donner de meilleurs arguments de sécurité, au moins pour les attaques classiques
Une piste possible serait d’étudier des « boîtes-S » sur de grandes tailles (" 8 bits),
i.e. de grandes fonctions non-linéaires sans clef. En effet, l’absence de clef permet que
l’étude de telles fonctions, même sur de grandes tailles, soit plus simple que l’étude de
chiffrements. Dans le même temps, connaître des résultats sur des critères de résistance
aux attaques précis, tels que l’uniformité différentielle et la linéarité, pour des boîtes-S très
grandes, serait avantageux. Cela permettrait de mieux maîtriser ce qui se passe dans le
chiffrement par rapport à certaines façons de faire actuelles qui consistent à itérer un grand
nombre de tours faibles et compter sur le fait que l’analyse est difficile. En effet, l’objectif
en cryptographie est de rendre les attaques impossibles, mais de rendre la cryptanalyse
simple, et mieux maîtriser de grandes boîtes-S permettrait de simplifier l’analyse.
Dans ce cadre, il paraît néanmoins essentiel de conserver des constructions de grandes
boîte-S structurées pour permettre une implémentation peu coûteuse. De plus, il faut
que ces grandes boîtes-S soient construites à partir d’opérations peu coûteuses, donc
d’opérations sur peu de bits. Il s’agit donc d’un projet ambitieux, mais des idées similaires
à des réseaux de Feistel généralisés paraissent une piste raisonnable.
Bien évidemment, il ne s’agit ici que de simples idées, mais il me paraît aujourd’hui
nécessaire de tourner une page dans l’étude des chiffrements par blocs, car le modèle
d’analyse actuel ne permet plus à la recherche sur les chiffrements par blocs de progresser
vers de meilleurs arguments de sécurité.
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