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a b s t r a c t
Nested Sampling (NS) is a parameter space sampling algorithm which can be used for sampling the
equilibrium thermodynamics of atomistic systems. NS has previously been used to explore the potential
energy surface of a coarse-grained protein model and has significantly outperformed parallel tempering
when calculating heat capacity curves of Lennard-Jones clusters. The original NS algorithm uses Monte
Carlo (MC) moves; however, a variant, Galilean NS, has recently been introduced which allows NS
to be incorporated into a molecular dynamics framework, so NS can be used for systems which lack
efficient prescribed MC moves. In this work we demonstrate the applicability of Galilean NS to atomistic
systems. We present an implementation of Galilean NS using the Amber molecular dynamics package
and demonstrate its viability by sampling alanine dipeptide, both in vacuo and implicit solvent. Unlike
previous studies of this system, we present the heat capacity curves of alanine dipeptide, whose
calculation provides a stringent test for sampling algorithms. We also compare our results with those
calculated using replica exchange molecular dynamics (REMD) and find good agreement. We show the
computational effort required for accurate heat capacity estimation for small peptides. We also calculate
the alanine dipeptide Ramachandran free energy surface for a range of temperatures and use it to compare
the results using the latest Amber force field with previous theoretical and experimental results.
© 2016 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
It has been over 50 years since Ramachandran and coworkers
first modelled protein peptide bonds [1]. In their work they used
small peptides, containing only one or two peptide bonds, to study
the sterically allowed protein dihedral angles. Using this informa-
tion they developed the ‘Ramachandran plot’, familiar to all pro-
tein scientists today. The peptide bond is the smallest building
block of proteins, and over the last few decades, it has continued to
∗ Corresponding authors.
E-mail addresses: d.l.wild@warwick.ac.uk (D.L. Wild), gc121@cam.ac.uk
(G. Csányi).
1 These authors contributed equally to this work.
2 Current address: Tessella, Elopak House, Technology Park, Stevenage, United
Kingdom.
3 Current address: The Babraham Institute, Babraham Research Campus,
Cambridge, United Kingdom.
http://dx.doi.org/10.1016/j.cpc.2015.12.005
0010-4655/© 2016 The Authors. Published by Elsevier B.V. This is an open access articbe studied intensively both experimentally [2–6] and theoretically
[7–11]. Polypeptide models and force fields of varying levels of
complexity have been developed, ranging from simple coarse-
grained models [12], through all-atom molecular mechanics force
fields [13,14], hybrid quantum mechanics molecular mechanics
(QM–MM) models [15,16], up to the full quantum mechanical
treatment [17]. These models have allowed the computational
study of peptide thermodynamics and the exploration of their po-
tential and free energy surfaces [10,18,19,11].
Although short peptides which occur naturally, such as the five
residue neurotransmitter Met-enkephalin [20], are of particular
interest, the peptide bonds in short peptides are thought to
have similar properties to the peptide bonds in unfolded and
unstructured proteins [21], and so their study can also inform our
knowledge of proteins in their unfolded state. Peptidemodels have
also been used to study peptide aggregation [22] and have been
used in order to develop [23–25] and test [21]more general protein
force field parameters and models.
Running in parallel to the development of these models and
force fields, there has been considerable work in developing
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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energy surfaces of proteins and peptides, and to calculate accu-
rate thermodynamics of the force fields used. These algorithms are
required because standard molecular dynamics (MD) struggles to
overcome energy barriers in a computationally feasible time scale
and thus cannot fully sample the conformational space of inter-
est. The de facto standard algorithm for general configurational
phase space exploration is replica exchange molecular dynamics
(REMD) [26]. A set of canonical MD trajectories are run with each
‘replica’ using a different temperature parameter. Periodically, the
swapping of conformations for two replicas is proposed and is
accepted or rejected using the standard Metropolis–Hastings ac-
ceptance criterion. The high temperature replicas ensure the sys-
tem can easily escape from local modes. Many extensions, such
as allowing the temperature of the replicas to change and adapt
throughout the simulation in order to improve efficiency, have
been developed [27]. Subsequent to the original REMD research on
the penta-peptide Met-enkephalin [26] the method has been very
widely used for proteins, for example, to fold the Trp-cage mini-
protein [28] and calculate the heat capacity curve of an SH3 do-
main [29]. Many other sampling techniques have been developed.
For example, if the collective variable of interest is known a priori
then the metadynamics technique can be used [30–32].
One of themain thermodynamical properties of interest to pro-
tein scientists is the free energy difference between different states
of the system. These are used to plot the free energy surface with
respect to reaction co-ordinates of interest and give key insights
into the macroscopic behaviour of the system. Although in this
work we focus on algorithms which do not require suitable re-
action co-ordinates to be known a priori, if these are available,
then specialised free energy algorithms can be used to calculate
such differences [33–35]. One such algorithm is umbrella sam-
pling [33], where an extra bias force is applied to keep the reaction
co-ordinate at a chosen value. Originally tested on Lennard-Jones
(LJ) clusters, umbrella sampling has been used to study short pep-
tides [36] and is now a standard free energy calculation algorithm.
Sophisticated general conformational sampling algorithms
have also been developed which do not require any prior knowl-
edge about the potential energy surface. One example is accel-
erated molecular dynamics, where a bias function of only the
potential energy is used to facilitate the traversal of energy bar-
riers [37]. To initially test the algorithm, in the original work,
Hamelberg et al. calculate the free energy surface of alanine dipep-
tide, a simple molecule with only a single peptide bond [37].
Another example is multicanonical sampling, using either Monte
Carlo [38] or molecular dynamics [39] sampling. In this algorithm,
instead of sampling from the Boltzmann distribution: P(Ω) ∝
exp(−E(Ω)β), samples are drawn from the multicanonical distri-
bution: P(Ω) ∝ 1/g(E(Ω)) where g(E) is the density of states.
Multicanonical sampling was specifically designed to be efficient
when sampling systems which undergo a first order phase tran-
sition [38]. Multicanonical MD has been used to study the free
energy landscapes of tri-peptides [40] and a seven residue DNA
binding peptide [41]. Recently, the algorithm has been applied
to larger peptides and protein domains; further applications of
the multicanonical MD algorithm can be found in a recent re-
view [42]. Many variants of the multicanonical algorithm, such as
the Wang–Landau algorithm [43], have also been developed. Fur-
ther examples ofMC algorithms include equi-energy [44] andwell-
tempered ensemble [45] sampling.
Recently, Skilling introduced a novel technique, Nested Sam-
pling [46], which has distinct advantages for sampling atomistic
systems. Subsequently, an algorithm similar to Nested Sampling
but utilising only a single walker, originally called the ‘‘energy par-
titioningmethod’’, was independently developed for samplingwa-
ter molecules and binary mixtures of fluids [47,48].Nested Sampling.
Nested Sampling is an algorithm specifically designed to sample
high dimensional spaces [46,49]. The algorithm is designed for
systems where the bulk of the probability mass is contained in an
exponentially small volume of phase space. The algorithm outputs
a set of samples and associated weights from which an estimate
for the partition function (also known as the marginal likelihood)
and also thermodynamic variables, such as heat capacities and free
energy differences, can be calculated at any temperature.
Whilst initially developed for Bayesian statistical inference [46],
the algorithm is well-established in the astrophysics commu-
nity [50] and has also been successfully applied in a variety of other
fields including bioinformatics [51], systems biology [52] and flow
model selection [53]. The Nested Sampling algorithmhas also been
applied to atomic systems. Pártay et al. have used it to study LJ clus-
ters [54] andhard spheremodels [55]where it significantly outper-
formedparallel tempering, and Burkoff et al. explored the potential
energy surface of a coarse-grained protein model [56].
The original Nested Sampling algorithm is a Monte Carlo (MC)
sampling algorithm, and in the work of Burkoff et al. a coarse-
grained protein model used was specifically designed to allow ef-
ficient MC crankshaft moves [56]. For example, all bond lengths
were fixed and the peptide bond was kept exactly planar. In the
present work we apply the algorithm to an all-atom force field
where the extra degrees of freedom would make MC sampling in-
efficient due to the high anisotropy when explicit bond stretching
and angle bending degrees of freedom are taken into account.
Recently, however, Skilling introduced Galilean Nested Sam-
pling [57], a variant of theNested Sampling algorithm inwhichmo-
mentum variables are introduced for each degree of freedom, and
system specific MCmoves are not required. Themomenta are then
used to evolve sample points using Galilean dynamics, a novel ex-
ploration procedure, rather than using the standard Hamiltonian
equations of motion. In this work we implement Galilean Nested
Sampling within the Amber MD package [13] and we test the al-
gorithm by generating thermodynamical data for alanine dipep-
tide, both in vacuo and in implicit solvent. Unlike earlier work with
alanine dipeptide, we focus on calculating accurate4 heat capacity
curves and compare the Nested Sampling results to those obtained
using the standard REMD procedure. We also calculate dihedral
angle Ramachandran free energy surfaces, comparing the results
to previous theoretical and experimental work. Finally, we discuss
the properties of Galilean Nested Sampling and our expectations
for the method, looking to the future.
2. Methods
Following the principles of classical statistical mechanics, the
configurations of constant volume systems which are in thermal
equilibrium with their surroundings are distributed according
to the Boltzmann (or canonical) distribution. Specifically, at
temperature T , the probability of the system adopting the
configuration Ω is proportional to exp(−E(Ω)β) where β =
1/(kBT ), kB is the Boltzmann constant (≈2×10−3 kcal/mol/K) and
E(Ω) is the potential energy of configurationΩ .
The normalisation constant of the Boltzmann distribution, the
partition function,
Z(β) =

Ω
exp(−E(Ω)β)dΩ,
4 In this work, ‘accurate thermodynamic data’ is shorthand for ‘accurate
thermodynamic data for the force field used’.
10 N.S. Burkoff et al. / Computer Physics Communications 201 (2016) 8–18Fig. 1. The energy levels E1 > E2 > · · · are chosen to be equidistant in log phase
space volume. Therefore, the proportion 1 − α of conformations have energy >E1
and α − α2 of conformations have energy<E1 and>E2 .
is of fundamental importance in statistical physics, as it can be used
to obtain thermodynamic quantities. For example, the internal
energy,
U = ⟨E(Ω)⟩β ≡ −

∂ ln Z
∂β

V
,
and the constant volume configurational heat capacity
Cv = ⟨E2(Ω)⟩β − (⟨E(Ω)⟩β)2 ≡ kBβ2

∂2 ln Z
∂β2

V
,
where ⟨.⟩β is expectation under the Boltzmann distribution.
Although it is possible to estimate the partition function using
the ‘harmonic mean approximation’, Z−1 = ⟨exp(E(Ω)β)⟩, this
estimator has infinite variance and hence should be avoided [58].
2.1. Nested Sampling algorithm
The Nested Sampling algorithm is an iterative procedure which
generates a set of energy levels E1 > E2 > E3 . . . , where for each
i, Ei is chosen so that
Ω
I{E(Ω) < Ei}dΩ
Ω
I{E(Ω) < Ei−1}dΩ ≈ α,
for some fixed proportion α and I is the indicator function. Hence
the algorithm takes steps equidistant in ‘‘the logarithm of phase
space volume’’, as illustrated in Fig. 1.
The proportion ωi = αi−1 − αi of conformations have energy
between Ei−1 and Ei and hence, by using numerical integration, we
can estimate the partition function to be
Z(β) =

Ω
exp(−E(Ω)β)dΩ ≈

i
ωi exp(−E(Ωi)β). (1)
The algorithm does not prescribe a specific terminating
condition, only running until the estimators for the observables
of interest have sufficiently converged. In previous work the
algorithm was terminated at iteration jwhen
log

j
i=1
ωi exp(−E(Ωi)β)

− log

j−1
i=1
ωi exp(−E(Ωi)β)

< ϵ
for the lowest temperature, Tmin, (respectively highest β) of
interest [56]. We follow the same procedure here, and by setting
ϵ = 10−5, we ensure the heat capacity estimate has converged at
Tmin.Generation of energy levels.
Although the original algorithm does not prescribe a specific
method to calculate the energy levels, aMonte Carlomethod is pro-
posed and is described in Algorithm 1. An active set of K samples,
uniformly distributed over the set of configurations with energy
below the current energy level is maintained. The set is initialised
with samples uniformly distributed throughout the whole phase
space and the energy of the highest energy configuration in the ac-
tive set is chosen to be the first energy level, E1, and this configu-
ration,Ω1 is removed from the active set.
The K−1 samples remaining in the active set are uniformly dis-
tributed over the set of configurations with energy below the cur-
rent energy level and only a single new configuration is required
to replace the one that was removed. This configuration is gen-
erated by copying an existing member of the active set and using
it to initialise a Markov chain with equilibrium distribution given
by P(Ω) ∝ I{E(Ω) < E1}. The final configuration of the Markov
chain is then placed into the active set. The second energy level E2
is then taken to be the energy of the highest energy configuration
currently in the active set,Ω2, and the procedure repeats, generat-
ing E3, E4, . . ..
At each iteration, the proportion of the configuration spacewith
energy less than that of the sample with highest energy is propor-
tional to Beta(K + 1, 1) and its expectation value is K/(K + 1),
which is therefore approximately the value of α. It is straightfor-
ward to quantify the uncertainty in α when producing estimates
of the partition function [49].
Algorithm 1 Monte Carlo (MC) algorithm to generate Nested
Sampling energy levels
Generate K samples uniformly distributed throughout phase
space, the active set
i ← 1
loop
Remove sample Ω∗ with highest energy, E∗, from the active
set
Output Ei = E∗ andΩi = Ω∗
Copy randomly chosen member of active set to use as a
starting conformation for a Markov chain
RunMarkov ChainMonte Carlowith equilibrium distribution
∝ I{E(Ω) < E∗}
Add the final conformation from Markov chain to the active
set
i → i+ 1
end loop
The sample points removed from the active set, {Ω1,Ω2, . . .}
can be used to estimate properties of the Boltzmann distribution
at any temperature. Ωi represents ωi of configuration space, and
therefore represents χi(β) = ωi exp(−E(Ωi)β)/Z(β) of the prob-
ability mass of the Boltzmann distribution at inverse thermody-
namic temperature β . Any property Q (Ω|β) can be estimated as
E(Q |β) =

i
χi(β)Q (Ωi).
For example, the heat capacity is given by
Cv(β) ≈ kBβ2

i
χi(β)E2(Ωi)−

i
χi(β)E(Ωi)
2  . (2)
Estimates for (Helmholtz) free energy differences can also be
computed: if the set of samples {Ω} can be split into disjoint
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FA − FB ≈ −β−1

log
 
{i:Ωi∈A}
ωi exp(−E(Ωi)β)

− log
 
{i:Ωi∈B}
ωi exp(−E(Ωi)β)

. (3)
2.2. Galilean exploration
In our previous work sampling protein models we used a
coarse-grained force field, CRANKITE [59,60]. In this model each
amino acid had 3 degrees of freedom, the dihedral angles φ and
ψ and the Cα valence angle, and we used crankshaft rotations as
MCmoves which efficiently sample the configurational space [56].
However, more realistic all-atom models have more degrees of
freedom, and in order to sample the system, additional MC moves
such as angle bending and bond stretching, must be included.
Thesemoves, especially at low temperatures, or for systemswhich
include explicit solvent molecules, are often inefficient. For these
systems, sampling using MD, which has shorter decorrelation
times than MC, is often preferred.
In this work we implement Galilean exploration, a method
of exploration used to generate Nested Sampling energy levels,
recently introduced by Skilling [57]. Galilean exploration does not
require system-specific MC moves. Following the MD approach,
the atoms of the conformation are given momenta and the
system is then evolved along a trajectory generating samples
uniformly distributed over all conformationswith energy less than
a prescribed value. The details of Galilean exploration are given
below.
In Galilean Nested Sampling, in order to generate a new sample
for the active set, an existingmember of the set,Ω , with atomic co-
ordinates x is chosen. A set of velocities, v : vi ∼ N (0, kBT ), for a
chosen parameter,5 T , are drawn and themove x→ x′ = x+τv is
proposed, where τ is the timestep.6 If the proposed conformation
has energy below the current energy level, the move is accepted,
otherwisewe try to ‘reflect’ the conformation back into the accept-
able region by choosing a unit normal vector n and proposing the
move x → x′′ = x′ + τ(v − 2n(n · v)). In principle any unit vec-
tor n can be used. However, if possible, we would like to reflect off
the boundary of the acceptable region, thus ensuring the move is
accepted. We can estimate this orientation by taking n as the unit
vector in the direction of ∇E(x′).
If the new conformation has energy less than the current energy
level, the reflection is accepted and the trajectory continues with
velocity v′ = v−2n(n ·v). If not, detailed balance insists we reject
the move, thus remaining at x, and we continue the trajectory by
using the velocity−v. See Fig. 2 for an example trajectory.
Unless the energy level boundary is crossed, the same v contin-
ues to be used throughout the trajectory, as the induced systematic
motions can be expected to explore more efficiently than random
diffusions. However, in order to decrease equilibration time, it is
suggested to slightly perturb the velocity at each iteration and in-
stead of using velocity v, use the velocity vp = v cos θ + v˜ sin θ
where v˜ is a newly drawn set of velocities and θ is small.
5 The parameter T controls how fast the particlemoves and hence is analogous to
temperature in canonical MD simulations. However, it does not correspond to the
temperature of any canonical MD simulation.
6 With Galilean exploration, there is a direct correspondence between timestep
τ and ‘temperature’ T : the transformation (T , τ ) → (aT , τ/√a) for constant a is
invariant. In thiswork, for each simulation, we fix τ and allow T to vary as described
later in the text.Fig. 2. At x1 the conformation x2 = x1 + τv is proposed. As the conformation
remains in the acceptable region (has energy below E, shown by the red contour) it
is accepted. The proposedmove to x′ = x2+τv takes the conformation outside the
acceptable region, so it is reflected to x3 = x′+τv′ , where v′ = v−2n(n ·v) for the
unit vector n = ∇E(x′). As x3 is inside the acceptable region, the move is accepted
and the trajectory continues using velocity v′ . If x3 were to be outside the acceptable
region, then the move would have been rejected, the conformation returned to x2
and the velocity reversed to −v. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
The final conformation of the Galilean MD trajectory is then
saved into the active set. As the energies of conformations during
Galilean MD simulations are uniformly distributed below the
specified energy level, the active set will contain conformations
with energies uniformly distributed below the specified energy
level.
2.3. Galilean Nested Sampling for peptides
In this work we adapt the Amber molecular dynamics pack-
age [13] to perform Galilean exploration in order to generate
Nested Sampling energy levels, see Supplementary material for
implementation details (Appendix A). We use the Amber ff12SB
protein force field with igb=6 for vacuum simulations and for
implicit solvent simulations, igb=8, a generalised Born solvation
model [61]. We use the default Amber chirality and trans/cis pep-
tide bond restraints. We do not employ a van der Waals distance
cutoff and do not constrain the covalent hydrogen bond distances
with SHAKE.
Due to the rapid shrinking of the available phase space volume,
we find it is sufficient to set α = 0.5, and thus remove half of the
available phase space each iteration. However, it is necessary to
estimate the next energy level to a very high degree of accuracy,
and following the original algorithm,whichmight use an active set
with a single sample, is inappropriate. Therefore, instead, at each
iteration we use Galilean exploration to generate a large set of uni-
formly distributed samples and use the median of these samples
to estimate the next energy level. The samples from this iteration
with energy less than the next energy level are still uniformly dis-
tributed, so we can, as in the original algorithm, re-use these sam-
ples in subsequent iterations. The starting conformations for the
trajectories of the subsequent iteration (each trajectory resulting in
a new sample point in the active set) are chosen uniformly from the
set of conformations with energy less than the new energy level.
As the accessible region of phase space shrinks, it is necessary
to reduce the magnitude of the velocities in order to keep the
trajectories within the allowed region. We define the mean free
path to be the average number of successful steps taken before
requiring a reflection. We use the variable T in order to keep
the mean free path constant throughout a Nested Sampling
simulation.7 The other parameters of the NS simulation, i.e. the
number of Galilean MD trajectories at each NS iteration, as well
as the length of the trajectories, are parameters to be optimised.
7 See the Supplementary material for details (Appendix A).
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samples uniformly throughout the whole of configuration space.
As we are only interested in thermodynamics at relatively low
temperatures, we initialise the algorithm by generating a set
of samples uniformly distributed over the conformations with
potential energy below a chosen initial energy level. We refer
the reader to the Supplementary Material for further details
concerning initialising the algorithm at a specific energy level [62].
Each reflection requires two separate force evaluations, one
when the sample steps outside the acceptable region and one after
it has been reflected. Therefore, when the mean free path is lower
there are more reflections, and so trajectories must be shortened
in order to maintain the same number of force evaluations,8 and
therefore computational expense, when comparing efficiencies.
Due to the implementationwithinAmber, in thisworkwe calculate
the forces at each step of the trajectory. However, it is important
to note that this is not strictly required as Galilean exploration
only requires the calculation of the forces (i.e.−∇E) when outside
the acceptable region. At other times, only the potential energy is
required (to check whether the trajectory has left the acceptable
region).
3. Results
We demonstrate the Galilean Nested Sampling algorithm by
using it to calculate the thermodynamics and free energy surfaces
of the small peptide alanine dipeptide both in vacuum and implicit
solvent.
3.1. Alanine dipeptide in vacuo
It is over 50 years since Ramachandran and co-workers anal-
ysed the sterically allowed peptide dihedral angles φ and ψ .
In their work they introduced the name dipeptide to describe
molecules which include, besides a single amino acid, adjacent
residues as far as the Cα atoms [1]. Over the last 50 years
dipeptides, and particularly alanine dipeptide (N-acetyl-alanyl-N’-
methylamide), have been studied experimentally, both in solu-
tion [6] and in the gas phase [4]. Alanine dipeptide has also been
studied from a quantummechanical perspective [8,9] and has pre-
viously been used to parametrise molecular force fields [63] and
test their accuracy [21]. Unlike previous work, here we focus not
only on calculating the free energy (or potential energy) surface,
but on the accurate determination of the heat capacity of the sys-
tem.
Heat capacity.
Fig. 3 shows estimates for the heat capacity of alanine dipep-
tide in vacuo for five independent Nested Sampling simulations
(lines) calculated using Eq. (2). Although the potential energy at
temperatures of interest is low (e.g. at 360 K, U ≈ 0±4 kcal/mol),
the initial energy cutoff was chosen to be E = 100 kcal/mol.
This is necessary due to the extremely high energy barrier sepa-
rating room-temperature accessible conformations with dihedral
angle φ > 0 and those with φ < 0 (see Figs. 4 and 5). Although
for biophysical systems we would not normally be interested in
the behaviour of the system at 100 K, for this study, we choose
Tmin = 100 as this allowsus to capture the peak in theheat capacity
curve.
Following our previous work [56], we choose to use a large
number of independent walkers, in this case 16,000. We use the
parameter T to keep themean free path≈2 and by setting θ = 0.2
8 Specifically, the total number of force evaluations= (m+ 2)S/(m+ 1), where
S is the number of steps andm the mean free path.Fig. 3. The heat capacity, Cv , from 5 independent Nested Sampling simulations
(lines) and 5 REMD simulations (points). All simulations used a comparable number
of force evaluations (≈ 9.6×109). See the text for further details. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
we allow a small amount of velocity randomisation every Galilean
step. See the Discussion Section for further details concerning the
chosen parameters.
Each Galilean trajectory runs for a total of 2700 steps
outputting the potential energy every 75 steps. This implies each
Nested Sampling iteration uses approximately 57 million force
evaluations, which leads to a total of≈9.6× 109 force evaluations
per simulation. Note that this is a very large number of force
evaluations for such a small system. However, as the value of the
heat capacity only varies by ∼2kB over the 800 K temperature
range, a very large number of force evaluations are required to
reduce the statistical error to a small enough value to clearly
resolve the curve.
The variance between estimates from independent simulations
is very small. However, in order to show that the algorithm has
converged to the correct value, Fig. 3 also includes heat capacity
estimates from five independent REMD simulations, and there is
good agreement between the methods. The REMD simulations use
a similar number of total force evaluations (9.6×109) as theNested
Sampling simulations. The temperatures of the 32 replicas are in
a geometric progression from 100 to 900 K and swaps between
different replicas are attempted every 2 ps. Hydrogen atoms were
unconstrained and hence a relatively small time step (0.2 fs) was
used to ensure accuracy, especially for high temperature replicas;
the other parameters of the REMD simulations (such as the number
of replicas) have not been especially optimised. This implies that
each individual REMD simulation has a length of 60 ns. Therefore,
we claim only that Nested Sampling and REMD are of similar
efficiencies for this system. Rigorous benchmarking of REMD and
Galilean Nested Sampling on larger systems is the focus of future
work.
Free energy surface.
A standard free energy reaction co-ordinate for alanine
dipeptide is the pair of dihedral angles (φ, ψ), for example see [11].
We split the conformations generated by a Nested Sampling
simulation into separate ‘bins’ based on their dihedral angles and
then use Eq. (3) to generate the free energy surface. A Gaussian
filter has then been applied to smooth the data and the result, for
300 K, is shown in Fig. 4. For comparison, the unsmoothed free
energy surface is shown in the Supplementary material (Appendix
A), see Figure S3 [62]. When using the original Nested Sampling
algorithm, each energy level corresponded to exactly one sample
point which representedωi of phase space. In this work, we output
a whole set of samples for each energy level and, when calculating
N.S. Burkoff et al. / Computer Physics Communications 201 (2016) 8–18 13Fig. 4. Top: Three conformations of alanine dipeptide accessible (in vacuo) at room temperature, from left to right C5 , C7eq and C7ax , see [8,9,4]. Bottom: The free energy
surface of alanine dipeptide in vacuo at 300 K. See the text for further details. Note, in this work, the dark red used for β(free energy difference) = 6 is also used where this
value is greater than 6. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)Fig. 5. Free energy surface of alanine dipeptide in vacuo at 100 K, 200 K and 900 K. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)free energy surfaces, we give each sample a uniform9 share of the
weighting ωi.
Although the focus of this work is the implementation of
Galilean Nested Sampling rather than force field development, it
is interesting, nevertheless, to use these results to compare the
Amber ff12SB force field with experimental results and quantum
mechanical (QM) calculations. Pohl et al. compared alanine
dipeptide QM calculations with infra-red absorption spectra in Ar
and Kr isolationmatrices [4]. FromQMcalculations they found that
9 Technically, as samples have slightly different energies (Ei > E(Ω) > Ei+1),
they ought to represent slightly different proportions of phase space. However,
the energy gap between successive energy levels is extremely small, and this
approximation is analogous to the approximation used by the original Nested
Sampling algorithm when performing the numerical integration to estimate the
partition function and therefore, in practice, we find this approximation adequate.the two most common conformations were expected to be C7eq
(also named γL) and C5 (βL(D)). Depending on the choice of basis
sets, the relative abundance of C7eq (at 343 K) was between 32%
and 63%. For this force field, we also find the same two common
conformations with the abundance of C7eq (at 343 K)≈66%. These
conformations were also identified experimentally [4]. Tobias
et al. [36] compared aQMandmolecularmechanics (MM)potential
energy surface of alanine dipeptide and, although, they find
differences in the position of local minima, they conclude the MM
force field provides a very good description of alanine dipeptide
in vacuo. We find the locations of minima agree well with the
positions on the MM force field used by Tobias et al.
Free energies are calculated directly from the logarithm of the
partition function, without differentiation, and we find excellent
agreement between independent Nested Sampling simulations
when calculating free energies, see, for example, Figure S3 in the
Supplementary material [62]. For alanine dipeptide, there is a
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energy surface (the dihedral angles), and as the system is so
small, Fig. 4 could easily be calculated by a specialised free energy
calculation method such as umbrella sampling [33]. However,
these methods typically require a reaction co-ordinate to be
chosen a priori. This is not the case for Nested Sampling as no
reaction co-ordinate is required for the sampling algorithm. The
free energy surface as a function of the reaction coordinate at a
given temperature is obtained by calculating the free energy using
the marginal Boltzmann probability distribution as a function of
only the reaction coordinate, and this can be obtained a posteriori
for any desired collective variable. For example, a discrete order
parameter corresponding to the hierarchical basin structure of
the potential energy surface can actually be derived directly from
clustering the samples output by aNested Sampling simulation and
we refer the reader to [54] for further details.
By reweighting the samples from the same Nested Sampling
simulation, the free energy surface can be calculated for arbi-
trary temperatures. Fig. 5 shows the free energy surface of alanine
dipeptide at 100 K, 200 K and 900 K. Although there is a clear en-
ergy barrier at φ ≈ 0, it is possible for canonical trajectories at
900 K to overcome this barrier. However, at 600 K it is all but im-
possible. This shows the importance of ensuring there are replicas
which have temperatures high enough to overcome all energy bar-
riers when running REMD. Further discussion concerning this can
be found in the Supplementary material [62].
3.2. Alanine dipeptide in implicit solvent
In this sectionweperformNested Sampling of alanine dipeptide
in solvent and compare the results generated by the Amber ff12SB
force field to the latest experimental data.
There is no theoretical barrier to using Galilean Nested
Sampling algorithm with explicit solvent molecules, as each
solvent molecule can be given velocities and the whole system can
be evolved using Galilean exploration. However, in this work we
have focused on the calculation of accurate heat capacity curves
and so, in order to reduce computational expense, we have chosen
to use a generalised Born [61] implicit solvent model.
The initial energy level was chosen to be 75 kcal/mol, which is
high enough to allow the heat capacity to be calculated at 900 K,
similarly to the in vacuo case. All other parameters have been kept
the same except, in order to capture the peak of the heat capacity
curve, we set Tmin = 30 K. Therefore we needed to calculate
an additional 48 energy levels and, as we chose to use the same
number of force evaluations for the simulations as previously,
these additional iterations meant we had to shorten trajectory
lengths from 2700 to 2100 steps.
Heat capacity.
Fig. 6 shows the heat capacity of alanine dipeptide in implicit
solvent. There is, again good agreement between Nested Sampling
and REMD simulations. In this case, the 32 temperatures of the
REMD replicas were chosen in geometric progression from 30 to
900 K. The peak of the curve is ≈140 K lower than the in vacuo
case.
Free energy surface.
Analogous to the in vacuo case, the dihedral angle free energy
surface of alanine dipeptide in solvent can be calculated using the
samples output from a Nested Sampling simulation. Fig. 7 shows
the free energy surface at 300 K together with images of the three
low energy minima, PII, β and αR as defined by [6].
The results presented here clearly show there are three free
energy minima and their locations are given by PII(−80°, 150°),
β(−150°, 150°) and αR(−75°,−20°). These results agree qualita-
tively with those from a published QM/MM force field ([21] FigureFig. 6. The heat capacity, Cv , of alanine dipeptide in implicit solvent from 5
independent Nested Sampling simulations (lines) and 5 REMD simulations (points).
All simulations used a comparable number of force evaluations (≈9.6 × 109). See
the text for further details. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
6). Experiments cannot determine the dihedral angles to a high
level of accuracy but provide probabilities of finding the system
in a specific conformation (i.e. ‘basin’) [6]. In this section we use
our Nested Sampling results to calculate these probabilities for the
Amber force field used. Each conformation from Nested Sampling
is assigned to a ‘basin’, PII, β , αR or ‘other’ where the basins are
defined in Fig. 8. The choice for basin definitions has been guided
by the free energy surface, rather than previous definitions found
in the literature. However, the occupancy probabilities shown in
Fig. 9 are not sensitive to the precise definitions used. Using Eq.
(3), free energy differences, and hence probabilities of occupancy
(i.e. P(Ω ∈ PII|T ), with T the canonical temperature) can be calcu-
lated. Fig. 9 compares these probabilities of occupancy with prob-
abilities derived from published ATR-absorbance spectra data [6].
The experimental results are shown by squares and the estimates
calculated from the Nested Sampling simulations are shown by the
error bars (mean ± sd of 5 independent simulations). The Nested
Sampling probabilities of occupancy for ‘other’ (≈2%) are not dis-
played.
Fig. 9 shows that this protein force field (ff12SB), together with
the generalised Born implicit solvent igb=8, overestimates the
probability of finding the molecule in the αR conformation. The
inaccuracy of peptide force fields is detailed in the Discussion
Section.
4. Discussion
Unlike proteins, where there is often a dominant free energy
minimum (the native state), differences between free energy
basins in peptides are typically much smaller and a distribution of
states existswhen the peptide is in thermal equilibrium. Therefore,
a small inaccuracy in a protein force field can effect a large change
in the equilibrium distribution when compared to experiments.
We find that this is the case with the Amber force field used here,
with the αR conformation being over-represented.
The Amber force field was originally developed to study
proteins in their native state, with secondary structure already
formed, rather than studying the peptide bond in the unfolded
state. Small peptides, which lack secondary structure, are believed
to behave in similar ways to proteins in their unfolded state and
previous studies have found that standard molecular force fields
often struggle to reproduce peptide QM results [21]. The fact that
the same peptide in different molecular force fields has different
propensity to form helical or extended structures is a well known
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from left to right β , PII and αR [6]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)75
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Fig. 8. The dihedral angle definitions of PII (red), β (blue), αR (green) and ‘other’
(white). The choice for basin definitions has been guided by the free energy surface,
rather than previous definitions found in the literature, however, the occupancy
probabilities shown in Fig. 9 are not sensitive to the precise definitions used. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
phenomenon [21,25,64] and corrections to existing force fields, to
accurately reproduce helix propensity, have been developed [25].
Galilean Nested Sampling.
TheGalileanNested Sampling simulations in the Results Section
used θ = 0.2, which introduced a small amount of randomisation
at every Galilean step. This randomisation is important in order
to efficiently sample the system; Fig. 10 (left) shows three Nested
Sampling simulations with exactly the same parameters as those
in Fig. 3 except θ = 0.01 rather than 0.2. The same REMD data are
shown for ease of comparison.
We also find that having a large number of short trajectories
is beneficial as shown in Fig. 10 (right). In this figure, the same
parameters were used as in Fig. 3 except instead of 16,000Fig. 9. The occupancy probabilities for the three main conformations PII (red), β
(blue), αR (green) as a function of temperature. The squares are ATR-absorbance
spectra data [6] and the error bars aremean± sd of 5 independent Nested Sampling
simulations. The Nested Sampling probabilities of occupancy for ‘other’ (≈2%) are
not displayed. The ‘other’ refer to the small population of αL (left-handed helical)
conformations, the free energy minimum with φ > 0 in Fig. 7. No direct test to
detect these conformations was possible using the experimental techniques used
in [6]. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
trajectories of 2700 steps each, 160 trajectories of 270,000 were
used each iteration. As with the case of Monte Carlo Nested
Sampling in our previous work, the number of independent
trajectories and their length are convergence parameters. The
key quantity controlling the error is the total number of force
evaluations. However, beyond a certain trajectory length, the
samples are fully decorrelated, and making the trajectories even
16 N.S. Burkoff et al. / Computer Physics Communications 201 (2016) 8–18Fig. 10. Nested Sampling simulations of alanine dipeptide in vacuowith the same number of force evaluations as those in Fig. 3. The same parameters were used except in
left: θ = 0.01 rather than 0.2 and in right: 160 trajectories of 270,000 were used each iteration instead of 16,000 trajectories of 2700 steps each. The REMD data from Fig. 3
are shown for ease of comparison. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)longer has no benefit. For themoment, the particular level of effort
required to converge the heat capacity seems to be highly system
dependent.
In previous studies, accurate heat capacities of alanine dipep-
tide have not been calculated, and because the curve is almost con-
stant varying by only∼2kB over the 800 K temperature range, we
believe that a large number of force evaluations are required in or-
der to clearly resolve the curve. Fig. 11 shows the heat capacity
estimates using an order of magnitude fewer force evaluations10
for Nested Sampling, as compared to Fig. 3. Fig. 11 (left) reduces
the number of trajectories of each Nested Sampling iteration by
a factor of ten and this clearly reduces the quality of the curves
generated. Fig. 11 (right), instead, reduces the length of each tra-
jectory by a factor of ten. Although the general shape of the heat
capacity can still be resolved, individual Cv curves are of a lower
quality than those of Fig. 3. Once more, the previous REMD data
is shown for ease of comparison between figures. It is important
to note that≈109 force evaluations is still a large number of force
evaluations for a system with only 60 internal degrees of freedom,
of which very few (notably the dihedrals φ and ψ) are not highly
constrained.
In the future, we expect to test Galilean Nested Sampling
with proteins. If a protein has a well-defined and known tertiary
structure, i.e. a single dominant free energy minimum, then by
starting all replicas of an REMD simulation from this minimum,
the amount of equilibration is significantly reduced, as the
protein does not need to be folded before investigating its
thermodynamics. For example Yeh et al. [65] calculate the heat
capacity of an SH3 domain in different implicit solvents, starting
trajectories from the crystal structure of the protein. In this case the
computational expense associatedwithNested Sampling having to
discover the native state would be wasted.
However, there has been a lot of recent interest in intrinsically
disordered proteins, that is proteins which do not have a well-
defined fixed structure, which may, for example, only take well-
defined structure upon binding. This interest is because it is
now understood that they are significantly more common and
important than first thought and perform a variety of biological
functions, often related to human disease [66,67]. For these
proteins, in equilibrium, there is a distribution over a set of possible
macrostates, as is the case for alanine dipeptide. In this case,
10 Note though that we did not reduce the initial equilibration period, as we did
not want an unequilibrated initial set to affect the comparison.there is not a single obvious starting conformation for REMD
replicas, and hence we believe Nested Sampling, with its top down
approach, might be particularly beneficial for the study of the
thermodynamics of intrinsically disordered proteins.
5. Conclusion
In this study we have implemented Galilean Nested Sampling
for use with the widely used Amber MD package. We have
demonstrated the algorithm by sampling alanine dipeptide both
in vacuo and using a generalised Born implicit solvent model. We
have calculated heat capacity curves, and, by comparing our results
with those generated by REMD, we have shown that it is possible
to achieve good agreement between different sampling algorithms
when estimating peptide heat capacity curves.
In this work we sampled Galilean velocities v = Sr where
r ∼ N (0, I) and S = √kBT I with the identity matrix I. In the
original description of the algorithm, Skilling suggests that cer-
tain choices of ‘semimetric’ S could be used to improve Galilean
exploration [57]. The reflection formula is then adapted to pre-
serve detailed balance. Specifically, Skilling suggests the semi-
metric S ≈ (−∇F)−1/2, where F are the forces, at a preferred
configuration [57]. This semimetric takes into account the curva-
ture of the space when choosing velocities. We believe this im-
provement would be essential for using Galilean Nested Sampling
with larger molecular systems. This is because in molecular sys-
tems, certain degrees of freedom, such as the stretching of covalent
bonds, are very highly constrained, whereas others, such as the di-
hedral anglesφ andψ , are not very constrained at all. It is clear that
the magnitude of velocities in the highly constrained directions
should be smaller than those in other directions in order to max-
imise efficiency. Preliminary results using the isotropic algorithm
(i.e. S ∝ I) for the penta-peptide Met-enkephalin (not shown)
suggest an appropriate semimetric would be essential when using
Galilean Nested Sampling with larger biophysical systems.
We conclude that Galilean Nested Sampling, with an appropri-
ate semimetric, is a promising conformational sampling algorithm
for biophysical atomistic systems, and we look forward to inves-
tigating its performance compared to other general-purpose sam-
pling algorithms (i.e. those where no prior knowledge of the PES is
required) such as REMD, accelerated MD and multicanonical MD,
when sampling larger peptides and proteins.
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of each Nested Sampling iteration by a factor of ten. Right: the length of each trajectory is reduced by a factor of ten. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)Acknowledgements
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