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Abstract
Using a collective field method, we obtain explicit solutions of the generalized Calogero-
Sutherland models that are characterized by the roots of the classical groups BN and CN .
Starting from the explicit wave functions for AN−1 type expressed in terms of the singular
vectors of the WN algebra, we give a systematic method to construct wave functions and
derive energy eigenvalues for other types of theories.
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The Calogero-Sutherland (CS) models [1] describe one-dimensional quantum systems
of N0 particles on a circle interacting with each other by an inverse square potential. The
complete excitation spectrum and wave functions are exactly calculable in these models.
They play significant roles in various subjects such as fractional statistics [2, 3], quantum
Hall effect [4] and W∞ algebra [5].
Although it had been difficult to solve this eigenvalue problem directly, Stanley and
Macdonald [6] found that the solutions are expressed by Jack symmetric polynomials and
studied their properties. However, they did not show how to construct Jack polynomials,
which are necessary to calculate correlation functions explicitly. Thus it is an important
problem to find a systematic method to construct Jack polynomials.
Recently this problem has been solved by the use of collective field method [7] and
conformal field theory technique by Awata et al. [8]. They have shown that the Hamil-
tonian can be expressed in terms of Virasoro and WN generators of positive modes and
hence the Jack symmetric polynomials can be represented as WN singular vectors, whose
explicit forms are given by integral representations using free bosons.
Among many variants of the CS models [2], a class of models have been known to be
exactly solvable and show interesting behaviors similar to the original ones. They are the
Lie-algebraic generalization of the above models [9]. In particular the so-called CS model
of BCN -type (hereafter referred to as BCN -CS model) is the most general one with N0
interacting particles. This model is known to be relevant to one-dimensional physics with
boundaries. The energy eigenvalues for these models have been obtained for both ground
and excited states [10, 11], but the wave functions have been known only for the ground
states [9, 11]. The purpose of this paper is to give a systematic method to construct
the wave functions for excited states explicitly and also give elementary derivation of the
energy eigenvalues by using the collective field method.
The Hamiltonian HCS for ordinary CS models is given by
HCS = −
N0∑
i=1
1
2
∂2
∂q2i
+
(
π
L
)2 N0∑
i,j=1
i<j
β(β − 1)
sin2 π
L
(qi − qj) , (1)
where L and β are the circumference of the circle and a coupling constant, respectively.
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The ground state Ψ0 and the energy eigenvalue E0 of HCS is given by [1, 9]
Ψ0 ≡ ∆βCS =

L
π
N0∏
i,j=1
i<j
sin
π
L
(qi − qj)


β
,
E0 =
β2
6
(
π
L
)2
(N30 −N0). (2)
Note that the ground state exhibits fractional statistics for rational β. The excited states
of HCS take the form Ψ = ∆
β
CSJλ(q; β). The functions Jλ(q; β) are known as the Jack
polynomials characterized by an index λ of the Young diagram and are symmetric in the
coordinates qi so that the statistics of the system is determined by the wave function of
the ground state.
Looking at the structure of the above Hamiltonian (1), one immediately recognizes
that there is a close relation of this model to the root system of the classical group AN−1.
It is then natural to consider Lie-algebraic generalization of this model. Indeed, it has
been known for some time [9] that the models described by the following Hamiltonian
are exactly solvable:
HGCS = −
N0∑
i=1
1
2
∂2
∂q2i
+
1
2
(
π
L
)2 ∑
~α∈R+
µα(µα + 2µ2α − 1)|~α|2
sin2 π
L
(~α · ~q) , (3)
where R+ stands for positive roots of the classical group under consideration and the
coupling constants µα are equal for the roots of the same length. The most general
model then is the one with all the roots in BN and CN algebras. This is the BCN -CS
model we are going to discuss.
To render our subsequent calculations simple, we introduce the following variables:
xj ≡ exp
(
2πiqj
L
)
; Di ≡ xi ∂
∂xi
. (4)
Using these variables, the Hamiltonian (3) is cast into
HGCS =
1
2
(
2π
L
)2 N0∑
i=1
D2i − 2β(β − 1)
N0∑
i,j=1
i<j
(
xixj
(xi − xj)2 +
xix
−1
j
(xi − x−1j )2
)
−
N0∑
i=1
(
γ(γ + 2δ − 1) xi
(xi − 1)2 + 4δ(δ − 1)
x2i
(x2i − 1)2
) , (5)
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where we have used β, γ, δ for coupling constants. We note that putting γ = 0 reduces
the model to CN -type, δ = 0 to BN -type, and finally γ = δ = 0 to DN -type. In this
paper, we will be mainly concerned with solutions common to all these root systems.
The solutions for BN and DN contain additional special ones corresponding to spinor
representations, which will be discussed in a separate paper.
In analogy to the solution (2), the ground state wave function and energy are given
by [9, 11]
∆GCS =
N0∏
i=1
(
sin
π
L
qi
)γ (
sin
2π
L
qi
)δ N0∏
i,j=1
i<j
(
sin
π
L
(qi − qj) sin π
L
(qi + qj)
)β
=
N0∏
i=1
x
−β(N0−1)−γ/2−δ
i (xi − 1)γ(x2i − 1)δ
N0∏
i,j=1
i<j
(xi − xj)β(xixj − 1)β
EGCS0 =
N0∑
i=1
[
γ
2
+ δ + β(N0 − i)
]2
. (6)
Now our task is to solve the eigenvalue problem
HGCS∆GCSΦ
GCS = EGCS∆GCSΦ
GCS . (7)
The effective Hamiltonian Heff acting on the function Φ
GCS(x) is derived by the trans-
formation
∆−1GCSHGCS∆GCS =
1
2
(
2π
L
)2 [
Heff + E
GCS
0
]
, (8)
and our problem reduces to
HeffΦ
GCS = EeffΦ
GCS ; EGCS =
1
2
(
2π
L
)2 [
EGCS0 + Eeff
]
. (9)
In terms of the variables (4), we find
Heff =
N0∑
i=1
D2i + β
N0∑
i,j=1
i<j
(
xi + xj
xi − xj (Di −Dj) +
xi + x
−1
j
xi − x−1j
(Di +Dj)
)
+
N0∑
i=1
(
γ
xi + 1
xi − 1 + 2δ
xi + x
−1
i
xi − x−1i
)
Di. (10)
We are going to express this Hamiltonian by free bosons. In particular, it will be related to
the free boson representation of theWN algebra corresponding to theAN−1 group.
1 Before
1Here N is an arbitrary integer (≥ 2) independent of N0.
3
jumping into this, let us first review relevant results in the free boson representation of
this algebra [8].
Let ~ei (i = 1, · · · , N) be an orthonormal basis (~ei · ~ej = δij). We define the weights of
the vector representation ~hi, the simple roots ~α
a (a = 1, · · · , N −1) and the fundamental
weights ~Λa by
~hi = ~ei − 1
N
N∑
j=1
~ej , ~α
a = ~ha −~ha+1, ~Λa =
a∑
i=1
~hi,
~αa · ~αb ≡ Aab = 2δa,b − δa,b+1 − δa,b−1, ~αa · ~Λb ≡ Aab = δab . (11)
We then introduce N − 1 free bosons
~φ(z) =
N−1∑
a=1
φa(z)~Λa =
N−1∑
a=1
φa(z)~α
a. (12)
They have the mode expansion
~φ(z) = ~q + ~a0 ln z −
∑
n 6=0
1
n
~anz
−n, (13)
with the commutation relations
[aan, a
b
m] = A
abnδn+m,0, [a
a
0, q
b] = Aab, (14)
The boson Fock space is generated by the oscillators of negative modes on the state
|~λ〉 = e~λ·~q|~0〉; ~an|~0〉 = 0 (n ≥ 0). (15)
〈~λ| is similarly defined with the inner product 〈~λ|~λ′〉 = δ~λ,~λ′.
The spin 2 and 3 generators of the WN algebra are given by [12]
T (z) ≡ ∑
n
Lnz
−n−2
=
1
2
(∂~φ(z))2 + α0~ρ · ∂2~φ,
W (z) ≡ ∑
n
Wnz
−n−3
=
N−1∑
a=1
(∂φa(z))
2 (∂φa+1(z)− ∂φα−1(z))
+α0
N−1∑
a,b=1
(1− a)Aab∂φa(z)∂2φb(z) + α20
N−1∑
a=1
(1− a)∂3φa(z), (16)
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where
α0 =
√
β − 1√
β
,
~ρ =
N−1∑
a=1
~Λa; (~ρ)
2 =
1
12
N(N2 − 1). (17)
The highest weight states of the WN algebra are created from the vacuum by the vertex
operator as |~λ〉 =: e~λ·~φ(0) : |~0〉, whose conformal weight h(~λ) and W0-eigenvalue w(~λ) are
h(~λ) =
1
2
[
(~λ− α0~ρ)2 − α20(~ρ)2
]
,
w(~λ) =
N−1∑
a=1
[
λ2a(λa+1 − λa−1) + α0 (2(a− 1)λa + (1− 2a)λa+1) λa
+2α20(1− a)λa
]
. (18)
If we define ~λ±~r,~s by
~λ+~r,~s =
N−1∑
a=1
[
(1 + ra − ra−1)
√
β − (1 + sa)/
√
β
]
~Λa,
~λ−~r,~s =
N−1∑
a=1
[
(1 + ra)
√
β − (1 + sa − sa−1)/
√
β
]
~Λa, (19)
singular vectors at level
∑N−1
a=1 r
asa with the highest weight |~λ±~r,~s〉 are given as
|χ+~r,~s〉 =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
: e
√
βφa(zaj ) : |~λ+~r,~s −
√
β
N−1∑
a=1
ra~αa〉
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
N−1∏
a=1
ra∏
i,j=1
i<j
(
zai − zaj
)2β N−1∏
a=1
ra∏
i=1
ra+1∏
j=1
(
zai − za+1j
)−β
×
N−1∏
a=1
ra∏
i=1
(zai )
(1−ra+ra+1)β−sa
N−1∏
a=1
ra∏
i=1
e
√
βφa
−
(zai )|~λ+~r,~s〉, (20)
where φa− is defined by φ
a
−(z) =
∑
n>0
1
n
aa−nz
n. One can define similar singular vectors
|χ−~r,~s〉 at the same level using ~λ−~r,~s. These singular vectors are annihilated by Virasoro Ln
and Wn generators of positive modes and correspond to the following Young diagrams
parameterized by the numbers of boxes in each row, λ = (λ1, · · · , λN), λ1 ≥ · · · ≥ λN ≥ 0:
s1 s2 sN−2 sN−1
λ = r1 r2
· · · · · · rN−2 rN−1
.
5
We can read off the relation between λ and ~r, ~s from this diagram. We also note that
h(~λ+~r,~s −
√
β
N−1∑
a=1
ra~αa) = h(~λ+~r,~s) +
N−1∑
a=1
rasa. (21)
Let us give a simple example at level 3 for ~r = (2, 1, 0, · · · , 0); ~s = (1, 1, 0. · · · , 0)
which corresponds to the Young diagram . From (20), we find the singular vector is
given by
|χ〉 ∝
[
a1−3 +
β − 1√
β
a1−1a
1
−2 − (a1−1)3 −
β + 2
2β
(
(a1−1)
2 −
√
βa1−2
)
a2−1
]
|λ〉. (22)
Coming back to our problem, since our system (10) has the reflection invariance under
xi → x−1i for each i in addition to the permutation symmetry xi ↔ xj , we expect that
the solutions are invariant under these transformations. It is then natural to define the
symmetric power sums2,3
pn =
N0∑
i=1
(xni + x
−n
i ), (23)
in terms of which we can express our effective Hamiltonian. We then consider the map
|f〉 7→ f(x) ≡ 〈~λ|Cβ′|f〉
Cβ′ ≡ exp
(
β ′
∑
n>0
1
n
an,1pn
)
, (24)
where β ′ is a parameter to be determined shortly. This gives the following correspondence
between the oscillators and the power sums:
β ′pn ↔ a1−n;
n
β ′
∂
∂pn
↔ an,1. (25)
Note that aa−n (a > 1, n > 0) vanishes under this map.
2 In the AN−1 case, we define pn =
∑N0
i=1
xn
i
. Eq. (23) is the generalization necessary in our system
where we do not have translational invariance.
3It is known in mathematical literature that the representation ring for BCN and CN systems is iso-
morphic to the ring generated by these symmetric power sums. For the special cases of spinor represen-
tations in BN and DN , we need additional functions
∏N0
i=1
(
√
xi+1/
√
xi) for BN and
∏N0
i=1
(
√
xi−1/√xi)
as well for DN . These special cases will be discussed in a separate paper.
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With the help of the map (24), the Hamiltonian (10) is transformed into4
Hˆeff =
∑
n,m>0
(
β ′a1−n−man,1am,1 +
β
β ′
a1−na
1
−man+m,1
)
+
∑
n>0
[n(1 − β) + {β(2N0 − 1) + γ + 2δ}] a1−nan,1
−2β ′ ∑
n,m>0
a1−man,1an+m,1 − 2
∑
n,m>0
{
(β − 2δ)a1−ma2n+m,1 − γa1−man+m,1
}
−2β ′N0
∑
n>0
{
(β − 2δ)a2n,1 − γan,1 + β ′(an,1)2
}
. (26)
Here and in what follows, carets on the Hamiltonian and states mean that they are
expressed in terms of oscillators. After straightforward calculation, one finds that this
Hamiltonian can, for the choice
β ′ =
√
β, (27)
be finally rewritten as
Hˆeff = Hˆ
′ +
∑
n>0
Hˆn +
∑
a>1
∑
n>0
aa−n(· · ·)
+
√
β
∑
n>0
(
2
N0
a1−nLn − 2an,1Ln
)
+ 2
∑
n>0
{γLn + (2δ − β)L2n} , (28)
where
Hˆ ′ =
∑
n>0
~a−n · ~an
(
2N0β − 1 + γ + 2δ − 2
√
βa0,1
)
+
√
β (W0 −W0,zero) ,
Hˆn = 2γ
N−1∑
a=1
n−1∑
m=1
an−m,a (am,a+1 − am,a) + 2γ√
β
an,1
{
(n+ 1)(β − 1) +N0β −
√
βa10
}
+
2γ√
β
N−1∑
a=2
an,a
{
(n+ 1)(β − 1)−
√
βaa0
}
+2
√
β
N−1∑
a=1
n−1∑
m=1
an,1(an−m,aam,a − an−m,a+1am,a)
+2(β − 2δ)
N−1∑
a=1
2n−1∑
m=1
a2n−m,a(am,a − am,a+1)
−2(an,1)2
{
(n + 1)(β − 1) +N0β −
√
βa10
}
4It appears that this Hamiltonian (26) is not Hermitian. This is simply because we have transformed
our Hamiltonian by the ground state (see eq. (8)).
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−2
N−1∑
a=2
an,1an,a
{
(n+ 1)(β − 1)−
√
βaa0
}
− 2√
β
[
(β − 2δ)a2n,1
{
(2n+ 1)(β − 1) +N0β −
√
βa10
}
+ βa2n,1
]
− 2√
β
(β − 2δ)
N−1∑
a=2
a2n,a
{
(2n+ 1)(β − 1)−
√
βaa0
}
. (29)
Here W0,zero in Hˆ
′ is the zero mode part of W0. The third term involving a
a
−n (a > 1, n >
0) in (28) vanishes after multiplying by 〈~λ|Cβ′ and will be disregarded in the following.
Note that Hˆ ′ is the sum of number operators andWN zero mode and also that Hˆn consist
of annihilation operators only.
To construct our eigenstates of the Hamiltonian Hˆeff , consider singular vectors at
the level
∑N−1
a=1 r
asa. Since these are annihilated by Virasoro generators Ln of positive
modes, only the first two terms in (28) are relevant to our problem. These are already
eigenstates of Hˆ ′ with the eigenvalue
Eλ =
[
h
(
~λ+~r,~s −
√
β
N−1∑
a=1
ra~αa
)
− h
(
~λ+~r,~s
)] [
2N0β − 1 + γ + 2δ − 2
(
βr1 − s1 +
√
βα0ρ1
)]
+
√
β
[
w
(
~λ+~r,~s −
√
β
N−1∑
a=1
ra~αa
)
− w
(
~λ+~r,~s
)]
=
N−1∑
a=1
rasasa + 2
N−1∑
a,b=1
a>b
rasasb +
N−1∑
a=1
rasa(2N0β − β + γ + 2δ − βra),
=
N0∑
i=1
[
λ2i + 2
{
β(N0 − i) + γ
2
+ δ
}
λi
]
. (30)
Here use has been made of eqs. (18) and (21) in deriving the second equality, and of
the relation between λ and ~r, ~s obtained from the Young diagram in getting the third
equality.
It is clear that applying Hˆn on the singular vectors produces only states at the lower
levels, and that the excitation energy is given by the eigenvalue given in (30); Eeff = Eλ.
Thus the eigenstates of our system can be written as
ΦˆGCSλ = Jˆλ +
∑
µ<λ
CµJˆµ, (31)
where Jˆλ is the oscillator representation of the Jack polynomials for the AN−1 case (or
8
the WN singular vectors) with the coefficients Cµ to be determined from the highest state
Jˆλ by the application of Hˆn.
To be more explicit, by taking the inner product of eq. (31) with 〈Jν |Hˆeff , we have
〈Jν |
∑
n>0
Hˆn|Jλ〉+
∑
µ<λ
Cµ〈Jν |
∑
n>0
Hˆn|Jµ〉 = Cν (Eλ − Eν) , (ν < λ) , (32)
which is the master equation to determine the coefficients Cµ successively.
5 The inner
product is easily evaluated by using the oscillator representation given in (29). For
example, choosing ν = λ− 1 in (32), the second coefficient is found to be
Cλ−1 =
〈Jλ−1|Hˆ1|Jλ〉
Eλ − Eλ−1 , (33)
where λ−1 stands for the Young diagram with single box removed from λ. Next, setting
ν = λ− 2, we get an equation for Cλ−2 involving only Cλ−1, which is already known. In
this way, all the coefficients can be obtained from (32) successively.
The actual eigenstates in terms of the symmetric power sums (23) can be read off
from the explicit expression in terms of the boson oscillators by the rule (25). The total
energy is obtained from (6) and (30) as
EGCS0 + Eeff =
N0∑
i=1
[
λi + β(N0 − i) + γ
2
+ δ
]2
, (34)
in agreement with the known results [11].
This completes our procedure to determine the whole eigenfunctions and our elemen-
tary derivation of the excitation energy.
As a simple example of the application of our method, we present the results of the
eigenstates. For simplicity, we list only those for the DN case (γ = δ = 0) up to level 3:
level 1
p1 = J~r=(1,0,···)
~s=(1,0,···)
; ; 1 + 2β(N0 − 1). (35)
level 2
p2 − p21 − 4N0(β − 1) = J~r=(2,0,···)
~s=(1,0,···)
− 4N0(β − 1) ; ; 2(1− 3β + 2N0β),
p2 + βp
2
1 − 8N0β = J~r=(1,0,···)
~s=(2,0,···)
− 8N0β ; ; 4(1− β +N0β). (36)
5It is easy to check from (30) that the energy difference Eλ − Eν > 0 for λ > ν. Hence the energy
denominator never vanishes in our eq. (32).
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level 3
p3 − 3
2
p1p2 +
1
2
p31 +
3(N0 − 1)(β − 1)
2N0β − 5β + 1 p1
= J~r=(3,0,···)
~s=(1,0,···)
+
3(N0 − 1)(β − 1)
2N0β − 5β + 1 J~r=(1,0,···)~s=(1,0,···) ; ; 3(1− 4β + 2N0β),
p3 + (β − 1)p1p2 − βp31 +
2N0β
2 − 8N0β + 5β − 2
2N0β − 3β + 2 p1
= J~r=(2,1,0,···)
~s=(1,1,0,···)
+
2N0β
2 − 8N0β + 5β − 2
2N0β − 3β + 2 J~r=(1,0,···)~s=(1,0,···) ; ; 5− 8β + 6N0β, (37)
p3 +
3
2
βp1p2 +
β2
2
p31 −
3β(N0β + 1)
N0β − β + 2p1
= J~r=(1,0,···)
~s=(3,0,···)
− 3β(N0β + 1)
N0β − β + 2J~r=(1,0,···)~s=(1,0,···) ; ; 3(3− 2β + 2N0β).
Here the corresponding Young diagrams and excitation energies are also exposed.
To summarize, we have given a systematic algorithm to compute eigenfunctions for
excited states for the BCN -CS models. Remarkably these can be easily obtained from
those for the AN−1 case (but modified to be reflection invariant), which are nothing but
singular vectors of the WN algebra. Our method uses simple oscillator representation,
which is easily accesible for physicists.
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