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ABSTRACT 
Morphological Analysis (MA) is a problem-structuring method that defines a problem 
as a set of key parameters, especially under conditions of uncertainty and complexity. 
Each parameter is broken down into a set of discrete states or dimensions, being 
qualitative or quantitative in nature. The scale of the problem is represented as a 
product of all the selected parameters and their individual states expressed as a total 
number of configurations. This is the problem space. Configurations where each state 
within a parameter is deemed consistent with every other state across the other 
parameters are identified and isolated. This is called the solution space. MA’s uptake 
has been patchy, and latterly overlooked mainly due to the user experience being 
compromised by three interrelated factors: poor access to support software which 
can address the combinatorial explosion generated by multi-parameter problem 
spaces inherent in the use of MA; insufficiently flexible processes that address users’ 
operational constraints; seen to be overly generic, disguising identification of specific 
application areas of interest. The main research aim in this thesis is to address these 
constraints. Action Research was used to develop a viable prototype, and beyond, 
making the product robust enough for commercially viability.  The prototype 
combined algorithms and internal databases with cross-platform accessibility – an 
innovation complemented by improved processes to enhance user friendliness whilst 
maintaining methodological integrity. New research areas, including the latest 
incarnation of MA, are presented with particular emphasis in the areas of ideation, 
technological creativity and innovation. A company has been established to exploit 
the technology, with NATO purchasing a licence. With a paucity of in-depth literature 
on the method combined with little evidence of demonstrable outcomes the thesis is 
one of a handful of dedicated publications in the last 40 years thus providing a major 
contribution to the understanding of “Zwickian” Morphological Analysis. 
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CHAPTER 1 INTRODUCTION 
This thesis demonstrates how recent academic and empirical research has re-
invigorated a problem structuring method – morphological analysis – alerting a 
wider audience to its relevance under conditions of uncertainty, complexity and 
interconnectivity.  
 
Morphological Analysis (MA) is a problem-structuring method that defines a problem 
as a set of key parameters. Each parameter is broken down into a set of discrete 
states or dimensions, which can be qualitative or quantitative in nature. 
 The scale of the problem is represented as a product of all the selected 
parameters and their individual states expressed as a total number of 
configurations. This is the problem space.  
 It systematically structures and examines the total set of possible 
relationships in this multidimensional problem space.  
 Inconsistent individual pairs of variable are filtered out with the help of 
software, computing only those configurations where all variables in a 
combination are consistent with one another. 
 The remaining fully consistent configurations are compiled to present the  
solution space.  
 
MA allows for all ideas to be considered as a first stage in the analysis process and as 
such is an exploratory method par excellence. 
 
MA’s uptake has been patchy, and latterly overlooked mainly due to the user 
experience being compromised by three interrelated factors:  
 Poor access to support software to address the combinatorial explosion 
generated by multi-parameter problem spaces.  
 A failure to develop flexible enough processes which address users’ 
operational constraints. 
 Overly generic presentation, disguising the identification of specific 
application areas of interest.  
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The prime objective of this research is thus to bring the use of the Morphological 
Analysis method “out of the shadows” and into the mainstream of approaches to 
help decision makers formulate more informed responses under conditions of 
uncertainty and complexity. 
 
The thesis demonstrates how an empirical approach using action research principles 
has improved the user experience in using a combination of facilitation and software 
for decision making. This has been achieved through the development of enhanced 
and accessible software combined with processes flexible enough to accommodate a 
broad spectrum of users’ operational constraints. These two components are 
mutually supporting. By developing more flexible software and processes, in 
response to user feedback, uptake will be enhanced and thus facilitate the re-
integration of MA as a key decision support method. It is also recognized this 
objective must be achieved without jeopardizing methodological integrity.  
 
1.1 Motivation 
Early experiences of the process of morphological modelling by the author acted as 
the main motivation for embarking upon an in-depth research programme into MA. 
This long held view of the method as being a useful early stage decision support 
method was tempered by feedback from numerous discussions over the period that 
the MA method was not widely known amongst practitioners and was supported by 
only a limited amount of literature on the subject.   
 
At research inception it was necessary to understand the current state-of-the-art of 
the morphological modelling process. Coming into the research programme the 
author had the advantage of considerable prior exposure to the method. As a former 
business forecasting specialist (early/mid 1970’s with Xerox at its International HQ in 
London and in its French Operating Company) he first became aware of the method 
via in-house applications and training programmes. This, combined with empirical 
research into varieties of forecasting methods, noticeably through familiarisation 
with the works of Ayres (1969) and Wills (1972), provided a strong legacy of 
understanding and appreciation of the method. Over a number of years as a 
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business practitioner, the author often returned to seek out applications in the use 
of the method, particularly in the area of creativity and innovation and whose 
interest was maintained by the 1988 publication of Simon Majaro’s work “The 
Creative Gap” (1988), which like Ayres and Wills contained a chapter on 
Morphological Analysis. 
 
Much later in the mid-2000s the author was engaged in empirical research relating 
to problems in evaluating concerns associated with investing in start-up and early 
stage businesses. The topic was characterised by two core problems – with little 
quantitative data available for such types of businesses, traditional accounting 
methods of valuation were next to useless. Secondly, analysis of businesses involved 
many different variables related to performance – such as personnel, market, 
technology etc. Was there a better way to analyse such a business profile? MA 
appeared a useful method to address this conundrum. In 2006 a white paper was 
written by the author, (unpublished), entitled “Survive and Thrive: Improving SME 
performance”, in which morphological analysis was applied as a method to define 
the various parameters and conditions of key performance indicators for SMEs. 
During this process the problem was confronted of how to use morphology when 
there were more than 3 parameters (i.e. the cube). Subsequent research led to 
identification that most of the recent published work in the area of MA emanated 
from the FOI (the Swedish Defence Research Institute) where Dr Tom Ritchey, 
developed, in the late 1990’s and early 2000’s, a computerised form of MA called 
CASPER, (subsequently named CARMA).  
 
In 2008 I contacted Dr Ritchey and made a visit to him in Stockholm. Tom Ritchey 
presented his work which majorly re-activated my interest in MA as his approach 
addressed the problem of using additional parameters and more significantly, how 
to reduce large sets of configurations to much smaller, yet viable arrays. 
 
With an associate, Dr Nasir Hussain, the three of us formed a loose partnership that 
allowed us to have partial access to the software (the reader module), for 
presentation purposes. However the IP was held by FOI, and the terms of the 
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agreement did not permit a sub-licence for the software. Approaches to obtain more 
licences were not successful. It also became apparent during this period that the 
software itself was in need of upgrade as it operated solely in stand-alone mode on 
the PC platform in spite of the market's growing preference for server-based on-line 
access. Other constraints were also identified, largely of a process and operational 
nature that was felt to compromise the user friendliness of the product.  
 
However, in this period, useful insights into how computerized MA could be 
improved became apparent. It was evident that the morphological algorithm at the 
heart of the software, (which allowed for data input to the problem space to be 
transformed into a cross consistency matrix, and hence reduced to a solution space), 
was not unique to the CASPER/CARMA model. Indeed there was no formal IP in 
existence to "solve" what was in effect a basic transformation and reductive 
problem. The results of such a process were not unique to one particular algorithm - 
there were several ways to "skin the cat" whilst arriving at the same results. 
 
As more presentations and studies were carried out, it became apparent that the 
real barriers to uptake were also caused by process issues and cognitive responses to 
such processes. This observation indicated that for MA to re-enter the mainstream 
as a user-friendly decision support tool, a number of identifiable constraints and 
barriers needed to be addressed so that improvements could be incorporated. It was 
essential, however, that all this had to be implemented without jeopardizing the 
core principles and efficacy of MA. The recognition that MA needed an overhaul 
culminated in the realization that this would be best achieved within a defined and 
formal research programme. The embarking on a course of study via a PhD 
programme within an academic environment seemed the obvious choice if rigour 
was to be applied in developing an updated state-of-the-art MA method.  
 
1.2 Objectives 
The author’s pre-research experience of the limited use and awareness of the MA 
method included a number of identifiable areas for research.  This experience thus 
helped set the main objectives for the research programme. These being: 
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 The development of alternative supporting software, which could be 
accessible to potential users interested in deploying MA, as well as being 
available across computer platforms. 
 An exploration of the components that could support the development of a 
methodology that was flexible enough to meet different user constraints. 
 To indicate where the method could be applied in terms of principal 
knowledge streams and organisational and business sectors. The generic 
nature of the method could then be shown to offer real world solutions for 
specific problems across a wide range of applications. 
 
The objectives themselves provided the overall scope of the research to be carried 
out. The detailed research programme is represented as in the structure section 
below. 
 
1.3 Structure 
The thesis is divided into 5 main parts in addition to this introductory chapter. 
 PART 1: POSITIONING & RESEARCH APPROACH – composed of 2 chapters 
 PART 2: MORPHOLOGICAL ANALYSIS – ITS DEFINITION AND USE – composed 
of 3 chapters 
 PART 3: – PROCESS & SOFTWARE R&D composed of 5 chapters 
 PART 4: – MORPHOLOGICAL ANALYSIS AS AN IDEATION TOOL composed of 3 
chapters 
 PART 5: - DISCUSSION (inc. FUTURE DIRECTIONS) plus RESEARCH 
CONCLUSIONS  
  
The main contents are preceded by an abstract, a preface, a contents list, a schedule 
of figures, and a nomenclature of terms used. The document ends with a 
bibliography followed by a three-part appendix and other references.  
 
1.3.1: Part 1 Positioning & Research Approach addresses the area where MA best 
operates followed by a second chapter on the research approach adopted. The first 
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chapter positions MA by exploring a holistic understanding of the nature of problems 
facing decision makers when confronted with high levels of uncertainty. Uncertainty 
exists where there is little data, quantitative and even qualitative, with which to 
guide decision-making. This commonly occurs at the very early stages of a project or 
thought process, but not always, as there will often be circumstances further down 
the decision track where uncertainty intervenes, governed not just be lack of data, 
but by the intervention of dynamic, non-linear events compounded by high levels of 
interconnectivity. This can be problematical. 
 
This first chapter in Part 1 takes the reader through an understanding of problem 
types, how the characteristics of a problem alter according to the degree of 
uncertainty, risk and complexity. Addressing the uncertain end of the risk spectrum, 
the chapter then explores what methods are available to help support decision 
makers and analysts. The final part homes in on those methods, which help to 
structure a problem in the first place – notably those characterized as being “wicked 
problems”. This set of methods is called Problem Structuring Methods (or PSMs). 
From this set a method called Morphological Analysis (MA), is then selected for 
detailed examination as to its proclivity, efficacy and value. 
 
The second chapter presents the rationale as to the actual research method 
employed.  After examining a number of different technology development 
methods, such as TRL, Fraunhofer and McNiff’s Action Research (AR) approach, the 
author settled on a ten stage hybrid, incorporating elements of the above three 
options but with prominence to the Action Research format. Much of the research 
benefited from an iterative approach and thus the chapter indicates where such 
iterations are presented (chapters 7, 8 and 10).  
 
1.3.2: Part 2 Morphological Analysis – its definition and use: consisting of 3 
chapters, first explores definitions of MA.  Various schools and interpretations are 
discussed before two different versions (a formal and informal – or academic and 
practitioner) are proposed. The second chapter then leads into a literature survey by 
way of an exploration of the awareness and reputation of MA. The chapter includes 
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the presentation of a Decision Support Methods (DSM) database of some 900 
different methods. The presence of MA within this number is analysed and studies 
relating to awareness amongst practitioners are then reviewed.  
 
Key to an understanding of the awareness and use of MA requires an examination of 
the arguments for and against the method (Pros and Cons). This third chapter in Part 
2 is important in that it prepares the ground for the main empirical research task, by 
identifying in detail those features, functions and processes which hereto have 
constrained a wider acceptance of the method. The objective of the research 
programme is to build upon the Pros and mitigate the Cons, so as to improve overall 
method functionality and acceptance. 
 
1.3.3: Part 3 Process and Software R&D consists of 4 chapters and following the 
Action-based research programme identified in chapter 3 presents the main body of 
the research with the development and testing of the prototype morphological 
model at its core. Chapter 7 covers those performance issues experienced by the 
author and colleagues when employing MA prior to the course of study and 
development of the prototype. The issues identified, both in terms of access to 
software and process, contributed heavily to the “casus belli’’ for initiating the PhD 
research programme.  
 
Chapter 8 gets to the heart of the research work carried out with the model 
specification brief, software coding, prototype development and iterative testing 
procedures. The work relates specifically to the initial brief to develop an on-line 
version of the method. The first part of the chapter explores the prototype design 
including process flow, reductive algorithmic components and internal databases 
used to arrive at an array of viable solutions. The description and results of a number 
of user case studies are presented with emphasis on both user value outcomes and 
on-going performance issues recognized, and to be addressed in future iterations. 
 
Following the development of a working prototype Chapter 9 takes stock of progress 
to-date and explores a number of enhancements that are required to overcome 
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some of the Cons identified in chapter 6. Whilst some of the items are beyond the 
scope of the thesis itself, identification is crucial as these items form part of the 
recommended future enhancements and evolution of the product. The description 
and discussion provides a detailed brief as to their internal mechanisms. 
 
Chapter 10 continues in much the same vein as Chapters 7 and 8 except that a new 
product version based on a stand-alone delivery platform is presented – again with 
case study results. This brings to an end the current stage of development of the 
product in both its on and off-line versions. The development by end of chapter 10 
positions the product and resolution of issues raised, majorly beyond the original 
thesis brief which was to provide a viable prototype. The products are robust enough 
so that commercial licences for the stand-alone version have been granted (and paid 
for) by a major defence organisation (NATO). The last part of chapter 10 is used to 
indicate a timetable for product and process development beyond the end of the 
thesis. 
 
The final chapter (11) in Part 3 tackles the issue of how to overcome the perceived 
generic nature of MA by offering a typological and segmented breakdown of how 
and where MA can be and has been applied. This generic feature has been seen as a 
barrier for the practitioner community, interested in “applied” MA.  
 
1.3.4: Part 4 Morphological Analysis as an Ideation tool consists of 3 chapters and 
reflects a more detailed discussion as to MA’s utility within the design, creativity and 
innovation domains. Chapter 12, explores the nature of design, notably seeing early 
stage design as an unstructured problem. This very nature of “unstructuredness” 
makes it an ideal candidate to be handled by the morphological method. The 
following chapter examines various design concepts from Conceptual Design 
through to Design Research identifying where morphological interventions can 
occur. The final chapter looks at product and technical ideation and where MA has 
been applied to different sectors such as general design, technical and engineering 
design, architectural design and semantic and visual applications. 
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1.3.5: Part 5 Discussion (including Future Directions) plus Research Conclusions  
The final two chapters, brings together the main issues addressed in the thesis to 
examine how the initial objectives and the major outcomes of the research 
programme have been achieved. In addition a graphic shows a process planning and 
resource model which identifies current and future development. The graphic also 
identifies those elements of the product and its processes which made up the state-
of-the-art prior to the research programme. It then shows those elements, which 
have been advanced by the thesis based research. Finally both medium and longer 
term developments post thesis are identified. 
 
The main body of the thesis concludes with an alphabetically sequenced 
bibliography. The following appendix section consisting of three elements. The first 
is a single page graphic follows showing the path from Uncertainty through 
Complexity presenting how MA can be applied to improve decision making and to 
mitigate against making bad decisions. The second appendix consists two parts: the 
first being the full DSM database with a link to a word document with the complete 
set, the second being a draft typology. The third appendix introduces a glossary of 
the more common terms and abbreviations used in the thesis. A separate and final 
section covers other references, namely core reading material, author biography and 
author publications. 
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PART 1 POSITIONING AND RESEARCH APPROACH 
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CHAPTER 2: PROBLEMS GOVERNED BY UNCERTAINTY, RISK, and 
COMPLEXITY – HOW TO MAKE DECISIONS UNDER SUCH 
CIRCUMSTANCES  
Chapter contents 
This chapter positions the Morphological Analysis method in relation to the 
environment in which it can be applied. This positioning is important if users thinking 
of employing the method, are to grasp why, what, when and how such a method is 
relevant to decision making under highly uncertain and complex conditions. Indeed 
the dilemma faced by decision makers considering a problem under conditions of 
uncertainty is in itself highly problematical. Yet what is meant by a problem? 
Problems are not all the same – they have different characteristics. The first part of 
the chapter therefore explores various problem typologies in terms of problem type, 
where a problem stands in relation to Uncertainty and Risk (and also Certainty), and 
the impact of complexity on a problem. Understanding the nature of a problem is 
vital if one is going to select the right method and which will help progress the 
process of problem solving.  
 
The second part of the chapter then looks at the nature of decision making itself and 
its relationship to decision support. Whilst decision support methods, tools and 
techniques are numerous, the role of problem structuring is isolated as a sub-
discipline specifically employed when addressing problems operating under 
conditions of uncertainty and complexity. One of these problem structuring 
methods, Morphological Analysis (MA), hereto an under exploited method, is re-
visited so as to re-integrate it into the mainstream of decision support methods, 
especially under conditions of uncertainty. It is this re-evaluation of MA that forms 
the basis for this research thesis. 
 
Introduction 
A major challenge confronting practitioners is that, at inception and early design 
phases, the activity governing creative and innovation functions can be unstructured 
and as such are faced with an array of uncertainties. This is highly problematical as 
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understanding the nature of uncertainty (as opposed to risk), is key. If not addressed 
early enough, these uncertainties can gestate into undesirable outcomes which 
practitioners engaged in the creative and innovation process, will find difficult to 
redress at later stages – especially where a project is subject to resource constraints 
(time, money, people). Moreover early stage uncertainty is aggravated further, as it 
can hide highly complex relationships between the different variables within the 
problem, which in turn can mutate during attempts to resolve the problem. A major 
requirement under such circumstances therefore requires the practitioner to employ 
methods that can help him/her structure the problem under conditions governed by 
uncertainty and complexity. 
 
This chapter thus explores not only the different nature of problems but particularly 
those complex ones residing at the uncertain end of the risk spectrum where 
uncertainty is at one end and certainty at the other. The impact of complexity and its 
relationship with uncertainty is also explored. Finally the importance of being able to 
structure a problem under conditions of uncertainty and complexity is identified and 
where a number of such methods, called Problem Structuring Methods or PSMs, are 
presented – Morphological Analysis being one such method. The structure of the  
chapter can be presented as in the following schema 
PROBLEM PROFILE 
 
Problem Characteristics 
Problem type 
Uncertainty /  
Risk profile 
Complexity profile 
Wicked problems / 
Mess 
Not-identifiable / 
Unpredictable 
Structure 
Problem 
Identifiable / 
Unpredictable 
Entropy 
Puzzle 
Not-identifiable / 
Predictable 
Coarse  
graining 
 
Identifiable / 
Predictable 
Granularity 
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Decision making & decision support 
 
 
Problem structuring methods (PSMs) 
 
Morphological Analysis (MA) 
 
Figure 2.1 Problem Characteristics 
 
2.1: Profile and their characteristics 
The characteristics of a problem consist of: 
 Problem Type (not all problems are the same) 
 Its uncertainty/risk profile 
 Its complexity profile (including interconnectivity) 
 
These characteristics and their sub-components are presented in the top section of 
the schema above. 
 
2.1.1: Problem Types 
As indicated in figure 2.1, not all problems are the same. By understanding better 
the nature of the problem, practitioners can improve their selection of the right 
method to help in their decision making. If the problem is ill defined or understood, 
then how can an appropriate method be selected and used to help overcome the 
problem? 
 
Wicked Problems and Messes 
In 1973 Horst Rittel and Melvin Webber (1973) in an article titled “Dilemmas in a 
General Theory of Planning”observed that there is a whole realm of social planning 
problems that cannot be successfully treated with traditional linear, analytical 
approaches. They called these “wicked problems”, (in contrast to tame problems). 
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A year later in 1974 Russell Ackoff (1974) at the LSE in a book entitled “Re-designing 
the Future,” independently came up with a similar concept which he called “a mess”, 
later to become a “social mess”.  
 
A note about Tame Problems: Before embarking into a more detailed description of 
“wicked problems” and “messes” it will be useful to understand what a “tame” 
problem is. Conklin (2006) identifies a ‘tame problem’ as being one for which the 
traditional linear process is sufficient to produce a workable solution in an 
acceptable time frame. A tame problem: 
 Has a well-defined and stable problem statement, 
 Has a definite stopping point, i.e. when the solution is reached, 
 Has a solution which can be objectively evaluated as right or wrong, 
 Belongs to a class of similar problems which are all solved in the same similar 
way, 
 Has solutions which can be easily tried and abandoned, 
 Comes with a limited set of alternative solutions. 
 
Conklin (2006) provides examples of tame problems such as finding the square root 
of 7358, finding the shortest route from A to B on a map, repairing a computer, 
raising money, and selecting a new doctor when moving to a new town. All these are 
tame, if complex and difficult, problems. Note that the concept Tame, does not 
necessarily mean simplicity. 
 
In summary, for any given tame problem, an exhaustive formulation can be stated 
containing all the information the problem-solver needs for understanding and 
solving the problem 
 
Rittel and Weber (1973) identify 10 characteristics of a wicked problem. Conklin 
(2006) on the other hand has produced a shortened list of some 6 main 
characteristics. The latter’s selection are identified alongside the Rittel & Webber list 
in blue italic type, for comparison purposes, namely:  
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o There is no definitive formulation of a wicked problem - You don't 
understand the problem until you have developed a solution. In order 
to describe a wicked-problem in sufficient detail, one has to develop 
an exhaustive inventory of all conceivable solutions ahead of time. 
Therefore, in order to anticipate all questions (in order to anticipate 
all information required for resolution ahead of time), knowledge of 
all conceivable solutions is required. The formulation of a wicked 
problem is the problem! 
o Wicked problems have no stopping rule – No stopping rule; since as 
there is no definitive " Problem", there is also no definitive " 
Solution." 
o Solutions to wicked problems are not true-or-false, but good-or-bad - 
Solutions to wicked problems are not right or wrong but better or 
worse. 
o There is no immediate and no ultimate test of a solution to a wicked 
problem - any solution, after being implemented, will generate waves 
of consequences over an extended--virtually an unbounded-- period 
of time. 
o Every solution to a wicked problem is a "one-shot operation"; because 
there is no opportunity to learn by trial-and-error, every attempt 
counts significantly  (every implemented solution is consequential. It 
leaves "traces" that cannot be undone) – as per Rittel & Webber. 
o Wicked problems do not have an enumerable (or an exhaustively 
describable) set of potential solutions, nor is there a well-described 
set of permissible operations that may be incorporated into the plan. 
o Every wicked problem is essentially unique - Every wicked problem is 
essentially unique and novel. 
o Every wicked problem can be considered to be a symptom of another 
problem. 
o The existence of a discrepancy representing a wicked problem can be 
explained in numerous ways. The choice of explanation determines 
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the nature of the problem's resolution - Wicked problems have no 
given alternative solutions. 
o The planner has no right to be wrong. 
 
As identified above, in the year following Rittel’s and Webber’s treatise, Russell 
Ackoff (1974) developed a very similar interpretation of a wicked problem, within a 
framework encompassing an explanation of two other categories of problem (as 
opposed to just tame problems). 
 
Ackoff’s equivalent of a “wicked” problem he defined as a “mess”. A mess is a 
complex issue, which does not yet have a well-defined form or structure. When you 
have a mess, you don’t even know with any certainty, what the problem is yet.  
 
The next level Ackoff called a “problem” per se. This is an issue that does have a 
defined form or structure; it can have certain dimensions however and will contain a 
number of variables about which some information is available in addition as to how 
they may interact. Nonetheless there may not be a single easily identifiable solution. 
Indeed there may be a variety of alternative solutions subject to different types of 
input such as what resources might be available, access to certain technologies or 
what the political landscape might look like after an election. As we may not know 
these things yet, we have to leave the problem's solution open to different 
hypotheses about how the future might turn out (Ritchey 2002). 
 
Finally the last level Ackoff calls a “puzzle”. A puzzle is a well-defined and well-
structured problem with a specific solution that somebody can work out. A puzzle is 
what Conklin calls a tame problem (see above). 
 
The relationship between messes, problems and puzzles is summed up succinctly by 
Michael Pidd (1996), stating: 
“One of the greatest mistakes that can be made when dealing with a mess is to carve 
off part of the mess, treat it as a problem and then solve it as a puzzle -- ignoring its 
links with other aspects of the mess.” (Pidd M. 1996 p.62) 
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Wicked Problems and Systems Uncertainties 
A more contemporary dialogue arose in the 1990’s when Funtowicz and Ravetz 
(1994), drawing upon earlier dialogues between schools of thought developed by 
Popper (1959) and Kuhn (1969), discussed the uses and abuses of the scientific 
method and its ability to address “uncertainties”. Funtowicz and Ravetz focused on 
the quality of the scientific inputs to the policy process as being problematic with no-
one willing to claim “truth” for his or her results, stating: 
“Nor can uncertainty be banished, but good quality can be achieved by its proper 
management. The interaction of systems uncertainties and decision stakes can be 
used to provide guidance for the choice of appropriate problem solving strategies. 
When either of both are high, then mission-oriented applied science and client-
serving professional consultancy are not adequate in themselves, and an issue-driven 
post-normal science is necessary. Just as in cases with ethical complexities (as in 
biomedical science) there must be an “extended peer community”, including all 
stakeholders in the dialogue, for evaluating quality of scientific information in the 
policy process”.(Funtowicz S.O and Ravetz J.R 1994 p.1881) 
They go on to say that “systems uncertainties” can be interpreted as meaning a 
problem is less concerned with the; 
“discovery of a particular fact (as in traditional research), but with the 
comprehension or management of a reality that has irreducible complexities or 
uncertainties”. (Funtowicz S.O and Ravetz J.R 1994 p.1882) 
On the other hand their term “decision stakes” refers to: 
 “all the various cost, benefits, and value commitments that are involved in the issue 
through the various stakeholders”. (Funtowicz S.O and Ravetz J.R 1994 p.1882) 
The real commonality of the Funtowicz/Ravetz and Rittel/Webber/Ackoff strands is 
their plea against an over reliance on causal, usually quantitative, methods and their 
identification of the intangible and stakeholder-driven nature of numerous 
problems. It is important to drive home this difference between causal and non-
causal approaches to problem identification.  
 
An empirical and visual approach to problem solving is presented by Conklin (2006) 
who compares traditional, linear (or “top down) approaches to problem solving with 
non-linear and dynamic situations. Conklin states that in the linear approach one 
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begins by understanding the problem which can include gathering and analyzing 
users’ requirements.  
 
Once the problem has been specified and the requirements analyzed, the designer 
or analyst is ready to formulate a solution, leading to implementation of that 
solution. He illustrates this pattern of problem solving as the “waterfall” approach.  
 
 
 
 
 
 
 
 
 
 
Figure 2.2: Traditional wisdom for solving complex problems “the waterfall”. (Conklin J. 2006 p.5) 
 
Yet this is an oversimplification of any problem solving and design activity. Conklin 
states that even late into a creative process designers may have to return to problem 
definition and re-evaluate their understanding of said problem:  
“Our experience in observing individuals and groups working on design and planning 
problems is that, indeed, their understanding of the problem continues to evolve - 
forever! Even well into the implementation of the design or plan, the understanding 
of the problem, the ‘real issue,’ is changing and growing.” Conklin J. (2006) p.11  
 
 
 
 
 
 
 
 
 34 
 
Figure 2.3: This shows the observation that problem understanding continues to evolve until the very 
end of the experiment or project. Linearity provides little help in the way of guideline the practitioner 
through an iterative process. (Conklin J. 2006 p.6) 
 
Finally Conklin illustrates how even the highly irregular cognitive paths identified in 
figure 2.3 can be rendered more chaotic by the inclusion of an additional designer 
or, indeed any new stakeholder or stakeholders – as it can reflect, “a deeper order in 
the cognitive process” and where: 
“The non-linear pattern of activity that expert designers go through gives us fresh 
insight into what is happening when we are working on a complex and novel 
problem. It reveals that the feeling that we are ‘wandering all over’ is not a mark of 
stupidity or lack of training. This non-linear process is not a defect, but rather the 
mark of an intelligent and creative learning process”. Conklin J. (2006) p.1 
 
Figure 2.4: A wicked project with a second designer working on the problem. (Conklin J. 2006 p.12) 
 
Conklin (2006) summarizes the problem to be faced as consisting of: 
 Strong fragmenting forces of wicked problems, social complexity, combined 
with technical complexity 
 The confusion, chaos, and blame created by failing to distinguish these forces 
 The lack of tools and techniques for ‘defragmenting’ project dynamics (or 
alternatively using the wrong tools to address the problem). 
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The initial stages of the creative and innovation process are characterised by high 
levels of uncertainty. However, here again, semantic clarification is required as 
Uncertainty and Risk is often confused  - with such confusion leading to the wrong 
selection of appropriate methods for problem solving. 
 
2.2: The Risk Spectrum: Positioning Uncertainty 
Uncertainty and Risk lie along a spectrum, which includes of course, Certainty. A 
brief examination of the semantics involved shows that: 
 
2.2.1 Certainty occurs when it is assumed that perfect information exists and that all 
relevant information to a problem is known. In reality it can be argued that the 
veracity of perfect information can be challenged and that the relevance of the 
information can only be assumed. 
 
2.2.2 Risk on the other hand indicates that partial information (often involving 
metrics), is available and in many cases is probabilistic so that when future events or 
activities occur they do so with some measure of probability. Alternatively, risk can 
be defined as the probability or threat of a damage, injury, liability, loss or negative 
occurrence, caused by external or internal vulnerabilities, and may be neutralized 
through pre-meditated action (risk management). A risk is not an uncertainty, a peril 
(cause of loss), or a hazard.  
 
2.2.3 Uncertainty implies incomplete information where some or all of the relevant 
information to a problem is unavailable. Uncertainty can also be explained as being a 
situation where the current state of knowledge is such that: 
 The order or nature of things is unknown 
 The consequences, extent or magnitude of circumstances, conditions, or 
 events is unpredictable 
 Credible probabilities to possible outcomes cannot be assigned. 
 A situation where neither the probability distribution of a variable nor its 
 mode of occurrence is known.  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Whilst Risk can be quantified (via probabilities), Uncertainty cannot, as it is not 
measurable. Other structural components creating difficulties for practitioners 
reside at the system level and include complexity and interconnectivity. Indeed the 
understanding of the characteristics of the problem is vital if the appropriate tool is 
to be selected in support of mitigating the problem, whilst it resides in the domain of 
the uncertain. 
 
However many people, still confuse the two, which has led to the premature use of 
quantitative methods and where a more qualitative evaluation would be of greater 
use. This distinction is crucial, since the appearance of precision through 
quantification can convey a validity that cannot always be justified.  
 
Uncertainty in all its imprecision, needs to assert itself as a powerful condition (and 
yes – alongside risk), the understanding and acceptance of which can increase our 
foresight and preparedness in the face of the unexpected. The diversity of outcomes 
that might occur has to be understood in order to mitigate the impact of future 
events whether or not they have emanated as unintended consequences of past 
actions, or from situations over which we have no means of controlling.  
 
As far back as 1921 Frank Knight in his seminal work “Risk, Uncertainty, and Profit”, 
established the distinction between risk and uncertainty – a distinction which still is 
the most concise  
“... Uncertainty must be taken in a sense radically distinct from the familiar notion of 
Risk, from which it has never been properly separated. ... The essential fact is that 
"risk" means in some cases a quantity susceptible of measurement, while at other 
times it is something distinctly not of this character; and there are far-reaching and 
crucial differences in the bearings of the phenomena depending on which of the two 
is really present and operating. ... It will appear that a measurable uncertainty, or 
"risk" proper, as we shall use the term, is so far different from an un-measurable one 
that it is not in effect an uncertainty at all.” Knight F. (1921) 
The states of uncertainty and risk are not discrete – represented, as it were, by a 
sliding scale from Genuine Uncertainty though to Risk based on varying levels of 
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probability and on to (near) Certainty. Quantification and measurement in turn 
should not be treated as existing or not in such discrete domains. 
 
As one moves away from Certainty towards the Uncertain end of the spectrum 
probable outcomes are reduced to being only possible outcomes and where 
information, especially in its (metric) quantitative form becomes increasingly 
unavailable and/or not relevant. Although too much uncertainty might be seen as 
being undesirable, manageable uncertainty can provide the freedom to make 
creative decisions. 
 
2.3: Uncertainty and Risk – a confusion of terms when it comes to 
measurement 
Nonetheless the confusion about the difference between Uncertainty and Risk still 
exists largely due to the issue of measurement. Measurement can be defined as a 
set of observations that reduces uncertainty where the result is expressed as a 
quantity. The scientific community is generally satisfied with a reduction, rather than 
an elimination, of uncertainty. Hubbard (2007) states: 
 “The fact that some amount of error is unavoidable but can still be an improvement 
on prior knowledge is central to  how experiments, surveys, and other scientific 
measurements are performed.” Hubbard D.W (2007) p.21 
Hubbard goes on to say that a measurement does not have to eliminate uncertainty 
but rather that: 
 “a mere reduction in uncertainty counts as a measurement and possibly can be 
worth much more than the cost of measurement” Hubbard D.W. (2007) p.23. 
He adds that a measurement doesn’t have to be about a quantity. This uncertainty 
does not have to be quantified and that the subject of observation might not be a 
quantity itself but qualitative. He refers to the work of psychologist, Stanley Smith 
Adams, who describes different scales of measurement, including “nominal” and 
“ordinal”: nominal measurements being set membership statements – a thing is 
simply in one of the possible sets. Ordinal scales allow us to say one value is “more 
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or less” than another but not by how much and are relevant when we talk about risk 
mitigation and not risk elimination – which is a finite state of affairs and which in the 
complex world of business and economics is nigh on impossible to guarantee.  
 
We can but mitigate – and develop methodologies which through empirical 
observation and experience, allow us to offer up workable templates, (rather than 
causal models), against which we can compare current sets of conditions and 
information.  
 
Hubbard concludes by stating that;  
 “ the commonplace notion that presumes measurements are exact quantities 
ignores the usefulness of simply reducing uncertainty, if eliminating uncertainty is not 
possible or economical. In business, decision makers make decisions under 
uncertainty. When that uncertainty is about big, risky decisions, then uncertainty 
reduction has a lot of value” Hubbard R.W. (2007) p.24 
How Uncertainty is treated in terms of methods has been a moot point over the last 
century or so and has developed into arguments as to the relative value of 
qualitative as opposed to quantitative methods. 
 
Ernest Rutherford, the Nobel Prize winning physicist claimed that - qualitative is 
nothing but poor quantitative. This 100 year-old dictum unfortunately still casts a 
long shadow in relation to the qualitative/quantitative divide present in the 
analytical process and subsequent decision-making. Recent dramatic increases in 
computing power including big data analytics, have supported the view that 
quantitative is best. Within the financial sector much financial analysis has 
concentrated on risk, whereby probabilistic methods can allow decision makers to 
make decisions based on a belief that quantitative, and therefore measurable 
indicators, validate such decisions. The appearance of precision through 
quantification, mathematics, and excel sheets often conveys a validity that is not 
justified. But how do we treat uncertainty, a situation where there is little or no 
measurable data and where the decision environment may not only be rapidly 
changing but rapidly and randomly evolving in terms of its structure? Rules of thumb 
do not work anymore, correlations no longer hold, or worse, sometimes they hold 
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and sometimes not. Mathematicians such as Rene Thom (1972) the founder of 
“catastrophe theory” think differently, being convinced that the qualitative is a great 
deal more than just a mediocre form of the quantitative. When qualitative data is 
issued side by side with quantitative analysis, decision makers have access to more 
valid and more powerful information on current and potential future performance. A 
framework, which applies iterative monitoring of earlier judgments, has the virtue of 
being both more flexible and dynamic, helping practitioners and decision makers to 
mitigate uncertainty as well as risk. 
 
2.4: Profiling Risk and Uncertainty 
As seen with the analysis of problems, there are also various forms of uncertainty & 
risk, often with occluded boundaries. Such outcomes or events, whether they reside 
at the risk or uncertain end of the spectrum, can be represented by placing them 
within a “Predictability/Visibility” matrix. How can these main axes be defined? 
 
2.4.1: Event Predictability 
Events can be either Predictable or Unpredictable. By “predictable” is meant “to be 
made known beforehand” or simply, “capable of being foretold”. Thus the range of 
options from an event being predictable to being unpredictable can range from 
something which is an event that is (almost) certain – such as,” my alarm always 
goes off at 6.30 in the morning” to “I always know what the weather will be like 
tomorrow without reading the forecast”.  
 
Thus the ability to identify how well an outcome can be predicted is dependent on 
how much control we have in making an event happen and what historical data  (or 
experience if available) allows very high probability in the confirmation that an 
outcome, can happen. To each event that may have an impact on our lives, the best 
we can do is to attach varying levels of probability.  
 
2.4.2: Event Visibility 
Can, “what type of event that may occur”, be identified? How different is event 
“Visibility” different from “Predictability”? Visibility implies being able to determine 
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what type of event may impact us as opposed to the likelihood of that event 
occurring. This requires identification in greater detail of the kind of events, which 
can have an impact. 
 
Before an event can be predicted it is important to identify (make visible) those 
events which are likely to have the greatest impact from a subjective standpoint - 
tempered by the probability of such an event happening. 
 
Both elements are interrelated – some events are predictable and identifiable whilst 
at the other extreme there exists events that are neither identifiable nor predictable. 
The relationship between event visibility and event predictability and their 
permutations can be illustrated in the following table: 
 
         Identifiability 
 
 
Predictability 
 
 
                IDENTIFIABLE 
 
 
           NOT IDENTIFIABLE 
 
 
       PREDICTABLE 
Q1. Probabilistic Risk Assessment 
 Actuarial Methods  
 Business Continuity  
 State-of-art equivalent 
 
Q2. General Contingency Planning 
 Inevitable Surprises 
 Planning/Emergency Response 
 
 
   UNPREDICTABLE 
Q3. Specific Contingencies 
 Scenario planning and 
identification and evaluation 
 Policy response  
 
Q4. Terra Incognita  
 Pseudo Black Swans (e.g.tsunami 
+ nuclear melt-down) 
 Cataclysmic  
 Unknown unknowns  
 
Figure 2.5. Uncertainty – Risk Matrix  (Garvey B. 2012). 
 
Thus those events which, as a minimum, any decision maker must take into account, 
are represented in the top left hand 
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2.4.3: Quadrant 1: Predictable & Identifiable. 
 These events are likely to be extrapolations of events and trends that have already 
occurred, such as the likelihood of further regulatory and compliance measures. In 
this quadrant, information required to help make a decision is likely to be in formal 
policy documents, methods and calculations. 
 
2.4.4: Quadrant 2 identifies predictable events not yet identifiable. 
 A typical example would be the July 7 Underground and bus bombings in London 
2005. The public had been warned a number of times by the police and security 
forces that such an event would occur (i.e. it was predictable), it was just a matter of 
when. These events have been called, “Inevitable Surprises” by Peter Schwartz 
(2003): (other examples being that of a major earthquake along the San Andreas 
fault in California or the next overdue major eruption of Vesuvius). Such events, 
being predictable but not yet visible can be addressed by advanced, foresight-based 
contingency planning or emergency response so that when they do happen the 
consequences can be mitigated to some degree. 
 
2.4.5: Quadrant 3:Unpredictable & Identifiable. 
 In many cases this cell is a flipped version of its Predictable/Identifiable partner 
except that the level of probability is far less certain. The level of certainty is reduced 
not only by how far in the future an event might occur but be exacerbated by the 
numerous permutations influencing the outcome of an event in the intervening 
period. An example might be that confronting analysts as to what will happen in the 
Middle East over the coming 12 months. We can identify the areas of concern – 
Iran/Saudi tensions, Yemen, Libya and Syria but the outcomes are highly 
unpredictable due to the variety of different stakeholders with interests in the 
region – each with their own agenda (the countries themselves, USA, Russia, UK, 
France, China, Turkey, UN). 
 
2.4.6: Quadrant 4: Unpredictable & Not Identifiable. 
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 Events here move into the realm of unknown territory “Terra Incognita”. At the 
most extreme these are Rumsfeld’s “unknown unknowns” (Seely H. 2009) – the ones 
we don’t know we don’t know. Such events have also been called “Black Swans”. As 
defined by Taleb (2007) the term is a true unknown unknown. However the 
reference to an event being “ a Black Swan” has been hi-jacked and used to justify 
what, in essence, is a straightforward lack of foresight and proper due diligence. Post 
the 2008 financial crisis commentators, bankers and financiers alike, were using the 
term “Black Swan event” as a reason as to why the crisis could not have been 
foreseen. This is a misrepresentation of the term as the event was foreseen by 
numerous but unfashionable commentators such as Nouriel Roubini (2010) and 
Raghuram Rajan (2005), who were just ignored. 2008 was not a true “black swan 
event”. 
 
These events can be described though as being “pseudo black swans”. It can be 
argued that if we can think it – it is possible, and if we can’t then it is an “unknown 
unknown” or “true black swan” event and thus time should not be spent on worrying 
about the latter. Anything else, no matter how improbable, does qualify for 
consideration, and methods should be adopted which might in some way allow us to 
recognise such an eventuality and to develop contingency plans to mitigate their 
impact. 
 
The cataclysmic nature of such events makes for uncomfortable reading (Kahn H. 
1963). In addition to the maintenance of entrenched paradigms by various vested 
interests, decision makers are required to enter the “zone of uncomfortable 
debate”, the ZOUD (Bowman C. 1995), which many organisations, policy makers, 
designers and practitioners, find difficult to confront. 
 
For design purposes one can enquire ‘how radical a design is one prepared to 
contemplate’? The willingness to face such “wicked problems” is indeed part of the 
problem. In figure 2.6 the quadrants can be used to reflect different shades of risk 
and uncertainty. Q1 refer to those topics more amenable to analysis by quantitative 
and probabilistic methods and thus occupy the space covered by both Certainty and 
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Risk located along the spectrum. At the other extreme are Q4 outcomes, so extreme 
that apart from positioning them at the far end of the Uncertainty spectrum, it is, at 
best, extremely difficult to visualise what they might represent and at worst can 
justifiably be ignored; the classic unknown unknowns cited above. 
 
Mapping “wicked problems” and messes against the above schematic is not precise 
as the boundaries of a problem can be fuzzy. It can be argued that all problems 
identified as having characteristics of Q4 – “Terra Incognita”, can automatically be 
classified as “wicked” type problems. Yet due to situations where some elements of 
the problem data (both hard and soft) are lost or misplaced, then degrees of 
“wickedness” can manifest themselves in Q3 and to an even lesser extent in Q2 as 
illustrated in the hue colour gradations (strongest in Q4, middle Q3, weakest Q2). 
        Identifiability 
 
 
Predictability 
 
 
                IDENTIFIABLE 
 
 
           NOT IDENTIFIABLE 
 
 
       PREDICTABLE 
Q1. Probabilistic Risk Assessment  
 Actuarial Methods  
 Business Continuity   
 State-of-art equivalent 
 
Q2. General Contingency Planning 
 Inevitable Surprises 
 Planning/Emergency 
Response 
 
 
   
UNPREDICTABLE 
Q3. Specific Contingencies 
 Scenario planning and 
identification and evaluation 
  Policy response  
 
Q4. Terra Incognita  
 Pseudo Black Swans 
(e.g.tsunami + nuclear melt-
down) 
 Cataclysmic  
 Unknown unknowns  
 
Figure 2.6:. Uncertainty – Risk Matrix: Occlusions (Garvey B. 2012) 
 
It is however those outcomes identified in Q4 and Q3 that cause real or “practical” 
uncertainty. Q3 problems however are the most insidious. Q4 problems have very 
high levels of “wickedness” and are thus easier to accept as such but it is in Q3 
where some data is available that can lead decision makers to select the wrong tool 
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in support of their decision making. Pidd’s (1996) earlier observation that “One of 
the greatest mistakes that can be made when dealing with a mess is to carve off part 
of the mess, treat it as a problem and then solve it as a puzzle -- ignoring its links 
with other aspects of the mess” is particularly pertinent here.  
 
2.5: Complexity 
Problem solving unfortunately is not just about being able to classify problems as to 
their condition of being predictable or identifiable. Into an already confusing arena 
the problem itself is compounded by matters of complexity. Before answering the 
question “what is complexity?”, it is important to distinguish the difference between 
Complex and Complicated as outlined in the section below: 
 A system may be complicated, but have very low complexity. 
 A large number of parts doesn’t generally imply high complexity. It does, in 
general, imply a complicated system ( for example a mechanical watch or 
clock). 
 Complexity implies capacity to surprise, to suddenly deliver unexpected 
behaviour. 
 In order to assess the amount of complexity it is necessary to take 
uncertainty into account, not just the number of parts. 
 
2.5.1: What is complexity? 
 The answer to this question is contentious. Theorists such as Mitchell (2009) states 
that “no single ‘science of complexity’ nor a single “complexity theory exists yet”. She 
does identify some common properties of complex systems, as having: 
 Complex collective behaviour- it being the collective actions of vast numbers 
of components that give rise to hard-to-predict and changing patterns of 
behaviour. 
 Signalling and information processing: all systems produce and use 
information and signals from both their internal and external environments. 
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 Adaptation: many complex systems adapt – i.e. change behaviour to improve 
their chances of survival or success – through learning or evolutionary 
processes. 
 
Mitchell (2009) goes on to propose a definition of the term “complex system”: 
 “a system in which large networks of components with no central control and simple 
rules of operation give rise to complex collective behaviour, sophisticated information 
processing, and adaptation via learning or evolution”. (Mitchell M. 2009 p.13) 
It is to be noted that Mitchell does not specifically identify uncertainty per se but 
rather concentrates on the nature of a system as a network. 
 
On the other hand Jacek Marczyck, (2009) a practitioner and theorist in the area of 
uncertainty and complexity management,  adopts a more commercially pragmatic 
approach and states that complexity is a fundamental property of all systems, just 
like energy. He identifies complexity specifically (as opposed to Mitchell’s complex 
system) as being a being a function of structure and uncertainty, where there are: 
 Multiple information sources 
 And which are linked (inter-dependent) 
 And which are often uncertain 
 An increasing number of links and in the presence of high uncertainty, it 
becomes impossible to comprehend a system and to manage it. This 
corresponds to critical complexity. 
 
Marczyck appears to go further than Mitchell by indicating that at certain levels of 
uncertainty “it becomes impossible to comprehend a system and to manage it.” 
Marczyck’s interpretation of high levels of uncertainty bring it much closer a number 
of key  characteristics of a “wicked problems”, namely that: 
 There is no definitive formulation of a wicked problem  
 Wicked problems have no stopping rule 
  There is no immediate and no ultimate test of a solution to a wicked 
problem. 
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There is one area that Marczyck can be challenged in that he states that one can 
quantify the amount of structured information within a system and its “functional 
potential”. The author would argue that under conditions of high volatility and 
dynamism that quantification is all but irrelevant – i.e where an event has a 
Quadrant 4 profile in figure 2.6. It is acknowledged that such quantification may be 
applied in Quadrant 3 and to a greater extent in Quadrant 2 but this really reflects 
where on the Uncertainty/Risk spectrum the problem lies and to what extent data 
(hard and soft) might be available. 
 
2.5.2: Properties of Complexity 
The relationship between “wicked problems” “messes” and complexity is explored 
further by examining a number of key properties of complexity as described by 
Marczyk (2009): 
 Rapidly rising complexity is observed prior to a crisis, an extreme event or 
collapse 
 Collapse is Nature’s most efficient mechanism of simplification 
 High complexity corresponds to high risk of contagion and fast stress 
propagation – i.e. matters can get easily out of hand by applying the wrong 
solutions to a perceived problem or indeed the perception of the problem 
itself may be erroneous. 
 Interconnectedness between system parts is dynamic and volatile, 
aggravated by incomplete identification of end points (c.f. the number of 
software bugs continually being discovered in high profile commercial 
software) and indeed most software where complex coding protocols are 
being used. 
 
Marczyk continues by saying complexity can be assessed by initially identifying a list 
of variables used to characterise the state of the system – (which he calls the system 
state vector) and includes: 
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 Structure – reflecting the profile or topology of the relationships between the 
list of variable components within a system. 
 Entropy – representing the amount of information transmitted between the 
component variables. 
 Coarse-graining – the type and number of variables chosen to describe the 
system. 
 Granularity – which defines the degree of accuracy employed to measure the 
variables. 
 
2.5.3: Relevance of complexity 
No matter that Mitchell (2009) may be correct in that there is no agreed theory of 
complexity, the practitioner world well understands the concept of complexity and 
how it impacts their respective domains. 
 
In the area of strategy development, problems of uncertainty and complexity are 
readily apparent.  Senior executives and by implication high level practitioners 
struggle to conceive or adapt strategies and implement them, whilst remaining 
relevant,  and is becoming increasingly difficult to achieve (Camillus 2008). 
 
The real challenge is for a decision-making team to maximise the length of time it 
has to consider its situation before applying solutions in order to exploit 
opportunities, or to avoid threats, or unintended consequences.  
 
A 2011 report published by the Economist Intelligence Unit (EIU) entitled “The 
Complexity Challenge”(2011), identified the growing debate about such issues and 
highlighted strategic management concerns and awareness. The report asked some 
300 global senior executives how severely increasing complexity is affecting 
business. The main findings were: 
 Doing business has become more complex since the 2008 global financial 
crisis (and now we have the 2011 financial crisis as well) 
 Firms are finding it increasingly hard to cope with the rise in complexity 
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 The single biggest cause of business complexity is greater expectation on the 
part of the customer 
 Complexity is exposing firms to new and more dangerous risks 
 Businesses are focusing on technological solutions to tackle complexity 
 A majority of firms have an organisational structure that may be adding to 
complexity. 
 
Although the report is slanted mainly towards senior business executives its findings 
can be ported over to apply to decision makers in general. 
 
2.6: Decision Making and Decision Support 
Having presented the broader landscape of uncertainty and complexity within which 
decision-making takes place, the remaining part of the chapter looks at the nature of 
decision making itself and its relationship to decision support.  
 
So far in this chapter three main characteristics that make up the problem profile 
have been identified – problem type, the uncertainty/risk profile and the nature of 
complexity. This extended problem typology makes up the environment in which 
senior executives, analysts and practitioners have to operate. Making an informed 
decision from different choices as presented by issues raised in the problem space 
requires such practitioners to seek out methods and tools which can facilitate and 
support their actual decision making. 
 
2.6.1: How to define decision-making? 
In simple terms, decision-making can be seen as the thought process of selecting a 
logical choice from the available options. When trying to make a good decision, a 
person has to weigh the positives and negatives of each option, and consider various 
alternatives as they present themselves. Decision-making, however, is not just an 
identification process as, a person has to be able to determine, (assess with a 
reasonable degree of confidence), the outcome of each option. From these options 
the next stage of the decision-making process is to identify which option is the best 
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for that particular situation. In other words the process of decision-making is to 
produce a final choice, whether an opinion or action, so that the problem can be 
either resolved or moved on to the next stage in the process. 
 
Whilst the term Decision Support is part of a decision making process Decision 
Making refers to the whole process of making a choice and includes (Bohanec M 
2001): 
 Assessing the problem,  
 Collecting and verifying information,  
 Identifying alternatives,  
 Anticipating consequences of decisions,  
 Making  the  choice  using  sound  and  logical  judgement based on available   
information, 
 Informing others of decision and rationale,  
 Evaluating decisions.  
 
2.6.2: What is Decision Support? 
The subject matter being addressed in this thesis is less interested in Decision 
Making itself – after all, the act of making decisions is a discrete activity following 
often lengthy and reasoned argument. What is of greater importance is “on what 
basis we can help or support decision makers?” This activity can be described as  
decision support – consisting of a body of models, tools and processes which help to 
mitigate risk and imbue greater clarity in relation to decision-making. It can be said 
that Decision Support (or DS) is the “brains” behind decision-making.  
 
Bohanec (2001) identifies Decision Support as a discipline within Decision Sciences, 
which is “concerned with human decision making, especially in terms of ‘helping 
people improve their decision making’”. Thus Decision Support (DS) serves the 
management, analysts and practitioners within an organisation in the process of 
helping them to make decisions, which in turn may be rapidly changing and not 
easily specified in advance. 
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DS sub-disciplines include Operational Research (OR), Decision Analysis , Decision 
support systems, Data warehousing  Group decision support systems. These help 
decision makers compile useful information from a combination of raw data, 
documents, personal knowledge, or business models from which viable outcomes 
may be generated to address problems so that decision making can take place with 
higher levels of confidence.  
 
The integration of various decision support approaches is highlighted by Bohanec, 
citing that DS and Data Mining (DM) models can be developed separately based on 
expert knowledge and sequentially where DS is used to qualify a DM-developed 
model. 
 
He also identifies that DS embraces a number of qualitative  approaches and that in 
addition  to  the  currently prevailing  quantitative  modelling,  simulation  and 
optimization methods, qualitative methods will become increasingly  important  for  
exploring  symbolic, qualitative aspects of the decision process including experience, 
intuition,  judgment,  and  specialist  expertise.  Ideally, the new  approaches  would  
provide  a  seamless integration of qualitative and quantitative modelling.  
 
The author concurs with this viewpoint as it challenges the silo thinking present in 
much of the qualitative/quantitative divide as identified by Rene Thom (1972) earlier 
in this chapter. 
 
Whilst writing in 2001, Bohanec foresaw that the introduction  of technologies  such  
as Artificial  Intelligence (AI),  Expert  Systems  and  Machine Learning. to Decision 
Support Systems (DSS), would add; 
 “rule-based features, the use of heuristics and “soft” reasoning, allowing the DSS–
especially Group-based DSS–to actually “learn” and become proficient  in  making  
decisions  that  supplement  the decision process”. (Bohanec M. 2001 p.4) 
Later in this thesis, (Chapter 9), the integration of the MA method with such new 
technologies is identified as a potential major research area, aimed at promoting 
 51 
more collaborative (and geographically dispersed) input to the construction of MA 
models. This occurs both in the problem space part of the process and at the more 
challenging, higher levels of objectivity, during the Cross Consistency Assessment 
(CCA) phase of the MA process. 
 
2.7: Problem Structuring Methods 
In chapter 5, research carried out by the author identified over 800 Decision Support 
Methods (DSMs) of varying levels of sophistication; however, there is one titular 
category called Problem Structuring Methods (PSMs) that is particularly applicable to 
supporting decision making under uncertainty. 
 
Simon (1977) states that the Decision Making  process can be broken down into 
three main stages:  
 Intelligence:  Fact finding,  problem  and  opportunity sensing, analysis, and 
exploration.  
 Design:  Formulation of  solutions,  generation  of alternatives, modelling and 
simulation.  
 Choice:  Goal maximization, alternative  selection, decision making, and 
implementation. 
 
Decision Support Methods (DSMs) thus fit well within the first of Simon’s three 
stages and are represented by a body of models, tools and processes which help to 
mitigate risk and provide greater clarity under conditions of uncertainty and where 
the intelligence ingredients may be rapidly changing and not easily specified in 
advance. 
 
PSMs are largely used where a problem is poorly defined or unstructured. Such 
methods were developed independently from the mid-1960’s onwards by academics 
such as, Stafford Beer (1984), Rittel and Weber (1973), Kunz and Rittel (1970), Ackoff 
(1961, 1974), and Nelson (1974). The area of thinking covered matters concerning 
systems thinking, including systems dynamics (Simon’s second stage). 
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PSMs have been developed to structure issues, problems and decision situations, 
rather than solving them. Prior to their development it was seen that traditional 
Operational Research (OR) methods tended to restrict themselves to well-structured 
problems yielding finite answers which could be accurately monitored. In addition 
traditional OR addressed systems which were complicated, often having a large 
number of parts. However, as identified via the Marczyk position cited earlier, whilst 
such problems can be deemed to be complicated this does not imply that such 
systems have high complexity – the latter being a function of multiple information 
sources which are linked and interdependent and are often uncertain or intangible. 
In other words there were whole categories of problems where traditional OR 
methods could not justify such a causal approach, (Garvey B and Childs P. 2013). 
 
PSMs have a vital role in “mitigating” rather than “solving” problems and are 
especially suited to scenarios where behavioural factors impact perceived 
physical/causal solutions. PSMs are especially suited in developing scenarios where 
these behavioural factors impact perceived physical/causal considerations, 
particularly at the early stages of a project, by reducing the number of “blind alleys” 
the analyst or designer may be induced to follow. Ormerod (2001) notes that the 
value of “soft OR”, an alternative term used to accommodate PSMs, need not be 
judged solely on whether outcomes to the problem are successful or not, but that 
the processes carried out supported greater understanding, not necessarily 
resolution of higher complex problems. In response to a paper by Connell (2001) 
whereby a successful problem structuring exercise led to an apparently unsuccessful 
implementation. Ormerod argued that the use of PSM or soft OR processes allowed 
for greater understanding of highly complex problems particularly when key but 
varied stakeholders were engaged. The fact that implementation might be 
compromised due to a number of external factors (such as timing, budgets, 
engagement of teams not originally part of the initial programme), should not 
detract from the value provided initially by the PSM process – a process 
characterized by an acceptance of non-linearity as opposed to a linear approach to 
problem solving – the latter methods often failing to understand the complexity 
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generated by organisational and individual behaviours of participants within the 
problem space. 
 
In the UK Jonathan Rosenhead (2001), a leading exponent and academic at the 
London School of Economics, clustered a number of academic/practitioner 
generated methods under the title “Problem Structuring Methods” (PSMs). His 
interpretation has tended to define the subject in fairly narrow terms based 
principally on British sourced methods such as Soft Systems Methodology (SSM), 
Strategic Choice, SODA and has synthesized the function of PSMs as follows: 
“(PSMs) provide a more radical response to the poor fit of the traditional OR 
approach for wicked problems. These conditions suggest that decision makers are 
more likely to use a method and find it helpful if it accommodates multiple 
alternative perspectives, can facilitate negotiating a joint agenda, functions 
through interaction and iteration, and generates ownership of the problem 
formulation and its action implications through transparency of representation. 
These social requirements in turn have various technical implications. Representing 
the problem complex graphically (rather than algebraically or in tables of numerical 
results) will aid participation. The existence of multiple perspectives invalidates the 
search for an optimum; the need is rather for systematic exploration of the solution 
space”. (author’s bold font). (Rosenhead J. & Mingers J. 2001, Chapter 1). 
Rosenhead’s substantive contribution is that he defines the nature of problematic 
situations for which PSMs aim to provide analytic assistance; in effect he re-enforces 
those criteria identified by Rittel & Webber and Conklin as being “wicked problems” 
and: 
 “in all cases there is a meta-characteristic, that of complexity, arising out of the need 
to comprehend a tangle of issues without being able to start from a presumed 
consensual formulation”. (Rosenhead J. 2006, p.760). 
He characterises these as having (Rosenhead J. 1996): 
 multiple actors 
 differing perspectives 
 partially conflicting interests 
 significant intangibles 
 perplexing uncertainties. 
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As Rittel and Webber and Conklin describe the converse “tame problem” so does 
Rosenhead compare PSM criteria with that of traditional Operational Research (OR) 
analysis:  
 The client organization is structured as a tight hierarchy, 
 Few of its members are analytically sophisticated, 
 The organization or relevant unit performs a well-defined repetitive task 
generating reliable data, 
 There is general consensus on priorities. 
 
Rosenhead concludes that; 
“ in orthodox OR, the consultant is an analyst committed to extracting from perhaps 
recalcitrant data usable knowledge about the content of the problem confronting 
clients. When operating with PSMs, the consultant is a facilitator, attempting to 
manage the complexities and uncertainties of problem content while simultaneously 
managing the interpersonal processes and dynamics of the client group”. (Rosenhead 
J. 1996 p.128). 
The consultant role identified above is very similar that expressed by Funtowicz and 
Ravetz (1994) when describing the criteria of systems uncertainties. 
 
Ritchey (2006), identified that many of Rosenhead’s criteria apply to morphological 
analysis (MA) and thus should qualify as a PSM, albeit that the method is not 
specifically mentioned as a PSM by Rosenhead. Ritchey re-enforces Rosenhead’s 
argument about the role of facilitation along with there being additional criteria 
applicable to both established PSMs and MA, namely that such methods should be 
enhanced by being: 
 Facilitated by a graphical (visual) representation for the systematic, group 
exploration of a solution space. 
 Focusing on relationships between discrete alternatives rather than 
continuous variables. 
 Concentrating on possibility rather than probability. 
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Rosenhead also suggested that a wider acceptance and exploitation of PSMs is 
important if the potential of soft OR is to be realised in practice and that the unique 
characteristics of problem structuring in complex organisational settings requires a 
holistic approach based not only on theory, but is also practical and easy to use in 
the field (Champion and Wilson 2010). This view was corroborated by the author’s  
empirical action research programme, where iterative methods helped to improve  
performance effectiveness and eradicated operational barriers to user 
understanding and uptake. 
 
2.7.1: Beyond PSMs 
The criteria for describing the nature of a problem and its position in the decision 
making process are extensive and can be used to qualify methods beyond those 8 
methods presented in Rosenhead’s and Minger’s 2001 book, “Rational analysis for a 
Problematic World Revisited”. Such criteria are highly relevant to a much broader 
spectrum of problems than that originally postulated as being a PSM, and can be 
expanded to embrace additional conditions such as volatility, interconnectivity, 
ambiguity, and complexity.  
 
The very nature of unstructured problems would indicate that, such are the 
uncertainties inherent therein; no single methodology is likely to “solve” such a 
problem. Indeed, such a condition of initial ambiguity as to a defined outcome 
creates fuzziness, encouraging the introduction of assessing problems with more 
than one methodology – “multi- methodology”.  
 
The inherent complexity of integrating current models and methods should not act 
as a deterrent since such complexity, although a challenge for practitioners, 
outweighs the dangers of using overly discrete methods to solve problems in the 
areas of uncertainty and risk. It may be that concepts such as “Fuzzy Management”, 
which recognises that we live in an occluded world, can help smooth the route from 
theory into performance enhancing practice (Grint 1997)). It is often better to be 
approximately right than precisely wrong! 
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Faced with a plethora of decision support methods and tools, (see chapter 5), and 
their intermittent and patchy uptake by even specialist practitioners, design and 
business academics have an important role in formulating different paradigms, 
which can be readily applied by the practitioner community (O’Brien 2010). Such 
frameworks need to encourage practitioners to become both more aware of the 
availability and relevance of methods and more crucially how their introduction and 
application can enhance performance. 
 
Conclusion - Re-positioning Morphological Analysis (MA) as a PSM 
There are indeed many different Methodologies, Tools and Techniques (MTTs), 
whose aim is to enlighten those seeking greater confidence when attempting to 
make decisions in the face of a range of uncertainties. The very nature of 
uncertainty, as has been outlined earlier, precludes that decision making based on 
high degrees of confidence, can be made under such a condition. What can be done 
is to support the analyst in reducing uncertainty and provide greater clarity. How can 
the analyst better understand the structural nature of a problem, using methods 
that can identify unintended consequences (good and bad) of the overall decision 
making process?  
 
As will be presented in the remainder of this thesis Morphological Analysis qualifies, 
not only as a Decision Support method but more specifically as a Problem 
Structuring Method, helping to reduce uncertainty and provide clarity to complex 
problems and mitigate decision making risks. Such an argument thus challenges the 
narrow base of methods selected by Rosenhead et al. To-date Morphological 
Analysis has not fully realised its full potential. By addressing its known shortcomings 
and addressing them, the objective of this thesis is to re-invigorate MA as prime 
exploratory method. 
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CHAPTER 3. ACTION BASED RESEARCH, OPERATIONAL ISSUES AND 
TESTING PROGRAMME 
Chapter contents 
This chapter acts as an introduction to show how the research programme, 
facilitated the overall process of defining the model purpose, its design and 
structure, its supporting software requirements, process flexibility and user 
validation. The second part of the chapter goes on to apply the action research 
approach to address a number of operational issues, a number of which emanated 
from disadvantages identified in chapter 6. Following a discussion of the objective of 
the research programme the importance of the literature review and case study 
components are examined. An Action Research (AR) based methodology is employed 
as the main sequencing tool for the research programme. The rationale for using the 
AR approach is presented by an examination of its principles. Other empirical 
research processes are also examined such as Technology Readiness Levels, the 
Fraunhofer model and the Lean Start-up, all of which employ major elements of the 
AR approach. Using these methods as input, the author presents a new 10-stage 
research process, accompanied by a set of timeline sequences to illustrate the actual 
process used. 
 
The chapter continues with a review of the operational issues which could explain 
why MA is not more widely used. Whilst some 14 specific disadvantages were 
identified in chapter 6, this section presents the overall research programme 
sequencing aimed at re-dressing this situation. This not only helps identify additional 
software and operational constraints but shows how an action-research based 
approach enabled such constraints to be overcome. By including behavioural, 
organisation and operational factors, software innovation, the empirical research, 
with its in-built iterative and adaptive processes, it is postulated that the outcome of 
the research can contribute to an enhanced exposure of the overall MA method. 
This in turn can help overcome, the hereto, limited practitioner take-up.  
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Introduction 
The research required the development of a prototype process and supporting 
software, and uses empirical research supported by user feedback to identify and 
address these usage uptake concerns applying Action Research principles. The 
research has embraced an extensive literature review of books and publications, plus 
a multi-stage software development programme supported by a dynamic feedback 
process based on live case studies. 
 
3.1 Objective of the Research Programme 
The thesis demonstrates how empirical research has improved the user experience 
through the development of enhanced software combined with processes flexible 
enough to accommodate the user’s operational constraints. These two components 
are mutually supporting. The principal aim is that by developing more flexible 
software and processes, in response to user feedback, uptake will be enhanced and 
allow a wider audience to take advantage of a revitalised method. It is also 
recognized this objective must be achieved without jeopardizing methodological 
integrity.  
 
3.2 Study and Outcomes to-date. 
To-date progress and development of the thesis has been achieved as follows: 
 
Literature review of books and publications. This has covered the major 
epistemological areas, namely: 
 An overview of decision support and problem structuring methods. Sources 
included emanated from a detailed survey by Garvey in a DSM and tool 
identification study, from 19 different source lists - unpublished research. 
Imperial College. 2012 -2015. (Appendix 2A). 
 Core publications related to the morphological method and more specifically 
morphological analysis especially within the problem structuring domain. 
 The main Bibliography section prior to the Appendix and core reading 
material in the Other References section after the Appendix, provide detailed 
bibliographical information. 
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Case study testing: 
Since initial development in mid 2013 the process and its supporting software has 
already gone through two major upgrades as a result of live testing and feedback 
from end users. These users have been a mix of internal Imperial post-graduate 
users as well as external public and commercial organisations. This has provided a 
live “laboratory” environment for testing out not only the functionality of the 
software but of the methodological efficacy of the process itself. The commercial 
sector response has been a crucial test as it has confirmed the model “to be robust 
and fit for purpose”. The feedback provided has been instrumental in both 
upgrading the software functionality and the formal methodological process of 
delivery options. 
 
Identification of future improvements and features: 
Other upgrade features identified include the ability to process very large 
configurations (100k + up to 1m+ derived from the problem space), at both the 
problem and solution space levels, additional refinement at the solution space level 
via the introduction of Ayres’ concept of Morphological Distance (MD). The latter 
concept is especially suitable in the areas of Ideation, Technological forecasting and 
product design and development. In addition work is on-going to allow collaborative 
input from dispersed locations by varying sizes of user teams. 
 
3.3 Live case studies  
Case studies have been carried out to test new more expansive processes and are 
on-going (chapters 7,8  and 10). These case studies have been carried out with both 
internal Imperial College participants in the Design Engineering Group and academic 
specialists in the safety helmet area and with external organisations, including 
Janssens (part of Johnson & Johnson),  a major City law firm, and NATO. Any 
potential issues about  ethical, confidential, security and conflicts of interest were 
discussed with third party team leaders involved in the case studies and addressed 
accordingly. Minor adjustments were required in just one case (AWE).  
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Prior to embarking on the formal research programme numerous live studies were 
performed with commercial users and which provided early indications as to a 
number of operational issues; (A generic pharma company, Institute of 
Consulting/CMI white paper and Charles River Associates). 
 
These projects have impacted the development of both software functionality and 
identification of new user experience features. This feedback has broadened the 
process options, allowing for a more flexible range of end user applications and to 
reduce operational constraints imposed by current more prescriptive approaches 
(such as a maximum of 7 parameters in the problem space and limitations as to the 
size of stakeholder expert teams). The objective here has been to develop more 
accessible software combined with implementation process flexibility. In turn this 
will lead to a broadening realization that MA has an applicability beyond its 
perceived narrow boundaries. 
 
In chapter 2 it was argued that Morphological Analysis is one of a number of 
methods under the rubric “Problem Structuring Methods”, (or PSMs), the latter in 
turn being a sub-division of a broader set of methods called Decision Support 
Methods (or DSMs). Many PSMs, and indeed many DSMs, can be clustered under 
the term ‘Operational Research’, 1 (OR) of which PSMs are a key family of methods, 
being helpful when complex decisions are needed in situations with many 
stakeholders and competing interests. 
 
OR, in both its quantitative and qualitative manifestations, is an applied discipline 
aimed at seeking practical (aka operational) solutions to real-world problems. In the 
1967 Stafford Beer (1967) termed the use of OR as applied to business as 
‘management science’. In turn Management science is also concerned with so-called 
”soft-operational analysis”, which concerns methods for strategic planning, strategic 
decision support, and Problem Structuring Methods (PSM). In dealing with these 
sorts of challenges mathematical modelling and simulation alone are not 
appropriate or will not suffice. Therefore, during the past 30 years, a number of non-
quantified modelling methods have been developed. These include: 
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1. Stakeholder based approaches (including metagame analysis and drama 
theory) 
2. SSM (Soft Systems Methodology 
3. Approaches using cognitive mapping 
4. The Strategic Choice Approach (SCA) 
5. Robustness analysis 
6. Morphological analysis 
 
The major PSM ‘school’ protagonist has been Jonathan Rosenhead (2001) – who in 
turn was instrumental in supporting the development “soft OR” methods from a 
systems thinking position of whom the most prominent exponent was Russell Ackoff 
(1974) and the Systems school. 
 
OR and its various derivatives are applied disciplines embracing formal academic 
research whose purpose is to address practical ‘operational’ issues.  Indeed it is 
postulated that its output is best served by applying the principles of Action 
Research (AR). In view of the importance of adopting an Action Research approach 
in this thesis – the first part of this chapter aims to explain in more detail what AR is, 
how it operates and why it is a suitable research approach. This is based on the view 
that the purpose of research is generally understood as creating new knowledge that 
will contribute to new theory, and where ‘Theory’ may be understood broadly as 
‘descriptions and explanations of how something works and why it works like this. 
Although AR has epistemological foundations it is not dissimilar to other empirical 
research approaches including those developed by the Frauenhofer Institute, NASA’s 
TRLs and the “Lean” approach as propagated by  Ries (2011) and Blank (2011). 
 
3.4 Action Research Principles 
Action Research (AR), creates knowledge based on enquiries conducted within 
specific and often practical contexts, and learning, in conjunction with professional 
development. Meyer (2006) states that its strength; 
 “…lies in its focus on generating solutions to practical problems and its ability to 
empower practitioners, - getting them to engage with research and the subsequent 
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development or implementation.”  
Plauche (2010 in Annenburg School of Communication & Journalism) also claims that 
AR is a disciplined process of inquiry whereby the main reason for using the AR 
approach is to help the “actor” in improving and/or refining his or her actions. In 
effect Plauche claims that AR - 
 “breaks from the scientific method by involving the researcher as part of the 
research and by relying heavily on qualitative data to understand the frame of 
reference” (Plauche 2010 p.2). Additionally AR: 
 Assumes a complex and multivariate social setting 
 Attempts to solve practical problems and expand scientific knowledge at the 
same time 
 Includes the subjects and researcher as collaborators 
 Is particularly suited to studying the effects of technology on humans 
 
From the above conditions a strong resonance with the core MA process can be 
identified – the role of facilitation, a key component in MA is implicit rather than 
explicit. Point 4 is also pertinent when working with Ideation and Technological 
Forecasting and Systems Uncertainties (see chapter 11). 
 
It is the definition by Waterman et al (2011) however, which integrates AR’s lineage 
as both a theoretical and empirical research approach: 
“Action research is a period of inquiry, which describes, interprets and explains social 
situations while executing a change of intervention aimed at improvement and 
involvement. It is problem-focused, context specific and future-orientated. Action 
research is a group activity with an explicit value basis and is founded on a 
partnership between action researchers and participants, all of whom are involved in 
the change process. The participatory process is educative and empowering, 
involving a dynamic approach in which problem-identification, planning, action and 
evaluation are interlinked. Knowledge may be advanced through reflection and 
research, and qualitative and quantitative research methods may be employed to 
collect data. Different types of knowledge may be produced by action research, 
including practical and propositional. Theory may be generated and refined and its 
general application explored through cycles of the action research process.” 
(Waterman H. et al 2001 p.1) 
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Indeed the above definition of AR can readily be transposed to act as a short-hand 
introduction to the broader principles of the MA process itself. The research style 
adopted again resonates where the production of a prototype and its subsequent 
development seems a good fit with the Action Research approach. 
 
McNiff’s (2013) detailed exposition of Action Research claims that  
“Research does not just happen. It has an overall design, which enables the 
researcher to plan in a systematic way.” (McNiff J. 2013 p.38). 
She then goes on to present the AR process. Evidence of the applicability of her 
approach to an evolving MA process is provided by matching McNiff’s points against 
the basic process adopted by the research programme. This encapsulates the 
following research process including:  
 Identify a research issue - “What’s the problem?” 
 Formulate a research question – aka the Focus Question 
 Explain why is the issue important – the rationale for addressing the problem  
 Monitoring practice and gather data to show what the situation is like - 
iterative feedback 
 Stating the findings so far and make provisional claim – updating the model 
 Test the validity of the claim – live case studies 
 Explain the significance of the research – outcome validation. 
 Decide on potential future action …which may provide the basis for a new 
investigation – identification of future research options. 
 
Whilst the above comparison provides an illustration of the level of conformity 
between McNiff’s interpretation of AR and that of an evolving MA process itself, the 
broader planning principles of Action Research also align themselves with the 
procedural approach adopted when carrying out the overall research project.) 
 
3.5. Other research influences 
Action Research has been used as a general research approach, particularly in the 
domain of the Social Sciences. Variants of the AR approach, however have been 
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developed in parallel by other academic and practitioner bodies. Additional 
empirical research approaches include those introduced by NASA, via its Technology 
Readiness Levels (TRLs), the Fraunhofer Institute model and more recently the “Lean 
Start-up” approach as put forword by Eric Ries and Steve Blank (itself a variant of the 
Lean/6 sigma method). As will be shown, the research approach used to develop a 
proven and viable method for MA, based on a software enhanced process, follows 
closely the research principles not just of AR, but of these other research 
methodologies (TRLs, the Fraunhofer model and the “Lean start-up”). 
 
3.5.1 Technology Readiness levels (TRLs) 
Technology Readiness Levels (TRLs) are a technology management tool that provides 
a measurement to assess the maturity of evolving technology during development. 
The argument for the use of TRLs is that when new technology is at a very early 
stage and still in a conceptual form it requires significant gestation before it can be 
applied. Thus new technology is subject to experimentation, refinement (or iterative 
modification), and empirical testing. Once proven the, technology can then be 
released. Numerous technology dependent organisations such as NASA (which 
originally introduced the TRL framework), The US Department of Defense (DoD) the 
European Space Agency (ESA), the Oil and Gas Industry and the British Ministry of 
Defence (MoD) use variants of TRLs. Although developed as a tool to identify the 
different phases a new technological item passes through the early stages there is a 
great similarity between the nine TRL stages and the eight phases in the AR process.  
 
The advantages of TRLs include: 
 Allowing stakeholders to work within a common framework and identify the 
status of the project. 
 Helping to mitigate risk by providing an early warning system of issues to be 
resolved if the overall project is to proceed. 
 Providing a milestone related decision mechanism for project funding 
purposes. 
 Providing a decision path concerning transition of technology. 
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In the UK the MoD defines the various levels as follows (www.mod/uk - trl 2015): 
 
TRL 1 Basic principles observed and reported: Transition from scientific research to 
applied research. Essential characteristics and behaviors of systems and 
architectures. Descriptive tools are mathematical formulations or algorithms. 
 
TRL 2 Technology concept and/or application formulated: Applied research. Theory 
and scientific principles are focused on specific application area to define the 
concept. Characteristics of the application are described. Analytical tools are 
developed for simulation or analysis of the application. 
 
TRL 3 Analytical and experimental critical function and/or characteristic proof-of- 
concept: Proof of concept validation. Active Research and Development (R&D) is 
initiated with analytical and laboratory studies. Demonstration of technical feasibility 
using breadboard or brassboard implementations that are exercised with 
representative data. 
 
TRL 4 Component/subsystem validation in laboratory environment: Standalone 
prototyping implementation and test. Integration of technology elements. 
Experiments with full-scale problems or data sets. 
 
TRL 5 System/subsystem/component validation in relevant environment: 
Thorough testing of prototyping in representative environment. Basic technology 
elements integrated with reasonably realistic supporting elements. Prototyping 
implementations conform to target environment and interfaces. 
 
TRL 6 System/subsystem model or prototyping demonstration in a relevant end-to-
end environment (ground or space): Prototyping implementations on full-scale 
realistic problems. Partially integrated with existing systems. Limited documentation 
available. Engineering feasibility fully demonstrated in actual system application. 
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TRL 7 System prototyping demonstration in an operational environment (ground 
or space): System prototyping demonstration in operational environment. System is 
at or near scale of the operational system, with most functions available for 
demonstration and test. Well integrated with collateral and ancillary systems. 
Limited documentation available. 
 
TRL 8 Actual system completed and "mission qualified" through test and 
demonstration in an operational environment (ground or space): End of system 
development. Fully integrated with operational hardware and software systems. 
Most user documentation, training documentation, and maintenance 
documentation completed. All functionality tested in simulated and operational 
scenarios. Verification and Validation (V&V) completed. 
 
TRL 9 Actual system "mission proven" through successful mission operations 
(ground or space): Fully integrated with operational hardware/software systems. 
Actual system has been thoroughly demonstrated and tested in its operational 
environment. All documentation completed. Successful operational experience. 
Sustaining engineering support in place. 
 
3.5.2 The Fraunhofer Model 
Whilst having been developed independently, The Fraunhofer approach has 
commonality with both the AR and the TRL approaches. 
 
Established over 50 years ago, Fraunhofer Institutes and the Fraunhofer Society 
bridge the gap between academic research and industrial needs and is Europe's 
largest R&D organization with an annual budget of over $2 billion. The Society itself 
is one of Germany’s four non-university research organisations and focuses on 
applied research. In terms of research strategy, the Fraunhofer Society directs its 
efforts toward as-yet-undeveloped markets for products that might take over five 
years to mature. 
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The total product development cycle, (see diagram below), indicates that early stage 
R&D is usually carried out in universities, national laboratories, and corporate 
research centers (TRLs 1-3). The latter implementation part is typically done in 
industry. However, there is a gap in the middle which very few organizations 
address. This gap, both a knowledge gap as well as a funding gap, greatly slows down 
the product development cycle (similar to the “Valley of Death” at TRL stages 5 and 
6). Fraunhofer focuses on supporting this phase of technological development and 
addresses this problem by developing the innovation into a functional technology 
that can be validated and demonstrated, in effect de-risking it. 
 
 
Figure:3.1 The Fraunhofer model – Fraunhofer Institute 
 
Both the TRL and Fraunhofer approaches are concerned with the disconnect 
between conceptual development and practical realization. 
 
3.5.3 Lean & Lean Start-up 
 A number of practitioner based commentators have begun to challenge established 
management methods since, whilst suitable for supporting large companies and 
organisations (the corporate world) they serve poorly startups engaged with creative 
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and innovative processes – where high levels of uncertainty, in terms of product 
design and specification, market awareness and acceptance, abound (Ries 2011). A 
leading proponent of “Lean”, Steve Blank (2011) claims that over the last century 
management education has concentrated on building strategies, methods and tools 
that support formal execution and efficiency for established businesses.  However 
many of these methods are ill-suited either for startups and increasingly even 
established organization when faced with rapid changes in business models – from 
marketing, product design, distribution channels and ever evolving end user 
behaviour – in effect disruption. There is of course a similarity between an early 
stage venture and early stage research. Both operate under conditions of high 
uncertainty. The key element is the emphasis on using iteration and feedback as 
crucial developmental actions not only to produce a viable product or service but to 
carry it across the “Valley of Death” as an enhanced component for practitioner 
application. 
 
3.5.4 Lean manufacturing, lean enterprise, or lean production 
Often referred to simply as "Lean", this is a production practice that considers the 
expenditure of resources for any goal other than the creation of value for the end 
customer to be wasteful, and thus a target for elimination. Essentially, lean is 
centered on preserving value with less work. Lean manufacturing is a management 
philosophy derived mostly from the Toyota Production System (TPS and identified as 
"Lean" only in the 1990s). 
 
A variant of Lean is the "Lean Startup" a method for developing businesses and 
products first proposed in 2011 by Eric Ries. Ries claims that startups can shorten 
their product development cycles by adopting a combination of business-hypothesis-
driven experimentation, iterative product releases, and what he calls "validated 
learning". He believes that customer feedback during product development is 
integral to the lean startup process, and ensures that the producer does not invest 
time designing features or services that consumers do not want. This is done 
primarily through two processes, using key performance indicators and a continuous 
deployment process. Because startups typically cannot afford to have their entire 
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investment depend upon the success of one single product launch, Ries maintains 
that by releasing a minimum viable product that is not yet finalized, the company 
can then make use of customer feedback to help further tailor their product to the 
specific needs of its customers. 
 
Here again we see great similarities between the “Lean start-up” and AR approaches 
as well as with TRLs and Fraunhofer. The watchwords across all these approaches 
are iteration, continuous iteration, user feedback – indeed the term “validated 
learning” can said to be a synonym for “action research”. 
 
3.6 Actual Research Process Adopted 
The research approach used for the thesis integrates key elements of the 8 stage 
McNiff Action Research model with that of the 9 stage Technology Readiness Levels. 
As the supplementary (italicized) comments highlight, in the 10 point sequence 
below, the core principles of the AR, TRL , Fraunhofer and Lean Start-up approaches 
are majorly employed, namely: prototyping, iterative user feedback and validation, 
on-going development and enhancement based upon repeated exposure to user 
testing. 
 Background and literature review – this activity has been carried out at the 
initial stages of the project (thesis) and iteratively/on-going throughout the 
overall programme. This acts as a form of validation for the evidence base. 
 Initial user experience with available software and current facilitation 
practice – user exposure to limited access software; highlighted operating 
constraints. 
 Development of custom software to allow for platform flexibility and live 
testing purposes – i.e. the generation of a prototype 
 Live projects and case studies carried out over period – live experimentation 
and testing 
 Identification of software and process modification required to enhance the 
user experience (both the “agent” and end user) - end-user based feedback  
 Iterative processes – of phases 3, 4, 5 
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 Response to user defined requirements - e.g. NATO and Motor cycle helmet 
project feature additions and refinements.  
 Upgrades – following on from phase 7 above incorporating client and 
researcher wish-list. 
 Status – new versions and upgrades 
 On-going development – adopt strategic and operational iteration processes 
 
The table below presents the 8 stage McNiff AR model alongside the 9 stage TRLs. 
Although all the stages are not exactly aligned it does demonstrate a commonality of 
theme and approach. Using the AR and TRL models as a platform the 10-phase 
research approach highlighted above is placed alongside. From this a more detailed 
set of schedules is presented specifying what and when took place at each of the 
phases accompanied by a timeline as reflected in chapters 7, 8 and 10. 
 
McNiff Action Research 
Approach 
UK MoD TRLs Research Approach 
Adopted 
Identify a research issue TRL 1. Basic principles observed 
and reported 
Background and literature 
review 
Formulate a research question  TRL 2. Technology concept 
and/or application formulated 
Initial user experience with 
available software and current 
facilitation practice 
Explain why is the issue 
important 
TRL 3. Analytical and 
experimental critical function 
and/or characteristic proof-of- 
concept 
Development of custom 
software as a prototype to 
allow for platform flexibility and 
live testing purposes 
Monitoring practice and gather 
data to show what the situation 
is like 
TRL 4. Component/subsystem 
validation in laboratory 
environment 
Live projects and case studies 
carried out over period 
Stating the findings so far and 
make provisional claim 
TRL 5. 
System/subsystem/component 
validation in relevant 
environment 
Identification of software and 
process modification required to 
enhance the user experience 
(both the “agent” and end user) 
Test the validity of the claim TRL 6. System/subsystem model 
or prototyping demonstration 
in a relevant end-to-end 
environment (ground or space): 
Iterative processes 
Explain the significance of the 
research 
TRL 7. System prototyping 
demonstration in an 
operational environment  
(ground or space): 
Response to user defined 
requirements 
Decide on potential future 
action …which may provide the 
TRL 8. Actual system completed 
and "mission qualified" through 
Upgrades 
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basis for a new investigation test and demonstration in an 
operational environment 
(ground or space): 
 TRL 9. Actual system "mission 
proven" through successful 
mission operations (ground or 
space): 
Status 
  On-going development 
 
Figure: 3.2 Research approach options 
 
3.7 Operational Issues 
A number of these 14 items listed in Chapter 6 as disadvantages had been 
acknowledged prior to the research. The early stages of the programme therefore 
included attempts to address these issues. Essentially this was conducted from the 
point of view of developing more functional software to support the basic process, 
with its inherent matrix transposition at the Cross Consistency Assessment (CCA) 
stage. During the field research and case study phases, however, it became apparent 
that development of improved and more accessible software to reduce the large 
number of configurations generated in the problem space to much smaller arrays of 
viable/internally consistent options in the solution space alone was an insufficient 
incentive for potential users to increase employment of the method. The empirical 
nature of this part of the research programme highlighted that new processes, to 
address a variety of organisational and behavioural factors, needed to be developed 
in harmony with the enhanced software. 
 
As identified in figure 3.3, the programme adopted the 10-point action research 
programme and is divided into 2 principal modules – M.1. and M.2. The first module 
addresses the first 6 phases  – including developing a prototype that was 
subsequently tested and field trialed, leading to two further iterations of the basic 
model. A detailed presentation of this part of the programme is presented in 
chapters 7 and 8. This module in turn was broken down into two sub-sections: 
 Module 1.1: Covered phases 1&2 involving live field-testing and case studies 
using currently available MA software albeit with highly restricted access 
followed by background research and literature review  
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 Module 1.2:  Based on learnings from empirical work undertaken prior to the 
main research programme, phases 2 (literature review overlapped with 
phase 2 of Module 1.1.) through to 6 addressed the development of a 
prototype software product which would permit unencumbered live testing. 
This prototype in turn was enhanced following a number of  iterative field 
tests and live case studies which are discussed in detail in chapter 10. 
 
The second module (M.2.) covers phases 7-10. Chapter 8 provides a detailed 
description of this part of the programme (it is understood that the iterative process 
identified in item 6, is a continuing feature of the whole process). This module is also 
sub-divided into two sections: 
 Module 2.1: Covers phases 7&8 where further user defined enhancements 
have been iteratively developed both in terms of software platform and 
product features. 
 Module 2.2: Phases 9 &10 presents the latest on-going research in terms of 
end user response. 
The research phases are presented in the following table: 
 
 
Research Approach Adopted Modules Chapters 
1. Background and literature review. Module 1.1. 4 , 5 & 6 
2. Initial user experience with available software and 
current facilitation practice. 
Module 1.1 & 
Module 1.2. 
7 
3. Development of custom software as a prototype to 
allow for platform flexibility and live testing purposes. 
Module 1.2 8 
4. Live projects and case studies carried out over period. Module 1.2 8 
5.  Identification of software and process modification 
required to enhance the user experience (both the 
“agent” and end user). 
Module 1.2 8 
6. Iterative processes Module 1.2 & 
Module 2.1 
8 & 10 
7. Response to user defined requirements. Module 2.1 10 
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8. Upgrades. Module 2.1 10 
9. Status following upgrades. Module 2.1 10 
10. On-going development. Module 2.2 9 & 10 
 
Figure:3.3 Research phases 
 
The 10-point research programme, with its two modules, integrates 3 interrelated 
criteria: 
 Software Efficacy 
 Process Flexibility 
 User Engagement 
 
These criteria bring together key elements identified as contributing to improving 
the generic MA model by addressing those disadvantages seen  as restricting the 
take-up of the generic MA model.  
 
      Software efficacy                                                                         Process flexibility 
 
 
 
 
 
 
                                                           User Engagement 
 
Figure: 3.4 Process Planning Model 
 
Using the action research programme as an input framework, a Process Planning 
Model (PPM) is generated as an output. At each phase of the research action 
programme, new and known disadvantages were identified. These performance 
based issues are addressed via prototyping, stress testing using live examples and 
case studies resulting in an improved MA model which satisfices the 3 key 
performance criteria highlighted above. This is in accordance with the author’s 
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position that the software is but one component of the main MA model itself and is 
subservient to the wider modelling process. 
 
3.7.1 Addressing the Disadvantages and Performance Constraints 
In essence those disadvantages and performance constraints listed in Chapter 6 are 
an amalgam of previously acknowledged features, as identified in the literature 
references, as well as those empirically identified through live field and case studies 
carried out over the course of the action research programme. The initial motivation 
for developing an improved MA model was predicated on addressing these 
constraints as well as the key requirement to produce configuration reductive 
software which was more accessible to users and researchers – i.e. addressing 
known concerns. However the iterative nature of action research revealed a number 
of previously unrecognised or underplayed operational constraints. These 
constraints were largely a result of individual, group, and organisation behavioural 
factors.  
 
The disadvantages and constraints identified in chapter 6 allows for a classification 
into prior acknowledged constraints and post iterative research.  
 Epistemological 
o Too structured - pre 
o Prone to being too subjective – pre  
o Overly generic  - post 
o Narrow lens – not the right method – post 
o Issues emanating from the combinatorial explosion – pre & post 
o No consistent terminology – post 
 Process 
o Rigidity and over prescription of method process – parameter array 
and participant numbers - post 
o Need for two dimensional flexibility, sequence process and number of 
participants, (workshop flexibility, task sequencing and role of 
facilitators and team leader) - post 
 Software 
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o Accessibility – pre 
o Limited software development to date – pre 
o Platform constraints – pre 
o Licencing issues – pre 
o Feature limitations – pre & post 
o Integration with other methods – pre & post 
 
As identified in the above categorization (14 items) the first objective of the research 
programme was to address some 7.5 items (or 54%)  of the 14 categories within 
those phases covered by Module 1 of the programme. Following additional field 
research and case studies a further 6.5 (46%) of items were identified as acting as 
operational constraints and needing to be addressed (Module 2). 
 
In spite of the apparent methodological advantages, the disadvantages have acted as 
empirical barriers to achieving a wider audience – or in marketing parlance – have 
hindered the conversion rate. 
 
3.7.2 Module 1 Research 
Within the epistemological category, 6 constraints were identified of which two 
items were deemed to act as operational constraints to adoption by practitioners. 
The first is the issue of the combinatorial explosion and where current approaches in 
addressing the issue have been limited in both process and supporting software 
capability terms. The second barrier is that the method has been seen by 
practitioners as being overly generic. Chapter 11 recognizes this issue by introducing 
a segmented typology. This can assist the practitioner to easily demarcate segments 
in terms of stream, sector and issue. The remaining 4 items can be seen as being 
general epistemological barriers rather than operational ones and thus are not seen 
as major influences in model process design. 
 
It is those constraints identified under the Process and Software categories that have 
conspired to majorly limit take-up. The action research (AR) approach and the 
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subsequent feedback provided from case studies and user response highlighted 
these “process and software concerns”.  
 
Addressing these issues resulted in a 50/50 split between Module 1 and Module 2 
research.  
 
Each Module element contains specific phases relating to the 10 phase research 
sequence within the programme. Timelines relating to the duration of the module 
phases are then presented. Each of the module sub-items reflect a specific status in 
terms of initial product development (prototype) and subsequent iterative stages 
that occurred whilst enhancing the functionality and user experience of the product. 
Status is shown both in terms of software development as well as process 
development, the latter reflecting modifications to both software functionality and 
user experience following live testing and case studies. 
 
To re-iterate an earlier observation, all the case studies presented in chapters 7,8 & 
10 are evaluated in terms of: The Challenge, The Intervention, Outcome and value to 
the user, and Performance issues identified. Figures 3.5and 3.6 below, summarise 
the various components of the overall research programme under the highlighted 
headings. Although the programme is presented as a chronological process, in reality 
the iterative interventions introduced numerous instances where the process was 
non-linear. The iterative nature of the overall programme provided opportunities for 
re-visiting product development issues. This was most notable concerning the 
impact of behavioural and organisation constraints on the overall process. Iteration 
helped to both identify and refine issues relating to user experience flexibility, which 
in turn required modifications to the employing an action research approach.  
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3.7.3 Detailed Breakdown of Modularised Research Programme 
 
Figure: 3.5 Modules 1.1 and 1.2 
 
 
 
Figure: 3.6 Modules 2.1 and 2.2 
 
Conclusions 
This chapter has overlaid a modularised approach to the overall action research 
programme being followed (as in figure 3.3 ). Module 1 and its sub-components 
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modules 1.1 and 1.2 cover the first 6 phases of the action research programme. The 
output is the development of a working prototype of a computer supported 
morphological mode. This acts as a platform for Module 2 whereupon further field-
testing takes place and via the introduction of on-going iterative/feedback 
processes, the operational and behavioural concerns are addressed so as to develop 
an evolutionary model. 
 
It should be stated that the early identification of the itemised disadvantages, via 
pre-course empirical experience and from the literature review. was an important 
component in the research, as one of the key objectives was to develop a more 
accessible, as well as functionally advanced model, so as to improve frequency of 
use. 
                                                     
 
 
1 What is Operational Research? 
Operational Research (OR) is the use of advanced analytical techniques to improve decision making. It is sometimes known as 
operations research, management science or industrial engineering. People with skills in OR hold jobs in decision support, 
business analytics, marketing analysis and logistics planning – as well as jobs with OR in the title. 
Examples of OR in action 
1. Scheduling: of aircrews and the fleet for airlines, of vehicles in supply chains, of orders in a factory and of operating theatres 
in a hospital. 
2. Facility planning: computer simulations of airports for the rapid and safe processing of travellers, improving appointments 
systems for medical practice.  
3. Planning and forecasting: identifying possible future developments in telecommunications, deciding how much capacity is 
needed in a holiday business. 
4. Yield management: setting the prices of airline seats and hotel rooms to reflect changing demand and the risk of no shows. 
5. Credit scoring: deciding which customers offer the best prospects for credit companies. 
6. Marketing: evaluating the value of sale promotions, developing customer profiles and computing the life-time value of a 
customer. 
7. Defence and peace keeping: finding ways to deploy troops rapidly. 
Some OR methods and techniques: 
 Computer simulation: allowing you to try out approaches and test ideas for improvement. 
 Optimisation: narrowing your choices to the very best when there are so many feasible options that comparing 
them one by one is difficult. 
 Probability and statistics: helping you measure risk, mine data to find valuable connections and insights in 
business analytics, test conclusions, and make reliable forecasts. 
 Problem structuring: helpful when complex decisions are needed in situations with many stakeholders and 
competing interests. 
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PART 2 MORPHOLOGICAL ANALYSIS – ITS DEFINITION AND USE  
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CHAPTER 4: MORPHOLOGICAL ANALYSIS (MA) AND GENERAL 
MORPHOLOGICAL ANALYSIS (GMA) DEFINED 
Chapter contents 
It is essential to provide a basic understanding of what is meant by both the broader 
term “Morphological Analysis” (or MA), in the context of problem structuring, as 
well as the more narrowly defined “General Morphological Analysis” (or GMA). This 
chapter therefore begins with a simple introduction to MA and how it works. 
 
There follows a brief historical perspective which covers its origins from Ancient 
Greece through to the more specific interpretation we have today – and why this 
study relates particularly to the more narrowly defined GMA variant rather than to 
its separate interpretations across a wide range of disciplines such as linguistics, 
biology, and geology amongst others. 
 
Its more generalized format MA (as presented in this thesis), was developed thanks 
to the work carried out by Fritz Zwicky in the middle of the 20th century. His 
contribution is thus discussed in some detail. Thereafter, a chronological yet 
comparative evaluation is employed to identify the major developers and thinkers 
who have attempted to enhance MA via a number of variants.  
 
Finally the various definitions put forward by major players in the domain are 
analysed and broken down. This is used to provide input for two forms of definition 
of MA – the first adopting a more theoretical/epistemological position whilst the 
second uses a more informal approach to make it readily comprehensive to non-
specialist users. 
 
Introduction 
The term Morphological Analysis (or MA) is not the most intuitive of expressions to 
understand. As a basic method it is a simple form of analysis using matrices to help 
generate a large number of possible configurations. In his 1988 book “The Creative 
Gap”, Simon Majaro (Majaro 1988) explained; 
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 “the complicated-sounding term morphological analysis belies a very simple method. 
In its most basic form it is not more complex than an ordinary matrix. If one takes a 
matrix of two axes with say ten items on each axis, one finishes with 10x10=100 
combinations. If this is done as part of an idea-generation exercise one can produce 
100 ideas with the greatest of ease.” (Majaro 1988 p.173). 
And; 
“…that by adding a third dimension it was possible to multiply the output of the idea-
generation process by the number of items on that dimension. Therefore, if one can 
think of a useful third dimension and place on it ten items one will finish with as 
many as 10x10x10=1,000 ideas. This is a larger output than any brainstorming 
session could ever hope to produce. ” (Majaro 1988 p.175) 
However it is this very ability to generate large combinations that causes users to be 
daunted by such a process when tackling problems, and where too many potential 
options causes discomfort for analysts. The introductory section that follows, 
expands in simple terms, on Majaro’s explanation whereby the morphological 
approach cannot only generate numerous ideas but also identify the multi-variable 
structural components of a problem – allowing for further downstream analysis. 
 
Problems, as highlighted in chapter 2, come in many different shapes and sizes. In 
today’s world more than ever, the ability of senior management and policy makers 
to conceive or adapt a strategy and implement it, whilst it remains relevant, is 
becoming increasingly difficult to achieve. The real challenge is how to maximise the 
length of time available  to consider a situation before applying solutions in order to 
exploit opportunities, or to avoid threats, or unintended consequences. And to 
reduce the chance that events will play out in a way not previously considered. 
 
The unexpected, in effect uncertainty, should be expected. This situation is 
exacerbated when compounded by high levels of complexity. In the following simple 
example where we want to design a new type of wheeled vehicle, there are three 
dimensions or parameters. Three-dimensional problems can be represented 
physically as a cube along three planes or dimensions, the vertical, horizontal and 
width. Three simple parameters can characterize such a vehicle. In turn each of 
these parameters can be broken down into a number of different states, thus  
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1. Number of wheels – with say 6,4,2, and 1 options 
2. Method of propulsion – internal combustion engine, wind, electricity and 
human 
3. Number of passengers to be carried. – 4, 2, 1 and none 
 
 
                                 
              
 
 
Wheels Propulsion Passengers 
6 Internal Combustion 4 
4 wind 2 
2 electricity 1 
1 human 0 
 
Figure 4.1: This 3 dimensional profile can be represented as a cube or indeed as a table. 
 
From the above we can see that we have 64 different combinations (or 
configurations). That’s (4x4x4) - still quite a lot and we can see that not all the 
configurations can work. For example it is unlikely (or logically inconsistent) that a 
one-wheeled vehicle could carry or support 6 people (although it may be possible to 
conceive a spherical ball based vehicle) – and so on. We can list all 64 combinations 
and then go through and exclude those, which after a process of logical evaluation, 
do not work or are unrealistic. 
 
Unfortunately many problems are more complicated. In the above example we could 
have easily extended the number of parameters to say 7 (an increase of 4) and each 
represented by say 5 different states (an increase of 1 state per parameter– for 
example: wheels, propulsion, passengers (as before) plus say, material composition, 
weight, speed, manufacturing complexity. In chapter 14, the example above is 
expanded to yield a larger problem space. We have a much greater number of 
Propulsion 
Wheels P
assen
gers 
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possible options – from an initial 4x4x4 problem giving us 64 options we now have 
5x5x5x5x5x5x5 = 78125!  
 
And this is the crux of the matter - most problems whether they be designing a new 
product, deciding on how to respond to a range of external stimuli, identifying what 
changes an organisation might face over the next 5 years, are multi-dimensional. You 
do not have to be a mathematical genius to see that by increasing the number of 
dimensions and by identifying different states each dimension can operate under, 
we get a combinatorial explosion. Modern morphological analysis is not just about 
providing a framework to generate large numbers of potential multi-variate 
options, but allows for the processing of such an output into a much smaller 
number of solutions, which are viable across all the variables within a specific 
configuration. Such a reductive process is a powerful weapon in the hands of the 
decision maker and analyst and designer. 
 
The total number ξ of distinct possible formal configurations is found from the 
product of all the values ki thus: 
          n 
ξ =  ki =  k1 x k2 x k3 x …x kn 
       i=1 
 
This demonstrates that, even a relatively small number of parameters can lead to a 
very large number of possible outcomes. Voros (2009) goes on to highlight that 
despite the use of a quasi mathematical form of notation – the method itself is not a 
quantitative one and that notation is used as a convenient way to rigorously carry 
out and describe complicated combinatorial processes and compare these 
configurations systematically to ensure that all possibilities have been examined and 
considered. 
 
Voros continues, saying that a more intuitive and visual representation than that of 
mathematical notation is to represent the morphological space as a collection of line 
matrices, with each matrix representing one parameter (or dimension), and with 
 85 
each entry within a matrix representing one of the possible parameter values or 
states. Although the founder of modern day MA, Fritz Zwicky represented the 
information in the matrix in rows, other developers of the method, Rhyne, Coyle, 
and Ritchey have shown them as columns next to each other. The different matrix 
orientations used by model developers are shown and presented later in this 
chapter.  
 
Having highlighted morphological analysis in simple introductory terms the 
remaining sections of this chapter present a more detailed examination of MA’s 
origins, its genesis as a “total research” method under its modern day founder, Fritz 
Zwicky, its initial application as a design and technological forecasting method and 
its later development into a method to tackle broader problem areas via Rhyne, 
Coyle and Ritchey. 
 
4.1 Historical Summary 
As for many words of an epistemological nature the term morphological analysis 
(MA) is rooted in the ancient world – or rather two of its prominent languages – 
Greek and Latin. 
 
We shall begin with the more common element ANALYSIS. Its first known use was in 
1581 from Medieval Latin to describe "the resolution of anything complex into 
simple elements" (On-line Etymological Dictionary). However the word itself comes 
from the Greek analusis, from anuluein – which was defined as "a breaking up, a 
loosening, releasing." Since that time the word has entered common parlance to 
mean the breaking down of an entity into its constituent parts and the relationship 
of these parts when examining the whole. 
 
The term MORPHOLOGY has a more interesting history. Its meaning is the study of 
form and again its roots are in Ancient Greece where Plato and Aristotle are 
associated with the analytical approach they termed form – the Greek word for form 
being morphe. The second element (also Greek) – ology, means the study of 
something. The term is used in a variety of disciplines such as linguistics, in biology 
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as the scientific study of forms and structure of animals and plants, in geology as the 
study of formation and evolution of rocks and land forms, mathematical morphology 
in image processes and shape identification (geometric structures) and of relevance 
to this thesis, problem-solving (or rather problem structuring). 
 
One of the earliest documented uses of morphology (the study of form) was by 
Ramon Lull or Llull (1232- 1315) a medieval philosopher. Lull made use of 
morphology by suggesting it was possible to solve all the problems of metaphysics 
and philosophy by systematically combining a small number of basic principles 
(Wissema 1976). He even used it in seeking to develop an art for the conversion of 
Jews and Muslims, combining each of nine attributes of God with various levels of 
nature. He employed geometrical devices to demonstrate how this could be done 
(Wills 1974).  
 
The term morphology itself has been attributed to Johann Wolfgang von Goethe 
who used it in the early 19th century in a biological context to describe “the structure 
of living things, their relationship with other living factors that go into their 
production.” (Aronoff & Fudeman 2011 p.2). 
 
According to Wills (1974), Franz Reuleaux, (1829-1905), a German mechanical 
engineer, is credited with the first direct application of morphological analysis in the 
area of technological forecasting and what was termed, speculation. Wissema (1976) 
identified that Mendeleyev’s (1834-1907) periodical system of elements (the 
periodic Table) was an early example of morphological analysis. 
 
4.2 The Role of Fritz Zwicky 
The application of morphology to those specific academic disciplines cited earlier, 
namely biology, linguistics, geology, and mathematics, used morphology as a form of 
dynamic typology (also called extended typology analysis). 
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It was however, the Swiss astrophysicist and jet engine pioneer, Fritz Zwicky (1898 – 
1974) who formulated morphological analysis as a technique in the 1940’s and 
developed it through the 50’s and 60’s and from which current art owes its genesis. 
 
Due to his status as the founder and developer of the method, “The Zwickian”, it is 
important to include in this chapter a number of Zwicky’s own statements and his 
vision as to how the morphological approach should be applied. Zwicky was prone to 
waxing lyrical, using a flowery and stylized form of language to express his belief how 
the morphological method was relevant to a broad span of issues, as in the 
quotation below. 
“The morphological approach to discovery, invention, research and construction has 
been conceived and developed for the purpose of dealing with all situations in life 
more reasonably and more effectively than hitherto. This is achieved through the 
study of all relevant interrelations among objects, phenomena and concepts by 
means of methods which are based on the utmost detachment from prejudice and 
carefully refrain from all pre-evaluations.  …. Applications of the morphological 
methods of total field coverage, of negation and construction, of the morphological 
box and others to technical problems in particular and to human problems in general 
are described.” (Zwicky 1967). 
Nonetheless Zwicky could be more succinct and was capable of encapsulating key 
elements of the method in more general terms such as: 
“Attention must be called to the fact that the term morphology has long been used in 
many fields of science to designate research on structural interrelations—for instance 
in anatomy, geology, botany and biology. Goethe, in some limited way, thought in 
morphological terms, inasmuch as he tried to reduce the multitude of structural 
forms of plants and animals to a common denominator. I have proposed to 
generalize and systematize the concept of morphological research and include not 
only the study of the shapes of geometrical, geological, biological, and generally 
material structures, but also to study the more abstract structural interrelations 
among phenomena, concepts, and ideas, whatever their character might be.” 
(Zwicky 1969 p.34) (Bold text highlighted by author) 
4.3 Morphological Analysis (MA) or General Morphological Analysis (GMA)? 
Although he initially applied MA to the areas of astrophysics and jet engines, 
Zwicky’s approach was to enable the method to be used across a wide range of 
disciplines – in effect he developed a generalized form of morphological analysis. In 
his book “ Wicked Problems and Social Messes”(Ritchey 2011), Tom Ritchey, a 
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leading proponent of MA and a Zwicky evangelist, claims that in order to distinguish 
it from these other variants within the discipline using the term morphology, he 
started to call it General Morphological Analysis – to set it apart as a generic process. 
From the above statement by Zwicky we can see also that the concept of 
generalization was introduced much earlier by Zwicky himself. Ritchey however, 
should be acknowledged as bringing the term GMA (General Morphology Analysis) 
into common parlance within the domain.  
 
There is an argument that the term GMA be used as the main descriptor for the type 
of morphological analysis reviewed in this thesis. However the formal use of General 
Morphological Analysis is majorly restricted to that body of work presented by 
Ritchey himself. As highlighted in the next chapter (5), searches for literature based 
on the term General Morphological Analysis (GMA) yield very few references apart 
from Ritchey’s. This is a pity as the formal term Morphological Analysis addresses a 
very broad number of disciplines, which apply morphology in many different ways. 
For this reason the author has decided to stay with the more common usage MA. 
 
In spite of his, often, effusive language, Zwicky did describe his approach in more 
intuitive terms – and his use of the expression “totality research” is indeed a most 
effective shorthand to describe MA. 
“Stating it succinctly, the morphological approach is equivalent with totality 
research. ........During the last twenty-five years morphological methods have been 
used with gratifying success for the invention of novel propellants and propulsive 
power plants; for problems in the textile industry; for large-scale surveys in 
observational astronomy and space research; for the development of powerful, 
analytical composite photography; and, most importantly, for new approaches to 
specialized and universal education and information for both children and adults. 
Because of its extraordinarily suggestive power, the morphological approach enables 
us to make discoveries and inventions systematically, not just one at a time, but 
whole classes of them simultaneously. And, most important, it inspires a very fruitful 
type of profound thinking, of which modern man is largely unaware or incapable.” 
(Zwicky 1969 p.30). 
In addition to the expression totality research, other terms such as an “idea factory” 
(Majaro 1988 p.177) and even a sophisticated form of “options analysis” (Childs 
2013) can be convenient terms in getting across to non-academics, the essence of 
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the method. Voros (2009) identifies a number of researchers (Chermack 2007, 
Schoemaker 1997; Weick 1989) who call the morphological approach as being 
“disciplined imagination”.  
 
Zwicky stipulated that a strict process be followed when constructing the 
morphological matrix (or as he called it, a ‘box’), namely 
1. The problem to be solved (or the functional capability desired) must be 
stated with great precision. 
2. All of the parameters (and their discrete characteristics) that might be of 
importance must be identified and analysed. 
3. Each parameter must be subdivided into distinguishable “states”. 
4. The morphological box or multi-dimensional matrix, containing all of the 
potential solutions of the problem , is constructed 
5. Some “universal” method of analysing the performance of the various 
combinations is needed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure: 4.2 Zwicky’s original morphological box – Figure 25, p118 chapter: The Morphological Methods 
2; The Method of the Morphological Box. Fritz Zwicky.  “Discovery, Invention, Research Through the 
Morphological Approach”. 1969. Pub. The Macmillan Company. 
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Where additional parameters were required beyond the 3 provided by a cube “or 
box”, a matrix format was used where incremental parameters were placed 
alongside the 3 from the cube, thus:  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure: 4.3 Propulsive Power Matrix. Matrix of Morphology of Propulsive Power. Page 40 Chapter 3: 
Activities between 1943 and 1949 as Director of Research of the Aerojet Engineering Corporation. Fritz 
Zwicky “Morphology of Propulsive Power”. 1962. Published by Society of Morphological Research, 
Pasadena, California. 
 
Apart from a laborious long-hand process, Zwicky himself never used computing 
power to “titrate” the large numbers of configurations generated within the problem 
space by the method. 
 
Since Zwicky, a very limited number of researchers have made contributions to 
explain, expand, resurrect, and evangelize the importance and value of MA in the 
areas of creativity, uncertainty and complexity. In chapter 11 this issue is addressed 
directly where core streams within the broader MA spectrum are identified and 
explored.  
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4.4 Other Schools and Interpretations 
In this section, analysis is restricted to identifying other interpretations by academics 
and practitioners apart from Zwicky, who have developed variants of his model, in a 
chronological manner. This is followed by a short review of other key thinkers and 
influencers. Once completed an attempt will be made to crystallize the various 
interpretations into a broad based definition. In chronological order the definitions 
and interpretations selected are primarily by Ayres, Rhyne and Coyle (via the FAR 
variant), Godet, Ritchey, and Arnold et al. Janstch, Majaro, Voros and Heuer/Pherson 
are other influential writers who have enhanced the cause of MA (without offering 
new processes) and their points of view are also presented here.  
 
The rationale for the selection of the work from these core researchers is two-fold: 
The first is that Rhyne & Coyle, Godet, Ritchey and Arnold et al; have all developed at 
some stage, computerized models to support the functionality of the method. This 
criterion alone would have been just reason to include them in this analysis. 
Secondly all the researchers identified have produced work which can be allocated 
to the three core streams highlighted in chapter 11 and thus represent the depth 
and breadth of where MA can be applied. 
 
4.4.1 Robert Ayres  
In the chapter on Morphological Analysis in his 1969 book on Technological 
Forecasting, Ayres stated that the morphological method can be described as an 
approach for identifying, indexing, counting, and parametrizing the collection of all 
possible devices to achieve a specified functional capability.(Ayres 1969). 
 
Ayres highlighted that MA can be used to identify inventions which have hitherto 
been overlooked in addition to it being used just as a checklist or an attribute list. He  
re-enforced his argument by stating that: 
  “much invention has been carried out on a hit or miss basis, leading to random 
selections from a large number of possibilities” (Ayres 1969 p.77). 
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Apart from the importance of MA as a major technological forecasting and inventive 
method, Ayres’ major contribution to the advancement of thought in MA was in the 
introduction of his concept of “morphological distance” to refine the configurations 
generated by the morphological matrix. Rather than treat MA as just an idea 
generator per se, Ayres sought to identify levels of outcome into three main 
categories. The first he called – state-of-the-art (or known territory), the second, the 
perimeter zone where some configurations were at variance with those in the state-
of the art group, and finally “terra incognita”, being those configurations at major 
variance in most or all parameter/states from state-of-the-art, such a status making 
them highly innovative and thus worth exploring. He saw that: 
  “R&D is primarily devoted to the systematic and detailed investigation of the known 
territory on the “map”, with the objective of improving upon the performance 
characteristics of existing devices. On the other hand, a small but significant fraction 
of the total research goes into exploration of the adjacent “terra incognita.” (Ayres 
1969 p.79). 
 
This last comment by Ayres places him firmly in that school which believes that 
innovation should be made in bold leaps rather than a more cautious, iterative 
approach. His distance concept does of course allow the user to select the level of 
risk he or she wishes to attach to those viable solutions identified. 
 
Like Zwicky, Ayres did not apply computing power to develop his distance concept, 
using it as a first stage process to reduce configurations generated in the problem 
space. This may have hindered its broader uptake for, although he is often cited 
within the topic literature, few if any attempts have been made to integrate the 
morphological distance concept as a component within the broader reductive 
process. The concept remained largely dormant until the thesis author (Garvey, 
Varnavides and Childs 2015) resurrected it as a second stage filter, (post pair-wise 
cross-consistency assessment) to reduce further configurations presented in those 
solution spaces with a large number of viable outcomes (see chapter 9: Extending 
MA). Ayres’ insight nonetheless warrants his inclusion as a leading thinker in the 
application of MA. 
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4.4.2 Russell Rhyne & Geoff Coyle 
In 1974 Rhyne (Rhyne 1974) presented his method entitled ‘‘Field Anomaly 
Relaxation’’ or “FAR”. Rhyne developed FAR independently of Zwicky and was 
seemingly unaware of his work and although mechanistically is the same as Zwicky’s 
he applied the method very much within the Futures and Policy domain. 
 
Rhyne’s work is not widely known,  partly because his publication record has been 
sparse, although the main essence of his thoughts are written up in his 2003 book 
“The Act of Choosing” (Rhyne 2003); and partly because the terminology he 
introduced, included the cumbersome expression, Field Anomaly Relaxation, is very 
different from that of  Zwicky, whose influence lay the foundations of more 
commonly used terms such as parameters, dimensions and states. Rhyne called 
parameters, ‘‘sectors’’, while the individual parameter values or states he called 
‘‘factors’’. As identified in chapter 6, this diversity of terminology in what is in 
essence the same method as MA, has not helped to win over adherents. 
 
Rhyne, acknowledging the potential for generating vast numbers of configurations 
imposed a rule-of-thumb that the numbers of parameters (i.e. sectors) be limited to 
between 5 and 7, a number also proposed by Ritchey.  This structural limitation was 
based on work on cognition theory which found that human working memory is able 
to work well with up to around 7 or so distinct elements, plus the observation that 
too few parameters were unlikely to reflect the complexity required to generate 
meaningful results. Rhyne’s prescribed 6 to 7 parameters is thus based more on 
practical reasons than on formal theoretical considerations (Voros 2009). Rhyne’s 
work was later taken up by Geoff Coyle and used to analyse futures scenarios for 
South-East Asia. Subsequently Coyle integrated FAR as a part of an approach to 
strategic analysis for organisational strategy (Coyle 2004). Coyle also developed 
software to support his strategy framework entitled “ACTIFELD”. However since 
Coyle’s death in 2011 the website via which access to the software was routed 
appears to have been closed down – a search on actifeld.com reveals that is 
unavailable or may not exist (Google search/advanced search2.virginmedia.com).  
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A Google Scholar search for papers/publications with “Field Anomaly Relaxation” in 
the title yields only 15 results over the period 1990-2015 of which 10 are listed as 
including Rhyne or Coyle as authors. This indicates that the FAR version of MA has 
made few inroads into the broader PSM/DSM domain. 
 
4.4.3 Michel Godet 
Michel Godet a French professor established his reputation whilst at the CNAM in 
Paris. Godet also appears to have re-discovered Zwicky’s morphological approach 
independently but contemporaneously with Rhyne in 1988 (Godet 2001). Although 
Godet acknowledges that MA has long been used in technological forecasting, little 
use had been made of applying it to futures studies (Godet 2001).  Godet’s initial use 
of morphology was part of a toolkit of six strategic foresight methods – each of 
which had its own supporting software. This is similar to Coyle’s approach, where 
morphology is a part of wider toolkit for strategic analysis (Voros 2009). When 
viewing however, Godet’s website  http://en.laprospective.fr  (June 2015 viewing), 
his MORPHOL method software is no longer available although the other 5 tools are. 
The reasons for this absence are not given.  
 
Godet’s views about MA are somewhat ambivalent (Godet 2001), however the great 
value of his work is that like Coyle, he has attempted to integrate MA alongside 
other futures methods (his original six tools), seeing its value as one of a sequence of 
tools, rather than present MA as just a stand-alone method – a view endorsed by 
this author. 
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Figure : 4.4 Scenario based MA. How to be rigorous with Scenario Planning. Michel Godet. “Creating 
Futures – Scenario Planning as a Strategic Management Tool”. Table Page 79. Chapter 4.2001. 
Published by Economica Ltd. 
 
The disconnect in origins between Godet’s and the Rhyne/Coyle interpretation is 
noticeable when comparing how each party represents the problem space – apart 
from using different terminology (Godet – parameters and variables; Rhyne/Coyle – 
sectors and factors) – is that visually they are different. Godet places his parameters 
vertically with states shown horizontally whereas Rhyne/Cole use the more standard 
layout of horizontal parameters with vertical states. 
 
4.4.4 Tom Ritchey 
Over the last 20 years Tom Ritchey became MA’s (GMA), most prominent exponent 
and evangelist of the morphological approach. To-date he has carried out more 
documented live workshop projects using MA than any other practitioner. His 
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website identifies over one hundred projects that he has carried out, mainly whilst 
employed at the Swedish Defence Agency, (FOI) many relating to defence, security 
and emergency response matters. His website www.swemorph.com has a 
comprehensive list of such projects and applications albeit we are given little insight 
as to how the outcomes impacted policy. 
 
As one so influenced by Zwicky’s work it is worth quoting his definition. 
“General morphological analysis (GMA) is a method for structuring and investigating 
the total set of relationships contained in multidimensional, usually non-quantifiable, 
problem complexes………. it relies on a constructed parameter space, linked by way of 
logical relationships, rather than on causal relationships and a hierarchal structure.” 
(Ritchey T. 2006 p.792). 
Ritchey’s body of work, apart from representing the largest volume of papers and 
projects delivered in the discipline, is doubly important. Whilst he was Research 
Director at the FOI, he initiated and oversaw the development of what at the time 
was the most advanced software to support the Zwickian process of problem space 
identification, configuration reduction via the process of pair-wise analysis. This 
allowed for the presentation of a real-time dynamic solution space of internally 
consistent solutions.  
 
Ritchey’s greatest contribution was to ensure a balance between the supporting 
software and the need to develop facilitation-based processes, allowing for optimum 
levels of objectivity from those participants identified as being core stakeholders in 
the original problem being addressed. This is a dictum which still holds firm, albeit 
that action research has enabled the thesis author to address a number of important 
operational constraints identified by users. This has encouraged research into 
processes which permit a more flexible range of participant numbers and how 
facilitation can be used best. Nevertheless whilst Ritchey’s “methodology” can be 
considered as being the most robust and advanced up to around the early 2000s. 
Indeed modern GMA would not be where it is today without his dedication over the 
years. It should however be noted that the software has not been updated since the 
early 2000’s, it is only PC compatible, has licensing restrictions which have 
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constrained its wider uptake as well as strongly recommending using a limited 
number of parameters (preferably between 6-8) and a particular approach to team-
based facilitation. (Note: a number of these issues are discussed in chapter 6: a 
summary of the Pros and Cons of the method). 
 
The software tool developed by Ritchey whilst at the FOI and which supports his 
overall methodological approach was originally called CASPER with a more recent 
version entitled CARMA. 
 
 
Figure: 4.5 CARMA problem space. A 5-parameter (dummy) morphological field containing 4x3x5x2x5 
(=600) possible configurations – one shown (Ritchey 2005). 
 
4.4.5 Arnold et al 
In 2008 Arnold, Stone & McAdams (2008) developed an interactive morphological 
matrix called MEMIC, (or the Morphological Evaluation Machine and Interactive 
Conceptualizer) to assist designers in creating a number of feasible concepts early in 
the design process. This is a classic example of how Zwicky and Ayres intended to 
use MA. The authors identified that the original Zwickian morphological box allowed 
designers to rapidly present numerous concepts from products that had already 
been developed in addition to providing a broader set of ideas for evaluation than 
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the designer might generate alone when limited by his/her personal experiences. 
The method also provided the designer with a simple means of bookkeeping  
 
Arnold et al., specifically state that the morphological matrix is created by listing all 
the sub-functions for a design and brainstorming solutions to each sub-function. The 
language they use is different but in essence this is Zwicky’s parameters and states. 
They emphasise the fundamental challenge that the method attempts to address, is 
that of identifying a suitable set of design alternatives to later exploit and prune 
based on evaluation. The paper seems to verify that custom software has been 
written but appears it was developed for internal use only as there is no indication of 
it being made available to a wider community. Apart from this weakness, it does 
demonstrate and re-enforce that key to the efficacy of the morphological approach 
is the requirement to match software with expert evaluation to provide quality input 
into the model – as per Ritchey’s and to some extent, Rhyne’s positions. 
 
 
 
Figure: 4.6 MEMIC  Example (Arnold et al. 2008 figure 2 a. p.4) 
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Figure: 4.7  MEMIC Example 2 The interactive morphological search user interface for (a) inputting the 
FCM, DSM, and functional model for automatic concept generation, and (b) interacting with the return 
conceptual solutions.( Arnold et al.2008 figure 2b p.4). 
 
4.5 Other Influencers and Proponents 
4.5.1 Eric Jantsch 
In 1967 Eric Jantsch in a landmark publication prepared an extensive report for the 
OECD (Jantsch 1967) on Technological Forecasting  (T-F) and included a major 
section within his chapter on exploratory techniques on the morphological 
approach. Basing his observations on the work of Zwicky, Jantsch exclaims that at 
the time of writing the morphological approach as developed by the former was the: 
 “only technique yet developed for systematic exploration (but) has not received very 
wide attention so far. As a matter of fact, it was one of the first techniques proposed 
in technological forecasting in general, and for some time could be considered 
precocious in the context of the prevalent attitude to technological planning. It is 
time to repair this neglect.” (Jantsch E. 1967 p.175). 
This Janstch proceeded to do, giving a detailed if rather laborious exposition of the 
Zwickian method and saw the value of MA as  
“structuring thinking in such a way that ‘new’ information … is generated, is not 
restricted to any level of technology transfer, or to technological forecasting in 
general” (Jantsch E. 1967 p.179). 
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Apart from Jantsch’s status as an eminent thinker in the T-F domain, his contribution 
at this time in the sixties in such a seminal tome, by re-discovering and promoting 
the method, was of profound importance in bringing MA to the attention of a new 
generation of technologists. 
 
4.5.2 Simon Majaro 
In 1988 Simon Majaro in his book “The Creative Gap”, dedicated a whole chapter on 
the use of Morphological Analysis in the creative process. He is a disciple of Zwicky’s 
view that MA is an excellent idea creation tool and his definition is suitably precise: 
“This method aims at singling out the most important dimensions of a specific 
problem and then examines all the relationships among them. ‘Morphology’ means 
the study of the structure and form of things. In this connection it means the study of 
of the interrelationship among a number of independent parameters” (Majaro S. 
1988 p.177).  
 Majaro warrants inclusion in this section not only for providing one of the few 
dedicated chapters in the use of the topic, but as providing a clear exposition of MA 
in the ideation domain.  
 
4.5.3 Joseph Voros 
Apart from Zwicky, Ayes, Rhyne, Coyle and Ritchey little has been formally published 
about the method itself – as opposed to publications applying MA to specific 
problem areas (see chapter 5, Awareness).  
 
Joseph Voros (Voros 2009), an Australia-based academic, has written a 
comprehensive paper, in spite of its rather obtuse title, on the method of 
morphological analysis entitled “Morphological prospection: profiling the shapes of 
things to come”. His definition draws heavily on Zwicky’s interpretation stating: 
“In effect, the morphological approach attempts to systematically examine the entire 
range of possible combinations of various attributes or dimensions of the object or 
area of interest– there being in principle any number of parameters, and each could 
have any number of discrete ‘‘values’’, which need not necessarily be numerical “ 
(Voros J. 2009 p.4) 
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He acknowledges that Zwicky initiated its application in making discoveries and 
innovations in the astrophysics and aerospace sectors. 
 
The paper is written from the standpoint of assessing MA within the Futures 
(Prospective) stream, but does expand into more general aspects of the method. He 
qualifies the document by positioning the method “as a particular sub-class of 
powerful prospective methods.” (author’s bold type). In spite of this self-imposed 
rider, his paper is one of the best summaries of the breadth and depth of MA in all 
its various guises – and indeed does an excellent job in classifying, what he calls MA’s 
“lineages”. These lineages relate to Zwicky’s and Ayres exploratory approach, 
especially when used in conjunction with technological forecasting, the second being 
Rhyne and Coyle’s use of the former’s FAR technique, specifically in the futures and 
scenario planning area and then selects Ritchey’s GMA as the third, which Voros 
claims to be perhaps the ‘‘purest’’ in the sense of adhering most closely to the 
precepts that Zwicky laid down, hence the aptness of the term “General” – in effect 
the generic form of the discipline.  
 
Voros’s paper is important in that he moves beyond just a formal definition as he 
discusses the core streams or “lineages”, addressing the different vocabulary of its 
sub-components used by the principle originators. As highlighted later this 
inconsistency in terminology can cause confusion amongst readers. He also makes 
some interesting observations at a less theoretical level as he identifies a number of 
practical uses of MA in strategy and policy, including: 
 Intelligence scanning and monitoring 
 Internal strategy configuration 
 Assessing policy responses 
 Nested contextual fields 
 Context specific intelligence scanning 
 Adapting to novelty – scanning for “emerging issues”, “wild cards” and “black 
swans” 
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This is a useful breakdown of how the generic nature of the model can be parceled 
out to address specific problem segments – such a breakdown being explored in 
greater depth in chapters 9 and 11. 
 
4.5.4 Heuer and Pherson 
Heuer and Pherson (2011) identify Morphological Analysis as being an important 
method in their chapter 5 on Idea Generation. The inclusion of this reference is 
interesting in that the book carries out a review of techniques in the area of 
intelligence analysis. In effect it is seeking to apply the method to the intelligence 
sector – rather than treating MA as a generic technique. Although this would appear 
to align them with Rhyne and Coyle’s FAR variant the definition itself comes very 
close to that of both Zwicky and Ritchey. Indeed this indicates the problem of the 
silo effect impacting the domain, in that no reference at all is made of the FAR 
version in security and intelligence applications – unlike Voros uses, above. Their 
definition is almost identical to that of Ritchey’s. 
“ Morphological Analysis is a method for systematically structuring and examining all 
the possible relationships in a multidimensional, highly complex, usually non-
quantifiable problem space. The basic idea is to identify a set of variables and then 
look at all the possible combinations of these variables.”  (Heuer Jr R. & Pherson R. 
2011, p.108). 
Their view that the use of MA “reduces the chance that events will play out in a way 
that the analyst has not previously imagined and considered” is akin to Ayres’s 
interpretation of its value. However they give no indication as to whether they have 
used MA operationally as no reference is made to the availability of any software 
which can support the process of configuration reduction. 
 
4.5.5 Cross and Childs 
In the domains of engineering and design, morphological analysis has been widely 
promoted as a means of enhancing the numbers of ideas as the conceptual design 
phase by Cross (2008) and Childs (2013). Childs specifically identifies MA as being a 
method to generate additional ideas that are not immediately recognizable. He 
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introduces a general MA table and then applies its basic principles to an application 
for a pallet moving device stating: 
“ The use of morphological charts requires the designer to consider the function of 
components rather than specific details.” (Childs P. 2013, P14). 
In addition Childs indicates that MA can be made up of icons and sketches. To-date 
little has been done in applying MA using such inputs and this remains an exciting 
subject for further research especially in its computer-supported version to reduce 
the combinatorial issue. Cross (2008) similarly sees the generation of a 
morphological chart using icons and graphics rather than text. Here again, support 
software, as available for text-based MA problem spaces, has yet to be developed to 
the same standard of post CCA reduction. This re-enforces the argument for 
innovative research in this particular format.  
 
4.6 Towards a definition of Morphological Analysis 
Is it possible to produce a one-size definition for MA? The major issue is that, if MA is 
to broaden its appeal so that it is understandable to both the academic and user 
communities it will be problematic to encapsulate such a definition with one set of 
generic terms. The author and other associates engaged in promoting MA to non-
academic users, have found that the term ”morphological analysis” itself is 
somewhat daunting – a veil of confusion at such technical parlance being off-putting 
to the layman (this applies also to the use of the term Field Anomaly Relaxation). For 
this very practical reason it is proposed that two definitions are put forward – one to 
anchor an epistemological based interpretation, the other a simpler rendition 
acceptable for the non-specialist but who is looking for a way to get a better grasp of 
the situation when confronted by a complex problem. These are presented as 
Formal (Epistemological) and Informal (Layman version). 
 
4.6.1 Formal 
The following attempt at an epistemological definition incorporates earlier 
definitions made by supporters such as Ritchey, Voros and Heuer et al. 
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Morphological analysis (MA) is a method for systematically structuring and 
examining the total set of possible relationships in a multidimensional, usually 
non-quantifiable, problem space. Such problems are not only complex but 
exacerbated by high levels of interconnectivity adding further complexity to the 
problem. Each set of configurations generated can be considered as a bundle of 
attributes. By identifying all the variables relating to the problem, all possible 
combinations of these variables (configurations) are examined. Through a 
reductive process, whereby inconsistent individual pairs of variable are filtered out 
with the help of software, computing only those configurations where all variables 
are consistent with one another, a final set of viable solutions can be compiled for 
further analysis. MA allows for all ideas to be considered as a first stage in the 
analysis process and as such is an exploratory method par excellence. 
 
4 .6.2 Informal 
Rather than encompass MA in one statement the more informal definition is broken 
down, for ease of comprehension, into a number of linked statements. 
 MA (or just the Method) provides management and policy makers with the 
ability to identify informed and innovative options when confronted with 
complex problems, particularly under conditions of uncertainty and 
compounded by high levels of interconnectivity.  
 The process mitigates the risk of making the wrong decision in the face of 
uncertainty. It does this by structuring the problem, filtering out inconsistent 
relationships within the problem boundary, to generate a much reduced set 
of workable solutions. As an idea factory, it processes unstructured ideas and 
concepts and renders them down to a set of modular components, which can 
be used to help in the construction of new and innovative “products” or 
concepts. 
 This reduced set of viable options accommodates multiple perspectives to 
deal with uncertainties and new phenomena, rather than prescribe a single 
solution. 
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  The process, on the one hand helps reduce the chance that events will play 
out in a way not previously considered (mitigating negative unintended 
consequences), yet on the other, can identify innovative options also not 
previously considered (positive unintended consequences). 
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CHAPTER 5: AWARENESS AND REPUTATION OF MA                      
(Including Literature Review) 
Chapter Contents 
This chapter consists of 5 main sections: Literature Survey & Analysis of Aggregators, 
Surveys and Method Studies, Other observations, Search engine analysis (Scopus 
and Google Scholar), The Alvarez/Ritchey GMA applications white paper study. 
 
The literature survey includes sources drawn from 19 different method aggregators. 
An aggregator (whether an academic or practitioner) is defined here as being a 
compiler of different methods as presented in books, papers, surveys and research 
documents. The aggregator profile has been made up of contributors across a 
number of overlapping disciplines and topic domains, which use a variety of 
methods, tools and techniques to assist and support decision making, along the 
uncertainty/risk spectrum. This includes decision support, creativity, design, 
strategic, and operational management methods, so as to capture as wide a range as 
possible of such methods. The aggregator analysis carried out by the author 
highlights a number of salient issues relating to such methods in general before 
carrying out a more detailed inspection relating to MA, and its presence within the 
wider DSM area. 
 
Within the aggregator selection there are three distinct surveys and studies. These 
surveys are explored in more detail as they address specifically not only method 
identification, but, awareness by practitioners. From this analysis, MA’s relative 
position in relation to other methods is explored. Following next is a review of 
observations from a number of publications as to how MA as a method has been 
employed. Section four analyses results from a search exercise relating to 
morphological analysis references and keywords using the Scopus and Google 
Scholar search engines. Finally a recent paper reviewing published material covering 
applications of general morphological analysis (GMA), specifically, is analysed and 
assessed.  
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Introduction 
Although Morphological Analysis in its “Zwickian” interpretation has been around 
since the 1940s its uptake has been somewhat patchy (Popper 2008) and in recent 
years largely overlooked (O’Brien 2009; Stenfors , Tanner, Seppälä & Haapalinna 
2007; Slupinski 2013). Nonetheless, it is deemed to offer a methodologically sound 
approach (Majaro 1988; Heuer & Pherson 2011 Jimenez & Mavris) to problem 
structuring and supporting decision-making, under conditions of uncertainty, 
complexity and connectivity. 
 
5.1 Literature Survey & Analysis of Aggregators 
A literature survey carried out by the author, using as source material 19 
“aggregators” identified 835 different Methods, Tools and Techniques (MTTs) in the 
broad domain of DSMs. The aggregator references are as follows and identified at 
the end of the chapter according to the following list: Rosenhead & Minger 2001, 
,Van Leewen & Terhurne 2010, University of Cambridge Institute of Manufacturing 
website 2014,  Sands 1979, Creating Minds.org 2014, Multi-criteria decision making 
(MCDA) –Wikipedia 2014,  EU Commission 2009, Krogerus & Tschappeler 2011, Van 
Assen, van den Berg & Pietersma 2009, Miscellaneous 2013-2014, Create Project 
2005,  Rigby 2011, Baxter 1995,  Evans 2013, O’Brien 2009, Heuer & Pherson 2011, 
Porter 2004, Cross 2008,  Slupinski 2013. 
 
The compilation of the Aggregator references took place initially within the first 6 
months of the research programme. However over the whole thesis period a 
number of them were subject to updates – notably where the data was presented as 
a stand-alone website, notably the Cambridge University Institute of Manufacturing 
updated in 2014, the Creating Minds website also updated in 2014, Wikipedia’s 
MCDA site in 2014. Appearing in 2013 the Slupinski survey was finally added to the 
original 18 aggregators. The analysis of these references was similarly updated over 
the period and finalised during thesis write-up. As identified in section 5.3 below 
(Analysis of DSM’s) the selection was based on a range of MTTs including the 
following domains, Decision Support and Decision Making, Creativity and Innovation, 
Design and Product Design, Strategic, Operational Management & Operational 
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Research. Across all these domains a number of keywords relating to these sub-
disciplines were used including: 
 
Decision support, decision making, creativity, innovation, design, decision methods, 
technological forecasting, scenario planning, futures, problem structuring, strategy, 
strategic models, management models amongst others. 
 
It is to be noted that whilst this list can be considered as comprehensive, it is not a 
definitive one, and the author acknowledges there may be omissions. It was 
interesting however, that these 835 items were represented across 1079 identified 
sources. What is surprising here, is that the statistic reveals only 23% of individual 
items appear more than once!  
 
The frequency profile across the identified sources reveals the following: 
• 710 items only had one source reference (representing 85% of the total items 
covered by the sources i.e. 710/835). This in itself is astounding as a sign of 
extreme diversity (if not profligacy), of terminological usage. 
• The balance of 125 items with more than one reference (aggregator) source 
(or 15%), has the following profile: 
Appearing 2 times – 77 items (or 9.2%) 
Appearing 3 times – 20 items 
Appearing 4 times – 17 items 
Appearing 5 times – 3 items 
Appearing 6 times – 4 items 
Appearing 7 times – 1 item 
Appearing 8 times – 0 items 
Appearing 9 times - 1 item 
Appearing 10 times – 1 item 
Appearing 11 times - 2 items 
Appearing 3 times or more were just 49 items (or 5.9%) 
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Of the 19 aggregator inputs the maximum coverage is only 11 out of 19 or 58%. The 
4 items appearing 9 times or more, (i.e. appearing in 47% of the aggregator lists) are 
as follows: 
 DELPHI 9 
 Brainstorming 10 
 MA 11 
 SWOT 11 
 
The initial compilation study of the items (835) aimed to capture the wide range of 
descriptions across the 19 aggregators. One of the observations made by the author 
was that different terms were used to describe similar MTTs. For example at least 9 
different terms were used to reflect the generic method “Brainstorming” – such as 
Brainlining, Brainmapping, Brainwriting, Brain sketching etc. Thus Brainstorming 
itself appeared across 10 aggregators, Brainlining, Brainmapping, Constrained 
Brainwriting, and Imaginary Brainstorming and Value Brainstorming appeared once, 
Dynamic Brainwriting twice, and Brainwriting 5 times. In total there were some 22 
references to MTTs in the Brainstorming family. No doubt each of the tool 
developers would specify the differences in the approach adopted by these 
individual techniques – but they all generically belong to the “Brainstorming” family 
of tools. 
 
A smaller spread example relates to the “5xW and H” tool – referred to as 5 Whys 
and 1 How. An alternative reference point calls this “Ask “Why 5 times”. Essentially 
the same tool.  
 
A second category of MTT, is where a generic item has been “de-clustered”, and 
presented by way of variants (or even terminological “salami-slicing”). An example of 
this is in the case of CRM (Customer Relationship Management) item, which is 
identified as having different sub-components such as CRM Collaborative 
Commerce, CRM Customer Surveys etc (in all the are 6 different variants of the CRM 
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item. Similarly with Knowledge Management with 5 variants and Outsourcing with 6 
variants. 
 
MA itself, includes both MA and GMA terms – totalling 11 reference points. However 
as a family of methods one should include the FAR item (Field Anomaly Relaxation), 
which appears 3 times – increasing the broader MA family to some 14 reference 
points. 
  
Following from the above, further analysis of the 835 items across the 1079 
references indicates that some 127 items can be clustered into either of the two 
categories discussed above,(i.e. variants of the same tool or method). This reduces 
the number of items referred to by the aggregators to approximately 708 discrete 
items (a 15% reduction). A proviso should be made that subject to a more detailed 
analysis, this total could be reduced further. 
 
What is at issue here, is that, the over proliferation of terms across the DSM domain, 
can only confuse the practitioner community, working against a broader awareness 
of such MTTs.  
 
The question still remains to be asked, however, is “whether the selection of 
aggregators truly reflects coverage of the DSM domain?” The next section examines 
in detail the profiles of the selected aggregators used in the compilation exercise. 
 
5.2 An analysis of DSMs 
Input for this part of the study was taken from lists of methods, tools and 
techniques, from 19 different aggregator publications. These sources included 
publications in a variety of formats, namely: 
 Published Books 
 Research papers 
 Web based content 
 Research surveys 
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These formats were spread across the main category types included in the analysis, 
including: 
 Decision Support and Decision Making Methods, Tools and Techniques 
(MTTs) 
 Creativity and Innovation MTTs 
 Design and Product Design MTTs 
 Strategic, Operational Management & OR MTTs 
 Miscellaneous MTTs. 
 
MTT Sectors 
 
 
Format 
Decision 
Support 
Methods 
(DSMs) 
Creativity 
& 
Innovation 
MTTs 
Design & 
Product 
Design 
MTTs 
Management 
and OR 
Methods 
Miscella-
neous 
Total 
Books 2 1 2 2 1 8 
Papers  2   1 3 
Web-based 2 2   1 5 
Surveys    2 1 3 
Total 4 5 2 4 4 19 
 
Figure: 5.1 Aggregator profile  
 
Figure 5.2 following, classifies these 19 aggregator sources in terms of publication 
title, author, publication type, specific area of study and number of methods 
presented by the source.  
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Figure: 5.2: Aggregator Analysis 
 
The full database listing 835 different MTTs is included in appendix 2 (A) in addition 
to an outline typology in a format whereby the various DSMs could be allocated 
according to type. The typology is shown as an indicator for separate research into 
DSMs. 
 
Although the total of 19 different aggregators might appear to offer an extensive 
range of inputs, the vagaries of MTT selection by individual aggregators indicate the 
often narrow perspectives taken by the contributors.  
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For example Rosenhead and Mingers are the leading proponents of what is termed 
“Problem Structuring Methods” or PSMs. Yet the spread of MTTs they put forward is 
limited to only 8. Whilst Ritchey claims that MA  is a legitimate candidate for PSM 
status, Rosenhead and Mingers make no reference to it in their standard publication. 
A review of the main 8 methods identified by Rosenhead and Mingers shows very 
little take-up of such methods by the remaining 18 aggregators, demonstrating the 
very narrow interpretations offered by academics and practitioners alike, thus: 
 Decision Conference has only 1 entry (R&M). 
 Drama Theory and Confrontation Analysis – 2 entries (R&M plus a listing in 
the Create Methodology list.) 
 Robustness Analysis – 3 entries (Rosenhead plus the Institute of 
Manufacturing list and the O’Brien survey) 
 Strategic Choice Approach – 1 entry (R&M) 
 Soft Systems Methodology (SSM) – 3 entries (R&M plus the Institute of 
Manufacturing and the O’Brien survey) 
 SODA – Strategic Options Development and Analysis – 4 entries (R&M plus 
Institute of Manufacturing and Create Methodology lists and O’Brien. 
 System Dynamics – 3 entries (R&M, plus the Porter and Format lists) 
 Viable System Model (VSM) – 1 entry (R&M). 
  
Another example of differential selection is where the Institute of Manufacturing’s 
list does not include MA in spite of its association with product design (it does 
though refer to a morphological matrix). 
 
In relation to MA, and its cousin FAR, there are indeed 14 entries (11+3). However 
the three aggregators identifying FAR (Porter, FORMAT and a Miscellaneous entry) 
are contained within the original aggregators of MA. As highlighted earlier in the 
chapter, MA/FAR are one of only three MTTs appearing on more than 10 aggregator 
lists (the other two being Brainstorming and SWOT). Yet this statistic belies the 
assumption that list appearances correlates with awareness and usage – as will be 
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discussed by analysing the O’Brien, Porter and FORMAT surveys which reveal 
practitioner usage as opposed to acknowledgment of the term itself. This cannot be 
said of Brainstorming or SWOT, both terms in common parlance and use amongst 
practitioners – albeit they are both simple constructs and easy to apply. 
 
To address the conundrum of MA’s frequency of appearance across a broad range of 
aggregators set against its operational use, further analysis reveals additional 
insights as to MA’s apparent low uptake – which in turn is addressed in chapter 6 – 
Pros and Cons. 
 
5.3 Surveys and Method Studies 
The next section reviews a number of surveys (and references to surveys), which 
indicate what various methods are acknowledged and used in the practitioner and 
academic communities. These surveys however have largely been carried out within 
the Futures and Foresight stream (stream 2) with some overlap into stream 1 
(Ideation and Technological Forecasting). To-date, apart from projects conducted by 
Ritchey, there is little or no evidence of MA being used to any great extent (if at all) 
within stream 3 (Systems Uncertainties or with “wicked problems”); albeit it is 
eminently suitable for analysing such issues. 
 
The three principal surveys from the aggregator list are the following: 
 O’Brien (2009) with 40 items 
 Porter (2004) with 51 items 
 FORMAT (2013) with 91 items 
 
All three surveys identified Morphological Analysis as one of the methods whilst 
Field Anomaly Relaxation (FAR) only appeared in the Porter and Format surveys. 
Only O’Brien’s study is based on a survey of practitioner responses, the other two 
being studies compiled from extensive literature reviews and other surveys; in effect 
using secondary rather than primary sources. 
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O’Brien’s survey (135 practitioner respondents), specifically addresses that area of 
OR/MS (Operational Research/Management Science), which supports strategic 
development of an organisation, identifying a number of key elements for such 
development, namely: 
 Direction Setting (vision/mission) 
 Setting strategic goals 
 Assessing the external environment (PESTLE) 
 Reviewing the internal environment 
 Generating ideas for strategic initiatives and options 
 Evaluating and Selecting such initiatives and options 
 Measuring organisational performance 
 Implementing strategic decisions. 
 
The O’Brien study identifies a number of “hard” (i.e. quantitative) and “soft” 
(qualitative) methods.  Importantly it confirms that the “soft” approaches, many of 
which are within the PSM domain, are still not widely known. O’Brien (2009) goes on 
to state that SWOT appears to be one of the most popular methods not only in her 
survey but in others as well (Stennfors et al. 2007), (Tapinos 2005).  What she did 
find surprising was the lack of awareness by respondents of some of the classic 
strategy tools, including Porter’s five forces (with a 45% not identified rate), PESTLE 
(26% unaware). However, 
 “the picture for soft OR/MS tools in the ‘never heard of’ category is perhaps the most 
bleak. Heading the list (of 12) tools) were morphological analysis of which 71.11% of 
respondents reported that they themselves had never heard ….” (O’Brien F. 2009 
p.16). 
The largest proportion of tools least used was in the soft OR/MS group where over 
80% of the tools received a usage score of 1 or 2 compared to around 50% for other 
tools. O’Brien confirms that there is a large collection of tools that are considered 
never or rarely used to support strategy (amongst which is MA). 
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Porter’s research, unlike O’Brien’s, is in effect a study of various technological 
forecasting analysis methods rather than a user survey. The study is useful in that it 
attempts to classify these methods according to the following criteria: 
 Family  (9) – such as creativity, descriptive & matrices, statistical, expert 
opinion, monitoring & intelligence, modelling and simulation, scenarios, 
trend analysis and valuing. 
 Hard or Soft (2) 
 Exploratory or Normative (2). 
 
Both FAR and Morphological analysis, are included in the list, with MA being 
classified as “descriptive”, “soft” and both “normative and exploratory”, whereas 
FAR is identified as being “scenario”, “soft” and “exploratory/normative”. Here again 
we have an academic identifying MA as a valid method within the Technological 
Forecasting/Scenario planning streams but with different interpretations as to 
formal classification. However there is no indication as to usage frequency or 
preference. 
 
The final study, by Mateusz Slupinski (2013) of the FORMAT Consortium (Forecast 
and Roadmapping for Manufacturing Technologies), presents the state of the art 
within Technological Forecasting based on a family of 91 methods and tools and 
followed an extensive literature review. Slupinski conveniently provides the search 
phrase employed in his research and used the following search engines – Scopus, 
Scopus conference papers, Scopus Journal of Forecasting and Social Change, and 
Google Scholar. 
 
The search phrases and results of the study are shown in relation to both 
morphological analysis and field anomaly relaxation and are presented in the 
following figure. 
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Name of Tool Category  Search phrase Scopus Scopus, 
conference 
papers 
Scopus, 
Journal of 
Technological 
Forecasting 
& Social 
Change 
Google 
Scholar 
Morphological 
Analysis 
Causal 
models 
“Morphological 
analysis” 
forecasting 
20 3 2 2650 
Field Anomaly 
Relaxation 
Intuitive 
models 
“Field Anomaly 
Relaxation” 
forecasting 
4 0 2 157 
Total   24 3 4 2807 
 
Figure: 5.3.  FORMAT Search Analysis (2013) 
 
The review covers the period 1970 to 2012 for Morphological analysis and 1973 to 
2011 for FAR. 
 
Whilst any review of methods in this area of study is to be appreciated it is worth 
noting that the FORMAT study, like the Porter study, limits its coverage to the 
Technological Forecasting sector rather than across all three streams, (chapter 11). 
Of the three studies, the author considers the O’Brien one to carry the most weight, 
not just because of how she classifies the selected OR/MS methods but because it 
reflects feedback of actual practitioner awareness and usage. Nonetheless all three 
studies highlight the feature that, although MA is identified, its uptake is small when 
compared to other methods in the same family. 
 
5.4 Other observations 
Other insights, based on monitoring activity as to the selection of methods, have 
been identified by Popper (2008). He used a sample of 886 studies in the Foresight 
area working with 25 foresight methods, including Morphological Analysis. In terms 
of level of use, of the 886 cases, MA was used 21 times – placing it at the lower 
section of the bottom third of cases. By comparison Delphi appeared 137 times and 
SWOT 101 times, with the Literature Review and Expert Panel methods being on or 
over 50%. 
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Yoon and Park (2005) highlight that, whilst MA has frequently been referred to in the 
literature, its practical use has rarely been reported. They identify three reasons for 
this: 
 There is no scientific or systematic way of establishing dimensions and 
shapes as a result (according to Yoon & Park) of MA being a qualitative 
method dependent on subjective or intuitive expert opinion. They claim that 
the method needs to be re-enforced by quantitative data to support the MA 
procedure. Against this viewpoint is the position, asserted by Ritchey, that, as 
the method operates within the realm of uncertainty, quantitative analysis is 
relatively meaningless. 
 MA generally operates within short-term planning cycles – again such a 
position is contested by Ritchey in that MA can, and has been applied for 
medium and long-term forecast purposes: (and noticeably by Rhyne et al in 
its FAR manifestation). 
 It is difficult to prioritize alternatives in MA. Whilst a valid comment this 
viewpoint demonstrates Yoon and Park’s misunderstanding of MA. MA 
(GMA) does not claim to prioritize options, only to identify those options 
which are viable or consistent. Once such options have been identified other 
methods such AHP, MACBETH and other MCDA methods can be employed to 
classify such viable options. However they are not the only researchers to 
adopt this approach (see Jimenez and Mavris 2010), no matter how desirable 
such functionality might be. This does highlight how important it is that each 
of these methods should have the capability to be flexible enough to enable 
the software and processes to be easily integrated into larger decision 
support models. 
 
Yoon and Park should be commended for identifying MA as a suitable method for 
identifying (technology-based) opportunities, however the rationale used in 
explaining its lack of application can be challenged.  
 
Nonetheless, other researchers such as Zheng et al (2012), along with Yoon and Park, 
are seeking to broaden the debate as regards the nature and quality of input into the 
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model’s problem space. The argument put forward is that input should include not 
only expert opinion, but keyword based bibliometrics – an area identified as being of 
major importance in enhancing depth and breadth of both expert opinion and 
evidence based input – and by implication engaging with semantic web (Web 3.0) 
systems. 
 
Motte & Bjarnemo (2013) also claim that the major area of MA has been in 
engineering design (in effect within Stream 1). They identify a number of engineering 
design references such as Kesselring (1955), Norris (1962), Pahl & Beitz( 2007), Ulrich 
and Eppinger (2008), Ullman (1997), Roozenburg & Eekels (1995), Dym (1994), and 
Ehrlenspiel (1995) stating that: 
“The morphological matrix is now present in most textbooks on engineering design” 
(Motte D. & Bjarnemo R. 2013 p.1). 
Incidentally, apart from Norris, none of the above names appear in Alvarez and 
Ritchey’s white paper of GMA applications and significantly the Motte & Bjarnemo 
paper itself, although published in 2013 does not appear on their list either (see 
below), although both Ritchey and Motte and Bjarnemo work within Swedish 
institutions. 
 
5.5 Search engine analysis (Scopus and Google Scholar) 
Standard forms of literature research tools such as Google Scholar and Scopus have 
not proved overly helpful in trying to narrow down and isolate documentary 
evidence, generating a glut of uncorrelated references. This has been due largely to 
the overly generic term morphological analysis being applied to variants within 
biology, zoology, linguistics, astrophysics, geology disciplines. The term general 
morphological analysis (GMA), yielded a very small number of items nearly all based 
on Ritchey’s papers and his use of the term GMA. 
 
As Slupinski points out in the FORMAT study (2013), the Google Scholar search 
engine does not provide further search fine-tuning as in Scopus. Overall the results 
of using Google Scholar, and particularly Scopus, have proved disappointing. 
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5.5.1 Google Scholar 
A Google Scholar search just using “morphological analysis” from 1940 – 2015, 
yielded 1.12m results – the great bulk of which were identified as being in the sub-
disciplines cited above!  
 
The specific term “general morphological analysis” gave forth just 415 results over 
the same period of which 404 appeared since 1990. Where “general morphological 
analysis” appears in the title there are but 16 results in the period 1990-2015 of 
which 13 are authored by Ritchey. This compares with 5100 results since 1940 with 
just “morphological analysis” in the title and 4040 since 1990, and 2370 since 2005. 
Again in the latter title the search criteria include a majority of “non-Zwickian” 
interpretations of the method. 
 
5.5.2 Scopus 
In spite of the better fine-tuning features within Scopus the results of searches 
covering a number of morphological analysis keywords and terms were limited. 
In the period 2001-2015 for “morphological analysis” there were 97683 references, 
yet again, as for Google Scholar, this term embraced the much broader applications 
of morphology in areas such as biology, linguistics etc. Further refinements were 
applied yielding the following results. 
 Morphological Analysis in the title: 3085 items (2001-2015) and only 4812 in 
all years, although again the majority of the titles did not relate to the 
“generalized” or “Zwickian” form.  
 Morphological Analysis and Zwicky as keywords resulted in just 7 references 
(2001-2015). There were just 2 references when Zwicky was included in the 
title. 
 For Morphological Analysis and Field Anomaly Relaxation there were only 2 
results! 
 121 
 The term General Morphological Analysis produced only 4 references in the 
title of which 2 articles were by Hussain & Ritchey and another by Hussain, 
Ritchey and Garvey. 
 
The Scopus results indicate that the “trawl” by the search engine is very limited at a 
number of enquiry levels (article, keywords, Abstracts). This position is validated 
when taking into account the Alvarez/Ritchey study, below, which provides a 
significantly broader reference basis. 
 
The limitations of using search engines such as Google Scholar and Scopus may also 
be a contributing factor constraining the broader awareness of “Zwickian” and 
“General” morphological analysis. Are such engines good enough? It may be that 
until new search technologies come on-stream, more traditional “manual” search 
approaches may yield better results. 
 
5.6 The Alvarez/Ritchey GMA applications white paper study 
The only study that specifically addresses GMA has been carried out by its major 
modern day disciple, Tom Ritchey in a white paper published in 2015 (Avarez & 
Ritchey 2015). Ritchey does make the proviso that the survey aims to present varied 
applications of GMA rather than provide an exhaustive presentation of the 
literature. He also re-enforces the point highlighted in the Scopus and Google 
Scholar analysis made above, that the concept of “morphological analysis” as a 
creative thinking and problem structuring method is mentioned thousands of times 
from the 1960’s onward. Such articles are omitted so that only those where the term 
General Morphological Analysis (GMA) is applied.  
 
The paper also attempts to categorise the main areas where MA has been applied. 
The approach taken in this thesis is somewhat different as explained in the core 
stream and more detailed segment analysis in chapter 11. Alvarez and Ritchey state 
that their classification is not based on “a strict taxonomy” but rather on the various 
identifiable application areas as evidenced from the literature items selected. The 
main application areas are as follows (Alvarez & Ritchey 2015): 
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 Engineering and Product Design (12 items) 
 General design theory and architecture (10 items) 
 Futures studies and scenario development (12 items) 
 Technology foresight/technological forecasting (11 items) 
 Management science, policy analysis and organisational design (13 items) 
 Security, safety and defence studies (6 items) 
 Creativity, innovation and knowledge management (7 items) 
 Modelling theory, OR methods and GMA itself (7 items)  
 
The number of items in the survey is 78. In addition there are an additional 7 items 
authored by Zwicky himself, bringing the overall total to 85. Incidentally Ritchey’s 
own book “Wicked Problems – Social Messes (Decision Support Modelling with 
Morphological Analysis)”, published in 2011 by Springer, is not included in his survey. 
If included this would increase the books format to 12 and the overall publication 
tally to 86 over the period. 
 
 
Figure: 5.4 Analysis of Alvarez/Ritchey study (2015) 
 
Conclusions 
The overriding impression following the literature review is that although MA shows 
well in aggregator lists, the number of dedicated books is very limited (3-4 
maximum), complemented by a modest number of dedicated chapters in books (7). 
Over a 50-year period the combined literature items – papers, conference 
proceedings etc; is still sparse. Of significance is that very few of these studies 
actually present the outcomes using MA and how they are of value to the user. 
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CHAPTER 6: SUMMARY OF PROS AND CONS  
Chapter contents 
In the previous chapter a review of the literature demonstrated the overall 
awareness (or lack thereof) of MA across a diverse group of sources and the broader 
spectrum of Decision Support Methods (DSMs). 
 
This chapter’s focus will be more on the advantages and disadvantages (pros and 
cons), of MA as perceived by both academics and practitioners. Such identification, 
has been instrumental in defining ways in which the disadvantages can be overcome 
in order to enhance the method’s access, efficacy, and popularity. This identification 
process is important as it was used to validate the evolution of the prototype and 
subsequent iterations, which aims to address and overcome these disadvantages.  
 
The remaining part of the chapter looks first at the advantages (or Pros) of the 
method as seen by a number of protagonists, and secondly at the disadvantages (or 
Cons). By addressing the “Cons”, the author was able to develop prototype software 
and supporting processes to introduce a revitalized MA method.  
 
In the final section the implications of the identified disadvantages are assessed and 
this provides material for the research brief in the development of, initially,  a 
prototype, and subsequent feedback enhanced iterations, so that the deficiencies or 
constraints to uptake, can be minimised. 
 
6.1 PROs or Advantages  
A number of sources identify advantages offered by the application of MA. These 
sources range from the originator of its modern manifestation – Fritz Zwicky (1969) 
himself, through dedicated protagonists and evangelists such as Allen (1962), Ayres 
(1969), Ritchey (2011) (and to some extent Rhyne (2003) and Coyle (2004) with their 
own variant, Field Anomaly Relaxation), to more balanced views such as Heuer & 
Pherson (2011), Majaro (1988), the CREATE (2005) methodology team and Voros 
(2009), amongst others. 
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The advantages of the method can be categorized under three main headings: 
1. Epistemological 
2. Methodological 
3. Areas of Application 
 
As highlighted in the previous paragraph a number of sources have identified the 
advantages of the morphological method. Under the three main headings 
statements relating to such advantages are presented along with a reference to the 
protagonist concerned. 
 
6.1.1 Epistemological 
 MA allows for the analysis of viable options under conditions of uncertainty, 
complexity and connectivity. (Zwicky). 
 Works in the domain of the UNCERTAIN by dealing with Uncertainty rather 
than Risk. It addresses genuine uncertainty and stresses test boundary 
conditions of the problem. (Zwicky). 
 Addresses unstructured problems involving multiple actors, conflicting 
perspectives and key uncertainties. (Zwicky). 
 Identifies un-intended consequences (good & bad) as well as feasible 
alternatives. (Zwicky). 
 It helps to discover new relationships or configurations, which may not be so 
evident, or which we might have overlooked by other – less structured – 
methods – similar to Zwicky’s unintended consequences. (CREATE 
programme & Hueur & Pherson). 
 Encourages exploration of the limits and extremes of different contexts and 
factors – i.e. tests boundary conditions. (CREATE programme). 
 Its highly structured form of analysis allows for a systematic analysis of 
problems whilst enabling the identification of key gaps – i.e. a form of gap 
analysis. (CREATE programme). 
 Decision Support – rather than Decision Making. 
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 Unblocks creativity in the face of complexity. (Majaro). 
 
As will be indicated in the “Cons” section below, 6.2, a persistent critique has been 
that its very structured approach is too formal. Voros (2009) challenges this 
argument stating: 
“ One might perhaps be drawn into thinking that the formalized systematic nature of 
the morphological approach may be somehow ‘‘too’’ formal and rigid, and so might 
somehow constrain or not be conducive to creativity, imagination, intuition and 
insight. Nothing could be further from the truth – one need only look to the 
remarkable output of Zwicky’s own life to see evidence of how fruitful it can be. On 
the contrary, it is the very structure and framework provided by the morphological 
approach that provides such excellent support for what some researchers have called 
‘‘disciplined imagination’’ (Chermack, 2007; Schoemaker, 1997; Weick, 1989). As 
peculiar as it sounds, it is precisely the systematic discipline of the approach that 
provides such freedom to imagine”. (author’s bold type) (Voros J. 2009 p.8). 
6.1.2 Methodological 
 Rigorously structures and investigate the total set of relationships contained 
in a multi-dimensional problem space. (Zwicky). 
 Provides a systematic field coverage and examine the entire range of possible 
combinations of various attributes or dimensions of an object or area of 
interest (also known as Totality Research). This allows for the creation of a 
much wider range of possibilities to be considered. (Zwicky). 
 Facilitates creativity & innovation via new and joined-up solutions. (Zwicky). 
 Has communication advantages especially when employed using group work 
– (models generated are visual in the form of matrices). (CREATE 
programme). 
 The process allows for iterative & exploratory analysis (Ayers) 
 Group-based facilitation to inflect creativity away from group-think and 
subjectivity. (Ritchey). 
 When supported by reductive software it enables the filtering of options and 
strategic choices. (Ritchey). 
 Potential to consider large ensembles (hundreds to millions) of scenarios. 
(Lempert) and Via MA problem space reduction processes (Garvey). 
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 Seeks robust, not optimal, strategies, via generation of MA derived Solution 
Spaces (and Robustness Analysis). (Lempert and Rosenhead) 
 Can achieve robustness with adaptability using MA’s process flexibility in 
conjunction with Robustness Analysis. (Lempert and Rosenhead) 
 
In a futures based paper entitled “Shaping the next 100 years” by Lempert et al 
(2003), the authors propose a number of key elements (as per above) of successful 
Long Term Policy Analysis (LTPA) . Although MA is not specifically mentioned in the 
study these elements can be successfully addressed using MA for LTPA projects: 
 
6.1.3 Areas of Application 
In chapter 5, it was identified that MA, along with other forms of problem 
structuring and decision support methods, had struggled to enter the mainstream of 
methods of choice selected by the practitioner and academic communities. Yet 
commentators such as Majaro in the creativity and ideation domain and Heuer  & 
Pherson in the  strategy analysis domain, acknowledge that MA offers a 
methodologically sound approach to problem structuring and supporting decision 
making under uncertainty, complexity and interconnectivity across a range of 
applications. 
 New product development. (Majaro) 
 Use of new materials (sports equipment – pharmaceuticals). (Majaro) 
 New segments and/or applications - (Can be used for searching for a new 
mission or by marketing management in exploring promising new market 
segments for exploitation – the aim is to identify as many segments as 
possible for subsequent analysis, evaluation and quantification). (Majaro) 
 Developing a competitive advantage. (Majaro) 
 Novel ways to promote products (e.g. products in one dimension, available 
media on a second and various target segments on a third). (Majaro) 
 Search for location opportunities (e.g. types of services, locations and type of 
clients). (Majaro) 
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 Design analysis for interactive exploration of the multiplicity of plausible 
futures via the interactive nature of the software used in MA generated 
Solution Spaces. (Lempert, Rhyne & Coyle). 
 
As highlighted above Majaro (1988) identifies MA is an ideal technique for 
generating large numbers of ideas in respect of exploratory and opportunity-seeking 
requirements. It has been discussed earlier that as MA is suited to, and indeed 
comfortable with, handling varying levels of uncertainty, detailing the problem can 
be less stringent than is the case for normative problem-solving. He identifies that 
the method is valuable when undertaking many of the above activities. In addition 
Hueur and Pherson (2011) noted that the generic nature of the method allowed it to 
be used in a variety of disciplines – for example in intelligence analysis it helps 
reduce the chance that events will play out in a way not previously imagined or 
considered (unintended consequences).  
 
It is of interest to note that until the late 1980’s and 1990’s onward, the advantages 
of using the morphological approach (as per Zwicky) were deemed to reside mainly 
in the Ideation and Technological Forecasting stream (see chapter 11). Majaro at the 
time was only one of a number of adopters who found MA to be of value in relation 
to issues in this stream as evidenced by Zwicky, Ayres (1969), Jantsch (1967). Zwicky 
and Ayres in particular addressed issues of early stage engineering design as an 
example whereby the unstructured nature of problems in the sector, future user 
preferences, future technology requirements and future regulations were not easily 
obtained or readily available. Thus Zwicky’s use of MA to explore alternative types of 
propulsion based on different parameters such as thrust mechanism, oxidizer, and 
fuel type in the area of jet engine propulsion. Ayres illustrated the use of MA for 
electric motor configurations showing how it can identify opportunities, previously 
overlooked. It was not until towards the end of the 20th century and beginning of the 
21st that methodologists such as Rhyne, Coyle and Ritchey began to adapt MA to the 
Scenario Planning, Futures and Systems Uncertainty areas – see chapter 11. 
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6.2 CONs or Disadvantages 
In spite of the advantages identified above consideration must be tempered as the 
points of view emanate largely from the developers themselves and their limited 
number of evangelists. It was identified in chapter 5 that awareness and proclivity of 
use is still limited when evaluated against the broader field of Decision Support 
Methods (DSMs). This section sets out to explore those factors, which have 
constrained a wider use and appreciation of the value of MA. A number of these 
factors were acknowledged prior to the research programme, others were validated 
via the case studies, whilst others revealed themselves over the course of the 
programme 
 
The arguments why MA is not more widely used can be classified into three main 
areas of critique: 
1. Epistemological 
2. Process 
3. Software Support 
 
6.2.1 Epistemological  
This level of critique is more of a theoretical argument about the value of MA as a 
DSM. In essence however the limited appreciation and uptake of the method has 
been driven by operational issues relating to the process itself and software access 
issues. 
 
Too Structured.  
Voros’ view on this subject has already been noted in the previous section where he 
raises the issue that one of the major arguments against MA is that it is too 
structured – a point also identified in the CREATE methodology section on MA – and 
that as such this could inhibit free, creative thinking. In this argument the crucial role 
of facilitation as an objective enhancement is rarely mentioned as a counter and 
reflects an unsophisticated understanding of how MA should be employed. Voros’ 
counter argument though, is sound enough supported by Majaro’s view that few 
 129 
other methods allow an individual or team to generate such a large number of ideas 
– the much less structured brainstorming method having serious flaws (Lehrer 2012). 
 
Prone to Human Error and Overly Subjective. 
The development of morphological based problem spaces requires critical 
judgments. If the underlying thought processes are not insightful, or the inputs come 
from a narrow band of stakeholders, the outcomes of this method will be weak. This 
argument can be applied to many generic methods reliant on specific data as input – 
“garbage in/garbage out”. As long as this concern is recognised then processes 
supported by formal guidelines and facilitation can mitigate this risk. Ritchey (2006) 
points out that the quality of the output is only as good as the quality of the input. 
He identifies that the first target as a limitation of the method (the second being the 
number of combinations) comes from the choice of components (i.e. parameters 
and dimensions). This is a confirmation of Zwicky’s own view that the problem must 
be stated with great precision. Godet also confirms this position by saying that: 
 “by leaving out one component or simply a configuration that is essential to the 
future, you run the risk of leaving out an entire facet of the range of possible futures” 
(Godet M. 2011 p.80). 
Ritchey argues that such a drawback must be mitigated by strong and experienced 
facilitation. In addition it is recommended that a heterogeneous team of 
stakeholders allows for a wide range of views to be considered. Zheng et al (2012) 
offer an interesting addition to mitigate against subjectivity by identifying that 
although MA has used an expert opinion (and hence a limited subjective) approach, 
adding an evidence-based component to the problem space and CCA phases, could 
be valuable. This broadens the knowledge sources used in the foresight effort. This 
point is considered as being worthy of further research in chapter 9 as the 
integration of new technologies such as data analytics can help supplement (and 
maybe even improve) limited teams based on expert opinion.  
 
Overly Generic 
 The method can be seen as being overly generic, although Heuer and Pherson saw 
the generic nature of the method as being a virtue, as this provided practitioners 
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with a platform from which to develop a wide variety of user applications. 
Empirically user reaction has often been expressed as “how does this relate to my 
business?” or “how is this useful to me?” The tendency to overly genericize the 
methodology within the academic domain has acted as a barrier to the translation of 
MA for meaningful and relevant application in practitioner problem areas as there 
has been disconnect between the theoretical and applied forms of MA.  Chapter 11 
presents a segmented structure in order to address this issue, highlighting that MA 
can be segmented into defined empirical streams, sectors and issues. 
 
Narrow Lens Issues 
 Majaro (1988) identifies a number of areas where MA should not be used. Such 
concerns are not so much constraints but need to be recognised if MA is to achieve 
its full potential. His list of unsuitable topics are as follows: 
 Any situation for which there can only be one solution and where the group’s 
attention ought to focus on a narrow rather than on broad field of search. 
 Creative sessions organised with a limited remit (such as the development of 
a new trade trademark or brand name). 
 Any problem which is known to have only  one dimension to it. Thus there is 
no point in attempting to create a morphological structure where one is 
looking for an alternative way to pack a given beer 
 
Such concerns by Majaro have been recognised by the methodologists, notably 
Zwicky (1969) himself, when he posited the first of his five imperatives for carrying 
out the process was that “The problem to be solved (or the functional capability 
desired) must be stated with great precision” 
 
Number of Configurations or Combinations Generated 
This issue is the one leveled the most against MA – reactions being summarised that 
whilst a great concept, MA breaks down in practice as it can generate too many 
combinations. Godet (2011) identifies the risk of being swamped by the total 
number of configurations, stating: 
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 “Morphological analysis is a fairly simple method to implement but the scale of 
possible combinations can give rise to a degree of apprehension. This fear explains 
why morphological analysis is not in widespread use” (Godet M. 2011 p.80). 
 The CREATE report (2005) also states that morphological analysis may yield too 
many possibilities. Human judgment is still needed to direct the outcome and there 
are no guidelines for making combinations. 
 
In 2013 Motte and Bjarnemo (2013) wrote a paper specifically on this issue entitled 
“Dealing with the Combinatorial Explosion Matrix in a ‘Manual Engineering Design”  
where they identified, that whilst the method’s strength is its ability to provide a 
very large number of solutions, it “is also its Achilles heel”: generating a 
combinatorial explosion. The number of possible configurations increases 
exponentially with the number of parameters and states within parameters which 
define the problem (the Problem Space). Motte and Bjarnemo see this is important to 
resolve, since the morphological approach is particularly useful at the conceptual 
design phase, stating: 
“One issue associated with the morphological matrix has been the necessity to deal 
with the combinatorial explosions of solutions, especially at the conceptual design 
phase, when the still fuzzy nature of the design problem precludes the use of 
automated search for an optimal solution by means of specific algorithms.” (Motte 
D. 7 Bjarnemo R. 2013 p.1). 
No Commonly Agreed Terminology 
Various developers of MA (such as Zwicky, Rhyne, Godet and Ritchey), have not 
helped the user community by not developing a common set of terms for the main 
morphological components (a problem not uncommon in other academic 
disciplines). The situation is that these developers have employed different terms for 
the same basic components – noticeably when it comes to those employed in 
establishing the problem space. The list below illustrates the variety of terms and 
combinations of terms to define the problem space components. 
 Parameters – states (Ritchey/Zwicky) 
 Parameters – distinguishable cases (Ayres) 
 Parameters – variables (Godet) 
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 Dimensions – scalars  - Collins & Purton/NATO (2011) 
 Components (Dimensions) – Configurations (States or Hypotheses) (Nguyen 
& Dunn 2009) 
 Dimensions – conditions  
 Sectors – Factors (in FAR – Rhyne/Coyle) 
 
Such a variety of terms and combinations cannot fail to confuse less technically 
minded users (or potential users). From a more academic and epistemological 
standpoint, the author proposes that Zwicky/Ritchey provide a classic interpretation. 
They use “Parameter” to define the salient feature or main boundary characteristic 
of such a problem feature, and within which, different “States” provide discrete 
identifiers. Nevertheless when addressing non-specialist practitioners, the author 
uses the more empirical term “Dimension” as a substitute for Parameter and 
“Condition” for state. There is of course no hard and fast rule to name the two 
components, which indeed is part of the problem and thus it is better to have two 
versions for formal and less formal purposes when presenting to different user 
groups. 
 
6.2.2 Process 
The second major category of concern leveled against current MA methods is that 
there has been a failure to develop flexible enough processes combined with a lack 
of understanding of the user’s operational constraints. Processes to-date have 
mitigated against broadening the method’s wider take-up to include the following: 
 
Overly Prescriptive 
Current approaches are too prescriptive and restrictive in terms of recommended 
numbers of both parameters (maximum of 7) and participants (6-8).  
 
Parameter array: Rhyne’s and Ritchey’s reservations about parameter array size can 
be considered to counter the problem of combinatorial explosion highlighted earlier. 
Both Rhyne (1995) and Ritchey  (2011) claim that a law of diminishing returns applies 
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the more parameters (and hence size of the problem space) are used. Rhyne’s 
insistence on around 6 to 7 parameters is based more on observed practical 
purposes than on formal theoretical considerations as is Ritchey’s. As Collins and 
Purton (2011), user/practioners at NATO, note; 
  “NATO’s problems are often very complex and in this instance a larger table was 
needed to describe the problem fully” (Collins S. & Purton S. 2011 p. 8.3). 
 Software support implications on this matter are reviewed in section 5.4 below, 
however the computational issue has insinuated itself into constraining process 
options. 
 
Participant Numbers: Ritchey recommends that for workshop purposes the ideal 
number of participants is between 6-8. He refers to numerous group dynamic 
studies (not covered here) identifying this to be an ideal size – too few and the group 
may not generate broad enough sets of opinion, - too many and there is the real 
possibility of group fragmentation. Ritchey’s position is supported by a great depth 
of experience in having carried over 100 group exercises, and thus his views do carry 
empirical as well as epistemological weight. However organisations interviewed by 
the author and associates, indicate that for operational reasons such a requirement 
is not practically possible. For example Collins and Purton note that; 
“ NATO also requires consultation with at least twenty-eight nations, plus academia 
and other agencies, spread out over a wide geographic area.  Gathering everyone’s 
opinions can be impractical for a single or even a series of small workshops.  A way of 
remotely capturing opinions on an individual basis plus a way of consolidating those 
opinions is highly desirable, as more experts can be reached, as well as reducing costs 
and travel time for the analysts.  General Morphological Analysis does not offer this” 
(Collins S. 7 Purton S. 2011 p.8.3).  
A major US/UK consulting firm (Charles River Associates) also indicated this to the 
author as a constraint stating that it is increasingly difficult to dictate to major 
corporate clients who should be in the team and the number of days required for 
the exercise (see case study in chapter 7). 
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In a recent conference paper Zec et al (2015), challenge the classic approach of using 
on-site facilitated workshops. Zec states that whilst tackling complex issues requires 
a diverse set of cognitive resources that frequently exceed the capabilities of 
individuals such problems are usually addressed via teamwork. He argues that: 
“a large body of psychological research has shown that groups are prone to 
psychological phenomena which impair group performance and decision-making 
…..and that studies on group performance in brainstorming have shown that nominal 
(i.e. non-interacting) groups tend to outperform interactive groups (e.g. Mullen et al. 
1991)” (Zec M. et al. 2015 p.5). 
 Zec goes on to highlight that there are various types of potential process losses, 
such as: 
 Production blocking (e.g. Diehl and Stroebe 1987) 
 Social Loafing (e.g. Karau and Williams 1993) 
 Social Inhibition (e.g. Bond and Titus 1983) 
 Failure to solve Hidden Profiles (e.g. Stasser and Titus 1985) 
 Common Knowledge Effect (e.g. Gigone and Hastie 1993)” 
 
Further challenging the on-site small workshop approach Zec identifies a number of 
ways to reduce bias amongst individual collaborators such as:  
 Anonymity can decrease social inhibition (albeit increase the risk of social 
loafing). 
 Social loafing being decreased by automated notifications and calculating 
 Publicly visible activity scores (reducing anonymity) 
 Support for Distributed Teams 
 Real-time collaboration support 
 Asynchronous collaboration support (e.g. to leverage the incubation effect on 
creative problem solving; Sio and Ormerod 2009) 
 
In addition collaborative software can 
 “Compare all the individual matrices and narrow the discussion down to the 
controversial aspects 
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 Ask each disagreeing party to provide justifications or evidence to foster the 
discussion. 
 Feature various voting mechanisms for conflict resolution 
 Take over process management from the facilitator, e.g. enforcing deadlines, 
sending out reminders, tracking user interactions and providing a dashboard 
to the facilitator/problem owner to avoid social loafing” 
 
Addressing the collaborative issue, notably in its dispersed (i.e. geographically 
remote) format has also been identified by the author as being of prime concern 
following live case study work where users have stated the current process of bring 
together some seven or eight experts together in one location for 2-day session is 
organisationally problematical. 
 
It should be stated that the workshop approach and the current inflexibility 
highlighted above is a common feature of a PSMs which have an over-reliance on 
face-to-face meetings combined with a workshop approach – the reality being that 
in many organisations, as identified by Collins and Purton at NATO (2011), 
organisational interaction is neither face-to-face nor synchronous (Morton, 
Ackermann & Belton 2007). 
 
Need for Vertical and Horizontal Process Flexibility  
The extended workshop format for delivering a MA programme can be a real barrier 
to user commitment. As in the Charles River case study bringing together a team of 
seven people, often located in different countries or regions, is a major constraint to 
client engagement. This was a practical constraint that they were experiencing with 
their own clients and appeared to be a common concern amongst consulting 
companies. In other words processes need to be able to adapt to real world user 
time and logistical constraints and robustly addressed. 
 
The iterative nature of current processes can be too time-consuming and 
cumbersome. 
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The processes require the incorporation of vertical flexibility in the sequencing and 
duration of the various tasks making up the process, to accommodate factors such as 
time and availability of user stakeholders as well as maintaining user (client) 
engagement. Failure to recognise this reality by adopting too prescriptive measures, 
can and has led to the potential user rejecting the method. 
 
Horizontal flexibility here is defined as addressing whether MA can work effectively 
with group sizes and indeed individuals outside the recommended 6-8. Can the 
process be adapted to work with individual researchers, small 2-5 person teams, 
larger groups from 8 to 30 and more? 
 
All these “Process concerns” contributed to the development of the research 
programme – the main proviso being that any such processes should not jeopardise 
the overall efficacy of the method. 
 
6.2.3 Software Support 
The paucity of and level of accessibility to contemporary software (Collins & Purton  
2011), which can support the MA process (and in particular when dealing with the 
combinatorial explosion generated by multi-parameter problem spaces) has acted as 
a major barrier to wider use of the method. 
 
Accessibility  
The most commonly referred software is the FOI’s Casper software. To the 
knowledge of the author, this has only been licenced to one person Tom Ritchey (a 
former FOI employee). He, in turn is constrained by the terms of the licence to sub-
licence the product (latterly known as Carma). Godet’s MORPHOL, part of a broader 
suite of strategic tools does not appear to be available via Godet’s latest website. 
Coyles’ ACTIFELD software, like Godet’s included a morphological module, but yet 
again following the demise of Geoff Coyle in 2012 there is no access and the original 
website is no longer active. Bryant Arnold, Stone, & McAdams’ (2008), software tool 
MEMIC looks to be have been developed as an internal tool.  
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No or Little Enhancements or Upgrades  
None of the above software products appear to have been enhanced or upgraded in 
recent years – in effect rendering most software out-of-date in terms of features, 
visual appearance and user friendliness. 
 
Platform Limitations 
Software has only been offered on a PC platform. Elements of Godet’s software suite 
have been made available via the Cloud, but here again the MORPHOL component 
does not appear to have been included. In today’s world flexibility of platform 
whether it be via a cross-platform on-line internet service or a dual PC/Mac platform 
is vital if such products are to appeal to a wider audience. 
 
Licencing Issues 
Apart from any commercial considerations when marketing the software and 
process, the matter of granting licences to favoured users is essential if MA is to 
appeal to major organisations. Such organisations, essentially for reason of their own 
internal security protocols require stand-alone licenced versions to be held on their 
own secure servers. NATO is an actual case where this feature was required and the 
decision to use the software and processes, although a favoured method, was a pre-
requisite for purchase. Hereto such flexibility has not been made available in the 
product offering. 
 
Feature Limitations 
An inability to deal with sizeable solution configurations from large problem space 
fields has frequently been identified as a major cause of concern. Residual solution 
configurations can still be of sizeable proportions reducing the overall efficacy of the 
method. Whilst this issue has been highlighted earlier in this chapter, (6.2.1.), as an 
epistemological constraint, the configuration size conundrum requires further 
examination as current software has not fully addressed the issue apart from 
prescribing that the number of parameters selected for the problem space be 
restricted to no more than 7, (see Process notes above). Software has been 
developed (notably the FOI/Ritchey product Casper/CARMA), which, when applying 
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CCA – cross consistency assessment – introduces a process, supported by software, 
to majorly reduce the problem space down to a much smaller set of configurations in 
the solution space. This computer-assisted process can reduce the total number 
configurations in the problem space by up to 95% or more. Impressive?  
 
One major problem remains however, and it is that, even post configuration 
reduction, the compiled solutions can themselves be large. It is recognized that the 
problems which can be addressed by MA, are multi-parameter. A reduction of 95% 
when applied to a large problem space of say 100,000 configurations could still yield 
a set of solutions amounting to 5000 – a not insignificant number in itself. Most MA 
problem space matrices are usually characterised by a minimum of 5 and a 
maximum of 9 or 10 parameters. By the time discrete states are added to each 
parameter in order to reflect full dimension of the parameter, even a “small” MA 
matrix consisting of 7 parameters, each with 4 states per parameter, will yield a 
problem space of 16384 configurations to be analysed. A 7 parameter matrix with 6 
states per parameter yields 279936 different configurations and so on – and these 
are small problem spaces! In these cases, assuming that the software and facilitation 
methods can reduce this problem space by 95%, we are still left with 819 
configurations in the smaller solution space, and nearly 14000 in the larger one! Yes 
the problem space has been significantly reduced but there still exists a formidable 
range of viable options to analyse. 
 
In a NATO sponsored paper, Collins and Purton (2011), when addressing the 
limitations of morphological analysis, state that: 
“….it works best when the Morphological table can be limited to fewer than seven 
dimensions.  NATO’s problems are often very complex and in this instance a larger 
table was needed to describe the problem fully. Using a classic Morphological 
Analysis approach with a large table, the data set quickly becomes unmanageable 
for a group to consider”  (Collins S & Purton S 2011 p.8.3). 
It was incumbent on the author that part of the research programme addressed the 
problem of large residual configurations remaining in the solution space post CCA. 
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Failure to tackle this issue was seen as a barrier to expanded real case user 
problems. 
 
Software Integration Issues 
In common with numerous PSM/DSM tools, the discrete/stand-alone nature of 
supporting software, where it is available has constrained user take-up. It has been 
demonstrated that MA is positioned at the uncertainty end of the uncertainty/risk 
spectrum. Decision making does not take place at one particular point across this 
spectrum but rather should be seen a process where support methods can be 
introduced to enhance decision making at various phases throughout the spectrum. 
In effect this points to a process of integration of selected methods, with integration 
able to support both upstream and downstream methods. For example once a 
reduced set of possible solutions has been generated by the MA method, the next 
phase is often to place these options into a hierarchy using MCDA methods (Multi-
Criteria Decision Analysis) such as the AHP (Analytical Hierarchy Process) or 
MACBETH. This approach requires that the software platforms themselves be 
flexible enough to allow integration and hand-shake capabilities with each other. 
Unfortunately, and this is certainly not restricted to MA, supporting software for 
DSMs have been developed as stand-alone, reducing the capability of offering the 
market with an integrative approach.  
 
6. 3 Summary Comparison of Pros and Cons 
The final section in this chapter summarizes the main advantages and disadvantages 
of the MA method. The advantages highlighted by commentators referred to in the 
chapter are clearly definable and are strong enough to make the method worthy of 
consideration by decision analysts and policy makers. Nevertheless these advantages 
in themselves have not created a critical mass of evangelists that would allow MA to 
become a leading decision support method. It is not surprising therefore that the list 
of disadvantages, although composed of epistemological, process and software 
issues, are extensive. The importance of this chapter is that it supports the research 
brief whereby the disadvantages, have not only been identified, but been integrated 
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into the brief and subsequent development of the prototype and follow-on 
iterations. 
 
Summary of MA advantages and benefits 
MA has several advantages over less structured approaches namely at the 
Epistomological, Methodological and Areas of Application levels. 
 It helps to discover new relationships or configurations, which may not be so 
evident, or which, might have been overlooked by other – less structured – 
methods particularly in a multi-dimensional problem space - identifying un-
intended consequences (good & bad) as well as feasible alternatives 
 It encourages the identification and investigation of boundary conditions, i.e. 
the limits and extremes of different contexts and factors (Totality Research). 
 It has definite advantages (visual) for communication and –especially – for 
group work. 
 It facilitates the identification of finding possible solutions to complex 
problems characterised by numerous parameters. 
 Richness of data – it can provide a multitude of configurations not yet 
explored. 
 Systematic analysis – the technique allows for the analysis of viable options 
under conditions of uncertainty, complexity and connectivity. 
 
Summary of Disadvantages 
Identified disadvantages are listed according to the three constraint categories 
presented earlier; epistemological, process, and software. 
 Epistemological 
o Too structured 
o Prone to being too subjective 
o Overly generic  
o Narrow lens – not the right method 
o Issues emanating from the combinatorial explosion 
o No consistent terminology 
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 Process 
o Rigidity and over prescription of method process 
o Need for two dimensional flexibility, sequence process and number of 
participants 
 Software 
o Accessibility 
o Limited software development to date 
o Platform constraints 
o Licencing issues 
o Feature limitations 
o Integration with other methods 
 
In spite of the apparent methodological advantages, the disadvantages have acted as 
empirical barriers to achieving a wider audience – or in marketing parlance – a 
conversion rate. 
 
A number of these concerns were recognised by the author prior to the formal 
academic research programme. It was, however, not until prototype software 
became available (via early stage research and subsequent iterations), that the full 
implications of the constraints, largely of an empirical nature, became apparent. Live 
testing, and case study feedback incorporated into an Action Research programme 
(as presented in chapter 3), allowed for both acknowledged issues (pre) to be 
refined by empirical research (post) and incorporated via iterative research into a 
refined empirically adjusted MA model. 
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PART 3:  PROCESS AND SOFTWARE R&D 
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CHAPTER 7: MODULE 1.1 (Pre-Programme)  
Chapter contents 
This chapter provides the background as to the rationale which led the author to 
embark upon a PhD research programme in Morphological Analysis. The first section 
explores how historically, the author developed a deep interest in the method as far 
back as the 1970’s. Secondly it highlights how in the late 2000’s this interest was re-
ignited by being confronted with a practical issue that he deemed could benefit from 
application of the method. Thirdly a series of pre-PhD projects and end-user case 
studies carried out by the author and associates in the early 2010’s, are presented 
which highlighted both methodological and process weaknesses in the previous 
state-of-the-art. This provided empirical evidence in support of the  rationale to start 
a more formal and academically based research programme. Each of the case 
studies presented is described in terms of the challenge, the intervention and 
outcomes of both value to the end-user and the identification of performance 
constraints within the contemporary state-of-the-art methods employed in this 
period. The chapter thus provides a useful “casus belli” prior to the PhD research 
programme itself – the results of which are subsequently detailed in Chapters 8 and 
10. 
 
Introduction 
In the previous chapter a schedule was presented which outlined the research 
programme.  The next two chapters describe in more detail those elements of the 
programme carried out as part of the earlier stages of the research up to and 
including delivery and testing of the first prototype of the software supporting the 
product. Identified as Module 1. It is broken into two further sections with Module 
1.1 being this chapter and chapter 8 Module 1.2: 
 Module 1.1 shows the activity which took place prior to formal 
commencement of the PhD research programme in November 2012. It 
covered phases 1 and 2 in the research programme 
o the gathering of general background material on the topic  and preliminary 
literature review  
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o and observations from initial user experience from working with limited 
access to software available at the time and the following of prescribed 
facilitation practices and processes. 
o Understanding this second item is important as it highlighted, coming into 
the project, a number of operational and accessibility concerns that hereto 
had constrained a broader uptake of MA – and provided the principle reason 
for commencing research into the topic. 
  Module 1.2 embraces the major part of the research programme covering 
phases 3, 4, 5 & 6: 
o Development of custom software as a prototype to allow for platform 
flexibility and live testing purposes 
o Live projects and case studies carried out over the period 
o Identification of software and process modifications required to 
enhance the user experience 
 
7.1: Case study implications 
The first objective of the research programme was to develop new software that was 
accessible to users via an on-line server-based platform. This would allow core 
processes of the MA system to be carried out. The use of case studies to test out 
user responses and software functionality, based on Action Research principals, was 
a key feature of the research programme. Case studies acted as an iterative 
mechanism to help improve software features based on user feedback and response. 
More significantly the iterative approach highlighted operational process issues, 
which over the project, led to greater flexibility in applying the method – issues such 
as structure of the workshop process, workshop size, and duration, amongst others.  
 
The case studies presented acted as live testing platforms with real users, providing 
evidence as to how MA works across a range of different sectors and problems. Each 
case study concludes not only by identifying the outcomes of value to the user of 
applying the method, but crucially, from a research point-of-view, helping to identify 
the software and process based areas, that required improving.  
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By anchoring the research programme to the identified Action Research phases, it 
can be shown that the development of an enhanced and more flexible methodology 
addresses many of the concerns and earlier constraints that were perceived to 
impact the take-up of MA. Additional areas of research, beyond the scope of this 
thesis, were identified and outline specifications made. 
 
7.2: Module 1.1 
 
 
 
Figure:7.1 Module 1.1 
 
Background - Early experiences of the Process of Morphological Modelling 
At the inception of the research it was necessary to understand the current state-of-
the-art of the morphological modelling process. Coming into the research 
programme the author had the advantage of considerable prior exposure to the 
method. As a former business forecasting specialist (early/mid 1970’s with Xerox at 
its International HQ in London and in its French Operating Company) he first became 
aware of the method via in-house training programmes. This, combined with 
empirical research into varieties of forecasting methods, noticebly through 
familiarisation with the works of Ayres (1969) and Wills (1972), provided a strong 
legacy of understanding and appreciation of the method. Over a number of years as 
a business practitioner the author often returned to seek out applications of the 
method, particularly in the area of creativity and innovation and whose interest was 
maintained by the 1988 publication of Simon Majaro’s work “The Creative Gap” 
(1988), which like Ayres and Wills contained a chapter on Morphological Analysis. 
 
Much later in the mid-2000s the author was engaged in empirical research relating 
to problems in evaluating concerns associated with investing in start-up and early 
stage businesses. The topic was characterised by two core problems – with little 
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quantitative data available for such types of businesses, traditional accountant 
methods of valuation were next to useless. Secondly analysis of businesses involved 
many different variables related to performance – such as personnel, market, 
technology etc. Was there a better way to analyse such a business profile? MA 
appeared a useful method to address this conundrum. In 2006 a white paper was 
written (unpublished) entitled “Survive and Thrive: Improving SME performance”*, 
in which morphological analysis was applied as a method to define the various 
parameters and conditions of key performance indicators for SMEs. During this 
process the problem was confronted of how to use morphology when there were 
more than 3 parameters (i.e. the cube). Subsequent research led to identification 
that most of the recent published work in the area of MA emanated from the FOI 
(the Swedish Defence Research Institute) where Dr Tom Ritchey, developed, in the 
late 1990’s and early 2000’s, a computerised form of MA called CASPER, 
(subsequently named CARMA).  
 
I contacted Dr Ritchey and made a visit to him in Stockholm. Tom Ritchey presented 
his work which majorly re-activated my interest in MA as his approach overcame the 
problem of using additional parameters and more significantly how to reduce large 
sets of configurations to much smaller, yet viable arrays. 
 
With an associate, Dr Nasir Hussain, the three of us formed a loose partnership that 
allowed us to have partial access to the software (the reader module), for 
presentation purposes. However the IP was held by FOI, and the terms of the 
agreement did not permit a sub-licence for the software. Approaches to obtain more 
licences were not successful. It also became apparent during this period that the 
software itself was in need of upgrades as it operated solely in stand-alone mode on 
the PC platform in spite of the market's growing preference for server-based on-line 
access. We also identified other constraints, largely of a process and operational 
nature that we felt compromised the user friendliness of the product.  
 
However, in this period useful insights into how computerized MA could be 
improved became apparent. It was evident that the morphological algorithm at the 
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heart of the software, which allowed for data input to the problem space to be 
transformed into a cross consistency matrix, and hence reduced to a solution space, 
was not unique to the CASPER/CARMA model. Indeed there was no formal IP in 
existence to "solve" what was in effect a basic transformation problem. The results 
of such a process were not unique to one particular algorithm - there were several 
ways to "skin the cat" whilst coming up with the same results. 
 
As more presentations and studies were carried out, it became apparent that the 
real barriers to uptake were caused by process issues and cognitive responses to 
such processes. This observation indicated  that for MA to re-enter the mainstream 
as a user friendly decision support tool, a number of identifiable constraints and 
barriers needed to be addressed so that improvements could be incorporated. It was 
essential, however, that all this had to be implemented without jeopardizing the 
core principles and efficacy of MA. The recognition that MA needed an overhaul 
culminated in the realization that this would be best achieved within a defined and 
formal research programme. The embarking on a course of study via a PhD 
programme within an academic environment seemed the obvious choice if rigour 
was to be applied in developing an updated state-of-the-art MA method.  
 
A basic working morphological analysis system (model and process) 
It is important to emphasise that MA is a methodological process – being not solely 
dependent on software in bringing about reduced configuration solutions. 
Operational and behavioural realities demand that the overall methodology address 
such concerns if the method is to have value for practitioners.  
 
A summary of the core processes identified at the beginning of the research 
programme is illustrated as follows: 
 
Early phases of the process include: 
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 Identification of the main problem being 
addressed, 
 Selecting an expert team representing the key 
stakeholders  
 Determining a focus question which 
encapsulates the problem, 
 Facilitating the expert team to generate a 
problem space made up of the key parameters 
of the problem and then the states or 
dimensions within each of the parameters. 
 
The problem space reflects the total number of 
possible configurations to be addressed. 
 
 
 
 
This phase involves a form of cross impact 
analysis where the Problem Space is transposed* 
and each state within a parameter is assessed for 
consistency against every other state within the 
other parameters  (i.e. can these two states 
logically co-exist). If they cannot, then every 
configuration where such an inconsistent pair 
exists is discarded.  
 
  
Supporting software compiles those 
configurations only where all pairs within a 
configuration are consistent with each other. This 
process can eliminate over 95% of   the original 
problem space to produce a set of viable 
internally consistent solutions. These solutions 
are presented in the form of “what-if” scenarios 
where any dimension in a parameter can be an 
input or an output. 
  
 
* Transposition software converts the problem space into the cross consistency matrix (cross impact and 
assessment). Once this latter matrix has been completed (or assessed) then the software goes into compile 
mode, discarding those configurations which contain any one or more pairs of inconsistent arguments as 
determined by the expert team. The remaining, fully consistent configurations are then presented as a solution 
space.  
Figure:7.2 Basic Process Flow 
 
Summary of Overall Process 
Ritchey (see earlier references) identified that developing morphological models by 
hand on paper – in the form of “Attribute listing” severely restricted the potential of 
MA and which could only be liberated by computerization. He recognized that 
attempting to do “back-office” morphology when dealing with highly complex 
Generate the 
entire Problem 
space 
Perform Cross 
Consistency 
Assessment 
 
Generate the 
Solution Space 
for decision 
support 
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problems can be a false economy. Building upon Zwicky’s (1969) initial requirements  
when constructing a morphological matrix , Ritchey saw the method for collective 
concept exploration, group creativity and the development of collective 
understanding of a complex problem area could be achieved through dialogue and 
an exchange of ideas, bringing forth tacit knowledge from subject-matter-specialist 
(SMS) groups.  
 
Ritchey laid out four key requirements for carrying out MA projects and for creating 
viable inference models: 
 
 Sound knowledge and experience of morphological methods and modelling: 
i.e. theoretic underpinnings, techniques, procedures, issues etc.  
 Knowledge and practical experience in small group facilitation and facilitation 
methods. 
 A working group of relevant Subject Matter Specialists who also reflect the 
main stakeholders 
 Specialist software 
 
Importantly he recognized that without proper software it is extremely difficult to 
produce interactive inference models that will allow the client/user to carry out 
“what-if” evaluations of a compiled model so that different stakeholder perspectives 
can be examined and evaluated. Such models help test and challenge previously held 
assumptions and interventions, and identify potential unintended consequences.  
 
Case studies Module 1.1 Early stage case studies  
Prior to commencement of the PhD programme Garvey and Hussain, collaborated 
with Ritchey from 2009 to 2012 on a number of live projects using the FOI CASPER 
(CARMA) software and following Ritchey’s process guideline. As mentioned earlier, 
IP and business model issues would not allow us to download the software and all 
problem structuring inputs, CCA transformation and solution space compilation had 
to be carried out in Sweden by the software licensee. This inflexible and rigid 
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arrangement increasingly compromised Garvey and Hussain’s credibility in the eyes 
of potential clients and in effect made the relationship unworkable. 
 
City University Research and Enterprise Unit (CREU).:November 2009 
Challenge: The City University Research and Enterprise Unit (CREU), a university 
based business incubator had identified that early-stage funding, and especially pre-
revenue due diligence, was highly problematic. This was due to 
 Communication gap between entrepreneurs and investors 
 Perception of risk is very subjective – pre-money valuation being a dark art 
 Failure of “quants” in addressing qualitative aspects of investment criteria 
 Lack of structured evaluation techniques incorporating qualitative aspects. 
 
CREU sought to improve the quality and quantity of investment grade deal flow in 
the SME space through improvements in the preparation, assessment, selection and 
comparative evaluation of entrepreneurial business propositions.  
 
Intervention: Following earlier conversations between Garvey and Michael Klein of 
CREU, a team composed of Garvey, Hussain and Ritchey was selected as the lead 
collaborator by CREU, along with and participation from SME industry professionals 
to develop a new multi-dimensional decision support framework for start up and 
early stage companies. The aim was to address early stage funding problems and to 
establish a preferred practice model against which new ventures can be assessed. 
We worked with CREU in developing, a comprehensive system to operationalize 
investment due diligence across multiple projects, investment opportunities, 
business sectors, and lifecycles. The initial problem structuring phase of the exercise 
used MA to help bring together (structure) the primary parameters and states of the 
problem. However due to the hierarchical nature of the problem space definition it 
was felt that the AHP (Analytic Hierarchy Process) was better suited for downstream 
development of the model – albeit recognizing the key role MA had played in 
structuring the overall problem dimensions in the first place. A robust, multi-level 
business evaluation model was developed, of value to both investors and budding 
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entrepreneurs alike. This model framework incorporated the use of qualitative and 
quantitative methodological tools (MA and AHP) to address complex and interactive 
business parameters across a wide range of non-quantifiable fields. The framework 
is also highly scalable and allows for bespoke assessment solutions for different 
industries and different stages of business to be developed. 
 
Outcome and value to user:  Once a prototype model was developed, CREU licenced 
the core process to an Investment operation linked to an early stage assessment 
advisor, the latter employing the model to select and validate viable pre-revenue 
start-ups for the Investment vehicle. The formation of the investment arm has just 
been finalized with launch planned for early 2016. 
 
Performance Issues identified: One area of concern identified by Garvey and 
Hussain was that the pair-wise analysis process, which was required by both MA and 
AHP methods caused, what can be termed “decision fatigue” or “ennui”. Such 
behaviour amongst the participants impacted the considerable levels of attention 
required and thus could be said to reduce the consensual objectivity of the group 
(turning-off/falling to sleep) in spite of the involvement of two facilitators whose role 
it was to ensure team member engagement. 
 
A second issue recognized was both the duration of each of the workshop sessions (2 
days) and the number of subsequent workshop sessions deemed necessary to 
complete the project (3 sets in all). This was an issue that was to be voiced during 
subsequent case studies as will be explored in case study 4.  
 
SWOT-MA an application in the Pharmaceutical Industry: Application to the 
Specials Sector for new Business Drivers  
Background: Between 2010 and 2012 Garvey and Hussain worked on a research 
project to apply MA to traditional business strategy methods and tools. One of the 
most common and used tools was SWOT (Strengths, Weaknesses, Opportunities and 
Threats). From background experience in working with SME  business proposals it 
was recognized that SWOT analysis had lost some of its impact as a business strategy 
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tool, becoming somewhat of a “box-ticking” exercise and where “a few arbitrary 
weaknesses” were added to balance the strengths. Their interest in this area had 
been piqued by an earlier paper by Hill & Westbrook (1997) at London Business 
School where it had been recognized that seasoned strategy professionals displayed 
deficiencies when performing a SWOT analysis — “long lists (over 40 factors on 
average), general (often meaningless) descriptions, a failure to prioritize and no 
attempt to verify any points.” Most worrying was the universal finding that no-one 
subsequently used the outputs in the later stages of the strategy formulation. The 
more pertinent question remained: what, if any, was the output? The following case 
study provided an empirical opportunity to test out this form of “dynamic SWOT”. 
 
Challenge:  The company is a start-up niche generic (pharmaceutical) firm. It wanted 
to run a SWOT exercise to help formulate a strategy for securing short-term drug 
approvals. The company decided to use MA enhanced SWOT - SWOT-MA™ to 
answer the specific question, “What are the most important factors to secure drug 
approvals within the funding time frame of 3 years?” In most cases, regulatory 
authorities require clinical testing in human volunteers of the generic drug against 
the original innovator medicine whose patent (or more correctly data exclusivity 
period) has expired, i.e. bioequivalence studies. In rare circumstances, drugs of ‘well 
established use’ and those that meet certain criteria (BCS Class 1) are given ‘bio-
waivers’ particularly if reference can be made to original drug dossier.  
 
Intervention: The company’s small management team (4 people) was facilitated 
through the process of developing a problem space, which reflected the core issues. 
The problem space arrived at consisted of a possible 3.360 configurations. The team 
was then facilitated to carry out a CCA and when compiled produced 23 unique 
configurations, a reduction of over 99% of the entire problem space. 
 
Outcome and value to user:  A deeper analysis of strengths and opportunities 
yielded some expected and more significantly unexpected results. The principal 
strength, was in fact the ability to fund company operations from income  generated 
from its wholesaling and brokerage arm i.e.7 of the 23 configurations contained the 
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cell ‘Specials income funds R&D’. However, at the start of the company’s founding, 
this activity had been too readily dismissed, as the market for dealing in Specials was 
considered highly volatile and uncertain. The ability to generate cash naturally 
allowed all outputs to be considered except ‘Product Development’, a totally 
unexpected result (diversification was expected to fall out). Of note here is that 
multiple scenarios can be considered, the dynamic model can be driven from the 
desired output (and what would the required inputs be to get to the desired output 
state, i.e. reverse engineering) and more importantly the contrast, i.e. those cells 
which do not show up.  
 
When the inference model was considered in its entirety, a hitherto unconsidered 
opportunity emerged  (a classic unintended consequence). Whilst applying for a 
market authorisation of an unlicensed product, it can be supplied as a Special – this 
self-funds the submission procedure provided it is within the same disease 
indication. Such gap analysis is only possible using a very structured and facilitated 
framework, to which MA is fully attuned. 
 
Performance Issues identified: The case study illustrated that MA added strategic 
decision value to an existing management model. Moreover additional parameters 
could be added to enhance the application such as Ansoff’s product/market model, 
as well as a time-based parameter and/or budget defined parameter. This turned 
the SWOT tool into a much more dynamic and meaningful decision method. 
 
Nonetheless due to the lack of access to real-time software for problem space 
generation, CCA transformation and solution space compilation the project took 
longer than anticipated. This was in spite of the 4 key parameters (S-W-O-T) being 
already pre-defined so shortening the time required to develop the problem space.  
It was thus unfortunate that ‘off-shore” compilation slowed the process down. 
Undoubtedly such an exercise could be carried out in 1 day rather than the two-day 
duration prescribed by Ritchey and/or eliminating off-shore compilation. 
 
Finally, this case study demonstrated that the stakeholder team (4), as long as it 
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reflected balanced management functions, could be smaller than prescribed by 
Rhyne and Ritchey (5-7). The outputs generated were acknowledged as providing 
enlightened strategic analysis even with a four-person team.  
 
Institute of Consulting (IC) & Chartered Management Institute (CMI)  
Challenge: The author was approached via a 3rd party contact to see if MA could help 
a pro bono project co-ordinated by both the IC and CMI These two bodies sought to 
produce a ‘white paper’ that explored key ways as to how the Olympic legacy could 
be used to stimulate economic and social wellbeing. The paper would also help 
position the Institute as a thought leader on a topical, high profile subject.  
 
Intervention: Garvey and Hussain were invited to help in the delineation of the 
project at its inception and sought early on to help structure the problem faced by 
the IC/CMI in positioning such a report. They conducted a series of workshops, which 
gave early stage direction to the client team in formulating the contents of such a 
report. There was initial reticence on the part of the facilitators, as the 
circumstances of the commission body, being a voluntary group which could only 
convene in the evening, restricting the time available to run the workshop. In 
addition the client insisted on the inclusion in the workshop team of those members 
offering their services to the broader project – this totaled some 20 members, way in 
excess of the, hereto, recommended number of 7 participants. Under considerable 
pressure from the client, Garvey and Hussain agreed to carry out the exercise on the 
understanding that the outcomes might be skewed due to changes in the team size 
and truncated workshop time. In the event the exercise, which concentrated on 
developing the problem space, proved of value to the client as it helped to structure 
the broader issues of the white paper objectives from a very diverse group of 
stakeholders and consulting functions. 
 
Outcome and value for the user: The MA exercise proved its value for the client in 
that it enabled the client to produce a tighter structuring of the subject matter. The 
client produced in early 2012, an approved white paper entitled “MIND THE GAP: 
The Role of the Consulting Industry in Realising the Olympic Legacy 2012”. The paper 
 155 
examined the challenges facing those responsible for delivering the Legacy and the 
opportunities to be captured by timely action in the immediate post-Olympic period.  
 
Performance issues identified: In spite of initial reservations concerning team 
numbers and time availability, the exercise did demonstrate that if there were 
limited objectives in the use of the method, i.e. restrict the exercise to structuring 
the problem and creating a problem space, then value could be derived within such 
time constraints. This proved so and in view of the large group size was indeed an 
accomplishment. It gave confidence that with limited objectives large team sizes and 
time constraints, that the MA process could yield positive outcomes. More 
importantly however, is that it revealed to the author how essential it was to 
develop processes that could work with larger team numbers whilst retaining the 
integrity of the overall MA approach. 
 
Due to the time constraints and the need to produce some output for the client 
within a very short time the inadequacy of having to compile input for the model off-
site was again exposed. This caused some embarrassment and such situations 
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accelerated the need to develop our own software and supporting processes.                                                   
                   
Figure:7.3 Consultant White paper 
 
Charles River Associates 
Challenge: Charles River Associates (CRA) is a leading global consulting firm that 
offers economic, financial, and strategic expertise to major law firms, corporations, 
accounting firms, and governments around the world. CRA wanted to develop an 
enhanced strategic modelling offer to their clients by applying the MA approach to 
classic business frameworks. 
 
Intervention: CRA’s senior consultants were taken through a number of workshops 
to re-develop a SWOT analysis for one of their clients. Having had experience of 
applying MA to the SWOT tool Garvey and Hussain were able to work with the CRA 
team in developing a dynamic SWOT model which clarified the strategic options 
available to CRA’s client.  
 
WHITE  PAPER 
 
MIND  THE  GAP:  The  Role  of  the  
Consulting  Industry  in  Realising  the  
Olympic  Legacy 
 
 
 
 
Authors:  Alesike Adevey, Alabede, Anna Brown , Sally Brazier, Michele  Cucovillo , Bruce Garvey, 
Tony Harms , Nasir Hussain , Gerry Jones , Graham Kennedy, Tony Lavender, Tony McEvoy, 
Praveen Menon , Aneez Mohamed, David Peregrine-Jones, Emad Salib, Cassidy So, Gordon 
Stewart, Alan Warr, Veronica Weisweiller 
 
Date: 04th July 2012 
Version: v01_02 
Status: Draft for Consultation 
 157 
Outcome for user: In the client’s own words (taken from reference note by the CRA 
team leader at the time – David Campbell), the value of using such methods is 
summarised as follows.  
“As with many industries, decision making is highly complex.  The risks are invariably 
quoted as being high, however on an individual by individual project basis it is not 
always apparent where the major problems are likely to arise and how best to plan 
for such issues in order to mitigate.  Whilst numerous organisations and individuals 
have looked to improve the decision making process, there has been little success 
over the last 10 to 15 years in developing improved methodologies to support such 
decision making. Over the 12 months together we worked to develop and ultimately 
road test the various approaches that SFP have developed to problem identification 
and solving. During our road tests we were able to test and over time validate the 
various methodologies that Strategy Foresight co-developed with us.” 
Performance issues identified: The two principal operational issues experienced 
during the CRA project were that: 
1. It was recognized that working with a team of some 7 on-site subject matter 
experts created severe operational difficulties. The client itself stated that 
even as a much larger consulting operation working with blue-chip clients, 
how problematic it was to bring together some 7 experts into a single 
location for up to 2 days (for workshops). The time constraints that modern 
executives had to operate under, combined with separate time agendas of 
the individuals concerned, made it virtually impossible to insist upon 
attendance at 2-day workshops. This situation was exacerbated when the 
client organisation was globally based and where team members were 
located in different geographic location. 
2. Again the facilitating team suffered some embarrassment when carrying out 
iterative compilations of the model, having to rely on an off-shore associate. 
This created considerable reputational damage particularly as the main 
client had indicated interest in licencing the software. The exercise re-
emphasised the difficulty in getting stakeholders together for any length of 
time – a problem faced by the consultants themselves.  
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Summary of the constraints impacting performance and operational delivery of the 
MA method. 
From the above case studies, all carried out prior to the formal start of the PhD 
research programme, it is apparent that a number of common issues were 
identified, namely: 
 Access to the software was severely constrained, to the extent that it created 
reputational concern with a number of clients (delays in compilation, no 
possibility to sub-licence etc). 
 The software was old and had not kept up with on-line server-based 
technology. 
 The CCA process was identified as being tiresome, causing “decision fatigue.” 
 Inflexibility in the current state-of-the-art process with team member size 
and strict workshop format being over prescribed. 
 Time and other real resource constraints that clients/user imposed on the 
process. 
 
Conclusions 
Subsequent research during the PhD research programme confirmed the above 
constraints as being identified by 3rd party sources and documented in various 
academic papers (see chapter 5). The empirical and direct experiential evidence 
provided by these case studies prior to this formal research, majorly underpinned 
the need for further work to be done. This was identified as being in terms of 
software development and enhancement, and for developing much more flexible 
processes so MA could be transformed into a viable and user-friendly method for 
carrying out substantive decision support and risk mitigation. In spite of these 
concerns the case studies nonetheless did yield value and insights for the end user 
confirming that, in principal at least, MA was an approach that could benefit from a 
methodological upgrade. More importantly this earlier body of empirical work 
provided the platform from which these constraints and barriers to take-up could be 
addressed. The outcomes of the research are thus more formally addressed in the 
following two chapters. 
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CHAPTER 8: MODULE 1.2 PROTOTYPE AND ITERATIONS 1 & 2 
Chapter contents 
This chapter presents the major output from the research programme. The module 
is predicated on the original objective of producing a working on-line prototype. This 
has been achieved, although the research has moved considerably beyond its 
original objectives in terms of new features and platforms (chapter 10). The first part 
of the chapter introduces the main product objectives. This process allowed for the 
author to sufficiently provide the coder with a detailed specification from which 
coding could begin. The second section covers the first iteration both in terms of 
method process and in terms of required software so that a working prototype could 
be developed. The chapter continues by presenting a detailed process flow chart 
along with the suite of algorithms and internal databases used in the model. The 
prototype allowed for the development of a working model with basic functionality 
so that multi-dimensional problem spaces be reduced to a manageable set of viable 
options. This first iteration was then used to carry out a number of case studies from 
which value outcomes for the user were identified as well as the identification of 
performance issues that the researcher needed to integrate into the second version 
or iteration. 
 
The case studies presented, highlighted where and how product and process issues 
were identified and addressed. The true value of the case studies was less in 
determining what software features needed to be improved but rather exposed the 
organisation and behavioural conditions in terms of process to be of major 
importance. This led to a re-examination of how user reaction to the method could 
be improved.  
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8.1 Module 1.2 landmark research phases and areas. 
             
 
Figure:8.1 Module 1.2 Breakdown 
 
8.2 Product Development Brief for the initial Prototype (Iteration 1) 
8.2.1 Main Objectives and Requirements 
To enable full access to a functioning cross-platform computer supported model 
based on on-line architecture. The software would have a limited number of 
functions. This phase was planned to have a tested working model by end April 
2013, with live launch by end May latest and was developed from scratch as other 
software code was not made available. 
Design objectives included identifying main technical issues required to develop a 
broader and more flexible product such as: 
 Determination of the core architecture – stand-alone, client/server, web-
based, assessment of different security requirements for different user 
profiles (licensees, client end-user etc.). 
 As identified above, what language should the system be written in, allowing 
for the need to establish different security/access levels, providing an 
architecture, which can allow product improvement and updates. In view of 
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further product development should the programme be scripted in (e.g. C++, 
Java, Perl, Php etc.)? 
 Identifying  a maths programmer who is able to code the detailed  product 
brief.  
 How can the system architecture allow for multi-methodology integration 
with other decision support models (perhaps made up of different system 
add-on modules)? 
 Design a new GUI for both improved visual appearance and functionality. To 
what extent should a new GUI be developed as current state-of-the art 
software such as CASPER/CARMA looked dated as based on a 10 year old plus 
user interface (C++). 
 Determine project timetable.  
 
Core product development requirements include: 
 Building-in the ability to easily develop “Inclusive & Exclusive” options. 
 Enable the scene list window to show a “total” figure for identified consistent 
scenes. 
 How best to analyse the different scenarios in the scene list (key when linking 
to MCDA type methodologies such as AHP). 
 Establishing a format for reporting analysis of Solution Space scenarios (in the 
form of a client reporting document and to include “what if” arrays). 
 Inclusion of alternative methodologically sound facilitation processes which 
can increase flexibility when obtaining expert input from dispersed 
participants in the “workshop”, (e.g. IBIS/design VUE, Delphi style approaches 
to eliciting opinion and consensus). 
 On-going development and testing of new product variants such as “SWOT-
MA”, and explore integration with other DSMs 
 Additional research into identifying what other PSMs (Problem Structuring 
Methods) and DSMs (Decision Support Methods) could be computerised so 
as to enable both greater access for client practitioners and integration into a 
broader suite of integrated tools. 
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8.3 First Iteration 
The first iteration of the prototype is represented using concurrent work flows based 
on: 
The model flow chart, which acted as a brief for the coder, is presented first. This 
provides instructions for the various computational elements of the model as a 
visual sequencing for the computer-supported part of the process (i.e. the sequence 
of actions from phases 5 to 8) in the overall process. 
 
The overall process or sequence of actions as used by practitioners such as Rhyne 
and Ritchey – including activities not related to the computer support model are  
initially presented via 8 phases of which the first 4 are carried out off-line, without 
the need for computerised intervention. (see section 8.5 - Basic Processes for user 
engagement ). 
 
This is followed by a two column presentation of the principal keyboard functions 
and action sequences developed for the prototype (section 8.6), detailing the 
specific software functions and actions relating to the individual user interface 
pages. The accompanying column presents thumbnail screen shots relating to the 
keyboard action being addressed. 
 
Although the workflow process presented includes a number of pre-computer 
engagement phases, the bulk of the structure relates to the various components 
contained in the software supported model.  
 
8.4 Process Flow Chart and Computational Algorithmic Components 
This section illustrates the initial brief for the prototype instructions for the various 
computational elements of the model and consists of five parts. 
 The process flow – shown as a basic flow diagram 
 A brief description of each of the components of the individual flow chart 
items 
 Algorithms as they appear at various stages in the model process 
 163 
 The internal databases that are generated by the algorithms and 
subsequently employed to identify the problem space combinations (or 
configurations) and to derive viable solutions for the model 
 Worked examples at various stages in the process. 
 
In relation to the algorithmic components it should be noted that the model is not 
composed of one single algorithm but a number of linked algorithms and supported 
by internal databases at various stages in the process. The algorithms and internal 
databases make up the basic computational structure of the model and allow a set 
of reduced internally consistent solutions to be generated by the model from much 
larger configuration strings as introduced at the problem space phase of the process. 
 
It should also be said that the algorithmic set used in this prototype version is one of 
several potential versions which can help “solve” the problem that is addressed by 
the model. More importantly is recognition that the algorithmic components are 
only one element of the model itself. It has been highlighted in the main body of 
the thesis that efficacy of this new form of MA model is as much dependent on an 
understanding of the behavioural and cognitive responses by users to the process 
itself. It is this crucial combination of the qualitative and quantitative (the latter 
defined by the algorithms and internal databases) elements in the model’s overall 
structure that has enabled empirically based enhancements to the basic MA 
method. However it is recognized that by directing that the software be coded in 
Java, the prototype was able to satisfy one of the main criteria to allow product 
enhancement, namely be accessible as a multi-platform product – a feature that 
hereto had not been available to users. 
 
To help understanding the author has used a simplified notation when presenting 
the algorithms so that the various variables and coefficients are more readily 
identifiable with the core components of the model such as parameters and states. 
These are described as follows: 
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P = Parameter 
P1 = Parameter 1 in an array of parameters in the problem space 
Pn = the last parameter in the above array 
s = a state within any parameter P 
s1 = the first state within a parameter 
sn = the last state within a vertical parameter array under parameter n. 
P1s1 = the first state in parameter 1  
Pnsn = the last state in the last parameter 
 
The problem space itself generates a combination of the sum (the product) of the 
number of states in each parameter and is represented as a string. The term used in 
this model for each string is “configuration”, and this expression is used by 
preference to represent each combination. 
 
The following three horizontal figures illustrate the overall work flow specified for 
the prototype Figures: 8.2,8.3.8.4 
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Process Flow 
 
Description 
 
 
Establish Focus Question (FQ) 
relating to the problem 
 
 
Create Problem Space (PS) 
a) the main problem 
Parameters 
b) the States within each 
of the Parameters 
(on whiteboard or standard 
Excel layout) 
 
Copy Excel matrix into the PS 
section in computer model 
 
 
 
 
PS is a product of all 
parameters within their 
individual states. 
 
 
 
 
Component Algorithm 
 
See previous page for notes on 
notation used in algorithms 
 
 
 
 
 
 
 
 
 
 P1s1xP2s1 …PnSn  or 
 (P1s1..P1sn) x (Pnsn) .or  
The total number ξ of distinct 
possible formal configurations is 
found from the product of all the 
values ki thus: 
 n 
 ki =  k1 x k2 x k3 x …x kn 
 i=1 
 
 
 
 
Model Database 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Set up Database 1 
This database is a receptacle for  
all the individual combinatorial 
strings or configurations 
generate by the PS exercise. 
Each string is allocated a unique 
identifier in the database: e.g 
1:(P1s1,P2s1,P3s1,P4s1,P5s1) 
2:(P1s2,P2s1,P3s1,P4s1,P5s1) 
etc. 
 
Worked Example 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
P1 P2 P3 P4 P5 
P1s1 P2s1 P3s1 P4s1 P5s1 
P1s2 P2s2 P3s2 P4s2 P5s2 
P1s3 P2s3 P3s3 P4s3 P5s3 
P1s4 P2s4 P3s4  P5s4 
 P2s5   P5s5 
 (P1s1:P1s4) =4 
   4            5           4           3           5 
                                                   =1200 
FQ 
Create 
Problem 
Space 
Complete PS, 
transfer to PS 
software tab 
Determine 
size of PS 
Calculate total 
configurations 
in PS 
Calculates total number 
of combinatorial strings 
(or configurations) 
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Parameter Blocks are the total 
number of paired Parameter 
sets. Used for validation of CCM 
 
 
Along the horizontal X axis the 
individual parameter blocks 
with their respective states are 
represented – from P1 to Pn-1. 
This is set against the vertical Y 
axis of parameters and their 
states from P2 to Pn. 
 
 
 
 
 
 
Identify all cells in the 
combined parameter blocks in 
the CCM. Each pair-wise cell is 
given a unique ID and allocated 
to a second Database 
 
 
 
 
 
 
 
 
  ½P(P-1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ((P1sn x P2sn) + (P1sn x P3sn) + 
……(P4sn x P5sn)) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Set up Database 2 to list all 
pair-wise cells in CCM matrix 
 
 
 
 
 
 
 
 
 
 
5/2x(5-11) = 10 
 
 P1 P2 P3 P4 
P2 1 - - - 
P3 2 5 - - 
P4 3 6 8 - 
P5 4 7 9 10 
 
Example of a one block within 
transformed CCM matrix 
 
Pair-wise cell P1s1:P2s1 
  
            Pair-wise cell P1s3:P2S3 
 
e.g. P1sn x P2sn) = 4 x 5 = 20 cells 
Total cells in 10 parameter blocks in 
worked example thus equals; 
(4x5) + (4x4) + (4x3) + (4x5) + (5x4) + 
(5x3) + (5x5) + (4x3) + (4x5) + (3x5) = 
175 paired cells 
 
 
 
 
 
 
 
P1s1 P1s2 P1s3 P1s3
P2s1
P2s2
P2s3
P2s4
P2s5
P1
P2
 
Number of 
Parameters 
Blocks 
Transform PS 
to  CCA 
matrix C
a
l
c
u
l
a
t
e
 
c
e
l
l
s
i
n
 
X
Calculate cells 
in X,Y matrix 
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Where a paired cell is seen to 
be consistent or logical, the cell 
is identified as “-“ or Yes. If the 
pairing is assessed as being 
inconsistent or not logical  then 
that cell is given a “X” or No 
marker 
 
 
 
Databases 3 and 1 now contain 
those configurations in the 
problem space (DB1) and those 
configurations identified as 
having inconsistent paired cells 
(DB2).  
 
 
 
 
 
 
 
 
 
 
 
 
( Database 1 Configurations) 
minus ( Database 3 
configurations) 
 
 
 
Update database 2 with all 
paired cells given a unique ID 
Paired inconsistent cells  
e.g. P3s4: P5s2  
Where any configuration in 
database 1 contains these two 
cell references then allocate to 
database 3.  
 
 
 
Set up database 4 as 
representing all those 
configurations having no 
inconsistencies within their 
strings – and are thus viable 
solution.  
 
 
 
 
 
e.g. Configuration strings  85 …. 94 in 
database in database 1 are identified 
as having these two paired cells. As 
there have been identified as 
inconsistent then transfer to 
database 3 (which contains all 
inconsistent configurations)  
 
 
 
 
 
 
 
 
 
 
 
 
 
Present solution space as duplicate of 
problem space matrix. Only 
configurations shown as being 
consistent will be identified. 
Determine 
status of each 
paired cell in 
CCM 
Subtract 
consistent 
cells 
inconsistent 
from cells 
Solution 
Space as GUI 
matrix 
 168 
ALGORITHM SUITE & COMPUTATIONAL PROCESS USING A WORKED EXAMPLE 
 
1. Populating the Problem Space with Parameters and discrete states with the parameters. 
 
P1 P2 P3 P4 P5 
P1s1 P2s1 P3s1 P4s1 P5s1 
P1s2 P2s2 P3s2 P4s2 P5s2 
P1s3 P2s3 P3s3 P4s3 P5s3 
P1s4 P2s4 P3s4  P5s4 
 P2s5   P5s5 
 
Figure: 8.5 Problem space populated by parameters and states 
 
The size of the problem space is determined as being the product of the sum of the number of 
states in each of the parameters. Thus stage 1 requires this to be calculated as: 
 
 of states in Column 1(P1) through to  of states in column 5 (P5 or Pn) 
 
 (P1s1:P1s4) =4 
   4            5           4           3           5 
 
The product of these summed values =1200 or (P1s1:P1s4)+( P2s1:P2s5)+( P3s1:P3s4) + 
(P4s1:P4s3)+( P5s1:P5s5) 
Generate and Set up internal database 1. 
This lists all the combinations (or configurations) in the Problem Space. Each 
configuration is allocated a specific ID within the database list. 
 
e.g. Configuration 1 = (P1s1,P2s1,P3s1,P4s1,P5s1) 
       Configuration 2 = (P1s1,P2s2,P3s1,P4s1,P5s1) 
       Configuration 3 = (P1s1,P2s3, P3s1,P4s1,P5s1) 
To 
       Configuration (1200) = (P1s4,P2s5,P3s4,P4s3,P5s5) 
Or 
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       (P1sn,P2sn,P3sn,P4sn,P5sn)  
 
Identify Parameter blocks (pair-wise) transforming P1 to Pn into a matrix 
 P1 P2 P3 P4 
P2 1 - - - 
P3 2 5 - - 
P4 3 6 8 - 
P5 4 7 9 10 
 
Figure:8.6 Example of a one block within transformed CCM matrix 
 
The number of parameter blocks is calculated as follows: 
 
1/2P (P-1) or as in example 5/2 x (5-1) = 10 
 
Each parameter block is populated with the similarly transformed individual states.  Thus P1 has 
4 states and P2 has 5 states – thus the number of pair-wise cells to be analysed is (4x5) =20. 
 
Thus Total cells in 10 parameter blocks in worked example thus equals; 
 
(4x5) + (4x4) + (4x3) + (4x5) + (5x4) + (5x3) + (5x5) + (4x3) + (4x5) + (3x5) = 175 paired cells 
 
Pair-wise cell P1s1:P2s1 
Pair-wise cell P1s3:P2S3 
                     Figure:8.7  Pair-wise cell examples 
 
Set up database 2 to list all pair-wise cells in the CCM matrix 
 
Manually identify inconsistent “X” pair-wise cells. 
 
In database 3 match all configurations that contain an “X” from those database 1. 
 
P1s1 P1s2 P1s3 P1s3
P2s1
P2s2
P2s3
P2s4
P2s5
P1
P2
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In database 4 subtract database 3 configurations from database 1 configurations. The 
configurations remaining (with no inconsistent or “Xs”) reflect the solution space. Transform to 
matrix format as per the original problem space matrix. 
 
8.5 Basic Processes for user engagement 
 
1. First contact with prospective user. He/She is the main contact person to negotiate with 
and to help co-ordinate the overall project. 
2. Give one hour presentation, preferably to a group of people at a staff or department 
meeting. The presentation is informative about the process, and designed to generate 
enthusiasm. 
3. Meeting with the Principal user or team leader to discuss number of planned 
workshops days, dates, venue, “focus question” and (crucially) group composition. 
 a) A preliminary “focus question” is formulated with the general form: “What are 
the most important factors (variables) concerning ...[the user’s problem area]... and 
how do these factors relate to each other?” 
b) The group should be comprised of 6-7 subject specialists with different 
perspective on the problem area (heterogeneous group). Ideally, they should be 
inquisitive and interested in the methodology. 
Focus question: A week before the first workshop an article on MA and the “focus question” is 
sent out to the members of the working group. They are encouraged to think about the focus 
question and formulate what they think are the most important factors (variables) in the 
problem area. They are also told that not prior preparation is needed. 
Facilitation begins. First workshop day: The MA method is presented in detail to the group with 
examples/case studies close to their problem area. The preliminary focus question is brought up 
and the group is asked if they are satisfied with it, or do they want to adjust it. Discussion on this 
follows. 
Phase 1  – Development of Initial Morphological Field – allow up to 2 days: Using only a white 
board the facilitator works with the group to identify the most important parameters/variables 
in the problem complex. As each parameter comes up on the white board, one or two examples 
of its value range (conditions or states) are given, this helps clarify the meaning of the 
parameter.  This first phase of the MA process is often the most demanding since there can be 
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uncertainty or disagreement about what the most important parameters are, and how they 
are to be expressed. The process of “giving form/shaping” the initial morphological field is 
iterative and can take time depending on the size and nature of the problem complex. This initial 
field represents the total “problem space” and can contain hundreds of thousands of 
configurations, i.e. formal solutions.  
Phase 2 – Cross-Consistency Assessment (CCA): The next step in the analysis-synthesis process 
is to reduce the total set of (formally) possible configurations in a “problem space” to a smaller 
set of internally consistent configurations representing a “solution space”. This is done by cross-
consistency assessment (CCA), whereby all of the parameter values (conditions) in the 
morphological field are compared with one another, pair-wise, in the manner of a cross-impact 
matrix. As each pair of conditions is examined, a judgement is made as to whether – or to what 
extent – the pair can coexist, i.e. represent a consistent relationship. Note that there is no 
reference here to causality, but only to consistency. 
Solution Space compilation and generation: Once the CCA exercise has been completed then 
the model is compiled. The internal algorithm identifies only those configurations which are 
deemed to be internally consistent – whereby all states within a selected configuration are 
compatible (or consistent) with every other state in the configuration. The results are presented 
in a highly visual form whereby the client can select any cell (or group of cells) in the solution 
space as an input or as an output. This part of the process aims to reduce the problem space 
configurations by over 95%. 
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8. 6 Main Keyboard Functions and User Interface  (see tables following) 
 
 
 
USER INTERFACE 
 
Log on to software via URL 
link. 
 
Enter username and 
password – press green 
login button 
 
 
In Add Project window, 
insert title, status and 
description then press 
green save button. 
 
 
 
 
 
 
 
Project window appears 
under Problem Space 
Matrix (see below). On left 
hand side of window, under 
Actions, press “New 
Project” button.   
 
 
 
 
Under Problem Space 
Matrix input parameters  
from the manual exercise (if 
done) or. Press “Add 
Parameter” button to 
input additional parameters. 
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Input states under each 
parameter by pressing 
“Add State” button.  
 
Note: It may be easier to prepare 
an excel chart firs and is done by 
identifying the first state cell in 
parameter one and press ing 
Cmd+V for Mac or Ctrl+V for 
Windows. However to copy the 
Excel schedule the PS page must 
be set up with a grid containing 
the right number of parameters 
and states to receive the copy. 
 
Press “Save Project” in 
Actions menu at left hand 
side. 
 
 
 
This save action also 
calculates the total 
number of 
configurations in the 
problem space and is shown 
in a box at the extreme right 
hand side of the PS Matrix 
window. 
 
Larger format of screen 
page next: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figures: 7.8,7.9 Main keyboard functions and user interface 
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Figure:8.10 Initial problem space presentation
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                                   Press Cross Consistency Matrix tab. 
Figure:8.11 Cross Consistency Tab activation. 
 
 
The Cross Consistency Matrix 
(CCM) now appears in the 
window 
 
An algorithm transposes the PS 
matrix into the CCM. To the 
right is a partial view of the 
CCM. 
 
This is where “pair-wise” 
analysis takes place. 
 
If one state in the vertical axis is 
logically consistent with a state 
in the horizontal axis (i.e. they 
both can logically co-exist) then 
you click on “-“ for Yes in the 
paired cell. 
 
 If they cannot logically co-exist 
– i.e. are incompatible then a 
red  “X”  (or No), is inserted into 
the paired cell. Remember if 
there is no connection between 
the two states being compared 
then we treat the cell state as a 
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“-“ or Yes – one state is not 
impacted by the other (in effect 
the two states are in two 
different universes). 
 
During iteration 2, the issue of 
excessive time taken to 
complete the CCM, was partially 
addressed by including a 
“different universe” identifier. 
By isolating these cells the 
facilitator and team leader can 
complete this part of the    
exercise prior to a full CCM 
workshop session. To activate 
different universe cells, right 
click on mouse and in edit box 
tick in “different universe” box. 
 
 
 
It is necessary to complete this 
pair-wise analysis in its entirety.  
 
 
Once the pair-wise analysis is 
complete – press the Save   
button again – and in the 
left hand column press  
“Re-compile” – the  
Administrator will then  
compile and send back the  
compiled matrix as a“Solution  
Space”.  
 
 
 
 
 
 
 
 
 
 
 
 
 
    
 
 
Figures: 8.12 & 8.13 Cross Consistency completion and Compilation sequence 
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Phase 1 of the prototype took place prior to the empirical case study research which 
provided feedback as well as modification requirements deemed to be important 
from basic prototype testing, and provided input into the second iteration described 
in the next section. 
 
8.7 Software upgrades in iteration 2 
Following delivery of a working prototype a number of stress testing exercises and 
low-intensity cases studies highlighted the need for changes to be made. Some of 
these related to increasing the functionality and user friendliness of the software 
whereas other required deeper process flow review. 
 
Major items identified included: 
 Adding an audit note feature to record the rationales as to why a particular 
decision was made. This feature, engaged by a simple right-hand click of the 
mouse, allowed the chief user to take decision notes for each parameter and 
state selected within the problem space. Secondly the audit note feature 
could also be engaged for each pair-wise cell in the CCM. Future 
enhancements have been identified so that comments can be collated into a 
report. Visually a small black triangle at the top right corner of the selected 
cell indicated that the audit dialogue box had been activated. 
 In addition the audit note dialogue box also housed a tick box for the 
identification of those pair-wise cells deemed to be in different universes. 
 Prior to the main research, it had been identified that the CCA process was 
laborious. These earlier iterations have attempted to introduce small 
improvements to this conundrum, notably the prior identification of CCA cells 
in different universes. In iteration 2 two print functions for producing hard 
copy were added, one partial and one full page. The aim here was to allow 
individual team participants to complete the CCM off-line. 
 A CCM wizard device was also added to help the sequencing of single paired 
cells to optimise and facilitate the way the relationships are assessed. 
Currently this task is difficult in part due to each of the states within 
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parameters being aligned differently – vertically and horizontally. However 
to-date this has proved to be cumbersome and was not included in the stand-
alone brief.  
 A second (empirical) constraint was added in iteration 2. This allowed for 
identifying a decision being possible ….if added resources were provided or 
could be carried out in say 6 months time. In such circumstance the paired 
cell in the CCM is identified by a yellow “P” symbol. In exclusive mode the 
model treats the “P” cell as an “X”. When the inclusive button is ticked then 
the P cell is converted to a “-“ or yes. Early in iteration 2 this feature used the 
terms,  ‘De-constrained’ and “constrained. Users found such terminology 
confusing so this was changed to Inclusive and Exclusive.  
 For scene comparison purposes in the solution space matrix it is useful to be 
able to freeze a selected scene so that a second scene with different inputs 
can be compared with the original scene as a form of gap analysis. 
 Other minor operating items such as column resizing and zoom in functions  
were also included in the second iteration. 
 It was also identified that currently the programme uses the web server to 
run the compiling routine. This has been shown to present some obstacles 
when compiling very large problem spaces. The solution is to implement a 
local compilation where the routine runs in the server (but not in the web 
server) and changes the status of the project once the routine is finished. 
Although identified as an issue this feature has not been implemented to 
date, due to other development priorities. The standalone version overcomes 
this. 
 
The tables below highlights the principle additional features implemented during 
iteration 2. 
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Audit Note 
Figure:8.14 Using the audit note feature 
  
 
Audit Note Indicator 
 Figure:8.15 Activating the audit note feature (black triangle TLHC of cell) 
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Inclusive (green)/Exclusive (yellow) Engagement  
 
 
 
                 Freeze Scenario 
 
Figure:8.16 Activating the inclusive and exclusive feature 
 
8.8 Case Studies 
Case Studies formed an essential part of the action research process. Whereas the 
case studies presented in Module 1.1 were carried out using limited legacy software 
the case studies discussed in this chapter form a major role in the iterative process 
and which led to problem identification as well as to product enhancements. 
 
As for Module 1.1 the case studies presented conform to the same evaluation 
criteria: 
 The Challenge (or problem) 
 The Intervention 
 Outcome and value to user 
 Performance issues identified 
 
As feedback from these case studies directly impacted the development of the initial 
prototype and its iterations more detailed descriptions are provided so as to explain 
how the case studies contributed to overall product development. 
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Case 1: Motor Cycle Safety Helmet Design (ICL)  
The Challenge (application): Design of safety helmets offers an interesting case of 
how MA can be applied to the early stage development of a design strategy. In order 
to demonstrate the proposed methodology the helmet type selected was for a 
Motor Cyclist (High Speed Motor Sport). It should be highlighted at this point that 
the parameters and variables proposed were for illustrative purposes only and are 
not proposed as specific and definitive items for consideration in a full product 
development exercise. 
 
The Intervention: A selection of three experts from within the Imperial College 
faculty was approached to assist in the project. This expert team consisted of 3 
Imperial College academic and research staff, with backgrounds in motorcyclist 
safety, impact absorption and use of materials, sports bio-engineering and medicine 
and protective clothing under impact (Doctors Gahajari, Southgate and Plant). A 
number of 2 hour meetings were convened with the three specialists and the author 
as (non-technical) facilitator. 
 
Early on during the discussions It was posited that helmet design can be explained as 
a function of the physical design parameters that include varied and complex 
technical considerations on the one hand, and contextual and behavioural factors on 
the other. As a first phase the team was facilitated towards a consensus relating to 
the key Physical/Technical Parameters. These Physical and technical design 
requirements might include, for example: 
 Material use and performance 
 Stress analysis of the physical components in a helmet 
 The bio-mechanics of those parts of the anatomy to be protected by the 
helmet and the subsequent stresses the body is put upon under a wide range 
of impact scenarios (speed of deceleration, angle of contact of the helmet in 
accident situations etc.) 
 Nature and type of force directed onto the helmet. 
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Team members developed an initial problem space matrix that included what they 
considered to be the technical key parameters and states or variables as follows. 
 
Figure:8.17 The 7 parameters selected and their itemized states generated a problem space of 30720 
different configurations (5x6x4x4x4x4x4). 
 
The second part of the overall design problem concerned Contextual and 
Behavioural characteristics. Whilst there has been considerable research into the 
physical aspects of helmet design mechanics and components (especially into bio-
mechanics), it was felt by the team that this needs to be tempered by behavioural 
and psychographic factors as regards user uptake. It considered that this is likely to 
vary across helmet use scenarios – motor cyclist, construction worker, recreational 
sports involving risk to head injury etc.  
 
The expert team came up with 8 main parameters which could be included in 
Behavioural (including Psychographic) and Environmental responses by target users 
and which, it was agreed can influence design considerations.  
 
The parameters and states decided upon in the behavioural problem space is as 
follows: 
 
Impact 
Type 
Impact 
Provenance 
Speed/ 
Force of 
Impact 
Physical 
Design 
Weight 
Primary 
protective 
material 
Manufacturing 
Complexity 
Cost of 
Manufacture 
Casque 
Penetration 
Head-
on/frontal 
Over 60 
mph 
Over 5 kg Foam Can use current 
production line 
Same as 
current 
models 
Shock 
Absorption 
Full side 
impact 
40-60 mph 3.5-5 kg Aluminium 
Honeycomb 
Limited line 
modification 
20% higher 
than current 
Brain 
Rotation 
Glancing 
side 
20-39 mph 2-3.5 kg Kevlar Major line 
modification 
50% higher 
than current 
Compression Rear 0-19 mph Under 2 kg Ceramic New line 
required 
Double 
Whiplash 
effect 
Crown 
(falling 
object) 
     
 Crown 
(head as 
projectile) 
     
?
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Figure:8.18 This matrix generates, a problem space of 28800 possible configurations 
(5x2x5x3x4x4x3x4). 
 
The design problem required matching the physical/technical problem space against 
the contextual/behavioural one. However this highlighted early on that such a 
combined problem space – consisting of some 15 parameters and the associated 
states within each of the parameters would have created an enormous problem 
space of over 884 million possible configurations (30,720 x 28,800). Theoretically, 
even after a CCA exercise, the number of solutions was likely to be unmanageable 
(44 million at 95% reduction). 
 
This is obviously far too great a number to work practically with – so how can we 
structure the problem better? Confronted by such a conundrum the author returned 
to “the drawing board” to consider how such large problem space arrays could be 
better handled. 
 
Outcome and value to user: At the realization of such a large problem space the 
exercise was “postponed” until potential solutions could be researched. Nonetheless 
the very process of attempting to convert a design problem, impacted by both 
technical and behavioural factors, into a “matrix tableau” proved a useful exercise 
for the team. The construction of the overall problem space, apart from helping to 
articulate the various key components of the design problem, brought home to the 
team how complex such design problems can be. The structured nature of the 
design process was considered to be of value even though the completed exercise 
was not pursued at this stage. 
Age Sex Occupation Fashion 
Preference 
Peer Group Individual 
attitude to 
risk 
Cultural 
attitude to 
risk 
Regulatory 
Environment 
Over 60 Male Retired Functional 
& safe 
Other Bikers Very 
careful 
Safety 
conscious 
Highly 
regulated 
40-60 Female Management Functional 
& 
Fashionable 
“Fashionistas” Moderately 
careful 
Risk/reward Increasingly 
regulated 
30-39  Blue Collar Fashionable 
only 
Average 
Commuter 
Basic 
safety 
Fatalistic Basic 
regulations 
20-29  Student  Fun rider “what the 
heck” 
 Unregulated 
laissez-faire 
Under 20  Unemployed      
?
 184 
 
Performance issues identified: In spite of the full project not being completed the 
exercise did yield a number of critical observations and directions for further 
research. 
1. The establishment of the problem space was not at all impaired by only 
having 3 experts, as opposed to the previously recommended 7. As long as 
the three experts brought to the exercise had different technological 
expertise and perspectives (which was the case), AND the topic conformed 
to stream 1 (Ideation) characteristics then this was perfectly sufficient for 
MA to be applied as an early stage research method.  
2. The externally imposed time constraints under which the team members 
were obliged to operate, meant that the classic 1-2 day workshop approach 
could not operate. Instead 3 two hour workshops were convened over a 
number of weeks. Evidence of the quality of input did not appear to be 
jeopardised by this change in work patterns – again challenging strict 
conformity to extended 1 day workshop sessions. 
3. The realisation that the combined technical and behavioural problem space 
was massive (884m), required that the author re-examine ways how such a 
problem could be overcome. This presented early real exposure to the 
combinatorial explosion problem. Extensive research led the author to put 
forward two potential mechanisms to reduce not only the initial problem 
space but also a reduction in those configurations deemed to be consistent, 
but which meant, that due to the very large number of original 
configurations, still generated large unmanageable numbers of solutions. 
4. The observations in 3, above, triggered research into two methodological 
solutions to the problem: 
o  The development of the Linked Parameter Reconciliation (LPR) 
feature. This mechanism is detailed in chapter 6, section 6.4. 
Currently this item is still under development but is planned for 
implementation by end of 2016. 
o The introduction of Ayres’s Morphological Distance (MD) concept. 
This can operate both as a stand-alone mechanism at the solution 
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space stage or be integrated as a further follow-on reduction process 
post LPR. Again more detail is provide in chapter 6, section 6.3  and in 
chapter 9, section 9.5 where a fully worked example is demonstrated. 
As for LPR, this feature, as being beyond the initial prototype brief, is 
still awaiting integration into the main software. 
 
Case 2: Janssen (Johnson & Johnson) 
The Challenge:  Janssen is one of the world’s leading research-based pharmaceutical 
companies and is part of the Johnson & Johnson family of companies.  Janssen 
Healthcare Innovations, which operates as a corporate spin-out subsidiary, wanted 
to explore a number of strategic options service offering to the NHS. At this stage of 
development these options contain a number of uncertainties - the original selection 
of options needed to be re-evaluated to assess whether they were consistent with 
corporate strategy. Having examined a number of strategic tools the team accepted 
that they did not address inherent uncertainties – internally and externally. A team 
from Imperial College/Strategy Foresight was engaged to help structure these issues. 
An initial meeting was held whereby an outline presentation was conducted to show 
how the MA method, its software and processes could support decision-making 
under conditions of uncertainty. The Janssen team leader recognized that the early 
stage operating phase of his unit was an ideal candidate for testing out the efficacy 
of this form of MA. 
 
The Intervention: The researcher/facilitators required of the end user:  
 A focus question relating to a specific problem or concern by the team. The 
team leader’s responsibility was to agree such a question prior to the 
workshop. 
 A small team of stakeholders from different functions and who were deemed 
by the team leader to offer a mixed array of positions in relation to the focus 
question. 
 
Prior to the workshop. 
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 The team leader, due to external work pressures was not able formulate the 
focus question in time prior to the workshop. This impacted the session on 
the day as the team had to use up time in establishing such a question.  
 The team leader was successful in pulling together an expert multi-functional 
team from his organisation consisting of the classic member team – which 
was highly satisfactory. 
 
What actually happened in the workshop?  
 A presentation was made to the team about the general principles of what 
the methodology of MA could offer management faced with complex 
problems.  
 The lack of a pre-prepared focus question (and where the team leader would 
have sought feedback from the team) meant that valuable time was lost in 
trying to establish one so that the team could populate the problem space 
itself. 
 Consequently the facilitators were forced to intervene and propose a ready 
made set of parameters for the problem space based on SWOT analysis with 
3 additional output parameters. 
 Whilst this contingency approach was not ideal it did however:  
o Allow the team to quickly generate a problem space 
o Enable the cross consistency phase to be progressed within the day  
o And thus generate a solution space – which nonetheless yielded some 
interesting outcomes. 
 
Outcome for user: The workshop conducted at Imperial College London developed a 
multi-factorial decision support model, identifying previously unconsidered options 
on the most optimal way to engage Janssen’s services with the NHS.  
  
The software supported, facilitative approach gave the Janssen team a greater 
understanding and integration of the role of different functional stakeholders. Prior 
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to the engagement, this level of insight had not been available to them and such 
methods were seen as an important weapon in their decision-making armoury. 
 
The initial trial was successful but within defined boundaries. Using both the 
software programme and facilitated processes the client team reduced the initial 
problem space of some 15360 configurations down to 892 – a reduction of 94%. 
 
Although it was recognized that the SWOT application did not reflect concisely 
enough the real problem being faced by the company unit value from the exercise 
was gained in that: 
1. The SWOT application did yield some interesting outcomes – particularly as 
regards what inputs were required to achieve certain pricing and revenue 
outcomes. In the words of the client “The facilitated workshop, proved 
insightful in revealing a number of outcomes that had not previously been 
identified”. 
2. It provided the team with a real life example and learning experience in 
assessing the value of using such a method. As a result it encouraged the 
team to examine further how different strategic choices can be developed 
and subsequently explored.   
 
As explained earlier the SWOT approach was used as a contingency as the client did 
not have time to fully pre-prepare a focus question which accurately reflected the 
team’s concerns. 
 
Performance Issues Identified:  As it transpired most of the issues emanating from 
the Janssen case study related to operational processes, rather than software issues.  
1. As a contingency exercise it did provide clarity for the team. However for the 
researcher/facilitator it highlighted the need to begin the process with a 
prior agreed focus question and probably an agreed problem space. It 
demonstrated that the client team leader had a prime responsibility to 
develop a coordinated focus question prior to the main workshop day – and 
that the rationale for the focus question be understood by the other 
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members of team. In retrospect the researcher/facilitator should have taken 
a stronger position to ensure that the focus question be prepared in advance 
of the workshop, especially when the workshop was restricted to one-day. 
This issue has been incorporated into client briefing practice. This issue is of 
major importance when the workshop has to operate under time constraint 
conditions (e.g. one-day). 
2. The identification of end-user time/manpower constraints thus appeared to 
be a major generic issue which in turn required addressing by the service 
provider if it was to be able to engage with such end users in a pragmatic 
manner. As a result standard formalized approaches (based on a rigorous 
iterative process with expert teams numbering between 6-8 persons) as  
used by other MA practitioners such as Ritchey were deemed to be not 
flexible enough in addressing end user operational limitations. 
3. A presentation was made to the team about the general principles of MA. 
On reflection, and bearing in mind the one-day workshop format this task 
should have been carried out at an earlier level of engagement with the 
client – on his/her premises. A one-hour presentation could have been 
undertaken by means of preparation as the aims and objectives of the 
workshop process. 
The CCA part of the exercise indicated that, of all the stages within the overall 
process – and especially in the workshop – this was the area that required 
innovation. The CCA – pair wise analysis part of the process is crucial in identifying 
objectively agreed inconsistencies amongst paired-cells and which in turn would 
eliminate a large number of configuration strings. However it is a very laborious 
process – and whilst key – the “ennui” that can set in amongst the team due to the 
rather repetitive and ritualistic process can lead to “rationale skimping” during the 
latter stages of this part of the exercise. In turn this can restrict the efficacy of the 
method. Such “ennui” has wider implications beyond just a one-day exercise. 
Numerous experiences of this phase, whilst crucial, led the researcher/facilitator to 
review how this part of the process could be made less onerous for the team, whilst 
ensuring reliability and consistency of output. 
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Finally the exercise reinforced the researcher’s opinion that the visual interface 
when using the software to support the process be enhanced to make it a more 
user-friendly experience. This provided positive input for delineating the specifics 
and sequencing of software improvements. 
 
The issues identified were very similar to an earlier study in the Life Sciences sector 
where the client, a major international consultancy (CRA), had itself expressed 
similar constraints when working with large corporate bodies, accentuated by the 
transnational nature of the organization. However, the formal team approach 
adopted in this project was exposed, as carrying out a detailed cross consistency 
assessment task (even a small one), could be counter productive, due to the 
laborious process of this part of the exercise, where “ennui” or “decision fatigue” 
can reduce the efficacy of the team’s response to the pair-wise analysis. 
 
In conclusion, for the research team, it highlighted the need to improve the overall 
process at the level of client engagement and address the real life constraints of 
accessibility to team members for lengthy periods, as well as optimizing the time 
when the team was brought together. 
 
Case 3: Brainstorming Session with AWE – follow up implications for MA usage 
The Challenge: The Imperial College Design Engineering graduate department 
hosted a workshop sponsored by the AWE (The Atomic Weapons Establishment), to 
explore the design of a non-electronic mechanical locking device. 
 
The exercise facilitated by Professor Peter Childs used basic brainstorming 
techniques to generate different ideas amongst teams of participants composed of 
department academics, PhD research students and AWE staff.  
 
The results of the brainstorming sessions from the various teams were subsequently 
collated.  
 
 190 
The Intervention: Two members of the PhD cohort, Pingfei Jiang and Bruce Garvey 
were tasked with collating and identifying the key parameters and the key states 
within the parameters and to explore if the problem could be expressed 
“morphologically”. This exercise was useful in that it allowed re-allocation of some of 
the items included in the original specification sheet.  
 
This is shown as follows:   
 
 
Figure:8.19 Non-electric mechanical device problem space 
 
For reasons of client confidentiality notations have been used to replace specific 
numerical references in the above schedule. 
 
Outcome for User: Subsequent to this event two proposals were put forward for 
further discussion. 
1. Changes to the original format based on information supplied by AWE staff, 
in relation to original spec sheet were made. These were, namely, that the 
Volume, Temperature (including materials issues) and the Performance 
Reliability Constraints and as represented above, were deemed to be 
secondary to the sequencing of the input signal and the mechanism 
(including the rotor) constraints. Subsequently the input signal sequence 
was not presented as an input but part of the wider set of constraints (and a 
key one). The original schedule was then modified accordingly.  
2. Subsequent to the Brainstorming event a second option might be to         
concentrate on the 3 core constraints. Taking out the secondary constraint 
parameters would simplify the overall problem space, or rather allow a team 
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of subject matter experts to concentrate on the 3 core constraints plus an 
input and output parameter. This would shrink the parameter field to 5 or 
alternatively the 3 core parameters could be expanded to say 4 or 5 to 
accommodate additional major constraints within the main 3 identified. 
Needless to say, in view of the more micro approach of this variant the 
output states or dimensions would be substantially different and likely in 
turn to become inputs or scenarios when looking at those constraints which 
were excluded from this first phase of the exercise. 
 
Such an exercise would need to be carried out by a facilitated team of experts 
deemed to be both stakeholders and specialists within the potential problem space. 
It is also a requirement that the problem itself needs to be more precisely identified 
before it can be logically assessed. It was felt that without input from a small team of 
stakeholder/experts, the matrix would remain in a very basic and incomplete state. 
It also highlighted substantial gaps within the original specification document. The 
use of morphological analysis in the face of such specification uncertainty and lack of 
data in the brief may, in itself, be of value in attempting to structure the range and 
scope of the problem being addressed. 
 
Performance Issues Recognised: The question remains of whether MA might have 
helped to structure the problem as presented for the main brainstorming day, prior 
to the event. On the other hand it can be argued that having had a very basic outline 
via initial brainstorming that an expert team might be better positioned to structure 
the problem. A third possibility might even be to run a MA exercise as a series of 
iterative steps – one prior to the workshop event, plus one after. 
 
At this stage of the exercise a “morphological approach” could still be useful as even 
in the new problem space option, there would appear to numerous uncertainties 
which need to be narrowed down to say a half-dozen options for final review. 
 
The exercise identified that MA will not provide “a solution” per se, but it can help to 
reduce significantly those configurations, which might possibly work from those that 
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will definitely not work. The exercise may also be able to identify some unintended 
outcomes (positive and negative) had a full MA exercise, including a CCA, been 
carried out. 
 
Case 4: Diversity project with major London law firm. 
The Challenge: Over the research period the author and associates had been 
working on identifying wider issue based problems (core stream 3 – systems 
uncertainties or “wicked problems). One of these concerned how to embed Diversity 
within an organisation. A trial exercise was carried out in conjunction with a major 
London firm of solicitors as well as an acknowledged independent diversity 
specialist. Rather than be overly specific, the aim of the exercise was to compile a 
generic template containing a variety of diversity based parameters, which could be 
applied not only strategically across the organisation, but work for different 
departments within the organisation. It also transpired that such an approach meant 
that the template took on a generic nature, which could be used as an exploratory 
tool by other organisations. 
 
The Intervention: Being aware of the (usual) time constraints under which 
executives within major organisations have to operate, it was decided in this 
instance to prep the template by an initial discussion with two of the client’s staff 
(an HR specialist and a Partner). The initial issues were refined off-site by an external 
Diversity specialist – then further refined by all three team members finalising the 
problem space template. This template was composed of 5 parameters with a total 
configuration set of 6400 possible outcomes. This was input into the MA software 
programme, as below: 
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Figure:8:20 Diversity project problem space 
 
A series of shorter meetings with each of the original team members were convened 
in order to complete the CCA matrix which was subsequently compiled; tables below 
 
 
 
Figure:8.21 Diversity project CCA matrix 
 
Post CCA the compiled solution space generated 336 potential viable outcomes, (a 
95% reduction in the PS). 
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Figure:8.22 Diversity project solution space 
 
 
 
 
Figure:8.23 Diversity project single solution scenario 
 
Outcome for User: The exercise yielded seven significant outcomes for presentation 
to the client: 
1. No significant effect on the intended outcomes by the involvement of the 
employees – what this means is that they are the recipients of the benefits 
but are not the major actors for change. Instead the senior management 
team, managers, HR and your team have to drive everything to achieve the 
outputs. 
The Government is not particularly significant. Instead meeting requirement of the 
regulatory authorities and clients is much more important. 
Only certain actions seem to raise public image (a) diversity initiatives sponsored by 
the senior management team; (b) external communication of successes and (c) client 
involvement. 
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Formal education seems to help to reduce legal issues but does not increase 
organisational resilience. 
Informal education has a much greater effect and does increase organisational 
resilience. 
Internal communication of success helps to increase organisational resilience. 
Clients view policies compliance and external communication as a necessary but not 
necessarily sufficient position for their law firm. What they want is the output of a 
successful diversity strategy such as greater employee engagement. 
 
Performance Issues identified: Again the research team had to adjust its original 
rigid process to accommodate client availabilities, resources and time constraints. It 
showed that: 
1. Acceptable results could be established without recourse to either extended 
daily workshop sessions or the need to have the requisite 7 expert team 
members. User’s operational constraints were addressed without noticeably 
impacting the efficacy and reliability of results. This was indeed a 
confirmation of the earlier Motor Cycle Helmet exercise. As long as small 
numbers of team members are diverse and objectively engaged then 
subjectivity can be minimised. 
2. The traditional full-day workshop format was not overly compromised due 
to smaller time slots (minimum 2 hours) being introduced. Indeed some of 
the core processes such as definition of the focus question and compilation 
of the problem space could be “prepared before the main workshop”.  
o The above outcomes are best re-enforced when the topic is not overly 
specific to the organisation and where external expert input can help 
generate a more objective template. 
o The exercise has allowed the author and associates to promote the 
Diversity issue model to be promoted as an introductory educational 
and informative “product”. 
o Revealed that other issue based problems and topics (e.g. CSR, 
Governance) could be handled in a similar manner. 
 
 196 
Case Study 5: NATO (Futures Scenario 2035) SACT (Strategic Allied Commander 
Transformation) (Collins & Purton 2011) Norfolk, Virginia USA 
Background: The author identified in a paper by members of the NATO team not 
only an interest in the use of MA but observations as to its limitations. These 
limitations had also been identified by the author and were being actively 
researched by him.    Contact was made and a series of email, phone conversations 
and direct face-to-face meetings in London were held at which the author 
demonstrated the prototype on-line software. 
 
Challenge: ACT is a specialist division looking at news ways to improve decision 
making in support of the organisation’s senior decision makers. One method 
requiring validation by ACT was morphological analysis. To date, HQ SACT (OAB) had 
used Morphological Analysis in a number of studies; two without Morphological 
Analysis software and one with it. Of the two studies that did not use a bespoke tool, 
one was very simplistic and therefore it was possible to manually process the Cross 
Consistency Assessment Matrix, the other employed Classification Trees software as 
a work around. Morphological Analysis tools are important because they solve the 
Cross Consistency Assessment Matrix revealing to the user permissible solutions.  A 
NATO Expeditionary Operations study considered over 42,000 combinations; a 
Defence Planning Process matrix had nearly 750,000 combinations.  
 
HQ SACT OAB wanted to use Morphological Analysis in support of the NATO 
Airborne Early Warning (NAEW) replacement study, the Alliance Future Surveillance 
and Control Study, and also the NATO Defence Planning Process. 
 
However NATO saw that the market for Morphological Analysis tools is scarce. To 
their knowledge three user communities existed: 1. The Swedish Defence Research 
Agency (FOI) use a tool called CARMA, 2. Ritchey Consulting, a commercial Swedish 
consulting company, which licences CARMA; and 3. Strategic Foresight Ltd, a British 
company, which developed Fibonacci (B Garvey – the author). 
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NATO formally requested FOI to release a copy of CARMA for use, but this request 
was declined. As a result they purchased a license for the software, which is 
proprietary software for Morphological Analysis. It allows a user to create a 
Morphological Table and support Cross Consistency Assessment Matrix as well as 
other features.  
 
Intervention: ACT wanted to run a workshop with a live topic (unclassified) to 
determine the effectiveness of adopting such an approach. The client’s initial 
objective was to deliver a Conceptual Study to the NATO Military Authorities that 
examines the impact on NATO military operations of potential crises and 
consequences of urbanisation, between now and 2035. Key objectives were: 
 To research multi-dimensional warfare in an urban environment 
 To consider of a range of operational and strategic approaches 
 Investigate the means by which NATO could deploy substantial joint force 
elements and enabling capabilities 
 To provide a list of recommendations for the way forward 
 Consider legal and ethical considerations and constraints. 
 
The author and a colleague were commissioned to run a workshop in support of the 
ACT team based on the urbanisation issue identified above using our on-line 
software and processes. Apart from the NATO ACT team, the workshop included 
participants from member nations in the alliance from, France, Italy, the US, Canada, 
and the Czech Republic. A two-day workshop was held in The Hague, Netherlands 
during early December 2014. 
 
Outcome for user: The project was conducted successfully both in terms of 
producing outputs from the client model and more importantly eliciting favourable 
responses as to the process from the group of assembled NATO experts and 
stakeholders. As a consequence of such validation, the ACT team sought to integrate 
the new software within its own set of methodological processes. Although this 
initial on-line project was not classified, for reasons of client sensitivity, detailed 
 198 
outcomes are not provided in this case study – suffice it to say that more work has 
been commissioned relating to a secure stand-alone version and other features. This 
should be seen as validating the efficacy of the software from the client point of 
view.  
 
Performance Issues Identified: The NATO project, which is still on-going, identifies 
two known concerns acknowledged by both the NATO team and the author and 
which initiated the dialogue, namely: 
 The combinatorial explosion – especially for the need to extend the 
parameter list beyond the 7 recommended by Ritchey and Rhyne. 
 The number of participants. NATO has identified a (real) political sensitivity 
issue. NATO has some 28 member nations and the earlier recommendations 
to restrict the team to 7 is a non-starter. They are keen to engage with the 
author and his team in addressing this matter – which as has already been 
identified, is a recurring operational constraint.  
 
Both these items are subject to on-going research with NATO support – the first 
topic being addressed by LPR methods and the second via the integration of more 
collaborative/distance software. 
 
Secondly, and largely due to the success of the on-line version, is that the client has 
requested the development of a stand-alone version. This was initially requested for 
security purposes, (ring-fencing) but has subsequently allowed the software to speed 
up the handling of very large configurations and their compilation. 
 
The NATO team are experienced facilitators, and in spite of the security issue, 
demonstrated that with such skill available in the client organisation, the software 
can be licenced, the supplier being confident that the methodological integrity will 
not be compromised. 
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Conclusions drawn from the cases studies 
The action research approach with its strong emphasis on iterative feedback from 
users, meant that the case studies made a major contribution to both product 
(software) and process improvement. On balance the cases studies demonstrated 
that by far the greatest constraints to use of the method were operational process 
factors rather than software. 
 
The prototype software did perform well. Performance issues that the sequence of 
case studies helped to identify and address are summarized as follows. Software 
performance issues are presented first followed by process issues.  
 
Software 
 Upgrades to combat the combinatorial explosion issue still needed to be 
implemented. The case studies, especially the Motorcycle project and NATO, 
helped to confirm that this issue needed resolution. This validated the 
author’s decision to research further how this could be done via the Linked 
Parameter Reconciliation (LPR) technique as well as introducing the 
Morphological Distance (MD) mechanism post compilation of the user space. 
This issue is subject to on-going research with NATO support.  
 The on-line version was a great improvement over alternate models, being 
the first to allow full access to MA software and being cross-platform (PC & 
Mac). 
 Some limitations were recognised in these earlier on-line prototype in that 
solution compilation time could be long if the total number of configurations 
exceed 75k. This was aggravated when the overall problem space was poorly 
defined, so that the CCA was under-constrained (i.e. too few “X” cells), 
resulting in too few configurations being excluded; for example where the 
solution space represented 15% or more of the problem space 
configurations. This issue has been identified as both a server and coding 
issues and will be addressed in a forthcoming upgrade of the on-line system. 
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 Largely due to the success of the on-line version, was that one user (NATO) 
requested the development of a stand-alone version. This was initially 
requested for security purposes, (ring-fencing) but has subsequently allowed 
the software to speed up the handling of very large configurations and their 
compilation (see next chapter). 
 The integration of more collaborative/distance software able to work with 
large size groups has been identified as an issue requiring further product 
development (ref NATO – case 5). 
 Finally case studies reinforced the researcher’s opinion that the visual 
interface when using the software to support the process could be improved 
to provide a more “cosmetic” and user-friendly experience. Many of these 
items have been addressed in the off-line version (see next chapter) with the 
on-line improvements in abeyance until additional coding resources are 
secured. 
 
Process 
 Team numbers: Three of the case studies  (1, 3, and 4) were conducted 
without the requisite 7 team members. The evidence indicated that in all 
three examples, the outcome was not noticeably impaired by the shortfall. 
Indeed it became apparent that, as long as the spread and balance of experts 
was present, and they were fully engaged over the whole process, then  team 
size appeared to be less crucial than thought hereto. An added bonus, in the 
form of an unexpected outcome, was that the CCA part of an exercise could 
be completed in a much shorter period than with a full team of 7.  
 Time Resources: The time constraint issue appeared to be a major generic 
issue (identified also in Module 1.1. cases) which required addressing by the 
service provider if it was to be able to engage with such end users in a 
pragmatic matter. Externally (user) imposed time constraints meant that the 
classic 1-2 day workshop approach could not operate in only rare cases, (e.g. 
the NATO exercise). The remaining case studies were all subject to a number 
of shorter workshop engagements – from 2 hours to a maximum of 4 hours. 
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As for team numbers, as long as the meetings were well structured, the 
breaking down of the longer 1 or 2 day workshops, into shorter modules over 
a number of weeks, did not appear to jeopardise outcomes by this change in 
work patterns. As in “Team numbers” above, an unintended benefit of 
spreading the engagement over several weeks based on shorter sessions, 
was that the participants had more time to evaluate and modify their 
previous inputs, hence improving the quality of the project. 
 Impact of time constraints on other operational processes: To accommodate 
the reality of user difficulty in attending one and two day workshops as well 
as access to 7 man expert teams (see  above), the iterative way in which the 
case studies were conducted highlighted a number of devices to ensure 
maximum productivity when conducting the problem space and CCA parts of 
the exercise. These included: 
o Agreeing and finalising the focus question prior to the workshop 
sessions. This required the team leader having prime responsibility for 
prior agreement with the team in determining the focus question. 
o For the facilitator to make a presentation to the team about the 
general principles of MA prior to the first workshop session. 
o Reducing the amount of time the team members had to spend doing 
a full CCA in the workshop sessions. Although CCA pair wise analysis is 
crucial in identifying logical and empirical constraints, it is a very 
laborious process –causing  “ennui”  or decision fatigue that can 
undermine the quality of decisions input to the CCM. A number of 
devices have or are being introduced to address this conundrum. 
They range from: 
 Employing the facilitators and team leader to identify 
“different universe” cells in the CCM prior to the team session, 
this reducing in session workload. 
 Employing the facilitators  and team leader to identify 
“obvious” logical inconsistences, again prior to team session. 
 Distribute hard copy of the CCA matrix (with two above 
actions completed) for individual team members to complete 
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off-line. On re-convening the team as a group, the facilitators 
isolate those cells where variance in positioning occurs and 
seeks to get consensus for CCM completion. 
 
On evidence of the case studies it is acknowledged that the CCA, whilst a most 
important part of the overall process, is the most contentious in terms of 
behavioural commitment by team members. Further research based on the 
introduction of remote collaborative approaches have been identified as a potential 
solution. The application of web crawler/data analytics technologies has also been 
identified as potential longer term solutions to group based consensus of both the 
problem space, but especially the CCM. 
 
The benefits of integrating cases studies into the action research approach have 
indeed been a valuable form of research. In this chapter the case studies led to a 
number of iterative improvements to the original on-line prototype, in terms of 
software and project process to the extent that as of to-date the overall on-line 
product and its off-line spin-off  is both operationally and commercially robust . A 
number of performance issues have been identified that require more extensive 
research, beyond the core brief of this thesis (to deliver a working prototype). This 
will be done by partnering with organisations such as NATO, and have been targeted 
for development over the next 12 to 36 months. 
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CHAPTER 9 – EXTENDING MA  & ADDING VERSATILITY 
Chapter contents 
The initial aim of the research was to address ways in which current MA 
interpretations could be improved and mitigate perceived disadvantages. This would 
provide a viable prototype for a cross platform and on-line model within defined 
processes supported by robust software. This allowed for a problem space of a large 
number of configurations, (a product of parameters and states within the 
parameters), initially to be generated. Via cross consistency assessment, supported 
by reductive software, a much reduced set of internally consistent and viable 
configurations could be presented in the form of an interactive solution space. This 
has been achieved. In addition and in response to the user feedback following earlier 
action research, further features and enhancements have been identified, 
developed, tested and integrated into the prototype (see chapters 8 & 9). These 
features have re-enforced robustness and user friendliness of the model such that is 
has been commercially accepted by a number of high caliber users including NATO 
who have licensed a stand-alone version. 
 
The chapter goes on to identify those features incorporated into the prototype to-
date, including the stand-alone version. Secondly those enhancements identified for 
inclusion by end 2016 are presented (taking the model majorly beyond the initial 
research brief). It should be noted that the bulk of the coding brief has already been 
prepared by the author for the components in this section. Finally potential 
interesting areas for longer term research development, notably by integration with 
other models, are highlighted. 
 
Introduction 
The principal rationale for the research is to address those concerns (the “Cons”), 
identified in the previous chapter. These concerns were seen to act as a barrier to 
access by practitioners wishing to apply MA, as well as broadening its appeal as a 
viable decision support method. 
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Having been stress tested via both experimental projects and live case studies, 
following action research principles, the combined processes and software have 
been shown to be working and robust enough for commercial deployment. 
Consequently it is argued that the model has achieved the objectives set for 
performance and made a major contribution towards achieving the prime purpose 
of the research. 
 
However, in parallel to the development and implementation of a viable working 
prototype, additional enhancements to the basic model have been identified, a 
number of which have already been implemented within the time frame set for the 
thesis so as to improve the basic model. This chapter presents both those features 
and process innovations which have already been added to, and integrated into the 
prototype as well as those additions short-listed for future inclusion. These 
enhancements emanated from stress testing including user feedback in addition to 
work carried out in conjunction with NATO (Purton 2015), a client/partner in the 
later stages of the programme. Other feature additions and improvements have 
been identified and briefing notes created for subsequent coding and process write-
up. 
 
9.1 Current enhancements to the basic MA on-line model  
9.1.1 Enhancements completed 
Stand-alone version. 
A separate stand-alone version of the MA model was released in June 2015. The 
stand-alone variant was developed for three major reasons. 
1. Speed of compilation for large configuration problem spaces.  
Live testing of the on-line version found that the compilation time of the CCA 
into a solution space and the separate selection of individual configurations 
(or scenes) within the solution space component, could be slow if both the 
configuration size of the problem space and/or the number of compiled 
solution scenes were large. Large could mean over 50k configurations and 
where the number of constraints in the cross consistency matrix were low 
enough to generate a solution space with a still large number of 
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configurations (e.g. a reduction of only 70% of the problem space). Although 
testing showed the core reduction algorithm to be robust, the compilation 
and response time was subject to the quality of the server and its connection. 
In essence, bandwidth constraints when on-line could cause a slowing down 
of this part of the process. The development of a separate off-line stand-
alone version overcame the restrictions caused by on-line access. Testing 
indicates that compilation of examples with up to one million configurations 
are compiled in less than 5 seconds. A 3.5 million problem space 
configuration took only 20 seconds to compile with minimal waiting time 
when selecting individual scenes or configurations in the solution space 
(under 2 seconds). 
      2. Security considerations 
A major client (NATO) considered that accessing the software via the internet 
(on-line version) was a major barrier to its high level security protocols. The 
client thus requested a stand-alone version of the product in addition to the 
more powerful compilation capabilities that such a version would allow (see 
1. above). This was duly delivered in a CD-ROM format so the version could 
be loaded directly into the client’s stand-alone lap-top. To-date only a PC 
version is available – with a Mac version to be made available shortly. The 
stand-alone version as a security requirement is not restricted to defence 
organisations but also to major corporates who have robust security 
protocols (e.g. banks), and where on-line filters to external third party servers 
can degrade the transmission of data, increasing compilation times even 
further.  
             3. Licencing 
In addition to security considerations, discussions with major corporates have 
indicated a preference for licencing the software and supporting processes – 
subject to the user demonstrating that it is able to carry out skilled 
facilitation in conjunction with use of the software. A formal training 
programme in the operational use of the model is being developed as part of 
the Licencing option. 
             4. Wi-Fi access issues 
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A fourth reason why a stand-alone version might be of interest to users is 
that it cannot always be assumed that easy Wi-Fi access is available to the 
user – thus restricting real-time working with models by users faced with 
such difficulties. Indeed the author has empirically experienced practical 
difficulties in demonstrating the software to interested parties off-site , 
and/or where Wi-Fi access is non-existent or problematical. A stand-alone 
option overcomes this constraint. Nonetheless the flexibility offered by a 
dual access mode (on and off-line) is to be seen as a user benefit. 
 
9.1.2  Multiple versions of a project 
Empirical research based on user feedback has indicated that a useful feature is the 
need to create multiple versions of the same project. The MA method is best served 
when the user is able to iterate a project – whether this be variants of the problem 
space itself or indeed variants of CCA within a single project. Such flexibility 
enhances the number and validation of options that the user may wish to consider 
as part of the overall decision support process. This option is important at the 
problem structuring stage where in the absence of a facilitator, different emphasis 
may be incorporated by different stakeholders within the space defined by the initial 
focus question. 
 
Currently the basic MA on-line version requires the user to initiate a new project 
every time a variant needs to be considered. Switching between variants is a clumsy 
process and makes comparative analysis of such variants a cumbersome experience. 
Within the new stand-alone version, the user is able to set-up different versions of 
the same project at both problem space and CCA phases of the exercise.  
 
Comparisons between versions can be easily made by flicking to and fro between the 
listed versions. Hard-copy/off-line  analysis of the problem space and CCM pages can 
also be carried out via the “Export” function – enabling a print out of the selected 
page. 
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This feature also allows for the main user (team leader), to provide individual off-site 
workshop team members with a copy of the CCM. These team members can then 
complete their own CCMs, return the completed schedule and the team leader can 
set up separate variants of the project reflecting the diverse inputs from team 
members. The team leader can then analyse these results and identify the key 
variances, engage with individual team members as a facilitator in order to arrive 
close to a consensus. The inclusion, at this stage, of this feature acts as a half-way 
house for a planned enhanced feature whereby off-site collaboration by team 
members and CCA analysis can be fully automated. Implementation of this 
requirement, which will provide overall user flexibility, had been identified as a 
longer term requirement (beyond the scope of the original model). However client 
feedback indicated the importance of this feature and was included in the latest 
upgrade in February 2016. 
 
9.1.3 Backtracking of Pair-wise analysis in the CCM (detailed analysis) 
This provides a useful additional analytical perspective when seeking to justify why a 
particular configuration is deemed to be inconsistent. It has been observed on 
occasions when exploring paired cells in a configuration that in spite of its 
classification as a non-consistent solution sometimes the pair itself is shown as being 
consistent in the CCM. Why is the model telling us that the configuration is 
inconsistent? This can happen when the inconsistency impacting the configuration is 
at a different level – in other words one of the pairs is deemed to be inconsistent 
because of a link elsewhere in the configuration profile. In order to identify 
(forensically) where such an inconsistency resides a backtracking feature can be 
triggered to trace the lower level source causing the inconsistency and thus explain 
why such a configuration is not part of the solution space. 
 
9.2.1 Product enhancements identified for implementation by end 2016 
In addition to the above, a number of enhancements have been identified,  validated 
by feedback from principals involved in the case studies in the form of post study 
discussions. In a number of cases and immediately following the workshop session 
team members were canvassed as to their level of understanding and satisfaction 
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with the process. It was during these “post mortems” that the area of most 
dissatisfaction was the time consuming process of CCA (cross consistency 
assessment). These items were identified as case notes in the case study write-ups 
albeit early on in this process as to how the process could be improved became 
apparent from an overall consensus of user views. The iterative nature of the 
research process meant that these aspects were fast-tracked, as part of an on-going 
process of product development. The enhancements are presented as follows. 
 
1. The addition of a 3rd constraint – normative. Currently the software allows 2 
levels of constraint – logical and empirical. The addition of normative factors 
as a constraint is being implemented at the request of a major user who is 
confronted by such issue – Actioned February 2016 
2. A new feature has been introduced within the solution space which allows 
the user to select multiple input states under a single parameter. This allows 
the user to compare cumulative options as additional states are used to 
constrain scenarios. This feature was added in February 2016. 
3. Selection of multiple states per parameter – added February 2016 
4. Audit Note Report Generation - All audit note items in both Problem Space 
and CCM cells will have an option to compile the notes into a unified text 
document for user review and reference purposes (report generator); both 
for off and on-line versions – autumn 2016. 
5. Visual compatibility between all versions (on-line/off-line) – thus providing a 
seamless user experience – autumn 2016. 
6. Mac version of stand-alone product –autumn 2016. 
7. Updating of the on-line version to include (but not all) of the features being 
developed for the stand-alone, such as multiple version of the same project, 
backtracking, better CCM visualization (zoom-in/out) –winter 2016. 
8. A second stage filter has been developed and tested to reduce the number 
of viable configurations in Ideation stream solution spaces where the total 
number of solutions is still large – (for example over 300). This feature 
applies the concept of Morphological Distance to solution space outcomes 
with the aim of identifying those viable solutions which are significantly 
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different from state-of-the-art or current solutions. The further the 
morphological distance a configuration is from state-of-the-art solutions the 
higher the likelihood that such a solution will be of a high innovative 
character. Concept testing has taken place – awaiting coding for integration 
into the main platform. Target date winter 2016. 
9. Linked Parameter Reconciliation (LPR). As already highlighted one of the 
traditional arguments against the use of morphological analysis has been 
that the resulting total number of configurations, can be so large as to be 
unmanageable for all practical intents and purposes. Empirical case studies 
and user feedback indicate it is less demanding, both in terms of time and 
emotional energy and effort, to carry out two smaller CCA exercises than 
one very large one. Moreover it is also most probable that the resulting 
solution space post CCA will still be large and a challenge to analyse. One 
option is to split the problem space into 2 smaller matrices with the proviso 
that the 2 matrices have one parameter (and parameter states) in common, 
allowing them to be linked. In effect this parameter acts as an interface or 
link.  
10. Allowing imports of individual team member CCMs so as to compile 
automatically an Aggregation Of Pair-wise Cells. 
o The Automated Aggregation Of Pair-wise Cells Within The CC Matrix 
allows for input to be completed by multiple individual team 
members located off-site. This addresses how MA can accommodate 
those user groups who find it logistically difficult to meet as a group. 
o This will require a particular project to be split into a number of sub-
projects at the CCM level, aggregated and then compiled (amongst 
other features). NATO is keen to pursue this development due to the 
large number of nation stakeholders within the organisation. This will 
enhance the model’s ability to work with client’s who are 
geographically dispersed. – This is planned for Winter 2016. 
 
Items 1,2 3 – have all been recently added to the off-line version following customer 
request. The remaining features are being queued for activation into the software 
 210 
over the next 12 months and may be subject to end-user preference. A number of 
the items highlighted above represent major methodological features. Additional 
detail and the rationale behind the new inclusions are provided in more detail in the 
next section. Other items – Aggregation of Pairs, Morphological Distance (MD) and 
the Linked Parameter Reconciliation (LPR) features are also explained in more detail 
– the latter two being major devices to reduce large solution space configuration 
sets. 
 
9.2.2  Item 1: 3rd constraint – Normative 
Ritchey (2011) states there are three types of inconsistencies or constraints to be 
considered during the CCA process. These are the purely logical contradictions (and 
identified by an “X” in the pair-wise cell); empirical constraints i.e. relationships 
judged be highly improbable or implausible on empirical grounds such as “we cannot 
deploy due to time taken to train operatives “ (identified by a “P” , for Possible, in 
the pair-wise cell). Currently the software does not address the impact, at the CCA 
phase, of identifying a normative constraint (where a relationship is ruled out due to 
ethical or political considerations) – such as the use of thermo-baric weapons to 
eradicate well-dug in guerillas in difficult and complex urban areas;- the weapon 
whilst useful in saving our own casualties from street fighting is likely to incur high 
non-combatant casualties remaining in the area which in turn could alienate non-
combatants from our cause. 
 
Earlier Jantsch (1967) in his OECD report (1967), when discussing technological 
forecasting methods, identified two principal types; exploratory and normative. 
When evaluating various T-F techniques he places MA firmly in the “exploratory” 
group as it is “opportunity-oriented”, whereas the normative approach is “mission-
oriented” – with the danger that the latter can fall into the trap of becoming a self-
fulfilling prophecy. Jantsch nonetheless, does indicate that the two forms can work 
together via iteration or in a feedback loop (in effect top-down and bottom-up 
planning). He makes the proviso that normative forecasting is only meaningful if two 
conditions are present: 
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1. If the level to which it is applied is characterised by constraints; normative 
forecasting can be applied to the impact levels (goals, objectives, missions) only if 
these conditions are sufficiently ‘closed’ by natural or artificial forces or by 
consensus; fully-integrated normative forecasting is applicable only to a ‘closed’ 
society. 
2. If more opportunities exist and are recognised on these levels than can be 
exploited under the given constraints; normative forecasting is essentially an attempt 
to optimise, which implies selection. (author’s bold type) (Jantsch E. 1967 p.34). 
Ritchey (2011), re-enforcing this concern, warns that: “it is important not to allow 
normative judgments to initially influence the cross-consistency assessment”. For 
this reason, he advises that only logical and empirical judgements should be allowed 
initially. 
 “Although normative judgements can, and often must, be made, they must never be 
confused with logical and empirical considerations. We must first discover what we 
judge as possible, before we make judgements about what is desirable” (Ritchey T. 
2011 p.16). 
This is another way of agreeing with Jantsch, about not allowing normative 
viewpoints to select conditions in advance – or at least not too early in the 
exploratory approach so as to contaminate outcomes and reduce the impact of 
discovering uncomfortable truths. 
 
Thus care is required when applying normative constraints as it  could interfere with 
the identification of unintended consequences and pre-judge “thinking about the 
unthinkable” – a key outcome of using MA. For example, whilst it may not be 
acceptable for “our organisation” to behave in a particular manner, a different 
organisation may be less constrained due to a different moral perspective that is 
totally alien to us. In the Vietnam war, one strategy used by the US to try and win 
over “hearts and minds” of the rural population was to offer physical and 
humanitarian aid to villagers in order to coax them away from the Viet Cong. This 
strategy failed because the Viet Cong were willing to undermine the programme by 
killing or maiming even children who had been treated by the Americans, and killing 
government supported teachers and officials. Such abhorrent behaviour by the 
enemy was not initially foreseen by the US policy managers. However for the Viet 
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Cong such an extreme response was a necessary requirement to alienate at all costs 
the rural population from the US and South Vietnamese initiatives aimed at 
undermining local support for the Viet Cong –a logic of terror. The US was 
constrained by not being able to contemplate such behaviour as being possible and 
thus did not envisage how such a strategy could be negated. 
 
Given these concerns, it is however apparent that in certain scenarios normative 
considerations may be required as an additional step. It is interesting that our 
partners at NATO have picked up on this and are keen to develop the inclusion of a 
“Normative” constraint filter – subject to the user being made aware of potential 
limitations in the use of such constraints. Incidentally, the stand-alone version with 
its ability to duplicate problem spaces relating to the same project can employ a 
form of Gap Analysis by comparing solution spaces with and without the normative 
constraint. In the model’s process guidelines, however, the user is warned that 
engaging the normative constraint option should only be carried out once the logical 
and empirical constraints have been identified and solutions generated. 
 
9.2.3 Item 10:  Aggregation Of Pair-wise Cells 
Process 
Phase 1. 
 Driven by the establishment of the Problem Space (PS) the current software 
generates a CCA Matrix (CCM).  
 Calculate the number of pair-wise cells in the CCM. 
 Allocate an “identifier” to each paired cell. This item is important in that this 
is a unique identifier to the blank master CCM (i.e. that generated from the 
PS). 
 
Phase 2. (Probably done in the stand-alone version) 
 The Team Leader (TL) and Facilitators identify those paired cells identified as 
being in “Different Universes” or DU; i.e. where the two paired items are not 
conditional on each other in any way. Such cells are treated as being 
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consistent or yes (written as “-“). For purposes of visual identification within 
the overall CCM these DU cells are shaded light grey. When the different 
users come to input their responses to the CCM they will not be required to 
complete the greyed cells, thus making their specific CCA task easier. 
 At this stage a series of satellite CCMs are generated according to the 
number of users in the “client” team (1…n). Each user is allocated a specific 
user CCM code or identifier. 
 The user completes his/her CCM (excluding the above greyed cells).  
 
Phase 3. 
Once all the individual user CCMs are completed and sent back to the facilitator 
controlling the software, then all those cells where ALL the users have taken a 
common position (i.e. consensus as to its status) are identified by inserting a “green” 
border; i.e. consensus is at “n” where “n” = the total number of members in the 
team, (e.g. 7). 
 These common pairs are then identified in the master CCM. 
 A subsequent interim CCM matrix is generated extracting the grey and green 
border cells (as blank spaces). 
 
Up to here, all analysis processes are automated – by which the master CCM has 
been compiled and updated without having to refer back to individual team 
members. However subsequent phases may require direct intervention/discussion 
by the facilitators where those individual team members, whose CCM input is at 
variance with other team members, needs to be addressed. It is at this point that 
“consensus” guidelines need to be re-enforced. At the beginning of the project the 
team will have been asked to decide what level of consensus they would be happy 
with – a simple majority of 1, a 2/3rds or 80% majority. It is proposed that the 
software should offer 4 options for selection (majority of 1, 65%, 80%). The software 
will then analyse the aggregated CCM responses according to the consensus” tipping 
points” selected.  
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Phase 4 – CCM response variance analysis. 
 Subject to the agreed “consensus tipping point” (see above paragraph) run 
the algorithm to convert minority positions to the majority. I.e. has this cell 
been identified as having a status above the consensus tipping point – if yes 
convert to consensus status – if no then identify with red tint. 
 Update master CCM with new majority consensus items. 
 For those cells where there is no majority consensus, or where the response 
divergence is below the selected consensus level – such cells need to be 
visually identified via a “red tint”. These cells will require adjudication and 
will need to be addressed face to face with all team members by the 
facilitator in a workshop. Such is the apparent divergence of opinion relating 
to such cells that round robin phone conversations are not deemed to be a 
viable solution. Indeed the larger the group the less likely that such an 
approach be adopted. An additional refinement and one which could hasten 
facilitation, is to sort aggregated cells which are below CTP (consensus 
tipping point” into clusters which identify the degree of such variance as a 
reversal of the consensus options. Such as x input cells show total variance 
(i.e. all cells at variance or only 20% consensus, 35% consensus or 50% 
consensus). 
 A “Delphi” approach could be adopted and an iterative process of feedback 
to individual team members carried out until the consensus tipping-point is 
arrived at. However this can be a time-consuming and cumbersome process – 
albeit, it may be a solution where team members are widely geographically 
dispersed and convening of an on-site workshop is deemed to be very 
difficult to organize. 
 
In bullet 3 above, an additional feature, which assists the facilitators, will be the 
creation of a user audit trail. The above phases aim to analyse responses at the 
aggregated team level. However it will be useful to identify each user’s response so 
that it may be visually compared by an overlay feature against the consensus CCM.  
It may be that a single or small group of users repeatedly are at variance with other 
 215 
team colleagues. This needs to be identified as such users may reflect any or all of 
the following behaviours: 
 Lack of understanding as to the CCA procedure itself (possible confusion as to 
what is a “-“, “p” or “x”). 
 The holding of a persistently contrary view, which in turn reflects a strongly 
felt stakeholder position. This is most likely to occur in relation to empirical 
and normative contradictions – and facilitator intervention is required to 
investigate further. One cannot assume that the majority will always be right. 
In any event the comment note boxes per individual pair-wise cell should be 
used to record such variances. 
 Lack of engagement in the whole process – this may be reflected by the user 
inputting a profile where the responses appear to follow no consistent 
sequence. 
 
NOTE: Although the process proposed was targeted initially to accommodate the 
issue of remote access and with larger groups for the CCA  phase, subsequent 
empirical evidence would indicate that a simpler version could be used when 
establishing the problem space under remote participant condition. 
 
Two options for reducing large solution space configurations even further have 
been researched and deemed to be feasible – the introduction of Morphological 
Distance (MD) and Linked Parameter Reconciliation (LPR). This section concentrates 
on the former whilst the next section addresses the second approach, LPR. 
 
9.2.4 Item 8: Morphological Distance 
A second phase of development of the solution space has been researched in 
response to concerns, that the resulting total number of configurations, can be so 
large as to be unmanageable. Computer software (Actified, Morphol, Casper/Carma 
& Memic) and including this prototype, has helped mitigate this conundrum when 
used in conjunction with pair-wise analysis (CCA). However even when using 
software to majorly reduce the number of internally consistent configurations, the 
remaining configurations within the solution space can still be voluminous. Where 
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large problem spaces do occur, even current levels of reduction of 95% plus can still 
leave solution spaces of sizeable proportions. For example with a problem space of 
some 1,500,000 configurations, a 95% reduction level post CCA , still leaves a 
solution space of 75,000.  
 
One way to reduce the set still further is to run a second iterative exercise and 
“nest” some of the original parameters and states within the problem space matrix. 
However, iterative nesting can inhibit the efficacy of the method since certain 
processes, particularly in the product design area, cannot afford to subsume, via 
nesting, important system and sub-system components. In other words the 
parameters and states present in design and product analysis do not readily lend 
themselves to being constrained with parameters restricted for reasons of 
computational expediency. 
 
The Morphological Distance option can work independently as a configuration 
reduction filter or as an additional stage following the LPR  filtering. 
 
The additional functionality offered by Morphological Distance (MD) is planned to be 
introduced prior to that of LPR since the upgrade of MD requires easier coding 
resources, and secondly because a proof of concept with worked example, with 
output, has already been put forward for publication (see chapter 9) (Garvey, Childs 
& Varnavides 2015). 
 
9.3 Problem space configuration reduction – the Ayres approach 
An early attempt to address the issue of reducing the number of configurations 
generated by a morphological matrix was proposed in 1969 by Robert Ayres, in his 
chapter on Morphological Analysis in “Technological Forecasting and Long-Range 
Planning” (McGraw-Hill Inc. 1969), where he introduces the concept of 
“morphological distance”. Ayres defines morphological distance (MD) as being the 
distance between two points in the (problem) space and is: 
“the number of parameters wherein the two configurations differ from one another. 
Two configurations differing in only a single parameter are morphologically close 
 217 
together, while two configurations differing in many parameters are morphologically 
far apart.” (Ayres R. 1969 p.81). 
Note: It is important to clarify here that Ayres’ use of the term parameter is really a discrete state 
within the selected parameter, and that a configuration consists of a selected individual state in each 
of the parameters which make up the overall problem space.  
 
Ayres suggests that configurations within a morphological space can be divided into 
three main sectors; in effect a triage division. It should be noted that the areas and 
boundaries of each sector will be subjective according to the particular technology 
or design being evaluated, and to the consensual subjectivity of a team of experts 
introduced to assist in determining the problem parameters and states of the 
morphological space. This same team should be expected to identify and agree 
through consensus, those individual configurations which, when brought together as 
a cluster, make up what is deemed to be “existing art” or State-of-the Art (SoA). 
 
The three sectors Ayres specifies are: 
1. Known or Occupied territory (OT) – composed of those configurations 
identified as representing “existing art” or State of the Art (SoA). This is the 
area where minimal innovation is likely to occur because it is already known 
about. 
2. The Perimeter Zone (PZ) – those configurations which contain between 2 
and 3* * parameter/states different from SoA. Configurations with just a 
two parameter/state distance, are closest to the SoA or Occupied Territory 
sector and thus will have limited innovative potential. In essence they can be 
said to represent some form of basic product development: the low risk 
option. On the other hand those configurations with a parameter/state 
distance of 3, show a heightened level of innovation being further away from 
OT at the outer fringes of the perimeter zone. 
3. “Terra Incognita” or Unknown Territory (TI), is composed of those 
configurations characterised by a distance factor of 4* * or more 
parameter/states from SoA. According to Ayres these configurations are so 
different from SoA that they are likely to embrace configurations 
 218 
containing something which has not previously been considered, thus 
increasing the probability of some form of technological breakthrough. 
Possible configurations appearing in this sector are as likely to be truly 
creative as well as innovative. In addition they may reflect unintended 
consequences – good or bad, but nonetheless possible and worth 
identification and examination. Conversely where 
refinements/improvements occur which are similar to an “existing art” 
configuration (differing up to 1 parameter/state cell), there is little chance of 
a breakthrough. 
* * It is important to note that the criteria determining the degrees of distance within each of the boundary 
sectors boundaries are flexible, depending upon, amongst other considerations, the overall size of the problem 
space (number of configurations) and crucially the number of parameters.   
 
Specifically, Ayres mentions that: 
“The probability of a breakthrough in a technological area, per unit of time, is a 
decreasing function of its morphological distance from existing art, other things 
being equal” (Ayres R. 1969 p.81). 
In other word new developments will tend to occur nearer to older, established 
ones, mainly by gradually transforming through growth or external addition 
(accretion), from the borders of state-of-the-art clusters into adjacent undeveloped 
areas. One could also use the analogy of osmosis to illustrate this slow transfer. 
 
The user of the method now has the choice to review different risk criteria, as 
represented by the increasing morphological distance inherent in each of the 3 
distance categories. 
 
Two additional activities are required to refine the solution using this method. 
1. The same expert team used to create the problem space and work through 
to the solution space, should be used to identify those configurations which 
are closest to current state-of-the-art. This part of the process is helped by 
the team exploring the solution matrix and those configurations that 
approximate to OT (SoA) – via the visual scene list within the software. 
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2. The solution space scene list is reduced by the MA software from the original 
problem space configuration database. Each state within each parameter 
will have been identified by a “cell position” code. Each set of configurations 
will have a unique set of state cells within that configuration. For example, in 
a 6 parameter problem space with each parameter having variable states, a 
particular multi-parameter configuration could have a profile consisting of 
the following:   A1:B3:C1:D2:E5:F6. 
 
In activity 1 above, the team will have identified those clustered configurations, 
which conform to the team’s OT criteria. These individual configurations within the 
cluster are identified within the solution space database. The algorithm subtracts 
these configurations from the solution database and identifies the remaining, 
solution space configurations, also determining the distance of each surviving 
configuration from an initial problem space. 
 
We can now apply MD Triage to those configurations or scenes which have been 
deemed to be viable or internally consistent following pair-wise (CCA) analysis and 
not to the overall set of configurations in the problem space field. 
 
When Ayres originally developed the concept of morphological distance to 
morphological analysis, there was no effective way of efficiently reducing the, very 
often, large problem space to a manageable solution space. He used MD as a first 
phase field reduction exercise. 
 
Rather than use the Ayres distancing method to analyse the original problem 
space, it is now proposed that MD is introduced as a solution space qualifier post 
cross consistency and post compilation of the solution space. 
 
Currently this approach is only being tested in relation to what can be termed the 
“Product & Technology Ideation” stream. This stream has its roots in the original 
Zwicky, and latterly Ayres, interpretation, whereby MA is used (using Zwicky’s 
explanation) “to identify, index, count and parameterize the collection of all possible 
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devices to achieve a specified functional capability”. In essence MA is being used to 
seek out new technology product design configurations.  
 
A recent study by Garvey, Varnavides and Childs (2015) entitled “Parametric 
Modelling using a visual algorithmic editor for analysing morphological analysis 
configurations” gives a fully worked example of how MD works. Chapter 14 shows a 
more detailed description of the method being applied. The subject of the study was 
on Apartment Typology. Of great interest to designers is that large problem spaces 
containing multi-variable inputs by the designer can be majorly reduced using both 
MA followed by MD triage to help identify viable design options significantly 
removed from standard state-of the-art designs. The results showed that a 99.9% 
reduction of an initial problem consisting of 155,520 configurations (based on a 10-
dimensional space) could be reduced to a mere 213 internally consistent options. 
These final 213 solutions post Morphological Distance were found to be distanced 4-
5 parameters away from existing, state-of-the-art, solutions. These “Terra Incognita” 
solutions, were deemed to help identify viable design options significantly removed 
from standard state-of the-art designs and can be considered to offer innovative, 
non-standard insights for designers seeking alternative outcomes. The outputs were 
then processed by a visual algorithmic editor and output as tri-dimensional CAD 
models.  
 
9.4 Item 9: Linked Parameter Reconciliation (LPR) 
Another option when tackling the large configuration issue, is to split the problem 
space into 2 smaller matrices. The 2 matrices are required to have one parameter 
and its parameter states in common, allowing them to be linked (i.e. an interface 
parameter). Empirical case studies and live projects indicate it is less demanding, 
both in terms of time and emotional energy and effort, to carry out two smaller CCA 
exercises than one very large one. The following acts by way of a design brief for the 
development of a new feature allowing for the easier handling of very large problem 
spaces. 
 
9.4.1 Outline of process brief 
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By way of example, in an 8 parameter problem, it can be seen that by allocating an 
increasing number of parameter states (or dimensions) to each parameter, the 
number of configurations in the problem space  dramatically increases. In other 
words the size of the problem space is a product of both the number of parameters 
and the number of states within each parameter. In the schedule below different 
numbers of states are allocated to each of 8 parameters. The total number of 
configurations, being a product of the number of parameters and states within 
them, range from 256 in a two state profile to nearly 2 million in a 6 state profile! 
 
 P1 P2 P3 P4 P5 P6 P7 P8 
2 states/ 
parameter 
2 4 8 16 32 64 128 256 
3 states/ 
parameter 
3 9 27 81 243 729 2187 6561 
5 states/ 
parameter 
5 25 125 625 3125 15625 78125 390625 
6 states/ 
parameter 
6 36 216 1296 7776 54432 326596 1959552 
 
Figure: 9.1 Example of Combinatorial Explosion based on increasing parameters and states. 
 
Computer enhanced MA which enables the problem space to be transposed and 
then reduced via pair-wise analysis, has breathed new life into the method, 
overcoming one of the major constraints seen to impact wider usage. 
 
However even post CCA/pair-wise analysis, the remaining solution space can still 
contain a large number of internally consistent “solutions”. For example a 
moderately large problem space consisting of, say 150,000 configurations could be 
reduced to 7500 possible configurations at a 95% reduction, whilst in the above 
schedule the 6 state version would yield 98k solutions at 95% reduction (5% of 
1.96m). 
 
It was mentioned earlier that “nesting” might be a solution to reduce the parameter 
field. In certain application domains such as Design, iterative nesting may inhibit the 
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efficacy of the method since the (product) design process cannot afford to subsume, 
via nesting, important system and sub-system components.  
To test the efficacy of the principles behind the LPR process but using a smaller 
problem space, an example based on 8 parameters, was set up as follows. An 8 
parameter problem space was split into two smaller matrices with the AP4/BP1 
parameter vector set being used as the link. 
Figure: 9.2  Example of dividing larger problem space into two smaller ones 
                                                          
  
The treatment of the identical link parameters AP4 and BP1 and their internal states 
can be expressed as follows: 
AP4S1= BP1S1 
AP4S2 = BP1S2 
AP4S3 = BP1S3 
 
The relationship between these three sets of identical cells will be seen to be of 
great importance to the process as explained below. 
 
Post CCA pair-wise analysis, the Solution Spaces produce the following scene lists 
(configuration strings) respectively for the two matrices PSMA and PSMB. 
 
 
Figure: 9.3  Matrix A 
PSMB
BP1 BP2 BP3 BP4 BP5
BP1S1 BP2S1 BP3S1 BP4S1 BP5S1
BP1S2 BP2S2 BP3S2 BP4S2 BP5S2
BP1S3 BP2S3 BP3S3 BP5S3
BP2S4
216 7776
72
PSMA
AP1 AP2 AP3 AP4
AP1S1 AP2S1 AP3S1 AP4S1
AP1S2 AP2S2 AP3S2 AP4S2
AP1S3 AP2S3 AP3S3 AP4S3
AP2S4
108
36
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Figure:  9.4 Matrix B 
 
Based on the linked pairs identified above we can see that Scene 1 in PSMA and 
which ends in AP4S1 can be matched with Scenes 1, 2,3,and 4 in PSMB. All these 
four scenes in PSMB have a common link to Scene1 in PSMA, namely the twinning of 
AP4S1and BP1S1. Similarly the three scenes in A ending in AP4S2, of which there are 
3, can be matched against PSMB Scenes 5, 6 and 7 beginning with BP1S2 as 
AP4S2=BP1S2, and so on. In total there are 29 linked scenes to be isolated and 
analysed (1x4, + 3x3, + 4x4). 
 
Each of the consistent split scenes in PSMA and PSMB can now be evaluated. For 
example a CCA exercise for scene 7 in PSMA, with a configuration of AP1S3, AP2S4, 
AP3S2 and AP4S3, can be run against the latter’s twin in Matrix B, BP1S3.  There are 
4 scenes in PSMA ending in S3 (as in AP4S3) to be matched with those 4 scenes 
beginning with BP1S3 in PSMB. 
 
We now examine how whether each of the states in scene A7 is consistent or not 
with those states in scene B8, (this being the first of the scenes in PSMB to be 
twinned with AP4S3). The process begins by assessing each of the A7 states with the 
second state in Scene 8, BP2S3, then BP3S2, BP4S2 & BP5S1. The process can be 
sped up, since once a state in the string being assessed in the relevant PSMB scene, 
is deemed to be inconsistent then each subsequent state in the string also will be 
 224 
inconsistent. The process then moves on to match Scene A7 with scene B9 governed 
by BP1S3. In Table T.6.6 below, we illustrate this by comparing Matrix A scene 7 
(AP1S3, AP2S4, AP3S2 and AP4S3) with Matrix B scene 8 (BP1S3, BP2S3, BP3S2, 
BP4S2 and BP5S1).  
 
 
   
 
 
Figure: 9.5 Linking Process 
 
It can be assumed that using this shorter version of CCA not all linked scenes (in our 
example totaling 29) will prove to be consistent as some non-linked states will yield a 
number of pair-wise inconsistencies thus truncating the 29 initial linked scenes.  
 
9.5 Potential Research Areas 
Other potential areas for future research have been identified and where the MA 
platform can work alongside and integrated with other Decision Support Methods. 
The philosophy behind this approach is to present DSMs less as a discrete set of 
methods and tools but more as a holistic system. This permits mixing and matching 
of different methods so that both positioning across the uncertainty/risk spectrum 
and in relation to problem path sequencing (for example when addressing the 
various technology readiness levels), can be carried out. 
 
BP5S1 
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The topics presented are meant to identify research at both product and process 
development levels for practitioner applications as well as more academic and 
theoretical approaches.  
 
Development of DSM Typology across the Uncertainty/Risk spectrum to include: 
 Hierarchy based options (aka AHP/MCDA type methods) via Eigenvector 
applications. 
 Upstream and downstream connections to a broad range of DSM’s such as: 
 Stream and segment based applications and case study library to include: 
o Morphological Distance applications for streams 2&3 (chapter 11) 
o Sector/Issued based applications within and across streams 
o Research into new processes to enhance practitioner take-up 
 Web crawler, Data Analytics integration as evidence-based support to expert 
teams. 
 User education and training to provide process and software plus facilitation 
(to include off and on-line training, user manuals and method accreditation. 
 Visual inputs and outputs in relation to multi-dimensional image-based 
algorithmic software (a form of image based morphological analysis) to 
support early stage visualization of concept design. Tests have been carried 
at an elementary level by linking MA to Grasshopper ™ graphical software 
and Tableau ™. 
Conclusions 
In conclusion, this chapter has identified that the research objective has been 
surpassed with considerable enhancements beyond original prototype – as a result 
of adopting an action research approach with its iterative process. In addition 
further development have been identified as part of a continuing product 
development programme. Some of the ideas proposed will require significant 
research resources, notably integration with Web 3.0 technologies and graphic input 
morphology for visual design innovation.  
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CHAPTER 10 – STAND ALONE MODEL, MODULES 2.1 and 2.2, 
ITERATIONS 3 & 4 
Chapter contents 
This last of the formal research chapters, brings the reader up-to-date as to the 
latest status of the generic product. The core objective of the original project to 
develop a working prototype has been achieved and far exceeded. This has enabled 
MA to be accessible not only via an on-line facility (hereto not available) but by an 
advanced stand-alone model adapted to meet specific end user requirements. It is 
acknowledged that the stand-alone version has superior features to the on-line, so 
catch-up of the latter version is a strategic product development objective. This will 
allow the two versions to become compatible, functionally and visually.  
 
The chapter ends by highlighting a number of possible long-term directions for 
product development and research and to trigger further discussion.  
 
The research has brought to the fore the need to expand awareness of MA by 
integrating both technical and cognitive disciplines if it is to move into the 
mainstream of decision support thinking.  
 
 
 
 
Figure:10.1 Module 2.1 
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Introduction 
The main objective of the research programme was to produce a viable and working 
prototype for carrying computer supported morphological analysis subject to a 
number of core requirements; these being: 
 The model could be accessed on-line rather than just as a stand-alone 
product. 
 The model to be cross-platform so that both PC and Mac users could access 
it. 
 The platform be flexible enough so that, in the future, interfaces to other 
decision support models and output facilities (such as graphics products) 
could be developed. 
 That product access could be controlled via secure administrator rights. 
 That the GUI should be intuitive for the user. 
 
These initial goals were attained, by which time a second iteration of the stand-alone 
had been trialed mid year 2014. Stress testing and user feedback allowed for a 
number of improvements to be made (see previous chapter). By end of year 2014 
the first “fee earning” sale had been secured with a workshop commissioned by 
NATO using the on-line version. As discussed in the relevant case study (Case study 1 
this chapter), the client was impressed enough to approach the author and 
associates with a commission to produce a stand-alone version for matters of 
security and to address large configuration models. 
 
The coding work to adapt the on-line features for off-line applications was carried 
out in the period January – June 2015. The client specification was for it to run on a 
PC platform and was coded in C♯ which proved flexible enough to handle very large 
problem spaces. The on-line server based version had performance difficulties on 
large configuration set compilations. The new version overcame this problem and 
was stress tested to handle hundreds of thousands and indeed millions of 
configurations compiling in seconds. Finally a design “make-over” took place so as to 
provide a neater GUI. This style will eventually appear in the on-line version. 
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Described as being Iteration 3 the new GUI is presented in the following screen shot 
examples.  
 
10.1 Module 2.1  
The new GUI for version 2.0 of the standalone model is presented in the following 
screen charts, accompanied by the relevant descriptions. 
 
Figures: 10.2, 10.3, 10.4, 10.5, 10.6, 10.7 shown horizontally and represent stand 
alone 
10.2 Projects list 
10.3 Problem space 
10.4 Cross consistency matrix 
10.5 New normative constraint feature 
10.6 Solution space 
10.7 Using 2 states as input under a single parameter 
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Stand-alone Projects list 
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Stand-alone Problem Space 
Total Configurations 
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Stand-alone Cross Consistency Matrix 
Different Universe         Possible                     Inconsistent      
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Stand-alone New Normative Constraint 
Normative Constraint 
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Stand-alone Solution Space 
Input Solutions based on Input 
 234 
 
Stand-alone with 2 states in a parameter as input 
Multiple States as Input 
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Case Study 1: NATO stand-alone 
The Challenge: The client was happy to use the on-line product for internal 
demonstration and software validation purposes (as per the Hague workshop in 
December 2104). Its particular status as a major international defence organisation 
meant that highly confidential material could be compromised if over reliance was 
made upon accessing software using on-line systems (even if access is controlled). 
Optimum security protocols had to be strictly conformed to. NATO thus required 
initially a single stand-alone product which could be security scanned prior to upload 
into a single user PC. The client, acknowledging the post-prototype status of the 
existing product as an on-line version, commissioned the developers to produce a 
stand-alone version. 
 
The Intervention: In March 2015 the author and associates were commissioned to 
generate an off-line version of the on-line model. Briefs were provided to the coder 
and following pre-delivery testing, the product became available for client delivery in 
June 2015. This was realized by a single user annual licence agreement. Although 
operating under classified conditions, preventing us from so engaging in the detail of 
the projects, the client did indicate that the general areas where the MA model was 
to be applied included: 
 Airborne Early Warning Replacement 
 Future Surveillance and Control Study 
 Defence Planning Process 
 
Outcome for User: The new version was delivered to the client in June 2015. There 
was no negative feedback apart from the client wanting to fast-track a number of 
additional feature upgrades (see next case study). The author’s team presented to 
the client its own “shopping list” of enhancements that had been recognised.  The 
client however had certain preferences which matched its own work programme, as 
well as budgetary constraints. It subsequently requested a different delivery 
sequence for a number of these features.  
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Performance Issues Identified: Validation that the new product is robust enough to 
meet client expectations. Of greater significance is that a partner has been found 
who not only values the application of MA but values working with a developer who 
both responds to client needs and initiates research into mutually acknowledged 
areas of concern – such as the combinatorial explosion and remote collaborative 
issues. In addition the ethos of on-going R&D by the supplier, within the Imperial 
College community, was seen to be an added bonus by the client. 
 
Case Study 2: NATO stand-alone upgrades 
The Challenge (User defined):  Having successfully worked with the stand-alone 
product, NATO HQ SACT identified three further modifications to the stand-alone 
tool. As the client was paying for these upgrades, they were fast-tracked and took 
priority over other identified upgrade features such as MD and LPR, collaborative 
methods, etc.  
 Currently the software allows for multiple Cross Consistency Assessments 
under one project. However, it is necessary for HQ SACT OAB to have the 
functionality to have multiple sub-projects, including the ability to create 
different problem spaces and CCMs under one umbrella project, without 
exiting the project itself. The objective here is to speed up comparative 
analysis of different project variants. 
 
Current software includes the ability to identify two principle forms of constraint –  
Logical (“X”) and Empirical (“P”). However the client considered it necessary to 
include a “Normative” (“N”) constraint option (or third constraint type) much along 
the lines of the “Inclusive and Exclusive” option tick box in the Solution Space post 
compilation. Presently, when the constraint is identified exclusively then the “P” is 
treated as an “X”. When the inclusive button is engaged  the “P” is treated as a (-“ 
yes. This features prominently in the on-line version and was introduced as a second 
Iteration.  A normative constraint is to be added as an elected option. Thus like the 
“P” option when a pair-wise cell in the CCA matrix is classed as “N” that “N” is 
treated as an ‘X” (much like the “P” option). This will allow the client to weigh up 
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different scenarios when they are governed by different views from amongst the 
stakeholders (as one would expect in an organisation with 28 disparate nations). 
 
The third request was to allow greater flexibility when exploring multiple input 
options. Current software includes the functionality to select two states under a 
single parameter within the Problem space. This is achieved by selecting the freeze 
scenario option. Yet the analyst may wish to assess solutions on a cumulative basis – 
“if state a AND state b” or “state C. This allows different scene sensitivities to be 
reviewed as more conditions are added under a single parameter (and inherently 
reducing options for the decision maker).  It was thus necessary to modify the tool so 
that the analyst can select any number of states under any parameter.  
 
The Intervention: The above specification was supplied to the coder for integration 
into a new stand-alone version early December. 
 
Outcome for User:  All three upgrade features were initially stress tested prior to 
delivery to the client early February 2016. As of writing, specific feedback is still 
being waited upon.  
 
Performance Issues Identified: These additional features form part of the underlying 
product development strategy. This has indicated that the software platform and 
architecture is robust and flexible enough to accommodate new features so they can 
be fully integrated into a broadening feature-rich model to include new code 
modules. Integration with other external and 3rd party software has also been 
identified as a key requirement for the platform. As regards the inclusion of 
Normative constraints, usage needs to be closely monitored with the requesting 
client so as to ensure that the constraint is introduced with care and avoid issues of 
subjectivity by the user. The real danger exists that users may introduce normative 
constraints too early and restrict morphology’s real potential to generate outcomes 
that may be unintended – in other words demeaning its ability to support user in 
thinking about the unthinkable. 
 
 238 
10.2 Module 2.2 
 
 
 
Figure: 10.8 Module 2.2 
 
This last section is introduced mainly to identify where MA might travel to in the 
future – it is not a definitive shopping list. Its inclusion here, under Module 2.2, is to 
present a statement of intent describing where MA may be heading over the next 2 
to 3 years – and provides as such a window on potential future research. 
 
Short-term  (To Autumn 2016) 
 Mac version of stand-alone product 
 Visual and feature compatibility between all versions (on-line/off-line) – thus 
providing a seamless user experience 
 
 Medium term (To mid 2017) 
 Linked Parameter Reconciliation (LPR) – to permit handling of very large 
parameter (problem space configuration) sets 
 Morphological Distance. A second stage filter to reduce large numbers of 
viable configurations 
 Collaborative methods: Allowing imports of individual team member input 
from remote locations (via software and new processes) – acknowledging 
constraints of different  group sizes upon the decision process 
 User education and training to provide process and software plus facilitation 
(to include off and on-line training, user manuals and method accreditation).  
 
Long term (From mid- 2017 onwards. 
 Lay the foundations for broadening the market for sophisticated decision 
support systems using Web 3.0  technologies by creating an automated early 
Research?Approach?
Phases
Timeline Status Software
Process?
Development
Cases/Testing
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phase decision support systems and harnessing global data resources to a  
global user base 
 Development of SaaS (Software as a Service) based access.  
 
Conclusions 
The author sees the future challenges of MA being less technical per se but more in 
the ability to harness collaborative opinion in all its forms, whether that be from 
remote small teams of experts or from “crowd sourcing” and data mining. The 
immediate challenge is to develop processes, which allow for a less painful and 
faster means of generating problem spaces and avoiding the “ennui” brought on by 
having to carry out large CCA exercises. 
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CHAPTER 11 – A TYPOLOGY OF MORPHOLOGICAL ANALYSIS BASED ON 
CORE STREAMS AND SEGMENTATION 
Chapter contents 
To counteract arguments that MA is overly generic, this chapter presents a logical 
yet simple typology as to how MA can be applied across three core, yet overlapping 
streams. This is accompanied by a further typological breakdown based on user and 
application segmentation. The chapter begins with an examination of previous 
attempts (of which there are regrettably few) to classify MA into different 
application categories. Whilst some demarcation is intuitively identifiable, the 
existing contributors acknowledge that no formal classification has been proposed 
and where a mix of classification types from academic disciplines, organisation 
sectors and issue-based applications have been put forward. This chapter thus 
introduces three core streams, Ideation and Technological Forecasting, Foresight and 
Scenario Planning and finally Systems Uncertainties. The rationale for such a division 
is explored in detail with reference to earlier studies for these three streams.  
 
The streams themselves reflect definable epistemological segments. It was 
considered however, that in order to confront users’ concerns as to how MA was 
relevant to their specific functional and operational domains, it was necessary to 
identify other ways of classification or segmentation, to reflect the practitioner 
environment. To be effective, the MA models need to be applicable and have 
purpose from the user standpoint. Building upon the three core streams, the nature 
of segmentation itself is presented, noticeably from a market/client point of view. 
The rest of the chapter presents a detailed segmentation structure, in addition to 
the three streams, based on organisation profile, industrial code sector classification 
(SIC) and issue based topics. Finally, the software supported model developed as a 
result of the research programme, is itself used to illustrate how the method can be 
used as a strategic management tool in determining what segmentation variables, 
(or configuration components), work best depending on what strategic drivers are 
selected. 
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11.1 Part 1 Core Streams 
In chapter 4 the term Morphological Analysis (MA) was introduced, defined and 
explained in generic terms. Yet, whilst the generic nature of the method opens a 
wide range of areas where it can be applied, this can promote confusion and 
uncertainty amongst actual and potential practitioners. Empirical research carried 
out by the author and consultant associates has indicated that many practitioners in 
functional and operational domains, struggle to translate the conceptual aspects of 
the morphological approach to their particular discipline and needs. Numerous 
introductory presentations have ended with comments from the prospective client 
such as “how does this affect my problem?” or “how can I use this in relation to my 
organisation?” This represents a disconnect between an epistemological 
interpretation, as defined by a typology based approach, and a more applied 
representation through a segment analysis approach. Indeed this issue is one of a 
number of barriers impacting a broader uptake of the method by the practitioner 
community. Chapter 6 addressed these concerns in more detail.  
 
What can be termed as “generic isolation”, is not restricted to MA but is a 
characteristic  (and thus a constraint) of many methods within the problem 
structuring and soft-systems approaches as highlighted in chapter 6.  
 
For MA to be seen as a method relevant to a broad range of diverse problems and 
practitioner backgrounds, it would be served best by introducing a more structured 
approach and identify specific areas where it can be applied. The three core 
typological stream approach is followed by a more detailed analysis based on market 
sector and issue defined segmentation. In this latter breakdown, 
business/organisation sectors and contextual issues are used as criteria to target 
those areas which the practitioner community can identify with. 
 
Two recent attempts have been made to identify and classify how MA has been 
used. Voros (2009) breaks down the method into three lineages albeit relating to the 
Futures domain. The first he ascribes to Zwicky as being a method for generating 
innovative ideas. Linked to this approach is a futures element as used through its 
 242 
application in the area of technological forecasting and has been used by Janstch and 
Ayres. Secondly he makes a case for a “Futures” classification as developed by Rhyne 
and Coyle, under the rubric of Field Anomaly Relaxation (FAR), and to some extent 
Godet with his “La prospective/Foresight” interpretation. Finally he identifies a more 
generalized position as adopted by Ritchey. 
 
Ritchey himself makes it clear in his considerable body of work 
(www.swemorph.com) that, although his generalized interpretation as to how MA 
can be applied as a generic method, no classification of the various areas of study 
has been made, (Ritchey uses the term General Morphological Analysis). In the 
previous chapter Ritchey’s recent white paper (2015) was referred to and where he 
identifies some 8 different categories where MA has been applied. For reasons of 
continuity these categories are referred to again, thus:  
1. Engineering and Product Design 
2. General design theory and architecture 
3. Futures studies and scenario development  
4. Technology foresight/technological forecasting  
5. Management science, policy analysis and organisational design 
6. Security, safety and defence studies 
7. Creativity, innovation and knowledge management 
8. Modelling theory, OR methods and MA itself  
 
This listing, although providing a useful insight into various applications, does mix 
the “lineage” approach of Voros with a sector and issue-based classification. Thus for 
example, category 3 - Futures studies and scenario development, – fits well with one 
of Voros’ categories (the Rhyne, Coyle and Godet lineage). Category 4, Technology 
foresight/technological forecasting  – could fit into the former category or within an 
“Ideation” cluster comprising of items 1,2 and 7. The balance of categories, 5,6,8, 
management science, policy analysis and organisational design, security, safety and 
defence studies, and modelling theory, OR methods and MA respectively, could be 
clustered into a third category. Ritchey has made numerous presentations and 
publications relating to “wicked problems”, such as "Wicked Problems. Structuring 
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Social Messes with Morphological Analysis". (Adapted from a lecture given at the 
Royal Institute of Technology in Stockholm, 2004), as well as his 2011 book entitled 
“Wicked Problems/Social Messes: Decision Support - Modelling with Morphological 
Analysis”. Springer: Berlin). 
 
Both Voros and Ritchey provide useful input into forming a more concise structure 
and to how MA can be applied, and presented to the practitioner community. 
 
The thesis author has adopted a two-tier scheme – the first adopts a more 
epistemological approach whereby MA can be seen as having applications in three 
core streams. The latter part of the chapter examines in detail how MA can be 
segmented further, in response to individual market segments and user interest 
profiles. 
 
The three streams identified are not discrete entities but overlap (see Figure: 11.1 
below). This identification of core streams is key if MA is to move beyond the 
constraint of the generic, to being a method with the flexibility of being adopted as a 
means of addressing different problem areas.  
 
The three core streams proposed are as follows: 
 Ideation* and Technological Forecasting  
 Foresight and Scenario Planning (also know as Futures) 
 Systems Uncertainties (also known as “wicked problems” or “messes”) 
 
The rationale for this breakdown is as follows. 
 
* Ideation – the formation of ideas  
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Figure: 11.1 Core MA Streams 
 
11.2 Ideation & Technological Forecasting 
Why cluster Ideation in the same stream as Technological Forecasting (T-F) and not 
within the second stream “Foresight and Scenario Planning”? 
 
The rationale for placing it in a separate stream is three-fold. 
 The two major areas where MA was initially applied were in creativity, 
innovation and technological forecasting (T-F). The term “ideation” is loosely 
used to reflect the former two categories. 
 The second is that much of the early work where MA was introduced was 
during a defined period, namely the 1940’s to 1980’s in those areas indicated 
above: (Zwicky, Janstsch, Ayres, Wills, Arnfield, Ropohl, Martino and Majaro – 
see endnote references).  
 Thirdly, and offering the best argument for integrating T-F with the Ideation 
stream, is that, in simple terms, Technological Forecasting can be interpreted 
as “Ideation with a Time Dimension”.  
 
Ideation & 
Technological 
Forecasting (A)
Systems 
Uncertaintie
s(C) 
Foresight 
and 
Scenario 
Planning (B)
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Essentially this stream is characterized by the realization that the problem 
parameters and states relate to specific components, processes, and cognitive ideas 
and which in many cases can be physically realized. They can also be more 
conceptual in nature than those issues falling into the remit of foresight analysts. 
The latter will adopt a more holistic approach when examining a system and where 
behavioural factors can impact not so much the functionality of a product or 
technology but how such technology might be used some time in a range of futures. 
This argument however re-enforces the observation that neither the Ideation/T-F 
stream nor the Foresight/Scenario Planning stream should be used discretely and in 
isolation – there will be significant overlap. 
 
Whilst we have seen that the morphological approach was introduced by Zwicky in 
the 1930’s and subsequently developed by him through the 40’s, to the 60’s, (Zwicky 
1947, 1948, 1969) it allowed him to identify new ideas and innovations, notably in 
aerospace applications and astrophysics. In 1962 Myron Allen produced a strange 
tome called “Morphological Creativity – The Miracle of Your Hidden Brain Power” 
(Allen 1962), in effect an early example of a self-help book, albeit the emphasis was 
on producing new and innovative ideas. Somewhat later, Majaro in “The Creative 
Gap” dedicated a chapter to MA, stating that:  
“Of all the techniques I have studied or used over the years, I find that this method is 
not only a prolific source of ideas but is a most stimulating aid to broadening 
people’s horizons and forcing them to think laterally”. (Majaro S. 1988 p.173). 
From the mid-sixties onwards the mix of idea generation and technical application 
that afforded MA, attracted a new breed of academic and researcher, in the domain 
of Technological Forecasting. The 60’s and 70’s saw major publications which 
identified and expounded MA as being of great significance within the broader field 
of Technological Forecasting, notably Jantsch in 1967 in a major report for the OECD 
(1967), Ayres (1969), in a key primer on the topic and a spate of others around the 
period including Bridgewater (1969 in Arnfield ed.), Wills (1972), Ropohl (1973 in 
Blohn & Steinbuch eds.), and Martino (1983). 
 
11.3 Foresight and Scenario Planning 
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Foresight has been a well established discipline for a number of decades. In part it 
has US roots, based on experiences in the technological forecasting tradition in 
defence and aerospace during the 1940s and 1950s and in part from European 
experiences in dealing with major societal issues from the 1960s and 1970s. The 
evolving globalization and importance of science and technology for both 
commercial organisations and national economies from the 1980’s onwards, helped 
to set the stage for increased priority setting in science and technology and in 
suggesting different strategic options in the short, medium and long term. Today, 
foresight is extensively used in national, regional, and global situations, in science, 
technology and innovation policy making. Foresight is also used in firms and 
industrial sectors in relation to strategic planning, innovation management, early 
warning, and the identification of weak signals. In addition foresight is used in 
international organisations such as the European Union, the International Energy 
Agency and the Intergovernmental Panel on Climate Change. Consequently, 
foresight and similar prospective approaches to technology analysis and strategic 
intelligence are increasingly relevant in areas of technology and engineering such as: 
Science, technology and innovation policy; Strategic planning of science and 
technology; Product development; R&D Management; Design Engineering; Urban 
and municipal challenges amongst others.  
 
Although not specifically identified by Zwicky, it was the work of technologists such 
as Janstch and Ayres and others in the 60’s and 70’s, which helped to expand how 
MA might be applied to technological futures. Albeit working independently, and 
unknown to each other, this provided the opportunity to apply the morphological 
approach to a wider area of problem structuring to include scenario planning – as 
interpreted by Rhyne, Coyle, Godet and more latterly, Ritchey.  
 
11.4 Systems Uncertainties 
The term “systems uncertainties” embraces two main areas where MA has been 
engaged – Rittel and Weber in the late 60’s/early 70’s with their concept of “wicked 
problems” and contemporaneously the term “messes” used by Russell Ackoff. More 
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lately the term Systems Uncertainties (introduced by Funtowicz and Ravetz) has 
been used to encapsulate both sentiments.  
 
Chapter 2 provided an extensive description of the term “wicked problem” and allied 
terminology. This paragraph provides a brief re-cap of its meaning. Rittel and 
Webber (1973) are given the credit for coining the term “wicked problem”. It was 
originally used amongst the urban and systems planning fraternity to describe 
intractable problems which were deemed to be non-quantifiable, highly complex, 
multidimensional and where any attempt to solve one aspect of the problem created 
unintended consequences elsewhere in the system. Rittel and Webber identified 10 
characteristics of  “wicked problems”. Conklin (2006) described an abbreviated form 
as consisting of 6 main characteristics.  Other systems scientists such as Russell 
Ackoff (1974) and Nelson (1974) at about the same time came up with similar 
approaches using different terminology. Ackoff used the term “mess” to describe 
what in effect is a “wicked problem” and “puzzle” to describe tame problems. These 
ideas challenged traditional causal thinking especially within the Operational 
Research (OR) sector where the purpose of the discipline was deemed to seek 
“optimization”. With wicked problems and messes there are NO solutions – and in 
its purest form such problems cannot be solved; only mitigated. 
 
In recent years the term “wicked problem” has been re-discovered (notably after the 
financial crash of 2008) and today the blogosphere, particularly of US origin, is full of 
references to wicked problems (Google alerts average 1 a day). However too many 
of these views claim to be able to “solve” a wicked problem – whereas under the 
strict interpretation it cannot be done - (one suspects the word ‘solve’ is used as a 
panacea for management and policy makers who cannot accept the concept of non-
solvability – it is too negative a concept to embrace). 
 
The author proposes a less “colloquial” expression to describe problems of this 
category in a more holistic and system-based manner – “systems uncertainties”, as 
developed in the early 1990’s by Funtowicz and Ravetz (1993, 1994). It sits 
comfortably alongside the concept of “wicked problems”, when describing a third 
 248 
application stream for MA. Funtowicz and Ravetz introduced a more contemporary 
dialogue as to the uses and abuses of the scientific method and its ability to address 
“uncertainties”.  
 
They put forward a conceptual approach to problem solving, especially where the 
issues in a global environment are complex; the problem being characterized as one 
“where facts are uncertain, values are in dispute, stakes are high, and decisions 
urgent”.(Funtowicz  S. & Ravetz J. 1994 p.1881). Such an interpretation is readily 
comparable with that of “wicked problems” and “messes”. They employed the 
expression “systems uncertainties”, which they interpreted as meaning a problem is 
less concerned with the; 
 “discovery of a particular fact (as in traditional research), but with the 
comprehension or management of a reality that has irreducible complexities or 
uncertainties” (Funtowicz  s. & Ravetz J. 1994 p.1882).  
Their use of the term “decision stakes” refers to “all the various cost, benefits, and 
value commitments that are involved in the issue through the various stakeholders”. 
The reference to stakeholder involvement as being a component within a system, 
helps to align it with characteristics of a wicked problem/mess. Indeed their 
statement that; 
 “the task is to choose the appropriate kinds of problem-solving strategies for each 
particular case” (1993), sounds remarkably similar to two of the criteria for a “wicked 
problem”, uniqueness and novelty and every solution being a ‘one-shot operation’. 
They go on to state that “systems uncertainties” can be interpreted as meaning a 
problem is less concerned with the “discovery of a particular fact (as in traditional 
research), but with the comprehension or management of a reality that has 
irreducible complexities or uncertainties”. These new problems are characteristic of 
‘complex systems.’ where they involve interrelated subsystems at a variety of 
scale levels and of a variety of kinds. 
 
Again through this interpretation, we see a common thread between this concept 
and that of “problem structuring”, of which MA has been identified as suitable 
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method of engagement. The argument for using the term “systems uncertainties” as 
a valid title and descriptor for the third core stream, can be summarised in 
Funtowicz and Ravetz”s (1993) own words as follow: 
“Nor can uncertainty be banished, but good quality can be achieved by its proper 
management. The interaction of systems uncertainties and decision stakes can be 
used to provide guidance for the choice of appropriate problem solving strategies. 
When either or both are high, then mission-oriented applied science and client-
serving professional consultancy are not adequate in themselves, and an issue-driven 
post-normal science is necessary. Just as in cases with ethical complexities (as in 
biomedical science) there must be an “extended peer community”, including all 
stakeholders in the dialogue, for evaluating quality of scientific information in the 
policy process”.  
Funtowicz and Ravetz represented their ideas in a schematic diagram (below), 
identifying uncertainty and decision stakes as having opposing attributes: 
 
Figure: 11.2 Systems Uncertainties (Funtowicz S. & Ravetz J. 1993) 
 
Using the two axes, ‘systems uncertainties.’ and ‘decision stakes’, Funtowicz and 
Ravetz argue that where both axes are at the low end we are in the realm of 
‘normal.’, or safe Applied Science, and where expertise is fully effective. When either 
is medium, then the application of routine techniques is not enough; skill, and 
judgement, are required. This they say is the realm of is Professional Consultancy 
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such as a surgeon or senior engineer. Here, the creative element is more an exercise 
in design than the discovery of facts. They state that modern society depends on 
armies of ‘applied scientists.’ pushing forward the frontiers of knowledge and 
technique, with the professionals performing leading roles in technical and policy 
matters. 
 
More recently they claim that even the skills of professionals are not always 
adequate for the solution of science-related policy issues. When risks cannot be 
quantified, or when possible damage is irreversible, then we are out of the range of 
competence of traditional sorts of expertise and traditional problem-solving 
methodologies in the area they call Post Normal Science (where both decision stakes 
and systems uncertainties are high. Funtowicz and Ravetz argue that:  
“This feature reflects the fact that if in some policy process the decision stakes are 
very high (as when an institution is seriously threatened by a proposed policy) then a 
defensive strategy will involve challenging every step of a scientific argument, even if 
the systems uncertainties are actually quite small”. The term ‘post-normal.’ provides 
a contrast to two sorts of ‘normality’. One is the picture of research science as 
‘normally’ consisting of puzzle solving within the framework of an unquestioned and 
unquestionable ‘paradigm’, in the theory of Kuhn (1962). Another is the assumption 
that the policy context is still ‘normal’, in that such routine puzzle solving by experts 
provides an adequate knowledge base for decision-making. The great lesson of 
recent years is that this assumption no longer holds”. ( Funtowicz S.O. and Ravetz J.R.  
(2003): “Post-Normal Science”, International Society for Ecological Economics. 
Internet Encyclopaedia of Ecological Economics).  
They go on to provide an example of passenger transport which had traditionally 
been seen as a basic engineering problem of maximising mobility, subject to the 
constraints of optimising costs and safety. Now transport technologies and policies 
are strongly influenced by environmental considerations of many sorts, including 
concerns about sustainability. 
 
Again the references above to puzzle solving places their position firmly in the same 
domain as of systems scientists such as Ackoff – and to arguments put forward by 
Rittel and Webber. The term “Systems Uncertainties” can be seen therefore as a 
concept characterising a method of enquiry embracing these earlier ideas and as a 
less emotional (than wicked problem or mess) expression of the relevance of MA as 
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a viable PSM under conditions of uncertainty, complexity and interconnectivity. 
 
11.5 Discrete and Overlapping applications 
As seen in the Venn diagram (Figure 11.1), the three main streams can operate 
within both discrete boundaries AND overlapping boundaries. Below are examples of 
how MA can be applied, not only to the three main discrete streams but to those 
areas where the streams overlap. The examples provided are a mix of actual 
projects, which have been undertaken by practitioners (including by the author) and 
hypothetical topics suitable to being addressed by the MA approach. 
 Ideation & Technological Forecasting (A) 
 Foresight & Scenario Planning (B) 
 Systems Uncertainties (C) 
 
Or to a number of overlapping streams: 
 A+B - Ideation and Foresight  
 A+C - Ideation and Systems Uncertainties 
 B+C - Foresight and Systems Uncertainties 
 A+B+C – Ideation, Foresight and Systems Uncertainties 
 
Examples of problems which can be addressed across these seven variants include: 
 (A): Ideation & Technological Forecasting – Development of new types of 
combustion engines, jet engines, electrical torque devices (after Ayres), 
concept design for a new vacuum cleaner, etc. 
 (B): Foresight & Scenario Planning – Projecting alternative, contingent, 
regional and national futures (Rhyne & Duczynski 2008) such as the quality 
and nature of political integration, identifying weak signals relating to various 
technologies, criteria for military engagement in large urban conurbations in 
2035. 
 (C): Systems Uncertainties – How to develop policy to combat social 
exclusion, integrating organisations post merger or acquisition, how to 
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embed diversity practices within an organisation, immigration and 
integration. 
 (A+B):Ideation and Foresight – How to develop a product which can be 
updated on a modular basis to reflect changing technological capabilities 
over the next 10 years, of bio-mimicry and its future impact. 
 (A+C): Ideation and Systems Uncertainties – how will humans adapt to and 
control technological advancement in artificial intelligence?, how will 
innovations in social media impact human behaviour and social responses? 
 (B+C): Foresight and Systems Uncertainties – what are future options for the 
role of the state? What are the dangers of an over concentration of power in 
the hands of media conglomerates? 
 (A+B+C): Ideation, Foresight and Systems Uncertainties – what might be the 
unintended consequences on privacy of the “internet of things” by 2030 and 
Long-Term Policy Analysis (LTPA) (Lempert et al. 2003). 
 
11.6 Part 2: A Segmentation approach 
As illustrated in the Venn diagrams the three core streams can operate either as 
discrete streams or with some degree of overlap. This basic sub-division may not be 
enough to convince practitioners that MA is of relevance to their business or 
organisation sector, nor to their particular functional domain, nor to trans-
disciplinary issues that may arise.  
 
For these reasons a more detailed segmentation exercise needs to be carried out so 
that potential end users can identify more readily with the method in relation to 
their particular work environment boundaries. How can the principles of 
segmentation be applied to MA so as to make the method more relevant to 
practitioners? This is explained in relation to that area where segmentation analysis 
has been historically entrenched as a classification method – marketing. 
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The rest of the chapter presents a detailed segmentation structure, including the 3 
core streams identified above based on organisation profile, industrial code sector 
classification (SIC) and finally issue based topics. 
 
11.7 Principles of Segmentation 
According to Kotler (1972), a leading marketing theoretician, 
“Market segmentation is the sub-dividing of a market into homogenous subsets of 
customers, where any subset may conceivably be selected as a market target to be 
reached with a distinct marketing mix.” (Kotler P. 1972 p.166). 
The terms “Market” and “marketing” can easily be substituted for “User base”, - the 
power of the concept being that specific markets, or user clusters, can be targeted 
according to their specific sector interests rather than via a mass, generic, offering. 
Pertinently, Kotler goes on to say that the segmentation process allows for the 
“seller”,( i.e. the method proponent), to make finer adjustments so as to broaden 
the appeal to a wide variety of potential users. It will of course be incumbent on the 
method developer, to not only identify core user segments, but provide segment 
examples and templates to these users so that they can readily identify how the 
method relates to their area of interest. 
 
Segmentation can come in a number of forms; Kotler identifies numerous types such 
as geographic, demographic, psychographic, benefit, volume, marketing-factor, and 
product-space segmentation. There are many different ways to “cut the cake”, the 
danger being however, that over-segmentation can cause “analysis paralysis”, thus 
reducing the efficacy of the method. 
 
11.8 Key segments for MA application purposes 
Whilst such a 3-stream breakdown may be useful for methodologists, it is limited 
and offers few pointers for the practitioner wishing to relate MA to his/her specific 
domain of operation or business sector. 
 
On page 3 of this chapter Alvarez’s and Ritchey’s 8 category breakdown has already 
been highlighted. They go on to admit that their classification was not developed 
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according to any deeper theoretical considerations being: 
 “mainly based on two decades of working with GMA in different contexts. Its aim is 
to provide an intuitive overview of how and for what purpose GMA has been/can be 
applied, rather than attempting to formulate a strict taxonomy” (Alvarez  A. & 
Ritchey T. 2015 p.2). 
 Indeed, this is a set of clusters rather than a formal attempt at a segmentation 
exercise, and reflects an evidence base of published documents. It is a historical 
record of where MA has been applied rather than where it can be applied according 
to its methodological suitability in addressing problem areas. 
 
The approach adopted in this paper is different to that identified by Alvarez and 
Ritchey, being of a more formal structured profile. Beneath each of the 3 core 
streams two main sub-categories or segments operate:  
 
Sector based 
Issue based 
 
1. Sector based. Potential sector based applications in turn can be broken down 
into further definable segments. These categories are: 
 Generic sectors – Public, Private, and 3rd Sector (NGO, Charities etc) 
 Standard Industry Code (SIC) sectors such as engineering, chemical 
manufacture etc. This identifies what “industry” category the practitioner 
operates in and can compare performance against other establishments in 
the same sector and sub-sector – the procedure being termed 
“benchmarking”. At its most basic level the economy can be broken down 
into four main sectors: 
o Primary; which includes the agricultural and extractive industries. The 
Primary sector is represented by 3 main SIC Code groups and sub categories 
(in parenthesis): A - Agriculture, Hunting & Forestry (14), B - Fishing(2), C – 
Mining & Quarrying (16). 
o Secondary; The sector is represented by 3 main groups and their sub-groups; 
D – Manufacturing (14 ) categories and some 242 sub-groups, E – Electricity, 
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Gas and Water Supply (Utilities) with 7 sub-groups, F – Construction with 17 
sub-groups. 
o Tertiary; With the following breakdown: G – Wholesale trade, Retail trade, 
Repair divided into 79 sub-groups, H – Hotels and Restaurants divided into 8 
sub-groups, I – Transport, Storage and Communications divided into 21 sub-
groups. 
o Quaternary*; Includes the finance, insurance, real estate and business 
services as well as public administration. Quaternary sector activities are 
defined as: J – Financial Intermediation (12 sub-groups), K – Real Estate, 
Renting and Business (40 sub-groups), L – Public Administration and Defence 
(10 sub-groups), M – Education (6 sub-groups), N – Health and Social Work (7 
sub-groups), O – Other Social and Personal Services (30 sub-groups), P -
Private Households with Employees (P) and Q - Extra-Territorial 
Organisations. * The term Quaternary** is a fairly new sector classification and reflects the 
growing importance and influence of the service economy in post-industrialised  economies.  
 
There are over 500 sub classifications in the SI Code. Whilst it is certainly possible 
that all such sectors may have problems which MA could help mitigate, for practical 
reasons further segmentation analysis will highlight just a selection of sectors.  
 
1. Issue-based 
The inclusion of this form of classification is pertinent in view of the ability of 
MA to address problems at the uncertain end of the uncertainty/risk 
spectrum. Issues may apply universally across different organisations or they 
may be specific to a single sector. Issues affecting an organisation can be 
open-ended, but typically the MA method is suitable when addressing stream 
3 problem types – systems uncertainties or wicked problems and often 
includes policy formulation. The Venn diagram indicates that such issues also 
impact those streams where the problem is primarily of an Ideation or 
Futures nature. Issue based problems thus can and do impact across 
organisation and core stream boundaries. Typical examples of issue-based 
topics might include (amongst others): 
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 Global terrorism and radicalization 
 Global warming 
 Corporate Governance and CSR (Corporate Social Responsibility) 
 Diversity 
 Delinquency and Social Exclusion 
 Cyber Security 
 Privacy in a digital age 
 Remuneration policy 
 Health service policy 
 
Issue-based problems can be both universal to all organisations or sector specific, 
such as the issue of remuneration in the finance sector. 
 
11.9 Using Segmentation to present an application morphology for MA 
Segmentation exercises and MA are both representative forms of a typological 
classification, using typologies to help structure physical and abstract phenomena. 
Morphological Analysis can therefore be used, not just to structure a market 
segment profile, but to turn the segmented model into a dynamic strategic tool to 
support decision making when confronted with such a multi-component profile.  
 
By way of an example a simplified segmentation structure was set up using a MA 
framework. Apart from the value of identifying key segments as a means of knowing 
what user segments to address, MA helps to pinpoint where the method can best be 
applied. A simple 4-parameter matrix is used to reflect the main identifiable 
dimensions to reflect the “segment landscape”; (remember that a 2-dimensional 
graphic such as a pie or bar chart is insufficient to reflect the complexity being 
addressed). 
The rest of the chapter presents a typical template that can be generated to 
represent a segmentation structure, including the 3 core streams identified above, 
the organisation profile, industrial code sector classification (SIC), and finally issue 
based topics. The four categories are used as parameters, each parameter being 
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broken down into a series of different states to present a classic morphological 
problem space whilst still reflecting a classic market segmentation character. This 
problem space matrix thus represents a landscape of segments where MA can be 
applied. By way of example, a Cross Consistency Assessment (CCA) exercise was 
carried out and a solution space compiled. The initial segmentation landscape in the 
example generates 882 possible configurations. Post CCA compilation, this is 
reduced to some 285 viable solutions for further analysis. Using the prototype 
version of MA software developed in the earlier stages of the research programme, 
the reader is presented with screen examples of how different input options can 
identify different, but viable, segment configurations and thus help develop 
preferred strategies to handle problems. 
 
Example of a MA segmented problem space: 
 
 
Figure: 11.3  Problem Space Example 
 
The 4 parameters problem space yields 882 potential configurations (or market 
strategy options). It should be pointed out that for the purposes of this illustrative 
example, the number of states within each of the parameters has been limited. For 
example parameters 3 and 4 in the figure above can be expanded across all the main 
(16) SIC categories, (apart from the sub categories of over 500), whilst the Issue 
based categories could be expanded to a multitude of items, a small selection of 
which are presented here. 
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Following a (subjective) CCA exercise whereby logical inconsistences were identified, 
the problem space configurations were reduced on compilation of the completed 
CCA matrix, by some 68% to a solution space of viable options comprising of 285 
internally consistent outcomes. 
 
 
 
Figure: 11.4 Example of Solution Space Matrix 
 
Using the MA process, options can be presented to illustrate the variety of 
multivariate “segments” where MA can be applied. One of the key outcomes of this 
exercise during the research phase, was to stress the importance of presenting the 
model, not only from a generic standpoint, but by the integration of a sector/issue 
specialisms, to translate the benefits of the method to the end user. The model is 
now ready for the analyst to seek out various viable options. 
 
Further examples of how the MA method can offer decision support insights are 
presented as follows. The examples illustrate the flexibility of the method in that any 
state within any parameter can be used as an input: 
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Figure: 11.5 Example of selected scenarios with one (red) input 
 
Thus, if wanting to identify those options available in relation to “Ideation/T-F” 
problems, the model generates 36 potential options to pursue (Figure 11.5 above). If 
we wish to refine the strategy further by identifying options when targeting Major 
Corporates, viable options reduce to 12. Thus if a strategy based on using an 
Ideation/T-F approach within a major corporate (both as inputs), is selected (as in 
Figure 11.6 below), then the only issue based topics where this would apply would 
be in cyber security and environmental issues, albeit applicable across most 
industrial sectors. (It should be noted of course that these outputs are based on a 
single person’s subjective point of view. Better results are likely to result when the 
CCA matrix is assessed by different sets of stakeholders). 
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Figure: 11.6 Example of Scenario options with two (red) inputs 
 
Alternatively, if the main strategy driver is issue-based then the following alternative 
options are presented. For example in Figure: 11.7 below, if “Remuneration” is the 
basis of the focus question, then the options are: 
 
 
 
Figure: 11.7 Example of model using any cell as an input (red) 
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Whereas should “Social Exclusion” be the main area of concern as an issue (Figure: 
11.8) , the model generates the following scenarios: 
 
 
Figure: 11.8 Alternative scenarios based on different selection of Issue based cell. 
 
Using two parameter states as input e.g. the user is in the 
Engineering/Manufacturing sector, (under Sample SICs), and is interested in 
exploring diversity (under Issue Base), we see the configuration options reduce to 4 
(Figure: 11.9 below). 
 
Figure 11.9 Two input example 
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On the other hand, when selecting the Pharmaceutical  sector as a main input, the 
model generates 24 options as in Figure: 11.10 
 
 
Figure: 11.10 Example of different results for different option selection 
 
As shown in the above examples, it is not sufficient to portray segmentation as a two 
dimensional exercise, but by using MA, it can be presented as dynamic and multi-
dimensional and offer the user different options to explore. 
 
In the second half of this chapter, not only has it been shown that the application of 
segmentation principles can identify the key parameters of a problem, but that by 
applying MA to a segmentation exercise, viable strategic options can be short-listed 
and subsequently explored. This surely will help practitioners to identify those 
options where MA can be applied. 
 
Conclusions 
Drawing upon the material introduced in the previous chapter, this chapter has 
reviewed the various strands or lineages of morphological analysis, so as to mitigate 
the argument that the method is overly generic and which can cause ambivalence 
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concerning how and where the method can be applied. The classification of MA into 
three discrete yet overlapping schools or streams is aimed at making the method 
more accessible to a range of practitioners from different epistemological and 
practical application standpoints. Whilst other variants of morphological analysis 
have been majorly used by academics and to some extent practitioners, in the areas 
of biology, linguistics, astro-physics etc, the “generalized” form as presented by 
Zwicky, Ayres, Rhyne, Coyle,Godet and more latterly Ritchey, has tended to be seen 
as a general or rather generic approach which many practitioners have found  
difficult to relate to in their particular domain. Early on in the research programme 
users and potential users sought clarification from the author and his associates 
when introducing the method, as to the relevance of the method to the latter’s own 
sector and/or issue based problems. Hence it became apparent that any 
presentation of the method needed to address these concerns – best achieved via a 
formal application-based segmentation analysis.  
 
A morphology matrix representing the various major parameters and variables 
involved when establishing a typological representation was constructed. This 
showed  how and where the method can be used, integrating the key streams and 
market and issue segments. The resulting matrix not only illustrated the range and 
scope of MA but by applying the newly developed software it was demonstrated 
that computer supported MA could assist in identifying viable options for usage 
under multi-variable conditions. 
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PART 4.  MORPHOLOGICAL ANALYSIS AS AN IDEATION TOOL 
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CHAPTER 12: DESIGN, CREATIVITY AND INNOVATION – THE ROLE OF 
MA 
Chapter contents 
This chapter argues that MA, is not only an effective method when tackling complex 
problems, but is a most useful component within a design toolkit. The chapter begins 
by identifying the main elements across the design spectrum; creativity, innovation 
and the oft-neglected execution phase. Two core conditions that designers have to 
come to terms within this process are then explored. The first is, how can problems 
be categorized and which of these variants is the most problematical? The second 
condition addresses the nature of uncertainty when applied to the more intractable 
end of the problem scale. These issues are brought together in a “landscape” format. 
In response to these two conditions, we explore how MA and indeed other PSMs 
and DSMs methods can support decision-making and mitigate risk within the design 
discipline. A short overview of design related applications including live projects, 
case studies and papers, where design issues incorporating the use of MA case 
studies, follows. This acts as a precursor to a more detailed analysis and is returned 
to in chapter 13. Finally an argument is posited that the design process or system 
can benefit from an understanding of the business model for the designed item. This 
can impact downstream success or failure prior to the product being introduced to 
the end user. Early consideration of the business model (in all its variety) can redress 
some of the inherent uncertainties during the overall design process. 
 
Key elements of this chapter emanate from recently published work by the author 
under the title of  “Design as an Unstructured Problem: New Methods to Help 
Reduce Uncertainty—A Practitioner Perspective” in “Impact of Design Research on 
Industrial Practice: Tools, Technology and Training” edited by Amaresh Chakrabarti 
and Udo Lindemann, published by Springer, July 2015. 
 
Introduction 
At inception, much design activity is unstructured and as such, is faced with an array 
of uncertainties. If not addressed early enough these uncertainties can gestate into 
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undesirable outcomes, which the design team will find difficult to redress at later 
stages in the project – especially where there are resource constraints, such as time, 
money, and people. To militate against such circumstances occurring the design 
team has to understand both the nature of the problem facing it and the nature of 
the uncertainties contained within the problem space. These issues impact not just 
at the creative, early-stage of the project but across the design spectrum. 
 
12.1 Design and the Design Process  
Nelson and Stolterman (2012) state that: 
 “Design is the ability to imagine that-which- does-not-yet exist, to make it appear in 
concrete form as a new, purposeful addition to the real world” (Nelson H. & 
Stolterman E. 2012 p.12) 
 Whilst their book is a commendable addition to the literature of design thought, 
one can take issue with this interpretation as it could be perceived as being too 
restrictive – which I do not consider is Nelson and Stolterman’s intention. 
 
First of all it seems to imply that design is an activity resident largely in the creative 
space, as opposed to also being majorly present at the innovation stage (post 
creativity) which one could call “applied creativity”. Secondly the expression “in 
concrete form”, may imply that design is restricted to tangible artifacts as opposed 
to both tangible and intangible manifestations of design. Thirdly it appears to put 
forward a more holistic approach to design rather than an integrated holistic and 
reductionist approach. This third observation of the need towards 
holistic/reductionist integration is of importance if one accepts that design, 
continues its influence into the execution phase post innovation (Garvey & Childs 
2013). 
 
At the beginning of a new design project, a problem exists for the designer or the 
design team caused by uncertainty of outcome. Indeed the further away a design 
concept is from realisation as a finished item, the more it is prone to being impacted 
by uncertainty. 
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In the previous paragraph two crucial conditions relating to design evolution are 
highlighted – what is the nature of a problem (they are not all the same as discussed 
in chapter 2) and how to understand and address uncertainty? These two 
conditions are not just present at the initial creative stage of the process – creativity 
being seen as the first stage across the design spectrum – but in the subsequent 
stages namely, innovation and execution.  
 
This chapter explores the two core conditions (problem identification and 
uncertainty), under which the (early stage) design process operates, the 
understanding of which is vital, if design research is to support decision making in 
the practitioner domain. 
 
Garvey and Childs (2015) state that in its broadest sense, design,  
“...is multi-faceted and multi-dimensional, consisting of both the physical /technical 
(or functional) areas of design as well as factoring in behavioural and contextual 
responses to the designed object by users of the end product.” (Garvey B. & Childs P. 
2015 p.334). 
They identify further areas of specificity by stating, 
 “Physical design methods and the behavioural responses to such design (many of 
which are not quantifiable), is highly complex, exacerbated by high levels of 
interconnectivity. This is not just due to the variety of components that have to be 
considered in the design process (physical complexity), but to intangible factors 
inherent within the nature of individual and group behaviour in response to designed 
objects”. (Garvey B. & Childs P. 2015 p.334). 
In the particular domain of Design Research, Blessing and Chakrabarti (2009) indicate 
that such research should support the selection and application of methods and 
methodologies (the approach) in order to assist in turn, the development of more 
effective and efficient design research frameworks. 
 
12.2 Where do design interventions occur? 
Creativity – Innovation – Execution: Creativity is the thinking process that enables 
the generation of ideas, whereas “Innovation” is the practical application of such 
ideas towards meeting an organisation’s objectives in a more effective way Majaro 
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1988). Too often, these two terms have been used interchangeably, leading to 
confusion. They are distinct entities in their own right yet mutually dependent – one 
is not much use without the other. In the excitement to create and innovate, the all-
important “Execution” element is often neglected. Execution, and an organisation’s 
ability to provide a climate for change, (so that the outcomes of Creativity & 
Innovation processes can be smoothly integrated into broader organisational 
objectives and operations), are often in conflict (Nelson & Stolterman 2012): Hence, 
the need to align C&I with Execution (CIE). 
 
Design, due to different perceptions of how best to use resources in an operational 
environment, intervenes at all stages across this process. It is vitally important to 
acknowledge that design is not a linear process, but an asymmetric and symbiotic 
one. Whereas creativity is usually seen as the starting point for the design process – 
its efficacy is reduced if innovation is absent: the product or service remaining in a 
vacuum if the design has little relevance to functionality or purpose. In this state 
design is defined as being “style over substance” – its value being reduced to that of 
an artifact. 
 
Innovation on the other hand can mean that substance can override style (not 
always necessarily so), as the design matches the desired purpose as defined by 
users of the product. In this case we can state that substance overrides style; for 
example the low cost Ford Model T opened up the motor vehicle market through 
innovative manufacturing processes albeit it was not as beautiful as a very expensive 
Hispano-Suiza. Already the introduction of innovation can come into conflict with 
that intangible and highly subjective term, “style,”; has anybody really defined what 
“cool” means? 
 
Good design often involves a combination of creativity and innovation where each 
component mutually re-enforces and stretches their different intellectual, artistic 
and functional inputs, with innovation being the realisation of the ideas. In this 
instance the end design should be made up of both substance and style. 
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Yet substance and style can be all for nothing if a suitable business model to 
underpin execution of the designed product into the market place is not integrated 
into the design process. Indeed this aspect of the design equation is often 
overlooked. Both conceptual designers and academics, who tend to reside at the 
creative end of the spectrum, need to engage continuously with practitioners and of 
course end-users, operating at the innovation/execution end (and vice-versa), if the 
design outcome is to be commercially and functionally successful. Hence the 
acknowledgement of and the addition of execution to the design process – more so, 
as in many organisations, on-going operations, the here and now, can conflict with 
longer-term intangible activities such as innovation (Nelson & Stolterman 2012). 
 
12.3 Core conditions impacting the design space 
The section on Design and Design Process identified two conditional factors that 
have to be confronted very early on in the process: Determining what the nature of 
the problem is and secondly ascertaining the level of uncertainty which will 
accompany the project through its various stages. 
 
Failure to acknowledge the existence of these two factors can lead the design 
project down undesirable paths poorly defined not only at the outset but 
throughout the programme, undesirable outcomes can arise from the point of view 
of design acceptability by users for which a product or service was originally 
designed. It is all too easy to begin a project in the wrong place. 
 
12.4 Design as an unstructured problem 
Design is a discipline that embraces qualitative and quantitative methods, and has 
similarities with the discipline known as Operational Research (OR). However not all 
problems are the same in structure and have different inputs and outcomes – there 
is a dichotomy of problems (Rosenhead 1996). Design and OR have had to address 
similar issues and confront similar orthodoxies. 
 
In the last quarter of the last century traditional OR orthodoxy was challenged as it 
appeared to concentrate on tackling well-defined problems which could be 
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optimized. The standard techniques used assumptions based on relevant factors, 
constraints being established in advance and consensual. 
“Consistent with this, standard formulations of OR methodology (for example, 
formulate, model, test, solve, and implement) take as their foundation the possibility 
of a single uncontested representation of the problem situation under consideration 
............ Critics have generally recognized that OR practice has been considerably 
more diverse than this and in particular is far from dominated by considerations of 
optimality. They have argued, however, that the available tools and the accepted 
wisdom on methodology give scant guidance to analysts confronting less well 
behaved situations.” (Rosenhead J. 1996 p.118). 
The RAND Corporation's (2005) experience in the area of urban planning found that 
the traditional OR approach worked well where an organisation was structured in a 
tight hierarchy, few of its members were analytically sophisticated, the organisation 
performed a well-defined repetitive task generating reliable data; and there was a 
general consensus on priorities. Within such confines, the standard OR approach 
with an array of quantitative based methods can be effective. 
 
Many aspects of our highly interconnected and socially complex arrangements, in 
the absence of such analytic inputs, operate, if at all, only ineffectually or with 
unreasonable waste of effort. It is this concern that encourages and justifies the use 
of problem structuring methods. The RAND experience pointed to a dichotomy of 
problem situations with other commentators making similar observations: tame 
versus wicked problems (Rittel and Webber 1973 ), problems versus messes and 
puzzles (Ackoff 1974, 1981 ) and “moon ghetto problems (Nelson 1974). All these 
authors concluded that that the methods for problem handling appropriate to 
pacified conditions do not transfer to more turbulent and problematic situations 
Rosenhead 1996) - which can also be present in design problems. 
 
12.5 Uncertainty in design 
The transition from creativity to innovation to execution (CIE), can reflect a journey 
from uncertainty to risk. C&I are inherently characterised by high levels of 
uncertainty both in terms of the inputs into the creative process and the resulting 
outputs at the innovation stage. Uncertainty, as opposed to risk, significantly 
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reduces the efficacy of quantified methods with their inherent assumption of 
causality. It cannot be assumed that we know all the characteristics of an idea that 
will have a high probability of becoming a successful innovative application, as 
unintended outcomes are forever present. 
 
12.6 The Design Landscape 
Having identified a variety of components impacting design, these can be brought 
together in the following “landscape”table. How and where MA addresses the 
landscape components is covered in the following section. 
 
 
Figure: 12.1 Landscape 
 
The above table presents a holistic view in that whilst uncertainty and early stage 
creativity go hand in hand once the design has passed onto the innovation phase – 
similarly early stage innovation is equally subject to high levels of uncertainty – albeit 
that there may be “some” data available to assist the decision making process – 
hence the Risk cell. The transition from uncertainty to risk at the innovation stage is 
often occluded and therefore methods capable of addressing uncertainty as opposed 
to risk proper will still be an essential part of the designer’s toolkit. 
 
12.7 How can MA support the Creativity and Innovation process? 
12.7.1 Reducing the problem space into a solution space 
 One of the methods which fits our criteria for modelling uncertainty, especially 
when dealing with large amounts of intangible data (ever present in early stage 
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design), and can be updated and modified in real time, is computer enhanced MA. 
MA is an exploratory method and allows the designer to generate early on in the 
design process, large numbers of design profiles, based on multi-variable 
components. These profiles or configurations can be subsequently filtered down so 
that only internally consistent options can be evaluated and assessed for further 
analysis and development.  
 
The activity of early stage design as an unresolved and unstructured problem needs 
to work under conditions of exploratory creativity. MA allows this to take place. 
Apart from singling out the most important dimensions of specific problems, it also 
allows for the examination of all the relationships between them. It is an exploratory 
approach and attempts to identify opportunities (or possibilities) and allowing the 
user to “structure” a problem rather than solve it (and hence be classified as being a 
Problem Structuring Method). 
 
This method does not replace creative thinking but is a support tool that introduces 
structured means for developing and documenting, design alternatives, without 
confining them to human short-term memory limitations. It is particularly suitable to 
input by small groups of experts but who are “managed” by an independent 
facilitator to overcome overly subjective and single stakeholder points of view. This 
approach is of particular relevance for practitioners who often have to manage 
change within their organisations for a diverse array of stakeholders – some of 
whom may not have a design heritage (e.g. accountants). 
 
12.7.2 Applications 
Interpreting design in its widest sense – this form of the method has been used in a 
number of specific product design scenarios including army boots, future 
submersible systems, gas turbines, aerial surveillance and ground target systems  
(www.swemorph.com 2015). 
 
A number of exercises have taken place concerning organisation design and re- 
design and at a more generic level for policy design and evaluation. The author has 
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carried out research using such methods in the area of Safety Helmet Design, an 
earlier position paper already having been published (Garvey & Childs 2013),. A 
more recent paper by Childs and Garvey (2015) discusses the use of MA to tackle 
uncertainty at the design phase for a safety critical application. As discussed in 
chapters 5 & 11, MA has a long history of being applied to the ideation domain – 
core stream 1. 
 
12.8 Designing For Success  
Govindarajan and Trimble (2010), see that the greatest challenge to innovation is ex- 
ecution – due in part to the latter being seen as a given, (which it rarely is), and the 
other that execution is as much to do with meeting basic performance targets – 
whether financial or not. In order for there to be an effective transition from 
innovation to execution they identify a number of areas that challenge innovation 
myths, if innovation (along with creativity) is to lead to successful market 
acceptance. These issues include: 
 Do not assume that following the innovation process that execution will be 
simple (problems inherent of converting a prototype into production and 
TRLs). 
 Innovation initiatives of any significant scale require a formal and intentional 
commitment of resources – innovation doesn’t occur organically resource 
issues, money, equipment, skilled manpower). 
 Innovation is incompatible with on-going operations and cannot be 
embedded within an established organisation as it will come off second best 
when subject to short-term operational constraints - internal or external; (i.e. 
this point is in conflict with the Lean (Ries 2011) process where pivoting and 
repeated iterations are seen as essential stages to maintain impetus). 
 Innovation cannot be isolated from on-going operations and requires mutual 
engagement – maybe an upstream creative function can exist as a “skunk 
work” but innovation cannot – it is the precursor to execution and has to 
accept that it is responsible for a certain level of under- standing about the 
execution process, (organisation flexibility).  
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 Innovation needs to be carefully managed as it is more constrained by end 
user demands that manifest themselves at the execution stage (c.f. 
creativity).  However one key area that is often overlooked at the C&I phases 
– and can be crucial for execution success is the application of a business 
model that can enhance end user take up and is adopting the right ‘Business 
Model’.  Various definitions abound. A business model includes the 
components and functions of the business, as well as the revenues it 
generates and the expenses it incurs.  
 
12.9 Design, the User Experience and Business Models 
To stress the importance of an awareness of the business model the examples below 
highlight how quality products have been impacted by competitors having more 
marketable products, albeit that product design is of poorer technical quality. 
 
Anecdotal examples of acknowledged superior technology failing to capitalise on 
their technical design superiority due to business model deficiencies (aka Execution) 
include, amongst others, Betamax versus VHS , the lossless TIFF compression 
algorithm versus the lossy JPEG, the GUI superiority of the Apple operating system 
versus Microsoft (both taking powerful elements of Xerox – Palo Alto Research 
Centre – originated technology – which in turn failed to take advantage of, and 
adapt, its earlier xerographic business model) (Smith & Alexander 1999). Microsoft’s 
original business model was to offer not hardware but its MS-DOS software to third 
party equipment manufacturers (initially the IBM PC). This gave it the volume 
distribution edge over many of its proprietary combined hard/software rivals. 
Conversely we see that when product design technology excellence, when combined 
with an “innovative” business model the outcome for young organisations can be 
ground-breaking, as witnessed by the technologically advanced xerography in the 
late 50’s and early 60’s - i.e. plain paper printing and copying machines. Advanced 
most certainly, but it was the decision to sell what had generically been seen as a 
capital item through a basic rental and click-charge usage scheme that allowed Xerox 
to dominate the market for so many years, as the purchase sign-off was seen to be 
much lower than if the product had been sold on an outright sale basis thus 
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permitting astounding market penetration. Original market research forecasts 
estimated that the global market for such a product was just 20k units! 
 
The importance of the business model within the execution phase has been 
highlighted by Chesbrough and Rosenbloom (2002) , where they initially contrast 
how the business model concept differs from that of strategy, namely: 
“ a business model performs two important functions: it creates value, and it 
captures a portion of that value. It creates value by defining a series of activities from 
raw materials through to the final consumer that will yield a new product or service 
with value being added throughout the various activities. The business model 
captures value by establishing a unique resource, asset, or position within that series 
of activities, where the firm enjoys a competitive advantage.” (Chesbrough H. & 
Rosenbloom R 2002 p.5). 
Chesbrough and Rosenbloom identify some half dozen components of the business 
model; The Value Proposition, Market Segment, Value Chain Structure, Revenue 
Generation and Margins, Position in Value Network, and Competitive Strategy. From 
the designer’s point of view, the standout component is the Value Proposition – 
where the client problem is identified and how the product addresses the problem 
so that an assessment of the product value can be made from the client’s point of 
view. 
 
Design can address such issues by introducing modular design principles around a 
central core to allow the product offering to be altered according to different market 
segment needs (for example hand electric drills with add-on components for a 
variety of purposes and the earlier Xerox product range via refurbished upgrades 
using the same shell). Creativity and innovative design of products (and indeed 
services) need to address those implications of design which are able to embrace 
these components and in a way allowing for flexibility and adaptability as 
manufacturing resources allow and market circumstances change and evolve. Failure 
to do so can lead to major performance and market penetration risks when the time 
comes to execute. 
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Conclusions 
Many disciplines can obtain greater insight (as well as foresight) by engaging with 
other disciplines that often, at first glance have no apparent commonality. The 
potential benefits of such cross-fertilization have attracted numerous forms of 
description, such as symbiosis, serendipity – some of the new relationships and 
combinations come from structured methods other from unstructured ones. The 
approach in this chapter has been to illustrate a more structured approach when 
exploring both intangible problems and high levels of uncertainty when applied to 
the design domain. 
 
Design and in particular its problem facing branch, Design Research, can gain from 
an examination of methodologies, methods and frameworks used in other 
disciplines, such as Operations Research, and indeed vice-versa. 
The multi-criteria nature inherent across the Design/CIE spectrum is readily suited to 
the application of Problem Structuring Methods such as MA and other downstream 
methods such as AHP. Such method integration allows for the condensing of a great 
many ideas – generated at the creativity stage, then filtered down into a much 
smaller list of internally consistent outcomes. These can be then positioned into a 
preferred hierarchy (via Multi Criteria Decision Analysis or MCDA) prior to being 
assessed according to additional criteria which will enhance execution and end user 
acceptance. 
 
Such is the prevalence of “complexity” within the broader design process, that 
organisations and their design teams can be exposed to high levels of unintended 
consequences, particularly if “all relevant” factors concerning a decision are not 
addressed with suitable diligence. It can thus be argued that MA’s “totality research” 
approach, whereby complex and difficult problems can be expressed using both 
qualitative and quantitative input, means that it is an essential method for inclusion 
within a design research toolbox.  
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CHAPTER 13:  CAN DESIGN CONCEPTS AND MA BE INTEGRATED? 
Chapter contents 
The previous chapter addressed how MA’s exploratory approach enabled it to 
support creativity and innovation when early stage design was being undertaken, 
with its inherent unstructured nature. In addition the interface between design, 
creativity and uncertainty was explored. This chapter examines how MA is a method 
that sits well within the Design domain and a number of components (or drivers) 
that exist within the discipline. The relationship between four identified 
components, Design (& Conceptual Design), Design Thinking, Design Research and 
Design Methodologies, and MA is then examined with particular attention being 
given to the relationship between Design Thinking and Design Research and MA – 
and the rationale for including the latter within a Design Research portfolio of tools. 
 
Introduction 
In this chapter further analysis examines how the design discipline and it various 
components make it a discipline in harmony with PSMs and especially MA. Four 
design drivers are assessed: 
 Design itself (including Conceptual Design) 
 Design Thinking and how MA can support the process 
 Design Research  
 Design Methodologies – which asks the question “Are there specific design 
methodologies or are there generic methodologies that can be applied to 
design?” 
 
13.1 Design 
Design can be said to be multi faceted and multi-dimensional, consisting of both the 
physical/technical (or functional) areas of design. In addition one can factor in 
behavioural and contextual responses to a designed object by users of the end 
product. 
 
 Weber and Condoor(1998) state that; 
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“...there are difficulties identifying independent design functions and determining the 
synergistic compatibility of combining solution alternatives. The concept generation 
phase is an important stage of the product realization process” (Weber R. & Condoor 
S. 1998 p.1). 
It can be argued that a reductionist approach be used for many of the physical and 
functional aspects of a design – such as materials, structural integrity under stress, 
bio-mechanical response to external and internally generated stimuli. On the other 
hand, Design, inflected by contextual and behavioural considerations, is also open to 
a more holistic or systems approach. Often seen as two opposing epistemological 
approaches, both reductionism and holism can be accommodated and indeed 
integrated within a broader design system. 
 
Physical design methods and the behavioural responses to design (many of which 
are not quantifiable), are highly complex, exacerbated by high levels of 
interconnectivity. This is not just due to the variety of parameters that have to be 
considered in the design process (physical complexity), but to intangible factors 
inherent within the nature of individual and group behaviour in response to 
designed objects and systems. At the contextual/ behavioural level many of these 
factors are; inherently non-quantifiable, contain non-resolvable uncertainties, 
cannot be causally modelled or simulated in a meaningful way.  
 
With both tangible and intangible components, systemic design problems can be 
addressed by integrating a number of Problem Structuring Methods (PSMs). 
 
Design of an object, system or idea, can be seen as being a problem waiting to be 
structured: and as discussed in the previous chapter, at inception design is an 
‘unstructured problem’. Risks in the design process include the designer being 
overly prescriptive and subjective, at the initial conceptual phase of the process. A 
problem structuring approach throughout the process but particularly at project 
inception, can facilitate the design process by reducing the number of “blind alleys” 
the designer may be induced to follow. 
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The Design Council carried out a study (2007) to ascertain whether different 
designers manage the process of design in different ways. The study, based on 
eleven leading companies discovered that there were strong similarities in the 
design process and shared approaches among the designers they talked to. The 
Design Council mapped the process according to its own model developed in 2005 
via in-house research at the Council called, “The 'double diamond' design process 
model.” It was used to present a simple graphical way of describing the design 
process.  
 
 
                      
 
Figure: 13.1 Double diamond design process model (Design Council 2007) 
 
The model breaks down into four principal phases, Discover, Define, Develop and 
Deliver, and maps the divergent and convergent stages of the design process, 
showing the different modes of thinking that designers use.  
 
The Design Council states that while the companies in the study had different ways 
of managing their design processes, and though the terminology used differed from 
that of the double diamond model, there were some core stages within a design 
process that were common across the participating companies. These stages fitted in 
with the Council’s own model and phases as highlighted above. 
“Discover: The first quarter of the double diamond model shows the start of the 
project. This begins with an initial idea or inspiration, often sourced from a discovery 
phase in which user needs are identified. These include: Market research, User 
research, Managing information, and Design research groups.  
Define: The second quarter of the model represents the definition stage, in which 
 280 
interpretation and alignment of these needs to business objectives is achieved. Key 
activities during the Define stage are: Project development, Project management, 
and Project sign-off.  
Develop: The third quarter marks a period of development where design-led 
solutions are developed, iterated and tested within the company. Key activities and 
objectives during the Develop stage are: Multi-disciplinary working, Visual 
management, Development methods, and Testing.  
Deliver: The final quarter of the double diamond model represents the delivery stage, 
where the resulting product or service is finalised and launched in the relevant 
market. The key activities and objectives during this stage are: Final testing, approval 
and launch, Targets, evaluation and feedback loops” (Design Council: managing 
design in 11 global brands 2007 p.6-7).  
Whilst theoretically MA can be introduced to address problems at all four stages, its 
real primary contribution has to be at the “Discovery” stage. Although not 
mentioned specifically, it is here that most uncertainty resides and where methods 
such as MA can have the greatest impact in mitigating the risk of unintended 
consequences and shaping the problem from a mixed group of stakeholders – not 
just designers. 
 
13.1.1 Positioning Conceptual Design 
The very early phase environment of design can often be highly conceptual and 
contain major levels of uncertainty. It would appear that the application of MA, 
which operates in a common zone, is well suited to being used as a support for 
designers engaged at the conceptual part of the process. 
The statement by Jansson and Smith (1991) about conceptual design (CD), shows 
how MA is such a good fit, especially in the context of engineering design. Jansson 
and Smith state that: 
 “conceptual design is the process by which ideas are generated or configurations are 
created or selected” (Jansson D & Smith S. 1991 p.3).  
Such a process can be handled most efficiently by use of MA particularly where it 
requires the creation of the problem space made up of numerous parameters and 
states to generate potential multivariate configurations. Where Conceptual Design 
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 “ meets the specifications and constraints of an identified technological need,” 
(Jansson D & Smith S. 1991 p.3) 
 the cross-consistency part of the MA process, (CCA), allows the user to compile a 
smaller, yet viable set of solutions for additional downstream analysis.  
 
Jansson and Smith (1991) continue, affirming that CD is: 
 “a front-end process, occurring very early in the engineering design process, ideally 
following a clear definition of need” (Jansson D & Smith S. 1991 p.3). 
Again we see that MA works best in this space, embracing not only technical aspects 
of a design, but can help mitigate uncertainty based on potential different 
behavioural responses by users and indeed other stakeholders in the design process, 
including designers themselves. Thus it can be argued that MA goes beyond 
Jansson’s and Smith’s interpretation which appears to be restricted to just the 
technical (component) aspect of the design whilst facilitating the other areas of 
concern. MA in its purest form can help shape the design problem even when there 
is no clear definition of need.  
 
Jansson and Smith do recognize that Conceptual Design; 
 “may actually consume a relatively small part of the total design time and effort, but 
the leverage which early decisions have on the entire process is very large. Thus the 
generation of the core technical concept is a crucial step in engineering design” 
(Jansson D & Smith S. 1991 p.3).  
This a very important realization, one that runs parallel to MA as both approaches 
address the issue of ensuring that identification of unintended consequences (good 
and bad) can and needs to be made at a very early stage. 
 
13.2 Design Thinking 
Design thinking can be described as a problem solving process that embraces as wide 
a range of input sources as possible, representing a holistic approach. Again it can be 
seen how this type of thinking conforms closely to morphological thinking where 
practitioners are encouraged to stretch the limits of credibility when constructing a 
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morphological matrix.  Analytic problem solving is based on known data and 
information. As has been highlighted in earlier chapters, MA operates best when 
there is little data, quantitative or qualitative in the realm of the uncertain, whereas 
analytic problem solving can draw on data which can be assessed via probabilities. 
Having holistic characteristics, design thinking approaches problems by encouraging 
thinking processes that are not bound by purely state-of –the art solutions – but 
new, often radical and highly innovative  solutions. 
 
Design thinking is as much about shaping a problem than solving a problem and thus 
would appear to be aligned to PSMs and especially MA. A design practitioner , Clark 
Kellogg (2015) put it succinctly by identifying that, in relation to divergence and 
convergence of ideas, 
“ process of diverging ideas is really that way of generating as many solutions as 
possible, not so much looking for quality as we are quantity and later on we have 
processes called converging which is an analytical frame in which to put those.” 
(Kellogg quoted in blog by Sanchez G. 2015) 
This thesis’s author would argue that MA can address both processes – as an ideal 
idea generator (or idea factory) whilst via its CCA process, the broader configuration 
sets can be reduced (a form of convergence) so as to yield viable solutions. One 
suspects that Kellogg is representative of many designers in that they have not been 
made aware of the solution compilation effectiveness of modern MA software. His 
observation that …: 
“Insight is elusive and it can come from lots of sources.  Often, the answers are a 
combination, e.g. mixing ideas together from another industry or another business 
sector.” (Kellogg quoted in blog by Sanchez G. 2015) 
…aligns itself with the preference for MA to operate via facilitated groups of 
stakeholders from different areas of expertise to create multivariate configurations 
that otherwise might not be generated. 
 
13.3 Design Research 
Design Research developed as a specific form of research in the later half of the 20th 
century. Blessing and Chakrabati (2009) acknowledge that there is no common view 
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as to what design research attempts to investigate. Consequently numerous 
definitions exist. Their own interpretation integrates two strands of research: “the 
development of understanding and the development of support”. As a result, design 
research has two objectives: 
“The formulation and validation of models and theories about the phenomenon of 
design with all its facets (people, product, knowledge/methods/tools, organisation, 
micro-economy and macro-economy.” (Blessing L. & Chakrabati A. 2009 p.9) and 
“The development and validation of support founded on these models and theories, 
in order to improve design practice, including education, and its outcomes” (as 
above). 
Note: It should not be confused with the term “research design” which is a far more linear and 
generic expression of the research function as it acts to provide a detailed outline of how an 
investigation will take place.  
 
The Wikipedia definition states that design research originated as research into the 
process of design. The Wikipedia contributor goes on to say that: 
“the concept has been expanded to include research embedded within the process of 
design, including work concerned with the context of designing and research-based 
design practice. The concept retains a sense of generality, aimed at understanding 
and improving design processes and practices quite broadly, rather than developing 
domain-specific knowledge within any professional field of design”. (Wikipedia: 
Design Research 2015).  
From these two interpretations it can be seen that both definitions see Design 
Research (and similar to Design Thinking) in holistic terms. 
 
Lee, a practitioner, sees the topic as: 
 “research specifically undertaken to support the strategic design and development of 
products, services, and programs” (Lee P. 2012 Reboot blog).  
As in Blessing’s and Chakrabati’s interpretation the notion of support (as opposed to 
solution) is re-iterated in Lee’s simpler definition. 
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In a summary presentation of Design Research, Blessing(2010) accepts that the 
discipline, although growing, has a number of challenges if it is to be adopted as a 
mainstream method, such as having   
“ill-defined strands of research, no agreed terminology, many different topics and 
approaches, lack of consistency in approach, still “pre-theoretical“, poor transfer into 
industry and no established methodology”. (Blessing L. 2010 Slide presentation) 
 
13.4 Design Research and Morphological Analysis – a case for a symbiotic 
relationship 
Blessing goes on to identify a number of characteristics of design research and it is 
here we see how MA fits comfortably (in red type) alongside DR. 
 
 DR “not only aims at increasing our understanding about design but also at 
the use of this understanding to change the actual situation (design-as-
should-be)”.  MA’s ability to create what-if scenes and scenarios make it an 
ideal design research tool. 
 “This requires two theories/models: about the existing situation and about 
the desired situation”:- similar functionality with MA as the above. 
 “Design research includes theory/model development and support 
development (to get from the existing to the desired situation)”:  – again 
there would appear to be a level of congruity between DR and MA, in that 
neither approach claims to be providing a fixed solution but a choice of viable 
options for further consideration. 
 “Designing is a complex activity: many different influencing variables that are 
strongly interrelated, and both the influencing factors and links between 
these are dynamic”. In essence Blessing is describing here many of the 
characteristics of a “wicked problem”; the type of challenge that MA is 
particularly suited to tackle. 
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Having examined the nature and characteristics of design research there would 
appear to be a strong argument for including MA as a key method in the DR toolkit – 
albeit that in none of the Blessing and Blessing & Chakrabati books and papers cited, 
is there any reference to using MA as a research tool. As described by the 
proponents of design research, the sub-discipline itself could well avail itself of 
problem structuring methods as a means to address many of the processes within 
the Design function – notably of course the early-stages.  
 
13.5 Design Methodologies 
This section provides a brief overview of the relationship between different 
methodologies and morphological analysis – what is the nature of the methodology 
that can benefit from adopting a morphological approach as part of an overall 
problem structuring approach to early stage design?  
 
A brief review of what design methodologies are out there, confronted the thesis 
author with a confused picture. Searches for the term “design methodologies” 
showed little commonality in terminology across a number of surveys (such as a 
1994 survey by WTEC Hyper-Librarian, and in the more specific area of software 
design in a survey by the University of Maryland).  The former survey identified half a 
dozen different approaches using a mix of terms such as concepts, methods and 
processes. Although both surveys explore the concept of design methodologies, 
albeit in different design domains, there is little, if any, commonality in the 
terminology used to describe these approaches (an observation similar to that made 
about the different terminology used for components within MA itself). 
 
Some practitioners, (Clark – blog note Design Methodologies)), are more concerned 
in identifying the need for problem structuring by concentrating on those 
methodologies which can support designers when the problem is semi-structured or 
poorly defined. Of the five methodologies discussed in his paper, three of them, 
Design Thinking, System Thinking and something called “the X problem”, which in 
effect is a wicked problem, have characteristics which would support the 
engagement of a morphological approach with its inherent problem structuring 
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process. Clark doesn’t explicitly mention Design Research but his comments relating 
to Design Thinking and System Thinking imply its inclusion alongside these two 
methodologies. Again such “fuzziness” in defining different design methodology 
concepts would appear to confirm the argument that a more structured approach is 
required across the broader design discipline. 
 
Clark’s definitions of Design Thinking, System Thinking and the “X” Problem, does, 
however, provide an additional rationale for the argument that MA is a suitable 
method in supporting designers when engaged at the early stage and more 
uncertain end of the spectrum: 
 Design Thinking: “Applying critical and creative thinking to understand, 
visualize, and describe complex, ill-structured problems and develop 
approaches to solve them”. MA provides a platform to allow the designer the 
freedom to explore a large number of potential solutions and reduce them to 
viable options. 
 System Thinking: “Problem solving by viewing "problems" as parts of an 
overall system, rather than reacting to a specific part, outcome or event and 
potentially contributing to further development of unintended 
consequences”. In effect a holistic approach. 
 X- Problem: “Used to solve wicked or complex problems for 21st century 
challenges that defy conventional planning”. MA is an ideal method to help 
structure and process such problems (as originally identified in the early 
1970s by Rittel and Webber). 
 
13.6: The case for including MA as a support in the Design Process. 
The earlier sections in this chapter and in particularly the one on Design Thinking, 
Design Research and the discussion relating to the broader arena of Design 
methodologies, would indicate that MA is a fitting tool to be used in the broader 
Design domain. This last section summarises a number of general design related 
applications where MA has been employed.  
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Garvey and Childs (2013) state that Problem Structuring Methods (PSMs) (and 
implicitly MA) offer a useful set of decision support devices when integrated into the 
design process, particularly providing input for a wide range of factors. The activity 
of design can typically start out as an unresolved problem and initiates exploratory 
creativity so that the early stages can involve the complex task of developing a 
variety of intangible concepts. Indeed one of the risks in the design process is for the 
designer to be overly prescriptive and subjective, particularly at the initial 
conceptual and creative phases. A problem structuring approach, at the early stages 
of a project, can facilitate the design process by reducing the number of “blind 
alleys” the designer may be induced to follow. 
 
The argument that a problem structuring approach is too structured, especially for a 
creative discipline such as Design, can be mitigated on five main counts: 
1. MA only offers “decision support” – with the emphasis on “support”, and as 
such offers a framework for action rather than a specific solution.  
2. MA works in the domain of the Uncertain, and thus by definition does not 
aim to prescribe any one particular solution – unlike traditional Operational 
Research or Design specific methods.  
3. The process of problem structuring is essentially iterative, allowing for 
numerous individual, team and group interventions at any one stage – in 
effect MA encourages on- going review and evaluation of a design.  
4. The highly complex, interconnected nature of the design process, combined 
with multiple variables often requires more structured methods (involving  
computer assistance), to help unblock creative thought. 
5. MA supports group-based facilitation allowing for additional creative 
inflexions for an idea.  
 
In 1989 Proctor (Proctor 1989) used MA to screen and evaluate new products and 
their design-based variables to address the early stages of the process. More 
significantly for the period was that he developed a very basic computer model 
called MORPHY.  Due to the impact of the combinatorial explosion and without the 
inclusion of Cross Consistency Assessment (CCA) processes to handle large problem 
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space configurations, he stipulated that no more than 4 parameters (he used the 
term – dimensions interestingly enough), be used to define the matrix. Nevertheless 
he did add a feature to enable the user to gain a rough idea of the anticipated ROI 
(Return on Investment), that any solution might generate. In essence he was using 
MA to “judge” whether a product was viable in financial terms rather than just 
design-based performance. In retrospect and given the evolution of computerized 
approaches to MA (especially in handling post CCA compilation), the financial 
indicators relating to costs, prices and forecast sales might have been better used as 
additional quantitative parameters – to qualitative parameters and dimensions, an 
example of which came out of the Janssens SWOT-MA case study in chapter 13. The 
subsequent advances in software between the late 80s and now, have certainly 
mitigated the combinatorial problem faced by Proctor and reflects the advances 
made in applying MA to such problems.  
 
More recently Jimenez and Mavris (2010) applied MA in the area of aerospace 
systems engineering. In spite of some reservations they accept that although MA,  
“is rarely acknowledged explicitly in the systems engineering toolbox, it is vital to 
recognize that this technique continues to play a relevant role in systems engineering 
applications, supporting basic yet fundamental decomposition and synthesis efforts 
in the early phases of design as well as other relevant tasks such as configuration 
analysis and selection, and scenario generation.” (Jimenez H. & Mavris D. 2010 p.8) 
They identified that MA has been applied in the areas of quality function 
deployment, system configuration selection, and technology selection.  
 
With reservation they acknowledge that advances in its implementation, leveraging 
new mathematical formulations and software development, reveal an evolution of 
this technique across multiple systems engineering applications. 
 
Although a number of systems engineering techniques are available for the 
implementation of system decomposition and synthesis Jimenez and Mavris state 
that, MA stands out as a viable alternative for several reasons. 
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1. “Its primary methodological focus is on the decomposition and synthesis 
process itself. 
2. It is specifically geared towards system analysis tradeoffs that leverage 
configuration decision-making early in the systems engineering and systems 
design processes. 
3. It inherently documents the system’s hierarchical structure as well as the 
systemic logic for synthesis and element combination. 
4. Its range of applicability has very few limitations and can be used in most 
systems engineering decomposition and synthesis efforts.” (Jimenez H & 
Mavris D. 2010 p.1). 
 
Nonetheless, they do identify a number of shortcomings, noticeably our old friend 
the combinatorial explosion. They also state that there is no hierarchical structure in 
the subsequent identified configurations. Whilst it is a valid comment to ask, once 
viable solutions have been compiled, “how can these be put in an order of 
preference or hierarchy?”; MA in itself has never claimed to produce outcomes in a 
hierarchical format. Indeed both Ritchey and Strategy Foresight Ltd, (see the CREU 
case study in chapter 8), a consulting practitioner, have addressed this issue by 
employing other methods such as Saaty’s Analytical Hierarchy Process (AHP) (Saaty 
2008) and MACBETH (Bana e Costa et al. 1993). 
 
At a more epistemological level Jimenez and Mavris also have reservations about the 
the relational data itself stating that the CCA: 
 “ …is limited to a binary scale that identifies compatible or incompatible pair-wise 
combinations”. In this regard it is worth noting that current applications will often 
need higher resolution in the relational data because a binary relational data scale 
inevitably classifies all possible component combinations, each identifying a unique 
system configuration, as either internally consistent or inconsistent. This 
classification scheme does not adequately support decision-making efforts because 
even for a moderately sized matrix of alternatives the subset of internally consistent 
configurations can still be unmanageably large”. (Jimenez H & Mavris D. 2010 p.3). 
The author has also identified a similar issue, in that the solution spaces generated 
by a first phase compilation can still be very large (e.g. 1m initial configurations can 
still yield 50k solution options post CCA) – which as Jimenez and Mavriz state, is still 
too large to effectively manage. This is why additional methods to reduce the 
solution space have been identified by the author via the LPR (Linked Parameter 
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Reconciliation) and MD (Morphological Distance) feature in chapter 9 (Extending 
MA). 
 
Jimenez and Mavris affirm that MA is commonly used in System Configuration 
Selection at the conceptual design phase and to some extent during preliminary 
design studies and that:  
“Systems engineers and designers use morphological analysis to support the initial 
iterations of system decomposition and lay out all potential alternatives for primary 
components and subsystems”. (Jimenez H & Mavris D. 2010 p.5). 
They also identify that MA supports technology selection through its formulation of 
technology research and development roadmaps and can provide quantitative and 
traceable guidance on technology impact assessments, as well as identifying 
promising technology programmes for on-going development. 
 
MA’s generic characteristics make it suitable to address issues positioned within the 
core  stream 2 - strategic planning and futures analysis. They see MA being used to 
carry out Scenario-Based Risk Management – albeit a better description would be 
“Uncertainty” management. This can help in the analysis of the product lifecycle 
which will be affected by both multiple internal and contextual factors occurring in a 
range of futures – with its inherent uncertainty. Jimenez and Mavris continue:  
“In systems engineering scenario-based risk management provides a means to 
identify the conditions under which risks and vulnerabilities could arise, revealing in 
turn the way in which system requirements would evolve under those conditions.” 
(Jimenez H & Mavris D. 2010 p.7). 
Strategically MA can also lead to a robust approach to systems engineering and 
design efforts, as well as providing strategic guidance for long-term design and 
evolution of large-scale systems. They give the example of the definition of scenarios 
for the assessment of air transportation operational technologies and concepts 
under varying demand and technology conditions, as well as the formulation and 
implementation of the next generation air transportation system.  
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What the writer finds of great value in the analysis by Jimenez and Mavris is that 
they too are exploring ways to overcome acknowledged disadvantages such as the 
combinatorial explosion. Rather than just identify the issue as a problem, they go on 
to develop some interesting enhancements for overcoming this conundrum. Whilst 
different to the LPR and MD features they have identified another area which has 
been prescribed as an essential feature of the MA process by proponents such as 
Rhyne and Ritchey. This is the over reliance on the availability of subject matter 
expert opinion, and what they perceive to be the static nature of the morphological 
and the cross consistency matrix, is not conducive to such dynamic processes. To 
some extent the author challenges this position as the new software developed via 
the research programme, allows for identification of different inputs and outputs, 
thus reflecting different strategic options immediately, going some way to overcome 
this point of view. 
 
Their response and as a means to address these shortcomings, has been to develop a 
programme entitled the Interactive Reconfigurable Matrix of Alternatives (IRMA), 
which would appear to include a number of features that are similar to those 
included in the author’s latest software platform in stand-alone mode. They have 
however attempted to integrate a form of hierarchical assessment (as for example 
AHP) based on initial solutions generated by MA and the CCA process, which can 
only be beneficial for analysts in the domain. Unfortunately the author has been 
unable to ascertain at this late stage whether such software is readily available for 
testing or licensing purposes. 
 
Where the author is in total agreement with Jimenez and Mavris is when they affirm 
that the success of MA’s implementation will be majorly reliant on; 
 
“new adaptations of the morphological paradigm to next-generation systems 
…….whose distributed architectures reveal increasing levels of complexity that 
promise to remain prevalent in years to come.” (Jimenez H & Mavris D. 2010 p.9). 
 Such sentiments are indeed leading the author and fellow researchers to explore 
new input technologies such as the semantic web (or Web 3.0) to not only broaden 
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the range for drawing down expert opinion but to dramatically speed up the 
deliberation process. 
 
Conclusions 
This chapter has attempted to position how MA can support a number of Design 
drivers such as Design Thinking and Design Research. The very nature of MA in being 
able to address unstructured problems, especially under conditions of uncertainty, 
make it an ideal method for inclusion in a designers toolbox. The evidence indicates 
that designers in the more technology based disciplines have some familiarity with 
MA whilst design theorists show little awareness of the method and its relevance, in 
particular, to early stage conceptual design and innovation. Comparison of the 
Design process against the MA process would indicate that the two approaches are 
highly compatible. The fact that this commonality is not more highly identified is one 
reason why it is hoped that the outcome of this research will help increase 
awareness of MA amongst the design and design theorist communities. 
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CHAPTER 14:  PRODUCT & TECHNICAL  IDEATION - APPLICATION ISSUES  
Chapter contents 
This third chapter of Part 4 examines in more detail where MA has been applied 
principally within the Ideation core stream identified in chapter 11. The link to design 
is closest in this stream as it is historically the oldest of the three core streams and 
where product and technical (technological) design issues are very much to the fore 
in terms of application. Having reviewed the theoretical and conceptual relationship 
between design and MA, this chapter seeks to present more specific examples of 
where it has been applied, drawing from a review of the literature as well as case 
studies and examples developed by the author. Two of the examples presented 
(there being a paucity of such evidence) identify actual outcomes from using the MA 
method. 
 
Introduction 
In chapter 4 it was identified that the genesis of the form of generalised 
Morphological Analysis was developed in the mid 20th century by Fritz Zwicky and 
was applied mainly to generate ideas in the domain of new technological 
innovations and options. What stands out about this approach was that it permitted 
the analyst to identify multi-variable structural components of a product or 
technology. The multi-variable structure of the method stood it apart from other 
single process and/or linear methods such as variants of brainstorming, attribute 
listing, mind maps etc (as identified in chapter 5) , and its incumbent problem 
identifying, indexing, counting, and parametrizing the collection of all possible 
devices to achieve a specified functional capability (Ayres 1969.) 
 
In chapter 5 it was shown that the Alvarez and Ritchey (2015) study identified some 
85 book and paper references to MA and included a breakdown of 8 main 
application areas – two of which, Engineering and product design, and General 
design theory and architecture, relate to the broader category of Ideation and 
product design. Of the 85 references some 22 items fit into the two application areas 
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cited above – representing around one quarter of published material – a not 
insignificant proportion. The authors make the proviso that whilst the method is 
mentioned thousands of times from the 1960’s onward most articles are omitted so 
that only those where the term General Morphological Analysis (GMA) is applied.  
 
Yet as presented in chapter 6 one of the major constraints to a wider application of 
MA in the Ideation/Design sector is that whilst seen to be useful as an ideation tool, 
limitations on access to and availability of software to process the potentially large 
number of configurations generated by a MA exercise, has restricted not so much 
usage, but the derived viable outcomes and presentation of results. Also identified in 
Chapter 6 was the over prescriptive positions of MA methodologists (such as Ritchey 
and Rhyne) whereby morphological matrices (or problem spaces) should be 
restricted to no more than 7 parameters. Research undertaken during this thesis 
identified that “nesting” of parameters to achieve the ideal maximum can artificially 
restrict problem space formulation to the extent that some key parameter items are 
sublimated. This in turn could lead to an overly subjective presentation of the model. 
It was during one of the case studies (Safety helmet design) that it was revealed a 
new approach to analysing very large parameter models, i.e. 8-18, was required and 
which, led to the development of a new process to handle such models entitled 
“Linked Parameter Reconciliation” (or LPR) as identified in chapter 9 and as a case 
study in chapter 10. 
 
The main body of this chapter thus will provide evidence of a number of typical 
applications in the broader Ideation (Creativity and Innovation) and design areas.  
 
These are broken down into a number of exemplary sub-categories: 
 Application based on work carried out and presented in landmark 
publications and major concept originators. 
 General Design concept applications 
 Tech/Engineering Product design 
 Architectural based applications 
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 Visual design applications 
 
14.1 Application based on work carried out and presented in landmark 
publications and major concept originators. 
It was shown in Chapter 11 that MA can operate across three core streams.  It was 
originally Zwicky, and then Ayres and Jantsch, who presented MA as a creative and 
exploratory method in the general areas of product design and new technology 
identification. Zwicky (1962) specifically used MA as a means for exploring new types 
of propulsion. In Figure: 14.1 is a morphological matrix that Zwicky (1962 p. 40-41) 
developed based on morphological principles entitled “Partial Scheme of Propulsive 
Power Engines”. 
 
Propellants Motion 
of engine    and/or 
of  working fluid 
A1 
self -
contained 
propellants 
A z 
fuel plus free water-reactive 
oxygen f rom air chemicals  plus 
 
free water 
B1 
rotatory motion 
 
special gas-turbin!il 
with  propeller  or 
jet 
 
conventional 
gas turbine with 
pro- peller  or jet 
aeroturbojet 
aeroturbopro
p 
 
hydroturbojet 
hydroturbopro
p 
 
oscillatory motion 
 
special recipro- 
cating engine 
 
conventional recipro 
- cating engine with 
propeller or jet 
Campini system 
aeropiston jet 
aeropiston 
prop 
 
hydropiston jet 
hydropiston 
prop 
  
translatory motion 
 
rocket motors 
 
aeroduct 
aeroresonato
r aeropulse 
 
hydroduct 
hydro 
resonator 
hydropulse  
no motion 
 
none 
 
none 
 
none 
 
 Figure: 14.1 Partial Scheme of Propulsive Power Engines 
(Reproduced from Page 40 Paper 2 of Chapter 3 in “Morphology of Propulsive Power “ by 
 F. Zwicky, Published by the Society for Morphological Research, Pasadena, California 1962) 
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Ayres (1969) also used MA to illustrate how the method could help identify 
opportunities that may have been previously overlooked. He made a study of 
potential electric motor configurations.  
 
                        
 
       Figure: 14.2 Morphological Summary of electrical torque-reducing devices 
       (Reproduced from figure 5.2 page 77 Chapter 5 Morphological Analysis in “Technological 
       Forecasting and  Long-Range Planning” by Robert U. Ayres, McGraw-Hill Book Company 1969.) 
 
He notes that in the morphological matrix that: 
 “the rotor (and/or stator) may be passive and nonmagnetic, passive and 
permanently magnetized, or it may be an electromagnet” (Ayres R.1969 p.77). 
 He identifies there are 6 possibilities for the rotor and 6 for the  stator, a sum of 36. 
Yet: 
 “when these are examined individually, it can be verified that only 12 of the 
combinations are physically capable of producing nonzero torque” (Ayres R.1969 
p.77). 
Ayres appears to have gone straight to a pair-wise CCA based presentation from 
which he has derived the 12 solutions. No indication of the “route” as to how this 
was calculated is identified and demonstrates the need for computer assisted 
methods, especially for larger problem spaces. 
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Whilst Zwicky used MA in the area of jet engines, Ayres applied it to combustion 
engines and high-vacuum technology. Ayres did not restrict his view of MA being 
used to address a particular technological problem but the broad generic inputs MA 
allowed, was to “anticipate serious social problems which could follow on the heels 
of a particular discovery”. Already it can be seen how Ayres foresaw latter usage of 
MA into those other streams based on Futures and Systems Uncertainties: In 
essence the precursor to a more holistic approach to problem solving. 
 
14.2 General Design concept applications 
As this next section shows there have been a number of papers written where MA 
has been identified as a useful method in the area of general design – albeit that few 
if any present any outcomes – being used primarily as a conceptual approach. A 
number of these general concept issues were covered in the previous chapter; 
however here a more detailed analysis is provided 
 
In the first of two examples by Levin (2013), he refers to combinatorial engineering 
frameworks for solving complex problems in the field of hierarchical modular 
systems. The frameworks consist of combinatorial problem which are 
interconnected/linked and are developed using MA. MA, itself is a combinatorial 
method and thus integrates well with this engineering problem space. Levin confirms 
this relationship: “…special combinatorial methods have to be studied and applied 
for system analysis/design at all stages of the system life cycles” (Levin M. 2013 p.2). 
 
In a second paper Levin (2012) describes more specifically the role of MA in 
engineering design. Levin does specify that MA is a powerful method to synthesise 
modular systems. Again Levin is one of those who suggest that MA usage in system 
design was restricted due to the combinatorial explosion effect. He does nonetheless 
identify a number of areas sympathetic to the application of MA, such as usage of 
morphological methods in allocation (layout, positioning) problems, and use in 
combinatorial evolution and forecasting of modular systems.  
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He also identifies a number of future research areas in the domain (a number of 
which, as would be expected, are generic to the method): 
 On-going analysis, evaluation, comparison of MA-based system design 
methods; 
 Uncertainty  
 Extension of ”method of closeness to ideal point”.  
 Analysis, of system elements compatibility; 
 Design and investigation of special computer-aided systems based on 
morphological approaches. 
 Applicability of use of experts in the process. 
 Dynamic versions to handle changes in system requirements. 
 Integration of MA with other methods. 
 Generation of engineering benchmarks and use in engineering, IT/CS, and 
mathematical education. 
 
Disappointingly Levin does not present outcomes of case studies where MA can be 
used but concentrates on where and how it can be used. 
 
Savanovic and Zeiler (2009), offer an interesting insight into the application of MA, 
less in relation to design research itself but in the analysis of design meetings – very 
much a behavioural stance, but none the less valid as an application. Indeed the 
study is one of the few to discuss outcomes of using the method. They claim there is 
no consensus within the design research community on how to analyse design 
meetings and; 
“were interested in exploring whether previously neglected ‘scientific’ design 
methods could  be adopted for use as analytic tools for design meetings” (Savonovic 
P. & Zeiler W. 2009 p.1).  
Morphology was selected for this purpose. They used morphological charts to 
reconstruct the emergence of design concepts in an architectural and an engineering 
meeting. Apart from being a useful presentation tool they found that the MA 
approach was effective not only in presenting design concepts but reduced the time 
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required to analyse large amounts of data. The ability to represent complexity and 
its reduction allowed for more (complex) design meetings. Finally Savanovic and 
Zeiler considered that complexity reduction via use of MA is a good alternative to 
the time-consuming protocol analysis approach. 
 
Again, as for Levin, Savanovic and Zeiler, without access to computer supported 
software, identified MA as an essential conceptual tool in terms of just establishing 
the problem space rather than solution titration via CCA.  
 
The employment of MA in the area of conceptual design has also been explored by 
Weber and Condor in  “Conceptual Design Using a Synergistically Compatible 
Morphological Matrix”.(1989) Identifying that 
 “The concept generation phase is an important stage of the product realization 
process” as it, “dictates the level of innovation and also predetermines the product 
cost to a significant extent” (Weber R. & Condoor S. 1989 p.1).  
As for other authors, Weber and Condor see MA as a conceptual planning tool rather 
than a solution generating one confirming that is helps record information and aids;  
“in the cognitive process of generating the system-level design solution. ----- is not a 
replacement for creative thinking but a structured means for developing as well as 
documenting, design alternatives” (Weber R. & Condoor S. 1989 p.1). 
However the authors make the claim that the matrix has to be organized in a 
hierarchical structure. 
 
Written in 1989, such a view is understandable as computer supported MA had not 
yet been developed to such a level of sophistication. The inclusion of MA analysis 
with computer support now allows any state or cell to be an input or an output, thus 
negating largely the need to present the matrix in a hierarchical format. Such an 
argument also applies to Levin’s position (see above) albeit he wrote at a time when 
such support had been identified. Nevertheless it is acknowledged that presenting 
both parameters and parameter states is a good practice presentation approach – 
though not essential. 
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14.3 Technical/Engineering Product Design 
14.3.1:  Within the discipline of Design Engineering, Peter Childs, Head of School at 
the Dyson School of Design Engineering at Imperial College London, has been a keen 
advocate of using creative tools in the area of conceptual design. Through both case 
studies and research papers he has demonstrated how MA can be applied in the 
discipline as a key method for assisting concept generation. This includes a client 
commissioned project for the design of a pallet-moving device (Childs P. 2004), 
plotline development, vehicle design, educational environments, medical 
compliance and medical devices. 
 
14.3.2: Other engineering design related topics where Childs and Garvey (2015) 
introduce MA, include using the method to address uncertainty notably at the early 
stage of the design process. This paper addresses the issue of numerous potential 
variations for the internal air system of a gas turbine engine by using morphological 
analysis. Morphological analysis provides an effective means for tackling issues 
where there is uncertainty, as is the case with many design scenarios, including the 
internal air system, and where some specific parameters and information are not 
available until later in the design phase, after the key geometry has been defined. 
MA thus allows for early stage filtering of such scenarios. 
 
The gas turbine engine internal air system provides cooling and sealing air to a series 
of critical subsystems and components such as high pressure gas turbine blades, as 
well as controlling the thrust load on the turbine and compressor spool assembly. 
Many potential variations for the internal air system are possible, depending on the 
requirement, expertise and command of intellectual property. Some sub-systems , 
such as rim seals, pre-swirl systems, and rotating  cavities have been the subject of 
extensive development and analysis leading to robust design  Nevertheless there 
remains  scope for further consideration of the overall system design, and this paper 
explores the use  of a decision analysis tool called morphological analysis applied to 
the internal air system.  Morphological analysis provides an effective means for 
tackling issues where there is uncertainty, as is the case with many design scenarios, 
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including the internal air system, with some specific parameters and information not 
available until later in the design phase, after the key geometry has been defined.  
 
In the example given in the paper, a problem space made up of seven principal 
parameters, and a pre-compilation cross consistency matrix, which allows 
identification of compatible and incompatible states, is presented. 
 
Childs and Garvey go on to specify that:  
“at the initial design stage for many systems, information about critical parameters 
necessary to perform detailed design  analysis and enable decision making may not 
be available  with confidence. This scenario is common in engineering  and design, 
and has historically been overcome by means of reliance of methods such as scaling 
of previous designs, and use of analysis. Problem structuring methods such as 
morphological analysis can be applied to such scenarios in order to shape and 
identity possible paths for designers to explore” (Childs P & Garvey B. 2015 P.6). 
14.3.3: Earlier, Garvey and Childs (2013) applied MA in relation to Safety Helmet 
design. This application is flagged up here as an additional example of how MA 
functions as an ideation method. As the project was part of Garvey’s overall research 
programme, and indeed highlighted a constraint within what was then state-of-the 
art process, this topic has been examined in greater detail in Chapter 10 as part of 
the empirical research undertaken.  
 
14.3.4: In a 2005 conference paper Dartnall and Johnston (2005) illustrated the use 
of MA for an early stage conceptual design for a down-hole water lifting piston 
pump, seeking different ways to assemble the main elements of the pump. Amongst 
the outcomes was the discovery of configurations that were not found in the patent 
literature. This would appear to be an excellent example of how MA can generate 
(good) unintended consequences – one of its main strengths. 
 
14.3.5: A final example of how MA has been used in the domain of design 
technology (itself a variant of design engineering) concerns how the method was 
employed for design space analysis (Card et al 1991). The goal was to find 
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abstractions both for generating the design space and for testing the designs 
contained for different input device designs.  
 
What should be mentioned however is that in only one of these examples – the gas 
turbine) – was a computer supported model actually employed to refine the large 
number of problem space configurations, (by which some 1 million possible 
configurations was reduced by over 80% as a first stage reduction). All the other 
examples used MA either as a conceptual device for early stage decision making 
and/or innovation, or were assessed manually or the process was halted until new 
software could be generated (as in the water pump and safety helmet examples).  
 
This would seem to demonstrate how valuable access to software, which could help 
process viable configurations, could be and thus transform the use of MA from a 
conceptual tool into one with empirical outcomes and capable of handling larger 
scale problems. 
 
14.4 Architectural based applications 
For design based disciplines the number of identified papers and case studies using 
MA is scarce. This is the more remarkable as the more generic design discipline (as 
shown in the other clusters presented in this chapter) would appear to have 
commonality with architecture. More pertinent is that the paucity of widespread 
usage in architecture, or in its modern title “ the built environment” draws upon not 
only technical aspects of building design but the social behavioural inputs and 
outputs of such design. Wicked problems associated with urban planning (a sub-
discipline of the built environment), provided the genesis of thought developed by 
Rittel and Webber, however specific architectural case studies and papers are very 
rare. Alvarez and Ritchey (2015) identify just one paper where MA is used in 
architectural design (see next item) amongst a cluster a application under the title 
“Applications in (General) Design Theory and Architecture” which contains 10 overall 
references. 
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The paper Alvarez and Ritchey refer to is titled “ Application of Morphological 
Analysis Methodology in Architectural Design” by Prokopska (2001) dating from 
2001. The fact that little new material when applied to the architecture discipline 
begs the question – why such little use of the method? 
 
Even so Prokopska’s stance is highly conceptual referring to not only Zwicky but to 
Ramon Lull (1232- 1315). She sees MA as a: 
 “tool that increases the possibility of aggregating diversities in the process of 
architectural design” (Prokopska A. 2001 p.50). 
and that it allows the architect or designer to create freely and systematically 
numerous variants of the solution. The article however, provides little guidance that 
Proposka has used MA in a live case study – the method being presented largely as a 
conceptual introduction to MA. 
 
Within the overall thesis, a recurring theme is the issue of how to handle the 
“combinatorial explosion”, or very large problem spaces. Two approaches, 
highlighted in chapter 9, can help reduce such high numbers of configurations were 
explored, Linked Parameter Reconciliation (LPR), and Morphological Distance.  
 
In conjunction with an intern from MIT, George Varnavides, the author wrote a set 
of papers (Garvey, Childs & Varnavides 2015) (awaiting publication) on the topic of 
how Ayres’s concept of Morphological Distance could be used to reduce and refine 
the solution space. The second of these papers entitled “ Parametric Modelling using 
a Visual Algorithmic Editor for Analysing Morphological Analysis Configurations” 
(Garvey,Varnavides & Childs 2015)  presented a case study using software developed 
via the author’s research programme. This was done in conjunction with off-the-
shelf software, a visual algorithmic editor, Grasshopper®  (a plugin for modelling 
software Rhinoceros®). This allowed extensive graphics to be generated from the 
configuration strings, and converted to images. These graphics were used to 
illustrate how the scene descriptions were translated into meaningful inputs for the 
algorithmic components processed by Grasshopper®. 
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The  case study related to an apartment design typology to address specifically, 
“what possible configurations can the design of an apartment block take whilst 
ensuring cross-ventilation and sufficient daylight?” The initial problem space 
yielded some 155,520 configurations. The outcome of the process allowed for a 
99.9% reduction of the initial problem space to a mere 213 internally consistent 
options. 
 
The 10-dimensional problem space was initially reduced by deploying Morphological 
Analysis methods then refined further using Morphological Distance principles. This 
two-tier approach helps to mitigate the impact of large combinations of 
configurations often prevalent in the problem space. The final 213 solutions post 
Morphological Distance were found to be distanced 4-5 parameters away from 
existing, state-of-the-art, solutions. Finally these solutions, termed, the Terra 
Incognita, were processed by a visual algorithmic editor and output as tri-
dimensional CAD models.  
 
The configuration profile is as follows and gives a description list.  
 
Figure: 14.3 Configuration Profile 
 
14.4.1 Results 
Figure 14.4 illustrates representative examples of the tri-dimensional models 
generated by the algorithm. The models were easy to analyse visually and as such 
identify subtleties. For instance, in order for configuration 5(vi) to have vertical 
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access and double aspect apartments, the elevators need to be wide enough to 
allow entrance to all apartments (alternatively additional towers could be used) 
 
 
 
Figure: 14.4 Tri-dimensional model examples 
 
The key outcome of this case study and of interest to designers and architects is that 
large problem spaces containing multi-variable inputs can not only be majorly 
reduced using the MA method but be further refined using MD triage. The latter 
approach being used to help identify viable design options significantly removed 
from standard state-of the-art designs. Those options deemed to occupy the Terra 
Incognita zone are thus more likely to offer innovative, non-standard insights for 
designers seeking alternative outcomes. 
 
In our proof of concept study a problem space of over 155k potential options was 
reduced using MA initially by 95% to generate 8472 internally consistent solutions. 
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Two scenario sets – using both lighting and daylight parameters as the key inputs, 
reduced solutions even further to 2412 configurations (a 98.45% reduction). Finally 
by applying MD principles, some 213 (a 99.87% reduction) configurations were 
identified as being significantly different from current designs to be worth 
investigating further. These 213 configurations were subsequently processed to 
provide the designer with tri-dimensional graphics of the set which facilitated the 
visual representation for the designer. 
 
A secondary outcome of this case study was that it demonstrated how MA could be 
integrated with other software – this ability being seen as providing a key feature if 
MA was not to be shown as just a discrete silo. 
 
The case study has shown how MA can be linked to a visual algorithmic editor, such 
as Grasshopper® to produce graphical solutions from a morphologically generated 
problem space. In this instance the Output can be presented in a graphical format. 
However, what if the input was graphical? In other words what if the input data was 
not in text or numerical form but as an image? 
 
14.5 Visual and Semantic design applications 
How can MA be applied to support semantic and image based creativity? There 
would appear to be an inherent conflict between semantic based and image based 
approaches to the wider area of Ideation (defined here as including both creativity 
and innovation). After all, one approach uses words, whereas the other uses imagery 
and graphics to interpret, define and structure a problem. Apart from representing 
two different forms of communication they also address two different communities 
– one being linguistically comfortable and the other being more visually comfortable. 
 
Can semantic based definition and image based visualisation be integrated to 
enhance creativity when constructing devices such as mood boards?  More 
pertinently can the two communities identified above be brought together to 
achieve a consensus? Both groups may have real innovative ideas but which remain 
hidden from each other? 
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14.5.1 One approach 
The following description is purely an exploratory one at this time. A potential area 
of research is to use MA to extract text based viable options from the solution space 
as input (compound keywords) to an image database. The solution space keywords 
are then matched to a variety of keyword captions as provided by image suppliers 
(e.g. stock photo agencies). Those images matching (or close match) the MA 
generated semantic exercise can then be represented in the Mood Boards. 
 
In this way MA is used as a problem structuring approach to produce a semantically 
based set of inputs to support the selection of images, which reflect a range of 
sentiments.  
 
The terms “Physical Objects, Semantic adjectives, Keywords, Music, Speech, 
Knowledge and Trends” can be used as the main parameters for the problem space.  
Each of these parameters could then be populated with between 3-5 states or 
dimensions to produce an initial problem space matrix. The problem space is then 
transposed to provide a cross impact matrix. Cross consistency assessment is then 
applied from which a solution space can be compiled with viable configurations, or 
strings, of semantic descriptors. This could provide a semantic visualization of 
complex concepts. 
 
These “consistent” semantic descriptors can then be used as keywords to generate 
sets of images whose captions contain the keywords. 
 
14.5.2 A Second more challenging approach. 
In the architectural case study presented in the previous section the Output was 
presented in a graphical format. However, what if the input itself was graphical? In 
other words what if the input data was not in text or numerical form but as an 
image? 
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In a 2012 paper Shi-Jian Luo, Ye-Tao Fu ,and Pekka Korvenmaa (2012) examined 
whether a product design gives consumers an accurate image and arouses their 
visual and affective perceptions according to the designers’ expectations. 60 
different beverage bottle designs were evaluated using a two-tier approach. The 
main method employed in the study is “perceptual mapping”, it being used to 
describe the strength of the correlation between a phenomenon and the human 
response it elicits. The first part of the procedure included classification and a 
“semantic differential (SD) experiment to acquire the subjects’ perceptions of 
stimuli”. This yielded a sequence of design samples based on their matching quality. 
Using morphological analysis, they uncovered the reasons why some designs 
succeeded and others failed. The outcome was that a list of design rules for 
beverage bottles from each category was created i.e. MA was used to suggest design 
rules for each beverage category. 
 
In relation specifically to MA this paper is disappointing on two major counts. 
Although it refers to the use of MA as some form of filtering process in the Abstract 
and Conclusions sections, there is no subsequent information (detailed or otherwise) 
in the body of the paper as to how MA was integrated into the study. Secondly no 
citations are provided in the extensive reference section – neither Zwicky nor 
Ritchey. Indeed the authors seem mainly interested in exploring the role of 
perceptual mapping and as such is beneficial in assisting design work and optimizing 
production strategies. 
 
A second, more direct application of the morphological approach using graphics as 
inputs (and outputs) is provided by Jocelyn Hua-Chu Chen and Cheng-fang Lai in their 
2010 paper “The theory of morphological analysis applied to western apparel: a case 
study of Renaissance era” (2010).  They use MA to discover clothing design solutions 
by dividing western apparel from the Renaissance era into several independent 
design attributes, such as headdress, neckline, sleeves etc; and then look for all 
possible design solutions for each design attribute. They establish morphological 
matrices, which can be transformed as inputs for computer searches or computer 
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supported design decision-making and enlarge clothing design idea areas. This shows 
they have a good basic understanding of the morphological process.  
 
However in terms of what form of software they employ (if at all) to carry out CCA to 
come up with viable options, is not highlighted. They appear to indicate that 
computer supported morphological could be applied to such design problems but 
this is more an expression of hope as to what could be done rather than what can be 
done. Zwicky himself is only referred to via a secondary citation and again there is no 
reference to Ritchey  or CASPER/CARMA – which would seem to indicate non-
discovery and/or access to such software.  
 
These two papers highlight that current computer supported morphological analysis 
technology is not yet capable of handling images and graphics, at all three main 
stages of the current morphological process: Problem Space input, CCA and Solution 
space output, although highly desirable. This would indicate a major opportunity for 
further research development in both semantics and visual representation – to open 
up MA to the image/graphic and image recognition technologies. A secondary but 
sizeable opportunity might be to adapt such technology in supporting character 
based languages such as Chinese, Korean and Japanese. 
 
14.6 A simple design application 
By way of an introduction as to how MA can be applied specifically to the design and 
creativity area, the author developed a simple application example. The application 
relates to developing some initial alternative options for an ecologically benign 
wheeled vehicle. The model has been used to demonstrate to students how to 
creatively generate new multi-variable options from a simple design brief. It 
demonstrates problem complexity even for a basic example and where even here a 
large number of potential multi-variable design configurations can be reduced to 
manageable proportions, whilst offering viable, workable options for downstream 
evaluation. 
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The example project is made up of 7 basic performance parameters, where each 
parameter contains a number of discrete characteristics or conditions. Thus for the 
parameter determining the number of wheels, 5 options are submitted, for Main 
Construction material, 4 types are proposed (Other might be cardboard?). Once this 
set of parameters and their respective conditions is completed, the profile 
represents the overall “problem space”. This problem space is made up of 40,000 
different configuration options (as 5x5x5x4x4x4x5)!  
 
 
Figure: 14.5 Wheeled vehicle example problem space 
 
The model then uses software to transform the problem space matrix into a cross 
consistency matrix whereby each condition within each parameter on one axis is 
presented against all the other parameters and their respective conditions or states. 
Each pair-wise cell is assessed for consistency (CCA).  
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Figure: 14.6 Cross consistency matrix for wheeled vehicle example 
 
The schedule above shows (part of) a CCA matrix – where the conditions or states 
within two parameters blocks are assessed for logical consistency. If there is an 
inconsistency then the cell is allocated a red “X”. Thus in the cell where – Zero 
wheels under the Number of Wheels parameter is evaluated against Human power 
under the Method of Propulsion – it is deemed to be “illogical” or “inconsistent” as a 
a vehicle with no wheels can not exist when powered by a human being. Indeed no 
other method of propulsion is consistent either apart from some form of Magnetic 
Levitation.  
 
Once the whole process (matrix) has been completed the model is then compiled to 
yield a solution space – see below. The aim of the compiling algorithm is to exclude 
all those configurations containing one or more inconsistent (or “X”) cells. Those 
configurations that remain represent all those individual configurations where ALL 
the individual states in each of the parameters have been determined to be 
consistent and generate a reduced set of solutions. This process enables a major 
reduction in the original set of possible configurations – often by 95% or more. 
 
 312 
 
Figure: 14.7 Solution Space for wheeled vehicle example 
 
The compiled solution space yields some 1143 configurations where the conditions 
within all the parameters are not in conflict with one another. This represents a 
reduction of the original problem space of 97.2%! The solution space can now be 
interrogated – each of the cells in the solution space can be used as an input or 
output by clicking on a selected cell, identified as red. The algorithm then finds those 
configurations which can “live” with the red driver (input or output). More than one 
input (red) driver can be selected – indeed in this compiled solution space any one 
cell can be treated as an input (red) or an output (blue). 
 
In the three examples below multiple drivers have been selected. 
 
Figure: 14.8 Multiple input (red) drivers 
 
In this example we wish to identify what options are available under the condition 
that the vehicle must be electrically driven, made of aluminium and have a 
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maximum range of 50 miles; i.e. three input drivers have been selected – in effect 
reflecting a particular option or scenario. The model indicates that there are 36 
possible options (each of these can subsequently be explored from a list provided by 
the software). 
 
 
 
Figure:  14.9 Other input options 
 
In the example above a different set of three driver options are selected where we 
are looking at a 2-wheeled vehicle powered by wind and capable of carrying one 
person. Here there are only 8 options – all with a very limited mileage range, speed 
and weight as long as it is made of carbon fibre or other e.g. cardboard. 
 
 
 
Figure: 14.10 More options 
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In the last of the exploratory options in this example an “extreme” option where NO 
wheels are selected as a condition but capable of carrying 2 people. 20 options are 
identified. However the only method of propulsion is a vehicle designed on a track 
supporting Magnetic Levitation (Maglev) technology. The 250 maximum mileage 
capability however is governed by the availability of suitable maglev track. 
Nonetheless it remains an interesting and technologically viable option. 
 
 
 
Figure: 14 .11 No viable options available with these two inputs 
 
Finally it is demonstrated how configurations with no options can be identified. In 
this case if we want a vehicle capable of running for 250 miles but is made of steel – 
it has been determined that this is not a workable solution. How come? The section 
of the cross consistency matrix below shows that the analyst/designer for some 
reason has indicated the cell Material/Steel and Range/250 miles is not logically 
consistent (the argument being made that such a vehicle would be too heavy if 
made of steel as fuel consumption would be too high to undertake such a distance). 
 
And in case the analyst needs reminding as to the reason why such a cell pairing was 
deemed inconsistent, an audit reference attached to that cell in the CCA matrix, 
(added by a right click of the mouse), can be referred to by clicking on the black 
triangle in the top right hand corner of the selected cell, thus: 
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Figure: 14.12 Comments box for audit trail purposes 
 
 
Figure: 14.13 Identification of Empirical constraint options (amber) 
 
Whilst being elementary, this model does at least demonstrate to a potential user 
how a model made up of multi-variable parameters and parameter conditions, 
yielding a large array of possible configurations, is constructed; how it works and can 
reduce viable options to a much smaller number of workable solutions.  
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Conclusions 
The examples presented in this chapter indicate how MA, over a number of decades, 
has been applied to product design and technological ideation. What is disappointing 
however, is how few of these studies ( and this includes most of Ritchey’s studies), 
provide any description of outputs from carrying out a MA exercise. This lack of 
evidence of outcomes has not helped MA to convert more practitioners, especially 
designers, to the adopting the method. It is only when the Garvey, Varnavides and 
Childs paper (2015), “Parametric Modelling using a Visual Algorithmic Editor for 
Analysing Morphological Analysis Configurations” and the last example, relating to 
the wheeled vehicle, that the reader is provided with substantive and descriptive 
evidence of output from the MA model. 
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CHAPTER 15: DISCUSSION & RESEARCH CONCLUSIONS (Including 
FUTURE DIRECTIONS)  
Chapter Contents 
This final chapter incorporates a discussion of the research and its implications. This 
discussion also identifies the broader areas for new research deemed to enhance not 
just the prototype processes and software developed, but more radically, how “big 
data” analytics methods can be used to enhance the evidence base used as input 
into populating the problems space and subsequent detailed analysis. 
 
The second section addresses specifically the major outcomes of the thesis research 
programme and how it has advanced knowledge within the narrower MA 
methodology itself. Specific research areas relating to evolution of the “product” are 
also identified. 
 
15.1 Discussion 
In the introductory chapter the author stated that his pre-research experience of the 
limited use and awareness of the MA method included a number of identifiable 
areas for research. This empirical experience helped establish the main objectives 
for the research programme and were identified as follows: 
 
 The development of alternative supporting software, which could be 
accessible to potential users interested in deploying MA, as well as being 
available across computer platforms. 
 An exploration of the components that could support the development of a 
methodology that was flexible enough to meet different user constraints. 
 To indicate where the method could be applied in terms of principal 
knowledge streams and organisational and business sectors. The generic 
nature of the method could then be shown to offer real world solutions for 
specific problems across a wide range of applications. 
 
These main  objectives  provided the overall scope of the research to be carried out.  
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At a more strategic level the thesis also sought to show how an Action Research 
based programme of study (Chapter 3) could help to re-invigorate a problem 
structuring method – morphological analysis – thus alerting a wider audience to its 
relevance under conditions of uncertainty, complexity and interconnectivity.  
 
Have these objectives been achieved, if so to what extent? Has the thesis 
contributed to an advance in knowledge in the domain of morphological analysis 
within the broader area of problem structuring methods? Finally, where and how 
has this research identified areas for further research?  
 
15.2 Achievement of objectives and advancement in knowledge 
The research has established that: 
1. MA is a sound method for systematically structuring and examining the total 
set of possible relationships in a multidimensional space – these spaces very 
often being non-quantifiable. Through a study of the literature and a range 
of case studies it has identified that MA can provide users with the ability to 
identify informed and innovative options when confronted with complex 
problems, under conditions of uncertainty and compounded by high levels 
of interconnectivity.  
2. Its uptake and application has been restricted due to a number of identified 
epistemological and empirical constraints which were directly addressed by 
the live testing of not only prototype software to support the overall process 
but by additional post prototype development and testing. 
3. The use of case studies was an essential part of the research as they 
identified not only areas where the method can be improved but the value 
outcomes for the user. Hereto the literature was represented by a paucity of 
evidence relating to outcomes but more significantly, little insight as to the 
value of any outcomes when using the method.  
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The early part of the thesis (chapters 2 and 4) argued that although MA had not 
been included in the formal grouping of PSMs (the latter term often referred to as 
“Soft OR”), many of MA’s characteristics indicated it should be embraced within this 
family of methods. These characteristics, such as being essentially qualitative in 
nature, explorative, iterative, delivered via a facilitated approach, not aiming 
primarily to “solve” a problem but structure it, would appear to qualify MA as a 
legitimate PSM. 
 
Part 4 of the thesis argued that MA had a particularly useful role in the design 
process and indeed the genesis of the Zwickian form of MA was largely applied in the 
areas of identifying new (technological) possibilities. The ability of MA to help 
structure problems fitted well with the early stages of the design process where 
design is seen as being an unstructured problem. It was nonetheless recognized that 
although MA had been used within the technology and engineering domain it had 
struggled to be prominent in wider creative areas such as architecture, media, 
fashion where perhaps views of creativity being seen as an form militated against 
the structured methodological nature of MA.  
 
As highlighted later in this discussion section, MA practitioners and academics need 
to adopt a more active programme of method awareness into those streams, sectors 
and market segments identified in chapter 11, if the method is to engage with a 
broader base of user that could exploit the benefits of applying it (as per chapter 6). 
 
Validation of the research programme is evidenced by the commercial licencing of 
the software supported process to a major international organisation (NATO), 
amongst other interested parties. A limited company has been established to not 
only commercially exploit the process and software as a self-contained technology 
product but to further develop the technology via an actively funded R&D 
programme. 
 
The challenge still remains of how to “evangelise” the method in order to reach a 
wider audience. Thus whilst the objective of producing a viable software supported 
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“product”, which will be made available to practitioners, combined with more 
flexible operational processes as well as identifying major application areas, has 
been achieved through the research programme, it is incumbent upon the author to 
widen the appeal of the MA method through a number of strategies. This includes  
increasing publications in both academic and practitioner journals. As highlighted in 
chapter 5 (Awareness) there is an overall paucity in the literature base. This has to 
be addressed if MA is to broaden its appeal. At a recent conference (OR 58 
Portsmouth 2016) the author ran a workshop on MA attended by a mix of 
Operational Research practitioners and academics. He enquired of the attendees 
how many had heard of MA – only one third responded in the positive, thus re-
enforcing O’Brien’s 2011 survey response whereby over 70% of OR practitioners had 
not heard of the method! 
 
The second “evangelical path” is being pursued by the above highlighted commercial 
vehicle founded by the author targeting the practitioner, academic and industry 
sector segments. However it is recognized that momentum can only be maintained if 
further research and development, involving both commercial and academic 
partners, takes place and is seen to be part of the company ethos. 
 
Thus the research carried out in the thesis is seen as a platform in order to bring MA 
out of the shadows and into the mainstream of decision support. It is clear that 
further research needs to done in the broader domain. 
 
15.3 New Horizons and Potential Research Areas 
If the research had been contained within its own self-enclosed vacuum then the 
author would not have considered the programme to have realized its potential. For 
this reason both in chapter 9 (Extending MA) and in this discussion chapter it is 
important to identify and highlight future research components. These areas are 
presented and discussed in the following summary. 
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Participation and Collaboration 
Academics such as Morton, Ackermann and Belton (2007) and Raford (2015) have 
raised a number of issues relating to operational constraints for PSMs in general 
(and specifically to the scenario planning and foresight stream – and one confronted 
by MA). These issues primarily relate to participation characteristics (type, number, 
location and interaction). Of particular concern have been the constraints imposed 
by a variety of input sources, the volume and speed of data available and requiring 
analysis and the resulting cost impact of carrying out problem structuring exercises. 
The empirical research conduct by the author confirms such constraints as impacting 
the take-up of MA (and perhaps PSMs in general).  
 
This area has also been highlighted by Collins and Purton of NATO where the 
organisation has some 28 members in a wide variety of locations and by Zec at TUM. 
Indeed the acknowledgement of the need for engaging with larger stakeholder 
groups who are remotely located, is a prime candidate for accelerated research. 
 
Data Analytics 
Develop technology for automated input of the problem space and CCA process thus 
speeding up the overall methodological process and improve the evidence base in 
support of (or even supplant) expert teams. The challenge in developing a well 
structured problem space is, how to deal with large unstructured data sets where 
the relationship between the multitude of variables is poorly defined leading to sub-
optimal decision making and spurious correlations. Initial indications identified by 
the author would point towards future research into contextual semantics and 
ontologies as a means of effective data mining in support of developing automated 
processes. Funding for the commercial enterprise is being sought largely to resource 
this research. 
 
Improved user interfaces 
Visual inputs and outputs in relation to multi-dimensional image-based algorithmic 
software (a form of image based morphological analysis) to support early stage 
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visualization of concept design. Tests have been carried at an elementary level by 
linking MA to Grasshopper ™ graphical software and Tableau ™. 
 
Integration with other Methods 
Other potential areas for future research have been identified and where the MA 
platform can work alongside and be integrated with other Decision Support 
Methods. The philosophy behind this approach is to present DSMs less as a discrete 
set of methods and tools but more as a holistic system. This permits mixing and 
matching of different methods so that both positioning across the uncertainty/risk 
spectrum and in relation to problem path sequencing (for example when addressing 
the various technology readiness levels), can be carried out. 
 
The topics presented as potential research areas at both product and process 
development levels include:  
 Hierarchy based options (aka AHP/MCDA type methods) via Eigenvector 
applications and where viable solutions are ranked according to user criteria. 
 
 Upstream and downstream connections to a broad range of DSM’s such as: 
Soft Systems Methodology (SSM), Strategic Choice Approach (SCA), 
Robustness Analysis, TRIZ, Analysis of Competing Hypotheses (ACH),  
Dialogue mapping including IBIS/designVue and Delphi approaches, 
Semantics, Analogy and Metaphor. 
 
An applications library  
Establish a formal body of knowledge based on stream and segment studies to 
include: 
 Morphological Distance applications for streams 2&3 (chapter 11) 
 Sector/Issued based applications within and across streams 
 Research into these new processes to enhance practitioner take-up 
 
User education and training 
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To develop formal accreditation and training programmes in the method (on and off-
line training).  
 
15.4 Research Conclusions  
The principal conclusion from the research is that the development of an accessible 
MA model has been achieved through an evolutionary process, and by the adoption 
of an Action Research approach, with its inherent iterative nature. This has allowed 
the goals of the original research objectives, the development of a viable on-line MA 
model, to be surpassed both in terms of the model functionality and in process 
flexibility. Moreover, as an evolutionary process, new opportunities, features and 
processes have been identified for future research enquiry. 
 
What the research has uncovered is that: 
4. MA is a sound method for systematically structuring and examining the total 
set of possible relationships in a multidimensional space – these spaces very 
often being non-quantifiable. It provides users with the ability to identify 
informed and innovative options when confronted with complex problems, 
under conditions of uncertainty and compounded by high levels of 
interconnectivity.  
5. Its uptake and application has been restricted due to a number of identified 
epistemological and empirical constraints. 
6. Identification of these constraints was a crucial part of the research as a 
precursor to addressing them so as to create, not only a methodologically 
sound process but one that allowed for greater user friendliness and 
accessibility than hereto. 
7. The use of case studies was an essential part of the research as they 
identified not only areas where the method can be improved but the value 
outcomes for the user. Hereto the literature was represented by a paucity of 
evidence relating to outcomes but more significantly, little insight as to the 
value of any outcomes when using the method.  
 
 
 324 
 
15.5 Major Outcomes of Research programme 
8. Iteration 1: The prototype. Delivery of a new on-line product for carrying out 
computer supported morphological analysis supported by an innovative 
process framework . Primary objective. 
9. Stress and user testing of iteration 1 (the prototype) followed by feature 
enhancements as Iteration 2. End user commercial engagement. Secondary 
objective. 
10. Identification of performance constraints when using the on-line version 
(compilation time of CCM into Solution Space under certain reduction 
conditions such as large configuration arrays – 75k plus). Issue identified – 
awaiting software update post thesis. 
11. Development of PC based standalone model. Created partly as a response to 
addressing large configuration problem spaces and partly to a client request 
for the added security a standalone provides. Delivered to client as Iteration 
3. Not part of original brief but accommodated within the overall Action 
research programme. Allowed for MA to be delivered in on and off-line 
versions. 
12. Iteration 4, as above but with additional features to the stand-alone based 
on client request and commissioning. Features added were inclusion of a 
(third) normative constraint at the CCA phase, multiple project options 
under one project heading, and ability to incrementally add two or more 
state conditions under any one parameter. Delivered to client as iteration 4 
in February 2016. 
 
In addition to the software features delivered in the above versions, the major 
methodological constraint, the ability to handle very large problem spaces with their 
still large solution spaces (e.g. 1 million configurations generating solution spaces of 
around 50k based on a reducing of 95%) was addressed. Although beyond the 
specific brief of the original prototype, the issue was deemed to be of significant 
concern to carry out further research. Resources have to-date limited the ability to 
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deliver a working version of such an upgrade (Iteration 5), but which is aimed for 
later in 2016 after completion of the main thesis. 
 
Nonetheless the thesis does provide a detailed brief for future coding for two 
methods in addressing the combinatorial problem (chapter 9): 
 
 Linked Parameter Reconciliation (LPR) 
 Morphological Distance (MD) 
 
The second item, MD, has been subject to a test process, linking output to a graphics 
processor and shown to work, albeit it will require hard-coding into the main 
models. In the test programme a first phase reduction of the problem space and CCA 
phases produced a reduced solution space of 8472 ( reduction of 95%). Using MD as 
a second stage filter this was reduced further to just 213 possible solutions. 
 
The greatest group of constraints to a broader acceptance of MA amongst the user 
fraternity has been identified less to software limitations but to process flexibility – 
interpreted as being the operational and resource conditions under which the 
method can be applied. 
 
To-date operational implementation had been highly prescriptive, such as number of 
parameters (max 8) for the problem space and number of workshop participants (6-
8), and above all delivery format (workshop based). 
 
Research and discussions with end users (including case study participants) 
produced evidence that such a rigidly prescribed format was highly restrictive and 
thus not conducive to a broader appreciation of the method by users and potential 
users. 
 
Always, the main concern in operating under a more flexible regime in terms of 
delivery of the model, was whether such actions might impact the efficacy of the 
method. A number of the case studies (chapters 7, 8  and 10) were held under a 
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variety of different conditions, such as number of team members, location, time 
available, shorter work sessions rather than workshop day sessions, etc. No apparent 
reduction in efficacy or value of outcome was identified by the researcher or users. 
In fact it was observed that an overly rigid format, especially when conducting the 
CCA, created decision fatigue or “ennui” amongst participants. 
 
15.6 Towards an Integrated Process Planning Model 
As highlighted above, the current state of the project has moved considerably 
beyond the bounds of the original brief – and as an evolutionary process of 
development, is to be expected. 
 
We are now in a position to present an overview of the various process-planning 
options for this enhanced morphological analysis model. The schema identifies 
within a morphologically structured framework the major parameters (and states 
within parameters) which make up the structure.  
 
Ten principal parameters are identified. These ten parameters consist of an initial 6 
parameters and their respective states which form a basic process matrix. A second 
group of 3 parameters make up the resource components. The operating 
performance of these two groups is governed by the 10th parameter the implication 
of the size of the problem size – in effect the size and scale of the problem itself . 
 
Group one parameters are identified as follows: 
1. Core Processes: Whilst any process can be broken down into a myriad of sub-
components this parameter includes 10 discrete process states – with the 
first 4 sub-processes contained within the Problem Identification and 
Generation phase, 4 sub-processes contained within the Cross Consistency 
phase, and 2 sub-processes within the Solution Space and Outcome phase. 
This profile is an expanded version of current 8 state-of-the art processes. 
 
2. Prime Contacts & Stakeholders: This parameter allows for identification of 
the type of person or persons engaged during the different stages within the 
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process – with 4 separate entities being identified. Three of the four contact 
points also appear in the standard model. The “single researcher” category 
has been added as it is considered that the model can provide an ideal initial 
research tool for individual researchers and specialist – if only as a 
conceptual tool. 
 
3. User Spread: - During the empirical/field trialling of the product, it was 
identified that bringing together geographically disparate participants in the 
project was a real problem. It is thus incumbent on the model developer to 
address this reality and segment users according to their physical location. 
Five different geographic spread states were identified under this parameter. 
Current practice prescribes a single location. However the author has carried 
out case studies based on people being dispersed with a small geographic 
area. More importantly opportunities to address the problem of participants 
more widely geographically dispersed has been identified as a real issue 
requiring resolution. 
 
4. Type of Engagement: This parameter was introduced to address specifically 
how the Facilitator might be able to engage with project users, both as 
individuals and as a group. Five levels of engagement were identified. 
Inclusion of this parameter highlighted earlier process deficiencies whereby 
the majority of users, whether team leaders or expert team members, 
required them to be physically present in one location. Whilst addressing 
similar issues to that within the User Spread parameter, this component 
seeks to highlight the variety of modes of engagement (individual or group, 
on or off-site) can be employed. Such a parameter introduces the various 
modes of communication, with an implicit nod towards different forms of 
communications technology and how the latter might operate when 
engaging with a range of user profiles and numbers. The on-line model allows 
for one further state to be addressed compared to current state-of-the-art. 
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5. User group size: Earlier proponents, (notably Rhyne and Ritchey), had 
stressed the role of group dynamics in the MA process, with the 
recommendation that the optimal group size that should engage in a MA 
exercise was between 5-8. This position is not challenged in this thesis. 
However it has been identified as a constraint on wider usage if the number 
of team members is too rigorously employed. Does this preclude use of the 
model by individual researchers or small teams of researchers? What about 
those organisations and situations where the stakeholder group is composed 
of more than 8 members? (As identified by NATO). Do these group profiles 
negate the efficacy of the model? Field research and indeed client responses 
to such restrictions indicate that an overly prescriptive approach, including 
group size, can inhibit model application. Having identified the utility of the 
MA method to a broader band of potential users, this parameter addresses 
directly the different number of users within the group that might wish to 
employ the MA approach. This parameter highlights an operational reality 
rather than prescribing restrictive criteria. Six different group categories from 
single researcher to over 50 are presented in the model. The outcome from 
the research allows for 4 user group profiles to be able to work with the MA 
model compared to one (5-8) recommended by previous developers. The 
ability to handle integration of much larger groups has been identified as a 
major research opportunity for the future of the method. 
 
6. Estimated time for each process item: The time taken in conducting each 
phase of the process is key, as it allows for the facilitator and end user to 
understand the temporal conditions and constraints that might impact the 
selection of a particular problem and/or focus question, and crucially the size 
of the problem space itself. This parameter also acts as a warning signal 
whereby team fatigue, due to over lengthy analysis can impact the quality of 
output. Such fatigue (or ‘ennui’) is particularly prevalent during the CCA 
phase of the process. Moreover an understanding of process phase duration 
will act as input into assessing the overall duration that a project might take, 
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with its cost implications. In this parameter 6 different process times are 
indicated. Current practice advises between two and five days. 
 
7. Total aggregated time: Whereas the above section relates to discrete time 
periods for each of the individual 10 process states, this parameter reflects a 
quantitative estimation as to the whole duration of a MA project. As such it 
acts a key time constraint indicator treating time as a resource more under 
the control of the user and requiring understanding of the issue of the 
facilitator. 
 
8. Features: These are the software product features introduced to improve the 
overall functionality of the software- based model. The features identifies not 
just current functionality of the standard model but future developments and 
their relevance to user requirements. Of the 7 items listed only one, the 
standard model, relates to current technology, whilst 3 relate to technology 
developed via this research programme and an additional 4 items identified 
for future development. 
 
9. Collaboration geography: One of the major constraints identified, is how to 
engage with participants remotely located. How can technology address this 
reality rather than dictate that participants can only be on-site in a 
workshop? Although not answered the questions are asked with the aim to 
carry out additional research into collaborative methods from remote 
locations. This issue has been identified as a constraint across a number of 
PSMs. Morton, Ackermann & Belton (2007) noted that over reliance on face- 
-to-face and workshop sessions as used in many PSM projects make it 
difficult and time-consuming to organize. They identify that much interaction 
in organisations is neither face-to-face nor synchronous. With such 
constraints being a feature of MA as well it would appear that more 
automated collaboration systems need to be developed to accommodate 
such organisational realities. 
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10. Computational implication of Problem Space by number of configurations: 
The final parameter indicates the potential size of the problem space based 
on the total number of initial configurations. This problem has been majorly 
discussed in the body of the thesis and some potential solutions offered. 
Unless this issue is resolved MA will continue to be restricted in the range 
and scale of problems is can address. Seven different categories are 
presented under this parameter. This is another key determinant – the larger 
the PS configuration the more complex the problem and the time required to 
address it. In addition resolution of large problem space configurations 
require technological sophistication using more advanced software features. 
Current technology can only comfortably process 4 of the categories 
indicated (up to 250k). The chart below indicates that over the next year the 
solutions proposed and implemented into the main platform will not only be 
able to handle large scale compilations (as per the stand-alone model) but 
allow for additional reduction in the Solution Space to be applied via LPR and 
MD. 
 
The following table presents the identified parameters and their specific states. 
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Process Planning and Resource Model 
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Figure: 16.1 Process Planning and Resource Model. The schema is colour coded to 
identify those elements which have been currently developed and tested and those 
which require additional development, coding and testing. 
 
Of the 60 different states identified in this process matrix above, the research 
programme has resulted in the model covering 43 (green) of them (or 72%). From 
the remaining 17 options some 12 additional options (blue) will be introduced post 
thesis completion via a separate research exercise and product development 
programme. The remaining 5 (red) await additional research funding and other 
resources. Overall this schema illustrates the current and future potential of MA. The 
shaded elements identify those features and processes covered by the previous 
state-of –the- art. State-of-the-art pre-thesis occupied some 25 cells of the overall 
model (or 42%). This indicates that the “thesis” model had improved overall feature 
and process functionality in the order of 72% (43/25) or 30% in the overall context of 
the model. In addition of course, none of the previous software had been made 
available in a cross-platform and on-line format and this aspect alone demands 
appreciation. 
 
As a “morphological problem space” the schema as presented consists of over 42 
million possible options! This of course an unmanageable number. However by 
applying the LPR method this can be broken down into two sub-matrices, a 7 
parameter problem space and a 4 parameter problem space; the link parameter 
being the last one on the right hand side – compilation implication of the problem 
space. Thus the first matrix called “Process Planning” has a problem space consisting 
of some 252,000 different configurations. This is made up of the first 6 parameters 
plus the last one. The second matrix called the “Resource Model” is made up of the 3 
remaining parameters (in italics) plus the link parameter on the extreme right hand 
side. This matrix has just 1176 configurations.  
 
Although we are still awaiting development of this feature it clearly demonstrates 
how such a multivariable problem can be reduced to a much smaller solution space 
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in the classic manner. Even so the model identifies and validates a much wider range 
of options than that offered hereto by earlier, more prescriptive protagonists.  
 
15.7 The value added impact of the research programme: 
What the above graphic illustrates therefore is how the research programme has 
majorly extended the range and scope of how MA can be applied. 
 
1. It offers an accessible cross-platform alternative to existing offerings 
2.  It has extended the software feature range (72% increase) 
3.  It has developed and demonstrated workable processes which allow MA to 
be exploited across a much wider base of applications and operational 
constraints, such as time, number of team members and problem space size 
4. It has identified both short and long term opportunities for research so that 
the method can evolve to embrace new technological directions. 
5. There are strong generic features inherent in the approach adopted which 
can be applied to other problem solving and decision methods. 
 
Conclusions 
Whilst the author has argued that the main objectives of the research programme 
have been achieved, there is no doubt that there is ample scope for future product 
and process development so as to enhance user perception and experience. Not only 
has knowledge been enhanced by realization of the core requirement to produce a 
working prototype with improved processes but the thesis has also provided a series 
of significant directions for future research. 
 
In addition to the features listed above, the consolidated thesis itself provides a 
major documented contribution to an understanding and explanation of “Zwickian” 
Morphological Analysis, as it is only one of a handful of dedicated publications  on 
the subject in the last 40 years. 
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APPENDIX 1: HOW MA SUPPORTS DECISION MAKING UNDER 
UNCERTAINTY & COMPLEXITY 
 
 
Figure: A.1 Addressing Uncertainty & Complexity 
 
 
Decision making to improve identification of viable solutions AND avoid making 
bad decisions 
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Followed BY APPENDIX 2 (B) DECISION SUPPORT METHOD TYPOLOGY 
 
 
 
 348 
 
 
Figure: A.2 Decision Support Methods Typology 
 
 
 349 
APPENDIX 3: GLOSSARY OF TERMS AND ABBREVIATIONS 
Action Research – enables the generation of solutions to practical problems by  
empowering practitioners, so that they engage directly with research and the 
subsequent development or implementation. It is different the more formal 
scientific method as it involves the researcher in the actual research and relies 
heavily on qualitative data to understand the frame of reference. It is highly iterative 
in nature. 
  
CCA – Cross Consistency Assessment: The activity of carrying out pair-wise analysis 
of cells where one state in a parameter is judged to able to co-exist (logically, 
empirically or even normatively) with another state from another parameter. Both 
consistent and inconsistent states are identified. 
 
CCM – Cross Consistency Matrix – the physical framework for carrying out a CCA 
exercise made up of pair-wise cells. 
 
Collaborative Methods - aim to increase the success of groups of  people or teams 
as they engage in collaborative problem solving, ideally to establish a consensus. The 
method used may employ the services of a facilitator to assist in the establish of 
objectivity and balance. It is particularly useful where team members are dispersed 
geographically and where operationally it is difficult to assemble in one location for 
any period of time. 
 
Complexity - is a function of structure and uncertainty, where there are, multiple 
and inter-dependent information sources and which are uncertain. An increasing 
number of links combined with high uncertainty, creates a system which is extremely 
difficult to comprehend manage.  
 
Condition – a specific situation or environment in which something happens or 
exists. In MA the term has been used to mean a “state”, the latter particularly being 
defined in discrete terms. 
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Configuration - an arrangement of component parts or elements in a particular 
form, figure, or combination. In MA it is used to describe one unique string of cells 
composed of an individual states from each of the different parameters in the string.  
 
Creativity - is a phenomenon whereby something new and somehow valuable is 
formed. The created item may be intangible or a physical object (Wikipedia). 
 
Data Analytics – the identification, interpretation, and presentation of meaningful 
patterns in data especially when confronted by large, often unrelated sets of data 
(Big Data). It relies on the integrated application of statistics, computer programming 
and operations research to quantify performance. 
 
Decision Support – a body of models, tools and processes which help to mitigate risk 
and imbue greater clarity in relation to decision-making. It is less interested initially 
in solving a problem as opposed to structuring it – so the appropriate methods can 
be applied. 
 
Dimension – a measurable demarcation (both physical and conceptual) on an entity 
within a system. In MA often used to indicate a “state” or “condition” or even “a 
parameter. 
 
DSM - Decision Support Method, a generic term for a wide range of methods and 
tools to assist decision making. 
 
DSS – Decision Support System is composed of various methods across the risk and 
uncertainty spectrum which progressively allows for such risk to be mitigated. 
 
Empirical Constraint – this CCA cell classification (represented as a “P” – for Possible 
– in the software), indicates that a pair-wise relationship is not possible now but may 
in the future subject to ….more time to develop a product, more resources (money, 
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people etc). This constraint is useful in that it can provide the user with a simple gap 
analysis for what is feasible now and in the future. 
 
Ideation – a key part of the creative process of generating, developing and 
innovating new ideas. 
 
Innovation - the process of translating an idea or invention into a good or service 
that creates value for users, and ideally meets a specific need. It has also been 
referred to as being applied creativity. 
 
Logical Constraint – a constraint which is illogical, highly unfeasible or inconsistent 
under present conditions. Examples of such might be that a land based vehicle could 
not operate in the Pacific Ocean or a drug to treat adults over 40 for an ailment 
could not be used in the pediatric sector. 
 
LPR – Linked Parameter Reconciliation, whereby large problem spaces (250k 
configurations +) can be broken down into two smaller problems from which 
solutions can be derived.  A common parameter and its relevant discrete sub-states  
linking the two spaces is then used reduce further those solutions deemed internally 
consistent across the two solution options. 
 
LTPA – According to the RAND Corporation Long Term Policy Analysis helps policy- 
makers “whose actions may have significant implications decades into the future 
make systematic, well-informed decisions. LTPA is an important example of a class of 
problems requiring decision making under conditions of deep uncertainty—that is, 
where analysts do not know, or the parties to a decision cannot agree on, (1) the 
appropriate conceptual models that describe the relationships among the key driving 
forces that will shape the long-term future, (2) the probability distributions used to 
represent uncertainty about key variables and parameters in the mathematical 
representations of these conceptual models, and/or (3) how to value the desirability 
of alternative outcomes. In particular, the long-term future may be dominated by 
factors that are very different from the current drivers and hard to imagine based on 
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today’s experiences. Meaningful LTPA must confront this potential for surprise”. 
(2003). In effect this interpretation comes very close to that defined by a “wicked 
problem” – see below. 
 
MA – Morphological Analysis, a key PSM,  is a method for systematically structuring 
and examining the total set of possible relationships in a multidimensional, usually 
non-quantifiable, problem space. Such problems are not only complex but 
exacerbated by high levels of interconnectivity. Each set of configurations generated 
can be considered as a bundle of attributes. By identifying all the variables relating to 
the problem, all possible combinations of these variables (configurations) are 
examined. Through a reductive process, whereby inconsistent individual pairs of 
variable are filtered out with the help of software, computing only those 
configurations where all variables are consistent with one another, a final set of 
viable solutions can be compiled for further analysis. MA allows for all ideas to be 
considered as a first stage in the analysis process and as such is an exploratory 
method par excellence. Practically, MA  provides management and policy makers 
with the ability to identify informed and innovative options when confronted with 
complex problems, particularly under conditions of uncertainty and compounded by 
high levels of interconnectivity. 
 
Morphological matrix – also called a matrix of alternatives. It decomposes the key 
parameters of a problem and then lists potential solutions for each dimension or 
state. 
 
MD – Morphological Distance: a solution configuration reduction process to help 
identify those internally consistent configurations which are at variance with those 
configurations deemed state-of-the-art, and thus likely to offer innovate options for 
further assessment. 
 
Mess – a term ascribed to Russell Ackoff and akin to the term “wicked problem”. 
Ackoff and Rittel & Webber developed their ideas on messes and wicked problems 
contemporaneously. 
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Method - a series of specific and defined  steps to reach a certain outcome or 
objective. 
 
Methodology – often wrongly used when what is meant is a method (see above). 
Methodology is the study of how research is done and the principles determining 
how methods and tools are deployed and why they are being used and interpreted.  
 
Morphology – attributed to the German novelist and philosopher, Johann Wolfgang 
von Goethe (1749-1832), who introduced the term in a biological context – and 
which fits in with its associative relationship to a typology. Etymologically derived 
from the Greek – “morph” meaning shape or form and has been applied to various 
disciplines notably, biology, geology and linguistics.  
 
MTT – Methods, Techniques and Tools: A general reference to all devices used in 
problem structuring and problem solving – can be qualitative and/or quantitative. 
 
Normative Constraint - implying, creating, or prescribing a norm or standard, belief 
or value to a situation. Often governed by moral, ethical or social mores. In MA it 
must be used sparingly as it can inhibit potential solutions even if not accepted 
morally or socially. Inhibits thinking about the unthinkable. 
 
Pair-wise analysis – a process whereby two separate states or entities are compared 
with each other – usually to identify if they compatible or not. Intermediary states of 
concurrence can act as additional filters in the assessment – such as empirical or 
normative. It is the key part of the CCA exercise.  
 
Parameter - is a characteristic, feature, or measurable factor that helps define a 
particular system. It is an important element when evaluation the depth and breadth 
of a situation especially problematic ones. 
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Problem Space – the total combination of parameters, and separate states within 
parameters, that have been determined to characterise and simultaneously 
addressing the key variables that make up the problem. It is the starting point of 
analysis to which reductive processes are applied in order to generate a viable 
solution space. 
 
PSM - Problem Structuring Method:  PSMs include methods such as Soft Systems 
Methodology (SSM), Strategic Choice approach and Robustness Analysis. PSM’s are 
important in that they allow analysts to frame and position complex problems, 
identifying interrelated sub-components, rather than first considering the multitude 
of issues  and positions inherent in such problems as part of a larger system. 
 
Puzzle - a conundrum to which there is only one answer. Ackhoff defined the term as 
being the simplest form of problem solving due to its linear nature. 
 
Qualitative – reflects the subjective quality of a thing or phenomenon, such as feel, 
taste, expertise, image, leadership, reputation,  and are abstract, not requiring 
measurement because the reality they represent can only be approximated, 
(Business Dictionary). 
 
Quantitative - associated with an objective quality of a thing or phenomenon that is 
measurable and verifiable, such as lightness or heaviness, softness or hardness, and 
thickness or thinness  (Business Dictionary). 
 
Scenario – a possible series of future events based on variable input assumptions for 
each “scene”. 
 
Semantic Web - An extension of the Web through standards by the World Wide Web 
Consortium (W3C). The standards promote common data formats and exchange 
protocols on the Web, most fundamentally the Resource Description Framework 
(Wikipedia). The term Web 3.0 is often used to imply the same set of principles and 
activity (see below). 
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SME – Small and Medium Enterprises usually with no more than 250 employees and 
or turnover under £40m. These criteria can change. 
 
Solution Space – in MA it is those configurations, which have been deemed to be 
internally consistent across all its various states and parameters. It is derived by 
identifying inconsistencies in the CCA process and subtracting only those 
configurations that are internally consistent from the original problem space array of 
configurations. 
 
State – a discrete representation of a descriptive phenomenon or phenomena which 
is different from another state – often replaced by the term “condition” in MA. 
Parameters can be described of being composed of different states. 
 
SWOT – Strengths, Weaknesses, Opportunities and Threats – a classic analysis tool. 
 
SWOT-MA – the application of the MA method to the traditional SWOT business 
evaluation tool, turning into a much more dynamic device as opposed to the 
traditional list of SWOT attributes. Each individual item in a SWOT is assessed against 
all the other items to identify relevance of the list to strategy. Further enhanced by 
the addition of Time and Strategic Objective parameters. 
 
Technological Forecasting – also simply known as (TF) is concerned with the 
investigation of new technologies and trends. It is a combination of creative thinking, 
expert views and alternative scenarios as input to the strategic planning process. 
 
Tool – a specific and tangible device to address a unitary problem (such as a post-it 
note for use in a brainstorming exercise). 
 
Uncertainty and Risk – Often used interchangeably but essentially different: 
Uncertainty implies incomplete information where some or all of the relevant 
information to a problem is unavailable. Risk indicates only partial information 
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(usually metrics),  is available and is probabilistic so that when future events or 
activities occur they do so with some measure of probability. Whilst Risk can be 
quantified, Uncertainty cannot, as it is not measurable but both can be modelled. 
 
Variable – “A characteristic, number, or quantity that increases or decreases over 
time, or takes different values in different situations (Business Dictionary). The term 
can be substituted for parameter for purposes of morphological modelling. 
 
Web 3.0 – term used in a variety of ways, one of which is to describe it as an 
extension of Web 2.0. Often called the Semantic web (see above) it demonstrates 
the ability to make connections and infer meaning. It is based on the idea that the 
Internet 'understands' the pieces of information it stores and is able to make logical 
connections between them. (Macmillan Dictionary). 
 
Wicked Problem - A ‘wicked problem’ is one that is difficult or impossible to solve 
because of incomplete, contradictory, and changing requirements that are often 
difficult to recognise. Typically the problem is viewed from different perspectives 
from different stakeholders, is highly dynamic and complex with inherent 
uncertainties. 
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CORE READING MATERIAL 
 
The main body of the thesis identifies some 140 separate reference sources (as in 
the Bibliography). However the author has sought to identify in this appendix, 
certain core material that relates to Morphological Analysis specifically. This 
secondary list presents an introductory list of essential readings on Morphological 
Analysis for those readers wishing to explore the topic further. 
 
A second category of key publications is also shown as it represents items deemed to 
be of major contextual importance.  
 
Each of the two categories are subsequently broken down into two further sections, 
the first relating to books, and chapters in books and secondly, papers, conference 
proceedings and other material. 
 
Morphological Analysis 
 
Books: 
 
Allen M.S. (1962): “Morphological Creativity – The Miracle of Your Hidden Brain Power”, Prentice-
Hall, Inc, NJ. 
 
Ayres R.U. (1969): “Technological Forecasting and Long Range Planning”, McGraw-Hill, Inc. Ch.5 
Morphological Analysis” pp.72-93. 
 
Coyle G. (2004): “Practical Strategy – Structured Tools and Techniques”, Published by Pearson 
Education Ltd, Prentice Hall/Financial Times.  (FAR) 
 
Godet M. (2001): “Creating Futures – Scenario Planning as a Strategic Management Tool:, pp 77, 
Economica. 
 
Jantsch E. (1967):  “Technological Forecasting in Perspective”, pps 29-34, OECD, Paris 
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Majaro S. (1988): “The Creative Gap: Managing Ideas for Profit”, Longman, Ch. 8  
 
Rhyne R.F. (2003): “The Act of Choosing”, Pub. iUniverse Inc. (FAR) 
 
Ritchey T.  (2011): “ Wicked Problems and Social Messes: Decision Support Modelling with 
Morphological Analysis”, Springer. 
 
Wills G. (1972): “Technological Forecasting – the Art and its Managerial Implications”, Penguin Books 
Ltd, England. Ch.22 “Morphological Analysis”, pp.131-160. 
 
Zwicky F (1969): .“Discovery, Invention, Research: Through the Morphological Approach.”, Macmillan. 
New York. 
 
Other forms of MA specific publication: 
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