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Zusammenfassung
Die vorliegende Dissertation adressiert die operative Produktionsplanung und -steuerung
in mehrstufigen Batchproduktionen der Fertigungsindustrie. In Batchproduktionen wer-
den Aufträge in Losen gebündelt und simultan bearbeitet. Dies führt zu einem gemein-
samen Bearbeitungsbeginn und -ende aller Aufträge eines Loses. Diese Arbeit fokussiert
auf Batchproduktionen beliebiger Länge mit stufenspezifischen Auftragsfamilien. Lose
beinhalten ausschließlich Aufträge derselben Familie. Da Aufträge, die in einer Prozess-
stufe dieselbe Familienzugehörigkeit besitzen, in benachbarten Prozessstufen differenten
Familien angehören können, müssen Lose für jede Maschine neu gebildet werden. Des
Weiteren müssen Lose minimale und maximale Größenvorgaben auf den Maschinen ein-
halten. Die in dieser Arbeit behandelte Kombination aus stufenspezifischen Auftrags-
familien und Losgrößenvorgaben konstituiert ein neuartiges Planungsproblem, in dem
die auftragsspezifische Ausgabe eines ersten Prozesses den losbildenden Kriterien eines
zweiten Prozesses widersprechen kann. Dies induziert einen Reihenfolgekonflikt. Um Lose
spezifischer Größe generieren zu können, müssen Aufträge zwischen den Prozessen auf die
Ankunft anderer Aufträge mit selbiger Familienzugehörigkeit warten. Diese Wartezeiten
fließen unmittelbar in die Durchlaufzeiten der Aufträge ein und vergrößern den Raumbe-
darf in den Lagern. Somit ergibt sich ein Substitutionsverhältnis zwischen Losgröße und
Durchlaufzeit. Da die Wahl der losbasierten Produktionsform die Bildung großer Lose
impliziert, die übergeordnete Perspektive aber kurze Durchlaufzeiten präferiert, existiert
ein Zielkonflikt. Die Planungsaufgabe besteht daher in der prozessspezifischen Bestim-
mung und Terminierung von Losen, die die maschinellen Losgrößenvorgaben möglichst
ausnutzen, in ihrem Zusammenwirken jedoch auch kurze Durchlaufzeiten bewirken.
Diese Arbeit präsentiert für das formulierte Planungsproblem Planungs- und Steue-
rungsmethoden. Die Planungsmethoden umfassen einen heuristischen sowie einen me-
taheuristischen Ansatz, die auf Basis spezifizierter Aufträge, ihrer Fertigstellungstermi-
ne sowie stufenspezifischen Familienzugehörigkeiten Lose in einem retrograden Vorge-
hen komponieren und terminieren. Während des Produktionszeitraums übernehmen die
Steuerungsmethoden die Umsetzung der geplanten Allokationen. Dies ist notwendig, da
die Terminierung der Aufträge keine zeit- und bedarfsgerechte Materialbereitstellung
bedeutet. Wenn Aufträge wegen fehlender Materialien nicht bearbeitet werden können,
zielen die Steuerungsmethoden auf Modifikationen der Maschinenbelegungspläne, die die
Bearbeitung der korrespondierenden Lose zeitlich verschieben, jedoch die ursprüngliche
Produktionsreihenfolgen und Auftragskonstellationen der Lose möglichst bewahren.
Die Planungs- und Steuerungsmethoden werden einzeln evaluiert sowie gemeinsam in
einem Anwendungsszenario validiert und bewertet. Das Szenario ist Teil der Logistikket-
te der Automobilindustrie und beinhaltet einen Kommissionier- sowie einen container-
versierten Beladeprozess. Für die methodische Adaption auf den Beladeprozess wurden
zusätzlich eine Stauplanungsheuristik sowie Methoden der Stauplanmodifizierung entwi-
ckelt. Die separaten Evaluationen sowie der Transfer auf das Anwendungsszenario zeigen
die Effektivität sowie Praxistauglichkeit der entwickelten Methoden auf und quantifizie-
ren das monetäre Potenzial, das ihr Einsatz in der Praxis zu bergen vermag.
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1 Einleitung
Die Planung und Steuerung von Produktionsprogrammen wird durch die steigende An-
zahl der Produktvarianten, der Hinwendung zu bedarfsorientierten Produktionsabläufen
und der Zunahme dynamischer Produktionseinflüsse fortwährend anspruchsvoller (Gieß-
mann u. Lasch, 2010, S. 153 f.). Diese Entwicklungen induzieren eine ebensolche Kom-
plexitätszunahme in der innerbetrieblichen Erzeugnisstruktur. Durch Anordnungsreihen-
folgen, Parallelinstanzen, ein- und ausgehende Objektströme und begrenzte Globalres-
sourcen können vielfältige prozessuale Interdependenzen vorliegen, die bei ungeplanten
Ereignissen signifikante Auswirkungen auf die Leistung des Gesamtsystems nehmen (Ste-
ven, 2007, S. 119 f.). Im Besonderen treten prozessübergreifende Abhängigkeiten und
Planungsprobleme in Fließproduktionen auf, denen das Prinzip der Sammelbearbeitung
zugrunde liegt. Diese Fertigungsweise ist allgemein unter dem Begriff der losgrößen-
basierten Produktion bekannt und findet meist in Situationen Anwendung, in denen
auftragsspezifische Rüst-, Tot-, Weg- und Bereitstellungszeiten einen proportional ho-
hen Anteil an der Gesamtproduktionsdauer einnehmen. Die Zusammenfassung mehrerer
Auftragsobjekte zu Losen erhöht die Effizienz von Maschinen und Personal, verbessert
die Auslastung von Transportmitteln und generiert ökonomische sowie ökologische Vor-
teile. Eine besondere Form der losgrößenbasierten Produktion stellt der Batchbetrieb
bzw. die Batchproduktion dar. Sie wird zumeist in der Chargenfertigung verwendet und
ist durch die gleichzeitige Bearbeitung der zu einem Los gehörenden Aufträge gekenn-
zeichnet – im Gegensatz zu der üblicherweise sequenziellen Bearbeitung in den kon-
ventionellen Formen der losgrößenbasierten Produktion. Die Losgrößen unterliegen in
Batchproduktionen häufig Minima- sowie Maximavorgaben, die aus der Notwendigkeit
einer wirtschaftlichen Fertigung sowie aus prozessualen Kapazitätsrestriktionen herrüh-
ren. Durch die partieweise Bearbeitung entsteht eine diskontinuierliche Produktion. Die
Aufträge gelangen nur gebündelt und schubweise zur Abarbeitung in die fertigenden
Prozesse (Gudehus, 2010, S. 290 ff.). Bekannte Anwendungsgebiete der Batchproduktion
sind unter anderem die eisenerzeugende Industrie sowie die Halbleiterbranche (Oulama-
ra, 2007, S. 1034; Mathirajan u. a., 2004). Darüber hinaus sind mehrstufige Batchpro-
duktionen auch in der Herstellung pneumatischer Ventile (Cheng u. a., 2000, S. 128), in
der Logistikkette der Automobilindustrie (Isenberg u. Scholz-Reiter, 2012b), innerhalb
der Testprozeduren elektronischer Bauteile (Sung u. a., 2000, S. 180) sowie in vielen
weiteren Produktionsszenarien vorzufinden.
1.1 Untersuchungsgegenstand und Motivation
Die vorliegende Arbeit beschäftigt sich mit der Produktionsplanung und -steuerung
mehrstufiger Batchproduktionen in der Fertigungsindustrie. Im Fokus stehen Fließpro-
duktionen, in denen mehrere Produkte gefertigt und deren Lose über den Verlauf der
Prozesskette mehrfach und in Abhängigkeit produkt- und prozessspezifischer Parameter
gebildet werden. Lose haben somit nur für einen oder wenige Prozesse Bestand; sie wer-
den daher auch als inkonsistent bezeichnet. Vergleichbare Produktionsbedingungen sind
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unter anderem in variantenreichen Fertigungen mit aufeinander folgenden, auf Losen
basierenden Herstellungsprozessen vorzufinden. Verschiedene Produktvarianten unter-
scheiden sich dabei in einzelnen oder mehreren Attributen. Die Aufträge eines Loses
fokussieren auf keine spezifische Produktvariante, sondern umfassen alle Produktgrup-
pen, die in dem auszuprägendem Attribut der jeweiligen Bearbeitungsstufe überein-
stimmen. Die Aufträge bilden somit auf Basis der auszuprägenden Attribute stufenspe-
zifische inkompatible Auftragsfamilien bzw. -typen. Dies bedeutet, dass nur Aufträge,
welche derselben stufenspezifischen Familie angehören, ein gemeinsames Los konstituie-
ren können. Beispiele für variantenübergreifend identische Produktionsschritte und in-
kompatible Auftragsfamilien stellen Färbungs-, werkzeugspezifische Bearbeitungs- sowie
Transportprozesse dar (Mosheiov u. a., 2004, S. 783).
Die produktive Nutzung inkonsistenter Lose erfordert eine umfassende Kapazitäts-
und Zeitabstimmung zwischen benachbarten Prozessstufen und kann Abrisse sowie Stau-
ungen im Materialfluss bewirken. Dies erschwert einen synchronen Ablauf der beteiligten
Einzelprozesse, kann zu Wartezeiten zwischen ihnen führen und somit die Durchlaufzei-
ten der Aufträge verlängern (Gudehus, 2010, S. 293; Adam, 2001, S. 15). Das dadurch
entstehende Planungsproblem kann auch als interprozessualer Reihenfolgekonflikt inter-
pretiert werden. Dieser tritt auf, wenn die auftragsbezogene Ausgabereihenfolge eines
vorgelagerten Prozesses keiner losspezifischen Eingabereihenfolge seines nachgelagerten
Prozesses entspricht (Hackstein, 1984, S. 195 ff.). Für die Beseitigung dieses Konfliktes
gibt es prinzipiell zwei diametrale Möglichkeiten: entweder den Verzicht auf die Ausnut-
zung der maximal möglichen Losgrößen und die Inkaufnahme der Losgröße Eins, oder
die Verwendung eines Zwischenlagers, das die Funktion eines räumlichen und zeitlichen
Auftragspuffers übernimmt und dadurch Rekombinationen der Auftragssequenz sowie
die Ausnutzung der maximalen Losgröße ermöglicht (Kistner u. Steven, 2001, S. 31 f.).
Während die erste Maßnahme der Grundidee der Batchproduktion zuwider läuft und
zu einer Verminderung der Prozesseffizienzen führt, bewirkt die zweite die Verlänge-
rung der Durchlaufzeiten und verursacht durch die vermehrte Lagerhaltung zusätzliche
Betriebskosten. In dem Spannungsfeld dieser beiden Positionen untersucht diese Arbeit
Möglichkeiten einer simultanen Losgrößen- und Abplaufplanung, um prozessindividuelle
Loszusammensetzungen und -reihenfolgen zu bestimmen, die sowohl den Losbildungs-
kriterien der beteiligten Prozesse als auch den übergeordneten Zielen der Prozesskette
entgegenkommen. Die dafür erarbeitete Planungsmethode übernimmt die Produktions-,
Kapazitäts- sowie Terminplanung und generiert als Ergebnis einen Ablaufplan für ei-
nen spezifischen Planungshorizont. Ein Ablaufplan determiniert die zeitliche Abfolge
der Lose bzw. ihrer Aufträge auf den am Produktionsprozess beteiligten Maschinen.
Die anschließende Umsetzung des erstellten Ablaufplans erfolgt in der Phase der Ab-
laufsteuerung und wird ebenfalls durch diese Arbeit untersucht. Eine Ablaufsteuerung
ist notwendig, da die Verfügbarkeit von zuvor allokierten Produktionsmitteln an ihren
Bedarfszeitpunkten nicht gewährleistet ist. So stehen zum Beispiel Unternehmen nach
Auftragseingängen oftmals vor der Aufgabe, Aufträge über die Fertigungsstufen zu ter-
minieren und Produktionsmittel zu allokieren, ohne die dafür erforderlichen Materialien
im Lager zu haben. Diese werden aufgrund der Vereinbarungen mit den Zulieferern
periodisch oder bedarfsorientiert geliefert, um mögliche Überbestände und die damit
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verbundene Kapitalbindung zu vermeiden (Kummer u. a., 2009, S. 142 ff.). Verspäte-
te Materiallieferungen verzögern die Bearbeitung der von ihnen abhängigen Aufträge
bzw. der auf sie aufbauenden Lose. Um die betroffenen Aufträge dennoch vor ihren
Fertigstellungsterminen herzustellen und Konventionalstrafen zu vermeiden, müssen ih-
re Produktionstermine auf einen späteren Zeitpunkt verschoben werden. Dies erfordert
Modifikationen an dem ursprünglichen Ablaufplan, verengt die Herstellungszeitfenster
der übrigen Aufträge und kann zu verspäteten Kundenbelieferungen führen (Kummer
u. a., 2009, S. 276). Die für diesen Fall entwickelten Methoden modifizieren den Ablauf-
plan und die Ressourcenallokation in der Weise, dass die vereinbarten Auslieferungs-
termine möglichst eingehalten und der durch den ursprünglichen Ablaufplan erreichte
Zielerreichungsgrad nicht unnötig reduziert werden.
Motivation
Die Erforschung dieses Reihenfolgekonflikts ist durch ein reales, der Automobilprodukti-
on vorgelagertes, Szenario motiviert. Darin werden Fertigfahrzeuge als Bausätze im soge-
nannten Completely-Knocked-Down (CKD)-Verfahren an ausländische Werke versendet.
Der Anreiz für diese Versandform liegt in der Ersparnis von Importzöllen. Inhalt des Sze-
narios ist eine Prozesskette im Umfang von zwei reihenfolgeinterdependenten Prozessen
mit individuellen Zielfunktionen und Restriktionen. Der erste Prozess wird als Montage
bezeichnet. In ihm werden Fahrzeugkomponenten einem Wareneingangs- bzw. Artikella-
ger entnommen und in Packstücke verpackt. Um dabei einen Skaleneffekt zu generieren,
werden Packstücke gleichen Inhalts zu Losen gebündelt. Nach ihrer Erstellung werden
die Packstücke in ein Zwischenlager verbracht. Aus diesem werden sie von dem Pro-
zess der Containerisierung abgefordert und in Container verstaut. Nachfolgend werden
die Container in ein Containerlager auf dem Unternehmensgelände verbracht. Die Con-
tainer repräsentieren Transportlose, in denen ausschließlich Packstücke mit identischen
Destinationen eine Containerladung konstituieren dürfen. Da Packstücke mit identischen
Inhalten in verschiedene Zielländer gehen können, liegen in dem Szenario inkonsistente
Lose vor.
Abbildung 1.1: Abstraktes und instanziertes Prozessmodell
Diese Arbeit fokussiert ein Prozessmodell mit einer linearen Erzeugnisstruktur und
einem Batchprozessor je Prozessstufe. Seine Struktur wird durch Abbildung 1.1 verbild-
licht. Unter einem Prozess- oder auch Produktionsmodell versteht „(...)man die sinnhafte
Abbildung eines oder mehrerer ähnlicher Produktionssysteme (Urbilder) auf ein anderes
System (Abbild) (...) Modelle sind stets zweckorientiert und werden durch Konzentration
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auf wesentliche und Weglassen unwesentlicher Aspekte der zugrunde liegenden Urbilder
gebildet.“ [Dyckhoff u. Spengler, 2010, S. 7]. Das hiesige Prozessmodell repräsentiert ei-
ne Fließproduktion mit k = 1,. . . ,m Prozessen. Es existieren vor der ersten, nach der
letzten sowie zwischen den Prozessstufen Lager zur Aufnahme der Halberzeugnisse. Das
Anwendungsszenario der CKD-Prozesskette stellt eine Instanz dieses Prozessmodells dar
und wird im weiteren Verlauf dieser Arbeit für die Methodenvalidierung verwendet.
1.2 Zielsetzung und Vorgehensweise
Dieses Forschungsvorhaben ist durch das wissenschaftliche Desiderat sowie den prakti-
schen Bedarf geeigneter Planungs- und Steuerungsmethoden für mehrstufige Batchpro-
duktion mit stufenspezifischen inkompatiblen Auftragsfamilien motiviert. Die zentrale
Zielstellung der vorliegenden Arbeit liegt daher in der Entwicklung, Validierung und der
Evaluierung von Methoden zur Los- und Ablaufplanung sowie der sich anschließenden
Ablaufsteuerung. Da diese Zielformulierung sowohl in einem wissenschaftsthematischen
als auch einem praktischen Kontext steht, bedarf sie einer weitergehenden Differenzie-
rung. Eine geeignete Unterscheidung bietet die Untergliederung in ein analytisches, ein
konstruktives sowie ein pragmatisches Ziel.
• Analytisches Ziel
Das analytische Ziel ist erfüllt, wenn die Forschungsthematik ausreichend durch-
drungen wurde. Dies beinhaltet eine detaillierte Problembetrachtung, seine Einord-
nung in die Prozessmodelle der Losfertigung, die mathematische Problemformu-
lierung, die Bestimmung der Problemkomplexität sowie die Suche nach geeigneten
Lösungsverfahren und -strategien. Da das analytische Ziel das umfassende Ver-
ständnis des Problems verlangt, jedoch keine Kennzahlenbetrachtung durchführt,
ist es ausschließlich qualitativer Natur.
• Konstruktives Ziel
Das konstruktive Ziel verfolgt die Entwicklung aller Methoden, die für die Phasen
der Ablaufplanung und -steuerung erforderlich sind. Die methodischen Vorgehens-
weisen sollen auf analytischen und empirischen Erkenntnissen der mathematischen
Problemformulierung basieren. Die Methoden der Ablaufplanung müssen die Auf-
gaben der Loskomposition sowie der Losterminierung unter Beachtung der pro-
zessspezifischen Kapazitätsrestriktionen durchführen. An die Methoden der Ab-
laufsteuerung wird die Anforderung gestellt, Auftragsverspätungen zu vermeiden
sowie die dafür erforderlichen Planungsmodifikationen möglichst zu begrenzen. Die
Entwicklung und Adaption von Stauplanungsmethoden auf das CKD-Szenario stel-
len kein unmittelbares Forschungsziel dieser Arbeit dar, sind jedoch für den Trans-
fererfolg der Ablaufplanung und -steuerung auf das Anwendungsszenario ein not-
wendiger Inhalt. Um den Effekt der Methoden der Ablaufplanung und -steuerung
in dem Anwendungsszenario nicht durch Wechselwirkungen zu schmälern, ist die
Entwicklung adäquater Stauplanungsmethoden daher ein weiterer Bestandteil des
konstruktiven Ziels. Die Validierungen und Evaluierungen aller Methoden erfol-
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gen anhand von Simulations- und Realdaten. Das konstruktive Ziel ist wegen des
Entwicklungs- sowie Evaluationsinhalts qualitativer und quantitativer Art.
• Pragmatisches Ziel
Das pragmatische Ziel orientiert sich an dem Anwendungserfolg der entwickelten
Methoden an dem instanzierten Prozessmodell des CKD-Szenarios. Der Erfolg wird
dabei als die Verbesserung prozessualer sowie ökonomischer Leistungskennzahlen
definiert. Abgesehen von der generellen Aussage über die Praxistauglichkeit der
Verfahren beinhaltet dieses Ziel ausschließlich quantitative Ergebnisse.
Vorgehensweise
Die Vorgehensweise dieser Arbeit ist in Abbildung 1.2 illustriert. Sie orientiert sich an
der Reihenfolge der differenzierten Zielformulierung. Demnach widmet sich das Kapi-
tel 2, „Produktionsplanung und -steuerung in Losfertigungen“ (S. 7), der Problem-
durchdringung. Es klassifiziert, präzisiert und formuliert die Themenstellung der Ar-
beit im Kontext wissenschaftlicher Modelle und Notationen. Darüber hinaus werden
aktuelle Forschungs- und Entwicklungsergebnisse zusammengefasst und das Forschungs-
desiderat dieser Arbeit spezifiziert. Auf Basis des Themenverständnisses werden in Ka-
Abbildung 1.2: Vorgehensweise in der Dissertation
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pitel 3, „Los- und Ablaufplanung“ (S. 53), eine Basisheuristik sowie eine Verbesserungs-
heuristik gemäß des konstruktiven Ziels entwickelt und evaluiert. Die von den beiden
Heuristiken generierten Ablaufpläne werden in Kapitel 4, „Ablaufsteuerung unter Unsi-
cherheit“ (S. 97), bei Einbezug unsicherer Realisierungszeitpunkte der Aufträge bezüg-
lich ihrer Umsetzbarkeit untersucht. Für die Handhabung operativ nicht realisierbarer
Aufträge und die dadurch erforderlichen Planungsmodifikationen werden mehrere Steue-
rungsmethoden entwickelt und getestet. In dem Kapitel 5, „Verfahrensanwendung auf
eine CKD-Prozesskette“ (S. 113), werden die entwickelten Methoden auf das Praxissze-
nario der CKD-Prozesskette adaptiert und hinsichtlich ihrer gemeinsamen Leistungsfä-
higkeit bewertet. Zusätzlich beinhaltet dieses Kapitel die thematischen Grundlagen der
Stauplanung sowie die Entwicklung und Evaluierung verschiedener Stauplanungsmetho-
den. Das abschließende Kapitel 6, „Zusammenfassung und Ausblick“(S. 159), bietet eine
qualitative Bewertung der in der Arbeit erzielten Ergebnisse und beurteilt diese an-
hand der oben spezifizierten Ziele. Darüber hinaus zeigt es in einem Ausblick offene
Forschungsfragen auf.
6
2 Produktionsplanung und -steuerung in
Losfertigungen
Dieses Kapitel bezweckt, ein Verständnis für den thematischen Gegenstand der Arbeit
zu schaffen und anhand der Darstellung des diesbezüglichen Stands der Forschung das
Forschungsdesiderat zu verdeutlichen. Dazu wird in Abschnitt 2.1 das Prozessmodell
(siehe S. 3) in den Kontext des Produktionsmanagements eingeordnet. Da das fokus-
sierte Prozessmodell einem spezifischen Modelltyp eines abstrakten Modells entspricht,
werden zur besseren Abgrenzung von anderen, davon ableitbaren, Modelltypen die mög-
lichen Merkmalsausprägungen in einer Klassifikation zusammengefasst. Die Abgrenzung
ist erforderlich, da die Problemschwere des Reihenfolgenkonflikts bzw. der Aufwand zur
Bestimmung einer optimalen Los- und Ablaufplanung vom Modelltyp abhängig ist. Zu-
dem divergieren die entwickelten Lösungsansätze erheblich in der Wahl der ihnen zu-
grunde liegenden Prozessmodelle, sodass ihr Transfer auf andere Modelltypen nicht oder
nur unter Einschränkungen möglich ist. Auf Basis der formalen Grundlagen wird in
Abschnitt 2.2 das Prozessmodell dieser Arbeit beschrieben und zum Zweck der analy-
tischen Problemerschließung als ganzzahliges lineares Programm (ILP) modelliert. Der
Abschnitt 2.3 untersucht für das spezifizierte Prozessmodell den aktuellen Stand der For-
schung in Bezug auf Methoden zur Produktionsplanung und -steuerung. Abschließend
folgt in Abschnitt 2.4 die Formulierung des Forschungsdesiderats.
2.1 Thematische Grundlagen
In dem Unterabschnitt 2.1.1 erfolgen die thematische Einordnung der Arbeit in die Wis-
senschaftsdisziplin des Produktionsmanagements sowie die Einführung grundlegender
Begriffe und Definitionen. Der Unterabschnitt 2.1.2 beinhaltet eine Übersicht über die
wesentlichen Attribute, anhand derer Batchproduktionen klassifiziert werden können.
2.1.1 Einordnung und Eingrenzung des Themas
Der Fokus dieser Arbeit liegt auf der Entwicklung sowie Evaluation von operativen
Planungs- und Steuerungsmethoden für Varianten-Linienfertigungen mit mehrstufigen
Batchproduktionen. Die betrachteten Teilaspekte umfassen die
• Auftragsterminierung
• Auftragsselektion für Lose
• Bestimmung der Losgrößen
• Belegungsplanung von Maschinen
• Freigabe von Fertigungsaufträgen sowie die
• Modifikation der Auftragsreihenfolge infolge von Freigabeverzögerungen.
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Alle diese Aufgaben sind dem Gebiet der Produktionsplanung und -steuerung (PPS) zu-
zurechnen (Schuh, 2006, S. 26). Die PPS ist in der Mehrheit der Betrachtungen dem Pro-
duktionsmanagement untergeordnet (Schneider u. a., 2010, S. 14 f.; Schuh, 2006, S. VII).
Da sie den zentralen Aspekt des Produktionsmanagements repräsentiert, werden beide
Begriffe vereinzelt auch synonym verwendet (vgl. Nebl, 2007, S. 603 f.). Die Aufgabe des
Produktionsmanagements kann jedoch auch übergeordneter Natur sein. Sie übernimmt
in diesem Fall die „(...) Konkretisierung der von der Unternehmensleitung formulierten
Unternehmensziele im Bereich der betrieblichen Leistungserbringung (...)“[Dyckhoff u.
Spengler, 2010, S. 29]. Das Produktionsmanagement ist neben der betriebswirtschaftli-
chen Analyse des Produktionssystems der zweite wesentliche Bestandteil der Produkti-
onswirtschaftslehre. Diese ist eine Teildisziplin der Betriebswirtschaftslehre. Sie umfasst
Methoden und Modelle der unternehmerischen Produktion und befasst sich „ (...) mit der
durch Menschen gezielt veranlassten Transformation, d. h. der qualitativen, quantitati-
ven, räumlichen oder zeitlichen Veränderung von Objekten (...)“ [Dyckhoff u. Spengler,
2010, S. 3].
Die Themeneinordnung in den Kontext des Produktionsmanagements folgt einer funk-
tionalen Unterteilung der Unternehmensaufgaben. Darüber hinaus besteht die Möglich-
keit, die Thematik der Arbeit einer prozessualen Betrachtung zu unterwerfen und auf
den unternehmensinternen Materialfluss zu fokussieren. Aus dieser Perspektive können
die skizzierten Inhalte dieser Arbeit nach Schulte (2001, S. 12 f.) auch der integrierten
Materialwirtschaft bzw. dem Materialmanagement zugeordnet werden. Eine solche Ein-
ordnung folgt einer ganzheitlichen Betrachtung der Planungsaufgaben und betont die
Interdependenzen, die über die verschiedenen Unternehmensfunktionen hinweg durch
den Materialfluss entstehen. Als Querschnitts- bzw. Unterstützungsfunktion ist die Ma-
terialwirtschaft in verschiedenen Teildisziplinen der Betriebswirtschaftslehre anzutref-
fen (Schulte, 2001, S. 52). Eine dritte Möglichkeit der Themeneinordnung mischt die
funktionale und prozessorientierte Perspektive, indem sie die Thematik der PPS in
den Aufgabenbereich der Produktionslogistik einordnet. Sie ist eingegliedert zwischen
die Beschaffungs- und Vertriebslogistik und fokussiert auf die omnipräsente Steuerungs-
funktion, welche die Logistik im Unternehmen über den Materialfluss ausübt (Arnold u.
Isermann, 2008, S. 301; Bauer, 2011, S. T 1).
Es ist festzuhalten, dass die PPS in Abhängigkeit der Untersuchungsperspektive ver-
schiedenen Teilgebieten der Betriebswirtschaftslehre zugeordnet werden kann. Es sind
für den weiteren Verlauf die ersten beiden Perspektiven relevant. Die funktionale Be-
trachtung kommt implizit zur Geltung, da die Arbeit ausschließlich auf die unterneh-
merische Produktionsfunktion fokussiert. Die prozessuale Betrachtung ist signifikant, da
in mehrstufigen Produktionen Terminierungsentscheidungen zu prozessübergreifenden
Interdependenzen führen. Unabhängig von der Perspektivwahl werden in den nächsten
Unterabschnitten Aufgaben und Umfang der PPS beschrieben sowie die elementaren
Produktionsbegriffe im Kontext dieser Arbeit erläutert und spezifiziert.
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Produktionsplanung und -steuerung
Eine erste umfassende Betrachtung der PPS erfolgte durch Hackstein (1984, S. 5). Er
gliedert die PPS aus der Perspektive der organisatorischen und technischen Auftragsab-
wicklung in die folgenden Funktionsblöcke:
• Produktionsplanung mit den Funktionsgruppen der Datenverwaltung, Produk-
tionsprogrammplanung, Mengenplanung, Termin- und Kapazitätsplanung
• Produktionssteuerung mit den Funktionsgruppen der Datenverwaltung, Auf-
tragsveranlassung und Auftragsüberwachung.
Luczak u. Eversheim (1999) übernehmen die Sichtweise Hacksteins, beziehen jedoch
weitere, am Beginn und Ende der technischen Auftragsabwicklung liegende Funktions-
gruppen, mit ein. Demnach
„(...) umfaßt die Produktionsplanung und -steuerung die gesamte technische
Auftragsabwicklung von der Angebotsbearbeitung bis hin zum Versand. Sie
plant und steuert die betrieblichen Aufgabenbereiche Konstruktion, Vertrieb,
Einkauf, Teilefertigung, Montage und Versand.“ [Luczak u. Eversheim, 1999,
S. 3]
Dangelmaier (2009, S. 15) definiert ein formales Modell der PPS und untergliedert dieses
in PPS-Aufgaben und -Verfahren. Die allgemeine Aufgabe der PPS sieht er darin,
„(...) für ein abgegrenztes Produktionssystem vorausschauend Solldaten über
die qualitative, quantitative und zeitliche Zuordnung der Vorgänge und Fak-
toren dieses Produktionssystems, die in sich und mit den Ausgangsdaten
konsistent sind, für einen definierten, zielgerichteten Leistungserstellungs-
prozess festzulegen (ggf. unter Berücksichtigung gewisser Ziele), diese dem
Produktionssystem vorzugeben (Auftrag, Bestellung) und ggf. festzustellen,
ob Inkonsistenzen vorliegen.“ [Dangelmaier, 2009, S. 15]
Diese Definitionen fokussieren auf die innerbetriebliche Planung und Steuerung von
Produktion und Materialfluss. Schuh (2006) stellt fest, dass im Kontext der Zunahme
interorganisationaler Vernetzungen von Produktionsstrukturen das Verständnis um den
Einsatzbereich einer PPS auf das gemeinschaftlich produzierende Netzwerk ausgeweitet
werden muss. Er erweitert daher die Definition von Luczak u. Eversheim (1999):
„Die verschärften Marktanforderungen zwingen die Unternehmen zur Kon-
zentration auf bestimmte Kernkompetenzen und zur Auslagerung weni-
ger zentraler Aktivitäten an spezialisierte Partner. Damit rückt die über-
betriebliche Kooperation zunehmend in den Mittelpunkt unternehmerischer
Planung. Produktionsplanung und -steuerung bedeutet somit nicht mehr
ausschließlich innerbetriebliche Planung, sondern Organisation und Steuer-
ung von Netzwerken. Das Netzwerk ist zur wichtigsten und modernsten
Organisationsform produzierender Unternehmen geworden.“ [Schuh, 2006,
S. 3]
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Diese stetige Erweiterung der PPS-Definition verdeutlicht den Entwicklungsprozess, wel-
cher der Spezifikation der PPS unterliegt. Die vorliegende Arbeit fokussiert auf den
innerbetrieblichen Rahmen der PPS, wenngleich die in ihr entwickelten Methoden ei-
ne theoretische Trennung von Fertigungsstufen über betriebliche Organisationsgrenzen
hinweg erlauben würde.
Weitergehend wird der planerische Anteil des PPS in Abhängigkeit des Planungsho-
rizonts in die strategische, taktische und operative Planung dekomponiert (Schneider
u. a., 2010, S. 13 f.; Domschke u. a., 1997, S. 2 f.; Dangelmaier, 2009, S. 9; Derstroff,
1995, S. 4, 8). Aufgrund der zentralen Bedeutung der PPS für das Produktionsmanage-
ment nehmen Dyckhoff u. Spengler (2010, S. 30 f.) sowie Nebl (2007, S. 603 ff.) dieselbe
Unterteilung auf der Ebene des Produktionsmanagements vor. Demnach unterscheiden
sich die Ebenen der Produktionsplanung bzw. des Produktionsmanagements wie folgt:
• Strategische Produktionsplanung
Diese Planungsebene befasst sich mit der langfristigen Planung in typischen Zeit-
räumen von bis zu zehn Jahren. Die Entscheidungsbereiche betreffen die Stand-
ortwahl, die Konzeptionierung des Produktionssystems, die Ausrichtung des Pro-
duktionsprogramms sowie die Wahrung seiner Konsistenz mit den Kernkompeten-
zen. Die strategische Produktionsplanung sichert den Bestand des Unternehmens,
indem sie das bestehende und erfolgreiche Geschäft bestmöglich unterstützt, das
langfristige Produktionsprogramm bei Bedarf modifiziert und neue Marktpotenzia-
le erschließt. Um diese Aufgaben zu erfüllen, sind unter anderemWettbewerbs- und
Marktanalysen erforderlich. Ein geeignetes Analyseinstrument stellt zum Beispiel
das Fünf-Kräfte-Modell von Porter dar, nach dem die wettbewerbliche Situation
eines Unternehmens durch die Verhandlungsmacht der Kunden, die Verhandlungs-
macht der Lieferanten, die Rivalität unter den bestehenden Konkurrenten sowie
durch die Möglichkeit neuer Ersatzprodukte und neuer Konkurrenten bestimmt
wird (vgl. Porter, 1998, S. 3 ff.).
• Taktische Produktionsplanung
Die taktische Planung überspannt einen mittelfristigen Zeithorizont von mehreren
Monaten bis zu zwei Jahren. Sie konkretisiert die Struktur- und Zielvorgaben der
strategischen Produktionsplanung unter Beachtung der in der aktuellen Planungs-
periode herrschenden Umweltparameter. Die Gestaltungsinhalte betreffen unter
anderem die Spezifizierung des Produktionsprogramms, die Wahl konkreter Pro-
duktionsverfahren, die damit zusammenhängende Maschinenanordnung sowie den
notwendigen Umfang von Investitionen und Personal. Eine geeignete Methode der
taktischen Planung ist unter anderem die Simulation. Durch sie können zum Bei-
spiel verschiedene Maschinenanordnungen hinsichtlich ihrer kapazitativen Leistun-
gen verglichen werden.
• Operative Produktionsplanung
Die operative Produktionsplanung besitzt einen sehr kurzfristigen Planungshori-
zont, der eine Dauer von Stunden, Tagen oder Wochen haben kann. Diese Pla-
nungsebene ist unmittelbar mit den ausführenden Produktionsentscheidungen be-
10
2.1 Thematische Grundlagen
traut. Diese betreffen die Terminierung der Aufträge für alle Arbeitsgänge, die Be-
legungsplanung der Maschinen, die Bestimmung der Loskompositionen und -größen
sowie die übrigen Ressourcenallokationen. Die operative Produktionsplanung ist
damit die letzte Planungsinstanz vor dem Beginn der Produktion. Ihr schließt sich
die Phase der Umsetzung an, die administrativ durch die Produktionssteuerung
gelenkt und begleitet wird.
Die zu Beginn dieses Abschnitts spezifizierten Arbeitsinhalte sind, sofern sie Planungs-
bezug haben, der Ebene der operativen Produktionsplanung zuzuordnen. Die Freigabe
der Aufträge sowie die Modifikation der Auftragsreihenfolge infolge von Freigabeverzö-
gerungen gehören der Produktionssteuerung an. In dieser Arbeit werden für die Pro-
duktionsplanung und die Produktionssteuerung die Begriffe Ablaufplanung sowie Ablauf-
steuerung synonym verwendet. Damit soll der operative Bezug dieser Arbeit deutlich
gemacht und von den übrigen Inhalten der PPS abgegrenzt werden.
Begriffe und Schwerpunkt der Arbeit
Ein wesentlicher Fokus der Arbeit liegt auf der mehrstufigen Losfertigung. Der Begriff
sowie die Verwendung des Loses kommen sowohl in der Beschaffung (Bestelllos), der Pro-
duktion (Fertigungslos) sowie in der Logistik (Transportlos) vor (Domschke u. a., 1997,
S. 69; Schneider u. a., 2010, S. 9). Ein Los besteht aus mehreren Einzelobjekten, die nicht
zwangsläufig demselben Typus angehören müssen. Die Bündelung mehrerer Objekte zu
Losen verschafft Vorteile, die sich allgemein aus dem jeweiligen Größendegressionseffekt
herleiten lassen (Schuh, 2006, S. 837). Die Produktion in Fertigungslosen reduziert die
• Rüstaufwendungen
In Fertigungen kann der Wechsel von einer Auftragssorte auf eine andere zusätzli-
che Zeit- und/oder Kostenaufwendungen induzieren. Der Effekt des Rüstaufwands
wird zumeist im Zusammenhang mit einer maschinellen Fertigung benannt. Er
kann jedoch auch in manuellen Fertigungen auftreten. So können bei beiden Ferti-
gungsformen nach demWechsel der Auftragssorte zum Beispiel Reinigungsarbeiten
erforderlich sein (vgl. Conway u. a., 1967, S. 53).
• Totzeiten
Der Terminus der Totzeit wird wesentlich bei der Verrichtung manueller Arbeits-
vorgänge verwendet. In der Kommissionierung umfasst die Totzeit das Lesen des
Auftrags, Suchen und Identifizieren der Artikel, Kontrollvorgänge sowie damit kor-
respondierende Reaktionen (ten Hompel u. Heidenblut, 2011, S. 155). Die Totzeit
kann jedoch auch bei der Verwendung von Maschinen wie z. B. für den Abruf
von Steuerinformationen entstehen. Daher bezeichnet die Totzeit im Allgemeinen
Reaktions- und Informationsverarbeitungszeiten (Gudehus, 2010, S. 595, 737).
• Wegzeiten
Wegzeiten entstehen während einer Vielzahl von Tätigkeiten im Produktionspro-
zess. So müssen zum Beispiel für Materialbereitstellungen an Arbeitsplätzen oder
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Maschinen Bestände aus örtlich entfernten Lagern entnommen werden. Eine los-
basierte Produktion bewirkt die Schaffung materialkonsistenter Transportlose für
den Weg vom Lager zu den Verbrauchsstellen. Laut Schmidt u. Schneider (2008,
S. 377) nehmen lagerbasierte Wegzeiten bis zu 50% der Dauer von Auftragsbear-
beitungen ein.
• Bearbeitungsdauern
Die Reduktion der Sortenwechsel kann in manuellen Fertigungen helfen, einen
Lerneffekt auszubilden (Hackstein, 1984, S. 196). Durch die Wiederkehr der selben
Arbeitsabläufe erhalten die Mitarbeiter Übung für die notwendigen Bearbeitungs-
schritte der im Los enthaltenen Auftragsfamilie. Dies kann über die Zeit und mit
Intensivierung des Lerneffekts zu einer Verringerung der ursprünglichen Bearbei-
tungsdauern und damit zu einem positiven Skaleneffekt führen.
• Fehlerraten
Der durch Lose induzierte Lerneffekt kann auch zu einer Reduktion der Fehlerra-
ten führen. Dies ist zum Beispiel der Fall bei der losbasierten Kommissionierung.
Die Gleichartigkeit von Sendungen verringert die Varianz der zu verpackenden Ar-
tikel, fördert die Übersicht für den Mitarbeiter und mindert dadurch potenzielle
Fehlkommissionierungen. Dies reduziert fehlerbedingte Nacharbeiten sowie damit
zusammenhängende Kosten.
Mit Fokus auf das Anwendungsszenario in Kapitel 5 (S. 113) sind zudem noch die Greif-
zeiten sowie Basiszeiten der Kommissionierung zu beachten. Die Greifzeit beschreibt die
Zeitdauer zwischen der Entnahme eines Artikels aus seiner Lagerstätte und seinem Ab-
legen auf dem Kommissionierfahrzeug. Die Basiszeit beinhaltet operativ-administrative
Tätigkeiten wie die Übernahme der Packaufträge, ihre Sortierung, die Abgabe kom-
missionierter Sendungen sowie die Belegbearbeitung (ten Hompel u. Heidenblut, 2011,
S. 151, 153). Bei allen diesen Tätigkeiten reduziert eine größere Anzahl gleicher Objekte
die anteiligen Zeitaufwendungen.
Im Mittelpunkt dieser Arbeit steht die Batchproduktion. Sie stellt eine spezielle Form
der Losfertigung dar und wird auch Chargenfertigung oder -produktion genannt; die Lose
werden daher auch als Charge oder Batch (abgeleitet vom Kuchenblech) bezeichnet. Die
Besonderheit liegt in dem ihr zugrunde liegenden Prinzip der Sammelverarbeitung: Die
in einem Batch enthaltenen Objekte, respektive Stoffmenge, werden gemeinsam in eine
Verarbeitungsstufe ein- und ausgeführt. Die Größe des Batchs ist dabei durch die tech-
nische Kapazität der Verarbeitungsstufe, auch Batchprozessor oder -reaktor genannt,
begrenzt. Durch die Einführung unterschiedlicher Mengen in die Verarbeitungsstufe und
der sich daraus ergebenen Varianz der Bearbeitungsdauern gibt es in der Chargenfer-
tigung keine festen Taktzeiten. Daher gehört diese Form der Losfertigung zu den dis-
kontinuierlichen Produktionen. Die Chargenfertigung wird häufig in der Prozessindus-
trie angewendet. Diese umfasst Industrien, die innerhalb ihrer Produktion Verfahren
der Stoffumwandlung nutzen. Ein Beispiel dafür stellt die Chemieindustrie dar. Die
stoffliche Transformation kann dazu führen, dass die Qualitäten von Chargen gleichen
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Ausgangsstoffs prozessbedingt divergieren (Trautmann, 2005, S. 1 f.). Ein weiterer An-
wendungssektor der Chargenfertigung ist die Fertigungsindustrie. Auf diese fokussiert
die vorliegende Arbeit. Während in der Prozessindustrie die zu verarbeitenden Stoffe
beliebig teilbar sind, orientiert sich die Fertigungsindustrie an diskret abzählbaren Ein-
zelteilen und Baugruppen (Günther u. Tempelmeier, 2012, S. 20, 186). Des Weiteren wird
im Folgenden die vollständige technologische Beherrschbarkeit der Batchprozesse unter-
stellt, sodass die Qualitäten verschiedener Chargen desselben Produkts identisch sind
und keinerlei weitere Betrachtung erfahren. Die Begriffe Los, Batch und Charge werden
in der übrigen Arbeit synonym verwendet und beziehen sich auf die obige Beschreibung
eines Batches. Aus der betriebswirtschaftlichen Sicht verschaffen Sammelverarbeitung
und -transport dem Unternehmen höhere Durchsatzleistungen, geringere Kosten, ver-
besserte Termintreue, höhere Nutzungsgrade von Maschinen- und Transportkapazitäten
sowie konstantere Durchlaufzeiten. Diesen Vorteilen stehen der erhöhte organisatorische
Aufwand, längere Durchlaufzeiten infolge der prozessualen Interdependenzen, verrin-
gerte Priorisierungsmöglichkeiten sowie der Sortieraufwand zur Trennung der Objekte
gegenüber (Gudehus, 2010, S. 293).
Die Chargenfertigung ist eng verwandt mit der Sortenfertigung. Diese wird durch
eine angebotsorientierte Variantenproduktion mit losbasierter Einzelverarbeitung und
großem Mengengerüst charakterisiert; sie wird auch als differenzierte Massenprodukti-
on bezeichnet (Schneeweiß, 2002, S. 11). Diese Arbeit konzentriert sich jedoch auf eine
nachfrage- bzw. auftragsorientierte Chargenfertigung mit erheblich geringeren Stückzah-
len. Das Produktspektrum umfasst Varianten eines Grundprodukts, die innerhalb des
Planungshorizonts im Umfang von Klein- bis Mittelserien auf denselben Maschinen her-
gestellt werden. Ein solches Produktspektrum wird häufig durch Werkstattfertigungen
realisiert. Aufgrund der Gleichartigkeit der Arbeitsschritte bzw. der identischen techno-
logischen Reihenfolge der Arbeitsgänge kann diese Ausprägung der Variantenfertigung
jedoch auch nach dem Fließprinzip gestaltet werden. Hackstein (1984, S. 195 ff.) um-
schreibt diesen Fertigungstyp als Varianten-Linienfertigung. Günther u. Tempelmeier
(2012, S. 13, 92, 238) beschreiben einen solchen Typus als zeitlich ungebundene Varian-
tenfließproduktion bzw. als variantenbasierte Reihenproduktion. Der wesentliche Unter-
schied der hier fokussierten Chargenfertigung zu den beiden genannten Typen liegt in der
Wahl des prozessualen Verarbeitungsprinzips: Während Hackstein (1984) und Günther
u. Tempelmeier (2012) die Verwendung einer Einzelverarbeitung unterstellen, verwen-
det die Chargenfertigung das Prinzip der Sammelverarbeitung. Diese Arbeit betrachtete
daher eine nach dem Fließprinzip und der Arbeitsweise der Chargenfertigung arbeitende
Variantenproduktion im Mengenumfang variantenspezifischer Klein- und Mittelserien.
Die Anordnung sowie die technologische Reihenfolge produktiver Arbeitsgänge wird
als Erzeugnisstruktur bezeichnet. Erzeugnisstrukturen können gemäß ihrer Topologie in
divergierende, konvergierende und lineare Anordnungsstrukturen unterschieden werden.
• Bei divergierenden Erzeugnisstrukturen hat ein Prozess mehrere Folgeprozesse.
• In konvergierenden Strukturen hat ein Prozess mehrere Vorgängerprozesse.
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Abbildung 2.1: Gozintograph der untersuchten Erzeugnisstruktur
• In der linearen Erzeugnisstruktur besitzt jeder Produktionsprozess genau einen
Vorgänger- sowie einen Folgeprozess, ausgenommen der initiale sowie finale Pro-
zess.
• Mischformen dieser Ausprägungen werden als generelle Erzeugnisstrukturen be-
zeichnet (Günther u. Tempelmeier, 2012, S. 187 f.).
Das in dieser Arbeit genutzte Prozessmodell verwendet die lineare Erzeugnisstruktur.
Weitergehend wird dabei jedem Prozess nur eine Maschine bzw. ein manueller Arbeits-
gang zugeordnet. Daher weist jede Fertigungsstufe nur einen Prozess mit einer Maschine
auf, so dass in der weiteren Arbeit die Begriffe Fertigungsstufe, Prozess, Batchprozes-
sor, Maschine und Arbeitsgang synonym verwendet werden können. Die Unterscheidung
zwischen Maschine und Arbeitsgang ist dabei unerheblich, da beide Ressourcen in glei-
cher Weise durch ihre Leistungsfähigkeit (Geschwindigkeit der Auftragsbearbeitung) und
Kapazität (maximale Auftragsanzahl eines Loses) beschrieben werden können.
Aufgrund der linearen Erzeugnistruktur baut jedes Erzeugnis einer Fertigungsstufe auf
den Ausgangserzeugnissen seiner Vorgängerstufe auf. Die Mengeneinheiten, die von ei-
nem Halberzeugnis der Fertigungsstufe k in das Erzeugnis der nachfolgenden Fertigungs-
stufe k+1 eingehen, beträgt konstant 1. Dieses Faktorverhältnis wird als Produktionsko-
effizient bezeichnet (Günther u. Tempelmeier, 2012, S. 162). Um das Erzeugnis in k + 1
herzustellen, sind außer dem Zwischenprodukt von k weitere materielle Produktionsfak-
toren notwendig. Es wird unterstellt, dass jede Materialart, die für den Herstellungspro-
zess erforderlich ist, genau von einer Fertigungsstufe nachgefragt wird. Dies erscheint vor
dem Hintergrund einer Gliederung des Herstellungsvorgangs gemäß qualitativer Trans-
formationsschritte als realistisch. Durch die stufenspezifische Materialnachfrage entsteht
keine Konkurrenz zwischen den Fertigungsstufen um einzelne Materialarten. Die linea-
re Erzeugnisstruktur ist in Form eines Gozintographen in Abbildung 2.1 illustriert. Ein
Gozintograph stellt Fertigungsstrukturen mit gerichteten und mit dem Produktionskoef-
fizienten gewichteten Pfeilen dar. Der Verfügbarkeit der Materialien wird in Anlehnung
an die Ausführungen in Abschnitt 1.1 (siehe S. 1 f.) eine stochastische Verteilung zugrun-
de gelegt. Aus der unsicheren Materialverfügbarkeit folgt, dass ein im Frühstadium des
Planungshorizonts erstellter Ablaufplan evtl. nicht umsetzbar ist. Ablaufpläne können
daher entweder sehr kurzfristig und auf Basis der bestandsgedeckten Produktionsauf-
träge erstellt oder zeitlich im Vorfeld definiert und in der Phase der Umsetzung mittels
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einer Ablaufsteuerung modifiziert werden. Diese Arbeit wird beide Varianten in Kapitel 4
gegenüberstellen und evaluieren.
Der Gültigkeitszeitraum eines Ablaufplans wird als Planungszyklus bezeichnet. Er
beschreibt die Dauer des Zeitintervalls, nach dem ein neuer Ablaufplan erstellt wird
und ist hinsichtlich seiner zeitlichen Ausdehnung kleiner oder gleich dem Planungshori-
zont. Weitergehend kann der Planungshorizont in Zeitabschnitte unterteilt werden, so
dass ein Planungszyklus einen oder mehrere Zeitabschnitte umfasst. Im Kontext dieser
Arbeit entspricht ein Zeitabschnitt einem Tag. Dieser wird auch als Fertigungsperiode
bezeichnet. Die Dauer eines Planungszyklus kann konstant oder variabel sein. Variable
Planungszyklen ergeben sich aus einer ereignisorientierten Betrachtung des Planungsho-
rizonts; Ablaufpläne werden dabei in Abhängigkeit bestimmter Ereignisse wie z. B. dem
Auftragseingang neu erstellt. Wenn umfassende bzw. vollständige Informationen zum
Planungshorizont vorliegen, kann der Planungszyklus auf den gesamten Planungshori-
zont ausgedehnt werden. Dies entspricht dem Verfahren der starren Planung. Bei unvoll-
ständigen Informationen eignet sich hingegen die rollierende Planung, welche die evolvie-
rende Ablaufplanung in Planungszyklen beschreibt (Dangelmaier, 2009, S. 7; Domschke
u. a., 1997, S. 3). In dieser Arbeit wird das vollständige Wissen der Produktionsaufträ-
ge für einen spezifischen Zeitraum von mehreren Wochen unterstellt. Allerdings können
Aufträge für Folgezeiträume jederzeit eintreffen. Um die prinzipielle Eignung der Me-
thodenentwicklungen zu untersuchen, wird in den Kapiteln 3 (siehe S. 53) und 4 (siehe
S. 97) zunächst nur ein Planungszyklus betrachtet. Dies erleichtert die Evaluierung der
entwickelten Methoden. Da die rollierende Planung nur die Frequenz der Ablaufplaner-
stellung sowie die ihnen zugrundeliegende Planungsbasis beträfe, ist bei der Eignung der
Methoden für einen Planungszyklus auch ihre Eignung für eine rollierende Planung mit
mehreren Zyklen zu schlussfolgern. In dem Anwendungsszenario in Kapitel 5 (S. 113)
wird die rollierende Planung angewendet und dieser Sachverhalt demonstriert.
Des Weiteren erfolgt in dieser Arbeit keine direkte Materialbedarfsplanung. Die Mate-
rialbedarfe der Fertigungsstufen werden aus den vorliegenden Auftragsmengen des Pla-
nungszyklus abgeleitet, oder, bei Anwendung von Just-in-time (JIT)-Bestellpolitiken,
aus dem initialen Los- und Ablaufplan deduziert. Beides unterstellt, dass zwischen dem
Zeitpunkt der Kenntniserlangung von Art und Menge der Aufträge und den Zeitpunk-
ten der Materialverbräuche eine ausreichende Zeitspanne für Materialbestellung und
-lieferung liegt. Die bedarfs- und zeitpunktgenaue Lieferung wird in der Losfertigung
auch alsMaterialbereitstellung im Bedarfsfall bezeichnet (Tempelmeier, 2008, S. 131). In
Anbetracht langfristiger Lieferverträge, die kurzfristige Belieferungen erlauben, und der
Tendenz in Unternehmen, Produktionen zum Zweck der eigenen Lagerbestandsminimie-
rung einsatzsynchron beliefern zu lassen, erscheint diese Annahme realistisch (Günther
u. Tempelmeier, 2012, S. 57, 65). Die stufenspezifischen Materialbestände werden hin-
sichtlich ihrer Mengen nicht protokolliert. Die Materialdeckung eines Auftrags in einer
Fertigungsstufe wird stattdessen durch eine boolesche Variable realisiert, die an einem
Tag mit ausreichendem Materialbestand den Wert „wahr“ annimmt.
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2.1.2 Klassifikation der Losfertigung
Die Losfertigungen der Praxis weisen in Bezug auf ihre Merkmalsausprägungen eine gro-
ße Heterogenität auf. Ihre Überführung in formale Modelle haben zu entsprechend diffe-
renzierten Spezifikationen geführt. Im Folgenden werden die wichtigsten Modellattribute
vorgestellt und unterschieden. Sie sind unterteilt in Merkmalsausprägungen der Prozess-
umgebung, Auftragscharakteristika sowie Superparameter der Produktionsplanung. Wenn
keine andere Referenz angegeben ist, entstammen die jeweiligen Ausführungen den über-
sichtlichen Aufarbeitungen von Allahverdi (2008, S. 987 ff.) und Potts u. Kovalyov (2000,
S. 228 ff.). Um die Vergleichbarkeit mit der Literatur zu wahren, werden die englischen
Begriffe der Merkmalsausprägungen beibehalten.
Merkmalsausprägungen der Prozessumgebung
Die Merkmale der Prozessumgebung umfassen Kriterien, welche die Struktur eines Pro-
zessmodells aus einer übergeordneten Perspektive beschreiben. Diese beinhalten unter
anderem das Anordnungsprinzip von Prozessen und Maschinen, Verarbeitungsregeln so-
wie kapazitative Vorgaben.
• Organisationsprinzip der Fertigung
Eine grundsätzliche Unterscheidung der Fertigungsstruktur erfolgt anhand der Or-
ganisation bzw. der Anordnung der Arbeitsgänge. Die wichtigsten Organisations-
typen, die sich in der Produktionswissenschaft herausgebildet haben, sind das Ein-
maschinenmodell (single machine), das Parallelmaschinenmodell (parallel machi-
nes), die Fließproduktion (flow shop) sowie die Werkstattfertigung (job shop und
open shop). Das Einmaschinenmodell stellt die einfachste Fertigungskonfigurati-
on dar und folgt keinem Ordnungsprinzip. Alle Aufträge müssen ausschließlich
diesen einen Arbeitsgang durchlaufen. Im Parallelmaschinenmodell sind mehrere
Maschinen auf derselben Fertigungsstufe angeordnet. Dabei werden die Untersu-
chungsfälle identischer (identical) sowie nicht identischer (non-identical) Maschi-
nen unterschieden. Bei letzterem können sich die einzelnen Maschinen unter an-
derem in ihren Verarbeitungsgeschwindigkeiten oder -kapazitäten unterscheiden.
Ein Auftrag kann auf jeder der Maschinen bearbeitet werden. Die Fließproduktion
wird in Serien- und Massenfertigungen verwendet und ordnet die Arbeitsgänge in
der Reihenfolge des technologischen Herstellungsprozesses der Produkte. Alle Auf-
träge durchlaufen dieselbe Maschinenreihenfolge. Die Werkstattfertigung ist für
Einzelprodukte und Kleinserien proportioniert. Sie beinhaltet mehrere Maschinen,
die unterschiedliche Tätigkeiten durchführen. In dem job shop-Modell können die
Aufträge unterschiedliche Maschinenreihenfolgen durchlaufen. Ihr jeweiliger Ma-
schinenpfad folgt der Reihenfolge der Arbeitsgänge, die für das zugrunde liegende
Produkt notwendig sind. Aufträge im open shop müssen hingegen jede Maschine
mindestens einmal passieren; die Reihenfolge der Arbeitsgänge ist dabei jedoch
unerheblich. In der Praxis sowie in der Forschung gibt es neben diesen etablierten
Organisationstypen zusätzlich noch Mischformen, die einzelne Elemente wie z. B.
einen flow shop mit stufenspezifischen parallelen Maschinen verbinden.
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• Verarbeitungsprinzip
Ein sehr wichtigstes Unterscheidungsmerkmale stellt das prozessuale Verarbei-
tungsprinzip dar. Die Aufträge eines Loses können demnach gemeinsam oder ein-
zeln verarbeitet werden. Dies nimmt auf den Start- und Endzeitpunkt der einzel-
nen Aufträge Einfluss. In der Literatur wird hierbei zwischen dem batch availability
model und dem job availability model bzw. auch item availability model unterschie-
den. In dem batch availability model ergibt sich der Verfügbarkeitszeitpunkt eines
Auftrags für Folgeaktivitäten aus dem letzten Fertigstellungszeitpunkt aller im Los
enthaltenen Aufträge. D. h., dass die Aufträge eines Loses alle denselben Start- und
Fertigstellungszeitpunkt haben. Im job availability model sind die Aufträge eines
Loses in ihren Fertigungsbeginnen und -enden hingegen unabhängig voneinander
und direkt nach ihrem jeweiligen Bearbeitungsende für Folgeaktivitäten verfügbar.
Beim batch availability model ist zu beachten, dass die Verwendung dieses Verar-
beitungsprinzips keine Aussage über die Produktionsdauer eines Batches zulässt.
In Abhängigkeit von der Ausgestaltung eines spezifischen Prozesses kann sich die
Gesamtdauer eines Batches entweder an der Bearbeitungsdauer des längsten Auf-
trags (vgl. Lei u. Guo, 2011, S. 502; Buscher u. Shen, 2009, S. 134; Danneberg
u. a., 1999, S. 101) oder auch an der Summe der Bearbeitungsdauern der Aufträge
orientieren (vgl. Ng u. Kovalyov, 2007, S. 353; Yuan u. a., 2006, S. 499; Potts u.
Kovalyov, 2000, S. 238; Glass u. a., 2001, S. 120).
• Leistungsfähigkeit und Kapazitäten von Maschinen
Die betrachteten Maschinen können hinsichtlich ihrer Leistungsfähigkeit sowie der
verarbeitbaren Kapazitäten divergieren. Unterscheiden sich Maschinen einer Pro-
zesskette in einem dieser Attribute, werden sie als non-identical bzw. bei glei-
chen Attributen als identical klassifiziert. Ungleiche Verarbeitungsgeschwindig-
keiten oder -kapazitäten induzieren Planungsprobleme, in denen prozessuale Fla-
schenhälse und Materialflussblockaden auftreten können. Diese Konstellation wird
daher eher in Fließproduktionen untersucht. Identische Maschinen werden im Kon-
text der Sammelverarbeitung nahezu ausschließlich in Produktionsszenarien mit
parallelen Maschinenanordnungen untersucht (Malve u. Uzsoy, 2007, S. 3016 ff.;
Monma u. Potts, 1989, S. 798 ff.). Eine seltenere, jedoch existente Unterscheidung
ist zudem die nach der physischen Kapazitätsschranke. Diese ist in der Mehrheit
der Fälle begrenzt (bounded capacity), jedoch gibt es auch Veröffentlichungen mit
Maschinen unbegrenzter Kapazität (unbounded capacity) (Lu u. a., 2008, S. 283 ff.).
• Aufwendungen für Umrüstungen
In Losfertigungen können vor Produktionsbeginn eines Loses Rüstaufwendungen
an den Maschinen oder Arbeitsplätzen erforderlich sein. Diese können z. B. durch
technische Modifikationen, die Bereitstellung von Materialien oder notwendige Rei-
nigungsarbeiten verursacht werden. Das Vorhandensein von Rüstzeiten ist einer der
wesentlichen Motivatoren für losbasierte Fertigungen. Die Bündelung von Aufträ-
gen derselben Familie und ihre gemeinsame Bearbeitung verteilt Rüstaufwendun-
gen anteilig auf die Aufträge, verringert somit ihre Gesamtsumme und verkürzt auf
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diesem Weg die durchschnittlichen Durchlaufzeiten der Aufträge. Für die Bemes-
sung der Rüstaufwendungen wird entweder ein Zeit- (setup times) oder Kostenan-
satz (setup costs) gewählt. Das ihnen zugrunde liegende Verursachungsprinzip wird
in zwei Ebenen unterteilt, aus denen jeweils eine Ausprägung vorhanden sein muss.
Auf dem Niveau der Maschinen wird zwischen maschinenabhängigen (machine-
dependent) und maschinenunabhängigen (machine-independent) Rüstaufwendun-
gen unterschieden. Maschinenabhängige Rüstaufwendungen können zum Beispiel
aus Reinigungsarbeiten entstehen, da deren Zeitaufwand in einem Verhältnis zu
der spezifischen Maschinenkapazität steht. Bei maschinenunabhängigen Rüstauf-
wendungen haben Maschinenparameter keinen quantitativen Einfluss auf selbige
bzw. sind die Rüstaufwendungen für alle Maschinen gleich. Eine weitere Ursa-
che für die Notwendigkeit einer Umrüstung kann auf der Ebene der Lose liegen.
Da verschiedene Lose unterschiedliche Auftragsfamilien bündeln können und Ma-
schinen evtl. familienspezifischer Adjustierungen bedürfen, kann bei dem Wechsel
zwischen zwei Losen, die unterschiedlichen Typen angehören, ein Umrüstvorgang
der Maschine erforderlich sein. Diese Option wird als batch sequence-dependent set-
up times bezeichnet. Sequenzabhängige Rüstvorgänge kommen zum Beispiel in der
Stahlerzeugung, bei der Produktion farbigen Plastiks sowie bei der Landeplanung
auf Flughäfen vor (Karabati u. Akkan, 2005, S. 271). Wenn es keine familienspezifi-
schen Adjustierungsbedarfe der Maschinen gibt, liegen batch sequence-independent
setup times vor.
• Antizipation von Rüstbedarfen
Wenn Kenntnis über das nächstzubearbeitende Los auf einer Maschine besteht,
können bereits vor der Verfügbarkeit der beteiligten Aufträge bzw. Halberzeugnis-
se notwendige Maschinenumrüstungen durchgeführt oder Materialbedarfe bereit-
gestellt werden. Ist diese Möglichkeit aufgrund prozessualer Gegebenheiten zuläs-
sig, wird dies als anticipatory setups beschrieben. Kann ein Rüstvorgang jedoch
erst bei Ankunft eines Loses an der Maschine erfolgen, wird von non-anticipatory
setups gesprochen.
• Variation der Auftragsreihenfolge
Wenn die Variation der Auftragsreihenfolge zwischen den Prozessen mehrstufiger
Fertigungen zulässig ist, wird dies als non-permutation schedule definiert. Die Be-
zeichnung permutation schedule verweist hingegen auf die Einhaltung derselben
Auftragsreihenfolge für alle Prozesse. Dies bedeutet, dass die Auftragsreihung des
ersten Prozesses auch jene für die Folgeprozesse determiniert. Die Verwendung von
non-permutation schedules impliziert, dass ausreichend Staukapazitäten zwischen
den Prozessen für die zeitliche Überbrückung der Aufträge sowie zur Rekombina-
tion ihrer Reihenfolge vorhanden ist.
• Kapazitätsrestriktionen von Zwischenlagern
Eine Besonderheit stellt die Einbeziehung von Eingangs-, Zwischen- und/oder Aus-
gangslagern dar. Zwischenlager werden in der wissenschaftlichen Literatur zumeist
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nur dann betrachtet, wenn sie aufgrund ihrer beschränkten Kapazität (finite capa-
city) einen Engpass im Produktionsablauf darstellen. Ein Lager mit beschränkter
Kapazität kann dazu führen, dass die davor positionierte Maschine wegen Mangels
an nachgelagertem Stauraum oder -fläche die Produktion unterbrechen muss. Bei
unbeschränkten Kapazitäten (infinite capacity) tritt dieser Effekt für eine nach-
gelagerte Maschine nur dann auf, wenn die Anzahl der ankommenden Aufträge
geringer der Abarbeitungsgeschwindigkeit des Prozesses ist. Eine besondere Form
mit beschränkten Lagerkapazitäten bilden sogenannte no-wait flow shops. In ihnen
ist die Lagerung zwischen Maschinen untersagt, so dass Lose nach ihrer Bearbei-
tung auf Maschine k sofort durch Maschine k+1 weiterverarbeitet werden müssen.
Durch das Gebot der sofortigen Weiterverarbeitung erzwingen no-wait flow shops
eine konsistente Auftragsreihenfolge (permutation schedules).
• Loskonsistenz
In Fertigungen, die mehrere losbasierte Prozesse nacheinander aufweisen, können
bei der Bildung und Verwendung der Lose die Modi consistent batches und in-
consistent batches unterschieden werden. Während bei der Nutzung von consistent
batches, Lose einmalig gebildet werden und in ihren Auftragskonstellationen für
alle Prozesse gültig sind, werden Lose bei inconsistent batches für jede Fertigungs-
stufe neu gebildet. Es ist zu beachteten, dass die Form der Losbildung unabhängig
von der Zulässigkeit oder Unzulässigkeit einer Variation der Auftragsreihenfolge
ist. Bei der Verwendung konsistenter Lose können auch Variationen der Auftrags-
reihenfolge erlaubt sein. Die Rekombination der Reihenfolge würde dann nicht
auf der Auftragsebene, sondern auf dem aggregierten Niveau der Lose stattfin-
den. Ebenso können auch inkonsistente Lose bei einer unzulässigen Variation der
Auftragsreihenfolge verwendet werden (Ng u. Kovalyov, 2007, S. 355).
• Auftragspriorisierungen
Wenn die Konzeption einer Prozesskette die Priorisierung von Aufträgen gestat-
tet, wird dies als preemptive scheduling deklariert. Die fehlende Möglichkeit einer
Auftragspriorisierung wird als non-preemptive scheduling bezeichnet.
• Fehlmengen
Grundsätzlich besteht im unternehmerischen Produktionsablauf die Gefahr, dass
Bedarfsmengen einzelner Fertigungsstufen aufgrund mangelnden Bestandes nicht
termingerecht bereitgestellt werden. Dies kann zu einer Verzögerung oder dem
gänzlichen Ausfall von Kundenaufträgen führen (Günther u. Tempelmeier, 2012,
S. 204). Die die Praxis abbildenden Prozessmodelle berücksichtigen diesen Um-
stand, indem sie Fehlmengen entweder erlauben (shortages allowed) oder ausschlie-
ßen (shortages not allowed) (Drexl u. Kimms, 1997, S. 222).
Auftragscharakteristika
Diese Kriteriengruppe erweitert die Merkmale der Prozessumgebung um die Auftrags-
perspektive. Sie beschreibt die Optionen, welche bei der Verwendung von Auftragstypen,
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den Produktionsdauern der Lose, den Auftragsfreigaben sowie den Fertigstellungstermi-
nen bestehen.
• Auftragstypen
In einer Mehrprodukt-Fertigung gehören die Produktionsaufträge unterschiedli-
chen Auftragstypen bzw. -familien an. Grundsätzlich können die verschiedenen
Typen in ihren Bearbeitungsbedarfen und -dauern auf den einzelnen Maschinen
differieren. Dieser Unterschied kann die Auftragssegmentierung gemäß den Fami-
lienzugehörigkeiten erfordern. Die Unzulässigkeit einer gemeinsamen Verarbeitung
verschiedener Auftragsfamilien wird definiert als incompatible job families, das Pen-
dant als compatible job families (Mathirajan u. Sivakumar, 2006, S. 992).
• Produktionsdauern von Losen
Die Produktionsdauer eines Loses kann von den in ihm enthaltenen Aufträgen ab-
hängig (varying batch processing time) oder unabhängig (constant batch processing
time) sein. Ersteres definiert nur eine Kausalität, gibt jedoch keine Auskunft dar-
über, ob die längste Fertigungsdauer aller Aufträge, die Summe ihrer Fertigungs-
dauern oder eine andere Regel die Produktionsdauer eines Loses determiniert. Bei
constant batch processing times sind die Produktionsdauern der Lose identisch,
unabhängig ihrer Größe (Manjeshwar u. a., 2009, S. 668).
• Freigabe von Aufträgen
Unabhängig von der durch das Verarbeitungsprinzip bedingten Verfügbarkeit ei-
nes Auftrags ist für seinen Fertigungsbeginn zusätzlich ein Freigabedatum (release
date) zu beachten. Hierbei unterscheidet die Literatur zwischen den Freigabeoptio-
nen ready at time zero und non-zero release dates. Ein Grund für einen verzö-
gerten Fertigungsbeginn kann z. B. aus der verspäteten Bereitstellung von not-
wendigen Materialien oder unvorhersehbaren Auftragseingängen resultieren. Die
Verwendung einer Freigabeoption gibt darüber hinaus einen Hinweis darauf, ob
die Anwendung eines Offline- oder Online-Algorithmus sinnvoll sein kann. Offline-
Algorithmen terminieren vor Produktionsbeginn die Aufträge und stellen einen
Ablaufplan auf. Dies erfordert jedoch die Kenntnis aller relevanten Produktions-
parameter, wie z. B. auch der Freigabedaten. Wenn diese im Vorwege nicht exakt
bekannt sind, besteht die Gefahr, dass der ex ante aufgestellte Ablaufplan nicht
oder nur zeitverzögert umgesetzt werden kann. In solchen Planungssituationen wer-
den daher häufig Online-Algorithmen verwendet. Diese entscheiden über Losbil-
dung und -reihung unmittelbar im Produktionsprozess. Die Entscheidungsgrundla-
ge beinhaltet Prioritätsregeln, die aufgrund von Vergangenheitswerten, Prognosen
sowie begrenztem Wissen über zukünftige Ereignisse die Aufträge auswählt. Ein
Online-Algorithmus ist einem Offline-Algorithmus hinsichtlich seiner Reaktivität
überlegen und produziert in Abhängigkeit des Umfangs vorhandener Dynamiken
Lösungen höherwertiger Qualität. In Situationen mit sicheren Umweltbedingun-
gen, wie bei der Freigabeoption ready at time zero, erarbeiten Offline-Algorithmen
aufgrund ihrer informationellen Übersicht jedoch signifikant bessere Lösungen.
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• Fertigstellungstermine der Aufräge
Ein Modell kann zudem dahingehend spezifiziert werden, ob die betrachteten Auf-
träge einen gemeinsamen Fertigstellungstermin (common due dates) oder unter-
schiedliche Fertigstellungstermine (distinct due dates) haben.
Superparameter der Produktionsplanung
Diese Kriteriengruppe umfasst Restriktionen der Produktionsplanung auf übergeordne-
ter Ebene. Dazu gehören die Definition von Fertigungsperioden, der Wissensumfang der
Planungssituation sowie die Zielfunktion der Produktionsplanung.
• Unterteilung des Planungshorizont
Es besteht die Möglichkeit, dass der Planungshorizont als kontinuierliche Planungs-
periode (continuous period) betrachtet oder in mehrere diskrete Fertigungsperi-
oden (discrete periods) unterteilt wird (Drexl u. Kimms, 1997, S. 221 ff.; Fleisch-
mann, 1990, S. 337). Letzteres können zum Beispiel Produktionstage oder längere
produktive Zeitabschnitte sein (Gudehus, 2010, S. 210 f.). Die Nutzung diskreter
Fertigungsperioden stellt höhere Anforderungen an die Planung des Ablaufplans als
eine kontinuierliche Betrachtung. Dies ergibt sich aus den Mindestanforderungen,
denen die Losgrößen in den Prozessen aus wirtschaftlichen Gründen unterliegen
(Gudehus, 2010, S. 292). Ein Los ist daher nur bedingt zwischen Fertigungspe-
rioden teilbar. Dies induziert ein zusätzliches Planungsproblem, das wegen der
beschränkten Produktionszeit je Produktionstag und den ungleichen Produktions-
dauern der Lose auch als One Dimensional Bin-Packing Problem (1D-BPP) oder
Rucksackproblem interpretiert werden kann (Loh u. a., 2008, S. 2283; Sousa u. Wol-
sey, 1992, S. 355). Der Problemtransfer wird in Abschnitt 2.2.3, S 39, detailliert
dargestellt.
• Wissensumfang der Planungsparameter
Die methodische Herangehensweise an die Produktionsplanung wird maßgeblich
von der Planungssituation bzw. dem Wissensumfang determiniert, der im Vorfeld
der Planungsperiode vorliegt. Es wird dabei der statische Fall (static problem)
vom dynamischen (dynamic problem) unterschieden (Kim u. a., 2001, S. 590). Im
statischen Fall liegt eine deterministische Planungssituation vor, d. h., dass weit-
reichendes Wissen über den Umfang der in der Planungsperiode anfallenden Pro-
duktionsaufträge sowie über die übrigen Einflussgrößen der Produktion besteht.
Im dynamischen Fall ist dieses Wissen lückenhaft. Das Auftragsaufkommen sowie
übrige Einflussgrößen stellen dann stochastische Größen dar, die wegen ihrer man-
gelnden Vorhersagbarkeit unmittelbar im Fertigungsprozess berücksichtigt werden
müssen (Derstroff, 1995, S. 22). Eine andere, auftragsfokussierte Betrachtung un-
terscheidet die zur Verfügung stehenden Informationen bezüglich der zukünftigen
Auftragsankünfte in „keine Informationen verfügbar“, „vollständiges Wissen über
zukünftige Auftragsankünfte“ sowie „Kenntnis zukünftiger Auftragsankünfte ge-
mäß einer Vorschau“ (van der Zee u. a., 1997, S. 3064). Da diese Perspektive nur
auf den Kenntnisstand zukünftiger Auftragsankünfte fokussiert und andere Pla-
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nungsparameter nicht betrachtet, wird bei obiger Unterscheidung bzgl. des Wis-
sensumfangs der Planungsparameter verblieben.
• Zielfunktion
Die Modelle bzw. Lösungsverfahren der Literatur können zusätzlich nach den Zie-
len unterschieden werden, die sie mit ihrer Produktionsplanung versuchen zu er-
reichen. Bedeutende Zielfunktionen sind die Minimierung der Produktionsspanne
(makespan), der gesamten Durchlaufzeit aller Aufträge (total flow time) sowie der
Summe aller Auftragsverspätungen (total tardiness). Darüber hinaus können auch
Mischformen verschiedener Ziele gebildet werden (multi-criteria). Es ist zu beach-
ten, dass Zielfunktionen, die auf einen Durchschnittswert auf Basis der Auftrags-
anzahl fokussieren (z. B. durchschnittliche Durchlaufzeit oder durchschnittliche
Auftragsverspätung) wegen der identischen Proportionen äquivalent zu den jewei-
ligen Summenzielen (gesamte Durchlaufzeit, gesamte Auftragsverspätung) sind.
Eine Übersicht der beschriebenen Klassifikationsmerkmale enthält Tabelle 2.1.
2.2 Modellspezifizierung
Das dieser Arbeit zugrunde liegende Prozessmodell wird in Unterabschnitt 2.2.1 anhand
seiner Merkmalsausprägungen beschrieben. Der anschließende Unterabschnitt 2.2.2 er-
gänzt diese Beschreibung um eine mathematische Modellformulierung.
2.2.1 Beschreibung des Prozessmodells
Der Forschungsgegenstand dieser Arbeit wird durch das Prozessmodell einer spezifischen
Losfertigung repräsentiert. Seine Ausgestaltung ist durch die kursiv hervorgehobenen At-
tribute in Tabelle 2.1 definiert. Das ihm zugrunde liegende Organisationsprinzip ist das
der Fließfertigung (flow shop) mit einer Maschine (Batchprozessor) je Fertigungsstufe
(vgl. Abbildung 2.1). Die Batchprozessoren haben unterschiedliche Vorgaben hinsichtlich
minimaler und maximaler Losgrößen (non-identical). Das Einhalten von Mindestlosgrö-
ßen resultiert aus dem wirtschaftlichen Argument der Losbildung (siehe Abschnitt 2.1.1),
die maximalen Losgrößen hingegen aus den jeweiligen Maschinenkapazitäten. Aufgrund
ungleicher Bearbeitungsdauern der Aufträge und dem Prinzip der Sammelverarbeitung
(batch availability model) liegt eine diskontinuierliche Produktion bzw. eine zeitlich un-
gebundene Fließproduktion vor. Die Bearbeitungsdauer eines Loses ergibt sich aus der
Summe der Bearbeitungsdauern der in ihm enthaltenen Aufträge (varying). Dabei haben
die Aufträge einer Familie eine identische Bearbeitungsdauer. Ihre Reihenfolge im Los
ist nicht relevant. Ein praxisnahes Beispiel stellen Kommissionierprozesse dar, in denen
mehrere Sendungen mit ähnlichen Inhalten gleichzeitig gepackt werden. Dabei ergibt
sich die Gesamtbearbeitungsdauer aus den Bearbeitungsdauern der einzelnen Sendun-
gen abzüglich eines auf den Skaleneffekt entfallenden Zeitanteils. Die Diskontinuität im
Produktionsablauf erfordert zwischen den einzelnen Fertigungsstufen Zwischenlager zur
Objektaufnahme (vgl. Hackstein, 1984, S. 197). Dabei wird ein unendlicher Stauraum
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Tabelle 2.1: Klassifikationsmerkmale von Losfertigungen. Die gewählten Merkmale des
untersuchten Prozessmodells sind kursiv markiert.
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(infinite capacity) unterstellt. Des Weiteren implizieren die vorhandenen Zwischenlager
die Rekombinationsmöglichkeit der Auftragsreihenfolge (non-permutation schedule).
Die Aufträge werden an jeder Maschine in Losen sammelverarbeitet. Das Gruppie-
rungkriterium stellt dabei die stufenspezifische Auftragsfamilie dar (stage specific incom-
patible families). Dem Produktionsauftrag einer spezifischen Produktvariante ist dem-
zufolge an jeder Maschine ein Auftragstypus zugewiesen. Ein Los darf ausschließlich aus
Aufträgen desselben stufenspezifischen Typus bestehen. Dadurch verengt sich die Anzahl
der Produktvarianten zu einer stufenspezifischen Anzahl von Auftragsfamilien.
Der Rüstaufwand eines Loses entsteht in der betrachteten Losfertigung proportio-
nal zur Art und Anzahl der in ihm enthaltenen Aufträge. Die Rüstaufwendungen sind
ausschließlich zeitbasiert. Jeder Auftrag erfordert eine Rüstzeit, die von seiner stufenspe-
zifischen Familienzugehörigkeit abhängt und für alle Aufträge einer Familie identisch ist.
Aufgrund dieser eindeutigen Proportion wird die Rüstzeit eines Auftrags dessen Bear-
beitungsdauer zugeschlagen. Demgemäß werden die Rüstaufwendungen des betrachteten
Prozessmodells als machine-independent sowie batch sequence-independent klassifiziert.
Die Motivation für die Losfertigung resultiert in dem vorliegenden Fall daher nicht in
der Bündelung von Rüstbedarfen, sondern in der Erzielung eines zeitlichen Skaleneffekts
(vgl. Abschnitt 2.1.1, S. 11). Dieser wirkt sich auf die Rüstzeit sowie die Bearbeitungs-
zeit eines Loses entsprechend ihrer zeitlichen Anteile aus und führt zu einer zeitlichen
Reduktion der Gesamtbearbeitungszeit eines Loses. Die Einbeziehung des Skaleneffekts
ermöglicht ein ganzheitlichere Berücksichtigung der Effekte, die sich aus der Bünde-
lung von Aufträgen zu Losen ergeben. In dem fokussierten Prozessmodell verhält sich
der Skaleneffekt logarithmisch zur Losgröße. Seine Berechnung wird detaillierter in Ab-
schnitt 2.2.2, S. 28, beschrieben.
Aufgrund der stufenspezifischen inkompatiblen Auftragsfamilien haben Lose in ih-
rer Auftragskonstellation nur für einzelne Fertigungsstufen Bestand. Als zwangsläufige
Konsequenz ergibt sich daher die Notwendigkeit einer stufenspezifischen Loskomposition
(inconsistent batches). Daraus erwächst eine Planungskomplexität, die Auftragspriorisie-
rungen erheblich erschwert. Daher werden Priorisierierungen in der Methodenentwick-
lung der Ablaufplanung nicht beachtet (non-preemptive).
In dem Prozessmodell sind stufenspezifische Fehlmengen materieller Produktionsfak-
toren generell erlaubt (shortages allowed). Daraus resultieren mögliche Verzögerungen
bei der Auftragsfreigabe (non-zero release dates). Das Freigabedatum wird durch das
spätere von zwei Auftragsdaten bestimmt. Das erste ist das Datum der Auftragsver-
fügbarkeit. Es ergibt sich aus dem spätesten Bearbeitungsende der in einem Los ent-
haltenen Aufträge auf der Vormaschine sowie ihres Transports zur aktuellen Maschine.
Das zweite ist das Datum der Realisierbarkeit. Dieses berücksichtigt den Zeitpunkt der
Verfügbarkeit aller für das Los erforderlichen Produktionsmaterialien auf der aktuellen
Maschine. Das spätere der beiden Daten bestimmt das Freigabedatum. Da diese Arbeit
eine nachfrageorientierte Fertigung fokussiert, ist für jeden Produktionsauftrag ein Fer-
tigstellungstermin vereinbart. Diese streuen über ein Zeitintervall von wenigen Wochen
(distinct due dates). Es wird von einem tagweisen Versand der Produkte ausgegangen;
dies bedeutet, dass es maximal einen Fertigstellungstermin je Tag gibt bzw. sich Fertig-
stellungstermine benachbarter Tage exakt um 24 Stunden unterscheiden.
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Die Planungssituation basiert auf weitreichenden, jedoch nicht vollständigen Daten
hinsichtlich der Planungsparameter (dynamic problem). Während vollständige Informa-
tionen über die in einem Planungszyklus herzustellenden Aufträge vorliegen, ist die Rea-
lisierbarkeit der Aufträge durch potenzielle Fehlmengen materieller Produktionsfaktoren
nicht gewährleistet. Dieses Merkmal wird in der mathematischen Problemformulierung
des Abschnitts 2.2.2 sowie in der methodischen Entwicklung des Kapitels 3 (S. 53) zu-
nächst vernachlässigt; es findet jedoch in Kapitel 4 (S. 97) Beachtung. Der Planungsho-
rizont wird, wie bereits in Abschnitt 2.1.1 beschrieben, in Tage unterteilt. Es ist dabei
nicht gestattet, ein Los auf mehrere Tage zu teilen. Dies bedeutet, dass der Bearbei-
tungsbeginn und das Bearbeitungsende eines Loses innerhalb eines Tages liegen müssen.
Da das Zusammenwirken von stufenspezifischen Auftragsfamilien und Mindestlosgrö-
ßen starke Interdependenzen zwischen den Loskompositionen und Ablaufplänen ver-
schiedener Stufen induziert, adressiert die Zielformulierung des Prozessmodells dieses
Spannungsfeld. Die Zielfunktion integriert die konkurrierenden Ziele großer Losgrößen
und schneller Durchlaufzeiten (multi-criteria). Das Substitutionsverhältnis ergibt sich
aus folgender Kausalität: Je größer ein Los, desto wahrscheinlicher ist es, dass die in
ihm enthaltenen Aufträge auf der vorherigen Maschine unterschiedlichen Auftragstypen
angehören. Dies bedeutet, dass längere Wartezeiten bis zum Bearbeitungsbeginn des
Loses entstehen, da seine Aufträge auf der vorherigen Maschine nur getrennt bearbei-
tet werden dürfen. Diese Zielformulierung berücksichtigt die Entwicklungen der Praxis,
in der die Fertigungstiefe des einzelnen Unternehmens abgenommen hat, JIT-Politiken
die Lagerhaltung bestimmen und PPS-Systeme neben einer gleichmäßigen Ressourcen-
auslastung verstärkt auf kurze Durchlaufzeiten fokussieren (Westkämper, 2006, S. 181;
Schulte, 2001, S. 3).
Um Prozessmodelle der Losfertigung einzuordnen, voneinander abzugrenzen und ver-
gleichbar zu machen, werden sie in der wissenschaftlichen Literatur untereinander üb-
licherweise mittels der Notation von Graham u. a. (1979) formalisiert. In dieser werden
durch die drei Felder α/β/γ die Prozesstruktur (α), Auftragscharakteristika (β) sowie
die Zielfunktion (γ) definiert. Die Notation von Graham u. a. wurde durch Pinedo (2008,
S. 13 ff.) erweitert und an neu identifizierte Prozessmodelle angepasst. Es ist anzumer-
ken, dass die Notation von Pinedo von der in dieser Dissertation verwendeten bezüglich
einzelner Symbole abweicht. Sie dient daher ausschließlich der hiesigen Modellspezifi-
zierung und wird hernach nicht weiter verwendet. Gemäß der erweiterten Notation von
Pinedo wird das oben beschriebene Prozessmodell als
Fm/rj,sum− batch,fmlsi,sh/
∑
wj · Cj,
∑
sum− batchi
definiert. Fm umschreibt den mehrstufigen flow shop. rj drückt das Vorhandensein von
non-zero release dates aus. sum− batch beschreibt die Anwendung eines Sammelverar-
beitungsprinzips, in dem sich die Fertigungsdauer eines Loses aus der Summe der Bear-
beitungsdauern seiner Aufträge ergibt (Ng u. Kovalyov, 2007, S. 353). fmlsi markiert
die Existenz von stufenspezifischen inkompatiblen Auftragsfamilien. In der Notation von
Pinedo (2008, S. 13 ff.) gelten dieselben Auftragsfamilien für alle Prozesse, sodass die
Verwendung des Maschinenindexes i eine Anpassung für das hier betrachtete Prozess-
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modell darstellt. Der Zusatz sh beschreibt die Präsenz von Rüstzeiten, die ausschließlich
aus der jeweils zu verarbeitenden Auftragsfamilie resultieren. Das Optimierungskriteri-
um subsumiert zwei Teilziele. ∑wj ·Cj definiert die Minimierung der durchschnittlichen
(gewichteten) Durchlaufzeit als ersten Term der Zielfunktion. ∑ sum−batchi beschreibt
die Minimierung der Losanzahl über alle Maschinen. Dieser Zielfunktionsbestandteil ist
äquivalent der Maximierung der Losgrößen und stellt eine Erweiterung der von Pinedo
publizierten Notationsmöglichkeiten dar.
In Anlehnung an das verwendete Fließprinzip, die mehrstufige Batchproduktion und
die stufenspezifschen inkompatiblen Auftragsfamilien wird das Modell im Folgenden als
Multiple Batch Processing Machine problem with Stage specific Incompatible job Families
(MBPMSIF) beschrieben. Eine Modifikation des beschriebenen MBPMSIF wurde durch
den Autor in Isenberg u. Scholz-Reiter (2012a) sowie Isenberg u. Scholz-Reiter (2012b)
behandelt.
Ein Prozessmodell, das mehrere Ähnlichkeiten zu dem hier spezifizierten aufweist, ist
das sogenannte Multi-Level Capacitated Lotsizing Problem (MLCLSP). Dabei handelt
es sich um eine mehrstufige, durch Fertigungskapazitäten restringierte Mehrprodukt-
Losgrößenfertigung, die mehrere Maschinen je Fertigungsstufe zulässt, dynamische Nach-
fragemengen aufweist und als Zielfunktion die Minimierung der produktspezifischen
Rüst- und Lagerkosten über den Planungszyklus verfolgt (Günther u. Tempelmeier,
2012, S. 199 ff.; Tempelmeier, 2008, S. 161 f., 173 f.). Das MLCLSP ist als Fließpro-
duktion mit genereller Erzeugnistruktur organisiert, besitzt Auftragsfamilien mit in-
dividuellen Bearbeitungsbedarfen, berücksichtigt auftragstypspezifische Rüstzeiten und
besitzt stochastische Einflussgrößen. Das MLCLSP wurde unter anderem von Derstroff
(1995), Sahling (2010), Rossi (2003) und Kimms (1997) behandelt. Wesentlicher und
entscheidender Unterschied zu dem MBPMSIF ist das Verarbeitungsprinzip, demnach
das MLCLSP nach dem job availability model arbeitet. Dieses Merkmal induziert eine
kontinuierliche Produktion, die sich signifikant von der diskontinuierlichen des Sammel-
verarbeitungsprinzips unterscheidet.
2.2.2 Mathematische Problemformulierung
Dieser Abschnitt bezweckt, das in den vorherigen Ausführungen verbal spezifizierte
Untersuchungsmodell als mathematisches Optimierungsproblem zu formulieren. Diese
Darstellungsform verfolgt das Ziel, die dem Modell inhärenten Wirkzusammenhänge in
präziser und prägnanter Weise zu verdeutlichen. Für thematische Grundlagen zur For-
malisierung von Optimierungsproblemen sei Suhl u. Mellouli (2009, S. 33 ff.) empfohlen.
Darüber hinaus definiert dieser Abschnitt die mathematische Problemnotation, welche
dieser Arbeit zugrunde liegt, und stellt funktionelle Beziehungen her (vgl. hierzu auch
Isenberg u. Scholz-Reiter, 2012b).
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Notation und Annahmen des Modells
Dem ILP des MBPMSIF liegt die folgende Notation zugrunde:
Indizes
k= 1,. . . ,m Index der Maschinen
j, i= 1,. . . ,n Indizes der Aufträge
t= 1,. . . ,l Index der Fertigungsperioden
c= 1,. . . ,SMAXk Index der Aufträge in einem Los auf Maschine k
Parameter
A,A′ Täglicher Arbeitsbeginn und -ende in Minuten seit Mitternacht
L Dauer eines Tages in Minuten
Pk,j Produktionsdauer von Auftrag j auf Maschine k
Zj Fertigstellungstermin des Auftrags j
SMINk, SMAXk Minimale und maximale Losgröße auf Maschine k
Tk,T ′k Transportdauer von Maschine k ins Folgelager, vice versa
SBk,j,c Skaleneffekt für Los von Auftrag j auf k bei c Aufträgen
u Faktor für Gleichgewichtung der verschiedenen Zielkriterien
bigM Großer ganzzahliger Wert
Binärvariablen
λk,j,i 1, wenn Aufträge j und i auf k der selben Familie angehören
πk,j,t 1, wenn Auftrag j auf k in Fertigungsperiode t gefertigt wird
θk,j,c 1, wenn Los von Auftrag j auf Maschine k c Aufträge enthält
υk,j 1, wenn Los von Auftrag j auf k < SMINk Aufträge beinhaltet
φk,j,i 1, wenn Aufträge j und i auf Maschine k im selben Los sind
δk,j,i 1, wenn Auftrag j vor Auftrag i auf Maschine k produziert wird
NBk,j Hilfsvariable zur Bestimmung der Lose auf Maschine k
Ganzzahlige Variablen
FBk,j Produktionsbeginn von Auftrag j auf Maschine k
FEk,j Produktionsende von Auftrag j auf Maschine k
f Durchlaufzeit aller Aufträge
s Summe der Lose über alle Maschinen
Die Binärvariablen zeigen im Allgemeinen an, ob eine Entität zu einer Menge gehört
(vgl. Buscher u. Shen (2009)). Ihre Verwendungen werden in den folgenden Abschnitten
im Einzelnen erklärt. Der im vorherigen Abschnitt beschriebene und zur Anwendung
kommende Skaleneffekt ist nicht linearer Natur. Deswegen muss er für die Verwendung
im ILP linear approximiert werden. Da der Skaleneffekt im ILP nur ganzzahlige Werte
annehmen darf und die potenziellen Losgrößen durch SMAXk beschränkt sind, ist die
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Anzahl der verschiedenen erzielbaren Skaleneffekte endlich. Aus diesem Grund werden
alle potenziellen Skaleneffekte vorherig berechnet und in dem dreidimensionalen Para-
meter SBk,j,c gespeichert. SBk,j,c beinhaltet für das Los eines Auftrags j auf Maschine
k in Abhängigkeit der Auftragsanzahl c den erzielbaren Skaleneffekt in Minuten. Der
Wert von SBk,j,c wird bei der Berechnung der Losfertigungsdauer abgezogen.
Annahmen des Modells
Dem Modell liegen folgende Annahmen zugrunde:
• Zusätzlich zu den Lagern zwischen den Fertigungsstufen gibt es ein Eingangslager
vor dem ersten sowie ein Ausgangslager nach dem letzten Prozess. Damit ergibt
sich in Abhängigkeit der Prozesse eine Lageranzahl vonm+1. Alle Aufträge müssen
alle Lager passieren. Die Lagerkapazitäten werden als unendlich angenommen, so
dass es zu keiner Blockade von Maschinen kommen kann.
• Die Transportdauern Tk und T ′k gelten für ein Los, unabhängig von der Anzahl
der Aufträge. Aufträge eines Loses haben daher dieselben Ankunftszeitpunkte an
einer Maschine oder im nachfolgenden Lager.
• Der Planungszeitraum ist in l Fertigungsperioden gleicher Dauer unterteilt. Diese
sind vergleichbar mit Arbeitstagen, die durch Nachtruhen voneinander getrennt
sind.
• Ausfallzeiten von Maschinen werden ausgeschlossen. Darüber hinaus sind Modifi-
kationen der Auftragskonstellation eines Loses nicht während seiner Bearbeitung
möglich.
• Der Skaleneffekt ist logarithmischer Natur. Die Wahl des Logarithmus generiert
einen mit steigender Losgröße monoton fallenden Zuwachs der zeitlichen Bear-
beitungsreduktion. Dies bedeutet, dass der Grenzertrag zeitlicher Reduktion ab-
nimmt. Um einen zuvor spezifizierten maximalen Skaleneffekt ρ bei einer spezifi-
zierten maximalen Losgröße SMAXk auf Maschine k zu erreichen, ist es notwendig,
die logarithmische Basis ψ anzupassen. Der Skaleneffekt für das Los von Auftrag
j errechnet sich daher durch
SBk,j,c = logψ
n∑
i=1
φk,j,i mit ψ = SMAXk
√
ρ ∀k,j (2.1)
Abbildung 2.2 veranschaulicht den durch die Losgröße erzielbaren Skaleneffekt bei
einer maximalen Bearbeitungszeitreduktion von ρ = 8% und SMAXk = 12.
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Abbildung 2.2: Skaleneffekt in Abhängigkeit der Losgröße bei SMAXk = 12 und ρ = 8%
Ganzzahliges lineares Programm
Das folgende ILP definiert die Zielfunktion sowie Restriktionen des Modells:
Zielfunktion
min f + u · s (2.2)
mit f =
n∑
j=1
(Zj − FB1,j) und s =
m∑
k=1
n∑
j=1
NBk,j und u ≥ 0
Restriktionen der Prozessumgebung
FEk,j = FBk,j + Pk,j ·
n∑
i=1
φk,j,i −
SMAXk∑
c=1
(θk,j,c · SBk,j,c) ∀j,k (2.3)
FBk,j ≥ FEk−1,j + Tk−1 + T ′k−1 ∀k > 1,j (2.4)
FEm,j + T ′k ≤ Zj ∀j (2.5)
FBk,j + (1− πk,j,t) · bigM ≥ L · (t− 1) + A ∀j,k,t (2.6)
FEk,j − (1− πk,j,t) · bigM ≤ L · (t− 1) + A′ ∀j,k,t (2.7)
l∑
t=1
(1− πk,j,t) = l − 1 ∀j,k (2.8)
n∑
i>j
φk,j,i − (1−NBk,j) ∗ bigM ≤ 0 ∀k,j (2.9)
n∑
i>j
φk,j,i +NBk,j ∗ bigM ≥ 1 ∀k,j (2.10)
Maschinenrestriktionen
n∑
i=1
φk,j,i ≤ SMAXk ∀j,k (2.11)
29
2 Produktionsplanung und -steuerung in Losfertigungen
n∑
i=1
φk,j,i + υk,j · bigM ≥ SMINk ∀j,k (2.12)
n∑
i=1
φk,j,i − (1− υk,j) · bigM ≤ SMINk − 1 ∀j,k (2.13)
n∑
i=1
(λk,j,i · υk,i) ≤ SMINk − 1 ∀j,k (2.14)
n∑
i=1
(λk,j,i · υk,i)−
n∑
i=1
φk,j,i ≤ 0 ∀j,k (2.15)
FBk,j ≥ FEk,i − (δk,j,i + φk,j,i) · bigM ∀k,j,i,j ̸= i (2.16)
FEk,j ≤ FBk,i + (1− δk,j,i + φk,j,i) · bigM ∀k,j,i,j ̸= i (2.17)
δk,j,i + δk,i,j + φk,j,i = 1 ∀k,j,i (2.18)
Auftrags- und Losrestriktionen
FBk,j ≥ FBk,i + 1− (1− δk,i,j) · bigM ∀k,j,i (2.19)
FBk,i ≥ FBk,j − δk,i,j · bigM ∀k,j,i (2.20)
δk,j,j ≥ 1 ∀k,j (2.21)
δk,j,i ≤ λk,j,i ∀k,j,i (2.22)
n∑
i=1
φk,j,i + (1− θk,j,c) · bigM ≥ c ∀k,j,c (2.23)
n∑
i=1
φk,j,i − (1− θk,j,c) · bigM ≤ c ∀k,j,c (2.24)
SMAXk∑
c=1
θk,j,c = 1 ∀k,j (2.25)
Die Zielfunktion des ILP fasst die konkurrierenden Ziele minimale Durchlaufzeiten
(f) sowie maximale Losgrößen (s) zusammen. Die Durchlaufzeit aller Aufträge f ergibt
sich aus den Zeitdauern zwischen den Bearbeitungsbeginnen der Aufträge auf der ers-
ten Maschine FBk=1,j und ihren Fertigstellungsterminen Zj. Das Ziel durchschnittlicher
maximaler Losgrößen wird in eine gleichwertige Minimierungsfunktion s überführt: Dem-
nach soll die Summe aller Lose über alle Maschinen ∑mk=1∑nj=1NBk,j minimiert werden.
Die Minimierung der Summen der Zielfunktionsbestandteile ist äquivalent der Minimie-
rung der durchschnittlichen Losgröße sowie der durchschnittlichen Durchlaufzeit. Der
ganzzahlige Parameter u ist für die Zielgewichtung erforderlich. Da beide Ziele gleich-
rangig behandelt werden sollen, ihre Werte jedoch erheblich differieren, skaliert u den
Zielfunktionswert der Losanzahlminimierung auf dasselbe Niveau wie den der Durchlauf-
zeitminimierung. Ohne u würde eine relative Verbesserung der Durchlaufzeit den Ziel-
funktionswert stärker beeinflussen als es dieselbe relative Verbesserung der Losgrößen
täte. Die Ziele wären in einem solchen Fall hinsichtlich ihrer Verfolgung unterschiedlich
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Abbildung 2.3: Zielfunktionskurve bei j = 9, k = 2, SMIN1,2 = 2, SMAX1,2 = 3, 2
Familien je Maschine und Variation der zulässigen Losanzahl
attraktiv. Um u zu ermitteln, werden ein Durchlauf des ILP sowie eine einfache Heuris-
tik angewendet. Der Durchlauf des ILP erfolgt unter Ausschluss des Terms s. Auf diese
Weise wird unter Missachtung der resultierenden Losgröße die minimale Durchlaufzeit
fokussiert. Die Heuristik unterstellt, dass unbegrenzt viel Zeit für die Auftragsfertigung
besteht. Aus diesem Grund gestaltet sie in einer inversen Planung auf jeder Maschine
Lose mit der, gemäß SMAXk, maximal zulässigen Größe und missachtet somit die dar-
aus resultierende Durchlaufzeit. Die Division der gesamten Durchlaufzeit des ILP-Laufs
durch die Summe aller Lose der heuristischen Lösung definiert u.
Abbildung 2.3 verdeutlicht das Verdrängungsverhältnis zwischen den fokussierten Zie-
len. Für die Darstellung wurde das spezifizierte ILP mit den Parametern j = 9, k = 2,
SMIN1,2 = 2, SMAX1,2 = 3, 2 Familien/Maschine und weiteren entsprechenden Zu-
fallswerten mehrfach berechnet. Die Durchläufe verfolgten ausschließlich das Ziel der
Minimierung der Durchlaufzeit f . s wurde in der Zielfunktion nicht beachtet. Statt-
dessen wurde die zusätzliche Restriktion s ≤ UB eingeführt. UB stellt die maximal
zulässige Losanzahl für alle Maschinen dar. Die Berechnungsläufe iterierten über das
Werteintervall 7 ≤ UB ≤ 15. Die Bestimmung der Intervalluntergrenze, der minimalen
Losanzahl, wurde durch dieselbe Heuristik wie bei der Determination von u durchge-
führt. Da ab einer zulässigen maximalen Losanzahl von ≥ 11 keine weitere Verbesserung
der Durchlaufzeit erreicht werden konnte, sind die Zielfunktionswerte lediglich bis 12
abgetragen. Die Tangente skizziert die durch u definierte Zielgewichtung und drückt so-
mit das geduldete Substitutionsverhältnis zwischen den einzelnen Zielbestandteilen aus.
Durch ihre Parallelverschiebung mittels Variation ihrer Funktionskonstante wurde sie bis
zum ersten Kontakt mit der Zielfunktionskurve verschoben. Dies ist der Punkt 10|5028.
Der berührte Punkt definiert den besten Zielfunktionswert gemäß der gewählten Ziel-
gewichtung. Der dunkelgraue Bereich von Abbildung 2.3 ist gemäß der Formulierung
des ILP unzulässig; es ist keine geringere Losanzahl als 7 erzielbar. Der hellgraue Be-
reich ≥ 11 Losen ist hingegen zulässig, erbringt jedoch keine weitere Verbesserung des
Zielfunktionswertes.
Die Gleichung (2.3) definiert das stufenspezifische Produktionsende eines Auftrags.
Dieses ergibt sich aus seinem stufenspezifischen Produktionsbeginn, zuzüglich der Pro-
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duktionsdauer des Loses, abzüglich des Skaleneffekts infolge der Losgröße. Die Restrikti-
on (2.4) erfüllt zwei Funktionen: Zum Einen definiert sie die technologische Reihenfolge
der Produktionsstufen, demzufolge nach Maschine 1 die Maschine 2 folgt usw.. Zum An-
deren bewirkt sie die Berücksichtigung der Transportdauern in die Lager und zu den Ma-
schinen. Um die Auftragsfertigungen zeitlich zu beschränken, gibt die Ungleichung (2.5)
das späteste Produktionsende eines Auftrags auf der letzten Maschine vor. Ein Auftrag
muss demnach spätestens zum Fertigstellungstermin abzüglich des letzten Transports
in das Warenausgangslager fertiggestellt sein. Die Restriktionen (2.6), (2.7)und (2.8)
stellen sicher, dass Aufträge ausschließlich während der Arbeitszeit bearbeitet werden
und die Nachtruhe gewahrt bleibt. An dem Beispiel dieser drei Ungleichungen soll das
Funktionsprinzip der linearen Logik sowie das Erfordernis ihrer simultanen Gültigkeit
veranschaulicht werden. Gesetzt dem Fall, dass der spezifische Auftrag j = 1 auf der spe-
zifischen Maschine k = 1 an Tag t = 3 produziert werden soll, ergeben sich für die binäre
Variable πk=1,j=1,t=3 die in Tabelle 2.2 dargestellten Werte. Für sich alleine genommen
Restriktion|t 1 2 3 4 5 6
2.6 0 Y 1 0 Y 1 0 Y 1 0 0 0
2.7 0 0 0 Y 1 0 Y 1 0 Y 1 0 Y 1
2.8 0 Y 1 0 Y 1 0 Y 1 0 Y 1 0 Y 1 0 Y 1
Zusammenwirken 0 0 1 0 0 0
Tabelle 2.2: Veranschaulichung der Wertebelegung einer Binärvariable mittels simulta-
ner Gültigkeit mehrerer Restriktionen im ILP
und für die Sicherstellung ihrer Gültigkeit erzwingt Ungleichung (2.6) für die Tage 4,
5 und 6 den Wert 0 für πk=1,j=1,t=4,5,6. Für die Tage 1, 2 und 3 kann πk=1,j=1,t=1,2,3
gemäß (2.6) entweder eine 0 oder eine 1, jedoch nicht beides einnehmen („exklusives
Oder„, Y). Um diese Beliebigkeit zu reduzieren, erzwingt (2.7) die umgekehrte Wertede-
finition. Danach kann zur Erfüllung von (2.7) πk=1,j=1,t=3,4,5,6 beliebige Werte annehmen,
πk=1,j=1,t=1,2 müssen hingegen zwingend den Wert 0 erhalten. Die gemeinsame Betrach-
tung von (2.6) und (2.7) erlaubt ausschließlich für den Produktionstag πk=1,j=1,t=3 die
Wahl zwischen den Werten 0 oder 1. Für alle anderen Tage nimmt πk=1,j=1,t den Wert
0 an. Zur Festlegung des Wertes für πk=1,j=1,t=3 gibt (2.8) vor, dass πk=1,j=1,t für genau
einen Tag den Wert 1 annehmen muss. Die Produktion des Auftrags muss daher genau
einem Tag zugewiesen werden. Da durch die Lösung des ILP keine Restriktion verletzt
werden darf, spezifiziert das Zusammenwirken der drei Ungleichungen den Produktions-
tag und stellt darüber hinaus die Auftragsbearbeitung innerhalb der Arbeitszeit sicher.
Die Bestimmung der Losanzahl erfolgt durch die Restriktionen (2.9) sowie (2.10).
NBk,j wird für Auftrag j auf Maschine k nur dann 1, wenn der Auftrag in der φk,j,i-
Matrix der letzte eines Loses ist. Die Ungleichung (2.11) restringiert die maximal zu-
lässigen Losgrößen der Maschinen entsprechend der jeweiligen Kapazitätsvorgaben. Die
Restriktionen (2.12), (2.13), (2.14) und (2.15) berücksichtigen die ökonomische Dimen-
sion der Losfertigung. Sie regeln die Einhaltung von maschinenspezifischen Mindestlos-
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größen. Ohne sie wären Lose der Größe mit nur einem Auftrag zulässig und würden,
da sie keine Wartezeiten in den Lagern verursachten (Gudehus, 2010, S. 293), star-
ke Verwendung in der ILP-Lösung finden. Da jedoch die Auftragsanzahl n sowie die
Anzahlen der stufenspezifischen Auftragsfamilien im Vorwege unbekannt sind und in
keinem festen Verhältnis zueinander stehen, kann es zu unvermeidbaren Unterschreitun-
gen der Mindestlosgrößen kommen. Aus diesen Gründen sind die Bedingungen bzgl. der
maschinenspezifischen Mindestlosgrößen als schwache Restriktionen ausgeführt. Die bi-
näre Variable υk,j nimmt für einen spezifischen Auftrag genau dann den Wert 1 an, wenn
dieser Auftrag zu einem Los gehört, das die Mindestlosgröße der entsprechenden Maschi-
ne nicht erfüllt. Die Werte von υk,j werden durch die Ungleichungen (2.12) und (2.13)
definiert. (2.14) stellt sicher, dass in jeder stufenspezifischen Auftragsfamilie maximal
SMINk − 1 Aufträge in einem Los unterhalb der Mindestlosgröße sind. Basierend auf
den vorherigen Wertbestimmungen formuliert (2.15), dass je Auftragsfamilie maximal
ein Los eine Größe unterhalb von SMINk besitzen darf. Es gibt also für alle Auftrags-
familien, für deren Auftragsmengen gilt nFamilie modulo SMINk ̸= 0 genau ein Los mit
einer geringeren Mindestlosgröße als die Vorgaben erfordern. Die Ungleichungen (2.16)
und (2.17) ermitteln die Reihenfolge der Lose auf den Maschinen. δk,j,i wird nur dann
1, wenn die Aufträge j und i gemäß φk,j,i in keinem gemeinsamen Los sind und die Be-
arbeitung des Auftrags j zeitlich vor der des Auftrags i liegt. Um sicherzustellen, dass
es bei der Betrachtung von zwei Aufträgen j und i eine eindeutige Feststellung ihrer
Reihenfolge gibt, erfordert Gleichung (2.18), dass entweder Auftrag j vor Auftrag i be-
arbeitet wird, der umgekehrte Fall eintritt oder beide ein gemeinsames Los bilden. Die
Wahl einer dieser Optionen schließt die anderen aus.
Die Restriktionen (2.19) sowie (2.20) nutzen die von (2.16) und (2.17) bestimmte Los-
reihenfolge, um Aufträgen desselben Loses einen identischen Startzeitpunkt der Bear-
beitung vorzuschreiben. Damit übernehmen sie die eigentliche Aufgabe der Losbildung.
Die Restriktion (2.21) definiert, dass ein Auftrag mit sich selbst bereits ein Los bildet.
Diese Eigenschaft ist für (2.18) sowie für alle Restriktionen, die Zählungen der Losgrö-
ßen beinhalten, relevant. Die Ungleichung (2.22) schreibt vor, dass Aufträge eines Loses
stets derselben Auftragsfamilie angehören müssen. Die Restriktionen (2.23), (2.24) so-
wie (2.25) ermitteln die Anzahl der Aufträge in einem Los und speichern diese in der
binären Variablen θk,j,c. Dazu nutzen sie dieselbe Funktionsweise wie die Restriktionen
bzgl. der Arbeitszeitberücksichtigung. Ihr Zusammenwirken ist daher äquivalent zu je-
nem in Tabelle 2.2. Das Ergebnis von θk,j,c wird in Gleichung (2.3) verwendet und fließt
somit in die Berechnung der losspezifischen Skaleneffekte ein.
Funktionale Definitionen
Zum Abschluss der mathematischen Problemformulierung sollen einige funktionale Defi-
nitionen und Notationen spezifiziert werden, die für die übrige Arbeit von Relevanz sind.
Dazu gehören das stufenspezifische Freigabedatum (Rk,j) eines Auftrags, die stufenspe-
zifische Produktionsfrist bzw. Deadline (Ek,j) eines Auftrags sowie die Größe BSk,ok , das
stufenspezifische Freigabedatum RBk,ok , die stufenspezifische Deadline EBk,ok und die
Produktionsdauer PLk,ok eines Loses Bk,ok .
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Rk,j =
{
max{Ik,j,FEk−1,j + Tk−1 + T ′k} wenn k > 1
Ik,j sonst
∀k (2.26)
Ek,j =
{
FAk+1,j − T ′k+1 − Tk wenn k < m
Zj − Tk sonst ∀k (2.27)
RBk,ok = maxj∈Bk,ok
Rk,j∀ok,k (2.28)
EBk,ok = minj∈Bk,ok
Ek,j ∀ok,k (2.29)
PLk,ok = Pk,j ·
n∑
i=1
φk,j,i −
SMAXk∑
c=1
(θk,j,c · SBk,j,c) ∀k,j ∈ PL (2.30)
Das Freigabedatum von Auftrag j für Maschine k ergibt sich in (2.26) aus dem Vergleich
des Datums der Realisierbarkeit Ik,j mit dem Datum der Verfügbarkeit von Auftrag j
(vgl. S. 24). Das spätere Datum bestimmt das Freigabedatum, also jenen Zeitpunkt, ab
dem der Auftrag auf der Maschine k bearbeitet werden darf (vgl. hierzu auch Buscher u.
Shen, 2009, S. 135). Während sich das Datum der Realisierbarkeit auf den Zeitpunkt der
Bereitstellung aller erforderlichen Produktionsfaktoren auf der jeweiligen Maschine für
den spezifischen Auftrag bezieht, resultiert das Datum seiner Verfügbarkeit aus seiner
Fertigstellung auf Maschine k−1 und den Transportdauern Tk−1+T ′k, die zum Zwischen-
lager sowie von dort zu Maschine k entstehen. Wenn es keine vorherige Maschine gibt,
ergibt sich das Freigabedatum für Auftrag j aus Ik=1,j. Die Berechnung der stufenspezi-
fischen Produktionsfrist Ek,j erfolgt unter der Annahme einer möglichen Rückwärtster-
minierung invers zu jener des Freigabedatums. Sie ist in Funktion (2.27) dargestellt. Die
Produktionsfrist der letzten Maschine k = m ergibt sich aus dem Fertigungstermin (due
date) abzüglich der Dauer für den Transport in das Ausgangslager Tk=m. Die Deadline
eines Loses Bk,ok ergibt sich aus Gleichung (2.29). Demnach bestimmt die früheste Dead-
line aller in dem Los enthaltenen Aufträge die Deadline des Loses. Das Pendant stellt
das Freigabedatum eines Loses dar. Dieses ist gemäß der Definition (2.28) das späteste
Freigabedatum der in dem Los befindlichen Aufträge. Gemeinsam definieren das Frei-
gabedatum sowie die Deadline eines Loses das potenzielle Zeitfenster seiner Fertigung.
Für ein einfacheres Verständnis wird für die Iteration über die Aufträge eines Loses in
dieser Arbeit die Notation j ∈ Bk,ok verwendet. Die Lose einer Maschine werden durch
den Index ok = 1,. . . ,vk unterschieden. Obwohl die Lose für jede Maschine neu gebildet
werden, besitzen die losspezifischen Notationen den Index k. Dieser dient ausschließlich
der Orientierung. Die Funktion (2.30) definiert die Produktionsdauer eines Loses als die
Summe der Produktionsdauern der in ihm enthaltenen Aufträge (varying batch proces-
sing time) abzüglich der durch den Größendegressionseffekt generierten Zeitersparnisse.
Des Weiteren soll für die stufenspezifischen Auftragsfamilien in Ergänzung zu den spezi-
fizierten Binärvariablen des ILP die einzelne Auftragsfamilie auf Maschine k als AFk,famk
mit dem Index famk = 1,. . . ,mfk bezeichnet werden. Die Einführung einer alternativen
Notation erleichtert die mathematische Beschreibung familiengebundener Berechnungen
in späteren Kapiteln sowie das damit zusammenhängende Verständnis.
Zur Veranschaulichung der Planungszusammenhänge des MBPMSIF sind in Abbil-
dung 2.4 ein mehrstufiger Maschinenbelegungsplan sowie die korrespondierenden Auf-
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tragshistorien im Zeitverlauf für ein optimal gelöstes ILP mit den Parametern m = 3,
n = 13, SMINk=1,2,3 = 2 und SMAXk=1,2,3 = 3 dargestellt. Es gibt auf jeder Ma-
schine 2 stufenspezifische inkompatible Auftragsfamilien. Die Familienzugehörigkeiten
der Auträge sind an den jeweiligen Farben ersichtlich. Die Durchlaufzeiten der Aufträ-
ge sind blau markiert, beginnen mit den Auftragsfertigungen auf der ersten Maschine
und enden mit ihren Fertigstellungsterminen. Aufträge eines Loses sind als Türme in
den Maschinenbelegungsdiagrammen erkennbar. Wartezeiten der Aufträge sind dunkel-
beige dargestellt. Die abgetragenen Produktionsdauern der Aufträge resultieren aus den
Gesamtbearbeitungsdauern der Lose, denen sie angehören. In den gräulich markierten
Nächten kann keine Produktion stattfinden.
Abbildung 2.4: Maschinenbelegungsplan, Produktionsdauern und Wartezeiten bei m =
3, n = 13, SMINk=1,2,3 = 2 und SMAXk=1,2,3 = 3, mfk=1,2,3 = 2
In dem Beispielfall ist zu erkennen, dass der Auftrag 7 die früheste Deadline besitzt
und auf allen Maschinen alleine bearbeitet wird. Dies führt dazu, dass die korrespondie-
renden Auftragsfamilien keine weiteren Lose mit Größen unterhalb SMINk aufweisen
dürfen (vgl. Restriktion 2.12-2.14). Dies erzwingt Loskompositionen, die für die betei-
ligten Aufträge Wartezeiten bewirken. So ist z. B. der Auftrag 10 auf Maschine 2 wegen
der alleinigen Bearbeitung des Auftrags 7 gezwungen, mit den Aufträgen 2 und 6 ein
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gemeinsames Los zu bilden. Aufgrund der divergierenden stufenspezifischen Deadlines
und Fertigstellungstermine resultiert aus ihrer Loskomposition eine Wartezeit für Auf-
trag 10 von ca. 1.000 Minuten bis zu seinem nächsten Bearbeitungsschritt. Dieser Fall
verdeutlicht die Interdependenzen zwischen den Losgrößenrestriktionen, den Auftrags-
konstellationen der Lose und den gewählten Bearbeitungsterminen.
2.2.3 Problemschwere
Dieser Abschnitt erläutert die Planungskomplexität des spezifizierten Prozessmodells
anhand einzelner Planungsfunktionen sowie Modelleigenschaften und ordnet es gemäß
der Komplexitätstheorie von Planungsproblemen einer Komplexitätsklasse zu.
Planungskomplexität
Die Ablaufplanung einer Losfertigung beinhaltet zwei grundsätzliche Planungsaufgaben:
Die Loskomposition (auf Englisch „batching“) sowie die Terminierung der Lose bzw.
die Determinierung ihrer Reihenfolge auf den Maschinen (auf Englisch „scheduling“).
Zwischen beiden Aufgabenbereichen gibt es starke Interdependenzen, die eine isolierte
Durchführung der Planungsaufgaben nicht sinnvoll erscheinen lassen. So bestimmt die
Loskomposition durch die Selektion und Bündelung spezifischer Aufträge zu einem Los
Bk,ok indirekt das Datum ihrer Verfügbarkeit für Folgeaktivitäten (vgl. Gleichung 2.28).
Da die Aufträge des Loses die Maschine k gemeinsam verlassen, haben ihre Konstellation
und die daraus resultierende Bearbeitungsdauer einen impliziten Einfluss auf die Ver-
fügbarkeit der Aufträge für Maschine k + 1 (vgl. Damodaran u. Srihari, 2004, S. 1466).
Dies ist in einem relativen Maßstab zu betrachten, da die Loskomposition den zeitlichen
Bedarf und einen frühesten Zeitpunkt der Bearbeitung bestimmt, aber keinen absoluten
Zeitpunkt des Bearbeitungsbeginns festlegt. Dies ist die Aufgabe der Losterminierung.
In Abhängigkeit der Tagesproduktionszeiten sowie der bereits erfolgten Belegungen der
Maschine k sucht sie ein dem Zeitbedarf der Losbearbeitung angemessenes freies Produk-
tionsintervall. Freie Produktionsintervalle mit geringeren Dauern werden bei der Suche
nicht beachtet, obwohl sie möglicherweise ausreichend Zeit für ein Los desselben Typs mit
≥ SMINk Aufträgen böten. Gleichzeitig erzeugt die Terminierung eines Loses residuale
Produktionslücken, d. h. freie Produktionsintervalle. Diese sollten nach Möglichkeiten
eine geringe Fragmentierung aufweisen, um längere Produktionsdauern zu ermöglichen
und nachfolgenden Losen somit frühere Produktionstermine anbieten zu können. Es ist
erkennbar, dass die Loskomposition freie Produktionsintervalle sowie die Losterminie-
rung potenzielle Lose antizipieren und in ihre Planungen mit einbeziehen müssen, um
einen effektiven Ablaufplan zu generieren. Die Verbindung beider Planungsaufgaben
wird auch als simultane Planung bezeichnet (vgl. Derstroff, 1995, S. 5 ff.).
Der Komplexitätsgrad dieser beiden Planungsaufgaben leitet sich nur bedingt aus ihrer
gegenseitigen Abhängigkeit ab. Einen signifikanteren Einfluss auf die Komplexität des
MBPMSIF nehmen die weiteren Strukturparameter des Prozessmodells ein. Wesentliche
Komplexitätstreiber sind die folgenden Merkmalsausprägungen:
• Begrenzte Maschinenkapazitäten
In dem betrachteten Prozessmodell weisen die Maschinen begrenzte Kapazitäten
36
2.2 Modellspezifizierung
auf. Daraus folgt, dass die bearbeitbare Auftragsmenge je Zeiteinheit endlich ist.
Dies bezieht sich sowohl auf die simultane Auftragsbearbeitung eines spezifischen
Loses als auch für die Fertigungsperiode sowie übergeordnete Zeiteinheiten (Gün-
ther u. Tempelmeier, 2012, S. 181).
• Erzeugnisstruktur
Die Anzahl der Fertigungsstufen trägt ebenfalls zu einer höheren Planungskomple-
xität bei. Durch den auftragsgebundenen Materialfluss über die Fertigungsstufen
k = 1,. . . ,m ergeben sich prozressübergreifende Abhängigkeiten: Die Ausgaberei-
henfolge und -zeitpunkte der Aufträge aus den Maschinen k < m bestimmen die
Planungsbasis für die Loskomposition und -terminierung der Folgemaschinen k+1.
Da die Kapazität SMAXk einer Folgemaschine geringer als die des Vorgängers sein
kann, können Stauungen im Materialfluss auftreten – unabhängig der Auftragscha-
rakteristika, die konstante Lose nicht gestatten würden. Einzelverarbeitungen sind
aufgrund der Mindestlosgrößen nicht gestattet, sodass übrige Aufträge auf nachfol-
gende mit gleicher Familienzugehörigkeit warten müssen. Die Sammelverarbeitung
und die divergenten Maschinenkapazitäten führen daher in ihrer Kombination zu
einer diskontinuierlichen Produktion.
• Begrenzte Tagesproduktionsdauern
Die Unterteilung des Planungshorizonts generiert diskrete Fertigungsperioden mit
zeitlich beschränkten Produktionskapazitäten. Da Lose eine Mindestgröße SMINk
aufweisen müssen und ihre Aufteilung auf mehrere Fertigungsperioden nicht gestat-
tet ist, können freie Produktionsintervalle nicht durch Lose beliebiger Größe gefüllt
werden. Dies konzipiert ein 1D-BPP oder Rucksackproblem (siehe Abschnitt 2.1.2).
Das kombinatorische Problem besteht darin, Lose für die Produktion auszuwählen,
die in ihrer Konstellation zu einer maximalen Nutzung der begrenzten zeitlichen
Produktionskapazität L führen.
• Inkompatible Auftragsfamilien
Da das Merkmal inkompatibler Auftragsfamilien die Bündelung von Aufträgen
unterschiedlicher Typen untersagt, stellt es eine zusätzliche Restriktion der Los-
komposition dar. Sie führt zu disjunkten Planungsbasen der Loskomposition und
erhöht dadurch die Anzahl der Lose je Fertigungsstufe sowie evtl. Rüstzeiten. Die
Vervielfachung der Losanzahl steigert nicht per se den Komplexitätsgrad, sondern
wirkt über die Erhöhung der beteiligten Planungsobjekte als Multiplikator der
übrigen Komplexitätstreiber. Wenn die inkompatiblen Auftragsfamilien konsistent
für alle Maschinen gelten und die beteiligten Maschinen identische Kapazitäten
besitzen, erfolgt die Loskomposition unter Berücksichtigung der unterschiedlichen
Auftragsfamilien einmalig vor der ersten Maschine. Die in dieser Arbeit fokussierte
Variante der stufenspezifischen Auftragsinkompatibilität verschärft den Komplexi-
tätsgrad daher im bedeutenden Maße. Neben divergenten Maschinenkapazitäten
stellen stufenspezifische inkompatible Auftragsfamilien eine weitere Ursache für
das Vorhandensein inkonsistenter Lose dar.
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• Distinkte Fertigstellungstermine
Viele Planungsprobleme realer Produktionsszenarien beinhalten die Aufgabe, un-
terschiedliche Fertigstellungstermine (Zj) von Aufträgen zu beachten (Allahverdi,
2008, S. 1015). Aufträge mit distinkten Fertigstellungsterminen erschweren die
Loskomposition, da die Auftragsselektion, zusätzlich zu der Übereinstimmung der
Auftragssorte, eine geeignete Konstellation der in den Losen enthaltenen Fertig-
stellungstermine erzielen muss (vgl. Ho u. a., 1993, S. 316 ff.; Sivrikaya-Serifoglu
u. Ulusoy, 1999, S. 773). Unter der Annahme, dass ein fertiges Produkt erst
zu dem mit dem Kunden vereinbarten Termin versendet wird, ergibt die Eigen-
schaft distinkter Fertistellungstermine folgende Relation: Je höher die Varianz∑
j∈Bk,ok (Zj − µ)2 (µ = BS
−1
k,ok
· ∑j∈Bk,ok Zj) in einem Los Bk,ok , desto längere
Wartezeiten entstehen für die in dem Los enthaltenen Aufträge. Dies resultiert
aus dem Umstand, dass der Produktionsbeginn eines Loses rechtzeitig vor dem
frühesten Fertigstellungstermin der beteiligten Aufträge erfolgen muss. Für die
restlichen Aufträge bzw. Produkte ergeben sich entsprechende Wartezeiten bis zu
ihrer Versendung. Die Nichtbeachtung der terminlichen Varianz kann daher zu
langen Wartezeiten, hohen Zwischenlagerbeständen sowie längeren Durchlaufzei-
ten führen. Dieser Umstand gilt in dem fokussierten Prozessmodell nicht nur für
die Fertigstellungstermine, sondern auch für die stufenspezifischen Deadlines: Die
Aufträge eines Loses können unterschiedliche Deadlines aufweisen, deren Nichtbe-
achtung zu denselben Folgen führen kann. Für das Planungsproblem ergibt die
Kombination aus individuellen Fertigstellungsterminen sowie individuellen Freiga-
bedaten auftrags- und stufenspezifische Zeitfenster der Produktion. Die Abhän-
gigkeiten, welche zwischen den Aufträgen eines Loses aufgrund ihrer individuellen
Zeitfenster bestehen, steigern die Planungskomplexität im bedeutenden Maße.
• Anzahl der Aufträge
Die Anzahl der zu verplanenden Objekte hat keinen Einfluss auf den Komplexi-
tätsgrad, dimensioniert als konstanter Faktor jedoch den Rechenaufwand, der zum
Erlangen einer optimalen Lösung notwendig ist. So sind z. B. flow shops mit zwei
Maschinen und einer geringen Komplexität bezüglich ihrer übrigen Problemstruk-
tur nur bis ca. 50 Aufträge optimal mittels ganzzahliger linearer Optimierung oder
Branch-and-Bound-Verfahren (B&B) lösbar (Pinedo, 2008, S. 172). Das in dieser
Arbeit beschriebene Verfahren soll in der Lage sein, auch für Problemgrößen von
n ≥ 1. 000 Aufträge und m ≥ 2 Maschinen Ablaufpläne zu generieren.
Unabhängig von den dargestellten Komplexitätstreibern besteht ein Zielkonflikt zwi-
schen der Minimierung der durchschnittlichen Durchlaufzeit und der Maximierung der
Maschinennutzung. Der Konflikt zwischen diesen beiden Zielen wird als „Dilemma der
Ablauforganisation“ bezeichnet (vgl. Domschke u. a., 1997, S. 297). Das Minimierungs-
ziel der durchschnittlichen Durchlaufzeiten ergibt sich aus dem unternehmerischen Be-
streben Lagerbestände auf ein Minimum zu reduzieren. Das Ziel der Maximierung der
Maschinennutzung entspringt der Notwendigkeit einer intensiven Nutzung investiertes
Kapitals. Beide Ziele werden durch die Zielfunktion des ILP beachtet (vgl. S. 26). Zusätz-
lich erlaubt das ILP durch die Losgrößenvorgaben SMINk und SMAXk Lose divergenter
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Größe und ermöglicht somit eine balancierte Berücksichtigung der beiden Bestandteile
des Zielkonflikts.
Zuordnung zu einer Problemklasse
In der Komplexitätstheorie erfolgt die Bestimmung des Komplexitätsgrads eines Pla-
nungsproblems durch seine Einordnung in eine Problemklasse. Die gebräuchlichste Klas-
sifikation verwendet zur Einordnung das Komplexitätsmaß der algorithmischen Rechen-
zeit, die zur Erreichung einer optimalen Problemlösung aufgewendet werden muss. Die
bekanntesten Problemklassen sind P und NP . P enthält Probleme, die mit einem deter-
ministischen Algorithmus in Polynomialzeit berechenbar sind. NP umfasst Probleme,
deren exakte Lösung bei Verwendung deterministischer Algorithmen exponentielle Re-
chenzeiten verursachen würde, d. h. der für das Problem notwendige Rechenaufwand
des bestgeeignetsten Algorithmus weist eine exponentielle Relation zur Eingabegröße
des Problems auf. Die polynomielle bzw. exponentielle Zeitkomplexität charakterisieren
obere Schranken. Spezifische Problemklassen können daher auch Problemklassen nied-
riger Zeitkomplexität subsumieren. Dies bedeutet ferner, dass ein Problem, das mittels
eines deterministischen Algorithmus exakt lösbar ist, auch mit einem nichtdeterminis-
tischen Algorithmus gelöst werden kann. Daher gilt P ⊆ NP (Rothe, 2008, S. 61 ff.).
Unter der noch nicht erwiesenen Annahme, dass P ̸= NP , gibt es auch Probleme, die
sich in NP , jedoch nicht in P befinden. Diese Probleme werden als NP -vollständig
deklariert.
Das MBPMSIF (siehe Abschnitte 2.2.1 und 2.2.2) gehört zu der Problemklasse NP
und ist darüber hinaus NP -vollständig. Um dies zu beweisen ist es ausreichend, das
Zuordnungsproblem der Losterminierung in MBPMSIF zu betrachten. Die bereits in Ab-
schnitt 2.1.2 (siehe S. 21) sowie im vorherigen Unterabschnitt erwähnte Ähnlichkeit
zwischen der Aufgabe der Loszuordnung zu Fertigungsperioden sowie dem Rucksackpro-
blem soll dazu verwendet werden. Die NP -Vollständigkeit des Rucksackproblem wurde
durch Karp (2010, S. 238) bewiesen. Die strukturelle Übertragung von einem Problem
auf ein anderes wird als Reduktion bezeichnet und ist eine Methode der Informatik
zum Nachweis der NP -Vollständigkeit (Rothe, 2008, S. 64). Daher soll im Folgenden
das Rucksackproblem auf das Zuordnungsproblem der Losterminierung des MBPMSIF
reduziert werden.
Das Rucksackproblem (im Englischen 0-1 knapsack problem) beschreibt die Aufgabe,
aus einer Menge von Objekten mit individuellen Gewichten und Nutzenbeiträgen jene
Auswahl zu treffen, welche die Nutzensumme der selektierten Objekte maximiert und
dabei die Gewichtskapazität des Rucksacks nicht übersteigt. Die Objekte sind unteilbar,
jedes von ihnen ist dem Gewicht nach kleiner als die Kapazität des Rucksacks. Die Ge-
wichtssumme der gesamten Objektmenge übersteigt jedoch die zur Verfügung stehende
Kapazität (Pisinger, 1995, S. 11 f.). Das Rucksackproblem kann auf das MBPMSIF re-
duziert werden, indem das Zuordnungsproblem der Losterminierung für eine Maschine
in einer Fertigungsperiode bzw. an einem Tag betrachtet wird. Die Menge der verplan-
baren Lose wird auf jene begrenzt, deren Aufträge bereits mit Beginn der betrachteten
Fertigungsperiode freigegeben sind (vgl. Definition 2.26) und deren Fertigstellungster-
mine nach dem Ende der Fertigungsperiode liegen. Der zeitliche Bearbeitungsbedarf der
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verfügbaren Losmenge übersteigt die zur Verfügung stehende Produktionszeit eines Ta-
ges. Die betrachtete Maschine ist der m-te Batchprozessor, die Fertigungsperiode ein
beliebiger Tag. Die Maschine verfügt in der Fertigungsperiode über eine zeitliche Bele-
gungskapazität von L; dies entspricht der Kapazität des Rucksackproblems. Jedes Los
verfügt über eine spezifische Bearbeitungsdauer PLk,ok , die aus den darin enthaltenen
Aufträgen resultiert (vgl. Definition 2.30). Da PLk,ok den Anteil der vom Los verbrauch-
ten Belegungskapazität auf der Maschine definiert, entspricht es dem Objektgewicht des
Rucksackproblems. Der Nutzen eines Loses kann beliebig definiert werden. Es erschei-
nen jedoch zwei Alternativen als sinnvoll: Entweder wird der Nutzen eines Loses seiner
Bearbeitungsdauer gleichgesetzt, so dass alle Lose ein Nutzen-Gewichts-Verhältnis von 1
besitzen und keines einem anderen hinsichtlich einer Platzierung bevorzugt werden kann
(Subset-sum problem); oder der Nutzen resultiert aus einem losspezifischen Zeitabstand
wie zum Beispiel der Dauer zwischen Ende der aktuellen Fertigungsperiode und dem
Fertigstellungstermin. Bei letzterem ist auf ein reziprokes Verhältnis zu achten, sodass
Lose mit zeitlich näherem Fertigstellungstermin einen höheren Nutzenwert und damit
höheres Nutzen-Gewichts-Verhältnis erreichen. Ihre Platzierung wäre somit attraktiver.
Auf Basis dieser Reduktion bzw. Parametertransformation können nun Algorithmen,
welche die Lösung des Rucksackproblems fokussieren, auf das Zuordnungsproblem der
Losterminierung des MBPMSIF angewendet werden. Da sowohl das Subset-sum problem
als auch das Rucksackproblem NP -vollständig sind, ist damit auch das MBPMSIF NP -
vollständig (Rothe, 2008, S. 118 f.; Karp, 2010, S. 238). Die Form dieser Reduktion kann
auch für kleinere sowie größere Zeitperioden erfolgen. Die Menge der verplanbaren Lose
sowie die Menge an Tagen/Rucksäcken (Multiple-Choice Knapsack) muss dabei lediglich
auf das gültige Zeitfenster angepasst werden.
Trotz der NP -Vollständigkeit des Rucksackproblems gibt es mehrere Verfahren, die ei-
ne exakte bzw. optimale Lösung herleiten können. Sie nutzen überwiegend die Methode
der dynamischen Programmierung. Danach werden sich wiederholende Äste des Ent-
scheidungsbaums des Rucksackproblems nur einmalig berechnet, gespeichert und bei
Bedarf herangezogen. Durch dieses Verfahren können auch umfangreiche Problemgrö-
ßen des Rucksackproblems gelöst werden (vgl. Pisinger, 1997). Für das Teilproblem
des MBPMSIF, Lose Fertigungsperioden zuzuordnen, sind diese Verfahren prinzipiell
anwendbar. Da für das Ziel der Durchlaufzeitminimierung jedoch weitere Planungsab-
hängigkeiten wie z. B. die Beziehung zwischen Loskomposition und -terminierung oder
die stufenübergreifenden Abhängigkeiten (siehe vorherigen Unterabschnitt, S. 36) zu be-
achten sind, würde die Anwendung exakter Verfahren zu einer isolierten Lösung des
Zuordnungsproblems der Losterminierung führen. Dies würde nur im geringen Maße zur
Verfolgung der Zielfunktion des MBPMSIF beitragen.
Der Einbezug zusätzlicher Planungsparameter hat keine Auswirkungen auf die Eigen-
schaft der NP -Vollständigkeit des MBPMSIF. Dies resultiert aus der Möglichkeit ihrer
neutralen Ausprägung, d. h., dass sie aufgrund ihrer Ausprägungen keinen Einfluss auf
das Zuordnungsproblem der Losterminierung nehmen. Dies wäre zum Beispiel der Fall,
wenn in einer zweistufigen Prozesskette sämtliche zu verplanenden Aufträge mit Beginn
des Planungszyklus freigegeben und realisierbar wären und Fertigstellungszeitpunkte
aufwiesen, die hinter dem Planungszyklus lägen. In dem umgekehrten Fall einer nicht
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neutralen Ausprägung würde zwar die Anzahl der zu verplanenden Objekte reduziert,
jedoch nicht die Struktur des Problems modifiziert werden. Das Rucksackproblem wäre
in diesem Fall dennoch vorhanden und das MBPMSIF somit immer noch NP -vollständig.
Die obige Reduktion des MBPMSIF auf das Rucksackproblem erfolgt ausschließlich
auf Basis des Zuordnungsproblems Los-zu-Fertigungsperiode bzw. der Frage, an wel-
chem Tag ein Los produziert werden soll. Eine weitere Möglichkeit der Komplexitäts-
analyse, die intuitiver, jedoch auch aufwendiger in ihrem Nachweis ist, betrachtet den
Komplexitätsgrad, der aus der Bestimmung einer optimalen Auftragsreihenfolge resul-
tiert. Garey u. a. (1976, S. 122 ff.) analysieren diesen Aufwand für eine Fließproduktion
mit m ≥ 2 Maschinen und dem Ziel der Minimierung der durchschnittlichen Durchlauf-
zeit. Die untersuchte Fließproduktion arbeitet nach dem Prinzip der Einzelverarbeitung
und hat eine konstante Auftragsreihenfolge für alle Maschinen (permutation schedule).
Anhand der Reduktion des 3-Partition problem auf eine Fließproduktion mit m ≥ 2Ma-
schinen beweisen Garey u. a. (1976) seine NP -Vollständigkeit. Das 3-Partition problem
ist ein Planungsproblem, in dem eine Menge ganzer Zahlen in beliebig viele Teilmen-
gen mit jeweils drei Zahlen und möglichst identischen Summen aufgeteilt werden muss.
Das MBPMSIF kann auf dieses Prozessmodell übertragen werden: Die Verringerung der
stufenspezifischen Auftragsfamilien auf eine je Maschine ermöglicht in der Losbildung
beliebige Auftragskombinationen. Dies ermöglicht es, eine konstante Auftragsreihenfol-
ge über alle Maschinen hinweg zu realisieren. Um konsistente Lose zu gewährleisten,
wird die maximale Größe der Lose auf das Minimum aller Maschinenkapazitäten gesetzt:
mink=1,...,m SMAXk. Da Lose ebenfalls über eine Bearbeitungsdauer sowie Freigabedaten
und Deadlines verfügen, kann die Perspektive der Einzelverarbeitung durch die Abstrak-
tion auf Losebene erreicht werden. Mit diesen Transformationen ist das MBPMSIF auf
das Prozessmodell von Garey u. a. übertragen und seine NP -Vollständigkeit bewiesen.
Neben diesen Erkenntnissen gibt es noch weitere, die im Zusammenhang mit der Pla-
nungskomplexität von Fließproduktionen bzw. dem MBPMSIF stehen. So zeigen Lenstra
u. a. (1977, S. 349), dass bereits die zusätzliche Berücksichtigung ungleicher Freigabe-
daten (non-zero release dates) einen flow shop von P in NP überführt. Damodaran u.
Srihari (2004, S. 1466) führen das Planungsproblem der Loskomposition auf das 1D-BPP
(siehe Abschnitt 2.1.2, S. 21) zurück und leiten so die NP -Vollständigkeit der Loskom-
position ab. Buscher u. Shen (2009, S. 134 ff.) formulieren ein gemischt-ganzzahliges
lineares Programm (MILP) und untersuchen anhand dessen den Einfluss der Auftrags-
und Maschinenanzahl auf den Rechenaufwand einer optimalen Auftragsreihenfolge für
eine Fließproduktion mit permutation schedules und inconsistent batches. Ihre Ergebnis-
se verdeutlichen die mangelnde Anwendbarkeit von exakten Verfahren auf realistische
Problemgrößen. Yuan u. a. (2006) fokussieren auf das Einmaschinenmodell mit der Ziel-
funktion der Minimierung der Produktionsspanne. Sie analysieren die Auswirkungen,
welche inkompatible Auftragsfamilien sowie verschiedene Freigabedaten auf den Kom-
plexitätsgrad des Modells haben und beweisen seine NP -Vollständigkeit.
Der Nachweis, dass ein Problem zu den NP -vollständigen Problemen zählt, impliziert
wegen der impraktikablen Rechenzeit einer exakten Lösung die Entwicklung einer pro-
blemspezifischen Heuristik. Problemspezifische Heuristiken enumerieren nicht mehr jede
Lösungskombination, sondern selektieren in begrenzter Zeit mit Wissen um die Problem-
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struktur und erfolgsversprechenden Strategien Lösungen mit näherungsweise optimalen
Parametern. Die Verwendung von Heuristiken garantiert jedoch keine Optimalität (vgl.
Streim, 1975). Neben problemspezifischen Heuristiken besteht als zweiter wesentlicher
Zweig heuristischer Verfahren jener der Metaheuristiken. Sie sind nur im geringen Maße
problemspezifisch konzipiert und basieren häufig auf naturanalogen Prinzipien, wie zum
Beispiel der Evolution, der Organisations- und Arbeitsweise von Ameisen- oder Bienen-
völkern oder auch Abkühlungsprozessen von Eisenerzeugnissen. Metaheuristiken nutzen
die in diesen Vorgängen innewohnenden Wirkmechanismen, um den Lösungsraum zu
durchsuchen. Aus diesem Grund werden die Metaheuristiken auch als Suchverfahren
bezeichnet (vgl. Xhafa u. Abraham, 2008).
2.3 Stand der Forschung
Die spezifischen Merkmalsausprägungen des MBPMSIF bilden eine einmalige Konstellati-
on. Für eine vergleichende Analyse mit Modellen und Lösungsverfahren der Literatur ist
die vollständige Übereinstimmung der Merkmalsausprägungen allerdings nicht erforder-
lich. Eine partielle Überstimmung ist ausreichend, wenn diese bestimmte Kernelemente
des MBPMSIF beinhaltet. In die Untersuchung sollen im Besonderen die folgenden Merk-
malsausprägungen einbezogen werden:
• Inkompatible Auftragsfamilien
Die Existenz inkompatibler Auftragsfamilien (incompatible job families) führt zu
einer Segmentierung der Auftragsmenge in disjunkte Teilmengen. Jede stellt ei-
ne Planungsbasis für zulässige Loskompositionen dar; Aufträge verschiedener Pla-
nungsbasen können kein gemeinsames Los konstituieren. Dies reduziert die Anzahl
potenzieller Auftragskonstellationen zur Bildung von Losen und erfordert eine spe-
zifische Berücksichtigung innerhalb der Lösungsansätze. Bei der Untersuchung auf
Verwendung inkompatibler Auftragsfamilien wird weitergehend darauf geachtet,
ob diese einmalig für alle Prozessstufen oder stufenspezifisch definiert sind.
• Inkonsistente Lose
Da das definierte Prozessmodell durch die stufenspezifischen inkompatiblen Auf-
tragsfamilien eine Neubildung der Lose für jeden Prozess erzwingt, ist die Zulässig-
keit inkonsistenter Lose (inconsistent batches) unabdingbar. Forschungsarbeiten,
in denen die Konstanz der Lose über mehrere Prozesse einen strukturellen Be-
standteil der Lösungsdetermination darstellt, sind auf das MBPMSIF daher nicht
übertragbar.
• Rekombination der Auftragssequenz
Die Rekombination der Auftragssequenz (non-permutation schedules) zwischen den
einzelnen Prozessstufen wird durch die Kombination stufenspezifischer inkompa-
tibler Auftragsfamilien sowie minimaler Losgrößen erforderlich. Bei SMINk ≥ 2
und stufenspezifischen Familienanzahlen von mfk ≥ 3 wird ersichtlich, dass eine
Teilsequenz im Umfang dreier Aufträge drei verschiedene Familien repräsentieren
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kann. In diesem Beispiel wäre die Loskomposition ohne Rekombination nicht mög-
lich und die Maschine würde blockieren. Lösungsansätze für das MBPMSIF müssen
daher die Rekombination erlauben.
• Maschinenkapazitäten
Die Existenz einer physischen Kapazitätsbeschränkung (bounded capacity) im
MBPMSIF verhindert die beliebige Aufteilung der Auftragssequenz und muss
daher von potenziellen Lösungsansätzen beachtet werden.
• Zielfunktion
Die Art der Zielfunktion nimmt maßgeblichen Einfluss auf die Gestaltung des
Lösungsansatzes. Dies verdeutlicht unter anderem der inhaltliche Unterschied zwi-
schen den Zielen der gesamten Durchlaufzeit und der Produktionsspanne. Während
die gesamte Durchlaufzeit nur die Zeiten aggregiert, in denen sich die Aufträge in
dem Produktionssystem befinden, umfasst die Produktionsspanne die Zeitdauer
zwischen dem Beginn des initialen Auftrags auf der ersten Maschine und der Fer-
tigstellung des finalen Auftrags auf der letzten Maschine. Für einen Lösungsansatz
mit dem Ziel der Durchlaufzeitminimierung ist die sich aus dem Ablaufplan erge-
bene Produktionsspanne irrelevant – und vice versa. Unterschiedliche Zielkriterien
induzieren somit unterschiedliche Lösungsstrategien und beeinflussen die Lösungs-
ansätze entsprechend. Geeignete Lösungsansätze müssen daher Zielkriterien ver-
folgen, die hinreichend ähnlich zu jenem des MBPMSIF sind.
Obwohl sämtliche der aufgeführten Elemente für eine vollständige Vergleichbarkeit
erforderlich sind, werden im Folgenden auch Ansätze untersucht, die nur eines davon
beinhalten. Ihr Einbezug in die Betrachtung soll die Forschungsaktivitäten sowie Er-
kenntnisse über Lösungsstrategien von Teilaspekten des MBPMSIF verdeutlichen. Da das
Verarbeitungsprinzip (siehe Abschnitt 2.1.2, S. 17) einen signifikanten Einfluss auf die
Herangehensweise bzw. methodische Ausgestaltung der Problemlösung ausübt, werden
ausschließlich Veröffentlichungen mit Bezug zur Sammelverarbeitung (batch availability
model) untersucht. Weitergehend adressiert der Vergleich mit dem Stand der Forschung
allein Fließproduktionen. Dies erklärt sich aus den prozessübergreifenden Planungsin-
terdependenzen, die sich in dem MBPMSIF aus den stufenspezifischen Auftragsfamilien,
den Mindest- sowie Maximallosgrößen ergeben. So ermöglicht z. B. der Einbezug der Fa-
milien und Mindestlosgröße der Folgemaschine bei der Planung der Loskomposition und
-reihung für die aktuelle Maschine die Reduktion anschließender Wartezeiten. Eine Be-
rücksichtigung entsprechender Interdependenzen zwischen den Prozessstufen kann daher
nur in mehrstufigen Prozessmodellen, den Fließproduktionen, erfolgen. Die Literaturana-
lyse beschränkt sich zudem auf Forschungsarbeiten mit Bezug zur Fertigungsindustrie;
Lösungsansätze für Batchproduktionen der Prozessindustrie sind wegen der Teilbarkeit
der darin produzierten Güter nicht geeignet. Da der Wissensumfang um die Planungspa-
rameter die infrage kommenden Lösungsansätze determiniert, soll zusätzlich auf die be-
sondere Planungssituation des MBPMSIF hingewiesen werden. Demnach sind alle Aufträ-
ge, jedoch nicht die Daten ihrer Realisierbarkeit, im Vorhinein bekannt (non-zero release
dates). Es wird von einem hohen Anteil frühzeitig realisierbarer Aufträge ausgegangen.
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so dass nur wenige Aufträge an den ihnen zugedachten Fertigungsterminen nicht bearbei-
tet werden können. Je größer das Wissen und die Verfügbarkeit über die Auftragsmenge
ist, desto nutzbringender ist der Einsatz eines Offline-Planungsverfahrens im Vorwege
der Produktion (vgl. Abschnitt. 2.1.2, S. 20). Dies begründet sich in dem Potenzial,
das diese Verfahren mittels einer prozessinterdependenten und die Fertigungsperioden
überspannenden Abstimmung bzgl. der Loskomposition und -terminierung bergen kön-
nen. Da in dieser Arbeit von einem detaillierten Wissensumfang vor Produktionsbeginn
ausgegangen wird, stehen Online-Planungsverfahren oder auch Steuerungspolitiken bzw.
Prioritätsregeln (dispatching rules) nicht im Fokus dieser Literaturanalyse und werden
bis auf wenige Ausnahmen nicht beachtet. Für eine Übersicht losbasierter Prioritätsre-
geln sei auf Sha u. a. (2006) verwiesen.
Die Lösungsansätze losbasierter Fließproduktionen werden im Folgenden darin unter-
teilt, ob sie mehrere, in einer Reihe angeordnete, oder nur einen integrierten Batchpro-
zessor enthalten.
2.3.1 Fließproduktionen mit mehreren Batchprozessoren
Lei u. Guo (2011) untersuchen eine Fließproduktion mit m Batchprozessoren, unter-
schiedlichen Fertigstellungsterminen, auftrags- und prozessindividuellen Bearbeitungs-
zeiten sowie inkompatiblen Auftragsfamilien, die konsistent für alle Fertigungsstufen
gelten. Die Maschinen haben identische Verarbeitungskapazitäten und geben die Lose
nach Bearbeitungsende in ein Zwischenlager mit unendlicher Kapazität. Die Lose wer-
den einmalig an der ersten Maschine gebildet; dies induziert die Reihenfolgekonstanz
der Aufträge bzw. Lose über alle Maschinen. Die untersuchten Zielkriterien fokussieren
alle auf die verspätete Fertigstellung der Aufträge (tardiness). Lei u. Guo verwenden die
Metaheuristik Variable Neighbourhood Search, um eine Permutation der Auftragsreihen-
folge vor der ersten Maschine zu bestimmen. Die Loskomposition und -terminierung für
alle Maschinen leitet sich aus dieser Reihenfolge ab. Die Ergebnisse der Testläufe werden
einer Simulated Annealing-Metaheuristik von Manjeshwar u. a. (2009) sowie einem Ge-
netischen Algorithmus (GA) von Damodaran u. a. (2006) gegenübergestellt. Die Variable
Neighbourhood Search ist demnach den anderen beiden Heuristiken für die an der Auf-
tragsverspätung orientierten Zielkriterien überlegen. Das Lösungsverfahren von Lei u.
Guo ist wegen der ungleichen Prinzipien der Losbildung nur mit Modifikationen auf das
MBPMSIF übertragbar. Darüber hinaus würde die alleinige Permutation der initialen
Auftragsreihenfolge das Durchlaufzeitpotenzial, das durch Abstimmung zweier benach-
barter Maschinenbelegungen geborgen werden könnte, nicht beachten. Eine Anwendung
des Verfahren von Lei u. Guo auf das MBPMSIF erscheint daher nicht sinnvoll; jedoch
veranschaulicht ihre Veröffentlichung die generelle Anwendbarkeit von Metaheuristiken
auf Probleme der Loskomposition und -terminierung.
Manjeshwar u. a. (2009) sowie Mirsanei u. a. (2009) beschäftigen sich beide mit der
Minimierung der Produktionsspanne in einer zweistufigen Batchproduktion mit Hilfe
der Metaheuristik Simulated Annealing. Die Aufträge sind im Vorfeld bekannt, nicht
identisch und besitzen maschinenspezifische Bearbeitungsdauern. Die Batchprozessoren
haben eine beschränkte Kapazität. Lose werden einmalig geformt und durchlaufen in ih-
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rer Auftragskonstellation (consistent batches) sowie Reihenfolge (permutation-schedule)
beide Batchprozessoren. Das Verfahren von Manjeshwar u. a. konzentriert sich auf die
Loskomposition und überlässt die Terminierung der Lose einer Heuristik von Johnson
(1954). In Experimenten werden die Ergebnisse der Metaheuristik den Resultaten der
ausschließlichen Verwendung der Heuristik von Johnson (1954) sowie jenen einer kom-
merziellen Software für ein MILP gegenübergestellt. Bereits für eine geringe Problem-
größe von zehn Aufträgen erfordert die Software einen Abbruch, da sie innerhalb von
dreißig Minuten keine exakte Lösung hat berechnen können; die Simulated Annealing
Metaheuristik erzielt für alle Testfälle die besten Ergebnisse. Die Lösungsmethode von
Manjeshwar u. a. ist aus denselben Gründen wie bei Lei u. Guo (2011) nicht auf das
MBPMSIF übertragbar. Mirsanei u. a. (2009) schlagen verschiedene problemspezifische
Lösungsmethoden vor, die sie in einem weiteren Schritt in Simulated Annealing basie-
rende Verfahren integrieren. Während die Verfahren die Loskomposition übernehmen,
ordnet eine neu entwickelte Sequenzierungsregel die Lose auf den Maschinen. Die Er-
gebnisse von Mirsanei u. a. zeigen dieselben Einsatzpotenziale wie jene von Manjeshwar
u. a.. Die Verfahren können aus denselben Gründen wie bei Lei u. Guo (2011) nicht auf
das MBPMSIF angewendet werden.
Buscher u. Shen (2009) formulieren ein MILP für eine Fließproduktion mit inkonsisten-
ten Losen, rekombinierbarer Auftragssequenz (non-permutation-schedule) und dem Ziel
einer Minimierung der Produktionsspanne. Auftragsfamilien, Fertigungsperioden und
Mindestlosgrößen werden nicht spezifiziert. Buscher u. Shen stellen fest, dass das MILP
infolge der NP -Vollständigkeit nur für kleine Problemgrößen optimal gelöst werden kann
und vereinfachen bzw. relaxieren es daher. Die Relaxation umfasst unter anderem ein
Verbot der Rekombination der Auftragssequenz, eine Missachtung der maximal zulässi-
gen Losgrößen sowie eine partielle Nutzung einfacher Heuristiken. Diese Vereinfachungen
erbringen eine moderate Verbesserung der lösbaren Problemgröße. Das MILP stellt des-
wegen keinen Lösungsansatz dar, um realistische Probleminstanzen zu lösen. Die Arbeit
von Buscher u. Shen hat jedoch Anregungen für die grundlegende Formulierung des
ILP des MBPMSIF gegeben. Weitere MILP für losbasierte Fließproduktionen wurden
von Damodaran u. Srihari (2004) sowie Liao u. Liao (2008) spezifiziert. Sie sind jedoch
weniger effizient als jenes von Buscher u. Shen (2009), sind auf eine zweistufige Fließ-
produktion begrenzt und erlauben weder inkonsistente Lose noch eine Rekombination
der Auftragssequenz.
Oulamara (2007) sowie Lin u. Cheng (2001) untersuchen eine zweistufige Losproduk-
tion, in der die Aufträge keine Wartezeiten ansammeln dürfen und unmittelbar nach
ihrer Fertigstellung auf der ersten Maschine von der nachfolgenden bearbeitet werden
müssen (no-wait flow shop). Dies erzwingt konsistente Lose, da jedwede Aufteilung der
Lose zwischen den Prozessstufen Wartezeiten für die verbleibenden Aufträge induzieren
würde. Ebenso schließt das Verbot der Wartezeit eine Rekombination der Auftragsrei-
henfolge aus. Aus diesen Gründen, sowie wegen einer fehlenden Berücksichtigung von
Auftragsfamilien, sind die Lösungsansätze von Oulamara und Lin u. Cheng nicht für
das Optimierungsproblem dieser Arbeit nutzbar. Die Forschungsarbeiten zeugen jedoch
von der Vielfalt der losbasierten Optimierungsprobleme und geben interessante Anre-
gungen für die mathematische und logische Analyse des MBPMSIF.
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Ng u. Kovalyov (2007) untersuchen die Eigenschaften einer optimalen Lösung bzw.
Auftragssequenz für eine Vielzahl verschiedener Prozessmodelle. Gemein sind den unter-
suchten Modellen die maschinenabhängigen Rüstzeiten je Los, die sich aus der Summe
der Auftragsdauern ergebene Losfertigungsdauer sowie das Optimierungsziel der Mini-
mierung der Produktionsspanne. Ng u. Kovalyov variieren die Konsistenz der Lose, die
Rekombinierbarkeit der Auftragssequenz und die Möglichkeit, Rüstzeiten zu antizipieren.
Auftragsfamilien, Mindestlosgrößen und Fertigungsperioden werden in die Betrachtun-
gen nicht einbezogen. Ng u. Kovalyov beweisen unter anderem, dass die Auftragssequenz
des optimalen Ablaufplans einer Fließproduktion mit beliebiger Länge und inkonsisten-
ten Losen identisch für die ersten beiden (m = 1,2) sowie die letzten beiden (m−1,m−2)
Prozesse ist. Diese sowie weitere Beweise von Ng u. Kovalyov sind wegen der Homo-
genität der Aufträge und des Minimierungsziels der Produktionsspanne nicht auf das
MBPMSIF übertragbar. Bei Verwendung stufenspezifischer Auftragsfamilien kann ein
optimaler Ablaufplan eine Rekombination der Auftragssequenz zwischen allen benach-
barten Prozessen bedingen. Ein von Ng u. Kovalyov vorgestellter Algorithmus, der auf
den dargestellten Beweisen gründet und das Prinzip der dynamischen Programmierung
nutzt, ist daher nicht auf das MBPMSIF übertragbar. Vergleichbare analytische Unter-
suchungen wurden von Mosheiov u. Oron (2005), Mosheiov u. a. (2004) und Cheng u. a.
(2000) für verschieden ausgestaltete Fließproduktionen mit identischen Auftragsdauern
durchgeführt. Sie stellen Vorarbeiten zu Ng u. Kovalyov (2007) dar. Jedoch berücksich-
tigt keiner von ihnen Auftragsfamilien, inkonsistente Lose oder die Rekombinationen
der Auftragssequenz. Glass u. a. (2001) beweisen für ein zweistufiges Prozessmodell mit
maschinenabhängigen und antizipativen Rüstzeiten, unbegrenzten Losgrößen sowie dem
Ziel der Minimierung der Produktionsspanne die NP -Vollständigkeit. Zusätzlich zeigen
Glass u. a. auf, dass ein optimaler Ablaufplan minimaler Produktionsspanne mindestens
eine Lösungskonstellation besitzt, in der die Lose konsistent für beide Prozesse sind.
Unter Nutzung dieser Eigenschaft präsentieren sie eine Lösungsheuristik, deren resul-
tierende Produktionsspanne im schlechtesten Fall die 4/3-fache Länge der optimalen
aufweist. Da die vollständige Konsistenz der Lose in dem MBPMSIF nicht erfüllbar ist,
kann die Heuristik von Glass u. a. nicht übertragen werden. Potts u. a. (2001, S. 46 ff.)
beweisen für ein ähnliches Prozessmodell mit Kapazitätsgrenzen und dem Zielkriteri-
um der Produktionsspanne die NP -Schwere. Es werden jedoch keine Lösungsansätze
präsentiert.
Die Veröffentlichungen von Sung u. Kim (2003), Sung u. a. (2000) und Sung u. Yoon
(1997) untersuchen ebenfalls zweistufige Fließproduktionen mit variierenden Zielen in
statischen sowie dynamischen Kontexten. Sung u. Yoon (1997) ist durch die Produkti-
onsprozesse der Halbleiterindustrie motiviert und minimiert für zwei aufeinander folgen-
de Batchprozessoren mit dynamischen Auftragsankünften die Produktionsspanne. Da
die Batchprozessoren unterschiedliche Kapazitäten besitzen können, ergeben sich unter
Umständen inkonsistente Lose. Eine Rekombination der Auftragssequenz ist von Sung
u. Yoon nicht vorgesehen. Es wird ein exakter Algorithmus vorgestellt, der auf dem
Prinzip der dynamischen Programmierung basiert, und auf den kapazitativen Engpass
der beiden Batchprozessoren fokussiert. Diese Lösungsstrategie beruht auf der Annah-
me einer einzigen – für alle Prozesse gültigen – Auftragsfamilie, berücksichtigt keine
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Mindestlosgrößen und leitet aus diesen Eigenschaften den Lösungsbaum der dynami-
schen Programmierung ab. Sie ist daher nicht auf das MBPMSIF übertragbar. Sung
u. a. (2000) präsentiert für die Zielfunktionen der Minimierung der Produktionsspanne
sowie gesamten Durchlaufzeit von einer Fließproduktion unbestimmter Länge einen Pro-
blemreduktionsansatz. Die Problemreduktion besteht aus dem Postulat einer konstanten
Auftragsreihenfolge für alle Prozessstufen sowie der ausschließlichen Konzentration auf
Batchprozessoren, die einen prozessualen Flaschenhals darstellen. Die Maschinen be-
sitzen erneut unterschiedliche Kapazitäten, sodass das Auftreten inkonsistenter Lose
möglich ist. Die Produktionsdauern von Losen auf derselben Maschine sind identisch,
unabhängig ihrer Größen. Unter Verwendung dieser Eigenschaften schlagen Sung u. a.
zwei problemspezifische Heuristiken vor. Diese können auf das MBPMSIF wegen dersel-
ben Gründe wie bei Sung u. Yoon (1997) nicht übertragen werden. Sung u. Kim (2003)
fokussiert auf die Fertigstellungstermine von Aufträgen und analysiert mehrere Zielkri-
terien mit Bezug zu Auftragsverspätungen in einer zweistufigen Batchproduktion. Die
Parameter gleichen jenen von Sung u. a. (2000). Es werden zwei dynamische Algorithmen
für optimale Lösungen der Minimierungsziele maximale Verspätung und gesamte Verspä-
tung sowie eine problemspezifische Heuristik für das Minimierungsziel Anzahl verspäteter
Aufträge präsentiert. Sie sind aus denselben Gründen wie bei Sung u. Yoon (1997) nicht
auf das Problem dieser Arbeit anwendbar.
Die Forschungsarbeiten von Sung u. Min (2001) und Ahmadi u. a. (1992) untersu-
chen verschiedene Anordnungen von seriellen und Batchprozessoren auf die Möglichkeit,
optimale Ablaufpläne in polynomieller Zeit zu berechnen. Serielle Prozessoren sind Ma-
schinen, die nur einen Auftrag zur Zeit abarbeiten können. Sung u. Min (2001) fokus-
siert auf Planungsszenarien mit einem gemeinsamen Fertigstellungstermin (common due
date), verfolgt die Minimierung der gesamten Verspätung aller Aufträge und präsen-
tiert für den Fall einer zweistufigen Losproduktion einen Algorithmus, der eine optimale
Lösung des Planungsproblems in polynomieller Zeit generiert. Das diesbezügliche Pro-
zessmodell von Sung u. Min (2001) sieht eine Konstanz der Auftragssequenz vor, definiert
jedoch verschiedene Maschinenkapazitäten, sodass inkonsistente Lose entstehen können.
Des Weiteren gehen Sung u. Min nur von einer Auftragsfamilie sowie von konstanten
Bearbeitungsdauern der Lose aus (constant batch processing time), unabhängig von de-
ren Zusammensetzung oder Größe. Dies ermöglicht die planungstechnische Trennung der
Loskomposition und -reihung und ist Basis für den konzeptionierten Algorithmus. Da
das MBPMSIF jedoch einen Zusammenhang zwischen den Aufträgen eines Loses und
dessen Bearbeitungsdauer herstellt (siehe Abschnitt 2.2.1, S. 22), ist der Lösungsansatz
von Sung u. Min für diese Arbeit nicht nutzbar. Ahmadi u. a. (1992) formuliert eine
Notation für die sequenzielle Anordnung verschiedener Prozessortypen in einer Fließ-
produktion und untersucht für verschiedene Prozessmodelle die Minimierungsziele der
Produktionsspanne und Gesamtdurchlaufzeit auf ihre optimale Lösbarkeit bzw. ihre Zu-
gehörigkeit zu den NP -vollständigen Optimierungsproblemen. Für den Fall mehrerer
Batchprozessoren und das Minimierungsziel der Gesamtdurchlaufzeit schlagen Ahmadi
u. a. einen Algorithmus vor, der auf dynamischer Programmierung gründet und inkon-
sistente Lose infolge unterschiedlicher Maschinenkapazitäten erlaubt. Der Algorithmus
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ermöglicht jedoch keine Rekombinationen der Auftragsreihenfolge und berücksichtigt
keine Auftragsfamilien. Er ist daher nicht auf das MBPMSIF übertragbar.
2.3.2 Fließproduktionen mit integriertem Batchprozessor
Fu u. a. (2011) untersucht eine Fließproduktion, die aus einem Batchprozessor sowie
einem nachgelagerten seriellen Prozessor besteht. Die Aufträge gehören auf dem Batch-
prozessor verschiedenen Familien an. Die Auftragsanzahl einer Familie entspricht einem
Vielfachen der Kapazität des Batchprozessors. Dies bedeutet, dass Lose immer ihre ma-
ximal mögliche Größe besitzen. Aus dem Batchprozessor gehen die Aufträge in ein Zwi-
schenlager begrenzter Kapazität. Aus diesem wird ein serieller Prozessor bedient. Wenn
der serielle Prozessor eine geringere Leistungsfähigkeit als der Batchprozessor aufweist,
wird die Kapazität des Zwischenlagers erreicht und der Batchprozessor blockiert. Die
verfolgte Lagerstrategie im Zwischenlager ist First-in-First-out. Die Auftragssequenz ist
demnach konstant für beide Prozesse. Dies reduziert den Planungsaufwand auf die Los-
komposition und -reihung für den Batchprozessor. Fu u. a. präsentieren für die Lösung
der Planungsaufgabe das zugrunde liegende ILP, zwei problemspezifische Heuristiken
sowie drei metaheuristische Lösungsverfahren, die auf dem Ansatz differential evolution,
einem evolutionären Verfahren, basieren. Die stufenspezifischen Familien sowie Mindest-
losgrößen des MBPMSIF verhindern eine Nutzung dieser Verfahren. Jedoch verdeutlichen
die Resultate von Fu u. a. die Anwendbarkeit von Metaheuristiken für die Reihenfolge-
determination.
Tajan u. a. (2006) untersucht eine zweistufige Prozesskette, in der ein serieller Prozes-
sor einem Batchprozessor vorgelagert ist und Aufträge beim seriellen Prozessor gemäß
einer zeitlichen Exponentialverteilung eintreffen. Es gibt inkompatible Auftragsfamilien.
Diese werden vor beiden Prozessoren in separaten Lagern mit beschränkter Kapazität
bis zu ihrer Abarbeitung gelagert. Die Bearbeitungszeiten eines Auftrags sind familien-
spezifisch und ebenfalls exponentialverteilt. Die Inkompatibilität der Aufträge hat be-
züglich der Verarbeitung nur für den Batchprozessor Relevanz. Die Auftragsreihenfolge
kann in keinem der Lager rekombiniert werden. Sollte ein Auftrag den seriellen Prozes-
sor erreichen und das davor positionierte, familienspezifische Lager vollständig belegt
sein, wird der Auftrag abgewiesen und nicht wiedereingeführt. Diese Annahme erscheint
nicht realistisch. Es werden verschiedene Steuerungspolitiken formuliert und auf ihren
Einfluss auf die durchschnittliche Durchlaufzeit sowie die Auftragsanzahl je Zeiteinheit
untersucht. Alle Steuerungsstrategien fokussieren auf die Kapazitätsbeschränkungen der
Lagerflächen. Dieser Umstand sowie die mangelnde Rekombinierbarkeit der Auftragsse-
quenz machen sie nicht anwendbar auf das MBPMSIF.
Su (2003) betrachtet eine zweistufige Fließproduktion, die einen Batchprozessor mit
einer Kapazitätsschranke in der ersten und einen seriellen Prozessor in der zweiten Stufe
besitzt. Das Ziel ist die Minimierung der Produktionsspanne. Aufträge gehen nach ihrer
Sammelverarbeitung im Batchprozessor in ein Zwischenlager mit unbeschränkter Kapa-
zität. Ihr Aufenthalt im Zwischenlager ist zeitlich begrenzt, d. h. ihre Weiterverarbeitung
muss nach Ablauf der maximal vorgegebenen Wartezeit erfolgen. Su formuliert ein MILP
und präsentiert eine Heuristik für die Erstellung einer approximativ-optimalen Ablauf-
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planung. Es werden jedoch keine Auftragsfamilien berücksichtigt. Die Reihung der Lose
für den Batchprozessor sowie die Auftragsreihung innerhalb dieser Lose determinieren
bereits die Ablaufplanung für beide Prozesse. Eine Rekombination ist daher nicht mög-
lich. Aus diesem Grunde ist der Lösungsansatz von Su für das Optimierungsproblem
dieser Arbeit nicht nutzbar.
Sung u. Kim (2002) untersuchen ein Prozessmodell, in dem ein serieller Prozessor ei-
nem Batchprozessor vorsteht und eine endliche Anzahl von Aufträgen mit identischen
Fertigstellungsterminen dynamische Ankunftszeiten besitzen. Das Optimierungskriteri-
um ist die Minimierung der Produktionsspanne. Sung u. Kim erlauben eine priorisierte
Bearbeitung (preemptive) von Aufträgen auf dem seriellen Prozessor; für den Batchpro-
zessor gilt dies nicht. Die Aufträge werden daher in derselben Reihenfolge auf beiden
Prozessoren bearbeitet. Die Bevorzugung von Aufträgen innerhalb der Ankunftsreihen-
folge kann als eine partielle Rekombination der Auftragssequenz betrachtet werden. Sung
u. Kim beweisen, dass ein optimaler Ablaufplan bei der Zulässigkeit von Priorisierungen
in polynomieller Zeit berechnet werden kann. Ebenso zeigen sie, dass das zugrunde lie-
gende Optimierungsproblem bei Ausschluss von Priorisierungen NP -schwer ist. Für die
letztgenannte Problemkonstellation präsentieren Sung u. Kim die Problemformulierung
als MILP sowie eine problemspezifische Heuristik, deren Resultat im schlechtesten Fall
(worst-case) eine Relation von 2 zu dem optimalen Ergebnis aufweist. Die Beweise der
Forschungsarbeit sowie die darauf beruhende Heuristik sind wegen der partiellen Re-
kombinationsmöglichkeit und dem fehlenden Einbezug von Auftragsfamilien nicht auf
das MBPMSIF adaptierbar.
Kim u. Kim (2002) stellen einen GA vor, der einen Ablaufplan für einen Batchpro-
zessor mit Kapazitätsschranke bestimmt und damit zugleich den Ablaufplan eines nach-
folgenden seriellen Prozessor determiniert. Das Ziel- bzw. Fitnesskriterium ist die Mi-
nimierung der Durchlaufzeit aller Aufträge. Die Problemrepräsentation erfolgt anhand
der Auftragssequenz; Veränderungen dieser werden durch den Wechsel von Auftragspo-
sitionen erreicht (vgl. zu GA Abschnitt 3.3.1, S. 76). Kim u. Kim verwenden für die
Generierung der initialen Population eine Heuristik von Ahmadi u. a. (1992), welche
die Aufträge nach der Bearbeitungsdauer auf dem Batchprozessor aufsteigend sortiert
und anhand verschiedener Politiken zu Losen komponiert. Die von der Heuristik ge-
nerierten Losgrößen bleiben anschließend bestehen; ausschließlich die Zugehörigkeiten
der Aufträge zu den Losen werden via Permutation der Auftragssequenz durch den GA
verändert. Der Lösungsansatz von Kim u. Kim betrachtet keine inkompatiblen Auftrags-
familien, verwendet starre Losgrößen und ist daher nicht auf das MBPMSIF anwendbar.
Die Forschungsarbeit verdeutlicht jedoch das Anwendungspotenzial eines GA auf Rei-
henfolgeprobleme in Fließproduktionen.
Die Ergebnisse der Literaturanalyse sind in alphabetischer Reihenfolge in Tabelle 2.3
zusammengefasst und entsprechend der spezifizierten Vergleichsmerkmale kategorisiert.
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Fließproduktion
Ahmadi u. a., 1992 2 x x x x Analyse, Dyn. Progr.
Buscher u. Shen, 2009 m x x x x MILP
Cheng u. a., 2000 2 x Analyse, problemsp. Heuristik
Damodaran u. Srihari, 2004 m x x MILP
Glass u. a., 2001 2 x Dyn. Progr., NP -Beweis
Manjeshwar u. a., 2009 2 x x Simulated Annealing
Lei u. Guo, 2011 m x x x Variable Neighbourhood Search
Liao u. Liao, 2008 2 x x MILP
Lin u. Cheng, 2001 2 x Analyse, No-wait flowshop
Mirsanei u. a., 2009 2 x x Simulated Annealing, spez. Heur.
Mosheiov u. a., 2004 m x Relaxation+Rundungsheuristik
Mosheiov u. Oron, 2005 m x x Analyse
Ng u. Kovalyov, 2007 m x x x x Dyn. Progr.
Oulamara, 2007 2 x x Analyse, No-wait flowshop
Potts u. a., 2001, S. 46 ff. 2 x x Analyse, NP -Beweis
Sung u. Yoon, 1997 2 x x x Dyn. Progr.
Sung u. a., 2000 m x x x x Problemspezifische Heuristiken
Sung u. Min, 2001 2 x x x Analyse, polynom. Algorithmus
Sung u. Kim, 2003 2 x x x Dyn. Progr., problemsp. Heuristik
Integrierter Batchprozessor
Fu u. a., 2011 2 x x x ILP, problemsp. Heur., diff. evol.
Kim u. Kim, 2002 2 x x GA
Su, 2003 2 x x MILP, problemsp. Heuristik
Sung u. Kim, 2002 2 x x x MILP, problemsp. Heuristik
Tajan u. a., 2006 2 x x x Problemsp. Heur.
Tabelle 2.3: Ergebnisse der Literaturanalyse zum Stand der Forschung
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2.4 Forschungsdesiderat
Die bisherigen Abschnitte dieses Kapitels haben das Prozessmodell verbal sowie ma-
thematisch spezifiziert und den Stand der Forschung dargestellt. Die Literaturanalyse
konnte keinen Lösungsansatz identifizieren, der auf das MBPMSIF übertragbar ist. Im
Besonderen wurden folgende Bestandteile des MBPMSIF in keiner der untersuchten For-
schungsarbeiten gefunden:
• Stufenspezifische inkompatible Auftragsfamilien
• Minimale Losgrößenvorgaben
• Multikriterielle Zielfunktionen
• Skaleneffekt der Bearbeitungsdauern
Es wurden nur wenige wissenschaftliche Publikationen gefunden, die Fließproduktio-
nen mit einem oder mehreren Batchprozessoren und inkompatiblen Auftragsfamilien
betrachten. Alle diesbezüglichen Ansätze beinhalten jedoch global definierte und für al-
le Prozessoren gültige Auftragsfamilien. Der Fall der stufenspezifischen inkompatiblen
Auftragsfamilien stellt eine Generalisierung der globalen Auftragsfamilien dar. Stufen-
spezifische Auftragsfamilien verursachen in Kombination mit Mindestlosgrößen eine neu-
artige Interdependenz, gemäß der die Loskomposition und -terminierung eines Prozesses
von der Reihenfolge und Häufigkeit der ankommenden Aufträge sowie deren Familien-
zugehörigkeit abhängt. Ebenso wurde kein Ansatz identifiziert, der eine Mindestlosgröße
einbezieht. Dieses mag durch die der Losproduktionen zugrunde liegende Motivation zu
erklären sein. Demnach wird die Produktionsform der Losfertigung nur gewählt, wenn
eine entsprechende Auftragsmenge sowie der ökonomische Anreiz (siehe Abschnitt 2.1.1,
S. 11) gegeben sind; andernfalls würde ein serieller Prozessor gewählt. Die Motivation
für die Wahl der Fertigungsform stellt jedoch nicht sicher, dass die bestehenden Pla-
nungsverfahren keine Lose bzw. Losgrößen komponieren, die äußeren Faktoren wie dem
finanziellen Aufwand je Verarbeitungsvorgang oder einer technischen Prämisse, nach
der ein Batchprozessor für seine Tätigkeit eine Mindestmenge erfordert, zuwiderlaufen.
Um solche Fälle zu vermeiden erscheint es sinnvoll, eine Mindestlosgröße in der Pro-
blemformulierung zu spezifizieren. Äußere Faktoren könnten auch in die Zielfunktion
integriert werden. Jedoch fokussierten alle untersuchten Forschungsarbeiten auf zeit-
basierenden Zielkriterien. Es wurde kein Forschungsansatz mit einer multikriteriellen
Zielfunktion oder mit einer Zielspezifizierung mit Bezug zur Losgröße vorgefunden. Die
Zielfunktion des MBPMSIF ist damit nach aktuellen Wissensstand einmalig. Die Integra-
tion der Losgrößenmaximierung und Durchlaufzeitminimierung in einem Ziel entspringt
ihrer beobachteten Konkurrenz (vgl. Abschnitt 2.2.1, S. 25). Die Verbindung dieser bei-
den Teilziele erscheint daher folgerichtig. Da die Zielspezifizierung wesentlichen Einfluss
auf die Gestaltung eines Lösungsverfahrens nimmt (siehe Abschnitt 2.3, S. 42), ist für
diese neuartige Zielformulierung auch eine neuartige Lösungsmethode erforderlich. Ein
weiteres Merkmal des MBPMSIF, das in der Literaturanalyse nicht vorgefunden wurde,
ist jenes des Skaleneffekts der Bearbeitungsdauern. Der Skaleneffekt ist aufgrund seiner
Natur nur auf Prozessmodelle anwendbar, in denen die Fertigungsdauer eines Loses der
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Summe der Bearbeitungsdauern der darin enthaltenen Aufträge entspricht. Mehrere der
untersuchten Forschungsarbeiten wie z. B. Ng u. Kovalyov (2007) oder Glass u. a. (2001)
wenden diese Definition der Losdauern an. Die Auftragsbündelung zu Losen vermindert
bei ihnen jedoch nicht die Bearbeitungsdauern, sondern die Anzahl und Summe der
Rüstvorgänge und -zeiten. Dies wirkt ebenso wie der Skaleneffekt reduzierend auf die
Durchlaufzeiten der Aufträge. Trotz der identischen Wirkung unterscheiden sich die bei-
den Strategien jedoch in der Diskretheit der Reduktionsbeiträge bzw. den Abständen,
die zwischen den einzelnen Reduktionsstufen liegen. Während der Skaleneffekt mit dem
Hinzufügen eines Auftrags zu einem Los eine zusätzliche Reduktion von dessen Bearbei-
tungszeit bewirkt, erfolgt bei der Berücksichtigung von Rüstvorgängen eine Reduktion
der rüstspezifischen Zeitaufwände nur in solchen Fällen, in denen die Aufträge eines Lo-
ses vollständig auf andere Lose verteilt werden können, sodass ein Rüstvorgang entfallen
kann. Aus diesem Grund stellt der Skaleneffekt der Bearbeitungsdauern ein neuartiges
Merkmal in der wissenschaftlichen Betrachtung der losbasierten Fließproduktion dar.
Der Vergleich des Standes der Forschung hat somit gezeigt, dass keiner der existieren-
den Forschungsarbeiten der Merkmalskombination des MBPMSIF hinreichend entspricht
und die Entwicklung und Evaluierung diesbezüglicher Lösungsverfahren ein Forschungs-
desiderat darstellen. Da das MBPMSIF in einem Anwendungsszenario innerhalb der Lo-
gistikkette der Automobilindustrie identifiziert wurde (vgl. Abschnitt 5), besteht über
einen theoretischen Beitrag hinaus auch ein praktischer Bedarf an adäquaten Lösungs-
methoden. Die theoretische und praktische Relevanz bestätigen damit die Notwendigkeit
und Sinnhaftigkeit dieses Forschungsvorhabens.
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Dieses Kapitel entwickelt eine evidenzbasierte Methode für die Los- und Ablaufplanung
des MBPMSIF. Dies erfolgt unter der vorläufigen Annahme, dass alle Aufträge der Pro-
duktionsperiode bekannt und mit ihrem Beginn verfügbar sowie realisierbar sind. Die
Herleitung der in der Methode verwendeten heuristischen Strategien erfolgt durch eine
Auswertung von ILP-Ergebnissen in Abschnitt 3.1. In Abschnitt 3.2 wird die Entwick-
lung der grundlegenden Planungsmethode (Basisheuristik) für die Determination eines
validen und effektiven Ablaufplans erläutert. Die Basisheuristik wird in einem weiteren
Schritt in Abschnitt 3.3 in einen GA integriert. Die Leistungsfähigkeiten der Basisheu-
ristik sowie des GA werden abschließend in Abschnitt 3.4 evaluiert.
3.1 Wirkzusammenhänge
Um eine evidenzbasierte Methodenentwicklung mit dem Ziel einer approximativ-
optimalen Lösungsfindung zu realisieren, müssen die Eigenschaften optimaler Loskom-
positionen und Ablaufpläne des MBPMSIF analysiert werden. Dies kann ausschließlich
auf Basis vollständiger Lösungen des in Abschnitt 2.2.2 spezifizierten ILP erfolgen.
Die Identifizierung von Zusammenhängen erfordert ihre Formulierung als Hypothese
sowie ihre anschließende Verifikation oder Falsifikation auf Basis von Experimenten. Da
für die zu untersuchenden Merkmale weder die Verteilungen noch die Varianzen ihrer
Ausprägungen bekannt sind und ihre Schätzung zu Unsicherheit bezüglich der resul-
tierenden Ergebnisse führen würde, werden im folgenden keine statistischen, sondern
logisch-empirische Hypothesentests durchgeführt. Es soll darauf hingewiesen werden,
dass die Hypothesentests dieses Abschnitts die Eigenschaften von optimalen Lösungen
untersuchen und nicht den Prozess bzw. die Kausalität ihrer Entstehung. Für letzteres
müssten infolge der Parameteranzahl des ILP sowie der dafür notwendigen Verwendung
einer ceteris paribus-Testprozedur eine Vielzahl variierender Probleminstanzen optimal
gelöst werden. Dies ist aufgrund des Rechenaufwandes für optimale Lösungen nicht
durchführbar. Die ex post-Betrachtung der folgenden Hypothesentests kann jedoch Zu-
sammenhänge innerhalb optimaler Lösungen verdeutlichen, deren Entstehung mittels
logischer Induktion hergeleitet werden können. Dabei werden logische Schlüsse in zeit-
lichen Abfolgen gezogen. Dies dient dem vereinfachten Verstehen der Zusammenhänge
und stellt die Simultanität, die der Lösungsfindung eines ILP innewohnt, nicht infrage.
Um Eigenschaften optimaler Lösungen erkennen zu können, die unabhängig einer spe-
zifischen Parameterkonstellation auftreten, unterliegen den Hypothesentests 1.000 zufäl-
lig generierte Probleminstanzen. Diese sind unter Verwendung des ILP formuliert und
durch den Gurobi Solver 5.0 von Bixby u. a. (2012) optimal gelöst worden. Die ILP-
Parameter der Probleminstanzen variieren entsprechend der Intervalle 2 ≤ m ≤ 4,
6 ≤ n ≤ 10, 30 ≤ Pk,j ≤ 90 ∀k sowie 4% ≤ SBk,j,c ≤ 15% ∀k,j. Die Anzahl
stufenspezifischer Auftragsfamilien liegt in dem Intervall 2 ≤ mfk ≤ n2 . SMINk ent-
spricht mindestens 2, maximal jedoch der stufenspezifischen Familienanzahl mfk−1. Es
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gilt SMAXk ≥ SMINk + 1. Alle Transportzeiten entsprechen Tk = T ′k = 5 ∀k. Die
Fertigstellungstermine Zj variieren über 5 Tage.
Hypothese 1 Die Aufträge eines Loses sind jene der familienspezifischen Auftragsmen-
ge mit den geringsten gegenseitig induzierten Wartezeiten.
Die Durchlaufzeit eines Auftrags setzt sich aus zwei Komponenten zusammen. Dies sind
die Produktions- sowie die Wartezeiten. Weil die Produktionszeit eines Auftrags eine Re-
duktion nur im (begrenzten) Rahmen des Skaleneffekts erfährt, die Wartezeiten jedoch
durch Auftragsbündelung und -terminierung in bedeutend größerem Umfang beeinflusst
werden (siehe Abbildung 2.4, S. 35), erscheint ein dominanter Einfluss letzterer auf die
Durchlaufzeit schlüssig. Da die Minimierung der gesamten Durchlaufzeit einen Bestand-
teil der Zielfunktion darstellt, sollten die familienspezifischen Loskompositionen helfen,
die Wartezeiten der darin befindlichen Aufträge zu minimieren. Dabei ist zu beachten,
dass die Wartezeiten wesentlich durch die Auftragsselektion bei der Losbildung sowie
durch die Losterminierung verursacht werden. Da das späteste stufenspezifische Freiga-
bedatum sowie die früheste stufenspezifische Produktionsfrist (Deadline) aller Aufträge
das potenzielle Zeitfenster der Losfertigung determinieren (s. Abschnitt 2.2.2, S. 34),
entstehen Wartezeiten für die Aufträge, die andere Zeitstempel tragen. Im Speziellen
entstehen diese bei Aufträgen, deren Freigabedaten Rk,j vor dem spätesten Freigabeda-
tum aller am Los beteiligten Aufträge liegen sowie bei jenen Aufträgen, deren Deadlines
Ek,j später als die früheste Deadline aller im Los zusammengefassten Aufträge sind. Die
Wartezeit aller Aufträge eines Loses infolge unterschiedlicher Freigabedaten ergibt sich
aus ∑
j∈Los
(max
i∈Los
Rk,i −Rk,j)∀k (3.1)
Divergente Deadlines erzeugen für die Aufträge eines Loses eine Wartezeit in Höhe von∑
j∈Los
(Ek,j − min
i∈Los
Ek,i)∀k (3.2)
Diese Wartezeitbetrachtungen fokussieren wegen inkonsistenter Lose nur auf eine Pro-
zessstufe. Prozessübergreifende Wartezeitberechnungen müssen auf Auftragsbasis erfol-
gen, da dies zum einen die einzigen konstanten Flusselemente des MBPMSIF sind und sich
zum anderen die Wartezeitanteile (3.1) und (3.2) für verschiedene Prozessstufen über-
schneiden. Für die Überprüfung der Hypothese soll eine bilaterale Wartezeitbetrachtung
zwischen zwei Aufträgen verwendet werden. Unter der Annahme eines Loses mit zwei
Aufträgen ergibt sich für ihre gegenseitig induzierte Wartezeitsumme WTj,i
WTj,i = |Rk,i −Rk,j|+ |Ek,i − Ek,j|∀k (3.3)
Durch die Hinzunahme von (3.3) kann Hypothese 1 dahingehend umformuliert werden,
als dass in optimalen Lösungen die gegenseitig bewirkte Wartezeit zweier Aufträge eines
Loses geringer als die Wartezeiten ist, welche die Aufträge jeweils für sich mit dem ihnen
nach WTj,i zeitlich am nächsten losfremden Auftrag teilen.
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Abbildung 3.1: Familien- und Loszugehörigkeiten, stufenspezifische Freigabedaten und
Deadlines für Aufträge einer Probleminstanz mit m = 2, j = 8,
SMINI,II = 2, SMAXI,II = 3 sowie mf1 = 2 und mf2 = 3
Die 1.000 generierten Probleminstanzen wurden auf die Hypothese 1 getestet. Dazu
wurde für jeden Auftrag seine maximale losinterne Wartezeit mit der minimalen War-
tezeit, die er mit einem losexternen Auftrag bei gemeinsamer Loszugehörigkeit teilen
würde, verglichen. Die Komposition eines Loses entspricht der Hypothese, wenn alle
Aufträge des Loses keine kürzere oder gleiche Wartezeit mit einem, dem Los nicht zuge-
hörigen, Auftrag haben. Die Anzahl der Lose über alle Probleminstanzen und Prozess-
stufen beträgt 11.970. Von diesen folgen 11.533 Lose der in Hypothese 1 formulierten
Annahme. Dies ergibt einen Anteil von 96,35% und verifiziert somit Hypothese 1. Die
Abbildung 3.1 illustriert anhand einer zweistufigen Fließproduktion mit 8 zu verpla-
nenden Aufträgen sowie 2 Auftragsfamilien auf Maschine I und 3 Auftragsfamilien auf
Maschine II den Einfluss von WTj,i auf die Loskomposition. Die Aufträge sind anhand
ihrer Deadline (x-Achse) und Freigabedaten (y-Achse) abgetragen. Die Wartezeit zwei-
er Aufträge ergibt sich daher aus ∆x + ∆y. Da dieses Kapitel von der Verfügbarkeit
und Realisierbarkeit aller Aufträge mit dem Zeitpunkt 0 ausgeht, gibt es auf der ers-
ten Maschine kein extern vorgegebenes Freigabedatum. Aus diesem Grund wurden die
Freigabedaten der Aufträge auf der ersten Maschine gleich ihren Bearbeitungsanfängen
gesetzt. Die Zugehörigkeit mehrerer Aufträge zu einem Los wird durch die Strecke ihres
euklidischen Abstands visualisiert. Da der Auftrag des Loses mit der frühesten stufen-
spezifischen Deadline die Losbearbeitung auf der aktuellen Maschine befristet, verbindet
er das Los mit dem Zeitfenster seiner Bearbeitung auf der entsprechenden Maschine. Die
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Abbildung verdeutlicht, dass aus den Aufträgen einer stufenspezifischen Familie jene ge-
meinsame Lose bilden, deren wartezeitliche Distanz am geringsten ist. Dies trifft z. B. auf
die Aufträge 1 und 2 sowie 3 und 8 auf Maschine I zu. Ihre stufenspezifischen Deadlines
auf Maschine I verteilen sich ebenso wie ihre Fertigstellungstermine bzw. Deadlines auf
Maschine II über 4 verschiedene Tage. Da SMINI ≥ 2 gilt und maximal ein Los weni-
ger als SMINI Aufträge haben darf, bestehen unabhängig der Auftragsselektion für die
Loskomposition zwei Möglichkeiten: Entweder werden die Aufträge auf zwei gleichgroße
Lose oder auf ein kleines (ein Auftrag) sowie ein großes Los (drei Aufträge) aufgeteilt.
Da letztere Möglichkeit nach (3.2) jedoch mindestens 3 Wartetage (z. B. Los 1 enthält
die Aufträge 2, 1, 8; Los 2 enthält Auftrag 3) generieren würde, erste hingegen nur 2
Wartetage, wird die Option gleichgroßer Lose gewählt. Diese Beobachtung ist ebenso auf
die übrigen Familien beider Maschinen übertragbar.
Es ist zu beachten, dass die Untersuchung ausschließlich eine durch die Hypothese be-
schriebene Eigenschaft von Losen bestätigt. Die Anteilshöhe verdeutlicht zwar die Signi-
fikanz der multilateralen Wartezeiten der Aufträge für die Loskomposition und gibt einen
Hinweis auf ihren Einfluss auf die Losterminierung. Sie gibt jedoch keine Rückschlüsse
auf den Entscheidungsprozess bezüglich der Größe von Losen oder die Auftragsselektion
bei identischen Wartezeiten. Darüber hinaus sind die Fertigstellungstermine Zj an eine
tagweise Versandpraxis angelehnt und unterscheiden sich daher stets um das Vielfache
einer Tagesdauer. Da sie die einzigen extern vorgegebenen Terminierungsparameter des
ILP darstellen, prägt ihre Diskretheit die Abstände zwischen den Aufträgen. Der relati-
ve Größengewinn eines Loses durch die Aufnahme eines Auftrags in ein Los steht daher
häufiger einer relativ höheren Wartezeit gegenüber. Der Einbezug der Losgrößen führt
zu der Formulierung von Hypothese 2 :
Hypothese 2 Ein Los, das SMINk erfüllt, nimmt einen zusätzlichen Auftrag nur dann
auf, wenn der durch ihn bewirkte relative Größenzuwachs größer der relativen Wartezeit-
ausweitung ist.
Diese Hypothese setzt die Teilziele der Zielfunktion zueinander in Beziehung und
definiert somit einen positiven Grenznutzen der Loskomposition. Da der Einfluss der
minimalen und maximalen Losgrößenrestriktionen keine beliebigen Loskompositionen
gestattet, ist für die spätere Methodenentwicklung von Interesse, ob das Substitutions-
verhältnis der beiden Ziele eingehalten bzw. zu welchen Ungunsten es missachtet wurde.
Für die Überprüfung wurden die 11.970 Lose entsprechend ihren Größen in die drei Frak-
tionen „< SMINk“, „= SMINk“ sowie „> SMINk“ unterteilt. Von diesen sind die erste
sowie die letzte interessant, da die Unter- bzw. Überdeckungen von SMINk der in ihnen
zusammengefassten Lose aus den Sanktions- oder Anreizwirkungen der Zielfunktion re-
sultieren. Sie geben somit Hinweise auf die Steuerungswirkung der Zielfunktion für die
Loskompositionen.
Aus Hypothese 1 lässt sich bereits folgern, dass Lose der Fraktion „< SMINk“ solche
Aufträge bündeln, deren mittlere wartezeitlichen Distanzen zu losfremden Aufträgen
die größten unter allen Auftragskonstellationen darstellen. Unter Zuhilfenahme einer
zweidimensionalen Betrachtung von Aufträgen entsprechend ihrer Freigabedaten und
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Deadlines kann auch davon gesprochen werden, dass unterdeckte Lose in Gebieten ge-
ringerer Dichte vorkommen (siehe in Abbildung 3.1, S. 55, die Aufträge 2 und 8 auf
Maschine II). Da die Hypothese 1 ausschließlich auf die Wartezeit fokussiert, soll die
Losfraktion „< SMINk“ gemäß Hypothese 2 zusätzlich auf den Einfluss potenzieller
Losgrößenveränderungen untersucht werden.
Die Losfraktion „< SMINk“ beinhaltet 2.900 Lose. Für jedes Los wurde die Gesamt-
wartezeit für die ursprüngliche Auftragskonstellation sowie für den Fall der Hinzunahme
eines losfremden Auftrags gemäß (3.1)+(3.2) ermittelt. Als losfremder Auftrag wurde je-
ner ausgewählt, der bei seiner Hinzunahme zu dem geringsten Anstieg der kumulierten
Wartezeit im Los führen würde. Die Wartezeiten der neuen Lose sowie die neuen Los-
größen wurden zu den alten Wartezeiten sowie den alten Losgrößen jeweils in Relation
gesetzt. Wenn ursprüngliche Loskonstellationen keine Wartezeiten verursachten, wurde
stattdessen auf die Produktionsdauern ausgewichen; dies vermied Divisionen durch 0. In-
nerhalb der 2.900 Lose konnten lediglich 6 identifiziert werden, in denen das Hinzufügen
des wartezeitlich nächsten Auftrags zu einem relativen Größenzuwachs führen würde, der
über dem relativen Anstieg der kumulierten Wartezeiten läge. In allen 6 Fällen wiesen
die hinzukommenden Aufträge jedoch geringere Wartezeiten mit anderen, nicht in dem
Los vorhandenen, Aufträgen auf. D. h., dass ihre Zugehörigkeit zu einem anderen Los
geringere Wartezeiten bewirkt als ihr Hinzufügen zu den unterdeckten Losen zur Folge
hätte. Dieses Ergebnis zeigt, dass Lose mit Auftragsanzahlen unterhalb der Mindest-
losgröße Loskompositionen repräsentieren, in denen durch Hinzunahme eines Auftrags
kein positiver Zielfunktionsbeitrag zu erzielen ist. Die Untersuchung zu der Losfraktion
„< SMINk“ bestätigt somit das logische Invers der Hypothese 2.
Die Losfraktion „> SMINk“ beinhaltet 1.716 Lose. Davon nutzen 1.642 Lose die ma-
ximal zur Verfügung stehenden Maschinenkapazitäten SMAXk aus. Die niedrige Anzahl
von 74 Losen, deren Größen über SMINk und unter SMAXk liegen, ist auf die geringe
Menge von Probleminstanzen mit ausreichend divergierenden Kapazitätsrestriktionen
zurückzuführen. Dieser Umstand resultiert wiederum aus dem Rechenaufwand einer op-
timalen Lösung in Abhängigkeit der Problemgröße (siehe Abschnitt 2.2.3, S. 36). Um bei
geringen Problemgrößen ein ausgewogenen Verhältnisses zwischen Auftragsmenge einer
Familie und potenzieller Losanzahl zu ermöglichen, gilt daher in der Mehrheit der Fälle
SMAXk = SMINk + 1.
Die Untersuchung dieser Fraktion bestimmte die Aufträge, die in den jeweiligen Losen
zu dem höchsten Anstieg der kumulierten Wartezeiten führten. Anschließend wurden
die identifizierten Aufträge aus den Losen entfernt und die neuen Gesamtwartezeiten
der Lose erhoben. Diese wurden ebenso wie die verminderte Losgröße in das Verhältnis
zu alter Wartezeit sowie alter Losgröße gesetzt. Dies ist ähnlich dem obigen Vorgehen,
vertauscht jedoch den Dividenden und Divisor, um in der Wirkanalyse der logischen
Richtung der Hypothese zu entsprechen. Unter den 1.716 Losen befanden sich 453, in
denen der relative Zuwachs des Losgröße größer dem relativen Anstieg der kumulier-
ten Wartezeit war. Bei 1.263 Losen bot die in Hypothese 2 formulierte Annahme keine
Erklärung für die Losgrößen. In die Erhebung beider Subfraktionen muss jedoch mit
einbezogen werden, dass Lose mit einer größeren Auftragsanzahl als SMINk auch auf
die Präsenz von unterdeckten Losen in ihren Auftragsfamilien zurückführbar sind. Das
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Vorhandensein eines unterdeckten Loses verbietet weitere Lose unterhalb SMINk und
erzwingt den Zusammenschluss übriger ungebundener Aufträge unter Berücksichtigung
der Zielfunktionsbestandteile (siehe Abschnitt 2.2.2, S. 26). In der ersten Subfraktion
von 453, der Hypothese 2 folgenden, Losen konnten 124 Lose identifiziert werden, in
deren Auftragsfamilien unterdeckte Lose vorkamen. Bei ihnen kann nicht zweifelsfrei
konstatiert werden, ob die Hinzunahme der letzten Aufträge durch den in Hypothe-
se 2 formulierten Grenznutzen oder infolge eines existenten unterdeckten Loses induziert
wurde. Die zweite Subfraktion von 1.263 Losen beinhaltet 295 Lose, deren Auftragsfa-
milien Lose mit Auftragszahlen unterhalb SMINk aufweisen. Bei ihrem Abzug von der
ursprünglichen Menge verbleiben 968 Lose (56,41%), die der Losfraktion „> SMINk“
angehören, jedoch nicht der Hypothese 2 folgen. Das Hinzuziehen der Untersuchungs-
methoden bzgl. der Hypothese 1 zeigt, dass 961 der 968 Lose die wartezeitlich nächsten
Aufträge zusammenfassen. Dies entspricht einem Anteil von 99,28% und liegt über dem
oben bestimmten Durchschnitt von 96,35%. Das Vorherrschen wartezeitlich optimaler
Auftragskonstellationen deutet darauf hin, dass der Durchlaufzeitanteil der Zielfunkti-
on jenem der Losgröße vorgezogen wird und der oben formulierte Grenznutzen nicht
paritätisch wirkt. Diese Erkenntnisse verleiten zu der Falsifikation der Hypothese 2. Un-
ter Einbezug der Untersuchungsergebnisse zu der Losfraktion „< SMINk“ bestehen an
einem solchen Schluss jedoch Zweifel. Diese Untersuchung zeigte, dass lediglich 6 von
2.900 Losen dem logischen Invers der Hypothese 2 nicht folgten. 2.894 Lose (99,79%)
entsprachen ihr demzufolge. Diese ambivalenten Ergebnisse lassen daher die Hypothese 2
weder zur Verifikation noch Falsifikation zu.
Der in der Zielfunktion des MBPMSIF spezifizierte und durch Hypothese 2 formulierte
Grenznutzen konnte in der Loskomposition optimaler Lösungen nachgewiesen werden.
Die Ergebnisse haben jedoch gezeigt, dass die Loskompositionen nur teilweise darauf
zurückzuführen sind. Eine mögliche Erklärung bietet der prozessübergreifende familiäre
Zusammenhang der Aufträge. Aus diesem Grund wird Hypothese 3 formuliert:
Hypothese 3 Wenn alle Aufträge eines Loses auf vor- oder nachgelagerten Maschi-
nen denselben Familien angehören, führt dies zur Komposition partiell-konsistenter Lose
sowie zu einer Verkürzung auftragsspezifischer Wartezeiten.
Die Hypothese 3 leitet sich aus der Überlegung ab, dass Aufträge mit denselben Famili-
enzugehörigkeiten in mindestens zwei benachbarten Prozessstufen bei ihrer Integration in
ein gemeinsames Los eine geringere Durchlaufzeit erzielen können als ihre Einbindung in
unterschiedliche Auftragskonstellation. Die Zusammenfassung solcher Aufträge zu Losen
führt zu einer früheren bzw. sofortigen Erfüllung der Mindestlosgrößen auf den nachfol-
genden Maschinen, ermöglicht damit einen zügigeren Bearbeitungsbeginn und verkürzt
über diesen Mechanismus die auftragsspezifischen Wartezeiten in den Zwischenlagern.
Da die Aufträge solcher Lose in mehreren Prozessen als eigenständiges Ganzes oder
als Untermenge eines neuen Loses zusammenbleiben, werden sie als partiell-konsistent
bezeichnet.
Für die Verifikation bzw. Falsifikation der Hypothese 3 wurden die 11.970 Lose der
Probleminstanzen zunächst in zwei Gruppen eingeteilt. Die erste beinhaltete Lose, die
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nur einen Auftrag besaßen. Da für die Überprüfung der Hypothese der familiäre Überein-
stimmungsgrad der Aufträge eines Loses für vor- sowie nachgelagerte Prozesse analysiert
werden soll, bleiben die Lose der ersten Gruppe unberücksichtigt. Sie würden stets einen
Übereinstimmungsgrad von 100% aufweisen und die Analyseergebnisse verzerren. Die
zweite Gruppe umfasste dementsprechend alle Lose, die mehr als einen Auftrag beinhal-
teten.
Weiterhin subsumiert die Analyse der Probleminstanzen drei Vergleichsfälle. In dem
ersten werden die Lose der aktuellen Maschine k auf die familiäre Übereinstimmung
ihrer Aufträge bzgl. der vorgelagerten Maschine k − 1 untersucht (Fall: V ←− A). Der
zweite Fall vergleicht die Auftragskonstellationen der Lose der aktuellen Maschine k auf
ihre familiären Schnittmengen auf der nachgelagerten Maschine k + 1 (Fall: A −→ N).
Der dritte Fall ermittelt für die Aufträge der Lose der aktuellen Maschine k, ob diese
auf der vorgelagerten Maschine k−1 und der nachgelagerten Maschine k+1 identischen
Familien angehören (Fall: V ←− A −→ N). Es werden in allen drei Fällen nur solche Lose
gezählt, deren Aufträge alle denselben Familien auf den verglichenen Maschinen ange-
hören. Für die Lose, die dieser Anforderung genügen, wird weitergehend untersucht, ob
ihre Aufträge auf der verglichenen Maschine vollständig in einem Los gebündelt sind.
Bestätigt sich dieser Umstand, werden sie als partiell-konsistente Lose geführt. Die Ana-
lyseergebnisse sind in Tabelle 3.1 zusammengefasst. Es soll angemerkt werden, dass die
Geltungsbereiche der drei Fälle sich nahezu vollständig überschneiden und Lose daher
bis zu dreimal in der Tabelle 3.1 aufgeführt sein können. Dies resultiert aus der Ana-
lyseabsicht, Einfluss und Wirkungsrichtung stufenspezifischer Auftragsfamilien auf die
Loskomposition der benachbarten Prozessstufen zu identifizieren.
Die Tabelle 3.1 veranschaulicht, dass von 11.970 Losen 9.702 in der Untersuchung
berücksichtigt werden. Die Analyse des ersten Falls (V ←− A) hat unter 6.148 unter-
suchten Losen 1.662 (26,87%) identifiziert, deren jeweilige Aufträge homogene Famili-
enzugehörigkeiten auf der Vormaschine aufweisen. Von den 1.662 Losen wurden zudem
1.616 (97,82%) als partiell-konsistente Lose klassifiziert. Ihre durchschnittliche Größe
beträgt 2,07 Aufträge. Zusätzlich verdeutlicht die Tabelle 3.1, dass 1.232 (76,24%) der
partiell-konsistenten Lose keine Wartezeit vor der aktuellen Maschine haben und nach
dem Bearbeitungsende auf der Vormaschine sowie dem Transport sofort weiterbearbeitet
werden; dieser Anteil der Lose hat daher keinen Aufenthalt im Zwischenlager. 384 der
1.616 partiell-konsistenten Lose weisen hingegen durchschnittliche Wartezeiten vor der
aktuellen Maschine von 767,07 Minuten auf. Unter den 6.148 untersuchten Losen wurden
4.496 Lose bestimmt, deren Aufträge heterogene Familienzugehörigkeiten auf der Vor-
maschine haben. Um ihre familiäre Schnittmenge quantifizieren zu können, wurde die
von den Aufträgen repräsentierte Familienanzahl auf der Vormaschine erfasst. Demnach
gehören die heterogenen Lose des ersten Falls im Durchschnitt 2,13 Familien auf der
Vormaschine an. Die durchschnittliche Größe der heterogenen Lose beträgt für den Fall
„V ←− A“ 2,36 Aufträge. Da die Aufträge heterogener Lose wegen ihrer unterschiedlichen
Familienzugehörigkeiten auf der Vormaschine kein gemeinsames Bearbeitungsende besit-
zen, sind Wartezeiten unumgänglich. Die durchschnittliche Wartezeit eines heterogenen
Loses für die Bearbeitung auf der aktuellen Maschine umfasst 945,17 Minuten.
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Losverteilung/Probleminstanzen m = 2 m = 3 m = 4 ∑
Anzahl der Instanzen 330 350 320 1.000
Anzahl aller Lose 2.712 4.155 5.103 11.970
Unberücksichtigte Lose 712 931 1.120 2.763
Berücksichtigte Lose 2.000 3.224 3.983 9.207
Untersuchungsfokus V ←− A A −→ N V ←− A −→ N
Intervall der Iterationen 1 < k ≤ m 1 ≤ k < m 1 < k < m
Familienvergleich mit k − 1 k + 1 k − 1 und k + 1
Anzahl untersuchter Lose auf k 6.148 6.140 3.081
Lose mit homogener Familie 1.652 1.748 288
↪→ Anteil 26,87% 28,47% 9,35%
↪→ ∅ Erwartungswert 8,05% 8,03% 0,76%
Partiell-konsist. Lose 1.616 1.585 253
↪→ Anteil 97,82% 90,68% 87,85%
↪→ ∅ Größe 2,07 2,07 2,03
Losanzahl ohne Wartezeit 1.232 1.258 169
↪→ Anteil 76,24% 79,37% 66,80%
Lose mit Wartezeit 384 327 84
↪→ ∅ Wartezeit (Minuten) 767,07 455,72 307,49
Lose mit heterogenen Familien 4.496 4.392 1.641
∅ Familienanzahl 2,13 2,14 2,16
∅ Größe 2,36 2,38 2,45
∅ Wartezeit (Minuten) 945,17 981,78 920,03
Tabelle 3.1: Analyseergebnisse bezüglich der Hypothese 3
Der Analyse des zweiten Falls (Fall: A −→ N) liegen 6.140 Lose zugrunde. Die Aufträge
von 1.748 (28,47%) Losen weisen dieselben Familienzugehörigkeiten auf der Folgemaschi-
ne auf. Unter ihnen sind 1.558 (90,68%) Lose partiell-konsistent mit einer durchschnitt-
lichen Größe von 2,07 Aufträgen. Von ihnen haben 1.258 (79,37%) Lose keine Wartezeit
zwischen ihrem Bearbeitungsende auf der aktuellen Maschine und ihrem Bearbeitungs-
beginn auf der folgenden. Die restlichen 327 partiell-konsistenten Lose besitzen jedoch
Wartezeiten von durchschnittlich 455,07 Minuten. Die Untersuchung des zweiten Falls
hat 4.392 heterogene Lose bestimmt, deren Aufträge im Durchschnitt zu 2,14 Familien
auf der Folgemaschine gehören, 2,38 Aufträge umfassen und eine mittlere Wartezeit vor
ihrer Bearbeitung auf der Folgemaschine von 981,78 Minuten aufweisen.
Während die ersten beiden Vergleichsfälle sämtliche Probleminstanzen berücksichti-
gen, kann die Analyse des dreistufigen Vergleichsfalls (V ←− A −→ N) nur auf Proble-
minstanzen mit m > 2 angewendet werden. Aus diesem Grund basiert die Untersuchung
lediglich auf 3.081 Losen. Unter ihnen befinden sich 288 (9,35%) Lose, deren Aufträge so-
wohl auf der vorgelagerten als auch auf der nachgelagerten Maschine denselben Familien
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zugehörig sind. Die Menge partiell-konsistenter Lose beträgt 253 (87,85%). Sie umfassen
durchschnittlich 2,03 Aufträge. Eine darunter befindliche Teilmenge von 169 (66,80%)
Losen weist weder beim Übergang von der vorherigen auf die aktuelle Maschine noch von
dieser auf die nachfolgende Maschine Wartezeiten auf. Die restlichen 84 Lose besitzen für
jede der Maschinen eine durchschnittliche Wartezeit von 307,49 Minuten. Die Untersu-
chung des dritten Falls hat zudem 1.641 Lose identifiziert, deren Aufträge sowohl auf der
vor- als auch auf der nachgelagerten Maschine unterschiedlichen Familien angehören. Die
über beide Vergleichsmaschinen gemittelte durchschnittliche Familienzugehörigkeit be-
trägt unter den heterogenen Losen 2,14 Familien. Sie verfügen im Durchschnitt über 2,45
Aufträge und haben bei beiden Maschinen eine mittlere Wartezeit von 920,03 Minuten.
In allen Analysefällen liegt der Anteil der Lose, deren Aufträge identischen Familien
auf den Vergleichsmaschinen angehören, über dem erwarteten Anteil. Dieser ergibt sich
aus der Wahrscheinlichkeit für das Ereignis, dass die Aufträge eines Loses derselben
Familie auf der Vergleichsmaschine angehören. Die diesbezügliche Wahrscheinlichkeit
resultiert aus dem Urnenmodell Ziehen ohne Zurücklegen (Cramer u. Kamps, 2008,
S. 158 ff.). Bei insgesamt n Aufträgen, einer Größe des aktuell betrachteten Loses von
BSk,ok Aufträgen, sowiemfk=V verschiedenen Familien auf der Vergleichsmaschine ergibt
sich unter Annahme der Gleichverteilung
P(Los mit homogener Familie) =
n
mfk=V
!− ( n
mfk=V
−BSk,ok)!
n!− (n−BSk,ok)!
(3.4)
Die Tabelle 3.1 beinhaltet die durchschnittlichen Erwartungswerte, die auf Basis aller
untersuchten Lose, ihrer Größen sowie den entsprechenden Familienanzahlen für das
Ereignis Los mit homogener Familie ermittelt wurden. Im dritten Vergleichsfall wur-
de (3.4) für Vor- und Folgemaschine separat erhoben und miteinander multipliziert.
Der Erwartungswert gibt an, wie groß der Anteil homogener Lose sein sollte, wenn die
Loskomposition zufällig erfolgen würde. Da die erwarteten Anteile signifikant niedriger
liegen als die empirisch erhobenen, kann davon ausgegangen werden, dass die Ballung
von Aufträgen mit stufenübergreifend identischen Familienidentitäten keinen Zufall, son-
dern eine Eigenschaft optimaler Lösungen darstellt. Dies bestätigt die Annahme, dass
die stufenspezifischen Auftragsfamilien des MBPMSIF zu prozessübergreifenden Interde-
pendenzen führen, die für das Erreichen einer optimalen Lösung berücksichtigt werden
müssen.
Darüber hinaus zeigt die Untersuchung, dass ein Großteil der familiär-homogenen
Lose partiell-konsistent ist und auf der Vergleichsmaschine bereits bestanden hat bzw.
fortbesteht. Der Unterschied zwischen dem ersten Fall V ←− A (97,82%) und dem zwei-
ten Fall A −→ N (90,68%) impliziert, dass die Losgrößen der partiell-konsistenten Lo-
se mit Fortverlauf der Prozesskette abnehmen. Während von der aktuellen auf eine
nachfolgende Maschine 9,32% der homogenen Lose in ihrer Auftragskonstellation nicht
fortbestehen, sind es in der Retrospektive lediglich 2,18% der homogenen Lose. Die
partiell-konsistenten Lose einer nachfolgenden Maschine müssen daher kleiner sein als
jene der vorhergehenden. Dies ist möglicherweise durch die tagweisen Fertigstellungster-
mine zu erklären, die durch ihre zeitliche Divergenz bei großen Losgrößen zu längeren
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Wartezeiten führen würden. Bezüglich der Wartezeiten hat die Untersuchung in Überein-
stimmung mit der Hypothese festgestellt, dass partiell-konsistente Lose in der Mehrheit
keine Wartezeiten besitzen; fallen solche an, sind sie im Durchschnitt erheblich geringer
als jene der heterogenen Lose. Die Analyseergebnisse verifizieren somit die in Hypothe-
se 3 getroffene Annahme. Die durchschnittlichen Losgrößen unterscheiden sich zwischen
partiell-konsistenten sowie heterogenen Losen im bedeutenden Maße. Dies stellt jedoch
keine Eigenart der partiell-konsistenten Lose dar, sondern ist vielmehr auf die geringen
Problemgrößen, die kleinen Verhältnisse der Auftragsmengen zu den stufenspezifischen
Familienanzahlen sowie die Wahrscheinlichkeit, dass mehrere Aufträge auf benachbarten
Maschinen denselben Familien angehören, zurückzuführen.
Dieser Abschnitt hat die optimalen Lösungen von 1.000 zufällig generierten Proble-
minstanzen des MBPMSIF auf die Annahmen dreier Hypothesen untersucht. Dabei stellte
die Analyse zu Hypothese 1 fest, dass die Aufträge der Loskompositionen in nahezu allen
Fällen keine geringere oder gleichgroße wartezeitliche Distanzen zu losfremden Aufträgen
aufwiesen. Da diese Eigenschaft unabhängig der Losgröße auftritt und diese auch nicht
zu erklären vermag, wurde das Substitutionsverhältnis der beiden Zielfunktionsterme
für die Definition eines Grenznutzen herangezogen und in Hypothese 2 formuliert. Die
Untersuchung bzgl. des Grenznutzens erbrachte widersprüchliche Resultate, welche die
Hypothese 2 weder verwerfen noch bestätigen. Während die Unterschreitung der Min-
destlosgröße zu 99,79% durch einen fehlenden Grenznutzen zu erklären war, konnte die
Überschreitung der Mindestlosgröße lediglich in 43,59% der Fälle darauf zurückgeführt
werden. Diese Ergebnisse weisen darauf hin, dass der formulierte Grenznutzen Einfluss
auf die Loskomposition nimmt, jedoch nicht in dem paritätischen Maße wie eine auf
die Interpretation der Zielfunktion restringierte Betrachtung vermuten lässt. Die Un-
tersuchung zur Hypothese 3 identifizierte partiell-konsistente Lose, die hinsichtlich ihrer
Mengen die Erwartungswerte übersteigen und somit die Bedeutung einer, die Auftrags-
familien verschiedener Stufen berücksichtigenden, Planung herausstellt.
Es soll darauf hingewiesen werden, dass die Untersuchungen dieses Abschnitts nicht
alle relevanten Einflussfaktoren auf die Loskomposition betrachtet haben. So wirkt sich
z. B. auch die zeitliche Produktionskapazität der Maschinen bei großen Auftragsmengen
und langen Bearbeitungsdauern auf die Losterminierung und Loskomposition aus (vgl.
Abschnitt 2.2.3, S. 39). Da die zur Verfügung stehenden Produktionsintervalle in einem
solchen Fall ein knappes Gut darstellen, kann die richtige Loskomposition residuale
Produktionszeiträume auf den Maschinen besser ausnutzen und damit ebenso wie die
Losterminierung zu einer Durchlaufzeitminderung beitragen.
3.2 Methodische Entwicklung
Die identifizierten Eigenschaften des MBPMSIF sollen in diesem Abschnitt als Gestal-
tungshilfe für die Entwicklung einer Heuristik dienen und auf diesem Weg die Bestim-
mung valider und approximativ-optimaler Lösungen auch für größere Problemgrößen
ermöglichen. Da der Heuristik das Prinzip der Rückwärtsterminierung zugrunde liegt,
wird der erste Unterabschnitt die Gründe für dieses Vorgehen sowie seine Planungs-
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implikationen erklären. In dem zweiten Unterabschnitt wird das Planungsvorgehen der
Heuristik anhand der beiden zentralen Aufgaben Loskomposition und Losterminierung
erklärt.
3.2.1 Retrogrades Planungsvorgehen
Unabhängig der Strategien zur Losbildung und -reihung innerhalb der Prozessstufen bie-
ten sich für das MBPMSIF grundsätzlich zwei verschiedene Ansätze bzgl. der zeitlichen
Planungsrichtung an. Dies sind das vorwärts- sowie die rückwärtsgerichtete bzw. retro-
grade Planungsvorgehen. Sie werden mit alleinigem Fokus auf die zeitliche Festlegung
der Auftragsbearbeitungen auch als Vorwärts- oder Rückwärtsterminierung bezeichnet.
In der Vorwärtsterminierung werden
„(...) von einem festgelegten (frühesten) Starttermin der Auftragsbearbei-
tung ausgehend, die jeweils frühesten Start- und Endtermine der einzelnen
Arbeitsgänge bestimmt. Ergebnis der Vorwärtsterminierung ist der frühest-
mögliche Endtermin für die Fertigstellung des Auftrags.“ [Schneider u. a.,
2010, S. 69]
Die Rückwärtsterminierung geht hingegen
„(...) von einem fixen Bedarfsendtermin aus und errechnet von dort aus den
spätest möglichen Starttermin, der nötig ist, um den Auftrag termingerecht
fertigstellen zu können.“ [Schuh, 2006, S. 47]
Der maßgebliche Unterschied der beiden Planungsrichtungen liegt in der prozessualen
und damit physischen sowie zeitlichen Lage temporärer Auftragspuffer. Während die
Vorwärtsterminierung die frühzeitige Fertigstellung der Aufträge bewirkt und damit
einen Puffer nach der letzten Maschine notwendig macht, der die Zeit bis zum Fer-
tigstellungstermin überbrückt, erfordert die Rückwärtsterminierung einen solchen vor
dem ersten Prozess. Unabhängig der Variantenwahl besteht bei beiden das Risiko von
Terminüberschreitungen (Schneider u. a., 2010, S. 69). Diese ergeben sich in der Vor-
wärtsterminierung aus verspäteten Aufträgen, für deren Bearbeitung der zeitliche Puffer
nicht mehr ausreicht. In der Rückwärtsterminierung entstehen Terminüberschreitungen
bei Aufträgen, die zu den festgelegten Bearbeitungsbeginnen nicht verfügbar oder rea-
lisierbar sind. Die Vorwärtsterminierung verwendet somit ihren zeitlichen Puffer für die
Bereitstellung alternativer Produktionstermine für verspätete Aufträge; die Rückwärts-
terminierung nutzt ihn hingegen, um den Aufträgen mehr Zeit für das Erreichen ihrer
Freigabe einzuräumen. Die beiden Strategien erscheinen zunächst äquivalent. Jedoch
führt bei zeitlich identischen Puffervolumina die Vorwärtsterminierung eher zu einer
Verspätung von Aufträgen als die Rückwärtsterminierung. Da wegen der Arbeitsgang-
folge sowie prozessualer Restriktionen, wie z. B. Nachtruhen, Auftragsbearbeitungen
nicht beliebig terminiert werden können, ist bei Verwendung der Vorwärtsterminierung
eine Neuplanung der Maschinenbelegung notwendig. Aufgrund wechselseitiger Abhän-
gigkeiten von Aufträgen und/oder temporären Kapazitätsengpässen kann dies jedoch
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dazu führen, dass es trotz eines ursprünglich ausreichenden Zeitpuffers zu Terminüber-
schreitungen kommt. Eine solche entstünde bei Verwendung der Rückwärtsterminierung
bei gleichem Zeitpuffer und Freigabedaten der Aufträge nicht.
In der vorliegenden Arbeit wird daher eine retrograde Planung verwendet. Diese um-
fasst neben der Rückwärtsterminierung der Lose auch ihre auf den stufenspezifischen
Deadlines beruhende Komposition. Das zeitinverse Planungsvorgehen hat den Vorteil,
dass sich die Produktionsplanungen der einzelnen Prozesse an den zeitlichen und men-
genmäßigen Bedarfen ihrer Folgeprozesse ausrichten. Dies ähnelt dem JIT-Konzept.
Während JIT im ursprünglichen Sinne jedoch ohne Zwischenlager auskommt, verfügt das
MBPMSIF wegen der notwendigen Rekombination der Auftragsreihenfolge über solche.
Eine Produktion auf Abruf führt in den Zwischenlagern zu geringeren Bestandsmen-
gen und induziert darüber kürzere Wartezeiten (Gudehus, 2010, S. 225, 232). Da der
Planungssituation des MBPMSIF die Annahme von ausreichenden zeitlichen Abständen
zwischen den Daten der Auftragskenntnis bzw. -freigabe und den korrespondierenden
Fertigstellungsterminen zugrunde liegt (siehe Abschnitt 2.2.1, S. 25), sind bei der Wahl
der Rückwärtsterminierung nur geringe Terminüberschreitungen zu erwarten. Da das
retrograde Planungsvorgehen wesentlich für die nächsten Abschnitte und Kapitel ist,
wird ein auf diesem Prinzip beruhender Ablaufplan auch als Ablaufplan mit Retrograder
Produktionsterminierung (ARP) bezeichnet.
3.2.2 Loskomposition und -terminierung
Dieser Abschnitt fokussiert auf die Entwicklung einer Heuristik, die auf große Problem-
instanzen des MBPMSIF mit einigen tausend Aufträgen und mehreren Prozessstufen
angewendet werden kann. Da die Heuristik grundlegende Aufgaben der Ablaufplanung
übernimmt, wird sie im Folgenden auch als Basisheuristik bezeigenet. Die Basisheuristik
komponiert und terminiert die Lose sukzessive für jede Prozessstufe. Dabei stellen ent-
sprechend dem retrograden Planungsvorgehen der letzte Prozess die initiale Planungsin-
stanz und der erste Prozess die finale Planungsinstanz dar. Die stufenweise Anwendung
der Basisheuristik stellt das Prinzip der Wiederverwendbarkeit dar und ermöglicht ih-
re Adaption auf Fließproduktionen beliebiger Länge. Im Folgenden wird zunächst ihr
allgemeines algorithmisches Vorgehen erläutert. Es folgen anschließend detaillierte Er-
läuterungen zu den angewendeten Methodiken der einzelnen Bestandteile.
Allgemeines Vorgehen der Basisheuristik
Die Basisheuristik ist in der Programmiersprache Java implementiert und arbeitet ob-
jektbasiert. Sie erhält bei ihrem Start die Auftragsobjekte sowie das aktuelle Prozess-
objekt. Diese beinhalten sämtliche planungsrelevanten Informationen. Der heuristische
Planungsablauf folgt den in Tabelle 3.2 aufgeführten Schritten. Die fett hervorgehobe-
nen Aspekte werden in Unterabschnitten ausgeführt.
Die Heuristik beginnt in jeder Produktionsstufe k mit der Auftragssegmentierung ge-
mäß der stufenspezifischen Familien (Schritt 2). Die Aufträge werden darin familien-
spezifischen Listen zugeordnet, die einzeln in die Methode der Loskomposition gegeben
werden (Schritt 3). Die familiäre Trennung gilt nur für die Phase der Loskomposition.
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1. Starte Heuristik für Maschine k mit n Aufträgen
2. Segmentierung der Aufträge gemäß stufespezifischer Auftragsfamilien
3. Loskomposition familienspezifischer Auftragsmengen
4. Losreihung aller Lose
5. Starte iterative Losadaption und -terminierung
a) Prüfe Möglichkeit der Losadaption auf freies Produktionsintervall
b) Adaption möglich: Reduziere aktuelles Los um überzählige Aufträge
c) Inverse Losterminierung, Eintragung des Loses
d) Markiere Los und dessen Aufträge als terminiert
e) Wenn Losadaption erfolgt: →Schritt 3 + komponiere betroffene Familie neu
f) Beende Iteration, wenn alle Lose terminiert sind
6. Wenn k > 1: starte Heuristik für Maschine k − 1 mit n Aufträgen
Tabelle 3.2: Allgemeines Vorgehen der Basisheuristik
Nach ihrem Abschluss werden die familienreinen Lose aller Auftragsfamilien gemein-
sam nach einem Sortierkriterium gereiht (Schritt 4). Das Resultat ist eine Liste, die
in einem Iterationsprozess sukzessive verplant wird (Schritt 5). Der Iterationsprozess
beginnt mit der inversen Suche des ersten freien Produktionsintervalls und prüft, ob
das aktuell betrachtete Los der Liste darin vollständig oder zum Teil bearbeitet werden
kann (Schritt 5a). Deckt das Produktionsintervall nur eine Teilproduktion des Loses ab,
ist seine Adaption auf die zur Verfügung stehende Zeitdauer erforderlich. In einem sol-
chen Fall wird das Los um die überfülligen Aufträge reduziert (Schritt 5b). Unabhängig
der Anwendung einer Losadaption wird das aktuelle Los in Schritt 5c terminiert und
es selbst sowie seine Aufträge als terminiert markiert (Schritt 5d). Das Los und seine
Aufträge werden damit aus der Liste zu terminierender Lose genommen und stehen für
Adaptionen oder Planänderungen nicht mehr zur Verfügung. Wenn der Terminierung ei-
ne Losadaption vorangegangen ist, wird die Iteration in Schritt 5e abgebrochen und nur
die Aufträge der Familie, der das adaptierte Los angehört, in Schritt 3 neu komponiert.
Die diesbezügliche Auftragsmenge setzt sich aus den Aufträgen nicht terminierter, fami-
liengleicher Lose sowie der von dem adaptierten Los abgetrennten Aufträge zusammen
(aus Schritt 5b). Im Anschluss finden die Schritte der Losreihung sowie der iterativen
Losadaption und -terminierung erneut statt. Der Prozess endet, wenn alle Lose bzw. Auf-
träge terminiert wurden (Schritt 5f). Für den Fall, dass die aktuelle Prozessstufe nicht
die initiale darstellt, wird mit der vorherigen fortgefahren (Schritt 6). Der ausführliche
Pseudo-Code dieses allgemeinen Vorgehens befindet sich im Anhang A.1, S. 184.
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Loskomposition
Die Untersuchung bzgl. der Hypothese 1 (siehe S. 54) hat verdeutlicht, dass die Auftrags-
konstellationen der Lose in nahezu allen Fällen die geringsten wechselseitig induzierten
Wartezeiten darstellen. Da diese Eigenschaft unter allen identifizierten Eigenschaften die
dominanteste ist, beginnt die Methodenentwicklung auf ihrer Basis.
Die Zusammenfassung von Aufträgen entsprechend ihrer wechselseitigen Wartezeiten
entspricht einer Klassifikationsaufgabe. Dabei stellen die Lose die Klassen und die wech-
selseitige Wartezeit das Klassifikationskriterium dar. Für Klassifikationen von Objekten
anhand quantifizierbarer und konsistenter Kriterien bieten sich generell die Methoden
der Ballungs- bzw. Clusteranalyse an. Diese teilen eine Menge von Objekten gemäß ei-
nem oder mehrerer Merkmale (Ähnlichkeitsmaße) in Teilmengen (auch Gruppen, Clus-
ter, Typen) auf. Das Merkmal variiert innerhalb der Teilmengen nur gering um einen
Mittelwert; die Objekte sind homogen bzw. sich in dem Merkmal ähnlich. Objekte ver-
schiedener Teilmengen unterscheiden sich bzgl. des Merkmals erheblich, sind sich damit
unähnlich und werden als heterogen bezeichnet. Zwei beliebige Objekte divergenter Teil-
mengen unterscheiden sich demnach in dem Merkmal immer stärker als zwei beliebige
Objekte derselben Teilmenge (vgl. Bacher u. a., 2010, S. 16 ff., auch im Folgenden).
Da in dem MBPMSIF die Losgröße variieren kann, ist die optimale Losanzahl im Vor-
hinein nicht bekannt. Es kommen daher nur solche Clusteranalyseverfahren infrage, die
den Klassifikationsprozess ohne feste Partitionsvorgaben starten und erst mit seinem
Verlauf die Klassengrenzen sowie -anzahl spezifizieren. Eine geeignete Verfahrensgruppe
stellt die der hierarchischen Clusteranalysemethoden dar. Sie werden in agglomerative
sowie divisive Verfahren untergliedert. Erstere beginnen mit n Clustern der Größe 1
und vereinigen diese iterativ. Letztere starten mit einem Cluster, das alle Objekte be-
inhaltet, und unterteilen dieses sukzessive. Da ein agglomeratives Verfahren dem intui-
tiven Vorgehen stärker entspricht und leichter nachvollziehbar ist, wurde dieses Prinzip
auch für das heuristische Vorgehen gewählt. Die verschiedenen Ansätze der hierarchisch-
agglomerativen Clusteranalyseverfahren unterscheiden sich in der Art des Distanzma-
ßes, das für die Bestimmung der am nächsten zu verschmelzenden Cluster verwendet
wird. Die Distanz ergibt sich unmittelbar aus dem der Clusteranalyse zugrunde lie-
genden Merkmal. Beispielhafte Distanzmaße sind die minimale (Single-Linkage), ma-
ximale (Complete-Linkage) oder durchschnittliche (Average-Linkage) Distanz zwischen
zwei Clustern. Bei den ersten beiden werden sämtliche Objekte des ersten Clusters mit
sämtlichen Objekten des zweiten Clusters für die Bestimmung der minimalen bzw. ma-
ximalen Distanz verglichen. Bei Average-Linkage werden hingegen die Mittelwerte in
beiden Clustern ermittelt und für die Berechnung der Distanz gegenübergestellt (Bacher
u. a., 2010, S. 150 ff.). Das Clusterverfahren der Basisheuristik verwendet keines dieser
Distanzmaße, sondern formuliert ein problemspezifisches, das in dieser Form in der Li-
teratur nicht gefunden wurde. Da die Cluster die Lose während ihres Bildungsprozesses
darstellen, werden beide Begriffe im Folgenden synonym verwendet.
Die Clusterprozedur startet mit einer Cluster- bzw. Losmenge, die der Anzahl der
familienspezifischen Auftragsmenge entspricht. Jedes Cluster beinhaltet zu Beginn da-
mit lediglich einen Auftrag. Werden zwei Cluster miteinander verschmolzen, ist dies
unumkehrbar. Als primäres Ähnlichkeitsmaß dient die Wartezeit, die sich aus der Ver-
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schmelzung zweier Lose ergäbe. Da die Heuristik einer retrograden Planung folgt, sind
mit Beginn der maschinellen Los- und Ablaufplanung nur die stufenspezifischen Dead-
lines der Aufträge bekannt (siehe Gleichung 2.27, S. 34). Aus diesem Grund basiert die
Wartezeit WTCCF,CS zwischen zwei Clustern CF und CS ausschließlich auf dem Ver-
gleich ihrer Deadlines. Da die realen Wartezeiten erst nach Planungsabschluss feststehen,
unterliegt der Wartezeitbestimmung während des Clusterstadiums zudem die Annahme,
dass die Bearbeitung eines Loses auf der jeweiligen Maschine direkt vor dessen stufen-
spezifischer Deadline endet. Vor der Berechnung der Distanz zwischen zwei Losen wird
zuvor bestimmt, welches von ihnen die frühere Deadline RBk,ok besitzt. Jenes mit der
früheren Deadline wird als CF bezeichnet, das andere als CS. Zusätzlich wird das vor-
läufige Los CP gebildet, das aus der Verschmelzung von CF und CS entstünde. In
Anlehnung an Gleichung (3.2) ergibt sich dann
WTCCF,CS = nCS · (min
j∈CS
Ek,j − min
j∈CF
Ek,j +
PLk,CF
PLk,CF + PLk,CS
· PLk,CP ) (3.5)
+nCF · PLk,CS
PLk,CF + PLk,CS
· PLk,CP
Das Distanzmaß zweier Cluster bzw. Lose subsumiert zwei Bestandteile. Der erste ergibt
sich aus der Multiplikation der Differenz der losspezifischen Deadlines mit der Auftrags-
anzahl des Loses CS. Dieser Bestandteil fokussiert auf die zusätzliche Wartezeit, die das
Los mit der früheren Deadline jenem mit der späteren Deadline bei einer Verschmel-
zung aufdrängen würde. Die bereits existierende Wartezeit innerhalb des späteren Loses
stellt einen Sockelbetrag dar, der irreversibel und daher für die Distanzbetrachtung nicht
relevant ist. Der zweite Bestandteil betrachtet die Verfrühung der auftragsspezifischen
Deadlines auf der Vormaschine, die infolge einer Verschmelzung beider Lose entstünden.
Er rechnet daher der Wartedauer zusätzlich jenen Zeitanteil hinzu, welcher die Bearbei-
tung der Aufträge der Lose infolge der längeren Produktionsdauer des verschmolzenen
Loses (PLk,CP ) auf der Vormaschine früher beendet werden müsste. Für das Los CS|CF
entspricht diese Dauer dem Produkt aus seiner Losgröße (nCS|nCS) und dem Anteil
des Loses CF |CS an der Produktionsdauer des neuen Loses (PLk,CP ). Auch in diesem
Bestandteil gilt, dass nur die zusätzliche Differenz der Deadlines auf der Vormaschine
betrachtet wird und die bereits existierenden Divergenzen der auftragsspezifischen Dead-
lines innerhalb der beiden Lose wegen ihrer Unauflösbarkeit für die Berechnung nicht
relevant sind. Die einzelnen Bestandteile von WTCCF,CS werden in Abbildung 3.2 am
Beispiel einer Verschmelzungsprüfung verdeutlicht.
Die Untersuchung zu der Hypothese 2 zeigte, dass bei optimalen Lösungen des
MBPMSIF nicht nur die gegenseitig induzierten Wartezeiten der Aufträge Einfluss auf
die Entscheidung der Losbildung nehmen, sondern auch das Verhältnis aus relativem
Größenwachstum und relativer Wartezeitausweitung, welche aus der Bündelung der
jeweils betrachteten Aufträge resultierten. Da die Untersuchungsergebnisse bzgl. der
Hypothese 2 mehrdeutig waren, wird diese Eigenschaft in der Clusterprozedur lediglich
in Form einer weichen Bedingung berücksichtigt. Dies bedeutet, dass sie zu der Identifi-
kation qualifizierter Vereinigungsoptionen beiträgt, jedoch unter bestimmten Umständen
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Abbildung 3.2: Bestimmung von WTCCF,CS
unbeachtet bleibt. Da die Eigenschaft aus Hypothese 2 ebenfalls vergleichende Betrach-
tungen zwischen den Clustern macht, begründet sie ein sekundäres Ähnlichkeitsmaß.
Dieses wird als DLWCF,CS bezeichnet und entspricht dem Wert der Differenz aus relati-
vem Losgrößenzuwachs (Minuend) und der relativen Wartezeitausweitung (Subtrahend)
der betrachteten Cluster bzw. Lose CF und CS. DLWCF,CS wird wie folgt berechnet:
DLWCF,CS =
nCP
max {nCF ,nCS} −
WTCCF,CS
max {DILCF ,DILCS} (3.6)
Der erste Term von (3.6) beinhaltet den relativen Größenzuwachs. Er wird definiert als
der Quotient aus der Losgröße nCP des neuen potentiellen Loses CP zu der Auftrags-
anzahl des Loses, das unter den verglichenen Losen CF und CP die größere Losgröße
aufweist. Durch die Wahl eines maximalen Divisors ist der Wert für den relativen Grö-
ßenzuwachs für beidseitige Verschmelzungsbetrachtungen identisch. Der zweite Term
betrachtet die relative Wartezeitausweitung. Dabei wird die Distanz zwischen den Clus-
tern CF und CP gemäß dem primären ÄhnlichkeitsmaßWTCCF,CS zu ihrer maximalen
inneren Distanz DILCluster ins Verhältnis gesetzt. Die innere Distanz DILCluster ergibt
sich aus der Wartezeit, die innerhalb eines Clusters infolge der bereits bestehenden Auf-
tragskonstellationen entstehen wird. Sie entspricht damit dem Wert des primären Ähn-
lichkeitsmaßes, das zu der Fusionsentscheidung des Clusters CF bzw. CS geführt hat.
Da die Cluster zu Beginn der Losbildung jeweils nur einen Auftrag beinhalten, entspricht
in einem solchen Fall DILCluster nach Gleichung (3.5) der doppelten Produktionsdauer
des Auftrags.
Ein tertiäres Ähnlichkeitsmaß GFVCF,CS wird durch die in Hypothese 3 formulierte
und in der korrespondierenden Untersuchung verifizierte Eigenschaft gebildet. Ihrer Spe-
zifikation nach besitzen die Aufträge eines Loses nicht nur dieselbe Familie auf der aktuell
betrachteten Maschine, sondern gehören auch auf vor- und nachgelagerten Maschinen
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häufig den selben Auftragsfamilien an. Aufgrund der retrograden Planungsrichtung wird
in der Anwendung dieses Ähnlichkeitsmaßes nur die vorgelagerte Maschine k−1 einbezo-
gen. Da die Eigenschaft aus Hypothese 1 die dominante darstellt, wird die Eigenschaft
der Hypothese 3 nur als Entscheidungshilfe für Fälle verwendet, die nach WTCCF,CS
indifferent sind. D. h., dass bei zwei alternativen Losverschmelzungen jene gewählt wird,
die gemäß der Eigenschaft der Hypothese 3 den größeren familiären Übereinstimmungs-
grad bietet. Die Höhe von GFVCF,CS wird durch
GFVCF,CS =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑mfk−1
famk−1 χfamk−1,CS ·
∑nCF
j∈CF Γk−1,famk−1,j
+χfamk−1,CF ·
∑nCS
j∈CS Γk−1,famk−1,j
nCF+nCS wenn k > 1
0 sonst
(3.7)
bestimmt. Die Binärvariable Γk−1,famk−1,j ist 1, wenn der Auftrag j auf der Vormaschi-
ne k − 1 der Auftragsfamilie famk−1 angehört. Die Binärvariablen χfamk,CF |CS werden
1, wenn das jeweilige Cluster mindestens einen Auftrag der Auftragsfamilie famk−1 be-
sitzt. Der familiäre Übereinstimmungsgrad zweier Cluster ist demnach der Quotient aus
der Auftragsanzahl beider Lose mit identischen Familien auf der Vormaschine und der
gesamten Auftragsanzahl beider Lose (nCF |nCS). Der Dividend wird durch das Iterieren
über die Familien mfk−1 der Vormaschine ermittelt; nur, wenn zu einer Familie beide
Lose Aufträge aufweisen, werden ihre Anzahlen der Schnittmenge zugerechnet. Da die
erste Maschine keine Vorinstanz besitzt, gilt auf ihr GFVCF,CS = 0.
Der Ablauf der Loskomposition folgt den in Tabelle 3.3 dargestellten Schritten. Mit
dem Aufruf der Clusterprozedur wird eine Menge von Aufträgen übergeben, die auf der
aktuellen Maschine dieselbe Familienzugehörigkeit aufweisen (Schritt 1). Ein weiterer
Übergabeparameter ist die boolesche Variable U . Sie gibt an, ob innerhalb der betrof-
fenen Familie bereits ein Los terminiert wurde, dessen Größe geringer SMINk ist (vgl.
Restriktionen 2.12, 2.13, 2.14, S. 30). Der Parameter U ist notwendig, da die Cluster-
prozedur infolge einer Losadaption mehrfach auf dieselbe Auftragsfamilie angewendet
werden kann und nur ein Los mit einer Größe geringer SMINk erlaubt ist (siehe Ta-
belle 3.2, Schritt 5e). U ist WAHR, wenn noch kein unterdecktes Los innerhalb der
Auftragsfamilie terminiert wurde. Weitergehend werden die Aufträge in Lose transfe-
riert (Schritt 2) sowie quadratische Matrizen für jedes der Ähnlichkeitsmaße initialisiert
und gemäß der Gleichungen (3.5), (3.6) und (3.7) mit Werten befüllt (Schritte 2 und 3).
Die Zeilen- und Spaltenanzahl der Matrizen entspricht der Auftragsmenge. Jeder Zei-
le/Spalte ist ein Los zugeordnet. Eigenreferenzen (Zeile=Spalte) sowie Lose, die zum
Zwecke einer Vereinigung aufgelöst wurden, werden in den Matrizen mit den maximal
nachteiligen Werten entsprechend der jeweiligen Ähnlichkeitsmaße bewertet. In Schritt 4
wird das Hilfsarray PM −MINIMA initialisiert. Es speichert für die Matrix PM für
jede Spalte jenen Zeilenindex, der die geringste wartezeitliche Distanz zwischen zwei
Losen repräsentiert. Bei zwei wartezeitlich identischen Vereinigungsoptionen wird jene
gewählt, deren Wert gemäß des tertiären Ähnlichkeitsmaßes einen höheren Wert be-
sitzt. Die Verwendung von PM −MINIMA reduziert den Suchaufwand für potenzielle
Vereinigungsmöglichkeiten von der Auftragsanzahl im Quadrat auf die Clusteranzahl.
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1. Starte Clusterprozedur mit familienspezifischer Auftragsmenge auf Maschine k und
Parameter U
2. Transferiere Aufträge in Lose der Größe 1
3. Initialisiere und befülle quadratische Matrizen für primäres (PM), sekundäres
(SM) und tertiäres (TM) Ähnlichkeitsmaß
4. Initialisiere und befülle Array PM-MINIMA (MIN) zur Speicherung der Zeilen der
spaltenweise minimalen Distanzen in PM
5. Solange Lose/Cluster vereinigt werden können/müssen, führe durch:
a) Initialisiere Spalten- (SK) u. Zeilenkennzeichner (ZK) für Minimaposition
b) Iteriere über Spalten (S) von PM-MINIMA und suche minimale Distanz.
Wenn gilt
i. (SM [S][MIN [S]] ≥ 0 ODER (¬U UND nC[S] ≤ SMINk))
UND
ii. nC[S] + nC[MIN [S]] ≤ SMAXk
UND
iii. (PM [S][MIN [S]] < PM [SK][ZK]
ODER
(PM [S][MIN [S]] = PM [SK][ZK]
UND
TM [S][MIN [S]] > TM [SK][ZK]))
dann setze SK = S und ZK =MIN [S]
c) Wenn SK ̸= null UND ZK ̸= null: vereinige Cluster C[SK] und C[ZK]
Sonst: Prüfe, ob S.Groesse < SMINk und setze ggf. U für eine Iteration auf
FALSCH
d) Wenn Vereinigung erfolgt: aktualisiere PM , SM , TM , MIN
6. Gebe die vereinigten Cluster zurück
Tabelle 3.3: Vorgehen der Loskomposition innerhalb der Basisheuristik
Mit dem Schritt 5 beginnt der Vereinigungsprozess. Er ist in einer Schleife eingebettet
und wird erst beendet, wenn gemäß der Vereinigungsbedingungen keine weiter Losver-
schmelzung mehr möglich ist und zugleich maximal ein Los der Familie eine Größe
unterhalb von SMINk aufweist. Zu Beginn eines jeden Vereinigungsdurchgangs werden
jeweils ein Zeilen- und Spaltenkennzeichner initialisiert, die auf die zu vereinigenden
Cluster referenzieren (Schritt 5a). Während jedes Schleifendurchgangs werden nur zwei
Cluster miteinander vereinigt. In Schritt 5b wird über die via PM-MINIMA referen-
zierten Werte iteriert, um die beiden zu verschmelzenden Cluster zu bestimmen. Eine
Vereinigung zweier Cluster wird nur zugelassen, wenn sie drei Bedingungen erfüllt. Die
Bedingung 5(b)i ist erfüllt, wenn die Vereinigungsoption S|MIN [S] entweder einen po-
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sitiven Wert für das sekundäre Ähnlichkeitsmaß SM [S] besitzt oder bereits ein unter-
decktes Los innerhalb der Familie terminiert wurde und die aktuelle Größe des aktuell
betrachteten Loses S unterhalb SMINk liegt. Dies stellt eine Einstiegshürde dar, um
zunächst die vielversprechendsten Vereinigungsoptionen im Sinne der Zielfunktion bzw.
zum Zwecke eines positiven Grenznutzen aus Größen- und Wartezeitwachstum zu wäh-
len. Die Bedingung 5(b)i missachtet das sekundäre Ähnlichkeitsmaß jedoch, wenn unter
den Vereinigungsoptionen kein positiver Grenznutzen zu finden ist, eine Unterdeckung
bereits besteht oder drohen würde und die Auftragsanzahl des aktuell betrachteten Lo-
ses C[S] unterhalb SMINk liegt. Eine drohende Unterdeckung wird dabei via Schritt 5c
berücksichtigt, in dem nach einem erfolglosen Durchgang U für die Dauer einer Iteration
auf FALSCH gesetzt wird. Die Formulierung von Bedingung 5(b)i beachtet somit die
ambivalenten Ergebnisse bezüglich der Hypothese 2 und stellt darüber hinaus sicher,
dass die Restriktionen (2.12), (2.13) und (2.14) des ILP bezüglich der Mindestlosgrößen
eingehalten werden (s. S. 30). Die Bedingung 5(b)ii berücksichtigt hingegen Restrik-
tion (2.11) des ILP und lässt nur Cluster zu einer Vereinigung zu, deren zukünftige
gemeinsame Losgröße die Maschinenkapazität SMAXk einhalten würde. In der Bedin-
gung 5(b)iii gehen die durch Abschnitt 3.1 identifizierten Wirkungszusammenhänge ein.
Demnach ist eine Vereinigungsoption einer anderen überlegen, wenn sie eine kürzere war-
tezeitliche Distanz gemäß des primären Ähnlichkeitsmaßes aufweist oder eine mindestens
ebenso geringe besitzt sowie zusätzlich im dritten Ähnlichkeitsmaß bessergestellt ist als
die bisher präferierte Vereinigungsoption. Sollten die Spalten- und Zeilenkennzeichner
null sein und auf kein Clusterpaar verweisen, erfolgen die Vergleiche der Matrizenwerte
von Cluster S mit den maximal nachteiligen Wertebelegungen der jeweiligen Ähnlich-
keitsmaße. Da die drei Bedingungen durch den Junktor UND miteinander verknüpft
sind und alle erfüllt sein müssen, ist die Reihenfolge ihrer Überprüfung nicht relevant.
Der detaillierte Pseudo-Code der Clusterprozedur befindet sich im Anhang A.2, S. 185.
Die Clusterprozedur ist anhand von 3 Iterationen für 4 Aufträge in Tabelle 3.4 dar-
gestellt. Dem Fallbeispiel liegen die minimale Losgröße SMINk = 2, die maximale Los-
größe SMAXk = 3, die Bearbeitungsdauern Pk,j = 4 ∀j sowie die stufenspezifischen
Deadlines der Aufträge Ek,j=1;2;3;4 = [100; 32; 110; 80] zugrunde. Der Skaleneffekt wird
aus Vereinfachungsgründen nicht berücksichtigt; überdies würde seine Berücksichtigung
in dem vorliegenden Fall zu keiner anderen Loskomposition führen.
Innerhalb der ersten Iteration besitzen alle Lose bzw. Cluster nur einen Auftrag. Die
unterstrichenen Werte der PM-Matrix zeigen die geringsten spaltenspezifischen Distan-
zen zwischen den Clustern an. Es werden nur diese Kombinationen auf ihre Eignung hin-
sichtlich der Verschmelzung zu einem gemeinsamen Los untersucht (siehe Tabelle 3.3).
Unter den infrage kommenden Vereinigungen weist lediglich die Kombination aus den
Aufträgen 1 und 3 einen positiven Grenznutzen aus Größen- und Wartezeitwachstum
auf (siehe unterstrichene Werte in der SM-Matrix aus Tabelle 3.4). Da dies der ersten
Bedingung genügt und die Vergleichsgrundlagen der übrigen Bedingungen wegen des
ersten Iterationsschritts nur aus Maximalwerten bestehen, wird die Clusterkombination
1|3 gewählt. Die wartezeitlichen Entfernungen gehen in diese Entscheidung indirekt ein.
Zum einen haben sie die Vorselektion der zu untersuchenden Auftragskombinationen
über die Bestimmung der Spaltenminima maßgeblich beeinflusst, zum anderen sind sie
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PM SM TM
Iter. Los 1 2 3 4 1 2 3 4 1 2 3 4
1 1 - 67 15 21 - -6,4 0,1 -0,6 - 1,0 0,0 1,0
1 2 67 - 74 54 -6,4 - -7,3 -4,8 1,0 - 0,0 1,0
1 3 15 74 - 28 0,1 -7,3 - -1,5 0,0 0,0 - 0,0
1 4 21 54 28 - -0,6 -4,8 -1,5 - 1,0 1,0 0,0 -
PM SM TM
Iter. Los 1|3 2 - 4 1|3 2 - 4 1|3 2 - 4
2/3 1|3 - 146 - 54 - -8,2 - -2,1 - 0,67 - 0,67
2/3 2 146 - - 54 -8,2 - - -4,8 0,67 - - 1,0
2/3 - - - - - - - - - - - - -
2/3 4 54 54 - - -2,1 -4,8 - - 0,67 1,0 - -
Tabelle 3.4: Prozess der Loskomposition über die Dauer von 3 Iterationen
in der SM-Matrix über die Formulierung des Grenznutzens inkludiert (siehe Gleichung
3.6, S. 68). Die Familienähnlichkeiten sind für diese Fusionsentscheidung hingegen nicht
relevant.
Vor dem zweiten Iterationsschritt werden die Cluster 1 und 3 vereinigt, die Matri-
zen aktualisiert und dabei das Cluster 3 gelöscht. Da die SM-Matrix keine positiven
Werte beinhaltet, wird die zweite Iteration ohne Vereinigung beendet und in Schritt 5c
der Loskomposition U mit dem Wert FALSCH belegt. Der dritten Iteration liegen da-
her dieselben Matrizen, jedoch zusätzlich das Verbot der Unterdeckung zugrunde. Aus
diesem Grund kommt der zweite Teil der Bedingung 5(b)i zur Geltung, demnach nur
Clusterkombinationen untersucht werden, in denen mindestens eines unterdeckt ist. Dies
ist für die Auftragskombinationen 4|(1|3) sowie 2|4 der Fall. Beide weisen identische Dis-
tanzen auf, sodass die TM-Matrix als Entscheidungshilfe herangezogen werden muss.
Diese zeigt für die Vereinigungsoption 4|(1|3) einen Übereinstimmungsgrad von 67% an.
Dies bedeutet, dass 2 der 3 Aufträge auf der Vormaschine derselben Auftragsfamilie an-
gehören. Die Aufträge 2 und 4 besitzen hingegen 100% familiäre Übereinstimmung auf
der Vormaschine. Aus diesem Grund werden die Aufträge 2 und 4 in einem Los gebündelt
und die Loskomposition mit den beiden Losen 1|3 und 2|4 beendet. Weitere Losfusionen
sind wegen SMAXk ≤ 3 nicht möglich.
Losreihung
Im Anschluss an die Loskomposition werden sämtliche Lose aller Familien für den Schritt
der Terminierung gereiht. Die Sortierung stellt ebenfalls einen heuristischen Bestandteil
dar, der trotz seiner Simplizität erhebliche Wirkung auf die Zielfunktionsbestandtei-
le ausübt. Da die Reihung der Lose Wartezeiten auf der aktuellen Maschine induziert
sowie die auftragsspezifischen Deadlines auf der Vormaschine und Bereitstellungszeit-
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Abbildung 3.3: Optionale Losreihungen bei 3 Losen mit divergenten Deadlines
punkte auf der Folgemaschine determiniert, wirkt die Lossortierung vorwiegend auf den
Zielfunktionsbestandteil der Durchlaufzeit. Die in dieser Arbeit gewählte Sortierheuris-
tik fokussiert auf die Wartezeiten, welche Lose anderen Losen bei ihrer Terminierung
aufzwingen würden. Die Sortierregel gemäß gegenseitig induzierter Wartezeiten (GIW)
geht dazu von der Annahme aus, dass alle Lose so terminiert werden können, dass ihre
Bearbeitungen mit ihren stufenspezifischen Deadlines enden. Die Abbildung 3.3 zeigt
anhand dreier zu terminierender Lose und ihrer Deadlines die Wartezeitresultate unter-
schiedlicher Reihungsoptionen. Die erste Sortierregel bewirkt die Terminierung der Lose
in der Reihenfolge ihrer los- und stufenspezifischen Deadlines. Dies ist eine verbreitete
Sortierregel bei Ablaufplänen und auch bekannt als Earlist-Due-Date (EDD) (Potts u.
Van Wassenhove, 1992, S. 400). Da der Heuristik eine Rückwärtsterminierung zugrunde
liegt, erfolgen diese sowie die anderen Sortieroption allerdings absteigend. Die Loster-
minierungen beginnen daher mit der Platzierung des jeweils rangniedrigsten Loses. Bei
Verwendung der EDD-Regel bedeutet dies, dass erst das blaue, nachfolgend das grü-
ne und abschließend das rote Los terminiert werden. Da in diesem Fall 3 Aufträge des
grünen Loses 1 Zeiteinheit sowie 4 Aufträge des roten Loses 3 Zeiteinheiten warten,
resultiert aus dieser Sortieroption eine Wartezeitsumme von 15 Zeiteinheiten.
Die zweite Sortieroption stellt die Invertierung der Regel Shortest-Processing-Time
(SPT) dar (Ahmadi u. a., 1992, S. 752). Entsprechend ihrer Definition werden die Lose
nach der Dauer ihrer Bearbeitung sortiert. Die absteigende Variante dieser Regel führt
zu der Platzierungsreihenfolge grün-blau-rot und induziert eine Wartezeitsumme von 28
Zeiteinheiten.
Die dritte Losreihung ist auf die in dieser Arbeit verwendete Sortierregel GIW zu-
rückzuführen. Diese arbeitet mehrstufig und sortiert die Lose zunächst absteigend nach
den frühesten Fertigstellungsterminen der in den Losen enthaltenen Aufträge sowie den
los- und stufenspezifischen Deadlines (EDD). In der daraus resultierenden Losreihung
ist das erste/letzte Los der Liste jenes mit der spätesten/frühesten Deadline. Sollten
zwei Lose dieselbe stufenspezifische Deadline, jedoch unterschiedliche früheste Fertig-
stellungstermine aufweisen, wird das Los mit dem früheren Fertigstellungstermin in der
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Liste höher positioniert. Auf diese vorsortierte Reihenfolge wird abschließend ein Bubble-
Sort-Verfahren angewendet, dass alle Lose paarweise anhand der gegenseitig induzierten
Wartezeiten vergleicht. Ein Vergleich findet nur statt, wenn sich die Bearbeitungszeit-
räume der zu vergleichenden Lose bei ihrer fristgenauen Terminierung überschneiden
würden. Existiert ein solcher Konflikt, werden die gegenseitig bewirkten Wartezeiten
anhand der Auftragsmengen und der Wartedauern ermittelt. Für den Fall, dass die
stufenspezifische Deadline des Loses Bk,1k später oder gleich jener vom Los Bk,2k ist
(EBk,1k ≥ EBk,2k), bestimmt die Ungleichung
BSk,1k · (PLk,2k + |EBk,1k − EBk,2k |) < BSk,2k · (PLk,1k − |EBk,1k − EBk,2k |)
(3.8)
die Notwendigkeit eines Tausches. Trifft die Ungleichung zu, werden die beiden Lose
vertauscht. Für den Fall, dass die stufenspezifische Deadline des Loses Bk,1 vor jener des
Loses Bk,2k liegt (EBk,1k < EBk,2k), wird anhand der Ungleichung
BSk,2k · (PLk,1k + |EBk,1k − EBk,2k |) > BSk,1k · (PLk,2k − |EBk,1k − EBk,2k |)
(3.9)
überprüft, ob ein Reihenfolgetausch der beiden Lose erforderlich ist. Bewahrheitet sich
die darin formulierte Bedingung, werden die Lose vertauscht. In dem Beispiel der Abbil-
dung 3.3 entspricht die Vorsortierung der EDD-Regel. Demnach vergleicht die Sortier-
regel GIW als erstes das blaue und grüne Los. Weil das blaue Los bei einer bevorzugten
Terminierung des grünen Loses 12 Zeiteinheiten warten müsste (3 Aufträge á 4 Zeitein-
heiten), in dem umgekehrten Fall jedoch nur 3 Zeiteinheiten Wartezeit entstünden (3
Aufträge á 1 Zeiteinheit), wird das blaue Los zuerst terminiert. Da die Produktionsdauer
des blauen Loses sich nicht mit der des roten Loses überschneidet, werden diese nicht
miteinander verglichen. Es verbleibt daher nur noch der Vergleich des grünen und roten
Loses miteinander. Würde das grüne Los zuerst terminiert werden, müsste das rote Los
8 Zeiteinheiten warten. Wenn das rote Los jedoch zuerst und das grüne Los nachfolgend
terminiert würden, würde lediglich für das grüne Los eine Wartezeit von 6 Zeiteinheiten
entstehen. Aus diesem Grund tauschen das grüne und rote Los die Listenplätze. Es ist
dabei zu beachten, dass für den paarweisen Vergleich die bereits festgelegte Terminierung
des blauen Loses nicht relevant ist und die Annahme beibehalten wird, dass die Losfer-
tigungen mit den jeweiligen Deadlines enden können. Die Sortierregel GIW führt in dem
Beispiel somit zu einer Gesamtwartezeit von nur 6 Zeiteinheiten. Der Pseudo-Code der
Sortierregel befindet sich im Anhang A.3, S. 186.
Losadaption und -terminierung
Die komponierten und gereihten Lose werden abschließend in den Ablaufplan einge-
tragen. Ein intuitives Vorgehen würde die Liste der Reihe nach abarbeiten und die
Bearbeitung eines jeden Loses auf jene freien Produktionszeiträume terminieren, die
den Deadlines der Lose am nächsten sind. Diese Vorgangsweise nutzt jedoch nicht das
Potenzial, das in ungenutzten Produktionszeiträumen liegt, die zeitlich dichter an den
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losspezifischen Deadlines liegen, das jeweilige Los jedoch nicht im vollen Umfang auf-
nehmen können. Da die Anzahl der Aufträge in einem Los unmittelbaren Einfluss auf
dessen Bearbeitungsdauer ausübt (s. Gleichung 2.30, S. 34), erscheint es daher sinnvoll,
die Losgrößen flexibel zu halten und die Lose bei dem Erfordernis auf residuale Produk-
tionszeiträume anzupassen. Um die Restriktion des MBPMSIF nicht zu verletzen, kann
dies nur unter Beachtung der maschinenindividuellen Mindestlosgröße SMINk erfolgen.
Die Basisheuristik realisiert das Vorgehen der Losadaption in mehreren Schritten (vgl.
auch Tabelle 3.2, S. 65). Die Umsetzung erfolgt mittels einer iterativen Schleife, welche
die Lose einzeln terminiert. Zunächst wird von dem zu verstauenden Los eine mini-
male Variante gebildet, deren Auftragsanzahl SMINk entspricht und deren Aufträge
jene mit den spätesten Deadlines sind. Für dieses minimale Los wird eine Voranfrage
an eine Suchmethodik für den Ablaufplan bzw. ARP gestellt. Die Methode erhält als
Parameter die Deadline sowie die Bearbeitungsdauer des Minimalloses und durchsucht
den Ablaufplan retrograd nach dem zeitlich nächsten freien Produktionsintervall, das
die Bearbeitungsdauer des Loses aufnehmen kann. Weitergehend wird dann untersucht,
ob das identifizierte Produktionsintervall auch größere Lose als das Minimallos abde-
cken würde. Ist der freie Produktionszeitraum in der Lage, das Orginallos vollständig
aufzunehmen, wird es nachfolgend auf diesen terminiert. Wenn die zeitliche Kapazität
jedoch nicht ausreicht, wird das Originallos durch die Abtrennung von Aufträgen an die
verfügbare Produktionszeit angepasst. Die abgetrennten Aufträge sind diejenigen des
Originalloses mit den frühesten stufenspezifischen Deadlines. Sie werden einer Liste neu
zu komponierender Aufträge hinzugefügt. Wenn eine Losdadaption stattfand, wird die
Iteration der Losterminierung abgebrochen und alle nicht terminierten Lose, die der von
der Adaption betroffenen Auftragsfamilie angehören, aufgelöst. Die daraus resultierende
Auftragsmenge wird gemeinsam mit den zuvor abgetrennten Aufträgen neu zu Losen
komponiert. Die Unterbrechung der Iteration und Neukomposition der betroffenen Auf-
tragsfamilie ist aus zwei Gründen sinnvoll. Der erste resultiert aus der Notwendigkeit,
die abgetrennten Aufträge wieder in Losen zu bündeln, um ihre Terminierung zu ermög-
lichen. Der zweite Grund liegt in der Möglichkeit, dass die Clusterprozedur infolge des
Fehlens der bereits terminierten Aufträge des Originalloses zu anderen Loszusammenset-
zungen führen kann. Die veränderte Auftragsmenge und -konstellation könnten in diesem
Fall andere Ähnlichkeitsvergleiche induzieren, aus denen wiederum neuartige Loskompo-
sitionen folgen würden. Die Iteration der Losterminierung endet in dem Moment, in dem
das letzte Los der gereihten Losliste terminiert wurde und keine abgetrennten Aufträge
mehr vorliegen.
Das Vorgehen der adaptiven Losterminierung ermöglicht eine bessere Ausnutzung re-
sidualer Produktionszeiträume und verkürzt somit die Durchlaufzeit der Aufträge. Eine
nachteilige Auswirkung seiner Anwendung liegt in der Reduktion der durchschnittlichen
Losgrößen. Da jedoch die Mindestlosgröße beachtet wird und die Adaption nur bei Exis-
tenz entsprechender freier Produktionsintervalle erfolgt, ist dieser Effekt zu vernachläs-
sigen. Der Schritt der Losadaption und -terminierung befindet sich in dem Pseudo-Code
der Basisheuristik in den Zeilen 19-35 (s. Anhang A.1, S. 184).
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3.3 Anwendung eines Genetischen Algorithmus
Die Basisheuristik folgt den oben beschriebenen Strategien stringent und untersucht
keine alternativen Handlungsoptionen. Diese wären jedoch in den drei wesentlichen Ent-
scheidungsprozessen der Loskomposition, Losreihung und Losterminierung vorhanden.
Da es möglich ist, dass eine andere Entscheidungsvariante in einem der drei Bereiche zu
einem höheren Zielfunktionswert beiträgt, soll dieser Abschnitt exemplarisch die Variati-
on der Losreihung untersuchen. Eine Veränderung der Losreihung adressiert vornehmlich
das Ziel, die ungenutzten Produktionszeiten auf der aktuell zu beplanenden Maschi-
ne zu reduzieren und somit die Durchlaufzeiten der Aufträge zu verringern. Über die
Losreihung und die anschließende Losterminierung werden wegen der retrograden Pla-
nungsweise jedoch implizit auch die auftragsspezifischen Deadlines auf der Vormaschine
bestimmt und darüber wiederum die wartezeitlich basierte Loskomposition beeinflusst.
Diese Wirkmächtigkeit macht die Untersuchung verschiedener Losreihungen interessant.
Eine Variation der Losreihung impliziert ihre Permutation. Um jene Losreihung zu
finden, die den größten Beitrag zu einer Zielfunktionsverbesserung liefert, müssten sämt-
liche Permutationen untersucht werden. Dies stellt jedoch in großen Probleminstanzen
des MBPMSIF eine rechenintensive Aufgabe dar und konstituiert daher auch dessen
Problemschwere (s. Abschnitt 2.2.3, S. 38). Eine Möglichkeit, die zu untersuchenden
Permutationen zu reduzieren, liegt in der Verwendung generischer Suchstrategien. Ei-
ne solche bietet das Instrument des Genetischen Algorithmus (GA). Der GA stellt eine
Metaheuristik dar, die das Prinzip der Evolution auf kombinatorische Optimierungs-
probleme anwendet, ohne spezifische Kenntnisse der zu lösenden Planungsaufgabe zu
besitzen (vgl. zu Metaheuristik S. 42). Um Kenntnisse über Optimierungsprobleme in
die Lösungsfindung einfließen zu lassen, werden in die Metaheuristiken problemspezifi-
sche Heuristiken für Teilaufgaben integriert. In dem hier präsentierten Fall setzt der GA
auf der oben vorgestellten Basisheuristik auf.
Der erste Unterabschnitt 3.3.1 soll das grundlegende Prinzip des GA sowie die da-
bei verwendeten Begrifflichkeiten in prägnanter Form erläutern. Der zweite Unterab-
schnitt 3.3.2 führt diese Einführung weiter aus und erklärt anhand der Entwicklung
des in diesem Forschungsvorhaben verwendeten GA die Funktionsweise der einzelnen
genetischen Operatoren. Da die Metaheuristik GA nur eine Hilfsmethode für die Lö-
sungsfindung darstellt, in weiten Teilen auf die Basisheuristik zurückgreift und überdies
das GA-Standardvorgehen mit einigen geringen Modifikation verwendet wird, werden die
folgenden Ausführungen nur eine grundsätzliche Einführung bieten. Für eine ausführli-
che Darstellungen zu der Funktionsweise, den Operatoren sowie weiteren Bestandteilen
sei auf Weicker (2007) verwiesen.
3.3.1 Grundlagen
GA sind bereits auf eine Vielzahl verschiedener Fließproduktionen angewendet worden
(Framinan u. a., 2004, S. 1250). In dem Bereich der Batchproduktion haben z. B. Kim u.
Kim (2002) einen GA für die Ablaufplanung einer zweistufigen Fließproduktion verwen-
det (vgl. Abschnitt 2.3.2, S. 49). Ihr Prozessmodell beinhaltet im ersten Prozess einen
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Batchprozessor sowie im zweiten Prozess einen seriellen Prozessor. Der GA von Kim
u. Kim permutiert die Auftragsreihenfolge vor dem Batchprozessor. Da die Loskompo-
sition stets Lose der maximalen Größe schafft (Politik der Volllose) und die Aufträge
innerhalb der Lose nach der SPT-Regel gereiht werden, variiert der GA ausschließlich die
Auftragszugehörigkeit zu den Losen. Eine Anwendung eines GA auf eine Fließproduktion
mit mehreren Batchprozessoren konnte in der Literatur nicht gefunden werden.
Der Ablauf der Evolution und des Genetischen Algorithmus folgt grundsätzlich den
folgenden Schritten (vgl. Weicker, 2007, S. 24 ff.):
1. Initialisierung einer Population von Individuen
2. Bewertung der Individuen
3. Umweltselektion für Populationserhalt (ab. 2. Iteration relevant)
4. Überprüfung der Terminierungsbedingung (ab. 2. Iteration relevant)
5. Selektion für Paarung verschiedener Individuen
6. Rekombination der Individuen
7. Mutation der Individuen
8. →Schritt 2
Für eine Anwendung eines GA auf ein Optimierungsproblem wird an eine diesbezügli-
che Lösung die Anforderung gestellt, mittels einer Sequenz von Informationen darstellbar
zu sein. Diese Sequenz wird in der Biologie als Genom oder auch Erbgut bezeichnet. Das
Genom codiert die Beschreibung der Eigenschaften und Merkmale des zu ihm gehörenden
Individuums. In dem Transfer auf das Optimierungsproblem entspricht ein Individuum
einer Lösungsvariante, dessen Spezifikation durch die Parameterkonstellation der einzel-
nen Gene seines Genoms bestimmt wird. Die möglichen Ausprägungen eines Gens werden
als Allele bezeichnet; von den möglichen Allelen eines Gens ist immer nur eines aktiv.
Da nicht immer aus dem Genom unmittelbar auf das Erscheinungsbild des Individu-
ums geschlossen werden kann, muss die genotypische Ausprägung in eine phänotypische
überführt werden (vgl. Weicker, 2007, S. 9 ff., auch im Folgenden). Der Phänotyp stellt
in dem GA die Basis für die Beurteilung eines Individuums hinsichtlich des durch sein
Genom erreichbaren Zielfunktionswerts dar. Anhand der Beurteilungsergebnisse werden
mehrere Individuen als Elternindividuen bestimmt, um durch die Rekombination ihrer
Genome Kindindividuen zu erzeugen. Entsprechend dem biologischen Vorbild bündeln
die Kindindividuen die Eigenschaften ihrer Eltern. Gemäß dem Vorbild der natürlichen
Evolution finden diese Generationswechsel mehrfach statt, so dass die Eigenschaften gu-
ter Lösungen gefördert werden und überleben und schlechte nicht weiter fortbestehen.
Der Zyklus der künstlichen Evolution beginnt mit der Generierung einer initialen Po-
pulation (Schritt 1). Diese besteht aus einer festen Anzahl von Individuen und besitzt
nach dem Standardmodell des GA eine konstante Größe über alle zu erzeugenden Gene-
rationen. In Schritt 2 werden die Individuen gemäß ihres Phänotyps und dessen Auswir-
kungen auf die Lösungsgüte des Optimierungsproblems bewertet. Die Schritte 3 und 4
sind erst nach Abschluss der ersten Iteration relevant. Nachfolgend werden aus der Popu-
lation mehrere Individuen für die Rekombination selektiert (Schritt 5). Die dabei verwen-
dete Selektionsstrategie ist nicht notwendigerweise auf die nach dem Zielfunktionswert
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besten Individuen fokussiert, sondern kann auch zufalls- oder turnierbasiert erfolgen.
Unter der Annahme, dass gute Individuen ähnliche Lösungen repräsentieren und sich
somit in ihren Genomen ähneln, befindet sich der Auswahlprozess damit in dem Span-
nungsfeld, genetische Vielfalt in der Population zu erhalten, durch die Wahl der richtigen
Individuen aber auch eine kontinuierliche Zielfunktionsverbesserung über die Generatio-
nen hinweg zu erreichen. Der Schritt 6 der Rekombination stellt einen der wichtigsten
genetischen Operatoren dar. In ihm werden die Genome von mindestens zwei Elternin-
dividuen zur Bildung eines oder mehrerer neuer Individuen miteinander kombiniert. Es
gibt eine Vielzahl verschiedener Rekombinationsverfahren. Das bekannteste ist das soge-
nannte One-Point-Crossover-Verfahren. Darin unterteilt dieselbe Zufallsstelle jedes der
beiden Elterngenome in zwei Kompartemente. Zur Bildung des kindlichen Genoms stiftet
der eine Elter anschließend sein erstes Genomkompartement, der zweite Elter sein zwei-
tes Genomkompartement. Wenn mehrere Kinder aus denselben Eltern entstehen sollen,
wird die Zufallsstelle mehrfach gezogen. Das One-Point-Crossover-Verfahren lässt sich
denkbar einfach erweitern. Es können z. B. beliebig viele Zufallstellen gezogen werden,
sodass die Eltern im Wechsel Genomintervalle an das Kind stiften. Ebenso muss die
Zufallsstelle nicht für beide Eltern identisch sein; eine Methodik gewährleistet in diesem
Fall ein kindliches Genom richtiger Länge. Im Anschluss an die Rekombination werden
die Kindindividuen getreu dem Vorbild mutiert (Schritt 7). Die Mutation hat den Sinn,
Orte im Lösungsraum zu erreichen, die durch die reine Rekombination nicht erreicht
werden können, da die dazu notwendigen Allele nicht aktiv sind. Der Mutationsoperator
dient somit als eine Art Innovationsgeber. Die Realisierungsmöglichkeiten einer künstli-
chen Mutation sind ebenso vielzählig wie jene der Rekombination. So können Allele z.
B. zufällig aktiviert werden oder neu generiert werden. Die geschaffenen Kindindividuen
werden nach ihrer Mutation in Schritt 2 gemäß ihrem Zielfunktionsbeitrag bewertet.
Im Anschluss findet in Schritt 3 eine Neukonstitution der Population statt. Die dafür
verwendeten Konzepte reichen von dem vollständigen Austausch der alten Population
bzw. Elterngeneration über eine Vermengung von Eltern- und Kindindividuen bis hin
zu Verwerfung aller Kindindividuen und Beibehaltung der Elterngeneration. Der Zy-
klus der künstlichen Evolution endet mit dem Einsetzen der Terminierungsbedingung in
Schritt 4. Dies kann z. B. das Erreichen eines Schwellwerts der Lösungsgüte oder eine
vordefinierte Anzahl erzeugter Generationen sein.
3.3.2 Entwicklung der genetischen Operatoren
Die Anwendung eines GA soll die Reihenfolge der Lose vor ihrer Terminierung permu-
tieren und auf diese Weise eine Losreihung finden, die vorteilhaft für beide Zielfunkti-
onsbestandteile ist. Da sich die Permutation der Losreihenfolge ausschließlich auf die
Belegungsplanung der aktuell zu beplanenden Maschine sowie die auftragsspezifischen
Deadlines auf der Vormaschine auswirkt, liegt es nahe, den GA für jede Stufe separat
anzuwenden. Aufgrund der retrograden Planungsrichtung der Los- und Ablaufplanung
wird der GA daher als kaskadierender Genetischer Algorithmus bezeichnet. Die Ab-
bildung 3.4 illustriert die Anwendung des kaskadierenden GA auf das MBPMSIF. Das
allgemeine Vorgehen startet mit der letzten Prozesstufe k = m und kaskadiert bis ein-
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Abbildung 3.4: Kaskadierende GA-Anwendung auf k = 3,2 einer dreistufigen Batchpro-
duktion
schließlich k = 2. In dem Fallbeispiel aus Abbildung 3.4 sind m = 3 Prozessstufen
vorhanden. Daher werden lediglich die Prozessstufen k = 3 und k = 2 per GA beplant.
Nach der Loskomposition und einer initialen Losreihung mittels GIW durch die Ba-
sisheuristik beginnt der GA mit dem Permutieren der Losreihung. Jedes von dem GA
generierte Individuum repräsentiert über sein Genom eine spezifische Losreihenfolge. In
der genotypischen Codierung einer Lösung entspricht ein Gen einem Los. Die Aneinan-
derreihung aller Lose ergibt demzufolge das Genom eines Individuums. Die Reihenfolge
der Gene bzw. der in ihnen aktivierten Allele gibt vor, in welcher Abfolge die Lose ter-
miniert werden. Das erste Gen beinhaltet das erste zu terminierende Los, das letzte Gen
das letzte.
Die Losreihenfolgen der Individuen werden für ihre Bewertung von der Basisheuristik
auf Maschine 3 terminiert. Die Loskompositionen, -reihungen und -terminierungen der
übrigen Maschinen 2 und 1 erfolgen anschließend ebenfalls durch die Basisheuristik. Ein
Individuum ist einem anderen überlegen, wenn seine Losreihung ein besseres Verhältnis
aus durchschnittlicher Losgröße (über alle Maschinen) und Durchlaufzeit erzielt. Der
GA terminiert nach einer vorgegebenen Anzahl von Generationen. Die Losreihung des
besten Individuums wird anschließend auf der dritten Maschine umgesetzt und termi-
niert. Dies determiniert die Deadlines der Aufträge auf der zweiten Maschine. Auf Basis
dessen komponiert die Basisheuristik die Lose für die zweite Prozessstufe und der GA
setzt seine Permutationsarbeit für diese Maschine fort. Nach der Beendigung des GA
auf Maschine 2 und der Umsetzung des besten Individuums findet keine weitere An-
wendung des GA statt. Die Lose der Maschine 1 werden auf Basis der Deadlines der
Aufträge durch die Basisheuristik komponiert, gereiht und terminiert. Der GA wird auf
die erste Maschine nicht angewendet, da eine Veränderung der Losreihung keinen Effekt
auf die Loskomposition einer vorgelagerten Maschine mehr hätte. Der Pseudo-Code des
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gesamten GA-Vorgehens befindet sich im Anhang A.4, S. 187. Im Folgenden werden die
einzelnen Schritte des GA erläutert.
Initialisierung einer Population von Individuen
Eine erste valide Lösung wird für die Probleminstanz unter Verwendung der Basisheu-
ristik generiert. Von dieser Lösung werden Kopien angefertigt, die durch den Mutati-
onsoperator modifiziert werden. Die mutierten Individuen bilden die initiale Population
für die Maschine m. Bei Anwendung des GA auf die Maschinen 1 < k < m werden die
initialen Populationen anhand mutierter Kopien des besten Individuums von Maschine
k + 1 gebildet.
Bewertung der Individuen
Der Bewertungsprozess erfolgt über die Anwendung der Basisheuristik. Diese terminiert
die Losreihenfolge, welche das Genom eines Individuums vorgibt, auf der aktuellen Ma-
schine und beplant auf dieser Basis auch alle Vormaschinen. Der Rang bzw. die Bewer-
tungshöhe eines Individuums ergibt sich aus den relativen Unterschieden seiner durch-
schnittlichen Losgrößen über alle Maschinen sowie der aus seine Genom resultierenden
durchschnittlichen Durchlaufzeit zu einem Superindividuum. Dieses Superindividuum
ist zu Beginn die von der Basisheuristik ermittelte Lösung für die aktuelle Problemin-
stanz. Ist ein Individuum dem Superindividuum überlegen, nimmt es seinen Platz ein.
Diese Dominanzrelation gleicht dem sekundären Ähnlichkeitsmaß (s. DLWCF,CS, S. 68)
und verlangt ebenso einen positiven Grenznutzen. Er ist formuliert als
(1− n/
∑m
k=1
∑vk
ok=1Bk,okv. Indiv.
n/
∑m
k=1
∑vk
ok=1Bk,okv. Superindiv.
) + (1− f v. Indiv./n
f v. Superindiv./n) ≥ 0 (3.10)
Umweltselektion für Populationserhalt
Das gewählte Populationskonzept sieht vor, dass in jeder Generation die Kindindividuen
ca. 60% der neuen Population bilden. Die restlichen 40% werden zufällig aus der alten
Population gezogen und mutiert. Die zufällige Ziehung und anschließende Mutation trägt
zu der Bewahrung der genetischen Diversität im Genpool bei. Diese ist wichtig, um
einem frühzeitigen Konvergenzprozess der Individuen auf ein lokales Optimum entgegen
zu wirken (Weicker, 2007, S. 62 ff.).
Selektion für Paarung verschiedener Individuen
Die Auswahl der zur Rekombination zugelassenen Elternindividuen erfolgt über eine
Quotierung sowie zufällige Ziehungen. Zunächst werden die bestbewertesten 20% aller
Individuen der aktuellen Population bestimmt. Nachfolgend werden aus ihnen zufällige
Elternpaare in gleicher Anzahl gebildet. Diese werden miteinander rekombiniert, wenn
eine reelle Zufallszahl unterhalb einer vorgegebenen Schranke liegt. Diese Schranke wird
auch als Rekombinationswahrscheinlichkeit bezeichnet und beträgt 0,6. Wenn die Zufalls-
zahl geringer der Schranke ist, wird das aktuelle Paar 5 Mal miteinander rekombiniert.
Die Anzahl der Kinder je Paar entspricht dem Kehrwert des betrachteten Bestenanteils
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der Population von 20%. Unter der Annahme, dass eine Population 100 bewertete Indi-
viduen zählt, werden 20 von ihnen für eine mögliche Rekombination vorselektiert. Aus
diesen werden 20 zufällige Paare gebildet. Ein Individuum kann an mehreren Paaren be-
teiligt sein. Für jedes Paar wird eine Zufallszahl aus dem Intervall [0;1] gezogen. Ist diese
≤ 0,6, werden aus diesem Paar 5 Kindindividuen erzeugt. Da der Zufallszahlziehung eine
Gleichverteilung unterliegt, werden ca. 12 Paare für eine Rekombination zugelassen. Dies
ergibt eine Summe von 60 Kindindividuen, die allesamt in die neue Population eingehen.
Die Paarung elitärer Individuen verfolgt vornehmlich das Ziel, den Zielfunktionswert
durch das Zusammenführen guter Individuen zu steigern. Die Einbindung einer Zufalls-
komponente erzeugt dabei Paarungskonstellationen, die durch deterministische Regeln
nicht herleitbar wären. Der Selektionsoperator fokussiert daher die Lösungsfindung auf
vielversprechende Bereiche des Lösungsraums des Optimierungsproblems, sorgt jedoch
innerhalb der Bereiche für eine möglichst große Suchdiversität. Dieses Vorgehen ermög-
licht das Finden unkonventioneller Lösungen und stützt gleichzeitig die genetische Viel-
falt innerhalb der Population.
Rekombination der Individuen
Als Rekombinationsoperator wurde der sogenannte Order-Crossover von Davis (1985)
gewählt. Der Order-Crossover zeichnet sich dadurch aus, dass er bei der Zusammenfüh-
rung elterlicher Genome partielle Reihenfolgen erhält. Die Funktionsweise soll anhand
eines Beispiels, das in Abbildung 3.5 illustriert ist, verdeutlicht werden.
Abbildung 3.5: Vorgehen des Order-Crossovers am Beispiel zweier Genome mit 7 Genen
Anhand von 2 Elternindividuen soll das erste von 5 Kindindividuen erzeugt werden.
Dazu wird als erstes ein Spenderelter bestimmt, von dem ein Genomfragment vollstän-
dig in das kindliche Genom kopiert werden soll. Die Rolle des Spenderelters wechselt
zwischen Elter 1 und 2 mit jedem Kind. Nach der Bestimmung des Spenderelters defi-
nieren eine Zufallsstelle sowie eine Zufallslänge das zu übernehmende Genomfragment
des Spenderelters. Die Zufallsstelle wird aus dem Wertebereich [1; Genomlänge-1] gezo-
gen. Die Zufallslänge des Fragments beträgt zwischen 30% und 50% der Genomlänge.
Sollte das gewählte Intervall über die Genomlänge des Spenderelters hinausgehen, um-
fasst das zu kopierende Genomfragment lediglich die Gene von der Zufallsstelle bis zum
Ende des Genoms. In dem Beispiel umfassen die Genome der Elternindividuen 7 Ge-
ne. Der Spenderelter ist der Elter 1. Aus ihm werden anhand der Zufallsstelle 2 und
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einer Zufallslänge von 3 Stellen das blaue, rote und grüne Los an die Stellen 2, 3 und 4
des kindlichen Genoms kopiert. Nachfolgend dient der Elter 2 zum Auffüllen der freien
Genstellen im Genom des Kindindividuums. Während des Auffüllvorgangs wird über
das Genom des zweiten Elters von links nach rechts iteriert. Lose, die bereits in dem
Kindgenom existieren, dürfen dabei nicht erneut übernommen werden. Dies bedeutet in
dem konkreten Beispiel, dass das erste zu kopierende Gen von Elter 2 durch das graue
Los repräsentiert wird. Die Genkopie des grauen Loses wird in die erste freie Stelle des
kindlichen Genoms, der ersten Stelle, integriert. Nachfolgend werden das violette und
hellblaue Los in die nächsten freien Stellen 5 und 6 sowie das orangene Los in die letzte
Stelle des Kindgenoms kopiert.
Durch die Verwendung des Order-Crossovers ist es möglich, eine Teilreihenfolge des
Spenderelters vollständig und die Reihenfolge des anderen Elters der Ordnung nach im
Kindindividuum zu bewahren. Dies ist für die hiesige Anwendung des GA von besonderer
Relevanz, da ausschließlich die Reihenfolge der Lose über den Zielfunktionswert des
MBPMSIF entscheidet und die Rekombination von Elternindividuen mit vorteilhaften
Losreihenfolgen in der Erwartung erfolgt, die positiven Bestandteile ihrer Losreihungen
miteinander zu kombinieren.
Mutation der Individuen
Bei Permutations-GA entspricht die Anzahl der Allele in einem Gen der Anzahl der
Gene im Genom. Dieser Umstand resultiert aus der genetischen Codierung von Opti-
mierungsproblemen auf Permutationsbasis. In ihnen repräsentiert jedes Gen ein Objekt
der zu permutierenden Reihenfolge. Da jedes Gen jedes Objekt repräsentieren kann und
in einem Gen nur ein Allel aktiv sein kann, ist die Anzahl der Allele je Gen mit der
Genomlänge sowie der Objektanzahl identisch. Als Besonderheit kommt die Anforde-
rung hinzu, derzufolge ein Allel bzw. ein Objekt nur einmal in dem gesamten Genom
vorkommen darf. Für Mutationsoperatoren gibt es in Permutations-GA daher keine
Möglichkeit, neue Allele zu schaffen. Mutationen können ausschließlich auf Basis von
Tauschvorgängen in der Objektreihenfolge bzw. durch die koordinierte Aktivierung und
Deaktivierung der Allele verschiedener Gene erfolgen. Der Mutationsoperator des hie-
sigen GA vertauscht mehrfach zwei zufällig gewählte Objekte miteinander. Die Abbil-
dung 3.6 verdeutlicht dies an einem Beispiel. In einem Genom mit 11 Genen finden zwei
Abbildung 3.6: Anwendung der vertauschenden Mutation an einem Genommit 11 Genen
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Tauschvorgänge statt. In dem ersten Tauschvorgang werden zunächst die aktiven Allele
des zweiten und siebten Gens, welche das blaue und orangene Los bestimmen, deakti-
viert. Anschließend werden in den Genen die jeweils anderen Allele aktiviert. Der zweite
Tauschvorgang findet zwischen dem Genen 5 und 10 statt. Darin tauschen das violet-
te und hellbraune Los ihre Plätze. In der programmiertechnischen Umsetzung werden
keine Allele aktiviert/deaktiviert, sondern ausschließlich Objekte einer Liste bzw. deren
Referenzen miteinander vertauscht. Die Anzahl der Tauschoperationen wird durch die
Multiplikation einer Mutationswahrscheinlichkeit bzw. -intensität mit der Anzahl der
Gene im Genom ermittelt. Da Mutationsereignisse in der Natur sehr selten sind, beträgt
die Mutationsintensität in dem hier entwickelten GA 2%. Die Abbildung beinhaltet aus
Gründen der Veranschaulichung überproportional viele Mutationen.
3.4 Evaluation
Dieser Abschnitt evaluiert die in den vorherigen Passagen vorgestellten Verfahren an-
hand mehrerer Experimente auf ihre Leistungsfähigkeit. Der erste Unterabschnitt 3.4.1
erklärt den Versuchsaufbau, welcher den Experimenten zugrunde liegt. Die Ergebnisse
der Versuche werden in dem Unterabschnitt 3.4.2 präsentiert und beurteilt.
3.4.1 Versuchsaufbau
Um die Leistungsfähigkeiten bzw. die Zielereichungsgrade der Basisheuristik sowie
des GA zu bestimmen, ist ein metrischer Vergleichsmaßstab notwendig. Bei NP -
vollständigen Optimierungsproblemen ist dieser üblicherweise relativer Art und setzt die
eigenen Forschungsergebnisse zu bereits publizierten Resultaten auf Basis identischer
Probleminstanzen ins Verhältnis (Lei u. Guo, 2011, S. 524 ff.). Da dabei der theoretische
maximale Zielerreichungsgrad des zugrunde liegenden Optimierungsproblems unbekannt
ist, nutzen diese Vergleiche ein intervallskaliertes Skalenniveau. Sie resultieren in quan-
titativ messbare Unterschiede, die einen direkten und konsistenten Rückschluss auf die
relativen Leistungsfähigkeiten der jeweiligen Verfahren zulassen.
In Bezug auf das MBPMSIF wurden bis dato keine Planungsverfahren oder Forschungs-
ergebnisse außer denen zu dieser Arbeit gehörenden publiziert. Ebenso hat der Stand der
Forschung verdeutlicht, dass nur wenige Forschungsarbeiten ähnliche Prozessmodelle be-
inhalten und dass die in ihnen vorgestellten Planungsmethoden nicht auf das MBPMSIF
übertragbar sind (vgl. Abschnitt 2.3, S. 42). Dies schließt einen relativen Vergleich mit
anderen Forschungsarbeiten aus. Als alternativer Vergleichsmaßstab bietet sich die Ver-
wendung eines ILP an (vgl. Su, 2003, S. 422 f.; Mirsanei u. a., 2009, S. 567 ff.). Seine
Ergebnisse bieten den Vorteil, die maximal erreichbaren Zielfunktionswerte der jeweili-
gen Probleminstanz zu repräsentieren. Ein Vergleich mit Ihnen findet daher auf einem
verhältnisskalierten Skalenniveau statt. Dies bedeutet, dass der absolute Nullpunkt im
Gegensatz zu dem intervallskalierten Skalenniveau bekannt ist. Aus einem solchen Ver-
gleich lassen sich die Leistungsfähigkeiten der Basisheuristik sowie des GA unmittelbar
schlussfolgern.
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Die Experimente sind in die drei Szenarien A, B und C unterteilt. Die jeweiligen
Parameterbelegungen der Szenarien sind in Tabelle 3.5 dargestellt. In allen Szenarien
ILP vs. Basicheuristik u. GA Basisheuristik vs. GA
Parameter|Szenario: A B C
SMINk 2 2,3 [k=1,2] 8,5,10 [k=1,2,3]
SMAXk 3 3,4 [k=1,2] 20,15,18 [k=1,2,3]
m 2 2 3
n [5. . . 25] [5. . . 25] 1.000
Familien/Maschine k 2,2 [k=1,2] 3,2 [k=1,2] 15,20,10 [k=1,2,3]
Pk,j in min [30. . . 60] ∀k [60. . . 90] ∀k [10. . . 40] ∀k
Max. SBk,j,c in % 8 ∀k 10,12 [k=1,2] 12,8,10 [k=1,2,3]
Transporte Tk,T ′k 5 ∀k 5 ∀k 5 ∀k
∆Zj in Tagen 5 5 15
ILP-Zeitschranke [min] 5 5 -
Instanzen/Auftragsanzahl 100 100 1
Tabelle 3.5: Parameterwerte der Versuchszenarien A, B und C
betragen die täglichen Arbeitszeiten 6.00 - 22.00 Uhr. Daraus resultiert eine Tagespro-
duktionszeit von 16 Stunden. Da das MBPMSIF NP -vollständig ist, wirkt sich die Größe
einer Probleminstanz direkt auf den Rechenaufwand aus, der zur Lösungsfindung mit-
tels ILP notwendig ist. Aus diesem Grund umfassen die Szenarien A und B, in denen
direkt mit dem ILP verglichen wird, lediglich Probleminstanzen bis zu einer Größe von
25 Aufträgen.
Das Szenario A stellt eine Fließproduktion im Umfang von 2 Maschinen dar. Jede
der Maschinen besitzt eine minimale Losgröße von 2 und eine maximale Losgröße von 3
Aufträgen. Es gibt auf jeder Maschine 2 Auftragsfamilien. Die familienspezifischen Be-
arbeitungsdauern der Aufträge liegen auf beiden Maschinen in dem Intervall von 30 bis
60 Minuten. Ein volles Los bewirkt auf jeder der Maschinen einen Skaleneffekt bzw. eine
zeitliche Reduktion von 8% der Gesamtbearbeitungsdauer. Die Transporte zu Lagern
oder von diesen zu Maschinen dauern jeweils 5 Minuten. Die Fertigstellungstermine der
Aufträge verteilen sich über 5 Tage. Dies entspricht wegen der Politik eines Fertigstel-
lungstermins je Tag 5 verschiedenen Zeitpunkten. Das Szenario A wird für jede Auf-
tragsanzahl von 5 bis 25 Aufträgen 100 Mal wiederholt. Dabei werden für jede Instanz
die Zugehörigkeiten der Aufträge zu den jeweiligen Auftragsfamilien, die Bearbeitungs-
dauern sowie die Fertigstellungstermine neu und zufällig gewählt. Jede Probleminstanz
wird mittels der Formulierung als ILP sowie via der Basisheuristik und dem GA gelöst.
Das ILP wird mit dem Gurobi Solver 5.0 von Bixby u. a. (2012) gelöst. Dabei werden
der Lösungsfindung 5 Minuten eingeräumt. Ist innerhalb dieses Zeitraums keine optimale
Lösung gefunden worden, wird der aktuelle maximale Zielfunktionswert genommen.
Das Szenario B unterscheidet sich von Szenario A durch eine heterogenere Parame-
terwahl. So divergieren z. B. die minimalen und maximalen Losgrößen (SMIN1 = 2,
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SMIN1 = 3, SMAX1 = 3, SMAX1 = 4), die Familienanzahlen (mf1 = 3, mf2 = 2)
sowie die Skaleneffekte (SB1,j,c1 = 10, SB2,j,c2 = 12) der Maschinen voneinander. Zu-
sätzlich variieren die Bearbeitungsdauern in dem Intervall [60;90] Minuten.
Das Szenario C unterscheidet sich wesentlich von den beiden vorherigen. Es definiert
eine signifikant größere Probleminstanz und entspricht in seiner Größendimension einer
praxisnahen Produktion. Das Szenario umfasst 3 Maschinen, 1.000 Aufträge, minima-
le/maximale Losgrößen von 8/20 (k = 1), 5/15 (k = 2) und 10/18 (k = 3) Aufträgen
sowie Familienanzahlen von mf1 = 15, mf2 = 20 und mf3 = 10. Die familienspezifischen
Bearbeitungsdauern liegen zwischen 10 und 40 Minuten je Auftrag und die maximal er-
reichbaren Skaleneffekte betragen 12% (k = 1), 8% (k = 2) und 10% (k = 3) der
Gesamtbearbeitungsdauer eines Loses. Die Fertigstellungstermine variieren zudem über
15 Tage. Aufgrund der Problemgröße des Szenarios C kann mit diesem nur ein Vergleich
zwischen der Basisheuristik und dem GA gezogen werden. Um die Leistungsfähigkeit
des GA zu untersuchen, wird dieser in dem Szenario C mit einer Parameterkonstellati-
on gestartet, die eine mehrtägige Laufdauer bewirkt. Aus diesem Grund wird Szenario
C lediglich an einer Probleminstanz getestet. Da sich die Populationsgröße sowie die
Generationenanzahl der Terminierungsbedingung maßgeblich auf die Laufzeit des GA
auswirken, differieren lediglich diese beiden Parameter zwischen den Szenarien A, B
und C. Die Mutationsintensität, die Rekombinationswahrscheinlichkeit sowie die Eltern-
Kind-Proportion liegen für alle Probleminstanzen aller Szenarien bei 2%, 60% sowie 5
Kindern/Elternpaar (vgl. Abschnitt 3.3.2). Die Populationsgröße und Generationenan-
zahl betragen für die Szenarien A/B 40 Individuen und 80 Generationen, sowie für das
Szenario C 80 Individuen und 2.000 Generationen.
Die Ausstattung des für die Experimente verwendeten Computersystems umfasst einen
Intel Xeon mit einer Taktrate von 3 GHz, 8 Prozessorkernen und 32 GB Arbeitsspeicher.
Da sowohl der Gurobi Solver als auch die programmiertechnische Umsetzung des GA
parallelisiert arbeiten, konnten alle Rechenkerne verwendet werden. Die Berechnungen
des Gurobi Solvers für die Szenarien A und B dauerten ca. 3,5 Tage. Die Anwendung
des GA auf die Szenarien A und B nahm jeweils ca. 1 Stunde in Anspruch. Das Szenario
C erforderte aufgrund der großen Generationenanzahl ca. 4 Tage.
3.4.2 Bewertung der Ergebnisse
Die Ergebnisse der Basisheuristik sowie des GA für die Szenarien A und B sind in ver-
dichteter Form in den Tabellen 3.6 sowie 3.8 (S. 94) zusammengefasst. Die Minimum-,
Maximum- und ∅-Werte der Tabellen zeigen die prozentuale Differenz der Lösungen der
Basisheuristik und des GA zu den Lösungen, die von dem Gurobi Solver auf Basis des
ILP ermittelt wurden. Die Bewertungskriterien sind die Durchlaufzeit sowie die durch-
schnittliche Losgröße über alle Maschinen; sie entsprechen den Zielfunktionsbestandtei-
len des ILP. Die statistischen Maße der Varianz und Standardabweichung basieren auf
der Differenzbetrachtung und entsprechen daher ebenfalls Prozentwerten. Davon unab-
hängig repräsentieren die Maße ∅, σ2 und σx gewichtete Mittelwerte. Ihre Mittelwerte
werden über alle Auftragsanzahlen gebildet, die mindestens eine Lösung vorzuweisen
haben. Die Gewichte resultieren aus den Anteilen der zulässigen Lösungen der jewei-
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ligen Auftragsanzahlen. Die Maße min und max stellen die minimale bzw. maximale
prozentuale Differenz aller heuristischen Lösungen zu denen des Gurobi Solvers dar.
Die Lösungen sind in zwei sich überschneidende Lösungsmengen unterteilt. Die Menge
Optimale Lösungen (Tabelle 3.6) beinhaltet ausschließlich Probleminstanzen, die vom
Gurobi Solver optimal gelöst werden konnten. Die Menge Alle verfügbaren Lösungen
(Tabelle 3.8, S. 94) umfasst neben optimalen Lösungen zusätzlich solche, die in dem
Gurobi Solver die aktuell beste Lösung mit dem Erreichen der Zeitschranke (5 Minuten)
darstellten. Die Berechnungsbasen der obigen Kennzahlen entsprechen in den beiden
Mengen den darin enthaltenen Lösungen.
Basisheuristik GA
Szenario A ∆-Durchlaufzeit ∆-∅-Losgröße ∆-Durchlaufzeit ∆-∅-Losgröße
min -32,90 -33,20 -32,90 -33,20
∅ 12,60 -2,34 8,06 -2,37
max 226,49 33,10 222,66 33,10
σ2 4,90 0,45 4,31 0,46
σx 19,68 5,84 18,00 5,88
Basisheuristik GA
Szenario B ∆-Durchlaufzeit ∆-∅-Losgröße ∆-Durchlaufzeit ∆-∅-Losgröße
min -26,99 -33,33 26,99 -33,33
∅ 11,66 -1,29 10,21 -1,25
max 162,36 40,00 157,88 40,00
σ2 4,40 0,59 4,32 0,60
σx 16,70 6,22 16,44 6,27
Tabelle 3.6: Gewichtete, durchschnittliche, prozentuale Lösungsdifferenzen der Basisheu-
ristik und des GA zu optimalen ILP-Lösungen in den Szenarien A und B
Menge der optimalen Lösungen der Szenarien A und B
Die Ergebnisanalyse der optimal gelösten Probleminstanzen zeigt auf, dass die Planun-
gen der Basisheuristik in Szenario A/B im gewichteten Durchschnitt 12,6%/11,66% län-
gere Durchlaufzeiten sowie 2,34%/1,29% kleinere Losgrößen als die optimalen Lösungen
bewirken würde. Der GA reduziert die Differenzen der Durchlaufzeit in den Szenarien A
und B auf 8,06% bzw. 10,21% bei nahezu konstanten Losgrößen (A:-2,34%; B:-1,25%).
Die minimale/maximale Differenz der Durchlaufzeit bzw. der durchschnittlichen Losgrö-
ße in Szenario A, welche die Basisheuristik in Relation zu den optimalen Lösungen der
ersten Menge verursacht, liegt bei -32,9%/226,5% bzw. -33,2%/33,1%. Der GA redu-
ziert von diesen Werten lediglich die Maximaldifferenz der Durchlaufzeit auf 222,66%.
In Szenario B betragen die minimale bzw. maximale Abweichung der heuristischen Lö-
sung zu der optimalen -26,99% bzw. 162,36%. Der GA kann auch in diesem Fall nur die
86
3.4 Evaluation
maximale Differenz der Durchlaufzeit in geringem Umfang auf 157,88% verbessern. Die
Streuung der Durchlaufzeitdifferenz beträgt für die Basisheuristik/den GA in Szenario
A 19,68%/18,00%. Die Differenz der durchschnittlichen Losgröße variiert in Szenario
A wesentlich geringer und entspricht für die Basisheuristik/den GA 5,84%/5,88%. Die
Differenz der Durchlaufzeit streut in Szenario B weniger (Basisheuristik: 16,70%, GA:
16,44%), die Differenz der durchschnittlichen Losgröße hingegen etwas mehr (Basisheu-
ristik: 6,22%, GA: 6,27%).
Eine umfassendere Leistungsevaluation bieten detailliertere Ergebnisbetrachtungen zu
einzelnen Szenarien, Auftragsanzahlen und Probleminstanzen. Für diesen Zweck visuali-
sieren die Diagramme der Abbildungen 3.7 sowie 3.8 die Resultate der beiden Szenarien.
In ihnen werden die Resultate der Basisheuristik jenen des ILP gegenübergestellt. Die
den Diagrammen zugrunde liegenden Daten sind in den Anhängen A.5 (S. 189) für
Szenario A sowie A.6 (S. 190) für Szenrio B tabellarisch aufbereitet.
Die Abbildungen tragen in den jeweils oberen Diagrammen die Differenz der Durch-
laufzeit zwischen der Lösung der Basisheuristik und der optimalen Lösung des ILP ab.
Der Nullpunkt der y-Achse repräsentiert die Lösung des ILP; eine positive/negative Dif-
ferenz auf der y-Achse zeigt daher eine längere/kürzere Durchlaufzeit der heuristischen
Lösung an. Da für jede Auftragsanzahl 100 verschiedene Probleminstanzen erzeugt wur-
den, wurden die Differenzergebnisse der Basisheuristik in Histogrammen zusammenge-
fasst. Die Spannbreite der Histogramme entlang der y-Achse entspricht dem Unterschied
zwischen der minimalen und maximalen Abweichung der Durchlaufzeit unter allen heu-
ristischen Problemlösungen der jeweiligen Auftragsanzahl. Jedes Histogramm ist in 10
Intervalle unterteilt. Ihre Breite ist für das einzelne Histogramm konstant, divergiert je-
doch infolge verschiedener Spannbreiten zwischen den verschiedenen Auftragsanzahlen.
Zusätzlich verdeutlicht die rote Linie die durchschnittlichen Durchlaufzeitabweichungen
der heuristischen Lösungen von dem ILP. Die gräulich markierte Fläche stellt die Streu-
ung (±σx) um die Mittelwerte der jeweiligen Auftragsanzahlen dar. Die blaue Linie
repräsentiert die Anzahl optimal gelöster Probleminstanzen und kann daher auch als
Vergleichsgrundlage der Auswertung interpretiert werden. Das untere Diagramm zeigt
in einer ebensolchen Darstellung die Differenzen der heuristischen Lösung zu jenen des
ILP für die durchschnittliche Losgröße an. Da der Gurobi Solver in Szenario A keine
Probleminstanz der Auftragsanzahlen > 22 sowie in Szenario B keine Probleminstanz
der Auftragsanzahlen > 18 optimal lösen konnte, existiert für diese Auftragszahlen keine
Vergleichsgrundlage für die Basisheuristik. Daher sind die Ergebnisse in Szenario A/B
nur bis einschließlich Auftragsanzahl 22/18 abgetragen.
In Anbetracht fehlender Alternativverfahren für das MBPMSIF kann eine qualitati-
ve Beurteilung der erzielten Ergebnisse nur auf Basis von Publikationen erfolgen, die
verwandte Prozessmodelle beinhalteten, jedoch die Performanz ihrer Verfahrensentwick-
lungen ebenfalls anhand eines Vergleichs mit einem ILP erheben. Dieser Vergleich ist
unscharf, verhilft jedoch zu einer Einschätzung hinsichtlich der Tauglichkeit der Basis-
heuristik. Su (2003, S. 422 f.) untersucht die Leistung einer Heuristik für die Minimie-
rung der Produktionsspanne in einer Fließproduktion mit einem Batchprozessor ohne
Auftragsfamilien und einem nachgelagerten seriellen Prozessor (vgl. Abschnitt 2.3.2,
S. 49). Die Experimente von Su umfassen 10 Probleminstanzen je Maschinenkapazität
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Abbildung 3.7: Spannweiten, Mittelwerte, Streuungen und Verteilungen des Vergleichs
der Basisheuristik mit optimal gelösten Probleminstanzen in Szenario A
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Abbildung 3.8: Spannweiten, Mittelwerte, Streuungen und Verteilungen des Vergleichs
der Basisheuristik mit optimal gelösten Probleminstanzen in Szenario B
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und Auftragsanzahl. Die Maschinenkapazität des Batchprozessors nimmt die Werte 3
und 4 ein. Die Auftragsanzahlen variieren zwischen 7 und 13 Aufträgen. Die durch-
schnittliche Lösungsdifferenz der Heuristik zu dem formulierten MILP beträgt 7,34%.
Die schlechteste gelöste Probleminstanz ist 11,86% vom Optimum entfernt. Die Quali-
tät der entwickelten Heuristik bewertet der Autor als sehr gut. Die mittlere Abweichung
der Basisheuristik der Szenarien A und B liegt für die Durchlaufzeit bei 12,13% sowie
für die durchschnittliche Losgröße bei -1,81%. Die maximalen Abweichungen betragen
unter allen Problemlösungen der Szenarien A und B 226,49% für die Durchlaufzeit sowie
40% für die durchschnittliche Losgröße. Unter Einbezug der höheren Komplexität des
MBPMSIF erscheint die durchschnittliche Leistung der Basisheuristik im Vergleich zu
den Ergebnissen von Su ebenfalls als sehr gut. Die maximalen Abweichungen, welche
die Basisheuristik verursacht, liegen jedoch signifikant über denen von Su. Dies mag
auf den Umfang der Experimente sowie auf die Verschiedenartigkeit der Prozessmodel-
le bzgl. ihrer Struktur und Planungskomplexität zurückzuführen sein. Während bei Su
von 140 generierten Probleminstanzen 90 optimal gelöste Probleminstanzen die Berech-
nungsgrundlage bilden, löste der Gurobi Solver in den Szenarien A und B von jeweils
2100 Probleminstanzen 1148 bzw. 1034 optimal. Die größere Berechnungsgrundlage in-
duziert ein breiteres Spektrum potenzieller Parameterkonstellationen und steigert somit
die Wahrscheinlichkeit ungünstiger Probleminstanzen. Der unterschiedliche Umfang der
Probleminstanzen kann jedoch nicht alleiniger Grund für die Diskrepanz der maximalen
Abweichungen sein. Eine weitere Ursache kann aus der höheren Planungskomplexität
des MBPMSIF resultieren, welche insbesondere durch die stufenspezifischen Auftrags-
familien bewirkt wird. Dieses Merkmal führt zu umfangreichen Interdependenzen und
erschwert es, generische Regeln bzw. Heuristiken zu formulieren, die jedwede Problem-
konfiguration hinreichend gut abdecken. Zudem zeigen die Histogramme, Mittelwerte
und Streuungsmaße der Abbildungen 3.7 und 3.8, dass solche Fälle Ausreißer darstellen
und die Basisheuristik die Mehrheit der Probleminstanzen gut bis sehr gut löst.
Den Abbildungen können weitere Beobachtungen entnommen werden, die Aufschluss
über die Arbeitsweise der Basisheuristik und das MBPMSIF geben. So ist in allen
Diagrammen der beiden Szenarien ein leicht steigender Trend der Minima/Maxima-
Intervalle erkennbar. Dies rührt von der steigenden Auftragsanzahl: Je mehr Aufträge zu
verplanen sind, desto bedeutender wirken sich Fehlentscheidungen der Loskomposition
und -reihung aus. Dieser Trend scheint sich im Szenario A nicht auf die Durchschnitts-
werte der Bewertungskriterien auszuwirken. In Szenario B ist dieselbe Entwicklung
hingegen auch für die Durchschnittswerte ersichtlich. Dies gibt einen Hinweis darauf,
dass die optimalen Lösungen mit einer steigenden Auftragsmenge komplexer werden und
zeigt den Einfluss auftragsübergreifender Interdependenzen auf, die mit einem generi-
schen Regelwerk nur unvollständig berücksichtigt werden können. Weiterhin beinhalten
beide Szenarien in unterschiedlich starken Ausprägungen Zyklen, in denen die Streuung
der Ergebnisse ab- und zunimmt. Diese scheinen im Szenario A einer höheren Frequenz
als in Szenario B zu folgen. In beiden Szenarien ist dies z. B. an der Auftragsmenge 12
ersichtlich. Diese Zyklen resultieren mutmaßlich aus den Verhältnissen der Auftragsmen-
gen zu den stufenspezifischen Familienanzahlen und Losgrößenvorgaben. Verschiedene
Konstellationen sind besser geeignet als andere, bewirken wenige oder viele Lose unter-
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halb SMINk oder offerieren mehrere Alternativen approximativ-optimaler Lösungen.
Die erwähnten Proportionen beeinflussen in Zusammenhang mit den kleinen Auftrags-
mengen zusätzlich das Erscheinungsbild der Histogramme. Während die Histogramme
der Durchlaufzeitdifferenzen insbesondere um die Nulllinie in jedem Intervall Werte
beinhalten, weisen die Histogramme der Differenzen der durchschnittlichen Losgrößen
eine äußerst sporadische Verteilung auf. Dies kann auf die geringe Anzahl divergenter
Wertausprägungen durchschnittlicher Losgrößen zurückgeführt werden. Aufgrund der
geringen Auftragsanzahlen und der kleinskaligen Intervalle zulässiger Losgrößen können
sich nur wenige reelle Werte ergeben.
Des Weiteren soll auf die Reagibilität der Durchlaufzeit bzgl. einer Veränderung der
Losgröße hingewiesen werden. In dem Szenario A/B ist anhand der Auftragsanzahlen
[14;15;16]/[13;14;15] ersichtlich, dass die Erhöhung der durchschnittlichen Losgrößen zu
Durchlaufzeitverlängerungen beiträgt. Dies bestätigt die Annahme, demnach größere
Lose längere Wartezeiten in Zwischenlagern bewirken (vgl. Abschnitt 2.2.1, S. 25).
Die Resultate des GA für die Szenarien A und B sind in vier Diagrammen in Abbil-
dung 3.9 dargestellt. Die zugrunde liegenden Werte befinden sich in den Anhängen A.7
(S. 191) für das Szenario A sowie A.8 (S. 192) für das Szenario B . Die beiden oberen
Diagramme der Teilabbildungen 3.9a und 3.9b stellen die durchschnittlichen Durchlauf-
zeiten der Lösungen der Basisheuristik sowie des GA den durchschnittlichen optimalen
Lösungen des ILP je Auftragsanzahl gegenüber. Die optimalen Lösungen entsprechen
auch in diesen Diagrammen der Nulllinie. Die unteren Diagramme der Teilabbildungen
führen denselben Vergleich für die Differenz der durchschnittlichen Losgröße durch. In
allen Diagrammen kennzeichnen hellblaue Flächen Verbesserungen des jeweiligen Merk-
mals durch die Lösungen des GA gegenüber der Basisheuristik. Hellrote Fläche mar-
kieren hingegen Verschlechterungen. Es soll darauf aufmerksam gemacht werden, dass
die Diagramme der Losgrößenveränderungen einen kleineren Maßstab besitzen als die
Diagramme der Durchlaufzeitveränderung. Der Skalenunterschied ist notwendig, um die
geringen Divergenzen zwischen Basisheuristik und GA in Bezug auf die Losgrößen vi-
sualisieren zu können. Da die Abbildungen die Veränderungen lediglich im Durchschnitt
darstellen, fasst Tabelle 3.7 zusätzlich Verbesserungen (+) und Verschlechterungen (-)
der Lösungsqualitäten gemäß der Substitutionsrichtung zwischen den Zielfunktionsbe-
standteilen sowie ihrer prozentualen Anteile zusammen. Die Berechnungsgrundlage stel-
len die 1148 (Szenario A) bzw. 1034 (Szenario B) optimal gelösten Probleminstanzen dar.
Die mit k. W. gekennzeichneten Konstellationen markieren Substitutionen der Zielfunk-
tionsbestandteile, die keinen positiven Zielbeitrag leisten würden und daher von dem GA
nicht beachtet wurden. Die Tabelle verdeutlicht, dass der GA in der Mehrheit der Pro-
bleminstanzen keine Veränderungen der Lösungen der Basisheuristik bewirkt (A: 57,3%;
B:76,1%). Dies scheint insbesondere der Abbildung 3.9a zu Szenario A zu widersprechen,
da diese für nahezu alle Auftragsanzahlen Verbesserungen bzw. Verschlechterungen der
durchschnittlich erzielten Lösung anzeigt. Die Erklärung für diesen Widerspruch liegt
in den spezifischen Probleminstanzen, deren heuristische Lösungen durch den GA ver-
bessert werden. Sie repräsentieren mehrheitlich Lösungen der Basisheuristik, die größere
Abweichungen von den optimalen Lösungen aufweisen als der Durchschnitt. Ein Bei-
spiel dafür ist in der Auftragsanzahl 21 des Szenarios A zu finden. Von der Lösung der
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(a) Szenario A
(b) Szenario B
Abbildung 3.9: Performanz des GA auf Basis optimal gelöster Probleminstanzen des ILP
in den Szenarien A und B
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Szenario A ∆ Durchlaufzeit Szenario B ∆ Durchlaufzeit
+ = - ∑ + = - ∑
∆ + 0,3 0,0 2,7 3,0 ∆ + 0,1 0,0 1,1 1,2
∅-Losgröße = 37,4 57,3 k.W. 94,7 ∅-Losgröße = 21,9 76,1 k.W. 98,0- 2,3 k.W. k.W. 2,3 - 0,9 k.W. k.W. 0,9∑ 40,0 57,3 2,7 100,0 ∑ 22,8 76,1 1,1 100,0
Tabelle 3.7: Differenzierte prozentuale Auswirkungen der GA-Anwendung auf die basis-
heuristische Lösungsqualität in den Szenarien A und B
einzigen optimal gelösten Probleminstanz weicht die von der Basisheuristik ermittelte
Durchlaufzeit um 22,8% ab. Der GA ist in der Lage, diese Differenz durch die Permuta-
tion der Losreihung auf 0% zu reduzieren und damit die optimale Lösung zu erreichen.
Der Erfolg des GA bei schlechten Lösungen resultiert aus der höheren Anzahl potenziel-
ler Lösungen, deren Zielfunktionswerte zwischen der Lösung der Basisheuristik und der
optimalen Lösung liegen.
In den Fällen mit Veränderungen überwiegen die Verbesserungen der Durchlaufzeit
(A: 40,0%; B:22,8%) vor denen der durchschnittlichen Losgröße (A: 3,0%; B:1,2%). Sie
erfolgen im Wesentlichen unter Konstanz der durchschnittlichen Losgröße (A: 37,4%; B:
21,9%), nehmen in Teilen jedoch auch dessen Verringerung in Kauf (A: 2,3%; B: 0,9%).
Die Bevorzugung der Durchlaufzeitverkürzung vor einer Verbesserung der durchschnitt-
lichen Losgröße bestätigt das bereits in den Abbildungen 3.7 und 3.8 identifizierte Sen-
sitivitätsverhältnis der beiden Zielfunktionsbestandteile untereinander. Eine Variation
der Losgröße hat demnach einen stärkeren Effekt auf die Durchlaufzeit als umgekehrt.
Es kann jedoch davon ausgegangen werden, dass diese Sensitivität bei einem Anstieg
der Auftragsmenge je Auftragsfamilie abnimmt. Eine Steigerung dieses Verhältnisses
bewirkt größere Anzahlen alternativer Loskompositionen und reduziert die Abhängig-
keiten, welche aus den Losgrößenvorgaben sowie Familienzugehörigkeiten resultieren und
Wartezeiten verursachen.
Im Mittel nähert der GA die Abweichung der Durchlaufzeit in den Szenarien A/B von
12,60%/11,66% auf 8,06%/10,21% an die optimalen Lösungen an (vgl. Tabelle 3.6, S. 86).
Der Mittelwert der Differenz der durchschnittlichen Losgröße verschlechtert sich in Sze-
nario A geringfügig von -2,34% auf -2,37%. In Szenario B verbessert sich dieser Wert von
-1,29% auf -1,25%. Damit ist ein positiver Beitrag des GA für eine Lösungsverbesserung
erkennbar. Die unterschiedlichen Intensitäten der Verbesserungen zwischen den Szenari-
en ergeben sich aus ihren differenten Planungskomplexitäten. Das Szenario B erfordert
wegen den maschinenübergreifend ungleichen Familienanzahlen und Kapazitätsrestrik-
tionen komplexere Loskompositionen, die durch die Permutation der Losreihung und die
anschließende Anwendung der Clusterprozedur in weniger Fällen erreicht werden.
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Menge aller verfügbaren Lösungen der Szenarien A und B
Innerhalb der Menge der verfügbaren Lösungen sind die ∅-Werte wegen der Berücksich-
tigung von Lösungen, deren Parameter nicht als optimal verifiziert wurden, im Allge-
meinen besser als jene der Menge optimaler Lösungen (vgl. Tabelle 3.8). Der Werteun-
terschied ist darauf zurückzuführen, dass ein Teil der verfügbaren Lösungen des Gurobi
Solvers ein frühes Stadium der Lösungsfindung repräsentieren und daher eine schlechte
Qualität aufweisen. Aufgrund der Unsicherheit der Lösungsqualität ist der Datenbe-
stand dieser Menge nicht geeignet, die Leistungsfähigkeit der Basisheuristik zweifelsfrei
zu evaluieren. Ihre Berücksichtigung in der Analyse kann jedoch dazu beitragen, die
Problemschwere des MBPMSIF zu verstehen. Detaillierte Daten sowie Diagramme des
Vergleichs der Basisheuristik mit den Lösungen der Menge der verfügbaren Lösungen
befinden sich in den Anhängen A.9 (S. 193) für das Szenario A sowie A.10 (S. 193) für
das Szenario B.
Szenario A Szenario B
∆-Durchlaufzeit ∆-∅-Losgröße ∆-Durchlaufzeit ∆-∅-Losgröße
min -78,09 -33,20 -86,45 -33,33
∅ 11,21 -1,69 7,50 0,18
max 226,49 33,10 162,36 40,00
σ2 5,45 0,50 5,83 0,60
σx 22,54 6,68 21,39 6,90
Tabelle 3.8: Gewichtete, durchschnittliche, prozentuale Lösungsdifferenzen der Basisheu-
ristik und des GA zu allen ILP-Lösungen in den Szenarien A und B
Für eine empirische Einschätzung der Problemschwere können die Anzahlen optimal
gelöster sowie verfügbarer Lösungen der Experimente herangezogen werden. Diese sind
für die Szenarien A und B in Tabelle 3.9 zusammengefasst. Die Werte verdeutlichen,
dass das MBPMSIF bereits in dem einfachen Szenario A bei einer Auftragsanzahl von
16 nur noch für jede zweite Probleminstanz und ab 23 Aufträgen für keine der Proble-
Szenario A|j 5-10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Optimal 100 99 99 91 81 62 52 37 18 5 2 1 1 0 0 0
Verfügbar 100 100 100 100 100 100 100 100 100 100 99 100 99 94 86 86
Szenario B|j 5-11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Optimal 100 95 81 61 46 41 9 1 0 0 0 0 0 0 0
Verfügbar 100 100 100 100 100 100 100 93 94 89 89 79 52 27 28
Tabelle 3.9: Anzahlen der optimalen und verfügbaren Lösungen der Szenarien A und B
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minstanzen optimal gelöst werden konnte. Zwar verfügt der Gurobi Solver für nahezu
alle Probleminstanzen der beiden Auftragsmengen über valide Lösungen. Jedoch kann
ihrer Optimalität nicht garantiert werden. Die Menge der verfügbaren Lösungen nimmt
zudem mit weiter steigender Auftragsmenge ab und ist für die Probleminstanzen der
Auftragsmenge 25 auf 86 abgesunken. Das Szenario B veranschaulicht, dass komplexere
Szenarien bereits bei geringeren Auftragsmengen nicht mehr optimal zu lösen sind. So
konnte der Gurobi Solver bei 15 Aufträgen nur noch 46% der Probleminstanzen und ab
19 Aufträgen keine Probleminstanz mehr optimal lösen. Die Qualitäten der verfügbaren
Lösungen nehmen zudem mit steigender Auftragsmenge ab. Dies kann der Abbildung A.2
(Szenario B, Anhang S. 196) entnommen werden. Sie zeigt, dass der Durchschnitt der
Lösungen der Basisheuristik ab 23 Aufträgen sowohl kürzere Durchlaufzeiten als auch
größere durchschnittliche Losgrößen bewirkt. Dies verdeutlicht die mangelnde Anwend-
barkeit exakter Verfahren für das MBPMSIF und bestätigt seine Problemschwere. Valide
Ablaufpläne realer Problemgrößen können daher nur mittels heuristischer Ansätze er-
stellt werden.
Lösung des Szenarios C
Das Szenario C besitzt nur eine einzelne Probleminstanz. Da die Problemgröße jede Lö-
sungsfindung via der Formulierung als ILP unmöglich macht, fokussiert dieses Szenario
auf eine vergleichende Betrachtung der Basisheuristik mit dem GA. Dazu soll im Ge-
gensatz zu den Szenarien A und B auf den Lösungsprozess des GA fokussiert werden.
Die Abbildung 3.10 zeigt dazu den Fortschritt, welchen der GA über die Generationen
erzielt hat. Das Diagramm trägt entlang der x-Achse die kaskadierende Anwendung des
GA im dritten sowie zweiten Prozess auf Basis seiner Generationen ab. Die Nulllinie der
y-Achse symbolisiert die von der Basisheuristik für das Szenario C ermittelte Lösung.
Die grüne Kurve stellt die Differenz der durchschnittlichen Losgröße dar, welche die im
aktuellen Superindividuum gespeicherte Lösung in Vergleich mit der Ausgangslösung
bewirkt. Die rote Kurve verdeutlicht dasselbe für die Differenz der Durchlaufzeit. Die
blaue Kurve stellt die Gesamtverbesserung dar und addiert die Differenz der Losgrö-
ße mit der negierten Differenz der Durchlaufzeit. Alle Differenzen stellen Prozentwerte
dar. Zunächst ist festzustellen, dass der Verlauf der blauen Kurve das typische Fort-
schrittsmuster eines GA aufzeigt (Weicker, 2007, S. 33). Dieses ist von einem initial sehr
zügigen Verbesserungsprozess der Lösungsgüte gekennzeichnet, dessen Geschwindigkeit
über die Generationen kontinuierlich abnimmt. Der sinkende Grenzertrag steht wesent-
lich mit der Annäherung an das Optimum sowie der Suchstrategie im Lösungsraum
im Zusammenhang. Das Zielkriterium des GA, demnach nur ein positiver Gesamtef-
fekt aus differenter Durchlaufzeit und Losgröße einen Lösungsfortschritt darstellt (vgl.
Gleichung 3.10, S. 80), führt über den Verlauf der Generationen zu einer steigenden Dis-
tanz zwischen der grünen sowie der roten Kurve. Zugleich verdeutlicht ein Vergleich der
beiden Verläufe das Substitutionsverhältnis der konkurrierenden Ziele großer Losgrößen
und kurzer Durchlaufzeiten. Die synchron verlaufenden Ereignisse der roten sowie grü-
nen Kurve zeigen auf, dass eine Verbesserung eines Bestandteils in der überwiegenden
Mehrheit der Fälle nur durch eine Verschlechterung des anderen zu erreichen ist. Der
GA hat die Bestimmung einer Losreihung im dritten Prozess mit einem bis dato erziel-
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Abbildung 3.10: Performanz des GA im Vergleich zur Basisheuristik in Szenario C
ten Gesamteffekt von 11,20% nach 2.000 Generationen abgeschlossen. Davon wurden
3,77% durch eine Steigerung der durchschnittlichen Losgröße bewirkt. 7,43% waren der
Reduktion der Durchlaufzeit zuzurechnen. Im Anschluss wurde die Permutation der Los-
reihung durch den GA für den zweiten Prozess mit einer Iterationsdauer von ebenfalls
2.000 Generationen fortgeführt. Nach der Terminierung des GA im zweiten Prozess wur-
de die Ablaufplanung beendet. Die erzielte Gesamtverbesserung beträgt 13,85%. Davon
entfallen auf die Nutzung größerer Lose 5,15%. Die Verkürzung der Durchlaufzeit nimmt
einen Anteil von 8,7% ein. Das Verhältnis zwischen den Verbesserungsanteilen deutet
darauf hin, dass die Sensitivität der Durchlaufzeit auf eine Veränderung der Losgröße
in dem Szenario C wesentlich geringer als in den Szenarien A und B ist. In Szenario
C nahm der GA mehrfach Verschlechterungen der Durchlaufzeit in signifikantem Maß
in Kauf. Dies bestätigt die Annahme, demnach der Quotient aus Auftragsmenge und
Familienanzahlen die gegenseitige Sensitivität der Zielfunktionsbestandteile beeinflusst.
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Der von der Basisheuristik bzw. dem GA erarbeitete Ablaufplan unterliegt in der Phase
seiner Umsetzung verschiedenen Umwelteinflüssen. Eine maßgebliche Abhängigkeit stellt
die zeit- und mengengenaue Bereitstellung der notwendigen Produktionsmaterialien für
die jeweiligen Bearbeitungsschritte dar. Da die Ablaufplanung der korrespondierenden
Produktion zeitlich mehrere Wochen vorgelagert ist, plant sie nicht auf Basis des vor-
handenen Materialbestands, sondern initiiert nach ihrem Abschluss entsprechende Be-
stellungen bei Zulieferern. Dies erfolgt in der Übereinkunft, die Materialien rechtzeitig
zu ihren Bedarfszeitpunkten zu liefern und reduziert somit den Kapazitätsbedarf im
Materiallager. Da jedoch externe Ereignisse zu Verzögerungen von Materiallieferungen
führen können, ist es möglich, dass infolge der Fehlmengen nicht alle Aufträge an den
ihnen zugedachten Bearbeitungsterminen realisierbar sind. Dies macht Modifikationen
des Ablaufplans notwendig, um die Bearbeitung der nicht realisierbaren Aufträge auf
der betroffenen Maschine sowie evtl. Folgemaschinen auf einen späteren Zeitpunkt zu
verschieben (Schuh, 2006, S. 480 f.). Folgemaschinen müssen in die Modifikationen mit
einbezogen werden, da die zeitliche Verschiebung einer Losbearbeitung auf einer Maschi-
ne Auswirkungen auf die Bereitstellungszeitpunkte der Aufträge für die Folgeinstanzen
sowie den dortigen Bearbeitungstermin haben kann.
Modifikationen der Ablaufpläne können nicht über die Basisheuristik erfolgen, da die-
se einen ausreichend großen Zeitvorlauf annimmt und ihre Planungsinstrumente trotz
der Funktion der Losadaption keine maximale Ausnutzung der Tagesproduktionsdauern
verfolgen. Eine Neuplanung mittels Basisheuristik könnte dazu führen, dass der Bearbei-
tungstermin eines Loses in der Vergangenheit liegt. Eine vollständige Planung mittels GA
scheidet aus demselben Grund sowie zusätzlich wegen des mehrtägigen Zeitaufwandes
seiner Berechnung aus. Die Entscheidungen der Ablaufsteuerung müssen zeitnah gefällt
werden. Aus diesem Grund entwickelt dieser Abschnitt mehrere Steuerungsmethoden,
die das Ziel verfolgen, die Bearbeitung betroffener Aufträge auf einen späteren Zeitpunkt
zu verschieben, jedoch ihre Fertigstellungstermine nach Möglichkeit einzuhalten.
Der erste Unterabschnitt 4.1 fasst die Annahmen sowie das generelle Vorgehen der
Modifikationsstrategien zusammen. Die Steuerungsmethoden bzw. die Strategien der
Planungsmodifikation werden im Unterabschnitt 4.2 dargestellt. Ihre Tauglichkeit wird
in Unterabschnitt 4.3 evaluiert.
4.1 Annahmen und grundsätzliches Vorgehen
Eine Produktions- bzw. Ablaufsteuerung überwacht die Umsetzungsphase eines zuvor
erstellten Produktions- bzw. Ablaufplans und greift ein, wenn eine Allokation aufgrund
unerwarteter Rahmenbedingungen zum vorbestimmten Termin nicht realisierbar ist. Die
Ablaufsteuerung ist somit reaktiv und erfolgt zu Zeitpunkten, an denen Kenntnis über
veränderte Produktionsparameter erlangt wird. Die Zeitdauern zwischen Planungsinter-
ventionen variieren daher und ergeben sich aus den Aktualisierungsintervallen bzw. der
Frequenz der eingehenden Informationen. In dem vorliegenden Fall wird von einem Ak-
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tualisierungsintervall von 24 Stunden und einem täglichen Aktualisierungszeitpunkt von
einer Minute nach Arbeitsende ausgegangen. Zu diesem Zeitpunkt werden die Bestands-
daten des Materiallagers pulkweise erfasst; die Wareneingänge eines Tages sind somit am
Folgetag mit Arbeitsbeginn für ihre Verarbeitung verfügbar. Die Ablaufsteuerung setzt
daher nach der Bestandsaktualisierung am Tag t ein und prüft für den Folgetag t + 1
die Umsetzbarkeit der entsprechenden Allokationen in den Terminplänen der Prozesse.
Da das Fehlen der Produktionsmaterialen in den jeweiligen Prozessstufen zu einer
verzögerten Bearbeitung der Lose bzw. Aufträge führen kann und somit die Möglichkeit
besteht, dass Aufträge die letzte Maschine erst nach dem vereinbarten Fertigstellungs-
termin verlassen, können Auftragsverspätungen erfolgen. Die Zielfunktion des ILP muss
daher erweitert werden. Sie wird daher für die Phase der Ablaufsteuerung wie folgt
formuliert:
min α · f + β · u · s+ γ · r (4.1)
mit f =
n∑
j=1
(max{Zj,FEm,j + Tm} − FB1,j) s =
m∑
k=1
n∑
j=1
NBk,j u ≥ 0
r =
n∑
j=1
(max{Zj,FEm,j + Tm} − Zj) und α + β + γ = 1 0 ≤ α,β,γ ≤ 1
In der Neuformulierung entspricht die Durchlaufzeit eines Auftrags der Differenz seines
Fertigungsbeginns auf Maschine 1 und seinem Fertigstellungstermin oder Fertigstellungs-
datum auf der letzten Maschine. Das Durchlaufzeitende wird durch das spätere Datum
der beiden Zeitstempel determiniert. Diese Betrachtung inkludiert somit auch Verspä-
tungen. Zusätzlich beschreibt der Term r die kumulierte Verspätung aller Aufträge (total
tardiness). Der doppelte Einbezug der Verspätung ist notwendig, um einen differenzier-
teren Einfluss auf die beiden Bestandteile nehmen zu können. Ohne r würde die Ver-
spätung in demselben Maße zu der Zielfunktion beitragen wie die Durchlaufzeit, d. h.
es gäbe ein Substitutionsverhältnis von 1:1. Da Verspätungen jedoch unter Umständen
Konventionalstrafen nach sich ziehen, sind sie höher zu bewerten. Diesem wird durch die
separate Formulierung der Verspätungen in r sowie durch die neu eingeführten Faktoren
α, β und γ Rechnung getragen. α, β und γ stellen Gewichtungsfaktoren der jeweiligen
Zielterme dar und ermöglichen es, die einzelnen Bestandteile zueinander in Beziehung zu
setzen. Somit übernehmen sie implizit die Aufgabe einer Kostenfunktion. Optional kann
der Term γ · r statt der Gesamtverspätung auch die Anzahl verspäteter Aufträge zusam-
menfassen (number of tardy jobs). Eine solche Zielformulierung bietet sich für den Fall
an, in dem die vertragliche Gestaltung der Liefervereinbarungen Verspätungsereignisse
stärker sanktioniert als ihre Zeitdauern.
Das allgemeine Vorgehen der Ablaufsteuerung ist in Abbildung 4.1 illustriert. An-
hand ihrer sollen die Bestandteile der Ablaufsteuerung erläutert werden. Im Anschluss
an das tägliche Arbeitsende sowie der Aktualisierung der Bestandsdaten des Materialla-
gers untersucht die Ablaufsteuerung zunächst für die erste Maschine die Umsetzung der
für den Folgetag allokierten Losfertigungen (Schritt 1). Da die Aufträge auf der ersten
Maschine physisch initiiert werden, ist ihre Realisierbarkeit einzig von den verfügbaren
Produktionsmaterialien abhängig. In Folgestufen stellt die vollendete Bearbeitung der
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Abbildung 4.1: Planungszyklus der Ablaufsteuerung
Aufträge in den Vorstufen sowie ihre rechtzeitige Weiterleitung ein weiteres Kriterium
des Freigabedatums dar (vgl. Abschnitt 2.2.2, S. 33). Wenn alle Allokationen des Fol-
getages umsetzbar sind, fährt die Ablaufsteuerung mit der Maschine k + 1 fort. Sollten
nicht realisierbare Lose bestimmt worden sein, versucht die Ablaufsteuerung in Schritt
2, diese in den Ablaufplan der jeweiligen Maschine an einem späteren Tag zu integrie-
ren. Da die dabei zur Anwendung kommenden Methoden ausschließlich auf Basis der
verfügbaren freien Produktionsintervalle der Maschinen arbeiten, werden sie unter dem
Begriff plankompatible Strategien zusammengefasst. Ihre detaillierte Darstellung erfolgt
gemäß ihrer Anwendungsreihenfolge in Abschnitt 4.2.1. Lose, denen durch die plankom-
patiblen Strategien kein späterer Fertigungstermin zugewiesen werden konnte, werden in
Schritt 3 der Liste unverplanter Lose hinzugefügt. Ihr Fertigungstermin wird damit aus
dem Terminplan bzw. Ablaufplan der Maschine entfernt. Die Liste unverplanter Lose
speichert die Lose tagesübergreifend und entfernt sie erst bei ihrer Neuterminierung. Sie
ist Basis für die Schritte 4-7. In Schritt 4 wird jedes der unverplanten Lose daraufhin
untersucht, ob seine stufenspezifische Deadline vor dem aktuellen Zeitpunkt bzw. in-
nerhalb der folgenden 3 Tage liegt. Lose mit entsprechend nahen Deadlines werden als
prioritär eingestuft und in Schritt 5 auf ihre Realisierbarkeit untersucht. Ist ein Los nicht
realisierbar, wird überprüft, ob es in ein realisierbares sowie ein nicht realisierbares Los
segmentiert werden kann. Beide potenziell entstehenden Lose müssen der Anforderung
von SMINk gerecht werden, andernfalls wird das Los nicht geteilt und sein Status der
Nicht-Realisierbarkeit bleibt erhalten. Für alle Lose, die anschließend realisierbar sind
(Schritt 6), wird in Schritt 7 versucht, eine Integration mittels präemptiver Strategien
in den Ablaufplan zu erwirken. Die präemptiven Strategien unterscheiden sich von den
plankompatiblen Strategien durch umfangreichere Rechte bzgl. der Losintegration und
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sind im Abschnitt 4.2.2 beschrieben. In Schritt 8 erfolgt unabhängig der unverplanten
Lose eine Analyse der Folgetage hinsichtlich ihres Belegungsgrads. Wenn Folgetage einen
hohen Belegungsgrad aufweisen, wird versucht, einzelne der darauf terminierten Lose auf
den betrachteten Tag t + 1 vorzuziehen. Dieses Vorgehen schafft produktive Freiräume
an Tagen mit einem hohen Bedarf an Produktionszeit. Dadurch werden die Handlungs-
spielräume der anderen Modifikationsstrategien erweitert. Aus diesem Grund stellt dieses
Vorgehen eine präventive Strategie dar. Sie ist in Abschnitt 4.2.3 beschrieben.
Nach Abschluss des Schrittes 8 wird mit der Folgemaschine fortgefahren. Wurde die
Ablaufsteuerung für den aktuellen Tag t+1 auf Maschine m abgeschlossen, fährt sie mit
dem Folgetag t + 2 fort. Eine Termination der Ablaufsteuerung ist wegen der kontinu-
ierlichen Produktion nicht vorgesehen. Der Pseudo-Code des allgemeinen Vorgehens der
Ablaufsteuerung befindet sich in Anhang B.1, S. 197.
4.2 Strategien der Planungsmodifikation
Die Methoden der Planungsmodifikation teilen sich in plankompatible, präemptive sowie
präventive Strategien auf. Ihre wesentlichen Unterschiede liegen in den Zeitpunkten ih-
rer Anwendung sowie ihrer Wirkmächtigkeit. Während die plankompatiblen Strategien
bemüht sind, den ursprünglichen Ablaufplan in möglichst geringem Umfang zu modi-
fizieren, können die präemptiven Strategien aufgrund der Dringlichkeit umfangreichere
Veränderungen in den Maschinenbelegungsplanungen vornehmen.
Die zwei wichtigsten Zeitstempel der beiden folgenden Unterabschnitte stellen das
stufenspezifische Freigabedatum sowie die stufenspezifische Deadline dar (vgl. Ab-
schnitt 2.2.2, S. 33). Da das Datum der Realisierbarkeit bzw. der Materialverfügbarkeit
erst mit seinem Eintreten bekannt ist, ergibt sich das Freigabedatum zunächst aus dem
Verfügbarkeits- bzw. Bereitstellungsdatum des Auftrages für die aktuelle Maschine. Für
die erste Maschine wird als Verfügbarkeitsdatum zunächst der Zeitpunkt 0 angenommen.
Sollte ein Auftrag auf einer Vormaschine nicht verplant sein, wird sein Freigabedatum
für die aktuelle Maschine auf den Arbeitsbeginn von t+ 2 gelegt. Dies erfolgt unter der
Annahme, dass der Auftrag aufgrund mangelnder Bestandsdeckung unverplant ist und
berücksichtigt den Umstand, dass am Folgetag t + 1 neue Wareneingänge erfolgen. Die
stufenspezifische Deadline eines Auftrags ergibt sich aus dessen Bearbeitungstermin auf
der Folgemaschine abzüglich der Transportdauern. Wenn es keine Folgemaschine gibt,
stellt der Fertigstellungstermin abzüglich der Transportdauer ins Warenausgangslager
die Deadline dar. Sollte ein Auftrag auf einer Folgemaschine unverplant sein, ergibt
sich seine Deadline auf Maschine k aus seiner Deadline auf Maschine k + 1 abzüglich
der Produktionsdauer seines Loses auf k + 1 sowie den Transportdauern. Dies zeigt
den spätest möglichen Produktionstermin an, zu dem der Auftrag fertiggestellt werden
kann und noch keine Verspätung in Folgeprozessen oder beim Kunden bewirkt. Die
stufenspezifischen Zeitstempel der Lose ergeben sich gemäß den Definitionen aus Ab-
schnitt 2.2.2, S. 33. Zusätzlich führt jedes Los seine gemäß Ablaufplan ursprüngliche
Deadline mit sich. Dieses wird zur Sortierung verwendet, um die Lose entsprechend
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ihrer ursprünglichen Ordnung bzw. der aktuellen Verspätung zu reihen. Lose, deren
ursprüngliche Deadlines weiter in der Vergangenheit liegen, haben daher Vorrang.
4.2.1 Plankompatible Strategien
Die plankompatiblen Strategien kommen in der Reihenfolge der Intensität ihrer Mo-
difikationsauswirkungen zur Anwendung. Dies soll die Veränderungen des Ablaufplans
auf das geringstmögliche Maß begrenzen, welches notwendig ist, um einem Los einen
späteren Fertigstellungstermin zu ermöglichen.
Regular-Search
Die einfache Suchstrategie Regular-Search (RS) ist die Umsetzung der zeitinversen Su-
che nach einem Produktionstermin (vgl. Abschnitt 3.2.1, S. 63). Das Vorgehen ist iden-
tisch zu dem retrograden Planungsvorgehen der Basisheuristik. Der Belegungsplan der
Maschine k wird, ausgehend von der Deadline des Loses, rückwärts nach einem freien
Produktionsintervall durchsucht. Ist ein solches nach dem Tag t+1 gefunden, ist die In-
tegration geglückt. Diese Strategie würde in einem unveränderten Ablaufplan, der direkt
aus der Basisheuristik oder dem GA stammt, keinen freien Produktionstermin finden.
Da jedoch das iterative Vorgehen und die verschiedenen Strategien Modifikationen am
Ablaufplan bewirken, können entsprechende Freiräume entstehen. Die Strategie RS stellt
daher das einfachste Werkzeug bereit, die Bearbeitung eines derzeit nicht realisierbaren
Loses auf einen späteren Zeitpunkt zu verschieben. Ein Darstellung der RS-Methode als
Pseudo-Code befindet sich in Anhang B.2, S. 198.
Regular-Shift-Search
Die Methode Regular-Shift-Search (RSS) arbeitet auf Basis der unbelegten Produktions-
intervalle. Zunächst erhebt RSS für jeden Produktionstag > t + 1 bis zur stufenspezi-
fischen Deadline die tageweise maximal generierbaren freien Produktionsintervalle. Für
deren Bestimmung nutzt es die Hilfsmethode Maximal-erzeugbarer Produktionsfreiraum
(MeP). MeP untersucht von t + 2 bis zu einer übergebenen Los-Deadline alle freien
Produktionsintervalle eines jeden Tags sowie die Möglichkeit, sie mittels dem Verschie-
ben aller Lose in Richtung Arbeitsbeginn zu bündeln. Der Pseudo-Code von MeP ist
in Anhang B.4, S. 198, abgetragen. Ein Beispiel der RSS-Anwendung ist in Abbildung
4.2 anhand eines nicht realisierbaren Loses des Tags t + 1 sowie der Neuterminierung
seiner Bearbeitung auf Tag t + 2 dargestellt. In der ersten Phase von RSS analysiert
die Methode MeP die freien Produktionsintervalle des Tages t+ 2. Sie beginnt mit dem
hellblauen Los und iteriert dann über alle nachfolgenden bis zur Los-Deadline. Da der
Bearbeitungsbeginn des hellblauen Loses mit dem Arbeitsbeginn des Tages zusammen-
fällt, kann ihm kein früherer Termin dieses Tages zugewiesen werden. Zwischen dem
Bearbeitungsende des hellblauen sowie dem Bearbeitungsbeginn des orangenen Loses
befindet sich jedoch ein Freiraum. Da das Freigabedatum des orangenen Loses vor dem
Bearbeitungsende des hellblauen Loses liegt, besteht die Möglichkeit, die Bearbeitung
des orangenen Loses vorzuziehen. Damit würde sich der produktive Freiraum, der vor
dem orangenen Los lag, mit dem dahinterliegenden verbinden. Fortführend wird das
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Abbildung 4.2: Analyse- und Umsetzungphase von Regular-Shift-Search
hellrote Los daraufhin untersucht, ob es bereits an dem neuen Bearbeitungsende des
orangenen Loses freigegeben ist. Da dies der Fall ist, erhöht sich der potenziell erzeugba-
re Freiraum auf die Summe der ersten drei Freiräume. Der Versuch, den Freiraum hinter
dem grünen Los mit einzubeziehen, scheitert an dessen Freigabedatum. Dieses verhin-
dert ein zeitliches Vorziehen seiner Bearbeitung. Die Hilfsmethode MeP gibt daher den
Bearbeitungsbeginn des grünen Loses sowie das davor maximal erzeugbare freie Pro-
duktionsintervall zurück. RSS vergleicht dessen Zeitdauer mit dem Zeitbedarf des nicht
realisierbaren Loses und entscheidet dann über eine Integration. In dem Beispiel der Ab-
bildung ist der erzeugbare Freiraum an t+ 2 ausreichend. Aus diesem Grund verschiebt
RSS die Bearbeitungen des orangenen sowie hellroten Loses auf den frühestmöglichen
Zeitpunkt des Tages und terminiert das nicht realisierbare Los von t+ 1 in die entstan-
dene Lücke. Wenn die Los-Deadline an einem späteren Tag liegen würde, würde RSS für
jeden Tag bis zur Deadline den maximal erzeugbaren Freiraum bestimmen. Aus ihrer
Menge würde für die Umsetzung jener Tag gewählt werden, der das kleinste, jedoch für
das nicht realisierbare Los ausreichende, freie Produktionsintervall bietet. Die Methode
RSS ist zur Veranschaulichung als Pseudo-Code in Anhang B.3, S.198, abgetragen.
Best-Fit-Search
Die Methode Best-Fit-Search (BFS) untersucht die Folgetage bis zur Deadline des nicht
realisierbaren Loses auf Lose, die an dem Produktionstag t+1 freigegeben sind. Das Ziel
liegt in dem koordinierten Verschieben mehrerer Lose eines Folgetages auf den Produk-
tionstag t + 1, sodass an dem Austauschtag ausreichend Kapazität zur Aufnahme des
nicht realisierbaren Loses geschaffen wird. Die Abbildung 4.3 visualisiert das Vorgehen
von BFS. Für eine Bearbeitung am Produktionstag t+ 1 kommen nur Lose infrage, die
sowohl realisierbar als auch verfügbar sind. Der relevante Zeitpunkt der Freigabeprüfung
sowie die zur Verfügung stehende Produktionsdauer ergeben sich aus der Methode MeP
für den Tag t+1 zuzüglich der Bearbeitungsdauer des nicht realisierbaren Loses. In der
Abbildung 4.3 entspricht die verfügbare Produktionskapazität am Tag t+ 1 nach links-
seitigem Verschieben des hellblauen Loses der Summe aus grauer sowie brauner Fläche.
Die infrage kommenden Lose der Folgetage werden getrennt nach ihren Herkunfts-
tagen gespeichert. Anschließend wird über die separaten Listen iteriert, beginnend mit
dem zeitlich nächsten Tag. In dem Beispiel werden die Tage t+2 sowie t+3 untersucht.
Die Lose, die am Tag t + 1 zum Bearbeitungsende des hellblauen Loses bereits freige-
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Abbildung 4.3: Analyse- und Umsetzungphase von Best-Fit-Search
geben sind, sind hervorgehoben und ihre Produktionsdauern braun hinterlegt. Da der
erzeugbare Freiraum in t + 2 zuzüglich der Produktionsdauer des hellroten Loses nicht
ausreicht, um das nicht realisierbare Los von t + 1 aufzunehmen, wird diese Positionie-
rungsalternative verworfen. Das hellrote Los des Tages t+ 3 beansprucht hingegen eine
größere Bearbeitungsdauer als das nicht realisierbare Los, kann aber durch die geschaf-
fene Produktionslücke noch am Tag t+1 aufgenommen werden. Aus diesem Grund wird
dieser Tausch in der Umsetzungsphase realisiert.
Da bei kurzen Auftragsdauern sowie geringen Losgrößen ein Produktionstag eine ho-
he Losanzahl beinhalten kann, besteht die Möglichkeit, dass für eine Terminierung auf
dem Tag t + 1 eine Losmenge ebensolchen Umfangs die Freigabe erhält. Um daraus
die Teilmenge zu identifizieren, die in ihrer Konstellation die zur Verfügung stehende
Produktionskapazität bestmöglich ausnutzt, verwendet BFS die Hilfsmethode Minimal
Knapsack Algorithmus (MinKnap). Dies ist ein Algorithmus, der von (Pisinger, 1997) für
das Rucksackproblem entwickelt wurde (vgl. Abschnitt 2.2.3, S. 39). Unter Verwendung
des Prinzips der dynamischen Programmierung sowie eines modifizierten Quick-Sort-
Algorithmus ist MinKnap in der Lage, aus einer Menge von mehreren tausend Objekten
jene zu selektieren, deren Kombination die Nutzensumme unter gleichzeitiger Einhal-
tung der Kapazitätsrestriktion maximiert. Um MinKnap in diesem Forschungsvorhaben
zu verwenden, wurde der Programmcode in die Programmiersprache Java konvertiert.
In der Adaption des Rucksackproblems auf das vorliegende Planungsproblem entspricht
ein Los einem Objekt. Die Losmenge eines Tages entspricht der Objektmenge, die zu-
sammen betrachtet wird. Die zur Verfügung stehende Kapazität wird nach Entfernung
des nicht realisierbaren Loses durch das maximal erzeugbare freie Produktionsintervall
an Tag t + 1 determiniert. Das Gewicht eines Objektes wird durch seine Produktions-
dauer bestimmt. Der Nutzen, den ein Los bei seiner Berücksichtigung beisteuert, setzt
sich zu 97% aus seiner Produktionsdauer sowie zu 3% aus einem deadlinespezifischen
Funktionswert zusammen. Die verwendete Funktion stellt ein reziprokes Verhältnis zwi-
schen dem aktuellen Zeitpunkt und der stufenspezifischen Deadline eines Loses her. Je
näher die Deadline eines Loses liegt, desto größer ist sein Funktionswert. Die Funktion
ist linear und weist der frühesten Deadline unter allen infrage kommenden Losen den
Wert der längsten Produktionsdauer aller Lose zu. Vice versa erhält das Los mit der
spätesten Deadline als Funktionswert die kürzeste Produktionsdauer unter allen Losen.
Der Anteil des Funktionswerts von 3% am Nutzen wurde durch empirische Tests be-
stimmt. Da er nur im geringen Maße zur Nutzenbildung des Loses beiträgt, fällt ihm
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lediglich eine Entscheidungsfunktion in indifferenten Fällen zu. Er sorgt dafür, dass von
zwei Losen mit identischen Produktionsdauern jenes bevorzugt wird, das eine frühere
Deadline besitzt. Dies reduziert potenzielle Verspätungen. Der Pseudo-Code von BFS
befindet sich in Anhang B.5, S. 199.
Shift-First-Fit-Search
Die Methode Shift-First-Fit-Search (SFFS) baut auf der Methode RSS auf. Statt die
Freiräume der Tage jedoch separat zu betrachten, wird versucht, die Freiräume meh-
rerer Tage miteinander zu verbinden. Für dieses Ziel werden von Tag t + 1 bis zur
stufenspezifischen Deadline des nicht realisierbaren Loses für jeden Tag die Freiräume
mit MeP erhoben sowie die darauf befindlichen Lose auf ihre Freigabe am Vortag un-
tersucht. D. h., dass die durch das nicht realisierbare Los geschaffene Produktionslücke
inklusive eines evtl. vorhandenen freien Produktionsintervalls am Tag t + 1 durch Lose
des Tages t+ 2 gefüllt werden, Losbearbeitungen des Tages t+ 3 in die neu geschaffene
Produktionslücke des Tages t+2 vorgezogen werden sollen usw. Um die neu geschaffenen
freien Produktionsintervalle eines Tages möglichst umfangreich zu befüllen, werden aus
den bereits freigegebenen Losen des Folgetages die bestgeeignetsten via MinKnap se-
lektiert. SFFS beendet die Suche, sobald der geschaffene Freiraum für eine Bearbeitung
des nicht realisierbaren Loses ausreicht oder die stufenspezifische Deadline erreicht wird.
Wenn die Suche einen ausreichenden Freiraum gefunden hat, terminiert SFFS das der-
zeit nicht realisierbare Los in der Produktionslücke des letztuntersuchten Tages. Wenn
bis zur Deadline des Loses keine seiner Bearbeitungsdauer genügende Produktionslücke
geschaffen werden konnte, werden die verschobenen Lose wieder an ihre ursprünglichen
Bearbeitungstermine im Ablaufplan integriert. Der Pseudo-Code dieser Strategie befin-
det sich in Anhang B.6, S. 199.
Job-Shift-Search
Die Methode Job-Shift-Search (JSS) verlässt das Aggregationsniveau der Lose und ver-
sucht die nicht realisierbaren Aufträge des derzeit nicht realisierbaren Loses anderen Lo-
sen derselben Familie hinzuzufügen. JSS kommt zur Anwendung, wenn die Anzahl der
realisierbaren Aufträge im nicht realisierbarem Los SMINk überschreiten. Die Bearbei-
tung geeigneter Ziellose darf erst nach dem Tag t+1 beginnen und muss über unmittelbar
angrenzende freie Produktionsintervalle verfügen, welche die notwendige Ausweitung der
Produktionsdauern gestatten. Zusätzlich darf durch ihre Ausweitung weder die stufen-
spezifische Deadline des Zielloses überschritten noch seine frühere Bereitstellung bzw.
Freigabe erforderlich werden. Die nicht realisierbaren Aufträge werden in der Reihenfolge
ihrer Deadlines anderen Losen hinzugefügt. Für jeden Auftrag werden Ersatzlose bis zu
der auftrags- und stufenspezifischen Deadline gesucht. Wenn es gelingt, alle nicht reali-
sierbaren Aufträge anderen Losen hinzuzufügen, wird das Ursprungslos realisierbar und
verbleibt mit einer verkürzten Produktionsdauer auf Tag t+1. Im gegenteiligen Fall wird
das Los aus dem Ablaufplan entfernt und der Liste unverplanter Lose hinzugefügt. Die
Funktionsweise von JSS wird als Pseudo-Code in Anhang B.7, S. 200, wiedergegeben.
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Divide-and-Conquer
Die Methode Divide-and-Conquer (D&C) arbeitet ebenfalls auf dem Niveau der Auf-
träge. Ihr Vorgehen ist ähnlich dem Schritt 5 des allgemeinen Vorgehens der Ablauf-
steuerung. So wird zunächst untersucht, ob das nicht realisierbare Los in eines mit rea-
lisierbaren sowie eines mit nicht realisierbaren Aufträgen unter Berücksichtigung von
SMINk aufgeteilt werden kann. Ist dies möglich, wird für das Los der nicht realisierba-
ren Aufträge mittels RS ein Produktionstermin gesucht, der nach dem Tag t + 1 liegt.
Wenn ein solcher gefunden wurde, wird das neu geschaffene Los an diesem terminiert.
Der produktive Zeitbedarf des Ursprungslos wird entsprechend gekürzt, seine Bearbei-
tung wegen der nun erzielten Realisierbarkeit jedoch auf Tag t + 1 belassen. Sollte für
das Los der nicht realisierbaren Aufträge bis zu seiner Deadline kein ausreichender Pro-
duktionszeitraum mehr vorhanden sein, werden seine Aufträge dem Ursprungslos wieder
hinzugefügt und dieses aus dem Ablaufplan entfernt sowie der Liste unverplanter Lose
angehängt. Die Methode D&C stellt die letzte plankompatible Strategie dar, da sie im
Gegensatz zu den anderen neue Lose schafft und somit den Zielfunktionsbestandteil der
maximalen durchschnittlichen Losgröße reduziert. Der Pseudo-Code der Strategie D&C
ist in Anhang B.8, S. 201, abgetragen.
4.2.2 Präemptive Strategien
Die Methoden der präemptiven Strategien verplanen Lose, die sich aktuell nicht mehr
im Ablaufplan befinden und deren stufenspezifischen Deadlines sehr zeitnah sind. Vor
Anwendung der präemptiven Strategien wird die Liste der derzeit unverplanten Lose
nach der initialen Deadline sortiert. Da es möglich ist, dass nach Schritt 5 kleinere Lo-
se entstehen, die eine neuartige Auftragskonstellation besitzen, ist es sinnvoll, erneut
plankompatible Strategien auf ihre Anwendbarkeit zu prüfen. Aus diesem Grund wird
für alle realisierbaren und unverplanten Lose zunächst versucht, sie durch die Methoden
RS, RSS sowie SFFS in den Ablaufplan zu integrieren. Dabei werden wegen der Reali-
sierbarkeit der Lose bereits Produktionstermine ab t + 1 akzeptiert. Sollte die erneute
Anwendung der plankompatiblen Strategien keinen Erfolg gebracht haben, werden die
Lose an die präemptiven Strategien übergeben.
Force-Next-Change
Die präemptive Strategie Force-Next-Change (FNC) erzwingt das Entfernen von einem
oder mehreren im Ablaufplan terminierten Losen zum Zwecke der Integration des be-
trachteten unverplanten Loses. Dazu identifiziert FNC zunächst alle Lose, die sich zwi-
schen dem Arbeitsbeginn des Tages t + 1 und der Deadline des zu verplanenden Loses
befinden. Entsprechende Lose werden in tagweisen Listen gespeichert. Innerhalb dieser
Listen werden anschließend jene aussortiert, deren stufenspezifische Deadlines < t + 4
sind. Ihnen wird dieselbe Priorität wie dem zu verplanenden Los zugeschrieben, sodass
ihre Terminierung als unumstößlich gilt. Fortführend wird, gemäß der zeitlichen Rei-
henfolge, für jede Tagesliste das MinKnap-Verfahren zur Auswahl der bestgeeignetsten
Lose verwendet. Als Kapazitätsvorgabe dient die Produktionsdauer des zu verplanenden
Loses. Da in diesem Fall die selektieren Lose aus dem Ablaufplan entfernt werden, wä-
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re eine bevorzugte Auswahl von Losen mit zeitnahen Deadlines nachteilig. Dies würde
zu einer erhöhten Anzahl verspäteter Aufträge führen. Aus diesem Grund entspricht in
FNC der Nutzen der Lose ebenfalls ihrer Produktionsdauer.
Nach der Selektion der zu entfernenden Lose wird geprüft, ob der maximal erzeugba-
re Freiraum nach ihrer Entfernung das zu verplanende Los aufnehmen könnte. Da die
selektierten Lose in der Summe ihrer Bearbeitung bestenfalls genau dem Zeitbedarf des
unverplanten Loses entsprechen und es möglich ist, dass die zur Entfernung bestimmten
Lose durch andere Lose voneinander getrennt sind, kann es sein, dass eine Platzierung
des zu verplanenden Loses nicht möglich ist. Sollte eine Neuterminierung des zu verpla-
nenden Loses an dem untersuchten Tag möglich sein, werden die Bearbeitungstermine
der selektieren Lose aus dem Ablaufplan entfernt, die Bearbeitung unbeteiligter Lose auf
den Zieltag evtl. vorgezogen und das zu verplanende Los in die entstandene Produktions-
lücke terminiert. Die entfernten Lose werden anschließend der Liste unverplanter Lose
hinzugefügt. Sollte der aktuelle Untersuchungstag keine Positionierung erbracht haben,
wird mit dem Folgetag fortgefahren. Wenn mit Erreichen der Deadline keine Neutermi-
nierung erfolgt ist, wird die Methode abgebrochen. Der Pseudo-Code von FNC wird in
Anhang B.9, S. 201, dargestellt.
Der Erfolg von FNC ist wesentlich von der Präsenz freier Produktionsintervalle sowie
zeitlich vorziehbarer Lose am Zieltag abhängig. Sie verfolgt daher keine bedingungslose
Integration, sondern fördert in ihrem Vorgehen Modifikationen des Ablaufplans, die zu
geringen Verlusten von Produktivzeit sowie wenigen Auftragsverspätungen führen.
Shortest-Overtime
Die Methode Shortest-Overtime (SO) stellt das letzte methodische Mittel dar, um un-
verplante Lose rechtzeitig vor ihrer stufenspezifischen Deadline in den Ablaufplan zu
reintegrieren. SO versucht die Losbearbeitung durch Überstunden zu realisieren. Für
dieses Vorhaben werden zunächst die Produktionslücken erfasst, die an den Tagen t+ 1
bis zum Vortag der Los-Deadline unmittelbar vor dem jeweiligen Arbeitsende durch
das Vorziehen der Lose erzeugt werden können. Anschließend wird für die größte po-
tenzielle Produktionslücke überprüft, ob sie unter Hinzunahme von Überstunden die
Bearbeitung des unverplanten Loses ermöglichen würde. Dabei kann die ursprüngliche
Tagesproduktionszeit maximal um 12,5% ausgedehnt werden. Eine Tagesproduktions-
zeit von 16 Stunden könnte demzufolge um 2 Stunden ausgedehnt werden. Wenn das so
geschaffene Produktionsintervall ausreicht, erfolgt die Terminierung des zu verplanenden
Loses; andernfalls wird die Methode beendet. Der Pseudo-Code der SO-Methode ist in
Anhang B.10, S. 202.
4.2.3 Präventive Strategie
In Schritt 8 der Ablaufsteuerung erfolgt unabhängig nicht realisierbarer sowie unver-
planter Lose eine Analyse der 3 sich dem aktuell untersuchten Produktionstag t + 1
anschließenden Folgetage [t+2;t+4] hinsichtlich ihres Belegungsgrads. Dieser wird als
Quotient aus der Summe der Produktionsdauern aller an diesem Tag zu bearbeitenden
Lose sowie der verfügbaren Tagesproduktionszeit auf Maschine k definiert. Wenn einer
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der untersuchten Folgetage einen Belegungsgrad von ≥ 80% aufweist, werden seine Lose
daraufhin überprüft, ob sie an dem Tag t+ 1 realisierbar sind. Bei mehreren Tagen mit
Belegungsgraden ≥ 80% wird mit dem zeitlich nächsten begonnen. Das weitere Vorge-
hen ist ähnlich der Methode BFS. Der einzige Unterschied besteht darin, dass kein Los
vom Tag t + 1 entfernt werden muss und die zur Verfügung stehenden Produktionslü-
cken ausschließlich aus den bereits existenten freien Produktionsintervallen besteht. Der
Schwellwert von 80% wurde durch empirische Tests bestimmt. Das Vorgehen der prä-
ventiven Strategie ist in Anhang B.11, S. 202, abgetragen. Der Schritt 8 schafft zeitliche
Freiräume für die Methoden der plankompatiblen sowie präemptiven Strategien an den
Folgetagen und ermöglicht es so, potenziellen Verspätungen von Aufträgen präventiv zu
begegnen. Da diese Maßnahme auch für die erste Maschine verwendet wird und die dorti-
gen Bearbeitungsbeginne der Aufträge die Messintervalle ihrer Durchlaufzeit begründen,
führt dieses Vorgehen zu einer geringfügigen Verlängerung der Durchlaufzeiten.
4.3 Evaluation
Dieser Abschnitt evaluiert die Leistungsfähigkeit der konzipierten Ablaufsteuerung. Der
Versuchsaufbau wird in Unterabschnitt 4.3.1 erklärt. Die Ergebnisse werden anschließend
in Unterabschnitt 4.3.2 dargestellt und bewertet.
4.3.1 Versuchsaufbau
Das Szenario, anhand dessen die Ablaufsteuerung evaluiert werden soll, wird durch die
Parameter der Tabelle 4.1 spezifiziert. Die Intention der heterogenen Parameterwahl
Parameter Wert Parameter Wert
m 3 n 1.000
SMINk 3,4,2 [k=1,2,3] SMAXk 13,16,14 [k=1,2,3]
Familien/ k 9,8,10 [k=1,2,3] Max. SBk,j,c in % 5,6,3 [k=1,2,3]
Pk,j in min [10. . . 60] ∀k Transporte Tk,T ′k 5 ∀k
∆Zj in Tagen 30 Arbeitsbeginn/-ende [A,A′] [6;22]
Instanzen 1.000 Max. Überstunden/Tag 2
Tabelle 4.1: Parameterwerte des Versuchszenarios zur Evaluation der Ablaufsteuerung
liegt in der Generierung umfassender stufenübergreifender Abhängigkeiten. Darüber hin-
aus ist davon auszugehen, dass eine Ablaufsteuerung, welche Planungsmodifikationen in
komplexen Problemsituationen effizient durchführt, auch vergleichbare Resultate für we-
niger komplexe Szenarien erzielen würde. Da die Prozessparameter realer Batchproduk-
tionen eine ähnliche Wertvarietät der Parameter aufweisen können, stellt die Komplexi-
tät des Szenarios zugleich eine Untersuchung der Praxistauglichkeit von Ablaufplanung
sowie Ablaufsteuerung dar.
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Abbildung 4.4: Dichtefunktion der Beta-Verteilung und ihre Adaption auf die Realisier-
barkeit der Aufträge
Für empirisch belastbare Ergebnisse werden von dem Szenario 1.000 zufällige Testin-
stanzen erzeugt, die durch die Basisheuristik gelöst werden. Der GA kommt nicht zur
Anwendung, da er für diese Instanzenanzahl einen zu großen Zeitbedarf beanspruchen
würde. Die von der Basisheuristik generierten Ablaufpläne stellen die Ausgangsbasis
der Ablaufsteuerung dar. Die Testinstanzen variieren in den Parametern der Bearbei-
tungsdauer je Auftrag, den Familienzugehörigkeiten und -größen sowie den auftrags-
spezifischen Fertigstellungsterminen. Letztere werden, äquivalent den Experimenten des
Abschnitts 3.4, über 30 Zeitpunkte an 30 Tagen gestreut.
Im Anschluss an die Erstellung eines Ablaufplans wird für jeden Auftrag auf jeder
Maschine der Zeitpunkt seiner Realisierbarkeit zufällig gezogen. Diese Vorgangsfolge
wird gewählt, um einen konstanten Anteil verspäteter Materiallieferungen sicherzustel-
len. Eine Festlegung der Realisierbarkeitszeitpunkte vor der Anwendung der Basisheu-
ristik könnte dazu führen, dass sich wesentlich mehr oder weniger Materiallieferungen
als der beabsichtigte Anteil verspäten würden. Der Anteil verspäteter Lieferungen wird,
in Vorbereitung auf das Anwendungsszenario, der Liefertreue in der Automobilindustrie
entlehnt. Nach einer Erhebung von Klink u. a. (2006) haben in der Automobilindustrie
durchschnittlich 3,5% aller Lieferungen Verspätung oder beinhalten fehlerhafte Teile.
Um hinreichende Anzahlen von Planungsmodifikationen zu bewirken und die Ablauf-
steuerung ausgiebig zu beanspruchen, wird dieser Anteil auf 5% erhöht. Die Zufallszie-
hung eines Realisierbarkeitsdatums folgt der Betaverteilung (Cramer u. Kamps, 2008,
S. 170). Durch ihre Parametrisierung mit p = 1,5 und q = 3 ermöglicht sie es, ein Lie-
ferantenverhalten abzubilden, das dem realen des Anwendungsszenarios weitestgehend
entspricht. Dieses ist durch einen zügigen Anstieg der Lieferquantitäten gekennzeichnet,
deren Zuwachs bzw. Grenzrate nach einer frühen Kulmination langsam abnimmt. Die
Dichtefunktion der Betaverteilung sowie ihre Anwendung auf die auftragsspezifische Ver-
spätung wird in Abbildung 4.4 dargestellt. Für die Bestimmung eines Realisierbarkeits-
datums wird zunächst der Bearbeitungsbeginn FBk,j des aktuell betrachteten Auftrags
j auf der aktuell betrachteten Maschine k dem Wert 0,705 des Gültigkeitsintervalls der
Dichtefunktion der Betaverteilung gleichgesetzt. An dieser Stelle beträgt die kumulier-
te Wahrscheinlichkeit 95%. Das Intervall [0,705; 1,0] wird auf das Zeitintervall [FAk,j;
FAk,j + 5Tage] skaliert. Anschließend wird eine betaveteilte Zufallszahl gezogen. Mit
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einer Wahrscheinlichkeit von 5% fällt diese in den bräunlich markierten Bereich und
generiert damit einen Realisierungstermin, der später als der Bearbeitungsbeginn des
derzeit betrachteten Auftrags liegt. Die abnehmende Wahrscheinlichkeit über den Zeit-
verlauf führt dazu, dass die Anzahl verspäteter Warenlieferungen mit der Zunahme der
Zeitdauer der Verzögerung abnimmt.
Vergleichsverfahren
Grundsätzlich bestehen drei Möglichkeiten, die Leistungsfähigkeit der Ablaufsteuerung
in Relation zu anderen Verfahren und ihren Lösungen zu setzen. Die erste liegt in dem
Vergleich mit einer alternativen Ablaufsteuerung. Da das Problem des MBPMSIF neu-
artig ist (vgl. Abschnitt 2.3, S. 42), sind solche Alternativen nicht existent. Eine zweite
Möglichkeit eines Vergleichs böte die Verwendung eines erweiterten ILP. Da damit jedoch
nur Probleminstanzen geringen Umfangs gelöst werden könnten und die Ablaufsteuerung
einem realistischen Belastungstest unterzogen werden soll, scheidet dieser Ansatz eben-
falls aus. Die letzte Option stellt der Vergleich mit einer Online-Planung dar.
Online-Verfahren bzw. Online-Planungen stellen einen konträren Ansatz zur Ablauf-
steuerung dar, da sie nicht auf einem bestehenden Ablaufplan aufbauen, sondern Lose
unmittelbar vor ihrer Bearbeitung auf der Maschine komponieren und terminieren. Ent-
sprechende Verfahren entscheiden auf Basis der zum Planungszeitpunkt realisierbaren
Aufträge sowie der ihnen zugehörigen Attribute wie z. B. der Fertigstellungstermine
oder den Produktionsdauern. Die realisierbaren Aufträge werden entsprechend dieser
Entscheidungsgrundlage sortiert. Ihre Reihung stellt eine Prioritätsliste des Momentums
dar, anhand derer das nächste Los komponiert und seine Fertigung ausgelöst wird. Kurz
vor dessen Bearbeitungsende wiederholt sich diese Prozedur für die Auswahl des nach-
folgenden Loses. Der Planungshorizont umfasst in diesem Fall nur die Produktionsdauer
des aktuell bearbeiteten Loses.
Es gibt in dem Bereich der Batchproduktion verschiedene Varianten von Online-
Verfahren. Grundsätzlich ist zu unterscheiden, ob das Verfahren Einfluss auf die Loskom-
position nimmt oder diese als gegeben hinnimmt. Letztere Varianten leiten die Lose nur
weiter und sind wegen der stufenspezifischen Auftragsfamilien des MBPMSIF hier nicht
anwendbar. Die Gruppe der Online-Verfahren, die auch die Loskomposition inkludieren,
lassen sich weitergehend in solche mit und ohne zeitliche Vorschau (lookahead) unter-
scheiden. Ein Beispiel für den Einbezug zeitlicher Vorschauen ist die Methode DJAH-F
von van der Zee (2002). van der Zee u. a. betrachten eine Fließproduktion, die aus ei-
nem Batchprozessor mit inkompatiblen Auftragsfamilien sowie einem nachgelagerten
seriellen Prozessor besteht. Die zufälligen Ankünfte der Aufträge am Batchprozessor
definieren die Zeitpunkte ihrer Realisierbarkeit. Die Auftragsankünfte und ihre Reali-
sierbarkeiten auf/am seriellen Prozessor werden durch die Fertigungsentscheidungen auf
dem Batchprozessor determiniert. Die zeitliche und mengenmäßige Bereitstellung der
Materialien, die für die jeweilige Auftragsbearbeitung notwendig sind, werden für beide
Prozesse als gegeben angenommen. Für einen begrenzten Zeitraum können zukünftige
Auftragsankünfte am Batchprozessor antizipiert werden. Die Methode DJAH-F verfolgt
das Ziel, die Summe der Wartezeiten aller Aufträge, die sich vor dem Batchprozessor
sowie zwischen diesem und dem nachfolgenden seriellen Prozessor ergeben, auf ein Mini-
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mum zu beschränken. Dieses ist für das betrachtete Prozessmodell äquivalent dem Ziel
der Durchlaufzeitminimierung. Da van der Zee u. a. keine Fertigstellungstermine in den
Fertigungsentscheidungen berücksichtigen, finden potenzielle Verspätungen der Aufträge
keinen Eingang in die Zielfunktion. Weitere Ansätze, die zeitliche Vorschauen nutzen,
kommen von Sha u. a. (2006), FOWLER u. a. (1992), Li u. a. (2009) sowie Tajan u. a.
(2008). Sie generieren aufgrund ihres Informationsvorsprungs zumeist bessere Lösungen
als jene Ansätze ohne lookahead, sind jedoch nicht auf das MBPMSIF übertragbar. Dies
resultiert aus dem Umstand, dass in dem MBPMSIF keine zeitliche Vorschau bzgl. des
Wareneingangs existiert und der Zeitpunkt der auftragsspezifischen Bestandsdeckung
einen immanenten Bestandteil der Realisierbarkeit eines Auftrags darstellt (vgl. zu Rea-
lisierbarkeit Abschnitt 2.2.1, S. 24). Weitergehend nutzen diese Verfahren ausschließlich
maximale Losgrößen, weisen andere Ziele als die Ablaufsteuerung des MBPMSIF auf und
sind zumeist für Einzelprozesse konzipiert. Stufenübergreifende Informationen wie z. B.
Auftragsfamilien werden in der Regel nicht weiter beachtet.
Der Gruppe der Online-Verfahren, die keine zeitliche Vorschau verwendet, liegen meist
sehr simple Regeln zugrunde. Ein Beispiel stellt die First-Fit-Regel dar. Diese bildet
die Lose in der Reihenfolge der zeitlichen Auftragsankünfte und macht die Losgröße
ausschließlich von der Maschinenkapazität abhängig (Buscher u. Shen, 2009, S. 136). Ein
gegensätzliches Beispiel stellt die Regel Minimum-Batch-Size dar (Neuts, 1967). In ihr
werden die Lose bis zu einer Mindestgröße befüllt und dann terminiert. Die Auswahl der
Aufträge erfolgt ebenfalls durch die Reihenfolge ihrer Ankünfte. Überdies verfolgen auch
die Online-Verfahren dieser Gruppe andere Ziele als die Ablaufsteuerung des MBPMSIF
und sind in der überwiegenden Mehrheit der Fälle für Einzelprozesse ausgelegt. Eine
kleine Übersicht entsprechender Online-Planungen bietet (UZSOY u. a., 1994, S. 47 f.).
Für das MBPMSIF konnte daher in der Literatur kein geeignetes Online-Verfahren
identifiziert werden. Aus diesem Grund wird für einen Vergleich mit der Ablaufsteuerung
ein Online-Verfahren entwickelt, dass auf den Erkenntnissen des Abschnitts 3.1 (S. 53)
beruht und die Methodik der Clusteranalyse verwendet. Das Verfahren beginnt an dem
Tag, an dem der Ablaufplan nach der Phase der Ablaufsteuerung die erste Losbearbei-
tung auf der ersten Maschine aufweist. Ab dem Arbeitsbeginn dieses Tages überprüft
das Verfahren auf jeder Maschine, ob Aufträge realisierbar sowie verfügbar sind. Die
freigegebenen Aufträge werden anschließend mit einer Clusterprozedur zu Losen zusam-
mengefasst. Das Clustering erfolgt ausschließlich auf Basis der gegenseitigen wartezeitli-
chen Abhängigkeiten WTCCF,CS (siehe Gleichung 3.5, S. 67). Da dem Online-Verfahren
eine Vorwärtsplanung zugrunde liegt, werden statt der stufenspezifischen Deadlines die
Fertigstellungstermine der Aufträge verwendet. Aus der Menge der geschaffenen Lose
werden nachfolgend solche heraussortiert, die die Mindestlosgröße der Maschine nicht
erfüllen. Die restlichen werden gemäß dem frühesten Fertigstellungstermin der in ih-
nen befindlichen Aufträge sortiert. Das erste Los wird anschließend terminiert. Diese
Prozedur wird unmittelbar vor dem Bearbeitungsende des zuvor terminierten Loses wie-
derholt, da in der Zwischenzeit neue Aufträge freigegeben worden sein können.
Von dem Verfahren werden zwei Varianten erstellt. Die Clusteringbasierte Online-
Planung auf Basis durchschnittlicher Losgrößen (COPA) sowie die Clusteringbasierte
Online-Planung auf Basis maximaler Losgrößen (COPF). Beide Varianten unterschei-
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den sich lediglich durch die maximal zulässige Clustergröße, die in der Clusterprozedur
generiert werden darf. Die Variante COPA erhält als Vorgabe die durchschnittlich er-
zielten Losgrößen der Basisheuristik in den jeweiligen Prozessen. Sollte eine solche ge-
ringer 2 ∗ (SMINk − 1) sein, wird die Losgrößenvorgabe auf diesen Wert erhöht (vgl.
Abschnitt 3.1, S. 54). Der Variante COPF unterliegt für die Erstellung der Cluster die
zulässige Maximalgröße der Lose der jeweiligen Maschine. Da die Ablaufsteuerung Über-
stunden generieren kann und dies die Vergleichbarkeit beeinflussen könnte, enthalten die
Ablaufpläne von COPA sowie COPF an den entsprechenden Tagen identische Auswei-
tungen ihrer Tagesproduktionszeiten. Die methodische Basis der beiden Varianten wird
in Anhang B.12, S. 202, anhand von Pseudo-Code dargestellt.
4.3.2 Bewertung der Ergebnisse
Die Ergebnisse des Versuchs sind in Tabelle 4.2 dargestellt. Sie fasst die Durchschnitts-
werte der auftragsspezifischen Durchlaufzeit und Verspätung, der Losgröße, sowie der
Anzahl verspäteter Aufträge für die Ablaufsteuerung, COPA und COPF, für alle Pro-
bleminstanzen zusammen. Eine detaillierte Darstellung der Ergebnisse sowie statistische
Kennzahl Basisheuristik Ablaufsteuerung COPA COPF
∅-Durchlaufzeit [Tage/Auftrag] 7,52 8,25 9,10 9,44
∅-Losgröße [Aufträge/Los] 4,55 3,78 3,84 7,18
∅-VVAM [Tage/Auftrag] 0,00 0,85 0,56 2,99
∅-VPAM [Tage/Auftrag] 0,00 2,41 1,96 5,38
∅-Anzahl versp. Aufträge 0,00 350,10 280,76 559,26
Vgl. zu Basisheuristik Ablaufsteuerung COPA COPF
∆-Durchlaufzeit
∅ 11,89% 22,03% 27,21%
σx 11,82% 24,02% 37,59%
∆-∅-Losgröße
∅ -16,86% -15,62% 57,83%
σx 3,18% 3,02% 18,77%
Tabelle 4.2: Evaluationsergebnisse der Ablaufsteuerung sowie von COPA u. COPF
Kennzahlen befinden sich in Anhang B.13, S. 204. Die Durchlaufzeit sowie die Verspä-
tung sind aus Gründen des Verständnisses auf Tagesbasis dargestellt. Die Verspätungs-
angaben sind in zwei Varianten aufgeführt. Die Verspätung auf Basis der vollständigen
Auftragsmenge (VVAM) stellt den Quotienten aus der kumulierten Verspätung aller Auf-
träge in Tagen und der vollständigen Anzahl von 1.000 Aufträgen dar. Die Verspätung
auf Basis einer partiellen Auftragsmenge (VPAM) stellt die Verspätung je verspätetem
Auftrag in Tagen dar. Die Resultate beschreiben ein ambivalentes Bild. Während die Ab-
laufsteuerung die durchschnittlich kürzeste Durchlaufzeit je Auftrag erreicht (8,25 Tage),
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bewirkt das Online-Verfahren COPA im Mittel die geringste Auftragsverspätung (0,56
bzw. 1,96 Tage). In den Losgrößen unterscheiden sich die beiden Verfahren hingegen nur
gering. Da die Kennzahl der durchschnittlichen Durchlaufzeit auch die Verspätungen der
Aufträge beinhaltet, wäre bei einer alleinigen Verfolgung der ersten beiden Zielfunkti-
onsbestandteile (α,β > 0;γ = 0) die Ablaufsteuerung überlegen. Es ist daher in dem
vorliegenden Fall entscheidend, wie stark eine Verspätung in Relation zur Durchlaufzeit
gewichtet werden soll. In den Testinstanzen nehmen die kumulierten Verspätungen an
den kumulierten Durchlaufzeiten einen Anteil von 10,3% für die Ablaufsteuerung sowie
6,2% für COPA ein. Dem Unterschied von 4,1% steht eine verlängerte Durchlaufzeit
von 11,3% bei COPA entgegen. Ob ein solches Substitutionsverhältnis hinnehmbar ist,
kann für den generellen Fall nicht beantwortet werden und ist von der zugrunde liegende
Kostenfunktion der jeweiligen Prozesskette abhängig.
Die geringere durchschnittliche Durchlaufzeit der Ablaufsteuerung ist nicht primär
auf diese zurückzuführen. Sie stellt das partiell konservierte Planungsresultat der Ba-
sisheuristik dar. Diese hat in der Phase der Ablaufplanung die Lose unter Einbezug
auftragsspezifischer und stufenübergreifender Abhängigkeiten geformt sowie terminiert
und so kurze Durchlaufzeiten erwirkt. Der Beitrag der Ablaufsteuerung liegt in der
mehrheitlichen Bewahrung bzw. dem Transfer der ursprünglichen Loskompositionen
und -reihenfolgen in der/die Umsetzungsphase. Für Produktionsszenarien, die ein ver-
gleichbares Vorwissen über die zu fertigenden Aufträge sowie äquivalente Materialver-
fügbarkeiten bieten, erscheint daher der kombinierte Einsatz einer zeitlich vorgelagerten
Ablaufplanung sowie einer die Produktionsperiode begleitenden Ablaufsteuerung sinn-
voll. Es ist allerdings davon auszugehen, dass die Ablaufsteuerung bei einer Zunahme
von Lieferverspätungen Durchlaufzeit- und Verspätungszuwächse bewirken würde, die
über jenen eines alternativen Online-Verfahrens lägen. Da jedoch der verwendete Ver-
spätungsanteil von 5% den in der Automobilindustrie tatsächlich auftretenden Anteil
überschätzt (vgl. Abschnitt 4.3.1), kann bei einer gemeinsamen Anwendung von Ab-
laufplanung und -steuerung in dem Anwendungsszenario in Kapitel 5 von geringeren
Verspätungen ausgegangen werden. Der relative Abstand zu einem alternativen Online-
Planungsverfahren würde dadurch weiter sinken, sodass damit von der Eignung des hier
vorgestellten Planungs- und Steuerungsansatzes für das Anwendungsszenario ausgegan-
gen werden kann.
Die Ergebnisse des Online-Verfahrens COPF bestätigen erneut die Wirkthese, der zu-
folge große Losgrößen zu längeren Durchlaufzeiten führen; wenngleich dieser Effekt in der
Evaluation aufgrund größerer Auftragsanzahlen je Auftragsfamilie merklich geringer ist
als in den Problemszenarien und -instanzen des Abschnitts 3.4.2 (S. 85). Dieser Effekt
wirkt sich im erheblichen Maße auf die durchschnittliche Anzahl und Dauer der Auf-
tragsverspätungen aus. Die generell sehr hohen Anzahlen verspäteter Aufträge sind auf
die stufenübergreifenden Abhängigkeiten infolge der maschinenspezifischen Auftragsfa-
milien sowie auf die Restriktion der Mindestlosgröße zurückzuführen. Ursprünglich hat
die Verwendung betaverteilter Realisierbarkeitszeitpunkte lediglich bei ca. 50 Aufträgen
je Maschine zu verspäteten Materiallieferungen geführt. Infolge der Auftragsbündelung
zu Losen nehmen nicht realisierbare Aufträge realisierbare Aufträge jedoch in Kollektiv-
haftung, sodass diese sich ebenfalls verspäteten.
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Dieses Kapitel transferiert das in Abschnitt 2.2 spezifizierte MBPMSIF sowie die dafür
entwickelten Methoden der Ablaufplanung und -steuerung (vgl. Kapitel 3 und 4) auf
die PPS eines Unternehmens, das mehrere Prozesse des CKD-Versands übernimmt. Die
Prozesskette des Unternehmens stellt ein Instanz des in Abschnitt 1.2 definierten abs-
trakten Prozessmodells dar. Da die PPS des Unternehmens nur Tage umfasst und die
entwickelten Methoden in dem Kontext des Anwendungsszenarios lediglich einen Pla-
nungshorizont von einigen Wochen überspannen, fokussiert dieses Kapitel auf die ope-
rative Produktionsplanung (vgl. Abschnitt 2.1.1). Für ein eingehendes Verständnis des
Anwendungsszenarios beschreibt der Abschnitt 5.1 die inhaltlichen Vorgänge der betei-
ligten Prozesse. Darüber hinaus erläutert er das operative Planungsvorgehen hinsichtlich
der Produktions- und Verbringungsaktivitäten. Der Abschnitt 5.2 beinhaltet den syste-
matischen Transfer des MBPMSIF auf das Anwendungsszenario. Da das Szenario in einem
Prozess eine Stauplanungsmethode erfordert, führt der Abschnitt 5.3 in die relevanten
thematischen Grundlagen ein und entwickelt sowie evaluiert verschiedene Stauplanungs-
heuristiken. Anschließend erklärt der Abschnitt 5.4 die Anwendung der in der Arbeit
entwickelten Methoden auf die Prozesse des CKD-Szenarios. In dem Abschnitt 5.5 er-
folgt abschließend die Verfahrensevaluation anhand mehrmonatiger Praxisdaten. Die
Evaluation beinhaltet einen Leistungsvergleich mit den real erzielten Kennzahlen sowie
eine, die ökonomischen Auswirkungen betrachtende, Kostenvergleichsrechnung.
5.1 Beschreibung des Anwendungsszenarios
Das Anwendungsszenario ist Bestandteil der Automobillogistik und subsumiert zwei Pro-
zessschritte einer CKD-Prozesskette. Das in diesem Kapitel betrachtete Unternehmen
übernimmt die im CKD-Verfahren notwendige Bündelung der Fahrzeugkomponenten zu
Sendungssätzen sowie deren Zusammenfassung zu Containerladungen. Diese Arbeits-
schritte erfolgen unmittelbar vor der Verschiffung. Das Zeitfenster für die Verrichtung
beider Tätigkeiten wird durch das Eintreffen der Fahrzeugkomponenten beim Unterneh-
men sowie die durch den Automobilhersteller vorgegebenen Verschiffungstermine defi-
niert. Während die Verschiffungstermine taggenaue Zeitangaben besitzen, sind für die
Anlieferung der mit der Schiffsabfahrt korrespondierenden Fahrzeugkomponenten ledig-
lich Zeitintervalle bekannt. Dieser Umstand resultiert aus der zeitlichen sowie geografi-
schen Bündelung von Lieferungen, welche die Zulieferer zum Zwecke der Reduktion von
Transportkosten vornehmen. Die Versandmenge entspricht einem Fahrzeugmengenäqui-
valent von ca. 1.500 Personenkraftwagen je Monat. Sie verteilt sich auf eine Vielzahl von
Destinationen, die sich aus sechs verschiedenen Ländern mit jeweils mehreren Ablade-
stellen ergeben. Der folgende Unterabschnitt 5.1.1 beschreibt die jeweiligen Prozessab-
läufe sowie -strukturen. An ihn schließt sich in Unterabschnitt 5.1.2 eine Darstellung des
operativen Planungsverfahrens an.
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5.1.1 Ablauf und Struktur der CKD-Prozesskette
Der erste Prozess hat 10 parallele, nicht synchronisierte Instanzen. Sie haben die Kom-
missionierung und Verpackung von Fahrzeugkomponenten in Packstücke zum Inhalt und
werden zusammenfassend als Montage bezeichnet. Die zu verpackenden Komponenten
werden aus einem Artikellager zugeführt. Da die Prozessinstanzen disjunkte Artikelspek-
tren bedienen und jede Instanz über eigene Ressourcen verfügt, bestehen zwischen ihnen
keine Abhängigkeiten. Um die stückbezogene Produktionsdauer durch die Verminderung
der Bereitstellungszeiten zu reduzieren, Mitarbeiter schneller einzulernen und Fehlver-
packungen zu vermeiden, zielt die Ausgestaltung des Prozesses auf eine Zusammenfas-
sung von Packaufträgen mit übereinstimmenden Artikelinhalten. Dies entspricht einer
schubweisen Abfertigung und kann als eine Fertigungsstufe mit typisierter Losbildung
interpretiert werden (Gudehus, 2010, S. 292). In der Literatur wird diese Praxis auch
als serienorientierte Kommissionierung bezeichnet (Pepels, 2007, S. 181). Die relevan-
ten Prozessrestriktionen umfassen minimale und maximale Losgrößen je Packstücktyp,
Terminvorgaben bezüglich der Fertigstellungstermine der Packaufträge sowie die Ar-
beitszeitkapazitäten der Instanzen. Alle Montageinstanzen weisen an den Werktagen
Montag-Freitag eine Arbeitskapazität von 16 Stunden auf, resultierend aus 2 Schich-
ten/Tag mit je 8 Stunden/Schicht. Am Samstag wird in 1 Schicht, am Sonntag gar nicht
gearbeitet. Die Personalstärken der einzelnen Instanzen variieren in Relation zu den
Arbeitsvolumina zwischen 1 und 10 Personen je Schicht. Die Packstücke werden nach
ihrer Fertigstellung aus allen Montageinstanzen in einem gemeinsamen Zwischenlager
zusammengeführt. Aus diesem Zwischenlager wird der zweite Prozess, die Containeri-
sierung, mit Packstücken bedient. Die Containerisierung hat 5 parallele und voneinander
unabhängige Instanzen, deren Aufgabe in der Konsolidierung der Packstücke zu Con-
tainerladungen liegt. Ihre Arbeitszeiten sind äquivalent zu denen der Montage. Jede
Instanz verfügt über einen Gabelstapler samt Fahrer sowie eine ihr zugewiesene Belade-
rampe. An dieser Beladerampe werden die Container zur Beladung auf LKW-Trailern
positioniert. Die Zielfunktion der Containerisierung verfolgt die maximale Ausnutzung
der Containerräume. Wesentliche Restriktionen sind die Destinationen der Packstücke,
allgemeine sowie packstückspezifische Stauvorgaben sowie aus den Schiffsabfahrten re-
sultierende Fristen der Fertigstellung der jeweiligen Konsolidierung. Die so generierten
Containerladungen können als typisierte Transportlose aufgefasst werden (Adam, 2001,
S. 15). Vollständig beladene Container werden in Abhängigkeit ihres Fertigstellungszeit-
punktes entweder in ein Containerlager auf dem Hof des Unternehmens oder direkt in
den Hafen verbracht. Die für diese Entscheidung relevante Frist beträgt 14 Wochentage,
innerhalb derer vor Schiffsabfahrtstermin dem Schiff zugewiesene Container im Hafen
angenommen werden.
Zusätzlich zu den in der Montage produzierten Packstücken erhält das Unternehmen
Direktlieferungen. Diese bestehen aus bereits kommissionierten und verpackten Artikeln
und gehen als fertige Packstücke direkt in das Zwischenlager. Von dort nehmen sie den
regulären Prozessweg und werden, vermengt mit den Eigenfertigungen, containerisiert
und verschifft. Der Materialfluss sowie die Prozesskettenstruktur des Unternehmens sind
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Abbildung 5.1: Terminliche Restriktionen und Prozesse des Anwendungsszenarios
in Abhängigkeit der beiden terminlichen externen ParameterWareneingang und Schiffs-
abfahrt in Abbildung 5.1 dargestellt.
5.1.2 Praktizierter Planungszyklus und -umfang
In dem Anwendungsszenario wird eine rollierende Planung mit sich überlagernden Pro-
duktionszyklen praktiziert. Aus der Perspektive des Materialflusses stellt ein Zyklus ei-
nen sukzessiven Transformations- bzw. Aggregationsprozess dar, in dem die Artikel nach
ihrem Wareneingang zunächst zu Packstücken bzw. Sendungen und diese dann, fortfüh-
rend im Prozessverlauf, zu Containerladungen aggregiert werden. Ein Produktionszyklus
hat eine zeitliche Reichweite von ca. 2 Monaten, beginnend mit der Übermittlung des
Produktionsprogramms und endend mit der letzten ihm zugehörigen Schiffsabfahrt. Je-
der Produktionszyklus besteht aus einer Wareneingangs-, einer Montage- sowie einer
Containerisierungsphase. Diese Phasen schließen aneinander an, verlaufen jedoch wegen
der Zunahme der Transformationsmengen zeitweise auch parallel.
Der Initiierungszeitpunkt eines Produktionszyklus wird durch das Aktualisierungsin-
tervall des Auftragsbestandes definiert: Jeweils am 20. eines Monats übermittelt der Au-
tomobilhersteller ein neues Produktionsprogramm. Dieses beinhaltet die Anzahl, Typen
sowie die Versandtermine der zu exportierenden Fahrzeuge. Aus diesen Daten leiten sich
über einen Schlüssel die Arten sowie die Mengen der Fahrzeugkomponenten ab. Entspre-
chend der Zusammensetzung der Fahrzeugkomponenten ergeben sich die zu erstellenden
Packstücktypen und -mengen. Die Anlieferung der erforderlichen Fahrzeugkomponenten
durch die Zulieferer beginnt unmittelbar nach Eingang des Produktionsprogramms und
hält bis zum Ende des Folgemonats an.
Aufgrund des monatlichen Auftragseingangs sowie der zweimonatigen Reichweite eines
Produktionsprogramms entstehen zwischen den Produktionszyklen Überlagerungen von
ca. 1 Monat. Diese sind notwendig, um die einzelnen Prozesse permanent mit Aufträgen
versorgen zu können. Dies erhöht die Ressourcennutzungsgrade in den jeweiligen Pro-
zessen und ermöglicht eine kontinuierliche Arbeitsbelastung des beteiligten Personals.
Die zeitliche Abfolge der einzelnen Tätigkeiten sowie dabei auftretende Überlagerungen
der Produktionszyklen und -phasen sind in Abbildung 5.2 dargestellt.
Montage
Während jeder Nacht gibt es eine automatische Bestandsprüfung, welche den Artikelbe-
stand mit dem Produktionsprogramm abgleicht und Packaufträge zur Erstellung reali-
sierbarer Packstücke generiert. Zu Beginn eines Arbeitstages schlägt eine PPS-Software
den Vorarbeitern der Montageinstanzen auf Basis der Liste der realisierbaren Packstü-
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Abbildung 5.2: Überlagernde Produktionszyklen und -phasen der rollierenden Planung
cke Loskompositionen sowie mögliche Fertigungsreihenfolgen vor. Die Losbildung erfolgt
in der PPS-Software anhand der Packstücktypen, typspezifischen Losgrößenminima und
-maxima sowie der zeitlichen Nähe zu den jeweiligen Schiffsabfahrten. Die Determination
der Losreihenfolgen erfolgt in der PPS-Software unter Berücksichtigung der Fertigungs-
dauern der Lose sowie der Tagesarbeitskapazitäten und Personalstärken der jeweiligen
Montageinstanzen. Die PPS-Software plant immer nur für einen Tag sowie ausschließlich
für den Prozess der Montage, d. h. tagesübergreifende sowie interprozessuale Planungen
bzw. Berücksichtigungen anderer, dem Prozess der Montage nicht zuzurechnender, Para-
meter und Restriktionen werden nicht beachtet. Die Vorarbeiter haben die Möglichkeit,
die vorgeschlagenen Reihenfolgen zu modifizieren, um ihre eigenen Erfahrungen mit ein-
zubringen.
Die Fertigungszeit eines Packstücks ergibt sich aus den Dauern für die Errichtung des
Rahmens bzw. Kartons des Einwegpackstücks, seiner Ladungssicherung und Versiege-
lung sowie für die Bereitstellung, Handhabung und Positionierung der Artikel. Da die
Rüstzeiten eines Packstücks, wie z. B. die Errichtung, direkt aus seinem Typ abzuleiten
sind und aus Vereinfachungsgründen die Annahme getroffen wird, dass sich Skalenef-
fekte als Folge der Losbildung gleichermaßen auf Rüst- und Fertigungszeiten auswirken,
kann eine Unterscheidung zwischen Rüst- und Fertigungszeit vernachlässigt werden. Die
Fertigungszeit subsumiert daher im Folgenden auch die Dauern, die für den Rüstvorgang
des Packstücks erforderlich sind. Die Produktionsdauer eines Loses ergibt sich aus der
Summe der Fertigungszeiten der in ihm enthaltenen Packstücke abzüglich eines Ska-
leneffektes (siehe Gleichung 2.30, S. 34). Nach der vollständigen Fertigstellung aller in
einem Los enthaltenen Packstücke erfolgt ihr Transport in das Zwischenlager.
Containerisierung
Die Auslagerungszeitpunkte und -reihenfolgen der Packstücke aus dem Zwischenlager
werden durch die Containerisierung bestimmt. Die Containerisierung arbeitet auf Basis
der Schiffsabfahrten. Das wesentliche Auslösekriterium für die Beladung eines Contai-
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ners ist der Füllstand des Zwischenlagers; die zeitliche Nähe zur Schiffsabfahrt sowie
die Annahmefrist für Container im Hafen sind nicht relevant. Wenn sich in dem Zwi-
schenlager 70% aller zu einem Schiff bzw. einer Schiffsabfahrt zugeordneten Packstücke
befinden, beginnt ihre Verbringung in die Container. Dieser Schwellwert stammt aus den
Erfahrungen der Vorarbeiter. Die verhältnismäßig lange Wartedauer bis zu dem Verla-
debeginn des Versandvolumens einer Schiffsabfahrt soll dazu beitragen, die Stau- bzw.
Nutzungseffizienz der Container zu steigern. Dies erklärt sich aus der umfangreicheren
Packstückmenge, die dann zur Verfügung steht: Je größer die Anzahl der Packstücke
im Zwischenlager, desto stärker ist ihre Heterogenität hinsichtlich ihrer Packstückmaße.
Eine größere Anzahl verschiedener Packstückmaße ermöglicht den Mitarbeitern, entstan-
dene Lücken in der Stauanordnung des Containers mit möglichst passgenauen Packstü-
cken aufzufüllen. Damit werden die Nutzungsraten der Containervolumina gesteigert.
Die Stauplanung eines Containers bzw. die Planung seiner Befüllung wird vollständig
manuell durchgeführt und erfolgt in zwei Stufen. Zunächst allokiert der Vorarbeiter der
Containerisierung eine Packstückmenge zu einem Container. Ein Gabelstaplerfahrer voll-
zieht dann die Beladung des Containers und erstellt, simultan mit dem Verfahren der
Packstücke, den Stauplan.
In beiden Stauplanungsschritten sind Restriktionen zu erfüllen. Der Vorarbeiter muss
bei der Selektion von Packstücken zur Bildung einer gemeinsamen Containerladung ver-
schiedene Segmentierungsvorgaben beachten. Packstücke, die gemeinsam in einen Con-
tainer sollen, müssen in den folgenden Kriterien übereinstimmen:
• Schiff und Schiffsabfahrtstermin
Die die Packstücke transportierenden Containerschiffe sind im Linienverkehr tätig.
Da der Zeitpunkt der Ankunft der Packstücke im Zielland weder zusätzliche La-
geraufwendungen noch Produktionsverzögerungen verursachen soll, ist ihre pünkt-
liche Lieferung erforderlich. Daher müssen Packstücke, die in denselben Container
sollen, dem gleichen Schiff mit dem gleichen Abfahrtstermin zugeordnet sein.
• Destination
Da die Schiffe verschiedene Häfen anfahren, ist es erforderlich, dass die Packstücke
die gleiche Destination aufweisen. Diese setzt sich aus dem Zielland sowie der
Zielabladestelle der Packstücke zusammen.
• Fahrzeugtyp
Eine zusätzliche Anforderung des Automobilherstellers verlangt die Segmentierung
der Packstücke gemäß der Fahrzeugtypen, die in ihnen transportiert werden.
Der Gabelstaplerfahrer hat bei der Verstauung auf verschiedene Staurestriktionen zu
achten. Sie betreffen die Anordnung der Packstücke und ge- bzw. verbieten packstückspe-
zifische Positionierungen. Da sämtliche Staurestriktionen durch die zur Anwendung kom-
mende Stauplanungsmethode abgebildet werden müssen, um einen vollständigen Ver-
gleich des Planungsvorgehens mit dem operativen Vorgehen zu ermöglichen, wird bezgl.
der Spezifizierung der Staurestriktionen auf Abschnitt 5.3.2, S. 127, verwiesen.
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Schwachstellen der operativen Planung
Das Szenario beinhaltet vollständiges Wissen über die zu packenden und zu konsolidie-
renden Packstücke innerhalb der jeweiligen Produktionszyklen; es gibt keine dynamisch
ankommenden Aufträge. Dies ermöglicht der Theorie nach die vollständige Planung al-
ler Montage- und Containerisierungsabläufe a priori und erlaubte es, Methoden und
Strategien der Ablaufoptimierung anzuwenden, um prozessinterne sowie -übergreifende
Effizienzpotenziale zu nutzen. Jedoch würden die in Menge und Zeitpunkt nicht ex-
akt vorherbestimmbaren Wareneingänge der Artikel Verzögerungen bei der Umsetzung
der erstellten Ablaufpläne bewirken. Zuvor terminierte Packstückfertigungen könnten
bei fehlenden Fahrzeugkomponenten nicht durchgeführt werden und müssten auf einen
späteren Zeitpunkt verschoben werden. Dies ist vor dem Hintergrund unverrückbarer
Fertigstellungs- bzw. Schiffsabfahrtstermine, der übrigen noch umzusetzenden Packauf-
träge sowie der Wirkungen auf Abläufe in Folgeprozessen eine komplexe Herausforde-
rung. Die Unsicherheit des Wareneingangs induziert auf diese Weise Dynamiken in der
gesamten Prozesskette des Unternehmens und ist damit hinsichtlich seiner planerischen
Auswirkungen gleichrangig dem Charakteristikum dynamisch eintreffender Aufträge.
In dem operativen Montageablauf wird der Unsicherheit des Wareneingangs durch eine
tagesaktuelle Planung auf Basis bestandsgedeckter Packaufträge begegnet. Dies vermei-
det die Modifizierung des Ablaufplans. Die schwellwertbasierte Arbeitsweise der Contai-
nerisierung reduziert ebenfalls den Einfluss von Dynamiken, da erst bei der physischen
Existenz einer Mindestmenge von Packstücken im Zwischenlager die Containerisierung
einer Schiffsabfahrt beginnt. Dies kann Dynamiken jedoch nicht gänzlich vermeiden, da
die Ankünfte der restlichen 30% der Packstücke einer Schiffsabfahrt im Zwischenlager
nicht vorhersehbar sind und somit Verzögerungen bei Containerisierungsvorgängen auf-
treten können.
Diese beiden einfachen Strategien führen gemäß den Erfahrungen der Vorarbeiter zu
stabilen Arbeitsabläufen. Die Planungsautonomie der Prozesse verhindert jedoch die
Nutzung von Potenzialen, die durch eine interprozessuale Abstimmung zur Synchronisa-
tion des Materialflusses generiert werden könnten. So beachtet die tagesaktuelle Planung
der Montage nicht die Eignung ihrer Tagesproduktion auf eine etwaige Verstauungskom-
patibilität. Als Folge lagern die Packstücke verhältnismäßig lange im Zwischenlager, um
den 70%-Schwellwert der Containerisierung zu erfüllen und eine ausreichende Größen-
varianz für eine hinreichend gute Staukonstellation aufzuweisen. Ein weiteres Planungs-
versäumnis ist der Nichteinbezug der Hafenfrist zur Containerannahme. Dies verursacht
ebenfalls ein dauerhaft hohes Lagervolumen im Containerlager. Eine gemeinsame Ablauf-
planung beider Prozesse könnte daher unter Einbezug der terminlichen Umweltparame-
ter sowohl die durchschnittlichen Durchlaufzeiten als auch die Lagerbestände reduzieren
helfen. Bei der Umsetzung einer solchen Planung wären jedoch Methoden notwendig,
die in der Lage sind, die Auswirkungen der Wareneingangsdynamiken auf den Planungs-
vollzug zu handhaben. Je enger die einzelnen Abläufe und Tätigkeiten verschiedener
Prozesse aufeinander abgestimmt sind, desto
• geringer werden die notwendigen Lager- und Zeitpuffer sowie die damit korrespon-
dierenden Kapitalbedarfe und Unterhaltskosten,
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• größer werden prozessübergreifende Interdependenzen hinsichtlich der Abläufe,
• geringer wird die operative Flexibilität, um auf unvorhergesehene Verzögerungen
zu reagieren.
Eine Gegenüberstellung der Kosten, die bei dem operativen Vorgehen durch die um-
fangreicheren Lagervolumina sowie bei dem Planungsvorgehen durch die verringerte Dy-
namikresistenz innerhalb der Prozesskette entstehen, erfolgt in Abschnitt 5.5.
5.2 Modelltransfer
Das in Abschnitt 2.2 (S. 22) spezifizierte Prozessmodell kann auf das Anwendungsszena-
rio adaptiert werden. Dabei werden die Aufträge der Fließproduktion durch Packaufträ-
ge bzw. Packstücke der CKD-Prozesse dargestellt. Der Montageprozess entspricht einem
ersten losbasierten Prozess mit Sammelverarbeitung (Batchprozessor) und schubweiser
Abfertigung der Packstücke (batch availability model). Er wird aus dem Artikellager mit
Artikeln versorgt. Der Containerisierungsprozess demonstriert einen zweiten Prozess, in
dem die Packstückverbringung in den Container die prozessuale Verarbeitung und die
Containerladung das Los darstellen. Durch den Abtransport des Containers erfolgt auch
im Containerisierungsprozess eine schubweise Abfertigung der Packstücke. Zwar stellt
der Container ein Transportlos dar, doch sind dessen Eigenschaften aus der Perspektive
des Verarbeitungsprinzips identisch mit jenen des Fertigungsloses (Shabtay u. Steiner,
2007, S. 1654; Potts u. Kovalyov, 2000, S. 228 f.; Webster u. Baker, 1995, S. 696). Die
Reihenfolge der Packstücke im Los ist im Montageprozess unerheblich, im Containeri-
sierungsprozess für die Umsetzung des zuvor erstellten Stauplans jedoch maßgeblich.
Beide Prozesse haben aufgrund ihrer räumlich beschränkten Kapazitäten maximal
erlaubte Losgrößen (SMAXk). Während jedoch SMAXk im Containerisierungsprozess
aufgrund der Volumina von Standardcontainern generisch formuliert wird, resultiert es
im Montageprozess aus den verfügbaren Packflächen der einzelnen Instanzen sowie den
Abmaßen der Packstücke. Die maximalen Losgrößen sind daher im Montageprozess spe-
zifisch je Packstücktyp. In Ergänzung zu SMAXk beinhalten beide Prozesse auch ökono-
misch begründete Mindestlosgrößen (SMINk). SMINk definiert sich im Containerpro-
zess durch die aktuellen Luftfrachtkosten, da der Lufttransport die einzige Alternative
darstellt. Weil die Luftfrachtkosten erheblich über denen des Containertransports liegen,
ist der Versand eines Containers mit nur einem Packstück häufig bereits ökonomisch
sinnvoller. Die Mindestlosgrößen des Montageprozesses sind wegen der spezifischen Flä-
chenbedarfe der Packstücktypen während des Packvorgangs je Packstücktyp definiert.
Die Fertigungsdauern der Lose ergeben sich sowohl in der Montage als auch in der
Containerisierung aus den Summen der Bearbeitungsdauern der in den Losen enthal-
tenen Aufträge. Die Bearbeitungsdauern der Packstücke in der Montage sind typen-
spezifisch und inkludieren sämtliche Rüst-, Tot-, Weg- und Bearbeitungszeiten (vgl.
Abschnitt 2.1.1, S. 11), die mit der Erstellung der Packstücke in Beziehung stehen.
Die Rüstzeiten beinhalten den Aufbau des Einwegladungsträgers für das Packstück. Die
Aufbaudauer ist von dem jeweiligen Packstücktyp abhängig. Für jedes Packstück muss
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ein separater Aufbau erfolgen. Daher verhalten sich die Rüstzeiten losgrößenproportio-
nal, so dass sie den einzelnen Bearbeitungsdauern aufgeschlagen werden können. Die
Bündelung der Packstücke zu Montagelosen führt zu einem Größendegressions- bzw.
Skaleneffekt (vgl. Abschnitt 2.1.1, S. 11). Dieser entspricht dem logarithmischen Skalen-
effekt des Abschnitts 2.1, S. 28. Ein Los maximaler Größe erzielt eine Reduktion seiner
Gesamtbearbeitungszeit von ρ = 5%. Lose, die nur einen Auftrag beinhalten, generieren
keinen Skaleneffekt. Alle darüber hinausgehenden Größen erzielen einen zusätzlichen,
seinem Grenzertrag nach jedoch abnehmenden, Skaleneffekt.
Da sich die Bearbeitungszeiten eines Containerloses aus den Verfahrdauern in den
Container ergeben und diese weitestgehend unabhängig von den Eigenschaften der zu
transportierenden Packstücke sind, wird in diesem Prozess von einer konstanten Bear-
beitungsdauer in Höhe des Transports Tk=m ausgegangen. Die Containerisierung verfügt
über keinen explizit formulierten Skaleneffekt. Jedoch ist für die Bereitstellung des Con-
tainers sowie seinen Abtransport eine Zeitpauschale vorgesehen; sie kann als konstanter
Rüstaufwand je Los interpretiert werden. Die Anzahl der in einem Container verstauten
Packstücke induziert daher einen impliziten Größendegressionseffekt dieser Zeitpauscha-
le: Je mehr Packstücke in einem Container sind, desto geringer ist der Zeitanteil an der
Containerbereitstellung je Packstück. Demzufolge ist eine hohe Containerstaueffizienz
wünschenswert, um die Containeranzahl und Bereitstellungszeiten gering zu halten und
somit die Durchlaufzeiten der Packstücke zu verkürzen.
Da der Montageprozess die Auftragsfamilien gemäß den Packstückinhalten und der
Containerisierungsprozess Auftragsfamilien entsprechend der Packstückdestinationen
definiert, liegen stufenspezifische inkompatible Auftragsfamilien (stage specific incompa-
tible job families) vor. Die Inkompatibilität folgt daraus, dass Packstücke gleichen Inhalts
sich in ihren Destinationen unterscheiden können und vice versa. Dadurch entstehen
in der CKD-Prozesskette des Unternehmen inkonsistente Lose (inconsistent batches),
deren Zusammenstellung wegen der kapazitativen Restriktionen SMINk und SMAXk
zu diskontinuierlichen Abläufen führen (Adam, 2001, S. 15). Für die Neubildung der
Lose sowie die temporäre Packstücklagerung ist daher zwischen dem Montage- und
Containerisierungsprozess ein Zwischenlager erforderlich (non-permutation schedule).
Das Containerlager, das im Anschluss an die Containerisierung die Container aufnimmt,
überbrückt die Dauer bis zum Fertigstellungstermin der Packstücke Zj und stellt daher
das Warenausgangslager dar. Der Einfachheit halber wird für alle Lager von einer unbe-
schränkten Kapazität ausgegangen. Alle Packstücke eines Containers haben denselben
Fertigstellungstermin. Dieser ergibt sich im Anwendungsszenario aus der Schiffsabfahrt
der Packstücke abzüglich eines Puffertages. Da ein Produktionsprogramm mehrere
Schiffsabfahrten beinhaltet, variieren die Fertigstellungstermine der im Produktionssys-
tem befindlichen Packstücke über mehrere Wochen (distinct due dates). Die Deadlines
der Packstücke ergeben sich im Containerisierungsprozess aus den Fertigstellungster-
minen; im Montageprozess resultieren sie aus den Terminen der korrespondierenden
Containerverladungen abzüglich der Transportzeiten.
Die Planungssituation des Anwendungsszenarios besitzt umfangreiche, jedoch nicht
vollständige Information über die relevanten Planungsparameter (dynamic problem). So
wird die Umsetzung vorher erstellter Ablaufpläne im Montage- und Containerisierungs-
120
5.3 Stauplanung
prozess durch den unsicheren Wareneingang erschwert. Es kann zu Fehlmengen kommen
(shortages allowed), die eine bereits terminierte Packstückerstellung im Montagepro-
zess behindern. Das Freigabedatum ergibt sich daher nicht nur aus der Verfügbarkeit
des Packauftrags, sondern auch aus seiner Realisierbarkeit (vgl. Abschnitt 2.2.1, S. 24).
Dies hat unter Umständen auch Auswirkungen auf die Containerisierung, da für einen
spezifischen Stauplan bestimmte Packstücke evtl. noch nicht zu Verfügung stehen.
Die Tabelle 5.1 beschreibt die Projektion des Prozessmodells auf das Anwendungssze-
nario anhand der vorgestellten Planungsparameter und Merkmale.
Allgemeine Parameter Anwendungsszenario
Fließproduktion zwei Prozesse, drei Lager
Maschinen Montage, Containerisierung
Lager Artikel-, Zwischen-, Containerlager
Transporte Gabelstapler bzw. Van Carrier
Aufträge
Fertigstellungstermin Schiffsabfahrt abzgl. eines Puffertages
Losbildung Prozessspezifisch, incons. batches, non-perm. Schedules
Prozessuale Parameter Montage Containerisierung
Aufträge Packaufträge Packstücke
Freigabe Verfügbarkeit + Realisierbarkeit Verfügbarkeit
Deadline Containerbeladung - Transport Fertigstellungstermin
Bearbeitungsdauer spezifisch je Packstücktyp Verfahrdauer in Container
Typen/Familien identischer Inhalt identische Destination
Los Packstückbündel Containerladung
Bearbeitungsdauer vgl. Gleichung 2.30, S. 34 ∑ Verfahrdauern
Min. Losgröße spezifisch je Packstücktyp folgt aus Luftfrachtkosten
Max. Losgröße spezifisch je Packstücktyp Containervolumen
Skaleneffekt relativ zu Losgröße implizit enthalten
Tabelle 5.1: Projektion der Modellparameter auf das Anwendungsszenario
5.3 Stauplanung
Dieser Abschnitt behandelt die thematischen Grundlagen von Stauplanungsmethoden,
gibt einen Überblick über die im Anwendungsszenario einzuhaltenden Staurestriktionen,
präsentiert verschiedene Stauplanungsheuristiken und führt zwischen ihnen eine kompe-
titive Leistungsprüfung durch. Die verwendeten Stauplanungsmethoden stellen im We-
sentlichen einfache Heuristiken dar, die in ihren Grundzügen der Literatur entnommen
und auf das Anwendungsszenario angepasst worden sind. Ihre Entwicklung zielt auf eine
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möglichst getreue Implementierung des Planungsverfahrens zur Los- und Ablaufplanung
aus Kapitel 3, und nicht auf eine Weiterentwicklung von Ansätzen der Literatur.
5.3.1 Thematische Grundlagen
Die thematischen Grundlagen beinhalten eine Formulierung sowie eine Komplexitätsbe-
trachtung des Planungsproblems. Darüber hinaus werden exakte und heuristische Lö-
sungsansätze vorgestellt. Abschließend wird das für diese Arbeit gewählte Vorgehen zur
Generierung eines validen Stauplans erläutert.
Problemformulierung
Das einer Stauplanung zugrunde liegende Planungsproblem wird als Three Dimensional
Bin-Packing Problem (3D-BPP) bezeichnet. Die Aufgabe liegt im Allgemeinen darin,
n dreidimensionale quaderförmige Objekte mit den gegebenen Breiten wj, Tiefen dj
und Höhen hj in p= 1,. . ,q dreidimensionale Gefäße mit den Breiten Wp, den Tiefen
Dp sowie den Höhen Hp ohne gegenseitige räumliche Überschneidungen der Objekte
sowie ohne ihr Hinausragen über die Gefäßmaße orthogonal zu positionieren (Martello
u. a., 2000, S. 256). Die Notation der zu verstauenden Objekte ist identisch zu jener der
Fließproduktion (vgl. Abschnitt 2.2.2). Dies resultiert aus dem Anwendungsszenario, in
dem die Packaufträge bzw. Packstücke die Aufträge repräsentieren und eine 1:1-Relation
zu den verstauenden Objekten im Containerisierungsprozess aufweisen. Die Zielstellung
des 3D-BPP liegt in der Minimierung der erforderlichen Gefäßanzahl. Dies ist äquivalent
zu einer Minimierung ungenutzter Stauräume bzw. einer Maximierung der Staueffizienz.
Die Staueffizienz stellt das wichtigste Gütekriterium einer Stauplanungsheuristik dar und
wird als Quotient der Summe der Packstückvolumina der in einem Container verstauten
Packstücke zu dem Containerinnenvolumen definiert:
STEFFCOp =
∑n
j=1(wj · hj · dj)
Wp ·Hp ·Dp ∀p,j ∈ p (5.1)
Ein Stauplan gilt einem anderen allgemein als überlegen, wenn letzterer eine geringere
Staueffizienz aufweist. Ein optimaler Stauplan ist derjenige, in dem weder eine Änderung
der Objektanordnung im Gefäß noch der Austausch von positionierten Objekten durch
nicht positionierte Objekte eine höhere Staueffizienz bewirken würde. Neben der Stauef-
fizienz gibt es weitere Gütekriterien für die Bewertung eines Stauplans. So werden z. B.
auch die unterstützte Fläche eines Packstücks durch andere, die durchschnittliche Anzahl
unterstützender Kisten sowie die Lückenstabilität zur Bewertung herangezogen (Bischoff
u. Ratcliff, 1995, S. 388; Bortfeldt u. Gehring, 1998b, S. 22).
Es gibt in der Praxis eine Vielzahl von Problemen, die auf das 3D-BPP zurückzuführen
sind bzw. eng mit diesem verwandt sind. Sie werden allgemein unter dem Begriff der
Cutting and Packing Problems zusammengefasst (Wäscher u. a., 2007, S. 1109 ff.). Die
verschiedenen Problemklassen divergieren z. B. hinsichtlich
• ihrer Zielfunktion, derzufolge entweder der Raumverlust durch die Stauanordnung
minimiert (primale Betrachtung) oder die Raumausnutzung maximiert (duale Be-
trachtung) werden soll,
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• der zur Verfügung stehenden Gefäße (eines, mehrere, unbegrenzt) sowie
• der Anzahl betrachteter Dimensionen.
Ein mit dem 3D-BPP ebenfalls verwandtes und in der Literatur häufig untersuchtes
Planungsproblem ist das Container Loading Problem. In diesem liegt die Aufgabe darin,
eine gegebene Menge von Objekten in einem einzelnen Behälter mit fixer Breite und
Tiefe sowie unbegrenzter Höhe zu positionieren. Die Zielfunktion fokussiert die Mini-
mierung der Beladehöhe des Behälters (Martello u. a., 2000, S. 256; Lim u. a., 2005,
S. 125). Vielfach wird in der Literatur unter dem Container Loading Problem bzw. dem
Containerladeproblem jedoch eine anwendungsbezogene Sichtweise verstanden, gemäß
der eine vorgegebene Packstückmenge entweder in einem (Eincontainerproblem) oder
unbegrenzt vielen Containern (Multiples Containerladeproblem) verstaut werden muss.
Ersteres stellt ein dreidimensionales Rucksackproblem dar (vgl. Abschnitt 2.2.3, S. 39)
und wird auch als Beladeproblem bezeichnet, da das Packstückvolumen die Transport-
kapazität übersteigt und diese eine maximale Nutzung erfahren soll. Bei letzterem wird
von einem Verladeproblem gesprochen, da ausreichend Transportvolumen zur Verfügung
steht, jedoch die Containeranzahl für die zu transportierende Packstückmenge minimiert
werden soll (Bortfeldt, 2000, s. 239 f.).
Problemkomplexität
Das 3D-BPP ist eine Verallgemeinerung des 1D-BPP (vgl. Abschnitt 2.1.2, S. 21) (Fekete
u. a., 2007, S. 570); vice versa ist das 1D-BPP ein Spezialfall des 3D-BPP. Letzteres
wird durch eine einfache Betrachtung ersichtlich: wenn gilt Wp = wj∀j sowie Dp = dj∀j
sind die Grundflächen aller Objekte identisch und stimmen mit der Grundfläche des
Gefäßes überein. Die zu verstauenden Objekte divergieren dann lediglich in ihrer Höhe.
Dadurch sind die einzigen relevanten Parameter des Planungsproblems hj sowie Hp,
sodass das 3D-BPP auf das 1D-BPP reduziert wurde. Für das 1D-BPP haben Garey
u. Johnson (1979, S. 226) die NP -Vollständigkeit demonstriert. Somit ist auch das 3D-
BPP ein NP -vollständiges Problem (vgl. zu NP auch Abschnitt 2.2.3). Dies bedeutet,
dass der Rechenaufwand zur Bestimmung eines optimalen Stauplans eine exponentielle
Relation zur Anzahl der zu verstauenden Objekte besitzt. Ab einer hinreichend großen
Objektanzahl kann das Problem daher nicht mehr exakt gelöst werden.
Exakte Lösungsverfahren
Es wurden mehrere exakte, ausschließlich auf kleine Probleminstanzen anwendbare, Ver-
fahren zur Determination eines optimalen Stauplans entwickelt. Chen u. a. präsentieren
ein ILP, das 6 Packstücke optimal verstaut (Chen u. a., 1995, S. 68 ff.). Martello u. a.
stellen einen exakten B&B-Algorithmus zur Findung eines optimales Stauplans für ein
einzelnes Gefäß vor, der in Abhängigkeit der Divergenz der Objektgrößen mit bis zu 90
Objekten arbeiten kann (Martello u. a., 2000, S. 256 ff.). Die von Martello u. a. (2000)
vorgeschlagenen unteren Schranken (lower bounds) des B&B-Algorithmus wurden durch
Fekete u. Schepers verbessert, so dass der zu durchsuchende Lösungsraum weiter ein-
geschränkt wurde (Fekete u. Schepers, 1998). Fekete u. a. (2007) nutzen eine graphen-
basierte Präsentation des Packraums und stellen einen zweistufigen B&B-Algorithmus
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vor, der unter Nutzung der neuen unteren Schranken ein optimales Packschemata für
mehrdimensionale Bin-Packing-Probleme generiert (Fekete u. a., 2007, S. 569 ff.). Hi-
fi u. a. präsentieren ein MILP sowie mehrere untere Schranken zur Einschränkung des
Lösungspolyeders für das 3D-BPP (Hifi u. a., 2010, S. 993 ff.).
Heuristische Lösungsverfahren
Die Produktionszyklen des Anwendungsszenarios weisen im Durchschnitt eine Menge
von ca. 16.500 Packstücken auf. Nach Anwendung aller Segmentierungsvorgaben (vgl.
Abschnitt 5.1.2, S. 116) umfassen die einzelnen Planungsprobleme jeweils mehrere hun-
dert Packstücke. Für dieses Mengengerüst sind die exakten Verfahren nicht anwendbar.
Damit verbleibt einzig die Alternative von Heuristiken.
Die in der Literatur zu findenden Lösungsansätze bzgl. der Generierung eines effizi-
enten Stauplans weisen eine hohe Varietät auf (Coffman u. a., 2004). Mit dem Fokus
auf anwendungsbezogene Planungsprobleme wie z. B. die Stauplanerstellung für Palet-
ten, Container, Eisenbahnwaggons oder Lkw-Anhänger sind jedoch Konvergenzen zu
beobachten. So finden in dieser Domäne sukzessive Herangehensweisen eine starke An-
wendung. Sie erstellen Staupläne für Teilbereiche der Behälter und setzen diese in einem
späteren Schritt zusammen. Im Allgemeinen werden folgende Ansätze unterschieden:
• wall-building
Die Packstücke werden in vertikalen Schichten verplant. Relevante Planungsma-
ße sind die Containerbreite und Containerhöhe; die Schichttiefe resultiert aus den
verplanten Packstücken. Dieses Planungsvorgehen wurde durch George u. Robin-
son (1980) vorgestellt und wird unter anderem bei Bischoff u. Marriott (1990)
sowie Pisinger (2002) verwendet.
• layer-building
Die Packstücke werden in horizontalen Schichten verplant. Relevante Planungs-
maße sind die Containerbreite und Containertiefe; die Schichthöhe resultiert aus
den verplanten Packstücken. Dieses Prinzip wird unter anderem von Bischoff u. a.
(1995), Terno u. a. (2000) und Lodi (2002) angewendet.
• stack-building
Die Packstücke werden in Türmen verplant. Relevante Planungsmaße sind die
Containerhöhe sowie eine definierte Turmbreite und -tiefe, die aus den verplan-
ten Packstücken resultieren. Vorgestellt wurde dieser Ansatz durch Gilmore u.
Gomory (1965). Er kommt z. B. bei Gehring u. Bortfeldt (1997) sowie Bischoff u.
Ratcliff (1995) zur Anwendung.
• block-building
Die Packstücke werden typweise in Blöcken angeordnet. Blöcke bestehen demnach
ausschließlich aus Packstücken mit identischen Abmaßen. Dieser Ansatz wurde
von Bortfeldt u. Gehring (1998a, S. 2) erstmalig vorgestellt. Er wird unter anderem
in Eley (2002) sowie Mack u. a. (2004) genutzt.
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Neben den dargestellten Vorgehen existiert zusätzlich der Guillotinen-Schnitt-Ansatz,
der jedoch partiell auch in die dargestellten Ansätze integriert und daher selten exklusiv
verwendet wird. In diesem Ansatz wird der zu verstauende Raum durch eine Baum-
struktur ineinander verschachtelter Schnittquader repräsentiert. Sie stellen eine sukzes-
sive Segmentierung des Raums durch Guillotinen-Schnitte dar. Packstücke können nur
in den Blättern des Baumes positioniert werden. Die Präsentation der Freiräume als
Baumstruktur ermöglicht die Anwendung von Graphenalgorithmen (Morabito u. Are-
nalest, 1994).
Die Wahl des verwendeten Ansatzes nimmt Einfluss auf die Anordnungsstruktur der
Packstücke innerhalb des Stauplans und somit auch auf dessen Umsetzbarkeit in Praxis-
szenarien. So erfolgt z. B. die Beladung von Containern ausschließlich über eine schmale
Seite; dies schränkt den Rangierraum von Gabelstaplern auf dem Containerinnenraum
ein. Staupläne, die auf dem layer- oder block-building-Ansatz basieren, können komplexe
Überlappungen von Packstücken beinhalten, die wegen des geringen Rangierraums gar
nicht oder nur mit hohem Zeiteinsatz umsetzbar sind. Für Container erscheinen daher
die Ansätze des wall- oder des stack-building besser geeignet, die Realität der Bela-
dung wiederzugeben. Darüber hinaus ermöglichen diese Ansätze Transportbehälter in
Abhängigkeit einer späteren Entladereihenfolge zu befüllen (multi-drop).
Während lineare Programme und exakte Verfahren zur Lösung des 3D-BPP sämt-
liche Positionierungsoptionen von Packstücken enumerieren müssen und diese nur in
einem gewissen Umfang durch logische Ausschlussmethoden wie z. B. B&B im Vorhin-
ein verwerfen können, erzwingt die Verwendung einer heuristischen Vorgehensweise die
Definition von Entscheidungsregeln. Sie reduzieren die Fülle der Positionierungsoptionen
eines Packstücks auf die erfolgversprechendste unter ihnen und stellen somit einen pro-
babilistischen Ansatz dar. Exemplarische Entscheidungen von Stauplanungsheuristiken
umfassen:
• Vorsortierung der Eingabeliste
Mehrere Untersuchungen haben gezeigt, dass eine Vorsortierung der zu verstau-
enden Packstücke nach ihren Dimensionen oder deren Produkten zu signifikanten
Steigerungen der Staueffizienzen beitragen kann. Eine weitere Verbesserung kann
durch Mehrfachsortierungen erreicht werden, da somit Packstücke, die in einem
Kriterium übereinstimmen, gemäß einem zweiten separiert werden können. Bei-
spielhaft sei die absteigende Sortierung nach den Packstückhöhen sowie -volumina
genannt (Bischoff u. Marriott, 1990, S. 267 ff.;Pisinger, 2002, S. 382 ff.;Crainic
u. a., 2007, S. 8 f.).
• Auswahl eines Packstücks
Es besteht die Möglichkeit, die vorsortierte Liste der Packstücke der Reihenfolge
nach abzuarbeiten, oder die Wahl des aktuellen Packstücks von situativen Um-
ständen, wie z. B. den Abmaßen freier Stauräume, den Positionen oder anderen
Kriterien bereits positionierter Packstücke, abhängig zu machen. Ebenso kann die
Eingabereihenfolge blockweise abgearbeitet und mehrere Packstücke gemeinsam in
einen freien Stauraum positioniert werden (Bortfeldt u. Gehring, 1998b, S. 9).
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• Auswahl eines Freiraums
Unmittelbar mit der Auswahl des Packstücks ist auch die Auswahl eines Freiraums
τb= 1,. . . ,ϵb aus b= 1,. . . ,e Stauwänden verbunden. Ein Freiraum stellt einen
ungenutzten, quaderförmigen Stauraum in einer Stauwand dar. Die Summe aller
Freiräume einer Stauwand bildet das Negativ der darin positionierten Packstücke.
Die zur Auswahl stehenden Freiräume müssen in ihren Abmaßen geeignet sein, das
Packstück aufzunehmen. Aus der Menge der selektierten Freiräume kann für die
Packstückpositionierung der erstgeeignete, der bestgeeignete oder ein nach einem
arbiträren Kriterium bestimmter Freiraum erwählt werden.
• Generierung von Freiräumen
Die Positionierung eines Packstücks reduziert den adressierten Freiraum. Die Po-
sitionierung kann die Generierung mehrerer neuer Freiräume erforderlich machen.
Der Freiheitsgrad besteht in Aufteilungsoptionen der residualen Freiräume (vgl.
dazu auch Abschnitt 5.3.3, S. 132).
• Positionierung des Packstücks im Freiraum
Ein Packstück, das die Grundfläche eines Freiraums nicht vollständig ausfüllt,
kann, unter Berücksichtigung seiner Maße, beliebig in diesem positioniert wer-
den. Eine häufige Positionierungsstrategie wählt die linke hintere Ecke eines Frei-
raums (Bortfeldt u. Gehring, 1998a, S. 2). Dies ist auf den Ursprung des Koor-
dinatensystems zurückzuführen, der im leeren Container mit der hinteren linken
Ecke übereinstimmt. Andere denkbare Positionierungsstrategien könnten aus der
Wahl einer anderen Ecke, einer alternierenden Eckenwahl oder aus der mittigen
Positionierung des Packstücks bestehen.
Unabhängig der Entscheidungsregeln stellen die Varianz der Packstückgrößen sowie ihre
Relation zu den planungsrelevanten Behältern ebenso wichtige Entwicklungsparameter
für die Konstruktion von Heuristiken dar. Hinsichtlich der Varianz der Packstückgrößen
werden stark heterogene, heterogene, schwach heterogene und homogene Probleminstan-
zen unterschieden. Eine heterogene Probleminstanz besteht aus einer hohen Anzahl von
Packstücktypen mit verhältnismäßig geringen Packstückmengen je Typ. Die Adjektive
stark oder schwach geben die entsprechenden Intensitäten der Heterogenität an. In einer
homogenen Probleminstanz existiert nur ein Packstücktyp (Mack u. a., 2008, S. 3). Das
Verhältnis der Packstückgrößen zu den Behältergrößen ist von großer Bedeutung für die
Staueffizienz und kann ebenso in der Entwicklung einer Stauplanungsheuristik beach-
tet werden. Je kleiner die Packstücke in Relation zu dem zu füllenden Behälter sind,
desto eher können auch kleinere Freiräume, die während des Positionierungsprozesses
entstehen, effizient genutzt werden (Dowsland, 1991, S. 1673 ff.).
Stauplanungsheuristiken werden weitergehend in Konstruktions- sowie Verbesserungs-
heuristiken unterteilt. Konstruktionsheuristiken erstellen Staupläne. Verbesserungsheu-
ristiken kommen nach der Generierung der Staupläne zum Einsatz und erhöhen ihre
Staueffizienz durch das Verschieben von Packstücken, Auflösen von Staubereichen und
die Neupositionierung der darin befindlichen Packstücke. Beide Heuristikarten werden
auch als Basismethoden von Metaheuristiken angewendet, die z. B. durch die Adaption
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bioanaloger oder physischer Methoden generische Strategien für die Suche im Lösungs-
raum nutzen (Mack u. a., 2008, S. 4).
Stauplanungsvorgehen dieser Arbeit
Der Stauplanung in der vorliegenden Arbeit liegt ebenfalls ein Bottom-up-Planungs-
ansatz zugrunde. Unter der Anwendung des wall-building-Ansatzes komponiert eine
Stauplanungsheuristik zunächst einzelne Stauwände. Unterschiedliche Heuristiken wer-
den zu diesem Zweck in Abschnitt 5.3.3 detaillierter vorgestellt. Bei der Erstellung der
einzelnen Stauwände sind verschiedene, dem Anwendungsszenario entliehene, Staure-
striktionen einzuhalten. Diese werden im Folgeabschnitt 5.3.2 erläutert. In einem wei-
teren Schritt werden die Stauwände zu Containerladungen zusammengefasst. Die dafür
verwendete Methodik wird in Abschnitt 5.3.4 dargestellt.
5.3.2 Restriktionen der Stauplanung
Die Zusammenstellung von Containerladungen unterliegt in der Praxis vielfachen Re-
striktionen. Diese lassen sich in segmentierende bzw. fraktionierende sowie die Pack-
stückanordnung begrenzende Restriktionen unterteilen. Fraktionierende Restriktionen
leiten sich entweder aus unterschiedlichen Destinationen der Packstücke oder aus Seg-
mentierungsvorgaben aufgrund spezifischer Packstückattribute ab (vgl. Abschnitt 5.1.2,
S. 116). Sie werden vor Stauplanungsbeginn überprüft und resultieren in disjunkten
Planungsbasen. Damit verringern sie die Vielfalt der Packstücke und reduzieren folglich
das Größenspektrum freier Stauräume; für eine Packstückpositionierung müssen daher
im Durchschnitt größere Stauraumverluste in Kauf genommen werden. Die Anordnungs-
freiheiten von Packstücken können durch Staurestriktionen sowohl im Erstellungsprozess
der Stauplanung als auch in einem nachgelagerten Prüfschritt eingeschränkt werden. Bei
ersterem wird die beabsichtigte Packstückpositionierung unmittelbar auf ihre Kongru-
enz mit den Restriktionen überprüft und gegebenenfalls verworfen; damit wirken sie
direkt auf die erzielbare Staueffizienz. Bei letzterem können die Vorgaben auch nach der
Stauplanung durch eine Modifikation der Stauanordnung erfüllt werden.
Die wissenschaftliche Literatur divergiert erheblich in der Einbeziehung anwendungs-
naher Staurestriktionen. Dies ist zum Teil auf die generische Anwendbarkeit des 3D-BPP
zurückzuführen, welche über Stauplanungsszenarien hinausgeht und daher eine Formu-
lierung allgemeingültiger Restriktionen nicht zulässt (Dowsland, 1991, S. 1673 f.). Die
maßgebliche Ursache liegt jedoch in der Heterogenität der Anwendungsszenarien, die je-
weils verschiedene Restriktionen erfordern bzw. diese unterschiedlich priorisieren. Wäh-
rend den ersten Dekaden der Forschung zur Stauplanung wurden Restriktionen nur wenig
beachtet. Vor ca. 15 Jahren ist ihre Bedeutung zur Generierung valider und praxistaugli-
cher Staumuster jedoch zunehmend erkannt worden (Bischoff u. Ratcliff, 1995, S. 377 f.).
Die am häufigsten beachteten Restriktionen sind eine Orientierungsrestriktion bzgl. der
Ausrichtung der einzelnen Packstücke sowie eine Stabilitätsrestriktion zur Wahrung ei-
nes ausreichenden Unterstands der Packstücke. Seltener einbezogene Restriktionen sind
die Belastungsrestriktionen einzelner Packstücke, Prioritätsrestriktionen für die bevor-
zugte Verstauung bestimmter Packstücke, Balancerestriktionen für eine gleichmäßige
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Verteilung der Gewichte im Container oder Positionierungsrestriktionen für die Einhal-
tung einer vordefinierten Entladereihenfolge (Bortfeldt u. Gehring, 1999, S. 87; Lim u. a.,
2005, S. 125 ff.; Fanslau u. Bortfeldt, 2008, S. 5; Gonçalves u. Resende, 2012, S. 180).
Die in dieser Arbeit berücksichtigten Anordnungs- bzw. Staurestriktionen bilden alle
in dem Anwendungsszenario vorherrschenden Stauvorgaben ab, die für eine zuverlässige
Ladungssicherung erforderlich sind. Die Restriktionen, welche der Packstückpositionie-
rung vorstehen, umfassen eine Orientierungs-, Stapel- sowie Stabilitätsrestriktion. Die
ex post angewendeten Restriktionen beinhalten eine Belastungs- sowie eine Balancere-
striktion. Im Folgenden werden die berücksichtigten Restriktionen erläutert.
Orientierungsrestriktion
Da die betrachteten Packstücke eine quaderförmige Geometrie besitzen und eine ortho-
gonale Positionierung zur Containerseite angestrebt wird, besteht für jedes Packstück
grundsätzlich die Möglichkeit 6 verschiedener Anordnungen (Lim u. Ying, 2001, S. 343).
In der Praxis schränken jedoch Ladungsträger wie z. B. Paletten sowie fragile oder emp-
findliche Packstückinhalte diese Anordnungsfreiheiten ein. Es besteht daher die Möglich-
keit, für jedes einzelne Packstück die zulässigen Anordnungen zu erheben und bei der
Stauplanung zu berücksichtigen. Da das Anwendungsszenario Ladungsträger verwendet,
die mit ihrer Grundfläche dem Boden zugewandt positioniert werden müssen, können
ausschließlich die Breite und Tiefe eines Packstücks vertauscht werden. Diese Variation
ist mit jedem Packstück möglich, sodass sie global definiert wird.
Stapelrestriktion
Aus Vorsicht vor Transportschäden kann es für einzelne Packstücke Vorgaben hinsichtlich
ihrer maximalen Stapelhöhe geben. Da unterhalb beabsichtigter Packstückplatzierungen
mehrere Packstücke sein können, wird zur Bestimmung der Stapelhöhe bzw. der Anzahl
der Lagen ein Lot gefällt. Ankerpunkt des Lots ist die mittlere x-z-Koordinate der be-
absichtigten Packstückplatzierung. Die Anzahl der Lagen ergibt sich aus der Anzahl der
Packstücke, durch die das Lot auf dem Weg zum Boden geht. Bei einer Lagenanzahl,
die über vordefinierte Werte hinausgeht, wird die Packstückplatzierung verworfen.
Stabilitätsrestriktion
Die Stabilitätsrestriktion beinhaltet den Vergleich der Grundfläche von dem zu plat-
zierenden Packstück mit den evtl. darunter befindlichen. In der Praxis, wie auch in
der wissenschaftlichen Literatur, gibt es bedeutende Unterschiede hinsichtlich akzepta-
bler Übereinstimmungsgrade (Bortfeldt u. Gehring, 1999, S. 93). In Anlehnung an das
Anwendungsszenario wird die Stabilitätsrestriktion in dieser Arbeit sehr restriktiv for-
muliert. Packstückpositionierungen werden demnach nur gewährt, wenn die Grundfläche
des zu platzierenden Packstücks exakt der Fläche der darunter liegenden Packstücke ent-
spricht und die Grundflächen übereinander im Raum liegen. Demzufolge kann ein Pack-
stück, das dieselbe Grundfläche hat wie mehrere nebeneinander positionierte Packstücke,
auf diesen gelagert werden. Die umgekehrte Positionierung wäre nicht durchführbar, da
Packstücke einzeln verplant werden und ihre Grundflächen dann nicht übereinstimmten.
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Belastungsrestriktion
Die Belastungsrestriktion verlangt, dass ein zu platzierendes Packstück nicht schwerer
sein darf als das unter ihm befindliche. Aufgrund der Forderung der Stabilitätsrestriktion
nach einer völligen Übereinstimmung der Grundflächen gestapelter Packstücke, kann die
Überprüfung und Einhaltung der Belastungsrestriktion ex post der Stauwanderstellung
erfolgen. Durch die Wahrung der Stabilitätsrestriktion während des Stauplanungspro-
zesses besitzen alle Staulagen eines Stapels dieselbe Breite und Tiefe sowie dieselben
Eckkoordinaten. Somit ist es für die Einhaltung der Belastungsrestriktion ausreichend,
wenn die einzelnen Lagen des Stapel hinsichtlich ihres Lagengewichts sortiert und neu
positioniert werden.
Balancerestriktion
Die Balancerestriktion stellt die Anforderung, dass die Ladung im Container ihrem Ge-
wicht nach so verteilt ist, dass bei Hubbewegungen die Gewichtskräfte auf die Lastauf-
nahmepunkte gleichmäßig verteilt werden und der Container in der Balance bleibt. Um
einen Container anzuheben, wird dieser an allen vier Ecken mit der Hubvorrichtung des
Transportmittels verriegelt. Eine Gewichtsverteilung über diese Lastaufnahmepunkte
beansprucht die beteiligten Maschinen für den Hub gleichmäßiger, reduziert Pendelbe-
wegungen nach der Lastaufnahme und vermeidet ungeplantes Verrutschen von Waren
im Container. Da die Balance den gesamten Container betrifft und dessen Gewichtsba-
lance bei der Erstellung der Stauwände nicht berücksichtigt wird, erfolgt die Einhaltung
der Balancerestriktion erst nach der Stauwandgenerierung und ihrer Komposition zu
Containerladungen. Planungsgrundlage sind daher die finalen Containerladungen. Als
Aufgabe verbleibt somit, eine balancefreundliche Anordnungsreihenfolge der Stauwände
im Container zu bestimmen. Es ist dabei zu beachten, dass Container von ihrer Stirnsei-
te aus beginnend beladen werden. Die Beachtung der Balancerestriktion erfolgt mittels
einer Projektion des Hebelgesetzes auf den Container. Ein Hebel wird durch das Dreh-
moment −→M beschrieben, das als Vektorprodukt aus der Kraft −→F im Punkt −→rF sowie
dessen Distanz zum Angelpunkt −→rA resultiert (Weltner u. a., 2006, S. 38 ff.):
−→
M = (−→rF −−→rA)×−→F . (5.2)
Um den Rechenaufwand der Balancerestriktion zu begrenzen, werden zwei vereinfa-
chende Annahmen getroffen. Die erste Annahme unterstellt eine Gleichverteilung des
Gewichts innerhalb einer Stauwand. Dadurch kann die dreidimensionale Betrachtung
auf eine zweidimensionale reduziert werden. Zudem wirken durch diese Reduktion aus-
schließlich vertikale Gewichtskräfte auf einen horizontalen Hebel, sodass lediglich rechte
Kraftwinkel existieren. Daher kann im Folgenden auf die Vektordarstellung verzichtet
und das Skalarprodukt verwendet werden. Abbildung 5.3 verdeutlicht die Projektion
des Hebelgesetzes auf den zweidimensionalen Container. Die technische Betrachtung ei-
nes Hebels unterteilt die Seiten des Angelpunktes in einen Last- sowie einen Kraftarm.
Im Weiteren wird dieser Definition gefolgt und die linke Seite des Angelpunktes als
Last- sowie die rechte Seite als Kraftarm bezeichnet (Harten, 2012, S. 47 f.). Der He-
bel des Lastarms resultiert aus der Gesamtheit der auf ihn wirkenden Drehmomente
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Abbildung 5.3: Projektion des Hebelgesetzes auf einen zweidimensionalen Container
∑N
n=1ML =
∑N
n=1 rn ·Fn. Das gleiche gilt für den Kraftarm
∑X
x=1MK =
∑X
x=1 rx ·Fx. Die
zweite Annahme unterstellt, dass die Gewichtskraft über die auf dem Lastarm befindli-
chen Stauwände gleichmäßig mit FL sowie über jene des Kraftarms gleichmäßig mit FK
verteilt ist. Da zwischen den einzelnen Stauwänden keine Zwischenräume bestehen, kann
damit die diskrete Betrachtung einzelner Stauwände durch eine kontinuierliche ersetzt
werden. Entsprechend wird für rn und rx im Folgenden rL und rK notiert. Es gilt damit
für jeden Punkt auf dem LastarmML = FL ·rL sowie für jeden Punkt auf dem Kraftarm
MK = FK ·rK . Ohne diese Vereinfachung wäre die Permutation aller realisierbaren Stau-
wandanordnungen erforderlich, um die optimale Stauwandreihenfolge zu determinieren.
Dies würde einen erheblichen Rechenaufwand generieren, dessen zusätzlicher Nutzen im
Vergleich zu dem hier dargestellten heuristischen Verfahren nicht gerechtfertigt wäre.
Da die Berücksichtigung der Balancerestriktion nach der Erstellung der Stauwände
und ihrer Zusammenfassung zu einer Containerladung erfolgt, sind die Summe der Ge-
wichte G, die Summe der Stauwandtiefen sowie die Containermaße und die Position
des Angelpunktes rA bekannt. Mit diesem Wissen können FL und FK sowie die an-
teiligen Gesamtgewichte für Last- und Kraftarm bestimmt werden. Um den Container
in der Balance zu halten, müssen sich die Summen der Drehmomente von Last- und
Kraftarm möglichst ähneln. In der diskreten Betrachtung entspricht diese Forderung∑N
n=1ML =
∑X
x=1MK . In der stetigen Betrachtung mit infinitesimal kleinen Einheiten
bezieht sich dies auf die Stammfunktionen von ML und MK . Danach gilt für einen aus-
balancierten Container Gleichung (5.3).∫ rL
0
MLdML =
∫ rK
0
MKdMK (5.3)
Die Ausgangsfunktionen, Stammfunktionen sowie ein entsprechendes Gleichgewicht wer-
den für Last- und Kraftarm anhand einer exemplarischen Stautiefe, eines exemplarischen
Gewichts sowie den sich daraus ergebenen Parametern FL und FK in Abbildung 5.4
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Abbildung 5.4: Ausgangs- und Stammfunktionen sowie Gleichgewicht von Last- und
Kraftarm
dargestellt. Dabei werden die beiden Seiten separat betrachtet, d. h., dass es sich in
der Abbildung um zwei kartesische Koordinatensysteme handelt, deren erste Quadran-
ten gegenübergestellt sind und deren gemeinsamer Koordinatenursprung im Angelpunkt
liegt. Durch Substitution von (5.3) mitML = FL ·rL undMK = FK ·rK ergibt sich (5.4).
Seine Integration ist (5.5). Aufgrund der Annahme einer Gleichverteilung der Gewichte
ergibt sich mit dem Wissen um das Gesamtgewicht G (5.6). Durch Umformung ergibt
sich (5.7). Die Einbindung von (5.7) in (5.5) ergibt (5.8), seine Umstellung nach FL
resultiert in (5.9). FK errechnet sich dementsprechend durch (5.10). Da ein Container
maximal bis zur Tür mit Stauwänden beladen werden kann, wird die Staulänge auf dem
Lastarm stets kleiner oder gleich der Staulänge auf dem Kraftarm sein. Daher gilt bei
Berücksichtigung der vereinfachenden Annahmen in allen Beladesituationen FL ≥ FK .
FL ·
∫ RL
0
rLdrL = FK ·
∫ rK
0
rKdrK (5.4)
FL · r2L
2 =
FK · r2K
2 (5.5)
G = rL · FL + rK · FK (5.6)
FK =
G
rK
− rL
rK
· FL (5.7)
r2L
r2K
· FL = G
rK
− rL
rK
· FL (5.8)
FL =
G
r2L
rK
+ rL
(5.9)
FK =
G
r2K
rL
+ rK
(5.10)
Mit den Faktoren FL und FK können über (5.6) die Gesamtgewichte rL · FL für den
Lastarm und rK ·FK für den Kraftarm ermittelt werden. Dabei entspricht der Wert von
rL der Differenz von rA zur Stautiefe. rK resultiert entsprechend aus der Differenz von
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der Stirnseite des Containers zu rA. Im Anschluss werden die Stauwände nach dem Diffe-
renzbetrag ihres mittleren Gewichts zu FL aufsteigend sortiert. Ein Greedy-Algorithmus
füllt dann den Lastarm aus der Liste der Stauwände. Als Kapazitätsvorgaben dienen
das anteilige Gesamtgewicht des Lastarms sowie die Summe der zu verstauenden Meter
rA − Stautiefe. Die übrigen Stauwände werden dem Kraftarm zugewiesen. Die Stau-
wände beider Seiten werden abschließend so sortiert, dass die schwersten Stauwände am
Angelpunkt stehen. Durch die Verlagerung zum Angelpunkt wird die Auswirkung einer
Ungleichverteilung der Packstückgewichte vermindert. Das Gleiche gilt für den Fall, dass
die Stautiefe eines Containers nicht über den Angelpunkt hinausreicht. Dann wird der
Algorithmus nach der Gewichtssortierung bereits in einer frühen Phase abgebrochen.
5.3.3 Generierung von Stauwänden
Alle in diesem Abschnitt vorgestellten Stauplanungsheuristiken erstellen auf Basis ei-
ner vorgegebenen Packstückmenge Stauwände. Während des Verlaufs der Stauplanung
greifen die unterschiedlichen Heuristiken auf gleiche Grundfunktionalitäten und -regeln
zurück. Diese werden in dem folgenden Unterabschnitt erläutert. Die Darstellung der
einzelnen Stauplanungsheuristiken schließt sich daran an.
Grundlegende Funktionalitäten
Jede Stauplanung verfolgt das Ziel der maximalen Ausnutzung der zur Verfügung ste-
henden Räume. Daher erfolgt die Schaffung einer neuen Stauwand b lediglich in den
Fällen, in denen das erste Packstück einer Planungsbasis verstaut werden muss oder
für das aktuell zu positionierende Packstück kein Freiraum mit geeigneten Abmaßen
vorhanden ist. Eine Stauwand wird im ersten Oktanden eines dreidimensionalen Ko-
ordinatensystems mit der unteren, linken, hinteren Ecke auf den Koordinatenursprung
gesetzt. Die Achsen des Koordinatensystems werden mit x, y und z bezeichnet. Auf der
x-Achse werden die Breiten, auf der y-Achse die Höhen und auf der z-Achse die Tie-
fen der Packstücke und Container abgetragen. Die Tiefe einer Stauwand DSWb wird in
dem wall-building-Ansatz durch die initiale Packstückpositionierung definiert (George
u. Robinson, 1980, S. 148). Dabei hängt die die Stauwandtiefe bestimmende Dimensi-
on von der Drehungsvariante des Packstücks ab. In dem Anwendungsszenario sind die
Drehungsvarianten auf das Vertauschen von Packstücktiefe und -breite begrenzt (vgl.
Orientierungsrestriktion, S. 128).
In den hier vorgestellten Stauplanungsheuristiken werden die Packstücke einzeln in
Freiräumen platziert. Die Erstpositionierung eines Packstücks in einer Stauwand erstellt
in dieser simultan einen ersten Freiraum, der in seinen Abmaßen der Tiefe der Stauwand
sowie der Höhe und Breite des Containers entspricht. Jeder Freiraum reicht bis zur
Stauwand- bzw. Containerdecke. Die Positionierung eines Packstücks in einem Freiraum
erfolgt immer mit der unteren, linken, hinteren Ecke des Packstücks in die untere, linke,
hintere Ecke des Freiraums. Das Koordinatensystem, die Bezeichnungen der Packstück-
und Containerdimension sowie der initiale Freiraum sind in Abbildung 5.5a dargestellt.
Nach der erfolgten Positionierung ist eine Aufteilung des adressierten Freiraums sowie
seine Reduktion erforderlich. Der initiale Freiraum wird auf den residualen Raum über
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dem Packstück reduziert. Rechts des Packstücks entsteht ein neuer Freiraum, der vom
Boden bis zur Decke der Stauwand reicht. Die Resultate beider Schritte sind in Abbil-
dung 5.5b illustriert. Wenn ein Packstück in einem bereits existenten Freiraum positio-
(a) Generierung eines Freiraums (b) Aufteilung des Freiraums
(c) Raummaximierung - Seitenansicht (d) Raummaximierung - Draufsicht
Abbildung 5.5: Generierung von Freiräumen bei der Positionierung von Packstücken
niert wird, sind bis zu 2 neue Freiräume zu schaffen. Dieser Schritt ist in Abbildung 5.5c
dargestellt. Die Darstellung fokussiert auf die Freiraumschaffung und vernachlässigt die
Stabilitätsrestriktion, die in diesem spezifischen Fall eine Positionierung verböte. Die
Positionierung eines weiteren Packstücks in der zuvor erstellten Stauwand erfolgt auf
dem erstplatzierten. Der ursprüngliche Freiraum 1 wird auf den Restraum über dem
neu platzierten Packstück reduziert. Der vom zweiten Packstück sowie Freiraum 1 nicht
reservierte übrige Stauraum wird auf die 2 neuen Freiräume Freiraum 3 und Freiraum 4,
die vor sowie rechts des Packstücks liegen, aufgeteilt. Der Raum über der blau markier-
ten Fläche wird als Zuschlagsraum bezeichnet. Er wird während der Freiraumgenerierung
jenem Freiraum zugeschlagen, der inklusive des Zuschlagsraums die größere Grundflä-
che besäße (vgl. auch Abbildung 5.5d). Das Prinzip der fallweisen Freiraumgenerierung
ist Bortfeldt u. Gehring (1998b, S. 13) entlehnt. Wenn durch die Platzierung eines Pack-
stücks benachbarte Freiräume entstanden sind, deren Unterseiten sich auf demselben
Niveau auf der y-Achse befinden und deren Tiefen eine identische Größe sowie Position
auf der x-Achse aufweisen, werden diese vereint. Dasselbe gilt für Freiräume mit dem
gleichen Niveau auf der y-Achse und identischer Größe sowie Position auf der z-Achse.
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Die dargestellte Variante der Freiraumgenerierung ist gewählt worden, da sie die Sta-
bilität der Packstücke fördert, dadurch die Ladungssicherung unterstützt und die Er-
stellung praxistauglicher Staumuster ermöglicht. Einen gegensätzlichen Ansatz stellen
Lim u. a. (2005, S. 129) vor. In diesem werden neue Freiräume in Horizontal- statt in
Vertikalrichtung aufgetrennt. Dadurch können sich mehrere Freiräume partiell überein-
ander befinden. Eine Packstückpositionierung in dem höhergelegenen Freiraum könnte
unter Umständen nicht vollständig von tiefergelegenen Packstücken unterstützt werden,
so dass eine signifikante Instabilität der Ladung folgen würde.
Sämtliche in den Stauwänden existente Freiräume werden zentral in einer Form des
binären Suchbaums, dem Rot-Schwarz-Baum (RSB), administriert. Die Wurzel sowie
jeder Knoten eines RSB besitzen maximal zwei Kindknoten. Jeder Knoten hat nur eine
übergeordnete Instanz. Einem Knoten ist ein Wert, der sogenannte Schlüssel, zugeord-
net. In der Anwendung der Freiraumverwaltung entsprechen die Freiraumvolumina den
Schlüsseln. Die Freiräume sind mit ihren Schlüsseln assoziiert. Linksseitige Kindknoten
beinhalten kleinere Schlüssel als der Elterknoten. Rechtseitige Kindknoten beinhalten
größere Schlüssel als der Elterknoten (Bayer, 1972; Guibas u. Sedgewick, 1978). Sollten
mehrere Freiräume einen identischen Schlüssel besitzen, werden sie in dem Knoten in
einer Liste gespeichert. Die Suche erfolgt auf Basis eines Suchschlüssels und traversiert
entlang der Knoten durch den Vergleich mit ihren Schlüsseln. Die Konfiguration des RSB
in der Stauplanung sieht vor, dass jener Freiraum zurückgegeben wird, dessen Schlüssel
gleich oder größer dem Suchschlüssel ist. So wird sichergestellt, dass das Freiraumvolu-
men gleich oder größer dem Volumen des zu positionierenden Packstücks ist. Sollte die
Packstückbreite oder -tiefe nicht in den gefundenen Freiraum passen, wird der nächste
Freiraum mit identischem oder größerem Volumen genommen.
Die zentrale Protokollierung von Freiräumen erzeugt zusätzlichen Administrationsauf-
wand. Dieser entsteht durch die Aufnahme neuer, in die Reduktion bereits aufgenomme-
ner, sowie durch das Entfernen nicht mehr existenter Freiräume bzw. Knoten. Mit jeder
Positionierung eines Packstücks erfolgt mindestens einer dieser Schritte. Für eine Stau-
planung wäre eine zentrale Freiraumverwaltung nicht erforderlich, da diese auch über
die bestehenden Packstückpositionierungen bestimmt werden könnten. Such-, Einfüge
und Löschvorgänge im RSB verursachen stets einen Rechenaufwand von O(log∑eb=1 ϵb).∑e
b=1 ϵb entspricht der Anzahl aller Freiräume und somit auch der Anzahl der im RSB ge-
speicherten Freiräume. Dem Administrationsaufwand eines RSB steht der Suchaufwand
bei einer dezentralen Vorhaltung existenter Freiräume gegenüber. Bei einer ungeord-
neten Freiraumverwaltung in den Stauwänden wären im schlechtesten Fall (worst case)
mit jeder Freiraumsuche ∑eb=1 ϵb Schritte notwendig. Bei einer dezentralen Freiraumspei-
cherung in binären Suchbäumen wären im worst case ∑eb=1 log ϵb Schritte erforderlich.
In beiden Fällen der dezentralen Freiraumverwaltung überwiegt der Suchaufwand jene
der zentralen Freiraumverwaltung. Es sind auch andere zentrale Datenstrukturen für die
Freiraumspeicherung denkbar. So verwenden z. B. Bortfeldt u. Gehring (1998b, S. 8 f.)
einen Stapel nach dem last in, first out-Prinzip, um später entstandene Freiräume eher
zu verplanen.
Die Datenstruktur einer Stauwand beinhaltet grundsätzlich alle der Stauwand zuge-
ordneten Packstückpositionierungen und Freiräume. Dies erlaubt den Start der Staupla-
134
5.3 Stauplanung
nungsheuristiken mit bereits existenten Stauwänden und ermöglicht im Anwendungs-
szenario die Modifikation bestehender Containerstaupläne. Sollten aufgrund einer ver-
späteten Lieferung Packstücke nicht realisierbar und somit ein Containerstauplan nicht
umsetzbar sein, können betroffene Packstücke in Container, die demselben Schiff zu-
geordnet sind, aber erst später beladen werden, integriert werden. Die Stauplanungs-
heuristiken entnehmen dazu aus einer übergebenen Stauwandliste die entsprechenden
Freiräume und speichern sie in der zentralen Freiraumverwaltung.
Die Einhaltung der Staurestriktionen wird in allen Stauplanungsheuristiken auf diesel-
be Weise überprüft. Nach der vorgabengemäßen Segmentierung der Packstückmenge in
verschiedene Planungsbasen wird zunächst die Orientierungsrestriktion berücksichtigt.
Dafür erzeugt eine Iteration, die den eigentlichen Suchprozess nach einer Packstück-
position umklammert, durch das Vertauschen der Packstückdimensionen alle zulässigen
Drehungsvarianten. Während des Suchprozesses wird die Positionierung eines Packstücks
in einem als volumen- und größengeeignet identifizierten Freiraum auf die Einhaltung
der Stapel- und Stabilitätsrestriktion hin untersucht. Die Belastungs- sowie Balancere-
striktion werden im Anschluss der Erstellung aller Stauwände und ihrer Konsolidierung
zu Containern umgesetzt.
Um die verschiedenen Stauplanungsheuristiken eingehender vergleichen zu können,
wird als eine zusätzliche Vergleichskennziffer die Staueffizienz der Stauwände STEFF SWb
dienen. Sie verhält sich äquivalent zu STEFFCOp und wird wie folgt definiert:
STEFF SWb =
∑
j = 1n(wj · hj · dj)
Wp ·Hp ·DSWb ∀j ∈ p (5.11)
Definition (5.11) setzt die Volumensumme der in einer Stauwand b befindlichen Packstü-
cke j ins Verhältnis zu dem Stauwandvolumen, das durch die Containerbreite Wp und
-höhe Hp sowie die Stauwandtiefe DSWb geformt wird. Da die Stauplanungsheuristi-
ken ausschließlich Stauwände planen, gibt diese Kennzahl ihre Leistungsfähigkeit besser
wieder als STEFFCOp . STEFFCOp berücksichtigt zusätzlich die Leistungsfähigkeit der
Methode zur Konsolidierung der einzelnen Stauwände zu Containern. Es gilt:∑e
b=1 STEFF
SW
b∑e
b=1 1
≥ STEFF SWp ∀b ∈ p (5.12)
Demgemäß ist die durchschnittliche Staueffizienz aller in einem Container positionierten
Stauwände stets größer oder gleich der Containerstaueffizienz. Dies resultiert aus dem
nicht verwerteten Stauraum des Containers, der keiner Stauwand zugewiesen ist.
Best-Fit Decreasing - Basic
Gemäß dem generellen Prinzip der Best-Fit-Heuristik werden sämtliche Optionen einer
Entscheidung nach einem spezifizierten Kriterium bewertet; die bestbewerteste Option
besitzt mutmaßlich die beste Eignung und wird daher für den Entscheidungsvollzug
gewählt. Johnson u. a. (1974) hat für die Anwendung der Best-Fit-Heuristik auf das 1D-
BPP nachgewiesen, dass eine absteigende Sortierung der zu verstauenden Objekte nach
dem die Behälterkapazität verbrauchenden Kriterium eine höhere Lösungsgüte im worst
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case erzielt. Daher wird dieser Ansatz im Folgenden als Best-Fit Decreasing - Basic
(BFDB) bezeichnet. Simchi-Levi (1994) beweist, dass die Behälteranzahl, die der BFDB-
Algorithmus im worst case generieren würde, die Behälteranzahl der optimalen Lösung
nie um mehr als 50 Prozent übersteigen würde. Diese Differenz ist die kleinstmögliche
zwischen Optimum und worst case eines Algorithmus für das 1D-BPP.
Der Transfer der Best-Fit-Heuristik auf die Stauplanung kann wie folgt definiert wer-
den: Wähle für das aktuell zu platzierende Packstück jenen Freiraum, in dem seine Po-
sitionierung das verfügbare Volumen maximal ausnutzen würde. Wenn kein geeigneter
Freiraum vorhanden ist: Bilde eine neue Stauwand und positioniere das Packstück darin.
Die Initialisierung des BFDB beinhaltet die Aufnahme bestehender Freiräume überge-
bener Stauwände sowie die Vorsortierung der Packstückliste. Der BFDB-Algorithmus
sortiert die Packstücke absteigend nach ihrem Volumen. Im Anschluss erfolgt die ite-
rative Positionsbestimmung der Packstücke unter Nutzung der Drehungsvarianten. Die
Suche nach einer Packstückposition gemäß einer spezifischen Drehungsvariante bricht
nach dem Auffinden des ersten geeigneten Freiraums ab und geht zu der Folgevariation
über. Da die Freiräume gemäß ihres Volumens zentral in einem RSB gespeichert wer-
den, stellt der erstgeeignete Freiraum gemäß dem Volumenkriterium auch den besten
dar. Wenn für alle Drehungsvarianten des Packstücks der jeweils geeignetste Freiraum
ermittelt wurde, wird der kleinste unter ihnen genommen. Die Vorgehensweise des BFDB
ist als Pseudo-Code in Anhang C.1, S. 205, abgetragen.
Best-Fit Decreasing - Lookahead
Dieser Algorithmus erweitert den BFDB um eine Vorschaufunktion. Er wird daher als
Best-Fit Decreasing - Lookahead (BFDL) bezeichnet. Er besitzt die zusätzlichen Pa-
rameter PSV und FRV , welche die Anzahl der zu testenden Packstückpositionierun-
gen sowie die Anzahl der zu verfolgenden Freiraumoptionen je Packstückpositionierung
bestimmen. Die infrage kommenden Freiraumoptionen sind hinsichtlich der Raumver-
wertung die bestgeeignetsten aus allen erlaubten Drehungsvarianten für das jeweils zu
platzierende Packstück. Es ergeben sich für die Positionierung von PSV Packstücken
(FRV )PSV Kombinationsmöglichkeiten bis zur vollständigen Positionierung aller Pack-
stücke der Vorschau. In Abbildung 5.6 wird das Lookahead-Vorgehen des BFDL für eine
Vorschau für 4 Packstücke mit der jeweiligen Erprobung der 2 bestgeeignetsten Frei-
räume anhand eines Baumschematas verbildlicht. Der abgebildete Baum wird rekursiv
traversiert, d. h., dass alle dargestellten Knoten nur einmal besucht werden. In jeder
Ebene des Baumes werden die Platzierungsoptionen des aktuell zu verplanenden Pack-
stücks dargestellt. Ein Folgepackstück hat über alle Teilbäume die FRV -fache Anzahl an
Platzierungsoptionen wie sein Vorgänger. Ist das Ende eines Teilbaumes erreicht, wird
die letztgetätigte Packstückpositionierung rückgängig gemacht und mit einem anderen
noch nicht besuchten Teilbaum fortgefahren. Nach Erreichen jedes Blatts werden die
Raumnutzungsgrade der gewählten Freiräume addiert und gemeinsam mit dem Frei-
raumpfad sowie den Drehungsvarianten der Packstücke in einer Liste gespeichert. Nach
der vollständigen Traversierung des Baumes werden die Packstücke des Lookaheads ge-
mäß des Freiraumpfads mit der besten Raumnutzung positioniert. Während der Tra-
versierung wird ein B&B-Vorgehen angewendet. Es dient dazu, den möglichen Erfolg
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Abbildung 5.6: Vorschaufunktion in BFDL auf Basis von Branch-and-Bound
aus der Verfolgung eines von einem Knoten ausgehenden Unterzweiges zu antizipieren
und seine Erkundung ggf. zu untersagen, um nicht zielführende Rechenaufwände zu ver-
meiden (Dakin, 1965, S. 251). Der BFDL-Algorithmus vergleicht dazu in jedem Knoten
die durch die bisherigen Positionierungsentscheidungen erzielte Freiraumverwertung mit
der derzeit besten vollständigen Lösung. Liegt die Summe des ungenutzten Volumens
der adressierten Freiräume über jener der durch die vollständige Lösung erzielten, wird
der Unterzweig nicht weiter verfolgt; jede weitere Positionierung würde die Volumen-
summe ungenutzter Resträume bestenfalls konstant halten und daher keinen weiteren
Zielbeitrag leisten können. Die Implementierung dieses Vorgehens wird als Pseudo-Code
in Anhang C.2, S. 206, dargestellt. Lim u. Ying (2001, S. 346) präsentieren ebenfalls
einen Lookahead-Mechanismus, der jedoch auf Basis der Grundflächennutzung in den
adressierten Freiräumen entscheidet und über keinen B&B-Mechanismus verfügt. Dar-
über hinaus generiert ihr Algorithmus keine praxistauglichen bzw. der Ladungssicherung
hinreichend gerechten Staupläne.
Best-Fit Decreasing - Trade-off
Der Algorithmus Best-Fit Decreasing - Trade-off (BFDT) impliziert das retrograde Pla-
nungsvorgehen (vgl. Abbildung 3.2.1, S. 63) und überträgt das Prinzip der Clusterproze-
dur aus Abschnitt 3.2.2 (S. 66), Auftragsfamilien vorgelagerter Prozesse in die Planung
des aktuellen Prozesses miteinzubeziehen, auf die Stauplanung. Die konkrete Adapti-
on wird durch die Berücksichtigung der montagespezifischen Packstücktypen innerhalb
des Prozesses der Stauwandkomposition umgesetzt. Der Planungseinbezug bezweckt ei-
ne Verkürzung der Durchlaufzeiten der Packstücke im Anwendungsszenario. Dies wird
durch die Verringerung der Typenvarianz innerhalb der Stauwände erreicht. Dadurch
gleichen sich Packstücke mit nahen Abrufdaten aus dem Zwischenlager stärker in ih-
ren Typen, sodass ihre gemeinsame Fertigung in dem vorgelagerten Montageprozess
generell größere Lose und kürzere Verweildauern im Zwischenlager induziert. Die Detek-
tion geeigneter Freiräume ist identisch zu dem Vorgehen des BFDB-Algorithmus. Der
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BFDT-Algorithmus bricht jedoch die Suche nicht nach dem ersten Fund ab, sondern
sammelt alle geeigneten Freiräume, die den erstgefundenen Freiraum hinsichtlich seines
Volumens um einen Faktor 1+ϑ übersteigen. Bei der anschließenden Auswahl des Ziel-
freiraums wird derjenige gewählt, dessen Stauwand die größte Anzahl gleicher Packstück-
typen beinhaltet. Damit quantifiziert ϑ die Substitutionsbereitschaft, einen potenziellen
Raumverlust zum Vorteil einer typengleicheren Packstückpositionierung bzw. Stauwand
in Kauf zu nehmen. Die Sortierung der Packstücke erfolgt absteigend nach ihren Typen
(sekundäres Sortierkriterium) und Volumina (primäres Sortierkriterium). Alle weiteren
Bestandteile des BFDT-Algorithmus gleichen jenen des BFDB-Algorithmus. Der Pseudo-
Code von BFDT wird im Anhang C.3, S. 207, abgebildet.
Super-Best-Fit
Die Stauplanungsheuristik Super-Best-Fit (SBF) extensiviert BFDB um einen wesentlich
umfangreicheren Abgleich von Platzierungsoptionen. Während BFDB für ein spezifisches
Packstück den geringstvolumigen, aber noch geeigneten Freiraum, sucht, ermittelt SBF
für jedes noch nicht positionierte Packstück der Eingabeliste einen solchen. SBF platziert
jenes Packstück in jenen Freiraum, deren Kombination die größte Raumnutzung unter
allen erzielt. Um die Kombinationssuche effizient durchzuführen, werden die Packstücke
nach dem Start der SBF ebenfalls anhand ihres Volumens in einen RSB aufgenom-
men. Alle Kombinationen, bestehend aus Packstück, Drehungsvariante und Freiraum,
werden in einem RSB anhand ihres potenziellen Restraums gespeichert. Durch die ab-
solute Ordnung des RSB kann nach dem Vergleich aller Kombinationen die beste mit
einem Aufwand von O(log∑eb=1 ϵb) ermittelt und umgesetzt werden. Da für jede Pack-
stückpositionierung sämtliche Packstücke auf ihre Eignung untersucht werden, hat eine
Vorsortierung der Eingabeliste einen weniger starken Einfluss auf die Verstauungsreihen-
folge der Packstücke sowie die erzielbare Staueffizienz. Die Vorsortierung erfolgt nach den
Packstückvolumina und ist für die Wahl des zu platzierenden Packstücks lediglich in den
Fällen ausschlaggebend, in denen kein Packstück in keinen der existierenden Freiräume
platziert werden kann. Dann determiniert das erste nicht positionierte Packstück die
Stauwandtiefe. Der Pseudo-Code von SBF ist im Anhang C.4, S. 207, dargestellt.
GA-BFDT
Diese Stauplanungsheuristik basiert auf einem GA als Metaheuristik und nutzt BFDT
als Basismethode. Sie wird daher mit GA-BFDT bezeichnet. Die metaheuristische Vor-
gehensweise des GA-BFDT gleicht jener des in Abschnitt 3.3 (S. 76) vorgestellten GA.
Der GA-BFDT verteilt die Population einer Generation ebenfalls auf die zur Verfügung
stehenden Prozessoren und ermöglicht so eine parallele Verarbeitung der Individuen.
Die nach den Packstücktypen und -volumina vorsortierte Eingabereihenfolge der zu
verstauenden Packstücke stellt die initiale Gensequenz bzw. das initiale Genom dar. Der
GA-BFDT bewirkt Permutationen dieser Eingabereihenfolge mit Hilfe von Mutationen
und Rekombinationen und gibt sie dann an den BFDT-Algorithmus weiter. Die Mu-
tationsfunktion permutiert die an sie übergebene Gensequenz durch Invertierung eines
Genompartials (Weicker, 2007, S. 27 f.). Innerhalb des spezifizierten Intervalls werden
die Positionen der Packstücke vollständig umgekehrt bzw. invertiert. Die Auswahl des
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zu verändernden Partials erfolgt unter Berücksichtigung statistischer Eigenschaften des
übergebenen Genoms. Die Auswahlprozedur erfolgt daher geführt-zufällig. Ihr unterliegt
die Annahme, dass die Permutation in Sequenzpartialen mit höheren Volumenvarian-
zen zielgerichtetere Staueffizienzveränderungen bewirkt als ein vollkommen-zufällig ar-
beitender Mutationsoperator. Die geführt-zufällige Mutation ist ein problemspezifischer
Mutationsoperator, da sie das kontextuelle Wissen des Anwendungsszenarios nutzt.
Die Übergabeparameter an die Mutationsfunktion sind die zu mutierende Packstück-
sequenz, die Mutationsintensität sowie die Anzahl der Abschnitte, in denen Mutatio-
nen erfolgen sollen. Durch die Multiplikation von Sequenzlänge und Mutationsintensität
ergibt sich die Anzahl der zu invertierenden bzw. zu spiegelnden Stellen für die voll-
ständige Sequenz. Auf jeden Abschnitt entfällt davon ein gleicher Anteil. Dieser Anteil
definiert die Länge eines Analysefensters, das über die Abschnitte iterativ verschoben
wird und innerhalb dessen der Variationskoeffizient VarK der Volumina der darin be-
findlichen Packstücke berechnet wird. Die Nutzung des VarK ermöglicht eine relative
Betrachtung der Standardabweichung und vermeidet den überproportionalen Einfluss
von großen Packstücken auf den Auswahlprozess der zu invertierenden Intervalle. Der
VarK wird für die im Analysefenster befindlichen Packstücke j = 1,. . . ,a mit den Pack-
stückvolumina Vj sowie deren Mittelwert E(Vj) wie folgt definiert:
V arK =
√
1
a
·∑aj=1(E(Vj)− Vj)2
E(Vj)
∀j (5.13)
Nach Beendigung der VarK-Determination beginnt der Auswahlprozess des zu mutie-
renden Intervalls. Für jeden Abschnitt werden drei Zufallsvariablen gezogen:
• Die erste bestimmt die Wahl eines Analysefensters aus dem RSB. Die Ziehung
erfolgt aus dem Quartil der Analysefenster mit dem höchsten VarK.
• Die zweite definiert eine Zufallsstelle innerhalb des ausgewählten Analysefensters.
• Die dritte ist ein boolescher Wert und weist die zuvor bestimmte Zufallsstelle als
Start- oder Endpunkt des zu mutierenden Intervalls aus.
Unter Beachtung der zu invertierenden Stellenanzahl je Abschnitt sind somit die zu spie-
gelnden Intervalle vollständig definiert. Nach Durchführung aller Invertierungen wird die
mutierte Packstücksequenz vom Mutationsoperator zurückgegeben. Die mehrstufige Zu-
fallsziehung ist notwendig, um den bis dato deterministischen Vorgang in einen probabi-
listischen zu überführen und die Eigenart der Mutation, beliebige Gene zu verändern, in
Grundzügen zu erhalten. Der experimentelle Vergleich des vorgestellten Mutationsope-
rators mit einem vollkommen-zufällig invertierenden Mutationsoperator zeigt bei identi-
schen Parametern anhand der Praxisdaten des Anwendungsszenarios eine durchschnitt-
liche Überlegenheit des ersteren bezüglich STEFF SWb von 1,06 Prozentpunkten, sowie
bezüglich STEFFCOp von 0,46 Prozentpunkten. Während jeder Testinstanz dominierte
der geführt-zufällige Mutationsoperator den vollkommen-zufälligen. Der Pseudo-Code
des geführt-zufälligen Mutationsoperators wird in Anhang C.5, S. 208, abgetragen. Die
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Rekombinations- und Selektionsfunktionen gleichen jenen des Abschnitts 3.3.2, S. 80.
Die Güte eines Individuums wird durch die durchschnittliche Staueffizienz der durch
sein Genom generierten Stauwände STEFF SWb bestimmt.
Ein vergleichbarer Mutationsoperator wurde in der Literatur nicht gefunden. Es ist
überdies nur eine geringe Anzahl von GA-Ansätzen für das 3D-BPP auffindbar. Hop-
per (1998, S. 6 ff.) stellen in einer Übersicht verschiedene GA gegenüber. Die ver-
glichenen Ansätze divergieren erheblich in der Problemkodierung sowie den verfolg-
ten Rekombinations- und Mutationsstrategien für das 3D-BPP. So beschäftigen sich
z. B. Corcoran III u. Wainwright (1992, S. 1021 ff.) mit dem Container Loading Pro-
blem. Sie wenden einen layer-building-Ansatz an und haben für die Problemrepräsentati-
on ebenfalls die Permutation der Eingabereihenfolge gewählt. Die Rekombination erfolgt
bei ihnen nach verschiedenen Strategien wie z. B. partiellem oder zyklischem Crossover.
Die Mutation wird durch das Vertauschen und Rotieren einzelner Elemente umgesetzt.
Das Gütekriterium eines Individuums stellt dessen erzielte Stauhöhe im Gefäß dar. Die
betrachteten Restriktionen begrenzen sich lediglich auf die physischen Maße von Packstü-
cken und Containern. Die mangelhafte Berücksichtigung praxisnaher Staurestriktionen
wird durch Hopper (1998, S. 9) als eine generelle Schwachstelle der untersuchten Ansät-
ze identifiziert. Eine Ausnahme stellen (Bortfeldt u. Gehring, 1998b, S. 1 ff.) dar. Sie
berücksichtigen eine Orientierungs-, eine Stapel-, eine Balance- sowie eine Stabilitäts-
restriktion geringerer Stringenz. Die Problemrepräsentation sowie die Rekombinations-
und Mutationsoperatoren sind problemspezifisch auf Basis von Packschemata konzipiert.
Der Ansatz eignet sich nach Bortfeldt u. Gehring jedoch nur für Problemgrößen bis ca.
100 Packstücke. Ein neuerer Ansatz von Gonçalves u. Resende (2012, S. 179 ff.) ver-
folgt mit getrennten Populationen, die sich in definierten Zeitintervallen austauschen,
das Ziel, einen einzelnen Container maximal zu befüllen. Es wird eine mehrdimensionale
chromosomale Problemrepräsentation gewählt, die außer der Permutation der Einga-
bereihenfolge der Packstücke in den Container auch die Schichtformationen, in denen
sich die Packstücke befinden, speichert. Gonçalves u. Resende verwenden für die Ge-
nerierung dieser Schichten einen block-building-Ansatz, demgemäß sich nur Packstücke
desselben Typs darin befunden dürfen. Ihre Stauplanungsheuristik beweist sich in kom-
parativen Experimenten als erfolgreich. Die begrenzte Anzahl der in ihr berücksichtigten
Staurestriktionen macht sie jedoch nicht anwendbar auf das Anwendungsszenario dieses
Kapitels.
5.3.4 Konsolidierung von Stauwänden
Um die Containerstaupläne vollständig zu erstellen, bedarf es nach der Generierung der
einzelnen Stauwände einer Konsolidierung ihrer zu Containerladungen. Da die Stauwän-
de als Konsequenz der Containermaße über identische Breiten und Höhen verfügen, vari-
ieren sie lediglich in ihrer Stauwandtiefe. Diese sind zusammen mit den Containertiefen
die einzigen relevanten Planungsparameter. Das Optimierungsziel liegt in der Minimie-
rung der für die gegebenen Stauwände erforderlichen Containeranzahl. Aufgrund der
problemrelevanten Parameter kann das Planungsproblem für einen einzelnen Container
auf das Rucksackproblem reduziert werden (vgl. Abschnitt 2.2.3, S. 39). Dabei entspricht
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die Containertiefe der Rucksackkapazität und die Stauwandtiefen den Gewichten sowie
dem Nutzen der Objekte. Dies induziert identische Nutzen- bzw. Leistungsgewichte der
Stauwände, so dass keine von ihnen einen relativen Vorteil gegenüber anderen bezüglich
ihrer Positionierung im Container besitzt. Da die Aufgabe darin besteht, alle Stauwände
in Container zu verplanen, wird das Rucksackproblem iterativ formuliert. Während jedes
Planungsdurchlaufs gibt es einen einzelnen Container, dessen Tiefe durch die gewählte
Stauwandkonstellation maximal befüllt werden soll. Die Stauwände kommen aus einer
Planungsbasis, die nach jeder Iteration um die verplanten Stauwände reduziert wird.
Die Iterationen enden nach der Verplanung aller Stauwände. Für die exakte Lösung
des Rucksackproblems bzw. die Aufgabe der Stauwandselektion in den Iterationsschrit-
ten wird das MinKnap-Verfahren von Pisinger (1997) verwendet (vgl. Abschnitt 4.2.1,
S. 103).
5.3.5 Evaluation der Stauplanungsmethoden
Die Evaluation der in Abschnitt 5.3.3 vorgestellten Stauplanungsheuristiken erfolgt an-
hand mehrere Produktionsprogramme des Anwendungsszenarios aus dem Jahr 2011, die
sich über Zeiträume, Auftragsbestände sowie Planungsinstanzen gemäß der Segmentie-
rungsvorgaben wie folgt verteilen:
• Juni: 14.767 Packstücke, aufgeteilt über 123 Planungsinstanzen
• Juli: 15.740 Packstücke, aufgeteilt über 117 Planungsinstanzen
• August: 18.934 Packstücke, aufgeteilt über 141 Planungsinstanzen
• September: 16.887 Packstücke, aufgeteilt über 136 Planungsinstanzen
Die Maße und Häufigkeiten der Packstücke sind in Anhang C.6, S. 209, zusammenge-
fasst. Die zur Verfügung stehenden Container sind 40-Fuss-Standardcontainer und haben
in Anlehnung an die Norm 668 der International Organization for Standardization die
Innenmaße Wp=2345 mm, Hp=2385 sowie Dp=12040 (Versicherungswirtschaft, 2012).
BFDL wird mit PSV=7 und FRV=6 parametrisiert. Der Trade-off-Faktor ϑ des BFDT-
Algorithmus wird auf 15% gesetzt. GA-BFDT arbeitet auf Basis von 80 Individuen.
Anhand experimenteller Parametervariation wurde eine Mutationsintensität von 30%
bestimmt, die sich über 3 Intervalle des Erbguts verteilt. Die Rekombinationswahr-
scheinlichkeit beträgt 60% und erfolgt anhand eines Order-Crossovers. Die Fitness bzw.
Güte eines Individuums entspricht der durchschnittlichen STEFF SWb , die durch seine
Reihenfolgepermutation erreicht wird. Die Rekombination erfolgt äquivalent des in Ab-
schnitt 3.3.2 (S. 78) verwendeten Rekombinationsoperators. Der GA-BFDT bricht nach
50 Generationen ab.
Die Tabelle 5.2 zeigt für alle Stauplanungsheuristiken die durchschnittlichen Evaluati-
onsergebnisse über alle Produktionsprogramme. Für detaillierte Ergebnisse, die nach den
jeweiligen Produktionsprogrammen aufgeschlüsselt sind, wird auf Anhang C.7, S. 210,
verwiesen. Tabelle 5.2 beinhaltet für jede Stauplanungsheuristik die durchschnittliche
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Staueffizienz aller Stauwände (∅-STEFF SWb ), die durchschnittliche Anzahl der ver-
schiedenen Packstücktypen je Stauwand (T. /SW ), die Anzahl aller Stauwände über
alle Planungsinstanzen (∑SW ), die durchschnittliche Staueffizienz aller Container (∅-
STEFFCOp ), die durchschnittliche Anzahl der verschiedenen Packstücktypen je Con-
tainer (T. /CO) sowie die Anzahl aller Container über alle Planungsinstanzen (∑CO).
Eine Stauplanungsheuristik ist einer anderen (partiell) überlegen, wenn sie bezüglich
∅-STEFF SWb oder ∅-STEFFCOp einen höheren Wert oder bezüglich T. /SW ,
∑
SW ,
T. /CO oder ∑CO einen niedrigeren Wert aufweist. Im Allgemeinen zeigt der Vergleich
Heuristik ∅-STEFF SWb T. /SW
∑
SW ∅-STEFFCOp T. /CO
∑
CO
BFDB 80,24% 3,42 3.745 67,56% 16,41 590,00
BFDL 80,20% 3,42 3.747 67,52% 16,42 590,25
BFDT 79,89% 1,90 3.763 67,07% 10,32 594,25
SBF 79,78% 3,40 3.767 67,30% 16,50 592,25
GA-BFDT 82,15% 2,11 3.663 68,80% 11,24 579,25
Tabelle 5.2: Durchschnittliche Evaluationsergebnisse der Stauplanungsheuristiken
der durchschnittlich erzielten Leistungskennzahlen nur geringe Differenzen zwischen den
einzelnen Stauplanungsheuristiken. Dies ist auf die ähnliche Basisstrategie der volu-
menfokussierten Best-Fit-Regel, die geringe Heterogenität der Packstückmaße sowie die
Staurestriktionen zurückzuführen, die die Positionierungsoptionen stark einschränken.
Der BFDT-Algorithmus weist die besten Werte für T. /SW und T. /CO auf. Dies ist
auf die zweistufige Sortierung gemäß der Packstücktypen und -volumen sowie auf die
Substitutionsbereitschaft ϑ zurückzuführen. Ergänzende Tests haben gezeigt, dass die
Vorsortierung die Dominanz von BFDT bzgl. T. /SW und T. /CO zu ca. 90% begrün-
det. Es ist jedoch zu erwarten, dass dieser Anteil mit einer größeren Packstückhetero-
genität abnähme. Unterschiedlichere Packstückgrößen würden zu einer umfangreicheren
Größenheterogenität der potenziellen Freiräume und damit zu einem Anstieg der Frei-
raumanzahl im Volumenbereich von 1 + ϑ führen (vgl. Abschnitt 5.3.3, S. 137).
Die Stauplanungsheuristik SBF besitzt unter allen die geringsten Werte hinsichtlich
∅-STEFF SWb . Die Typendiversität wird nicht nennenswert beeinflusst. Damit rechtfer-
tigt sich der erhöhte Suchaufwand, der in SBF durch den wiederholten Abgleich aller
Packstücke mit allen Freiraumoptionen entsteht, nicht.
Die GA-BFDT-Heuristik produziert im Vergleich mit den anderen Verfahren die kom-
paktesten Stauwände und Containerladungen. Darüber hinaus sorgt die Nutzung der
Basismethode BFDT für eine geringe Varianz der montagespezifischen Packstücktypen
in den Stauwänden. Die Konstellation einer effizienten Verstauung sowie geringen Ty-
penvarianz ist geeignet, um im Anwendungsszenario kurze Durchlaufzeiten der einzelnen
Packstücke zu erzielen. Daher wird die Stauplanungsheuristik GA-BFDT für die Verfah-
rensimplementierung gewählt.
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Abbildung 5.7: Planungsvorgehen im Anwendungsszenario
5.4 Verfahrensimplementierung
Die rollierende Planung des Anwendungsszenarios wird durch einen methodischen Zyklus
realisiert (vgl. Abschnitt 5.2, S. 116). Dieser ist retrograd strukturiert. Dies bedeutet,
dass nach dem monatlichen Erhalt des Produktionsprogramms zunächst die Container-
staupläne erstellt werden. Die Reihenfolge der erstellten Containerladungen stellen das
Genom des GA dar. Dieser permutiert die Reihenfolge und inkludiert in seiner Bewer-
tungsfunktion die Allokation des Containerisierungs- sowie des Montageprozesses. Nach
der Termination des GA ist die Phase der Ablaufplanung beendet. Es beginnt die Phase
der Ablaufsteuerung, in der die generierten Ablaufpläne umgesetzt und gegebenenfalls
modifiziert werden. Bei Eintreffen eines neuen Produktionsprogramms beginnt die Ab-
laufplanung erneut. Die Abbildung 5.7 skizziert diesen abstrakt dargestellten Planungs-
zyklus. In dem folgenden Unterabschnitt 5.4.1 werden die Adaption der Basisheuristik
sowie des GA aus Kapitel 3 auf die Prozesse der Montage und Containerisierung so-
wie ihre Kombination mit der Stauplanungsheuristik erläutert. Der Unterabschnitt 5.4.2
transferiert die methodischen Entwicklungen der Ablaufsteuerung aus Kapitel 4 auf den
Kontext des Anwendungsszenarios.
5.4.1 Ablaufplanung
Die Reihenfolge der folgenden Passagen entspricht der zeitlichen Anwendungsabfolge der
jeweiligen Methoden.
Stauplanung und Anwendung eines Genetischen Algorithmus
Nach dem monatlichen Erhalt des Produktionsprogramms erfolgt zunächst die Segmen-
tierung der Packstücke in separate Planungsinstanzen (vgl. Abschnitt 5.1.2, S. 116). An-
schließend werden für jede der Planungsinstanzen Staupläne auf Basis von GA-BFDT
und MinKnap erzeugt. Der Genetische Algorithmus der Stauplanungsheuristik umfasst
30 Generationen mit jeweils 40 Individuen. Die Containerladungen der Planungsinstan-
zen werden nach Abschluss der Stauplanung in einer gemeinsamen Liste zusammen-
gefasst und gemäß den Daten ihrer Schiffsabfahrt absteigend sortiert. Die Reihenfolge
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der Containerliste stellt das initiale Genom des GA der Ablaufplanung dar. In der Los-
komposition der Containerisierung kommen die Erkenntnisse aus Kapitel 3 bzw. die
darin entwickelte Basisheuristik nicht direkt zur Anwendung. Da die Deadlines der zu
einem Container gehörenden Packstücke übereinstimmen müssen, ist ihre wartezeitli-
che Betrachtung für den Prozess der Containerisierung nicht relevant. Ihre Familien-
bzw. Typenzugehörigkeiten im Vorprozess, der Montage, nehmen jedoch durch die Ver-
wendung der Stauplanungsheuristik GA-BFDT Einfluss auf die Loskomposition (vgl.
Abschnitt 5.3.3, S. 138). Die Berücksichtigung der montagespezifischen Packstücktypen
in dem Prozess der Stauplanung wirkt sich direkt auf die zu erzielende Durchlaufzeit
aus.
Der GA permutiert die Beladungsreihenfolge der Container und bestimmt damit in-
direkt die Terminierungen ihrer Realisierungen. Das generelle Vorgehen des GA sowie
seine Operatoren entspricht vollständig der in Abschnitt 3.3, S. 76, spezifizierten Me-
taheuristik. Die Bewertungsfunktion des GA umfasst die Ressourcenallokationen der
Containerreihenfolgen in der Containerisierung sowie die anschließende Anwendung der
Basisheuristik für Loskomposition und -terminierung in der Montage. Die Intention der
GA-Anwendung liegt in der Bestimmung einer Containerreihung, welche Containerla-
dungen mit Packstücken ähnlichen Montagetyps in zeitlicher Nähe zueinander gruppiert,
jedoch gleichzeitig den Zeitpunkt ihrer Beladung innerhalb der schiffsabfahrtsbezogenen
Hafenfrist belässt. Die Güte eines Individuums ergibt sich daher aus der durchschnittli-
chen Durchlaufzeit je Packstück sowie der mittleren Montagelosgröße über alle Montag-
einstanzen, welche durch die Containerreihenfolge des Individuums erzielt würde. Ein
Individuum ist einem anderen überlegen, wenn seine Containerreihung ein besseres Ver-
hältnis aus durchschnittlicher Losgröße und Durchlaufzeit erzielt als die des anderen.
Der GA wird nach dem Erhalt eines jeden Produktionsprogramms angewendet und um-
fasst 100 Generationen mit jeweils 40 Individuen. Die übrigen Parameter sind identisch
zu den verwendeten des Abschnitts 3.3, S. 76.
Allokation in der Containerisierung
Der Allokationsmethode des Containerisierungsprozesses wird vom GA eine permutierte
Containerliste übergeben. Diese wird iterativ abgearbeitet. Die für die Containerisie-
rungsplanung bedeutsamen Ressourcen sind die zur Verfügung stehenden Containerbel-
aderampen sowie Gabelstapler. Bei letzteren wird davon ausgegangen, dass ausreichend
qualifizierte Mitarbeiter anwesend sind, um die vorhandenen Gabelstapler zu bedienen.
Jeder einzelnen Ressource ist ein Terminplan zugewiesen. Die Arbeitstage umfassen Mon-
tag bis Freitag von 6.00 - 22.00 Uhr sowie Samstag von 6.00 - 14.00 Uhr.
Für jeden Container erfragt die Allokationsmethode zunächst bei sämtlichen Contai-
nerbeladerampen nach einem Produktionstermin. Die Zeitparameter, anhand derer die
retrograde Terminsuche erfolgt, sind der Fertigstellungstermin sowie die Reservierungs-
dauer der Rampe. Diese setzt sich aus den Dauern für die Packstückverladungen sowie
die Containerbereitstellung zusammen. Für den Fortverlauf wird jene Rampe erwählt,
deren angebotener Produktionstermin zeitlich am nächsten zum Fertigstellungstermin
liegt. Nachfolgend wird für den beabsichtigten Beladezeitraum ein verfügbarer Gabel-
stapler gesucht. Sollte keiner gefunden werden, wird die Suche umgekehrt und für den
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Abbildung 5.8: Beladungs- und Planungsablauf einer Containerstaurampe
nächsten verfügbaren Gabelstapler eine frei Beladerampe gesucht. Die Orientierung am
Fertigstellungstermin soll einen geringen Bestand im Containerlager induzieren; dies re-
sultiert aus der Hafenannahmefrist schiffsabfahrtsbezogener Container, die 14 Tage vor
der Schiffsabfahrt beginnt.
Nach der Zuweisung von Verladedaten und -ressourcen zu der Containerbeladung wer-
den die Zeitstempel der einzelnen Packstücke berechnet. Dafür werden die Stauwände des
Containers bzw. Packstücke der einzelnen Stauwände absteigend nach ihrer z- bzw. y-
Koordinate sortiert. Dies ist erforderlich, da die Zeitstempel ebenfalls retrograd vergeben
werden. Abbildung 5.8 verdeutlicht den zeitlichen Ablauf der physischen Containerbe-
ladung sowie der planerischen Beladungsplanung. Mit der Vergabe der Zeitstempel ist
die Containerbeladung für den spezifischen Container abgeschlossen. Es folgt der nächs-
te der Liste. Sind alle Container der Liste verplant, endet die Allokationsmethode des
Containerisierungsprozesses.
Allokation in der Montage
Die Loskomposition sowie -terminierung der Montage erfolgt unter Verwendung der Ba-
sisheuristik (vgl. Abschnitt 3.2, S. 62). Innerhalb der Loskomposition bündelt die Basis-
heuristik die Aufträge auf Basis der gegenseitig induzierten Wartezeiten sowie der Re-
lation aus Losgrößen- und Wartezeitwachstum. Die Familienzugehörigkeiten sind nicht
relevant, da der Montage kein Prozess vorgelagert ist. Die stufenspezifischen Deadlines
der Packstücke, welche für die Wartezeitbetrachtung erforderlich sind, ergeben sich aus
dem Datum ihrer Containerisierung abzüglich der Transportdauern über das Zwischen-
lager. Die Freigabedaten der Packstücke folgen im Montageprozess ausschließlich den
Daten ihrer Realisierbarkeit bzw. der Verfügbarkeit der ihnen zugehörigen Artikel.
Da die Montageinstanzen unabhängig voneinander agieren, erhält jede von ihnen ei-
nen eigenen, leeren Terminplaner. Aufgrund ihrer Unabhängigkeit kann die Basisheu-
ristik auf jede Montageinstanz separat angewendet werden. Die zu berücksichtigenden
Arbeitszeiten entsprechen in allen Montageinstanzen jenen der Containerisierung. Als
eine zusätzliche präventive Strategie wird an jedem Arbeitstag der Zeitraum der letzten
Arbeitsstunde für die Ablaufsteuerung reserviert. Dies verlängert die Durchlaufzeiten der
Packstücke nur geringfügig, verschafft der Ablaufsteuerung jedoch bedeutende Zeitreser-
ven zur Neuterminierung nicht realisierbarer Lose. Losreihungen und -terminierungen
erfolgen äquivalent den Ausführungen in Abschnitt 3.2.2, S. 74. Die Bearbeitungsdau-
ern ergeben sich aus den Summen der typspezifischen Auftragsdauern der Packstücke
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in einem Los abzüglich des Skaleneffekts. Zusätzlich berücksichtigt die Losterminierung
den Umstand der simultanen Losbearbeitung durch mehrere Mitarbeiter. Ein Effizienz-
faktor, der sich aus den Mitarbeiterzahlen der jeweiligen Montageinstanz ableitet, führt
daher zu einer proportionalen Verkürzung der Bearbeitungsdauern der Lose.
5.4.2 Ablaufsteuerung
Die Ablaufsteuerung erfolgt in dem Anwendungsszenario für beide Prozesse gemeinsam
aus der Perspektive der Montage. Eine separate Anwendung der Steuerungsmethoden
wäre in der Containerisierung wegen der stark unterschiedlichen Losstrukturen nicht im
vollen Umfang möglich. Stattdessen werden die präemptiven Strategien der Montage-
stufe um entsprechende Methoden der Stauplanungsmodifikation erweitert.
Das allgemeine Vorgehen der Ablaufsteuerung ist identisch dem vorgestellten Ab-
lauf in Abschnitt 4.1, S. 97. Nach dem Arbeitsende eines jeden Tages werden für jede
Montageinstanz zuerst die nicht realisierbaren Packaufträge bzw. Lose des Folgetages
ermittelt. Nachfolgend werden alle plankompatiblen Strategien in selbiger Weise wie in
Abschnitt 4.2.1, S. 101, angewendet. Lose, denen die plankompatiblen Strategien kei-
ne späteren Produktionstermine zuweisen konnten, werden zu der Liste unverplanter
Lose hinzugefügt. Diese Liste wird anschließend gemäß den Deadlines der Montagelose
sortiert und iterativ durch die präemptiven Strategien verarbeitet. Lose, deren Montage-
Deadlines innerhalb der folgenden drei Tage liegen, werden zunächst in ein realisierbares
sowie ein nicht realisierbares Los unter Beachtung der Mindestlosgrößen aufgeteilt. Die
präemptiven Methoden FNC und SO versuchen anschließend, die Bearbeitung der Lose
in den Folgetagen zu erzwingen.
Sollten die präemptiven Methoden für ein Los keinen zeitnahen Produktionstermin
erwirken können, wird weitergehend geprüft, ob seine Deadline bzw. die Containerver-
ladung von mindestens einem seiner Packstücke am Folgetag liegt. Diese Prüfung findet
im Übrigen auch für das nicht realisierbare Los statt. Wenn der Folgetag die Deadline
eines unverplanten Loses darstellt und dieses nicht mehr produziert werden kann, sind
Modifikationen der Ablaufplanung in dem Prozess der Containerisierung sowie in den
betreffenden Stauplänen unumgänglich. Dafür werden zunächst die nicht realisierbaren
Packstücke des jeweiligen Loses bestimmt. Anschießend werden diese aus den Stauplänen
ihrer Zielcontainer entfernt. Diesem Vorgehen liegt die Annahme zugrunde, derzufolge
der Versuch, die entsprechenden Containerbeladungen zeitlich zu verschieben oder auf-
zutrennen, wegen der geringen freien Zeitkapazitäten an den Beladerampen sowie der
zeitlichen Nähe zu den Schiffsabfahrten nicht zielführend wäre; aufgrund der retrograden
Ablaufplanung innerhalb der Containerisierung sowie durchschnittlicher STEFFCOp von
über 70% und der daraus resultierenden Beladedauer ist davon auszugehen, dass Ersatz-
termine vor der Schiffsabfahrt der betreffenden Container nicht vorhanden sind.
Bei der Herauslösung der Packstücke aus den Stauplänen ist zu beachten, dass die
Stauwand wegen entstandener Instabilitäten evtl. neu gebildet werden muss. Für diese
Aufgabe werden die relevanten Packstücke nach ihrem Montagetypus sowie ihrem Volu-
men absteigend sortiert und mittels der Stauplanungsheuristik BFDT in dem Container
verstaut. Da sich die Eingabereihenfolge von der vormaligen, via GA-BFDT bestimmten,
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Reihenfolge unterscheiden kann, besteht die Möglichkeit, dass die übrigen Packstücke
der neu zu konstituierenden Stauwand nicht mehr in den Container passen. In diesem
Fall werden sie mit den entfernten Packstücken gemeinsam weiterverarbeitet. Die aus
dem Container herausgelösten Packstücke werden überdies aus den Terminplänen des
betreffenden Gabelstaplers sowie der Containerbeladerampe gelöscht und der Zeitraum
des Beladevorgang ggf. verkürzt. Nachfolgend werden zwei Strategien der Neuverstauung
angewendet. Die erste sucht für jedes Packstück, das aus den Stauplänen entfernt wurde,
alternative Container. Diese müssen derselben Schiffsabfahrt angehören, ein Containe-
risierungsdatum > t + 1 aufweisen und über genügend Freiraum für die Packstückposi-
tionierung verfügen. Bei Gelingen dieser Strategie wird die montagespezifische Deadline
des Packstücks in die Zukunft verschoben. Folglich kann das Packstück in dem Monta-
gelos verbleiben. Bei Misslingen dieser Methode findet eine zweite Strategie Anwendung.
Diese versucht, das Packstück in einem neuen Container an einem späteren Termin zu
containerisieren. Diese Maßnahme besitzt einen Zeitbedarf in Höhe der Bereitstellungs-
dauer für einen neuen Container sowie der einmaligen Transportzeit vom Zwischenlager
zur Beladerampe. Dies ist ein vergleichsweise geringer Zeitbedarf und kann in residualen
Produktionslücken der Containerisierung realisiert werden. Die Versendung eines einzel-
nen Packstücks in einem Container ist in vielen Fällen ökonomisch sinnvoller als der
alternative Transport via Flugzeug.
Wenn keine der Strategien die Überschreitung des Fertigstellungstermins vermeiden
konnte, werden die Packstücke aus den Losen entfernt. Es verbleibt nur noch ihre Ver-
sendung als Luftfracht. Dazu werden die aus den Stauplänen entfernten Packstücke nach
Möglichkeit als Lose zusammengefasst und ihnen in den Terminplänen der betreffenden
Montageinstanzen die nächstmöglichen Produktionstermine zugewiesen. Der Versand via
Luftfracht schließt sich unmittelbar an. Der Pseudo-Code der Stauplanungsmodifikation
ist in Anhang C.8, S. 211, dargestellt. Er beginnt mit dem Erhalt eines unverplanten
Loses, dessen Deadline am Folgetag liegt.
Die Phase der Ablaufsteuerung dauert bis zum Eintreffen eines neuen Produktions-
programms an. Mit diesem wird in den ebengleichen Planungsschritten verfahren. Da-
bei bleiben die noch geltenden Allokationen des alten Produktionsprogrammes in den
Terminplänen der Montage- und Containerisierungsinstanzen bestehen. Sollten aus der
vorherigen Phase der Ablaufsteuerung noch unverplante Lose des alten Produktions-
programmes existieren, werden diese aufgelöst und ihre Packstücke mit denen des neu-
en Produktionsprogramms vermengt. Es findet jedoch keine gemeinsame Stauplanung
statt. Lediglich die Montageplanung ermöglicht zum Zwecke größerer Lose die Bünde-
lung von Packstücken verschiedener Produktionsprogramme. Da die Montagedeadlines
solcher Packstücke jedoch weit auseinanderliegen und die Lose auf Basis der gegenseiti-
gen Zeitdistanzen komponiert werden, tritt dieser Fall nur selten ein. Des Weiteren ist
es möglich, dass Packstücken eines Produktionsprogramms während der Phase der Ab-
laufplanung wegen der bereits bestehenden Allokationen in den Montageinstanzen kein
Produktionstermin zugewiesen werden kann. In solchen Fällen werden betreffende Lose
der Liste unverplanter Lose zugefügt und in der Phase der Ablaufsteuerung verplant.
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5.5 Evaluation
Dieser Abschnitt bezweckt das in den Kapiteln 3 und 4 entwickelte und in diesem Kapitel
auf das Anwendungsszenario der CKD-Prozesskette adaptierte Planungsverfahren mit
Hilfe von Praxisdaten zu evaluieren. Dafür werden mehrere Produktionsprogramme, die
durch das Unternehmen bereitgestellt wurden, mittels sogenanntem Backtesting in den
Planungszyklus (vgl. Abbildung 5.7) überführt. Das Backtesting entstammt der Finanz-
wirtschaft und beschreibt die Validierung einer Handelsstrategie anhand historischer
Daten unter Berücksichtigung der zu diesen Zeitpunkten bestimmenden Rahmenpara-
meter (Investopedia, 2012). Im Kontext der Anwendungsszenarios erlaubt es, die durch
das Planungsverfahren erzeugten Ablaufpläne mit den real erfolgten Produktionsabläu-
fen zu vergleichen. Dies wird im Folgenden sowohl auf Basis von Leistungskennzahlen
als auch durch die von ihnen generierten ökonomischen Auswirkungen geschehen. Dafür
wird im nächsten Unterabschnitt 5.5.1 der für die Evaluation verwendete Datenbestand
beschrieben. Die Ergebnisse der Testläufe werden in Unterabschnitt 5.5.2 hinsichtlich ih-
rer Leistungsunterschiede und Kostenwirkungen analysiert. Innerhalb dieses Abschnitts
werden der real erfolgte Ablauf im Unternehmen mit operatives Vorgehen und der von
den entwickelten Methoden generierte Ablauf mit Planungsvorgehen bezeichnet.
Die in dieser Evaluation verwendeten Daten und Ergebnisse sind partiell in Isenberg
(2012) veröffentlicht worden. Abweichende Ergebnisse begründen sich durch verbesserte
methodische Vorgehensweisen.
5.5.1 Umfang und Beschaffenheit der Daten
Neben dem methodischen Planungsvorgehen ist die verwendete Datenbasis für die Eva-
luation von gleichwertiger Bedeutung. Diese setzt sich aus Stamm- und Auftragsdaten
für den Zeitraum Juni bis September 2011 zusammen. Im Folgenden werden die beiden
Datenklassements sowie notwendige Aufarbeitungsschritte beschrieben.
Stammdaten
Die Stammdaten beschreiben auftragsunabhängige Planungs- und Leistungsparameter
der Montage- und Containerisierungsressourcen sowie die Packdauern und Maße (vgl.
Anhang C.6, S. 209) der verschiedenen Packstücktypen. Sie sind durch Experteninter-
views gewonnen worden (Prozessingenieur, 2012; Geschäftsführung, 2012b). Die für den
Planungszyklus relevanten Parameter sowie ihre Werte sind in Tabelle 5.3 abgetragen.
Auftragsdaten
Die Auftragsdaten der betreffenden Monate wurden mit dem monatlichen Erhalt der
Produktionsprogramme an das Unternehmen übergeben. Aus ihnen ergeben sich die Ar-
ten und Anzahlen der herzustellenden Packstücke (vgl. Abschnitt 5.1.2). Die Tabelle
5.4 fasst die Auftragsdaten zusammen. Die Daten sind nach dem zeitlichen Erhalt der
Produktionsprogramme aufgeschlüsselt. Alle Daten der Tabelle basieren auf dem Jahr
2011. Es sind die Anzahl der Aufträge je Produktionsprogramm (n), die Typendaten
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Parameter Ausprägung
Allgemein
Schichten/Tag: 2
Stunden/Schicht: 8
Täglicher Arbeitsbeginn: 6 und 14 Uhr
Tägliches Arbeitsende: 14 und 22 Uhr
Arbeitswoche: Montag – Samstag Mittag (11 Schichten)
Puffer für Fertigstellungstermin: 1 Tag
Hafenannahmefrist für Container: 14 Wochentage vor Schiffsabfahrt
Montage
Mitarbeiter/Schicht: 66 über alle Packflächen
Transportdauer zu Zwischenlager: 2 Minuten/Packstück
Minimale Losgrößen: 1 bis 29 Stück (typabhängig)
Maximale Losgrößen: 1 bis 60 Stück (typabhängig)
Packdauer/Packstück: 4 bis 175 Minuten (typabhängig)
Maximaler Skaleneffekt: 5% Reduktion der Losfertigungsdauer
Containerisierung
Mitarbeiter/Schicht: 5 Gabelstapler
Containerbeladerampen: 10
Transportdauer zu Container: 2 Minuten/Packstück
Dauer für Containerbereitstellung: 20 Minuten
Containermaße (20 Fuß) in mm: 2.345 (Wp), 2.385 (Hp), 5.910 (Dp)
Containermaße (40 Fuß) in mm: 2.345 (Wp), 2.385 (Hp), 12.040 (Dp)
Tabelle 5.3: Stammdaten und Planungsparameter der Evaluation
Aufträge Montage Containerisierung Schiffsabfahrten
Typ./Packfläche PS/Typ PS/Typ
Erhalt n Typ. ∅ min max ∅ max Typ. ∅ max Zeitraum ∑
20.06. 14767 1.347 135 19 313 11,0 230 123 120 824 25.07. - 25.08. 18
20.07. 15740 1.507 151 33 374 10,4 190 117 135 1.053 29.08. - 22.09. 16
20.08. 18934 1.626 163 29 385 11,6 256 141 134 842 26.09. - 20.10. 16
20.09. 16887 1.576 158 46 362 10,7 240 136 124 872 24.10. - 23.11. 20
Tabelle 5.4: Auftragsdaten der Evaluation
der Montage und Containerisierung sowie die die Fertigstellungstermine bestimmen-
den Schiffsabfahrten abgetragen. Die Montage besteht aus 10 organisatorisch differenten
Packflächen, die im Durchschnitt 135 bis 163 verschiedene Packstücktypen besitzen. Lo-
se der Montage dürfen nur aus Packstücken desselben Typus erstellt werden. Je Typ
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sind zwischen einem (nicht abgetragen) bis maximal 256 Packstücke (PS/Typ) vorhan-
den. In der Containerisierung ergibt sich die Typenanzahl aus der Anzahl der vonein-
ander getrennten Planungsinstanzen. Ein Containerisierungstyp wird demzufolge durch
die Schiffsabfahrt, das Zielland, die Abladestelle und den Fahrzeugtyp bestimmt (vgl.
Abschnitt 5.1.2, S. 117). Die Planungsbasis eines Typs umfasst je nach Produktions-
programm zwischen einem (nicht abgetragen) bis maximal 1.053 Packstücke (PS/Typ).
Die Schiffsabfahrten gehen immer in 6 verschiedene Länder, erstrecken sich jeweils über
einen Zeitraum von ca. 1 Monat und liegen in ihrer Anzahl zwischen 16 und 20. Die Ta-
belle verbildlicht damit die Präsenz der stufenspezifischen inkompatiblen Auftragstypen
im Anwendungsszenario.
Datenaufarbeitung
Die Daten waren in Teilen unvollständig. Der für die Planung relevante Anteil betroffe-
ner Packstücke ist mit ≤ 3% jedoch als gering einzuschätzen. Im Einzelnen waren die in
Tabelle 5.5 dargestellten Datenattribute unvollständig und benötigten für die als absolut
gekennzeichnete Packstückanzahl einer Korrektur. Die Bearbeitungszeiten, Packstück-
maße sowie Gewichtsangaben der Packstücke sind dem Klassement der Stammdaten
zuzurechnen. Die restlichen gehören der Gruppe der Auftragsdaten an. Die relativen
Anteile unvollständiger Daten beziehen sich auf 66.328 Packstücke. Dies ist die Summe
aller Packstücke aus allen Produktionsprogrammen. Das fehlende Datum der Packstück-
containerisierung ist für die Planung unerheblich, erhält jedoch Relevanz für die Analyse
der operativen Leistungsfähigkeit. Da der relative Anteil der vorhandenen Containeri-
sierungsdaten signifikant größer jenem der nicht vorhandenen ist und ihre absolute An-
zahl auf einem hohen Niveau liegt, kann unter Zuhilfenahme des Gesetzes der großen
Zahlen davon ausgegangen werden, dass die vorhandenen Containerisierungsdaten einen
repräsentativen Rückschluss auf die durchschnittlichen Verweildauern im Zwischenlager
bieten. Gemäß dem Gesetz der großen Zahlen konvergiert der Wert einer Zufallsvaria-
blen bei Konstanz der Rahmenparameter mit einer steigenden Anzahl experimenteller
Wiederholungen auf den Erwartungswert (Bourier, 2011, S. 15). Für den Fall fehlen-
der Containerisierungsdaten sind daher ausreichend Daten vorhanden, um eine aussa-
gekräftige Analyse der operativen Leistungskennziffern vorzunehmen. Unabhängig der
Fehlende Daten Absolut Relativ Korrekturmaßnahme
Bearbeitungszeiten 1910 2,88% Rekonstr.+Experten (Prozessingenieur, 2012)
Packstückmaße 255 0,38% Herleitung aus ähnlichen Packstücken
Gewichtsangaben 24 0,04% Herleitung aus ähnlichen Packstücken
Schiffsabfahrten 106 0,16% Datum von PS mit Cont. am gleichen Tag
Artikeldaten 63 0,09% Herleitung aus ähnlichen Packstücken
Bestandsdeckung 221 0,33% auf 8 Stunden vor Datum Cont. gelegt
Datum Cont. 9936 14,98% bleiben unberücksichtigt in Analyse
Tabelle 5.5: Maßnahmen der Aufarbeitung von Stamm- und Auftragsdaten
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Aufbereitung bestanden zudem Ungenauigkeiten bezüglich mehrerer, für die Analyse
erforderlicher, Zeitstempel. So streuten in dem Datensatz des operativen Vorgehens die
Termine des Beladungsabschlusses einzelner Container über mehrere Tage. Da diese Ter-
mindaten für jedes Packstück hinterlegt sind, wurde das Beladungsende jedes Containers
dem spätesten Datum der in ihm befindlichen Packstücke gleichgesetzt. Zudem ließen die
Unternehmensdaten keinen Rückschluss auf das Datum der Containerverbringung in den
Hafen zu. Für diesen Zeitpunkt wurde das frühestmögliche Datum angenommen. Soll-
te das Beladungsende eines Containers in die schiffsabfahrtsbezogene Hafenfrist fallen,
entspricht sein Zeitpunkt dem Datum der Containerverbringung. Wenn die Beladung
jedoch vor dem Fristbeginn erfolgte, wird das Datum der Containerverbringung auf den
Fristbeginn gesetzt. Diese Art der Terminbestimmung unterschätzt die real entstandene
Lagerdauer im Containerlager, sichert aber die Vergleichbarkeit mit dem Planungsvor-
gehen.
5.5.2 Bewertung der Ergebnisse
Dieser Abschnitt kontrastiert die Leistungskennziffern und Kostenwirkungen des ope-
rativen sowie des Planungsvorgehens aus der Perspektive des Materialflusses. Da dem
Planungsvorgehen die real eingesetzten Arbeitskapazitäten zugrunde gelegt wurden und
sich die Arbeitsvolumina beider Varianten nicht unterscheiden, werden in der folgenden
Betrachtung keine Personalkennzahlen berücksichtigt. Aufgrund der rollierenden Pla-
nung (vgl. Abbildung 5.2) sowie dem Bestreben, einen möglichst realistischen Vergleich
zu erzielen, begrenzt sich der Untersuchungszeitraum auf das Zeitfenster vom 20.07.
bis zum 20.10.2011. Dies resultiert aus der Notwendigkeit des Planungsvorgehens, das
unternehmerische Produktionssystem ein- und auszuschwingen und so eine realistische
Belastung der Prozesse zu generieren. Im Hinblick auf die Reichweiten der Produktions-
programme ist davon auszugehen, dass das im Mai erhaltene Produktionsprogramm bis
zum 20.07.2011 verarbeitet worden ist und die im Montage- und Containerisierungspro-
zess verbliebenen Aufträge ausschließlich dem Produktionsprogramm des 20.06.2011 zu-
zurechnen sind. Der 20.10.2011 ist sowohl das Eingangsdatum eines neuen Produktions-
programms als auch die letzte Schiffsabfahrt des Produktionsprogramms vom 20.08.2011.
Da das Produktionsprogramm des 20.10.2011 nicht vorliegt, wäre nach diesem Datum
keine realistische Belastung des Produktionssystems mehr gegeben. Aus diesem Grund
markiert dieses Datum das Ende des Zeitfensters. Innerhalb des Untersuchungszeitraums
werden alle prozessualen Bearbeitungsschritte analysiert.
Wegen der unterschiedlichen Ablaufplanung der beiden Vorgehensweisen können die-
selben Bearbeitungsschritte für dasselbe Produktionsprogramm zeitlich stark voneinan-
der abweichen. So findet z. B. die Containerisierung des Produktionsprogramms vom
20.06. im operativen Vorgehen zum überwiegenden Teil vor dem Beginn des Untersu-
chungszeitraums statt. Das Planungsvorgehen würde hingegen das vollständige Auftrags-
volumen des Produktionsprogramms im Untersuchungszeitraum containerisieren. Der
umgekehrte Fall tritt für das Produktionsprogramm des 20.09. auf: Während das ope-
rative Vorgehen wesentliche Auftragsmengen des Produktionsprogramms bis zum Ende
des Untersuchungszeitraums containerisiert hat, beginnt dieselbe Tätigkeit im Planungs-
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vorgehen erst danach. Um die Vergleichbarkeit der beiden Vorgehensweisen zu gewähr-
leisten, erfolgt die Analyse, sofern nicht anders kenntlich gemacht, daher ausschließlich
für die Produktionsprogramme vom 20.07. sowie 20.08.
Leistungskennzahlen
Die Leistungskennzahlen beider Vorgehen werden in der Übersichtstabelle 5.6 gegen-
übergestellt. Die untersuchten Kennzahlen sind in zwei Gruppen unterschiedlichen De-
tailgrads dargestellt. Die erste Kennzahlengruppe disagreggiert die durchschnittlichen
Durchlaufzeiten der Packstücke und untergliedert sie anhand ihrer Daten der Realisier-
barkeit (Ik,j), ihrer Fertigungsenden in der Montage (FEMon,j), der Beladeenden ihrer
Container (FECon,j) sowie ihrer Fertigstellungstermine (Zj) in mehrere Zeitabschnitte.
Die Daten FEMon,j und FECon,j wurden gewählt, da sie die einzigen packstückspezifi-
schen Zeitstempel darstellen, welche die Daten des operativen Vorgehens bezüglich des
Montage- und Containerisierungszeitpunktes beinhalten.
Die zweite Gruppe der Kennzahlen umfasst verspätungsrelevante Parameter, durch-
schnittliche Flächenbedarfe sowie die durchschnittlich erzielte Staueffizienz. Die Ver-
spätungsparameter umfassen die absolute Anzahl verspäteter Packstücke sowie deren
durchschnittliche Verspätungsdauer. Die Flächenverbräuche durch die Packstücke sind
für jedes der Lager abgetragen. In dem Artikellager wurde dabei ein Verdichtungsfak-
toren von 1/4, in dem Zwischen- und Containerlager ein Verdichtungsfaktor von 1/2
der ursprünglichen Grundflächen der Packstücke unterstellt. Die Verdichtungsfaktoren
sollen die Stapelung bzw. Stauchung der Packstücke in den Lagern angemessen wieder-
geben und wurden durch Experteninterviews gewonnen (Geschäftsführung, 2012a). Die
Lagerbestände wurden in zehnminütigen Zeitabständen erfasst. Eine detaillierte Darstel-
lung der minimalen, durchschnittlichen sowie maximalen Ausprägungen der untersuch-
ten Kennzahlen sowie ihre statistische Auswertung befindet sich in Anhang C.9, S. 214.
Weitere kostenrelevante Kennzahlen befinden sich darüber hinaus im nachfolgenden Un-
terabschnitt.
Die vorhandenen Unternehmensdaten erlaubten keinen Rückschluss auf die tatsäch-
lich erfolgte Loskomposition im operativen Vorgehen. Daher ist es nicht möglich, die
erzielten Losgrößen der beiden Vorgehensweisen gegenüberzustellen. Da das Planungs-
vorgehen die Restriktion der Mindestlosgrößen berücksichtigt und diese nur bei residua-
len Packstücken oder dringend erforderlichen Stauplanungsmodifikationen verletzt wird
(vgl. Abschnitt 5.4, S. 143), kann von einer den Anforderungen der Praxis genügenden
Losgröße ausgegangen werden.
Die Durchlaufzeitpartiale der Tabelle 5.6 zeigen unter anderem die Zeitdauern auf,
welche die Packstücke im Artikel-, Zwischen- und Containerlager verweilen. Der La-
gerzeitraum eines Packstücks bzw. seines Packauftrags im Artikellager beginnt mit der
Herstellung seiner Realisierbarkeit (Ik,j) bzw. dem Eingang des für seine Herstellung
letzterforderlichen Artikels. Das zeitliche Ende der Lagerung im Artikellager wird dem
Erstellungsdatum FEMon,j des Packstücks in der Montage gleichgesetzt. In dem opera-
tiven Vorgehen sind Packstücke durchschnittlich 5 Tage nach dem Datum ihrer Reali-
sierbarkeit erstellt worden. In dem Planungsvorgehen entspricht dieser Zeitraum 24,88
Tage. Dieser bedeutende Unterschied kontrastiert die unterschiedlichen Planungsrich-
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Operative Durchlaufzeiten Durchlaufzeiten der Planung
∅ Werte FEMon,j2 FECon,j3 CV 4 Zj5 ∅ Werte FEMon,j2 FECon,j3 CV 4 Zj5
Ik,j
1 5,00 11,15 15,36 27,31 Ik,j1 24,88 26,45 26,45 27,30
FEMon,j
2 6,20 10,40 22,31 FEMon,j2 1,57 1,57 2,42
FECon,j
3 4,20 16,37 FECon,j3 0,00 0,85
CV
4 11,95 CV 4 0,85
Kennzahl Operativ Planung Differenz
Verspätung
Anzahl verspäteter Packstücke 0 128 +100%
∅ Verspätung in Tagen (VPAM) 0 0,11 +100%
Flächenbedarfe
∅ m2 im Artikellager 1.250 m2 6.668 m2 +533%
∅ m2 im Zwischenlager 2.961 m2 721 m2 -75,65%
∅ m2 im Containerlager 1.149 m2 0 m2 -100%
Staueffizienz
∅ STEFFCOp 68,29% 71,81% +3,52%
1Datum der Realisierbarkeit 2 Fertigungsende in der Montage 3Beladungsende
des Containers 4Containerverbringung in Hafen 5 Fertigstellungstermin
Tabelle 5.6: Leistungsvergleich von operativem und Planungsvorgehen
tungen der beiden Vorgehen. Während die Meister der Montageinstanzen die Packstü-
cke gemäß tagesaktueller Realisierbarkeit sowie ihrer Schiffsabfahrten zu Losen bündeln
und zum frühestmöglichen Zeitpunkt herstellen, plant die Basisheuristik in retrograder
Richtung und führt damit eine nachfrage- bzw. bedarfsorientierte Loskomposition und
-fertigung durch. Der gleiche Effekt ist bzgl. der Lagerdauer der Packstücke im Zwi-
schenlager erkennbar. Die Lagerdauer eines Packstücks im Zwischenlager wird durch die
Zeitspanne zwischen seiner Fertigstellung im Montageprozess (FEMon,j) und dem Be-
ladeende seines Containers (FECon,j) definiert. In dem operativen Vorgehen verweilen
die Packstücke durchschnittlich 6,2 Tage, in dem Planungsvorgehen hingegen nur 1,57
Tage im Zwischenlager. Die Lagerdauer im Zwischenlager stellt einen Indikator des Syn-
chronisationsgrads zwischen der Montage und der Containerisierung dar. Je stärker sich
die packstücktypspezifischen Ausgabereihenfolgen der Montageinstanzen mit den Auf-
tragsfamilien der Containerisierung decken, desto weniger Zeit erfordern die Packstücke
im Zwischenlager zur Bildung ihrer Containerladungen. Diese Kausalität hat das Pla-
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nungsvorgehen ausnutzen können. Damit wird die Notwendigkeit, die Auftragssequenz
zu rekombinieren, gemindert und die Abhängigkeit vom Zwischenlager als zeitlicher und
räumlicher Puffer verringert. In dem Containerlager lagern die Packstücke zwischen den
Abtransporten ihrer Containers von den Containerbeladerampen (FECon,j) und ihrer
Annahme im Hafen (CV ). Das operative Vorgehen verursacht eine durchschnittliche
Wartedauer der Packstücke im Containerlager von 4,2 Tagen. Das Planungsvorgehen
kommt ohne ein Containerlager aus. Dies ist wesentlich auf die retrograde Planungswei-
se zurückzuführen. Da in dem Planungsvorgehen die Containerisierung den Initialpunkt
der Ablaufplanung darstellt, werden die Container zeitnah zu ihren Schiffsabfahrten be-
laden und in den Hafen verbracht. Das Beladeende liegt in dem operativen bzw. dem
Planungsvorgehen durchschnittlich 11,95 bzw. 0,85 Tage vor dem Fertigstellungstermin;
dieser entspricht der Schiffsabfahrt abzüglich eines Puffertages. Diese Kennzahl verdeut-
licht erneut das Potenzial, welches ein Wechsel von der Vorwärts- zur Rückwärtstermi-
nierung bietet. Zugleich weisen die sehr terminnahen Containerisierungen auf eine hohe
Leistungfähigkeit des Containerisierungsprozesses hin. Bei einer geringeren personellen
Ausstattung wären in dem Planungsvorgehen höhere Zeitabstände zwischen den Bela-
dungsenden und den Fertigstellungsterminen entstanden und evtl. ein Containerlager
notwendig geworden.
Die differenzierte Betrachtung der Durchlaufzeit macht deutlich, dass das Planungs-
vorgehen einen signifikant anderen Ablauf als den Tatsächlichen generiert hätte. Beide
Vorgehen arbeiten auf Basis identischer zeitlicher Determinanten. Dies sind die Daten
der Realisierbarkeit Ik,j sowie die Fertigstellungstermine Zj der Packstücke. Während
jedoch die prozessautonomen Planungen des operativen Vorgehens die Durchlaufzeiten
auf die drei Lager verteilen, staucht und synchronisiert das Planungsvorgehen die pro-
zessualen Abläufe und bündelt somit die Wartezeiten im Artikellager. Die Rückwärts-
terminierung führt zu einer produktiven Konzentration vor den Schiffsabfahrten. Dies
erschwert bei nicht realisierbaren Packstücken das Finden eines Ersatztermins für ihre
Erstellung und resultiert in Verspätungen. In den Daten des operativen Vorgehens konn-
ten keine verspäteten Packstücke ermittelt werden. Das Planungsvorgehen hätte in dem
Untersuchungszeitraum zu 128 verspäteten Packstücken geführt. Dies entspricht einem
Anteil von 0,37% an den 34.674 Packstücken der beiden relevanten Produktionspro-
gramme. Die verspäteten Packstücke werden durchschnittlich 0,11 Tage (VPAM ) nach
ihrem Fertigstellungstermin erstellt. Diese geringe Zeitdauer erklärt sich dadurch, dass
die Packstücke bereits vorher realisierbar, jedoch erst nach ihrer Schiffsabfahrt ausrei-
chende Ressourcen in den Montageinstanzen vorhanden sind. Die Verspätung wirkt sich
wegen des sich anschließenden Lufttransports im Übrigen nicht auf den Kunden aus. Die-
ser erhält die verspäteten Packstücke früher als die rechtzeitig produzierten Packstücke,
da diese ihn via Schiff erreichen.
Die Stauchung der prozessualen Abläufe, welche das Planungsvorgehen bewirkt, führt
in den Lagern zu erheblichen Veränderungen der Raum- und Flächenbedarfe. Eine gra-
fische Gegenüberstellung der Flächenbedarfe beider Vorgehen bietet die Abbildung 5.9.
Die Abbildung schichtet die Flächenbedarfe der einzelnen Lager übereinander und trägt
die Schiffsabfahrten während des Untersuchungszeitraums ab. Die Flächenbedarfe re-
sultieren aus den Packstücken aller Produktionsprogramme, die sich während des Un-
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(a) Operatives Vorgehen
(b) Planungsvorgehen
Abbildung 5.9: Geschichtete Füllstände der Lager im Zeitraum 20.07. - 19.10.2011
tersuchungszeitraums in einem der Lager befanden. Die Teilabbildung 5.9b verdeutlicht
den extensiven Flächenbedarf, den das Planungsvorgehen durch die späteren Abrufzeit-
punkte der Artikel in dem Artikellager generiert. Im Durchschnitt erfordert die Arti-
kellagerung im Planungsvorgehen 6.668 m2. In dem operativen Vorgehen sind es ledig-
lich 1.250 m2. Sollte das Planungsvorgehen das operative Vorgehen langfristig ersetzen,
könnten mit dem Automobilhersteller bzw. mit dessen Zulieferern jedoch entsprechend
spätere Belieferungszeitpunkte vereinbart werden. Dies würde eine Senkung des Flächen-
bedarfs im Artikellager sowie eine Hinwendung der CKD-Prozesskette zum JIT-Prinzip
bewirken. Aufgrund des verkürzten Aufenthalts im Zwischenlager reduziert sich dessen
durchschnittlicher Flächenbedarf im Vergleich zum operativen Vorgehen von 2.961 m2
auf 721m2. Durch den Wegfall des Containerlagers werden 1.149m2 Freifläche verfügbar.
Unabhängig eines spezifischen Lagers zeigt der gegenseitige Vergleich der Teilabbildun-
gen 5.9a und 5.9b, dass das Planungsvorgehen geringere Schwankungen der Lagerbedarfe
bewirkt. Dies würde langfristige Flächenplanungen erleichtern und helfen, Flächenreser-
ven für spontane Bedarfe zu reduzieren.
Die durchschnittlich erzielte Staueffizienz liegt in dem Planungsvorgehen bei Einhal-
tung aller Staurestriktionen 3,52 Prozentpunkte höher als in dem operativen Vorgehen.
Dabei ist anzumerken, dass in den Daten des operativen Vorgehens mehrere Packstücke
keine Containerzuweisung besaßen und die real erzielte Staueffizienz daher durch die
Division der kumulierten Packstückvolumina und die kumulierten Containervolumina
bestimmt wurde. Da damit real verwendete Container möglicherweise nicht beachtet
werden, kann die so errechnete Staueffizienz die tatsächliche überschätzen. Die potenzi-
elle Besserstellung der operativen Staueffizienz führt zu Unschärfe bezüglich des quanti-
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tativen Unterschieds zwischen den beiden Vorgehensweisen, gewährleistet jedoch ihren
qualitativen Vergleich.
Kostenvergleichsrechnung
Der ökonomische Vergleich der beiden Vorgehen erfolgt auf Basis einer nach Kosten dif-
ferenzierenden Betrachtung. Der alleinige Kostenfokus begründet sich in der sofortigen
Integrierbarkeit des Planungsvorgehens in die CKD-Prozesskette. Die vorhandene Infra-
struktur bietet eine ausreichende technische Ausstattung, um die Ablaufplanung und
-steuerung durchzuführen sowie ihre Ergebnisse an die operativen Mitarbeiter weiterzu-
geben. Investitionen wären nicht erforderlich. Ebenso erfolgt keine Berücksichtigung der
personellen Auslastungen. Der Verzicht ihrer Betrachtung resultiert aus dem Umstand,
dass die Arbeitsvolumina für beide Vorgehen aus denselben Produktionsprogrammen
resultieren und daher identisch sind. Aufgrund der rollierenden Planung wird zudem in
beiden Vorgehen von einer konstanten personellen Auslastung ausgegangen, so dass Per-
sonalreduktionen nicht in Betracht kommen. Der Kostenvergleich konzentriert sich daher
ausschließlich auf die Kostenfaktoren, welche aufgrund der Durchlaufzeitverkürzung so-
wie der damit einhergehenden Veränderung der Flächenbedarfe in den Lagern variieren.
Die Kostensätze wurden durch das Experteninterview Geschäftsführung (2012b) erho-
ben (vgl. auch Isenberg, 2012). Die kostenrelevanten Kennzahlen, ihre Ausprägungen
sowie die jeweiligen Kostensätze und die sich daraus ergebenen monatlichen Kostenef-
fekte sind in Tabelle 5.7 zusammengefasst. Die Kennzahlenwerte beziehen sich auf den
Untersuchungszeitraum im Umfang von 89 Tagen. Die Transportkosten der Container
stellen nach Auskunft des Unternehmens einen repräsentativen Durchschnitt für alle De-
stinationen und Schiffsabfahrten dar (Geschäftsführung, 2012b). Positive Kosteneffekte
stellen Kostenreduktionen dar. Negative Kosteneffekte zeigen hingegen Kostenerweite-
rungen an. Die Kostenstellen sind in zwei Gruppen untergliedert. Die erste umfasst
Kostenpositionen, die durch die Ablaufplanung und -steuerung des Planungsvorgehens
und damit durch die Methoden der Kapitel 3 und 4 beeinflusst wurden. Die zweite
Gruppe fokussiert auf den Kosteneffekt, den die Stauplanung gegenüber der operativen
Beladeplanung bewirkt hat.
Maßgebliche Veränderungen induziert das Planungsvorgehen in den Flächenbedarfen
der Lager. Da die Lager alle zur Lagerung beabsichtigen Artikel bzw. Packstücke aufneh-
men können müssen, wurden für ihre Berechnungsgrundlagen die maximalen Flächenbe-
darfe beider Vorgehensweisen in dem Untersuchungszeitraum herangezogen. Dies erfolgte
unter Einbezug aller Packstücke, die während des Untersuchungszeitraums, unabhängig
des Produktionsprogramms, in den Lagern waren. Der erhöhte Flächenbedarf im Arti-
kellager führt in dem Planungsvorgehen zu Mehrausgaben von 36.128,74 €/Monat. Die
Verringerung der Lagerdauer im Zwischenlager sowie der Wegfall des Containerlagers
erzeugen Kosteneinsparungen von 15.408,07 € bzw. 3.583,56 € je Monat.
Eine weitere Kennzahl dieser Gruppe ist die Anzahl der Containerbewegungen wäh-
rend des Untersuchungszeitraums. Die Container werden durch Van Carrier vor der
Beladerampe auf einem Lkw-Trailer bereitgestellt. Sollte der Container nach seinem Be-
ladungsende wegen der Annahmefrist noch nicht in den Hafen überführt werden können,
wird er durch den Van Carrier in das Containerlager verbracht und bei dem Abtrans-
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Kostenstelle Operativ Planung Basispreis ∆ Effekt/Monat
Max. Flächenbedarfe
Artikellager (m2) 1.854 7.875 6 €/m2/Monat - 36.128,74 €
Zwischenlager (m2) 4.138 1.570 6 €/m2/Monat 15.408,07 €
Containerlager (m2) 1.991 0 1,8 €/m2/Monat 3.583,56 €
Containerbewegungen 2.822 1.197 35 €/Move 19.171,35 €
Luftfracht in KG 0 10.845 4 €/KG - 14.622,47 €
Resultat der Ablaufplanung und -steuerung: - 12.588,23 €
Anzahl der Container 1.150 1.197
20-Fuss-Standard 97 181 1.035 €/Passage - 43.470,00 €
40-Fuss-Standard 141 1.016 1.878 €/Passage - 821.625,00 €
40-Fuss-High-Cube 912 0 2.100 €/Passage 957.600,00 €
Resultat der Stauplanung: 92.505,00 €
Gesamteffekt: 79.916,77 €
Tabelle 5.7: Vergleich der monatlichen Kostenwirkungen beider Vorgehen
port in den Hafen erneut auf einem Lkw-Trailer positioniert. Daraus kann abgeleitet
werden, dass mindestens 1 und maximal 3 Containerbewegungen je Container auf dem
Unternehmensgelände notwendig sind. In dem Planungsvorgehen beschränken sich die
Containerbewegungen infolge der sofortigen Containerverbringungen in den Hafen auf
1.197 Containerbereitstellungen. Das operative Vorgehen führte in dem Untersuchungs-
zeitraum hingegen 2.822 Containerbewegungen durch. Durch die Reduktion der Con-
tainerbewegungen generiert das Planungsvorgehen einen monatlichen Kostenvorteil von
19.171,35 €.
Die verspäteten Packstücke müssen zur Erfüllung der Terminvereinbarungen via Luft-
transport in die Zielländer verbracht werden. Die 128 verspäteten Packstücke besitzen
eine Gewichtssumme von 10.845 kg. Ihre Kostenskalierung auf einen Monat bewirkt in
dem Planungsvorgehen monatliche Mehrausgaben von 14.622,47 €. Diese Ausgabe kann
auch als Strafkosten der Verspätung interpretiert werden.
In der Summe generieren die Methoden der Ablaufplanung und -steuerung in dem An-
wendungsszenario monatliche Mehrausgaben von 12.588,23 €. Dies könnte zu der irrigen
Annahme führen, dass ihre Verwendung keine Vorteile erzeugen würde. Jedoch basiert
der Kostenvergleich auf den real erfolgten Wareneingängen und den davon abhängigen
Realisierbarkeiten der Packaufträge. Da das Planungsvorgehen in der Mehrheit der Fälle
die Artikel erst nach über 3 Wochen aus dem Artikellager abfordert, könnten bei sei-
ner dauerhaften Nutzung Vereinbarungen mit dem Automobilhersteller sowie mit dessen
Zulieferern über spätere Artikelbelieferungen getroffen werden. Die in dieser Arbeit ent-
wickelte Ablaufplanung würde es dabei ermöglichen, die Zeitpunkte der Materialbedarfe
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a priori zu spezifizieren. Weitergehend ist zu berücksichtigen, dass die Verbesserungen
durch das Planungsvorgehen auch Wirkungen implizieren, die nicht direkt erfasst wer-
den können. So kann der Wegfall des Containerlagers zu einem zügigeren Verkehrsfluss
beitragen, oder der bereits im Vorfeld definierte Ablaufplan zu Planungssicherheit bzgl.
der beteiligten Ressourcen führen.
Die zweite Kennzahlengruppe fokussiert die Stauplanung. Dazu werden die Contai-
neranzahlen, die durch die beiden Vorgehen generiert wurden, nach 20-Fuss-Standard-,
40-Fuss-Standard- sowie 40-Fuss-High-Cube-Containern untergliedert. Im Planungsvor-
gehen wurden ausschließlich die ersten beiden Containervarianten verplant. Das operati-
ve Vorgehen nutzte hingegen alle drei. Die Abmaße eines 40-Fuss-High-Cube-Containers
sind 12.040 mm (Dp), 2.345 mm (Wp) sowie 2.690 mm, (Hp) (Versicherungswirtschaft,
2012). Die Geschäftsführung beabsichtigt jedoch, in Zukunft auf diese Containervariante
zu verzichten (Geschäftsführung, 2012a). Das operative Vorgehen hat die Packaufträge
bzw. Packstücke des Juli- und August-Produktionsprogramms in insgesamt 97 20-Fuss-,
141 40-Fuss sowie 912 40-Fuss-High-Cube-Container verpackt. Das Planungsvorgehen
benötigte für dieselben Auftragsvolumina 181 20-Fuss- sowie 1.016 40-Fuss-Container.
Die Skalierung der dadurch entstandenen Kostendifferenz auf einen Monat ergibt einen
Kostenvorteil von 92.505 € für das Planungsvorgehen. Diese erhebliche Ersparnis resul-
tiert wesentlich aus der Nutzung von Standardcontainern. Gleichzeitig nimmt an diesem
Erfolg jedoch auch die Stauplanung Anteil, da sie durch eine effiziente Verstauung die er-
forderliche Containeranzahl gering hielt und eine bessere Staueffizienz als das operative
Vorgehen erzielte. Eine weniger effiziente Stauplanung hätte eine höhere Containeranzahl
beansprucht und den Kostenvorteil möglicherweise konterkariert.
Das Planungsvorgehen generiert eine gesamte Kostenersparnis von 79.916,77 €/Mo-
nat. Diese Summe vermengt die Effekte der beiden Kennzahlengruppen, zeigt jedoch
auch das Potenzial auf, das aus einer prozessübergreifenden Ablaufsynchronisation so-
wie Loskomposition in einem Anwendungsszenario erwachsen kann. Es muss dabei je-
doch beachtet werden, dass es für die Realisierung entsprechender Durchlaufzeit- und
Kostenvorteile erforderlich ist, die Fertigungs- und Transportreihenfolgen sowie Stau-
muster des Planungsvorgehens genau zu befolgen. Die geforderte Akkuratesse ist in
manuellen Prozessen mit sozialen Implikationen verbunden. Diese entstehen durch die
erhebliche Reduktion der Freiheitsgrade operativer Vorarbeiter und Mitarbeiter bei der
Festlegung ihrer Arbeitsabläufe. So erhielten z. B. die Montagemitarbeiter Vorgaben,
welche Packstücke in welcher Konstellation bzw. Losen, Zeitpunkten und Reihenfolgen
gefertigt werden müssen. In der Containerisierung erhielten Gabelstaplerfahrer Verfahr-
anweisungen, nach denen sie spezifische Packstücke in einer vorbestimmten Reihenfolge
und zu vorbestimmten Zeitpunkten in definierte Container und Positionen verbringen
müssen. Vorgaben dieses Detailgrads sind häufig nicht erwünscht und bedürfen im Vor-
lauf einer Systemeinführung Vereinbarungen mit den Mitarbeitern über zentrale sowie
eigenständige Planungsbefugnisse.
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Zum Abschluss dieser Arbeit sollen die erzielten Ergebnisse zusammengefasst sowie neu
identifizierte Forschungsbedarfe skizziert werden. Die Zusammenfassung der Resultate
erfolgt im Kontext der Zielspezifikation des Abschnitts 1.2, S. 4. Die Darstellung des
weiteren Forschungsbedarfs baut auf den erzielten Ergebnissen auf und veranschaulicht
das Potenzial zukünftiger Forschungsarbeiten bezüglich des MBPMSIF.
6.1 Zielerreichung der Arbeit
Die Bestimmung des Zielerreichungsgrads erfolgt anhand des analytischen, konstruktiven
und pragmatischen Zielbestandteils sowie der Spezifikation des Forschungsdesiderats.
Analytisches Ziel
Die Literaturanalyse hat gezeigt, dass das MBPMSIF einmalig ist. Im Besonderen gilt
dies für die Eigenschaft der stufenspezifischen inkompatiblen Auftragsfamilien. Keine
der untersuchten Forschungsarbeiten berücksichtigt dieses Merkmal (vgl. Abschnitt 2.3,
S. 42). Die Reduktionen des Rucksackproblems sowie des Prozessmodells von Garey u. a.
(1976, S. 122 ff.) auf das MBPMSIF haben seine NP -Vollständigkeit gezeigt (vgl. Ab-
schnitt 2.2.3, S. 39). Empirische Tests haben dies bestätigt (vgl. Abschnitt 3.4.2, S. 95).
Dies impliziert, dass exakte Verfahren keine optimalen Lösungen für realistische Pro-
blemgrößen des MBPMSIF berechnen können. Für die Lösung kleiner Problemgrößen
formulierte Abschnitt 2.2.2, S. 26, ein ganzzahliges lineares Programm. Auf seiner Basis
wurden 1.000 zufällige Probleminstanzen generiert und durch den Gurobi Solver gelöst.
Anhand der optimalen Lösungen wurden drei verschiedene Hypothesen überprüft (vgl.
Abschnitt 3.1, S. 53). Die Untersuchungen wiesen nach, dass die Wartezeit, welche die
Aufträge eines Loses infolge ihrer Bündelung einander aufzwingen, das wichtigste Ent-
scheidungskriterium der Loskomposition darstellt. Zusätzlich wurden in den Losen op-
timaler Lösungen Auftragskonstellationen bestimmt, die über mehrere Prozesse fortbe-
stehen. Diese partiell-konsistenten Lose beinhalteten Aufträge, die über mehrere benach-
barte Prozesse denselben Familien angehörten. Da der Anteil der partiell-konsistenten
Lose signifikant über dem Erwartungswert lag, stellt die Familienzugehörigkeit der Auf-
träge auf vor- und nachgelagerten Maschinen eine weitere Determinante der Loskompo-
sition dar. Weiterhin wurde die Zielfunktion des ILP verwendet, um einen Grenznutzen
zu formulieren. Gemäß der Deduktion erfolgt eine Loskomposition nur dann, wenn die
Hinzunahme des spezifischen Auftrags eine relative Wartezeitausweitung bewirkt, die ge-
ringer dem relativen Größenwachstum des Loses infolge der Auftragsaufnahme ist. Diese
These konnte anhand der Lose, deren Anzahlen geringer SMINk waren, nachgewiesen
werden. Bei Losen mit mehr Aufträgen als SMINk erklärte sie jedoch nur einen Teil
der Loskompositionen. Der spezifizierte Grenznutzen stellt daher keinen maßgeblichen
Faktor der Loskomposition dar, nimmt jedoch einen beachtenswerten Einfluss auf diese.
Die Formulierung der Zielfunktion basierte auf dem Widerspruch großer Losgrößen
und kurzer Durchlaufzeiten in einer Prozesskette mit stufenspezifischen inkompatiblen
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Auftragsfamilien. Der dadurch spezifizierte Zielkonflikt konnte mehrfach bestätigt wer-
den (vgl. Abbildung 2.3, S. 31, sowie die Abschnitte 2.2.1, S. 25, und 4.3.2, S. 111).
Darüber hinaus konnte festgestellt werden, dass die Relation Auftragsanzahl je Auftrags-
familie Einfluss auf die Sensitivität nimmt, mit welcher die Durchlaufzeit auf Varia-
tionen der Losgrößen reagiert. Je weniger Aufträge in einer Auftragsfamilie vorhanden
sind, desto weniger alternative Auftragskonstellationen sind für die Loskomposition einer
Auftragsfamilie verfügbar. Dies erhöht die Varianz der stufenspezifischen Deadlines und
Freigabedaten in einem Los und führt zu entsprechenden Wartezeiten. Da Wartezeiten
einen wesentlichen Bestandteil der Durchlaufzeiten der Aufträge darstellen, steigen diese
mit einem Abnehmen der Auftrags-Familien-Relation an (vgl. Abschnitt 3.4.2, S. 96).
Diese Forschungsresultate haben wesentliche Wirkzusammenhänge des MBPMSIF
identifizieren können. Sie beanspruchen aufgrund der Problemkomplexität keine voll-
ständige Betrachtung aller relevanten Interdependenzen, haben aber mit ihrem Fokus
auf maßgebliche Komplexitätstreiber und die bestimmenden Planungsfaktoren dieses
neuartige Problem intensiv durchdrungen. Das analytische Ziel ist damit erfüllt worden.
Konstruktives Ziel
Die Entwicklungsergebnisse dieses Forschungsvorhabens umfassen Methoden der Ab-
laufplanung sowie Ablaufsteuerung für eine Prozesskette mit stufenspezifischen inkom-
patiblen Auftragsfamilien. Die Methodenentwicklung der Ablaufplanung erfolgte evi-
denzbasiert und bezog die Hilfsmethode der Cluster- bzw. Ballungsanalyse mit ein. Es
wurde ein problemspezifisches Distanzmaß entwickelt, das die wartezeitlichen Distanzen
und Familienzugehörigkeiten der Aufträge eines Loses sowie den Grenznutzen, welcher
durch die Hinzunahme von Aufträgen entsteht, in der Loskomposition zu berücksichti-
gen hilft. Die auf der Ballungsanalyse aufbauende Basisheuristik sortiert die Lose gemäß
ihrer wartezeitlichen Einflüsse aufeinander, terminiert sie retrograd innerhalb des jewei-
ligen Prozesses und adaptiert Losgrößen bei Erfordernis auf die verfügbaren Zeitdauern
freier Produktionsintervalle. In einem Erweiterungsschritt wurde die Basisheuristik in
einen kaskadierenden GA integriert. Dieser verwendet das Vorbild der Evolution, zielt
auf eine Verbesserung der Durchlaufzeiten sowie Losgrößen und permutiert zu diesem
Zweck die Reihenfolge der von der Basisheuristik geschaffenen Loskompositionen (vgl.
Abschnitt 3.2, S. 62 ff.). Die Leistungsfähigkeit beider Ansätze wurde anhand kleiner
Probleminstanzen sowie ihrer optimalen Lösungen verglichen. Die Lösungen der Basis-
heuristik wiesen im Durchschnitt eine 12,13% längere Durchlaufzeit sowie eine um 1,81%
reduzierte Losgröße im Vergleich zu den optimalen Lösungen auf. Dieses Ergebnis wurde
mit einer anderen Forschungsarbeit, die ebenfalls optimale Lösungen für eine Leistungs-
bewertung verwendet, verglichen und als qualitativ hochwertig bestimmt. Der GA konnte
die Diskrepanz der Durchlaufzeit bei Konstanz der Losgröße im Durchschnitt auf 9,14%
reduzieren. In einer weiteren Anwendung des GA auf eine umfangreiche Probleminstanz
mit 1.000 Aufträgen verbesserte der GA die Lösung der Basisheuristik um 13,85%. Die
Intention der GA-Anwendung, eine Lösungsverbesserung mittels eines metaheuristischen
Ansatzes zu erzielen, war daher erfolgreich.
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Die Methodenentwicklungen der Ablaufsteuerung modifizieren die Ablauf- bzw. Ter-
minpläne der Prozesse, wenn a priori festgelegte Allokationen nicht umsetzbar sind. Die
Methoden der Ablaufsteuerung werden in die Gruppen plankompatibler, präemptiver
sowie präventiver Strategien unterteilt (vgl. Abschnitt 4.2, S. 100 ff.). Die Reihenfolge
ihrer Anwendung entspricht dem Grad ihrer Modifikationen an den ursprünglichen Ab-
laufplänen. Die einzelnen Methoden bezwecken Tausch- und Integrationsvorgänge, um
nicht realisierbare Lose und Aufträge in der Bearbeitungsreihenfolge der spezifischen
Maschine auf einen späteren Zeitpunkt zu verschieben. Dies erfolgt unter Rücksicht-
nahme auf die stufenspezifischen Freigabedaten und Deadlines aller an den Tauschvor-
gängen beteiligten Aufträge. Mehrere Methoden adaptieren dafür das Rucksackproblem
auf ein kapazitatives Planungsproblem und nutzen für deren Lösung die Hilfsmetho-
de MinKnap von Pisinger (1997). Die Evaluation vergleicht die Ablaufplanung mit zwei
Online-Planungsverfahren, die auf Basis der Analysen zum MBPMSIF konzipiert wurden
und für die Loskomposition eine wartezeitliche Ballungsanalyse nutzen. Die Ergebnisse
verdeutlichen die Sinnhaftigkeit einer Kombination aus Ablaufplanung und Ablaufsteue-
rung. Aufgrund des interprozessualen Ansatzes birgt die Ablaufplanung Durchlaufzeit-
potenziale, welche sich Online-Planungen infolge ihrer prozessspezifischen Fokusse ver-
schließen. Die Ablaufsteuerung übernimmt während der Umsetzungsphase die Aufgabe
eines Konservators, welcher die ursprünglichen Losreihenfolgen und -kompositionen der
Ablaufplanung bewahrt. Die Kombination von Ablaufplanung und -steuerung ist den
Online-Verfahren aufgrund des umfassenden Vorwissens der Produktionsperiode sowie
des geringen Anteils nicht realisierbarer Aufträge überlegen. Bei einer Abnahme des Wis-
sensumfangs um die Produktionsparameter ist ab einem spezifischen Punkt daher eine
Hinwendung zu Online-Verfahren sinnvoll (vgl. Abschnitt 4.3.2, S. 112).
Ein weiterer Bestandteil des konstruktiven Ziels stellte die Entwicklung einer Staupla-
nungsheuristik sowie ihre Adaption auf das Anwendungsszenario dar. Da die Staupla-
nung in dem Anwendungsszenario die Loskomposition der Containerisierung übernimmt,
wurde an sie der Anspruch gestellt, eine Staueffizienz zu erzielen, die der tatsächlich er-
folgten mindestens gleichrangig ist. Mit diesem Anspruch sollte gesichert werden, dass
die Methoden der Ablaufplanung keine Nachteile aus einer ineffizienten Stauplanung
erfahren. Darüber hinaus war es erforderlich, dass die Stauplanung die Staurestriktio-
nen des Anwendungsszenarios berücksichtigt. Diese umfassen Orientierungs-, Stapel-,
Stabilitäts-, Belastungs- sowie Balancerestriktionen. Für die Aufgabe der Stauplanung
wurden mehrere Heuristiken entwickelt und evaluiert. Als geeigneter Ansatz erwies sich
GA-BFDT. Diese Stauplanungsheuristik basiert auf einem GA, der eine Packstückrei-
henfolge permutiert und die einzelnen Permutationen durch eine Best-Fit-Heuristik zu
Stauwänden komponieren lässt. GA-BFDT nutzt einen problemspezifischen Mutations-
operator, der die Reihenfolge der Packstücke in Intervallen mit höherer Größenvarianz
mutieren lässt. Die Best-Fit-Heuristik bezieht in die Packstückpositionierungen zudem
die Montagetypen der zu verstauenden Packstücke mit ein und bewirkt darüber kürzere
Durchlaufzeiten der Packstücke. Die Stauwände werden mittels MinKnap zu Container-
ladungen zusammengestellt. Auf Basis dieser Methodenkombination können Staupläne
generiert werden, die eine hohe Staueffizienz und eine geringe Typendiversität aufweisen
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(vgl. Abschnitt 5.3.5, S. 141 ff.). Die Evaluation im Anwendungsszenario zeigte, dass
GA-BFDT eine 3,52% höhere Staueffizienz als das operative Vorgehen erzielt hätte.
Die entwickelten Methoden haben valide und effiziente Ablauf- sowie Staupläne er-
zeugt und damit ihre Anwendungsgebiete präzise adressiert. Das konstruktive Ziel dieser
Arbeit ist daher erfüllt.
Pragmatisches Ziel
Der Erreichungsgrad des pragmatischen Ziels leitet sich unmittelbar aus der Tauglich-
keit der entwickelten Methoden im Anwendungsszenario ab. Die Adaption der Methoden
auf die CKD-Prozesskette erfolgte mit zwei Modifikationen. Zum einen übernahm die
Stauplanung in dem Containerisierungsprozess von der Basisheuristik die Aufgabe der
Loskomposition. Zum anderen wurde in der Ablaufsteuerung auf eine separate Betrach-
tung des Containerisierungsprozesses verzichtet. Stauplanungsmodifikationen, die infolge
ausbleibender Packstücke erforderlich waren, wurden mittels zweier neuer Methoden aus
der Perspektive des Montageprozesses durchgeführt (vgl. Abschnitt 5.4, S. 143 ff.). Die
Gegenüberstellung des Planungsvorgehens sowie des operativ erfolgten Vorgehens hat
verdeutlicht, dass die Methoden eine erhebliche Beschleunigung des Materialflusses zu
bewirken vermögen. Dies schlägt sich in verkürzten Lagerdauern sowie einer drastischen
Reduktion von Containerbewegungen auf dem Betriebsgelände nieder. Da zum Zwecke
der Vergleichbarkeit das Planungsvorgehen auf den realen Wareneingangsdaten arbeite-
te, folgte aus der Verkürzung der Durchlaufzeiten ein bedeutender Volumenanstieg im
Artikellager. Dessen finanzielle Auswirkungen resultierten im Kostenvergleich der bei-
den Vorgehen in einer nachteiligen Position des Planungsvorgehens (vgl. Tabelle 5.7,
S. 157). Da die operative Verwendung der entwickelten Methoden grundsätzlich alle
Tätigkeiten näher an die Schiffsabfahrten rücken würde, bestünde jedoch ausreichend
Planungssicherheit, um die Vereinbarungen mit den Zulieferern zum Zwecke späterer
Belieferungszeitpunkte zu verändern. Dies würde zu geringeren Warenbeständen im Ar-
tikellager sowie zu einer Verringerung von dessen Kostenauswirkungen führen und den
kennzahlenspezifischen Erfolg der entwickelten Ablaufplanung und -steuerung um eine
ökonomische Dimension erweitern. Da die Einflussnahme auf die Belieferungszeitpunkte
vor dem Hintergrund einer langfristigen Anpassung eine realistische Annahme darstellt,
wird die Anwendung der Methoden auf das CKD-Szenario als Erfolg gewertet.
Unabhängig der entwickelten Ablaufplanung und -steuerung hat die Stauplanung zu
erheblichen Kosteneinsparungen geführt. Dies ist maßgeblich auf die Verwendung an-
derer Containertypen zurückzuführen, zeigt jedoch auch die Leistungsfähigkeit der ent-
wickelten Stauplanungsheuristik auf. Ohne eine effiziente Verstauung der Packstücke
wäre eine größere Anzahl von Containern notwendig gewesen und der kostensparende
Effekt entsprechend gemindert worden. Obwohl die Stauplanungsheuristik kein zentrales
Ergebnis dieser Arbeit darstellt, ist sie ein Beispiel für den Praxistransfer der entwickel-
ten Methoden. Die Stauplanungsheuristik berücksichtigt die Familienzugehörigkeit der
Packstücke im Vorprozess und implementiert auf diese Weise das Wissen um die Wirk-
zusammenhänge in Prozessketten mit stufenspezifischen inkompatiblen Auftragsfamilien
(vgl. Abschnitt 3.1, S. 53). Der methodische Transfer in den Kontext der Stauplanung
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verdeutlicht, dass die entwickelten Methoden dieser Arbeit nicht nur auf eine CKD-
Prozesskette beschränkt sein müssen, sondern auf alle mehrstufigen Batchproduktionen
mit vergleichbarem Planungswissen und ähnlicher Struktur adaptiert werden können.
Damit leisten sie über ihre wissenschaftliche Relevanz hinaus auch einen praktischen
Beitrag. Das pragmatische Ziel wird daher als erfüllt angesehen.
Das identifizierte Forschungsdesiderat bestand in dem Fehlen von Lösungsverfahren und
Untersuchungen bezüglich einer mehrstufigen Batchproduktion mit stufenspezifischen
inkompatiblen Auftragsfamilien, divergierenden Losgrößenvorgaben, Skaleneffekten so-
wie einer multikriteriellen Zielfunktion. Dies galt sowohl für ihre gemeinsame als auch
für ihre separate Berücksichtigung (vgl. Abschnitt 2.4, S. 51). Die Arbeit adressier-
te diesen Forschungsbedarf und trug mit der mathematischen Formulierung, Analysen,
methodischen Entwicklungen sowie dem praktischen Bezug zu seiner Erforschung bei.
Die Auseinandersetzung mit dem MBPMSIF hat das Wissen um spezifische Merkmale
von Batchproduktionen begründet und vermehrt. Wenngleich ein Forschungsdesiderat
nie zur Gänze geschlossen werden kann, entsprechen die erzielten Ergebnisse den An-
sprüchen der in den Abschnitten 1.2 und 2.4 formulierten Ziele und Forschungsinhalte.
6.2 Weiterer Forschungsbedarf
Da das MBPMSIF sowie mehrere seiner Bestandteile erstmalig durch diese Arbeit unter-
sucht wurden, stellen die Analysen und Methoden einen Initialpunkt der korrespondie-
renden Problemerforschung dar. So ist z. B. eine intensivere und umfassendere Untersu-
chung der Wirkzusammenhänge des MBPMSIF wünschenswert, um weitere Einflussfak-
toren der Loskomposition und Losreihung zu identifizieren. Im Besonderen ist hierbei die
Sensitivität zwischen den Zielfunktionsbestandteilen minimale Durchlaufzeit und maxi-
male Losgrößen hervorzuheben. Ein besseres Verständnis ihrer gegenseitigen Substituti-
on würde helfen, den Niveaufaktor u der beiden Bestandteile präziser zu schätzen und
somit das ILP zu verbessern. Zudem haben die Experimente der Ablaufplanung gezeigt,
dass die Basisheuristik vereinzelte Probleminstanzen überproportional schlecht, andere
mit spezifischen Parameterkonstellationen hingegen sehr gut löst (vgl. Abschnitt 3.4.2,
S. 85 ff.). Die Ursachenbestimmung könnte zu einer Weiterentwicklung der Basisheuris-
tik beisteuern und somit helfen, Ausreißer zu reduzieren und die Vorteile bestimmter
Parameterkonstellationen für das generelle Vorgehen zu nutzen.
In der Ablaufplanung bieten sich neben grundsätzlich anderen Vorgehensweisen als je-
ne der Basisheuristik auch eine Veränderung des GA oder dessen Austausch gegen eine
andere Metaheuristik an. Ein potenzieller Ansatz liegt in der Ausweitung des GA auf die
Loskomposition. Dies erfordert jedoch eine andere genotypische Repräsentation des Pla-
nungsproblems sowie neuartige Rekombinations- und Mutationsoperatoren. Die Aufgabe
der Basisheuristik würde sich in diesem Fall auf die Losreihung und -terminierung be-
schränken. Überdies wäre es denkbar, den stufenspezifischen und clusterbasierten Ansatz
der Basisheuristik durch ein simultanes, die Prozesse überspannendes Planungsvorgehen
zu ersetzen. Ebenfalls könnte die Loskomposition die bereits existente Maschinenbele-
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gung berücksichtigen und so eine spätere Losadaption überflüssig machen. Ein weiteres
Anwendungsfeld bietet die Losreihung, welche statt der GIW-Sortierregel auch durch
einen B&B-Algorithmus oder andere Ansätze umgesetzt werden könnte.
In Bezug auf die Ablaufsteuerung wären zwei Forschungsansätze interessant. Der ers-
te verfolgt die Entwicklung neuer Strategien der Planungsmodifikation, um die Ver-
spätungsdauern und -raten der Aufträge weiter zu reduzieren. Der zweite geht von ei-
nem verringertem Vorwissen um die Produktionsperiode aus und entwickelt ein Online-
Planungsverfahren, dessen Funktionalität über COPA hinausgeht und die Erkenntnisse
um die Wirkzusammenhänge im MBPMSIF intensiver nutzt (vgl. Abschnitt 4.3.1, S. 110).
Des Weiteren ist es erstrebenswert, die entwickelte Ablaufplanung und -steuerung auf
weitere Anwendungsszenarien zu transferieren, um die Allgemeingültigkeit der Metho-
denentwicklungen und erzielten Ergebnisse in anderen Kontexten zu bestätigen. Variie-
rende Anwendungsfälle würden helfen, die Methoden dahingehend zu erweitern, die so-
zialen Implikationen umfassender zu berücksichtigen und eine entsprechende Flexibilität
durch Planungseingriffe und -freiheiten zu ermöglichen (vgl. Abschnitt 5.5.2, S. 158).
Die Aufzählung dieser Forschungsbedarfe ist nicht vollständig und ließe sich bedeu-
tend erweitern. Diese Beispiele zeigen jedoch auf, dass das Vorgehen dieser Arbeit nur
eine Option unter mehreren darstellt. Zu den Forschungsaspekten, welche das unter-
suchte Forschungsthema sowie diese Arbeit begründet haben, sind somit vielfältige neue
hinzugekommen, deren zukünftige Erforschung umfangreiche Entwicklungsräume bieten.
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A Zu Kapitel 3
A.1 Pseudo-Code des allgemeinen Vorgehens der Basisheuristik
01 Starte Basisheuristik für Stufe k mit Auftragsliste JInitial
02 Initialisiere Ablaufplan ARP
03 Initialisiere finale und vorläufige Loslisten τ und ϕ
04 Initialisiere boolesche Variable Reduktion = FALSCH
05 Initialisiere Familienmarker ς
06 Partitioniere JInitial gemäß der stufenspezifischen Familien
in Teilmengen und speichere sie in Metaliste Ψ
07 Solange Ψ ̸= ∅ führe durch:
08 Initialisiere leere Auftragsliste JRed
09 Wenn Reduktion = WAHR dann:
10 Über alle Lose B ∈ ϕ mache:
11 Füge Aufträge von Los B der Liste JRed hinzu
12 Lösche B, wenn B.Familie=ς
13 Füge ϕ Ergebnis von Clusterprozedur(JRed,k,WAHR) an
14 Sonst:
15 Über alle Teilmengen ι ∈ Ψ mache:
16 Initialisiere Variable U = WAHR und setze U = FALSCH wenn ARP
ein unterdecktes Los der Familie ι aufweist
17 Füge ϕ Ergebnis von Clusterprozedur(ι.Aufträge,k,U) an
18 Sortiere ϕ absteigend nach Zj, Deadline und reihe ϕ nach GIW
19 Solange Reduktion = FALSCH und Ψ ̸= ∅ führe durch:
20 Initialisiere Los B und besetze es mit erstem Los aus ϕ
21 Wenn B.Grösse > SMINk und alle Lose von τ
mit Familie = B.Familie sind > SMINk dann:
22 Absteigende Sortierung B.Aufträge gemäß ihrer Deadline in k
23 Bilde neues Los BMin aus B gemäß SMINk
24 Suche in ARP gemäß BMin.Deadline und PLBMin,k
spätestes freies Zeitintervall Υ
25 Wenn Υ.Dauer < PLB,k
26 Berechne max. Losgrösse ML von B für Υ
27 Initialisiere Los BResidual
28 Von Index j = ML+ 1 bis B.Grösse, Schritte 1, mache:
29 Füge BResidual Auftrag j von B an
30 Lösche Auftrag j in B und füge j Auftragsliste JRed an
31 Füge BResidual der Losliste ϕ an
32 Setze Reduktion = WAHR
33 Trage B gemäß B.Deadline und PLB,k spätestmöglich in ARP ein
34 Füge B der Losliste τ an
35 Lösche B aus ϕ
36 Wenn k > 1 dann:
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37 Starte Heuristik für k − 1 mit allen Aufträgen aus τ
38 Sonst:
39 Terminiere
Tabelle A.1: Pseudo-Code des allgemeinen Vorgehens der Basisheuristik (⇒S. 65)
A.2 Pseudo-Code der Clusterprozedur
01 Starte Clusterprozedur(ι.Aufträge,k, U), Aufruf von Basisheuristik
02 Initialisiere Losliste ϕ und Wertearray DIL für innere Distanzen
03 Über alle Aufträge j ∈ ι.Aufträge mache:
04 Erstelle Los B auf Basis j und füge B ϕ an
05 Initialisiere die quadratischen Ähnlichkeitsmatrizen PM,SM,TM
06 Über alle Lose B1 ∈ ϕ mache:
07 Speichere B1.Dauer in DIL[B1]
08 Über alle Lose B2 ̸= B1 ∈ ϕ mache:
09 Bestimme WTCB1,B2 und trage Wert in PM [B1][B2] ein
10 Bestimme GFVB1,B2 und trage Wert in TM [B1][B2] ein
11 Über alle Lose B1 ∈ ϕ mache:
12 Über alle Lose B2 ̸= B1 ∈ ϕ mache:
13 Bestimme DLWB1,B2 anhand DIL[B1],DIL[B2] und PM [B1][B2]
und trage Wert in SM [B1][B2] ein
14 Initialisiere das Wertearray MIN für Spaltenminima-Speicherung
15 Über alle Lose B1 ∈ ϕ mache:
16 Initialisiere Variable Z als Zeilenmerker
17 Initialisiere Variable MinWertPM und belege sie mit Maximalwert
18 Initialisiere Variable MaxWertTM und belege sie mit Maximalwert
19 Über alle Lose B2 ̸= B1 ∈ ϕ mache:
20 Wenn PM [B1][B2] < MinWertPM ODER PM [B1][B2] =MinWertPM
UND TM [B1][B2] > MaxWertTM dann:
21 MinWertPM = PM [B1][B2]
22 MaxWertTM = TM [B1][B2]
23 Z=Zeile von B2
24 MIN [B1. Spalte] = Z
25 Initialisiere boolesche Variable W = WAHR
26 Solange W = WAHR führe durch:
27 W = FALSCH
28 Initialisiere Variable ZK als Zeilenmerker
29 Initialisiere Variable SK als Spaltenmerker
30 Initialisiere Variable MinWertPM und belege sie mit Maximalwert
31 Initialisiere Variable MaxWertTM und belege sie mit Minimalwert
32 Von Index S = 1 bis MIN.Anzahl, Schritte 1, mache:
33 Wenn (SM [S][MIN [S]] ≥ 0 ODER (¬U UND ϕ[B1].Grösse ≤ SMINk))
UND
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B1.Grösse+B2.Grösse ≤ SMAXk
UND
(PM [S][MIN [S]] < MinWertPM
ODER
(PM [S][MIN [S]] =MinWertPM
UND TM [S][MIN [S]] > MaxWertTM)) dann:
34 Setze MinWertPM = PM [S][MIN [S]]
35 Setze MaxWertTM = TM [S][MIN [S]]
36 Setze SK = S und ZK =MIN [S]
37 Setze W = WAHR
38 Wenn W = WAHR dann:
39 Füge Aufträge von Los ϕ[ZK] dem Los ϕ[SK] hinzu
40 Setzte ϕ[ZK] = null
41 DIL[SK] = PM [SK][ZK]
42 DIL[ZK] = null
43 Sonst:
44 Wenn Anzahl unterdeckter Lose> 1 in ϕ dann:
45 Setze U = WAHR für eine Iteration
46 Springe zu Schleifenanfang
47 Aktualisiere Ähnlichkeitsmatrizen PM,SM,TM
48 Aktualisiere Spaltenminima MIN
49 Gebe ϕ zurück
Tabelle A.2: Pseudo-Code der clusterbasierten Loskomposition (⇒S. 71)
A.3 Pseudo-Code der Losreihung GIW
01 Starte Losreihung (Losliste ϕ)
02 Über alle Lose B1 ∈ ϕ mache:
03 Über alle Lose B2 > B1 ∈ ϕ mache:
04 Speichere B1.Deadline in Variable D1
05 Speichere B2.Deadline in Variable D2
06 Wenn D1−B1.Dauer ≥ D2
ODER D2−B2.Dauer ≥ D1 dann: gehe zu nächster Iteration
07 Wenn (D1 ≥ D2
UND B1.Größe · (B2.Dauer+ |D1−D2|) < D2 · (B1.Dauer− |D1−D2|))
ODER (D1 < D2
UND B2.Größe · (B1.Dauer+ |D1−D2|) > D1 · (B2.Dauer− |D1−D2|))
dann:
08 Vertausche Listenplätze von B1 und B2 in ϕ
09 Gebe ϕ zurück
Tabelle A.3: Pseudo-Code der Losreihung GIW (⇒S. 74)
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A.4 Pseudo-Code des GA-Vorgehens
01 Starte GA für Stufe k mit Auftragsliste J_Liste
02 Initialisiere Populationsgrösse PZ = 80
03 Initialisiere Rekombimnationwahrscheinlichkeit RK = 0,6
04 Initialisiere terminierende Generationanzahl GZ = 500
05 Initialisiere Mutationsintensität MU = 0,02
06 Initialisiere Eltern-Kind-Schlüssel EK = 0,2
07 Initialisiere Losliste τ
08 Initialisiere Populationsliste IV_Liste
09 Initialisiere Superindividuum SI
10 Setze SI.Bewertung = Basisheuristik(k,J_Liste)
11 Partitioniere J_Liste gemäß der stufenspezifischen Familien
in Teilmengen und speichere sie in Metaliste Ψ
12 Über alle Teilmengen ι ∈ Ψ mache:
13 Füge τ Ergebnis von Clusterprozedur(ι.Aufträge,k,WAHR) an
14 Sortiere τ gemäß Fertigstellungsterminen, Deadlines und GIW
15 Initialisiere Individuum IV 1 und setze sein Genom=τ.Reihenfolge
16 Füge IV 1 der Population IV_Liste hinzu
17 Von Index=1 bis MIN.PZ, Schritte 1, mache:
18 Füge Individuum von Mutation(IV 1.Kopie,MU,PZ)
der Population IV_Liste hinzu
19 Initialisiere Generationsindex GI = 1
20 Solange GI ̸= GZ führe durch:
21 Über alle Individuen IV ∈ IV_Liste mache:
22 Terminiere τ gemäß Reihenfolge aus IV.Genom auf Maschine k
23 Speichere Termindaten etc. in den Auftragsobjekten aus J_Liste
24 Nutze Basisheuristik(k − 1,J_Liste)
25 Bewerte IV in Relation zu SI anhand Gleichung 3.10(S. 80)
26 Speichere Bewertung im IV.Bewertung
27 Sortiere IV_Liste gemäß der Bewertungen der Individuen
28 Über alle Individuen IV ∈ IV_Liste mache:
29 Wenn IV.Bewertung > SI.Bewertung dann:
30 Setze SI = IV
31 Initialisiere Liste der Kindindividuen IV_ListeKinder
32 Von Index=1 bis EK · PZ, Schritte 1, mache:
33 Initialisiere Individuen Elter1 und Elter2 für Selektion
34 Belege Elter1 und Elter2 zufällig mit versch.
Individuen aus {IV_Liste[0]; IV_Liste[EK · PZ]}
35 Ziehe reelle Zufallszahl ZZ aus [0;1] bei gleichverteilter Wahrscheinlichkeit
36 Wenn ZZ ≤ RK dann:
37 Von Index=1 bis 1/EK, Schritte 1, mache:
38 Füge IV_ListeKinder Individuum von
Rekombination(Elter1, Elter2) hinzu
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39 Von Index=IV_ListeKinder.Grösse bis PZ, Schritte 1, mache:
40 Initialisiere Individuum IVAdd und setze es Zufallswahl aus IV_Liste gleich
41 IVAdd =Mutation(IVAdd, MU , PZ)
42 Füge IV_ListeKinder IVAdd hinzu
43 Setze IV_Liste = IV_ListeKinder
44 Über alle Individuen IV ∈ IV_Liste mache:
45 IV =Mutation(IV , MU , PZ)
46 GI = GI + 1
47 Wenn k > 2 dann:
48 Starte Basisheuristik für k − 1 mit allen Aufträgen aus τ
49 Sonst:
50 Gebe JInitial zurück
01 Rekombination(Individuum I1, Auftrag Individuum I2)
02 Initialisiere neues Individuum IV mit leeren Genom
03 Initialisiere Zufallsstelle ZS1
04 Initialisiere und ziehe reelle Zufallszahl 0,2 ≤ ZZ ≤ 0,3
05 Initialisiere Größe des Genomfragments AS = ZZ · IV.Genom.Länge
06 Initialisiere Losliste B_Liste für bereits vererbte Lose
07 Initalisiere Spenderelter SE im Wechsel aus I1 und I2
08 Initalisiere auffüllendes Elter AE und setze es Elter̸= SE gleich
09 Von Index ID1 = ZS1 bis ZS1+AS oder SE.Genom.Länge, Schritte 1, mache:
10 IV.Genom[ID1] = SE[ID1]
11 Füge B_Liste Losreferenz von SE[ID1] hinzu
12 Von Index ID1 = 1 bis AE.Genom.Länge, Schritte 1, mache:
13 Wenn Losreferenz von AE.Genom[ID2] nicht in B_Liste enthalten, dann:
14 Von Index ID3 = 1 bis IV.Genom.Länge, Schritte 1, mache:
15 Wenn IV.Genom[ID3] = null dann:
16 IV.Genom[ID3] = AE.Genom[ID2]
17 Breche Schleife von ID3 ab
18 Gebe IV zurück
01 Mutation(Individuum IV , Mutationsintensität MU , Populationsgrösse PZ)
02 Initialisiere Anzahl der Tauschvorgänge AT =MU · PZ
03 Von Index= 1 bis AT , Schritte 1, mache:
04 Initialisiere Zufallsstelle ZS1 und ZS2 aus IV.Genom.Länge
05 Vertausche die Losreferenz von ZS1 mit der Losreferenz von ZS2
06 Gebe IV zurück
Tabelle A.4: Pseudo-Code des GA-Vorgehens (⇒S. 80)
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A.5 Basisheuristik/ILP-Vergleich anhand opt. Lösungen des Sze. A
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A.6 Basisheuristik/ILP-Vergleich anhand opt. Lösungen des Sze. B
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Abbildung A.1: Spannweiten, Mittelwerte, Streuungen und Verteilungen des Vergleichs
der Basisheuristik mit allen Probleminstanzen in Szenario A (⇒S. 94)
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Tabelle A.10: Spannweiten, Mittelwerte, Streuungen und Verteilungen des Vergleichs der
Basisheuristik mit allen Probleminstanzen in Szenario B (⇒S. 94)
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Abbildung A.2: Performanz der Basisheuristik auf Basis aller gelösten Probleminstanzen
des ILP im Szenario B (⇒S. 94)
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B.1 Pseudo-Code des allgemeinen Vorgehens der Ablaufsteuerung
01 Starte Ablaufsteuerung mit Tag t und m Maschinen
02 Initialisiere boolesche Variable WI = WAHR
03 Initialisiere Liste unverplanter Lose UV L
04 Solange WI = WAHR führe durch:
05 Von Index k = 1 bis k = m, Schritte 1, mache:
06 Initialisiere Liste nicht-realisierbarer Lose NRL + leere Losliste ϕ
07 Initialisiere Ablaufplan ARP und setze ARP = k.Ablaufplan
08 NRL =Bestimme nicht-realisierbare Lose in ARP [t+ 1] (Schritt 1)
09 Sortiere NRL aufsteigend nach den initialen Deadlines der Lose
10 Über alle Lose B ∈ NRL mache (Schritt 2):
11 Initialisiere boolesche Variable BV P = FALSCH
12 BV P = RS(ARP,B,t)
13 Wenn ̸= BV P dann: BV P = RSS(ARP,B,t)
14 Wenn ̸= BV P dann: BV P = BFS(ARP,B,t)
15 Wenn ̸= BV P dann: BV P = SFFS(ARP,B,t)
16 Wenn ̸= BV P dann: BV P = JSS(ARP,B,t)
17 Wenn ̸= BV P dann: BV P = D&C(ARP,B,t)
18 Wenn BV P dann: Entferne B aus NRL
19 Füge übrige Lose aus NRL zu UV L[k] (Schritt 3)
20 Sortiere UV L[k] aufsteigend nach den initialen Deadlines der Lose
21 Über alle Lose B ∈ UV L[k] mache (Schritt 4):
22 Initialisiere leere Lose BReal,BN-Real (Schritt 5)
23 BReal=Realisierbare Aufträge von B zu Zeitpkt. t, berücks. SMINk
24 BN-Real=Nicht-Realisierbare Aufträge von B zu Zeitpkt. t, berücks. SMINk
25 Initialisiere boolesche Variable BV P = FALSCH
26 Wenn BReal ̸= ∅ dann (Schritt 6/7):
27 BV P = RS(ARP,B,t)
28 Wenn ̸= BV P dann: BV P = RSS(ARP,B,t)
29 Wenn ̸= BV P dann: BV P = SFFS(ARP,B,t)
30 Wenn ̸= BV P dann: BV P = FNC(ARP,B,t)
31 Wenn ̸= BV P dann: BV P = SO(ARP,B,t)
32 Wenn ̸= BV P dann: Füge BReal zu ϕ
33 Wenn BN-Real ̸= ∅ dann: Füge BN-Real zu ϕ
34 Entferne B aus UV L[k]
35 Füge Lose aus ϕ zu UV L[k]
36 ZieheAufträgeVor(ARP,t) (Schritt 8)
37 Wenn k = m UND UV L[k] = ∅∀k UND k.Ablaufplan[> t] = ∅∀k dann:
WI = FALSCH
38 t = t+ 1
Tabelle B.1: Pseudo-Code des allgemeinen Vorgehens der Ablaufsteuerung (⇒S. 100)
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B.2 Pseudo-Code von Regular-Search
01 Starte RS mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere boolesche Variable V P = FALSCH
03 Initialisiere Zeitvariable tSuche = B.Deadline
04 Solange tSuche > t+ 1 UND V P = FALSCH mache:
05 tSuche=Intervallende von produktivem Freiraum aus ARP < tSuche
06 Wenn produktiver Freiraum ≥ B.Produktionsdauer dann:
07 V P = WAHR
08 Wenn B ∈ ARP dann: entferne B aus ARP
09 Trage B in ARP gemäß tSuche ein
10 Gebe V P zurück
Tabelle B.2: Pseudo-Code von Regular-Search (⇒S. 101)
B.3 Pseudo-Code von Regular-Shift-Search
01 Starte RSS mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Metaliste υ zur Speicherung tagweiser, max. Produktivfreiräume
03 Von Index tIndex = t+2(Arbeitsende) bis tIndex ≤ B.Deadline, Schritte 1, mache:
04 υ[tIndex]=MeP (ARP,tIndex)
05 Initialisiere Zeitvariable tGeeignet
06 tGeeignet= erster Eintrag in υ ≥ B.Dauer
07 Wenn tGeeignet ∈ ∅ dann: Gebe FALSCH zurück
08 Ziehe Losbearbeitungen an Tag von tGeeignet in ARP frühestmöglich vor
09 Trage B in ARP in geschaffene Produktionslücke ein
10 Gebe WAHR zurück
Tabelle B.3: Pseudo-Code von Regular-Shift-Search (⇒S. 101)
B.4 Pseudo-Code von Maximal-erzeugbarer Produktionsfreiraum
01 Starte MeP mit Ablaufplan ARP Zeitpunkt tIndex
02 Initialisiere Laufzeitzeitvariable LZV = tIndex[Arbeitsbeginn]
03 Initialisiere maximales Zeitintervall Ψ
04 Über Los B ≥ ARP [LZV ] bis B.Bearbeitungsende ≤ tIndex
,Ereignisschritte 1, mache:
05 Wenn B.Freigabedatum ≤ LZV mache:
06 Wenn Ψ.Dauer < B.Bearbeitungsbeginn− LZV dann:
07 Ψ.Dauer = B.Bearbeitungsbeginn− LZV
08 Ψ.Zeitpunkt = B.Bearbeitungsbeginn
09 LZV = LZV +B.Dauer
10 Sonst:
11 Wenn Ψ.Dauer < B.Freigabedatum− LZV dann:
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12 Ψ.Dauer = B.Freigabedatum− LZV
13 Ψ.Zeitpunkt = B.Freigabedatum
14 LZV = B.Freigabedatum+B.Dauer
15 Gebe Ψ zurück
Tabelle B.4: Pseudo-Code von Maximal-erzeugbarer Produktionsfreiraum (⇒S. 101)
B.5 Pseudo-Code von Best-Fit-Search
01 Starte BFS mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Metaliste υ für tagweise Loslisten in aufstg. Tagesreihenfolge
03 Initialisiere freies ZeitintervallK =MeP (ARP,t+1)mit Einbezug von B.Dauer
04 Von Index tIndex = t+ 2 bis tIndex ≤ B.Deadline, Schritte 1, mache:
05 υ[tIndex]=Bestimme Lose aus ARP [tIndex], die zu t+ 1 bereits freigegeben sind
06 Über Losliste LT ∈ υ mache:
07 Initialisiere Losauswahl LA =ermittel optimale Lose aus LT für Zeitdauer
K.Dauer an Tag K.Zeitpunkt unter Nutzung von MinKnap
08 Wenn LA ̸= UND ∑LAL=1 L.Bearbeitungsdauer ≥ B.Dauer dann:
09 Wenn B ∈ ARP dann: entferne B aus ARP
10 Ziehe Losbearbeitungen an Tag von t+ 1 in ARP frühestmöglich vor
11 Über Lose L ∈ LA mache:
12 Entferne L aus ARP
13 Trage L in maximale Produktionslücke von ARP [t+ 1] ein
14 Trage B an Ursprungstag von LT ein
15 Gebe WAHR zurück
16 Gebe FALSCH zurück
Tabelle B.5: Pseudo-Code von Best-Fit-Search (⇒S. 102)
B.6 Pseudo-Code von Shift-First-Fit-Search
01 Starte SFFS mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Metaliste υ für tagweise Loslisten in aufstg. Tagesreihenfolge
03 Initialisiere boolesche Variable V P = FALSCH
04 υ[t+ 1] = B
05 Von Index tIndex = t+ 2 bis tIndex ≤ B.Deadline, Schritte 1, mache:
06 Initialisiere freies Zeitintervall K =MeP (ARP,tIndex − 1) unter Hinzunahme
der Bearbeitungsdauern der Lose von υ[tIndex − 1]
07 υ[tIndex]=Bestimme Lose aus ARP [tIndex] mit Freigabe < K.Zeitpunkt
08 Wenn υ[tIndex] ∈ ∅ dann:
09 Entferne alle Listeneinträge aus υ[≤ tIndex]
10 Breche Iteration ab, führe sie mit Folgetag fort
11 Wenn MeP (ARP,tIndex) unter Hinzunahme von
∑Bearbeitungsdauer
von υ[tIndex] ist ≥ B.Dauer dann:
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12 Setze V P = WAHR
13 Breche Schleife ab
14 Wenn V P = WAHR dann:
15 Wenn B ∈ ARP dann: entferne B aus ARP
16 Über Index tIndex = t+ 2 bis υ.Länge mache:
17 Initialisiere freies Zeitintervall K =MeP (ARP,tIndex− 1) unter Hinzunahme
von ∑Bearbeitungsdauer von υ[tIndex − 1]
18 Initialisiere Losauswahl LA =ermittel optimale Lose aus υ[tIndex] für
Zeitdauer K.Dauer an Tag K.Zeitpunkt unter Nutzung von MinKnap
19 Ziehe Losbearbeitungen an Tag von tIndex − 1 in ARP frühestmöglich vor
20 Über Lose L ∈ LA mache:
21 Entferne L aus ARP
22 Trage L in maximale Produktionslücke von ARP [tIndex − 1] ein
23 Trage B am die geschaffene Produktionslücke des letzten Tags von υ ein
24 Gebe WAHR zurück
25 Sonst:
26 Gebe FALSCH zurück
Tabelle B.6: Pseudo-Code von Shift-First-Fit-Search (⇒S. 104)
B.7 Pseudo-Code von Job-Shift-Search
01 Starte JFS mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Liste nicht-realisierbarer Aufträge NRA
03 NRA =Bestimme nicht-realisierbare Aufträge von B
04 Wenn B.Auftragsanzahl−NRA.Anzahl < SMINk dann:
05 Gebe FALSCH zurück
06 Sortiere NRA nach der Deadline der Aufträge
07 Über Auftrag J ∈ NRA mache:
08 Über Lose L ∈ ARP [≥ t+ 1] mache:
09 Wenn L.Familie = J.Familie dann:
10 Initialisiere Zeitkapazität K
11 K=L.Bearbeitungsbeginn - Vorlos.Bearbeitungsende
12 Wenn K ≥ L.Dauer+ J.Dauer dann:
13 Entferne J aus Los B
14 Füge J zu Los L
15 Erweitere Bearbeitungsfenster von Los L in ARP
16 Lösche J aus NRA
17 Reduziere Bearbeitungsfenster von Los B in ARP
18 Wenn NRA ∈ ∅ dann:
19 Gebe WAHR zurück
20 Sonst:
21 Gebe FALSCH zurück
Tabelle B.7: Pseudo-Code von Job-Shift-Search (⇒S. 104)
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B.8 Pseudo-Code von Divide-and-Conquer
01 Starte D&C mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Solange WAHR mache:
03 Initialisiere Variable für maximales freies Zeitintervall MFZ
04 Von Index tIndex = t+ 2 bis tIndex ≤ B.Deadline, Schritte 1, mache:
05 Initialisiere freies Zeitintervall K =MeP (ARP,tIndex)
06 Wenn MFZ.Dauer < K.Dauer dann: MFZ = K
07 Initialisiere leere Lose BReal,BN-Real (Schritt 5)
08 BN-Real=Nicht-realisierbare Aufträge von B zu Zeitpkt. t
unter Berücksichtigung von von MFZ.Dauer
09 Wenn BReal.Auftragsanzahl < SMINk
ODER BN-Real.Auftragsanzahl < SMINk ODER MFZ ∈ ∅ dann:
10 Gebe FALSCH zurück
11 Ziehe Losbearbeitungen in ARP [MFZ.Zeitpunkt] frühestmöglich vor
12 Reduziere Los B um Aufträg von Los BN-Real
13 Trage Los BN-Real in ARP [MFZ.Zeitpunkt] ein
14 Wenn B = freigegeben dann:
15 Reduziere Bearbeitungsfenster von Los B in ARP
16 Gebe WAHR zurück
Tabelle B.8: Pseudo-Code von Divide-and-Conquer (⇒S. 105)
B.9 Pseudo-Code von Force-Next-Change
01 Starte FNC mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Metaliste υ für tagweise Loslisten in aufstg. Tagesreihenfolge
03 Von Index tIndex = t+ 2 bis tIndex ≤ B.Deadline, Schritte 1, mache:
04 υ[tIndex]=Bestimme Lose aus ARP [tIndex], deren Deadline≥ t+ 3
05 Von Index tIndex = t+ 2 bis υ.Länge, Schritte 1, mache:
06 Initialisiere freies Zeitintervall K =MeP (ARP,tIndex)
07 Initialisiere Losauswahl LA = ermittel optimale Lose aus LT für Zeitdauer
B.Dauer unter Nutzung von MinKnap
08 Wenn K.Dauer+∑LAL=1 L.Bearbeitungsdauer ≥ B.Dauer dann:
09 Über Lose L ∈ LA mache:
10 Entferne L aus ARP
11 Füge L Liste unverplaner Lose hinzu
12 Ziehe Losbearbeitungen an Tag tIndex in ARP frühestmöglich vor
13 Trage B an Tag tIndex in geschaffene Produktionslücke ein
14 Gebe WAHR zurück
15 Gebe FALSCH zurück
Tabelle B.9: Pseudo-Code von Force-Next-Change (⇒S. 105)
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B.10 Pseudo-Code von Shortest-Overtime
01 Starte SO mit Ablaufplan ARP , Los B und Zeitpunkt t
02 Initialisiere Variable für maximales freies Zeitintervall MFZ
03 Von Index tIndex = t+ 2 bis tIndex ≤ B.Deadline, Schritte 1, mache:
04 Initialisiere freies Zeitintervall K =MeP (ARP,tIndex) inkl. pot. Überstunden
05 Wenn MFZ.Dauer < K.Dauer dann: MFZ = K
06 Wenn MFZ.Dauer < B.Dauer dann: Gebe FALSCH zurück
07 Initialisiere Zeitvariable LBE
08 Setze LBE =Bearbeitungsende des letzten Loses in ARP [MFZ.Zeitpunkt]
09 Setze Nachtbeginn in ARP auf LBE +B.Dauer
10 Trage B in ARP in das Intervall [LBE;LBE +B.Dauer] ein
11 Gebe FALSCH zurück
Tabelle B.10: Pseudo-Code von Shortest-Overtime (⇒S. 106)
B.11 Pseudo-Code der präventiven Strategie
01 Starte ZieheAufträgeVor mit Ablaufplan ARP und Zeitpunkt t
02 Solange WAHR mache:
03 Initialisiere Losliste LT
04 Initialisiere freies Zeitintervall K =MeP (ARP,t+ 1)
05 Wenn K ∈ ∅ dann: Breche Methode ab
06 Von Index tIndex = t+ 2 bis tIndex ≤ 5, Schritte 1, mache:
07 Initialisiere reelle Variable BG =Belegungsgrad von Tag tIndex
gemäß ARP [tIndex]
08 Wenn BG < 0,8 dann: Fahre mit dem Folgetag fort
09 LT=Bestimme Lose aus ARP [tIndex], deren Bearbeitungsdauer≤ K.Dauer
UND deren Freigabedatum ≤ K.Zeitpunkt ist
10 Initialisiere Losauswahl LA =ermittel optimale Lose aus LT für Zeitdauer
K.Dauer an Tag K.Zeitpunkt unter Nutzung von MinKnap
11 Über Lose L ∈ LA mache:
12 Entferne L aus ARP
13 Trage L in maximale Produktionslücke von ARP [t+ 1] ein
Tabelle B.11: Pseudo-Code der präventiven Strategie (⇒S. 106)
B.12 Pseudo-Code der clusterbasierten Online-Planung
01 Starte COP für Prozess k mit Ablaufplan ARP , Auftragsliste J_Liste, maxi-
male Losgröße ML und Startzeitpunkt t
02 Initialisiere boolesche Variable Abbruch = FALSCH
03 Initialisiere Laufzeitvariable LZV =Arbeitsbeginn von t
04 Initialisiere Familienmarker ς
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05 Partitioniere J_Liste gemäß der stufenspezifischen Familien
in Teilmengen und speichere sie in Metaliste Ψ
06 Solange ̸= Abbruch mache:
07 Initialisiere Zeitvariable TAE =Arbeitsende des aktuellen Tages von LZV
08 Initialisiere Losliste RL
09 Über alle Teilmengen ι ∈ Ψ mache:
10 Wenn RL = ∅ dann:
11 Wenn ι < TAE dann: LZV = LZV + 10Minuten
12 Sonst: LZV =Arbeitsbeginn des Folgetages
13 Setze Schleife mit Folgefamilie fort
14 Initialisiere Auftragsliste JReal
15 Über alle Aufträge J ∈ ι mache:
16 Wenn J ist freigegeben zu Zeitpunkt LZV dann:
17 Füge J der Liste JReal an
18 Initialisiere Losliste L_Liste=Clustere Aufträge aus JReal gemäß Zj und ML
19 Füge L_Liste zu RL
20 Über alle Lose L ∈ RL mache:
21 Wenn L.Auftragsanzahl < SMINk dann: Entferne L aus RL
22 Wenn RL = ∅ dann:
23 Wenn LZV < TAE dann: LZV = LZV + 10Minuten
24 Sonst: LZV =Arbeitsbeginn des Folgetages
25 Gehe zu Schleifenanfang
26 Sortiere Lose der Liste RL nach den frühesten Zj ihrer Aufträge
27 Initialisiere Los LX = RL[1]
28 Initialisiere Zeitintervall ZI=Retrograde Suche in ARP gemäß
LX.Deadline und LX.Dauer
29 Wenn ZI.Ende < TAE dann:
30 Trage Losbearbeitung von LX in ARP ein
31 Entferne Aufträge von LX aus Teilmengen von Ψ
32 Sonst:
33 LZV =Arbeitsbeginn des Folgetages
34 Wenn ∑Ψι=1Aufträge = 0 dann:
35 Abbruch = WAHR
36 Wenn k < m dann:
37 Starte Planung für Prozess k + 1 mit den entsprechenden Parametern
38 Sonst:
39 Beende Online-Planung
Tabelle B.12: Pseudo-Code der clusterbasierten Online-Planung (⇒S. 111)
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B.13 Detaillierte Evaluationsergebnisse bzgl. der Ablaufsteuerung
Basisheuristik Ablaufsteuerung COPA COPF
∅-Durchlaufzeit [Tage/Auftrag]
min 1,73 4,55 4,09 3,00
∅ 7,52 8,25 9,10 9,44
max 14,18 14,45 17,42 20,15
σx 1,95 1,67 2,73 3,45
VarK 0,26 0,20 0,30 0,37
∅-Losgröße[Aufträge/Los]
min 4,03 3,47 3,44 5,37
∅ 4,55 3,78 3,84 7,18
max 4,95 4,16 4,20 9,35
σx 0,14 0,01 0,18 0,79
VarK 0,03 0,00 0,05 0,11
∅-VVAM [Tage/Auftrag]
min 0,00 0,26 0,07 1,13
∅ 0,00 0,85 0,56 2,99
max 0,00 3,01 2,10 6,40
σx 0,00 0,32 0,16 2,37
VarK 0,00 0,38 0,28 0,79
∅-VPAM [Tage/Auftrag]
min 0,00 1,51 0,91 2,64
∅ 0,00 2,41 1,96 5,38
max 0,00 3,88 4,43 10,67
σx 0,00 0,86 1,05 6,67
VarK 0,00 0,36 0,54 1,24
∅-Anzahl verspäteter Aufträge
min 0,00 137,00 57,00 352,00
∅ 0,00 350,10 280,76 559,26
max 0,00 908,00 946,00 930,00
σx 0,00 130,01 111,72 97,20
VarK 0,00 0,37 0,40 0,17
Vgl. zu Basisheuristik Ablaufsteuerung COPA COPF
∆-Durchlaufzeit
min -1,40% -18,26% -32,53%
∅ 11,89% 22,03% 27,21%
max 162,39% 239,04% 291,33%
σx 11,82% 24,02% 37,59%
∆-∅-Losgröße
min -25,89% -23,64% 16,64%
∅ -16,86% -15,62% 57,83%
max -7,71% -7,69% 123,68%
σx 3,18% 3,02% 18,77%
Tabelle B.13: Detaillierte Evaluationsergebnisse bzgl. der Ablaufsteuerung (⇒S. 111)
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C.1 Pseudo-Code von BFDB
01 Starte BFDB mit Packstückliste J_Liste und Stauwandliste SW_Liste
02 Absteigende Sortierung von J_Liste gemäß Packstückvolumina
03 Initialisiere für Freiräume binären Suchbaum ω
04 Über alle Stauwände SW ∈ SW_Liste mache: Integriere SW.Freiräume in ω
05 Bestimme erlaubte Drehungsvarianten und speichere sie in ξ
06 Über alle Packstücke PS ∈ J_Liste mache:
07 Initialisiere RSB ι = null für Packstück-Drehungsvariante
08 Über alle Drehungsvarianten D ∈ ξ mache:
09 Vertausche Dimensionen von PS entsprechend D
10 Über alle Freiräume FR ∈ ω mit FR.Volumen ≥ PS.Volumen mache:
11 Wenn PS.Breite ≤ FR.Breite UND PS.Tiefe ≤ FR.Tiefe
UND Staurestriktionen(PS ∈ FR) = true dann:
12 Speichere D,FR anhand Restraum in ι
13 Breche Schleife über Freiräume ab
14 Wenn ι ̸= null dann:
15 Realisiere ιMIN-Eintrag, Platziere PS gemäß D in FR
16 Reduziere ιMIN-Eintrag. FR, erstelle ggf. Freiräume in betr. Stauwand
17 Aktualisiere ω
18 Sonst:
19 Gründe eine neue Stauwand SW_Neu und füge sie SW_Liste an
20 Setze PS.Tiefe als SW_Neu.Tiefe
21 Platziere PS in leeren Freiraum von SW_Neu
22 Übernehme Freiräume von SW_Neu in ω
23 Gebe SW_Liste zurück
Tabelle C.1: Pseudo-Code von BFDB (⇒S. 135)
C.2 Pseudo-Code von BFDL
01 Starte BFDL mit Packstückliste J_Liste und Stauwandliste SW_Liste
02 Absteigende Sortierung von J_Liste gemäß Packstückvolumina
03 Initialisiere für Freiräume RSB ω
04 Über alle Stauwände SW ∈ SW_Liste mache: Integriere SW.Freiräume in ω
05 Von Index J_I = 1 bis J_Liste.Anzahl, Schritte PSV , mache
06 Initialisiere Lookahead PS_Liste = null
07 Von Index x = J_I bis J_I + PSV , Schritte 1, mache:
PS_Liste. add(J_Liste[x])
08 Initialisiere RSB ι für Freiraumpfade, Raumnutzung, PS-Drehungen
09 RekursionLookahead(PSA = 1,FRV ,PS_Liste,ι,ω)
10 Von PS_Index = 1 bis PS_Liste.Anzahl, Schritte 1, mache:
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11 Wenn ιMIN-Eintrag[PS_Index] erfordert neue Stauwand dann:
12 Initialisiere Stauwand SW_Neu und füge sie SW_Liste an
13 Setze PS.Tiefe als SW_Neu.Tiefe
14 Platziere PS_Liste[PS_Index] gemäß ιMIN-Eintrag[PS_Index].Drehung
in ιMIN-Eintrag[PS_Index].Freiraum
15 Übernehme Freiräume von SW_Neu in ω
16 Sonst:
17 Realisiere ιMIN-Eintrag: Platziere PS gemäß D in FR
18 Reduziere ιMIN-Eintrag. FR, erstelle ggf. Freiräume in betr. Stauwand
19 Aktualisiere ω
20 Gebe SW_Liste zurück
01 RekursionLookahead(PSA,FRV ,PS_Liste,ι,ω)
02 Wenn PSA = PS_Liste.Anzahl+ 1 dann: breche ab
03 Initialisiere Stack ϕ für geschaffene/gelöschte Freiräume
04 Bestimme erlaubte Drehungsvarianten und speichere sie in ξ
05 Initialisiere κWahl = null für Packstück-Drehung-Freiraum
06 Über alle Drehungsvarianten D ∈ ξ mache:
07 Vertausche Dimensionen von PS entsprechend D
08 Über alle Freiräume FR ∈ ω mit FR.Volumen ≥ PS_Liste[PSA].Volumen
mache:
09 Wenn PS.Breite ≤ FR.Breite UND PS.Tiefe ≤ FR.Tiefe dann:
10 Speichere PS_Liste[PSA], FR, FR.Raumnutzung und D in κ
11 Wenn κ.D.Anzahl = FRV dann:Breche Schleife über Freiräume ab
12 Über alle Eintrage E ∈ κ mache (traversiere über Unterzweige, Branch):
13 Platziere PS_Liste[PSA] gemäß E.D in E.FR inkl. evtl. neuer Stauwand
14 Reduziere E.FR, erstelle ggf. Freiräume in betroffener Stauwand
15 Speichere gelöschte/geschaffene Freiräume bei Platzierung in ϕ
16 Aktualisiere ω und ι
17 Initialisiere Status=ιAktuellerKnoten.SummeRaumverlust
18 Wenn Status<ιAktuelleBesteLösung.SummeRaumverlust dann (Bound):
19 RekursionLookahead(PSA + 1,FRV ,PS_Liste,ι,ω)
20 Annulliere Platzierung von PS_Liste[PSA] in E.FR gemäß D
21 Wiederherstellung/-löschung Freiräumen gemäß ϕ
Tabelle C.2: Pseudo-Code der Erweiterungen von BFDL zu BFDB (⇒S. 136)
C.3 Pseudo-Code von BFDT
01 Starte BFDT mit Packstückliste J_Liste und Stauwandliste SW_Liste
02 Absteigende Sortierung von J_Liste, erst nach Packstücktypen, dann -volumina
03 Initialisiere für Freiräume RSB ω
04 Über alle Stauwände SW ∈ SW_Liste mache: Integriere SW.Freiräume in ω
05 Bestimme erlaubte Drehungsvarianten und speichere sie in ξ
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06 Über alle Packstücke PS ∈ J_Liste mache:
07 Initialisiere RSB ι = null für Packstück-Drehung-Freiraum
08 Initialisiere Freiraum Erst_FR = null
09 Über alle Drehungsvarianten D ∈ ξ mache:
10 Vertausche Dimensionen von PS entsprechend D
11 Über alle Freiräume FR ∈ ω mit FR.Volumen ≥ PS.Volumen mache:
12 Wenn PS.Breite ≤ FR.Breite UND PS.Tiefe ≤ FR.Tiefe
UND Staurestriktionen(PS ∈ FR) = true dann:
13 Speichere D,FR anhand Restraum in ι
14 Wenn Erst_FR = null dann: Erst_FR = FR
15 Wenn FR.Volumen > (1 + ϑ) · Erst_FR.Volumen dann:
Breche Schleife über Freiräume ab
16 Wenn ι ̸= null dann:
17 Initialisiere κWahl = null für Packstück-Drehung-Freiraum
18 Über alle Einträge E ∈ ι mache:
19 Wenn κWahl = null ODER E.FR. Stauwand. SumTyp(PS.Typ)>
κWahl. FR. Stauwand. SumTyp(PS.Typ) dann:
20 κWahl = E
21 Realisiere κWahl: Platziere PS gemäß D in FR
22 Reduziere κWahl. FR, erstelle ggf. Freiräume in betr. Stauwand
23 Aktualisiere ω
24 Sonst:
25 Initialisiere Stauwand SW_Neu und füge sie SW_Liste an
26 Setze PS.Tiefe als SW_Neu.Tiefe
27 Platziere PS in leeren Freiraum von SW_Neu
28 Übernehme Freiräume von SW_Neu in ω
29 Gebe SW_Liste zurück
Tabelle C.3: Pseudo-Code von BFDT (⇒S. 137)
C.4 Pseudo-Code von SBF
01 Starte SBF mit Packstückliste J_Liste und Stauwandliste SW_Liste
02 Absteigende Sortierung von J_Liste gemäß Packstückvolumina
03 Initialisiere für Freiräume binären Suchbaum ω
04 Über alle Stauwände SW ∈ SW_Liste mache: Integriere SW.Freiräume in ω
05 Initialisiere für Packstücke binären Suchbaum ν
06 Über alle Packstücke PS ∈ J_Liste mache: Integriere PS in ν
07 Bestimme erlaubte Drehungsvarianten und speichere sie in ξ
08 Solange J_Liste mindestens ein Packstück enthält führe durch:
09 Initialisiere RSB ι = null für Packstück-Freiraum-Drehungsvariante
10 Über alle Packstücke PS ∈ ν mache:
11 Über alle Drehungsvarianten D ∈ ξ mache:
12 Vertausche Dimensionen von PS entsprechend D
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13 Über alle Freiräume FR ∈ ω mit FR.Volumen ≥ PS.Volumen mache:
14 Wenn PS.Breite ≤ FR.Breite UND PS.Tiefe ≤ FR.Tiefe
UND Staurestriktionen(PS ∈ FR) = true dann:
15 Speichere PS, D, FR anhand Restraum in ι
16 Breche Schleife über Freiräume ab
17 Wenn ι ̸= null dann:
18 Realisiere ιMIN-Eintrag: Platziere PS gemäß D in FR
19 Entferne platziertes Packstück aus J_Liste und ν
20 Reduziere ιMIN-Eintrag. FR, erstelle ggf. Freiräume in betr. Stauwand
21 Aktualisiere ω
22 Sonst:
23 Gründe eine neue Stauwand SW_Neu und füge sie SW_Liste an
24 Setze J_Liste[1].Tiefe als SW_Neu.Tiefe
25 Platziere J_Liste[1] in leeren Freiraum von SW_Neu
26 Übernehme Freiräume von SW_Neu in ω
27 Gebe SW_Liste zurück
Tabelle C.4: Pseudo-Code von SBF (⇒S. 138)
C.5 Pseudo-Code des GA-BFDT-Mutationsoperators
01 Starte Mutation mit J_Liste, Intensität κ, Anz. Invertierungstellen AI
02 Initialisiere Invertierungsbreite IB = J_Liste.Länge · κ/AI
03 Wenn IB = 0 dann: Gebe J_Liste zurück
04 Initialisiere Abschnittsliste AB_Liste aus J_Liste gemäß AI
05 Über alle Abschnitte A ∈ AB_Liste mache:
06 Initialisiere RSB ι = null für intervallspezifische Variationskoeffizienten
07 Von PS_Index = A.Beginn bis PS_Index ≤ A.Ende − IB, Schritte 1,
mache:
08 Initialisiere+berechne VarK für Intervall [PS_Index,PS_Index+ IB]
09 Speichere VarK mit in ι
10 Ziehe Zufallsintervall ZI aus bestem Quartil aus ι
11 Ziehe Zufallsstelle ZS aus Intervall ZI
12 Ziehe Zufallsboolean ZB
13 Initialisiere Zielintervall ZI
14 Wenn ZB = true dann invertiere J_Liste[ZS] bis J_Liste[ZS + IB]
15 Sonst invertiere J_Liste[ZS − IB] bis J_Liste[ZS]
16 Gebe J_Liste zurück
Tabelle C.5: Pseudo-Code von GA-BFDT-Mutationsoperator (⇒S. 138)
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C.6 Verteilung der Packstückmaße
wj dj hj 20.06. 20.07. 20.08. 20.09.
∑ Anteil
400 600 520 269 272 343 301 1.185 1,79%
750 1.455 2.010 89 128 126 105 448 0,68%
1.125 750 930 0 0 0 1 1 0,00%
1.125 970 516 779 810 949 925 3.463 5,22%
1.125 970 534 109 96 145 130 480 0,72%
1.125 970 716 456 508 572 482 2.018 3,04%
1.125 970 734 52 61 67 98 278 0,42%
1.125 1.455 516 1.354 1.551 1.902 1.786 6.593 9,94%
1.125 1.455 534 0 1 0 4 5 0,01%
1.125 1.455 716 3.844 4.002 5.007 4.392 17.245 26,00%
1.125 1.455 734 244 272 316 284 1.116 1,68%
1.125 1.455 776 2.222 2.395 2.822 2.516 9.955 15,01%
1.125 1.455 794 0 0 0 1 1 0,00%
1.125 1.455 910 0 0 0 7 7 0,01%
1.125 1.455 1.000 325 385 408 378 1.496 2,26%
1.125 1.455 1.096 603 844 899 748 3.094 4,66%
1.125 1.455 1.114 0 0 0 4 4 0,01%
1.125 1.455 1.200 8 13 18 39 78 0,12%
1.125 1.455 1.236 384 480 462 408 1.734 2,61%
1.125 1.455 1.254 78 72 0 0 150 0,23%
1.125 1.455 1.600 103 118 122 99 442 0,67%
1.125 1.620 534 0 0 0 1 1 0,00%
1.125 1.650 534 538 544 686 601 2.369 3,57%
1.125 2.910 716 25 0 27 18 70 0,11%
1.125 2.910 734 25 0 27 18 70 0,11%
1.125 4.000 734 26 22 36 29 113 0,17%
2.250 970 516 162 122 164 161 609 0,92%
2.250 970 534 20 0 0 1 21 0,03%
2.250 970 716 488 544 632 566 2.230 3,36%
2.250 1.125 354 244 272 316 284 1.116 1,68%
2.250 1.250 310 25 0 27 17 69 0,10%
2.250 1.455 700 1.432 1.410 1.768 1.544 6.154 9,28%
2.250 1.455 716 8 8 8 0 24 0,04%
2.250 1.455 734 0 0 4 0 4 0,01%
2.250 1.455 1.430 4 4 4 0 12 0,02%
2.250 1.485 1.125 33 31 35 42 141 0,21%
2.250 1.940 750 25 0 27 15 67 0,10%
2.260 1.485 750 12 8 8 8 36 0,05%
2.260 1.485 1.125 32 18 28 29 107 0,16%
2.260 1.485 1.130 12 8 8 8 36 0,05%
2.260 1.980 750 11 6 56 28 101 0,15%
2.260 1.980 1.700 131 108 142 130 511 0,77%
2.260 1.980 1.950 57 83 87 77 304 0,46%
2.260 3.320 750 113 164 174 153 604 0,91%
2.260 3.320 1.125 425 380 512 449 1.766 2,66%∑ 14.767 15.740 18.934 16.887 66.328 100,00%
Tabelle C.6: Verteilung der Packstückmaße. Maße in mm (⇒S. 141)
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C.7 Detaillierte Evaluationsergebnisse der Stauplanungsheuristiken
PP.|Heur. ∅-STEFF SWb T. /SW
∑
SW ∅-STEFFCOp T. /CO
∑
CO
20.06.2011
BFDB 79,68% 3,37 3.387 67,04% 16,12 536
BFDL 79,69% 3,37 3.387 67,04% 16,11 536
BFDT 79,38% 1,86 3.400 66,30% 10,13 542
SBF 79,21% 3,35 3.407 66,92% 16,32 537
GA-BFDT 81,78% 2,09 3.303 68,06% 10,98 528
20.07.2011
BFDB 80,78% 3,50 3.542 68,64% 16,81 548
BFDL 80,73% 3,49 3.544 68,52% 16,81 549
BFDT 80,43% 1,96 3.559 68,27% 10,81 551
SBF 80,32% 3,47 3.561 68,27% 16,94 551
GA-BFDT 82,60% 2,17 3.469 69,79% 11,72 539
20.08.2011
BFDB 80,53% 3,40 4.252 67,95% 16,27 671
BFDL 80,48% 3,39 4.255 67,95% 16,30 671
BFDT 80,16% 1,85 4.274 67,55% 9,98 675
SBF 80,08% 3,38 4.276 67,55% 16,22 675
GA-BFDT 82,27% 2,06 4.168 69,40% 10,98 657
20.09.2011
BFDB 79,97% 3,43 3.799 66,59% 16,45 605
BFDL 79,91% 3,43 3.802 66,59% 16,47 605
BFDT 79,57% 1,91 3.817 66,15% 10,37 609
SBF 79,50% 3,41 3.823 66,48% 16,53 606
GA-BFDT 81,94% 2,12 3.712 67,94% 11,29 593
∅
BFDB 80,24% 3,42 3.745 67,56% 16,41 590,00
BFDL 80,20% 3,42 3.747 67,52% 16,42 590,25
BFDT 79,89% 1,90 3.763 67,07% 10,32 594,25
SBF 79,78% 3,40 3.767 67,30% 16,50 592,25
GA-BFDT 82,15% 2,11 3.663 68,80% 11,24 579,25
Tabelle C.7: Detaillierte Evaluationsergebnisse der Stauplanungsheuristiken (⇒S. 141)
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C.8 Pseudo-Code der Stauplanungsmodifikationen als Teil der
Ablaufsteuerung
01 Starte Stauplanungsmodifikation mit Los B und Tag t
02 Initialisiere Packstückliste PR_Liste
03 PR_Liste =Packstückentfernung(Los B, Containerliste COListe)
04 PR_Liste =BestimmeAnderenContainer(PR_Liste,CO_Liste,FALSCH,t)
05 PR_Liste =ErzeugeNeuenContainer(
PR_Liste,CO_Liste,t,Terminpläne ARPC ,Terminpläne ARPG)
06 Über alle Packstücke P ∈ PR_Liste mache:
07 Wenn P ∈ B dann:
08 Entferne P aus Los B
09 Wenn B.Aufträge ̸= ∅ dann:
10 Füge B der Luftfrachtliste LL hinzu
11 Initialisiere Losliste LL
12 Initialisiere Losliste BLListe
13 Über alle Packstücke P ∈ PR_Liste mache:
14 Füge P.MeinMontagelos zu BLListe hinzu
15 Über alle Lose BL ∈ BLListe mache:
16 Wenn BL ̸= B dann:
17 Bilde neues Los NB
18 Über alle Packstücke P ∈ PR_Liste mache:
19 Wenn P ∈ BL dann:
20 Füge P dem Los NB hinzu
21 Entferne P aus Los BL, passe seine Produktionszeit an
22 Wenn NB.Produktionsdatum > t dann:
23 Füge NB der Luftfrachtliste LL hinzu
24 Über alle Lose L ∈ LL mache:
25 Montage-Terminplan ARP = L.MeinTerminplan
26 Vorwärtssuche in ARP nach Produktionstermin für LL
27 Trage L in ARP gemäß gefundenen Termin ein
28 Gebe B zurück
01 Packstückentfernung (Los B, Containerliste CO_Liste, Tag t)
02 Initialisiere Packstückliste PR_Liste
03 Initialisiere Stauwandliste SW_Liste
04 Über alle Packstücke P ∈ B.Aufträge mache:
05 Wenn P.Deadline = t+ 1 dann:
06 Initialisiere Stauwand SW = P.MeineStauwand
07 Initialisiere Containervariable CO = SW.MeinContainer
08 Füge P zu PR_Liste hinzu
09 Entferne P aus SW
10 Wenn SW ∈ ∅ dann:
11 Entferne SW aus CO
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12 Sonst:
13 Füge SW zu SW_Liste hinzu
14 Wenn CO ∈ ∅ dann:
15 Entferne CO aus COListe
16 Initialisiere Metaliste für Packstücke je Contianer PCO_Liste
17 Über alle Stauwände SW ∈ SW_Liste mache:
18 Initialisiere Containervariable CO = SW.MeinContainer
19 Füge PCO_Liste Container CO mit den Packstücken SW.Packstücke hinzu
20 Entferne SW aus CO
21 Über alle Einträge E ∈ PCO_Liste mache:
22 Sortiere E.Packstücke absteigend nach Montagetypus und -deadline
23 Initialisiere Packstückliste PE
24 PE =BestimmeAnderenContainer(E.Packstücke,CO_Liste,WAHR, t)
25 Füge PE zu PR_Liste hinzu
26 Gebe PR_Liste zurück
01 BestimmeAnderenContainer (Packstückliste P_Liste,
Containerliste CO_Liste, boolean inklUrContainer, Tag t)
02 Initialisiere Packstückliste PR_Liste
03 Über alle Packstücke P ∈ P_Liste mache:
04 Initialisiere Liste geeigneter Container COE
05 Über alle Container CO ∈ CO_Liste mache:
06 Initialisiere Mindestbeladedatum BD
07 Wenn (inklUrContainer = WAHR) dann:
08 BD = P.MeinContainer.Beladungsanfang
09 Sonst:
10 BD =Arbeitsbeginn von t+ 2
11 Wenn CO. Schiff = P. Schiff
UND CO. Schiffsabfahrt = P. Schiffsabfahrt
UND CO.Land = P.Land
UND CO.Abladestelle = P.Abladestelle
UND CO.Fahrzeugtyp = P.Fahrzeugtyp
UND CO.Beladungsanfang ≥ BD dann:
12 Füge CO der Liste COE hinzu
13 Über alle Container CO ∈ COE mache:
14 Initialisiere Stauwandliste SW_Liste
15 SW_Liste = BFDT (P,CO. Stauwände)
16 Wenn SW_Liste. Staulänge > Containerlänge dann:
17 Fahre mit Folgecontainer fort
18 Wenn ausreichend Zeit in CO.MeinARP für zusätzliches
Packstück vorhanden, dann:
19 Setze CO. Stauwände = SW_Liste
20 Reallokiere Beladung in Terminplanern
21 Breche Neuverstauung von P ab
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22 Wenn P nicht neu verstaut, dann:
23 Füge P der Liste PR_Liste hinzu
24 Gebe PR_Liste zurück
01 ErzeugeNeuenContainer (Packstückliste P_Liste, Containerliste COListe,
Tag t, Terminpläne ARPC , Terminpläne ARPG)
02 Initialisiere Packstückliste PE
03 Über alle Packstücke P ∈ P_Liste mache:
04 Initialisiere Packstückliste PV
05 PV =BestimmeAnderenContainer(E.Packstücke,COListe,FALSCH, t)
06 Füge Packstücke aus PV der Liste PE hinzu
07 Wenn P nicht in PV dann:
08 Fahre mit Folgepackstück fort
09 Initialisiere minimalen Zeitbedarf ZB
10 ZB =Transportzeit + Bereitstellungsdauer für neuen Container
11 Über alle Beladerampen AC ∈ ARPC mache:
12 Über alle Freiräume ZR ∈ AC ab t+ 2 mache:
13 Wenn ZR.Dauer ≥ ZB
UND ZR.Ende < P. Schiffsabfahrt− Puffer dann:
14 Über alle Gabelstapler AG ∈ ARPC mache:
15 Wenn AG besitzt Freiraum an ZR dann:
16 Bilde neuen Container NCO und füge ihm P an
17 Trage NCO in AC und AG ein
18 Fahre mit Folgepackstück fort
19 Wenn P nicht verstaut wurde, dann:
20 Füge P zu PE hinzu
21 Gebe PE zurück
Tabelle C.8: Pseudo-Code der Stauplanungsmodifikationen (⇒S. 147)
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C.9 Statistische Auswertung der Durchlaufzeiten und Lagernutzung im
Anwendungsszenario
Operative Durchlaufzeiten in Tagen
Zeitabstände Min ∅ Max σ2 σx VarK
Zj − Ij 3,83 27,31 61,34 54,89 7,41 0,26
Zj − FEMon,j 3,59 22,31 55,14 40,03 6,33 0,27
Zj − FECon,j 2,22 16,37 54,84 36,99 6,08 0,35
FECon,j − FEMon,j 0,00 6,20 41,13 32,90 5,74 0,93
FECon,j − Ij 0,05 11,15 48,49 53,70 7,33 0,66
Zj − FECon,j 0,00 4,20 41,84 25,17 5,02 1,19
Operative Flächenbedarfe in m2
Lager Min ∅ Max σ2 σx VarK
Artikellager 270 1.250 1.854 404.167 636 0,25
Zwischenlager 1.642 2.961 4.138 722.679 850 0,20
Containerlager 119 1.149 1.991 295.585 544 0,33
Durchlaufzeiten des Planungsvorgehens in Tagen
Zeitabstände Min ∅ Max σ2 σx VarK
Zj − Ij 3,83 27,30 61,33 54,42 7,38 0,26
Zj − FEMon,j 0,02 2,42 26,84 10,43 3,23 0,94
Zj − FECon,j 0,01 0,85 2,94 0,55 0,74 0,40
FECon,j − FEMon,j 0,00 1,57 26,00 10,27 3,21 2,04
FECon,j − Ij 1,97 26,45 60,37 54,20 7,36 0,28
Zj − FECon,j 0,00 0,00 0,00 0,00 0,00 0,00
Flächenbedarfe des Planungsvorgehens in m2
Lager Min ∅ Max σ2 σx VarK
Artikellager 5.675 6.668 7.875 808.232 899 0,07
Zwischenlager 0 721 1.570 181.983 427 0,42
Containerlager 0 0 0 0 0 0
Tabelle C.9: Durchlaufzeitpartiale und Lagernutzung im Anwendungsszenario (⇒S. 152)
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