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ABSTRACT
Propagating slow waves in coronal loops exhibit a damping that depends upon the frequency of the waves. In this
study we aim to investigate the relationship of the damping length (Ld) with the frequency of the propagating wave.
We present a 3D coronal loop model with uniform density and temperature and investigate the frequency-
dependent damping mechanism for the four chosen wave periods. We include the thermal conduction to damp the
waves as they propagate through the loop. The numerical model output has been forward modeled to generate
synthetic images of SDO/AIA 171 and 193Å channels. The use of forward modeling, which incorporates the
atomic emission properties into the intensity images, allows us to directly compare our results with the real
observations. The results show that the damping lengths vary linearly with the periods. We also measure the
contributions of the emission properties on the damping lengths by using density values from the simulation. In
addition to that we have also calculated the theoretical dependence of Ld with wave periods and showed that it is
consistent with the results we obtained from the numerical modeling and earlier observations.
Key words: methods: observational – Sun: corona
Supporting material: animations
1. INTRODUCTION
Propagating intensity disturbances (PDs), observed with
SOHO/UVCS (Ofman et al. 1997) and SOHO/EIT (DeForest
& Gurman 1998; Berghmans & Clette 1999) and TRACE (De
Moortel et al. 2000; Nightingale et al. 2000), have been
interpreted as propagating slow-magnetoacoustic waves
(Ofman et al. 1999, 2000; Wang et al. 2012). These PDs are
omnipresent in the solar corona (Krishna Prasad et al. 2012b)
and they propagate with an apparent speed ranging from 50 to
150 km s−1, which is close to the sound speed in the corona
(Marsh et al. 2009; Marsh & Walsh 2009; Kiddie et al. 2012).
However, recent spectroscopic analysis shows that these
disturbances could well be upwardly propagating ﬂows
channeling through the loop systems (De Pontieu & McIntosh
2010; Tian et al. 2011a, 2011b). Using coherent line parameter
oscillations and “Red-Blue” asymmetry analysis, De Pontieu
et al. (2009) and Tian et al. (2011b) showed that these PDs are
more like upﬂows than waves. But Verwichte et al. (2010) have
shown that upward propagating slow waves generally have the
tendency to enhance the blue wing of the emission line because
of the in-phase behavior of velocity and density perturbations.
Nishizuka & Hara (2011) pointed out that the ﬂows are
dominant near the footpoints of the loops and their strengths
decrease as we go away, leading to a dominant wave scenario.
Using forward modeling De Moortel et al. (2015) calculated
the spectroscopic signatures of waves and ﬂows, but hardly
found an observable to distinguish these two phenomena.
Recently, Mandal et al. (2015) performed detailed analysis
using simultaneous imaging (SDO/AIA) and spectroscopic
(HINODE/EIS) data and concluded that with the current
instrumental capabilities it is very difﬁcult to decouple them
from each other.
Slow waves are often used for seismological studies (King
et al. 2003; Wang et al. 2009; Van Doorsselaere et al. 2011;
Yuan & Nakariakov 2012). These waves also get damped as
they propagate along the magnetic structures. Damping of slow
waves has been studied intensively in observations as well as
theoretical modeling (Ofman & Wang 2002; De Moortel &
Hood 2003, 2004; De Moortel et al. 2004; Selwa et al. 2005;
Voitenko et al. 2005; Gupta 2014; Krishna Prasad et al. 2014;
Banerjee & Krishna Prasad 2015). Using boundary-driven
oscillations and including thermal conduction and viscosity as
the damping mechanisms, De Moortel & Hood (2003) found
the thermal conduction to be the dominant mechanism for the
damping of propagating slow waves in typical coronal
conditions and these results matched very well with the
observed damping lengths from TRACE observations. The
contributions of gravitational stratiﬁcation, ﬁeld-line diver-
gence (De Moortel & Hood 2004), and the mode coupling (De
Moortel et al. 2004) on the wave damping are negligible
compared to the damping due to thermal conduction. The
dependence of the damping lengths with the observed periods
have also been studied in the past. Propagating slow waves
with different periodicities are detected up to different heights
in the solar atmosphere, thus indicating a frequency-dependent
damping mechanism operating on these waves (Krishna Prasad
et al. 2012a). Using observational data from SDO/AIA,
Krishna Prasad et al. (2014) investigated the frequency-
dependent damping of the propagating slow waves in on-disk
sunspot loops as well as polar plume-interplume structures. In
the low thermal conduction limit, the theory predicts a slope of
2 in the log–log plot of damping length versus the wave period
but these authors found a small positive slope (less than 2) for
the on-disk structures and even negative slopes for the polar
structures. They concluded that the deviations of these slope
values indicate some missing element in the damping theory
and may point toward the existence (or dominance) of a
different damping mechanism, other than thermal conduction,
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operating in these structures. Studying the slow waves in a
polar coronal hole, Gupta (2014) found a frequency-dependent
damping behavior for which the lower-frequency waves can
travel to greater heights, whereas the higher-frequency waves
are damped heavily. The author also found that the wave is
getting damped heavily within the ﬁrst 10 Mm and that after
that damping affects the waves slowly with height.
The forward modeling technique has been used previously to
study various phenomena in the solar corona (De Moortel &
Bradshaw 2008; Antolin et al. 2014, 2015; Yuan et al. 2015 and
the references within). De Moortel & Bradshaw (2008) studied
the intensity perturbations using the forward modeling in a long
coronal loop. They synthesized the SOHO/TRACE 171Å and
the HINODE/EIS 195Å lines and found that the observed
intensity perturbation need not necessarily follow the model
density and temperature. The discrepancy comes because of
nonlinear interaction between the density, ionization balance, and
the instrumental response function. This shows the necessity of
the forward modeling when comparing the numerical model
results with the real observation.
In this work we set out to explain the discrepancies between
the observed and theoretical values of the slope in a log–log
plot of the damping length versus period. We present a 3D
numerical loop model (Section 2) with constant density and
temperature along the loop length and implemented anisotropic
thermal conduction as the damping mechanism. In our model
we have not included the gravitational stratiﬁcation and the ﬂux
tube divergence, as they have no contributions toward the
frequency-dependent damping length (see Table1 in Krishna
Prasad et al. 2014). We have used forward modeling (Section 3)
to generate synthesized SDO/AIA images from our numerical
model output. The forward modeling technique converts the
model output parameter (e.g., density) into observable (e.g.,
intensity) with the use of the instrumental ﬁlter response
function. Thus the synthesized images contain information
about the MHD wave theory, as well as the atomic emissions as
they would be observed by the SDO/AIA. Here we want to
emphasize the fact that we use a 3D model to fully exploit the
advantage of forward modeling (which takes into account the
effects due to line of sight (LOS) angle, column depth, and
pixel size (Cooper et al. 2003)) to create synthesized images
that allow us to compare our results immediately with the
observation, which was not possible with the previously
mentioned one-dimensional (1D) loop models. A detailed
analysis and the results of the synthesized data are described in
Section 4. Analytical solutions from the related theory and the
conclusions are presented in the subsequent sections.
2. NUMERICAL MODEL
Our 3D numerical model consists of a straight, density-
enhanced ﬂux tube embedded in a background plasma, the
whole region being permeated by a uniform magnetic ﬁeld,
parallel to the ﬂux tube (see Figure 1). The density varies
smoothly from the interior of the ﬂux tube to the background
value, with an inhomogeneous layer (at the boundaries
perpendicular to the loop length) of width l≈0.1 R, for
numerical stability. We neglect the effect of gravity and loop
curvature. The values of relevant physical parameters are listed
in Table 1.
In order to excite slow waves in the ﬂux tube, we perturb the
pressure at its footpoint near the boundary of the computational
domain, acting only inside the ﬂux tube and going to zero
outside the loop diameter. This time-dependent pressure
perturbation (p′) has the form
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where p0 is the initial pressure, n is the number of different
single-period waves, αi is the relative amplitude of the
perturbation, and Ti is the wave period. We drive the waves
for the entire duration of the simulation. Simulations were run
with one (n=1) and four (n=4) periods. The relative
amplitudes chosen for the multi-period driver were α1=0.2,
α2=0.203, α3=0.206, α4=0.21, while for the single-
period driver we chose α1=0.2. The corresponding wave
periods are T1=3 minute, T2=5 minute, T3=7 minute,
T4=10 minute, and T1=3 minute. At this (bottom) bound-
ary, we have reﬂective boundary conditions for the velocity,
and a zero-gradient for the other variables. At the top end of the
ﬂux tube, we apply open (or zero-gradient) boundary
conditions, letting the waves leave the domain, though
producing minor reﬂections. The other perpendicular bound-
aries are periodic. Note that the tube length for the multi-period
runs is longer than that of the single-period runs, in order to
accommodate three wavelengths of the longest period wave
(T4). This is necessary in order to get a reliable ﬁt to the
damped amplitudes in the analysis to follow.
The MHD problem is solved numerically, using MPI-
AMRVAC (Keppens et al. 2012; Porth et al. 2014) using HLL
solver. The uniform grid consists of 96×96×600 numerical
cells, enough to eliminate the damping of the oscillations due to
numerical dissipation, as test runs have shown. We include
anisotropic thermal conduction, i.e., along the magnetic ﬁeld
lines, with the Spitzer conductivity set to κ=10−6T 5/
2 erg cm−1 s−1 K−1, where T is the temperature (see Van
Doorsselaere et al. 2011; Xia et al. 2012).
3. SYNTHESIZING AIA OBSERVATION
We synthesize imaging observations in the SDO/AIA 171Å
( 0.6 MK» ) and 193Å ( 1.2 MK» ) bandpasses, within which the
1 MK loop could be prominently detected. We use the FoMo
code4 to perform forward modeling. It has been used for forward
modeling by Antolin & Van Doorsselaere (2013), Antolin et al.
(2014, 2015), and Yuan et al. (2015). The FoMo code uses the
AIA temperature response function (Del Zanna et al. 2011;
Boerner et al. 2012) and performs numerical integration along
selected LOS angles (see details in Yuan et al. 2015). We obtain
synthetic AIA observation along LOS angles at 30° and 90° (see
Figure 2) for both bandpasses. The output image data are
coarsened to AIA pixel size (0 6); while in the numerical LOS
integrations of the emission, the discretization has a slightly better
resolution than the numerical simulation. The time interval
between two successive synthesized AIA images is 23 s.
4. ANALYSIS OF THE MODEL OUTPUT
4.1. Single-period Driver
The initial intensity image (before switching on the driver)
for the AIA 171Å channel is shown in panel (A) of Figure 2. In
the analysis, we choose our region of interest along the length
4 https://wiki.esat.kuleuven.be/FoMo/FrontPage
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of the loop leaving ≈10Mm, from each side of the loop
footpoints, to avoid any kind of boundary effects (shown as
horizontal white dashed lines in panel (A)). In this paper, we
followed a similar approach as that used by Krishna Prasad
et al. (2014). To generate a slow wave with a period of 3
minutes, we implement a continuous driver of the same period
situated at one of the loop footpoints. In the animation we see
that the waves, propagating from one footpoint to the other, are
getting damped as they move along the length of the loop. This
property is clearly visible in the time–distance map, which we
construct by placing an artiﬁcial slit of thickness 1Mm along
the length of the loop, shown as a thick black line in panel (A).
To construct an enhanced time–distance map (panel (B)), we
have subtracted a 15 point (i.e., time frames) running difference
from the original map to remove the background.
To analyze the propagation of the power along the distance
of the loop, we convert the time–distance map into a period–
distance map. We use the wavelet transform (Torrence &
Compo 1998) on the time series at each spatial pixel on the
time–distance map to obtain the period–distance map. As
shown in panel (C) of Figure 2, we notice that the power is
concentrated only around the 3-minute period (expected as the
driver period is 3 minutes) and the fact that the power decreases
as we move along the length of the loop. The power
distribution as a function of the period is plotted in panel
(D). This template spectrum is obtained using the bottom ﬁve
pixels of the period distance map. To obtain a trend of the
power decrement, we follow the amplitude (which is the square
root of power) along the 3-minute period (within the width, as
shown in dotted lines in panel (D), obtained from a SolarSoft
routine gt_peaks.pro) and plot them with the distance of the
loop. We plot every 15th point in the panel to avoid crowding
the points. The amplitude decay is then ﬁtted with an
exponential function of the form A y A e Cy L0 d( ) = +- , where
Ld is the damping length of that period. The obtained damping
length is equal to 34.0±2.3 Mm.
Figure 1. Plot showing the initial condition: slice along the tube (left) and cross-section (right) showing the density (left, upper right) and temperature (lower right).
The spatial dimension of the numerical domain is 10 Mm×10 Mm×300 Mm (for the multi-period runs).
Table 1
The Values of Relevant Physical Parameters Used in the Simulations
Parameter Value
Tube length (multi-period run) (L) 300 Mm
Tube length (single-period run) (L) 100 Mm
Tube radius (R) 1.5 Mm
Magnetic Field 12.5 G
Tube density (ρinside) 1.5·10
−12 kg m−3
Density ratio (ρinside/ρoutside) 3
Tube temperature 1.0 MK
Background plasma temperature 3.0 MK
Plasma β 0.04
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Figure 2. (A): the initial intensity snapshot for AIA 171 Å channel for θ=90°. Two horizontal white dashed lines indicate the region of the loop selected for the analysis.
The LOS angles (θ) are also marked in the panel (B) time–distance plot produced from an AIA 171 Å image sequence by placing an artiﬁcial slit marked by a black vertical
line in panel (A). (C) and (D): corresponding period–distance map and the template spectrum (made from the bottom ﬁve pixels of panel (c)) using the time–distance map.
(E) The amplitude decay plotted with the distance along the loop length. The damping length obtained from a ﬁtted exponential function is in the plot.
(An animation of this ﬁgure is available.)
Figure 3. Toppanel: initial intensity image for the AIA 193 Å channel for θ=90°. The black rectangular box indicates the artiﬁcial slit used to create the time–
distance maps. Bottompanel: time–distance maps, for the multi-period driver (3, 5, 7, and 10 minutes), are shown for the AIA 171 and 193 Å channels, respectively.
The inclined ridges indicate the propagating slow waves through the loop.
(An animation of this ﬁgure is available.)
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4.2. Multi-period Driver
In real observations we ﬁnd a range of frequencies that are
present simultaneously in the coronal loops. To mimic this
situation, we choose four periods (3, 5, 7, and 10 minutes) that
are being generated together by a driver acting at one of the
loop footpoints. Keeping the wavelength for the longest period
in our simulation (which is 100Mm for the 10-minute period),
we choose a loop length of 300Mm, as shown in the upper
panel in Figure 3. The ﬁrst and last ≈18Mm are left out of the
analysis to avoid boundary effects. A rectangular box along the
length of the loop, shown in black in the upper panel of
Figure 3, is chosen to construct the time–distance plot as
before. The time–distance maps for two the AIA 171 and 193Å
channels for a LOS angle θ=90° are shown in the bottom
panels in Figure 3. From these maps, we see different
periodicities in the appearances of the inclined ridges in both
the channels. We also notice that, in these maps, faint
reﬂections generated from the other footpoint are also present.
The amplitudes of these reﬂections are less than 1% of the
input wave amplitudes. Hence, they have a negligible effect on
the results we produce using these maps.
In Figure 4 we show the power–distance maps (upper
panels) and their corresponding template spectrum for the 171
and 193Å channels. These power–distance maps act as a tool
to separate out the powers conﬁned in different periods and
their decay with the distance along the loop. Four distinct
periods can clearly be identiﬁed from the template spectrum.
The slight departure of the detected periods from the given
period values in the simulation can be attributed to the period
resolution of the wavelet analysis. All the peaks and their
widths in the template spectrum have been identiﬁed by the
gt_peaks.pro routine. Similar to the single-period analysis, we
follow the amplitude of a particular period (within the
corresponding width) along the distance in the power–distance
map. In Figure 5 we plot the amplitude decay for each detected
period for the AIA 171 and 193Å channels. Here we also plot
every alternate 30th point to avoid crowding in the amplitude
decay plot. The solid lines are the ﬁtted exponential decay
function, as described in the previous section, and the obtained
damping length (Ld) from the ﬁtted curve, along with the error,
is printed in each panel. We notice from the ﬁgure that the
damping lengths in the two AIA channels are different for
waves with the same periods. The difference can be attributed
to the different responses of the AIA ﬁlters.
We perform the same analysis for another LOS angle,
θ=30°for the 171 and 193Å channels. The damping lengths
obtained from each period, in this case, are listed in Table 2.
Because we are more interested in the change in damping
length with the change of period to obtain a frequency/period
dependence of the slow waves, we draw a log–log period
versus damping length plot (Figure 6) for two AIA channels for
two LOS angles.
Each panel in Figure 6 shows the obtained damping length
and the corresponding period in logarithmic scales. Slope
values, obtained by ﬁtting a linear function to the data, are
printed in each panel. We ﬁnd the slopes to be positive in all
the cases and their values range from ≈+0.8 to +1.4 (with
errors less than 0.7). These values match well with the values
Krishna Prasad et al. (2014) found for the sunspot loops. It is
worth mentioning that the parameters we have used in our
simulation mostly mimic the coronal sunspot loops rather than
the polar plumes and interplume regions, which have different
physical conditions than the sunspot loops.
5. ANALYSIS OF DENSITY EVOLUTION
De Moortel & Bradshaw (2008) showed that the observed
intensity perturbation may not necessarily follow the model
density and temperature. To investigate this behavior, we used
the density values from the simulation and repeated the analysis
as performed above to obtain the log–log period versus
damping length plot (Figure 7). The panel (a) in Figure 7 shows
the time–distance map from the density values obtained by
placing an artiﬁcial slit along (x=0, y=0), i.e., the center of
the loop. The damping lengths obtained are 86, 155, 158, and
219Mm (with errors within 1Mm) for the periods of 3, 5, 7,
and 10 minutes, respectively. Using these damping lengths we
obtain a log–log plot of the period versus damping length,
which has a slope of 0.9±0.2. This value is very much
consistent with the slope obtained using intensity values. We
want to remind the reader that these density values are from the
Figure 4. Top: the power–distance maps generated from the time–distance maps of the two AIA channels (171 and 193 Å). The white arrow in each panel points to
the 3-minute power. Bottom: template spectrum for the AIA 193 Å and AIA 171 Å channels, respectively. Detected periods (solid lines) are printed on the panels
along with their widths (dotted lines) obtained by using gt_peaks.pro.
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simulation (before the use of FoMo code) and the consistency
of this result with the result using the intensity values shows
that the emission details are not so important for analyzing the
power-law behavior for these waves.
6. THEORY
In this study, we consider only the thermal conduction as the
slow wave amplitude damping mechanism. Applying a
perturbation of the form exp[i(ωt−kz)] to the linearized
MHD equations we get the following dispersion relation for the
slow waves (Krishna Prasad et al. 2014)
i dk c k c idk c 0, 2s s s
3 2 2 2 2 2 4 4 ( )w g w w- - + =
where ω is the angular frequency, γ is the adiabatic index, and
cs is the adiabatic sound speed, and d, the thermal conduction
parameter, is deﬁned as d =
T
c p
1
s
0
2
0
( )g k
g
-  , which has contributions
from the equilibrium values of pressure (p0), density(ρ0),
temperature (T0), and also from the conductivity (k), which is
parallel to the magnetic ﬁeld. The damping length (Ld) is
derived as the reciprocal of the imaginary part of the
wavenumber k.
Equation (2) is a bi-quadratic equation for k. We have thus
solved it analytically for k2 and only retained the solution with the
minus sign (corresponding to the solution in Equation (3)). Then
k was computed as the square root of the complex k2 and the
imaginary part of this was taken as the reciprocal of the damping
length Ld. To obtain the frequency-dependence of Ld we solved
the equation for different periods (within the range 3–13 minutes)
with the parameters we have used in the simulation and plotted
the log–log plot in Figure 8 (+ symbols).
We also consider the lower thermal conduction limit
(dω=1) of Equation (2), and the equation reduces to
k
c
i
d
c2
1 . 3
s s
2
( ) ( )w w g= - -
The damping length under this assumption is ∝1/ω2. Solutions
of the above equation (Equation (3)) for periods ranging from 3
to 13 minutes are shown by (∗) symbols in Figure 8. The ﬁtted
straight line to these points is shown as a red solid line in
Figure 8.
From the ﬁgure we see that the full and the lower thermal
condition limit approximated solutions follow each other very
closely for higher periods. For the periods below 5 minutes, the
two solutions deviate from each other signiﬁcantly, resulting in
a slope of less than 2. The dω values, for the periods used in our
simulation (3, 5, 7, and 10 minutes), are 1.07, 0.64, 0.45, and
0.32, respectively. So we see that the “small thermal
conduction limit” (dω=1) is not valid for smaller periods.
We also highlight the periods we used for our simulation
using the black arrows. To ﬁnd the power-dependence from the
theory we ﬁt the full solutions only for the periods used in the
simulation and ﬁtted a straight line to these points as shown in
the inset in Figure 8. The slope measured is equal to 1.2, which
is very close to our measured mean value of 1.1.
7. SUMMARY AND CONCLUSION
In this study, we set out to explain the observed dependence
of the damping of slow waves with their periods. In the
Figure 5. Top: amplitude decay (symbols) of the detected periods for the AIA 171 Å channel for θ=90°. The ﬁtted exponential function is overplotted as the solid
lines. The damping length obtained from the ﬁtting, along with the errors, are printed in each panel. Bottom: same as the top panels but for the AIA 193 Å channel
for θ=90°.
Table 2
Damping Lengths Obtained for θ=30°
AIA Period DampingLength
Channel (Minute) (Mm)
171 Å 3.0 27.9±0.3
5.0 75.6±0.7
 6.9 94.1±1.2
 10.7 66.2±1.3
193 Å 3.0 25.1±0.3
5.0 42.5±0.5
6.9 52.3±0.5
9.8 60.1±0.7
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Figure 6. Log–log plot of period vs. damping length for the two LOS (30°and 90°) for the AIA channels 171 and 193 Å. The slope of the ﬁtted straight line is printed
in each panel along with the error bars.
Figure 7. (a) Time–distance map from the density values created using an artiﬁcial slit located at the loop center; (b)–(e) amplitude decay for each detected period
along with the ﬁtted function. The obtained damping lengths are printed in each panel; (f) the log–log period vs. damping length plot. The obtained slope (along with
the error) is printed in the panel.
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previous work, no theoretical prediction for damping depen-
dence could explain the observed values. Here we aimed
to simulate the damping, perform forward modeling, and
analyze the model output as in the observations in order to
explain the unexpected damping length behavior with the wave
period.
In our current study, we ﬁrst simulated a long coronal
loop with a singe period continuous driver at the bottom of the
loop footpoint to generate the slow waves. We allowed the
waves to decay by applying thermal conduction along the
length of the loop. We followed the amplitude of the period
along the loop length and ﬁtted an exponentially decaying
function to obtain the damping length. In the next phase, we
replaced the single-period driver with a continuous multi-
period driver.
Following the same approach as above, we drew a log–log
plot of the period versus damping length and ﬁt a linear
function to obtain a power-law index. We obtained slopes of
1.4±0.7 (171Å channel) and 1.0±0.3 (193Å channel) for
θ=90°, and 1.3±0.4 (171Å channel) and 0.8±0.1 (193Å
channel) for θ=30°. We conclude from these values that the
wave is getting damped linearly with the change of period.
Furthermore, to see the effect of the emissivity and the
instrumental responses on the power-law index, we have used
the density values obtained from the simulation. The identical
slope values indicate that these factors are not important in
these studies.
We have also studied in-depth the theoretical damping
behavior of the slow waves in the case when thermal
conduction is not weak. Using linear theory and including
thermal conduction as the dominant damping mechanism, one
would obtain a slope of 2 in a log–log period versus damping
length plot (Krishna Prasad et al. 2014). We have found that in
the general case (and not the weak conduction limit previously
used) a similar positive slope, as in the observation, can be
reproduced. This shows that the “lower thermal conduction
limit” (dω=1) assumption is not valid for lower periods,
which in terms shifts the slope toward lower positive values
than the theoretically predicted value of 2.
On the other hand, the negative slopes for polar plume and
the interplume case obtained by Krishna Prasad et al. (2014)
are still yet to be explained. They are possibly due to different
nature of the polar plumes compared to that of the sunspot
loops. The density and temperature structures in plumes are
different from sunspot loops and change very rapidly with the
height from the plume footpoint (Wilhelm 2006). We have not
considered any magnetic ﬁeld divergence or density stratiﬁca-
tion in our loop model, and thus the negative slopes may
indicate a different dominant damping source other than the
thermal conduction.
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APPENDIX
The dispersion relation for the slow wave from the linearized
MHD equations, including the thermal conduction, reads as:
i dk c k c idk c 0, 4s s s
3 2 2 2 2 2 4 4 ( )w g w w- - + =
where ω is the angular frequency, γ is the adiabatic index and cs
is the adiabatic sound speed and d the thermal conduction
parameter deﬁned as d =
T
c p
1
s
0
2
0
( )g k
g
-  , which has contributions
from the equilibrium values of pressure (p0), density(ρ0),
temperature (T0), and also from the conductivity (k), which is
parallel to the magnetic ﬁeld.
First we consider the simplest case when d=0, which gives
k
c
.
s
w=
Now we consider the case when dω=1 and we assume the
solution to be in the form
k
c
d ,
s
1
w w= +
where ω1, the ﬁrst-order coefﬁcient of d, is the correction term
for this case.
Putting this value of k in Equation (4) we get
i d
c
d c
c
d c id
c
d c 0.
s
s
s
s
s
s
3
1
2
2 2
1
2
2
1
4
4
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
w g w w w
w w w w w
- +
- + + + =
Figure 8. Log–log plot of damping lengths obtained by solving the Equation (2)
for a range of periods (3–13 minutes). The red (∗) represent ﬁrst-order solutions
corresponding to the lower thermal conduction limit (dω=1), whereas the
blue (+) symbols represent the full solutions. The obtained slope for the ﬁrst-
order solutions (represented by a red line) is equal to 2, whereas the slope for
the full solutions for the frequencies used in the simulation is equal to 1.2 (as
shown in the blue line in the inset plot).
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Expanding the terms and considering the coefﬁcients of the
ﬁrst-order terms in d yields,
i c i
i c
2 0
1 2 0
.
s
s
i
c
4 2
1
4
4 2
1
1
1
2 s
2
⟹
⟹( )
⟹ ( )
gw w w w
g w w w
w
- - + =
- - =
= - w g-
Thus the solution at the lower thermal conduction limit
becomes
k
c
id
c
1
2
.
s s
2 ( )w w g= - -
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