Let K denote a field and let V denote a vector space over K with finite positive dimension. We consider an ordered pair of linear transformations A : V → V and B : V → V which satisfy both (i), (ii) below.
Introduction
We begin by recalling the notion of a Leonard pair [16, [27] [28] [29] 35, 36] . We will use the following terms. Throughout this paper, when we refer to a matrix, we mean a square matrix. A matrix is called tridiagonal whenever each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. A tridiagonal matrix is called irreducible whenever each entry on the subdiagonal is nonzero and each entry on the superdiagonal is nonzero.
We now define a Leonard pair. For the rest of this paper K will denote a field.
Definition 1.1 [35] . Let V denote a vector space over K with finite positive dimension. By a Leonard pair on V we mean an ordered pair of linear transformations A : V → V and A * : V → V which satisfy both (i), (ii) below.
(i) There exists a basis for V with respect to which the matrix representing A is irreducible tridiagonal and the matrix representing A * is diagonal. (ii) There exists a basis for V with respect to which the matrix representing A is diagonal and the matrix representing A * is irreducible tridiagonal.
Note 1.2.
According to a common notational convention A * denotes the conjugatetranspose of A. We emphasize we are not using this convention. In a Leonard pair A, A * , the linear transformations A and A * are arbitrary subject to (i), (ii) above.
We give some background on Leonard pairs. There is a correspondence between Leonard pairs and a family of orthogonal polynomials consisting of the q-Racah polynomials and some related polynomials in the Askey scheme. This correspondence is discussed in [28, 29] , [35, Appendix A] and in Section 27 below. Reference [17] contains detailed information about the Askey scheme.
Leonard pairs play a role in representation theory. For instance Leonard pairs arise naturally in the representation theory of the Lie algebra sl 2 [16] , the quantum algebra U q (sl 2 ) ( [18] [19] [20] [21] [22] , [25, Chapter 4] , [27, 36] ), the Askey-Wilson algebra [7] [8] [9] 37] and the tridiagonal algebra [16, 35, 36] .
Leonard pairs play a role in combinatorics. For instance Leonard pairs can be constructed from certain partially ordered sets [28] . Also, there exists a combinatorial object called a P -and Q-polynomial association scheme [1, 2, 24, 30, 34] . Leonard pairs have been used to describe certain irreducible modules for the subconstituent algebra of these association schemes [31] [32] [33] . See [3] [4] [5] [6] 16] for more information on Leonard pairs and association schemes.
Leonard pairs are closely related to the work of Grünbaum and Haine on the "bispectral problem" [11, 12] . See [10, [13] [14] [15] for related work.
The rest of this introduction contains a detailed summary of the present paper. In this paper we introduce two canonical forms for Leonard pairs. The first of these is called the TD-D canonical form. In this form the Leonard pair is represented by an irreducible tridiagonal matrix and a diagonal matrix, subject to a certain normalization. To describe the second form we make a definition. A matrix is said to be lower bidiagonal whenever each nonzero entry lies on either the diagonal or the subdiagonal. A matrix is said to be upper bidiagonal whenever its transpose is lower bidiagonal. We call our second form the LB-UB canonical form. In this form the Leonard pair is represented by a lower bidiagonal matrix and an upper bidiagonal matrix, subject to a certain normalization.
We fix some notation. Let d denote a nonnegative integer. We let Mat d+1 (K) denote the K-algebra consisting of all d + 1 by d + 1 matrices which have entries in K. We index the rows and columns by 0, 1, . . . , d. Any K-algebra which is isomorphic to Mat d+1 (K) will be called a matrix algebra over K of diameter d.
Before proceeding we sharpen our concept of a Leonard pair. Let A denote a matrix algebra over K and let V denote an irreducible left A-module. By a Leonard pair in A we mean an ordered pair of elements taken from A which act on V as a Leonard pair in the sense of Definition 1.1. Let A, A * denote a Leonard pair in A. Then A and A * together generate A [29, Corollary 3.2] . By a Leonard pair over K we mean a sequence A, A, A * where A is a matrix algebra over K and A, A * is a Leonard pair in A. We call A the ambient algebra and suppress it in the notation, referring only to A, A * . Let A, A * denote a Leonard pair over K. By the diameter of this pair we mean the diameter of its ambient algebra. By the underlying module for this pair we mean an irreducible left module for its ambient algebra. For the rest of this section, when we refer to a scalar we mean an element of K. When we refer to a Leonard pair it is assumed to be over K.
We recall the notion of an eigenvalue sequence for a Leonard pair. Let A, A * denote a Leonard pair. By definition there exists a basis for the underlying module with respect to which the matrix representing A is diagonal and the matrix representing A * is irreducible tridiagonal. In the matrix representing A the diagonal entries are the eigenvalues of A and it turns out these are mutually distinct [35, Lemma 1.3] . Therefore the sequence of diagonal entries gives an ordering of the eigenvalues of A. We call this sequence an eigenvalue sequence for A, A * . Given an eigenvalue sequence for A, A * , if we invert the order of the sequence we get another eigenvalue sequence for A, A * . Moreover A, A * has no further eigenvalue sequence. To clarify this let d denote the diameter of A, A * . Then A, A * has exactly two eigenvalue sequences if d 1 and a single eigenvalue sequence if d = 0. By a dual eigenvalue sequence for A, A * we mean an eigenvalue sequence for the Leonard pair A * , A.
A Leonard system is essentially a Leonard pair, together with an eigenvalue sequence and a dual eigenvalue sequence for that pair. For the duration of this section we take this as the definition of a Leonard system. (In the main part of our paper we will define a Leonard system in a slightly different manner in which the eigenvalues are replaced by their corresponding primitive idempotents. ) We mentioned each Leonard system involves a Leonard pair; we call this pair the associated Leonard pair. The set of Leonard systems associated with a given Leonard pair will be called the associate class for that pair. In order to describe the associate classes we use the following notation. Let Φ denote a Leonard system. If we invert the ordering on the eigenvalue sequence of Φ we get a Leonard system which we denote by Φ ⇓ . If we instead invert the ordering on the dual eigenvalue sequence of Φ we get a Leonard system which we denote by Φ ↓ . We view ↓, ⇓ as permutations on the set of all Leonard systems. These permutations are commuting involutions and therefore induce an action of the Klein 4-group on the set of all Leonard systems. The orbits of this action coincide with the associate classes.
We discuss the notion of isomorphism for Leonard pairs and Leonard systems. Let A, A * and B, B * denote Leonard pairs. By an isomorphism of Leonard pairs from A, A * to B, B * we mean an isomorphism of K-algebras from the ambient algebra of A, A * to the ambient algebra of B, B * which sends A to B and A * to B * . We say A, A * and B, B * are isomorphic whenever there exists an isomorphism of Leonard pairs from A, A * to B, B * . We say two given Leonard systems are isomorphic whenever (i) their associated Leonard pairs are isomorphic; (ii) their eigenvalue sequences coincide; and (iii) their dual eigenvalue sequences coincide.
The set of Leonard systems is partitioned into both isomorphism classes and associate classes. These partitions are related as follows. Let A, A * denote a Leonard pair and let d denote the diameter. If d 1 then the corresponding associate class contains four Leonard systems and these are mutually nonisomorphic. If d = 0 then the corresponding associate class contains a single Leonard system.
Before proceeding with Leonard systems we introduce the notion of a parameter array. A parameter array is a finite sequence of scalars which satisfy a certain list of equations and inequalities. We care about parameter arrays because it turns out they are in bijection with the isomorphism classes of Leonard systems. A parameter array is defined as follows. Let d denote a nonnegative integer. By a parameter array of diameter d we mean a sequence of scalars (
are equal and independent of i for 2 i d − 1.
We give a bijection from the set of isomorphism classes of Leonard systems to the set of parameter arrays. Let Φ denote a Leonard system. To Φ we attach the following four sequences of scalars. The first two sequences are the eigenvalue sequence of Φ and the dual eigenvalue sequence of Φ. Let us denote these by θ 0 , θ 1 The map which sends a Leonard system to its parameter array induces the desired bijection from the set of isomorphism classes of Leonard systems to the set of parameter arrays.
Earlier we described an action of the Klein 4-group on the set of Leonard systems. The above bijection induces an action of the same group on the set of parameter arrays. We now describe this action. Let Φ denote a Leonard system and let (ii) A is tridiagonal and A * is diagonal; (iii) A has constant row sum θ 0 and A * 00 = θ * 0 .
We describe the Leonard systems which are in TD-D canonical form. In order to do this we consider the set of parameter arrays. We define two functions on this set. We call these functions T and D.
) denote a parameter array. The image p T is the tridiagonal matrix in Mat d+1 (K) which has the following entries. The diagonal entries are
for 0 i d, where ϕ 0 = 0, ϕ d+1 = 0 and where θ * −1 , θ * d+1 denote indeterminates. The superdiagonal and subdiagonal entries are This completes our description of the TD-D canonical form. Our description of the LB-UB canonical form runs along similar lines; we save the details for the main body of the paper. We comment that in the main body of the paper it will be convenient to treat the LB-UB canonical form before the TD-D canonical form.
As we proceed through the paper we illustrate our results using two running examples which involve specific parameter arrays.
Near the end of the paper we discuss how Leonard pairs correspond to the q-Racah polynomials and some related polynomials in the Askey scheme. The general idea is the following. Given a Leonard pair A, A * the corresponding polynomials give the entries in a transition matrix which takes a basis satisfying Definition 1.1(i) to a basis satisfying Definition 1.1(ii). We compute these polynomials explicitly for our two examples. For these examples the polynomials turn out to be Krawtchouk polynomials and q-Racah polynomials.
At the end of the paper we present some open problems concerning Leonard pairs.
Leonard systems
We now begin our formal argument. Our first goal is to recall our working definition of a Leonard system. We begin with some notation.
Let d denote a nonnegative integer. We let K d+1 denote the vector space over K consisting of all d + 1 by 1 matrices which have entries in K. We index the rows by 0, 1, . . . , d. We view K d+1 as a left module for Mat d+1 (K) under matrix multiplication. We observe this module is irreducible. We let A denote a K-algebra isomorphic to Mat d+1 (K) . From now on when we refer to an A-module we mean a left A-module. Let V denote an irreducible A-module. We remark that V is unique up to isomorphism of A-modules, and that
we say A is multiplicity-free whenever it has d + 1 distinct eigenvalues in K. Assume A is multiplicity-free. Let θ 0 , θ 1 , . . . , θ d denote an ordering of the eigenvalues of A, and for 0 i d put
where I denotes the identity of A. We observe
Let D denote the subalgebra of A generated by A. Using (i)-(iv) we find the sequence E 0 , E 1 , . . . , E d is a basis for the K-vector space D. We call E i the primitive idempotent of A associated with θ i . It is helpful to think of these primitive idempotents as follows. Let V denote an irreducible A-module. Then
For 0 i d, E i V is the (one-dimensional) eigenspace of A in V associated with the eigenvalue θ i , and E i acts on V as the projection onto this eigenspace. 
We (K) . By a Leonard system in A we mean a sequence
which satisfies (i)-(iii) below.
(i) Each of A, A * is a multiplicity-free element of A.
We call d the diameter of Φ and say Φ is over K. We call A the ambient algebra of Φ.
The relatives of a Leonard system
A given Leonard system can be modified in several ways to get a new Leonard system. For instance, let Φ denote the Leonard system from (3), and let α, α * , β, β * denote scalars in K such that α = 0, α * = 0. Then
is a Leonard system in A. Also, each of the following three sequences is a Leonard system in A.
We refer to Φ * (respectively Φ ↓ ; respectively Φ ⇓ ) as the dual (respectively first inversion; respectively second inversion) of Φ. Viewing * , ↓, ⇓ as permutations on the set of all Leonard systems,
⇓ * = * ↓, ↓ * = * ⇓, ↓⇓ = ⇓↓.
The group generated by symbols * , ↓, ⇓ subject to the relations (5), (6) 
Leonard pairs and Leonard systems
In view of our comments in the previous section, when we discuss a Leonard system we are often not interested in the orderings of the primitive idempotents, we just care how the elements A, A * interact. This brings us back to the notion of a Leonard pair. 
Isomorphisms of Leonard pairs and Leonard systems
We recall the notion of isomorphism for Leonard pairs and Leonard systems. We begin with a comment. Let Φ denote the Leonard system from (3) and let σ : A → A denote an isomorphism of K-algebras. We write
) and observe Φ σ is a Leonard system in A . Definition 5.2. Let Φ and Φ denote Leonard systems over K. By an isomorphism of Leonard systems from Φ to Φ we mean an isomorphism σ of K-algebras from the ambient algebra of Φ to the ambient algebra of Φ such that Φ σ = Φ . By Lemma 5.1 there exists at most one isomorphism of Leonard systems from Φ to Φ . We say Φ and Φ are isomorphic whenever this isomorphism exists.
We now consider the notion of isomorphism for Leonard pairs. Let A, A * denote the Leonard pair from Definition 4.1 and let σ : A → A denote an isomorphism of K-algebras. We observe the pair A σ , A * σ is a Leonard pair in A . 
The adjacency relations
Definition 6.1. Let A, A * denote the Leonard pair from Definition 4.1. Consider the set consisting of the primitive idempotents of A. We define a symmetric binary relation ∼ on this set.
We call ∼ the first adjacency relation for A, A * . We let ≈ denote the first adjacency relation for the Leonard pair A * , A and call ≈ the second adjacency relation for A, A * .
We make several observations. 
Lemma 6.2. Let A, A * denote the Leonard pair from Definition
4.1. Let E 0 , E 1 , . . . , E d (respectively E * 0 , E * 1 , . . . , E * d ) denote an ordering of the primitive idempotents of A (re- spectively A * ). Then E 0 , E 1 , .
. . , E d is an idempotent sequence for A, A * if and only if
Let E * and F * denote primitive idempotents of A * . Then the following are equivalent:
(ii) E * = F * and E * AF * = 0; (iii) E * = F * and F * AE * = 0. We will use the following results.
The eigenvalue sequences

Lemma 7.3. Let d denote a nonnegative integer and let A, A * denote a Leonard pair in Mat d+1 (K). Assume (i) A is lower triangular; and
Then the sequence of diagonal entries A 00 , A 11 , . . . , A dd is an eigenvalue sequence for
Proof. We assume the pair A, A * is a Leonard pair so A is multiplicity-free. We assume A is lower triangular so the sequence of diagonal entries A 00 , A 11 , . . . , A dd gives an ordering of the eigenvalues of A. We show this sequence is an eigenvalue sequence for A, A * . For 0 i d let E i denote the primitive idempotent of A associated with the eigenvalue A ii .
We show E j −1 ∼ E j for 1 j d. This will follow once we show
We abbreviate 
Apparently 
From the definition of V j and since 1 j d we find V j = 0 and V j = V . This is a contradiction and we conclude A * j −1,j = 0. 2 We give a corollary to Lemmas 7.3 and 7.4. In order to state it we make a definition.
Lemma 7.4. Let d denote a nonnegative integer and let A, A * denote a Leonard pair in
Mat d+1 (K). Assume (i) A is upper triangular; and (ii) A * ij = 0 if i − j > 1 (0 i, j d).
Then the sequence of diagonal entries
Definition 7.5. Let d denote a nonnegative integer and let A denote a matrix in Mat d+1 (K).
We say A is lower bidiagonal whenever each nonzero entry lies on either the diagonal or the subdiagonal. We say A is upper bidiagonal whenever the transpose of A is lower bidiagonal. 
Corollary 7.6. Let d denote a nonnegative integer and let A, A * denote a Leonard pair in Mat d+1 (K). Assume A is lower bidiagonal and
A * is upper bidiagonal. Then (i)-(iv) hold below. (i) The sequence A 00 , A 11 , . . . , A dd is an eigenvalue sequence for A, A * . (ii) A i,i−1 = 0 for 1 i d. (iii) The sequence A * 00 , A * 11 , . . . , A * dd is a dual eigenvalue sequence for A, A * . (iv) A * i−1,i = 0 for 1 i d.
Proof. (i) and (iv
The split sequences
In Definition 7.1 we defined the eigenvalue sequence and the dual eigenvalue sequence of a Leonard system. There are two more parameter sequences of interest to us. In order to define these, we review some results from [16, 29, 35] . Let Φ denote the Leonard system in (3) and let V denote an irreducible A-module. For 0 i d we define
We showed in [35, Lemma 3.8 ] that each of U 0 , U 1 , . . . , U d has dimension 1, and that
The elements A and A * act on the U i as follows. By [35, Lemma 3.9] , both
where the θ i , θ * i are from Definition 7.
Pick an integer i (1 i d). By (11) we find
) and the corresponding eigenvalue is a nonzero element of K. We denote this eigenvalue by ϕ i . We display a basis for V which illuminates the significance of ϕ i . Setting i = 0 in (8) we find U 0 = E * 0 V . Combining this with (10) we find
Let η * 0 denote a nonzero vector in E * 0 V . From (12) we find that for 0 i d the vector
0 is a basis for U i . From this and (9) we find the sequence
is a basis for V . With respect to this basis the matrices representing A and A * are
respectively. We call the sequence ϕ 1 
A classification of Leonard systems
We recall our classification of Leonard systems. 
Moreover, if (i)-(v) hold above then Φ is unique up to isomorphism of Leonard systems.
We view Theorem 9.1 as a linear algebraic version of a theorem of D.A. Leonard ([23] , [1, p. 260] ). This is discussed in [35] .
The notion of a parameter array
In view of Theorem 9.1 we make the following definition. 
To avoid degenerate situations, we assume the characteristic of K is zero or an odd prime greater than d. Then the sequence 
for 0 i d and
) satisfies Theorem 9.1(i)-(v) so this sequence is a parameter array over K. 2
Parameter arrays and Leonard systems
In this section we discuss the relationship between parameter arrays and Leonard systems. We remark that by Theorem 9.1 the map which sends a given Leonard system to its parameter array induces a bijection from the set of isomorphism classes of Leonard systems over K to the set of parameter arrays over K.
Earlier we discussed several ways to modify a given Leonard system to get a new Leonard system. We now consider how these modifications affect the corresponding parameter array. 
Proof. Routine. 
The following equations will be useful.
Corollary 11.4. Let d denote a positive integer and let
Proof. Each of (i)-(iii) is an algebraic consequence of the conditions in Theorem 9.1. Below we give a more intuitive proof using Lemma 11.3. Let Φ denote a Leonard system over K which has the given parameter array.
(i) Applying Theorem 9.1(iv) to Φ * and using Lemma 11.3(i) we obtain (ii) Apply Theorem 9.1(iii) to Φ * and simplify the result using (i) above and Lemma 11.3(i).
(iii) Apply (ii) above to Φ ⇓ and use Lemma 11.3(iii). 2
The parameter arrays of a Leonard pair
In this section we define the notion of a parameter array for a Leonard pair. 
The LB-UB canonical form; preliminaries
We now turn our attention to the LB-UB canonical form. We begin with some comments.
Definition 13.1. Let Φ denote the Leonard system from (3) and let V denote an irreducible A-module. By a Φ-LB-UB basis for V we mean a sequence of the form (13) 
Proof. Routine. 2 Definition 13.3. Let Φ denote the Leonard system from (3). We define a map : A → Mat d+1 (K) as follows. Let V denote an irreducible A-module. For all X ∈ A we let X denote the matrix in Mat d+1 (K) which represents X with respect to a Φ-LB-UB basis for V . We observe : A → Mat d+1 (K) is an isomorphism of K-algebras. We call the LB-UB canonical map for Φ.
Before proceeding we introduce some notation. 
The LB-UB canonical form for Leonard systems
In this section we introduce the LB-UB canonical form for Leonard systems. We define what it means for a given Leonard system to be in LB-UB canonical form. We describe the Leonard systems which are in LB-UB canonical form. We show every Leonard system is isomorphic to a unique Leonard system which is in LB-UB canonical form. (ii) ⇒ (i). Clear. 2 Definition 14.5. Let Φ denote the Leonard system from (3). By an LB-UB canonical form for Φ we mean a Leonard system over K which is isomorphic to Φ and which is in LB-UB canonical form.
Proof. (i) ⇒ (ii). The Leonard systems
Theorem 14.6. Let Φ denote the Leonard system from (3). Then there exists a unique LB-UB canonical form for Φ. This form is Φ , where denotes the LB-UB canonical map for Φ from Definition 13.3.
Proof. We first show Φ is an LB-UB canonical form for Φ. Since Φ is a Leonard system in A and since : A → Mat d+1 (K) is an isomorphism of K-algebras, we find Φ is a Leonard system in Mat d+1 (K) which is isomorphic to Φ. We show Φ is in LB-UB canonical form. To do this we show Φ satisfies conditions (i)-(iv) of Definition 14.1. Observe Φ satisfies Definition 14.1(i) since Mat d+1 (K) is the ambient algebra of Φ . Observe Φ satisfies Definition 14.1(ii)-(iv) by Definition 13.4 and Lemma 13.5. We have now shown Φ satisfies Definition 14.1(i)-(iv) so Φ is in LB-UB canonical form. Apparently Φ is a Leonard system over K which is isomorphic to Φ and which is in LB-UB canonical form. Therefore Φ is an LB-UB canonical form for Φ by Definition 14.5. To finish the proof we let Φ denote an LB-UB canonical form for Φ and show Φ = Φ . Observe Φ , Φ are isomorphic since they are both isomorphic to Φ. The Leonard systems Φ , Φ are isomorphic and in LB-UB canonical form so Φ = Φ by Corollary 14.4. 2
Corollary 14.7. Consider the set of Leonard systems over K which are in LB-UB canonical form. We give a bijection from this set to the set of parameter arrays over K. The bijection sends each Leonard system to its own parameter array.
Proof. By the remark following Definition 11.1, the map which sends a given Leonard system to its parameter array induces a bijection from the set of isomorphism classes of Leonard systems over K to the set of parameter arrays over K. By Theorem 14.6 each of these isomorphism classes contains a unique element which is in LB-UB canonical form. The result follows. 2
The LB-UB canonical form for Leonard pairs
In this section we define and discuss the LB-UB canonical form for Leonard pairs. We begin with a comment.
Lemma 15.1. Let A, A * denote the Leonard pair from Definition 4.1. Then there exists at most one Leonard system which is associated with A, A * and which is in LB-UB canonical form.
Proof. Let Φ and Φ denote Leonard systems which are associated with A, A * and which are in LB-UB canonical form. We show Φ = Φ . Since Φ, Φ are in the same associate class, this will follow once we show Φ, Φ have the same eigenvalue sequence and the same dual eigenvalue sequence. Observe by Theorem 14.3 that the sequence of diagonal entries for A is the common eigenvalue sequence for Φ, Φ . Similarly the sequence of diagonal entries for A * is the common dual eigenvalue sequence for Φ, Φ . Apparently
Referring to the above lemma, we now consider those Leonard pairs for which there exists an associated Leonard system which is in LB-UB canonical form. In order to describe these we introduce the LB-UB canonical form for Leonard pairs. We just defined the LB-UB canonical form for Leonard pairs, and in Definition 14.1 we defined this form for Leonard systems. We now compare these two versions. We will use the following definition. 
Definition 15.3. Let d denote a nonnegative integer and let
How to recognize a Leonard pair in LB-UB canonical form
Let d denote a nonnegative integer and let A, A * denote matrices in Mat d+1 (K). Let us assume A is lower bidiagonal and A * is upper bidiagonal. We give a necessary and sufficient condition for A, A * to be a Leonard pair which is in LB-UB canonical form. 
. , d) over K such that
A ii = θ i , A * ii = θ * i (0 i d),(16)A i,i−1 = 1, A * i−1,i = ϕ i (1 i d).(17
A ii = θ i , A * ii = θ * i (0 i d),(18)A i,i−1 A * i−1,i = ϕ i (1 i d).(19
Proof. (i) ⇒ (ii). By Corollary 7.6(ii) we have
From the construction A σ (respectively A * σ ) is lower bidiagonal (respectively upper bidiagonal) with entries
Apparently A σ , A * σ is a Leonard pair in Mat d+1 (K) which is in LB-UB canonical form. Applying Theorem 16.1 to this pair we find there exists a parameter array
Combining these facts with (20) , (21) we find this parameter array satisfies (18) , (19) .
(ii) ⇒ (i (K) .
To avoid degenerate situations, we assume the characteristic of K is zero or an odd prime greater than d. (K) . The matrix A is lower bidiagonal with entries
The matrix A * is upper bidiagonal with entries
Then the pair A, A * is a Leonard pair in Mat d+1 (K). The corresponding designated parameter array from Definition 15.3 is the parameter array given in Example 10.3. 
The TD-D canonical form; preliminaries
We now turn our attention to the TD-D canonical form. We begin with some comments. 
. , v d is a Φ-TD-D basis for V if and only if
Recall E 0 V is the eigenspace for A and eigenvalue θ 0 . Apparently B has constant row sum θ 0 if and only if 
The TD-D canonical map
Let Φ denote the Leonard system from (3). In this section we use Φ to define a certain isomorphism : A → Mat d+1 (K). We call the TD-D canonical map for Φ. We describe the entries of A and A * .
Definition 20.1. Let Φ denote the Leonard system from (3). We define a map : A → Mat d+1 (K) as follows. Let V denote an irreducible A-module. For all X ∈ A we let X denote the matrix in Mat d+1 (K) which represents X with respect to a Φ-TD-D basis for V .
We observe : A → Mat d+1 (K) is an isomorphism of K-algebras. We call the TD-D canonical map for Φ.
Referring to Definition 20.1, we now describe A and A * . We begin with a comment. Let θ 0 , θ 1 , . 
Lemma 20.2. Let Φ denote the Leonard system from (3).
Proof. Combine Lemma 19.4 and Definition 20.1. 2
Referring to Definition 20.1, we now describe A and A * from another point of view. We use the following notation.
Definition 20.3.
Consider the set of all parameter arrays over K. We define two functions on this set. We call these functions T and
) denote a parameter array over K. The image p T is the tridiagonal matrix in Mat d+1 (K) which has the following entries. The diagonal entries are
for 0 i d, where we recall ϕ 0 = 0, ϕ d+1 = 0 and where θ * −1 , θ * d+1 denote indeterminates. The superdiagonal and subdiagonal entries are 
The TD-D canonical form for Leonard systems
In this section we introduce the TD-D canonical form for Leonard systems. We define what it means for a given Leonard system to be in TD-D canonical form. We describe the Leonard systems which are in TD-D canonical form. We show every Leonard system is isomorphic to a unique Leonard system which is in TD-D canonical form.
Definition 21.1. Let Φ denote the Leonard system from (3). Let
denote the eigenvalue sequence (respectively dual eigenvalue sequence) of Φ. We say Φ is in TD-D canonical form whenever (i)-(iii) hold below. (ii) ⇒ (i Proof. By the remark following Definition 11.1, the map which sends a given Leonard system to its parameter array induces a bijection from the set of isomorphism classes of Leonard systems over K to the set of parameter arrays over K. By Theorem 21.6 each of these isomorphism classes contains a unique element which is in TD-D canonical form. The result follows. 2
The TD-D canonical form for Leonard pairs
In this section we define and discuss the TD-D canonical form for Leonard pairs. We begin with a comment. 
Referring to the above lemma, we now consider those Leonard pairs for which there exists an associated Leonard system which is in TD-D canonical form. In order to describe these we introduce the TD-D canonical form for Leonard pairs. We just defined the TD-D canonical form for Leonard pairs, and in Definition 21.1 we defined this form for Leonard systems. We now compare these two versions. We will use the following definition. 
How to recognize a Leonard pair in TD-D canonical form
Let d denote a nonnegative integer and let A, A * denote matrices in Mat d+1 (K). Let us assume A is tridiagonal and A * is diagonal. We give a necessary and sufficient condition for A, A * to be a Leonard pair which is in TD-D canonical form. We present two versions of our result. 
. , d) over K such that
A ii = θ i + ϕ i θ * i − θ * i−1 + ϕ i+1 θ * i − θ * i+1 (0 i d), A i−1,i = ϕ i i−2 h=0 (θ * i−1 − θ * h ) i−1 h=0 (θ * i − θ * h ) (1 i d), A i,i−1 = φ i d h=i+1 (θ * i − θ * h ) d h=i (θ * i−1 − θ * h ) (1 i d), A * ii = θ * i (0 i d).A i−1,i = ϕ i i−2 h=0 (θ * i−1 − θ * h ) i−1 h=0 (θ * i − θ * h ) (1 i d), A i,i−1 = φ i d h=i+1 (θ * i − θ * h ) d h=i (θ * i−1 − θ * h ) (1 i d), A * ii = θ * i (0 i d).
Examples of Leonard pairs in TD-D canonical form
In this section we give a few examples of Leonard pairs which are in TD-D canonical form.
Example 24.1. Let d denote a nonnegative integer. Let A and A * denote the following matrices in Mat d+1 (K) . (K) . The matrix A is tridiagonal with entries
and constant row sum 1 + sq. The matrix A * is diagonal with entries ) and observe p is the parameter array for Φ. We show p satisfies the conditions of (ii) above. Observe p is over K since the Leonard pair A, A * is over K. We show p satisfies (23) (23) and (24) . From the construction p satisfies (25) .
(ii) ⇒ (i). Let p := (θ i , θ * i , i = 0, . . . , d; ϕ j , φ j , j = 1, . . . , d) denote a parameter array over K which satisfies (23)- (25) . Let Φ denote a Leonard system over K which has parameter array p. Recall Φ is only determined up to isomorphism; replacing Φ with an isomorphic Leonard system if necessary we may assume Φ is in TD-D canonical form by Theorem 21. 
To obtain (32) In the resulting equation we eliminate ϕ 1 , ϕ 2 using Theorem 9.1(iii) and we simplify the result using Corollary 11.4(i). Equation (32) follows and our claim is proved. To show θ 0 , θ d are the roots of (29) we show both
To verify (33) we consider the expression α given in (31 
Transition matrices and polynomials
Let
Let P denote the matrix in Mat d+1 (K) which has entries
where P ij is from (35) and where k j equals
for 0 j d. Then P i0 = 1 for 0 i d and X P = P X for all X ∈ A. Let P * denote the matrix in Mat d+1 (K) which has entries
where P ji is from (35) and k * j equals
for 0 j d. Then P * i0 = 1 for 0 i d and X P * = P * X for all X ∈ A. Moreover P P * = νI where
We comment on (35) . For 0 i, j d, P ij is a polynomial of degree j in θ i and a polynomial of degree i in θ * j . The class of polynomials which can be obtained from a parameter array in this fashion coincides with the class of polynomials which are contained in the Askey scheme [17] and which are orthogonal with respect to a measure which has finitely many nonzero values. This class consists of the Krawtchouk, Hahn, dual Hahn, Racah, the q-analogs of these, and some polynomials obtained from 
where (a) n := a(a + 1)(a + 2) · · · (a + n − 1), n = 0, 1, 2, . . . .
