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Abstract 
Statistical Machine Translation (SMT) is one of the most popular methods for machine translation. In this work, we carried out 
English-Malay SMT by acquiring an English-Malay parallel corpus in computer science domain. On the other hand, the training 
parallel corpus is from a general domain. Thus, there will be a lot of out of vocabulary during translation. We attempt to improve 
the English-Malay SMT in computer science domain using a dictionary and an English lemmatizer. Our study shows that a 
combination of approach using bilingual dictionary and English lemmatization improves the BLEU score for English to Malay 
translation from 12.90 to 15.41. 
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1. Introduction 
Machine Translation (MT) is a process to translate text from a source language to target language using software. 
The maturity of the technology allows it to be used by people in daily life and also in language processing 
technology such as summarization. There are two main state-of-art approaches to machine translation: example 
based machine translation (EBMT) and statistical machine translation (SMT). Both approaches are data driven 
approaches that require a parallel text corpus that contains source sentences and their equivalent translations in the 
target language to build the translation rules. EBMT translates by analogy. Given a test sentence, EBMT translate by 
finding similar sentence found in the parallel text corpus 1.  
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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On the other hand, SMT analyzes parallel text corpus to generate statistics translation models 2. An unknown 
source sentence is translated to the most probable target sentence using the translation models. Over the past 
decades, the distinctions between EBMT and SMT have becoming less and less as both approaches have borrowed 
the features from each other to improve the translation. For example, phrase based translation approach that is used 
in EBMT has now been applies also in SMT which previously based only on word. 
There is a lot of progress in statistical machine translation (SMT). The attractiveness of the approach is that the 
quality of the translation is already quite encouraging for many resource rich languages. In addition, there are 
common architecture and tools available in SMT, which allow continuous improvement on the approaches.  
Most of the approaches used in SMT is also language independent. SMT takes a source sentence, S = [s1 s2 … sn] 
in the source language, and generates a target sentence, T* = [t1 t2 … tn] in the target language, where s1 s2 s3 … sn 
are phrases / null in the source language, and t1 t2 t3 … tn are phrases / null in the target language.  
There are many possible target sentences that can be translated from a source sentence. The idea is to find the 
most probable sentence as follow: 
ܶכ ൌ ܽݎ݃݉ܽݔ൫ܲሺܶȁܵሻ൯ (1) 
The equation will be decomposed using Bayes theorem as follow: 
ܶכ ൌ ܽݎ݃݉ܽݔ ቀ௉൫ܵหܶ൯ൈ௉ሺ்ሻ௉ሺௌሻ ቁ (2) 
Since P(S) is always constant, thus it can be removed. The equation can be simplified as follow: 
ܶכ ൌ ܽݎ݃݉ܽݔሺܲሺܵȁܶሻ ൈ ܲሺܶሻሻ (3) 
P(T) is the probability of a target language sentence, which is modeled by a language model. The language 
model for the target language can be build with a target language text corpus. On the other hand, P(S|T) is the 
probability of a source sentence given the target sentence, which is modeled by a translation model. The model is 
build using a parallel text corpus.  
Thus, the quality of a machine translation system is largely depending on the availability of the large amount of 
resources to build robust language model and translation model. For low resourced language, the limited amount of 
these resources will proof building a reasonable good SMT system difficult. 
We attempt to build an English-Malay SMT. Malay is an Austronesian language spoken officially in Malaysia, 
Indonesia, Brunei, and Singapore. Although Malay is not an under-resourced language, obtaining large parallel 
corpus is a challenge. The reason is because Malaysian learn English since primary school, and majority of speakers 
can communicate well in both languages. Thus, this makes the availability of comparable text in English and Malay 
limited. Therefore, in our work, we explore on methods to improve the translation model using under-resourced 
approaches. 
2. Related Works 
The first statistical machine translation software was CANDIDE from IBM 3. Since then, a lot of progress has 
been made in SMT. There are some works in Malay-English machine translation. Many of them focus on EBMT 4-6. 
There is not much work on Malay-English SMT available.  
Nevertheless, there are English-Malay SMT systems that available online that uses SMT architecture such as 
Google Translate and Bing Translate. Google used SYSTRAN for several years, but switched to a statistical 
translation method in October 2007 7. 
2.1. Parallel Corpus Acquisition 
In developing a Malay-English SMT, there are two types of corpus required: Malay text corpus for building 
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language model and parallel Malay-English corpus for building translation model. Acquiring Malay text corpus is 
easier as a lot of text can be obtained easily. However, acquiring parallel text is more challenging. There are works 
on mining parallel data from the Internet especially from news websites 8-10 and Wikipedia 11-12.  
To extract parallel text from Internet, webpages are first retrieved using a web-crawler. Candidates websites can 
be matched based on the publication date (for news articles) 8, size of text, file name, title of the text by adopting an 
initial baseline translation system, URLs 9 and other heuristics to reduce the scope of the search. 
A more computational intensive algorithm can then be applied subsequently to obtain sentence alignment using 
dynamic programming, iterative relaxation 13, sentence length 14, and word translation probability 15. Besides using 
online data, there are also works that explore on building parallel text using translated literature such as novels 16, 
bibles 17.  
Translated books contains good quality translation, and finding the aligned translated target sentence for a 
particular source sentence is also easier since they will not deviate a too much from the original position. The work 
by Lim et. al 18 have extracted 25 thousand parallel English-Malay sentences from Kamus Inggeris-Melayu Dewan, 
while Abdul Rahman et. al 19 have collected 15 thousand parallel sentences in the domain of agriculture and health. 
2.2. Phrase Translation Modeling 
Phrase based translation uses phrase instead of word as unit of translation. There are a few of researchers 
working on phrase based machine translation where they are using different methods in machine translation 20-23. 
Holger 21 used neural networks to directly learn the translation probability of phrase pairs using continuous 
representations. Phillip 22 used Pharaoh as a decoder for phrase-based SMT. Wu et. al 23 used out of domain parallel 
corpora to improve in domain translation model through interpolation. 
3. Approach 
In our approach, we use the examination papers archive from School of Computer Science, Universiti Sains 
Malaysia to build an English-Malay parallel corpus. The examination papers are good sources for building parallel 
corpus since the questions are written in Malay and English since 2000. We extracted all the questions from the 
softcopy of the exam papers and then segment them into sentences. The corresponding pair of English and Malay 
sentence is then aligned, while ensuring the format matched the requirement of the Moses SMT toolkit. A total of 
more than 23 thousand pairs of parallel sentences were extracted.  
The English-Malay parallel sentence corpus obtained is then used as test corpus using SMT toolkit. Since the 
training parallel corpus 6 that we have is not very large, and it is from generic domain, there will be many out of 
vocabulary (OOV) translations. We examined a few approaches that uses dictionary and lemmatizer/stemmer to 
improve the machine translation task.  
3.1. Inserting Translations from Bilingual Dictionary to Phrase Translation Table  
The first approach we examine is to determine whether inserting target language to source language (target-
source) phrase translations found in the bilingual dictionary into the training parallel corpus for building the 
translation model will improve the BLEU score. The hypothesis is that a bilingual dictionary will provides 
additional word or phrase translation pairs not found in the training data.  
There are two variations of method used. In the first method, each phrase translation example found in the 
bilingual dictionary is added into the existing parallel training corpus as a new parallel sentence. A translation model 
is then built using the additional data. 
In the second method, we examined the approach of adding a small delta value to p(s’|t’) in the phrase 
translation table, if we found the translation phrase pairs in the dictionary, where s’ is the source phrase, while t’ is 
the target phrase in the dictionary. We also add the same delta value to p(t’|s’), since Moses toolkit also make use of 
it to calculate P(S|T). Nevertheless, according to 24, p(s’|t’) is a more important feature compared to p(t’|s’).  
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3.2. Modeling Separate Lemma and Suffix in Phrase Translation Table 
English lemmatizer and stemmer are used to lemmatize or split the word in the training and testing parallel 
sentences to English lemma/stem and its suffix. The idea is that by splitting an English word to lemma and its suffix, 
this will allow English words with the same lemma to be translated as long as an observation is available in the 
training data. For example, the word “orange” and “oranges” have the same translation in Malay, which is “limau”. 
If we have the translation for the word “orange” in the training data, but not the word “oranges”, this will allow us to 
translate the word “oranges” to “limau”, because the lemma for both word is “orange”.  
We will only apply this method if the lemma is a substring of the original word. For example, the lemma and 
suffix for the word “oranges” are “orange” and “-s” respectively. If the lemma is not a substring, we will not split it. 
For example, the word “geese”, the lemma is “goose”. The lemmatized training parallel corpus will then be used for 
training as usual. For example the sentence, “what are the operations that can be performed on them ?” will become 
“what are the operation -s that can be perform -ed on them ?”. Besides that, from our observation, we found that 
many of the suffixes in English are not translated. Thus, we also try out a different attempt, where the suffixes 
produced are simply deleted, and retain only the lemma. 
4. Experiments and Results 
In our experiment, Moses SMT toolkit was used. Malay text corpus 25 with around 870MB was used to create the 
Malay language model using SRILM 26. For building the baseline translation model, we used 124,723 thousand 
English-Malay parallel sentences from6, and produced more than 1.1 million of translation entries. For testing, the 
computer science domain parallel text we extracted was used. There were more than 23 thousand parallel sentences 
extracted from the examination papers archives. Our baseline test gave us a 12.90 BLEU score. 
In the subsequent test, we used a Malay-English bilingual dictionary to improve the baseline translation table. 
The bilingual dictionary was obtained from 6. The dictionary contains more than 190 thousand translation entries. 
The dictionary examples were added into baseline parallel sentence corpus for training using Moses. This approach 
improved the BLEU score to 13.40 from 12.90.  
In the second test, we tested the second dictionary method, which was to add a small delta value to English-
Malay phrase translation pairs found in the bilingual dictionary in the phrase translation table. We examined four 
different delta values, which were 0.001, 0.005, 0.0001 and 0.0005. The BLEU score improved to 13.60 and higher 
from 12.90. Table 1 below shows the improvement for the dictionary approaches. 
 
Table 1. Dictionary approach result 
Approaches BLEU Score 
Baseline 12.90 
Add English-Malay phrase translation pairs from dictionary for training.  13.40 
Add delta=0.001 to English-Malay phrase translation pairs from dictionary.  13.66 
Add delta=0.005 to English-Malay phrase translation pairs from dictionary. 13.60 
Add delta=0.0001 to English-Malay phrase translation pairs from dictionary. 13.62 
Add delta=0.0005 to English-Malay phrase translation pairs from dictionary. 13.67 
 
In the last experiment, we analyzed using different lemmatizer and stemmer to split a word to lemma/stem and 
suffix. We tested Stanford parser 27, Snowball stemmer 28, Porter stemmer 29, Lancaster stemmer 30 and Lovins 
stemmer 31. After the lemmatization/stemming, the suffix in the sentence was either retained or being removed, 
before Moses used them for training translation table. We use the parallel sentences that were added with the 
bilingual phrase translation from dictionary as our new baseline. Table 2 below shows the result. 
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Table 2. Lemmatizer/Stemmer result 
Lemmatizer / Stemmer Suffix retained (BLEU score) Suffix removed (BLEU score) 
Baseline 13.40 13.40 
Stanford parser 14.05 15.41 
Snowball stemmer 13.96 15.14 
Porter stemmer 13.63 14.96 
Lancaster stemmer 9.59 12.39 
Lovins stemmer 13.98 13.07 
 
The result is a big surprise to us, as they show that when English suffixes are removed, the Malay translation 
improved a lot compared to retaining the suffix. The highest BLEU score increases achieved using Stanford parser 
with suffixes removed, where the BLEU score improved to 15.41 from 13.40. On the other hand, when the suffixes 
were retained, we only get a small BLEU score improvement to 14.05. The second best result was using Snowball 
stemmer, where the BLEU score was 15.14, obtained by deleting all suffixes from parallel sentence. On the other 
hand, when the suffixes were retained, BLEU score improve to 13.96 only.  
The third best result was produced using Porter stemmer. Two other stemmers gave worst results compared to 
the baseline, they are Lancaster stemmer and Lovins stemmer. The comparatively worst result obtained using 
suffixes suggest that it was due to the poor alignment step. If during alignment, null is aligned with all suffixes, we 
should be able to get the same result as when the suffixes are removed. The fact is that certain English suffixes 
should be translated to a Malay word. For example, “-ing” is quite often translated to the Malay word “sedang”. 
Thus, if alignment is correct in the sentences with suffixes, the Malay translation obtained for English sentences 
should be even better than the one without suffix. 
We also tried to test another idea, by interpolating the phrase table created with the training data containing 
suffixes (BLEU score 14.05, refer to table 2) with another phrase table created with the training data where the 
suffixes were removed (BLEU score 15.41, refer to table 2). To do that, we added NULL to suffix alignments at the 
lexical table created by GIZA++ using the training data with the suffixes are removed. Moses was rerun to recreate 
the phrase table. The phrase table created was then interpolate with the phrase table created with the training data 
where suffixed were retained (BLEU score 14.05) using the value (0.9, 0.1), (0.8, 0.2) and (0.7, 0.3) but the BLEU 
scores we got reduce to 14.70+ (from 15.41).  
5. Conclusions and Future Works 
In this paper, we investigate the usage of English-Malay Dictionary and English lemmatizer to improve the 
BLEU score of English-Malay translation. Both approaches have shown to be able to improve English-Malay 
translation. In the dictionary approach, by simply adding a small delta values to the found English-Malay phrase 
pairs in the translation table shown to increase slightly higher the BLEU score, compared to adding the translation 
phrase pair for training.  
On the other hand, when English lemmatizer is used to convert English word to lemma and suffix. The resulted 
parallel sentences are used for training. The Malay translation produced is improved. Our study show that the 
improvement is the higher using Stanford parser. Besides, when the suffixes in the parallel sentences are deleted, the 
BLEU score obtained is even higher compared to when retaining the suffixes. This observation suggests that there is 
an alignment problem in the suffixes that prevent the suffix results to be better than the one without suffix. If the 
suffix alignments improve, we can foresee to see an even higher improvement in the BLEU score.  
Thus, for future work, we will look into improving the suffix alignment to improve the English-Malay 
translations. One idea we are looking at is by improving the initializing of the word alignments in GIZA++, which 
we hope would produce a better phrase table in Moses.  
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