Abstract. Vertex operator realizations of symplectic and orthogonal Schur functions are studied and expanded. New proofs of determinant identities of irreducible characters for the symplectic and orthogonal groups are given. We also give a new proof of the duality between the universal orthogonal and symplectic Schur functions using vertex operators.
Introduction
Symmetric functions (cf. [14] ) were used by Hermann Weyl to determine irreducible characters of highest weight representations of the classical groups [17] as consequence of the Cauchy identities. Later Dudley Littlewood [13] upgraded the approach of symmetric functions and studied the symplectic and orthogonal Schur functions in the same setting as the Schur symmetric functions, and showed that in respective categories O, the restriction functor Res GL 2n Sp 2n has the same decomposition (up to duality) as that of Res GL 2n SO 2n
or Res GL 2n+1 SO 2n+1 , which in turn would imply that symplectic Schur functions are equal to orthogonal Schur functions with the conjugate Young diagrams.
Vertex operator realization of Schur symmetric functions, though relatively young, was started in the early days of its appearance in representations of affine Lie algebras (cf. [18] , see also [7] ). Historically the Kyoto school's fermionic formulation (cf [2] for a beautiful survey) had also used Schur functions in a remarkable way to understand the KP and KdV hiearachies earlier than the bosonic consideration. The aim of this paper is to understand both the Weyl determinant formulae and the Littlewood duality from the MSC (2010): Primary: 17B69; Secondary: 05E05.
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1 vertex operator viewpoint, and also explain why many properties of Schur functions are shared by symplectic and orthogonal Schur functions.
In the classic paper [11] the symplectic and orthogonal Schur functions have been systematically studied by Koike and Terada following Weyl [17] , where they obtained determinant formulae in terms of elementary symmetric functions (see also [10] ). Parallel to their approach we will define certain vertex operators to realize the Schur symplectic and orthogonal symmetric functions inside the ring Λ of symmetric functions. The vertex operators we constructed are closely related to Baker's vertex operators [1] who used certain middle terms (similar to [7] ), but they are not necessary for our purpose (see [7, 9] ). We then compute directly that the symplectic and orthogonal Schur functions can be realized by vertex operators within Λ. Due to Clifford type relations satisfied by two basis generators we show that they are actually the same up to a sign, from this we then obtain a new proof for Littlewood's duality between symplectic and orthogonal Schur functions. Finally eight determinant formulae are easily derived for both symplectic and orthogonal Schur functions (see Theorem 4.6).
We remark that some of the vertex operators were studied by Shimozono and Zabrocki [16] who constructed symplectic and orthogonal Schur functions in the language of λ-rings.
Their paper has paved the way to understand these important symmetric functions better and also contained some determinant formulae for the irreducible characters. In our current approach we will emphasize the role of *-operators which can lead to several generalized formulae, e.g. Eqs. (4.12, 4.13, 4.18, 4.19) . In [5] determinant identities for symplectic and orthogonal symmetric polynomials are discussed from matrix consideration, so vertex operator or λ-ring approach can be viewed as another way to prove these determinant formulae (and more identities) for infinitely many variables.
Ring of symmetric functions
Let Λ = Λ Q be the ring of symmetric functions in countably many variables x 1 , x 2 , · · · over the field Q of rational numbers. The degree of homogeneous symmetric functions give rise to a natural gradation for Λ Q :
where Λ k Q consists of the homogeneous symmetric functions of degree k.
We recall some basic notations following [14] . A partition is any sequence λ = (λ 1 , λ 2 , · · · , λ r , · · · ) of non-negative integers in decreasing order : 
where r is the length of the main diagonal of λ. If the parts λ i are not necessarily in descending order, λ is called a composition and we also use the same notation |λ| for its weight. If |λ| = n, we say that λ is a partition of n. We also use the other notation : λ = (1 m 1 2 m 2 · · · r mr · · · ) to mean that exactly m i of the parts of λ are equal to i. The set of partitions will be denoted by P.
The ring Λ Q has several families of linear bases indexed by partitions. The well-known ones are the monomial functions {m λ }, the complete homogeneous symmetric functions h λ , the elementary symmetric function functions {e λ } and the power sum symmetric functions {p λ }. They are respectively determined by their finite counterparts:
x k i , and p λ = p λ 1 · · · p λ l . The first three bases are in fact Z-bases, and the power-sum basis p λ is over Q. The standard inner product in Λ Q is defined by requiring that the power sum symmetric functions are orthogonal:
Under this inner product the Schur symmetric functions are othornormal and are triangular linear combination of the complete homogeneous symmetric functions. For each partition λ, the Schur function is defined by
Both h n and e n are special Schur functions. In fact,
Their generating functions are expressed in terms of the power-sum p n :
The Jacobi-Trudi formula [14] expresses the Schur functions in terms of h n or e n :
where λ ′ is the conjugate of λ.
We also define an involution ω: Λ → Λ by ω(p n ) = (−1) n−1 p n . Then it follows that ω(h n ) = e n . Subsequently we have
Vertex operators and symmetric functions
In this section, we define certain vertex operators to realize the Schur symplectic and orthogonal functions inside Λ. These symmetric functions are studied by Baker [1] using vertex operators with middle terms, which are not necessary for our purpose (see [7, 9] ).
Our approach is based on [7, 9] , which enables us to prove the duality between symplectic and orthogonal Schur functions directly.
First we turn the ring Λ Q into a Fock space for the infinite dimensional Heisenberg algebra. In fact let a −n = p n for n ≥ 1, the multiplication operator on Λ, and a n =
x n i is the power sum symmetric function. Then {a n |n = 0} and c = I generate the infinite dimensional Heisenberg algebra H inside End(Λ):
[a m , a n ] = mδ m,−n c, [c, a n ] = 0.
The space Λ is then the unique irreducible representation of H such that a n .1 = 0 for n > 0 and c = 1. The natural hermitian structure on Λ is given by a * n = a −n . The monomial basis a −λ = p λ is orthogonal and
First we recall the vertex operator construction of Schur symmetric functions. Let S(z) and S * (z) be the Bernstein vertex operators:
In the following result the first realization of Schur functions by S(z) was given by
Bernstein [18] . The second realization using the dual operators was first proved in [7] and the last realization (3.10) is special case proved in [9] .
The operator product expansions are given by
where |w| < min{|z|, |z| −1 }, and the last rational functions are understood as power series expansions in the second variable w. Moreover for any partition λ, the following give four realizations of Schur functions
where (α|β) is the Frobenius notation of a partition, i.e., α i ≥ α i−1 + 1 and β i ≥ β i−1 + 1.
Note that S(z).1 = exp ∞ n=1 a −n n z n , therefore S 0 .1 = 1, which means that S 0 and similarly S * 0 will not be needed in the realization. We introduce the vertex operator for the symplectic Schur functions as follows.
The operator Y (z) coincides with V (1 2 ) (z) in [3] and was also studied in [16] in λ-ring language. We will emphasize the role of Y * (z) in our approach. Note that the intermediate
by formally changing a n to −a n . Below we will use W * (z) for the orthogonal Schur functions.
The operators Y n and Y * n are well-defined operators on the Fock space Λ. If one views the variable z as a complex number, then they are Fourier coefficients of the vertex operators Y (z) and Y * (z). The operator Y * n and the intermediate operator W * n are related by
where the second identity is viewed as a locally finite operator, i.e. it is well-defined on any finite dimensional subspace of Λ.
The normal order product is defined as usual. For example,
Proposition 3.3. The operator product expansions are given by
where |w| < min{|z|, |z| −1 }, and the rational functions appeared on the right are understood as power series expansions in the second variable w. 
Proof. It follows from (3.15) that
Taking coefficients one proves the first two relations. Similarly we derive the following relation by using (3.17-3.18) .
Besides the operator W * (z), we also introduce the following vertex operators for the orthogonal Schur functions. 
We remark that the operator W (z) was denoted as V (2) (z) in [3] .
Proposition 3.6. The operators W n and W * n satisfy the following generalized Clifford algebra relations:
Moreover, the orthogonal and symplectic vertex operators are related by:
In other words, the operators W n and W * n satisfy the same relations as Y n and Y * n do in Theorem 3.4. The following result explains why we introduce Y * (z) even though it is not the dual operator of Y (z). 
Both are Z-bases in Λ. w n ) to relate Y (z) and S(z). In fact, for any two vectors
Similar computation also gives that
By comparing coefficients of z λ w ν in Eqs. (3.22-3.23) and using Eq. (3.8) it follows that for any two partitions λ and ν
1. The proof also shows that the vectors
Determinant formulae and duality
For any partition λ = (λ 1 , λ 2 , · · · , λ k ) we define the symplectic and orthogonal Schur functions (cf. [11] ) respectively as follows.
where h m is the mth complete symmetric function in Λ. Note that the factor 1 2 does not affect that both elements are in Λ Z . In fact,
The orthogonal/symplectic Schur functions come from Weyl characters for classical Lie groups. In fact sp λ (x 1 , x 
. In both cases the Schur orthogonal symmetric function is defined by o λ (x 1 · · · , x n ) = det(e λ i −i−j − e λ i −i+j ) where the elementary symmetric functions e m are given by ( 
e m z m , respectively for type B and D.
Before giving vertex operator realization of sp λ and o λ , we need several Vandermonde type identities.
Lemma 4.1. For any positive integer k, the following Vandermonde-like identities hold.
Proof. These formulae are special cases of Weyl's denominator formulae [17] . We include a proof for completeness. The Weyl denominator formula of type D [17] says that (in reversing order of columns):
By the anti-symmetry of the summation side, one sees that the left-hand side is equal to det(z
where we have displayed a typical row in the determinant computation.
Similarly one form of Weyl denominator formula of type C [17] says that
The left-hand side can be easily changed to our current form:
).
Finally the last identity is obtained from Eq. (4.5) by reversing the order of columns.
We remark that one can also prove Lemma 4.1 exclusively based on the Vandermonde identities, which will make our later derivation of Weyl formulae independent from Weyl denominator formulae. Now we are ready for vertex operator realization of symplectic Schur functions.
Proof. First of all, we recall Eq. (2.5)
where h n is the complete symmetric function.
By the standard normal order product and Wick's theorem [4] it follows that
Let C 1 , C 2 , · · · , C k be concentric circles with decreasing radii < 1, and take z 1 , · · · , z k as complex numbers. Then
where we denote z λ = z
Recall the Vandermonde type identity (4.4):
Similarly for the vertex operator Y * (z) we have the following determinant expression.
We also remark that the formulae involving Frobenius notation seem to be new, see Eqs.
(4.12), (4.13), (4.18) and (4.19).
Therefore for any partition λ and its conjugate λ ′ one has that
Moreover one has for any partition (α|β) in Frobenius notation
Proof. Let C 1 , C 2 , · · · , C k be as above, then invoking (4.5) we get that
where z n = z
k . This completes the proof of (4.10), and the identity (4.11) then follows as a consequence of Theorem 3.7.
The formulae (4.12) and (4.12) We remark that Eq. (4.10) can also be proved by using the third Vandermonde-like identity. In fact we can rewrite the identity as (4.14)
This is the same determinant (4.10) by reversing the columns.
For the orthogonal case we have the following result for the vertex operators W (z) and W * (z), which is shown in the same way as Theorem 4.2-4.3.
Moreover for any partition (α|β) in Frobenius notation one has that
We can now prove the duality between symplectic Schur functions and orthogonal Schur functions. 
where the last identity uses the fact that :
(1 − w i z j ) −1 , where we note that : W * (z 1 ) · · · W * (z k ) : .1 =: S * (z 1 ) · · · S * (z k ) : .1. Therefore d ′ λµ = d λ ′ µ ′ . Hence ω(sp λ ) = o µ ′ due to ω(s λ ) = s λ ′ .
If we introduce the symmetric functionĥ n := h n − h n−2 andê n := e n − e n−2 for n ∈ N, then h n =ĥ n +ĥ n−2 +ĥ n−4 + · · · (4.21) e n =ê n +ê n−2 +ê n−4 + · · · We remark that the left identities (4.25) and (4.27) were due to Weyl [17] and the left identities (4.26) and (4.28) were found by Koike and Terado [11] (see also [5] , [16] ). The right identities (4.26) and (4.28) are consequences of the duality and the right identities (4.27) and (4.25), which were due to Shimozono-Zabrocki (cf. Prop. 12 in [16] ).
