The purpose of this study was to evaluate the robustness of some linear factor analytic techniques to violations of the linearity assumption by factoring product-moment correlations computed from data conforming to an extended, three-parameter logistic model of item responding. Three factors were crossed to yield 81 subcases: the number of underlying dimensions (0, 1, or 2), the number of items (10, 15, 20, 25, 30, 35, 40, 45, or 50), and the number of subjects (100, 250, or (Hambleton & Cook, 1977; Lord, 1980) . The purpose of this paper is to evaluate the robustness of some linear factor analytic techniques to violations of the linearity assumption by factoring product-moment correlations (phi's) computed from data conforming to an extended, three-parameter logistic model of item responding.
2), the number of items (10, 15, 20, 25, 30, 35, 40, 45, or 50) , and the number of subjects (100, 250, or 500). The mean eigenvalues for the subcases were evaluated using parallel analysis and the scree technique. The mean eigenvectors were visually inspected. For almost all subcases with one or two underlying dimensions, a single spurious factor was able to be identified using parallel analysis. However (Hambleton & Cook, 1977; Lord, 1980) . The purpose of this paper is to evaluate the robustness of some linear factor analytic techniques to violations of the linearity assumption by factoring product-moment correlations (phi's) computed from data conforming to an extended, three-parameter logistic model of item responding.
Factor analytic writers (e.g., Gorsuch, 1974; Rummel, 1970) (Lord, 1980) . McDonald (1965) and McDonald and Ahlawat (1974) Christofferson (1975) and Muth6n (1978) that allow for nonlinear relationships between items and factors. However, due to the great computational complexities involved with these approaches, they are practically unemployable for medium to large sets of items (Gustafsson, 1980 (Lord, 1980) (Kaiser, 1958 (Mulaik, 1972 
