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Zur Abbildung auf der Titelseite:
Stonehenge ist das beru¨hmteste Megalithmonument Englands und das bedeutendste pra¨hi-
storische Bauwerk Europas. Einer Theorie zufolge ko¨nnte es dazu benutzt worden sein, die
Sommer- und Wintersonnenwende, die Fru¨hlings- und Herbsttagundnachtgleiche sowie Sonnen-
und Mondfinsternisse vorauszusagen. Vielleicht hat es auch zur Vorhersage der verschiedenen
Stellungen von Sonne und Mond zur Erde und damit zur Vorhersage der Jahreszeiten gedient.
Die Anordnung der Steine bei seiner Errichtung ungefa¨hr 2200 v. Chr. ist damit ein fru¨hes
Beispiel von Versuchsplanung [39].
(Abbildung von http://www.astro.virginia.edu/images/astronomy/stonehenge.jpg)
Zusammenfassung
In dieser Arbeit werden Probleme der Optimalen Versuchsplanung zur Parameterscha¨t-
zung bei nichtlinearen DAE-Modellen behandelt.
Es wird eine allgemeine mathematische Problemformulierung hergeleitet, zu deren Lo¨sung
geeignete numerische Methoden bereitgestellt werden. Diese wurden in einem Software-
paket implementiert, dessen praktische Anwendung die erfolgreiche Funktionsweise der
Methodik demonstriert.
Wir betrachten dynamische Prozesse, die durch Systeme Differentiell-Algebraischer Glei-
chungen modelliert werden ko¨nnen. Exemplarisch untersuchen wir Anwendungen fu¨r che-
mische Reaktionssysteme.
Zur Modellvalidierung wird durch nichtlineare Parameterscha¨tzung das Prozeßmodell an
experimentelle Daten angepaßt. Die Signifikanz der Scha¨tzung beschreiben wir mittels
Sensitivita¨tsanalyse durch Na¨herungen der Konfidenzgebiete und durch die Kovarianz-
matrix.
Zur Minimierung von Gu¨tekriterien auf der Kovarianzmatrix formulieren wir Nichtlineare
Optimale Versuchsplanungsprobleme. Optimierungsvariablen sind die Prozeßsteuerungen
und das Meßlayout. Es handelt sich dabei um beschra¨nkte Optimalsteuerungsprobleme.
Zur Lo¨sung setzen wir SQP-Verfahren ein. Die Zielfunktion ha¨ngt von Sensitivita¨ten der
Modellfunktionen nach den Parametern ab. Wir benutzen Matrixableitungskalku¨l und
Interne Numerische Differentiation in Verbindung mit Automatischer Differentiation, um
alle beno¨tigten Ableitungen effizient bereitzustellen.
Wir formulieren Mehrfachexperimentprobleme, dabei ko¨nnen wir die Informationen aus
Vorexperimenten mitberu¨cksichtigen. Fu¨r die Behandlung der ganzzahligen Variablen zur
Modellierung des Meßlayouts geben wir geeignete Relaxierungen und Heuristiken an. Da
nichtlineare optimale Versuchspla¨ne von der Unsicherheit der Modellparameter abha¨ngen,
untersuchen wir Ansa¨tze zur Robusten Versuchsplanung.
Zur Behandlung von allgemeinen Aufgaben dieser Problemklasse haben wir das Software-
paket VPLAN entwickelt. Durch dessen Anwendung auf vier ausgewa¨hlte Praxisbeispiele
aus chemischer Reaktionskinetik und Verfahrenstechnik ko¨nnen wir zeigen, daß die Me-
thodik erfolgreich zur Planung effizienter und effektiver Experimente eingesetzt werden
kann.
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Kapitel 1
Einleitung
Gegenstand dieser Arbeit ist die Behandlung von Optimalen Versuchsplanungsproblemen
zur Parameterscha¨tzung bei nichtlinearen DAE-Modellen. Wir spannen den Bogen da-
bei von der Formulierung der mathematischen Aufgabenstellung fu¨r eine sehr allgemeine
Problemklasse u¨ber die Bereitstellung numerischer Methoden zu deren Lo¨sung und die
Implementierung der Algorithmen in einem fu¨r den praktischen Einsatz geeigneten Soft-
warepaket. Auch der Anwendungsaspekt spielt eine wichtige Rolle. Anhand konkreter
Beispiele aus der industriellen Praxis fu¨r chemische Reaktionskinetik und Verfahrenstech-
nik wird der erfolgreiche Einsatz der Methodik demonstriert.
1.1 Aufgabenstellung
1.1.1 Ein Virtuelles Laboratorium fu¨r dynamische Prozesse
Simulation
− ...
Prozeß−Modell−
Validierung Optimierung
Optimale Steuerung
Modellprädiktive Regelung
Parameterschätzung
Modelldiskriminierung
Versuchsplanung
Praktische Anwendungen:
− Mechanik, Robotik
Differentiell−Algebraische
Gleichungssysteme
Mathematische Modelle:
   Chemische Verfahrenstechnik
− Chemische Reaktionskinetik,
Abbildung 1.1: Modellierung, Simulation und Optimierung bei dynamischen Prozessen
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Modellgestu¨tzte Simulation und Optimierung bei dynamischen Prozessen
Die Beschreibung von Prozessen durch mathematische Modelle ist in Wissenschaft, Tech-
nik und Industrie von großer Bedeutung. Anhand von Modellen lassen sich
• mittels Simulationen unter unterschiedlichen Bedingungen Reproduktionen oder
Vorhersagen verschiedener Szenarien des Prozeßverhaltens durchfu¨hren.
• Aus diesen Erkenntnissen lassen sich Anlagen planen und bauen, in denen der Prozeß
ablaufen soll.
• Schließlich kann das Prozeßverhalten optimiert werden, zum Beispiel bezu¨glich wirt-
schaftlicher oder technischer Kriterien wie Ausbeute oder Reinheit von Produkten,
Energieverbrauch, Prozeßdauer, Kosten usw. und unter Einhaltung von gegebenen
Beschra¨nkungen. Prozßoptimierung kann entweder oﬄine geplant werden oder on-
line als Real-Time-Optimierung erfolgen.
Voraussetzung fu¨r den zuverla¨ssigen Einsatz mathematischer Modelle ist jedoch, daß diese
das tatsa¨chliche Prozeßverhalten korrekt wiedergeben. Oft enthalten die Modelle Gro¨ßen
– wir bezeichnen diese in dieser Arbeit als Parameter, deren Werte nicht oder nur ungenau
bestimmt sind. Wenn die Parameter stark nichtlinear in die Modellgleichungen eingehen,
ko¨nnen auch kleine A¨nderungen ihrer Werte stark unterschiedliche Simulationsergebnisse
bewirken.
Modellvalidierung
Daher ist es unerla¨ßlich, die Modelle zu validieren. Dies geschieht dadurch, daß man das
durch das Modell vorhergesagte Prozeßverhalten mit experimentell ermittelten Meßdaten
vergleicht. Um das Modell an das wahre Prozeßverhalten anzupassen, findet die Methodik
der Parameterscha¨tzung Einsatz.
Experimente sind in der Regel kostspielig und zeitintensiv. Daher ist es erstrebenswert, die
Versuche so zu planen und durchzufu¨hren, daß aus den experimentellen Daten maximale
Information bezu¨glich der Parameter geliefert wird. Dabei sind oft Nebenbedingungen an
das zur Verfu¨gung stehende Budget, die experimentellen Apparaturen oder bezu¨glich Si-
cherheit oder Umweltvertra¨glichkeit einzuhalten. Erfahrene Experimentatoren ko¨nnen bei
einfachen Prozessen durch Trial-and-Error effektive Versuche vorschlagen. Bei komplexen
nichtlinearen Modellen ist dieser Ansatz jedoch zum Scheitern verurteilt. Wir setzen da-
gegen den modellgestu¨tzten Entwurf von optimalen Versuchsstrategien unter Anwendung
von mathematischen und numerischen Methoden. Dies ist Gegenstand der Optimalen
Versuchsplanung.
Nichtlineare DAE-Modelle
Naturgema¨ß lassen sich bei der Modellierung naturwissenschaftlicher Prozesse nicht alle
Aspekte beru¨cksichtigen. Spa¨testens in extremen mikro- oder makroskopischen Maßsta¨ben
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sind durch Quantenmechanik und Relativita¨tstheorie Grenzen gesetzt. So erha¨lt man im-
mer nur Approximationen des wahren Verhaltens. Wenn man fu¨r die Modellierung na-
turwissenschaftliche Gesetze zugrundelegt, erha¨lt man aber Modelle, die einen gro¨ßeren
Gu¨ltigkeitsbereich besitzen, als wenn nur heuristisch Ursache-Wirkung-Beziehungen ab-
gebildet werden. Eine Extrapolierbarkeit vom Labor- in den Produktionsanlagenmaßstab
kann dann durchaus mo¨glich sein.
Wir betrachten in dieser Arbeit Prozesse, die durch Systeme von nichtlinearen Differenti-
ell-Algebraischen Gleichungssystemen beschrieben werden ko¨nnen. Exemplarisch werden
wir Anwendungen aus der chemischen Reaktionskinetik und Verfahrenstechnik untersu-
chen, die durch die Gesetze der Physikalischen Chemie modelliert werden. Methodik und
Software lassen sich aber genauso fu¨r andere Prozesse einsetzen, bei denen DAE-Systeme
auftreten. Beispiele dafu¨r sind mechanische Mehrko¨rpersysteme, biologische Wachstums-
modelle oder Simulationen von volkswirtschaftlichen Abla¨ufen.
Bei der Modellierung von Anwendungen aus chemischer Reaktionskinetik und Verfahrens-
technik sind diese DAEs im allgemeinen nichtlinear in Zustandsgro¨ßen, Parametern und
Steuerungen und außerdem steif. Wir nehmen an, daß sie den Index 1 haben.
Neben den Parametern enthalten die Modelle in der Regel Variablen, die vom Experimen-
tator eingestellt oder gewa¨hlt werden ko¨nnen, um das Prozeßverhalten zu beeinflussen.
Wir nennen diese in dieser Arbeit Steuerungen. Sie und die Gro¨ßen zur Beschreibung
des Meßlayouts werden uns als Optimierungsvariablen zur Optimalen Versuchsplanung
dienen.
The experimenter controls the experimental conditions,
wheras “nature” determines the parameters. [93]
A(t, y(t), z(t), p, q) y˙(t) = f(t, y(t), z(t), p, q, u(t))
0 = g(t, y(t), z(t), p, q, u(t))
Abbildung 1.2: Die Modellierung der in dieser Arbeit betrachteten Prozesse ergibt
Differentiell-Algebraische Gleichungssysteme. Siehe Kapitel 2 bis 3.
1.1.2 Optimale Versuchsplanung zur Parameterscha¨tzung
Zur Anpassung des Modells an die experimentellen Daten lo¨sen wir beschra¨nkte nichtli-
neare Parameterscha¨tzprobleme. Da die Eingangsdaten der Parameterscha¨tzung, also die
Meßdaten, in der Regel mit statistischen Fehlern behaftet sind, sind auch die Ausgabe-
daten, also die gescha¨tzten Parameter, Zufallsgro¨ßen. Die Gu¨te der Parameterscha¨tzung
la¨ßt sich durch Konfidenzgebiete des Scha¨tzers quantifizieren. Die Gro¨ße und Gestalt der
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Dynamischer Prozeß
Experimente
Modellierung
Parameterschätzung
Simulation Prozeßoptimierung
Optimale
Versuchsplanung
komplexe
beschränkte nichtlineare
Optimierungsprobleme
*
*
*
*
Abbildung 1.3: Auftreten nichtlinearer Optimierungsprobleme
Konfidenzgebiet
der geschätzten Parameter
Experimentelle Situation 1 Experimentelle Situation 2
schlecht
Meßdaten
gut
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Abbildung 1.4: Da die Meßdaten mit einem statistischen Fehler behaftet sind, ergeben
sich fu¨r die Parametescha¨tzung — je nach experimenteller Situation verschieden große —
(linearisierte) Konfidenzgebiete. Siehe Kapitel 4.
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Konfidenzgebiete ha¨ngt von den experimentellen Bedingungen und dem Meßlayout ab,
siehe Abbildung 1.4.
In dieser Arbeit beschreiben wir Na¨herungen der Konfidenzgebiete durch die Kovarianz-
matrix im Lo¨sungspunkt des Parameterscha¨tzproblems und formulieren Optimale Ver-
suchsplanungsprobleme als die Minimierung von Gu¨tekriterien auf der Kovarianzmatrix
unter gegebenen Beschra¨nkungen an die Versuchsplanungsgro¨ßen (Steuerungen und Meß-
entwurfsgro¨ßen) sowie an das Verhalten des Prozesses.
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
Abbildung 1.5: Kovarianzmatrix eines beschra¨nkten Parameterscha¨tzproblems. Siehe Ka-
pitel 4 bis 5.
Dadurch erhalten wir nichtlineare beschra¨nkte Optimalsteuerungsprobleme. Eine beson-
dere Schwierigkeit besteht darin, daß die Zielfunktion von Sensitivita¨ten des Parame-
terscha¨tzproblems und damit von Ableitungen der Lo¨sung des zugrundeliegenden DAE-
Systems nach den Parametern abha¨ngt.
Zur Lo¨sung dieser Probleme mit SQP-Verfahren ist eine effiziente Ableitungserzeugung
erforderlich, die insbesondere auch gemischte zweite Ableitungen der Trajektorien nach
Parametern und Steuerungen bereitstellen muß. Wir benutzen dazu Techniken der Inter-
nen Numerischen Differentiation und der Automatischen Differentiation.
Eine weitere Schwierigkeit besteht in der Ganzzahligkeit der Meßentwurfsgro¨ßen. Diese
behandeln wir mit geeigneten Relaxierungen und Heuristiken.
Ha¨ufig mu¨ssen nicht nur einzelne Experimente, sondern ganze Versuchsreihen entwor-
fen werden, wobei auch schon durchgefu¨hrte Vorexperimente mitberu¨cksichtigt werden
sollen. Unsere Algorithmen sind speziell zur Behandlung solcher Mehrfachexperimentpro-
bleme konzipiert, so daß in den numerischen Berechnungen die sich daraus ergebenden
Strukturen effizient ausgenutzt werden ko¨nnen.
Bei nichtlinearen Modellen ha¨ngt die Kovarianzmatrix nicht nur von den Versuchspla-
nungsgro¨ßen, sondern auch von den — a priori unbekannten oder schlecht bestimmten —
Parameterwerten ab. Um Versuchspla¨ne zu erhalten, die unempfindlich gegen die Unsi-
cherheit der Parameterwerte sind, schlagen wir zwei Ansa¨tze der Robusten Versuchspla-
nung vor.
1.1.3 Implementierung und praktische Anwendung
Ein wichtiger Bestandteil dieser Arbeit ist die praktische Implementierung der Methodik
in dem Softwarepaket VPLAN.
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min
p,x
1
2
M∑
i=1
(
ηi − hi(ti, x(ti), p, q)
σi
)2
s. t.
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u)
0 = g(t, y, z, p, q, u)
0 = dˆ(x(t1), . . . , x(tKˆ), p, q)
min
q,u,w,x
φ(C)
C ist die Kovarianzmatrix im Lo¨sungspunkt
des beschra¨nkten Parameterscha¨tzproblems
min
p,s
1
2
M∑
i=1
wi · (ηi − hi(ti, x(ti, p, q, u, s), p, q))
2
ςi(x(ti, p, q, u, s), q)2
0 = d(x(t1, p, q, u, s), . . . , x(tK , p, q, u, s), p, q, s).
Nebenbedingungen sind das DAE-System
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u)
0 = g(t, y, z, p, q, u)
sowie
lo ≤ ψˆ(t, x, p, q, u, w) ≤ up,
0 = χˆ(t, x, p, q, u, w)
und
w ∈ {0, 1}M .
Abbildung 1.6: Optimierungsprobleme zur Parameterscha¨tzung (links) und Optimalen
Versuchsplanung (rechts). Siehe Kapitel 4 bis 5.
phosphin
urethan
vpbimolkat
...
examples target src
bin
lib
obj
include
etc
doit
scripts
vplan
daesol
parfit
...
vplan
daesol
parfit
...
modules
vplanroot
phosphin
urethan
vpbimolkat
...
in
out
mess
plot
fortran
doit
make
Abbildung 1.7: Verzeichnisstruktur der Software VPLAN (links). Screenshot einer grafi-
schen Benutzeroberfla¨che (rechts). Siehe Kapitel 9.
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Abbildung 1.8: Reaktoren bzw. Reaktionsschemata der vier betrachteten Anwendungs-
beispiele: Phosphinreaktion, Urethanreaktion, mehrphasige Veresterungsreaktion, Bimo-
lekulare Katalyse (von links nach rechts). Siehe Kapitel 10.
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Mit diesem Programm ko¨nnen allgemeine Anwendungen der Problemklasse Optimale
Mehrfachexperiment-Versuchsplanungsprobleme fu¨r nichtlineare DAE-Systeme modelliert
und gelo¨st werden. Außerdem beinhaltet die Software auch die Behandlung von Simula-
tions- und Parameterscha¨tzaufgaben. VPLAN besitzt eine flexible und benutzerfreundli-
che Bedienungsschnittstelle, grafische Benutzeroberfla¨chen und Visualisierungstools.
Mit VPLAN wurden bereits zahlreiche Anwendungsbeispiele gerechnet. In dieser Arbeit
stellen wir eine Auswahl dar und demonstrieren daran die erfolgreiche Funktionsweise von
Methodik und Software. VPLAN wird erfolgreich in der industriellen Praxis eingesetzt.
1.2 Einordnung der Arbeit in das Fachgebiet
1.2.1 Lineare und Nichtlineare Versuchsplanung
Zum Entwurf von Experimenten ist die Lineare Versuchsplanung seit langem etabliert.
Bei ihr werden lineare Regressionsmodelle betrachtet, das heißt die Modellantwort ha¨ngt
linear von den Parametern p ab:
ηi = hi(q)
Tp+ i, i = 1, . . . ,M.
Das Lehrbuch von Mead [78] behandelt statistische Prinzipien zur Versuchsplanung bei
linearen Modellen. Eine Einfu¨hrung in die Optimale Lineare Versuchsplanung gibt das
Buch von Atkinson und Donev [7]. Die Standardwerke von Fedorov [44] und Pukelsheim
[93] enthalten ausfu¨hrliche Darstellungen zur Theorie und Anwendung dieser Methodik.
Einfu¨hrungs- und U¨bersichtsartikel liegen außerdem vor von Atkinson [9, 5, 6], Nishii [82]
sowie Draper und Pukelsheim [39]. Letztere geben dabei insbesondere eine historische
Einfu¨hrung in die Versuchsplanung.
Cook und Fedorov [33] sowie Fedorov und Hackl [46] behandeln beschra¨nkte lineare Ver-
suchsplanungsprobleme und geben numerische Methoden zu deren Lo¨sung an. Fedorov
und Hackl [45] untersuchen speziell Spatial Sampling, die Plazierung der Messungen bzw.
Beobachtungen.
Die Methodik kann fu¨r nichtlineare Regressionsmodelle
ηi = hi(p, q) + i, i = 1, . . . ,M
verallgemeinert werden. Eine unfassende Darstellung u¨ber nichtlineare Parameterscha¨t-
zung gibt zum Beispiel das Lehrbuch von Seber und Wild [107]. Sehr kleine Beispiele zur
Nichtlinearen Optimalen Versuchsplanung, bei denen Gleichungen und Optimierung ana-
lytisch gelo¨st werden, werden zum Beispiel von Haines [60] oder Rudolph und Herrendo¨rfer
[101] betrachtet. Dov´i, Reverberi und Acevedo-Duarte [37] behandeln ein Beispiel aus der
chemischen Reaktionskinetik, bei dem Reaktionsgeschwindigkeiten direkt gemessen wer-
den, so daß keine Differentialgleichungen formuliert oder gelo¨st werden mu¨ssen.
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Will man dynamische Prozesse modellieren, ha¨ngt die Modellfunktion im allgemeinen
von der Lo¨sung eines Differentialgleichungssystems (hier Differentiell-Algebraisches Glei-
chungssystem) ab:
ηi = hi(t, x(t), p, q, u) + i, i = 1, . . . ,M,
wobei x(t) = (y(t), z(t)) ein DAE-System erfu¨llt
A(t, y(t), z(t), p, q) y˙(t) = f(t, y(t), z(t), p, q, u(t))
0 = g(t, y(t), z(t), p, q, u(t)).
Fu¨r spezielle Beispiele aus der chemischen Reaktionskinetik, bei denen sich die Diffe-
rentialgleichungen analytisch lo¨sen lassen, berechnen Reilly, Bajramovic, Blau, Branson
und Sauerhoff [98], Qureshi, Ng und Goodwin [95] oder Oinas, Turunen und Haario [86]
Versuchspla¨ne. Bei Lohmann, Bock und Schlo¨der [75] bzw. Lohmann [74] ha¨ngt die Dy-
namik nicht von den Versuchsplanungsgro¨ßen ab, optimiert wird nur u¨ber die Meßent-
wurfsgro¨ßen.
Baltes, Schneider, Sturm und Reuss [10] modellieren ein unstrukturiertes Wachstums-
modell aus der Bioverfahrenstechnik mit einer gewo¨hnlichen Differentialgleichung und
betrachten dafu¨r unbeschra¨nkte Parameterscha¨tzprobleme und deren Kovarianzmatrix.
Eine Zielfunktion darauf minimieren sie durch ableitungsfreie
”
Optimierung“ mit dem
Nelder-Mead-Verfahren. In der Arbeit von Hilf [65] wird eine Anwendung aus der Me-
chanik untersucht. Da das Modell nicht steif ist, kann ein expliziter Integrator verwendet
werden. Dafu¨r wird eine spezielle Ableitungserzeugung hergeleitet und zur Versuchspla-
nung fu¨r unbeschra¨nkte Parameterscha¨tzung eingesetzt.
Bock [26] gibt effiziente numerische Methoden fu¨r beschra¨nkte nichtlineare Parameter-
scha¨tzprobleme in Systemen gewo¨hnlicher Differentialgleichungen an. Zur Sensitivita¨ts-
analyse fu¨r diese Probleme formuliert er erstmals die Kovarianzmatrix fu¨r den beschra¨nk-
ten Fall, siehe auch Lohmann [73]. Raum [97] berechnet Ableitungen der Kovarianzmatrix
nach Steuergro¨ßen fu¨r unbeschra¨nkte und beschra¨nkte Parameterscha¨tzprobleme.
Bei nichtlinearen Modellen ha¨ngt die Kovarianzmatrix von den Modellparametern ab.
Daher werden in der Literatur Ansa¨tze zur Robusten Versuchsplanung vorgeschlagen, die
diese Abha¨ngigkeit beru¨cksichtigen sollen.
Fedorov [44] schla¨gt eine sequentielle Vorgehensweise vor. Rasch [96] fu¨hrt anhand eines
konkreten Beispiels mittels Diskretisierung eine Untersuchung auf Robustheit durch. Dra-
per und Hunter [38] beru¨cksichtigen die Verteilung der Parameter durch eine Modifikation
der Zielfunktion. Bei Ford, Torsney und Wu [49] kann in einer speziellen Formulierung das
Design explizit in Abha¨ngigkeit der Parameter dargestellt werden. Pronzato und Walter
[92] benutzen Diskretisierungsmethoden, um den Erwartungswert oder den Worst Ca-
se zu minimieren. Alle diese Ansa¨tze beschra¨nken sich auf die Anwendung auf kleinste
Lehrbeispiele und kommen ohne Dynamik oder Numerik aus.
Eine verwandte Aufgabenstellung ist die Versuchsplanung zur Modelldiskriminierung. Da-
bei werden Experimente geplant, um unter konkurrierenden Modellen dasjenige zu bestim-
men, das den Prozeß am besten beschreibt. Zur Theorie dazu sei auf die Arbeiten von
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Atkinson und Fedorov [8], Ponce De Leon und Atkinson [71] oder O’Brien und Rawlings
[85] verwiesen. Die Anwendung dieser Methodik auf Probleme mit dynamischen Prozeß-
modellen wird von Dieses [35] oder Asprey [3] behandelt.
1.2.2 Eigene Vero¨ffentlichungen
Ein Teil der vorliegenden Arbeit entstand wa¨hrend der Mitarbeit des Autors im BMBF-
Projekt
”
Optimale Versuchsplanung fu¨r nichtlineare Prozesse“der Projektpartner Inter-
disziplina¨res Zentrum fu¨r Wissenschaftliches Rechnen der Universita¨t Heidelberg, Aventis,
BASF und Fachhochschule Frankfurt. Die Ergebnisse dieses Projekts sind in einer schrift-
lichen Projektpra¨sentation [87] und in einem Projektbericht [20] publiziert.
Wa¨hrend der Arbeit an dieser Dissertation entstanden u¨ber Teilaspekte mehrere Vero¨ffent-
lichungen. Einen U¨berblick u¨ber Problemformulierung, Methodik und Anwendungen gibt
[19], die Behandlung verschiedener Anwendungsbeispiele ist in [18] dargestellt. Die Artikel
[15] bzw. [68] behandeln Interne Numerische Differentiation fu¨r zweite Ableitungen bzw.
sequentielle Vorgehensweise und Mehrfachexperimente. Eine ausfu¨rliche Darstellung der
Methodik mit Schwerpunkt auf der Ableitungserzeugung und einer Anwendung auf ein
Beispiel der Reaktionskinetik gibt [16].
Unter Verwendung unserer Software VPLAN wurden weitere Anwendungsbeispiele be-
handelt. Dieses [36] setzt Methodik und Software zur Versuchsplanung beim Schadstoff-
transport in Bo¨den ein, Estler et al. [42] zur Untersuchung einer Enzymkinetik.
Diese Arbeit ordnet sich ein in das Gebiet des Wissenschaftlichen Rechnens. Dieses besteht
in der Verbindung von
• interdisziplina¨rer Untersuchung und Modellierung von praktischen Anwendungspro-
blemen zusammen mit Experten aus anderen naturwissenschaftlichen Fachgebieten,
• Neuentwicklungen in mathematischer Methodik und numerischen Verfahren,
• der Implementierung der Algorithmen und Datenstrukturen
• und der Entwicklung eines leistungsfa¨higen Softwarepakets,
• das zur Lo¨sung einer allgemeinen Klasse praxisrelevanter Probleme eingesetzt wer-
den kann
• und auch tatsa¨chlich eingesetzt wird.
1.3 U¨berblick u¨ber den Inhalt der Arbeit
In Kapitel 2 geben wir einen U¨berblick u¨ber die Modellierung chemischer Reaktionssyste-
me. Wir erhalten dabei nichtlineare Systeme von Differentiell-Algebraischen Gleichungen,
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die in der Regel steif sind. Die in diesem Kapitel diskutierten Prinzipien wenden wir in
dieser Arbeit an, um die konkreten Anwendungsbeispiele in Kapitel 10 zu modellieren.
In Kapitel 3 betrachten wir zur Lo¨sung von DAE-Systemen lineare Mehrschrittverfahren.
Dabei zeigt sich, daß BDF-Verfahren fu¨r die Probleme dieser Arbeit besonders geeignet
sind.
Kapitel 4 behandelt nichtlineare beschra¨nkte Parameterscha¨tzprobleme. Wir gehen auf
Gauß-Newton-Verfahren zu deren Lo¨sung ein und diskutieren Ansa¨tze zur Parametrisie-
rung der DAE-Modellgleichungen. Die Sensitivita¨tsanalyse im Lo¨sungspunkt der Parame-
terscha¨tzung liefert uns die Kovarianzmatrix und Na¨herungen der Konfidenzgebiete.
In Kapitel 5 formulieren wir darauf aufbauend Nichtlineare Optimale Versuchsplanungs-
probleme. Als Methode zu deren Lo¨sung schlagen wir SQP-Verfahren vor. Wir diskutieren
außerdem die Behandlung der Ganzzahligkeitsproblematik.
Die Berechnung und Bereitstellung der beno¨tigten Ableitungen wird in Kapitel 6 behan-
delt. Wir bewerkstelligen dies durch den Einsatz von Matrixableitungskalku¨l und Interner
Numerischer Differentiation in Verbindung mit Automatischer Differentiation.
In Kapitel 7 verallgemeinern wir die Problemformulierungen auf Mehrfachexperimentpro-
bleme und zeigen, wie diese effizient unter Ausnutzung der auftretenden Strukturen gelo¨st
werden ko¨nnen.
Kapitel 8 bescha¨ftigt sich mit Robuster Versuchsplanung. Wir schlagen zwei Ansa¨tze
dafu¨r vor, eine sequentielle Vorgehensweise aus Optimaler Versuchsplanung, Versuchs-
durchfu¨hrung und Parameterscha¨tzung sowie einen Worst-Case-Ansatz zur Einbeziehung
der Parameterstreuung.
Die Implementierung der numerischen Methoden zur Nichtlinearen Optimalen Versuchs-
planung im Softwarepaket VPLAN ist Gegenstand von Kapitel 9. Wir stellen Leistungs-
umfang und Bedienung des Programms vor und geben einen U¨berblick u¨ber die Struktur
des Programmpakets und spezielle Techniken bei der Softwareentwicklung.
Schließlich demonstrieren wir in Kapitel 10 anhand vier ausgewa¨hlter Praxisanwendun-
gen aus chemischer Reaktionskinetik und Verfahrenstechnik den erfolgreichen Einsatz der
Methodik und Software. Wir ko¨nnen dabei zeigen, daß die sequentielle Optimale Ver-
suchsplanung einer intuitiven Versuchsplanung bezu¨glich Effizienz und Effektivita¨t weit
u¨berlegen ist, daß auch sehr komplexe mehrphasige Modelle erfolgreich behandelt werden
ko¨nnen und daß die Robuste Versuchsplanung erfolgreich zur Reduzierung der Parame-
terabha¨ngigkeit von optimalen Designs eingesetzt werden kann.
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Kapitel 2
Modellierung chemischer
Reaktionssysteme
In diesem Kapitel werden grundlegende Begriffe und Zusammenha¨nge aus der Physikali-
schen Chemie und der Chemischen Verfahrenstechnik vorgestellt. Sie bilden den Rahmen
zur Aufstellung mathematischer Modelle fu¨r chemische Reaktionssysteme. Wir gehen hier
insbesondere ein auf Reaktionskinetik, chemische Gleichgewichte, Thermodynamik, Re-
aktionstechnik und Bilanzen. Darstellungen, die auch weiterfu¨hrende Aspekte und Hin-
tergru¨nde behandeln, findet man zum Beispiel in [12], [4], [116], [91], [80]. In Kapitel 10
stellen wir mehrere Beispielanwendungen vor, die nach den Prinzipien dieses Kapitels mo-
delliert wurden und auf die die in dieser Arbeit behandelten Methoden zur Simulation,
Parameterscha¨tzung und Versuchsplanung angewendet wurden.
2.1 U¨berblick
Die zeitliche A¨nderung der Zusammensetzung des Gemischs eines chemischen Reaktions-
systems wird durch die Reaktionskinetik beschrieben. Ihre Geschwindigkeitsgesetze erge-
ben Differentialgleichungen fu¨r die Stoffmengen n oder die Konzentrationen c der an den
Reaktionen beteiligten Spezies.
Das Reaktionsverhalten ist in der Regel temperaturabha¨ngig. Entweder kann die Reak-
tionstemperatur direkt vom Experimentator gesteuert werden. Oder man modelliert die
Wa¨rmebilanz des Prozesses mittels Reaktionswa¨rme und Wa¨rmeaustausch mit den Ge-
setzen der Thermodynamik. Dadurch erha¨lt man eine Differentialgleichung fu¨r die Tem-
peratur T oder die Wa¨rme Q.
Wichtig bei der Modellierung ist die Beachtung von Bilanzen und Erhaltungssa¨tzen, zum
Beispiel Massenerhaltung oder Stoffmengenbilanz.
Fu¨r 0-D-instationa¨re oder 1-D-stationa¨re Prozesse erha¨lt man Systeme aus Differential-
gleichungen und algebraischen Gleichungen
A(t, y(t), z(t), p, q) y˙(t) = f(t, y(t), z(t), p, q, u(t))
0 = g(t, y(t), z(t), p, q, u(t)).
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Dabei ist t fu¨r 0-D-instationa¨re Prozesse die Zeit, fu¨r 1-D-stationa¨re Prozesse steht es fu¨r
die Ortskoordinate. y bzw. z bezeichnen die differentiellen bzw. algebraischen Zustands-
variablen. Die mathematische und numerische Behandlung solcher DAEs diskutieren wir
in Kapitel 3. Stationa¨re Prozesse mit ra¨umlichen Inhomogenita¨ten in zwei oder mehr Di-
mensionen und instationa¨re Prozesse in ein oder mehr Dimensionen ergeben Systeme von
partiellen Differentialgleichungen. Oft ko¨nnen diese mit der Linienmethode [103, 118] in
DAE-Systeme transformiert werden.
Meist enthalten die Modelle Gro¨ßen, deren Werte man nicht oder nur ungenau kennt.
Wir nennen diese Variablen Parameter p. Zum Beispiel ko¨nnen dies Kinetikkonstanten,
Reaktionsordnungen, Reaktionsenthalpien oder Gleichgewichtskonstanten sein. Ziel der
Untersuchungen in dieser Arbeit ist die mo¨glichst genaue Bestimmung dieser Parameter.
Mathematische Methoden zu deren Scha¨tzung aus experimentellen Daten behandeln wir
in Kapitel 4.
Bestandteil der Modelle ist aber auch die Reaktionstechnik. Die Durchfu¨hrung des Pro-
zesses ha¨ngt erheblich vom Reaktortyp und der Reaktionsfu¨hrung ab. Die Beeinflussung
des Prozeßverhaltens durch den Experimentator wird im Modell durch die Steuergro¨ßen q
angegeben. Diese beschreiben typische Reaktionsbedingungen wie zum Beispiel das Reak-
torvolumen, die Mengen der Einwaagen im Reaktor und in den Eintra¨gen oder im isother-
men Fall die Reaktionstemperatur. Manche Versuchsbedingungen ko¨nnen zeitlich variabel
gefu¨hrt werden, zum Beispiel die Steuerung der Zula¨ufe oder das Profil der Ku¨hlung oder
Heizung. Diese Variablen nennen wir Steuerfunktionen u(t). Steuergro¨ßen und Steuer-
funktionen sind in der Optimalen Versuchsplanung neben der Auswahl der Messungen
die Variablen, die man optimieren kann, um mo¨glichst aussagekra¨ftige Experimente bei
gegebenen experimentellem Aufwand zu bestimmen, siehe Kapitel 5.
2.2 Kinetik chemischer Reaktionen
2.2.1 Reaktionsgeschwindigkeit
Bei einer chemischen Reaktion
(−ν1)A1 + . . .+ (−νm1)Am1 → νm1+1Am1+1 + . . .+ νmAm
reagieren die Edukte A1, . . . , Am1 zu den Reaktionsprodukten Am1+1, . . . , Am. In der Re-
aktionsgleichung sind die sto¨chiometrischen Koeffizienten νi negativ fu¨r die Edukte und
positiv fu¨r die Produkte.
Im allgemeinen treten Reaktionssysteme mit n Reaktionen und m Spezies auf. Hierbei
ko¨nnen die Stoffe A1 bis Am in verschiedenen Reaktionen sowohl als Edukte als auch als
Produkte vorkommen. Die Sto¨chiometriekoeffizienten νji, i = 1, . . . ,m, j = 1, . . . , n kann
man in der Sto¨chiometriematrix
ν =

 ν11 · · · ν1m... ...
νn1 · · · νnm


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zusammenfassen. Dabei ist νji < 0, falls Spezies i in Reaktion j ein Edukt ist, νji > 0,
falls Spezies i in Reaktion j ein Produkt ist, und νji = 0, falls Spezies i nicht an Reaktion
j teilnimmt.
Zur Definition der Reaktionsgeschwindigkeit ist es sinnvoll, zuna¨chst einzelne Reaktionen
zu betrachten.
Die Molzahl- oder Stoffmengena¨nderungen der Spezies sind gegeben durch
∆ni := ni − ni,0, i = 1, . . . ,m
mit den Anfangsstoffmengen ni,0, i = 1, . . . ,m. Es gilt dann: ∆ni < 0 fu¨r Edukte und
∆ni > 0 fu¨r Produkte.
Wenn keine Komponenten zu- oder abgefu¨hrt werden, ist aufgrund der Sto¨chiometrie
∆n1
ν1
= . . . =
∆nm
νm
.
Diesen Quotienten nennt man Reaktionsfortschritt, Reaktionslaufzahl oder Formelumsatz :
ξ :=
∆ni
νi
.
Dann gilt:
ni,R = ni,0 + νi · ξ.
In der Reaktionskinetik interessiert man sich fu¨r den zeitlichen Ablauf von Reaktionen.
Differenziert man die letzte Gleichung nach der Zeit t, so erha¨lt man
n˙i,R =
dni
dt
= νi · dξi
dt
.
Als Reaktionsgeschwindigkeit bezeichnet man
r :=
1
V
· dξ
dt
,
die Anzahl der Formelumsa¨tze pro Zeit- und Volumeneinheit.
Die Kenntnis bzw. Bestimmung der Reaktionsgeschwindigkeit ist wichtig,
• um die Zusammensetzung der Reaktionsmischung berechnen oder vorausberechnen
zu ko¨nnen
• und um Hinweise fu¨r das theoretische Versta¨ndnis des Reaktionsmechanismus zu
erhalten.
20 KAPITEL 2. MODELLIERUNG CHEMISCHER REAKTIONSSYSTEME
2.2.2 Geschwindigkeitsgesetze
Fu¨r die Reaktionsgeschwindigkeit ko¨nnen ha¨ufig Geschwindigkeitsgesetze angegeben wer-
den. Bei vielen Reaktionen ha¨ngt die Geschwindigkeit von den Konzentrationen der Eduk-
te ab:
r = k ·
∏
Edukte
cαii .
Der konzentrationsunabha¨ngige Term k heißt Geschwindigkeitskonstante. αi ist die Ord-
nung der Reaktion bezu¨glich Edukt i, im allgemeinen ist sie ungleich dem Sto¨chiometrie-
koeffizienten (−νi). Ordnungen ko¨nnen 0,1,2,. . . sein oder auch gebrochen. Die Gesamt-
ordnung der Reaktion ist die Summe aller einzelnen Ordnungen.
Nicht alle Geschwindigkeitsgesetze haben jedoch diese Form. Zum Beispiel ko¨nnen auch
die folgenden Fa¨lle vorkommen:
• Auch Konzentrationen von Produkten ko¨nnen die Reaktionsgeschwindigkeit beein-
flussen.
• Geschwindigkeitsgesetze ko¨nnen durch kompliziertere Gleichungen beschrieben wer-
den, zum Beispiel
r =
k1 · cA · c
1
2
B
cB + k2 · cC .
Dann kann man keine Ordnungen angeben.
• Wenn die Konzentration eines oder mehrerer Edukte sehr groß und daher praktisch
konstant ist, kann das Geschwindigkeitsgesetz vereinfacht werden. Man spricht dann
von Reaktionen pseudo-erster, pseudo-zweiter, . . . Ordnung.
In der Regel kann das Geschwindigkeitsgesetz nicht aus der chemischen Reaktionsglei-
chung abgeleitet werden, es muß experimentell bestimmt werden.
2.2.3 Elementarreaktionen und Reaktionsmechanismen
Durch eine sto¨chiometrische Reaktionsgleichung wird meist nur die Bilanzgleichung einer
chemischen Reaktion angegeben. In Wirklichkeit finden aber viele einzelne Schritte statt,
sogenannte Elementarreaktionen. Deren Abfolge und Zusammenwirken bestimmen den
Reaktionsmechanismus der Gesamtreaktion.
Da sich Bildungs- beziehungsweise Zersetzungsgeschwindigkeiten von Spezies bei mehr
als einer Reaktion addieren, la¨ßt sich das Geschwindigkeitsgesetz der Gesamtreaktion aus
den Geschwindigkeitsgesetzen der Elementarreaktionen ableiten.
Fu¨r Elementarreaktionen kann man Geschwindigkeitsgesetze direkt angeben, sie sind be-
stimmt durch die Molekularita¨t der Elementarreaktion, das heißt durch die Anzahl der
Moleku¨le oder Atome, die an der Reaktion teilnehmen. Folgende Fa¨lle sind zu unterschei-
den:
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• Unimolekulare Reaktionen: Ohne Beteiligung eines Reaktionspartners zerfa¨llt oder
isomerisiert ein Ausgangsmoleku¨l: Die Geschwindigkeit ist proportional zur Kon-
zentration des Ausgangsstoffes:
r = k · cA,
es handelt sich um eine Reaktion erster Ordnung.
• Bimolekulare Reaktionen: Zwei Moleku¨le oder Atome begegnen sich. Die Geschwin-
digkeit ist proportional zur Konzentration beider Reaktionspartner:
r = k · cA · cB,
die Reaktion ist zweiter Ordnung.
• Tri- und mehr-molekulare Reaktionen: Drei oder mehr Moleku¨le oder Atome begeg-
nen sich. Da solche Ereignisse sehr unwahrscheinlich sind, kommen diese Elemen-
tarreaktionen nur sehr selten vor.
Die Summe der Elementarreaktion ergibt die Gesamtreaktion. Dabei kann zum Beispiel
folgendes vorkommen:
• Hin- und Ru¨ckreaktionen finden statt.
• Produkte aus einem Schritt sind Edukte in den folgenden Schritten.
• Zwischenprodukte werden gebildet und wieder verbraucht.
Kennt man den Reaktionsmechanismus, kann man das Geschwindigkeitsgesetz der Ge-
samtreaktion herleiten. Wenn dabei eine Elementarreaktion viel langsamer ist als alle
anderen, bestimmt sie die Geschwindigkeit der Gesamtreaktion. Man nennt sie dann ge-
schwindigkeitsbestimmenden Schritt.
Abbildung 2.1: Geschwindigkeitsbestimmender Schritt im Mechanismus einer chemischen
Reaktion
Hat man einen Reaktionsmechanismus aufgestellt und daraus ein Geschwindigkeitsgesetz
bestimmt, das sich experimentell besta¨tigen la¨ßt, heißt das nicht, daß der Mechanismus auf
jeden Fall der richtige ist. Eine andere Abfolge von Elementarreaktionen ko¨nnte dieselbe
Reaktionsgeschwindigkeit ergeben. Kinetische Betrachtungen ko¨nnen einen Reaktionsme-
chanismus also nur stu¨tzen, aber nicht beweisen.
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2.2.4 Abha¨ngigkeit der Reaktionsgeschwindigkeit von der Tem-
peratur
Reaktionsgeschwindigkeiten werden beeinflußt durch
• die Konzentrationen der Reaktionspartner,
• die Oberfla¨chen reagierender Ko¨rper,
• die Temperatur und den Druck
• und Katalysatoren oder Inhibitoren.
In diesem Abschnitt wollen wir den Temperatureinfluß diskutieren.
Viele Reaktionen, vor allem, aber nicht nur in der Gasphase, zeigen das Arrhenius-
Verhalten
k = A · e− EaR·T .
R = 8.31J ·K−1 ·mol−1 ist die universelle Gaskonstante und T die Temperatur in Kelvin.
A und Ea sind fu¨r die Reaktion charakteristische Konstanten, A heißt pra¨exponentieller
Faktor oder Frequenzfaktor und Ea Aktivierungsenergie.
Durch Betrachtung der molekularen Reaktionskinetik kann man Geschwindigkeitsgesetze
erkla¨ren und Geschwindigkeitskonstanten berechnen. Die Stoßtheorie fu¨r Reaktionen in
der Gasphase ist ein Ansatz, mit dessen Hilfe man die Arrhenius-Beziehung herleiten
kann.
Wir betrachten eine bimolekulare Elementarreaktion
A+B → C.
Die Moleku¨le ko¨nnen nur dann miteinander reagieren, wenn sie mit so viel kinetischer
Energie zusammentreffen, daß dadurch Bindungen aufgebrochen werden.
Die Stoßdichte ZAB ist die Zahl von A-B-Sto¨ßen pro Zeit- und Volumeneinheit. Sie wird
durch die folgende Formel beschrieben:
ZAB = σ ·
(
8 · kB · T
pi · µ
) 1
2
·N2A · cA · cB
mit dem Stoßquerschnitt σ = pi2 · d2, wobei d = 1
2
· (dA + dB) der Radius der Tref-
ferfla¨che ist und dA und dB die Durchmesser der Moleku¨le. µ =
mA·mB
mA+mB
ist die redu-
zierte Masse, kB = 1.38066 · 10−23J ·K−1 die Boltzmann-Konstante, pi = 3.141 . . . und
NA = 6.02214 · 1023mol−1 die Avogadrosche Konstante.
σ ist die Trefferfla¨che fu¨r reaktive und nichtreaktive Sto¨ße. Multipliziert man diese mit dem
sterischen Faktor P  1, erha¨lt man den Stoßquerschnitt fu¨r Teilchen, die an Reaktionen
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teilnehmen. P ha¨ngt von den speziellen Moleku¨len ab, dabei gilt, je komplizierter die
Moleku¨le, desto kleiner ist P .
Nach der Stoßtheorie ist die A¨nderung der molaren Konzentration von A gleich der Stoß-
dichte multipliziert mit der Wahrscheinlichkeit f , daß ein Stoß energiereich genug ist, um
zur Reaktion zu fu¨hren:
c˙A = −f · P · ZAB
NA
.
Fu¨r einen erfolgreichen Stoß sei die kinetische Mindestenergie Emin. Aus der Boltzmann-
verteilung folgt
log f = −Emin
R · T .
Also betra¨gt die Reaktionsgeschwindigkeit
r = f · P · ZAB
NA
= e−
Emin
R·T · P · σ ·
(
8 · kB · T
pi · µ
) 1
2
·NA · cA · cB.
Die Aktivierungsenergie ist somit gleich Emin, und fu¨r den Frequenzfaktor gilt
A = P · σ ·
(
8 · kB · T
pi · µ
) 1
2
·NA.
Dies ist der Wert, den die Geschwindigkeitskonstante ha¨tte, wenn alle Sto¨ße erfolgreich
wa¨ren. Der Frequenzfaktor ha¨ngt somit doch von der Temperatur ab, meistens kann diese
Wurzel-Abha¨ngigkeit gegenu¨ber dem exponentiellen Term aber vernachla¨ssigt werden.
Man kann der Arrhenius-Beziehung auch eine Korrektur hinzufu¨gen, dann setzt man fu¨r
die Geschwindigkeitskonstante
k = A · tβ · e− EAR·T
an.
Bemerkung 2.2.1 Die einzelnen Terme der Reaktionsgeschwindigkeit
r = P · ZAB
NA
· f
beschreiben verschiedene Kriterien:
• P modelliert die lokalen Eigenschaften der Reaktanten,
• ZAB
NA
das Zusammentreffen der Teilchen und
• f das Energiekriterium.
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2.2.5 Katalysatoren und Inhibitoren
Katalysatoren sind Substanzen, deren Zugabe die Geschwindigkeit einer Reaktion er-
ho¨hen, ohne daß sie bei der Reaktion verbraucht werden. Ihre Wirkung besteht darin, daß
die Reaktion auf einem anderen Reaktionsweg ermo¨glicht wird, dessen geschwindigkeits-
bestimmender Schritt eine kleinere Aktivierungsenergie hat. Man unterscheidet homogene
Katalyse und heterogene Katalyse, je nachdem, ob der Katalysator in derselben oder einer
anderen Phase als die Reaktionsmischung vorliegt. Katalysatoren beschleunigen auch die
Ru¨ckreaktionen. Katalysatoren ko¨nnen im Laufe von Reaktionen unwirksam werden, zum
Beispiel durch Ablagerungen auf der Katalysatoroberfla¨che. Dann spricht man von Ver-
giftung des Katalysators. Enzyme sind — meist sehr wirkungsvolle — Biokatalysatoren.
Inhibitoren bremsen chemische Reaktionen.
2.3 Chemische Gleichgewichte
Ein chemisches Reaktionsgemisch ist im Gleichgewicht, wenn sich die Konzentrationen der
beteiligten Spezies nicht mehr a¨ndern. Meist handelt es sich um dynamische Gleichgewich-
te, dann laufen Hin- und Ru¨ckreaktionen mit gleicher Geschwindigkeit ab. Der Gleichge-
wichtszustand ergibt sich als Lo¨sung der Differentialgleichungen fu¨r die Reaktionskinetik.
Er kann jedoch auch direkt durch das Massenwirkungsgesetz modelliert werden. Dies ist
besonders dann sinnvoll, wenn sich das Gleichgewicht sehr schnell oder praktisch instantan
einstellt.
2.3.1 Massenwirkungsgesetz
Quantitativ ko¨nnen chemische Gleichgewichte durch das Massenwirkungsgesetz beschrie-
ben werden. Es gilt im Gleichgewichtszustand mit ci = cg,i, i = 1, . . . ,m:
m∏
i=1
cνig,i = KC .
Die (konzentrationsbezogene) Gleichgewichtskonstante KC ist die charakteristische Gro¨ße
fu¨r die Zusammensetzung des Gleichgewichts. Sie ha¨ngt nicht von den Konzentrationen
ab. Die Exponenten sind die Sto¨chiometriekoeffizienten νi.
Ist KC < 1, liegt das Gleichgewicht auf der Seite der Edukte, fu¨r KC > 1 auf der Seite
der Produkte, und bei KC  1 la¨uft die Reaktion vollsta¨ndig ab. Da
∏m
i=1 c
νi
g,i konstant
ist, ko¨nnen durch Entfernen oder Hinzufu¨gen gewisser Reaktionsteilnehmer die Gleich-
gewichtskonzentrationen verschoben werden. Es gilt das Prinzip von Le Chatelie´r: Ein
dynamisches Gleichgewicht hat die Tendenz, einer A¨nderung der Umgebungsbedingun-
gen entgegenzuwirken.
Ist ein chemisches System nicht im Gleichgewicht, so nennt man
m∏
i=1
cνii =: QC
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den Reaktionsquotienten. Er beschreibt die Tendenz der Richtung, in der die Reaktion ab-
laufen kann: Ist QC < KC , besteht die Tendenz zur Bildung von Produkten, bei QC > KC
die Tendenz zur Bildung von Edukten, und fu¨r QC = KC ist das System im Gleichgewicht.
Ob die Reaktion tatsa¨chlich in der entsprechenden Richtung abla¨uft und wann sich der
Endzustand einstellt, ha¨ngt von der Reaktionsgeschwindigkeit ab.
Weil Katalysatoren Hin- und Ru¨ckreaktionen beeinflussen, haben sie keine Auswirkungen
auf die Gleichgewichtszusammensetzung.
Die Gleichgewichtskonstante ha¨ngt von der Temperatur ab.
2.3.2 Gleichgewichtskonstante und Reaktionsgeschwindigkeit
Da im chemischen Gleichgewicht Hin- und Ru¨ckreaktionen gleichschnell ablaufen, gilt fu¨r
alle Elementarreaktionen, aus denen sich der Reaktionsmechanismus zusammensetzt
khin ·
∏
Edukte
cg,i = kru¨ck ·
∏
Produkte
cg,i
beziehungsweise
khin
kru¨ck
=
∏
Produkte cg,i∏
Edukte cg,i
.
Zusammensetzen fu¨r die Gesamtreaktion ergibt fu¨r den Gleichgewichtszustand:
khin,1
kru¨ck,1
· khin,2
kru¨ck,2
· . . . =
∏
Produkte,1 cg,i∏
Edukte,1 cg,i
·
∏
Produkte,2 cg,i∏
Edukte,2 cg,i
· . . . =
m∏
i=1
cνig,i = KC .
Obwohl das Geschwindigkeitsgesetz einer Reaktion im allgemeinen nicht aus der Reakti-
onsgleichung bestimmt werden kann, kann man das Massenwirkungsgesetz daraus ablei-
ten. Das gilt fu¨r alle chemischen Reaktionen.
2.4 Grundbegriffe der Thermodynamik
Viele chemische Reaktionen werden isotherm durchgefu¨hrt, das heißt die Temperatur des
Reaktionsgemischs kann vom Experimentator konstant gehalten werden. Ist dies nicht
mo¨glich, zum Beispiel weil eine Reaktion mit starker Wa¨rmeproduktion verbunden ist,
muß man die Reaktionstemperatur mit den Gesetzen der Thermodynamik modellieren.
2.4.1 Wa¨rme und Volumenarbeit
Zwei Energieformen spielen in der Thermodynamik eine große Rolle: Wa¨rme und Volu-
menarbeit.
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Unter Wa¨rme versteht man Energie, die als Folge einer Temperaturdifferenz zwischen
einem System und seiner Umgebung ausgetauscht wird. Der Wa¨rmeinhalt Q eines System
der Masse m und der Temperatur T ist
Q = m · cp · T.
Dabei ist
m =
m∑
i=1
ni ·Mi
die Gesamtmasse (Molmassen Mi) und
cp =
m∑
i=1
mi
m
· cp,i
die spezifische Wa¨rme des Systems. Bei einer Temperatura¨nderung ∆T betra¨gt also die
Wa¨rmea¨nderung
∆Q = m · cp ·∆T,
wenn keine Phasena¨nderungen auftreten.
Die Volumenarbeit wird verrichtet durch die A¨nderung des Volumens ∆V beim Druck p:
W = p ·∆V.
2.4.2 Innere Energie und Enhalpie
Die innere Energie ist die Summe aller Energieformen des Systems. Nach dem Energie-
erhaltungssatz ist diese fu¨r abgeschlossene Systeme konstant. Ist das System nicht von
der Umgebung isoliert, bewirken Wa¨rmea¨nderung und Volumenarbeit die A¨nderung der
inneren Energie:
∆U = UEnde − UAnfang = ∆Q− p ·∆V.
Viele Reaktionen werden in offenen Gefa¨ßen bei konstantem Druck durchgefu¨hrt. Zur
Beschreibung dieser Systeme betrachtet man die Enthalpie. Sie ist definiert durch
H = U + p · V.
Fu¨r die Enthalpiea¨nderung gilt dann
∆H = ∆U + p ·∆V + ∆p · V = ∆Q+ ∆p · V
und bei konstantem Druck
∆H = ∆Q.
Die A¨nderung der Enthalpie ∆H entspricht also bei konstantem Druck der Wa¨rmea¨nde-
rung.
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2.4.3 Reaktionsenthalpie
Zur Beschreibung der Wa¨rmeproduktion oder des Wa¨rmeverbrauchs durch eine chemische
Reaktion betrachtet man die Reaktionsenthalpie. Damit bezeichnet man die A¨nderung der
Gesamtenthalpie des Systems bei einer chemischen Reaktion. Ist dabei ∆H < 0, fließt
Wa¨rme in die Umgebung, die Reaktion heißt exotherm. Bei endothermen Reaktionen ist
∆H > 0, Wa¨rme fließt in das System hinein.
Die Reaktionsenthalpie bei Standardbedingungen (Druck von 1, 01325 bar und Tempera-
tur von 298.15K) ∆H0R la¨ßt sich aus den tabelliert vorliegenden Standardbildungsenthal-
pien ∆H0b der Reaktionsteilnehmer berechnen:
∆H0R =
m∑
i=1
νi ·∆H0b,i.
Fu¨r die Temperaturabha¨ngigkeit der Reaktionsenthalpie gilt
∆HR = ∆H
0
R +
∫ T
T 0
m ·∆cp(T )dT.
Eine chemische Reaktion mit der Reaktionslaufzahl ξi erzeugt bei konstantem Druck die
Reaktionswa¨rme
QR,i = −∆HR,i · ξi.
Die gesamte zeitliche A¨nderung der Reaktionswa¨rme bei einem Reaktionssystem mit nR
Reaktionen ist dann
Q˙R(t) =
nR∑
i=1
dQR,i
dt
= −
nR∑
i=1
∆HR,i · dξi
dt
= −
nR∑
i=1
∆HR,i · V · ri.
Wa¨rmeproduktion bzw. Wa¨rmeverbrauch ha¨ngen also neben der Reaktionsenthalpie und
dem Volumen auch von den Reaktionsgeschwindigkeiten und damit der Kinetik des Pro-
zesses ab.
2.4.4 Wa¨rmeproduktion und Wa¨rmeaustausch
Außer durch die chemische Reaktion kann Wa¨rme auch durch Austausch mit der Umge-
bung zu- oder abgefu¨hrt werden.
Viele Reaktionen sind mit einer Heiz- bzw. Ku¨hlvorrichtung ausgestattet. Die Wa¨rme
wird u¨ber ein U¨bertragungsmedium ausgetauscht. Der Wa¨rmeaustausch la¨ßt sich dann
durch die Gleichung
Q˙W = kW · AW · (TW − T )
modellieren. kW ist dabei der Wa¨rmedurchgangskoeffizient, AW die Wa¨rmeaustausch-
fla¨che und TW die Temperatur des Wa¨rmeu¨bertragungsmediums.
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Werden Stoffe mit der Temperatur Te und der Masseneintragsrate m˙e in den Reaktor
zugegeben, so bewirkt dies ebenfalls eine Wa¨rmea¨nderung
Q˙e = m˙e · cp,e · Te.
2.4.5 Temperaturdifferentialgleichung
Aus diesen thermodynamischen Betrachtungen kann man eine Differentialgleichung fu¨r
die Reaktionstemperatur ableiten:
d
dt
(m · cp · T ) = Q˙R + Q˙W + Q˙e
=
(
−
nR∑
i=1
∆HR,i · V · ri + kW · AW · (TW − T ) + m˙e · cp,e · Te
)
.(2.1)
2.5 Chemische Reaktionstechnik
Chemische Reaktionen zu Produktions- oder Forschungszwecken, die kontrolliert ablaufen
sollen, werden im allgemeinen in Reaktoren durchgefu¨hrt. Abbildung 2.2 zeigt das Schema
eines chemischen Reaktors.
Reaktor
Unverbrauchte Edukte
und ReaktionsprodukteAusgangsstoffe (Edukte)
Anfangs−
bedingungen
Betriebs−
bedingungen
Abbildung 2.2: Schematische Darstellung eines chemischen Reaktors
Die Betriebsweise von Reaktoren wird unter anderem bestimmt durch
• die im Reaktor vorhandenen oder vorgelegten oder wa¨hrend der Reaktion zugefu¨hr-
ten oder abgezogenen und an der Reaktion beteiligten Komponenten wie Edukte,
Produkte, Lo¨sungsmittel oder Katalysatoren,
• die Phasenverha¨ltnisse des Reaktionsgemischs,
• die Temperaturfu¨hrung des Prozesses,
• die Reaktionsfu¨hrung und den
• Reaktortyp.
Auf Phasenverha¨ltnisse, Temperaturfu¨hrung, Reaktionsfu¨hrung und Reaktortyp wollen
wir in den folgenden Abschnitten eingehen.
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2.5.1 Phasenverha¨ltnisse
Man unterscheidet homogene einphasige Reaktionssysteme und heterogene Prozesse mit
zwei, drei oder mehr Phasen.
Bei mehrphasigen Prozessen mu¨ssen die Stoffe zur Reaktion die Phasen wechseln. Dies
geschieht an der sogenannten Phasengrenzfla¨che oder Stoffaustauschfla¨che.
Meistens gibt es eine zusammenha¨ngende Phase (kontinuierliche Phase) und darin verteil-
te Phasen (disperse Phasen). Beispiele sind zerkleinerte Feststoffe in Gas oder Flu¨ssigkeit,
Flu¨ssigkeitstropfen in Gas oder in anderer, nicht mischbarer Flu¨ssigkeit und Gasblasen in
Flu¨ssigkeit.
2.5.2 Temperaturfu¨hrung
Ursache fu¨r Temperatura¨nderungen sind Wa¨rmeaustausch und Wa¨rmeproduktion.
Man unterscheidet die folgenden Modi der Temperaturfu¨hrung:
• Isotherm: Die Temperatur der Reaktionsmasse ist ra¨umlich einheitlich und zeitlich
konstant, produzierte Wa¨rme wird momentan ausgetauscht.
• Adiabatisch: Es findet kein Wa¨rmeaustausch mit der Umgebung statt.
• Polytrop: Die Temperatura¨nderung wird durch zeitliche oder ra¨umliche Unterschiede
von Wa¨rmeproduktion und Wa¨rmeaustausch hervorgerufen.
Bei der Modellierung kann im isothermen Fall die Temperatur als Steuerung oder Kon-
stante auftreten. Fu¨r adiabatische oder polytrope Reaktionsfu¨hrung formuliert man da-
gegen eine Differentialgleichung fu¨r die Temperatur, siehe Gleichnug (2.1), Steuerung ist
im polytropen Fall gegebenfalls der Wa¨rmeaustausch durch Ku¨hlung oder Heizung.
2.5.3 Reaktionsfu¨hrung
Das Zeitverhalten eines chemischen Prozesses kann
• stationa¨r sein, das heißt alle Zustandsgro¨ßen und Steuerungen des Reaktors (Vo-
lumenstro¨me, Konzentrationen, Temperatur, Reaktionsvolumen) sind zeitlich kon-
stant ( d
dt
. = 0), oder
• instationa¨r, das heißt alle oder ein Teil dieser Gro¨ßen sind zeitlich vera¨nderlich.
Fu¨r stationa¨re und instationa¨re Prozesse ko¨nnen nun verschiedene Betriebsweisen ange-
wendet werden:
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• Im kontinuierlich betriebenen Reaktor wird der Zulaufstrom sta¨ndig zugefu¨hrt und
der Ablaufstrom sta¨ndig entnommen.
Stationa¨r und kontinuierlich ist der Standardbetrieb zur Produktion großer Mengenstro¨me
bestimmter Produkte in gleichbleibender Qualita¨t. Instationa¨rer Betrieb kann aber not-
wendig sein
1. zum Anfahren oder Abstellen eines Reaktors,
2. bei Vera¨nderungen der Reaktorleistung,
3. bei Betriebssto¨rungen
4. oder gezielt eingesetzt werden, zum Beispiel zur Verbesserung von Umsatz oder
Ausbeute.
Diskontinuierlich betriebene Reaktoren ko¨nnen auf die folgenden Arten gefahren werden:
• Beim absatzweisen Betrieb (Batch-Betrieb) werden alle Komponenten zum selben
Zeitpunkt hinzugegeben und wa¨hrend der Reaktionsdauer nicht, das heißt es gibt
keinen Zulauf- und Ablaufstrom. Man hat so immer ein instationa¨res Verhalten.
Typische Produktionszyklen sind dabei: Fu¨llen des Reaktors, Aufheizen auf Reak-
tionstemperatur, Durchfu¨hren der Reaktion mit Wa¨rmetausch, Ku¨hlen, Entleeren
und Reinigen. Dies setzt sich einerseits zusammen aus der Reaktionsdauer fu¨r die
chemische Umsetzung und andererseits aus der Ru¨stzeit fu¨r Vor- und Nachbereitung.
• Beim halbkontinuierlichen Betrieb (Semi-Batch, Feedbatch) werden gewisse Kompo-
nenten zum selbem Zeitpunkt vorgelegt, und wa¨hrend der Reaktionsphase werden
zusa¨tzlich gewisse Komponenten zu- oder abgefu¨hrt. Diese Reaktionsfu¨hrung ist
immer instationa¨r und kann besonders variabel gestaltet werden.
Bei der Modellierung treten typischerweise Massen oder Molzahlen der Einwaagen als
Steuerungen auf. Beim Semi-Batch-Betrieb ko¨nnen außerdem Zulauf- und Ablaufmengen
und -profile gesteuert werden.
2.5.4 Reaktoren
Wir betrachten hier elementare Reaktortypen fu¨r einphasige Reaktionen. Es sollen nur
die sogenannten idealen Reaktoren vorgestellt werden, auf die realen Schwierigkeiten wird
hier nicht eingegangen
• Der Ru¨hrkessel, siehe Abbildung 2.3, ermo¨glicht eine gute Homogenisierung des
Reaktorinhalts und die Intensivierung des Wa¨rmeaustauschs.
Mehrere Ru¨hrkessel ko¨nnen als Ru¨hrkesselkaskade hintereinandergeschaltet werden,
dadurch ko¨nnen auch unterschiedliche Reaktionsbedingungen realisiert werden.
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medium
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Abbildung 2.3: Schematische Darstellung eines Ru¨hrkessels
• In Stro¨mungsrohren, siehe Abbildung 2.4, wird ein kontinuierlicher Eduktstrom zu-
und ein kontinuierlicher Ausgangsstrom abgefu¨hrt. Es besteht ein gro¨ßeres Verha¨lt-
nis an Wa¨rmeaustauschfla¨che zu Volumen, deshalb sind diese Reaktoren gut fu¨r
hohen Druck und stark exotherme Reaktionen geeignet.
Unverbrauchte
Edukte, Produkte
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Abbildung 2.4: Schematische Darstellung eines Stro¨mungsrohrs
2.6 Bilanzen
Bei chemischen Reaktionen gelten verschiedene Erhaltungssa¨tze. Diese ko¨nnen verwen-
det werden, um Bilanzen aufzustellen, die als Differentialgleichungen oder algebraische
Gleichungen in die Modellierung eingehen.
Es gilt das folgende Prinzip der Bilanzierung: Die zeitliche A¨nderung der im Bilanzraum
vorhandenen Menge wird dadurch verursacht, daß Stro¨me durch die Oberfla¨che des Bi-
lanzraums ein- und austreten und daß im Bilanzraum eine Produktion durch chemische
Reaktion stattfindet.
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Daraus ergibt sich die allgemeine Bilanzgleichung(
Zeitliche A¨nderung
der Menge
)
=
(
Mengen-
strom ein
)
−
(
Mengen-
strom aus
)
+
(
Produktion durch
chemische Reaktion
)
.
Genauer wollen wir hier die wichtigsten Bilanzen betrachten, und zwar
• Gesamtmassenbilanz,
• Stoffmengenbilanz fu¨r die Spezies Ai, i = 1, . . . ,m und
• Wa¨rmebilanz.
Daru¨ber hinaus mu¨ssen in speziellen Fa¨llen noch beru¨cksichtigt werden:
• Die Gesamtenergiebilanz als Verallgemeinerung der Wa¨rmebilanz, sie beru¨cksich-
tigt zum Beispiel auch Stro¨mungsenergien, potentielle und kinetische Energien, falls
diese relevant sind,
• die Bilanz der elektrischen Ladung bei elektrochemischen Prozessen,
• die Impulsbilanz oder
• die Bilanz der Lichtenergie.
2.6.1 Gesamtmassenbilanz
Bei chemischen Reaktionen wird die Masse erhalten, daher gilt:
dm
dt
= m˙e − m˙a,
das heißt die A¨nderung der Masse ergibt sich durch die Masseneintragsrate der Zula¨ufe
minus der Massenaustragsrate der Abla¨ufe.
2.6.2 Stoffmengenbilanz
Aufgrund der Teilchenerhaltung kann fu¨r jede im Reaktionsgemisch vorhandene Spezies
eine Stoffmengenbilanz aufgestellt werden:
dni
dt
= n˙i,e − n˙i,a + n˙i,R, i = 1, . . . ,m.
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Bemerkung 2.6.1 Die Gesamtmassenbilanz folgt aus den einzelnen Komponentenmen-
genbilanzen: Multiplikation mit den Molmassen ergibt
Mi · dni
dt
−Mi · n˙i,e +Mi · n˙i,a = Mi · n˙i,R, i = 1, . . . ,m,
aufsummiert folgt
dm
dt
− m˙e + m˙a =
m∑
i=1
Mi · dni
dt
−
m∑
i=1
Mi · n˙i,e +
m∑
i=1
Mi · n˙i,a
=
m∑
i=1
Mi · n˙i,R = V · r ·
m∑
i=1
Mi · νi = 0.
Die Summe der Molmassen multipliziert mit den sto¨chiometrischen Koeffizienten ist dabei
gleich null wegen der Erhaltung der chemischen Elemente.
In integrierter Form lautet die Stoffmengenbilanz
∆n = n− n0 = ∆nR + ne − na.
Der Quellterm aufgrund der chemischen Reaktion ist
∆nR = n− n0 − ne + na = νT ξ
mit dem Reaktionsfortschrittvektor
ξ =

 ξ1...
ξn

 .
Sei r := m− Rang ν und  ∈ IRr×m eine vollrangige Matrix mit
 · νT = 0.
Dann nennt man  Bilanzmatrix, und es gilt:
0 =  · νT ξ =  ·∆nR.
2.6.3 Wa¨rmebilanz
Fu¨r die Wa¨rmebilanz gilt
d
dt
(m · cp · T ) = Q˙e + Q˙W + Q˙R.
Dabei ist Q˙e die Wa¨rmea¨nderung durch die Eintra¨ge, Q˙W der Wa¨rmeaustausch und Q˙R
die Wa¨rmeproduktion oder der Wa¨rmeverbrauch durch die Reaktion, siehe Abschnitt 2.4.
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2.6.4 Spezialfa¨lle in den Bilanzgleichungen
Bei stationa¨ren Prozessen sind alle Zeitableitungen gleich null, daher gilt:
dm
dt
= 0,
dni
dt
= 0, i = 1, . . . ,m,
d
dt
(m · cp · T ) = 0.
Bei Batchprozessen gibt es keinen Ein- und Austrag:
m˙e = m˙a = 0, n˙i,e = n˙i,a = 0, Q˙e = Q˙a = 0.
Bei isothermen Reaktionen ist
T = konst.
Wird der Prozeß adiabatisch durchgefu¨hrt, entfa¨llt der Wa¨rmeaustausch:
Q˙W = 0.
Und findet schließlich keine Reaktion statt, so ist
n˙i,R = 0, i = 1, . . . ,m, Q˙R = 0.
2.7 Zusammenfassung
Die Gesetze der Physikalischen Chemie fu¨r Reaktionskinetik, chemische Gleichgewichte,
Thermodynamik und Reaktionstechnik ermo¨glichen es, chemische Prozesse auf mathe-
matische Modelle abzubilden. In dieser Arbeit betrachten wir solche Prozesse, die eine
Modellierung mittels Differentiell-Algebraischer Gleichungssysteme (DAEs) ermo¨glichen.
Diese DAEs sind im allgemeinen nichtlinear, sowohl in den Zustandsvariablen als auch in
den Modellparametern und in den Steuerungen. Da bei Reaktionssytemen die Geschwin-
digkeiten der verschiedenen Einzelreaktionen auf sehr unterschiedlichen Zeitskalen liegen
ko¨nnen, sind Anfangswertprobleme fu¨r solche DAEs in der Regel steif [63].
Im na¨chsten Kapitel werden wir uns mit Verfahren zur Lo¨sung von steifen DAEs, also zur
Simulation chemischer Prozesse, bescha¨ftigen. Darauf aufbauend werden anschließend Me-
thoden behandelt, um die Modellparameter aus experimentellen Daten zu scha¨tzen. Der
optimale Entwurf von Experimenten zur mo¨glichst signifikanten Scha¨tzung der Parameter
ist schließlich Gegenstand der Optimalen Versuchsplanung.
In Kapitel 10 schließen wir dann den Kreis durch Anwendung der Methoden zur Simulati-
on, Parameterscha¨tzung und Optimalen Versuchsplanung auf Beispiele aus der chemischen
Reaktionskinetik und Verfahrenstechnik.
Obwohl in dieser Arbeit der Schwerpunkt auf chemischen Reaktionssystemen liegt, er-
lauben die hier vorgestellten Methoden aber daru¨ber hinaus die Behandlung beliebiger
Prozesse, die durch DAEs modelliert werden ko¨nnen.
Kapitel 3
Numerische Methoden fu¨r
Differentiell-Algebraische
Gleichungen
Die Modellierung naturwissenschaftlicher Prozesse fu¨hrt oft auf Systeme gewo¨hnlicher
Differentialgleichungen. In vielen Fa¨llen sind dabei die Zustandsvariablen Nebenbedin-
gungen unterworfen, zum Beispiel durch geometrische Einschra¨nkungen, Erhaltungssa¨tze
oder Invarianten. Dadurch ko¨nnen die Trajektorien nicht den gesamten Zustandsraum
durchlaufen, sondern bewegen sich auf Mannigfaltigkeiten. A¨ltere Modellierungsansa¨tze
versuchen, durch entsprechende Variablenwahl diese Nebenbedingungen zu eliminieren
und nur die gewo¨hnlichen Differentialgleichungen (ODEs) zu untersuchen. Dies fu¨hrt oft
auf Systeme, die wegen starker Nichtlinearita¨t numerisch nur mit sehr hohem Rechen-
aufwand zu lo¨sen sind. Der Ansatz in diesem Kapitel geht den umgekehrten Weg. Die
algebraischen Nebenbedingungen werden als Teil des dynamischen Systems verstanden
und gemeinsam mit den Differentialgleichungen behandelt. Diese Systeme nennt man
Differentiell-Algebraische Gleichungen (DAEs).
Ziel dieses Kapitels ist es, einen U¨berblick u¨ber die Methoden zu geben, die wir verwen-
den, um Lo¨sungen von Anfangswertproblemen fu¨r DAE-Systeme numerisch zu berechnen.
Insbesondere soll dargestellt werden, warum die Verfahren der Backward Differentiation
Formulae (BDF) besonders geeignet sind.
Die Lo¨sung von DAE-Anfangswertproblemen ist nicht nur zur Simulation der modellier-
ten Prozesse erforderlich, sie tritt auch als der Teilaufgabe in Algorithmen zur Parame-
terscha¨tzung und Optimalen Versuchsplanung auf, siehe Kapitel 4 und 5. Daru¨ber hinaus
werden dort auch Ableitungen der Lo¨sung der Anfangswertprobleme nach Anfangswerten,
Parametern und Steuergro¨ßen beno¨tigt. Deren Berechnung wird in Kapitel 6 behandelt.
U¨ber die numerische Behandlung gewo¨hnlicher Differentialgleichungen gibt es zahlrei-
che Lehrbu¨cher, zum Beispiel [2], [34], [61], [63] oder [109]. Methoden fu¨r Differentiell-
Algebraische Gleichungssysteme werden in [31] oder [63] behandelt.
Das weitverbreitetste Programm zur Lo¨sung von steifen Index-1-DAEs ist DASSL [90],
[31], ein BDF-Verfahren. Wir verwenden die Software DAESOL aus unserer Arbeits-
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gruppe [41], [28], [17]. Sie verwendet ebenfalls ein BDF-Verfahren mit automatischer
Schrittweiten- und Ordnungssteuerung. Zum Einsatz in der Optimalen Versuchsplanung
wurde von Bauer [15], [14] eine spezielle Variante implementiert, die mittels Interner
Numerischer Differentiation alle beno¨tigten ersten und zweiten Ableitungen bereitstellen
kann, siehe auch Abschnitt 6.2.7 in Kapitel 6.
3.1 Verschiedene Formen Differentiell-Algebraischer
Gleichungen
In der allgemeinsten, sogenannten voll-impliziten nichtlinearen Form la¨ßt sich eine Diffe-
rentiell-Algebraische Gleichung (erster Ordnung) schreiben als
F (t, x˙, x) = 0, (3.1)
wobei t aus einem reellen Intervall I = [t0; tend], x aus aus dem Raum der Abbildungen
von I nach IRn und F eine Abbildung von I × IRn × IRn in den IRm ist.
Bei der in dieser Arbeit betrachteten Modellierung chemischer Reaktionssysteme tritt
typischerweise der Spezialfall der semi-impliziten quasilinearen DAE auf:
A(t, y, z) y˙ = f(t, y, z) (3.2)
0 = g(t, y, z) (3.3)
mit A : I × IRn → IRny×ny , f : I × IRn → IRny , g : I × IRn → IRnz .
Die Matrix A werde dabei stets ohne Beschra¨nkung der Allgemeinheit als regula¨r ange-
nommen, dann heißen
• (3.2) die Differentialgleichung und y(t) ∈ IRny die differentiellen Variablen und
• (3.3) die algebraische Gleichung und z(t) ∈ IRnz die algebraischen Variablen.
Die Zustandsvariablen insgesamt werden oft als x zusammengefaßt:
x(t) := (y(t), z(t)) ∈ IRn, n := ny + nz.
Ein Spezialfall der semi-impliziten quasilinearen Form ist die semi-explizite Form:
y˙ = f(t, y, z)
0 = g(t, y, z)
Bemerkung 3.1.1 [31] Eine voll-implizite lineare DAE mit konstanten Koeffizienten
kann man durch konstante Koordinaten-Transformationen stets in semi-explizite linea-
re Form mit konstanten Koeffizienten bringen.
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3.2 Der Index einer DAE
Bei der Klassifizierung und der Untersuchung des Verhaltens von DAEs spielt der Index
eine entscheidende Rolle. Er gibt an, wie oft man die DAE differenzieren muß, um eine
ODE zu erhalten.
Wenn man die algebraische Gleichung (3.3) einer semi-impliziten DAE nach t differenziert,
ergibt sich
0 = gt(t, y, z) + gy(t, y, z)y˙ + gz(t, y, z)z˙.
Wenn gz regula¨r ist, kann man nach z˙ auflo¨sen
z˙ = gz(t, y, z)
−1 (gt(t, y, z) + gy(t, y, z)y˙)
und erha¨lt zusammen mit (3.2) eine gewo¨hnliche Differentialgleichung (ODE) fu¨r y˙ und z˙.
In diesem Fall sagt man, die DAE (3.2)-(3.3) habe den Index 1. Allgemeiner definiert man
den Index einer DAE durch die minimale Anzahl von Differentiationen, die man braucht,
um die DAE in eine ODE u¨berzufu¨hren. Eine ODE hat entsprechend den Index 0.
Definition 3.2.1 Die minimale Anzahl von Differentiationen von (3.1) nach t, die man
beno¨tigt, um x˙ als stetige Funktion von (t, x) zu erhalten, nennt man den Index (Diffe-
rentiationsindex) von (3.1).
Bemerkung 3.2.2 Die Lo¨sung einer Index-r-DAE erfu¨llt also auch eine gewo¨hnliche
Differentialgleichung
x˙ = G(t, x),
wobei G partielle Ableitungen von F bis zum Grad r enthalten kann.
3.3 Anfangswertprobleme fu¨r Index-1-DAEs, konsi-
stente Anfangswerte
Wir betrachten nun Anfangswertprobleme fu¨r DAEs, die in der semi-impliziten quasili-
nearen Form (3.2)-(3.3) gegeben sind.
Weiterhin nehmen wir an, daß der Index der DAE gleich 1 ist, das heißt
gz ist regula¨r. (3.4)
Es mu¨ssen nur fu¨r die differentiellen Variablen Anfangswerte angegeben werden
y(t0) = y0, (3.5)
38 KAPITEL 3. DIFFERENTIELL-ALGEBRAISCHE GLEICHUNGEN
da auch im Anfangspunkt t0 die algebraischen Gleichungen (3.3) erfu¨llt sein mu¨ssen:
g(t0, y0, z(t0)) = 0. (3.6)
Dadurch sind die Werte z(t0) wegen der Index-1-Bedingung (3.4) (lokal) eindeutig festge-
legt. Bedingung (3.6) nennt man Konsistenz.
Die Gleichungen (3.2), (3.3) und (3.5) bilden also zusammen ein Anfangswertproblem fu¨r
eine Index-1-DAE.
3.3.1 Konsistente Anfangswerte
Bestimmung konsistenter Anfangswerte
Zur Bestimmung geeigneter konsistenter Anfangswerte fu¨r Index-1-Probleme muß die
nichtlineare Gleichung (3.6) gelo¨st werden. Dies kann prinzipiell mit einem Newtonverfah-
ren erfolgen. Bei stark nichtlinearen Gleichungen ist es aber schwer, geeignete Startwerte
fu¨r das Newtonverfahren anzugeben. Mit globalisierten Newtonverfahren oder Homoto-
pieverfahren versucht man, dieses Problem in den Griff zu bekommen. Fu¨r eine detaillierte
Darstellung siehe [28].
Integration mit inkonsistenten Anfangswerten
In dieser Arbeit betrachten wir Optimierungsprobleme, bei denen Index-1-DAE-Systeme
als Nebenbedingungen auftreten. Wir lo¨sen diese Probleme mit iterativen Algorithmen, in
denen auch immer wieder DAE-Anfangswertprobleme gelo¨st werden mu¨ssen. Es ist dabei
nicht sinnvoll, jedesmal vor der Integration die Konsistenz herzustellen. Daher gehen wir
gema¨ß [27] anders vor. Wir betrachten eine relaxierte Variante des Anfangswertproblems
A(t, y, z) y˙ = f(t, y, z)
0 = g(t, y, z)− β(t) · g(t0, y0, z0)
y(t0) = y0, z(t0) = z0.
β(t) wa¨hlt man so, daß β(t0) = 1 ist, zum Beispiel
β(t) = e−α(t−t0), α ≥ 0.
Das so formulierte Problem ist fu¨r jede Wahl von y0 und z0 automatisch konsistent.
Die urspru¨ngliche Konsistenzbedingung
g(t0, y0, z0) = 0 (3.7)
wird als Nebenbedingung des Optimierungsproblems formuliert. Gemeinsam mit der Lo¨-
sung des Optimierungsproblems werden dann Werte fu¨r z0 bestimmt, die (3.7) erfu¨llen.
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3.4 Die Zustandsform einer Index-1-DAE
Durch Anwendung des Satzes fu¨r implizite Funktionen lassen sich bei semi-impliziten
Index-1-DAEs die algebraischen Variablen z eindeutig als Funktion der differentiellen
Variablen y schreiben:
z = φ(y).
Einsetzen in Gleichung (3.2) liefert die sogenannte Zustandsform der DAE
A(t, y, φ(y)) y˙ = f(t, y, φ(y)), (3.8)
die im Prinzip eine gewo¨hnliche Differentialgleichung ist.
Somit u¨bertragen sich alle Konvergenzresultate fu¨r numerische Integrationsverfahren fu¨r
gewo¨hnliche Differentialgleichungen auf semi-implizite DAEs vom Index 1, sofern die Dis-
kretisierung des DAE-Systems a¨quivalent ist zu einer Diskretisierung der Gleichung (3.8)
zusammen mit
g(t, y, φ(y)) = 0.
Diese U¨berlegung gestattet es, zur Lo¨sung von Index-1-DAEs Verfahren fu¨r gewo¨hnli-
che Differentialgleichungen zu verwenden. Der na¨chste Abschnitt gibt einen kurzen Abriß
der Theorie u¨ber lineare Mehrschrittverfahren mit dem Ziel der Herleitung der fu¨r stei-
fe Probleme geeigneten BDF-Verfahren. Im anschließenden Abschnitt werden wir diese
Verfahren dann auf Index-1-DAE-Probleme anwenden.
3.5 Lineare Mehrschrittverfahren
3.5.1 Aufgabenstellung
Ziel der hier diskutierten Verfahren ist es, die Lo¨sung x ∈ C1([t0, tend], IRn) eines Anfangs-
wertproblems mit einer gewo¨hnlichen Differentialgleichung
x˙ = f(t, x), x(t0) = x0 (3.9)
auf einem Gitter
∆ = {t0, t1, . . . , tN}
durch eine Gitterfunktion
x∆ : ∆ → IRn : tj 7→ x∆(tj)
zu approximieren. Wir schreiben kurz
xj := x∆(tj) und fj := f∆(tj) := f(tj, x∆(tj)) fu¨r tj ∈ ∆.
Zuna¨chst betrachten wir a¨quidistante Gitter, das heißt
tj = t0 + jh, j = 0, . . . , N mit h > 0.
Das Gitter ∆ nennen wir dann auch ∆(h).
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3.5.2 Definition der Verfahren
Wir wollen uns im folgenden mit linearen Mehrschrittverfahren befassen.
Wa¨hrend bei Einschrittverfahren, siehe zum Beispiel [109, 34], nur Informationen aus dem
letzten Schritt benutzt werden, um den Wert der Gitterfunktion an einem neuen Punkt zu
berechnen, greifen Mehrschrittverfahren weiter in die Vergangenheit zuru¨ck. Sie berechnen
den aktuellen Wert aus den Werten der letzten k Iterationen. Auch fru¨here Funktionswerte
der rechten Seite ko¨nnen dabei beru¨cksichtigt werden. Dadurch sind Mehrschrittverfahren
sehr effizient, was den Aufwand der Funktionsauswertungen angeht.
Ein lineares Mehrschrittverfahren (k-Schrittverfahren) auf einem a¨quidistanten Gitter ist
gegeben durch eine Rekursion der Form
k∑
j=0
αj xn+j = h
k∑
j=0
βj fn+j. (3.10)
Das Verfahren heißt explizit, wenn βk = 0, sonst implizit. Sinnvoll ist nur eine Wahl der
Koeffizienten mit |α0|+ |β0| > 0, da es sich sonst um ein (k−1)-Schrittverfahren handelt.
αk wird immer 6= 0 gewa¨hlt (oder ohne Beschra¨nkung der Allgemeinheit αk = 1), denn
explizite Verfahren wa¨ren sonst (k− 1)-Schrittverfahren, fu¨r implizite Verfahren ist diese
Voraussetzung wichtig, um die Existenz von Gitterlo¨sungen zu garantieren:
Lemma 3.5.1 [34] Die Abbildung f genu¨ge der Lipschitzbedingung
|f(t, x)− f(t, x¯)| ≤ L|x− x¯| ∀x, x¯ ∈ IRn, t ∈ IR
mit L ≥ 0. Dann existiert fu¨r
h <
|αk|
|βk|L (3.11)
zu beliebigen Startwerten x∆(t0), . . . , x∆(tk−1) eine eindeutige Gitterfunktion x∆, welche
die Rekursion des Mehrschrittverfahrens (3.10) erfu¨llt.
Beweis. Fu¨r explizite Verfahren mit βk = 0 ist die Aussage klar. Sei also nun βk 6= 0. Zur
Berechnung von xn+k ist die folgende Fixpunktgleichung zu lo¨sen:
xn+k = h
βk
αk
fn+k +Rn, (3.12)
wobei Rn nur Terme entha¨lt, die nicht von xn+k abha¨ngen. Die rechte Seite genu¨gt nach
Voraussetzung einer Lipschitzbedingung mit der Lipschitzkonstanten
L¯ = h
|βk|
|αk|L.
Nach dem Banachschen Fixpunktsatz konvergiert eine Fixpunktiteration fu¨r (3.12), wenn
L¯ < 1. Dies ist a¨quivalent zu (3.11). Induktiv ko¨nnen dann eindeutige Werte fu¨r x∆
berechnet werden.
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Die charakteristischen Polynome ρ und σ des Mehrschrittverfahrens sind definiert durch
ρ(ξ) :=
k∑
j=0
αj ξ
j, σ(ξ) :=
k∑
j=0
βj ξ
j.
Man nimmt immer an, daß sie teilerfremd sind, denn ha¨tten sie bei einem k-Schrittver-
fahren einen gro¨ßten gemeinsamen Teiler vom Polynomgrad µ > 0, beschrieben sie ein
reduziertes (k − µ)-Schrittverfahren.
Man definiert nun einen Shiftoperator E durch
(Eφ)(tj) = φ(tj+1) bzw. (Eφ)j = φj+1.
Damit kann man das Mehrschrittverfahren (3.10) in einer sehr kompakten Notation schrei-
ben:
ρ(E)x∆ = hσ(E) f∆.
3.5.3 Konsistenz, Stabilita¨t und Konvergenz
Um die Qualita¨t eines Diskretisierungsverfahrens fu¨r gewo¨hnliche Differentialgleichungen
zu charakterisieren, sind drei Eigenschaften entscheidend: Konsistenz, Stabilita¨t und Kon-
vergenz.
Konsistenz
Der Begriff der Konsistenz beschreibt, wie sich das Verfahren verha¨lt, wenn man die
Lo¨sung x(t) des Anfangswertproblems statt der Gitterfunktion in das Diskretisierungs-
schema (3.10) einsetzt.
Definition 3.5.2 Die Konsistenzordnung eines linearen Mehrschrittverfahrens (3.10) ist
p, wenn fu¨r den Konsistenzfehler gilt:
L(x, t, h) := ρ(E)x(t)− hσ(E) x˙(t) = O(hp+1)
fu¨r alle x ∈ C∞([t0, tend], IRn) gleichma¨ßig fu¨r alle t und h mit [t, t+ kh] ⊂ [t0, tend].
Der folgende Satz faßt einige Konsistenzkriterien zusammen.
Satz 3.5.3 [34] Ein lineares Mehrschrittverfahren hat genau dann die Konsistenzordnung
p, wenn eine der folgenden a¨quivalenten Bedingungen erfu¨llt ist:
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1. Fu¨r beliebiges x ∈ C∞([t0, tend], IRn) gilt
L(x, t, h) = O(hp+1)
gleichma¨ßig in allen t, h mit [t, t+ kh] ⊂ [t0, tend].
2. Fu¨r alle Polynome P vom Grad p gilt
L(P, 0, h) = 0.
3. Fu¨r die Exponentialfunktion gilt:
L(exp, 0, h) = ρ(eh)− hσ(eh) = O(hp+1).
4. Es gilt
k∑
j=0
αj = 0,
k∑
j=0
αjj
l = l
k∑
j=0
βjj
l−1 fu¨r l = 1, . . . , p.
Stabilita¨t
Bei Mehrschrittverfahren wird die Lo¨sung eines Anfangswertproblems erster Ordnung
durch eine Lo¨sungskomponente einer Differenzengleichung ho¨herer Ordnung approximiert.
Es gibt aber noch k−1 weitere Lo¨sungskomponenten, die sogenannten Nebenlo¨sungen oder
parasita¨ren Lo¨sungen. Es muß sichergestellt werden, daß diese auch fu¨r kleine Schrittwei-
ten die Hauptlo¨sung nicht u¨berwuchern.
Stabilita¨t bedeutet, daß sich kleine Sto¨rungen der Anfangswerte nicht stark auf die Lo¨sung
des Diskretisierungsverfahrens auswirken.
Dies fu¨hrt bei linearen Mehrschrittverfahren zur folgenden Definition.
Definition 3.5.4 Ein lineares Mehrschrittverfahren heißt stabil, wenn die lineare homo-
gene Differenzengleichung
ρ(E)x∆ = 0 (3.13)
stabil ist.
Lemma 3.5.5 (Dahlquistsche Wurzelbedingung) [34] Die Gleichung (3.13) ist ge-
nau dann erfu¨llt, wenn jede Wurzel ξ des Polynoms ρ der Bedingung |ξ| ≤ 1 genu¨gt mit
|ξ| = 1 nur fu¨r einfache Nullstellen.
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Konvergenz
Definition 3.5.6 Man sagt, ein Mehrschrittverfahren konvergiert gegen die Lo¨sung
x ∈ C1([t0, tend], IRn)
eines Anfangswertproblems (3.9), wenn
lim
h→0
x∆(h)(t) = x(t) ∀t ∈ ∆(h) ∩ [t0, tend],
gilt, sobald die Startwerte
lim
h→0
x∆(h)(t0 + jh) = x0, j = 0, . . . , k − 1.
erfu¨llen. Wenn ein Mehrschrittverfahren fu¨r beliebige Anfangswertprobleme konvergiert,
heißt es konvergent.
Die beiden folgenden Sa¨tze formulieren den
”
Hauptsatz der Numerischen Mathematik“[34]
fu¨r lineare Mehrschrittverfahren:
Konsistenz und Stabilita¨t ⇐⇒ Konvergenz.
Satz 3.5.7 Ein konvergentes lineares Mehrschrittverfahren ist stabil und konsistent, ins-
besondere gilt
ρ′(1) = σ(1) 6= 0.
Satz 3.5.8 Ein stabiles und konsistentes lineares Mehrschrittverfahren ist konvergent.
Genauer: Sei ein Anfangswertproblem (3.9) mit rechter Seite f ∈ Cp gegeben. Ist die
Konsistenzordnung des linearen Mehrschrittverfahrens p und der Fehler der Startwerte
0, so gilt fu¨r den lokalen Diskretisierungsfehler
‖x(t)− x∆(h)(t)‖ ≤ C(0 + hp) ∀t ∈ ∆(h),
falls h ≤ h∗ und 0 ≤ ∗ mit Konstanten C, h∗∗ > 0.
Die asymptotische Konvergenzrate ha¨ngt also nicht nur von der Konsistenzordnung ab,
sondern auch von der Genauigkeit der Startwerte.
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3.5.4 Stabilita¨tsgebiete und Steifheit
Wir betrachten nun eine lineare Differentialgleichung
x˙ = Ax (3.14)
mit A ∈ IRn×n. Wir wollen wissen, wie sich ihr Stabilita¨tsverhalten auf das des Mehr-
schrittverfahrens (3.10) u¨bertra¨gt.
Setzt man (3.14) in (3.10) ein, so ergibt sich:
ρ(E)x∆ = hσ(E) Ax∆. (3.15)
Wir nehmen nun an, daß die Matrix A diagonalisierbar ist. Fu¨r nicht diagonalisierbare
Matrizen ko¨nnen analoge Untersuchungen durchgefu¨hrt werden, siehe [34]. Also:
A = U−1ΛU mit Λ = diag(λi, i = 1, . . . , n), U ∈ GL(n).
Eingesetzt in (3.15)
ρ(E)Ux∆ = hσ(E) ΛUx∆
erha¨lt man entkoppelte Differenzengleichungen (x¯ := Ux):
ρ(E) x¯∆,j = hσ(E) λjx¯∆,j , j = 1, . . . , n.
Also reicht es aus, die Differenzengleichung fu¨r irgendeinen herausgegriffenen Eigenwert
λ = λj mit X = x¯∆,j zu betrachten:
(ρ(E)− hλσ(E))X = 0
bzw. mit z := hλ und ρz := ρ− zσ:
ρz(E)X = 0.
Das Stabilita¨tsgebiet S des Mehrschrittverfahrens wird nun folgendermaßen definiert:
S = {z ∈ C : ρz(E)X = 0 ist eine stabile Differenzengleichung}.
Wegen ρ0 = ρ und Definition 3.5.4 gilt:
0 ∈ S ⇐⇒ Das Mehrschrittverfahren ist stabil.
Man spricht daher auch von nullstabil.
Die analytische Lo¨sung des Anfangswertproblems
x˙ = Ax, x(0) = x0 (3.16)
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ist durch die Exponentialfunktion gegeben:
x(t) = exp(tA)x0.
Sie hat das Stabilita¨tsgebiet
{z ∈ C : | exp(z)| ≤ 1} = C−.
Das Ziel sind nun Mehrschrittverfahren, deren Stabilita¨tsgebiet dem der Exponentialfunk-
tion mo¨glichst nahe kommt. Diese nennt man A-stabil.
Definition 3.5.9 Ein lineares Mehrschrittverfahren heißt A-stabil, wenn
C
− ⊂ S.
Es gilt jedoch:
Satz 3.5.10 (Zweite Dahlquist-Schranke) [34] Ein A-stabiles lineares Mehrschritt-
verfahren besitzt notwendigerweise die Konsistenzordnung
p ≤ 2.
Daher betrachtet man eine Abschwa¨chung der A-Stabilita¨t, und zwar, daß nicht die ge-
samte negative Halbebene in S enthalten ist, sondern nur ein (mo¨glichst großer) Winkel-
bereich:
Definition 3.5.11 Ein lineares Mehrschrittverfahren heißt A(α)-stabil, wenn
Sα := {z ∈ C : | arg(−z)| ≤ α} ⊂ S
mit α ∈ [0; pi
2
].
Aus der Gestalt des Stabilita¨tsgebiets ergeben sich die Schrittweiten, die eine Vererbung
der Stabilita¨t gestatten:
Satz 3.5.12 [34] Die Schrittweite h zur Vererbung der Stabilita¨t des Anfangswertpro-
blems (3.16) an die durch ein stabiles Mehrschrittverfahren gegebene Differenzengleichung
genu¨gt der Abscha¨tzung
h− ≤ h ≤ h+
mit den Grenzen
h− = min
λ EW von A
λ6=0
r−S (arg λ)
|λ| , h
+ = min
λ EW von A
λ6=0
r+S (arg λ)
|λ|
und den Stabilita¨tsradien (siehe Abbildung 3.1)
r−S (φ) = sup
{
R : reiφ ∈ int(S) ∀ r ∈ (0;R]} ,
r+S (φ) = sup
{
R : reiφ ∈ S ∀ r ∈ [0;R]} .
46 KAPITEL 3. DIFFERENTIELL-ALGEBRAISCHE GLEICHUNGEN
Abbildung 3.1: Veranschaulichung der Stabilita¨tsradien von linearen Mehrschrittverfahren
[34]
Wenn die Differentialgleichung (3.14) steif ist, das heißt wenn die Eigenwerte von A
mit negativen Realteilen betragsma¨ßig stark unterschiedliche Gro¨ßenordnungen haben,
bedeutet dies, daß sehr kleine Schrittweiten notwendig sind, wenn das Stabilita¨tsgebiet
beschra¨nkt ist. Fu¨r die Behandlung steifer Probleme verlangt man daher:
∞ ∈ int(S). (3.17)
Man muß dazu implizite lineare Mehrschrittverfahren verwenden, die noch einer speziellen
Eigenschaft genu¨gen, wie der folgende Satz zeigt:
Satz 3.5.13 [34] Explizite lineare Mehrschrittverfahren haben beschra¨nkte Stabilita¨tsge-
biete. Ein implizites lineares Mehrschrittverfahren, welches irreduzibel ist, erfu¨llt (3.17)
genau dann, wenn alle Nullstellen ξ des charakteristischen Polynoms σ der Bedingung
|ξ| < 1
genu¨gen.
Zum Beispiel kann man nun σ so wa¨hlen, daß die Nullstellen alle gleich null sind. Dies
fu¨hrt, wenn man die Normierung βk = 1 vornimmt, zu der Wahl
σ(ξ) = ξk
bzw. zu einem Verfahren der Form
k∑
j=0
αj xn+j = h fn+k. (3.18)
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Zur Bestimmung der Konsistenzordnung p erha¨lt man nach Satz 3.5.3 p+ 1 Gleichungen
in den k + 1 Unbekannten α0, . . . , αk. Die Ordnung ist maximal, wenn p = k, dann sind
die Koeffizienten eindeutig bestimmt.
Das Verfahren, das man auf diese Weise erha¨lt, heißt BDF-Verfahren. Wie die Koeffizi-
enten praktisch — auch fu¨r variable Schrittweiten — berechnet werden ko¨nnen, wird im
folgenden Abschnitt dargestellt.
Fu¨r die Stabilita¨tseigenschaften von BDF-Verfahren gelten folgende Resultate:
Satz 3.5.14 [62] Das k-Schritt-BDF-Verfahren ist dann und nur dann stabil, wenn
k ≤ 6
gilt.
Die BDF-Verfahren fu¨r k = 1, . . . , 6 sind alle A(α)-stabil, siehe Tabelle 3.1 und Abbildung
3.2.
k 1 2 3 4 5 6
α 90◦ 90◦ 86.03◦ 73.35◦ 51.84◦ 17.84◦
Tabelle 3.1: A(α)-Stabilita¨t von BDF-Verfahren
Abbildung 3.2: Stabilita¨tsgebiete (grau) der BDF-Verfahren [63]
3.6 BDF-Verfahren fu¨r Index-1-DAEs
Wir setzen BDF-Verfahren ein, um Anfangswertprobleme fu¨r steife Index-1-DAEs zu
lo¨sen.
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3.6.1 Numerische Realisierung von BDF-Verfahren
Zur Herleitung der Koeffizienten des BDF-Verfahrens faßt man das lineare Mehrschritt-
verfahren als Konstruktion eines Interpolationspolynoms auf. Man interpoliert dabei den
neu zu berechnenden Punkt xn+1 und die bereits berechneten Punkte xn, . . . , xn−k durch
ein Polynom
p(t;xn+1, xn, . . . , xn−k) =
n+1∑
i=n−k
Li(t) · xi (3.19)
mit der Ableitung
p˙(t;xn+1, xn, . . . , xn−k) =
n+1∑
i=n−k
L˙i(t) · xi. (3.20)
Li sind die Lagrangeschen Basispolynome:
Li(t) =
n+1∏
j=n−k
j 6=i
t− tj
ti − tj , i = n− k, . . . , n+ 1.
p˙(tn+1; yn+1, yn, . . . , yn−k) soll nun y˙(tn+1) approximieren, vergleiche (3.18).
y˙(tn+1) ≈ p˙(tn+1; yn+1, yn, . . . , yn−k) =: 1
h
(
α0 · yn+1 +
k+1∑
i=1
αi · yn+1−i
)
(3.21)
Die Koeffizienten α0, . . . , αk+1 des Mehrschrittverfahrens ergeben sich somit durch Koef-
fizientenvergleich von (3.20) und (3.21) als
αi = h · L˙n+1−i(tn+1), i = 0, . . . , k + 1.
Abku¨rzend schreiben wir
β :=
k+1∑
i=1
αi · yn+1−i.
Die Werte xn, . . . , xn−k seien rekursiv in den vorherigen Schritten des Mehrschrittverfah-
rens berechnet worden, xn+1 ist gesucht. Es wird nun dadurch bestimmt, daß das Polynom
p im Punkt tn+1 die DAE erfu¨llen soll:
A(tn+1, yn+1, zn+1) p˙(tn+1; yn+1, yn, . . . , yn−k) = f(tn+1, yn+1, zn+1)
0 = g(tn+1, yn+1, zn+1)
bzw.
An+1
(
α0 · yn+1 +
k+1∑
i=1
αi · yn+1−i
)
− h · fn+1 = 0
gn+1 = 0.
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Dies ist ein nichtlineares Gleichungssystem in den Unbekannten x := (yn+1, zn+1):
F(x) = 0 (3.22)
mit
dF
dx
=
(
α0An+1 +
∂An+1
∂y
(α0yn+1 + β)− h∂fn+1∂y ∂An+1∂z (α0yn+1 + β)− h∂fn+1∂z
∂gn+1
∂y
∂gn+1
∂z
)
. (3.23)
dF
dx
ist regula¨r wegen der Index-1-Bedingung und wenn f eine Lipschitzbedingung erfu¨llt
und die Schrittweite h hinreichend klein gewa¨hlt wird, vergleiche Satz 3.5.1.
Das Gleichungssystem (3.22) kann man zum Beispiel mit einem Newton-a¨hnlichen Ver-
fahren lo¨sen [28]:
1. Den Startwert x0 erha¨lt man durch Extrapolation von xn, . . . , xn−k−1 (Pra¨diktor).
2. Die Iteration
Ml∆xl = −F(xl), xl+1 := xl + ∆xl, l = 0, 1, . . .
wird durchgefu¨hrt, bis der Abbruchfehler kleinergleich als der Diskretisierungsfehler
ist. In der Regel sind dafu¨r nur 2 bis 3 Iterationen no¨tig (Korrektor).
Bemerkung 3.6.1
• Der Pra¨diktor ist zwar ein expliziter Schritt. Er ist aber gerade das implizite Verfah-
renspolynom des vorherigen BDF-Schrittes und als solches auch zur Lo¨sung steifer
Probleme geeignet.
• Die Iterationsmatrix Ml ist
Ml = dF
dx
(xl)
fu¨r das volle Newton-Verfahren. Eine Neuberechnung und Neuzerlegung wird jeweils
notwendig durch einen neuen Auswertungspunkt (y, z), eine neue Schrittweite h und
neue Koeffizienten α. Da sich diese Gro¨ßen aber nur langsam a¨ndern, kann man
auch mit einem na¨herungsweisen Newton-Verfahren arbeiten, bei dem
Ml ≈ dF
dx
(xl)
gewa¨hlt wird. Dabei ha¨lt man M−1l u¨ber mehrere Schritte des BDF-Verfahrens fest.
Eine Monitorstrategie mittels Fehlerscha¨tzungen fu¨r die Newton-Iterierten kontrol-
liert, wann Ml neu berechnet und zerlegt wird. Fu¨r Einzelheiten siehe [28].
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3.6.2 Schrittweiten- und Ordnungssteuerung
Auf adaptive Weise kann die Schrittweite und die Ordnung des BDF-Verfahrens in jedem
Integrationsschritt automatisch an das Problem angepaßt werden, um den Diskretisie-
rungsfehler zu kontrollieren.
Die folgenden Eigenschaften des BDF-Verfahrens machen dies mo¨glich:
• Das BDF-Verfahren ist nicht nur auf a¨quidistanten, sondern auch auf variablen Git-
tern formulierbar. Man erha¨lt dann statt konstanter gitterabha¨ngige Koeffizienten.
• Aus der Newtonschen Darstellung des Interpolationspolynoms (3.19)
p(t;xn+1, xn, . . . , xn−k) =
k+1∑
i=0
x[tn−k, . . . , tn−k+i] ·
i−1∏
j=0
(t− tn−k+j) (3.24)
mit den dividierten Differenzen
x[ti] := xi, i = n− k, . . . , n+ 1
x[ti, . . . , ti+j] :=
x[ti+1, . . . , ti+j ]− x[ti, . . . , ti+j−1]
ti+j − ti
erkennt man, daß man durch Hinzufu¨gen weiterer Summanden die Ordnung des Ver-
fahrens (bis 6, vergleiche Satz 3.5.14) erho¨hen kann. Eine ho¨here Konsistenzordnung
ist somit beim BDF-Verfahren nicht mit ho¨heren Kosten (Funktionsauswertungen,
Lo¨sung nichtlinearer Gleichungssysteme) verbunden.
In DAESOL [17] ist eine simultane Ordnungs- und Schrittweitensteuerung implementiert,
die folgendermaßen vorgeht [28]:
Ausgehend von einer Scha¨tzung des lokalen Diskretisierungsfehlers mit Hilfe dividierter
Differenzen
En := ρ (tn+1 − tn)2(tn+1 − tn−1) · · · (tn+1 − tn+1−k) ‖y[tn+1, . . . , tn−k]‖
(mit ρ < 1 unabha¨ngig von der Schrittweite) berechnet man fu¨r die Ordnungen k − 1, k
und k + 1 Schrittweiten heq, mit denen jeweils fu¨r den a¨quidistanten Spezialfall eine vom
Benutzer vorgegebene lokale Integrationsgenauigkeit erreicht werden ko¨nnte:
heqk′ =
k′+1
√
TOL′
ρ k′! ‖y[tn+1, . . . , tn−k′ ]‖ , k
′ = k − 1, k, k + 1, k′ ≤ 6.
Durch Vergleich dieser Werte wird eine neue und bessere Ordnung ermittelt. Die Ziel-
genauigkeit TOL′ wird hierbei kleiner gewa¨hlt als die gewu¨nschte Toleranz TOL , etwa
TOL′ = TOL
2
. Im na¨chsten Schritt wird mit der nicht-a¨quidistanten Scha¨tzformel
En+1 = ρ (tn+2 − tn+1)2(tn+2 − tn) · · · (tn+2 − tn+2−k) ‖y[tn+2, . . . , tn+1−k]‖
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verglichen. Erfu¨llt die Schrittweite die Genauigkeitsbedingung
En+1 ≤ TOL,
wird sie akzeptiert, andernfalls wird sie entsprechend reduziert.
Das BDF-Verfahren kann mit k = 1 gestartet werden, dem Einschrittverfahren der Fa-
milie. Ab dem Zeitpunkt tk kann man ein k-Schrittverfahren verwenden. Dies geschieht
automatisch durch die Ordnungs- und Schrittweitensteuerung.
Als Alternative zum Selbststart des Mehrschrittverfahrens kann man auch Einschrittver-
fahren ho¨herer Ordnung als Starter verwenden. Dies hat den Vorteil, daß die Integration
gleich mit hoher Ordnung beginnen kann. Von Schwerin hat diese Vorgehensweise fu¨r
Adams-Verfahren entwickelt [114], Bauer fu¨r BDF-Verfahren [14].
Bemerkung 3.6.2 Die Auswertung des Interpolationspolynoms (3.20) bzw. (3.24) er-
laubt eine fehlerkontrollierte und asympotisch korrekte kontinuierliche Darstellung der
numerischen Lo¨sung des DAE-Anfangswertproblems. Diese Eigenschaft machen wir uns
in unserer Software zunutze, um Ausgaben auf beliebigen, benutzerdefinierten Gittern be-
reitzustellen. Diese ko¨nnen dann zum Beispiel zur Visualisierung der Lo¨sungstrajektorien
verwendet werden. Einzelheiten dazu finden sich in Abschnitt 9.2.4 in Kapitel 9.
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Kapitel 4
Parameterscha¨tzung
Oft enthalten Modelle Gro¨ßen, deren Werte man nicht oder nur sehr ungenau kennt.
Zum Beispiel ko¨nnen dies spezifische Konstanten chemischer Reaktionen wie Geschwin-
digkeitskonstanten (Frequenzfaktoren, Aktivierungeenergien), Gleichgewichtskonstanten
oder Reaktionsenthalpien oder Eigenschaften von Stoffen oder Gera¨ten sein. Diese Gro¨ßen
bezeichnen wir als Parameter. Um ein Modell fu¨r eine realistische Simulation oder Opti-
mierung eines Prozesses verwenden zu ko¨nnen, ist eine genaue Kenntnis der Parameter
erforderlich. Zu ihrer Bestimmung werden Experimente durchgefu¨hrt und mit den Me-
thoden der Parameterscha¨tzung ausgewertet.
Wir diskutieren Parameterscha¨tzprobleme in dieser Arbeit aus zwei Gru¨nden. Zum einen
ist ihre Problemformulierung und die statistische Analyse ihrer Lo¨sungen wichtig zur
Formulierung von Versuchsplanungsproblemem im na¨chsten Kapitel 5. Die optimale Ver-
suchsplanung zielt auf die Planung von Experimenten, deren Meßdaten eine mo¨glichst
genaue Scha¨tzung der Parameter ermo¨glichen, das heißt mit einem mo¨glichst kleinen
Konfidenzgebiet.
Außerdem schlagen wir in Abschnitt 8.1 in Kapitel 8 eine sequentielle Vorgehensweise
vor, bei der Versuchsplanung, Experimente und Parameterscha¨tzung abwechselnd durch-
gefu¨hrt werden. Dadurch will man jeweils optimalen Zugewinn an Informationen u¨ber den
zu untersuchenden Prozeß gewinnen. Da wir dabei numerische Methoden zur Lo¨sung von
nichtlinearen Parameterscha¨tzproblemen einsetzen, geben wir hier einen Abriß daru¨ber.
4.1 Beschra¨nkte Parameterscha¨tzprobleme
Wir betrachten wieder Prozesse, die durch DAE-Modelle beschrieben werden, betonen nun
aber, daß die Modellgleichungen von Parametern und Steuerungen abha¨ngen ko¨nnen:
A(t, y(t), z(t), p, q) y˙(t) = f(t, y(t), z(t), p, q, u(t))
0 = g(t, y(t), z(t), p, q, u(t))
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Dabei bezeichne wieder t ∈ [t0, tend] ⊆ IR die unabha¨ngige Variable (”Zeit“) und der
Vektor x(t) = (y(t), z(t)) ∈ IRny+nz die Zustandsgro¨ßen. p ∈ IRnp steht fu¨r den Parame-
tervektor sowie q ∈ IRnq und u(t) ∈ IRnu fu¨r Steuergro¨ßen und Steuerfunktionen. Oft
lassen wir auch das Argument (t) bei x, y, z oder u weg.
Typischerweise sind Anfangswertprobleme gegeben. Die Anfangsbedingungen
y(t0) = y0(p, q)
ko¨nnen auch von Parametern oder Steuergro¨ßen abha¨ngen.
Außerdem mu¨ssen oft Innere-Punkt-Bedingungen der Form
0 = dˆ(x(t1), . . . , x(tKˆ), p, q) (4.1)
erfu¨llt werden. Wir fassen die Anfangsbedingungen als spezielle Innere-Punkt-Bedingun-
gen auf und nehmen im folgenden an, daß sie in den Gleichungen (4.1) enthalten sind.
Seien nun Experimente durchgefu¨hrt worden, die Meßwerte ηi geliefert haben.
Wir machen folgende Annahmen u¨ber das Meßmodell: Die Meßfehler i seien unabha¨ngig
und additiv
ηi = hi(ti, x
∗(ti), p∗, q) + i, i = 1, . . . ,M (4.2)
und normalverteilt mit Mittelwert 0 und bekannten Standardabweichungen σi
i ∼ N (0, σ2i ), i = 1, . . . ,M.
Dabei sind p∗ die wahren Werte der Parameter und x∗ die zugeho¨rigen Lo¨sungen des
DAE-Systems. Man kann die Differenz zwischen Meßwert und Modellantwort auch fu¨r
andere Werte p und x auswerten und erha¨lt dann die Residuen
ηi − hi(ti, x(ti), p, q), i = 1, . . . ,M.
Das Parameterscha¨tzproblem besteht nun in der Berechnung von gewichteten Least-
Squares auf den Residuen [11, 40, 13, 107, 53]. Die Gewichte sind die Standardabwei-
chungen der Messungen.
min
p,x
1
2
M∑
i=1
(
ηi − hi(ti, x(ti), p, q)
σi
)2
(4.3)
s. t.
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u) (4.4)
0 = g(t, y, z, p, q, u) (4.5)
0 = dˆ(x(t1), . . . , x(tKˆ), p, q) (4.6)
Als Nebenbedingungen treten die DAE-Modellgleichungen und die Innere-Punkt-Beding-
ungen auf. Optimierungsvariablen sind die Parameter p und die Zustandsvariablen x.
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Steuergro¨ßen q und Steuerfunktionen u sind fest, sie beschreiben die (ja bereits erfolgte)
Durchfu¨hrung der Experimente.
Es gibt verschiedene Mo¨glichkeiten, die Lo¨sung der DAE durch endlichdimensionale Va-
riablen s ∈ IRns zu parametrisieren. Auf Einzelheiten hierzu wird in Abschnitt 4.4 einge-
gangen. Man erha¨lt jeweils eine Darstellung der Lo¨sung in Abha¨ngigkeit von s:
x(t) = ψ(t, p, q, u, s). (4.7)
Eventuell ergeben sich durch die Parametrisierung zusa¨tzliche Nebenbedingungen
d˜(x(t1), . . . , x(tK˜), p, q, s) = 0. (4.8)
Fu¨r (4.7) schreiben wir nun auch
x(t, p, q, u, s) := ψ(t, p, q, u, s).
Setzt man dies in (4.3)-(4.6) ein, erha¨lt man ein endlichdimensionales beschra¨nktes Para-
meterscha¨tzproblem:
min
p,s
1
2
M∑
i=1
(
ηi − hi(ti, x(ti, p, q, u, s), p, q)
σi
)2
(4.9)
s. t.
0 = d(x(t1, p, q, u, s), . . . , x(tK , p, q, u, s), p, q, s) (4.10)
Die Nebenbedingungen d ergeben sich dabei aus dˆ und den Gleichungen d˜ aus der Para-
metrisierung der DAE-Lo¨sung.
Wir fassen nun die im Parameterscha¨tzproblem auftretenden Gro¨ßen als Vektoren und
Matrizen zusammen:
η := (η1, . . . , ηM)
T ,
h := (hi(ti, x(ti, p, q, u, s), p, q), i = 1, . . . ,M)
T ,
 := (1, . . . , M)
T ,
Σ := diag(σi, i = 1, . . . ,M).
Dann ko¨nnen wir die Least-Squares-Terme und Nebenbedingungen kompakt formulieren:
F1 :=
(
ηi − hi(ti, x(ti, p, q, u, s), p, q)
σi
)
i=1,...,M
= Σ−1 (η − h) (4.11)
F2 := d (4.12)
und
F :=
(
F1
F2
)
.
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Zur Berechnung der Lo¨sung des Parameterscha¨tzproblems und zur statistischen Analyse
der Lo¨sung beno¨tigt man die Jacobimatrizen
J1 :=
dF1
d(p, s)
= −Σ−1 dh
d(p, s)
(4.13)
J2 :=
dF2
d(p, s)
=
dd
d(p, s)
(4.14)
und
J :=
(
J1
J2
)
. (4.15)
Die numerische Berechnung dieser Gro¨ßen wird in Kapitel 6 behandelt.
Zur bequemen Notation fassen wir die Variablen in einem Variablenvektor zusammen:
v := (p, s).
Das beschra¨nkte Parameterscha¨tzproblem (4.9)-(4.10) lautet in dieser Notation nun kurz
min
v
1
2
‖F1(v)‖22
F2(v) = 0.
4.2 Gauß-Newton-Typ-Verfahren
Zur Lo¨sung von Parameterscha¨tzproblemen, wie sie im letzten Abschnitt eingefu¨hrt wur-
den, haben sich Verfahren vom Gauß-Newton-Typ bewa¨hrt.
Im Zusammenhang mit Randwertproblemmethoden zur Parameteridentifizierung in Sy-
stemen nichtlinearer Differentialgleichungen wurden diese erstmals von Bock [26] und
Schlo¨der [104] untersucht, siehe auch[106]. Im Rahmen dieser Arbeiten wurden die Pro-
gramme PARFIT [26] und FIXFIT [104] entwickelt. Die Behandlung von Mehrfachexpe-
rimenten, siehe auch Kapitel 7, ist mit Varianten dieser Software mo¨glich, siehe [104], [70]
und[113]. Von Gallitzendo¨rfer wurde eine Parallelisierung des Verfahrens implementiert
[52, 29]. Die Anwendung auf durch Linienmethode diskretisierte Partiellle Differentialglei-
chungen wird in [36] behandelt.
4.2.1 Voraussetzungen
In diesem Abschnitt bezeichnen wir die Dimensionen mit
v ∈ IRn, F1(v) ∈ IRn1 , F2(v) ∈ IRn2 .
Wir nehmen an, daß die folgenden beiden Bedingungen an allen Punkten v gelten, an
denen im folgenden F oder J ausgewertet werden muß:
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• (CQ) (
”
Constraint Qualification“)
RangJ2(v) = n2, (4.16)
• (PD) (
”
Positive Definiteness“)
RangJ(v) = n. (4.17)
Lemma 4.2.1 Wenn (CQ) und (PD) in v erfu¨llt sind, dann gelten auch die folgenden
Aussagen:
1. J1(v)
TJ1(v) ist positiv definit auf dem Kern von J2(v).
2. Die Matrix
(
J1(v)
TJ1(v) J2(v)
T
J2(v) 0
)
ist regula¨r.
Beweis.
1. Sei p 6= 0, p ∈ KernJ2(v), also J2(v)p = 0.
Wegen (PD) ist Kern
(
J1(v)
J2(v)
)
= {0}.
Daher ist J1(v)p 6= 0 und somit pTJ1(v)TJ1(v)p > 0.
2. Wir nehmen an, es gebe
(
p
q
)
6= 0 mit J1(v)TJ1(v)p+J2(v)T q = 0 und J2(v)p = 0.
Dann ist auch pTJ1(v)
TJ1(v)p+ p
TJ2(v)
T q = pTJ1(v)
TJ1(v)p = 0.
Wegen Aussage 1 dieses Lemmas muß also p = 0 sein.
Dann gilt aber J2(v)
T q = 0, und weil J2(v) Vollrang hat (CQ), folgt daraus q = 0.
4.2.2 Algorithmus
Der folgende Algorithmus, das Verallgemeinerte Gauß-Newton-Verfahren, lo¨st eine Folge
von linearisierten beschra¨nkten Ausgleichsproblemen.
Algorithmus 4.2.2 (Verallgemeinertes Gauß-Newton-Verfahren)
1. Starte mit einer Scha¨tzung v0.
2. Fu¨r k = 0, 1, 2, . . .:
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(a) Lo¨se das linearisierte Problem
min
∆vk
1
2
‖J1(vk)∆vk + F1(vk)‖22 (4.18)
J2(vk)∆vk + F2(vk) = 0 (4.19)
(b) Berechne die neue Iterierte
vk+1 := vk + α ·∆vk
mit α ∈ (0; 1] aus einer Globalisierungsstrategie.
(c) Ist eine Abbruchbedingung erfu¨llt, dann beende den Algorithmus mit der Lo¨sung
vˆ := vk+1.
Als Abbruchbedingung kann zum Beispiel gewa¨hlt werden, daß das Inkrement ∆vk klein
ist:
‖∆vk‖2 ≤ .
4.2.3 Darstellung der Lo¨sung der linearisierten Probleme
Wir betrachten das linearisierte Problem (4.18)-(4.19) aus der k-ten Iteration von Algo-
rithmus 4.2.2. Zur Abku¨rzung schreiben wir in diesem Unterabschnitt:
F1 := F1(vk), F2 := F2(vk), J1 := J1(vk), J2 := J2(vk), ∆v := ∆vk.
Es sei daran erinnert, daß wir die Bedingungen (CQ) und (PD) ((4.16) und (4.17)) vor-
aussetzen.
Die hinreichenden und notwendigen Bedingungen fu¨r die Optimalita¨t (Karush-Kuhn-
Tucker-Bedingungen) [57] bestehen in der Erfu¨llung der Nebenbedingungen und darin,
daß der Gradient der Lagrangefunktion
L(∆v, λ) = 1
2
∆vTJT1 J1∆v + F
T
1 J1∆v +
1
2
F T1 F1 − λT (J2∆v + F2)
∇∆vL(∆v, λ) = JT1 J1∆v + JT1 F1 − JT2 λ
gleich null ist.
Also: Es existiert λ ∈ IRn2 , so daß
JT1 J1∆v + J
T
1 F1 − JT2 λ = 0
J2∆v + F2 = 0
beziehungsweise (
JT1 J1 J
T
2
J1 0
)(
∆v
−λ
)
= −
(
JT1 F1
F2
)
.
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Die Lo¨sung ∆v besitzt somit die folgende Darstellung:
∆v = − ( I 0 )( JT1 J1 JT2
J2 0
)−1(
JT1 0
0 I
)(
F1
F2
)
= −J+
(
F1
F2
)
(4.20)
mit der Verallgemeinerten Inversen
J+ =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 0
0 I
)
.
Die adjungierten Variablen λ lassen sich gema¨ß
λ =
(
0 I
)( JT1 J1 JT2
J2 0
)−1(
JT1 0
0 I
)(
F1
F2
)
darstellen.
Wegen (CQ) und (PD) gilt Existenz und Eindeutigkeit von J+ (Lemma 4.2.1) und somit
auch der Lo¨sung ∆v des linearisierten Problems sowie der adjungierten Variablen λ. J+
erfu¨llt die Beziehung J+JJ+ = J+, diese ist eines der vier Moore-Penrose-Axiome. Im all-
gemeinen ist J+ aber nicht die Moore-Penrose-Pseudoinverse [89], nur im unbeschra¨nkten
Fall.
Zur Konvergenz des Gauß-Newton-Verfahrens und zur praktischen Implementierung des
Algorithmus siehe die Abschnitte 4.4 und 4.5.
4.3 Statistische Analyse der Lo¨sung
Da die Meßdaten Zufallsvariablen sind, ist auch die Lo¨sung des Gauß-Newton-Verfahrens
eine Zufallsvariable.
Wir betrachten das linearisierte Problem im Lo¨sungspunkt vˆ des Gauß-Newton-Verfah-
rens. Es gilt: ∆v = −J+F ist multinormalverteilt mit Mittelwert
E(∆v) = E(−J+
(
F1
F2
)
)
= −J+E
(
F1
F2
)
= −J+
(
E(Σ−1 (η − h))
E(d)
)
= −J+
(
0
0
)
= 0
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und Kovarianzmatrix
C = E(∆v∆vT )
= E(J+
(
F1F
T
1 F1F
T
2
F2F
T
1 F2F
T
2
)
J+
T
)
= J+
(
E(F1F
T
1 ) 0
0 0
)
J+
T
= J+
(
I 0
0 0
)
J+
T
=
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
. (4.21)
Dabei haben wir benutzt, daß
E(F1F
T
1 ) = Σ
−1E(ηηT ) Σ−1
= Σ−1 Σ2 Σ−1
= I
und E(F1F
T
2 ) = 0, E(F2F
T
1 ) = 0, E(F2F
T
2 ) = 0, weil F2 keine Zufallsvariable ist.
Das (100 · α)%-Konfidenzgebiet ist das Gebiet, in dem die wahren — aber unbekannten
— Parameter mit einer Wahrscheinlichkeit von α ∈ [0, 1] liegen.
Das Parameterscha¨tzproblem (4.9)-(4.10) hat n Variablen und n2 Gleichungsnebenbedin-
gungen. Sei
γ2(α) := χ2n−n2(1− α) (4.22)
das Quantil der χ2-Verteilung zum Wert α mit n− n2 Freiheitsgraden.
Da wir die wahren Parameter nicht kennen, betrachten wir eine Na¨herung des (100 ·α)%-
Konfidenzgebiets im Lo¨sungspunkt vˆ des Gauß-Newton-Verfahrens:
G(α, vˆ) := {v ∈ IRn : F2(v) = 0, ‖F1(v)‖22 − ‖F1(vˆ)‖22 ≤ γ2(α)}.
Wegen der Nichtlinearita¨t der Ausgleichsfunktion und der Beschra¨nkungen ist dieses meist
nur sehr schwer zu bestimmen. Daher beschra¨nken wir uns auf die linearisierte Na¨herung
GL(α, vˆ) := {v ∈ IRn : F2(vˆ) + J2(vˆ)(v − vˆ) = 0,
‖F1(vˆ) + J1(vˆ)(v − vˆ)‖22 − ‖F1(vˆ)‖22 ≤ γ2(α)}. (4.23)
Das folgende Lemma sagt, daß sich das linearisierte Konfidenzgebiet auch in der Form
G¯L(α, vˆ) := {v ∈ IRn : v − vˆ = −J+(vˆ)
(
δw
0
)
, δw ∈ IRn1 , ‖δw‖2 ≤ γ(α)}
darstellen la¨ßt:
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Lemma 4.3.1 [26] Es gilt:
GL(α, vˆ) = G¯L(α, vˆ).
Beweis. Sei vˆ die Lo¨sung von
min
v
1
2
‖F1(v)‖22
F2(v) = 0.
Aufgrund der KKT-Bedingungen gilt im Lo¨sungspunkt vˆ (wir lassen das Argument vˆ bei
F1,2 und J1,2) weg): Es existiert λ mit
0 =
∂
∂v
(
1
2
F T1 F1 − λTF2
)
δv =
1
2
(
δvTJT1 F1 + F
T
1 J1δv
)− λTJ2δv
=
1
2
(
(F1 + J1δv)
T (F1 + J1δv)− F T1 F1 − (J1δv)T (J1δv)
)− λTJ2δv.
Betrachte δv mit J2δv = 0. Dann folgt:
‖J1δv‖22 = ‖F1 + J1δv‖22 − ‖F1‖22. (4.24)
Sei v ∈ GL(α, vˆ). Definiere δv := v − vˆ. Dann ist J2δv = −F2 = 0. Sei δw := −J1δv. Es
gilt:
‖δw‖22 = ‖J1δv‖22 = ‖F1 + J1δv‖22 − ‖F1‖22 ≤ γ(α)2.
Das lineare Ausgleichsproblem
min
∆v
1
2
‖δw + J1∆v‖22 (4.25)
J2∆v = 0 (4.26)
hat die Lo¨sung ∆v = δv, wie man leicht direkt ablesen kann, nach (4.20) hat diese aber
auch die Darstellung
δv = −J+(vˆ)
(
δw
0
)
.
Daraus folgt v ∈ G¯L(α, vˆ).
Sei umgekehrt v ∈ G¯L(α, vˆ). Also gilt ‖δw‖2 ≤ γ(α). δv := v − vˆ = −J+(vˆ)
(
δw
0
)
lo¨st
das lineare Ausgleichsproblem (4.26)-(4.26). Aufgrund der KKT-Bedingungen ist daher
J2δv = 0, und es existiert λ, so daß
0 =
∂
∂∆v
1
2
(‖δw‖22 + 2 · δwTJ1∆v + ∆vTJT1 J1∆v)− λTJ2∆v
∣∣∣∣
∆v=δv
δv
= δwTJ1δv + δv
TJT1 J1δv − λTJ2δv = δwTJ1δv + ‖J1δv‖22.
62 KAPITEL 4. PARAMETERSCHA¨TZUNG
Daraus und aus (4.24) folgt
0 ≤ ‖δw + J1δv‖22 = ‖δw‖22 + 2 · δwTJ1δv + ‖J1δv‖22 = ‖δw‖22 − ‖J1δv‖22
≤ γ(α)2 + ‖F1‖22 − ‖F1 + J1δv‖22.
Also ist
‖F1 + J1δv‖22 − ‖F1‖22 ≤ γ(α)2
und damit v ∈ GL(α, vˆ).
Mit diesem Resultat haben wir die Mo¨glichkeit, Abscha¨tzungen fu¨r die Konfidenzintervalle
der einzelnen Parameter anzugeben:
Satz 4.3.2 Sei
θi := γ(α) ·
√
Cii(vˆ), i = 1, . . . , n,
wobei γ(α) der in (4.22) definierte Wahrscheinlichkeitsfaktor und
√
Cii(vˆ) die Wurzel
des i-ten Hauptdiagonalelements der Kovarianzmatrix (4.21) ist. Dann gilt: Das linea-
risierte Konfidenzgebiet GL(α, vˆ) wird durch einen Quader mit den Seitenla¨ngen 2 · θi
eingeschlossen:
GL(α, vˆ) ⊆ [vˆ1 − θ1, vˆ1 + θ1]× . . .× [vˆn − θn, vˆn + θn].
Beweis. Sei ei ∈ IRn der i-te Einheitsvektor. Nach Lemma 4.3.1 gilt fu¨r v ∈ GL(α, vˆ):
|vi − vˆi| ≤ ‖
(
J+(vˆ)
(
I
0
))T
ei‖2 · ‖δw‖2
=
(
eTi J
+(vˆ)
(
I
0
)(
I 0
)
J+(vˆ)T ei
) 1
2
· ‖δw‖2
≤
√
Cii(vˆ) · γ(α), i = 1, . . . , n.
Bevor wir im na¨chsten Kapitel an diese statistische Analyse der Lo¨sung von Parame-
terscha¨tzproblemen angeknu¨pfen und darauf die Optimierung von Versuchspla¨nen be-
gru¨nden, wollen wir uns im Rest dieses Kapitels mit einigen numerischen Aspekten der
Parameterscha¨tzung befassen.
4.4 Parametrisierung der Dynamik
In diesem Abschnitt geben wir zwei Techniken zur Parametrisierung der Dynamik an,
vergleiche (4.7)-(4.8).
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4.4.1 Einfachschießverfahren
Die einfachste Mo¨glichkeit ist das Einfachschießverfahren (Single-Shooting, Black-Box-
Ansatz).
Man lo¨st dabei das relaxierte DAE-System
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u)
0 = g(t, y, z, p, q, u)− β(t) · g(t0, y(t0), z(t0), p, q, u)
mit den Anfangsbedingungen
y(t0) = y0(p, q), z(t0) = s
mit einem Anfangswertproblemlo¨ser auf dem gesamten Integrationsintervall t ∈ [t0, tend].
Durch die Relaxierung der algebraischen Gleichungen, siehe Abschnitt 3.3.1, sind diese
fu¨r beliebige s automatisch konsistent.
Es ergibt sich dadurch eine Darstellung der Lo¨sung an jedem Zeitpunkt t ∈ [t0, tend]:
x(t) = ψ(t, p, q, u, s).
Die algebraischen Variablen mu¨ssen zusa¨tzlich die Konsistenzbedingungen
g(t0, y(t0), z(t0), p, q, u) = 0
erfu¨llen. Mit s := z(t0) ergibt dies eine zusa¨tzliche Nebenbedingung, die wir zu den
Gleichungen des Optimierungsproblems hinzunehmen:
d˜(x(t1), . . . , x(tK˜), p, q, s) = 0.
Problematisch kann diese Methode im Zusammenhang mit Gauß-Newton-Verfahren (oder
anderen Newton-Typ-Verfahren) werden, wenn man mit sehr schlechten Anfangsscha¨tzern
fu¨r die Parameter (oder die entsprechenden Optimierungsvariablen) startet. Dann kann
man sehr weit entfernt sein vom Konvergenzbereich des Newton-Typ-Verfahrens (siehe
unten). Es kann auch vorkommen, daß die DAE dann gar keine globale Lo¨sung besitzt,
daß also keine Starttrajektorie existiert.
4.4.2 Mehrzielmethode
Um die Probleme vermeiden zu ko¨nnen, die beim Einfachschießverfahren auftreten, wurde
die Mehrzielmethode (Multiple Shooting) entwickelt. Multiple Shooting wurde zuna¨chst
nur zur Lo¨sung von Randwertproblemen verwendet, siehe zum Beispiel [109]. Bock [26]
hat diese Methode erstmals auch zur Parametrisierung der Dynamik bei der Lo¨sung von
Parameterscha¨tzproblemen eingesetzt.
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Die Idee besteht in der Zerlegung des Integrationsintervalls in Teilintervalle
t0 < t1 < . . . < tNms < tNms+1 = tend
und der Integration des relaxierten DAE-Systems
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u)
0 = g(t, y, z, p, q, u)− β(t) · g(ti, y(ti), z(ti), p, q, u)
nur jeweils auf diesen Teilintervallen t ∈ [ti, ti+1), i = 0, . . . , Nms mit den Anfangsbedin-
gungen
y(ti) = sy,i, z(ti) = sz,i, i = 0, . . . , Nms
und sy,0 = y0(p, q), siehe Abbildung 4.1. Die Gro¨ßen si = (sy,i, sz,i), i = 0, . . . , Nms sind
zusa¨tzliche Variablen des Problems.
t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
Multiple Shooting
Mehrzielknoten
Trajektorie
Stetigkeitsbedingungen
Abbildung 4.1: Veranschaulichung der Mehrzielmethode
Auswertung der Lo¨sungen ergibt eine abschnittsweise Darstellung
x(t) = ψi(t, p, q, u, si), t ∈ [ti, ti+1), i = 0, . . . , Nms.
Zusa¨tzlich muß man aber noch verlangen, daß die Lo¨sung stetig ist, das heißt
lim
t→ti
ψy,i−1(t, p, q, u, si−1)− sy,i = 0, i = 1, . . . , Nms,
und daß die Konsistenzbedingungen
g(ti, sy,i, sz,i, p, q, u) = 0, i = 0, . . . , Nms
erfu¨llt sind.
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Stetigkeitsbedingungen und Konsistenzbedingungen sind also zusa¨tzliche Gleichungen
d˜(x(t1), . . . , x(tK˜), p, q, s) = 0,
die zum Parameterscha¨tzproblem hinzugenommen werden mu¨ssen.
Durch die Mehrzielmethode wird gewissermaßen das Vorwa¨rtsproblem, also die Lo¨sung
der DAE, als implizite Nebenbedingung des Parameterscha¨tzproblems formuliert.
Der wesentliche Vorteil der Mehrzielmethode gegenu¨ber dem Einfachschießverfahren be-
steht darin, daß man die Variablen des Parameterscha¨tzproblems oft durch Kenntnis
des Prozeßverhaltens, zum Beispiel durch Meßdaten, initialisieren kann. Dadurch wird
der Einfluß schlechter Parameterstartdaten abgeschwa¨cht, man kann
”
nahe“ der Lo¨sung
starten und viel eher Konvergenz des Gauß-Newton-Verfahrens erwarten als beim Ein-
fachschießverfahren. Die Existenz einer Starttrajektorie ist auf dem ganzen Intervall ge-
sichert, die Integration ist numerisch stabil. Die Wahl der Mehrzielpunkte ist dabei meist
unkritisch, eine Strategie zur Bestimmung des Mehrzielgitters ist zum Beispiel in [26]
ausgefu¨hrt.
Auf den ersten Blick erha¨lt man bei der Mehrzielmethode ein ho¨herdimensionales Opti-
mierungsproblem. Dessen spezielle Struktur kann jedoch bei der numerischen Behandlung
effizient ausgenutzt werden.
Die Jacobimatrix der Least-Squares-Terme und der Nebenbedingungen hat bei der Mehr-
zielmethode die folgende Struktur:
J =
(
J1
J2
)
=


D11 D
0
1 · · · DNms1 Dp1
D12 D
0
2 · · · DNms2 Dp2
G0 (−I, 0) Gp0
G1 (−I, 0) Gp1
. . . . . .
...
GNms−1 (−I, 0) GpNms−1
H0 H
p
1
H1 H
p
2
. . .
...
HNms H
p
Nms


(4.27)
mit
Di1 :=
∂F1
∂si
, i = 0, . . . , Nms, D
p
1 :=
∂F1
∂p
,
Di2 :=
∂dˆ
∂si
, i = 0, . . . , Nms, D
p
2 :=
∂dˆ
∂p
,
Gi :=
∂ψy,i
∂si
(ti+1, p, q, u, si), i = 0, . . . , Nms − 1,
Gpi :=
∂ψy,i
∂p
(ti+1, p, q, u, si)
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Hi :=
∂g
∂(sy,i, sz,i)
(ti, sy,i, sz,i, p, q, u), i = 0, . . . , Nms,
Hpi :=
∂g
∂p
(ti, sy,i, sz,i, p, q, u).
Die Matrizen (−I, 0) haben in (4.27) die Dimensionen I ∈ IRny×ny , 0 ∈ IRny×nz .
Der Aufwand zur Integration entspricht ungefa¨hr dem beim Einfachschießverfahren. Die
Struktur der Matrix (4.27) kann ausgenutzt werden, um die quadratischen Programme
im Gauß-Newton-Verfahren effizient zu lo¨sen. Dadurch ist der Aufwand fu¨r die Lineare
Algebra im wesentlichen genauso groß wie beim Einfachschießverfahren. Zu Einzelheiten
sei an dieser Stelle auf die Arbeiten [26, 104] verwiesen. Daru¨ber hinaus eignet sich die
strukturausnutzende Lineare Algebra ebenso wie die entkoppelte Auswertung des DAE-
Systems auf den einzelnen Teilintervallen sehr gut zur Parallelisierung, siehe [52, 29].
Eine Alternative zur Mehrzielmethode, die a¨hnliche Vorteile aufweist, sind Kollokations-
verfahren, siehe zum Beispiel [105].
4.5 Konvergenzresultate fu¨r Newton-Typ-Verfahren
In Newton-Typ-Verfahren wird das Inkrement gema¨ß ∆vk = −M(vk)F (vk) berechnet.
Man kann dabei unterscheiden:
• fu¨r nichtlineare Gleichungssysteme F (v) = 0 das Newton-Verfahren mit der Inversen
als Iterationsmatrix:
M(vk) = J(vk)
−1,
• fu¨r unbeschra¨nkte Ausgleichsprobleme min
v
1
2
‖F (v)‖22 unbeschra¨nkte Gauß-Newton-
Verfahren mit der Moore-Penrose-Pseudoinversen:
M(vk) = J(vk)
† =
(
J(vk)
TJ(vk)
)−1
J(vk)
T
• und fu¨r beschra¨nkte Ausgleichsprobleme min
v
1
2
‖F1(v)‖22 unter F2(v) = 0 beschra¨nkte
Gauß-Newton-Verfahren mit der verallgemeinerten Inversen:
M(vk) = J(vk)
+ =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 0
0 I
)
.
In Quasi-Newton-Verfahren werden statt dieser Inversen Na¨herungen verwendet.
Bemerkung 4.5.1 Man kann die Gauß-Newton-Verfahren auch als Na¨herungen fu¨r die
Newton-Verfahren fu¨r die notwendigen Bedingungen der entsprechenden Optimierungs-
probleme interpretieren.
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Wir diskutieren hier den unbeschra¨nkten Fall, im beschra¨nkten Fall sind analoge Betrach-
tungen durchzufu¨hren.
min
v
1
2
‖F (v)‖22
Die notwendige Bedingung zur Minimierung der Zielfunktion
φ(v) =
1
2
∑
i
Fi(v)
2
lautet
dφ
dv
(v) =
1
2
∑
i
2 · dFi
dv
(v) · Fi(v)2 = J(v)TF (v) = 0.
Mit der zweiten Ableitung der Zielfunktion
d2φ
dv2
(v) =
∑
i
(
dFi
dv
(v) · dFi
dv
(v) +
∂2Fi
∂v2
(v) · Fi(v)
)
= J(v)TJ(v) +H(v)F (v)
ist beim Newton-Verfahren in jeder Iteration ein lineares Problem
J(vk)
TF (vk) +
(
J(vk)
TJ(vk) +H(vk)F (vk)
)
∆vk = 0
zu lo¨sen. Das Inkrement ist also
∆vk = −
(
J(vk)
TJ(vk) +H(vk)F (vk)
)−1
J(vk)
TF (vk).
Bei der Parameterscha¨tzung ist der Term H(v)F (v) abha¨ngig von den Meßfehlern, also
eine Zufallsvariable. Daher ist es besser, nur die Na¨herung
∆vk = −
(
J(vk)
TJ(vk)
)−1
J(vk)
TF (vk)
zu verwenden, was dem Gauß-Newton-Verfahren entspricht.
Der folgende Satz charakterisiert das lokale Konvergenzverhalten von Newton-Typ-Ver-
fahren.
Satz 4.5.2 (Lokaler Kontraktionssatz) [26]
Betrachte F : IRm ⊇ D → IRn, F ∈ C1(D, IRn), J := dF
dv
.
Es gelte fu¨r alle v, w ∈ D, θ ∈ [0, 1] mit w − v = −M(v)F (v):
1. Es existiert ein ω <∞, so daß
‖M(w) (J(v + θ(w − v))− J(v)) (w − v)‖ ≤ ω · θ · ‖w − v‖2 .
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2. Es existiert ein κ(v) ≤ κ < 1, so daß
‖M(w)R(v)‖ ≤ κ(v) ‖w − v‖
mit dem Residuum R(v) := F (v)− J(v)M(v)F (v).
Sei v0 ∈ D gegeben mit
δ0 := κ+
ω
2
‖∆v0‖ < 1,
δk := κ+
ω
2
‖∆vk‖ , ∆vk := −M(vk)F (vk)
und
D0 :=
{
v : ‖v − v0‖ ≤ ‖∆v0‖
1− δ0
}
⊆ D.
Dann gilt:
1. Die Iteration vk+1 = vk + ∆vk ist wohldefiniert und bleibt in D0.
2. Es existiert ein v∗ ∈ D0, so daß vk → v∗ konvergiert fu¨r k →∞.
3. Es gilt die Abscha¨tzung
‖vk+j − v∗‖ ≤ δ
j
k
1− δk ‖∆vk‖
4. und
‖∆vk+1‖ ≤ δk ‖∆vk‖ = κ ‖∆vk‖+ ω
2
‖∆vk‖2 .
Beweis. Siehe [26].
Fu¨r Newton-Verfahren folgt aus dem Lokalen Kontraktionssatz die quadratische Konver-
genz:
Korollar 4.5.3 Bei Newton-Verfahren ist M = J−1. Dann gilt aber∥∥J−1(w)R(v)∥∥ = ∥∥J−1(w) (I − J(v)J−1(v))F (v)∥∥ = 0.
Also ist κ = 0. Das bedeutet quadratische Konvergenz:
‖vk+1 − vk‖ ≤ C‖vk − vk−1‖2.
Bei Gauß-Newton-Verfahren wird das Konvergenzverhalten und die Konvergenzgeschwin-
digkeit durch die Gro¨ßen κ und ω bestimmt.
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Bemerkung 4.5.4 Sei F ∈ C2(D, IRn).
1. Gelten die Regularita¨tbedingungen (CQ) und (PD) in einem Punkt v, so gilt fu¨r w
aus einer Umgebung von v: M(w) existiert und ist stetig differenzierbar, und M(w)
ist beschra¨nkt: ‖M(w)‖ ≤ β. Außerdem gilt
‖(J(v + θ(w − v))− J(v)) (w − v)‖ =
∥∥∥∥dJdv (φ)θ(w − v)(w − v)
∥∥∥∥ ≤ γ · θ · ‖w − v‖2
in einer kompakten Teilmenge von D. γ ist ein Maß fu¨r die Nichtlinearita¨t des
Problems.
2. In einer Umgebung von v∗ gilt
‖M(w) (J(v + θ(w − v))− J(v)) (w − v)‖ ≤ β · γ · θ · ‖w − v‖2 .
Also ist ω ≤ β · γ <∞. ω kann sehr groß werden, falls ‖M‖ sehr groß ist (β), das
heißt J2 oder
(
J1
J2
)
ist nahezu singula¨r, oder falls die 1. Ableitung von J sehr groß
ist (γ), das heißt das Problem ist sehr nichtlinear.
3. Wenn M die Verallgemeinerte Inverse ist, gilt M = MJM und
M(v)R(v) = M(v) (F (v)− J(v)M(v)F (v)) = (M(v)−M(v)J(v)M(v))F (v) = 0.
Daraus folgt
‖M(w)R(v)‖ = ‖(M(w)−M(v))R(v)‖ ≤ L · ρ · ‖w − v‖,
da M stetig differenzierbar, daher ‖M(w)−M(v)‖ ≤ L · ‖w − v‖, und ‖R(v)‖ ≤ ρ.
Also ist κ ≤ L · ρ. κ < 1 kann man nur erwarten, wenn die erste Ableitung von M
klein ist (L) und wenn das Residuum klein ist (ρ). κ ist ein Maß fu¨r die Kompati-
bilita¨t zwischen Modell und Daten.
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Kapitel 5
Nichtlineare Optimale
Versuchsplanung
5.1 Formulierung von Versuchsplanungsproblemen
Im letzten Kapitel haben wir gesehen, daß die Gu¨te einer Parameterscha¨tzung durch
die Kovarianzmatrix im Lo¨sungspunkt des Gauß-Newton-Verfahrens ausgedru¨ckt werden
kann. Diese ha¨ngt von den Gro¨ßen q und u ab, die die Durchfu¨hrung der Experimente
beschreiben. Wir unterscheiden zwischen Steuergro¨ßen q, die zeitlich konstant einen be-
stimmten Wert haben, und den zeitlich variablen Steuerfunktionen u. Durch geschickte
Wahl dieser Steuerungen innerhalb vorgegebener Beschra¨nkungen und eine geeignete Pla-
zierung der Meßpunkte kann man Experimente entwerfen, deren Meßdaten eine mo¨glichst
signifikante Scha¨tzung erlauben. Dies kann entweder intuitiv durch Ausprobieren erfol-
gen oder durch eine mathematische Optimierung berechnet werden. In diesem Abschnitt
werden wir Nichtlineare Optimale Versuchsplanungsprobleme formulieren. Die folgenden
Abschnitte werden sich dann mit Methoden zu deren numerischer Lo¨sung befassen.
5.1.1 Steuergro¨ßen und Steuerfunktionen
Durch die Steuerungen werden die Versuchsbedingungen zur Durchfu¨hrung der Experi-
mente modelliert.
Wir unterscheiden zwischen
• Steuergro¨ßen q ∈ IRnq
• und zeitlich variablen Steuerfunktionen u : [t0, tend] → IRnu .
Fu¨r die Steuerungen ko¨nnen Grenzen gegeben sein
qi ∈ [loqi , upqi ], i = 1, . . . , nq
ui(t) ∈ [loui , upui ], i = 1, . . . , nu
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oder (nichtlineare) Steuerbeschra¨nkungen
c(q) ∈ [loc, upc]
mit c : IRnq → IRnc .
lo. und up. stehen hier fu¨r die jeweils gegebenen unteren und oberen Schranken in den
geeigneten Dimensionen.
5.1.2 Planung von Messungen
Neben der Wahl der experimentellen Bedingungen ha¨ngt die Gu¨te einer Parameterscha¨t-
zung auch in großem Maße von der Planung der Messungen ab. Aus Kosten- oder Kapa-
zita¨tsgru¨nden ko¨nnen meistens nicht beliebig viele Daten gemessen werden. Daher ist es
notwendig, die Plazierung der Probenahmen fu¨r die verschiedenen verfu¨gbaren Meßver-
fahren optimal zu bestimmen.
Zur Optimierung eines Meßentwurfs geben wir zuna¨chst mo¨gliche Meßpunkte vor. Wir
betrachten M aufsteigend geordnete Zeitpunkte t0 ≤ t1 ≤ . . . ≤ tM ≤ tend, an denen Mes-
sungen des jeweiligen Meßverfahrens mit der Modellantwort hi(ti, x(ti), p, q), i = 1, . . . ,M
durchgefu¨hrt werden ko¨nnen. Dabei ko¨nnen Meßzeitpunkte auch gleich sein. Die Meßfunk-
tionen an verschiedenen Meßzeitpunkten ko¨nnen natu¨rlich auch die gleichen Meßverfahren
beschreiben.
Dann geben wir jeder mo¨glichen Messung ein Gewicht
wi ∈ {0, 1}, i = 1, . . . ,M. (5.1)
Messungen, die tatsa¨chlich durchgefu¨hrt werden sollen, erhalten durch die Optimierung
das Gewicht wi = 1, Messungen, die nicht ausgewa¨hlt werden, haben das Gewicht wi = 0.
Durch Beschra¨nkungen an die Gewichte ko¨nnen nun Bedingungen wie zum Beispiel die
maximale Anzahl von Messungen pro Zeitpunkt, pro Meßverfahren, pro Experiment usw.
modelliert werden:
loJj ≤
∑
i∈Jj
wi ≤ upJj , j = 1, . . . , NJ
fu¨r geeignete Indexmengen Jj ⊆ {1, . . . ,M}, j = 1, . . . , NJ .
Die Kosten der Messungen ko¨nnen unter Annahme eines linearen Kostenmodells mit
Kostenkoeffizienten cwi fu¨r Messung i zum Beispiel durch
M∑
i=1
cwi · wi (5.2)
beschrieben werden.
Oft werden wir Relaxierungen der Ganzzahligkeitsbedingungen (5.1) betrachten, zum Bei-
spiel wi ∈ [0, 1]. Diese ko¨nnen wir dadurch interpretieren, daß Messung i mit Gewicht wi
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mit wi-fachem ”
Aufwand“ durchgefu¨hrt wird, das heißt mit w−1i -facher Varianz und wi-
fachen Kosten. Auf diese Weise ko¨nnen auch Gewichte mit wi > 1 verwendet werden.
Durch die Einfu¨hrung der Gewichte modifizieren wir die Verteilung der Meßfehler, siehe
Gleichung (4.2), somit durch
i ∼ N
(
0,
σ2i
wi
)
, i = 1, . . . ,M.
Dabei gilt fu¨r nicht durchgefu¨hrte Messungen: geht das Gewicht wi → 0, geht die Varianz
gegen unendlich.
Die Diagonalmatrix der Gewichte bezeichnen wir mit
W := diag(wi, i = 1, . . . ,M).
5.1.3 Das der Versuchsplanung zugrundeliegende Parameter-
scha¨tzproblem
Wu¨rde man die geplanten Experimente durchfu¨hren und anhand der experimentellen Da-
ten die Parameter scha¨tzen, erga¨be sich nach Parametrisierung der Dynamik entsprechend
(4.9)-(4.9) das folgende nichtlineare Ausgleichsproblem:
min
p,s
1
2
M∑
i=1
wi · (ηi − hi(ti, x(ti, p, q, u, s), p, q))
2
σ2i
s. t.
0 = d(x(t1, p, q, u, s), . . . , x(tK , p, q, u, s), p, q, s).
Man beachte, daß wir die Varianzen σ2i durch die gewichteten Varianzen
σ2i
wi
ersetzt haben.
Wegen dieser Modifikation a¨ndert sich die Definition von F1 und J1 gegenu¨ber (4.11) und
(4.13) in
F1 :=
(√
wi · ηi − hi(ti, x(ti, p, q, u, s), p, q)
σi
)
i=1,...,M
=
√
W Σ−1 (η − h)
J1 :=
dF1
d(p, s)
= −
√
W Σ−1
dh
d(p, s)
.
Die Kovarianzmatrix im Lo¨sungspunkt hat die Darstellung
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
.
Sie ist — bei festen v = (p, s) — eine Funktion der Versuchsplanungsgro¨ßen q, u und w.
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5.1.4 Gu¨tekriterien
Wie in der klassischen Versuchsplanung benutzen wir Informationsfunktionen φ auf der
Kovarianzmatrix C zur Beurteilung der Gu¨te einer Parameterscha¨tzung, siehe [93]. Die
u¨blichsten Funktionen sind dabei die klassischen Gu¨tekriterien:
• Das Spur-Kriterium (A-Kriterium):
φA(C) =
1
n
· SpurC.
• Das Determinanten-Kriterium (D-Kriterium):
φD(C) =
(
det(KTCK)
) 1
n .
Da die Kovarianzmatrix im allgemeinen nicht regula¨r ist, betrachtet man die Pro-
jektion auf einen nK-dimensionalen Unterraum des Parameterraums mittels einer
vollrangigen Projektionsmatrix K ∈ IRn×nK .
• Das Gro¨ßter-Eigenwert-Kriterium (E-Kriterium):
φE(C) = max{λ : λ Eigenwert von C}.
In Satz 4.3.2 haben wir eine Abscha¨tzung fu¨r die Konfidenzintervalle der einzelnen Para-
meter angegeben. Diese ko¨nnen wir ebenfalls als Gu¨tekriterium verwenden:
• Das Konfidenzintervall-Kriterium (M-Kriterium):
φM(C) = max{
√
Cii, i = 1, . . . , n}.
Diese Gu¨tekriterien lassen sich auch geometrisch anhand des Konfidenzellipsoids GL(α, v)
(4.23) interpretieren. Das A-Kriterium ist proportional zur durchschnittlichen Halbach-
senla¨nge des Konfidenzellipsoids, das D-Kriterium zu seinem Volumen, das E-Kriterium
zur gro¨ßten Halbachsenla¨nge und das M-Kriterium zur gro¨ßten Seitenla¨nge einer Box um
das Konfidenzellipsoid, siehe Abbildung 5.1.
Bemerkung 5.1.1 Die Kovarianzmatrix und damit auch die Gu¨tekriterien ha¨ngen stark
von der Skalierung der Parameter im zugrundeliegenden Prozeßmodell ab. Die Kovarianz-
matrix bezieht sich auf die absoluten Parameterwerte. Deshalb werden in allen Gu¨tekrite-
rien die Varianzen der Parameter mit absolut großen Werten viel sta¨rker beru¨cksichtigt
als die der Parameter mit absolut kleinen Werten. Will man alle Parameter gleich ge-
wichten, so muß man sie auf den gleichen Wert skalieren. Man kann die Skalierung aber
auch nutzen, um bei der Versuchsplanung gezielt bestimmte Parameter sta¨rker ins Gewicht
fallen zu lassen.
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Konfidenzellipsoid
A-Kriterium
D-Kriterium
E-Kriterium
M-Kriterium
Abbildung 5.1: Geometrische Veranschaulichung der Gu¨tekriterien
Die Skalierung der Parameter und s-Variablen v = (p, s) zu v˜ = (p˜, s˜) kann man schreiben
als v = Sv˜ mit einer regula¨ren Matrix S; meistens wird S dabei als Diagonalmatrix
gewa¨hlt. Dann ist
F1,2(v) = F1,2(Sv˜) =: F˜1,2(v˜)
und
J˜1,2(v˜) :=
dF˜1,2(v˜)
dv˜
=
dF1,2(Sv˜)
dv˜
=
dF1,2(v)
dv
· dv
dv˜
=
dF1,2(v)
dv
· S = J1,2 · S.
Also geht die Kovarianzmatrix fu¨r die skalierten Werte v˜ aus der Kovarianzmatrix fu¨r v
durch Multipliaktion von links und rechts mit S hervor:
C˜ = ST · C · S.
5.1.5 Abha¨ngigkeit der Standardabweichungen der Messungen
von den Versuchsbedingungen
In der Parameterscha¨tzung sind nach unseren Annahmen die Standardabweichungen σi
durch die Eigenschaft der Meßdaten gegeben und fest. In der Versuchsplanung wollen
wir aber auch beru¨cksichtigen, daß A¨nderungen der experimentellen Bedingungen auch
A¨nderungen der Meßgenauigkeiten bewirken ko¨nnen. Deshalb ersetzen wir die Konstan-
ten σi durch Funktionen ςi(x, q), i = 1, . . . ,M , in denen die Standardabweichungen also
von Zusta¨nden und Steuergro¨ßen abha¨ngen ko¨nnen. In der Parameterscha¨tzung soll die
Standardabweichung aber weiterhin fest bleiben, das heißt dς
dv
= 0.
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5.1.6 Kosten fu¨r die Prozeßsteuerung
Wir modellieren neben den Kosten fu¨r Messungen, siehe (5.2), auch Kosten fu¨r die Ver-
wendung von Steuerungen. Eine Mo¨glichkeit der Modellierung bei positiven Steuerungen
ist ein lineares Kostenmodell mit Kosten cqi fu¨r eine Einheit von Steuergro¨ße qi bzw. Ko-
sten cui (t) fu¨r eine Einheit von Steuerfunktion ui(t)dt. Die Gesamtkosten des Versuchs
sind dann
M∑
i=1
cwi wi +
nq∑
i=1
cqi qi +
nu∑
i=1
∫ tend
t0
cui (t)ui(t)dt. (5.3)
5.1.7 Versuchsraum
Der Raum der Versuchsplanungsgro¨ßen wird durch diverse Nebenbedingungen einge-
schra¨nkt. Wir unterscheiden
• zeitabha¨ngige Zustandsbeschra¨nkungen
lob ≤ b(t, x, p, q, u) ≤ upb,
• Steuerbeschra¨nkungen
loc ≤ c(q) ≤ upc,
• Gewichtebedingungen
loJj ≤
∑
i∈Jj
wi ≤ upJj , j = 1, . . . , NJ ,
• Kostenbeschra¨nkungen
loKosten ≤
M∑
i=1
cwi wi +
nq∑
i=1
cqi qi +
nu∑
i=1
∫ tend
t0
cui (t)ui(t)dt ≤ upKosten,
• Grenzen an die Variablen
loBounds ≤ (q, u, w) ≤ upBounds.
Alle diese Beschra¨nkungen fassen wir nun formal zusammen zu Ungleichungsbedingungen
lo ≤ ψˆ(t, x, p, q, u, w) ≤ up
und, wenn untere und obere Schranken gleich sind, Gleichungsbedingungen
0 = χˆ(t, x, p, q, u, w).
Daneben treten noch die 0/1-Bedingungen fu¨r die Gewichte auf:
wi ∈ {0, 1}, i = 1, . . . ,M.
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5.1.8 Das Versuchsplanungs-Optimierungsproblem
Die Berechnung von Steuerungen, Steuerfunktionen und Meßgewichten zur Optimierung
der Gu¨te einer Parameterscha¨tzung fu¨hrt somit auf das folgende nichtlineare Optimie-
rungsproblem:
min
q,u,w,x
φ(C)
Dabei berechnet sich die Kovarianzmatrix
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
aus der Jacobimatrix
(
JT1 J
T
2
)T
im Lo¨sungspunkt
des beschra¨nkten Parameterscha¨tzproblems
min
p,s
1
2
M∑
i=1
wi · (ηi − hi(ti, x(ti, p, q, u, s), p, q))
2
ςi(x(ti, p, q, u, s), q)2
0 = d(x(t1, p, q, u, s), . . . , x(tK , p, q, u, s), p, q, s).
Nebenbedingungen sind das DAE-System
A(t, y, z, p, q) y˙ = f(t, y, z, p, q, u)
0 = g(t, y, z, p, q, u)
sowie
lo ≤ ψˆ(t, x, p, q, u, w) ≤ up,
0 = χˆ(t, x, p, q, u, w)
und
w ∈ {0, 1}M .


(5.4)
Das zugrundeliegende DAE-Modell des Prozesses wird wieder als Nebenbedingung for-
muliert. Dadurch und durch die Optimierung der Steuerfunktionen ist der Variablenraum
unendlichdimensional. Durch die 0/1-Bedingungen an die w-Variablen ist das Problem
gemischt-ganzzahlig.
5.2 Transformationen des Problems zur numerischen
Behandlung
Wir geben nun Techniken an, wie wir Problem (5.4) modifizieren ko¨nnen, um es mit
Methoden der Nichtlinearen Optimierung behandeln zu ko¨nnen.
5.2.1 Relaxierung der 0-1-Bedingungen
Die Ganzzahligkeitsbedingungen
wi ∈ {0, 1}, i = 1, . . . ,M
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relaxieren wir, das heißt wir ersetzen sie durch kontinuierliche Formulierungen. Mo¨glich
sind dabei zum Beispiel die Varianten
wi ∈ [0, 1], i = 1, . . . ,M (5.5)
oder
wi ∈ IR+0 , i = 1, . . . ,M. (5.6)
Wichtig dabei ist, daß auch die Lo¨sungen des relaxierten Problems noch eine sinnvolle
Bedeutung haben. Fu¨r (5.5) und (5.6) haben wir das in Abschnitt 5.1.2 bereits diskutiert.
In Abschnitt 5.4 werden wir Mo¨glichkeiten angeben, wie aus den Lo¨sungen der relaxierten
Probleme ganzzahlige Designs erzeugt werden ko¨nnen.
Die relaxierten Ganzzahligkeitsbedingungen nehmen wir nun zu den Ungleichungsneben-
bedingungen lo ≤ ψˆ(t, x, p, q, u, w) ≤ up hinzu.
5.2.2 M-Kriterium
Wenn als Zielfunktion das Konfidenzintervall-Kriterium auf der Kovarianzmatrix
φM(C) = max{
√
Cii, i = 1, . . . , n}
gewa¨hlt wird, formulieren wir das min-max-Optimierungsproblem um, indem wir eine
zusa¨tzliche Variable q0 ∈ IR einfu¨hren und die Maximumsbildung durch Ungleichungsbe-
dingungen ausdru¨cken:
min q0
s. t.
q0 ≥
√
Cii, i = 1, . . . , n
. . .
Diese zusa¨tzlichen Ungleichungen nehmen wir ebenfalls zu den Ungleichungsnebenbedin-
gungen lo ≤ ψˆ(t, x, p, q, u, w) ≤ up des Optimierungsproblems hinzu und q0 zum Vektor
q.
5.2.3 Parametrisierung der Steuerfunktionen
Zur Behandlung der Steuerfunktionen verwenden wir den direkten Ansatz, das heißt wir
ersetzen eine Steuerfunktion u durch eine Funktion uˆ, die durch endlich viele Freiheits-
grade beschrieben werden kann.
Konkret betrachten wir hier ein Gitter t0 < t1 < . . . < tNˆ = tend und ersetzen u darauf
durch stu¨ckweise Gitterfunktionen uˆi, i = 1, . . . , Nˆ . Die Variablen zur Beschreibung dieser
Parametrisierung nennen wir qˆ ∈ IRqˆ.
Als Gitterfunktionen ko¨nnen wir zum Beispiel Polynome verwenden:
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• stu¨ckweise konstant: uˆi(t) = qˆi fu¨r t ∈ [ti−1, ti), i = 1, . . . , Nˆ
• stu¨ckweise linear: uˆi(t) = qˆ2i + qˆ2i+1 · (t− ti−1) fu¨r t ∈ [ti−1, ti), i = 1, . . . , Nˆ
• usw.
Die Wahl des Gitters und der Gitterfunktionen kann oft an der praktischen Realisierung
orientiert werden. Fu¨r infinitesimal feine Gitter konvergieren die Lo¨sungen der parame-
trisierten Probleme gegen die Lo¨sung des kontinuierlichen Steuerproblems, siehe [50].
Nebenbedingungen an die Steuerfunktionen werden bei der Parametrisierung zu Neben-
bedingungen an die Parametrisierungsvariablen qˆ, zum Beispiel wird
u(t) ∈ [lou, upu]
fu¨r uˆi(t) = qˆ2i + qˆ2i+1 · (t− ti−1) auf t ∈ [ti−1, ti) zu
qˆ2i ∈ [loq2i , upq2i ] und qˆ2i + qˆ2i+1 · (ti − ti−1) ∈ [loq2i+1 , upq2i+1 ].
Soll die Steuerfunktion stetig sein, fu¨hren die Stetigkeitsbedingungen
lim
t→ti
uˆi(t) = uˆi+1(ti)
ebenfalls zu Nebenbedingungen an die Parametrisierungsvariablen, zum Beispiel
qˆ2i + qˆ2i+1 · (ti − ti−1) = qˆ2i+2.
Die Kosten der Steuerfunktion transformieren sich ebenfalls auf die Parametrisierungsva-
riablen, so wird ∫ tend
t0
cu(t)u(t)dt
zum Beispiel fu¨r stu¨ckweise lineare Gitterfunktionen zu
Nˆ∑
i=1
∫ ti
ti−1
cu(t)uˆi(t)dt =
Nˆ∑
i=1
∫ ti
ti−1
cu(t) (qˆ2i + qˆ2i+1 · (t− ti−1)) dt
=
Nˆ∑
i=1
(∫ ti
ti−1
cu(t)dt · qˆ2i +
∫ ti
ti−1
cu(t) · (t− ti−1)dt · qˆ2i+1
)
=
Nˆ∑
i=1
(
cqˆ2iqˆ2i + c
qˆ
2i+1qˆ2i+1
)
,
also zu Kosten, die ebenfalls linear in den Parametrisierungsvariablen sind mit den Koef-
fizienten
cqˆ2i =
∫ ti
ti−1
cu(t)dt und cqˆ2i+1 =
∫ ti
ti−1
cu(t) · (t− ti−1)dt.
Wir nehmen die zusa¨tzlichen Nebenbedingungen zum System lo ≤ ψˆ ≤ up, 0 = χˆ und die
Variablen qˆ zum Vektor q hinzu. Diesen erweiterten Steuergro¨ßenvektor bezeichnen wir
von nun an mit q.
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5.2.4 Behandlung der Dynamik und der Zustandsbeschra¨nkun-
gen
Zur Behandlung der Zustandsbeschra¨nkungen diskretisieren wir diese auf einem Gitter.
Wir betrachten t0 < t1 < . . . < tend und verlangen, daß die zeitabha¨ngigen Nebenbedin-
gungen an diesen endlich vielen Zeitpunkten erfu¨llt werden. Auch die Wahl dieses Gitters
kann den praktischen Gegebenheiten angepaßt werden.
Die DAE-Nebenbedingung im Versuchsplanungs-Optimierungsproblem parametrisieren
wir wieder wie bei der Parameterscha¨tzung, siehe Abschnitt 4.1, durch Einfu¨hrung von
s-Variablen und eventuell zusa¨tzlichen Nebenbedingungen.
Die Variablen des Optimierungsproblems, die Versuchsplanungsgro¨ßen, fassen wir im Vek-
tor ξ zusammen:
ξ := (q, s, w) .
Aus den Nebenbedingungen
lo ≤ ψˆ(t, x, p, q, u, w) ≤ up
0 = χˆ(t, x, p, q, u, w)
wird durch diese Parametrisierungen und Diskretisierungen das endlich-dimensionale Sy-
stem von Beschra¨nkungen
lo ≤ ψ(ξ) ≤ up
0 = χ(ξ),
die Zielfunktion schreiben wir nun allgemein als
min
ξ
φ(ξ).
Wir haben das Versuchsplanungs-Optimierungsproblem (5.4) damit in das folgende end-
lich-dimensionale nichtlineare beschra¨nkte Optimierungsproblem transformiert:
min
ξ
φ(ξ)
lo ≤ ψ(ξ) ≤ up
0 = χ(ξ).
Im na¨chsten Abschnitt stellen wir Methoden vor, mit deren Hilfe wir Probleme dieser Art
lo¨sen ko¨nnen.
5.3 Lo¨sungsverfahren: SQP-Verfahren
Wir betrachten nichtlineare Optimierungsprobleme der allgemeinen Form
min
ξ∈IRn
φ(ξ) (5.7)
0 = χ(ξ) (5.8)
lo ≤ ψ(ξ) ≤ up. (5.9)
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Wir setzen voraus, daß die Abbildungen
φ : IRnξ → IR, χ : IRnξ → IRnχ , ψ : IRnξ → IRnψ
zweimal stetig differenzierbar sind.
Die Lagrangefunktion von Problem (5.7)-(5.9) ist definiert durch
L(ξ, λ, µ) = φ(ξ)− λTχ(ξ)− µTψ(ξ)
mit den Lagrangemultiplikatoren λ ∈ IRnχ und µ ∈ IRnψ .
5.3.1 Einfu¨hrung
SQP-Verfahren (Sequentielle Quadratische Programmierung) haben sich bei der Lo¨sung
von beschra¨nkten nichtlinearen Optimierungsproblemen als sehr leistungsfa¨hig erwiesen.
In der Literatur werden SQP-Verfahren in den ga¨ngigen Lehrbu¨chern u¨ber nichtlineare
Optimierung behandelt, siehe zum Beispiel [77, 47, 56, 108, 83]. Außerdem sind einige
Implementierungen verfu¨gbar. Wir verwenden die Software SNOPT [54, 55].
Die Idee bei SQP-Verfahren besteht in der iterativen Lo¨sung des nichtlinearen Optimie-
rungsproblems. In jeder Iteration wird ein beschra¨nktes quadratisches Problem gelo¨st.
Dessen Zielfunktion erha¨lt man durch quadratische Entwicklung mit dem Gradienten der
nichtlinearen Zielfunktion und der Hessematrix der Lagrangefunktion, die Nebenbedin-
gungen durch Linearisierung der nichtlinearen Nebenbedingungen. Die Hessematrix der
Lagrangefunktion wird dabei meistens nicht exakt berechnet, sondern als Na¨herung effi-
zient bereitgestellt.
Unser Anliegen in diesem Abschnitt ist vor allem die Diskussion der bei SQP-Verfahren
beno¨tigten Ableitungsinformationen. Wie wir bereits gesehen haben, ha¨ngt bei Versuchs-
planungsproblemen die Zielfunktion von ersten Ableitungen der Lo¨sung des zugrundelie-
genden DAE-Systems nach den Parametern p und den Variablen s ab. Wenn wir zur Op-
timierung dieser Probleme SQP-Verfahren mit Update-Techniken fu¨r die Hessematrizen
einsetzen, mu¨ssen wir zur Berechnung der Gradienten also noch eine weitere Ableitungs-
ordnung bereitstellen. Die Konvergenztheorie besagt, daß wir dann superlinear konver-
gente Verfahren erhalten ko¨nnen. Wie wir die beno¨tigten Ableitungen konkret berechnen,
wird in Kapitel 6 behandelt.
5.3.2 Das Verfahren
Der folgende Algorithmus beschreibt die Grundform von SQP-Verfahren.
Algorithmus 5.3.1 (SQP-Verfahren)
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1. Starte mit den Startwerten ξ0, λ0 und µ0. Setze k := 0.
2. Berechne die Funktionswerte
φk := φ(ξk), χk := χ(ξk), ψk := ψ(ξk),
die Gradienten
∇φk := ∇φ(ξk), ∇χk := ∇χ(ξk), ∇ψk := ∇ψ(ξk)
und eine Na¨herung der Hessematrix der Lagrangefunktion
Hk ≈ ∇2ξL(ξk, λk, µk).
3. Bestimme die Suchrichtung ∆ξk als Lo¨sung des Quadratischen Problems
min
∆ξ
1
2
∆ξTHk∆ξ +∇φkT∆ξ
0 = χk +∇χkT∆ξ
lo ≤ ψk +∇ψkT∆ξ ≤ up.
Berechne die zugeho¨rigen Lagrange-Multiplikatoren λ˜k und µ˜k.
4. Bestimme die Schrittweite αk. Iteriere:
ξk+1 := ξk + αk ·∆ξk
λk+1 := λk + αk(λ˜k − λk)
µk+1 := µk + αk(µ˜k − µk).
5. Wenn ein Konvergenztest nicht erfu¨llt ist, weiter bei Schritt 2 mit k := k + 1.
Bemerkung 5.3.2
• Die Wahl der Schrittweite αk ∈ [0, 1] dient der Globalisierung der Konvergenz, zum
Beispiel durch eine Line-Search-Strategie. Alternativ ko¨nnen auch Trust-Region-
Methoden verwendet werden. Auf Globalisierungsstrategien soll in dieser Arbeit nicht
eingegangen werden, siehe zum Beispiel [83].
• Die Quadratischen Probleme in Schritt 3 des SQP-Verfahrens ko¨nnen mit direkten
oder iterativen Verfahren gelo¨st werden, wobei die Behandlung der Ungleichungen
durch Active-Set- oder Interior-Point-Ansa¨tze erfolgen kann. Sind Strukturen der zu
behandelnden Probleme bekannt, ko¨nnen diese dabei sehr effizient ausgenutzt werden.
Auch hierfu¨r sei auf die einschla¨gige Literatur verwiesen, zum Beispiel [57, 119].
Die Verknu¨pfung von Active-Set- und Interior-Point-Ansa¨tzen in einem Crossover-
Verfahren wurde von Huber [67] untersucht.
• Die Lagrange-Multiplikatoren λk und µk werden unter anderem zur Bestimmung
von αk und bei der Active-Set-Strategie beno¨tigt. Bei Vollschrittverfahren (das heißt
αk ≡ 1) ha¨ngen λk+1 und µk+1 nicht von λk und µk ab.
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• Als Abbruchkriterium kann zum Beispiel gewa¨hlt werden, daß die KKT-Bedingungen
fu¨r (5.7)-(5.9) mit einer gewissen Toleranz erfu¨llt sind, das heißt im Rahmen der
Toleranz ist die Lo¨sung zula¨ssig und der Gradient der Lagrangefunktion gleich null.
Eine andere Mo¨glichkeit ist, zu u¨berpru¨fen, ob das Inkrement ∆ξ in Suchrichtung
klein ist: ‖∇ξL∆ξ‖ < . Oder man testet, ob die Gu¨tefunktion der Line-Search keine
A¨nderungen mehr aufweist.
5.3.3 Verhalten des Verfahrens in der Na¨he des Minimums
Wenn man sich in einem lokalen Minimum des nichtlinearen Optimierungsproblems (5.7)-
(5.9) befindet, dann bleiben SQP-Verfahren auch in diesem Minimum. Dies wird im fol-
genden Lemma bewiesen.
Dazu sind die folgenden Begriffsbildungen hilfreich:
• Fu¨r die Werte der Ungleichungen ko¨nnen folgende Fa¨lle auftreten:
ψi(ξ)


∈ (loi, upi), die Ungleichung ist inaktiv,
≤ loi, die untere Grenze ist aktiv,
≥ upi, die obere Grenze ist aktiv.
Die Indexmenge der aktiven Ungleichungen sei
I(ξ) := {i¯1, . . . , i¯naktiv}
mit
i¯j =
{
ij, falls die untere Grenze aktiv ist
−ij, falls die obere Grenze aktiv ist , j = 1, . . . , naktiv.
• Es gilt die sogenannte Komplementarita¨t : Die Ungleichung loi ≤ ψi(ξ) ≤ upi ist
aktiv, oder der zugeho¨rige Lagrangemultiplikator µ ist null. Ist die untere Grenze
aktiv, ist µi ≥ 0, ist die obere Grenze aktiv, ist µi ≤ 0
• Gilt zusa¨tzlich die sta¨rkere Eigenschaft loi < ψi(ξ) < upi oder µi 6= 0, das heißt wenn
eine Ungleichung aktiv ist, dann ist der zugeho¨rige Lagrangemultiplikator ungleich
null, so spricht man von strikter Komplementarita¨t.
• Unter Regularita¨t bzw. Constraint Qualification versteht man, daß die Matrix( ∇χ
∇ψ˜
)
,
ψ˜ aktive Ungleichungen, regula¨r ist.
Wir setzen von nun an bis zum Ende dieses Kapitels folgendes voraus:
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Voraussetzung 5.3.3 Das nichtlineare Optimierungsproblem (5.7)-(5.9) habe ein lokales
Minimum ξ∗ mit zugeho¨rigen Lagrangemultiplikatoren λ∗, µ∗. Sei I(ξ∗) die Indexmenge
der aktiven Ungleichungen.
In ξ∗ gelte Constraint Qualification, strikte Komplementarita¨t und die hinreichende Bedin-
gung zweiter Ordnung, das heißt ∇2ξL(ξ∗, λ∗, µ∗) ist positiv definit auf dem Tangentialraum
T (ξ∗) des Lo¨sungsraums der Gleichungs- und aktiven Ungleichungsbedingungen in ξ∗
T (ξ∗) = {θ : ∇χT θ = 0, ∇ψ˜iT θ = 0, i ∈ I(ξ∗)}.
Lemma 5.3.4 (Verhalten von SQP-Verfahren in der Na¨he der Lo¨sung)
Sei H∗ eine auf T (ξ∗) positiv definite Matrix. Dann gilt: Das quadratische Problem QP(ξ∗)
min
∆ξ
1
2
∆ξTH∗∆ξ +∇φ(ξ∗)T∆ξ
0 = χ(ξ∗) +∇χ(ξ∗)T∆ξ
lo ≤ ψ(ξ∗) +∇ψ(ξ∗)T∆ξ ≤ up
hat die Lo¨sung ∆ξ = 0 und die Lagrangemultiplikatoren λ˜ = λ∗, µ˜ = µ∗. Die Indexmenge
der aktiven Ungleichungen von QP(ξ∗) im Lo¨sungspunkt ist I(ξ∗).
Beweis. Wir u¨berpru¨fen die hinreichenden Bedingungen fu¨r die Optimalita¨t von ∆ξ = 0
fu¨r QP(ξ∗):
• Die Kuhn-Tucker-Bedingungen [57] von QP(ξ∗) sind erfu¨llt:
∇∆ξLQP = H∗∆ξ +∇φ(ξ∗)−∇χ(ξ∗)λ˜−∇ψ(ξ∗)µ˜ = 0
fu¨r ∆ξ = 0, λ˜ = λ∗, µ˜ = µ∗ wegen der Minimalita¨t von ξ∗ fu¨r (5.7)-(5.9).
• Die Gleichungs- und Ungleichungsbedingungen von QP(ξ∗) sind erfu¨llt wegen der
Zula¨ssigkeit von ξ∗ fu¨r (5.7)-(5.9)
• Es gelten nach Voraussetzung Regularita¨t, strikte Komplementarita¨t, und auf T (ξ∗)
ist ∇2∆ξLQP = H∗ positiv definit.
Aus Stetigkeitsgru¨nden folgt fu¨r kleine Sto¨rungen von (QP) in der Na¨he von ξ∗:
Korollar 5.3.5 Es existiert ein  > 0, so daß fu¨r alle ξ¯ ∈ U(ξ∗, ) gilt: Das quadrati-
sche Problem QP(ξ¯) mit positiv definitem H¯ hat die Lo¨sung ∆ξ ≈ 0 mit den Lagran-
gemultiplikatoren λ˜ ≈ λ∗, µ˜ ≈ µ∗ sowie die gleichen aktiven Ungleichungen wie QP(ξ∗):
I(ξ¯) = I(ξ∗).
5.3. LO¨SUNGSVERFAHREN: SQP-VERFAHREN 85
Also konvergieren SQP-Verfahren nach Identifizierung der aktiven Indizes I in der Na¨he
der Lo¨sung wie fu¨r gleichungsbeschra¨nkte Probleme:
min
ξ
φ(ξ)
0 = χˆ(ξ).
χˆ besteht dabei aus Gleichungen und aktiven Ungleichungen:
χˆ =

 χ(ψi − loi)i∈I,i>0
(ψi − upi)i∈I,i<0

 .
5.3.4 SQP- und Newton-Typ-Verfahren
In diesem Abschnitt wird die Verwandtschaft zwischen SQP-Verfahren und Newton-Typ-
Verfahren diskutiert. Es wird sich zeigen, daß ein SQP-Verfahren mit exakter Hessematrix
nichts anderes ist als ein Newton-Verfahren fu¨r die KKT-Bedingungen des nichtlinearen
Problems.
Aufgrund der U¨berlegungen des vorherigen Abschnitts lassen wir nun hier die Unglei-
chungsbedingungen weg und bezeichnen der besseren Lesbarkeit halber χˆ wieder als χ:
min
ξ
φ(ξ) (5.10)
0 = χ(ξ) (5.11)
Mit der Lagrangefunktion L(ξ, λ) = φ(ξ)−λTχ(ξ) lauten dafu¨r die Kuhn-Tucker-Beding-
ungen
∇ξL(ξ, λ) = ∇φ(ξ)−∇χ(ξ)λ = 0
χ(ξ) = 0.
Dieses System schreiben wir kurz als F (ξ, λ) = 0.
Um dieses nichtlineare Gleichungssystem mit einem Newton-Verfahren zu lo¨sen, starten
wir mit
(
ξ0
λ0
)
und berechnen iterativ fu¨r k = 0, 1, . . .:
(
ξk+1
λk+1
)
:=
(
ξk
λk
)
+ αk ·
(
∆ξk
∆λk
)
.
Dabei ist das Inkrement
(
∆ξk
∆λk
)
durch die Lo¨sung des linearisierten Systems
F (ξk, λk) + F ′(ξk, λk)
(
∆ξk
∆λk
)
= 0
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bestimmt, das heißt( ∇ξL(ξk, λk)
χ(ξk)
)
+
( ∇2ξL(ξk, λk) ∇χ(ξk)
∇χ(ξk)T 0
)(
∆ξk
−∆λk
)
= 0. (5.12)
Wenn wir nun
λ˜k := λk + ∆λk
definieren, ist (5.12) wegen
∇ξL(ξk, λk)−∇χ(ξk)∆λk = ∇φ(ξk)−∇χ(ξk)λk −∇χ(ξk)∆λk = ∇φ(ξk)−∇χ(ξk)λ˜k
a¨quivalent zu ( ∇φ(ξk)
χ(ξk)
)
+
( ∇2ξL(ξk, λk) ∇χ(ξk)
∇χ(ξk)T 0
)(
∆ξk
−λ˜k
)
= 0.
Das sind aber genau die Kuhn-Tucker-Bedingungen fu¨r das Quadratische Problem in der
k-ten Iteration des SQP-Verfahrens fu¨r Problem (5.10)-(5.11)
min
∆ξk
1
2
∆ξk
T
Hk∆ξk +∇φ(ξk)T∆ξk
0 = χ(ξk) +∇χ(ξk)T∆ξk,
wenn man Hk = ∇2ξL(ξk, λk) wa¨hlt.
Damit ist folgendes Lemma bewiesen:
Lemma 5.3.6 Wa¨hlt man Hk = ∇2ξL(ξk, λk), ist das SQP-Verfahren a¨quivalent zum
Newton-Verfahren fu¨r die Kuhn-Tucker-Bedingungen des nichtlinearen Optimierungspro-
blems.
Damit erhalten wir das folgende Resultat u¨ber die Konvergenzrate von SQP-Verfahren
mit exakten Hessematrizen:
Korollar 5.3.7 SQP-Verfahren mit Hk = ∇2ξL(ξk, λk) konvergieren lokal quadratisch.
Im allgemeinen wird man aber nur Hk ≈ ∇2ξL(ξk, λk) wa¨hlen. Wie man dafu¨r noch su-
perlineare Konvergenz erzielen kann, wird im na¨chsten Abschnitt diskutiert.
5.3. LO¨SUNGSVERFAHREN: SQP-VERFAHREN 87
5.3.5 Update-Formeln fu¨r die Hessematrix
Die vorigen U¨berlegungen zeigen also, daß in der Na¨he der Lo¨sung die exakte Hessematrix
der Lagrangefunktion ∇2ξL(ξk, λk) die ideale Wahl fu¨r Hk ist.
Weiter weg von der Lo¨sung kann ∇2ξL(ξk, λk) jedoch auch nicht positiv definit sein,
was Schwierigkeiten bei der Behandlung der quadratischen Probleme bedeutet. (SQP-
Verfahren mit indefiniten Hessematrizen werden von Scha¨fer untersucht, siehe [102].)
Da die Berechnung von exakten Hessematrizen außerdem einen erheblichen numerischen
Aufwand mit sich bringt, begnu¨gt man sich mit Na¨herungen von ∇2ξL. Update-Formeln
liefern eine Mo¨glichkeit, diese zur Verfu¨gung zu stellen. Unter Update versteht man die
Berechnung der Na¨herung Hk+1 aus der Na¨herung Hk. Initialisiert werden kann H zu
Beginn oder auch nochmals in einer spa¨teren Iteration zum Beispiel mit der exakten
Hessematrix oder auch einfach mit der Einheitsmatrix.
Wir betrachten die Taylorentwicklung des Gradienten der Lagrangefunktion
∇ξL(ξk, λk+1) = ∇ξL(ξk+1, λk+1) +∇2ξL(ξk+1, λk+1)(ξk − ξk+1) +O(‖ξk+1 − ξk‖2)
und verlangen, daß die Beziehung
∇2ξL(ξk+1, λk+1)(ξk+1 − ξk) = ∇ξL(ξk+1, λk+1)−∇ξL(ξk, λk+1) +O(‖ξk+1 − ξk‖2)
bis auf die Terme ho¨herer Ordnung auch von der Approximation Hk+1 erfu¨llt wird:
Hk+1sk = yk (5.13)
mit
sk := ξk+1 − ξk = αk∆ξk
yk := ∇ξL(ξk+1, λk+1)−∇ξL(ξk, λk+1).
Gleichung (5.13) heißt Sekantenbedingung. Sie ergibt aber erst n Gleichungen fu¨r die n2
Freiheitsgrade in Hk+1. Folgende Varianten ko¨nnen nun betrachtet werden:
• Symmetrie: ergibt weitere: n(n− 1)/2 Bedingungen.
• Hk positiv definit  Hk+1 positiv definit: weitere n Ungleichungen (Hauptminoren
positiv).
Notwendig fu¨r positive Definitheit ist die Kru¨mmungsbedingung :
0 < sk
T
Hk+1sk = yk
T
sk. (5.14)
Ein weiteres Kriterium ist die U¨bernahme von Information aus Hk:
Hk+1 ≈ Hk.
Bemerkung 5.3.8 [83] Sucht man unter allen symmetrischen Matrizen, die die Sekan-
tenbedingung erfu¨llen, als Hk+1 diejenige, die am na¨chsten zur aktuellen Matrix Hk im
Sinne einer Norm liegt, und wa¨hlt man dabei die gewichtete Frobenius-Norm, so erha¨lt
man als eindeutige Lo¨sung die DFP-Update-Formel (5.16). Eine analoge Betrachtung fu¨r
die Inverse von Hk+1 fu¨hrt als eindeutige Lo¨sung auf die BFGS-Update-Formel (5.15).
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Rang-1-Updates
Bemerkung 5.3.9 Jede n× n-Matrix vom Rang 1 hat eine Darstellung
a · bT , a, b ∈ IRn.
Die einfachsten Updates bestehen im Aufaddieren von Rang-1-Matrizen auf Hk.
Dabei soll die Sekantenbedingung gelten. Deshalb definieren wir
wk := yk −Hksk
und betrachten Updates der Form
Hk+1 := Hk +
wkzT
zT sk
.
Diese erfu¨llen die Sekantenbedingung:
Hk+1sk = Hksk +
wkzT sk
zT sk
= Hksk + wk = yk.
Die Wahl von z ist noch frei.
Die Update-Formel von Broyden benutzt z = sk:
Hk+1 := Hk +
wkzT
skT sk
.
Sie hat die Eigenschaft, daß
Hk+1p = Hkp ∀p ⊥ sk
Hk+1 ist aber im allgemeinen nicht symmetrisch.
In der Powell-symmetric-Broyden-Formel (PSB) wird z = wk gewa¨hlt:
Hk+1 := Hk +
wkzT
wkT sk
.
Dieses Update ist symmetrisch, erha¨lt aber im allgemeinen keine Positiv-Definitheit, nur
dann mit Sicherheit, wenn wk
T
sk > 0 ist.
5.3. LO¨SUNGSVERFAHREN: SQP-VERFAHREN 89
Rang-2-Updates
Bemerkung 5.3.10 Jede n× n-Matrix vom Rang 2 hat eine Darstellung
a · bT + c · dT , a, b, c, d ∈ IRn.
Rang-2-Updates erlauben nun, Sekantenbedingung und Symmetrie zu erfu¨llen. Die ge-
bra¨uchlichsten sind dabei
BFGS-Update (Broyden, Fletcher, Goldfarb, Shanno)
Hk+1 = Hk +
ykyk
T
ykT sk
− (H
ksk)(Hksk)T
(Hksk)T sk
(5.15)
und DFP-Update (Davidon, Fletcher, Powell)
Hk+1 = Hk +
wkyk
T
+ ykwk
T
ykT sk
− s
kTwk
ykT sk
· y
kyk
T
ykT sk
. (5.16)
Beide Formeln erfu¨llen die Sekantenbedingung. Fu¨r beide Formeln gilt: Hk+1 ist positiv
definit, wenn Hk positiv definit ist und die Kru¨mmungsbedingung erfu¨llt ist.
Mit der Powell-Modifikation, siehe zum Beispiel [83] kann Positiv-Definitheit erzwungen
werden:
Falls yk
T
sk ≤ 0, setze
y˜k := α yk + (1− α)Hksk, α ∈ [0, 1],
so daß
(y˜k)T sk = α yk
T
sk︸ ︷︷ ︸
≤0
+ (1− α) skTHksk︸ ︷︷ ︸
>0
> 0.
Wa¨hle α so, daß
(y˜k)T sk = 0.2 · skTHksk > 0,
das heißt
α = 0.8 · s
kTHksk
skTHksk − ykT sk .
Dann ist allerdings die Sekantenbedingung nicht mehr erfu¨llt.
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Updates der Inversen
Bei vielen Implementierungen von QP-Lo¨sern wird nicht nur die Hessematrix, sondern
vor allem deren Inverse beno¨tigt. Die Rang-1- bzw. Rang-2-Update-Formeln ermo¨glichen
die einfache Berechnung davon, ebenfalls durch Rang-1- bzw. Rang-2-Update-Formeln.
Das folgende Lemma zeigt, daß sich die Inverse eines Rang-1-Updates durch die Sherman-
Morrison-Formel darstellen la¨ßt.
Lemma 5.3.11 (Sherman-Morrison-Formel) Seien A ∈ IRn×n und x, y ∈ IRn gege-
ben mit A regula¨r und yTA−1x 6= −1. Dann ist auch A+ xyT regula¨r, und es gilt:
(
A+ xyT
)−1
= A−1 − A
−1xyTA−1
1 + yTA−1x
.
Beweis. Nachrechnen.
Die Inverse des BFGS-Updates
Hk+1 = Hk +
ykyk
T
ykT sk
− (H
ksk)(Hksk)T
(Hksk)T sk
kann ebenfalls durch
(
Hk+1
)−1
=
(
Hk
)−1
+
uksk
T
+ skuk
T
ykT sk
− y
kTuk
ykT sk
· s
ksk
T
ykT sk
mit uk := sk − (Hk)−1 yk explizit angegeben werden.
Man beobachtet, daß dies gerade die DFP-Update-Formel ist, angewendet auf
(
Hk
)−1
mit sk und yk vertauscht, so daß
(
Hk+1
)−1
yk = sk.
Diese Tatsache bezeichnet man damit, daß die Updates BFGS und DFP zueinander dual
sind.
Mit den Abku¨rzungen
Hk+1 = Hk + UBFGS
(
sk, yk, Hk
)
und (
Hk+1
)−1
=
(
Hk
)−1
+ UDFP
(
yk, sk,
(
Hk
)−1)
kann man nun allgemeiner die (eingeschra¨nkte) Broyden-Familie von Rang-2-Updates
definieren:
Uθ
(
sk, yk, Hk
)
:= θ · UBFGS
(
sk, yk, Hk
)
+ (1− θ) · UDFP
(
sk, yk, Hk
)
, θ ∈ [0, 1].
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Diese Updates erfu¨llen alle die Sekantenbedingung und erhalten die Positiv-Definitheit,
wenn die Kru¨mmungsbedingung erfu¨llt ist.
Außerdem gilt: Fu¨r jedes θ ∈ [0, 1] gibt es ein θ′ ∈ [0, 1], so daß U θ′ zu U θ dual ist:
θ′ =
θ − 1
θ − 1− θ · µ, µ =
sk
T
Hksk · ykT (Hk)−1 yk(
skTyk
)2 ≥ 1.
Es gilt: Alle Updates der Broyden-Familie liefern (bei exakter Line-Search) dieselbe Folge
von Iterierten.
Eine detaillierte Untersuchung der Broyden-Familie findet sich in [83].
Konvergenzresultate fu¨r Rang-2-Updates
Seien die Matrizen Hk symmetrisch, nichtsingula¨r und gleichma¨ßig beschra¨nkt. Außerdem
seien die Hk gleichma¨ßig positiv definit auf dem Kern von ∇χ(ξk)T , das heißt es gebe
ein β > 0, so daß fu¨r ξ 6= 0, ∇χ(ξk)T ξ = 0 fu¨r alle k die Beziehung ξTHkξ ≥ β‖ξ‖2
gilt. In anderen Worten soll Hk also die notwendigen Bedingungen 2. Ordnung erfu¨llen,
die auch fu¨r die Hessematrix ∇2ξL(ξ∗, λ∗) der Lagrangefunktion im Lo¨sungspunkt gelten
sollen, siehe Voraussetzung 5.3.3.
Wir betrachten nun die Matrix, die Vektoren auf den Tangentialraum der Niveaumengen
der Nebenbedingungen projiziert. Sie hat die Darstellung
P k := P (ξk) :=
(
I −∇χ(ξk)(∇χ(ξk)T∇χ(ξk))−1∇χ(ξk)T ) .
Die Konvergenz der ξk gegen ξ∗ heißt Q-superlinear, wenn gilt: Es existiert eine Folge
{ρk} → 0 fu¨r k →∞, so daß ∥∥ξk+1 − ξk∥∥ ≤ ρk ∥∥ξk − ξk−1∥∥ . (5.17)
Boggs, Tolle und Wang [30] haben das folgende Konvergenzresultat bewiesen:
Satz 5.3.12 Gelten fu¨r die Matrizen Hk die obigen Bedingungen, und die Folge der ξk
konvergiere linear gegen ξ∗. Diese Konvergenz ist Q-superlinear genau dann, wenn
lim
k→∞
∥∥P k (Hk −∇2ξL(ξ∗, λ∗))∆ξk∥∥
‖∆ξk‖ = 0. (5.18)
Und weiter:
Korollar 5.3.13 Sei ∇2ξL(ξ∗, λ∗) positiv definit. Wenn die Matrizen Hk entweder durch
die BFGS- oder die DFP-Update-Formeln definiert werden und wenn die Folge der ξk
linear gegen ξ∗ konvergiert, dann ist die Konvergenz Q-superlinear.
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Die Annahme der linearen Konvergenz, die hier jeweils gemacht wurde, kann gesichert
werden, wenn die Inversen der Hessematrizen gleichma¨ßig beschra¨nkt sind:
Satz 5.3.14 Existiere η ≥ 0, so daß ‖Hk−1‖ ≤ η fu¨r alle k. Dann gibt es positive Kon-
stanten  > 0 und λ > 0, so daß wenn
1. ‖ξ0 − ξ∗‖ < λ
2.
∥∥P (x∗) (Hk −∇2ξL(ξ∗, λ∗))∥∥ <  fu¨r alle k ≥ 0,
die Folge der ξk im Vollschritt-SQP-Verfahren linear gegen ξ∗ konvergiert.
Fu¨r die Beweise dieser Resultate sei auf [30] verwiesen.
5.4 Erzeugung gemischt-ganzzahliger Lo¨sungen
Die ganzzahligen Aspekte des Versuchsplanungs-Optimierungsproblems (5.4) resultieren
aus der Modellierung der Auswahl der Messungen, siehe Abschnitt 5.1.2. Gegeben seien
M mo¨gliche Meßpunkte
t0 ≤ t1 ≤ . . . ≤ tM ≤ tend.
Die Gewichte der Messungen sind ganzzahlige Variablen
wi ∈ {0, 1}, i = 1, . . . ,M.
Messungen, die tatsa¨chlich durchgefu¨hrt werden sollen, erhalten das Gewicht wi = 1, Mes-
sungen, die nicht ausgewa¨hlt werden, haben das Gewicht wi = 0.
Diese Ganzzahligkeitsbedingung kann man relaxieren, zum Beispiel durch
wi ∈ [0, 1], i = 1, . . . ,M
oder
wi ∈ IR+0 , i = 1, . . . ,M.
Auch dies erlaubt eine Interpretation: Eine Messung i mit Gewicht wi wird mit wi-fachem
”
Aufwand“ durchgefu¨hrt, das heißt mit w−1i -facher Varianz und wi-fachen Kosten.
An die Meßgewichte ko¨nnen Nebenbedingungen gestellt sein. Wir nehmen an, daß nur
lineare Nebenbedingungen vorkommen, die die Maximalzahlen von Messungen fu¨r Teil-
mengen von 1, . . . ,M beschreiben. Im allgemeinen haben diese die Form
loJj ≤
∑
i∈Jj
wi ≤ upJj , j = 1, . . . , NJ
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fu¨r Indexmengen Jj ⊆ {1, . . . ,M}, j = 1, . . . , NJ .
Solche Nebenbedingungen durch 0-1-Variablen zu erfu¨llen, ist im allgemeinen NP-vollsta¨n-
dig [81] und fu¨hrt auf Aufgaben der gemischt-ganzzahligen nichtlinearen Optimierung.
Einen U¨berblick u¨ber Methoden zur Lo¨sung solcher Probleme gibt zum Beispiel Floudas
[48]. Eine typische Schwierigkeit dabei ist neben der kombinatorischen Natur der Ganz-
zahligkeitsbedingungen, daß die Nichtlinearita¨ten im allgemeinen nichtkonvex sind. Daher
gibt es mo¨glicherweise mehrere lokale Lo¨sungen, die Bestimmung der globalen Lo¨sung ei-
nes nichtkonvexen Problems ist im allgemeinen ebenfalls NP-schwer [48]. Da in typischen
Algorithmen fu¨r gemischt-ganzzahlige nichtlineare Probleme die Lo¨sungen nichtlinearer
Teilprobleme als Schranken dienen, sind dabei aber globale Optima zu bestimmen.
Wir begnu¨gen uns in dieser Arbeit daher mit der heuristischen Erzeugung ganzzahliger
Lo¨sungen, die die Nebenbedingungen erfu¨llen.
Bei der Anwendung von Heuristiken nutzen wir die Strukturen aus, die die Nebenbedin-
gungen in typischen Anwendungsproblemen aufweisen. Beispiele dafu¨r sind
• Mehrfachexperimente, siehe Kapitel 7. In der Regel haben die einzelnen Experimente
getrennte Beschra¨nkungen an die Gewichte.
• Meßverfahren. Durch den experimentellen Aufbau und die vorhandenen Apparatu-
ren ko¨nnen verschiedene Meßmethoden vorgegeben sein. Wa¨hrend einige Verfahren
nur selten eingesetzt werden ko¨nnen, da sie aufwendig und kostenintensiv sind, fal-
len andere Daten sehr einfach an. Typischerweise werden Beschra¨nkungen an die
Anzahl der teuren Messungen formuliert.
Sei {1, . . . ,M} die Indexmenge aller Messungen. Seien nV verschiedene Meßver-
fahren gegeben, Vj sei die Indexmenge der Messungen fu¨r Verfahren j = 1, . . . , nV .
Dann sind die
Vj ⊆ {1, . . . ,M}, j = 1, . . . , nV (5.19)
disjunkte Teilmengen:⋃
j=1,...,nV
Vj = {1, . . . ,M}, Vi ∩ Vj = {}, i 6= j. (5.20)
Die Beschra¨nkung der Anzahl der Messungen pro Verfahren wird beschrieben durch
0 ≤
∑
i∈Vj
wi ≤ upj, j = 1, . . . , nV . (5.21)
In beiden Beispielen haben wir eine Entkopplung der Gewichtenebenbedingungen. Eine
getrennte Behandlung macht die Anwendung von Heuristiken einfacher.
Neben den Gewichtebedingungen muß eventuell auch die Kostenbeschra¨nkung 5.3 beru¨ck-
sichtigt werden. Außerdem muß gewa¨hrleistet sein, daß die Identifizierbarkeit aller Para-
meter, also die Bedingung (PD) (4.17), erfu¨llt bleibt.
Wir schlagen fu¨r Nebenbedingungen der Form (5.19)-(5.21) die folgenden Heuristiken vor
[16], siehe auch Abbildung 5.2:
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Einfaches Auf- und Abrunden:
1
0
w
t
1
0
w
t
Akkumulation der Gewichte:
1
0
w
t
1
0
w
t
Verschieben von Messungen:
1
0
w
t
1
0
w
t
Abbildung 5.2: Illustration der Rundungsheuristiken
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• Einfaches Auf- oder Abrunden: Die upj (Maximalzahl von Messungen fu¨r Verfahren
j) gro¨ßten Gewichte werden auf-, die anderen abgerundet.
• Akkumulation der Gewichte: Man betrachtet sukzessive die Gewichte der Messungen
fu¨r Verfahren j und bildet jeweils die Summe aller bisher betrachteten Gewichte.
Wird diese Summe gro¨ßer oder gleich 1, plaziert man eine Messung, zieht 1 von der
akkumulierten Summe ab und fa¨hrt dann fort. Auf diese Weise sammelt man also
so lange Gewichte, bis jeweils eine volle Messung komplett ist.
• Zusammenfassen von Messungen: Man plaziert volle Messungen so, daß sie im
Schwerpunkt von Gruppen von Messungen mit gebrochenen Gewichten liegen und
als Gewicht die Summe deren Gewichte erhalten. Dabei ko¨nnen auch Zeitpunkte
gewa¨hlt werden, die nicht zu den urspru¨nglich gegebenen Meßzeitpunkten geho¨ren.
Alle Heuristiken sind interaktiv vom Benutzer anzuwenden. Mit der Simulationsumge-
bung, siehe Kapitel 9, stellen wir ein machtvolles Softwarewerkzeug zur Verfu¨gung, das
eine schnelle Beurteilung der gewa¨hlten Strategien hinsichtlich Gu¨te des Versuchsplans,
Kosten und Erfu¨llung der Nebenbedingungen erlaubt.
Unsere numerischen Ergebnisse zeigen, daß die Ganzzahligkeitsbedingungen oft auch fu¨r
die Lo¨sungen der relaxierten Probleme schon beinahe erfu¨llt sind. Anwendung der Run-
dungsheuristiken a¨ndert dann den Zielfunktionswert nur noch unwesentlich. Fu¨r Beispiele
sei auf die Abschnitte 10.1 und 10.2 in Kapitel 10 verwiesen.
Diese Beobachtung wird durch die Resultate von Pukelsheim [93] fu¨r (lineare) Polynom-
Fit-Modelle gestu¨tzt:
Gegeben sei ein Polynom-Fit-Modell vom Grad d:
ηij =
d∑
k=0
pk · qki + ij, j = 1, . . . ni, i = 1, . . . ,M.
Am Meßpunkt i, der durch die Steuerung qi charakterisiert wird, werden dabei ni ∈ IN
Proben genommen, i = 1, . . . ,M . Die qi seien paarweise verschieden. Die Gesamtzahl der
Messungen sei
∑M
i=1 ni = n.
Die Ganzzahligkeit der Meßha¨ufigkeiten wird nun dadurch relaxiert, daß die ni ersetzt
werden durch n · wi mit Gewichten wi ∈ [0; 1], i = 1, . . . ,M .
Ein Design besteht aus den Steuerungen qi und den Gewichten wi, i = 1, . . . ,M . Der
Tra¨ger des Designs ist die Menge {qi : wi > 0}.
Fu¨r diese Situation zeigt Pukelsheim [93] die folgenden Resultate:
Satz 5.4.1 [93] Fu¨r eine Klasse von Gu¨tekriterien, zu der auch das A-, D- und E-Krite-
rium geho¨ren, gilt: Ein Design fu¨r ein Polynom-Fit-Modell vom Grad d ist optimal genau
dann, wenn sein Tra¨ger aus d + 1 Punkten besteht. Fu¨r das D-Kriterium gilt zusa¨tzlich:
Fu¨r das optimale Design sind die Gewichte alle gleich.
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Pukelsheim gibt weiter [94, 93] eine
”
Effiziente Rundungstechnik“ fu¨r Probleme der linea-
ren Versuchsplanung an, die beim Runden der Gewichte mo¨glichst wenig Verlust an Gu¨te
bewirkt. Dafu¨r kann er zeigen:
Satz 5.4.2 [93] Durch die
”
Effiziente Rundungstechnik“ wird ein D-optimales Design
mit gebrochenen Gewichten auf ein D-optimales Design mit ganzzahligen Meßha¨ufigkeiten
gerundet.
Kapitel 6
Ableitungserzeugung
Zur Lo¨sung von Versuchsplanungsoptimierungsproblemen verwenden wir die in Abschnitt
5.3 vorgestellten gradientenbasierten SQP-Verfahren. Dazu mu¨ssen neben den Funktions-
auswertungen der Zielfunktion und der Nebenbedingungen auch Gradienten nach den Op-
timierungsvariablen, also den Versuchsplanungsgro¨ßen ξ = (q, s, w), bereitgestellt werden.
Bei Versuchsplanungsproblemen haben wir es mit einer sehr komplexen Zielfunktion zu
tun, die auf den Sensitivita¨ten der Lo¨sung des zugrundeliegenden DAE-Systems definiert
ist. Um dafu¨r effektiv und effizient Ableitungen berechnen zu ko¨nnen, benutzen wir die
Techniken der Automatischen Numerischen Differentiation und der Internen Numerischen
Differentiation. Dies wird in diesem Kapitel dargestellt. Die ebenfalls von SQP-Verfahren
beno¨tigte Na¨herung der Hessematrix der Lagrangefunktion des Optimierungsproblems
wird mittels Updates berechnet, siehe Abschnitt 5.3.5.
6.1 Berechnung der Ableitung der Nebenbedingun-
gen nach den Versuchsplanungsgro¨ßen
Zuna¨chst betrachten wir die Berechnung der Ableitungen der nichtlinearen Nebenbedin-
gungen. Bei den Zustandsbescha¨nkungen
lo ≤ b(t, x(t), p, q) ≤ up
wenden wir die Kettenregel an, um nach den Zustandsvariablen nachzudifferenzieren:
db
dq
=
∂b
∂x
∂x
∂q
+
∂b
∂q
sowie
db
ds
=
∂b
∂x
∂x
∂s
.
Mit der Berechnung von ∂x
∂q
und ∂x
∂s
bescha¨ftigt sich Abschnitt 6.2.7, siehe unten.
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Die Steuerbeschra¨nkungen
lo ≤ c(q) ≤ up
ha¨ngen nur von den Steuergro¨ßen ab:
dc
dq
=
∂c
∂q
.
Daneben gibt es auch lineare Nebenbedingungen, na¨mlich Gewichtebedingungen und Ko-
stenbeschra¨nkungen. Fu¨r diese liegen die Ableitungen direkt vor.
Die Ableitungen der Nebenbedingungen sind also einfach bereitzustellen. Dagegen ha¨ngt
die Zielfunktion in a¨ußerst komplexer Weise von den Versuchsplanungsgro¨ßen ab. Wie da-
von die im SQP-Verfahren beno¨tigten Funktionsauswertungen und Gradienten berechnet
werden ko¨nnen, wird im na¨chsten Abschnitt dargestellt.
6.2 Berechnung der Ableitung der Zielfunktion nach
den Versuchsplanungsgro¨ßen
Die Zielfunktion der Versuchsplanungsoptimierung besteht aus einem der Gu¨tekriterien,
das auf der Kovarianzmatrix operiert. Die folgenden Formeln zeigen den gesamten Be-
rechnungsweg.
Die Gu¨tekriterien sind auf der Kovarianzmatrix definiert:
φ =


1
n
· SpurC(
det(KTCK)
) 1
n
max{λ : λ Eigenwert von C}
max{√Cii, i = 1, . . . , n}.
Die Kovarianzmatrix ha¨ngt von der Jacobimatrix ab:
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
.
Und in die Jacobimatrix gehen, direkt und indirekt u¨ber die Lo¨sung x des DAE-Systems
und ihre Ableitung ∂x
∂v
, die Versuchsplanungsgro¨ßen ξ = (q, s, w) ein:
J =
(
J1
J2
)
=
( −√W Σ−1 dh
dv
dd
dv
)
=
(
−
(√
wi
ςi
· (∂hi
∂x
∂x
∂v
+ ∂hi
∂v
))
i=1,...,M
∂d
∂x
∂x
∂v
+ ∂d
∂v
)
x = x(t, p, q, u, s).
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Bei Verwendung eines SQP-Verfahrens mu¨ssen wir Ableitungen der Zielfunktion nach den
Optimierungsvariablen ξ = (q, s, w) bereitstellen.
Wir betrachten Richtungsableitungen. Sei eine Richtung ∆ξ gegeben. Die Richtungsablei-
tung von φ in Richtung ∆ξ ist
dφ
dξ
∆ξ := lim
→0
φ(ξ +  ·∆ξ)− φ(ξ)

.
Nach der Kettenregel ko¨nnen wir die Ableitung schrittweise berechnen:
∆φ :=
dφ
dξ
∆ξ =
dφ
dC
dC
dJ
dJ
dξ
∆ξ
bzw.
∆φ =
dφ
dC
∆C (6.1)
∆C :=
dC
dJ
∆J (6.2)
∆J :=
dJ
dξ
∆ξ. (6.3)
Die folgenden Abschnitte befassen sich mit der Berechnung dieser einzelnen Schritte (6.1)-
(6.3).
6.2.1 Ableitungen von Matrizen nach Matrizen
In den na¨chsten zwei Lemmata sind einige elementare Formeln zur Ableitung von Matrix-
wertigen Abbildungen zusammengestellt, die wir spa¨ter benutzen werden.
Lemma 6.2.1 Seien A,∆A ∈ IRm×n, U ∈ IRm×m und V ∈ IRn×n Matrizen. Dann gilt
fu¨r die Richtungsableitungen der folgenden Matrix-wertigen Abbildungen nach A in der
Richtung ∆A:
d
dA
(UAV ) ∆A = U ∆AV (6.4)
d
dA
(AT ) ∆A = ∆AT (6.5)
d
dA
(ATA) ∆A = ∆AT A+ AT ∆A. (6.6)
Sei A ∈ IRn×n regula¨r, ∆A ∈ IRn×n. Dann gilt:
d
dA
(A−1) ∆A = −A−1 ∆AA−1. (6.7)
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Beweis. Zuna¨chst rechnen wir (6.4) und (6.5) elementar nach:(
d
dA
(U AV )∆A
)
ij
=
∑
r,s
d
dArs
(U AV )ij∆Ars =
∑
r,s
d
dArs
∑
k,l
UikAklVlj∆Ars
=
∑
r,s
∑
k,l
UikδkrδlsVlj∆Ars =
∑
r,s
Uir∆ArsVsj
= (U ∆AV )ij,
(
d
dA
AT∆A
)
ij
=
∑
r,s
d
dArs
ATij∆Ars =
∑
r,s
d
dArs
Aji∆Ars
=
∑
r,s
δjrδis∆Ars = ∆Aji
= ∆ATij.
Hier bezeichne jeweils δij =
{
1, i = j
0, i 6= j das Kronecker-Delta.
Aus (6.4) und (6.5) ko¨nnen wir mit der Produkt- und Kettenregel (6.6) folgern:
d
dA
(ATA)∆A =
(
d
dA
AT∆A
)
A+ AT
d
dA
A∆A = ∆ATA+ AT∆A.
Sei schließlich
f(X,A) := AX − I
mit der Einheitsmatrix I. Dann ist
∂f
∂X
∆X = A∆X,
∂f
∂A
∆A = ∆AX.
Weil nach Voraussetzung ∂f
∂X
= A regula¨r ist, la¨ßt sich f(X,A) = 0 nach dem Satz fu¨r
implizite Funktionen nach X auflo¨sen:
X = X(A) = A−1, ∆X =
dX
dA
∆A =
dA−1
dA
∆A,
und es gilt:
0 =
∂f
∂X
∆X +
∂f
∂A
∆A = A∆X + ∆AX = A
dA−1
dA
∆A+ ∆AA−1.
Daraus folgt:
dA−1
dA
∆A = −A−1∆AA−1.
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Lemma 6.2.2 Sei W = diag(wi, i = 1, . . . , n), w = (wi)i=1,...,n. Dann ist
dW
dw
∆w = diag(∆wi, i = 1, . . . , n).
Beweis. Aus
dWij
dw
∆w =
∑
k
dWij
dwk
∆wk =
∑
k
δijδjk∆wk = δik∆wk
folgt die Behauptung
dW
dw
∆w = diag(∆wi, i = 1, . . . , n).
6.2.2 Ableitungen von Funktionen auf Matrizen
Die Gu¨tekriterien der Versuchsplanung sind Funktionen auf der Kovarianzmatrix, und
zwar Spur, Determinante und Eigenwert. Formeln zur Berechnung dieser Ableitungen
werden in den na¨chsten drei Lemmata bewiesen.
Lemma 6.2.3 Fu¨r die Ableitung der Spur einer Matrix A ∈ IRn×n gilt:
d
dA
(SpurA) ∆A = Spur∆A.
Beweis.
d
dA
(SpurA) ∆A =
∑
i,j
d SpurA
dAij
∆Aij =
∑
i,j,k
dAkk
dAij
∆Aij
=
∑
i,j,k
δki δkj ∆Aij =
∑
k
∆Akk = Spur ∆A.
Lemma 6.2.4 Fu¨r die Ableitung der Determinante einer symmetrischen, positiv defini-
ten Matrix A ∈ IRn×n gilt:
d
dA
(detA) ∆A =
∑
i,j
detA (A−1)ij ∆Aij.
Beweis. Sei A′ij die Matrix, die aus A durch Streichen der i-ten Zeile und der j-ten
Spalte entsteht, und A˜ die zu A komplementa¨re Matrix A˜ij = (−1)i+j detA′ji. Nach dem
Laplaceschen Entwicklungssatz gilt fu¨r i = 1, . . . , n:
detA =
n∑
j=1
(−1)i+jAij detA′ij =
n∑
j=1
AijA˜ji = (A A˜)ii.
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Somit ist
I detA = A A˜,
und weil A positiv definit und damit regula¨r ist,
A˜ = detAA−1.
Weiter gilt, da A′ij nicht von Aik, k = 1, . . . , n, abha¨ngt, fu¨r i, k = 1, . . . , n:
d
dAik
detA =
n∑
j=1
(−1)i+j detA′ij
d
dAik
Aij =
n∑
j=1
(−1)i+j detA′ijδjk = (−1)i+k detA′ik
bzw.
d
dA
(detA)∆A =
∑
i,k
(−1)i+k detA′ik∆Aik =
∑
i,k
A˜ki∆Aik =
∑
i,k
detA (A−1)ki ∆Aik.
Aus der Symmetrie von A und A−1 folgt:
d
dA
(detA)∆A =
∑
i,k
detA (A−1)ik ∆Aik.
Lemma 6.2.5 Sei λ(A) einfacher Eigenwert der symmetrischen Matrix A ∈ IRn×n. Sei
z auf 1 normierter Eigenvektor von A zum Eigenwert λ(A). Dann gilt:
d
dA
(λ(A)) ∆A = zT ∆Az.
Beweis. Seien
λ1 ≤ . . . ≤ λk−1 < λ = λk < λk+1 ≤ . . . ≤ λn
die (reellen) Eigenwerte von A und
{z1, . . . , zk−1, z = zk, zk+1, . . . , zn}
eine zugeho¨rige Orthonormalbasis von Eigenvektoren. Definiere die orthogonale Matrix
U := (z, Z) := (z, z1, . . . , zk−1, zk+1, . . . , zn) .
Wir sto¨ren nun das Element Aij (und natu¨rlich auch Aji) der Matrix A mit einem  ∈ IR:
A() := A+  · Eij mit Eij := 1
2
(
eie
T
j + eje
T
i
)
.
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Sei λk(A()) der k-te Eigenwert der gesto¨rten Matrix. Fu¨r kleine  bleibt dieser Eigenwert
einfach, und die Reihenfolge der Eigenwerte a¨ndert sich nicht. Definiere
A˜() := A()− λk(A()) · I und δ() := λk(A())− λk.
Das charakteristische Polynom von A() ist an der Stelle λk(A()) gleich null:
0 = det(A˜()) = det(UT A˜()U) = det
(
zT A˜()z zT A˜()Z
ZT A˜()z ZT A˜()Z
)
Fu¨r  = 0 ist λk(0) = λk einfacher Eigenwert von A(0) = A. Daher ist
ZT A˜(0)Z = ZT (A− λk · I)Z = diag(λi − λk, i 6= k)
invertierbar. Das gilt auch fu¨r kleine Sto¨rungen  fu¨r ZT A˜()Z. Aus der Blockzerlegung(
zT A˜()z zT A˜()Z
ZT A˜()z ZT A˜()Z
)
=
(
zT A˜()z − zT A˜()Z(ZT A˜()Z)−1ZT A˜()z zT A˜()Z
0 ZT A˜()Z
)
·
(
I 0
(ZT A˜()Z)−1ZT A˜()z I
)
folgt
0 = det(A˜()) =
(
zT A˜()z − zT A˜()Z(ZT A˜()Z)−1ZT A˜()z
)
det
(
ZT A˜()Z
)
und somit nach Einsetzen der Definition von A˜():
0 = zT A˜()z − zT A˜()Z(ZT A˜()Z)−1ZT A˜()z
= −δ() +  · zTEijz − 2(zTEijZ(ZT A˜()Z)−1ZTEijz).
Also ist
δ()

= zTEijz +O()
und damit
dλk
dAij
= lim
→0
δ()

= zTEijz = zi · zj.
Daraus folgt:
d
dA
(λk) ∆A =
∑
i,j
dλk
dAij
·∆Aij =
∑
i,j
zi · zj ·∆Aij = zT ∆Az.
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6.2.3 Ableitungen der Gu¨tekriterien nach der Kovarianzmatrix
Mit diesen Resultaten ko¨nnen wir nun die Ableitungen der Gu¨tekriterien nach der Kova-
rianzmatrix berechnen.
Satz 6.2.6 Sei C ∈ IRn×n eine symmetrische, positiv semidefinite Matrix. Die in Ab-
schnitt 5.1.4 definierten Gu¨tekriterien auf C haben in der Richtung ∆C ∈ IRn×n die Rich-
tungsableitungen
d
dC
(φA(C)) ∆C =
d
dC
(
1
n
· SpurC
)
∆C
=
1
n
· Spur∆C
d
dC
(φD(C)) ∆C =
d
dC
(
(det(KTCK))
1
n
)
∆C
=
1
nK
· (det(KTCK)) 1nK ·
nK∑
i,j=1
((KTCK)−1)ij · (KT∆CK)ij.
Sei der gro¨ßte Eigenwert von C einfach und z der zugeho¨rige, auf 1 normierte Eigenvektor.
Dann ist
d
dC
(φE(C)) ∆C =
d
dC
(max{λ : λ Eigenwert von C}) ∆C
= zT ∆C z.
Beweis. Dies folgt direkt aus den Lemmata 6.2.3, 6.2.4 und 6.2.5.
Bemerkung 6.2.7 Das Konfindenzintervall-Kriterium
φM(C) = max{
√
Cii, i = 1, . . . , n}
behandeln wir, wie in Abschnitt 5.2.2 beschrieben, durch Umformulierung in Ungleichungs-
nebenbedingungen
q0 ≥
√
Cii, i = 1, . . . , n.
Davon lautet die Ableitung
d
dC
(√
Cii
)
∆C =
1
2 · √Cii
∆C.
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6.2.4 Ableitung der Kovarianzmatrix nach der Jacobimatrix
Fu¨r die Darstellung der Kovarianzmatrix fu¨hren wir eine abku¨rzende Schreibweise ein:
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
= I1 ·M−1 · S ·M−1 · IT1
mit
M :=
(
JT1 J1 J
T
2
J2 0
)
, S :=
(
JT1 J1 0
0 0
)
, I1 :=
(
I 0
)
.
Zur Berechnung der Ableitung von C nach J =
(
J1
J2
)
benutzen wir die Formeln aus
Lemma 6.2.1. Sei ∆J =
(
∆J1
∆J2
)
. Es gilt
∆M :=
dM
dJ
∆J =
(
∆JT1 J1 + J
T
1 ∆J1 ∆J
T
2
∆J2 0
)
,
∆S :=
dS
dJ
∆J =
(
∆JT1 J1 + J
T
1 ∆J1 0
0 0
)
=
(
∆JT1 J1 + J
T
1 ∆J1
0
)
· I1.
Die Richtungsableitung von C nach J in der Richtung ∆J ist dann
∆C =
dC
dJ
∆J
= −I1 · (M−1 ·∆M ·M−1) · S ·M−1 · IT1
+I1 ·M−1 ·∆S ·M−1 · IT1
−I1 ·M−1 · S · (M−1 ·∆M ·M−1) · IT1
= I1 ·M−1 ·
(−∆M ·M−1 · S + ∆S − S ·M−1 ·∆M) ·M−1 · IT1
= I1 ·M−1 ·
(−(S ·M−1 ·∆M)T + ∆S − (S ·M−1 ·∆M)) ·M−1 · IT1 .
Um C und ∆C effizient berechnen zu ko¨nnen, formen wir diese Formeln noch etwas um.
Dabei schreiben wir
S ·M−1 ·∆M = H · I1 ·M−1 ·∆M mit H :=
(
JT1 J1
0
)
.
Wir erhalten
C = I1 ·M−1 · S ·M−1 · IT1
= (I1 ·M−1) · ((I1 ·M−1) · S)T (6.8)
∆C = I1 ·M−1 ·
(−(S ·M−1 ·∆M)T + ∆S − (S ·M−1 ·∆M)) ·M−1 · IT1
= (I1 ·M−1) · ((I1 ·M−1) ·
(−(H · (I1 ·M−1) ·∆M)T + ∆S − (H · (I1 ·M−1) ·∆M))T )T . (6.9)
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Hier kommt wiederholt die (formale) Multiplikation einer Matrix von links mit (I1 ·M−1)
vor, was im wesentlichen den numerischen Berechnungsaufwand ausmacht. Diese Opera-
tion kann effizient durch die Anwendung einer Nullraummethode realisiert werden, wie im
folgenden beschrieben wird.
6.2.5 Nullraummethode
Algorithmus 6.2.8
Voraussetzung: Seien (CQ) und (PD) erfu¨llt.
Ziel: Wende I1 ·M−1 auf eine Matrix F an.
Eingabe:
M =
(
JT1 J1 J
T
2
J2 0
)
, F =
(
F1
F2
)
.
Rechnung:
1. Berechne die QR-Zerlegung von JT2 :
JT2 =
(
QT1 Q
T
2
)( LT
0
)
.
2. Berechne
Y1 := L
−1F2.
3. Berechne die QR-Zerlegung von J1Q
T
2 :
J1Q
T
2 = QˆRˆ.
4. Berechne
G := Q2(F1 − JT1 J1QT1 Y1)
und lo¨se
RˆT RˆY2 = G
nach Y2.
5. Berechne
X :=
(
QT1 Q
T
2
)( Y1
Y2
)
.
Ausgabe:
X = I1 ·M−1 · F.
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Bemerkung 6.2.9 Wenn die Nullraummethode mehrmals hintereinander fu¨r dieselbe
Matrix M ausgefu¨hrt wird, mu¨ssen die Zerlegungen in den Schritten 1 und 3 natu¨rlich nur
beim ersten Mal berechnet werden, die Faktoren ko¨nnen zwischengespeichert und wieder-
verwendet werden. Dies wird bei der Berechnung der Kovarianzmatrix und ihrer Ableitung
gema¨ß (6.8) und (6.9) ausgenutzt.
Satz 6.2.10 Wenn (CQ) und (PD) erfu¨llt sind, liefert der Algorithmus das korrekte Re-
sultat.
Beweis. Wegen (CQ) ist RangL = RangJ2 = n2. Daher existiert Y1.
Sei z ∈ IRn1−n2 beliebig. Dann ist QT2 z ∈ KernJ2: J2QT2 z = LQ1QT2 z = 0, da
(
QT1 Q
T
2
)
eine orthogonale Matrix ist. Also ist Q2J
T
1 J1Q
T
2 wegen (PD) positiv definit, und Rˆ hat
vollen Rang n1 − n2. Daher existiert Y2.
Das Verhalten des Algorithmus ist also wohldefiniert. Zu zeigen bleibt:
X
!
= I1 ·M−1 · F ⇐⇒ ∃Z : M
(
X
Z
)
=
(
JT1 J1X + J
T
2 Z
J2X
)
!
=
(
F1
F2
)
.
Man rechnet nach, daß
J2X = LQ1Q
T
1 Y1 + LQ1Q
T
2 Y2 = LY1 + 0 = F2
Q2(J
T
1 J1X + J
T
2 Z) = Q2J
T
1 J1Q
T
1 Y1 +Q2J
T
1 J1Q
T
2 Y2 +Q2J
T
2 Z
= Q2F1 −G+ RˆT RˆY2 +Q2QT1LTZ
= Q2F1 −G+G+ 0 = Q2F1
Q1(J
T
1 J1X + J
T
2 Z) = Q1J
T
1 J1X +Q1J
T
2 Z = Q1J
T
1 J1X + L
TZ = Q1F1,
wenn man definiert
Z := L−TQ1(F1 − JT1 J1X).
Also gilt (
Q1
Q2
)
(JT1 J1X + J
T
2 Z) =
(
Q1
Q2
)
F1
fu¨r die regula¨re Matrix
(
Q1
Q2
)
und damit auch
JT1 J1X + J
T
2 Z = F1.
Bemerkung 6.2.11 In der Praxis werden die QR-Zerlegungen aus Stabilita¨tsgru¨nden
mit Spalten-Pivotierung durchgefu¨hrt. Um die Darstellung u¨bersichtlich zu halten, wird
dies hier weggelassen.
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Bemerkung 6.2.12 Statt der QR-Zerlegung der Matrix J1Q
T
2 in Schritt 3 kann auch
eine Cholesky-Zerlegung der Matrix Q2J
T
1 J1Q
T
2 berechnet werden:
Q2J
T
1 J1Q
T
2 = LˆLˆ
T .
In Schritt 4 hat man dann
LˆLˆTY2 = G
zu lo¨sen.
Bemerkung 6.2.13 Wir nennen den Algorithmus Nullraummethode, weil in den Schrit-
ten 1 und 2 zuna¨chst der Lo¨sungsraum (Nullraum) der zweiten Gleichung dargestellt wird.
Auf diesem wird dann in den Schritten 3 und 4 die erste Gleichung gelo¨st.
6.2.6 Ableitung der Jacobimatrix nach den Versuchsplanungs-
gro¨ßen
Als na¨chsten Schritt leiten wir nun die Jacobimatrix des zugrundeliegenden Parame-
terscha¨tzproblems ab. Gema¨ß (4.15) hat diese die folgende Darstellung:
J =
(
J1
J2
)
=
( −√W Σ−1 dh
dv
dd
dv
)
.
Zuna¨chst betrachten wir die Ableitungen von J1 nach den Versuchsplanungsgro¨ßen. J1 ist
eine M×n-Matrix (M : Anzahl der Meßpunkte, n: Dimension von v). Um u¨bersichtlichere
Schreibweisen zu bekommen, benutzen wir die folgenden Abku¨rzungen:
hi := hi(ti, x(ti, p, q, s), p, q), ςi = ςi(x(ti, p, q, s), q), xi := x(ti, p, q, s)
fu¨r alle Meßpunkte i = 1, . . . ,M .
Dann gilt:
dh
dv
=
(
∂hi
∂x
∂xi
∂v
+
∂hi
∂v
)
i=1,...,M
.
Dabei ist
∂hi
∂v
=
(
∂hi
∂p
, 0
)
.
Außerdem ist √
W Σ−1 = diag
(√
wi
ςi
, i = 1, . . . ,M
)
.
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Die Richtungsableitungen von J1 nach den Versuchsplanungsgro¨ßen q, s und w in Richtung(
∆qT ∆sT ∆wT
)T
lauten im einzelnen:
dJ1
dq
∆q = −
√
W
d
dq
Σ−1
(
∂hi
∂x
∂xi
∂v
+
∂hi
∂v
)
i=1,...,M
∆q
= −
√
W
d
dq
(
1
ςi
∂hi
∂x
∂xi
∂v
+
1
ςi
∂hi
∂v
)
i=1,...,M
∆q
= −
√
W
(
d
dq
(
1
ςi
∂hi
∂x
∂xi
∂v
)
∆q +
d
dq
(
1
ςi
∂hi
∂v
)
∆q
)
i=1,...,M
= −
√
W
((
1
ςi
∂hi
∂x
)
∂2xi
∂q∂v
∆q
+
∂
∂x
(
1
ςi
∂hi
∂x
)
∂xi
∂q
∆q
∂xi
∂v
+
∂
∂q
(
1
ςi
∂hi
∂x
)
∆q
∂xi
∂v
+
∂
∂x
(
1
ςi
∂hi
∂v
)
∂xi
∂q
∆q +
∂
∂q
(
1
ςi
∂hi
∂v
)
∆q
)
i=1,...,M
,
dJ1
ds
∆s = −
√
W
d
ds
Σ−1
(
∂hi
∂x
∂xi
∂v
+
∂hi
∂v
)
i=1,...,M
∆s
= −
√
W
d
ds
(
1
ςi
∂hi
∂x
∂xi
∂v
+
1
ςi
∂hi
∂v
)
i=1,...,M
∆s
= −
√
W
(
d
ds
(
1
ςi
∂hi
∂x
∂xi
∂v
)
∆s+
d
ds
(
1
ςi
∂hi
∂v
)
∆s
)
i=1,...,M
= −
√
W
((
1
ςi
∂hi
∂x
)
∂2xi
∂s∂v
∆s
+
∂
∂x
(
1
ςi
∂hi
∂x
)
∂xi
∂s
∆s
∂xi
∂v
+
∂
∂x
(
1
ςi
∂hi
∂v
)
∂xi
∂s
∆s
)
i=1,...,M
und
dJ1
dw
∆w = −diag
(
d
dwi
√
wi
ςi
∆wi
)
dh
dv
= −1
2
· diag
(
∆wi√
wi · ςi
)
dh
dv
.
Statt dJ1
dw
∆w beno¨tigen wir eigentlich nur
dJT1 J1
dw
∆w, siehe Abschnitt 6.2.4. Dann hebt
sich auch die Singularita¨t bei wi = 0 weg:
dJT1 J1
dw
∆w =
(
dJ1
dw
∆w
)T
J1 + J
T
1
(
dJ1
dw
∆w
)
=
dh
dv
T
diag
(
∆wi
ς2i
)
dh
dv
.
Die Ableitungen von
J2 =
dd
dv
=
∂d
∂x
∂x
∂v
+
∂d
∂v
mit
∂d
∂v
=
(
∂d
∂p
,
∂d
∂s
)
110 KAPITEL 6. ABLEITUNGSERZEUGUNG
ergeben sich analog:
dJ2
dq
∆q =
d
dq
(
∂d
∂x
∂x
∂v
+
∂d
∂v
)
∆q
=
∂d
∂x
∂2x
∂q∂v
∆q +
∂2d
∂x∂x
∂x
∂q
∆q
∂x
∂v
+
∂2d
∂q∂x
∆q
∂x
∂v
+
∂2d
∂x∂v
∂x
∂q
∆q +
∂2d
∂q∂v
∆q,
dJ2
ds
∆s =
d
ds
(
∂d
∂x
∂x
∂v
+
∂d
∂v
)
∆s
=
∂d
∂x
∂2x
∂s∂v
∆s+
∂2d
∂x∂x
∂x
∂s
∆s
∂x
∂v
+
∂2d
∂s∂x
∆s
∂x
∂v
+
∂2d
∂x∂v
∂x
∂s
∆s+
∂2d
∂s∂v
∆s,
dJ2
dw
∆w = 0.
6.2.7 Ableitung der Lo¨sung des DAE-Systems nach Versuchs-
planungsgro¨ßen und Parametern
Aus den Resultaten des vorigen Abschnitts liest man ab, daß das Integrationsverfahren
neben der Lo¨sung x = (y, z) (Nominaltrajektorie) des DAE-Systems
A(t, y(t), z(t), p, q) y˙(t) = f(t, y(t), z(t), p, q) (6.10)
0 = g(t, y(t), z(t), p, q), (6.11)
auch die folgenden Ableitungen (Variationstrajektorien) bereitstellen muß:
∂x
∂v
,
∂x
∂q
,
∂x
∂s
,
∂2x
∂q∂v
,
∂2x
∂s∂v
,
ausgewertet an den Stellen (ti, p, q, s), i = 1, . . . ,M .
Variations-DAE
Wir betrachten zuna¨chst exemplarisch ∂x
∂q
=: xq = (yq, zq). Es ist Lo¨sung einer sogenann-
ten Variations-DAE, die man durch Ableiten von (6.10)-(6.11) nach q erha¨lt:(
∂A
∂x
xq +
∂A
∂q
)
y˙ + Ay˙q =
∂f
∂x
xq +
∂f
∂q
0 =
∂g
∂x
xq +
∂g
∂q
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bzw.
Ay˙q =
∂f
∂x
xq +
∂f
∂q
−
(
∂A
∂x
xq +
∂A
∂q
)
y˙ (6.12)
0 =
∂g
∂x
xq +
∂g
∂q
. (6.13)
Bemerkung 6.2.14 Die Variations-DAE ist linear.
BDF-Diskretisierungsschema fu¨r die DAE
Mit xn+1 = (yn+1, zn+1) bezeichnen wir wie in Abschnitt 3.6 die Approximation der Lo¨sung
x(tn+1) = (y(tn+1), z(tn+1)) der DAE (6.10)-(6.11) durch ein BDF-Diskretisierungsschema
mit Ordnung k und Schrittweite h. Dann ist
y˙n+1 =
1
h
·
(
α0 · yn+1 +
k∑
i=1
αi · yn+1−i
)
=:
1
h
· (α0 · yn+1 + β) . (6.14)
Wir definieren die folgenden Abku¨rzungen:
An+1 := A(tn+1, yn+1, zn+1, p, q),
fn+1 := f(tn+1, yn+1, zn+1, p, q),
gn+1 := g(tn+1, yn+1, zn+1, p, q).
BDF-Diskretisierungsschema fu¨r die Variations-DAE
Bezeichne nun
xqn+1 =
(
yqn+1, z
q
n+1
)
die Approximation der Lo¨sung
xq(tn+1) = (y
q(tn+1), z
q(tn+1))
der Variations-DAE (6.12)-(6.13).
Das BDF-Diskretisierungsschema fu¨r die Variations-DAE mit Ordnung k und Schrittweite
hq lautet
y˙qn+1 =
1
hq
·
(
αq0 · yqn+1 +
k∑
i=1
αqi · yqn+1−i
)
=:
1
hq
· (αq0 · yqn+1 + βq) . (6.15)
Dies setzen wir in die Variations-DAE ein:
An+1y˙
q
n+1 −
∂fn+1
∂x
xqn+1 +
∂fn+1
∂q
+
(
∂An+1
∂x
xqn+1 +
∂An+1
∂q
)
y˙n+1 = 0
∂gn+1
∂x
xqn+1 +
∂gn+1
∂q
= 0.
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Nehmen wir nun die gleiche Wahl der Ordnung und Schrittweite hq = h wie zur Be-
rechnung der Nominaltrajektorie vor, so ist αqi = αi, i = 0, . . . , k, und wir erhalten nach
Einsetzen von (6.14) und (6.15)
An+1
(
α0 · yqn+1 +
k∑
i=1
αi · yqn+1−i
)
+
(
∂An+1
∂x
xqn+1 +
∂An+1
∂q
)
(α0 · yn+1 + β)
−h ·
(
∂fn+1
∂x
xqn+1 +
∂fn+1
∂q
)
= 0 (6.16)
∂gn+1
∂x
xqn+1 +
∂gn+1
∂q
= 0. (6.17)
Ableiten des Diskretisierungsschemas der DAE
Ein anderer Ansatz zur Berechnung von xq besteht darin, das Diskretisierungsschema fu¨r
die DAE
An+1
(
α0 · yn+1 +
k∑
i=1
αi · yn+1−i
)
− h · fn+1 = 0
gn+1 = 0
nach q abzuleiten:
An+1
(
α0 · yqn+1 +
k∑
i=1
αi · yqn+1−i
)
+
(
∂An+1
∂x
xqn+1 +
∂An+1
∂q
)
(α0 · yn+1 + β)
−h ·
(
∂fn+1
∂x
xqn+1 +
∂fn+1
∂q
)
= 0 (6.18)
∂gn+1
∂x
xqn+1 +
∂gn+1
∂q
= 0, (6.19)
Ordnung und Schrittweite werden dabei festgehalten.
Vergleich der beiden Ansa¨tze
Wir erkennen: Die Gleichungssysteme (6.16)-(6.17) und (6.18)-(6.19) sind identisch. Das
heißt, beide Ansa¨tze, Aufstellen des BDF-Schemas fu¨r die Variations-DAE und Ablei-
ten des BDF-Schemas fu¨r die urspru¨ngliche DAE, fu¨hren zum selben Gleichungssystem.
Dies ist das Prinzip der Internen Numerischen Differentiation [24, 25], die Vertauschbar-
keit von Integrationsschema und Ableitungsoperator [88]. Die durch diese Vorgehensweise
gewonnene numerische Lo¨sung der Variations-DAE ist somit die exakte Ableitung der
numerischen Lo¨sung der DAE.
6.2. ABLEITUNG DER ZIELFUNKTION 113
Matrix zur Lo¨sung des impliziten Problems
Fu¨r System (6.16)-(6.17) bzw. (6.18)-(6.19) als Gleichungssystem fu¨r xqn+1 schreiben wir
kurz:
F q(xqn+1) = 0.
Die Matrix dieses (linearen) Gleichungssystems lautet:
∂F q
∂xqn+1
=
(
α0An+1 +
∂An+1
∂y
(α0yn+1 + β)− h∂fn+1∂y ∂An+1∂z (α0yn+1 + β)− h∂fn+1∂z
∂gn+1
∂y
∂gn+1
∂z
)
.
Dies ist dieselbe Matrix wie zur Berechnung der Nominaltrajektorie, siehe (3.23). Das
heißt, die zusa¨tzliche Berechnung von Ableitungen bedeutet im wesentlichen keinen Mehr-
aufwand bei der Behandlung der Linearen Algebra.
Andere erste und zweite Ableitungen
Die Ableitungen von x nach p und s berechnen wir analog.
xp :=
∂x
∂p
, xs :=
∂x
∂s
.
Außerdem beno¨tigen wir auch gemischte zweite Ableitungen nach q und p:
∂2x
∂q∂p
=: xqp = (yqp, zqp) .
Zu deren Berechnung leiten wir die Variations-DAE (6.12)-(6.13) zusa¨tzlich auch nach p
ab und erhalten die folgende Variations-DAE zweiter Ordnung:(
∂A
∂x
xp +
∂A
∂p
)
y˙q + Ay˙qp =
(
∂2f
∂x∂x
xp +
∂2f
∂p∂x
)
xq +
∂f
∂x
xqp +
∂2f
∂x∂q
xp +
∂2f
∂p∂q
−
((
∂2A
∂x∂x
xp +
∂2A
∂p∂x
)
xq +
∂A
∂x
xqp +
∂2A
∂x∂q
xp +
∂2A
∂p∂q
)
y˙
−
(
∂A
∂x
xq +
∂A
∂q
)
y˙p
0 =
(
∂2g
∂x∂x
xp +
∂2g
∂p∂x
)
xq +
∂g
∂x
xqp +
∂2g
∂x∂q
xp +
∂2g
∂p∂q
.
Die Diskretisierungsschemata fu¨r Nominaltrajektorie x und erste Ableitungen xq und xp
liefern die Darstellungen
y˙n+1 =
1
h
(α0 · yn+1 + β) , y˙qn+1 =
1
h
(
α0 · yqn+1 + βq
)
, y˙pn+1 =
1
h
(
α0 · ypn+1 + βp
)
.
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Da jeweils die gleiche Schrittweiten- und Ordnungssteuerung gewa¨hlt wird, ist der Koef-
fizient α0 gleich.
Wir approximieren xqp(tn+1) nun durch
xqpn+1 =
(
yqpn+1, z
qp
n+1
)
.
und wenden dafu¨r ein BDF-Schema an, ebenfalls mit der gleichen Schrittweiten- und Ord-
nungssteuerung wie fu¨r Nominaltrajektorie und Variationstrajektorien erster Ordnung:
y˙qpn+1 =
1
h
(
α0 · yqpn+1 +
k+1∑
i=1
αi · yqpn+1−i
)
=:
1
h
(
α0 · yqpn+1 + βqp
)
.
Eingesetzt in die Variations-DAE zweiter Ordnung, ergibt sich das Gleichungssystem
0 = An+1
(
α0 · yqpn+1 +
k+1∑
i=1
αi · yqpn+1−i
)
−h ·
(
∂2fn+1
∂x∂x
xpn+1x
q
n+1 +
∂2fn+1
∂p∂x
xqn+1 +
∂2fn+1
∂x∂q
xpn+1 +
∂2fn+1
∂p∂q
+
∂fn+1
∂x
xqpn+1
+
(
∂2An+1
∂x∂x
xpn+1x
q
n+1 +
∂2An+1
∂p∂x
xqn+1 +
∂2An+1
∂x∂q
xpn+1 +
∂2An+1
∂p∂q
+
∂An+1
∂x
xqpn+1
)
y˙n+1
+
(
∂An+1
∂x
xpn+1 +
∂An+1
∂p
)
y˙qn+1 +
(
∂An+1
∂x
xqn+1 +
∂An+1
∂q
)
y˙pn+1
)
0 =
∂2gn+1
∂x∂x
xpn+1x
q
n+1 +
∂2gn+1
∂p∂x
xqn+1 +
∂2gn+1
∂x∂q
xpn+1 +
∂2gn+1
∂p∂q
+
∂gn+1
∂x
xqpn+1
oder kurz
F qp(xqn+1) = 0
mit der Matrix
∂F qp
∂xqpn+1
=
(
α0An+1 +
∂An+1
∂y
(α0yn+1 + β)− h∂fn+1∂y ∂An+1∂z (α0yn+1 + β)− h∂fn+1∂z
∂gn+1
∂y
∂gn+1
∂z
)
.
Dies ist wieder dieselbe Systemmatrix wie bei Nominaltrajektorie und ersten Ableitungen,
was induktiv klar ist.
6.3 Ableitungen der Modellfunktionen
Folgende Ableitungen der benutzerdefinierten Funktionen werden zur Berechnung der
Lo¨sungen von Nominal- und Variationstrajektorien beno¨tigt:
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• Ableitungen der DAE-Modellfunktionen
∂f
∂x
,
∂f
∂p
,
∂f
∂q
,
∂2f
∂x∂x
,
∂2f
∂p∂x
,
∂2f
∂x∂q
,
∂2f
∂p∂q
,
∂g
∂x
,
∂g
∂p
,
∂g
∂q
,
∂2g
∂x∂x
,
∂2g
∂p∂x
,
∂2g
∂x∂q
,
∂2g
∂p∂q
,
∂A
∂x
,
∂A
∂p
,
∂A
∂q
,
∂2A
∂x∂x
,
∂2A
∂p∂x
,
∂2A
∂x∂q
,
∂2A
∂p∂q
.
• Ableitungen der Meßfunktionen, i = 1, . . . ,M
∂hi
∂x
,
∂hi
∂p
,
∂
∂x
(
1
ςi
∂hi
∂x
)
,
∂
∂x
(
1
ςi
∂hi
∂p
)
,
∂
∂q
(
1
ςi
∂hi
∂x
)
,
∂
∂q
(
1
ςi
∂hi
∂p
)
.
• Ableitungen der Nebenbedingungen des Parameterscha¨tzproblems
∂d
∂x
,
∂d
∂p
,
∂d
∂s
,
∂2d
∂x∂x
,
∂2d
∂q∂x
,
∂2d
∂s∂x
,
∂2d
∂x∂p
,
∂2d
∂q∂p
,
∂2d
∂s∂p
,
∂2d
∂x∂s
,
∂2d
∂q∂s
,
∂2d
∂s∂s
.
• Ableitungen der Zustandsbeschra¨nkungen
∂b
∂x
,
∂b
∂q
.
• Ableitungen der Steuerbeschra¨nkungen
∂c
∂q
.
Die Erzeugung dieser Ableitungen bewerkstelligen wir durch Automatische Differentiation
mit Hilfe des Programms ADIFOR [22]. Der folgende Abschnitt gibt zum Abschluß dieses
Kapitels einen kurzen U¨berblick u¨ber diese Technik.
6.4 Automatische Differentiation
Das Prinzip der Automatischen Differentiation besteht in der Ableitung der einzelnen
Schritte der Berechnungsvorschrift einer Funktion und im Zusammensetzen dieser Ablei-
tungen nach der Kettenregel. Damit erha¨lt man eine exakte Berechnungsvorschrift fu¨r die
Ableitung der Funktion. Diese kann zusammen mit dem Funktionscode effizient ausge-
wertet werden.
Einen U¨berblick u¨ber die Theorie der Automatischen Differentiation gibt das Buch von
Griewank [58]. Spezielle Softwarepakete werden in [59], [21], [23], [22] und [100] vorgestellt.
Als Alternativen zur Automatischen Differentiation ko¨nnen fu¨r einfache Funktionsauswer-
tungen
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• die Ableitungen per Hand bereitgestellt werden, dies ist jedoch aufwendig und feh-
leranfa¨llig. Oder man setzt
• Computer-Algebra-Software (Maple, Mathematica,. . . ) zur Symbolischen Differen-
tiation ein. Dabei werden aus einer Zeichenkette, die die Funktion beschreibt, Zei-
chenketten fu¨r die Ableitungen generiert. Dies kann bei komplexen Funktionen zu
sehr hohem Ressourcenverbrauch fu¨hren und ist daher nicht effizient in der nu-
merischen Praxis. Weil Funktion und Ableitung getrennt dargestellt werden, ist die
gemeinsame Auswertung von Teilausdru¨cken nicht mo¨glich. Außerdem ko¨nnen keine
Schleifen und Verzweigungen behandelt werden.
Auch fu¨r komplexe Algorithmen geeignet ist die
• Numerische Differentiation mittels Differenzenquotienten [57], zum Beipiel einsei-
tig, df
dx
≈ f(x+h)−f(x)
h
, oder zentral, df
dx
≈ f(x+h)−f(x−h)
2·h . Die Funktion f kann dabei als
Black-Box aufgefaßt werden. Bei der Wahl der Sto¨rung h ist zu beachten, daß klei-
ne Sto¨rungen numerische Auslo¨schung, große Sto¨rungen schlechte Approximation
bewirken. So erha¨lt man durch Verfahrensfehler nur Na¨herungen der Ableitungen.
Im folgenden wollen wir die Vorgehensweise der Automatischen Differentiation genauer
darstellen. Wir betrachten eine differenzierbare Abbildung
f : D ⊆ IRn → IRm : x 7→ y = f(x).
Die x nennen wir unabha¨ngige Variablen und die y abha¨ngige Variablen.
Sei f faktorisierbar, das heißt der Algorithmus zur Berechnung von f bestehe aus einer
(eventuell langen) Sequenz von elementaren Operationen (Additionen, Multiplikationen,
usw. und elementare Funktionsaufrufe exp(.), sin(.),
√
., usw.). Deren Reihenfolge kann
dabei auch durch Schleifen und Verzweigungen bestimmt werden. Diese Sequenz nennt
man den Computational Trace, den man schematisch folgendermaßen aufschreiben kann:
Initialisierung: vi−n := xi i = 1, . . . , n
Berechnungen: vi := ϕi(vj≺i) i = 1, . . . , l
Ergebnis: ym−i := vl−i i = m− 1, . . . , 0
vj≺i beschreibt dabei das Tupel aller Argumente vj, von denen die elementare Operation
ϕi abha¨ngt, j < i.
Durch Ableiten dieser elementaren Schritte und wiederholte Anwendung der Kettenregel
kann die Ableitung von f auf vo¨llig mechanische Art und Weise berechnet werden. Die
Auswertung der Ableitung ist dabei eng verknu¨pft mit der Funktionsauswertung. Wir
unterscheiden zwei Mo¨glichkeiten der Reihenfolge, in der man dabei vorgehen kann:
1. Beim Vorwa¨rtsmodus werden Ableitungen der Zwischenergebnisse nach den un-
abha¨ngigen Variablen x berechnet. Typischerweise wird dieser Modus fu¨r Richtungs-
ableitungen eingesetzt:
y¯ =
df
dx
x¯
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mit einem Richtungsvektor x¯ ∈ IRn. Der schematische Ablauf ist der folgende:
vi−n := xi
Initialisierung:
v¯i−n := x¯i
i = 1, . . . , n
vi := ϕi(vj≺i)
Berechnungen:
v¯i :=
∑
j:j≺i
∂ϕi
∂vj
v¯j
i = 1, . . . , l
ym−i := vl−i
Ergebnis:
y¯m−i := v¯l−i
i = m− 1, . . . , 0
2. Beim Ru¨ckwa¨rtsmodus werden umgekehrt Ableitungen des Endergebnisses y nach
den Zwischenergebnissen berechnet. Dies verwendet man fu¨r Linearkominationen
x = y
df
dx
mit y ∈ IRm. Bei der Ableitungsberechnung ist beim Ru¨ckwa¨rtsmodus der Zugriff
auf die Operationen umgekehrt wie bei der Funktionsauswertung. Deshalb macht
man zuna¨chst einen Vorwa¨rtslauf
Initialisierung: vi−n := xi i = 1, . . . , n
Berechnungen: vi := ϕi(vj≺i) i = 1, . . . , l
Ergebnis: ym−i := vl−i i = m− 1, . . . , 0
und speichert die Zwischenergebnisse. Im Ru¨ckwa¨rtslauf (hier: inkrementelle Vari-
ante) werden dann die Ableitungen berechnet:
vl−i := ym−i i = 0, . . . ,m− 1
Initialisierung:
vi := 0 i = 1− n, . . . , l −m
Berechnungen: vj := vj + vi
∂ϕi
∂vj
fu¨r alle j ≺ i, i = l, . . . , 1
Ergebnis: xi := vi−n i = n, . . . , 1
Bemerkung 6.4.1 (Genauigkeit der Automatischen Differentiation)
Da jede Ableitung der elementaren Operationen analytisch berechnet wird, ist die durch
Automatische Differentiation berechnete Ableitung von f exakt. Es tritt kein Verfahrens-
fehler auf. Rundungsfehler beim numerischen Auswerten ko¨nnen — wie bei der Funkti-
onsauswertung — natu¨rlich vorkommen.
Bemerkung 6.4.2 (Komplexita¨t der Automatischen Differentiation)
Komplexita¨tsuntersuchungen fu¨r Vorwa¨rts- und Ru¨ckwa¨rtsmodus der Automatischen Dif-
ferentiation, siehe zum Beispiel [58], liefern die folgenden Resultate:
• Die Gesamtkomplexita¨t des Algorithmus zur Berechnung von f ist die Summe der
Komplexita¨ten seiner elementaren Operationen.
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• Die Auswertung der Ableitung einer beliebigen elementaren Operation ist nur um
ein konstantes Vielfaches Q teurer als die Auswertung der elementaren Operation
selbst.
Division:
(a
b
)′
=
a′ · b− a · b′
b2
→ Faktor 5.
• Zur gemeinsamen Berechnung von f und df
dx
x¯ oder y df
dx
mit Automatischer Diffe-
rentiation ist daher nur ein Q-facher Aufwand wie zur Berechnung von f allein
no¨tig.
• Wertet man den Vorwa¨rtsmodus mit d statt einer Richtung aus, so ist der Aufwand
d mal so hoch, der Aufwand ist proportional zur Anzahl der Richtungen.
• Beim Ru¨ckwa¨rtsmodus mit d statt einer Linearkombination ist der Aufwand propor-
tional zur Anzahl der Linearkombinationen.
• Zur Berechnung der gesamten Jacobimatrix df
dx
braucht man im Vorwa¨rtsmodus
n Richtungen e1, . . . , en und erha¨lt den Q · n-fachen Aufwand wie fu¨r die Funkti-
onsauswertung allein. Im Ru¨ckwa¨rtsmodus beno¨tigt man m Linearkombinationen
eT1 , . . . , e
T
m, und der Aufwand ist Q ·m mal so hoch. Zur Berechnung der Jaco-
bimatrix ist der Vorwa¨rtsmodus also besser geeignet bei mehr abha¨ngigen als un-
abha¨ngigen Variablen, der Ru¨ckwa¨rtsmodus bei mehr unabha¨ngigen als abha¨ngigen
Variablen.
Bemerkung 6.4.3 (Speicherbedarf der Automatischen Differentiation)
Beim Ru¨ckwa¨rtsmodus ist zusa¨tzlicher Speicheraufwand zum Zwischenspeichern des Vor-
wa¨rtslaufs erforderlich, wa¨hrend beim Vorwa¨rtsmodus dieser Overhead nicht notwendig
ist.
Zur Realisierung der Automatischen Differentiation gibt es verschiedene Mo¨glichkeiten:
• U¨berladen der elementaren Operationen mit zusa¨tzlicher Berechnung der Ableitun-
gen in objektorientierten Programmiersprachen. Nach diesem Prinzip arbeitet zum
Beispiel die Software ADOL-C [59].
• Durch Quelltext-Transformation wird aus dem Programmcode zur Berechnung von
f Programmcode fu¨r die Ableitungen erzeugt. Die bekannteste Software, die nach
diesem Konzept arbeitet, ist ADIFOR [21, 23, 22]. Dieses Programm arbeitet mit
Fortran-77-Subroutinen. Es ist einfach zu bedienen und erzeugt effizienten und por-
tablen Code. Bei der Quelltext-Transformation wird generell der Vorwa¨rtsmodus
verwendet, nur fu¨r Zuweisungsanweisungen der Ru¨ckwa¨rtsmodus. Dadurch ist der
Ableitungscode besonders fu¨r Richtungsableitungen effizient, und es ist kein Zwi-
schenspeichern der gesamten Funktionsauswertung fu¨r den Ru¨ckwa¨rtsmodus not-
wendig.
Wir entschieden uns aufgrund der Reife der Software und der Effizienz fu¨r ADIFOR.
Dieses setzen wir ein, um aus Fortran-Funktionscode erste Ableitungen zu generieren.
6.4. AUTOMATISCHE DIFFERENTIATION 119
Zweite Ableitungen werden als erste Ableitungen von ersten Ableitungen erzeugt. Die
Aufrufe von ADIFOR sind in unserer Software vollsta¨ndig automatisiert, fu¨r genauere
Ausfu¨hrungen zur Implementation siehe Abschnitt 9.4 in Kapitel 9.
Alternativ zur Verwendung von ADIFOR wurde von Ru¨cker [100] ein kombinierter Modell-
und Ableitungsgenerator entwickelt, der speziell fu¨r chemische Reaktionssysteme aus der
Modellspezifikation effizient die Modellgleichungen und mittels Automatischer Differen-
tiation die Ableitungsroutinen erzeugen kann.
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Kapitel 7
Behandlung von
Mehrfachexperimenten
In der Regel bestehen chemische Versuche nicht nur aus Einzelexperimenten. Diese reichen
oft auch gar nicht aus, um genu¨gend Informationen zur Identifizierung aller Parameter
zu liefern. So kann man zum Beispiel mit nur einem isothermen Experiment niemals Ak-
tivierungsenergie und Frequenzfaktor einer Reaktion gleichzeitig scha¨tzen. Daher werden
Serien von Experimenten durchgefu¨hrt, dabei werden im allgemeinen die Versuchsbedin-
gungen und eventuell sogar der Versuchsaufbau variiert. Außerdem existieren oft schon
experimentelle Daten aus vergangenen Versuchsreihen, die beru¨cksichtigt werden sollen.
Die Planung solcher Mehrfachexperimente, die aus gegebenen experimentellen Ressourcen
maximalen Informationsgehalt liefern sollen, ist eine Aufgabenstellung, die sich intuitiv
nur sehr schwer bewa¨ltigen la¨ßt und bei der daher die in dieser Arbeit vorgestellten Metho-
den angewendet werden sollten. Wir haben anhand mehrerer Anwendungsfa¨lle Vergleiche
zwischen intuitiver Vorgehensweise und optimaler Versuchsplanung bei Mehrfachexperi-
menten durchgefu¨hrt, die diese These eindrucksvoll besta¨tigen, siehe Kapitel 10.
Eine erste, naive Herangehensweise an diese Problemklasse ko¨nnte einfach darin bestehen,
die Modelle fu¨r alle Experimente zu einem großen Gesamtsystem zusammenzufassen und
dieses mit den bisher diskutierten Methoden zu behandeln. Da dabei jedoch alle Struktu-
ren, die sich durch die Mehrfachexperimentsituation ergeben, ungenutzt bleiben, ist diese
Vorgehensweise sehr ineffizient, besonders bei einer großen Zahl von Experimenten. Wir
betrachten daher alle Experimente einzeln, formulieren Mehrfachexperimentprobleme und
lo¨sen diese unter Beru¨cksichtigung dieser Strukturen.
7.1 Modelle fu¨r die Experimente
Wir nehmen also nun an, eine Mehrfachexperimentversuchsreihe bestehe aus Nex ∈ IN
Experimenten. Wir lassen gro¨ßtmo¨gliche Variabilita¨t bei der Beschreibung der einzelnen
Experimente zu. Diese ko¨nnen verschiedene Modelle und unterschiedliche Versuchsra¨ume
haben:
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Fu¨r j = 1, . . . , Nex werde der zugrundeliegende Prozeß durch das DAE-Modell
Aj(t, yj(t), zj(t), p, qj) y˙j(t) = f j(t, yj(t), zj(t), p, qj, uj(t))
0 = gj(t, yj(t), zj(t), p, qj, uj(t))
mit
• t ∈ [tj0, tjend] ⊆ IR (”Zeit“),
• xj(t) = (yj(t), zj(t)) ∈ IRnyj+nzj Zustandsgro¨ßen,
• qj ∈ IRnqj Steuergro¨ßen und
• uj(t) ∈ IRnuj Steuerfunktionen
beschrieben. Der Vektor der unbekannten Parameter p ∈ IRnp sei dagegen allen Experi-
menten gemeinsam. Seiner Scha¨tzung soll die Versuchsreihe ja dienen.
Fu¨r j = 1, . . . , Nex seien weiterhin Meßdaten η
j
i mit Meßfehlern 
j
i , i = 1, . . . ,M
j gegeben.
Wir machen wieder die folgende Annahme an das Meßmodell:
ηji = h
j
i (t
j
i , x
j(tji ), p, q
j, uj(tji )) + 
j
i , i = 1, . . . ,M
j
mit unabha¨ngigen und normalverteilten Meßfehlern
ji ∼ N
(
0,
σji
2
wji
)
, i = 1, . . . ,M j.
7.2 Mehrfachexperiment-Parameterscha¨tzprobleme
Zur Scha¨tzung der Parameter p aus den Meßdaten der Nex Experimente formulieren wir
nun das folgende Mehrfachexperiment-Parameterscha¨tzproblem:
min
p,x1,...,xNex
1
2
Nex∑
j=1
Mj∑
i=1
wji ·
(ηji − hji (tji , xj(tji ), p, qj, uj(tji )))2
σji
2
s. t. fu¨r j = 1, . . . , Nex
Aj(t, yj, zj, p, qj) y˙j = f j(t, yj, zj, p, qj, uj)
0 = gj(t, yj, zj, p, qj, uj)
0 = dˆj(xj(tj1), . . . , x
j(tj
Kˆj
), p, qj)
Zur Darstellung als endlichdimensionales Problem nehmen wir die Parametrisierung der
Lo¨sung der DAE experimentweise vor, dabei fu¨hren wir wie in Kapitel 4 Parametrisie-
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rungsvariablen sj ∈ IRnsj , j = 1, . . . , Nex und zusa¨tzliche Nebenbedingungen ein. Wir er-
halten dadurch ein endlichdimensionales beschra¨nktes Least-Squares-Problem:
min
p,s1,...,sNex
1
2
Nex∑
j=1
Mj∑
i=1
wji ·
(ηji − hji (tji , xj(tji , p, qj, uj, sj), p, qj, uj(tji )))2
σji
2 (7.1)
s. t. fu¨r j = 1, . . . , Nex
0 = dj(xj(tj1, p, q
j, uj, sj), . . . , xj(tj
Kj
, p, qj, uj, sj), p, qj, sj) (7.2)
Durch die Definition von
F j1 :=
(√
wji ·
ηji − hji (tji , xj(tji , p, qj, uj, sj), p, qj, uj(tji ))
σji
)
i=1,...,Mj
F j2 := d
j
sowie
F1 :=

 F
1
1
...
FNex1

 , F2 :=

 F
1
2
...
FNex2


und mit s :=
(
s1, . . . , sNex
)
ko¨nnen wir (7.1)-(7.2) kompakt schreiben als
min
p,s
1
2
‖F1(p, s)‖22
F2(p, s) = 0.
Die Jacobimatrizen dieses Problems haben fu¨r Mehrfachexperimentprobleme nun die fol-
gende Struktur:
J1 =
dF1
d(p, s)
=

 J
1
1,p J
1
1,s1 0 · · · 0
...
. . .
JNex1,p 0 · · · 0 JNex1,sNex


und
J2 =
dF2
d(p, s)
=

 J
1
2,p J
1
2,s1 0 · · · 0
...
. . .
JNex2,p 0 · · · 0 JNex2,sNex


mit
J j1,p :=
dF j1
dp
, J j
1,sj
:=
dF j1
dsj
, J j2,p :=
dF j2
dp
, J j
2,sj
:=
dF j2
dsj
, j = 1, . . . , Nex.
Methoden und Software zur strukturausnutzenden Lo¨sung von Mehrfachexperiment-Pa-
rameterscha¨tzproblemen wurden von Schlo¨der [104] und v. Schwerin [113] entwickelt.
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7.3 Mehrfachexperiment-Versuchsplanung
Die statistische Analyse im Lo¨sungspunkt der Parameterscha¨tzung liefert die Kovarianz-
matrix und Konfidenzgebiete fu¨r die Scha¨tzung aus den Daten aller Experimente. Die
Minimierung dieser Konfidenzgebiete fu¨hrt, wie in Kapitel 5 dargestellt, auf Mehrfachex-
periment-Versuchsplanungsprobleme.
7.3.1 Feste und variable Experimente
Deren Formulierung ero¨ffnet uns eine neue Mo¨glichkeit fu¨r die Versuchsplanung. Wir
ko¨nnen bei Mehrfachexperiment-Szenarien zusa¨tzlich zu vorliegenden Daten aus bereits
durchgefu¨hrten Versuchen neue Experimente entwerfen, um unter Beru¨cksichtigung der
Vorinformation einen Zugewinn an Scha¨tzgu¨te durch Verbesserung und Erga¨nzung der
Meßinformation zu erzielen.
Die alten Experimente werden bei dieser Mehrfachexperiment-Versuchsplanung festgehal-
ten, nur die neuen werden durch die Optimierung ausgelegt. Die Zielfunktion beschreibt
die Gu¨te einer Scha¨tzung aus den Daten aller Experimente, der schon vorliegenden und
der neu zu entwerfenden.
Das Mehrfachexperiment aus Nex Experimenten setzt sich dabei also zusammen aus
• Nfix bereits durchgefu¨hrten Versuchen, von denen schon Meßdaten vorliegen und
deren Sensitivita¨ten (Jacobimatrizen) als Vorinformationen in der Versuchsplanung
mitberu¨cksichtigt werden sollen, und
• Nvar neu zu planenden Experimenten, deren Steuergro¨ßen, Steuerfunktionen und
Meßlayout in der Versuchsplanung optimal bestimmt werden sollen.
Gema¨ß dieser Unterscheidung zwischen festen und variablen Experimenten lassen sich
auch in der Jacobimatrix des Parameterscha¨tzproblems (7.1)-(7.2) entsprechende Blo¨cke
identifizieren:
J1 =


J11,p J
1
1,s1 0 · · · 0
...
. . . 0
J
Nfix
1,p 0 · · · 0 JNfix1,sNfix
J
Nfix+1
1,p J
Nfix+1
1,s
Nfix+1
0 · · · 0
... 0
. . .
JNex1,p 0 · · · 0 JNex1,sNex


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bzw.
J2 =


J12,p J
1
2,s1 0 · · · 0
...
. . . 0
J
Nfix
2,p 0 · · · 0 JNfix2,sNfix
J
Nfix+1
2,p J
Nfix+1
2,s
Nfix+1
0 · · · 0
... 0
. . .
JNex2,p 0 · · · 0 JNex2,sNex


.
Die Kovarianzmatrix in der Darstellung
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
hat damit ebenfalls eine spezielle Mehrfachexperimentstruktur mit
H := JT1 J1 =


Hpp H
T
s1p · · · HTsNexp
Hs1p Hs1s1 0
...
. . .
HsNexp 0 HsNexsNex

 (7.3)
und
Hpp :=
Nex∑
j=1
J j1,p
T
J j1,p =
Nfix∑
j=1
J j1,p
T
J j1,p︸ ︷︷ ︸
=:Hfixpp (fest)
+
Nex∑
j=Nfix+1
J j1,p
T
J j1,p︸ ︷︷ ︸
(variabel)
, (7.4)
Hsjp := J
j
1,sj
T
J j1,p, j = 1, . . . , Nex, (7.5)
Hsjsj := J
j
1,sj
T
J j
1,sj
, j = 1, . . . , Nex. (7.6)
7.3.2 Mehrfachexperiment-Versuchsplanungsprobleme
Die Steuergro¨ßen, Steuerfunktionen und Meßgewichte der einzelnen Experimente spielen
bei der Versuchsplanung verschiedene Rollen:
• Fu¨r die alten Experimente j = 1, . . . , Nfix sind sie feste Gro¨ßen, das heißt Konstan-
ten:
(
q1, u1, w1, . . . , qNfix , uNfix , wNfix
)
= konst.
• Fu¨r die neuen Experimente j = Nfix + 1, . . . , Nex sind sie Versuchsplanungsgro¨ßen,
das heißt Variablen: ξ =
(
qNfix+1, uNfix+1, wNfix+1, . . . , qNex , uNex , wNex
)
.
Wir nehmen an, daß die Nebenbedingungen an Zusta¨nde und Versuchsplanungsgro¨ßen
experimentweise gestellt werden.
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Die Formulierung des Mehrfachexperiment-Versuchsplanungsproblems lautet somit:
min
ξ,x1,...,xNex
φ(C)
Dabei berechnet sich die Kovarianzmatrix
C =
(
I 0
)( JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−T (
I
0
)
aus der Jacobimatrix
(
JT1 J
T
2
)T
im Lo¨sungspunkt
des beschra¨nkten Mehrfachexperiment-Parameterscha¨tzproblems
min
p,s1,...,sNex
1
2
Nex∑
j=1
Mj∑
i=1
wji ·
(ηji − hji (tji , xj(tji , p, qj, uj, sj), p, qj, uj(tji )))2
σji
2
s. t. fu¨r j = 1, . . . , Nex
0 = dj(xj(tj1, p, q
j, uj, sj), . . . , xj(tj
Kj
, p, qj, uj, sj), p, qj, sj).
Die Zustandsvariablen erfu¨llen experimentweise
die DAE-Systeme j = 1, . . . , Nex
Aj(t, yj, zj, p, qj) y˙j = f j(t, yj, zj, p, qj, uj)
0 = gj(t, yj, zj, p, qj, uj).
Außerdem mu¨ssen die Nebenbedingungen
loj ≤ ψj(t, xj, p, qj, uj, wj) ≤ upj
0 = χj(t, xj, p, qj, uj, wj)
wj ∈ {0, 1}Mj
fu¨r j = Nfix + 1, . . . , Nex eingehalten werden.


7.3.3 Ausnutzung der Strukturen bei der numerischen Behand-
lung
Die wesentliche Ersparnis an Rechenzeit beim Lo¨sen von Mehrfachexperimentproblemen
gegenu¨ber unstrukturierter Behandlung besteht darin, daß die Modelle der einzelnen Ex-
perimente entkoppelt ausgewertet werden ko¨nnen, und zwar nicht nur fu¨r die Funkti-
onswerte, sondern vor allem auch fu¨r die Berechnung der beno¨tigten ersten und zweiten
Ableitungen bei der Integration der jeweiligen DAE-Systeme.
Bei der Berechnung der Kovarianzmatrix wird die Blockstruktur der Jacobimatrizen
gema¨ß (7.3)-(7.6) beru¨cksichtigt.
Durch experimentweise Integration und Auswertung der Meßfunktionen werden J j1,p, J
j
1,sj
,
J j2,p und J
j
2,sj
bereitgestellt und daraus J j1,p
T
J j1,p als Summand fu¨rHpp sowieHsjp undHsjsj
berechnet.
Die Modelle der festen Experimente mu¨ssen dabei nur einmal in der ersten Iteration
ausgewertet oder ko¨nnen aus fru¨heren Rechnungen, zum Beispiel zur Parameterscha¨tzung,
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u¨bernommen werden. Die entsprechenden Blo¨cke der Jacobimatrizen
J11,p J
1
1,s1 0 · · · 0
...
. . .
J
Nfix
1,p 0 · · · 0 JNfix1,sNfix
,
J12,p J
1
2,s1 0 · · · 0
...
. . .
J
Nfix
2,p 0 · · · 0 JNfix2,sNfix
und
Hfixpp =
Nfix∑
j=1
J j1,p
T
J j1,p
werden gespeichert.
Die Berechnung der Ableitungen der Kovarianzmatrix erfolgt gema¨ß der Formeln aus Ka-
pitel 6. Dabei wird natu¨rlich auch beru¨cksichtigt, daß nur J j1,p, J
j
1,sj
, J j2,p, J
j
2,sj
von qj, uj, wj
abha¨ngen.
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Kapitel 8
Robuste Versuchsplanung
Wir haben bisher die Gu¨tekriterien auf der Kovarianzmatrix (4.21) nur als Funktionen
der Versuchsplanungsgro¨ßen betrachtet und optimiert. Im allgemeinen ha¨ngen sie jedoch
auch von den Werten der Modellparameter ab. In der Regel sind diese nicht oder nur
ungenau bekannt und sollen erst durch die Methoden der Parameterscha¨tzung und Ver-
suchsplanung genau bestimmt werden.
Im Gegensatz dazu ha¨ngt in der linearen Versuchsplanung, siehe zum Beispiel [93], die Mo-
dellantwort der Messungen linear von den Parametern ab, wodurch die Kovarianzmatrix
keine Parameterabha¨ngigkeit aufweist.
Zur Beru¨cksichtigung der Parameterabha¨ngigkeit bei nichtlinearen Versuchsplanungspro-
blemen schlagen wir zwei Ansa¨tze vor, die auch kombiniert werden ko¨nnen.
8.1 Sequentielle Versuchsplanung und Parameter-
scha¨tzung
Bei dieser Vorgehensweise werden abwechselnd Experimente geplant, Versuche durch-
gefu¨hrt und die Parameter gescha¨tzt. So werden sukzessive Mehrfachexperimente ent-
worfen. Durch die Versuchsplanung wird dabei der Zugewinn an Information optimiert.
Dazwischen ko¨nnen die aus den experimentellen Daten neu gewonnenen Informationen
genutzt werden, um den Parameterscha¨tzer zu verbessern [68].
Man geht dabei folgendermaßen vor, vergleiche auch Abbildung 8.1:
1. Starte mit einem Anfangsscha¨tzer p(0) fu¨r die Parameter. Dessen Werte erha¨lt man
zum Beispiel aus der Literatur, aus verwandten Prozessen oder durch die Auswer-
tung von Nex,0 Vorversuchen. k := 0.
2. Setze k := k + 1.
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Startparametersatz
Neuer Experimentvorschlag
Meßdaten
Verbesserter Parametersatz
Nichtlineare Versuchsplanung
Versuchsdurchführung
Parameterschätzung
Abbildung 8.1: Sequentielle Versuchsplanung und Parameterscha¨tzung
3. Versuchsplanung: Plane Nex,k zusa¨tzliche Experimente unter Beru¨cksichtigung al-
ler schon durchgefu¨hrten Nex,0 + . . .+Nex,k−1 Experimente fu¨r die Parameterwerte
p(k−1).
4. Die Nex,k neuen Experimente werden im Labor durchgefu¨hrt, dabei werden neue
Meßdaten erhoben.
5. Parameterscha¨tzung: Fu¨hre eine Mehrfachexperiment-Parameterscha¨tzung fu¨r
alle bisher erhobenen Daten der Nex,0 + . . .+Nex,k Experimente durch, dies liefert
den neuen Scha¨tzer p(k).
6. Die statistische Analyse der Parameterscha¨tzung liefert die Kovarianzmatrix und
die Konfidenzintervalle des neuen Scha¨tzers.
7. Entscheide abha¨ngig von der Gu¨te der Scha¨tzung und dem insgesamt verfu¨gbaren
experimentellen Budget, ob die Scha¨tzung akzeptiert oder in einer weiteren Iteration
verbessert werden soll. Im zweiten Fall weiter bei 2.
Bemerkung 8.1.1 Bei der Versuchsplanung in Schritt 3 werden die Vorinformationen
aus den schon durchgefu¨hrten Experimenten wie in Kapitel 7 beschrieben ausgenutzt. Da-
bei wird ein Mehrfachexperiment aus Nex,0 + . . .+Nex,k−1 alten Experimenten mit festen
Steuerungen und Meßgewichten und Nex,k neuen Experimenten mit variablen Steuerungen
und Meßgewichten optimiert.
Bemerkung 8.1.2 Bei dieser sequentiellen Vorgehensweise sind nicht nur A¨nderungen
der Parameterwerte mo¨glich. Vielmehr kann von Iteration zu Iteration auch die Modell-
formulierung gea¨ndert oder verfeinert werden, wenn die experimentellen Daten dafu¨r neue
Hinweise ergeben. Dies kann durch Methoden zur Modelldiskriminierung unterstu¨tzt wer-
den, siehe zum Beispiel [35].
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Konvergenzresultate zur sequentiellen Vorgehensweise bei nichtlinearen Modellen finden
sich bei Chaudhuri und Mykland [32].
Beispiele zur erfolgreichen Anwendung der sequentiellen Versuchsplanung und Parame-
terscha¨tzung geben wir in Kapitel 10.
Bemerkung 8.1.3 Eine Weiterentwicklung dieser Vorgehensweise zur Online-Versuchs-
planung ist prinzipiell mo¨glich. Man ko¨nnte dabei die Meßinformation nicht erst nach
Ende eines Experiments fu¨r die weitere Planung nutzen, sondern sofort nach jeder Pro-
bennahme eine neue Parameterscha¨tzung durchfu¨hren und die weitere Durchfu¨hrung des
Prozesses auf der Grundlage dieses neuen Scha¨tzers optimieren. Diese Verfahrenswei-
se erfordert aber die Verfu¨gbarkeit von Methoden zur Echtzeit-Parameterscha¨tzung und
Echtzeit-Versuchsplanungsoptimierung. Die Entwicklung solcher Methoden ist Ziel zuku¨nf-
tiger Arbeiten.
8.2 Beru¨cksichtigung der Parameterstreuung bei der
Versuchsplanung
Bei diesem Ansatz beru¨cksichtigen wir die Parameterstreuung durch eine Worst-Case-
Formulierung: Ziel der Optimierung ist ein Versuchsplan, der auch unter einer gewissen
Unsicherheit der Parameter das Gu¨tekriterium minimiert.
8.2.1 Formulierung eines robusten Versuchsplanungsproblems
Wir betrachten hier nun zuna¨chst unbeschra¨nkte Versuchsplanungsprobleme.
Wir wollen im Auswertungspunkt p0 einen optimalen Versuchsplan berechnen. Die Pa-
rameter seien jedoch nur ungenau bekannt, wir nehmen an, eine multinormalverteilte
Streuung mit (symmetrischer) Kovarianzmatrix Σ und Konfidenzgebiet
{p : ‖p− p0‖2,Σ−1 ≤ γ}
sei gegeben. Dabei werde die Norm ‖.‖2,Σ−1 durch das Skalarprodukt < x, y >= xTΣ−1y
induziert.
Diese Parameterstreuung wird durch das folgende Worst-Case-Design beru¨cksichtigt:
min
ξ∈Ω
max
‖p−p0‖2,Σ−1≤γ
φ(C(ξ, p)). (8.1)
Diese Formulierung fu¨hrt auf Probleme der Semi-Infiniten Programmierung. Bei numeri-
schen Verfahren dafu¨r ist jeweils die Lo¨sung globaler Optimierungsaufgaben notwendig.
Einen U¨berblick u¨ber Theorie und Methoden der Semi-Infiniten Programmierung gibt der
Artikel von Hettich und Kortanek [64].
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Um diese Schwierigkeiten zu umgehen, betrachten wir eine vereinfachte Fragestellung [69].
Wir entwickeln die Zielfunktion in (8.1) nach den Parametern p und erhalten in erster
Na¨herung
min
ξ∈Ω
max
‖p−p0‖2,Σ−1≤γ
φ(C(ξ, p0)) +
d
dp
φ(C(ξ, p0))(p− p0). (8.2)
Die Lo¨sung des inneren, linearen Problems ko¨nnen wir nun explizit angeben.
Lemma 8.2.1
max
‖p−p0‖2,Σ−1≤γ
φ(C(ξ, p0)) +
d
dp
φ(C(ξ, p0))(p− p0) = φ(C(ξ, p0)) + γ
∥∥∥∥ ddpφ(C(ξ, p0))
∥∥∥∥
2,Σ
.
∆p = γ Σa‖Σa‖
2,Σ−1
‖∆p‖2,Σ−1 ≤ γ
aT ∆p =< Σa,∆p >
= konst
0
Σa
Abbildung 8.2: Geometrische Herleitung des Maximalpunktes des inneren Problems. Man
beachte: der euklidische Raum ist mit dem Skalarprodukt < x, y >= xTΣ−1y versehen.
Beweis. Vergleiche Abbildung 8.2. Sei ∆p := p− p0 und a := ddpφ(C(ξ, p0))T . Aus Mono-
toniegru¨nden wird das Maximum am Rand angenommen, also betrachten wir
max
‖∆p‖2
2,Σ−1
=γ2
aT∆p
mit der Lagrangefunktion
L(∆p, λ) = aT∆p− λ · (∆pTΣ−1∆p− γ2) .
Nullsetzen des Gradienten
∇∆pL(∆p, λ) = a− 2 · λ · Σ−1∆p = 0
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ergibt
∆p =
Σa
2 · λ.
λ erhalten wir durch Einsetzen in die Nebenbedingung:
λ = ±1
2
√
aTΣa
γ2
= ±1
2
‖a‖2,Σ
γ
.
Die negative Lo¨sung fu¨hrt auf ein Minimum, das Maximum
∆p = γ
Σa
‖a‖2,Σ
hat den Zielfunktionswert
aT∆p = γ
aTΣa
‖a‖2,Σ
= γ ‖a‖2,Σ = γ
∥∥aT∥∥
2,Σ
.
Durch die explizite Lo¨sung des inneren, linearen Problems erhalten wir fu¨r die robuste
Optimierungsaufgabe nun statt der Min-Max-Formulierung (8.2) die folgende Darstellung:
min
ξ∈Ω
φ(C(ξ, p0)) + γ
∥∥∥∥ ddpφ(C(ξ, p0))
∥∥∥∥
2,Σ
.
8.2.2 Numerische Behandlung
Zur Lo¨sung dieses Optimierungsproblems setzen wir wiederum SQP-Verfahren ein. Dazu
mu¨ssen Zielfunktionswerte und Zielfunktionsgradienten bereitgestellt werden.
Aus der Darstellung der robusten Zielfunktion φR
φR = φ+ γ
∥∥∥∥dφdp
∥∥∥∥
2,Σ
= φ+ γ

∑
i
(∑
j
σij
∂φ
∂pj
)2
1
2
ergibt sich
dφR
dξk
=
dφ
dξk
+ γ · 1
2
· 1∥∥∥∂φ∂p∥∥∥
2,Σ
·
∑
i
(
2 ·
∑
j
σij
∂φ
∂pj
·
∑
j
σij
∂2φ
∂ξk∂pj
)
.
Bei der Berechnung ko¨nnen wir einige Teilausdru¨cke mehrfach verwenden. Wir definieren
daher
ai :=
∑
j
σij
∂φ
∂pj
, b :=
(∑
i
a2i
) 1
2
, d :=
∑
j
(
∂2φ
∂ξk∂pj
∑
i
aiσij
)
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und erhalten
φR = φ+ γ · b, dφR
dξk
=
dφ
dξk
+ γ · d
b
.
Man erkennt, daß wir gegenu¨ber der nichtrobusten Versuchsplanung zusa¨tzliche Ablei-
tungen beno¨tigen, und zwar ∂φ
∂pj
und ∂
2φ
∂ξk∂pj
, also die Sensitivita¨ten von nichtrobuster Ziel-
funktion und nichtrobustem Zielfunktionsgradient nach den Parametern.
Fu¨r die Ableitung von φ nach den Parametern p setzen wir einen Differenzenquotienten
an:
∂
∂pj
φ(C(ξ, p0))
.
=
φ(C(ξ, p0 + ∆pj))− φ(C(ξ, p0))
∆pj
,
ebenso fu¨r die gemischte Ableitung von φ nach den Parametern p und den Versuchspla-
nungsgro¨ßen ξ:
∂2
∂ξk∂pj
φ(C(ξ, p0)) =
∂
∂pj
(
∂
∂ξk
φ(C(ξ, p0))
)
.
=
∂
∂ξk
φ(C(ξ, p0 + ∆pj))− ∂∂ξkφ(C(ξ, p0))
∆pj
=
∂
∂ξk
(
φ(C(ξ, p0 + ∆pj))− φ(C(ξ, p0))
∆pj
)
.
Dabei ist also die Approximation der Ableitung der robusten Zielfunktion die exakte
Ableitung der Approximation der robusten Zielfunktion.
Der einzige Approximationsfehler entsteht durch das Ersetzen von ∂φ
∂pj
durch einen Dif-
ferenzenquotienten. Daß diese Ableitung dadurch nur mit eingeschra¨nkter Genauigkeit
berechnet wird, ist aber vertretbar, da es sich bei der Zielfunktion der robusten Versuchs-
planung ohnehin schon um eine (lineare) Na¨herung handelt.
8.2.3 Behandlung von Beschra¨nkungen
Bisher haben wir nur robuste Versuchsplanung fu¨r unbeschra¨nkte Probleme betrachtet.
Bei beschra¨nkten Versuchsplanungsproblemen ko¨nnen einerseits parameterunabha¨ngige
Nebenbedingungen wie zum Beispiel Steuerbeschra¨nkungen oder Gewichtebedingungen
auftreten. Ihre Behandlung erfolgt im robusten Fall wie in der nichtrobusten Versuchs-
planung.
Fu¨r parameterabha¨ngige Nebenbedingungen, wir betrachten hier Ungleichungen der Form
ψ(ξ, p0) ≤ 0,
verlangen wir, daß sie im Worst-Case-Sinne, das heißt von allen Parametern im Gebiet
{p : ‖p− p0‖2,Σ−1 ≤ γ}
8.2. BERU¨CKSICHTIGUNG DER PARAMETERSTREUUNG 135
erfu¨llt werden:
max
‖p−p0‖2,Σ−1≤γ
ψ(ξ, p) ≤ 0.
Wie bei der Zielfunktion nehmen wir nun eine lineare Entwicklung um p0 vor
max
‖p−p0‖2,Σ−1≤γ
ψ(ξ, p0) +
d
dp
ψ(ξ, p0)(p− p0) ≤ 0
und ko¨nnen wie oben die Lo¨sung explizit darstellen:
max
‖p−p0‖2,Σ−1≤γ
ψ(ξ, p0) +
d
dp
ψ(ξ, p0)(p− p0) = ψ(ξ, p0) + γ
∥∥∥∥ ddpψ(ξ, p0)
∥∥∥∥
2,Σ
.
Dies fu¨hrt auf robuste Nebenbedingungen
ψR(ξ, p0) := ψ(ξ, p0) + γ
∥∥∥∥ ddpψ(ξ, p0)
∥∥∥∥
2,Σ
≤ 0.
Zur Lo¨sung des Versuchsplanungsproblems mit SQP-Verfahren wird neben der Auswer-
tung der Nebenbedingungen auch die Bereitstellung deren Gradienten beno¨tigt:
dψR
dξk
=
dψ
dξk
+ γ · 1
2
· 1∥∥∥∂ψ∂p∥∥∥
2,Σ
·
∑
i
(
2 ·
∑
j
σij
∂ψ
∂pj
·
∑
j
σij
∂2ψ
∂ξk∂pj
)
.
Wie bei der Zielfunktion setzen wir fu¨r die Ableitung nach den Parametern einen Diffe-
renzenquotienten an
d
dpj
ψ(ξ, p0)
.
=
ψ(ξ, p0 + ∆pj)− ψ(ξ, p0)
∆pj
bzw.
∂2
∂ξk∂pj
ψ(ξ, p0) =
∂
∂pj
(
∂
∂ξk
ψ(ξ, p0)
)
.
=
∂
∂ξk
ψ(ξ, p0 + ∆pj)− ∂∂ξkψ(ξ, p0)
∆pj
=
∂
∂ξk
(
ψ(ξ, p0 + ∆pj)− ψ(ξ, p0)
∆pj
)
.
Ein Beispiel fu¨r robuste Versuchsplanung unter Beru¨cksichtigung der Parameterabha¨ngig-
keit findet sich in Abschnitt 10.4 in Kapitel 10.
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Kapitel 9
Das Softwarepaket VPLAN
9.1 U¨berblick
Die in dieser Arbeit beschriebenen mathematischen Methoden wurden in dem Software-
paket VPLAN realisiert. Bei Konzeption und Implementierung wurde auf die folgenden
Prinzipien Wert gelegt:
• Verwendung bzw. Entwicklung von State-of-the-Art-Numerik,
• Unabha¨ngigkeit von speziellen Anwendungsproblemen,
• Bedienungsfreundlichkeit,
• Plattformunabha¨ngigkeit,
• Performance,
• Stabilita¨t.
Als Programmiersprache wurde C++ [110] gewa¨hlt. Dadurch erha¨lt man die no¨tige Flexi-
bilita¨t, um die komplexen Datenstrukturen von Versuchsplanungsproblemen im Rechner
darstellen zu ko¨nnen. Da auch auf vorhandene Numerik-Bibliotheken zugegriffen wird,
sind Teile des Programms in Fortran implementiert, die u¨ber geeignete Schnittstellen mit
den C++-Klassen zusammenwirken.
Es wurde auf die strikte Trennung zwischen dem Programm einerseits und der Beschrei-
bung und Implementation der Anwendungsprobleme andererseits Wert gelegt. So errei-
chen wir Flexibilita¨t und Problemunabha¨ngigkeit der Software bei gleichzeitigem hohem
Bedienungskomfort. Mo¨glich wird dies durch die Verwendung moderner Techniken fu¨r
automatische Ableitungserzeugung und dynamisches Linken.
Die Anwendungsprobleme werden mit Hilfe von ASCII-Files beschrieben. Dies macht die
Anbindung von grafischen Benutzeroberfla¨chen und Modellgeneratoren einfach mo¨glich,
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zum Beispiel u¨ber Client-Server-Techniken. Mit dem Softwarepaket MGAD stellen wir
dafu¨r eine Java-Implementierung bereit.
Die Ergebnisausgabe erfolgt ebenfalls mittels ASCII-Files, zur Visualisierung der Daten
ist eine Schnittstelle vorhanden.
Durch die Verwendung von Techniken der automatischen Ableitungserzeugung ist die
Arbeit mit VPLAN fu¨r den Benutzer ableitungsfrei.
Das Softwarepaket VPLAN besteht im wesentlichen aus zwei Programmen: vplan98 und
doit. doit (
”
Design Of experiments Initialization Tool“) erledigt die Ableitungsgenerierung
und Erzeugung des kompilierten Problemmoduls, vplan98 ist fu¨r die Durchfu¨hrung der
numerischen Berechnungen zusta¨ndig.
In der augenblicklichen Version benutzt VPLAN die Programmpakete SNOPT [54, 55]
und ADIFOR [21, 23, 22] sowie NAG- und LAPACK-Routinen [84, 1]. Außerdem werden
DAESOL [17] und eine Mehrfachexperimentversion von PARFIT [113] aufgerufen. Die
Schnittstellen zu Integrator, Optimierungsslo¨ser, Parameterscha¨tzprogramm und Linea-
re-Algebra-Bibliotheken sind modular gehalten, so daß diese Komponenten gegebenenfalls
durch alternative Software ausgetauscht werden ko¨nnen.
Bei der Entwicklung wurde auf Plattformunabha¨ngigkeit Wert gelegt. So la¨uft VPLAN
auf Unix-Betriebssystemen wie Linux, Solaris, Irix und AIX sowie auf Windows NT und
9x. Die Versionsverwaltung der Softwareentwicklung wird mit dem Werkzeug CVS [43]
durchgefu¨hrt.
VPLAN hat sich inzwischen im professionellen Einsatz an der Universita¨t und in der
Industrie bewa¨hrt.
In den folgenden Abschnitten wollen wir eine Einfu¨hrung in die Arbeitsweise und Ver-
wendung des Softwarepakets geben. Außerdem sollen die Konzepte der Implementierung
vorgestellt werden.
9.2 Arbeitsweise des Softwarepakets VPLAN
9.2.1 Leistungsumfang
Der Leistungsumfang des Programmpakets VPLAN umfaßt verschiedene mathematische
Methoden zur Behandlung von Simulations- und Optimierungsaufgaben fu¨r Mehrfachex-
periment-Systeme mit zugrundeliegenden DAE-Modellen.
Die folgende U¨bersicht stellt die einzelnen Anwendungsmodi kurz dar:
• Integration: Die DAE-Systeme fu¨r die Experimente des Versuchsplans werden in-
tegriert. Ausgabedaten werden bereitgestellt, anhand derer man die Trajektorien
visualisieren kann. Dies benutzt man in der ersten Phase der Modellierung, bevor
Nebenbedingungen und Meßverfahren spezifiziert werden.
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• Simulationsumgebung: Zusa¨tzlich zur Integration werden die Meßfunktionen ausge-
wertet. Kovarianzmatrix, Gu¨tekriterien und die Na¨herungen fu¨r die Standardabwei-
chungen der Parameter werden berechnet, außerdem die Kosten des Versuchs. Die
Nebenbedingungen an Versuchsplanungsgro¨ßen und Zustandsvariablen werden auf
Zula¨ssigkeit u¨berpru¨ft. Sind Meßwerte vorhanden, werden Residuen berechnet, pro
Meßwert, pro Experiment und fu¨r das gesamte Mehrfachexperiment. Die Simulati-
onsumgebung stellt damit ein machtvolles Werkzeug zur Simulation und Beurteilung
von Versuchspla¨nen zur Verfu¨gung. Sie kann, wenn sie interaktiv eingesetzt wird,
benutzt werden, um ein intuitives Versta¨ndnis fu¨r das Verhalten des Modells zu
bekommen und verschiedene Konstellationen auszuprobieren.
• Erzeugen von Pseudo-Meßdaten: Durch Integration der Experimente, Auswerten
der Meßfunktionen und Aufaddieren von
”
Rauschen“ ko¨nnen simulierte Meßdaten
erzeugt werden.
• Parameterscha¨tzung: Dieser Modus ermo¨glicht das Lo¨sen von Mehrfachexperiment-
Parameterscha¨tzproblemen durch Aufruf von PARFIT.
• Versuchsplanung: Dies ist die zentrale Aufgabe von VPLAN. Die Versuchsplanungs-
gro¨ßen der variablen Experimente werden so berechnet, daß ein Gu¨tekriterium auf
der Kovarianzmatrix optimiert und die Nebenbedingungen erfu¨llt werden. In die Be-
rechnung der Kovarianzmatrix ko¨nnen neben den zu optimierenden Experimenten
auch feste, bereits durchgefu¨hrte Experimente eingehen.
9.2.2 Bedienung des Programmpakets
Die Bedienung von VPLAN ist einfach und benutzerfreundlich. Zuna¨chst muß das Pro-
grammpaket installiert und kompiliert werden, dies wird weiter unten in diesem Kapitel
beschrieben. Will man nun mit einem Anwendungsproblem arbeiten, muß man die fol-
genden Schritte durchfu¨hren:
1. Anlegen des Problemverzeichnisses,
2. Ablegen von Modell- und Datenfiles im Problemverzeichnis,
3. Aufruf des Programms doit zur automatischen Ableitungsgenerierung und Erzeu-
gung des Problemmoduls,
4. Aufruf von vplan98 zur Durchfu¨hrung der numerischen Berechnungen, wobei einer
der oben beschriebenen Modi gewa¨hlt werden kann,
5. Zugriff auf die Ausgabefiles im Problemverzeichnis.
Da die Ausgabefiles die gleiche Struktur wie die Eingabefiles haben, ist auf einfache Weise
der wiederholte und sukzessive Aufruf von vplan98 mo¨glich.
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9.2.3 Spezifikation der Ein- und Ausgabedaten
Die Anforderungen zur Beschreibung von Modellen und Daten wurden gemeinsam mit
Projektpartnern, Anwendern aus der chemischen Industrie und Informatikern, entwickelt
und formuliert. Dabei wurden die folgenden Prinzipien zugrundegelegt:
• Flexibilita¨t,
• Modularita¨t,
• Trennung von Modell und Daten einerseits und Programm andererseits,
• Vermeidung von Redundanz,
• Bedienungsfreundlichkeit.
Die Beschreibung eines Anwendungsbeispiels umfaßt
• ini-Files zur Problemspezifikation,
• Fortran-Files zur Beschreibung von Modellfunktionen und
• Meßdatenfiles.
Auf Einzelheiten gehen wir unten ein.
Alle Dateien zur Problembeschreibung ko¨nnen natu¨rlich auch von entsprechenden Mo-
dellgeneratoren automatisch erzeugt werden. Wir stellen mit MGAD ein solches Tool zur
Verfu¨gung, siehe unten. Die Anbindung an kommerzielle Modellierungstools ist durch die
Entwicklung von Import- und Export-Filtern leicht zu bewerkstelligen.
ini-Files
Zuna¨chst wollen wir die Files zur Problemspezifikation betrachten. Ihre Syntax wurde an
die von ini-Files, wie sie zum Beispiel bei Microsoft Windows verwendet werden, angelehnt.
Diese Files werden sowohl zur Spezifikation der Eingaben als auch zur Ausgabe der Pro-
grammergebnisse verwendet.
Es gibt zwei Arten von ini-Files:
• vplan.ini beschreibt den Gesamtrahmen des Versuchsplanungsproblems. In die-
sem File werden in verschiedenen Abschnitten definiert: die Aktion, die durchgefu¨hrt
werden soll (Integration, Simulation, Versuchsplanung, . . . ), die Pfade von Problem-
verzeichnis und Unterverzeichnissen, die Modellparameter, die Experimente, die zu-
sammen den Versuchsplan ergeben, das anzuwendende Gu¨tekriterium, die Namen
der Meßdatenfiles und Ausgabefiles sowie die numerischen Optionen fu¨r Versuchspla-
nung und Parameterscha¨tzung. Als Ausgabefile entha¨lt vplan.ini außerdem Werte
aller Gu¨tekriterien, des Residuums und der Gesamtkosten des Mehrfachexperiments.
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• Zur Spezifikation der einzelnen Experimente gibt es jeweils ein experiment.ini-
File. Es entha¨lt Abschnitte fu¨r: das Flag, ob das Experiment festgehalten werden soll
oder nicht, das Integrationsintervall, die Namen der Modellfunktionen, differentielle
und algebraische Zustandsvariablen, die Beschreibung der dynamischen Nebenbe-
dingungen und des Gitters zur U¨berpru¨fung der Nebenbedingungen, Steuergro¨ßen
und Steuerfunktionen sowie Nebenbedingungen an die Steuergro¨ßen, die Beschrei-
bung der Meßfunktionen und der Meßstruktur sowie Optionen fu¨r die Integration
dieses Experiments.
Werden durch die Berechnungen von vplan98 Werte von Variablen vera¨ndert, so stehen
in den Ausgabe-ini-Files die Ergebnisse an den Stellen, an denen in den Eingabe-ini-Files
die Ausgangswerte standen.
Abbildung 9.1 zeigt exemplarische Ausschnitte aus vplan.ini und experiment.ini.
Fortran-Files
Alle benutzerdefinierten Subroutinen fu¨r Modellfunktionen, Meßfunktionen usw. werden
als Fortran-Source-Files abgelegt. Fortran wurde als Beschreibungssprache gewa¨hlt, da
dafu¨r fu¨r die automatische Ableitungserzeugung mit ADIFOR [22] ein leistungsfa¨higes
Werkzeug zur Verfu¨gung steht.
Die folgende U¨bersicht beschreibt die auftretenden Typen von Fortran-Routinen zur Mo-
dellspezifikation mit einer jeweiligen Erla¨uterung der Aufrufparameter. Jede Subroutine
wird in einem eigenen Fortran-File abgelegt, das den Namen der Subroutine und das Suffix
.f hat.
1. Modellfunktionen: rechte Seiten des DAE-System fu¨r differentielle und algebraische
Gleichungen ffcn.f und gfcn.f
subroutine ffcn( t, x, f, p, q, rwh, iwh, iflag )
• t: Zeit (Input)
• x: Vektor der Zustandsvariablen (Input)
• f: Vektor der Funktionswerte von ffcn (Output)
• p: Vektor der Modellparameter (Input)
• q: Vektor der Steuergro¨ßen (Input)
• rwh: Hilfsvektor zur Parametrisierung der Steuergro¨ßen (Input)
• iwh: Hilfsvektor zur Parametrisierung der Steuergro¨ßen (Input)
• iflag: Statusflag (Output)
subroutine gfcn( t, x, g, p, q, rwh, iwh, iflag )
• g: Vektor der Funktionswerte von gfcn (Output)
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; vplan.ini
[Aktion]
aktion=Simulationsumgebung
[Pfade]
problempath=phosphin/
inpath=in/
outpath=out/
messpath=mess/
plotpath=plot/
fortranpath=fortran/
[Parameter]
pAnzahl=4
p1=alpha1 1
p2=alpha2 1
p3=ea 0.99768
p4=f1 2.138658
[Versuchsplan]
expAnzahl=2
exp1=experiment.ini exp1.ini
exp2=experiment.ini exp2.ini
[Guetekriterium]
Optimierungskriterium=A
[OptionenVersuchsplanung]
maxit=250
opttol=1e-06
linfeas=1e-07
nlinfeas=0.3
maxitQP=40
realworkspace=30000
integerworkspace=10000
...
; experiment.ini
[Flags]
switch=1
; Experiment fest oder variabel
[Integrationsintervall]
t0=0
tend=180
[Zustandsvariablen]
; y: differentielle Variablen
yAnzahl=2
y1=n1 na1 -1e+10 1e+10
y2=temp temp0 -1e+10 365.16
; z: algebraische Variablen
zAnzahl=3
z1=n2 0 -1e+10 1e+10
z2=n3 0 -1e+10 1e+10
z3=n4 7.64 -1e+10 1e+10
[Steuergroessen]
qAnzahl=3
q1=na1 3.74 0.8 20 0 -1
q2=temp0 343 323.16 351.16 0 -1
q3=na4 7.64 3 14 0 -1
[Messungen]
tAnzahl=15
t1=12
t1Anzahl=2
t1m1=mfcn1 0.333 1e-06 1
t1m2=mfcn2 0.333 1e-06 1
t1minmax=0 2
...
Abbildung 9.1: Exemplarische Ausschnitte aus vplan.ini und experiment.ini
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2. Meßfunktionen mfcn.f und Sigmafunktionen sigma.f: Modellantwort fu¨r Meßwert
und Standardabweichung einer Messung
subroutine mfcn( t, x, h, p, q, rwh, iwh, iflag )
• h: Funktionswert von mfcn (Output)
subroutine sigma( t, x, s, p, q, rwh, iwh, iflag )
• s: Funktionswert von sigma (Output)
3. Steuerconstraints cfcn.f
subroutine cfcn( c, q, iflag )
• c: Vektor der Funktionswerte von cfcn (Output)
4. Dynamische Nebenbedingungen bfcn.f
subroutine bfcn( t, x, b, p, q, rwh, iwh, iflag )
• b: Vektor der Funktionswerte von bfcn (Output)
5. Plotfunktion plot.f
subroutine plot( t, x, p, q, nga, nt, wron,
& ngq, gq, ngaq1, ngaq2, gaq, rwh, iwh )
• nga: Leading Dimension von wron (Input)
• nt: Anzahl Spalten von wron (Input)
• wron: Ableitungsmatrix der Zusta¨nde nach den Parametern (Input)
• ngq: Leading Dimension von gq (Input)
• gq: Ableitungsmatrix der Zusta¨nde nach den Steuergro¨ßen (Input)
• ngaq1: Erste Leading Dimension von gaq (Input)
• ngaq2: Zweite Leading Dimension von gaq (Input)
• gaq: Zweite Ableitungsmatrix der Zusta¨nde nach Parametern und Steuergro¨ßen
(Input)
Meßdaten- und covmat-Files
Weitere Dateien zur Bereitstellung von Eingaben oder Ausgaben von VPLAN sind
• Meßdatenfiles mess.dat. In ihnen werden zeilenweise die aufsteigend geordneten
Meßzeitpunkte und dahinter jeweils paarweise Meßwert und Standardabweichung
abgelegt.
• Kovarianzmatrix-File covmat.mat zur Ausgabe der Kovarianzmatrix. Fu¨r robuste
Versuchsplanung, siehe Kapitel 8, wird diese Datei auch als Inputfile verwendet.
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9.2.4 Visualisierungsschnittstelle
Das Programmpaket VPLAN stellt eine Schnittstelle zur Verfu¨gung, die die Visualisie-
rung der berechneten Trajektorien ermo¨glicht. Grundlage dafu¨r ist die kontinuierliche,
fehlerkontrollierte Ausgabe durch den Integrator DAESOL, die durch Auswertung des
BDF-Polynoms auf einem a¨quidistanten, benutzerdefinierten Gitter erfolgt, das nicht von
der adaptiv gewa¨hlten Integratorschrittweite abha¨ngig ist.
Die kontinuierliche Ausgabe wird somit spezifiziert durch Angabe der Ausgabeschrittweite
und die Plotfunktion, die auf diesen Gitterpunkten aufgerufen werden soll.
VPLAN erzeugt dann Ausgabefiles, in denen zeilenweise die Zeitpunkte und die Aus-
gabewerte stehen. Ausgabewerte ko¨nnen Funktionen der Zustandsvariablen, Parameter,
Steuergro¨ßen, Steuerfunktionen und der Sensitivita¨ten sein.
Diese Datenfiles ko¨nnen leicht mit Visualisierungsprogrammen angezeigt werden. Wir
stellen ein Interface zur Ausgabe von Mehrfachexperiment-Plots mit GNUPLOT [117]
zur Verfu¨gung. Mit dem darauf aufbauenden Tool vplan2html kann diese Ausgabe au-
tomatisch in HTML-Seiten eingebunden werden. Abbildung 9.2 zeigt ein Beispiel. Eine
grafische Darstellung der Trajektorien ist aber zum Beispiel in einfacher Weise auch mit
Matlab [76] mo¨glich.
Eine andere Mo¨glichkeit besteht darin, auch wa¨hrend der Iterationen der Optimierung
auf die kontinuierliche Ausgabe zuzugreifen und so Zwischenergebnisse und den Verlauf
der Optimierung grafisch darzustellen. Die Kommunikation zwischen vplan98 und dem
Visualisierungsprogramm erfolgt dabei u¨ber named pipes. Ein Screenshot dieser Online-
Visualisierung ist in Abbildung 9.3 dargestellt.
9.3 Struktur der Software
In diesem Abschnitt wollen wir eine U¨bersicht u¨ber die Implementierung und Struktur des
Programmpakets VPLAN geben. Diese Struktur besteht zuna¨chst aus der Organisation
der Verzeichnisse, in denen Sourcecode, Programm und Anwendungen abgelegt werden.
Der Sourcecode selbst ist in Module gegliedert fu¨r die verschiedenen methodischen und
softwaretechnischen Teilaspekte des Programms. Die Daten des Programms werden in
verschiedenen Klassen verwaltet. Schließlich wird der Informationsfluß der Programm-
ausfu¨hrung durch eine Reihe von Funktionsaufrufen bewerkstelligt.
9.3.1 Verzeichnisstruktur
Die Verzeichnisstruktur einer VPLAN-Installation, siehe Abbildung 9.4, besteht aus drei
Unterverzeichnisba¨umen unter dem Verzeichnis vplanroot. Unter examples werden in
Problemverzeichnissen die Daten fu¨r die Anwendungsprobleme abgelegt. src entha¨lt den
kompletten Quellcode des Programms. Durch das Build-Tool make wird das Programmpa-
ket kompiliert. Durch Aufruf von doit werden die Problemmodule erzeugt und kompiliert.
Der dadurch erzeugte Binary-Code wird im Verzeichnisbaum target abgelegt.
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Abbildung 9.2: HTML-Ausgabe der Ergebnisse mit vplan2html
Abbildung 9.3: Screenshot der Online-Visualisierung
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Abbildung 9.4: Verzeichnisstruktur des Softwarepakets VPLAN
Im Teilbaum src befinden sich Unterverzeichnisse fu¨r die verschiedenen Programmodule
und fu¨r das Programm doit, Headerdateien in include sowie Installationsskripte in etc.
Der Teilbaum examples entha¨lt Unterverzeichnisse fu¨r die einzelnen Anwendungsproble-
me. Jedes Problemverzeichnis hat wiederum eine Unterstruktur mit den Verzeichnissen
in fu¨r Input-ini-Files, out fu¨r Output-ini-Files, mess fu¨r Meßdatenfiles, plot fu¨r Output-
Plotfiles und fortran fu¨r Fortran-Files.
Wa¨hrend in src und examples die plattformunabha¨ngigen ASCII-Files fu¨r Sourcecode
und Problembeschreibungen stehen, werden unter target alle plattformabha¨ngigen, im
wesentlichen durch Kompilation erzeugten Binary-Files abgelegt. Das Unterverzeichnis
bin entha¨lt dabei alle ausfu¨hrbaren Programme und Skripten des Programmpakets, lib
die Shared-Library-Files fu¨r die Programmodule, obj Unterverzeichnisse fu¨r die Objekt-
Files der Programmodule und modules Unterverzeichnisse fu¨r die Problemmodule.
9.3.2 Module und Kompilation
Programmodule
Der Code von VPLAN besteht aus mehreren, logisch und softwaretechnisch zusammen-
geho¨renden Einheiten. Diese nennen wir Module. Fu¨r jedes Modul wird bei der Kompila-
tion eine Shared-Library erzeugt. Jedes Modul selbst setzt sich aus mehreren C++- oder
Fortran-Object-Files zusammen.
Im einzelnen gibt es die folgenden Programmodule:
• vplan: Hauptprogramm, Datenstrukturen, Funktionen und Methoden fu¨r Versuchs-
planung und Simulationsumgebung; in C++ implementiert,
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• tools: Einlese- und Ausgaberoutinen; C++,
• sqp: Schnittstelle zu SQP-Solvern; C++,
• vplpar: Schnittstelle zu PARFIT und seinen Datenstrukturen; C++,
• daesol: Implementierung des Integrators DAESOL; Fortran,
• daesupp: Schnittstelle zwischen DAESOL und den Modellfunktionen und deren Ab-
leitungen; C++,
• parfit : Mehrfachexperiment-Version des Parameterscha¨tzprogramms PARFIT; Fort-
ran,
• stat: Routinen zur Auswertung statistischer Verteilungen; C++,
• vplnag: beno¨tigte Routinen der NAG-Bibiothek; Fortran,
• vplpack: beno¨tigte Routinen der LAPACK-Bibiothek; Fortran,
• doit: Quelltext des Programms doit zur automatischen Ableitungsgenerierung durch
Aufruf von ADIFOR und zur Erzeugung der Problemmodule; C++,
• cov2corr: Quelltext eines Hilfsprogramms zur Berechnung der Korrelationsmatrix
aus der Kovarianzmatrix; C++.
Problemmodule
Fu¨r jedes Anwendungsproblem wird durch Aufruf von doit ein Problemmodul erzeugt.
Im entsprechenden Unterverzeichnis von vplanroot/target/modules wird eine Datei
libproblem.so angelegt. Diese Bibliothek entha¨lt alle Routinen fu¨r das Anwendungsbei-
spiel und kann zur Laufzeit von vplan98 dynamisch geladen werden, siehe unten. Durch
diese Technik wird erreicht, daß Programmcode und Anwendungsbeispiele softwaretech-
nisch vollsta¨ndig getrennt sind und erst zur Laufzeit von vplan98 zusammengefu¨hrt wer-
den. Dies gibt dem Programm eine sehr weitgehende Flexibilita¨t.
Kompilation
Die Kompilation des Programmpakets erfolgt einfach durch den Aufruf von make. Eine
Hierarchie von Makefiles erledigt dabei alle notwendigen Aufgaben. Gegebenenfalls wird
das target-Verzeichnis angelegt. Die Programmodule werden kompiliert und zu Dynamic
Link Libraries (Shared Objects) gelinkt. Das ausfu¨hrbare Programm vplan98 kann so
sehr kompakt gehalten werden. Alle Programmodule werden beim Programmstart von
vplan98 durch den dynamischen Linker geladen.
Die Makefiles sind getrennt in plattformunabha¨ngige Teile makefile.all und plattform-
abha¨ngige Teile makefile. Das Verzeichnis src/etc entha¨lt plattformabha¨ngige Makefiles
mit speziellen Einstellungen fu¨r Rechner mit verschiedenen Betriebssystemen wie Linux,
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Solaris, Irix, AIX, Windows NT, Windows 9x. Durch Aufruf eines Skripts update.sh wird
jeweils das geeignete makefile in den src-Unterverzeichnissen installiert. So kann fu¨r
jede VPLAN-Installation eine optimale Plattform- und Rechneranpassung durchgefu¨hrt
werden.
Bei der Installation auf den Computern von Anwendern besteht die Mo¨glichkeit, den
kompletten Sourcecode nach der Kompilation zu entfernen. Das Programm bleibt dabei
selbstversta¨ndlich voll lauffa¨hig.
9.3.3 Speicherung der Daten in VPLAN
Die Programmiersprache C++ erlaubt die Definition ada¨quater Datenstrukturen fu¨r Ver-
suchsplan, Experiment und Dynamik. In diesem Abschnitt wollen wir einen U¨berblick
u¨ber diese Klassen geben.
• Die Klasse data definiert die umfassende Datenstruktur des Programms vplan98.
class data
{ ...
public:
int Ndynpool; // Anzahl verschiedener Dynamiken
DAEdynamics *dynpool; // Array der Dynamiken
int Nexpool; // Anzahl verschiedener Experimentbeschreibungen
experiment *expool; // Array der Experimentbeschreibungen
Mexperiment V; // Mehrfachexperiment-Versuchsplan
int NP; // Anzahl der Parameter
Matrix *parray; // Array der Parameter
PATHSTR problempath; // Problemverzeichnis
PATHSTR inpath; // Unterverzeichnis fuer Inputdateien
PATHSTR outpath; // Unterverzeichnis fuer Outputdateien
PATHSTR messpath; // Unterverzeichnis fuer Messdatenfiles
PATHSTR plotpath; // Unterverzeichnis fuer Plotfiles
PATHSTR fortranpath; // Unterverzeichnis fuer Fortran-Files
...
data( int NP_ = 1, int NPSETS_ = 1,
int Ndynpool_ = 1, int Nexpool_= 1 ); // Konstruktor
~data( void ); // Destruktor
int init( int NP_ = 1, int NPSETS_ = 1,
int Ndynpool_ = 1,
int Nexpool_= 1 ); // Initialisierung
...
};
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Von dieser Klasse wird das globale Objekt db angelegt. So kann auf die Daten
auch unterhalb der Fortran-Funktionsaufrufe zugegriffen werden. Konstruktor und
Destruktor von db erledigen Aufgaben, die am Programmstart bzw. Programmende
durchgefu¨hrt werden mu¨ssen. Dies ermo¨glicht eine einfache Fehlerbehandlung: Der
Destruktor von db wird auch im Fehlerfall am Programmende aufgerufen und kann
dann alle Aufra¨umarbeiten erledigen.
• Die Klasse Mexperiment entha¨lt alle Daten zur Beschreibung eines Mehrfachexpe-
riment-Versuchsplans.
class Mexperiment
{ ...
public:
int Nex; // Anzahl der Experimente
experiment **ex; // Array mit Zeigern auf Experimentbeschreibungen
PATHSTR *infile; // Input-ini-Files
PATHSTR *outfile; // Output-ini-Files
PATHSTR *messfile; // Messdatenfiles
PATHSTR *pltfile; // Outputfiles fuer Visualisierung
plotfuntype *plotfcn; // Plot-Funktionen fuer kontinuierlichen Output
NAMESTR *plotname; // Namen
double *plotstep; // Schrittlaengen
int *Nmessvals; // Anzahl der Messwerte pro Experiment
double **messvals; // Messwerte
double **sigmavals; // Standardabweichungen der Messwerte
int *Nmesstimes; // Anzahl der Messzeitpunkte pro Experiment
double **messtimes; // Messzeitpunkte
char Aktion; // auszufuehrende Aktion
char OptKrit; // Guetekriterium, nach dem optimiert werden soll
PATHSTR covmat; // Outputfile fuer die Kovarianzmatrix
// Numerische Optionen fuer Versuchsplanung:
int maxitSQP; // Maximale Anzahl der SQP-Iterationen
double opttolSQP; // Abbruchkriterium
...
Mexperiment( int Nex_ = 1 ); // Konstruktor
virtual ~Mexperiment( void ); // Destruktor
virtual int init( int Nex_ ); // Initialisierung
...
};
• In der Klasse experiment sind alle Daten zur Experimentbeschreibung abgelegt.
class experiment
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{ ...
public:
int swflag; // Schalter: Experiment festhalten oder nicht
DAEdynamics *dyn; // Zugrundeliegende Dynamik
Matrix x0; // Feste Werte der Anfangswerte
Matrix q; // Versuchsplanungsgroessen
Matrix w; // Gewichte
int NU; // Anzahl der kontinuierlichen Steuerfunktionen
int *umode; // Modus der Diskretisierung
double *t; // Zeitpunkte
int *tflag; // Typ des Zeitpunkts
int Nmess; // Anzahl Messfunktionen
messtype *mess; // Messfunktionen
...
experiment( int NQ_ = 1, int NQ0_ = 1,
int NU_ = 1, int NS = 1,
int Nmess_ = 1 ); // Konstruktor
virtual ~experiment( void ); // Destruktor
virtual int init( int NQ_, int NQ0_,
int NU_, int NS_,
int Nmess_,
double minmess_,
double maxmess_,
DAEdynamics *DYN ); // Initialisierung
...
};
• Die Klasse dynamic implementiert die Daten zur Beschreibung jeweils eines dyna-
mischen Modells.
class DAEdynamics
{ ...
public:
int nvar; // Anzahl aller Zustandsvariablen
int ndiff; // Anzahl der differentiellen Variablen
ffcndensefuntype FFCN; // Rechte Seite f der diff. Gleichungen
gfcndensefuntype GFCN; // Rechte Seite g der alg. Gleichungen
x_fgfcntype X_FFCN; // Ableitungen von ffcn
p_fgfcntype P_FFCN;
q_fgfcntype Q_FFCN;
x_x_fgfcntype X_X_FFCN;
x_p_fgfcntype X_P_FFCN;
q_x_fgfcntype Q_X_FFCN;
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q_p_fgfcntype Q_P_FFCN;
...
// Numerische Optionen fuer DAESOL:
double rtol; // relative Fehlertoleranz
double atol; // absolute Fehlertoleranz
double stepsize; // Anfangsschrittweite
int maxorder; // maximale Ordnung des BDF-Verfahrens
int maxstepnumber; // maximale Anzahl von Schritten
double minstepsize; // minimale Schrittweite
double maxstepsize; // maximale Schrittweite
int printlevel; // Outputlevel
...
DAEdynamics( void ); // Konstruktor
virtual ~DAEdynamics( void ); // Destruktor
...
virtual int integrate( double *pt, double tout, // Aufruf der Integration
Matrix &x, Matrix &p, Matrix &q,
int dflag, int startflag, int plotflag,
Matrix &GA, Matrix &GAdir,
Matrix &GQ, Matrix &GQdir,
double *GAQ, int nGAQ1, int nGAQ2,
double *rwh, int *iwh );
...
};
Verschiedene dynamische Modelle und Experimentbeschreibungen werden in den Arrays
expool und dynpool in der Klasse data abgespeichert und flexibel durch Zeiger den
Experimenten eines Mehrfachexperiment-Versuchsplans zugeordnet, siehe Abbildung 9.5.
expool
dynpool ...
...
ex ...
data
Mexperiment
dynamischen Modelle
Array aller verschiedenen
Array aller verschiedenden
Experimentbeschreibungen
im Mehrfachexperiment−
Versuchsplan
Array der Experimente
zu den Experimenten im Versuchsplan
Zuordnung der Experimentbeschreibungen
Zuordnung der Dynamiken zu den Experimentbeschreibungen
Abbildung 9.5: Datenstrukturen zur flexiblen Speicherung von Experimentbeschreibungen
und dynamischen Modellen und deren Zuordung zueinander und zu den Experimenten in
einem Versuchsplan
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9.3.4 Programmablauf
Der Programmablauf von vplan98 umfaßt die folgenden Schritte:
1. Programmstart: Der Konstruktor des globalen Objekts db wird ausgefu¨hrt, dabei
erfolgt die Initialisierung von Errorhandler und Signalhandler und die Belegung des
beno¨tigten Speichers.
2. Initialisierung: Das vplan.ini-File und die experiment.ini-Files werden eingele-
sen. Das zum Anwendungsbeispiel geho¨rende Problemmodul wird dynamisch gela-
den, problemabha¨ngige Funktionspointer werden in die Datenstrukturen eingetra-
gen. Gegebenenfalls werden Meßdaten eingelesen.
3. Berechnungen: Wahlweise erfolgt
• der Aufruf der Parameterscha¨tzung,
• der Aufruf der Integration,
• der Aufruf der Simulationsumgebung oder
• der Aufruf der Versuchsplanungsoptimierung.
4. Ergebnisausgabe: Die Output-Experiment-Files, das covmat-File und das Output-
vplan.ini-File werden geschrieben.
5. Programmende: Der Destruktor des globalen Objekts db wird ausgefu¨hrt. Er gibt
den belegten Speicher wieder frei.
Im folgenden sind wichtige Routinen des Programms zusammengestellt.
• main: Hauptprogramm
• lies_vplan: Einleseroutine fu¨r vplan.ini-File
• lies_experimente: Einleseroutine fu¨r experiment.ini-Files
• schreibe_vplan: Schreibroutine fu¨r vplan.ini-File
• schreibe_experimente: Schreibroutine fu¨r experiment.ini-Files
• create_constraints: Abspeichern der linearen und nichtlinearen Nebenbedingun-
gen
• make_consistent: Lo¨sen der linearen Steuerbeschra¨nkungen
• ableitungstest: Funktion zur U¨berpru¨fung der Ableitungen
• constraint_check: Test der Zula¨ssigkeit der Nebenbedingungen
• Integration: Aufruf der Integration
• Simulationsumgebung: Aufruf der Simulationsumgebung
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• SQP_algorithm: Schnittstelle zum Optimierungsverfahren
• pardri: Schnittstelle zu PARFIT
• ADE_Guetekriterium: Zielfunktion fu¨r Versuchsplanungsoptimierung
• ADE_Guetekriterium_robust: Zielfunktion fu¨r robuste Versuchsplanungsoptimie-
rung
• delta_Zielfunktion: Zielfunktion fu¨r M-Kriterium
• Guetekriterium_fuer_einen_Parametersatz: Berechnung des Gu¨tekriteriums fu¨r
einen Parametersatz
• confun: Funktion zur Auswertung der nichtlinearen Nebenbedingungen
• eval: Funktion zur Auswertung eines Experiments: Integration des DAE-Systems,
wahlweise Auswertung von Meßfunktionen und Nebenbedingungen, wahlweise mit
Bereitstellung der beno¨tigten ersten und zweiten Ableitungsinformationen, wahlwei-
se Erzeugung von kontinuierlicher Ausgabe oder Pseudomeßdaten
• calculate_measnode: Auswertung eines Meßpunkts
• calculate_constrnode: Auswertung eines Nebenbedingungsgitterpunkts
• daedrid: Schnittstelle zu DAESOL
• AOptKrit: Berechnung des A-Kriteriums
• deltaAOptKrit: Berechnung der Ableitungen des A-Kriteriums
• DOptKrit: Berechnung des D-Kriteriums
• deltaDOptKrit: Berechnung der Ableitungen des D-Kriteriums
• BeschrCovMat: Berechnung der Kovarianzmatrix
• deltaBeschrCovMat: Berechnung der Ableitungen der Kovarianzmatrix
• Nullraummethode: Auswertung der Nullraummethode
9.3.5 Dynamisches Linken von Problemmodulen
Um eine hohe Flexiblita¨t zu erzielen, ist der Programmcode von VPLAN problemun-
abha¨ngig gehalten. Fu¨r die Anwendungsprobleme werden Problemmodule erzeugt, die
zur Laufzeit von vplan98 geladen werden. Auf alle problemspezifischen Subroutinen kann
damit vom Programm in kompilierter Form zugegriffen werden. Der Benutzer braucht
sich um diese Vorga¨nge nicht zu ku¨mmern, alle notwendigen Schritte werden durch die
Angaben in den ini-Files spezifiziert und vom Programm vollautomatisch durchgefu¨hrt.
Bewirkt wird dies durch den Einsatz von Techniken des dynamischen Linkens, die wir nun
genauer beschreiben wollen.
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Die Problembeschreibung eines Anwendungsbeispiels ist im jeweiligen Problemverzeich-
nis abgelegt, siehe Abschnitt 9.2.3. Daraus wird vom Programm doit das Problemmo-
dul erzeugt und in einem Unterverzeichnis von target/modules abgespeichert. Das Pro-
blemmodul besteht aus allen problemspezifischen Fortran-Subroutinen inklusive der von
doit mit Hilfe von ADIFOR erzeugten Ableitungen und zusa¨tzlich aus dem Headerfile
problem.hf und dem Schnittstellenfile problem.cc. Dieses implementiert neben der Trei-
berroutine problem_interface drei Routinen zum Eintragen von Zeigern auf die Fortran-
Funktionen in die Programmdatenstrukturen: init_dyn_functions fu¨r die Modellfunk-
tionen fu¨r Differentialgleichungen und algebraische Gleichungen, init_exp_functions fu¨r
Meßfunktionen, Sigmafunktionen, Steuerconstraints und dynamische Nebenbedingungen
sowie init_Mexp_functions fu¨r die Plotfunktionen. Von doit werden alle diese Source-
Files kompiliert und die Objekt-Files dann zu der dynamischen Bibliothek libproblem.so
gelinkt.
Zur Laufzeit von vplan98 wird libproblem.so dynamisch geladen. Dies erfolgt, nachdem
der Problemname und die Problemdimensionen eingelesen wurden. Dabei wird durch
Aufruf der C-Bibliotheksfunktion dlopen das Modul geladen:
if ( ( db.handle = dlopen( problemlib, RTLD_NOW ) ) == NULL )
Fehler("Problemmodul kann nicht geladen werden");
Durch dlsym wird auf die Treiberfunktion problem_interface zugegriffen:
if ( ( printerface = (PROBLEM_INTERFACE_TYPE)
dlsym( db.handle, "problem_interface" ) ) == NULL )
Fehler("Auf problem_interface kann nicht zugegriffen werden");
Der Aufruf von problem_interface liefert Zeiger auf die init-Funktionen:
init_Mexp_functions = (INIT_MEXP_FUNCTIONS_TYPE) printerface(INIT_MEXP);
init_exp_functions = (INIT_EXP_FUNCTIONS_TYPE) printerface(INIT_EXP);
init_dyn_functions = (INIT_DYN_FUNCTIONS_TYPE) printerface(INIT_DYN);
Schließlich werden durch Aufruf der init-Funktionen Zeiger auf die Modellfunktionen in
die Datenstrukturen eingetragen:
for ( j = 0; j < db.Ndynpool; j++ )
{ db.dynpool[j].init_settings();
if ( ( errstr = init_dyn_functions( &db.dynpool[j] ) ) != NULL )
Fehler( errstr );
}
for ( j = 0; j < db.Nexpool; j++ )
if ( ( errstr = init_exp_functions( &db.expool[j] ) ) != NULL )
Fehler( errstr );
if ( ( errstr = init_Mexp_functions( &db.V ) ) != NULL )
Fehler( errstr );
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Nun ko¨nnen u¨ber diese Zeiger die problemspezifischen Routinen aufgerufen werden.
Am Programmende wird mit dlclose das Problemmodul entladen:
dlclose( handle );
9.3.6 Weitere Komponenten der Software
Bei der Implementierung von VPLAN wurden weitere Techniken verwendet, die hier kurz
erwa¨hnt werden sollen:
• Die Schnittstellen zu SQP-Software, Parameterscha¨tzprogramm, Integrator und Li-
neare-Algebra-Bibiotheken sind so modular gestaltet, daß es einfach ist, die verwen-
deten Bibliotheken durch Alternativen zu ersetzten.
• Ein Errorhandler reagiert auf eventuelle Laufzeitfehler und sorgt fu¨r ein kontrollier-
tes Programmende.
• Ein Signalhandler ermo¨glicht das vorzeitige Abbrechen der Berechnung mit Zugriff
auf die bis dahin erzielten Zwischenergebnisse.
• Zum komfortablen und effizienten Umgang mit Matrizen und Arrays wurden eine
Matrixklasse und eine Arrayklasse implementiert, auf deren Objekte mittels Ope-
rator Overloading zugegriffen werden kann.
9.4 Werkzeug zur automatischen Ableitungserzeu-
gung
Das Programm doit erzeugt vollautomatisch die fu¨r Simulation, Parameterscha¨tzung und
Versuchsplanung beno¨tigten Ableitungen aller problemspezifischen Modellfunktionen ei-
nes Anwendungsbeispiels. Alle Fortran-Dateien, die gegebenen und die erzeugten, werden
gemeinsam mit der Treiberroutine zum Problemmodul libproblem.so zusammengelinkt.
Ein Programmlauf von doit fu¨hrt im wesentlichen die folgenden Arbeiten durch:
1. Aus den ini-Files werden die beno¨tigen Informationen u¨ber das Anwendungsbeispiel
eingelesen.
2. Wenn noch nicht vorhanden, wird unter target/modules das Problemmodulver-
zeichnis angelegt.
3. Die gegebenenfalls beim letzten Aufruf von doit verwendeten und ins Problemmo-
dulverzeichnis kopierten Fortran-Files werden mit den aktuellen verglichen. Nur bei
A¨nderungen mu¨ssen die Ableitungen neu erzeugt werden.
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4. Der C-Pra¨prozessor wird auf die Fortran-Files angewendet.
5. Zur Parametrisierung der Steuerfunktionen wurden vom Benutzer DISCRETIZE-
Kommandos in die Fortran-Files eingetragen. doit ersetzt diese durch den konkreten
Sourcecode fu¨r den Zugriff auf die Parametrisierungsvariablen.
6. Fu¨r Modell-, Meß- und Constraintfunktionen werden die beno¨tigen Ableitungen
erzeugt. Dies geschieht durch Aufruf von ADIFOR. doit generiert alle von ADIFOR
beno¨tigten Input- und Treiberfiles. Da ADIFOR zweite Ableitungen nicht direkt
bereitstellen kann, generieren wir diese in einer zweistufigen Prozedur: Zuna¨chst
erzeugen wir die ersten Ableitungen und leiten diese nochmals mit ADIFOR ab, um
die zweiten Ableitungen zu erhalten.
7. doit erzeugt außerdem die Files problem.cc und problem.hf und ein makefile.
8. Zuletzt ruft doit make zur Erzeugung von libproblem.so auf.
Zum Lo¨schen des Problemmodulverzeichnisses steht das Skript undoit zur Verfu¨gung.
9.5 Grafische Benutzeroberfla¨chen
9.5.1 minigui
minigui ist ein kleines, zu Demonstrationszwecken entwickeltes Frontend, implementiert
in der objektorientierten Skriptsprache Python [112]. Es ist vor allem zur Vorfu¨hrung der
Simulationsumgebung gedacht. Mit Slidern ko¨nnen die Werte der Steuergro¨ßen interaktiv
vera¨ndert werden, die Auswirkungen werden auf Knopfdruck angezeigt. Abbildung 9.6
zeigt einen Screenshot.
9.5.2 MGAD
MGAD ist eine unter Betreuung des Autors im Rahmen der Diplomarbeit von Ru¨cker
[100] und mehrerer Softwarepraktikumsprojekte entwickelte Java-Oberfla¨che fu¨r VPLAN.
Sie wurde in einer Client-Server-Architektur realisiert.
Auf Client-Seite soll die Benutzeroberfla¨che plattformunabha¨ngig und sehr flexibel ein-
setzbar sein. Deshalb wurde sie als Java-Applet implementiert. Damit kann sie aus jedem
Java-fa¨higen, mit dem Internet verbundenen Browser heraus ausgefu¨hrt werden ohne wei-
tere Softwareinstallation oder Systemvoraussetzungen.
Die Benutzeroberfla¨che ist ein grafisches Frontend, implementiert unter Benutzung der
Java-Klassenbibliothek Swing [115]. Es ermo¨glicht die Spezifikation von Modellen fu¨r che-
mische Reaktionssysteme und die Beschreibung chemischer Prozesse. Aus diesen Einga-
bedaten erzeugt ein Modellgenerator die mathematische Problembeschreibung, also die
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Abbildung 9.6: Screenshot der minigui-Oberfla¨che fu¨r VPLAN
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rechten Seiten des DAE-Systems, in Form von Fortran- oder C-Source-Files und generiert
mit automatischer Differentiation die Source-Files zur Berechnung der beno¨tigten ersten
und zweiten Ableitungen, siehe Abschnitt 6.3. In weiteren Eingabemasken werden die
Problemdaten und Werte der Variablen eingegeben. Dann ko¨nnen die Simulations- und
Optimierungsmethoden von VPLAN aufgerufen werden.
Die Daten werden nun serialisiert und u¨ber das Internet zum Web-Server transferiert, der
hier als Application-Server dient. Dort nimmt ein Java-Servlet die Anfragen entgegen, legt
ein Problemverzeichnis und darin die problemspezifischen ini- und Fortran-Files an und
ruft doit zur Erzeugung des Problemmoduls und vplan98 zur numerischen Berechnung auf.
Der Client kann per Statusanfrage feststellen, ob die Berechnung beendet ist (Polling),
und dann die Ergebnisdaten abholen. Zu deren Visualisierung stellt die Benutzeroberfla¨-
che Werkzeuge bereit.
Den Ablauf der Kommunikation zwischen Client und Server veranschaulicht Abbildung
9.7.
Client
GUI Server
VPLAN1. Client transferiert Files auf den Server
3. Server führt Berechnungen aus
2. Client startet Prozeß auf dem Server
4. Client bemerkt, daß Berechnungen beendet sind
5. Client holt Ergebnisse vom Server
Abbildung 9.7: Kommunikation zwischen Client und Server
Abbildung 9.8 zeigt Screenshots der grafischen Benutzeroberfla¨che von MGAD.
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Titelseite Spezifikation der chemischen Spezies
Eingabe der chemischen Reaktionen Anzeige der erzeugten Source-Files
Abbildung 9.8: Screenshots der MGAD-Oberfla¨che fu¨r VPLAN
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Kapitel 10
Anwendungen und Numerische
Ergebnisse
In diesem Kapitel wollen wir anhand ausgewa¨hlter Beispiele den Einsatz der Methoden
der Nichtlinearen Optimalen Versuchsplanung bei Anwendungen der chemischen Reakti-
onskinetik und Verfahrenstechnik demonstrieren.
Die Modellierung der chemischen Reaktionssysteme erfolgte anhand der Prinzipien, die wir
in Kapitel 2 behandelt haben. Alle numerischen Rechnungen wurden mit dem Programm
VPLAN, siehe Kapitel 9, durchgefu¨hrt. So schließt sich hier der Kreis dieser Arbeit,
von der Modellierung u¨ber die mathematischen und numerischen Methoden bis hin zur
Entwicklung eines Softwarepakets und dessen Verwendung.
Als erstes Beispiel, das begleitend zur Softwareentwicklung untersucht wurde, betrach-
ten wir die Phosphinreaktion, eine einfache chemische Reaktion, deren Modellierung
aber bereits die typischen Schwierigkeiten, ein nichtlineares Modell sowie eine Zustandsbe-
schra¨nkung, beinhaltet. Der Entwurf eines Mehrfachexperiments durch sequentielle Ver-
suchsplanung und Parameterscha¨tzung wird hier mit einer intuitiven Versuchsplanung
durch einen erfahrenen Experimentator verglichen. Dabei zeigt sich, daß sich durch die
Optimierung ein deutlicher Vorteil bei der Gu¨te der Parameterscha¨tzungen erzielen la¨ßt.
Bei der Urethanreaktion liegt ein wesentlich komplexeres Reaktionssystem vor. Die
Formulierung des Modells beru¨cksichtigt hier viele Aspekte der praktischen Realisierung
der Experimente im Labor. Wieder wurde ein Vergleich zwischen intuitiver und optimaler
Versuchsplanung durchgefu¨hrt. Die Ergebnisse zeigen die enorme Einsparmo¨glichkeit an
experimentellen Ressourcen durch den Einsatz der Optimierungsmethoden: man beno¨tigt
nur zwei statt fu¨nfzehn Experimente bei gleichzeitig deutlich besserer Scha¨tzgu¨te.
Anschließend stellen wir die Anwendung der Methodik auf eine Veresterungsreaktion
vor, ein Beispiel aus der industriellen Praxis. Es handelt sich dabei um ein vierphasiges
Reaktionssystem mit einem komplexen Modell. Ziel ist die Validierung des Modells, um
anschließend dieses Reaktionssystem in die Entwicklung eines industriellen Produkts ein-
bringen zu ko¨nnen. Nach optimaler Versuchsplanung ist die Scha¨tzung aller Parameter
mit genu¨gend hoher Genauigkeit mo¨glich.
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Schließlich wollen wir anhand einer Bimolekularen Katalyse eine Studie zur robusten
Versuchsplanung vorstellen. Die Ergebnisse zeigen hier, daß die Empfindlichkeit des op-
timalen Versuchsplans gegenu¨ber Sto¨rungen der Parameter deutlich verringert werden
kann.
10.1 Die Phosphinreaktion
Die Phosphinreaktion wurde im Rahmen dieser Arbeit als erstes Anwendungsbeispiel un-
tersucht, begleitend zur Softwareentwicklung. Es handelt sich dabei um ein einfaches che-
misches Reaktionssystem, dessen Modellierung aber trotzdem schon die typischen Schwie-
rigkeiten aufweist: Die Gleichungen des DAE-Systems ha¨ngen nichtlinear von den Modell-
parametern ab. Optimiert werden sollen Meßlayout und Steuerungen, insbesondere auch
zeitabha¨ngige Steuerfunktionen. Zudem ist eine Zustandsbeschra¨nkung gegeben.
Ziel der Untersuchungen war es, die Funktionsweise der Methodik zu erproben und dabei
die Softwareentwicklung voranzutreiben. In sequentieller Vorgehensweise aus wiederholter
optimaler Versuchsplanung, Experimentdurchfu¨hrung und Parameterscha¨tzung wurde ein
Mehrfachexperiment entworfen, um die Parameter des Modells, na¨mlich Frequenzfaktor,
Aktivierungsenergie und Reaktionsordnungen, mo¨glichst genau zu scha¨tzen.
Um die Leistungsfa¨higkeit der optimalen Versuchsplanung beurteilen zu ko¨nnen, wurde
diese Versuchsreihe mit einem von einem Chemiker der BASF intuitiv erstellten Versuchs-
plan verglichen. Dabei zeigt sich bereits bei diesem ersten Beispiel, daß durch den Einsatz
der Optimierung eine signifikante Verbesserung der Scha¨tzgu¨te bei gleichem experimen-
tellem Aufwand erreicht werden kann.
Die experimentellen Daten fu¨r dieses Anwendungsbeipiel wurden von der BASF geliefert.
10.1.1 Chemische Reaktion und Prozeß
Bei der Phosphinreaktion handelt es sich um eine Reaktion, die im Hauptlabor der BASF
untersucht wurde [18]:
A + B → C
Phosphin Halogenid Phosphoniumsalz
in einem niedersiedenden Lo¨sungsmittel L.
Da die Reaktion stark exotherm ist, muß sie aus technischen Gru¨nden bei hohen Konzen-
trationen durchgefu¨hrt werden. Eine isotherme Reaktionsfu¨hrung ist nicht oder nur sehr
schwer mo¨glich. Der verwendete Reaktor ist ein Semi-Batch-Reaktor mit einem Zulauf und
Ku¨hl- bzw. Heizvorichtung, siehe Abbildung 10.1. In der Vorlage befindet sich zu Beginn
der Reaktion Stoff A, gelo¨st in L, im Zulauf wird B in L zugegeben. Damit kein Pha-
senu¨bergang stattfindet, darf die Temperatur des Reaktionsgemischs die Siedetemperatur
des Lo¨sungsmittels nicht u¨berschreiten.
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Zulauf
Reaktor
Semi−batch Reaktor
Kühlung/
 Heizung
B in L gelöst
A in L gelöst
Abbildung 10.1: Reaktor der Phosphinreaktion
10.1.2 Mathematisches Modell
Die Sto¨chiometriematrix des Reaktionssystems lautet
ν =
( −1 −1 1 0 ) .
Ihr Rang ist 1, also kann die Reaktion durch ein DAE-System mit einer Differentialglei-
chung und drei algebraischen Gleichungen beschrieben werden. Zustandsvariablen sind
die Molzahlen der Spezies inklusive Lo¨sungsmittel n1, n2, n3 und n4.
Wir nehmen ein Geschwindigkeitsgesetz mit Arrhenius-Kinetik an:
n˙1 = −V 1−α1−α2 · f · exp
(
−10
5 · Ea
R
·
(
1
T
− 1
Tref
))
· nα11 · nα22 .
Die Anfangsbedingung lautet
n1(t0) = n1,0,
die Experimentdauer ist
t ∈ [t0; tend] = [0, 180].
Eine mo¨gliche Bilanzmatrix des Systems, vergleiche Abschnitt 2.6.2, ist
 =

 0 1 1 01 0 1 0
0 0 0 1

 .
Aus der Teilchenerhaltung  ·∆n = 0
∆n2 + ∆n3 = 0
∆n1 + ∆n3 = 0
∆n4 = 0
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folgen mit den Molzahla¨nderungen
∆n1 = n1 − n1,0
∆n2 = n2 − n2,e
∆n3 = n3
∆n4 = n4 − n4,0 − n4,e
die drei algebraischen Gleichungen
n2 = −n3 + n2,e
n3 = −n1 + n1,0
n4 = n4,0 + n4,e.
Den Zulauf modellieren wir u¨ber das Zulaufprofil feed(t) ∈ [0, 1] mit den Randbedingun-
gen feed(t0) = 0 und feed(tend) = 1 und nichtnegativer Steigung ˙feed(t) ≥ 0:
n2,e = n2,e,0 · feed
n4,e = n4,e,0 · feed
m˙e = (M2 · n2,e,0 +M4 · n4,e,0) · ˙feed.
Masse und Volumen des Reaktionsgemischs sind
m = M1 · n1 +M2 · n2 +M3 · n3 +M4 · n4
V = m/ρ.
Die Innentemperatur des Reaktionsgemischs wird beeinflußt durch die Reaktionswa¨rme,
die Temperatur des Zulaufs und die Heizung bzw. Ku¨hlung. Die Wa¨rmebilanz ergibt die
zusa¨tzliche Differentialgleichung
T˙ =
(
−∆H · V 1−α1−α2 · f · exp
(
−10
5 · Ea
R
·
(
1
T
− 1
Tref
))
· nα11 · nα22︸ ︷︷ ︸
Reaktion
+ m˙e · cp · (Te − T )︸ ︷︷ ︸
Zulauf
+ kW · AW · (TW − T )︸ ︷︷ ︸
Ku¨hlung
)
/(cp ·m)
mit dem Anfangswert
T (t0) = T0.
Wa¨rmeaustauschfla¨che und -temperatur werden dabei beschrieben durch
AW = pi · d · h+ pi/4 · d2
h = 0.004 · V/(d2 · pi)
TW =
kW · AW · T + 2 · V˙W · ρW · cW · Tin
kW · AW + 2 · V˙W · ρW · cW
.
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Die auftretenden Gro¨ßen in diesem Modell ko¨nnen nun folgendermaßen klassifiziert wer-
den:
Zustandsvariablen des DAE-Modells sind die
• Molzahlen n1, n2, n3, n4 und die
• Temperatur T .
Die unbekannten und zu bestimmenden Parameter sind
• Reaktionsordnung α1,
• Reaktionsordnung α2,
• Aktivierungsenergie Ea und
• Frequenzfaktor f .
Als Steuergro¨ßen treten auf
• die Anfangsmolzahlen fu¨r die Einwaage in den Reaktor von Spezies A n1,0 ∈ [0.8, 20]
und Lo¨sungsmittel L n4,0 ∈ [3, 14]
• und die Anfangstemperatur T0 ∈ [323.16, 351.16]
und als zeitlich vera¨nderbare Steuerfunktionen
• das Zulaufprofil feed(t) ∈ [0, 1] mit feed(t0) = 0, feed(tend) = 1 und ˙feed(t) ≥ 0
• sowie die Ku¨hltemperatur Tin(t) ∈ [273.16, 393.16] mit T˙in(t) ∈ [−2, 2].
Schließlich sind die folgenden Gro¨ßen Konstanten:
• Zulaufmengen n2,e,0 = 4 und n4,e,0 = 8,
• Temperatur des Zulaufs Te = 293.16,
• Molmassen M1, M2, M3, M4,
• Dichte und Wa¨rmekapazita¨t des Reaktionsgemischs ρ = 1000, cp = 2,
• Reaktionsenthalpie ∆H,
• Referenztemperatur Tref = 365.16,
• Dichte und Wa¨rmekapazita¨t des Ku¨hlmediums ρW = 900, cW = 0.12,
• Wa¨rmedurchgangskoeffizient kW = 1600,
166 KAPITEL 10. ANWENDUNGEN UND NUMERISCHE ERGEBNISSE
• Reaktordurchmesser d = 0.15 und
• Durchflußrate des Ku¨hlmittels V˙W = 1.
Alle Einheiten sind konsistent gewa¨hlt und werden daher hier weggelassen.
Aufgrund von Geheimhaltungsvereinbarungen mit der BASF AG ko¨nnen die Zahlenwerte
der Molmassen und der Reaktionsenthalpie nicht vero¨ffentlicht werden.
10.1.3 Zustandsbeschra¨nkung und Messungen
Da in den Experimenten kein Phasenu¨bergang stattfinden soll, darf das Reaktionsgemisch
nicht sieden. Durch die Siedetemperatur des Lo¨sungsmittels ist somit eine Zustandsbe-
schra¨nkung gegeben:
T (t) ≤ 365.16.
Die folgenden Meßverfahren stehen zur Verfu¨gung:
1. Molzahlmessung von n3 mit Standardabweichung des Meßfehlers 0.01 und
2. Temperaturmessung T mit Standardabweichung des Meßfehlers 0.5.
Es ko¨nnen pro Experiment 5 Probenahmen und 5 Temperaturmessungen durchgefu¨hrt
werden. Als Gitter der mo¨glichen Meßzeitpunkte verwenden wir 15 a¨quidistante Zeit-
punkte.
10.1.4 Versuchsplanung
Zur mo¨glichst genauen Bestimmung der vier Modellparameter sollten insgesamt fu¨nf Ex-
perimente durchgefu¨hrt werden. In einer Art Wettbewerb wurde einerseits von einem
Chemiker aus dem Hauptlabor der BASF mit langja¨hriger experimenteller Erfahrung auf
intuitive Weise ein Versuchsplan aufgestellt. Dies wurde andererseits verglichen mit der
methodengestu¨tzten optimalen Versuchsplanung unter Anwendung der Software VPLAN.
Im folgenden stellen wir die Ergebnisse der beiden Vorgehensweisen vor.
Als Startwerte fu¨r die Parameter wurden Literaturwerte angenommen:
α1 = 1.0
α2 = 1.0
Ea = 0.99768
f = 2.138658.
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Intuitive Versuchsplanung
Der Chemiker schlug zuna¨chst drei Experimente vor. Mit den daraus ermittelten Daten
wurde eine Parameterscha¨tzung durchgefu¨hrt. Dann plante er weitere zwei Experimente.
Die Wahl der Steuerungen und Messungen fu¨r den intuitiven Versuchsplan ist in Tabelle
10.1 zusammengestellt.
Experiment n1,0 n4,0 T0 Probenahmen Temperaturmessungen
1 0.8 3 323.16 5, 10, 15, 20, 40 5, 10, 15, 20, 40
2 4 3 353.16 5, 10, 15, 25, 40 5, 10, 15, 25, 40
3 4 6 353.16 5, 10, 15, 25, 40 5, 10, 15, 25, 40
4 5 3 333.16 20, 40, 80, 120, 160 20, 40, 80, 120, 160
5 3 6 353.16 20, 40, 80, 120, 160 20, 40, 80, 120, 160
Tabelle 10.1: Intuitive Experimentvorschla¨ge fu¨r die Phosphinreaktion
Die Steuerfunktionen wurden folgendermaßen gewa¨hlt: Die gesamte Zulaufmasse wird im
Zeitraum von t0 bis te mit konstanter Zulaufrate zugegeben. Die Temperatursteuerung
erfolgt mittels eines Ku¨hlungsdreiecks, von t0 bis t1 wird die Tin-Temperatur mit konstan-
ter Rate gea¨ndert und von t1 bis tend wieder auf den Ausgangswert zuru¨ckgefahren. Die
entsprechenden Werte fu¨r die fu¨nf Experimente zeigt Tabelle 10.2, exemplarische Profile
sind in Abbildung 10.2 dargestellt.
Experiment Tin(t0) t1 Tin(t1) Tin(tend) te
1 303.16 15 273.16 303.16 15
2 273.16 - 273.16 273.16 30
3 273.16 - 273.16 273.16 30
4 320.16 50 295.16 320.16 4
5 333.16 30 303.16 333.16 4
Tabelle 10.2: Steuerfunktionen der intuitiven Experimentvorschla¨ge fu¨r die Phosphinre-
aktion
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Abbildung 10.2: Exemplarische Profile der Steuerfunktionen der intuitiv geplanten Expe-
rimente fu¨r die Phosphinreaktion
Parameterscha¨tzungen wurden fu¨r die ersten drei bzw. alle fu¨nf Experimente durch-
gefu¨hrt, siehe Tabelle 10.3. Am Ende konnten die Parameter mit Standardabweichungen
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von ho¨chstens 2.2% gescha¨tzt werden. Die Verbesserung der Scha¨tzgu¨ten ist in Diagramm
10.3 dargestellt.
Par. Exp. 3 Exp. 5
α1 0.84 ± 0.05 0.79 ± 0.02
α2 1.15 ± 0.07 1.19 ± 0.01
Ea 1.02 ± 0.04 1.037 ± 0.005
f 0.36 ± 0.06 0.406 ± 0.006
Tabelle 10.3: Parameterscha¨tzungen fu¨r die intuitiv geplanten Experimente fu¨r die Phos-
phinreaktion nach drei und fu¨nf Experimenten
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Abbildung 10.3: Gescha¨tzte Parameter und Standardabweichungen bei der intuitiven Ver-
suchsplanung fu¨r die Phosphinreaktion
Optimale Versuchsplanung
Die optimale Versuchsplanung wurde in sequentieller Vorgehensweise realisiert. Mit unse-
rer Software VPLAN wurde dabei sukzessive jeweils ein zusa¨tzliches Experiment geplant.
Fu¨r dieses wurden Meßdaten erhoben und daraus in einer Parameterscha¨tzung ein neuer
Scha¨tzer fu¨r den Parametervektor berechnet. Die so gewonnenen Informationen wurden
dann bei der na¨chsten Versuchsplanung beru¨cksichtigt.
Die Versuchsplanungs-Optimierungsprobleme, die zu lo¨sen waren, hatten jeweils 61 Va-
riablen fu¨r das neue, variable Experiment, na¨mlich 3 Steuergro¨ßen, 28 Variablen fu¨r die
Parametrisierung der Steuerfunktionen und 30 Meßgewichte. Als Zielfunktion der Opti-
mierung wurde das D-Kriterium verwendet.
Tabelle 10.4 zeigt die Steuerungen und Messungen der fu¨nf optimierten Experimente.
Steuerfunktionen und Trajektorien sind in Abbildung 10.4 dargestellt.
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Die Lo¨sungen fu¨r die Gewichte zur Plazierung der Messungen erfu¨llten automatisch die
Ganzzahligkeitsbedingungen, so daß keine Rundungsheuristiken eingesetzt werden muß-
ten.
Experiment n1,0 n4,0 T0 Probenahmen Temperaturmessungen
1 4.001 9.762 347.58 12, 24, 36, 168, 180 12, 24, 36, 48, 60
2 4.227 3 351.16 24, 36, 48, 168, 180 12, 24, 36, 48, 60
3 9.220 3 346.40 132, 144, 156, 168, 180 72, 84, 96, 108, 120
4 4.052 3 351.16 60, 72, 84, 96, 108 36, 48, 60, 72, 84
5 3.788 3 323.16 60, 72, 84, 96, 108 48, 60, 72, 84, 96
Tabelle 10.4: Steuerungen der optimierten Experimente fu¨r die Phosphinreaktion
Die Ergebnisse der Parameterscha¨tzungen sind in Tabelle 10.5 zusammengestellt. Die
maximale Standardabweichung nach 5 Experimenten betra¨gt 0.27%. Die Verbesserung der
Parameter bei der sequentiellen Vorgehensweise zeigt Abbildung 10.5, die Verbesserung
der Gu¨tekriterien Abbildung 10.6.
Par. Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5
α1 0.9 ± 0.6 0.794 ± 0.005 0.795 ± 0.005 0.795 ± 0.002 0.795 ± 0.002
α2 1.3 ± 0.5 1.20 ± 0.02 1.199 ± 0.008 1.199 ± 0.002 1.199 ± 0.002
Ea 1.1 ± 0.2 1.040 ± 0.006 1.0381 ± 0.0009 1.0381 ± 0.0008 1.0381 ± 0.0007
f 0.5 ± 0.5 0.41 ± 0.01 0.407 ± 0.001 0.407 ± 0.001 0.4075 ± 0.0009
Tabelle 10.5: Parameterscha¨tzungen fu¨r die optimierten Experimente fu¨r die Phosphinre-
aktion nach 1, 2, 3, 4 und 5 Experimenten
10.1.5 Vergleich und Fazit
Obwohl es sich bei der Phosphinreaktion um ein sehr einfaches chemisches Reaktionssy-
stem handelt, dessen Verhalten noch intuitiv erfaßbar scheint, kann mit Hilfe von Op-
timierungsmethoden trotzdem eine deutliche Verbesserung der Scha¨tzgenauigkeit erzielt
werden. Die Parameter ko¨nnen bei gleichem experimentellen Aufwand um eine Stelle ge-
nauer ermittelt werden. Das na¨chste Beispiel zeigt, daß bei komplexeren Systemen dieser
Vorteil noch viel deutlicher ausfa¨llt.
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Abbildung 10.4: Trajektorien und Steuerfunktionen der fu¨nf Experimente der sequenti-
ellen Versuchsplanung fu¨r die Phosphinreaktion. Die Balken auf den Trajektorien geben
die Probenahmen und Temperaturmessungen an.
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Abbildung 10.5: Gescha¨tzte Parameter und Standardabweichungen bei der sequentiellen
Versuchsplanung fu¨r die Phosphinreaktion
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Abbildung 10.6: Verbesserung der Gu¨tekriterien bei der sequentiellen Versuchsplanung
fu¨r die Phosphinreaktion. Optimierungskriterium ist das D-Kriterium.
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Abbildung 10.7: Screenshot der Open-GL-Visualisierung der Phosphinreaktion
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10.2 Die Urethanreaktion
Das in diesem Anwendungsbeispiel betrachtete Reaktionssystem spielt eine wichtige Rolle
bei der Herstellung von Polyurethan-Kunststoffen. Polyurethane finden Verwendung als
Schaum, zum Beispiel fu¨r Polstermo¨bel oder Schwa¨mme, in der Wa¨rmeda¨mmung oder als
Verpackungsmaterial. Daru¨ber hinaus ko¨nnen sie als Lacke, Klebstoffe, Elastomere, ther-
moplastische Kunststoffe oder Fasern eingesetzt werden. Hergestellt werden Polyurethane
durch Polyadditionsreaktionen, ausgehend von Diisocyanaten und Dialkoholen [51].
Um das Verhalten der bei der Polyurethanherstellung ablaufenden Prozesse besser verste-
hen zu ko¨nnen, betrachtet man zuna¨chst stattdessen die Reaktion von (Mono-)Isocyanaten
und (Mono-)Alkoholen [72], bei der keine Kettenbildung stattfindet. Dabei entsteht ein
Urethan. In einer reversiblen Nebenreaktion reagiert außerdem das Isocyanat mit dem
Urethan zu einem Allophanat. Je nach verwendetem Katalysator und Reaktionsbedin-
gungen kann das Isocyanat zu einem Isocyanurat trimerisieren. Dieses Reaktionssystem
soll hier untersucht werden.
Die Eigenschaften der Polyurethane ha¨ngen unter anderem davon ab, wie stark bei ih-
rer Herstellung solche Nebenreaktionen ablaufen. Um dies zu quantifizieren, mu¨ssen die
kinetischen Parameter mo¨glichst genau bestimmt werden. Im Vergleich zur Phosphinreak-
tion ist die Urethanreaktion wesentlich komplexer, ihr Verhalten ist viel schwerer intuitiv
erfaßbar. Auch hier wird wieder ein Vergleich zwischen intuitiver einerseits und metho-
dengestu¨zter optimaler Versuchsplanung andererseits durchgefu¨hrt.
Bei der Modellierung wurde darauf geachtet, daß durch die Nebenbedingungen an die
Versuchsplanungsgro¨ßen viele Gegebenheiten des Laboralltags beru¨cksichtigt werden. Die
Mo¨glichkeit der Behandlung solcher Aspekte ist wichtig im Hinblick auf den Einsatz des
Softwarepakets VPLAN in der industriellen Praxis.
Die experimentellen Daten wurden auch hier von der BASF zur Verfu¨gung gestellt.
10.2.1 Reaktion
Bei der Urethanreaktion handelt es sich um eine Simultan- und Konsekutivreaktion mit
einem chemischen Gleichgewicht. Solche Reaktionen kommen in der chemischen Reakti-
onskinetik ha¨ufig vor.
Die Urethanreaktion hat das folgende Reaktionsschema:
A+B → C
A+ C 
 D
3A → E
Edukte sind Phenylisocyanat A und Butanol B im Lo¨sungsmittel Dimethylsulfoxid L.
Gebildet werden das Wertprodukt Urethan C, Allophanat D als Folgeprodukt und das
Nebenprodukt Isocyanurat E.
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10.2.2 Reaktor und Betriebsweise
Abbildung 10.8: Darstellung des Reaktors fu¨r die Urethanreaktion
Der Reaktor fu¨r die Urethanreaktion ist ein Ru¨hrkessel und kann als Batch oder Semi-
Batch mit bis zu zwei Eintra¨gen betrieben werden. Im Reaktor ko¨nnen Phenylisocyanat
und Butanol im Lo¨sungsmittel Dimethylsulfoxid vorgelegt werden. In Eintrag 1 kann
Phenylisocyanat in Dimethylsulfoxid, in Eintrag 2 Butanol in Dimethylsulfoxid zugefu¨hrt
werden. Die Innentemperatur des Reaktors ist steuerbar.
10.2.3 Mathematisches Modell
Zur Aufstellung des mathematischen Modells gehen wir aus von der ν-Matrix der Sto¨chio-
metriekoeffizienten:
ν =


−1 −1 1 0 0 0
−1 0 −1 1 0 0
1 0 1 −1 0 0
−3 0 0 0 1 0

 .
Die Zeilen stehen fu¨r die Reaktionen, die Spalten fu¨r die Spezies einschließlich Lo¨sungs-
mittel.
Das Differentialgleichungssystem fu¨r die Molzahla¨nderungen lautet bei einem Semi-Batch-
Reaktor mit Eintra¨gen allgemein
n˙ = V · νT r + n˙e.
Weil die Reaktionsprodukte weder vorgelegt noch zugegeben werden, gilt fu¨r die Stoffe
C, D und E
n˙.,e = 0, n.,e = 0, n.,0 = 0.
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So ergibt sich folgendes Differentialgleichungssystem:
n˙A = V · (−r1 − r2 + r3 − 3 · r4) + n˙A,e
n˙B = V · (−r1) + n˙B,e
n˙C = V · (r1 − r2 + r3)
n˙D = V · (r2 − r3)
n˙E = V · r4
n˙L = n˙L,e.
Da Rang ν = 3, genu¨gen zur Beschreibung der chemischen Reaktion die Gleichungen fu¨r
drei Spezies, deren Spalten in der ν-Matrix linear unabha¨ngig sind, zum Beispiel fu¨r C,
D und E.
Dann muß aber noch die Teilchenerhaltung zur vollsta¨ndigen Beschreibung des Prozesses
verwendet werden. Sei r := m− Rang ν = 3. Die Matrix
 :=

 1 0 1 2 3 00 1 1 1 0 0
0 0 0 0 0 1


ist vollrangig und erfu¨llt
 · νT = 0.
Daher ergibt die Teilchenerhaltung
 ·∆nR = 0,
das heißt
∆nA,R + ∆nC,R + 2 ·∆nD,R + 3 ·∆nE,R = 0
∆nB,R + ∆nC,R + ∆nD,R = 0
∆nL,R = 0.
Mit den Stoffmengena¨nderungen
∆nA,R = nA − nA,0 − nA,e
∆nB,R = nB − nB,0 − nB,e
∆nC,R = nC
∆nD,R = nD
∆nE,R = nE
∆nL,R = nL − nL,0 − nL,e
erhalten wir somit als DAE-System fu¨r die Urethanreaktion
n˙C = V · (r1 − r2 + r3)
n˙D = V · (r2 − r3)
n˙E = V · r4
nA = nA,0 + nA,e − nC − 2 · nD − 3 · nE
nB = nB,0 + nB,e − nC − nD
nL = nL,0 + nL,e.
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Zustandsvariablen des Modells sind also nA, nB, nC , nD, nE und nL.
Da wir als differentielle Variablen die Molzahlen der Reaktionsprodukte gewa¨hlt haben,
haben die Anfangsbedingungen fu¨r ein Anfangswertproblem die folgende einfache Form:
nC(t0) = nD(t0) = nE(t0) = 0.
Fu¨r die Zeit t gilt
t ∈ [t0; tend] = [0h, 80h].
Das Reaktionsvolumen berechnet sich aus
V =
nA ·MA
ρA
+
nB ·MB
ρB
+
nC ·MC
ρC
+
nD ·MD
ρD
+
nE ·ME
ρE
+
nL ·ML
ρL
.
Fu¨r die Reaktionsgeschwindigkeiten setzen wir die Geschwindigkeitsgesetze
r1 = k1 · n1
V
· n2
V
r2 = k2 · n1
V
· n3
V
r3 = k3 · n4
V
r4 = k4 ·
(n1
V
)2
an, fu¨r die reversible Reaktion ist
k3 =
k2
KC
.
Die Temperaturabha¨ngigkeit der Reaktionsgeschwindigkeiten modellieren wir mit dem
Arrhenius-Ansatz
k1 = kref1 · exp
(
−Ea,1
R
·
(
1
T
− 1
Tref1
))
k2 = kref2 · exp
(
−Ea,2
R
·
(
1
T
− 1
Tref2
))
k4 = kref4 · exp
(
−Ea,4
R
·
(
1
T
− 1
Tref4
))
KC = KC2 · exp
(
−∆H2
R
·
(
1
T
− 1
TC2
))
.
Unbekannte Modellparameter sind hierbei die
• Aktivierungsenergien Ea,1, Ea,2, Ea,4,
• Frequenzfaktoren kref1, kref2, kref4 und
• Gleichgewichtskonstante KC2 und Reaktionsenthalpie ∆H2.
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Die Eintra¨ge modellieren wir mittels Zulaufprofilen: Das Zulaufprofil feed1(t) ∈ [0, 1] fu¨r
Eintrag 1 bzw. das Zulaufprofil feed2(t) ∈ [0, 1] fu¨r Eintrag 2 beschreibt, welcher Anteil
der Gesamtzulaufmenge des jeweiligen Zulaufs schon in den Reaktor zugefu¨hrt wurde.
Dann ist
nA,e = nA,e1,0 · feed1
nB,e = nB,e2,0 · feed2
nL,e = nL,e1,0 · feed1 + nL,e2,0 · feed2.
Als Steuergro¨ßen treten im Modell somit die Anfangsmolzahlen in
• Vorlage: nA,0, nB,0, nL,0,
• Zulauf 1: nA,e1,0, nL,e1,0 und
• Zulauf 2: nB,e2,0, nL,e2,0
auf, Steuerfunktionen sind die
• Zulaufprofile: feed1(t), feed2(t) und die
• Innentemperatur T (t).
Alle im Modell auftretenden Stoff- und Naturkonstanten sind in Tabelle 10.6 zusammen-
gestellt.
Molmassen Dichten Referenztemperaturen
MA = 0.11911 kg/mol ρA = 1095.0 kg/m
3 Tref1 = 363.16K
MB = 0.07412 kg/mol ρB = 809.0 kg/m
3 Tref2 = 363.16K
MC = 0.19323 kg/mol ρC = 1415.0 kg/m
3 Tref4 = 363.16K
MD = 0.31234 kg/mol ρD = 1528.0 kg/m
3 TC2 = 363.16K
ME = 0.35733 kg/mol ρE = 1451.0 kg/m
3 Gaskonstante
ML = 0.07806 kg/mol ρL = 1101.0 kg/m
3 R = 8.314 J/(K ·mol)
Tabelle 10.6: Konstanten im Modell der Urethanreaktion
10.2.4 Messungen
Zur Ermittlung von experimentellen Daten stehen die folgenden Meßverfahren zur Verfu¨-
gung:
• Titration: Messung der Massenprozent von Phenylisocyanat mit einem absoluten
Meßfehler von 0.5,
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• HPLC-1: Messung der Massenprozent von Urethan mit absolutem Meßfehler 0.5
und Allophanat mit absolutem Meßfehler 0.005,
• HPLC-2: Messung der Massenprozent von Isocyanurat mit absolutem Meßfehler
0.0005.
Zur Beschreibung der HPLC-Meßmethode siehe [66].
Pro Experiment ko¨nnen maximal 16 Messungen durchgefu¨hrt werden.
10.2.5 Nebenbedingungen an die Steuerungen
An Molverha¨ltnisse, Wirkstoffgehalte und das Anfangsvolumen werden die folgenden Ne-
benbedingungen gestellt:
MV1 :=
nB,0 + nB,e2,0
nA,0 + nA,e1,0
∈ [0.1; 10]
MV2 :=
nA,e1,0
nA,0
∈ [0; 1000]
MV3 :=
nB,e2,0
nA,0
∈ [0; 10]
ga :=
nA,0 ·MA + nB,0 ·MB
nA,0 ·MA + nB,0 ·MB + nL,0 ·ML ∈ [0; 0.8]
ga,e1 :=
nA,e1,0 ·MA
nA,e1,0 ·MA + nL,e1,0 ·ML ∈ [0; 0.9]
ga,e2 :=
nB,e2,0 ·MB
nB,e2,0 ·MB + nL,e2,0 ·ML ∈ [0; 1]
V0 :=
nA,0 ·MA
ρA
+
nB,0 ·MB
ρB
+
nL,0 ·ML
ρL
∈ [0m3; 0.00075m3]
Leitsubstanz fu¨r die Molverha¨ltnisse ist nA,0. Daher haben wir die untere Grenze
nA,0 ≥ 0.05mol.
Die Edukte ko¨nnen nicht direkt eingewogen werden. Sie liegen vielmehr als Reagenzien in
gegebenen Konzentrationen vor. Drei verschiedene Reagenzien sind verfu¨gbar:
• NCO besteht aus 90 (Massen-)% Phenylisocyanat A und 10% Dimethylsulfoxid L.
• BUOH besteht aus 100%igem Butanol B.
• DMSO besteht aus 100%igem Dimethylsulfoxid L.
Fu¨r die einzuwiegenden Massen der Reagenzien
• fu¨r die Vorlage: RNCO, RBUOH , RDMSO,
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• fu¨r Zulauf 1: RNCO,e1, RDMSO,e1 und
• fu¨r Zulauf 2: RBUOH,e2, RDMSO,e2
gelten also die folgenden Gleichungen:
nA,0 ·MA = 0.9 ·RNCO
nB,0 ·MB = 1.0 ·RBUOH
nL,0 ·ML = 0.1 ·RNCO + 1.0 ·RDMSO
nA,e1,0 ·MA = 0.9 ·RNCO,e1
nL,e1,0 ·ML = 0.1 ·RNCO,e1 + 1.0 ·RDMSO,e1
nB,e2,0 ·MB = 1.0 ·RBUOH,e2
nL,e2,0 ·ML = 1.0 ·RDMSO,e2.
Da die gesamte Zulaufmenge wa¨hrend der Reaktion zugefu¨hrt werden soll, werden an die
Steuerfunktionen der Zulaufprofile die folgenden Nebenbedingungen gestellt:
feed1(t0) = 0, feed1(tend) = 1, ˙feed1 >= 0
und
feed2(t0) = 0, feed2(tend) = 1, ˙feed2 >= 0.
Die Werte und A¨nderungsraten der Temperatur sollen in den folgenden Grenzen bleiben:
T (t0) = 293.16K, T (t) ∈ [293.16K, 473.16K], T˙ ∈ [−40K/h, 40K/h].
Stunden Schicht
0 bis 8 Montag
8 bis 24 1. Nacht
24 bis 32 Dienstag
32 bis 48 2. Nacht
48 bis 56 Mittwoch
56 bis 72 3. Nacht
72 bis 80 Donnerstag
Tabelle 10.7: Zeitplan fu¨r ein Experiment der Urethanreaktion. Nur in den Tagschichten
sollen Messungen und Steuerungsa¨nderungen durchgefu¨hrt werden, nachts soll das System
weitgehend ruhen.
Ein Experiment dauert von Montag Morgen bis Donnerstag Nachmittag, siehe Tabelle
10.7. Neben den vier Tagschichten gibt es auch Nachtruhe, was durch die Ruhebedingun-
gen
˙feed1(t) =
˙feed2(t) = T˙ (t) = 0, t ∈ [8h, 24h] ∪ [32h, 48h] ∪ [56h, 72h]
erreicht werden soll.
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10.2.6 Parametrisierung der Steuerfunktionen und Meßgitter
Fu¨r die Steuerfunktionen verwenden wir die folgenden Parametrisierungen:
• Die beiden Zulaufprofile stu¨ckweise linear und stetig mit den Schaltpunkten
t = 8, 24, 32, 48, 56, 72, 79h
• und die Temperatur stu¨ckweise linear und stetig mit den Schaltpunkten
t = 8, 24, 32, 48, 56, 72h.
Als Gitter der mo¨glichen Meßzeitpunkte legen wir fest:
t = 0.5, 1, 4, 8, 24, 32, 48, 56, 72, 80h.
Daraus folgt, daß es 30 mo¨gliche Messungen gibt, aus denen 16 ausgewa¨hlt werden sollen.
Es ergibt sich somit der Zeitplan fu¨r jedes einzelne Experiment, wie er in Abbildung 10.9
dargestellt ist.
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Abbildung 10.9: Schaltpunkte und mo¨gliche Meßzeitpunkte bei der Urethanreaktion
10.2.7 Startscha¨tzung fu¨r die Parameter
Fu¨r die Parameter wa¨hlen wir die Startwerte
kref1 = 5.0 · 10−4m3/(h ·mol)
Ea,1 = 35240.0 J/mol
kref2 = 8.0 · 10−8m3/(h ·mol)
10.2. DIE URETHANREAKTION 181
Ea,2 = 85000.0 J/mol
kref4 = 1.0 · 10−8m3/(h ·mol)
Ea,4 = 35000.0 J/mol
∆H2 = −17031.0 J/mol
KC2 = 0.17m
3/mol.
Wir numerieren die Parameter in dieser Reihenfolge und skalieren sie so, daß sie zuna¨chst
alle den Wert 1.0 haben:
pi = 1.0, i = 1, . . . 8.
Also ist
kref1 = p1 · 5.0 · 10−4m3/(h ·mol)
Ea,1 = p2 · 35240.0 J/mol
kref2 = p3 · 8.0 · 10−8m3/(h ·mol)
Ea,2 = p4 · 85000.0 J/mol
kref4 = p5 · 1.0 · 10−8m3/(h ·mol)
Ea,4 = p6 · 35000.0 J/mol
∆H2 = p7 · (−17031.0 J/mol)
KC2 = p8 · 0.17m3/mol.
10.2.8 Expertendesign
Um die Leistungsfa¨higkeit der optimalen Versuchsplanung zu erproben, wurde eine Ver-
gleichsstudie mit einem intuitivem Experimententwurf durchgefu¨hrt. Ein erfahrener Expe-
rimentator der BASF wurde gebeten, Experimente fu¨r die Urethanreaktion vorzuschlagen.
Seine Planung basierte auf den folgenden Prinzipien:
• Separation der Reaktionen,
• Batch-Fahrweise,
• isotherme Experimente.
Insgesamt plante er 15 Experimente mit zusammen 90 Probennahmen. Eine U¨bersicht
u¨ber die experimentellen Einstellungen gibt Tabelle 10.8.
Die Anfangstemperatur des Reaktionsgemischs ist dabei immer T = 293.16K bei t0 = 0.
Dann wird die Temperatur innerhalb einer halben Stunde gleichma¨ßig auf Reaktionstem-
peratur erho¨ht und diese bis Reaktionsende konstant gehalten.
Wegen der Batch-Fahrweise sind die folgenden Steuerungen immer gleich null:
MV2 = MV3 = ga,e1 = ga,e2 = 0.
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Exp. Temp. [K] MV1 ga V0[cm
3] Meßverf. Meßzeitpunkte
1 400 1.0 0.3 750 Titration 5, 30, 50min
2 400 1.0 0.3 750 Titration 5, 10, 15, 20, 25, 30, 35,
40, 50, 60, 70, 90, 120min
3 390 1.0 0.3 750 Titration 30, 40, 50, 60, 80, 100, 120min
4 370 1.0 0.3 750 Titration 30, 40, 50, 60, 70, 90, 120min
5 400 1.0 0.3 750 HPLC-1 3, 6, 9, 12, 15, 30, 60h
6 370 1.0 0.3 750 HPLC-1 12, 24h
7 400 1.0 0.3 750 HPLC-1 1, 1.5, 2, 2.5, 3h
8 340 1.0 0.3 750 HPLC-1 1, 2, 4, 6, 8, 12h
9 400 1.0 0.3 750 HPLC-1 20, 40, 60, 80h
10 430 1.0 0.3 750 HPLC-1 20, 40, 60, 80h
11 400 1.0 0.177 750 HPLC-2 20, 40, 60, 80h
12 430 1.0 0.177 750 HPLC-2 20, 40, 60, 80h
13 460 1.0 0.177 750 HPLC-2 10, 20, 40, 60, 80h
14 400 1.0 0.3 750 HPLC-1 4, 6, 10, 20, 40, 60, 80h
15 420 1.0 0.3 750 HPLC-1 1, 1.5, 2, 2.5, 3, 4, 6,
10, 20, 40, 60, 80h
Tabelle 10.8: U¨bersicht u¨ber die intuitiv geplanten Experimente fu¨r die Urethanreaktion
Par. Intuitive Scha¨tzung
p1 2.50 ± 0.02
p2 0.835 ± 0.007
p3 91.3 ± 0.7
p4 0.834 ± 0.002
p5 57.991 ± 0.009
p6 0.65725 ± 0.00007
p7 0.9 ± 0.3
p8 1.1 ± 0.3
Tabelle 10.9: Parameterscha¨tzung fu¨r die Meßdaten aus den 15 intuitiv geplanten Expe-
rimenten fu¨r die Urethanreaktion
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Eine Parameterscha¨tzung fu¨r die experimentellen Daten aus den 15 Experimenten ergibt
die in Tabelle 10.9 dargestellten Ergebnisse.
Wa¨hrend also die Parameter fu¨r die Hinreaktionen gut gescha¨tzt werden ko¨nnen, ist die
Ru¨ckreaktion des Gleichgewichts, deren Edukt ja nicht eingesetzt werden konnte, nur sehr
schlecht bestimmt. Das Prinzip der Separation der Reaktionen fu¨hrt hier trotz der hohen
Anzahl der Experimente also nicht zum Erfolg.
10.2.9 Wahl des initialen Experimentvorschlags
Wir wa¨hlen als Anfangsvorschlag fu¨r die Versuchsplanungsoptimierung ein Experiment
mit einer Semi-Batch-Fahrweise. Der Inhalt der Eintragsgefa¨ße wird wa¨hrend der Tag-
schichten gleichma¨ßig zugefu¨hrt, fu¨r Eintrag 1 wa¨hrend der ersten zwei, fu¨r Eintrag 2
wa¨hrend der ersten drei Tage. Die Temperatur wird am ersten Tag auf 473K erhitzt
und an den folgenden Tagen wieder bis auf 338K abgeku¨hlt. Die Steuergro¨ßen wurden
folgendermaßen gewa¨hlt:
MV1 MV2 MV3 ga ga,e1 ga,e2 V0
1.0 0.3 0.3 0.75 0.5 0.4 2.75 · 10−5m3
Abbildung 10.10 zeigt den Verlauf der Steuerfunktionen und die daraus resultierenden
Trajektorien.
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Abbildung 10.10: Steuerfunktionen und Trajektorien der Molzahlen fu¨r den initialen Ex-
perimentvorschlag fu¨r die Urethanreaktion
10.2.10 Parameterscha¨tzung und Optimale Versuchsplanung in
sequentieller Vorgehensweise
Zuna¨chst wurde, ausgehend von dem initialen Experimentvorschlag und fu¨r die Start-
scha¨tzung der Parameter, ein erstes Experiment optimiert. Als Zielfunktion wurde das
A-Kriterium
φA(C) =
1
n
· SpurC
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gewa¨hlt.
Durch die Optimierung verbesserte sich das Gu¨tekriterium von 35.5481 auf 0.00113361.
Im optimierten Experiment haben die Steuergro¨ßen die folgenden Werte:
MV1 MV2 MV3 ga ga,e1 ga,e2 V0
0.637635 15.9264 10.0 0.8 0.9 1.0 2.09045 · 10−5m3
Die Gewichte der Messungen waren ganzzahlig bis auf drei, von denen zwei auf- und eins
abgerundet wurde. Dadurch verschlechterte sich der Zielfunktionswert aber nur unwesent-
lich von 0.00113361 auf 0.00113406.
Fu¨r die die Probenahmen folgen daraus die Zeitpunkte:
• Titration bei t = 0.5, 1h,
• HPLC-1 bei t = 0.5, 1, 4, 8, 24, 32, 48, 56, 72, 80h,
• HPLC-2 bei t = 4, 8, 32, 48h.
Eine Parameterscha¨tzung mit experimentellen Daten aus dem optimierten Experiment
ergibt die Werte und Standardabweichungen in Tabelle 10.10.
Par. Erste Scha¨tzung
p1 2.51 ± 0.03
p2 0.835 ± 0.004
p3 91.2 ± 0.1
p4 0.8355 ± 0.0002
p5 58.0 ± 0.1
p6 0.658 ± 0.001
p7 1.09 ± 0.02
p8 1.30 ± 0.03
Tabelle 10.10: Parameterscha¨tzung fu¨r die Meßdaten aus dem ersten optimierten Experi-
ment fu¨r die Urethanreaktion
Abbildung 10.11 zeigt die Steuerfunktionen und die Trajektorien fu¨r das erste Experiment.
Um die Gu¨te der Parameterscha¨tzung weiter zu verbessern, wurde eine weitere Versuchs-
planung durchgefu¨hrt. Unter Beru¨cksichtigung der Vorinformationen aus dem ersten Ex-
periment wurde nun ein Zweifachexperiment mit festgehaltenem ersten Experiment op-
timiert, wieder mit dem A-Kriterium und dem initialen Experimentvorschlag fu¨r das
zusa¨tzliche zweite Experiment, aber nun fu¨r den aus der ersten Scha¨tzung ermittelten
Parametersatz.
Bei dieser Optimierung verbesserte sich der Wert des Gu¨tekriteriums von 0.00213083 auf
0.0000557949.
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Abbildung 10.11: Steuerfunktionen und Trajektorien der Molzahlen fu¨r das erste opti-
mierte Experiment fu¨r die Urethanreaktion
Fu¨r die Steuergro¨ßen des zweiten Experiments ergab die Optimierung:
MV1 MV2 MV3 ga ga,e1 ga,e2 V0
0.370994 25.9546 10.0 0.8 0.9 1.0 9.00762 · 10−6m3
Hier war keine Rundung der Meßgewichte no¨tig, da die Lo¨sung schon ganzzahlig war.
Probenahmen fu¨r die verschiedenen Meßverfahren wurden wie folgt vorgeschlagen:
• Titration: keine,
• HPLC-1 bei t = 4, 8, 24, 32, 48, 56, 72, 80h,
• HPLC-2 bei t = 4, 8, 24, 32, 48, 56, 72, 80h.
Eine Parameterscha¨tzung aus den Meßdaten beider Experimente liefert die Parameter-
werte in Tabelle 10.11.
Par. Zweite Scha¨tzung
p1 2.504 ± 0.006
p2 0.836 ± 0.001
p3 91.25 ± 0.02
p4 0.83537 ± 0.00008
p5 58.004 ± 0.006
p6 0.6574 ± 0.0002
p7 1.082 ± 0.006
p8 1.29 ± 0.01
Tabelle 10.11: Parameterscha¨tzung fu¨r die Meßdaten aus dem ersten und zweiten opti-
mierten Experiment fu¨r die Urethanreaktion
Die Steuerfunktionen und Trajektorien fu¨r das zweite Experiment sind in Abbildung 10.12
dargestellt.
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Abbildung 10.12: Steuerfunktionen und Trajektorien der Molzahlen fu¨r das zweite opti-
mierte Experiment fu¨r die Urethanreaktion
Die optimierten Experimente zeigen, daß mit den Mo¨glichkeiten, die sich aus der Semi-
Batch-Fahrweise und der Temperatursteuerung ergeben, sehr virtuos gespielt werden
kann, natu¨rlich im Rahmen der vorgegebenen Beschra¨nkungen. Durch Variation der Zu-
laufraten kann zum Beispiel der Verlauf der Reaktionen und insbesondere die Lage des
Gleichgewichts beeinflußt werden. So kann die Ru¨ckreaktion oder die Trimerisierungsne-
benreaktion gezielt erzwungen und untersucht werden. Durch nur zwei Experimente erha¨lt
man dadurch genu¨gend Informationen, um alle Parameter mit zufriedenstellender Gu¨te
scha¨tzen zu ko¨nnen.
10.2.11 Vergleich zwischen intuitiver und optimaler Versuchs-
planung
In Tabelle 10.12 sind die Ergebnisse der Parameterscha¨tzungen fu¨r die intuitive Vorge-
hensweise und fu¨r die optimierten Experimente nochmals zusammengestellt.
Par. Intuitive Scha¨tzung Erste Scha¨tzung Zweite Scha¨tzung
p1 2.50 ± 0.02 2.51 ± 0.03 2.504 ± 0.006
p2 0.835 ± 0.007 0.835 ± 0.004 0.836 ± 0.001
p3 91.3 ± 0.7 91.2 ± 0.1 91.25 ± 0.02
p4 0.834 ± 0.00 0.8355 ± 0.0002 0.83537 ± 0.00008
p5 57.991 ± 0.009 58.0 ± 0.1 58.004 ± 0.006
p6 0.65725 ± 0.00007 0.658 ± 0.001 0.6574 ± 0.0002
p7 0.9 ± 0.3 1.09 ± 0.02 1.082 ± 0.006
p8 1.1 ± 0.3 1.30 ± 0.03 1.29 ± 0.01
Tabelle 10.12: Vergleich der Parameterscha¨tzungen bei intuitiver Vorgehensweise mit 15
Experimenten und optimaler Versuchsplanung nach einem und nach zwei Experimenten
fu¨r die Urethanreaktion.
Vergleicht man Aufwand und Ergebnis fu¨r den intuitiven Versuchsplan und die optimier-
ten Experimente, siehe Tabelle 10.13, erkennt man, welch großes Einsparpotential sich
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durch die Anwendung der Methoden der optimalen Versuchsplanung ergibt.
Vorgehens- Anzahl Anzahl maximaler
weise Experimente Messungen Fehler
intuitiv 15 90 > 25%
methodengestu¨tzt 2 32 < 1%
Tabelle 10.13: Vergleich zwischen intuitiver Vorgehensweise und optimaler Versuchs-
planung fu¨r die Urethanreaktion hinsichtlich Aufwand der Experimente und Gu¨te der
Scha¨tzungen
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10.3 Eine mehrphasige Veresterungsreaktion
Bei diesem Beispiel handelt es sich um einen Prozeß aus der industriellen Praxis der chemi-
schen Produktentwicklung. Er besteht aus einem komplexen, mehrphasigen Reaktionssy-
stem und wird in einem Reaktor mit Temperatur- und Drucksteuerung sowie Destillation
der aus der Gasphase durchgefu¨hrt. Ziel der Untersuchungen ist die Modellvalidierung
durch mo¨glichst genaue Scha¨tzung der Modellparameter.
10.3.1 Reaktion und Prozeß
Dieses Reaktionssystem wurde in einem gemeinsamen Projekt mit der BASF untersucht.
Da der Prozeß Geheimhaltungsbestimmungen unterliegt, ko¨nnen hier keine Beschreibung
des chemischen Hintergrunds, keine expliziten Bezeichnungen der beteiligten Spezies und
keine Zahlenwerte von Stoffeigenschaften und Parametern angegeben werden.
Das Reaktionssystem hat vier Phasen:
1. In der Flu¨ssigphase laufen die chemischen Reaktionen ab.
2. Da die Reaktion in einem geschlossenen Reaktor durchgefu¨hrt wird, bildet sich u¨ber
der Flu¨ssigkeit durch Verdampfung eine Gasphase.
3. Ein Edukt wird als Feststoff zugegeben, der sich nur teilweise in der Flu¨ssigkeit lo¨st.
4. Ein Reaktionsprodukt fa¨llt als Feststoff aus.
Die Reaktion wird in einem Reaktor mit einem Zulauf, einem Gasaustrag durch Dampfde-
stillation und Temperatur- und Drucksteuerung durchgefu¨hrt. Das Schema des Reaktors,
die Zugeho¨rigkeit der Spezies zu den Phasen sowie die Reaktionen und Phasenu¨berga¨nge
sind in Abbildung 10.13 dargestellt.
Der Prozeß kann durch die Einstellung folgender Gro¨ßen gesteuert werden:
• Anfangsmolzahlen der Stoffe A, C, D, E, F und J in der Vorlage und der Stoffe D
und F im Zulauf,
• Dosierungsrate feed(t) des Zulaufs,
• Profil der Temperatur T (t) des Reaktionsgemischs,
• Druckprofil pst(t) oder Destillationsrate ma(t).
Zur Erhebung von experimentellen Daten stehen zwei Meßverfahren zur Verfu¨gung:
1. High Performance Liquid Chromatography (HPLC) [66]. Gemessen werden die Mas-
senanteile der Spezies, und zwar fu¨r feste und flu¨ssige Phasen von A + B und G +
J , fu¨r die flu¨ssige Phase von C, E und F und fu¨r die Gasphase von I. Die absoluten
Meßfehler liegen zwischen 0.2 und 1.5 Prozentpunkten.
2. Druckmessung mit einem Meßfehler von 1000Pa.
10.3. EINE MEHRPHASIGE VERESTERUNGSREAKTION 189
Zulauf
Dampf−
Destillation
Druck−
Steuerung
Steuerung
Temperatur−
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                        
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       
                                       











        
        
        
        
        
        
        
        
        
        
        
  
  
  
  
  
  


  
  
			
	 		

 
 


 
 

  
  

 
  
 
  
   
 
 

D
F
A
B
C D
E
F
G
I H
LK J
M
Abbildung 10.13: Reaktor und Reaktionsschema des Veresterungsbeispiels
Abbildung 10.14: Apparatur der High Performance Liquid Chromatography (HPLC)
(Photo aus [66])
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10.3.2 Mathematisches Modell
In diesem Abschnitt werden die Grundprinzipien der mathematischen Modellformulierung
vorgestellt. Auf die komplette Darstellung des Modells wird aus Platz- und Geheimhal-
tungsgru¨nden verzichtet.
Die Stoffmengenbilanz fu¨r die im Reaktor vorhandenen Stoffe lautet unter Beru¨cksich-
tigung von Termen fu¨r Reaktionen und Phasenu¨berga¨nge nR, Eintrag ne, Austrag na und
Einwaagen n0 als Differentialgleichungssystem
n˙ = n˙R + n˙e − n˙a
bzw. in integrierter Form
∆nR = n− n0 − ne + na.
Mit einer geeigneten Bilanzmatrix  ergeben sich die algebraischen Gleichungen
 ·∆nR = 0.
Alle Reaktionen finden in der Flu¨ssigphase statt. Wir modellieren die Geschwindig-
keitsgesetze mit dem Arrhenius-Ansatz. Nicht katalysierte Reaktionen haben die Reak-
tionsgeschwindigkeit
ri = krefi · exp
(
− Eai
Rgas
·
(
1
T
− 1
Trefi
))
·
∏
j
(
nj
Vfl
)
.
Vfl ist das Volumen der Flu¨ssigphase und Trefi die jeweilige Referenztemperatur.
Fu¨r katalysierte Reaktionen ha¨ngt die Reaktionsgeschwindigkeit außerdem von der Kon-
zentration ckat =
nK
Vfl
des Katalysators K ab:
ri = kkati · ckat · exp
(
− Eai
Rgas
·
(
1
T
− 1
Trefi
))
·
∏
j
(
nj
Vfl
)
.
Der Stoffaustausch zwischen den Phasen ergibt ebenfalls A¨nderungsraten fu¨r die Mol-
zahlen der einzelnen Spezies. Fu¨r den Phasenu¨bergang flu¨ssig – gasfo¨rmig, zum Beispiel
zwischen den Spezies E (flu¨ssig) und H (gasfo¨rmig), gilt:
n˙E,SA = − kSA,E,H
Rgas · T · (pH,NRTL − pH)
n˙H,SA = −n˙E,SA.
Dabei ist pH,NRTL der Gleichgewichtspartialdruck von H unter Beru¨cksichtigung der
Wechselwirkungen realer Gase nach dem NRTL-Modell [99, 111] und pH =
nH ·Rgas·T
Vgas
der
aktuelle Partialdruck von H. Vgas bezeichnet das Volumen der Gasphase. Fu¨r den Stoff-
u¨bergang F – I gelten analoge Gleichungen.
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Fu¨r den Stoffaustausch fest – flu¨ssig, zum Beispiel zwischen A (fest) und B (flu¨ssig), ist
die Differenz aus aktueller Konzentration und Grenzlo¨slichkeit cl ausschlaggebend:
n˙A,SA = −kSA,A,B · (cl − nB
Vfl
)
n˙B,SA = −n˙A,SA.
Der Phasenu¨bergang G – J wird analog modelliert.
Die Zulaufraten der Spezies im Eintrag berechnen sich aus dem Zulaufprofil und den
Anfangsmolzahlen im Zulauf:
ne = n0,e · feed.
Der Austrag erfolgt durch Destillation aus der Gasphase. Hier sind zwei Abschnitte der
Prozeßfu¨hrung zu unterscheiden, zwischen denen ein Modellwechsel durchgefu¨hrt wird:
1. Zuna¨chst wird der Gasdruck gesteuert:
p = pst.
Dann gilt fu¨r die Austragsrate
˙out =
T˙
T
− p˙st
pst
− V˙gas
Vgas
+
n˙H,SA + n˙I,SA
ngas
.
2. Anschließend ist die Massenaustragsrate m˙a die Steuerfunktion. Dann ist
˙out =
m˙a
mgas
−ma · m˙gas · Vgas −mgas · V˙gas
m2gas · Vgas
,
und der Gasdruck la¨ßt sich gema¨ß
p = ngas · Rgas · T
Vgas
berechnen.
Fu¨r den Austrag der einzelnen Spezies aus der Gasphase gilt
n˙a = n · ˙out.
Wir erhalten insgesamt ein nichtlineares DAE-Modell mit 13 Zustandsvariablen und sechs
unbekannten Parametern:
• 3 Frequenzfaktoren kkat3, kkat4, kref6 und
• 3 Aktivierungsenergien Ea3, Ea4, Ea6.
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Abbildung 10.15: Parameterscha¨tzung beim Veresterungsbeispiel: Anpassung der zwei
Vorexperimente
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10.3.3 Parameterscha¨tzung
Im November 1998 wurden bei der BASF bereits zwei Experimente fu¨r dieses Reakti-
onssystem durchgefu¨hrt. Anhand der daraus gewonnenen Meßdaten berechneten wir ei-
ne Parameterscha¨tzung. Abbildung 10.15 zeigt die Anpassung der Modellantwort an die
Meßwerte.
Die Standardabweichungen der Parameter betrugen bei dieser Scha¨tzung:
kkat3 : ± 25%
kkat4 : ± 28%
kref6 : ± 4%
Ea3 : ± 14%
Ea4 : ± 35%
Ea6 : ± 5%
Um die Parameter zuverla¨ssiger bestimmen zu ko¨nnen, ergab sich daraus der Bedarf,
zusa¨tzliche Experimente mittels optimaler Versuchsplanung zu entwerfen.
10.3.4 Versuchsraum
Jedes Experiment dauert 300min.
Zu Beginn werden die Edukte im Reaktor vorgelegt.
In einer Aufheizphase wird das Reaktionsgemisch ausgehend von Raumtemperatur line-
ar auf Reaktionstemperatur erhitzt. Diese soll nach 90min erreicht sein und zwischen
313K und 383K liegen. In der Aufheizphase wird der Druck im Reaktor auf Außendruck
gehalten.
Nach 90min wird mit der Destillation begonnen, es wird von Drucksteuerung auf Aus-
tragssteuerung umgeschaltet. Die Temperatur wird von 90min bis 150min nach Reak-
tionsbeginn konstant gehalten, dann wird eine lineare A¨nderung mit Steigung zwischen
−0.2K/min und 0.2K/min zugelassen.
Die Stoffe im Zulauf ko¨nnen ab 89min nach Reaktionsbeginn zugegeben werden.
An die Steuergro¨ßen sind Nebenbedingungen bezu¨glich der Molverha¨ltnisse und des An-
fangsvolumens sowie des Massenverha¨ltnisses im Zulauf gestellt.
Durch eine Volumennebenbedingung wird gewa¨hrleistet, daß der Reaktor nicht u¨berla¨uft:
Vfest + Vfl ≤ Vfuell.
Pro Experiment sollen 10 HPLC-Messungen durchgefu¨hrt werden. Der Druck kann belie-
big oft gemessen werden.
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10.3.5 Optimale Versuchsplanung
Mit unserer Software VPLAN haben wir durch optimale Versuchsplanung drei zusa¨tzliche
Experimente entworfen unter Beru¨cksichtigung der zwei Vorexperimente. Das Optimie-
rungsproblem hatte dabei 189 Variablen. Bei der Optimierung hat sich die Zielfunktion,
das A-Gu¨tekriterium, von 0.02 auf 0.0006 verringert.
In Abbildung 10.16 sind die drei optimierten Experimente beschrieben.
Fu¨r alle fu¨nf Experimente ergeben sich die folgenden Standardabweichungen der Parame-
ter:
kkat3 : ± 1.1%
kkat4 : ± 3.8%
kref6 : ± 2.1%
Ea3 : ± 0.8%
Ea4 : ± 2.8%
Ea6 : ± 3.0%
Dies bedeutet eine Verringerung des Scha¨tzfehlers durch optimale Versuchsplanung um
einen Faktor von ungefa¨hr 10, alle Parameter ko¨nnen nun mit genu¨gend hoher Genauigkeit
bestimmt werden.
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Abbildung 10.16: Beschreibung der drei durch optimale Versuchsplanung berechneten
Experimente fu¨r das Veresterungsbeispiel
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10.4 Eine Bimolekulare Katalyse: Die Diels-Alder-
Reaktion
Anhand des Beispiels der Diels-Alder-Reaktion untersuchen wir nun die Methode der ro-
busten Versuchsplanung unter Einbeziehung der Parameterabha¨ngigkeit, siehe Abschnitt
8.2 in Kapitel 8. Die numerischen Ergebnisse zeigen, daß dieser Ansatz es ermo¨glicht, Ver-
suchspla¨ne zu berechnen, die deutlich weniger sensitiv von Unsicherheiten der Parameter
abha¨ngen als bei der nichtrobusten Vorgehensweise.
10.4.1 Das chemische Modell und der Prozeß
Die Diels-Alder-Reaktion ist ein wichtiges Beispiel einer Zykloadditionsreaktion, siehe
[79]. α, β-ungesa¨ttigte Karbonylverbindungen reagieren dabei mit konjugierten Dienen.
Dabei entsteht ein 6-Ring. Reaktionen dieses Typs finden mit verschiedenartigen Reak-
tanten statt. Ein konkretes Beispiel wird in Abbildung 10.17 dargestellt. Katalysator ist
Aluminiumchlorid.
Tetramethyl−
Cyclohexadien
Tetramethyl−
Cyclohexadien
Anhydrid
Maleinsäure−
Anhydrid
Maleinsäure−
* Kat
− Kat
Diels−Alder−
Produkt
+ Kat− Kat
+
+
Deaktiv. KatKat
Abbildung 10.17: Reaktionsmechanismus einer Diels-Alder-Reaktion
Die Reaktionsgleichung der Gesamtreaktion lautet
A+B −→ C
(A: Tetramethyl-Cyclohexadien, B: Maleinsa¨ure-Anhydrid, C: Diels-Alder-Produkt) mit
Katalysator K in Lo¨sungsmittel L.
Der Katalysator baut sich ab mit Abbaurate λ:
K
λ−→ K ′.
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Die Reaktion wird in einem Ru¨hrkessel durchgefu¨hrt als isothermer Batchprozeß mit
Einwaage der Edukte A und B im Lo¨sungsmittel L mit Katalysator K.
Gemessen werden kann das Reaktionsprodukt C.
10.4.2 Das Mathematische Modell
Das Differentialgleichungssystem
Experimente ergeben, daß sich die Reaktionskinetik nach dem folgenden Zeitgesetz mo-
dellieren la¨ßt:
n˙1 = −k · n1 · n2
mges
n˙2 = −k · n1 · n2
mges
n˙3 = k · n1 · n2
mges
.
Anfangswerte der Molzahlen sind die Einwaagen:
n1(0) = na1
n2(0) = na2
n3(0) = 0.
Die Geschwindigkeitskonstante k hat einen Anteil fu¨r den nichtkatalysierten und einen
Anteil fu¨r den katalysierten Reaktionsweg. Als Geschwindigkeitsgesetz wird jeweils die
Arrhenius-Beziehung angesetzt:
k = k1 · exp
(
−E1
R
·
(
1
T
− 1
Tref
))
+ kkat · ckat · exp (−λ · t) · exp
(
−Ekat
R
·
(
1
T
− 1
Tref
))
.
Die Molzahl des Lo¨sungsmittels ist
n4 = na4,
die Gesamtmasse
mges = n1 ·M1 + n2 ·M2 + n3 ·M3 + n4 ·M4
und die Kelvintemperatur
T = ϑ+ 273.
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Auftretende Gro¨ßen
Die folgenden Gro¨ßen kommen im Differentialgleichungssystem vor:
• Zustandsgro¨ßen: Molzahlen n1, n2, n3,
• Parameter: Frequenzfaktoren k1, kkat, Aktivierungsenergien E1, Ekat, Katalysator-
abbaukoeffizient λ,
• Steuergro¨ßen: Anfangsmolzahlen na1, na2, na4 ∈ [0.4, 9], Katalysatorkonzentration
ckat ∈ [0, 6], Celsiustemperatur ϑ ∈ [20, 100],
• Konstanten: Molmassen M1 = 0.1362, M2 = 0.09806, M3 = 0.23426, M4 = 0.236,
allgemeine Gaskonstante R = 8.314, Referenztemperatur Tref = 293.
Das Meßmodell
Als Meßverfahren steht eine High Performance Liquid Chromatography (HPLC) [66] zur
Verfu¨gung, mit der Massenprozent des Reaktionsprodukts gemessen werden ko¨nnen:
h =
n3 ·M3
mges
· 100.
Die Standardabweichung des Meßfehlers betra¨gt dabei
ς = 1.
An den folgenden Zeitpunkten sind Messungen mo¨glich:
tj = j/3, j = 1, . . . , 15, tj = j − 10, j = 16, . . . , 20.
Durch die Versuchsplanung sollen pro Experiment sechs Messungen aus den 20 mo¨glichen
ausgewa¨hlt werden.
Nebenbedingungen
An die Steuergro¨ßen sind Nebenbedingungen gestellt, und zwar bezu¨glich der Masse der
Einwaage
0.1 ≤ na1 ·M1 + na2 ·M2 + na4 ·M4 ≤ 10
und des Wirkstoffgehalts
10 ≤ na1 ·M1 + na2 ·M2
na1 ·M1 + na2 ·M2 + na4 ·M4 ≤ 70.
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10.4.3 Nichtrobuste und robuste optimale Versuchsplanung
Ziel der Untersuchungen anhand der Diels-Alder-Reaktion war der Vergleich zwischen
nichtrobuster und robuster Versuchsplanung.
Fu¨r die Parameter wurden die folgenden Werte angenommen:
k1 = p0,1 · 0.01,
E1 = p0,2 · 60000,
kkat = p0,3 · 0.10,
Ekat = p0,4 · 40000,
λ = p0,5 · 0.25,
wobei p0 auf eins skaliert ist: p0,j = 1, j = 1, . . . , 5.
Zuna¨chst wurde mit nichtrobuster Versuchsplanung, also mit der Zielfunktion
min
ξ∈Ω
φ(C(ξ, p0)),
ein Vierfachexperiment-Versuchsplan berechnet. Als Gu¨tekriterium φ wurde das A-Krite-
rium verwendet.
Das Optimierungsproblem hatte dabei pro Experiment fu¨nf Steuergro¨ßen und 20 Gewichte
zur Auswahl der Messungen, also insgesamt 100 Variablen.
In Abbildung 10.18 sind die Ergebnisse der Optimierung, also Steuergro¨ßen und Meßzeit-
punkte sowie die Trajektorien fu¨r die Molzahlen der vier Experimente, dargestellt. Fu¨r
dieses Vierfachexperiment ergeben sich fu¨r die Parameter die Standardabweichungen
k1 : ± 2.1%
E1 : ± 0.8%
kkat : ± 2.9%
Ekat : ± 3.4%
λ : ± 6.1%,
das A-Kriterium betra¨gt 0.00124372.
Ausgehend vom nichtrobusten Versuchsplan wurde dann mit der Zielfunktion
min
ξ∈Ω
φ(C(ξ, p0)) + γ
∥∥∥∥ ddpφ(C(ξ, p0))
∥∥∥∥
2,Σ
ein robuster Versuchsplan unter Beru¨cksichtigung der Parameterunsicherheit berechnet,
siehe Abschnitt 8.2 in Kapitel 8. Dabei wa¨hlten wir Σ = I und γ = χ5(1− 0.95) fu¨r
einen Konfidenzlevel von 95%. Zur Berechnung der Differenzenquotienten verwendeten
wir ∆pj = 1 · 10−5, j = 1, . . . , 5.
Auch hier hatte das Vierfachexperiment-Optimierungsproblem 100 Variablen.
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Experiment na1 na2 na4 ckat ϑ Probenahmen bei
1 25.66 30.40 0.4 0 25.98 5, 6, 7, 8, 9, 10
2 41.50 43.37 0.4 1.71 20 0.66, 1, 1.33, 8, 9, 10
3 15.78 15.93 0.4 0.99 40.86 0.33, 0.66, 7, 8, 9, 10
4 10.73 10.73 0.4 0 88.60 0.33, 0.66, 1, 1.33, 1.66, 2
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Abbildung 10.18: Steuergro¨ßen, Messungen und Trajektorien des optimalen, nichtrobusten
Vierfachexperiments fu¨r die Diels-Alder-Reaktion
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Experiment na1 na2 na4 ckat ϑ Probenahmen bei
1 39.55 46.09 0.4 0 20 5, 6, 7, 8, 9, 10
2 41.45 43.45 0.4 1.90 20 0.33, 0.66, 1, 8, 9, 10
3 41.88 42.84 0.4 1.35 31.92 0.33, 0.66, 7, 8, 9, 10
4 40.54 44.71 0.4 0 32.21 0.66, 1, 1.33, 1.6, 2, 2.33
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Abbildung 10.19: Steuergro¨ßen, Messungen und Trajektorien des optimalen, robusten
Vierfachexperiments fu¨r die Diels-Alder-Reaktion
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Die Ergebnisse der robusten Optimierung sind in Abbildung 10.19 zusammengestellt. Fu¨r
den Parametersatz p0 ergeben sich daraus die Standardabweichungen
k1 : ± 2.2%
E1 : ± 4.0%
kkat : ± 2.9%
Ekat : ± 5.6%
λ : ± 5.6%
und das A-Kriterium 0.00184572. Dies ist erwartungsgema¨ß schlechter als fu¨r den nicht-
robusten Versuchsplan.
Zur Beurteilung der Robustheit dieses Versuchsplans werten wir die Standardabweichun-
gen und das A-Kriterium jedoch nicht nur in p0 aus, sondern auch fu¨r gesto¨rte Werte in
der Umgebung von p0. Abbildung 10.20 zeigt hierbei exemplarisch anhand einiger Schnit-
te durch den (fu¨nfdimensionalen) Parameterraum den Vergleich zwischen robustem und
nichtrobustem Design. Die Scha¨tzgu¨te beim robusten Versuchsplan ist dabei wesentlich
unempfindlicher gegen A¨nderungen der Parameterwerte.
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Abbildung 10.20: Vergleich zwischen robustem (gru¨n) und nichtrobustem (rot) Design fu¨r
die Diels-Alder-Reaktion. Durch die robuste Versuchsplanung wird die Empfindlichkeit
des Gu¨tekriteriums auf Parametera¨nderungen deutlich reduziert.
Kapitel 11
Schlußbemerkungen
Mit dieser Arbeit und der zugeho¨rigen Software VPLAN stellen wir ein umfassendes
Werkzeug zur Behandlung einer allgemeinen Problemklasse zur Verfu¨gung.
Wir betrachten Prozesse, die durch nichtlineare Differentiell-Algebraische Gleichungssy-
steme modelliert werden. Zu deren Lo¨sung verwenden wir BDF-Verfahren.
Zur Modellvalidierung lo¨sen wir nichtlineare beschra¨nkte Parameterscha¨tzprobleme. Die
DAE-Modellgleichungen treten dabei als Nebenbedingungen auf. Wir parametrisieren die-
se zum Beispiel mit der Mehrzielmethode und lo¨sen die nichtlinearen beschra¨nkten Least-
Squares-Probleme mit Verallgemeinerten Gauß-Newton-Verfahren. Die Sensitivita¨tsana-
lyse in deren Lo¨sungspunkt ergibt Na¨herungen der Konfidenzgebiete der Parameterscha¨t-
zung. Ein Maß fu¨r die Signifikanz der Scha¨tzung sind Gu¨tekriterien auf der Kovarianz-
matrix.
Indem wir diese minimieren, gelangen wir zur Formulierung Nichtlinerer Optimaler Ver-
suchsplanungsprobleme mit Prozeßsteuerungen und Meßentwurfsgro¨ßen als Variablen.
Diese sind beschra¨nkte Optimalsteuerungsprobleme, wiederum mit dem zugrundeliegen-
den DAE-System als Nebenbedingung. Zur Parametrisierung der Steuerfunktionen ver-
wenden wir den Direkten Ansatz. Fu¨r die Optimierung setzen wir SQP-Verfahren ein, was
fu¨r die Bereitstellung der beno¨tigten Gradienten eine spezielle Ableitungserzeugung erfor-
derlich macht, da die Zielfunktion bereits von Sensitivita¨ten der Lo¨sung der Modellfunk-
tionen nach den Parametern abha¨ngt. Wir berechnen die Ableitungen durch Matrixablei-
tungskalku¨l in Verbindung mit Interner Numerischer Differentiation und Automatischer
Differentiation. Die Ganzzahligkeit der Meßentwurfsgro¨ßen behandeln wir mit geeigneten
Relaxierungen und Heuristiken.
Bei Parameterscha¨tzung und Versuchsplanung treten ha¨ufig Mehrfachexperimentaufga-
ben auf. Wir nutzen die Strukturen, die sich durch diese Formulierung ergeben, effizient
aus. Außerdem ermo¨glicht dieser Ansatz die Beru¨cksichtigung von Vorexperimenten, die
als festgehaltene Bestandteile eines Mehrfachexperimnts zwar in die Berechnung der Ko-
varianzmatrix, nicht aber in die Optimierung eingehen.
Zur Robusten Versuchsplanung, daß heißt der Beru¨cksichtigung der Parameterstreuung,
schlagen wir zwei Ansa¨tze vor. Einerseits eine sequentielle Vorgehensweise aus Optima-
ler Versuchsplanung, Versuchsdurchfu¨hrung und Parameterscha¨tzung, andererseits einen
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Worst-Case-Ansatz zur Berechnung des besten Versuchsplans unter gegebener Parame-
terverteilung.
Die in der Arbeit behandelten Methoden wurden im Softwarepaket VPLAN implemen-
tiert. Bei dessen Entwicklung wurde auf Problemunabha¨ngigkeit und Bedienungsfreund-
lichkeit Wert gelegt.
Methodik und Software wurden auf verschiedene Probleme angewendet. Anhand vier aus-
gewa¨hlter Praxisbeispiele demonstrieren wir den erfolgreichen Einsatz. Als erstes Bei-
spiel zeigt die Phosphinreaktion, daß mit sequentieller Versuchsplanung und Parame-
terscha¨tzung Experimente bestimmt werden ko¨nnen, die wesentlich signifikantere Scha¨t-
zungen erlauben als eine vergleichbare intuitive Vorgehensweise. Bei der Urethanreakti-
on, die ein wesentlich komplexeres Reaktionssystem und eine praxisnahe Modellierung
beinhaltet, fa¨llt dieser Vergleich noch viel drastischer zugunsten unserer Methodik aus.
Zwei optimal geplante Experimente liefern hier wesentlich genauere Scha¨tzergebnisse als
fu¨nfzehn intuitiv entworfene. Das Beispiel einer Veresterungsreaktion ist ein komplexes
mehrphasiges Reaktionssystem. Hier kann ein Mehrfachexperiment-Versuchsplan berech-
net werden, mit dem alle Modellparameter mit der in der Praxis geforderten Genauigkeit
gescha¨tzt werden ko¨nnen. Am Beispiel einer Bimolekularen Katalyse demonstrieren wir
schließlich, daß mit Robuster Versuchsplanung Experimente entworfen werden ko¨nnen,
die unempfindlich gegen die Parameterunsicherheiten sind.
Unsere Software VPLAN wird erfolgreich in der industriellen Praxis eingesetzt. Mit ihr
liegt erstmals ein Werkzeug vor, mit dem aus einer Hand Modellierung, Simulation, Pa-
rameterscha¨tzung und Optimale Versuchsplanung fu¨r nichtlineare DAE-Systeme durch-
gefu¨hrt werden ko¨nnen — ein Virtuelles Laboratorium fu¨r dynamische Prozesse.
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