Let K/Q p be a finite Galois extension and D a (ϕ, Γ)-module over the Robbaring B † rig,K . We give a generalization of the Bloch-Kato exponential map for D using continuous Galois-cohomology groups
Introduction
We fix some notation. Let K be a finite extension of Q p and denote by F the biggest subextension of K that is unramified over Q p . Let µ p n denote the roots of unity in a fixed The main result of the third section is then the following interpolation property (see Theorem 3. 41 for the precise statement):
Theorem. Let D be a de Rham (ϕ, Γ K )-module over B † rig,K , g ∈ D ∞,g (D) and G a "complete solution" (cf. Definition 3.32) for g in L and let h ≫ 0. Then for k ≥ 1 − h and n ≫ 1 one has
Cor Ln/Kn exp Kn,D(k) (Ξ n,k (G)).
If one is interested in the construction of p-adic L-functions, one needs to construct a certain "inverse" of the map Ω h . This construction depends on the so-called reciprocity law for (ϕ, Γ)-modules, which we will return to in a future paper, using the results of this article.
We remark that during this work learned of the results of K. Nakamura [23] , who gave a description of a "big exponential map" for (ϕ, Γ)-modules. We briefly outline how our constructions differ from [23] . Firstly, we show the existence of a fundamental exact sequence 0
of continuous G K -modules associated to any (ϕ, Γ)-module D, generalizing the BlochKato fundamental exact sequence (cf. p. 19 for the definition of X). Taking continuous Galois-cohomology one obtains, in a completely analoguous fashion to theétale case, a generalized Bloch-Kato exponential map as the transition map for cohomology, which is automatically functorial by construction. Secondly, we introduce certain finitely generated H(Γ)-submodules D ∞, * (D) of the free B(Γ)-module N dR (D) ψ=0 such that X arises in a natural way after projecting to some finite level K n and looking at the Bloch-Kato exponential map on this level. Using these two different ingredients we are able to show the main theorem above.
Some important facts about these modules are:
• the D ∞, * (D) are invariant under Tate-twists (as opposed to (1 − ϕ)N dR (D) ψ=1 ), and
• the D ∞, * (D) remove the ambiguity in the statements [23] , Theorem 3.10 (1) and [4] , Theorem II.16 about the existence of an element y such that (1 − ϕ)(y) = x.
These points and further examples suggest that, in order to study reciprocity laws and the connection of exponential maps with p-adic L-functions, one should look at these modules instead of (1 − ϕ)N dR (D) ψ=1 . We also refer to the introduction of [27] in thé etale unramified case for some further motivation.
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Rings and Modules

General notations
The general strategy of Fontaine is to study p-adic representations by certain admissibility conditions. Recall that if V is a finite dimensional Q p -vectorspace endowed with a continuous action of a topological group G and if B is a topological Q p -algebra which also carries an action of G, then Fontaine considers the B G -modules D B (V ) = (B ⊗ Qp V ) G . It inherits actions from B and V . One says that V is B-admissible if B ⊗ Qp V ∼ = B d as G-modules. Let k be a perfect field of characteristic p. We denote by W (k) the ring of Witt-vectors for k and set F = Quot(W (k)). Let K/F be a totally ramified extension of F . Fix an algebraic closure F of F and denote by C p = F the p-adic completion of this closure. Let G K = Gal(K/K) be the group of automorphisms of K which fix K. By continuity these are also the K-linear automorphisms of C p . Let O Cp be the ring of integers of C p and m Cp its maximal ideal. We have O Cp /m Cp = k.
We denote by µ p n the group of roots of unity of p n -order in C p and set K n = K(µ p n ). Further we pose K ∞ = n K n . We fix once and for all a compatible set of primitive p-th roots of unity {ζ p n } n≥0 such that ζ 1 = 1, ζ p = 1, ζ p p n+1 = ζ p n . One has the cyclotomic character χ : G K → Z × p which is defined by the formula g(ζ p n ) = ζ χ(g) p n for n ≥ 1 and g ∈ G K .We set H K = ker(χ) and Γ K = G K /H K , which is the Galois group of K ∞ /K. We know that this can also be identified via the cyclotomic character with an open subgroup of Z × p . If K/Q p is a finite extension denote by F = K 0 the maximal unramified extension of Q p in K. Further denote by K ′ 0 the biggest unramified subextension of K 0 in K ∞ . By a p-adic representation we mean a finite dimensional Q p -vectorspace endowed with a continuous and linear action of G K . A Z p -representation is a free Z p -module of finite rank equipped with a linear and continuous action of G K . It is known that if V is a p-adic representation then there exists a Z p -lattice T in V that is stable under the action of G K .
If C • (−) denotes complex of R-modules for some commutative ring (for example, C • (G K , M )) R we denote as usual RΓ(−) the complex which we regard as an object in the derived category of R-modules.
Rings in p-adic Hodge theory
We first recall certain rings constructed by Fontaine, see for instance [16] . Let
Similarly, let
This is the set of elements of E such that x (0) ∈ O Cp . One can define multiplication and addition on these sets. Also, one knows that E is the fraction field of E + .
With the choices of the primitive p n -th roots of unity one defines the elements ε = (1, ζ p , . . .) ∈ E + and π = ε − 1 ∈ E + . One has the usual commuting actions of a Frobenius ϕ and the Galois group G Qp on E, which restrict to actions of E + . For K/Q p finite we set
where n(K) is some constant depending on K which arises in the fields of norm theory of Fontaine-Wintenberger (cf. [15] ). We put
One can show that that E F = κ((π)) and one defines E as the seperable closure of E F in E. Let E + = E ∩ E + and m E = E ∩ m E . One can show that E K = E H K and one knows that Gal(E/E K ) ∼ = H K .
Let W be the Witt functor. We set
We write elements x ∈ B + as x = ∞ k≫−∞ p k [x k ] where x k ∈ E + and [x k ] is its Teichmüller representative. The commuting actions of ϕ and G Qp on E + extend to an action of B + (and A, B, . . .).
We have a ring homomorphism
is a principal ideal generated by ω. 
We say that a p-adic representation V of G K is de Rham if it is B dR -admissible. We put
From Fontaine's theory it is known that D dR (V ) is finite dimensional K-vectorspace which we endow with the above (exhaustive, seperated and decreasing) filtration. We say that a p-adic representation V is Hodge-Tate with Hodge-Tate weights
We say that V is positive if its Hodge-Tate weights are negative. It is known that every de Rham representation is Hodge-Tate and that the Hodge-Tate weights are those integers h such that there is a jump in the filtration at −h, i.
With this convention the representation Q p (1) is of weight 1.
Let
and set B Qp = A Qp [1/p] . Then B Qp is a field, complete for the p-adic valuation with ring of integers A Qp and residue field E Qp . Let B be the p-adic completion of the maximal unramified extension of B Qp in B. We define A = B ∩ A, A + = A ∩ A + . These rings still have the commuting action of ϕ and G Qp . We put
By Hensel's Lemma there exists a unique lift π K ∈ A K such that the reduction mod p is equal to π K , viewed as an element in A.
Colmez has defined the ring
a n ω n p n | a n ∈ B + , a n → 0 for n → ∞} which is "very close" to B + cris . We set B max = B + max [1/t] . There is a canonical injection of B max into B dR and it is therefore equipped with a canonical filtration. There are actions of ϕ and G Qp on B max , which extend the actions on A + → A + . Let
and
We remark that one has B rig = ∞ n=0 ϕ n (B cris ) and hence in particular
cris . We say that a representation is crystalline if it is B max -admissible, which is the same as asking that it be B + rig [1/t]-admissible. We put 
Again this is a K 0 -vectorspace of dimension d, equipped with a filtration and an action of Frobenius induced by B st . As before we have in this case
Additionally one can define the monodromy operator N = −d/d log[π] on B st which induces a nilpotent endomorphism on D st (V ) and satisfies the relation N ϕ = pϕN . We also make use of the finite dimensional
We note that x as above converges in B dR if and
k converges in C p . For n ≥ 0 we set once and for all r n = (p − 1)p n−1 . Colmez and Cherbonnier showed that for n big enough such that r n ≥ r there is an injection
We put
Proof. See [10] , Proposition II.4.1.
If A is a ring which is complete for the p-adic topology and X, Y are indeterminantes we let 
and finally to a map ϕ : A I → A pI for every I. 
We make use of the following notation: Suppose R is a commutative ring equipped with an endomorphism f : R → R, and M is a R-module. We may then consider the R-module R ⊗ f,R M , where R is considered as an R-module via r · s := f (r)s (r, s ∈ R).
and a continuous action of Γ K which commutes with ϕ D , such that the map
is an isomorphism of B † rig,K -modules.
rig,K ) so that one may define an operator ψ on B † rig,K by sending
rig,K we have thanks to condition a) in the definition of (ϕ, Γ)-modules that there exists a unique operator ψ on D that is defined by the same formula and that and commutes with the action of Γ K .
Proof. For the proof of the right-exactness one just uses the fact that if x ∈ D ψ=0 then (uniquely)
The compatibility with the action of Γ K is clear since it commutes with ψ.
If L/K is a finite extension, we denote the restriction D| L by
where for f ∈ D * the actions of Γ K and ϕ are defined via
where ϕ and Γ K act diagonally. Note that this does not imply that ψ acts diagonally. Let D be a (ϕ, Γ K )-module over B † rig,K of rank d. By [6] , Theorem I.3.3 there exists an n(D) and a unique finite free B †,r n(D)
is an isomorphism.
B † rig -modules and B-pairs
Let us collect some facts about ϕ-modules over B † rig .
Definition 2.4. Let h ≥ 1 and a ∈ Z. The elementary ϕ-module M a,h is the ϕ-module over B † rig with basis e 0 , . . . , e h−1 and ϕ(e 0 ) = e 1 , . . . , ϕ(e h−2 ) = e h−1 , ϕ(e h−1 ) = p a e 0 .
Proof. See [19] , Theorem 4.5.7. Definition 2.6. Let M be a ϕ-module over B † rig . If M = M a,h is elementary one defines the slope of M as µ(M ) = a/h and one says that M is pure of this slope. One knows (cf. [6] , section 2.2.) how to construct a functor D from the category of B-pairs to the category of (ϕ, G K )-modules over B † rig such that there exists a unique
Hence, one has, similarly as in the preceding theorem:
D gives rise to an equivalence of categories between the category of (ϕ, Γ K )-modules over B † rig,K and the category of (ϕ,
We shall also abbreviate
which is independent of the choice of n for n ≫ 0. It is known that the canonical map
induced by a⊗x → ax, is an isomorphism of G K -modules for every n ≥ n(D). One defines the following map of G K -modules:
. (2) We use the same symbol for the map β :
Let now W be a B-pair and set We recall the following definition, introduced by Fontaine (see [14] ):
11. An almost C p -representation is a p-adic Banach space X equipped with a linear and continuous action of G K such that there exists a d ≥ 0 and two (finite-
Berger has shown that X 0 (W ) and X 1 (W ) are almost C p -representations, cf. [7] .
Cohomology of (ϕ, Γ K )-modules
Liu (cf. [22] ) has worked out reasonable definitions for cohomology of (in general non-étale)
, which is, up to canonical isomorphism, independent of the choice of γ K (cf. [22] , section 2), so that we shall now fix a choice of ∆ K and γ K .
For applications in Iwasawa-theory one also considers the following complex:
rig,K one may, following Herr ([17] ), define the following cup products (we always mean classes where appropriate):
(5) We note that some authors swap the maps of the sequence C • ϕ,γ K (D) so that of course one has to adjust the definition of the cup-product. We adhere to the conventions made in [17] . Liu's result is then ( [22] , Theorem 0.1 and Theorem 0.2): 
Recall that
and n be such that γ
We define the restriction maps Res : 
Similarly, we define the corestriction map Cor :
induced by the following map on complexes:
Proof. It is clear that on Since the H i (K, D) are cohomological δ-functors (see [21] , Theorem 8.1) we get the claim.
We begin with a series of definitions (see [3] , section 5, and [6] ).
and, via the transition maps D
is decreasing, separated and exhaustive. We also set D
One has canonical maps which we will denote by α * for * ∈ {cris, st, dR}, induced by a ⊗ d → ad:
Proposition 2.16. All maps α * above are injective. Hence, one always has inequalities
D for * ∈ {cris, st, dR} if and only if the corresponding α is an isomorphism.
Proof. Standard proof. 
. We say that D is positive if h ≤ 0 for all weights h, and that D is negative if h ≥ 0 for all weights h.
Proof. The first part is obvious from the definitions and can be shown the same way as in theétale case. The second follows similarly from Lemma 2.19.
One can define the Tate-twist for a (ϕ,
Analoguously one define a Tate-twist for a filtered (ϕ,
and if e k is a generator of Z p (k), the isomorphism
Similarly, we define D to be potentially crystalline (resp. potentially semistable) if there exists a finite extension L/K such that D| L is cristalline (resp. semistable).
is defined as ∂ := 1/t · ∇. We remark that ∇ is independent of the choice of γ, which may be checked with the series properties of log. The module N dR (D) is denoted by D in [8] , Theorem III.2.3. This theorem also implies:
The following proposition is analoguous to [3] , Theorem 3.6.
Proof. We only treat the first case, as the proof of the others is similar.
M has rang r (that is, the image of a basis of D under M form a free B † rig,K -module of rank r) and satisfies
rig,K ) is the matrix of ϕ with respect to the basis {e i }. If one sets Q = ϕ m−1 (P ) . . . ϕ(P )P then ϕ m (G)Q = γ K (Q)G and hence γ K (N Q)G = N Q, so that N Q determines r elements in D that are fixed under Γ K . But since for m big enough the matrix M has rank r and P has full rank, since it is an injection and B † rig,K · ϕ(D) = D, one sees that these elements give a rank r-submodule of D. Hence, the K 0 -vectorspace generated by these elements is also of dimension r, whence the claim.
Before stating the next result we recall the notion of a p-adic differential equation. If D is any (ϕ, Γ K )-module over B † rig,K it is known that the same definition as for ∇ gives rise to differential operator ∇ D : D → D that commutes with the action of ϕ and Γ K such that ∇ D (λx) = ∇(λ)x + λ∇ D (x) (see [6] , Proposition III.1.1). With this one may also consider the operator
Proof. [1] .
Recall that a ∇-crystal over B † 
Conversely if D| L ′ [1/t] contains a unipotent ∇-subcrystal of rank d for some finite extension L ′ /K then the again by loc.cit. there exist elements e 0 , . . . , e d−1 which generate an L ′ 0 -vectorspace of dimension d on which log(γ) acts trivially. Hence, there exists a finite extension L/L ′ such that Γ L acts trivially on this basis, so that we obtain a basis of
We briefly review the slope theory of ϕ-modules over B † rig,K or B † [19] ; see also [20] , Hypothesis 1.4.1. resp. Example 1.4.2). We define the degree deg(M ) of M to be w(λ), where w is the p-adic valuation of B K . If M is of rank n then n M has rank 1. We
We remark that the definition of the degree (hence the slope) is independent of the choice of the generator. Under the equivalence of Theorem 2.9 we have the following correspondence of the slope theory: If D is a (ϕ,
Proof. See [20] .
3 Exponential maps 3.1 Bloch-Kato exponential maps for (ϕ, Γ K )-modules
In this section we define short exact sequences associated to (ϕ, Γ K )-modules, generalizing the "classical" Bloch-Kato sequence (see [9] ) which one may use to study cohomological questions relating to p-adic representations (i.e. the slope zero case). One interesting phenomenon that occurs in this more general setting is that, in order to get the general versions of the exponential maps, it is necessary to distinguish between the slope ≤ 0-case and the slope > 0-case.
We are interested in the long exact sequences for continuous Galois-cohomology induced by these sequences. Let us briefly recall the machinery. Let M be continuous G K -module and define the continuous imhomogeneous cochains in the usual way (q ≥ 0):
. . , g q+1 ).
By convention C −i (G K , M ) = 0 for i > 1. The continuous cochain complex is then defined via
and one defines continuous cohomology via
is an exact sequence of G K -modules such that f admits a continuous (but not necessarily G K -equivariant) splitting, then continuous cohomology induces a long exact sequence
Proof. This is standard, see for example [30] , §2.
If there is no possibility of confusion we will drop the subscript "cont". The splitting property in our setting will be granted by the following Proof. See [12] , Proposition I.1.5, (iii).
We define the following set X, which will be used in the next few statements: 
Additionally, each g above admits a continuous (not necessarily G K -equivariant) splitting.
Proof. The exactness of the first sequence is tautological, see Theorem 2.10. For the second recall that for a ϕ-module M over B † rig the map ϕ − 1 :
This implies the exactness of the second sequence. For the exactness of the last sequence first observe that the map g is well-defined. Recall that N : D log → D log is extended linearly from the operator N on B † log , so that (6) , implies that it is enough to check that if (0, y, z) ∈ X then there exists x ′ ∈ D[1/t] such that g(x ′ ) = (0, y, z), which is nothing but exactness of the second sequence.
The splitting property follows from Proposition 3.2 for the first sequence. For the remaining ones one has to observe that continuous surjections 1 − ϕ and N on D[1/t] have continuous sections, which follows for example from the proof of Proposition 2.1.5 of [19] for the first map, and is obvious for the monodromy operator. 
Proof. The exactness of the first sequence is again tautological by Theorem 2.10. The rest of the proof follows analoguously to the previous proposition.
Putting everything together, we also see:
Corollary 3.5. Let D be a (ϕ, Γ K )-module over B † rig,K . Then one has the following exact sequence of G K -modules:
Following Nakamura, we now define for a B-pair W = (W e , W + dR ) the following complex:
, which is induced by the canonical inclusion W e i −→ W dR . That is, we have
More generally, one may define the following complexes:
We recall:
→ C → 0 be a short exact sequence of continuous G Kmodules such that g admits a continuous, but not necessarely G K -equivariant, splitting. We write (by abuse of notation)
a) The natural map of complexes
. . .
cone(g) :
is a quasi-isomorphism that is compatible with the long exact sequence, i.e. the following diagram is commutative:
b) The natural map of complexes
Proof. This is left as an exercise, see for example [31] , 1.5.8.
Lemma 3.7. We have canonical quasi-isomorphisms With this statement and the properties of the cone we obtain a long exact sequence of cohomology groups:
Proof. Let W = W(D). Observe that the inclusions
With these exact sequences in mind we suggest the following
from the exact sequence above is called generalized Bloch-Kato exponential map for D. 
where the second map is well-defined due to the discussion in [7] , Remark 3.4. α and β are continuous and fit into the following commutative diagram of G K -modules:
where we use the identifications for X 0 and X 1 from Theorem 2.10.
Proposition 3.10. One has a quasi-isomorphism
that is functorial in D.
Proof. We denote by A • the complex on the left hand side of the statement. One checks that the commutativity of the preceeding diagram and the cohomological version of [31] , Exercise 1.5.9 show that one has a commutative diagram 
(cf. the discussion in [24] , 3.4.1.3, 3.4.1.4; it holds in this general setting). We recall that in the derived category of B † rig,K -modules, the complex C • ϕ,γ is also represented by
cf. [29] , section 3.3, where the last identification is due to (7) .
The following is then a generalization of Proposition 2.24:
Proposition 3.11. One has an isomorphism
Proof. The proof is similar to [29] , Proposition 3.8. It suffices to show that that the natural map
is an isomorphism, since applying cone • ϕ−1 −→ • induces the morphism in the statement again due to (7) . We apply the techniques of [2] , Appendix I and use the notation there, as follows: Let Λ := B †,r 
Rm=1 .
By construction of the map R m it is clear that (
as in the proof of loc.cit., Proposition 7.7, one may infer that γ K − 1 acts invertibly on
gives the claim.
Putting everything together, we see:
Corollary 3.12. One has an isomorphism
Proof. We observe that the natural map
is a quasi-isomorphism. This, together with the preceeding isomorphisms implies
where ( * ) holds since the natural map D) is an isomorphism, since again H n (H K , D) = 0 for n > 0 due to (8) : for i = 1 this follows from the five term exact sequence in low degree, which extends in this case for continuous cohomology similarly as in e.g. [25] , §6, to higher degrees by induction.
Proof. This follows from the preceeding Corollary and [21] , Theorem 8.1.
We wish to give a more explicit description of the isomorphisms on cohomology which we will need in the characterizing property of the big exponential map, where actually only the map for the H 1 's will be important for us. Hence, we may only sketch certain steps for the higher cohomology groups (that is, H 2 ).
We briefly describe how one may interpret, in the slope ≤ 0-case, the cohomology group
) and consider the exact sequence of G K -modules
Since c is a 1-cocycle one has σ(τ (a, x)) = σ(a, τ x + ac τ ) = (a, στ x + aσc τ + c σ ) = στ (a, x), so that one has a well-defined map
). E c is trivial if and only if there exists an element 1 ∈ E c such that g1 = 1 for all g, i.e. 1 = (1, x), g1 − 1 = (0, gx − x + c g ) = 0, so that c g = (1 − g)x is a coboundary, which implies that the above map factors through B 1 (K, D). The fact that this map is an isomorphism can be checked as in the p-adic representation case. Proposition 3.14. Suppose we are in the situation of Lemma 3.3. Then the complex
We may assume that Γ K is pro-cyclic with generator γ K . First we have
thanks to Proposition 2.24. For H 1 we apply the construction of Cherbonnier/Colmez ([11] ). To wit, let (x, y) ∈
defines a 1-cocycle with values in D but one easily checks that (ϕ − 1)h 1 K,D ((x, y)) = 0 so that we actually have a cocycle in H 1 (G K , X 0 (D)). Injectivity and surjectivity now follow in the same way as in loc.cit. if one uses the description of extensions of Q p by X 0 (D) given above, so that we obtain the isomorphism in the H 1 -case.
For H 2 one can show that since X 0 (D) is an almost C p -representation that one has a Hochschild-Serre spectral sequence
Looking at the quasi-isomorphisms in Corollary 3.12 one sees that using Lemma 3.6, since we are in the X 1 (D) = 0-case, the map
that are of the same dimension. This gives the description of the map for H 2 .
Lemma 3.15. Let D be a (ϕ, Γ K )-module over B † rig,K and assume that Γ K is pro-cyclic with generator γ K . Then one has an exact sequence
Proof. Recall that by definition
so that the first map is well-defined an injective. One checks that the map g is well-defined and if
We remark that this sequence is nothing but the short exact sequence associated to the inflation-restriction sequence if D isétale, i.e.,
see for example [13] , section 5.2. 
Proof. We may assume that Γ K is procyclic with generator γ K . Since the slope of D is > 0 one has X 0 (D) = 0, so that
The same holds tautologically for H 0 (C • D ). For the case of the H 1 's observe that since X 0 (D) = 0 Lemma 3.15 implies that the canonical map
is an isomorphism. From Theorem 2.10 we also know that X 1 (D) = D/(ϕ − 1). Hence, from Corollary 3.12 and Lemma 3.6 we have that the map
gives the identification. For H 2 one has similarly as in the slope ≤ 0-case a Hochschild-Serre spectral sequence
. From the exact sequence in low degree terms one then has
From the sequence 0 −→ D
so that again by Corollary 3.12 and Lemma 3.6 the canonical inclusion of finite-dimensional Q p -vectorspaces
gives the description of the map for H 2 .
Finally we describe how one may piece together the isomorphisms
in the general case (where we only make the case H 1 explicit, which is all we need for the application to Perrin-Riou's exponential map): 
and one sees that actually h i ((x, y)) ∈ H 1 (K, W(D)), which gives the description of the isomorphism in the general case by the properties of the mapping cone.
We will briefly describe, similarly as in the slope ≤ 0-case before, how one may interpret the cohomology group H 1 (G K , W e (D)) as extensions of B e by W e (D) (note however that we do not make any assumptions about the slopes of D). So let c ∈ H 1 (G K , W e (D)) and consider the exact sequence of G K -modules
so that one has a well-defined map
). E c is trivial if and only if there exists an element 1 ∈ E c such that g1 = 1 for all g, i.e.
so that c g = (1 − g)x is a coboundary, which implies that the above map factors through B 1 (K, W e (D)). The fact that this map is an isomorphism can be checked as before.
Proof. The proof is similar to the ones before; in fact, one may reduce to the case of Corollary 3.5 by taking direct limits (see also [23] , Theorem 4.5). We are interested in the explicit description of the maps. From Proposition 2.24 again we have:
For H 1 we apply the same construction as in Proposition 3.14. So let (x, y) ∈ 
] the claim follows, since taking invariants is compatible with direct limits.
Alternatively, the claim also follows from [14] , Theorem 2.14, B) i).
We shall make use of the following considerations. Let D be a semi-stable (ϕ, Γ K )-module over B † rig,K and consider the following complex C st (K, D) (concentrated in degrees 0, 1, 2):
(10) Then an element in H 1 (C st (K, D)) can be considered as an element in H 0 (K, X) and hence be mapped via the exponential map to H 1 (K, W(D)).
We shall give two maps which will be important in the construction of the dual exponential map for de Rham (ϕ, Γ K )-modules.
First we remark that the canonical inclusion
. This allows us to describe a map
) (cf. Proposition 3.17) and the canonical map
Secondly, we show that the map
which generalizes Kato's formula of [18] , §II.1, is an isomorphism, which may be proved as follows. First observe that
From [16] , Proposition 5.25, one knows that 
Of course, in theétale case this is nothing but the dual exponential map considered by Kato in [18] . But even in this more general case this map has the desired property with respect to adjunction via pairings. First recall that one may define the K-bilinear perfect pairing [ , ] K,D by the natural map
For the next proposition we note that Nakamura uses a different definition of the dual exponential map (see [23] , section 2.4), which we briefly recall (we refer to loc.cit for the proofs): one may define the cohomology groups
, which is computed by the complex
The second definition of exp * K,D is then given by the composition of the map y) ] → ι n (y) (for n big enough) and the inverse of g D . Since H i (H K , B dR ) = 0 for i > 0 the five term exact sequence gives
. Using the same argument as in Proposition 3.18 one sees that the natural map
) defined before is also given by [(x, y)] → ι n (y). Hence, using all these identifications one obtains a commutative diagram
which shows that the two definitions of exp * coincide. 
Proof. As before we have
Further Let n be big enough so that we may embed this cocycle into
and we may consider ϕ −n (b) as an element in B dR ⊗ D. Since γ Kn t = χ(γ Kn )t the action of γ Kn − 1 is invertible on t k K n ⊗ D K st (D) for every k = 0. Putting this together we see that
σ acts via its image σ ∈ Γ n K (trivially) on K n . Furthermore, if n i ∈ Z is a sequence such that σ = lim i→∞ γ n i
Kn one checks by going to the limit that
acts trivially on K n . Hence, the above cycle is equivalent to
The claim follows now from formula (11).
Perrin-Riou exponential maps for (ϕ, Γ K )-modules
We make the following definitions: 
We first note that if
Proof. Let f ∈ B † rig,K . Due to Proposition 2.1 and Lemma 2.2 there is a polynomial P in B † rig,F such that P (f ) = 0 and
log,K and ∂(f ) = 0. Since log π is a transcendent element over any B † rig,K this gives rise to relations ∂(f i )+(j +1) 
whence the claim follows from the Lemma above. 
is an isomorphism of Γ K -modules.
Proof. With our preparations, namely, Lemma 3.25 and Lemma 3.26, this proof works the same as in [27] , Proposition 2.2.3.
Obviously the operator ∂ induces a map of Γ K -modules
which however is in general neither injective nor surjective. This should be contrasted with theétale case where
) and the fact that ∂ in this setting corresponds to the Tate-twist isomorphism.
For a semistable (ϕ, Γ K )-module consider the following complex:
Hence,
One also checks that
furnishes an exact sequence for
Lemma 3.29. Let k ∈ N. Then one has an exact sequence of Γ K -modules
Proof. The proof may be done in an analogous way as in [27] , Lemma 2.2.5. We give a description of the map R D following the definition of a map R D (cf. equation (15)) since the constructions which give rise to it will be important later on. We just briefly mention that this map depends on the inclusion
From the lemma we see that, by considering the possible eigenvalues for ϕ,
for h ≫ 0 since the H i (C(D)), i = 0, 1, vanish in this case. More precisely, forétale (ϕ, Γ K )-module one has the following:
Proof. We may reduce to the case that D is semi-stable with K 0 = K ′ 0 and further by twisting that h = 1. We have to check that ∂ :
is an isomorphism, i.e., we have to check the vanishing of H 0 (C(D(−2))) and H 1 (C (D(−2)) ). For the first this is obvious since for an admissible filtered (ϕ, N )-module that is positive the eigenvalues of the Frobenius are positive. Similarly, thanks to the exact sequence (12), we see that the H 1 -part vanishes.
Remark 3.31. We suspect that in the cases where V is as above and does not contain the subrepresentation Q p (h) one actually has
This would fit in with the characterizing description of the big exponential map in thé etale case; cf. also the discussion in [26] , section 5.1.
We recall the application R D . For our purposes (since we may restrict/corestrict) it will be enough for this part to assume that D of PR-type over B † rig,K .
Definition 3.32. Let g ∈ D ∞,g (D) and r be big enough such that D ∞,g (D) admits the description in (14) . A family of elements ( 
where for almost all j one has λ j = µ j = 0. On B † log,K ⊗ K 0 D K st (D), as one checks easily, we have the identity of operators (pN ⊗1+1⊗N )(ψ⊗1−p −k ⊗ϕ) = (ψ⊗1−p −k+1 ⊗ϕ)(N ⊗1+1⊗N ) = (ψ⊗1−p −k+1 ⊗ϕ)N,
since N ⊗1 vanishes on elements of t i ·D K st (D), hence the relation (by applying (ψ −1 ⊗1 = ϕ ⊗ 1, which we may since ψ acts invertibly on
On the coefficients this implies the relation N µ j = (1 − p −j+1 ϕ)λ j .
If A = j≥−k ν j /(j + k)! · t j+k and if one changes G k to G ′ k = G k + A so that still ∂ k (G ′ k ) = ∂ k (G k ), then λ j is changed to λ j + N (ν j ) and µ j is changed to µ j + (1 − p j ϕ)ν j . Hence, L k is changed to L k +N (A) and M k is changed to M k +(1−ϕ)(A), so that the class of (λ i , µ i ) is well-defined in H 1 (C(D| L (−i))). The tupel (λ j , µ j ) may be considered as an element of H 1 (C(D| L (−i)))(i), and we denote the collection of these elements element by R D (g), i.e. one has a Γ K -equivariant map
We note that the map R D in Lemma 3.29 is the composition of (1 − ϕ) with R D and the natural projection to the sum −k≤i<0 H 1 (C(D| L (−i)))(i). Define for all k ∈ Z
These definitions imply that (calculating again in B †
hence, since ∂ acts invertibly on (B † log,
Of course, M k = L k = 0 for k big enough. We will also refer to the system H = (L [1] k , M k , G k ) as a complete solution for g ∈ D ∞,g (D), where by L [1] k we mean that the action of ϕ is multiplied by p. This extra factor is introduced so that the interpolation property holds.
Following Perrin-Riou, we set
and D 
Lemma 3.38. One has the following commutative diagram:
Proof. This is clear from the fact that Ω h = t h ∂ h . For the record we state the next proposition in case D is semi-stable. As before, let h ≥ 1 be such that (14) is satisfied for D, and dually let h * ≥ 1 be such that (14) is satisfied for D * (1) 
