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We bound the Boolean complexity of computing isolating hyper-
boxes for all complex roots of systems of bilinear polynomials.
The resultant of such systems admits a family of determinantal
Sylvester-type formulas, which we make explicit by means of ho-
mological complexes. The computation of the determinant of the
resultant matrix is a bottleneck for the overall complexity. We
exploit the quasi-Toeplitz structure to reduce the problem to effi-
cient matrix-vector products, corresponding to multivariate poly-
nomial multiplication. For zero-dimensional systems, we arrive at
a primitive element and a rational univariate representation of the
roots. The overall bit complexity of our probabilistic algorithm
is ÕB(n4D4 + n2D4τ), where n is the number of variables, D
equals the bilinear Bézout bound, and τ is the maximum coeffi-
cient bitsize. Finally, a careful infinitesimal symbolic perturbation
of the system allows us to treat degenerate and positive dimensional
systems, thus making our algorithms and complexity analysis ap-
plicable to the general case.
CCS Concepts
•Computing methodologies→ Symbolic calculus algorithms;
Keywords
bilinear polynomial, polynomial system solving, separation bounds,
DMM, resultant matrix
1. INTRODUCTION
Efficient algorithms for solving of polynomial systems is one of
the most active areas of research in computational algebra. Its im-
portance stems from the fact that, using polynomial systems, we
can model many problems in various research disciplines. We fo-
cus on efficient algorithms for solving bilinear polynomial systems.
Such systems are common in various applications, for example in
cryptography [21, 30], coding theory [37], real algebraic geometry
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[42], and game theory [15]. We derive explicit Boolean complexity
estimates for isolating all the roots of bilinear polynomial systems
without assumptions on the input.
Bilinear systems. Let S1(d) = R[x1, . . . , xn1 ]d, S2(d) =
R[y1, . . . , yn1 ]d and n = n1 + n2. The space of polynomials
of bidegree (d1, d2) is denoted by S(d1, d2) = S1(d1) ⊗ S2(d2).
We consider a square system f1, . . . , fn of n polynomials fk ∈
S(1, 1). We call these polynomials (n1, n2)−bilinear, that is, they
are homogeneous of degree 1 with respect to each of the sets of
(affine) variables {x1, . . . , xn1} and {y1, . . . , yn2}. We aim to
isolate all complex roots of the system
(Σ) : f1(x,y) = · · · = fn(x,y) = 0, (1)
where x = (x1, . . . , xn1), y = (y1, . . . , yn2). Each polynomial
is written in matrix form as fk(x,y) = (1,x)Ak(1,y)>, where
Ak ∈ Z(n1+1)×(n2+1), 1 ≤ k ≤ n are coefficient matrices.
Assuming for the moment that this system is zero-dimensional,
the number of roots in Pn1 ×Pn2 equals the bilinear Bézout bound











This number is the mixed volume of the system, and, even in case
of infinitely many roots, it is equal to the degree of the variety [15].
This quantity appears frequently in the complexity of our algo-
rithms. By Stirling’s formula and by assuming the worst case n1 ≈




. However, if we consider
min(n1, n2) = q, with q constant, then D ∼ nq , i.e. polynomial
in the number of variables.
EXAMPLE 1.1. Consider the (1, 2)−bilinear, square system
f1 = b0 + b1y2 + b2y1 + b3x1 + b4x1y2 + b5x1y1
= 1 + y2 + y1 + x1 + 2x1y2 + 2x1y1
f2 = c0 + c1y2 + c2y1 + c3x1 + c4x1y2 + c5x1y1
= 1 + y2 + 2 y1 + 2x1 + x1y2 + x1y1
f3 = d0 + d1y2 + d2y1 + d3x1 + d4x1y2 + d5x1y1
= 2 + y2 + 2 y1 + x1 + 2x1y2 + 2x1y1
with variable groups {x1} and {y1, y2}. The number of roots
of the system in P1 × P2 is D(1, 2) = 3. These are the two






3) plus the root
(x0, x1; y0, y1, y2) = (0, 1; 0,−1, 1) at infinity.
Previous Work. Systems homogeneous in distinct groups of vari-
ables were firstly discussed by Sylvester [46]. Moreover, Muir [36]
and McCoy [34] gave the first expressions of the resultant of such
forms as the determinant of a matrix. Sturmfels and Zelevinski
[45] first discovered Sylvester-type formulas for unmixed (having
the same support), multigraded systems. These formulas can be
seen as certain choices of a Weyman complex of modules [48, 49].
Indeed, several classical resultant matrices can be discovered via
such complexes [50], including the projective resultant [12]. The
discovery of new resultant formulas coming from these homologi-
cal constructions was fully explored in [14, 16], where combinato-
rial bounds were established for possible determinantal complexes,
which allowed for an implementation discovering all such com-
plexes. These works extended the study of resultant formulas from
Sylvester-type matrices to Bézout-type and hybrid matrices. Inter-
estingly, hybrid resultant matrices are made up from Bézout-type,
Sylvester-type blocks (and toric Jacobians). Similar maps have
been identified between the terms of Tate resolutions as well [10].
It turns out that for bilinear systems, the most appealing of deter-
minantal formulas are available; these are optimal, pure Sylvester
formulas, that are quite analogous to the classical Sylvester matrix
of two homogeneous polynomials in one variable.
In [22], see also [44], the problem of computing the roots of bi-
linear systems is tackled by means of Gröbner bases. They present
a modification of the F5 algorithm that avoids all reductions to
zero. For generic bilinear systems the complexity of computing





) arithmetic operations, where
n1 ≤ n2 and ω is the exponent of matrix multiplication. To iso-
late the roots we need to convert the basis to a shape form. The
bit complexity of such an approach w.r.t. the degree bound is not
straightforward. Moreover, this arithmetic bound does not hold,
when the systems are not generic or if they are not 0-dimensional.
In this regard, our results are not directly comparable with [22].
Our approach is "orthogonal". It uses (a variant of) u-resultant
based on the determinantal resultant matrices that we describe in
Sec. 2.2. This step is fundamental for estimating bit complexity of
the whole process. The arithmetic complexity of our approach is
Õ(D3). To the best of knowledge, our result is the first one re-
garding the bit complexity of solving (i.e. computing the isolated
roots) of any bilinear polynomial system, without regularity or any
other assumptions on the dimension of the zero locus. We employ
the primitive element representation (PER) of the roots Canny [7]
and the rational univariate representation (RUR) [2, 5, 41]; for an
improved version of RUR in the bivariate case we refer to [6]. A
Gröbner free alternative for solving polynomial systems is explored
in [25]. Our references, with respect to polynomial system solving
algorithm is by no means exhaustive.
If we use the data-structure of straight-line programs there are
also efficient algorithms to compute the multihomogeneous resul-
tants, cf. [29]. For efficient algorithms for computing general re-
sultant matrices we refer to [9, 17, 18]. For general algorithms for
computing the determinant we refer to [31] and references therein.
Outline. We characterize all possible Sylvester-type formulas for
the resultant of a (n1, n2)-bilinear system of equations. We give
explicit algorithms to construct the three possible resultant ma-
trices, which are optimal, in the sense that there are no extrane-
ous factors involved (Sec. 2). We adapt the approach of Canny
[7] to represent the roots using the primitive element and the ra-
tional univariate representation [2, 41] (Sec. 3) for bilinear sys-
tems, and we bound the height of the corresponding u-resultant
(Sec. 3.1). We provide explicit bounds for the separation of the
roots (Sec. 3.2) that depend on the bilinear Bézout bound. We
present explicit bit complexity bounds for isolating all the roots of
a system of bilinear polynomials (Thm. 4.1). Our algorithm runs in
ÕB(n2n1n2D4 lg(D) + n2D4τ). We also tackle the cases where
the system is overdetermined (Sec. 4.2), has roots at infinity, or is
positive-dimensional (Sec. 4.3). If one of the groups of unknowns
has a constant number of elements, our bounds are polynomial in
the number of variables.
2. SYLVESTER-TYPE FORMULAS FOR
THE BILINEAR RESULTANT
In this section we describe three determinantal Sylvester formu-
las for the resultant of bilinear systems. Sylvester type formulas re-
fer to matrices where the entries are single coefficients of the input
polynomials (possibly with a sign change). This kind of expres-
sions are very convenient for both the analysis and the implemen-
tation of resultant methods, since the matrix entries have known
bitsize and are computable in constant time.
First, let us define the bilinear resultant in Pn1 × Pn2 . Given
a sequence f0, . . . , fn of (n1, n2)−bilinear forms with variables
x and y (as in Sect. 1) with symbolic coefficients, their resultant
R(f0, . . . , fn) is a multihomogeneous polynomial in Z[S(1, 1)n+1],
i.e., in the coefficients of the polynomials, with degree w.r.t. (the
coefficients of) fk equal to the Bézout bound
degfk R(f0, . . . , fn) = D(n1, n2) , k = 0, . . . , n .
The total degree of the resultant is (n+ 1)D(n1, n2) and vanishes
if and only if the polynomials have a common root in Pn1 × Pn2 .
That is, this resultant is an instance of the sparse resultant [23],
where the toric variety is Pn1 × Pn2 ; the resultant is unique up to
integer constants. Our aim is to obtain square matrices, with entries
coefficients of the polynomials fk, whose determinant is equal to
their resultant, i.e. determinantal Sylvester-type formulas.
2.1 The Weyman resultant complex
In this section we recall some tools from representation theory,
which will help us arrive at the bilinear resultant matrices. The bi-
graded resultant polynomial can be computed as the determinant of
the Weyman complex [48], which arises by applying the, so called,
geometric technique of [49] to the incidence variety of f0, . . . , fn
and generalizes the Cayley-Koszul complex [23]. Note that the
classical Koszul complex cannot be used to derive resultant matri-
ces in the bigraded case (cf. [43]).
For any (m1,m2) ∈ Z2 and f0, . . . , fn ∈ S(1, 1), Weyman’s
construction is a complexK• = K•(m1,m2) of finite dimensional
vector spaces:
0→ Kn+1 → · · · → K1
ϕ−→ K0 → · · · → K−n → 0 , (3)
where the terms are defined as Kν = ⊕np=0Kν,p with
Kν,p =
(
Ha1n1 (m1 − p)⊗H
a2
n2 (m2 − p)
)(n+1p ) (4)
with a1+a2 = p−ν, ν = n+1, . . . ,−n, andHani(b), b ∈ Z is the
a−th cohomology group of Pni with coefficients in the sheaf O(b)
[26]. These terms depend solely on n1, n2 andm1, m2. The maps
between the terms (e.g. ϕ) depend polynomially on the coefficients
of f0, . . . , fn. This construction appeared in [48] and a detailed
presentation is given in [49].
The crucial property of the complex (3) is that its determinant
is equal to (a power of) R(f0, . . . , fn). The determinant of the
complex is, in principle, a rational expression involving the deter-
minants of the maps in the complex, and is usually not given as
the determinant of a single matrix. However, when the complex
has only two non-zero terms (for specific integers m1,m2), then
we obtain the resultant as the determinant of the square matrix ex-
pressing the map ϕ at the non-zero part of the complex. We call
such complexes and the induced square matrix expressions deter-








K0,p → 0 . (5)
The linear map ϕ is an epimorphism if and only if the complex is
exact or, equivalently, the polynomials do not have a common root
in Pn1 × Pn2 . Moreover, if n1, n2 are fixed, the possible values of
(m1,m2) which lead to determinantal complexes is a finite set [14,
16]. Each non-zero cohomology group in (4) is identified by a
(dual) vector space of polynomials:
Hani(b)
∼=
 Si(b) , a = 0 and b ≥ 0S∗i (−b− ni − 1) , a = ni and b < −ni0 , otherwise. (6)
Here S∗i (d) denotes the dual space of Si(d), i.e. the space of
linear functionals λ : Si(d) → R. This space is isomorphic
to (evaluations of) polynomials in formal partial derivatives, e.g.
S∗1 (d) ∼= R[∂x1 , . . . , ∂xn1 ]d, see [32, 33] and references therein.
This identification allows us to choose bases and to express the
maps ϕ between the modules of (5) as a square matrix depending
on the coefficients of f0, . . . , fn.
EXAMPLE 2.1. The resultant of three (1, 1)−bilinear forms,
i.e. n1 = n2 = 1 corresponds to the determinantal complex
K•(2, 1), i.e. (m1,m2) = (2, 1). Using (6), the complex (5)
becomes K1,1
ϕ−→ K0,0, i.e. it implies the existence of a map
ϕ : S(1, 0)3 → S(2, 1) whose determinant equals the resultant.
This resultant matrix is depicted in [14, Sect. 7.1].
All classically known resultant formulas can be obtained as the
determinant of a map ϕ in (5), for particular integers (m1,m2) ∈
Z2. Moreover, the existence of a determinantal complex implies a
determinantal formula for the resultant.
2.2 Determinantal Sylvester formulas
In this section we identify all determinantal Sylvester complexes
for (n1, n2)−bilinear systems. These formulas are obtained if and
only if the non-zero terms in (5) are
0→ K1,p+1
ϕ−→ K0,p → 0 (7)
for some p ∈ {0, . . . , n} (cf. [50]). General such formulas for
multilinear systems are identified in [14, 16, 45, 50]. We specialize
these results to bilinear systems in the following lemma.
LEMMA 2.2. There exist three determinantal Sylvester maps
φ1, φ2, φ3 for the (n1, n2)-bilinear forms f0, . . . , fn, up to dual
pairs. These are
(i) φ1 : S(0, n1)n+1 → S(1, n1 + 1), which is given as
(g0, g1, . . . , gn) 7→
∑n
k=0
gkfk , gk ∈ S2(n1) . (8)
(ii) φ2 : S(n2, 0)n+1 → S(n2 + 1, 1) defined the same way as
(8), with gk ∈ S1(n2).
(iii) φ3 : S∗1 (1)



















(−1)σ λµfk , j = 1, . . . , s
where Jj ⊂ {0, . . . , n}, |Jj | = n1 denotes the combination with
lexicographic index j, µ = µ(j, k) is the lexicographic index of
the (n1 + 1)-combination Jj ∪ {k} of {0, . . . , n}, σ = σ(j, k) =
|{t ∈ Jj : t < k}| and λµ ∈ S∗1 (1), µ = 1, . . . , r.
Moreover, these are the only Sylvester maps arising from com-
plex (3).
PROOF. The formulas (i) and (ii) are depicted in [45] for the
multilinear case. They correspond to the choices (m1,m2) =
(1, n1 + 1) and (m1,m2) = (n2 + 1, 1) of degree vectors in (3),
respectively. They have the form of a classical Sylvester map, ex-
pressing multiplication by fk’s. The third formula is found in [48]
and corresponds to the degree vector (m1,m2) = (−1, n1 + 1).
The map expresses a linear combination of applications of dual
functionals w01 +
∑
i wi∂xi to the fk’s [16].
For any of the three determinantal degree vectors (m1,m2) listed
above, the vector (n2 −m1, n1 −m2) is also determinantal. Due
to Serre duality, this additional vector yields the transpose of the
matrix corresponding to (m1,m2).
For the uniqueness, we look at all possible complexes of the form
(7). A case by case analysis shows that the possible Sylvester maps
arise from the values p = 0, p = n1, p = n2, or p = n, due to
(6). Using (4) we obtain the complexes K•(1, n1 + 1), K•(n2 +
1, 1), K•(−1, n1 + 1) as well as their duals K•(n2 − 1,−1),
K•(−1, n1 − 1), K•(n2 + 1,−1), all corresponding to the listed
maps (i–iii).
Let us remark that the dual (or adjoint) Sylvester map of (i) is a
map Φ1 : S∗(1, n1 + 1)→ S∗2 (n1)(n+1), with
λ 7→ (f0 · λ, f1 · λ, . . . , fn · λ) , λ ∈ S∗(1, n1 + 1) , (10)
where the functionals fk · λ are defined as g 7→ λ(gfk).
EXAMPLE 2.3. We demonstrate these Sylvester-type resultant
matrices. Consider the (1, 2)−bilinear system of Example 1.1,
augmented by an extra polynomial f0
f0 = a0 + a1y2 + a2y1 + a3x1 + a4x1y2 + a5x1y1 . (11)
The set f0, . . . , f3 is an overdetermined system of equations. The
resultant has degree degR(f0, . . . , f3) = 4D(1, 2) = 12, so this
will be the dimension of the Sylvester-type matrices.
The maps (i) and (ii) of Lemma 2.2 are quite similar to the clas-
sical Macaulay map but also take into account the special bihomo-
geneous structure of the system. We have
φ1 : S(0, 1)
4 → S(1, 2) ,




2 y1 y1y2 y
2
1 x1 x1y2 x1y
2
2 x1y1 x1y1y2 x1y
2
1
f0 a0 a1 0 a2 0 0 a3 a4 0 a5 0 0
y1f0 0 0 0 a0 a1 a2 0 0 0 a3 a4 a5
y2f0 0 a0 a1 0 a2 0 0 a3 a4 0 a5 0
f1 b0 b1 0 b2 0 0 b3 b4 0 b5 0 0
y1f1 0 0 0 b0 b1 b2 0 0 0 b3 b4 b5
y2f1 0 b0 b1 0 b2 0 0 b3 b4 0 b5 0
f2 c0 c1 0 c2 0 0 c3 c4 0 c5 0 0
y1f2 0 0 0 c0 c1 c2 0 0 0 c3 c4 c5
y2f2 0 c0 c1 0 c2 0 0 c3 c4 0 c5 0
f3 d0 d1 0 d2 0 0 d3 d4 0 d5 0 0
y1f3 0 0 0 d0 d1 d2 0 0 0 d3 d4 d5
y2f3 0 d0 d1 0 d2 0 0 d3 d4 0 d5 0

.
This matrix expresses the polynomial multiplication (8) with gk ∈
S2(1), k = 0, . . . , n. It has block structure (n+ 1)× 1 and each
quasi-Toeplitz block is of size D × (n+ 1)D. From (ii) we obtain
φ2 : S(2, 0)
4 → S(3, 1)
which implies a matrix of the same block structure as above:














f0 a0 a1 a2 a3 a4 a5 0 0 0 0 0 0
x1f0 0 0 0 a0 a1 a2 a3 a4 a5 0 0 0
x21f0 0 0 0 0 0 0 a0 a1 a2 a3 a4 a5
f1 b0 b1 b2 b3 b4 b5 0 0 0 0 0 0
x1f1 0 0 0 b0 b1 b2 b3 b4 b5 0 0 0
x21f1 0 0 0 0 0 0 b0 b1 b2 b3 b4 b5
f2 c0 c1 c2 c3 c4 c5 0 0 0 0 0 0
x1f2 0 0 0 c0 c1 c2 c3 c4 c5 0 0 0
x21f2 0 0 0 0 0 0 c0 c1 c2 c3 c4 c5
f3 d0 d1 d2 d3 d4 d5 0 0 0 0 0 0
x1f3 0 0 0 d0 d1 d2 d3 d4 d5 0 0 0
x21f3 0 0 0 0 0 0 d0 d1 d2 d3 d4 d5

.
The multiplication map which is expressed here is again as (8) but
with gk ∈ S1(2), k = 0, . . . , n.





is given by the Koszul-type formula
(λ1, . . . , λ6) 7→

−λ1f1 − λ2f2 − λ3f3
λ1f0 − λ4f2 − λ5f3
λ2f0 + λ4f3 − λ6f3




with dual functionals λi ∈ S∗1 (1) of the form w01 + w1∂x1 . Note
that 1fk picks the constant term of fk, regarded as a form in S1(1).
We arrive at the (transposed) matrix:

1 y2 y1 1 y2 y1 1 y2 y1 1 y2 y1
1 −b0 −b1 −b2 a0 a1 a2 0 0 0 0 0 0
∂x1 −b3 −b4 −b5 a3 a4 a5 0 0 0 0 0 0
1 −c0 −c1 −c2 0 0 0 a0 a1 a2 0 0 0
∂x1 −c3 −c4 −c5 0 0 0 a3 a4 a5 0 0 0
1 −d0 −d1 −d2 0 0 0 0 0 0 a0 a1 a2
∂x1
−d3 −d4 −d5 0 0 0 0 0 0 a3 a4 a5
1 0 0 0 −c0 −c1 −c2 b0 b1 b2 0 0 0
∂x1
0 0 0 −c3 −c4 −c5 b3 b4 b5 0 0 0
1 0 0 0 −d0 −d1 −d2 0 0 0 b0 b1 b2
∂x1
0 0 0 −d3 −d4 −d5 0 0 0 b3 b4 b5
1 0 0 0 0 0 0 −d0 −d1 −d2 c0 c1 c2
∂x1 0 0 0 0 0 0 −d3 −d4 −d5 c3 c4 c5

.











block has size (n1 + 1)× (n2 + 1).
The three above matrices all have the same determinant, which
is a homogeneous polynomial of degree 12 in Z[a0, . . . , d5] and,
additionally, it is homogeneous of degree 3 in each of the variable
sets {a0, . . . , a5}, {b0, . . . , b5}, {c0, . . . , c5}, {d0, . . . , d5}. This
polynomial is R(f0, . . . , f3).
3. REPRESENTATION OF THE ROOTS
We represent the roots of the system as rational function of uni-
variate polynomials, evaluated at the roots of a univariate polyno-
mial. We employ the primitive element representation (PER) [7]
and the rational univariate representation (RUR) [2, 5, 41]. In RUR
the denominator is the same for all the rational functions; it is the
derivative of the square-free part of a factor of the resultant. We
start by introducing some notation. For a (multivariate) polynomial
f with integer coefficients, we denote by H(f) the height (largest
absolute value) of its coefficients, and by h(f) = lg(H(f)) the
maximum bitsize of its coefficients. For a univariate polynomial g,
lc(g) denotes its leading coefficient.
Consider a square system f1, . . . , fn of n bilinear polynomials
as in Eq. (1). We add the polynomial












where the ui,j are parameters, to obtain the overconstrained system
(Σ0) : f0(x,y) = f1(x,y) = · · · = fn(x,y) = 0. (12)
We can compute the resultant of (Σ0) as the determinant of any of
the matrices presented in the previous section.
The PER. We follow Canny’s approach [7] but instead of using
a linear polynomial f0, we use a bilinear one. This corresponds to
the “trick” of hiding a variable. Another reason for choosing such
a polynomial is that if all the n + 1 polynomials have the same
support, then the determinant of the resultant matrices presented in
the previous section gives exactly the resultant. A different choice
for f0 might yield a determinant equal to a multiple of the resultant.
In this case we would have need to treat this extraneous factor.
The resultant R(f0) of the system (Σ0) is a polynomial; it is a





We choose (n1 + 1)(n2 + 1) − 1 constants and we set r(z) =
R(−z, c1,0, . . . , c0,1, . . . , c1,1, . . . , cn1,n2), where z is a new vari-
able. With this substitution the factors of R corresponding to roots












We may assume, without loss of generality, that αk,0 = βk,0 = 1
for the roots that are not at infinity. In this way the roots of r, which













where m runs over the roots of the system. By abuse of notation,
we also denote by r the square-free part of r. With this notation
r(z) = lc(r)
∏
m(z − ζm), where m runs over all the distinct






(z − ζm). (14)
For the PER of the x coordinates of the solutions of the bilinear
system, we consider the polynomials â+k (z) and â
−
k (z) where
â±k (z) = R(−z, c1,0, . . . , (ck,0 ± 1), . . . , cn1,0,
c0,1, . . . , c0,n2 , c1,1, . . . , cn1,n2),
(15)
for 1 ≤ k ≤ n1. That is, we consider a pair of polynomials for
each of the x variables. Let a±k be the corresponding square-free
parts of â±k , respectively. The roots of a
±
k (z) are ζm ± αm,k and
so we have the factorization





(z − ζm ∓ αm,k).
Consider the polynomial a+k (2θ − z). It holds





(z − 2θ + ζν + αν,k).
The resultant w.r.t. z of a−k (z) and a
+




k (2θ − z)) =
∏
m






(ζm − αm,k − 2θ + ζν + αν,k). (16)
If θ = ζl, then the polynomials a−k (z) and a
+
k (2θ − z) have a
common root if and only if
ζm − αm,k − 2ζl + ζν + αν,k = 0, (17)
and then the resultant is 0. Eq. (17) holds for sure if m = l = ν.
However, there might be “bad” choices of the constants ci,j that re-
sult in spurious roots for different tuples of roots of the system. We
will characterize these “bad” values in Sec. 3.1. When these values
are avoided, we refer to the resulting f0 as a separating polynomial.
Assuming that there are no spurious roots, we consider a−k (z)
and a+k (2θ − z) as a bivariate polynomial system. Its solutions
are described by univariate polynomials sk,0 and sk,1 of degree
O(D2) [35, Thm. 1] as sk,0(θ) = 0 and z = sk,1(θ)/s′k,0(θ). We
notice from Eq. (16) that 2θ, and so the roots of sk,0(θ), encode
all the possible sums of the roots of a−k (z) and a
+
k (z). Hence, r
divides sk,0, since when m = ν in (16), then θ = ζm, which are
exactly the roots of r, see (13). Therefore, for θ such that r(θ) = 0,
the polynomials a−k (z) and a
+
k (2θ − z) have a common root, say
ζ` − α`,k, which is described as sk,1(θ)/s′k,0(θ). Thus, the PER
for the k-th x-coordinate is










where z runs over all the roots of r. In addition the polynomials r
and s′k,0 are relative prime, and so we can compute the inverse of
s′k,0 modulo r. Thus, we can express rk(z) as a rk(z) = pk(z)
mod r(z), for a polynomial pk = s̃k,1 (s′k,0)
−1.
The RUR. To compute the RUR we slightly modify the approach
in [2], see also [11, 41], to fit our needs. Consider f̂0,k(x,y) =
f0(x,y) + µxk, where µ is a new variable, for 1 ≤ k ≤ n1,
and f0, as in PER, is a bilinear separating polynomial, that forces
the roots at infinity to be constants that multiply the resultant. An
explicit construction of f0 is in Sec. 3.1. We replace f0 with f̂0,k
in (Σ0) to obtain a new system (Σ0,k). We substitute u0,0 = −z
in f0. Let gk ∈ (Z[µ])[z] be (the square-free part of) the resultant
of (Σ0,k) after we eliminate x and y. It holds deg(gk) = O(D),
and gk(z) = lc(gk)
∏









(z − ζm − µαν,k),
wherem runs over all the distinct roots the system.. If we set µ = 0













for the k-th x-coordinate of the roots of the system. We can obtain
a similar representation for y-coordinates.
To recover the y-coordinates of the solutions, we consider the
polynomials b̂+` (z) and b̂
−
` (z) where
b̂±` (z) = R(−z, c1,0, . . . , cn1,0, c0,1, . . . , (c0,` ± 1), . . . , c0,n2 ,
c1,1, . . . , cn1,n2)
for 1 ≤ ` ≤ n2. We work similarly and we obtain a represen-
tation −lc(r)qk(z)/(lc(gk) r′(z)), for 1 ≤ k ≤ n2, for the
y-coordinates. In total, we have to perform this procedure n =
n1 + n2 times to obtain a representation for all the coordinates.
LEMMA 3.1. Let the polynomials of the system (Σ0) in Eq. (12)
have integer coefficients. Let the resultant of the (n1, n2)−bilinear
system be of degree D and bitsize O(L). The representation of the
roots using Eq. (18) consists of polynomials of degree O(D2) and
bitsize Õ(D2+DL). The representation of the roots using Eq. (19)
consists of polynomials of degreeO(D) and bitsize Õ(D+L). We
compute them in ÕB(n(D4 + D3L)), with a Monte Carlo algo-
rithm for Eq. (18) and deterministically for Eq. (19), whenever a
separating polynomial f0 is known.
PROOF. The resultant is univariate polynomial in z. Let r be
its square-free part; then deg(r) = O(D) and h(r) = O(D +
L). The same bounds holds for a±k , since they are also computed
as determinants of the resultant matrices. With these bounds the
complexity of PER is a direct consequence of [35, Thm. 1].
For Eq. (18) we proceed as follows. We pick a prime, p, of bit-
size Õ(D2 + DL), and we perform all the computations in the
ring (Z/Zp)[z]/r(z). Then, in this ring, we compute a represen-
tation of the common root of a−k (z) and a
+




exploiting their first subresultant polynomial. For this we use fast
subresultant algorithms [1, 47]. Next, we compute the inverse of
sk,0, and finally the representation rk(z) = pk(z) mod r(z), for
pk = s̃k,1 (sk,0)
−1. In total we perform Õ(D) operations in the
ring. Each operation costs ÕB(D(D2+DL)) = ÕB(D3+D2L),
and so the overall cost is ÕB(D4 +D3L) [1].
For the RUR, Eq. (19), we need to compute gk, its square-free
part, its derivative w.r.t. µ, and finally sk. As gk is also a de-
terminant of a resultant matrix, it holds h(gk) = Õ(L), and so
h(sk) = Õ(D+L). Moreover, deg(sk) = O(D). To compute sk
we notice that lc(r)sk = lc(gk) r′ pk mod r; an operation that
costs Õ(D). So the overall cost is ÕB(n(D4 +D3L)) as we have
to compute the representation for all the coordinates.
3.1 “Bad” values for ci,j and the height of f0
Following Sec. 3, we choose a bilinear f0 to add to (Σ) and we
obtain the system (Σ0), Eq. (12), of the form












where ci,j ∈ Z are constants to be specified in the sequel, and z
is a new parameter. There are values of ci,j that make our algo-
rithm fail. The goal of this section is to identify these “bad” values.
Moreover, We also estimate the height of the coefficients of f0.
Assume that D bounds the affine as well as the projective iso-
lated roots of the system, see Eq. (2). First, we replace each ci,j
with a power of t, where t is a new indeterminate. In this way, the
evaluation of f0 at each solution of the system, say







that has degree n1n2 + n1 + n2. With this substitution, it suffices
to choose a constant for t.
Our goal is to compute the values of t that cause spurious roots
to appear. The first class of “bad” choices for t, and hence for the
constants ci,j , are due to (isolated) roots of the system at projective
infinity. These roots might force f0,k, and hence r(z), to vanish
identically. Recall that by our choice of f0, the roots at infinity
evaluate to constants and thus they multiply the resultant. There-
fore, if these constants are zero, then they make the resultant to
vanish identically.
For a root at infinity we may have αk,0 = 0, or βk,0 = 0, or
αk,0 = βk,0 = 0, for some k. We can forget the last case as it is
contained in the first two. In each of the first two cases, f0,k is a
polynomial in t of degree≤ n1n2 +n1 +n2 ≤ 2n1n2. The prod-
uct of these two polynomials is a polynomial of degree ≤ 4n1n2,
in t. As there are at most D isolated roots at infinity, then each of
them gives rise to a polynomial in t, as in Eq. (20), and the product
of all these polynomials is a polynomial of degree at most 4n1n2D.
In a similar way, we obtain such a polynomial when we consider the
computation of the polynomials a±k and b
±
k . There are 2n1 and 2n2
such polynomials, respectively, each of degree at most 4n1n2D in
t. Now we consider the product of all these polynomials. We obtain
a polynomial in t of degree ≤ 8n1n2(n1 + n2)D = 8n1n2nD.
The roots of this polynomial describe all the first class of “bad” val-
ues of t, hence of the constants ci,j . Any value for t which does not
nullify this polynomial ensures that r(z), a±k , and b
±
k do not vanish
identically, even in the presence of isolated roots of (Σ) at infinity.
The second class of “bad” values for t are those that force Eq. (17)
to vanish for distinct indices m, l, and ν. After substituting each
ci,j by a suitable power of t, Eq. (17) becomes a polynomial in t of
degree ≤ 2n1n2. We have one such polynomial for each triple of











n2 polynomials that correspond to “bad”
values for the x and y coordinates, respectively. The product of all
of them results a polynomial of degree at most 2nn1n2D3.
Finally, we consider the product of the two polynomials that cor-
respond to the two classes of “bad” values for the constants. This
is a polynomial in t of degree at most 2n1n2nD3 + 8n1n2nD ≤
10n1n2nD
3. Hence, if we consider the integers in the interval
I = [0, 10n1n2nD
3] there is at least one, say t0 ∈ I , that it is not
a root of this polynomial. This integer implies a safe choice of the
values ci,j . Obviously, |t0| = H(t0) ≤ 10n1n2nD3.
Substituting t = t0 in f0,k, we obtain ci,j and f0 such that
H(f0) ≤ (10n1n2nD3)n1n2+n
and so h(f0) = O(n1n2 lg(n1n2) + n1n2 lg(D)).
LEMMA 3.2. h(f0) = O(n1n2 lg(n1n2) + n1n2 lg(D)).
The previous analysis and the derived bound allows us to intro-
duce a probabilistic version for computing f0. Using the Schwartz-
Zippel lemma, if we choose t0 from an interval that contains
c 10n1n2nD
3 integers, for a constant c ∈ N, then the probabil-
ity to obtain a “bad” f0 is 1/c. By repeated applications we can
amplify this probability.
3.2 Separation and representation bounds
Separation bounds are bounds on the minimum distance between
two isolated roots of a polynomial system. We use DMM bound [19,
20], which is an output sensitive aggregate version to estimate the
separation bound of a system of bilinear polynomials.
We assume that fi ∈ Z[x,y] and h(fi) ≤ τ . Then h(f0) =
σ = O(n1n2 lg(n1n2) + n1n2 lg(D)) (Lem. 3.2). By Lem. 2.2,
we know exactly the form of the resultant for bilinear systems. In
particular, it is homogeneous of degreeD in the coefficients of each
fi. It has the form




2,i · · ·aDn,i + . . . , (21)
where %i ∈ Z, aDk,i denotes a monomial in coefficients of fk with
total degree D, and cD−ii denotes a monomial in the coefficients
of f0 of total degree D − i. The degree of r, with respect to z,
is D and corresponds to the number of solutions of the system. It
is nonzero because we have assumed that the system has only iso-
lated solutions, even at infinity. We bound |%i| ≤ (n + 1)2(n+1)D
using the fact the Newton polytopes of fk are product of simplices.
Following [19, 20] we get h(r) = O(nD lg(nD) +Dσ + nDτ),
that expands to
h(r) = O(nD lg(nD) + n1n2D lg(n1n2D) + nDτ)
= Õ(n1n2D lg(D) + nDτ).
(22)
The same bounds hold for â±k , b̂
±
` and r
′, and this L that appears in
Lem. 3.1. Therefore, for the representation of the roots, of Eq. (19)
we have that deg(sk) = O(D) and
h(sk) = Õ(n1n2D lg(D) + nDτ). (23)
If ∆i is the separation bound of the i-th isolated root of (Σ), then




∆i = O(nD2 lg(nD) + nD2τ). (24)
Moreover, for any root of the system it holds
2−O(nD lg(n)+nDτ) ≤ |αk,i|, |β`,j | ≤ 2O(nD lg(n)+nDτ) , (25)
where 1 ≤ i ≤ n1 and 1 ≤ j ≤ n2.
4. THE COMPLEXITY OF SOLVING
In this section we establish the bit complexity of the algorithm
to compute isolating hyperboxes for all the roots of the system.
4.1 Square systems of dimension 0
First, we consider the complexity of computing the determinant
of the first resultant matrix, say M , of Sec. 2.2, when it is a scalar
matrix. The dimension of the matrix is (n+ 1)D× (n+ 1)D. We
use Wiedemann’s algorithm, following the approach in [9]. The
arithmetic complexity is dominated by the cost of performing (n+
1)D applications of matrix-vector products Mb, for a vector b.
Lem. 2.2 implies that b>M corresponds to (n + 1) polynomial
multiplications. Each involves two polynomials: one of bidegree
(1,1) and one of degree n1 with n2 variables (the case of the first
resultant matrix), or of degree n2 in n1 variables (the case of the
first resultant matrix). The output has O(D) terms, and the cost to
compute it is ÕB(D). Using Tellegen’s principle [4] we obtain, at
almost the same cost, an algorithm for Mb. Thus, the determinant
computation costs Õ(nD2) arithmetic operations. Similar results
hold for the other two resultant matrices.
It is worth to mention that for the third matrix we can exploit
directly its block structure and we can avoid to use polynomial
multiplication. This is so due to its construction using differen-
tials. In this way we can compute the matrix-vector product using
O(nmin(n1, n2)2D) operations.
Computing r requires the determinant of a (resultant) matrix
depending on one parameter z; this is done using interpolation.
Recall that r has degree O(D) and h(r) = Õ(n1n2D lg(D) +
nDτ). We need to perform O(D) scalar determinant evaluations;
each reduces to D times (n + 1) polynomial multiplications. We
assume the polynomials have the worst possible bitsize, that is
Õ(n1n2D lg(D) + nDτ). The cost of each multiplication is
ÕB(n1n2D2 lg(D) + nD2τ), using a probabilistic [3, Thm. 7.1]
or a worst case [28, Cor. 21] algorithm. Thus, the total cost for
computing the polynomial r is ÕB(nn1n2D4 lg(D) + n2D4τ).
To compute the representation of the roots of Eq. (19) we need
to compute a±k (z), b
±
` , and sk(z). The cost of computing a
±
k (z) is
the same as that for computing r. Since there are n coordinates, the
cost for computing all a±k (z) and b
±
k (z) is ÕB(n
2n1n2D
4 lg(D)+
n3D4τ). Following Lem. 3.1, the degree of sk’s isO(D) and their
bitsize is Õ(n2D + n1n2D lg(D) + nDτ). The cost to construct
them is ÕB(n3D4 + nn1n2D4 lg(D) + n2D4τ).
Next, we isolate all the complex roots of r, with cost bounded
by ÕB(D2h(r)) = ÕB(D3(n1n2 lg(D) + nτ)) [38]. We obtain
isolating boxes for the complex roots of r. Then, we refine the roots
up to accuracy 2−λ in ÕB(D2h(r) + Dλ) [39]. We perform all
the computations with λ bits of accuracy. We need to determine the
value for λ such that the evaluation of the RUR, see Eq. (19), at the
approximations of the roots of r results to disjoint hyperboxes for
the roots of the system.
After refinement, for every root γi of r, we have an interval [γi],
such that its width is less than 2−λ; that is wid([γi]) ≤ 2−λ. For
each coordinate k, using interval or multiprecision floating point
arithmetic, we evaluate Eq. (19), at [γi]. In this way we obtain inter-
vals, Ik,i for all the possible values of the k-th coordinates, where
Ik,i = − lc(r) sk([γi])lc(g) r′([γi]) . Using Horner’s rule for the evaluation [27,
Sec. 5.1] we have wid(sk([γi])) ≤ c2D sk(|γi|) . The constant
c2D , under the mild assumption that the precision used to per-
form the computations is bigger than lg(n), is c2D ≤ 5D 2−λ =
2−λ+O(lg(D)). The polynomial sk is sk but with its coefficients
replaced by their absolute value. Thus,
sk(|γi|) ≤ (D + 1) H(sk) max{1, |γi|D} .
We bound |γi| using Eq. (25). A similar bound holds for r′([γi]).
Putting everything together we have
wid(Ik,i) ≤ 2−λ+Õ(n1n2D lg(D)+nD
2τ).
For these intervals to be disjoint it suffices that wid(Ik,i) ≤
2− lg
∏
i ∆i holds. Hence, we choose a proper constant λ such that
wid(Ik,i) ≤ 2−λ+Õ(n1n2D lg(D)+nD
2τ) ≤ 2− lg
∏
i ∆i ,
which results the following bound λ > O(nD2 lg(D)+nD2τ) on
the precision. To actually obtain the isolating boxes for the roots we
evaluate sk and r′ at the isolating boxes of the roots of r using an
approximate multipoint evaluation algorithm in ÕB(nD3τ +Dλ)
[40, Lemma 21]. The previous discussion leads to the theorem.
THEOREM 4.1. There is a probabilistic algorithm for isolating
the roots of a 0-dimensional system of (n1, n2)-bilinear polynomi-
als with integer coefficients of maximum bitsize τ , in
ÕB(n2n1n2D4 lg(D) + n2D4τ), where n = n1 + n2 and D is
the bilinear Bézout bound of Eq. (2).
We would have obtained the same complexity results if we had
used the PER, Eq. (18), representation of the roots. In this case λ
would have been λ > O(nD3 lg(D) + nD3τ).
4.2 Overdetermined systems of dimension 0
Assume that the input consists of more than n bilinear polyno-
mials, say p, that is f1, . . . , fp, which possess a finite number of
(biprojective) roots. First, we have to make the system square, us-
ing the technique from [24], by considering n random linear com-
binations of the input polynomials, that is hk =
∑p
i=1 rifi, for
1 ≤ k ≤ n, where ri are random integers. The bitsize of the
polynomials of this new, square system is asymptotically the same,
up to logarithmic factors. We refer to [20] for details. Then, we
solve the system using Thm. 4.1. We obtain a representation for
the roots of the new system. The bounds of the representation and
the complexity of computing it are the same as in the previous sec-
tion. However, the procedure to construct a square system might
introduce additional isolated points. Thus, not all isolated roots of
the new system correspond to roots of the original one. Equiva-
lently, not all the roots of the resultant, r(z), correspond to roots of
the original system. To identify the roots of interest we proceed as
follows. We substitute the RUR of the x and y coordinates in fk,

















In this way we obtain a rational function in z, say fk,0(z)
fk,1(z)
. Let σ be
the bitsize of the polynomials in RUR. We can compute this rational
function in ÕB(n(n+ n1n2)Dσ) [40]. It holds that deg(fk,0) =
deg(fk,1) = O(D) and h(fk,0) = Õ(nσ). To determine which
are the roots of the new system that correspond to roots of the
original system, it suffices to compute the gcd(r, f1,0, . . . , fp,0).
This corresponds to, at most, p computations of GCD’s of two
polynomials of degree O(D) and bitsize Õ(nσ). The cost for
each GCD computation is ÕB(nD2σ) [47], and so the total cost
is ÕB(pnD2σ). If we substitute σ = Õ(n1n2D lg(D) + nDτ),
then we obtain the bound ÕB(p(nn1n2D3 lg(D) + n2D3τ)). If
we use a probabilistic algorithm for the GCD of p+ 1 polynomials
using one GCD operation [47], then we can eliminate the factor p.
4.3 Positive dimensional systems
The resultant computation and thus the algorithm of Thm. 4.1
fails when the system is not zero-dimensional, including the case
of excess components at infinity. This section handles this situation
by an infinitesimal symbolic perturbation of the given polynomials.
The resultant may vanish identically for random choices of the
coefficients of f0 (where f0 as in Sect. 3.1), if there are infinitely
many roots of the system f0 = f1 = · · · = fn = 0 (projective or
affine). This case is not covered by the “bad” values of Sect. 3.1,
which are derived under the assumption of finitely many solutions
in Pn1 × Pn2 for the input equations f1, . . . , fn. Note that there
are no extraneous factors coming from the determinantal matrix
expressions of our resultant, therefore there is no other possibility
of an identically zero determinant.
To compute the roots in these cases we consider the general ap-
proach of generalized characteristic polynomial of [8]. In particu-
lar, we apply the perturbation scheme for sparse systems of [13].
Assume a square (n1, n2)−bilinear system p1, . . . , pn that has a
non-zero resultant. This happens for any choice of n polynomials
p1, . . . , pn with finitely many roots in Pn1 × Pn2 , and a generic
polynomial f0. In particular we consider random coefficients for a
set of monomials per equation that appear on a (permuted) diago-
nal of the matrix, and zero elsewhere. ThenR(f0, p1, . . . , pn) 6= 0
implies that the matrices in Lem. 2.2 are non-singular.
We assume that a given polynomial system f1, . . . , fn has an
infinite number of solutions. Now consider the perturbed system
f̃k = fk + εpk, k = 1, . . . , n augmented by f0. The polyno-
mial C(ε) := R(f̃0, . . . , f̃n) has degree equal to nD w.r.t. ε. By
[13, Prop. 3.4] its leading coefficient is equal toR(f0, p1, . . . , pn),
therefore non-zero. Therefore, if we regard C(ε) as a univariate
polynomial in ε, there exists a non-zero trailing coefficient, which
is a polynomial in the coefficients of f0. This trailing term of C(ε)
has the same property as the unperturbed resultant in the zero-
dimensional case. That is, the coefficient of the ε-power factors
as a product of linear forms, and the coefficients of the linear forms
provide us with one point per connected component of the solu-
tion set of f1, . . . , fn. The complexity of computing the trailing
non-vanishing coefficient is the complexity of the zero-dimensional
case multiplied by the degree, say d, with respect to ε, of this term,
as we can perform the computations mod εd.
EXAMPLE 4.2. Consider the (1, 2)−bilinear, square system
f1 = 1+2 y2 +2 y1 +x1 +2x1y2 +2x1y1, f2 = 1+2 y2 +y1 +
2x1+2x1y2+2x1y1, f3 = 1+2 y2+2 y1+x1+2x1y2+2x1y1.
The system has infinitely many roots, which are (x1; y1, y2) =
(−1;−1, ρ), (x1; y1, y2) = (− 12−σ;−
1
2
−σ, σ), for any ρ, σ ∈ R
plus the root (x0, x1; y0, y1, y2) = (0, 1; 0,−1, 1) at infinity. We
perturb the system by ε; for this example, perturbing one linear
term per equation is sufficient. Let f̃1 = f1 + εx1 and f̃1+j =
f1+j +εyj , j = 1, 2. Adding the polynomial f0 as in Example 2.3,
we obtain the resultantR(f0, . . . , f3) = q0ε6+q1ε7+q2ε8, where
q0, q1, q2 depend on the coefficients of f0. The (factored) coefficient
of the trailing term q0ε6 is:

















which corresponds to the root at infinity plus one point on each
component, namely ρ = −1 and σ = − 1
4
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