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Periodic field patterns of atoms and their charges/spins/orbits emerge in crystals, forming novel
states of matter called emergent crystals (ECs). In recent years, they are observed in diverse systems
such as skyrmion crystals in helimagnets, and periodic ripples in 2D materials. ECs essentially
changes the properties of material underneath, and are deformable when subject to various effective
fields. A major challenge in application is first to predict what kind of EC will appear in the system
of interest, and how to quantify its “elasticity” when subject to an effective field. Here we establish
the theoretical framework of thermodynamics for deformable ECs, and derive from it the linear
constitutive equations when subject to the primary external field. We provide a systematic study
on the ECs that may appear in helimagnets induced by the Dzyaloshinskii-Moriya interaction, and
analyze their elasticity when subject to bias magnetic fields. We construct in this work the basis of
emergent elasticity, a new branch studying deformable emergent crystals under effective fields.
INTRODUCTION
Emergent crystals (ECs) are spatially periodic field
patterns emerging from atomic crystals. These field pat-
terns appear due to collective behaviors of atoms or their
charges, spins, or orbits, etc. They appear in different
material systems, including but not limited to skyrmion
crystals (SkX) [1–7] in many different systems, and pe-
riodic ripples in 2D materials[8–10]. Specifically, in bulk
helimagnets, the noncollinear Dzyaloshinskii-Moriya in-
teraction (DMI)[11, 12] permits appearance of various
kinds of ECs, including but not limited to Bloch-type
SkX [1, 13–15], Ne´el-type SkX [16–19], and anti-skyrmion
crystals [20, 21]. The large variety of ECs that can ap-
pear in magnetic materials derives from the anisotropy
of DMI [22, 23], which is determined by symmetry of
the material. Although existing in distinct systems, ECs
generally possess the following features: a) their pres-
ence essentially changes various kinds of properties of
the underlying material (e.g., SkX changes fundamen-
tally the electronic and magnetic properties of the un-
derlying magnets [24, 25], while ripples strongly influ-
ence the electronic, mechanical and optical properties of
the underlying 2D materials [10, 26–28]). b) their lattice
constant and localized field pattern inside the lattices
are both sensitive to variation of effective external fields,
usually with an elasticity much softer than that of the un-
derlying material[8, 29–31]. Combining the two features
above, we expect to control the periodicity and field pat-
terns of ECs by varying effective external fields, which in
turn controls the properties of the underlying materials.
As a result, the existence, stability and elasticity of ECs
are the cornerstone to realize novel properties that are
tunable by external fields. The key, as it always is for all
emergent phenomena[32], is first to determine what kind
of ECs will appear in the system of interest, and then to
explain its stability and elasticity in terms of properties
of the underlying materials and their composing atoms.
Spatial patterns formation has long been the subject of
interest in the study of liquid crystal[33], where the direc-
tion angle of molecules are regarded as a deformable peri-
odic function in space, and in the study of self-organized
phenomena in fluids and biological tissues[34], where the
critical condition for the appearance of spatial patterns
due to condensation of soft-modes is analyzed. The ther-
modynamics of ECs and the corresponding theory of
emergent elasticity (i.e., elasticity of ECs) can be es-
tablished upon the combination of some basic ideas of
the physics of liquid crystals[33] and synergetic[34]. The
state of the system is described by an order parameter
vector characterizing the physical quantities that domi-
nate the presence of ECs. In the case of ECs in magnets
this vector corresponds to the magnetization vector, and
in the case of ripples in 2D materials, this vector cor-
responds to the displacement vector. Here we focus on
the cases where the period of EC considered is a large
quantity compared with that of the underlying atomic
lattices, for which a continuous field description is appro-
priate. The appearance of a deformable EC in the system
considered means that the order parameter vector should
be described by several coupling soft-modes whose wave
vectors are variables by external fields. The deformation
of ECs is thus explicitly determined by the Fourier mag-
nitudes and the wave vectors of the soft mode. By taking
the soft-mode-description of the order parameter vector,
we can establish the theory of thermodynamics upon that
of the underlying material, and further discuss the emer-
gent elasticity of ECs under effective fields.
In this work, we establish the general framework of
thermodynamics and emergent elasticity for deformable
ECs when the system is subject to the primary exter-
nal field (work conjugate of the order parameter vector).
Based upon this general framework, we systematically
study all ECs that can appear in bulk helimagnets due
to presence of the DMI, where a symmetry analysis of the
form of DMI and related EC for different point groups
is provided. Generally, we find four types of ECs (Bloch
SkX, Ne´el SkX, Anti-I SkX, Anti-II SkX), and four mixed
states of them when anisotropy of DMI is presented. We
then study the emergent elasticity of these ECs under
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2bias magnetic fields, where the elasticity of the 8 types
of ECs can be effectively described by two models. We
establish in this work the foundation to study the de-
formation, stability, phase transitions, and elementary
excitations [35] in various kinds of ECs that may appear
in magnetic materials.
The contents of this paper are organized as follow. In
section II, we first introduce the emergent strain tensor to
describe the deformation of ECs, and then establish the
general method to derive the thermodynamic potential of
deformable ECs from that of the underlying material. In
section III, based on the thermodynamic potential ob-
tained, we derive the linear constitutive equations for
ECs when the system is subject to the primary external
field of the EC considered. In section IV, we system-
atically study the thermodynamic potential for various
kinds of ECs induced by the DMI in magnetic materi-
als, and solve from it the equilibrium field configurations
of ECs and their variation with certain thermodynamic
parameters. To achieve this, we perform a group theo-
retical analysis on the functional form of DMI permitted
by different crystalline groups, which determines the ECs
that may appear. We obtain from our study the Bloch
SkX, Ne´el SkX, Anti-I SkX, Anti-II SkX and their mixed
states. In section V, we study the emergent elastic prop-
erty of all kinds of ECs that appear in previous section
when subject to bias magnetic fields.
THERMODYNAMICS OF DEFORMABLE
EMERGENT CRYSTALS
Consider an EC emerging in an ordinary crystal, the
existence of the EC can be described by an order param-
eter vector field v of the underlying material. For SkX
in helimagnets, v refers to the magnetization vector; for
SkX in ferroelectrics[7], v refers to the polarization vec-
tor; and for periodically rippled graphene, v refers to the
displacement vector. The long-range order of the emer-
gent crystalline state requires that v be expressed by a
Fourier series[36] (or a group of coupling soft-modes)
v =
∑
n
vqne
iqn·a, (1)
where qn denotes the reciprocal lattice vectors of the
emergent crystal. For a d-dimensional emergent crys-
tal (d = 1, 2, 3), qn = n1q1 + n2q2 + ... + ndqd, where
n = [n1, n2, · · · , nd]T is a vector of integers, and q1, q2,
· · · , qd are the basic reciprocal vectors. When the work
conjugate of v, the primary external field X, changes,
the EC is anticipated to deform. For ECs in magnetic
materials, X refers to the magnetic field; for ECs in ferro-
electrics, X refers to the electric field; and for periodically
rippled 2D materials, X refers to the mechanical forces
applied perpendicular to the 2D plane. We assume that
due to the emergent deformation, the original coordinates
a map to r, which gives r = a+ue. Here ue denotes the
emergent displacement vector. Similar to atomic crys-
tals, rigid translation of emergent crystals does not in-
duce any change of energy and is not considered here. To
describe a deformable EC, we have to transform a to r in
Eq. (1). According to the theory of solid mechanics [37],
there are two possible choices of coordinates. For homo-
geneous deformation of EC, we have a = r − ue(r) =
[I− Fe(r)] r in the Eulerian coordinates, where Fe(r)
is a matrix with components F eij(r) = ε
e
ij + ω
e
ij , and
εeij =
1
2 (
∂uei
∂rj
+
∂uej
∂ri
), ωeij =
1
2 (
∂uei
∂rj
− ∂u
e
j
∂ri
) are called
the emergent Cauchy’s strain tensor and the emergent
Cauchy’s rotation tensor, respectively. In the Lagrangian
coordinates, we have r = a+ue(a) = [I+ Fe(a)]a, which
gives a = [I+ Fe(a)]
−1
r, where the components of Fe(a)
read F eij(a) = E
e
ij + W
e
ij , and E
e
ij =
1
2 (
∂uei
∂aj
+
∂uej
∂ai
),
W eij =
1
2 (
∂uei
∂aj
− ∂u
e
j
∂ai
) are called the emergent Green’s
strain tensor and the emergent Green’s rotation tensor,
respectively. As a result, Eq. (1) becomes
v =
∑
n
vqne
iqn·[(I−Fe(r)r)] (2)
in the Eulerian coordinates, and
v =
∑
n
vqne
iqn·[(I+Fe(a))−1r]
(3)
in the Lagrangian coordinates. One should notice that
in Eqs. (2, 3), the value of emergent elastic strains and
emergent rotational angles depend on the choice of wave
vectors qn. In our formulation, qn are referred to as
the undeformed wave vectors, which are determined from
the undeformed structure of the EC considered. And the
deformed wave vectors are qEn = [I− Fe(r)]T qn in the
Eulerian coordinates and qen =
[
[I+ Fe(a)]
−1
]T
qn in
the Lagrangian coordinates. From eqs. (2, 3), in the
Eulerian (Lagrangian) coordinates the free energy den-
sity of the EC generally takes the form φ(εea,vq,Xq, T )
(φ(Eea,vq,Xq, T )), where for 3D ECs
εea = [εe11, ε
e
22, ε
e
33, ε
e
23, ε
e
13, ε
e
12, ω
e
23, ω
e
13, ω
e
12]
T
,
(4)
Eea = [Ee11, E
e
22, E
e
33, E
e
23, E
e
13, E
e
12, W
e
23, W
e
13, W
e
12]
T
.
(5)
vq contains all components of the vectors vqn for all
possible choices of n, Xq contains all components of the
vectors Xqn defined by X =
∑
n
Xqne
iqn·r, and T denotes
the temperature. A fundemental difference between ECs
and ordinary crystals is that ECs are composed of lo-
calized field patterns instead of point masses. This dif-
ferece renders two types of deformation that are permit-
ted by ECs: lattice deformation, described by variation
3of εea, and in-lattice deformation, described by varia-
tion of vq. For SkX in helimagnets, the difference of
these two types of deformation is illustrated in FIG. 1.
In short, lattice deformation causes simultaneously de-
formation of the field pattern inside the lattice, while
in-lattice deformation does not induce variation of the
lattice. One should notice that the Eulerian coordinates
is used for the first time in the study of spin waves in
SkX[38], and will also be used in the following sections.
At given temperature T and external field Xq, the field
configuration of the EC is obtained by solving the min-
imization problem of the averaged free energy density
φ¯ = 1V
∫
V
φ (εea,vq,Xq, T ) dV .
LINEAR CONSTITUTIVE EQUATIONS FOR
EMERGENT CRYSTALS
Now consider an isothermal disturbance of the equilib-
rium state at given temperature T and external field Xq,
where the disturbance is small enough so that it does not
lead to any phase transitions and the deviation from the
equilibrium state can thus be described by small quanti-
ties. To study this deviation, we expand φ¯ in terms of all
the independent variables to quadratic terms:
φ¯ =φ¯0 +
1
2
(dεea)
T
Cedεea +
1
2
(dvq)
T
µqdvq
+ (dεea)
T
geqdvq,
(6)
where φ¯0 denotes the undisturbed averaged free energy
density, terms with a prefix d denote a small disturbance,
and
Ceij =
(
∂2φ¯
∂εeai ∂ε
ea
j
)
0
, µqij =
(
∂2φ¯
∂vqi ∂v
q
j
)
0
,
geqij =
(
∂2φ¯
∂εeai ∂v
q
j
)
0
.
(7)
In Eq. (7), terms with a subscript 0 take values at the
equilibrium state. The linear constitutive equations are
derived as:
dσea = Cedεea + geqdvq,
dXq = µqdvq + (geq)
T
dεea, (8)
where for 3D EC
σea = [σe11, σ
e
22, σ
e
33, σ
e
23, σ
e
13, σ
e
12, Γ
e
23, Γ
e
13, Γ
e
12]
T
,
(9)
denote work conjugates of εea. σe11, σ
e
22, σ
e
33, σ
e
23, σ
e
13,
and σe12 denote components of the emergent stress tensor,
Γe23, Γ
e
13, Γ
e
12 denote components of the emergent torsion
tensor. Eq. (8) describes the linear response of any EC
towards small disturbance: for given dXq and dσea, one
calculates dvq and dεea. From Eq. (8), we also learn
that for the considered EC to be a local minimum in the
landscape of the free energy functional, the matrix Φ =[
Ce geq
(geq)
T
µq
]
has to be positive-definite. This condition
should be guaranteed before any calculation using Eq.
(8). Moreover, the compliance matrices defined in Eq.
(7) determines the emergent phonon excitations of ECs
at the Γ point (i.e., at k = 0), the details of which are
explained in a subsequent work of ours[35].
The emergent elastic stresses and emergent torsion in-
troduced in σea share the same dimension with the elastic
stresses. However, they do not correspond to any kind
of macroscopic field that we have known, for which we
usually have dσea = 0. In this case, we have from Eq.
(8)
dεea = λdXq, (10)
where λ = −(Ce)−1geq(µq∗)−1 and µq∗ = µq −
(geq)
T
(Ce)
−1
geq. λ describes the stiffness of ECs with
respect to Xq, the Fourier magnitudes of the primary ex-
ternal field, and is called the “primary crossover stiffness
matrix”. The word “crossover” means that the matrix
links the deformation of an emergent crystalline states
with an external field applied to the underlying atomic
lattice. λ should be distinguished from the emergent elas-
tic stiffness matrix Ce defined in Eq. (7), the latter of
which describes the stiffness of ECs when subject to the
emergent stress field and emergent torsion field, which
do not correspond to any external field we have hitherto
known.
THERMODYNAMIC OF EMERGENT
CRYSTALS IN MAGNETIC MATERIALS
Magnetic skyrmions are topologically protected emer-
gent particles. They exist as stable or metastable state in
noncentrosymmetric helimagnets due to the competition
between the ferromagnetic exchange interaction, favor-
ing a collinear spin alignment, and the DMI, favoring a
rotating spin alignment [4]. In experiments, various crys-
talline states of skyrmions have been observed, including
Bloch skyrmions [1, 13, 14], Ne´el skyrmions [16–18] and
anti-skyrmions [20, 21]. They are stabilized by differ-
ent kinds of DMI permitted in helimagnets with differ-
ent symmetry. In this section, we first give the free en-
ergy density for noncentrosymmetric helimagnets; then
by symmetry analysis, we get the mathematical form for
different DMI; next, we describe the magnetization struc-
ture of skyrmion crystals by Fourier representation; and
finally, we solve different magnetization structures of SkX
via free energy minimization and study the evolution of
SkX with respect to some thermodynamic parameters.
4(a) (b)
In-lattice deformation
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Lattice+in-lattice deformationLattice deformationUndeformed
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FIG. 1. Field patterns of deformed SkX. (a) SkX without deformation. (b) SkX with in-lattice deformation only. (c) SkX with
lattice deformation only. (d) SkX with both lattice deformation and in-lattice deformation. (e-h) present four basic modes of
lattice deformation of SkX: (e) εe11 = 0.3, (f) ε
e
22 = 0.3, (g) ε
e
12 = 0.3 and (h) ω
e = 0.3. The vectors illustrate the distribution of
the in-plane magnetization components with length proportional to their magnitude, while the colored density plot illustrates
the distribution of the out-of plane magnetization component. The black dashed line plots the undeformed Wigner-Seitz cell,
while the black solid line plots the deformed cell
Free energy density with DMI for
noncentrosymmetric helimagnets
Based on the Landau-Ginzburg mean field theory [42],
we write the free energy density for noncentrosymmetric
helimagnets in the following form:
φ(M) =
3∑
i=1
A
(
∂M
∂xi
)2
+ φDM(M)−B ·M
+ φL(M).
(11)
Here, the magnetization M is chosen as the three-
dimensional order parameter field. The first term in Eq.
(11) represents the exchange interaction with the stiffness
A. The second term is the DMI, whose form is closely
related to the symmetry of helimagnets. The third term
is the Zeeman coupling to an external magnetic field B.
φL(M) consists of the second and fourth order terms of
Landau expansion, it can be expressed as
φL(M) = α(T − T0)M2 + βM4, (12)
where T0 is the ordering temperature with zero DMI [43],
it is related to the ferromagnetic Curie temperature by
the formulae TC = T0 +
D2
4αA [4, 44, 45] with D the coef-
ficient reflecting the strength of DMI.
To get the form of DMI for different helimagnets, we
carry out the symmetry analysis. In a continuum model,
the free energy density of DMI can be written as a general
form
φDM =
3∑
i,j,k=1
DijkMi
∂Mj
∂xk
(13)
Here, Dijk are the coefficients describing the strength of
DMI, Mi (i = 1, 2, 3) are components of magnetization
vectors, and xi (i = 1, 2, 3) are spatial coordinates.
According to the theory of phase transitions by E. M.
Lifshitz [46], DMI can be simplified as a linear summation
of Lifshitz invariants
Lijk = Mi ∂Mj
∂xk
−Mj ∂Mi
∂xk
. (14)
As a result, we have Dijk = −Djik, and the number of
nonzero independent DMI coefficients reduces from 27
to 9. The magnetization M is a pseudovector, thus, it
transforms under a rotation R as Mi′ = |R|Ri′iMi. Mi′
are components of M in new Cartesian coordinates; |R|
is the determinant of R, for proper (improper) rotation
|R| = 1 (−1); Ri′i is the scalar product of unit vectors
along i and i′ axes. D is a third order tensor; therefore,
under a rotation R, we have
Di′j′k′ =
3∑
i,j,k=1
Ri′iRj′jRk′kDijk. (15)
5TABLE I. Form of φDM for different point groups. D, D
′ and D′′ are DMI coefficients, tanξ describes relative strength of
different parts in φDM. [39–41]
Point groups φDM Types
T, O D(L321 + L132 + L213) Bloch
D3, D4, D6 D(L321 + L132) +D′L213 Bloch
C3v, C4v, C6v D(L131 + L232) Ne´el
D2d D(L321 − L132) Anti-I
C3, C4, C6 D[sinξ(L321 + L132) + cosξ(L131 + L232)] +D′L213 Bloch-Ne´el mixed
S4 D[sinξ(L321 − L132) + cosξ(L131 − L232)] Anti-I-Anti-II mixed
D2 D(L321 + L132) +D′(L321 − L132) +D′′L213 Bloch or Anti-I
C2v D(L131 + L232) +D′(L131 − L232) Ne´el or Anti-II
When R is a symmetry operation for the helimagnets,
the free energy density of DMI is invariant, thus
Dijk = Di′j′k′ =
3∑
i,j,k=1
Ri′iRj′jRk′kDijk. (16)
By applying the symmetry operations of certain point
group to Eq. (16), we can further reduce the number of
nonzero independent Dijk. In Table I, we list the free
energy density φDM of DMI for different point groups,
and we also classify φDM into certain types, including
Bloch, Ne´el, Anti-I, Anti-II and two mixed types. About
the classification, we will talk about it later.
We use the following rescaling parameters [47]
r =
x
LD
, b =
B
B0
, m =
M
M0
, LD =
2A
D
,
B0 = 2KM0, M0 =
√
K
β
, K =
D2
4A
,
t =
α(T − T0)
K
,
(17)
to simplify Eq. (11) and get the rescaled free energy
density
φ˜(m) =
3∑
i=1
(
∂m
∂ri
)2
+ φ˜DM(m)− 2b ·m
+ tm2 +m4,
(18)
where φ˜(m) = βK2φ(M) and φ˜DM(m) =
β
K2φDM(M) are
the rescaled total free energy density and the rescaled
DMI free energy density, respectively.
Fourier representation of magnetization structure
In practice, we use the following Fourier representation
of 2D ECs instead of Eq. (2)
m = m0 +
n∑
i=1
ni∑
j=1
mqije
iqij ·[(I−Fe)r]. (19)
TABLE II. Information about the Fourier representation for
2D ECs with hexagonal symmetry.
i 1 2 3 4 5 6
ni 6 6 6 12 6 6
si 1
√
3 2
√
7 3 2
√
3
qi1 [0, 1]
T [
√
3, 0]T [0, 2]T [
√
3, 2]T [0, 3]T [2
√
3, 0]T
When truncated at a specific value of n, the nth order
Fourier representation given in Eq. (19) saves all the
significant Fourier terms up to the nth order, which is
hard to achieve if one uses Eq. (2).
Fe =
[
εe11 ε
e
12 + ω
e
εe12 − ωe εe22
]
, (20)
εe11 and ε
e
22 are the normal strains of SkX, ε
e
12 and ω
e
reflect respectively the shear deformation and rotation of
SkX. For 2D ECs distributed in the xy plane, we find
that the first six point groups in Table I possess a DMI
with higher symmetry, such that a hexagonal or square
lattice can be assumed, for which we have εe11 = ε
e
22 and
εe12 and ω
e can be set to be zero. In this case, Eq. (19)
reads
m = m0 +
n∑
i=1
ni∑
j=1
mqije
iqqij ·r, (21)
with q = 1 − εe11 = 1 − εe22. m0 = [m01, m02, m02]T
is the averaged magnetization. qij (j = 1, 2, ..., ni)
are the wavecectors of ith order waves, there are ni of
them. qij can be seen as vectors of reciprocal lattice
spanned by the basis q11 and q12, they satisfy the fol-
lowing relations: |qi1| = |qi2| = · · · = |qini | = si,
|q11| < |q21| < · · · < |qn1|. Without loss of gen-
erality, for 2D ECs with hexagonal symmetry, we set
q11 = [0, 1]
T and q12 = [−
√
3
2 , − 12 ]T. Some informa-
tion about the Fourier representation of hexagonal SkX
is listed in Table II. For the description of square SkX,
which has also been observed in experiments and in sim-
ulations, we set q11 = [0, 1]
T and q12 = [−1, 0]T. mqij
denotes the polarization of qij wave.
6Decomposition of mqij
The free energy functional for 2D ECs can be obtained
by substituting Eq.(21) into Eq. (18), and performing an
integration in space. Here we show that by decomposing
mqij in an appropriate orthonormal basis, the first six
point groups in Table I share exactly the same form of
free energy functional for 2D ECs with hexagonal sym-
metry. The obtained free energy functional is
φ¯(m) =
1
V
∫
φ˜(m)dV
=φ¯per +
1
V
∫ (
m2 +
t− 1
2
)2
dV
+ (m0 − b)2 − (t− 1)
2
4
− b2,
(22)
where φ¯per =
∑n
i=1
∑ni
j=1(m
∗
qij )
TAijmqij includes all
gradient terms, i.e., the exchange interaction and DMI
which are the dominant parts of the free energy, (m∗qij )
T
denotes the complex conjugate of mqij . Aij for different
point groups have different forms, but they are all Her-
mitian, and have the same eigenvalues: λ1 = (siq − 1)2,
λ2 = (siq)
2 + 1 and λ3 = (siq + 1)
2. In the orthonormal
basis spanned by the unit eigenvectors Pij1, Pij2 and
Pij3 of Aij , mqij reads
mqij =
3∑
k=1
cijkPijk, (23)
where cijk = c
re
ijk + ic
im
ijk (k = 1, 2, 3), and c
re
ijk and c
im
ijk
are real variables to be determined. Using Eq. (23), φ¯per
can be written as a simple form
φ¯per =
n∑
i=1
ni∑
j=1
3∑
k=1
(
(creijk)
2 + (cimijk)
2
)
λk. (24)
Obviously, the value of φ¯per is non-negative because λk ≥
0 (the matrix Aij is positive semidefinite). When q = 1
and cijk = 0 for i 6= 1 or k 6= 1, φ¯per reaches its minimum
0.
We now list the matrix Aij and the orthonormal basis
for different point groups. For T , O or Dn (n = 3, 4, 6)
point group
Aij =
1 + (siq)2 0 2iqijy0 1 + (siq)2 −2iqijx
−2iqijy 2iqijx 1 + (siq)2
 , (25)
Pij1 =
1√
2siq
[−iqijy, iqijx, siq]T,
Pij2 =
1
siq
[qijx, qijy, 0]
T,
Pij3 =
1√
2siq
[iqijy, −iqijx, siq]T.
(26)
For Cnv (n = 3, 4, 6) point group
Aij =
1 + (siq)2 0 2iqijx0 1 + (siq)2 2iqijy
−2iqijy −2iqijx 1 + (siq)2
 , (27)
Pij1 =
1√
2siq
[−iqijx, −iqijy, siq]T,
Pij2 =
1
siq
[−qijy, qijx, 0]T,
Pij3 =
1√
2siq
[iqijx, iqijy, siq]
T.
(28)
For D2d point group
Aij =
1 + (siq)2 0 −2iqijy0 1 + (siq)2 −2iqijx
2iqijy 2iqijx 1 + (siq)
2
 . (29)
Pij1 =
1√
2siq
[iqijy, iqijx, siq]
T,
Pij2 =
1
siq
[−qijx, qijy, 0]T,
Pij3 =
1√
2siq
[−iqijy, −iqijx, siq]T.
(30)
For Cn (n = 3, 4, 6) point group
Aij =
 1 + (siq)2 0 2isinξqijy0 1 + (siq)2 −2isinξqijx
−2isinξqijy 2isinξqijx 1 + (siq)2
+
 0 0 2icosξqijx0 0 2icosξqijy
−2icosξqijx −2icosξqijy 0
 ,
(31)
Pij1 =
1√
2siq
−i(sinξqijy + cosξqijx)i(sinξqijx − cosξqijy)
siq
 ,
Pij2 =
1
siq
sinξqijx − cosξqijysinξqijy + cosξqijx
0
 ,
Pij3 =
1√
2siq
 i(sinξqijy + cosξqijx)−i(sinξqijx − cosξqijy)
siq
 .
(32)
For S4 point group
Aij =
1 + (siq)2 0 −2isinξqijy0 1 + (siq)2 −2isinξqijx
2isinξqijy 2isinξqijx 1 + (siq)
2
+
 0 0 2icosξqijx0 0 −2icosξqijy
−2icosξqijx 2icosξqijy 0
 ,
(33)
7Pij1 =
1√
2siq
i(sinξqijy − cosξqijx)i(sinξqijx + cosξqijy)
siq
 ,
Pij2 =
1
siq
−sinξqijx − cosξqijysinξqijy − cosξqijx
0
 ,
Pij3 =
1√
2siq
−i(sinξqijy − cosξqijx)−i(sinξqijx + cosξqijy)
siq
 .
(34)
For D2 point group, φDM = D(L321 +L132) +D′(L321 −
L132) (for 2D ECs distributed in the xy plane, L213 =
0). In this case, the ECs that appear in the system are
a deformed state of Bloch SkX or Anti-I SkX. If Bloch
type is dominant, i.e., |D| > |D′|, we chose Eq. (26) as
the orthonormal basis, otherwise, we chose Eq. (30). In
either case, we have to use Eq. (19) instead of Eq. (21)
to describe the rescaled magnetization. For C2v point
group, φDM = D(L131 + L232) + D′(L131 − L232). The
ECs are a deformed stete of Ne´el SkX or Anti-II SkX. If
|D| > |D′|, we chose Eq. (28) as the orthonormal basis,
otherwise, we chose Eq. (34) with ξ = 0.
Diversity of ECs in helimagnets
The equilibrium states of ECs are determined by free
energy minimization at given temperature and magnetic
field. FOr all the point groups studied, we find that ECs
with hexagonal symmetry always has lower free energy
than ECs with square symmetry, for which we focus on
the former case. For SkX with hexagonal symmetry, we
have
cijk = cilk (qij + qil 6= 0), (35a)
cijk = c
∗
ilk (qij + qil = 0), (35b)
while, for deformed SkX, the restrictions Eq. (35a)
should be discarded. As a result, 7 +
∑n
i=1 3ni parame-
ters are needed to describe SkX magnetization texture.
They are εe11, ε
e
22, ε
e
12, ω
e, m01, m02, m03, c
re
ijk, c
im
ijk (i =
1, 2, · · · , n; j = 1, 2, · · · , ni2 ; k = 1, 2, 3). Hereafter, we
focus on the case where b = [0, 0, b]T. At fixed tempera-
ture t and magnetic field b, these parameters are obtained
by minimizing the rescaled free energy. In this work, the
Fourier expansion order is chosen as n = 3.
In Cnv (n = 3, 4, 6) helimagnets, the DMI free energy
density φDM can be divided into a Bloch part φBL =
Dsinξ(L321 +L132) and a Ne´el part φNE = Dcosξ(L131 +
L232) (see Table I), where ξ is a parameter characteriz-
ing the relative strength of φBL and φNE. To investigate
the evolution of SkX magnetization structure with re-
spect to ξ, we plot Fig. 2(a-d) at ξ = 90◦, 60◦, 30◦, 0◦,
respectively. At ξ = 90◦ [ξ = 0◦], the in-plane magne-
tization components are perpendicular [parallel] to the
corresponding radial directions. Therefore, the SkX be-
longs to a Bloch [Ne´el] type, which exists also in helimag-
nets with T , O or Dn (n = 3, 4, 6) [Cnv (n = 3, 4, 6)]
point group. At ξ = 60◦ or ξ = 30◦, the magnetization
structure is between that of Bloch SkX and Ne´el SkX,
and we call it Bloch-Ne´el mixed SkX. According to Fig.
2(a-d), Bloch SkX transforms into Ne´el SkX by rotat-
ing the in-plane magnetization components counterclock-
wise by 90◦. Similarly, we plot Fig. 2 (e-h) to illustrate
the evolution of SkX in S4 helimagnets from Anti-I type
(Fig. 2(e)) to Anti-II type (Fig. 2(h)). The intermedi-
ate states (Fig. 2(f) and (g)) are called Anti-I-Anti-II
mixed SkX. For Anti-I, which also exists in helimagnets
with D2d point group, the in-plane magnetization compo-
nents along a 〈0 1〉 [〈1 1〉] axis are perpendicular [parallel]
to the radial direction. For Anti-II SkX, the opposite is
the case. The in-plane magnetization components along
a 〈0 1〉 [〈1 1〉] axis are parallel [perpendicular] to the ra-
dial direction. The Anti-I to Anti-I transformation is
also accomplished by rotating the in-plane magnetization
components counterclockwise by 90◦.
It has been proved by numerical simulation that
anisotropic DMI deforms isolated skyrmion from a cir-
cular one to an elliptic one [23]. Here, we show that
anisotropic DMI, which is present in D2 and C2v heli-
magnets, can also deform SkX. We first set D′ = 0.06D
and D′ = 0.06D for φDM of D2 point group (see Table
I) and plot the magnetization distribution of SkX in Fig.
2(i) and (m). In this case, SkX belongs to a Bloch type.
Due to the existence of Anti-I type DMI, the shape of
a skyrmion cell is no longer a regular hexagon and the
core of the skyrmion cell is elliptic. Then we consider
the other case where Anti-I type DMI dominants and
set D = −0.06D′ and D = 0.06D′. The SkX is now a
deformed Anti-I type (Fig. 2(j) and (n)). Similarly, de-
formed Ne´el type SkX and deformed Anti-II type SkX
in D2 helimagnets are plotted in Fig. 2 (k) (o) (l) and
(p) for D′ = −0.06D, D′ = 0.06D, D = −0.06D′ and
D = 0.06D, respectively.
When we plot Fig. 2(a-h) (and (i-p)), two phenom-
ena attract our attention. The first one is that the
skyrmion cells have the same size, the second one is
that the out-of-plane magnetization components have the
same maximum and minimum. To explain these phe-
nomena, we first compare the analytical expressions of
the free energy with different types of DMI. It is found
that if m01 = m02 = 0, i.e., the magnetic field is ap-
plied along the z axis, the analytical expressions of free
energy are the same. This means that when we do
not consider in-plane anisotropy induced by tilted mag-
netic field, different kinds of SkX can be studied in a
unified framework. By minimizing the free energy ex-
pressed in Eq. (22) at certain temperature and magnetic
field, we can obtain the same set of values for the pa-
rameters εe11, ε
e
22, ε
e
12, ω, m01, m02, m03, c
re
ijk, c
im
ijk (i =
1, 2, · · · , n; j = 1, 2, · · · , ni2 ; k = 1, 2, 3) for different
8FIG. 2. ECs in helimagnets with different point group. (a) Bloch SkX in T , O or Dn (n = 3, 4, 6) helimagnets. (b-c) Bloch-
Ne´el mixed SkX in Cn (n = 3, 4, 6) helimagnets with ξ = 60
◦ and ξ = 30◦, respectively. (d) Ne´el SkX in Cnv (n = 3, 4, 6)
helimagnets. (e) Anti-I SkX in D2d helimagnets. (f-g) Anti-I-Anti-II mixed SkX in S4 helimagnets with ξ = 60
◦ and ξ = 30◦,
respectively. (h) Anti-II SkX in S4 helimagnets with ξ = 0
◦. (i) and (m) Deformed Bloch SkX in D2 helimagnets with
D′ = 0.06D and D′ = −0.06D, respectively. (j) and (n) Deformed Anti-I SkX in D2 helimagnets with D′ = −0.06D and
D′ = 0.06D, respectively. (k) and (o) Deformed Ne´el SkX in C2v helimagnets with D′ = −0.06D and D′ = 0.06D, respectively.
(l) and (p) Deformed Anti-II SkX in C2v helimagnets with D
′ = −0.06D and D′ = 0.06D, respectively. (a-h) are obtained at
t = 0 and b = 0.3, (i-p) are obtained at t = 0 and b = 0.4. The in-plane magnetization components are represented by the
arrows, and the out-of-plane magnetization components are illustrated by the colored density plot. The region encircled by the
black lines is the Wigner-Seitz cell.
types of DMI, including Bloch, Ne´el, Anti-I, Anti-II,
Bloch-Ne´el mixed and Anti-I-Anti-II mixed. As to the
second phenomenon, we express analytically the out-of-
plane magnetization components for different types of
DMI and find that they are the same. Therefore, differ-
ent kinds of SkX have the same distribution of out-of-
plane magnetization. That is the reason why the second
phenomenon occurs.
In Ref. [48], it is shown that when uniaxial anisotropy,
which has the form m2z, is present, Ne´el SkX has a larger
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FIG. 3. (a)εe11 as a function of the magnetic field b at the
temperature t = 0. (b) εe11 as function of the temperature b
at the magnetic field b = 0.3.
stable region in the phase diagram than Bloch SkX. How-
ever, according to our results, with uniaxial anisotropy
considered, the free energy is still the same for Bloch
SkX and Ne´el SkX, because the out-of-plane magnetiza-
tion distribution is the same for these two kinds of SkX.
Uniaxial anisotropy does not favor Bloch SkX or Ne´el
SkX, but it enlarges the stable region of Ne´el SkX by
suppressing the conical phase.
Evolution of SkX with respect to some
thermodynamic parameters
Deformation of SkX consists of two aspects, the shape
deformation reflected by the parameters εe11, ε
e
22, ε
e
12, ω
(called lattice deforamtion), and the deformation re-
flected by the inequality of cijk (j = 1, 2, · · · , ni2 ) (called
in-lattice deformation). When there is no in-plane
anisotropy, such as DMI anisotropy and anisotropy in-
duced by tilted magnetic field, SkX has hexagonal sym-
metry. In this case, no in-lattice deformation occurs, be-
cause the waves along qij (j = 1, 2, · · · , ni2 ) directions
are equivalent, and cijk (j = 1, 2, · · · , ni2 ) reflecting the
wave amplitude are equal. About the lattice deforma-
tion, we have εe11 = ε
e
22, ε
e
12 = 0, and ω
e = 0, for which
the only parameter is εe11.
Consider Bloch type DMI without anisotropy and ap-
ply a magnetic field perpendicular to the skyrmion plane,
we study the evolution of the normal strain εe11 with re-
spect to the thermodynamic variables b and t. We first fix
the temperature t = 0, and study the influence of mag-
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FIG. 4. (a) εe11 and ε
e
22, (b) c
re
131/c
re
111 and c
re
131/c
re
121, and (c)
ϕ11 and ϕ12 as functions of D
′/D. The results are calculated
at the magnetic field b = 0.4 and the temperature t = 0.
netic field b on the size of a skyrmion cell, the result is
plotted in Fig. 3(a). It is found that with increasing b, εe11
decreases from 0.053 (at b = 0) to it’s minimum 0.0054
(at b = 0.29) then increase to 0.042 (at b = 0.45). We
then fix the magnetic field b = 0.3, and study the thermal
expansion of SkX. As shown in Fig. 3(b), εe11 decreases
for −1 < t < 0.04 then increases for 0.04 < t < 0.6 with
increasing temperature. This means that the coefficient
of thermal expansion is negative for −1 < t < 0.04 and
it changes to be positive for 0.04 < t < 0.6.
We now study the influence of DMI anisotropy on the
deformation of SkX in D2 or C2v helimagnets. The DMI
free energy density considered is φDM = D(L321+L132)+
D′(L321−L132) with Bloch type DMI the dominant part,
i.e., |D′/D| < 1. We fix the temperature t = 0 and the
magnetic field b = 0.4. The lattice-deformation-related
parameters εe11, ε
e
22, ε
e
12 and ω as functions of D
′/D,
which characterize the strength of DMI anisotropy, are
plotted in Fig. 4(a). The curves of εe11, ε
e
22 and ω are
discontinuous at D′/D = 0. This means that a phase
10
transition happens when D′/D changes its sign. To work
out what happens during this phase transition, we plot
Fig. 4 (c), which shows ϕ11 and ϕ12, the angles between
the deformed wave vectors qd11, q
d
12 and the x axis, as
functions of D′/D. We can see that ϕ11 and ϕ12 jump at
D′/D = 0, i.e., a rotation of SkX occurs. Actually, the
magnetization structure for a negative D′/D can be seen
as a 90◦ rotation of the magnetization structure for a cor-
responding positive D′/D. Because, the DMI anisotropy
free energy changes its sign under 90◦ rotation.
As to the in-lattice deformation, it is mainly reflected
by the first order wave amplitudes cre111, c
re
121 and c
re
131.
cre121/c
re
111 and c
re
121/c
re
131 as functions of D
′/D are plotted
in Fig. 4(b). For positive D′/D, the value of cre121/c
re
131 are
always 1, meaning that the waves along deformed q11 and
q12 directions are equivalent. This is reasonable, because
the DMI anisotropy do not break the antisymmetry of
DMI with respect to the y axis.
ELASTICITY OF EMERGENT CRYSTALS IN
MAGNETIC MATERIALS UNDER BIAS
MAGNETIC FIELDS
Now we study the emergent elasticity for all the ECs
that appear in helimagnets when subject to a distur-
bance of the bias magnetic field. In other words, we
try to derive the linear relationship between dεea and
db = [db1, db2, db3]
T. Compared with the generalized
relation given in Eq. (10), we further assume that spa-
tially periodic magnetic fields are not applied (i.e., the
work conjugates of cijk are zero). In this case, Eq. (10)
changes to

dεe11
dεe22
dεe12
dωe
 = λbias
db1db2
db3
 , (36)
where λbias is a 4∗3 matrix whose components depend on
the temperature t and magnetic field b, dbi (i = 1, 2, 3)
are small distributions of the bias magnetic field. λij
can be expressed analytically, but their expressions are
too length to be present. Here, we just calculate their
numerical values.
Based on symmetry analysis, we find that for the ECs
permitted by the first six types of point groups listed in
Table I, we have
λbias =

0 0 λ13
0 0 λ13
0 0 0
0 0 0
 , (37)
which means that without in-plane anisotropy, the bias
magnetic field can only induce normal strain of the ECs,
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FIG. 5. λ13 as a function of b at t = 0 for ECs permitted by
the first six types of point groups in Table I.
and small disturbance of in-plane bias magnetic field does
not induce lattice deformation. λ13 as a function of b is
plotted in Fig. 5. It is shown that with increasing mag-
netic field, λ13 increases from a negative value to a pos-
itive value, and at b = 0.29, λ13 = 0. This accords with
the results shown in Fig. 2(a). Actually, λ13 represents
the slope of the εe11 − b curve.
Meanwhile, we find that for the ECs permitted by the
last two types of point groups listed in Table I, we have
λbias =

0 0 λ13
0 0 λ23
0 0 λ33
0 0 λ43
 . (38)
In this case, λ13 is no longer equal to λ23, meaning that
anisotropic lattice deformation of ECs takes place. Fig.
6 shows λi3 (i = 1, 2, 3, 4) of D2 helimagnets as func-
tions of the magnetic field b at the temperature t = 0.
When D′/D is positive (Fig. 6 (a)), λ33 and λ43 are zero.
Therefore, the bias magnetic field does not change the
value of ε12 and ω. When D
′/D is negative (Fig. 6 (b)),
λi3 (i = 1, 2, 3, 4) all vary with respect to the magnetic
field. We should emphasis that for D2 and C2v helimag-
nets, if the orthonormal basis and the sign of D′/D or
D/D are appropriately chosen, the free energy functional
share the same form in terms of cijk and ε
ea; therefore,
λbias of D2 and C2v helimagnets behave similarly with
respect to the thermodynamic parameters.
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