This paper presents recent advances in a number of novel, high-performance cooling techniques for emerging electronics applications. Critical enabling thermal management technologies covered include microchannel transport and micropumps, jet impingement, miniature flat heat pipes, transient phase change energy storage systems, piezoelectric fans, and prediction of interface contact conductance. r
Introduction
The cooling needs of the electronics and computer industries for high-end applications have surpassed the capabilities of conventional methodologies such as natural convection or fan-blown air cooling. Even applications with lower heat dissipation levels can pose severe challenges due to space, weight, power consumption, noise level, or other contraints. A host of new methodologies have been proposed over the last decade to cope with this increasing demand. There are now several journals solely dedicated to the reporting of work in this field, as well many books summarizing the state of the art. This paper discusses some of these high-performance cooling techniques, including microchannel heat sinks and micropumps, jet impingement, flat heat pipes, phase change energy storage and contact conductance. Novel concepts including integrated liquid microchannel cooling systems, microscale ion-driven airflow, and piezoelectric fans are also presented.
Microchannel heat sinks and micropumps
The use of microchannels for high power-density electronics cooling has been widely studied. Along with providing very high heat transfer coefficients, microchannel heat sinks are very compact in size, which enhances their suitability to electronics cooling.
The microscale dimensions of these channels calls for great care in experimental characterization. In addition, the behavior of microchannels can be different from the corresponding macroscale channels, since the various forces affecting flow and heat transfer scale differently, and take on different levels of dominance as the dimensions are reduced.
Various aspects of transport in microchannels relevant to electronics cooling applications are discussed here. The results of studies in the literature on fluid flow and heat transfer through microchannels are first compared and inconsistencies identified. Fluid flow and heat transfer experiments conducted on channels of hydraulic diameter ranging from 250 to 1000 mm are then presented, and results from these experiments compared to predictions from conventional correlations. The pumping requirements of microchannel heat sinks are derived, along with a method to assess the suitability of a given pump to a microchannel heat sink application. Optimization of microchannel dimensions for a specified thermal load to minimize the pumping requirements is also discussed. Various micropumps presented in the literature are also briefly reviewed in terms of their suitability to electronics cooling. 
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Review of past studies
A comprehensive review of studies in the literature on fluid flow and heat transfer through microchannels is available in [1] . The emphasis of the review was on experimental results obtained for micro-and mini-channels and tubes. Investigations of boiling and two-phase flows in small channels and tubes, gas flow in microchannels, analytical studies on microchannel flows, and design and testing of microchannel heat sinks for electronics cooling were also reviewed. Results for single-phase conditions, quantified in terms of friction factor and Reynolds number for fluid flow and in terms of Nusselt number and Reynolds number for heat transfer, were compared to predictions from conventional correlations both in laminar and turbulent regimes in an earlier paper by Sobhan and Garimella [2] .
The friction constant fRe and Nusselt number are plotted against Reynolds number in Figs. 1 and 2 from experimental studies in the literature on a log-log scale [3] [4] [5] [6] [7] [8] [9] [10] [11] ; the laminar regime is considered in part (a) of each figure, while the turbulent regime is considered in part (b). The experimental results are compared to the following conventional correlations: For the friction constant, fRe ¼ 64 for circular tubes and fRe ¼ 57 for square channels, both for laminar flow, and the Blasius correlation, The measurements lie both above and below the predictions, and also show different trends of variation relative to the conventional predictions in the laminar and turbulent regimes. In addition, transition from the laminar to turbulent regimes appears to occur at lower Reynolds numbers in many of the experimental studies relative to expectations from conventional analysis. These results have been cited to support the existence of differences in the physics at macro-and micro-length scales.
In view of the wide disparity in the literature on pressure drop and heat transfer in microchannels, carefully designed experiments were performed to understand the reasons for these discrepancies, as described below.
Single-phase flow and heat transfer
An experimental facility was designed to conduct fluid flow and heat transfer experiments in microchannels with hydraulic diameter ranging from 250 to 1000 mm. The aim of the experiments was to carefully analyze flow and heat transfer behavior in microchannels, verify the Reynolds numbers for transition from laminar to turbulent flow, and to assess the validity of the conventional correlations in predicting these characteristics.
Two different approaches were used in the fluid flow experiments with short and long microchannels, separately. The pressure drop measurements obtained from the short channels included pressure losses due to the sudden contraction at the inlet and the expansion at the outlet of the channels. In contrast, pressure drops obtained from the long channels included no additional losses. Details of the experimental setup and the uncertainty analysis for these experiments are described in [12] . Typical experimental results for friction factor f are plotted against Reynolds number and compared to the predictions from correlations in Fig. 3(a) for long channels and Fig. 3(b entrance and exit have been subtracted from the measured values in interpreting the short channel data.
The figures show clearly that the experimental results match the predictions quite well. It may be noted that the experimental friction factors start to deviate from the laminar predictions at ReE2000, indicating the onset of transition. This again indicates that the hydrodynamic behavior of the microchannels is not different from that of conventional channels in terms of transition.
The heat transfer experiments were performed using a copper heat sink with microchannels of hydraulic diameter ranging from 318 to 902 mm, as described in [13] . The experimental results are compared in Fig. 4 (a) through 4(c) to theoretical predictions and empirical correlations for different thermal and hydrodynamic boundary conditions, including simultaneously developing laminar flow, thermally developing laminar flow, fully developed laminar flow and turbulent flow. A Navier-Stokes based computational fluid dynamics (CFD) analysis was also conducted to compare with the experimental measurements. The results show that conventional correlations usually underpredict the heat transfer in the laminar regime due to mismatch of boundary conditions and lack of incorporation of aspect ratio effects. However, the experimental data agree with the thermally developing predictions of CFD analysis at low Reynolds numbers, approaching the simultaneously developing values at higher Reynolds numbers in the laminar range. This suggests that a continuum modeling approach can be employed with confidence for predicting heat transfer behavior in microchannels in the dimensional range considered here. In the transitional and turbulent regimes, improved correlations are needed to account for the developing conditions. 
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Assessment of pumping requirements
The large pumping power requirement of microchannel heat sinks is one of the reasons for their not being widely used on a commercial scale to date. A graphical method to assess the suitability of candidate pumps for a particular microchannel heat sink application was reported in [14] .
Two thermal limits are used to calculate the operating regions of microchannel heat sinks for given values of heat removal rate and channel dimensions:
(1) The maximum temperature gradient on the chip is limited to (dT/dx) max , i.e., ðdT=dxÞ d oðdT=dxÞ max . (2) The maximum temperature at any point on the chip should be less than T max , i.e., T d oT max .
The minimum volume flow rate and the minimum pressure drop set by the first condition are represented by Eqs. (1) and (2) below, while those set by the second limit are given by Eqs. (3) and (4)
The results are illustrated in Figs. 5(a) and (b) in terms of limiting pressure drop (Dp) and total volume flow rate (Q). If the flow rate and pressure drop at which the microchannel heat sink operates lie within the operating region, the desired heat transfer rate will be achieved and the two thermal limits will be met, as defined by the 'operating region' in Fig. 5(a) .
The suitability of a pump to a microchannel heat sink design is assessed by superimposing the pump curve and the required minimum operating limit for the heat sink, as in Fig. 5(b) . The point of intersection would be the operating point of the pump and heat sink. This approach provides a very simple way of assessing the suitability of any pump and microchannel heat sink for a desired application.
The point of intersection of the two limiting curves also represents the minimum pumping requirements of the microchannel heat sink. The microchannel width corresponding to this point would be optimal for a prescribed aspect ratio, and the heat sink with these dimensions would impose the minimum requirements on the pump to drive the fluid through the microchannels. 
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Review of micropumping techniques
A primary consideration in the implementation of microchannel heat sinks is to understand and evaluate the methods for actuating flow at the microscale. Integrating the pumping action directly at the scale of the microchannels in a heat sink is an attractive alternative to the use of external pumps. A comprehensive review of micropumping techniques was generated by Singhal et al. [15] , with an emphasis on small-scale cooling applications. Micropumps are compared based on their working principles, limitations and advantages, the maximum achievable flow rate per unit cross-sectional area of the pump and the maximum achievable back pressure. The micropumps are also compared based on miniaturization potential, size, actuation voltage and power required per unit flow rate, ease and cost of fabrication, minimum and maximum frequency of operation, and suitability to electronics cooling. Fig. 6(a) shows that the pumps with the highest flow rate per unit area are the injection-type EHD, electroosmotic, flexural plate wave, piezoelectric, rotary and valveless micropumps. From Fig. 6(b) , it is seen that piezoelectric, electroosmotic and valveless micropumps yield the highest back pressures. More details of the comparison of micropumps discussed in the literature are available in [15] .
Integrated air and liquid micropumps
Integrated microchannel cooling systems, with micropumps integrated into microchannels, are very attractive because they obviate separate micropumps and can greatly reduce package volume. Equally importantly, their fabrication can be integrated with that of the microchannels thus decreasing the overall cost of the cooling system. Two integrated micropumping approaches, one for air and the other for liquids, are described below.
Schlitz et al. [16] presented a novel method of pumping air at microscale dimensions using the concept of ion drag, called microscale ion-driven air flow (MIDAF). The concept is schematically illustrated in Fig. 7 . Ions are generated in air using low-voltage cold-cathode electron emitters that inject electrons into the air. Once in the air, the electrons generate ions by collision reactions. This is similar to the corona wind concept described by Robinson [17] , except that it is accomplished at lower voltages. The ions are moved by a series of microfabricated electrodes that generate strong electric fields to pump ions through air. Ahn and Kim [18] used a similar approach to generate a traveling electric field to pump alcohol. Ions collide repeatedly with neutral molecules, thus generating bulk motion of the gas. Meso-scale motion, flow on the order of millimeters, is obtained using a traveling electric field which is established by an array of electrodes (Fig. 8) .
Analytical and numerical models of the fluid-ion-electric field interactions have been developed. First-order analyses demonstrate the feasibility of implementing this concept into a heat sink with cooling rates as high as 40 W/cm 2 . Numerical modeling results in [16] describe the body force interaction of the ions with the fluid, the location of the body force, the resulting velocity profiles, the stability of ion clouds and the important parameters that affect this flow. The MIDAF concept has been experimentally verified by means of ion current measurements. Measurable ion currents were established over a flat test section with pumping electrodes spaced apart by 30 mm, operating at potentials of 0-35 V, and switching at a frequency of 1.4 MHz.
A liquid micropump design capable of integration into microchannels is shown in Fig. 9 [19, 20] . This design combines induction electrohydrodynamics (EHD) with a valveless nozzle-diffuser micropump actuated using a vibrating diaphragm. Several of these micropumps can be arranged in series and parallel, as shown in Fig. 9 (c), to achieve both high flow rates and high pressure drops. The micropump is based on integration of two existing technologies: a valveless nozzle-diffuser micropump [21] and induction EHD [22, 23] .
A comprehensive numerical model of the micropump has been developed to study the combined effect of the valveless micropump with vibrating diaphragm and EHD. The numerical model has been validated in detail using theoretical and experimental results from the literature. [14] . Details of the pumps and microchannels considered are also available in the original reference.
EHD leads to significant improvement in flow rate over that of the vibrating diaphragm alone. Velocity vectors in the mid-plane in a valveless micropump with and without the EHD action are shown in Fig. 10 . The velocities with EHD action are much higher than those in the absence of EHD. Singhal et al. [24] studied the flow characteristics of nozzle-diffuser elements at low Reynolds numbers, typical of those found in such micropumps. 
ARTICLE IN PRESS
Ion motion
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Infra-red micro-particle image velocimetry (IR-PIV)
A non-intrusive diagnostic technique, infrared microparticle image velocimetry (IR-PIV), was developed by Liu et al. [25] for measuring flow fields within MEMS devices with micron-scale resolution. This technique capitalizes on the transparency of silicon in the infrared region, and overcomes the limitation posed by a lack of optical access with visible light to sub-surface flow in silicon-based microstructures. Experiments with laminar flow of water in a circular micro-capillary tube of diameter 255 mm were conducted to demonstrate the efficacy of this technique. Sample experimental measurements are illustrated in Fig. 11 , indicating very good agreement with velocity profiles predicted from laminar theory. The results indicate that the IR-PIV technique effectively extends the application of regular micro-PIV techniques, and has great potential for flow measurements in silicon-based microdevices.
Jet impingement
The enhanced heat transfer rates obtained with impinging jets make them very suitable for cooling electronic devices with very high heat dissipation rates. The topic has received wide attention and several theoretical and experimental studies have been performed in the literature. A detailed review of confined jets is available in [26] . In confined jets, the outflow is confined to a parallel-plates arrangement by the presence of a horizontal confining wall extending around the orifice, above the impingement surface (as illustrated in the visualization shown in Fig. 12 ). Confined jets are also submerged, i.e., the ambient fluid is the same as the impinging jet. This is in contrast to freesurface jets where the fluid issuing from the jet is different from the ambient fluid, resulting in a distinct free surface separating the two fluids.
Much of the literature on impinging jets has focused on flow and geometric parameters such as jet flow rate, fluid properties, jet-to-target spacing and jet diameter; in a majority of the studies, the jets considered have been implemented as free-surface or submerged jets which are not confined. Confinement of the jet outflow is relevant in many practical applications, especially in electronics cooling.
Relative to free-surface jets, submerged jet impingement results in higher heat transfer rates [27] , and conversely, confinement of the outflow causes a reduction in heat transfer [28] , in general terms.
Single jets
For single round jets, the local heat transfer coefficient on the target surface has a bell-shaped distribution with respect to radial distance from the stagnation point. The maximum value occurs at the stagnation point and decreases symmetrically with radial distance. The radial distribution of the heat transfer coefficient as a function of orifice to target spacing (d ¼ 1.59 mm, Re ¼ 13000) in confined and submerged liquid jet impingement is shown in Fig. 13 [29] , and suggests a potential core that is 4 diameters long. The figure also shows the presence of secondary peaks located at r/dE2 in the curves for small orifice-to-heat source spacings (H/do5). For H/d^5, the peaks manifest as inflection points, and, with increasing H/d, as mere changes in slope.
Area-averaged (over the area of the heat source) Nusselt numbers for liquid jets of four different diameters are compared in Fig. 14 [29] . Each orifice shows the expected increase in average Nusselt number with increasing Reynolds number. The data from each orifice fall into a distinct group separated by orifice diameter. There is a slight increase in the dependency on Reynolds number as the diameter is increased. Results for a similar study with air jet impingement are available in [30] .
Garimella and Nenaydykh [31] and Schroeder and Garimella [30] proposed generalized correlations which represent the data on confined impingement of liquid and air jets, respectively. They demonstrated the need for additional information concerning the effects of fluid thermophysical properties, turbulence levels, orifice geometry, and heater-to-orifice size. Correlations for areaaveraged heat transfer coefficients in confined jet impingement have been reported for air [30] and liquid [29] jets. Li and Garimella [32] proposed the most general correlations for confined and submerged jet impingement, valid for a wide range of fluids including air, water and fluorinert liquids, as well as a large range of geometric parameters.
Multiple jets
Use of multiple confined jets leads to crossflow streams where accumulated drainage due to spent fluid from each jet adds a crossflow component to the existing impinging flow field. The flow field for these multiple jet configurations is complicated by interference between neighboring jets prior to impingement, as well as by collision of the developing wallflows from adjacent orifices [33] . Huber and Viskanta [34] studied the interactions between neighboring jets for confined and submerged air jets. An orifice-to-target spacing (H/d) of 0.25 was shown to result in minimal pre-impingement interaction, thus leading to much improved heat transfer relative to a larger H/d of 6. The secondary maxima were also much more pronounced at the smaller spacings.
The local heat transfer to an array of impinging jets is a complex function of Reynolds number, orifice-target spacing, number of jets, interjet spacing, and outflow (exhaust) configuration. Garimella and Schroeder [35] obtained the local heat transfer distribution for a 9 Â 1.59 mm array of confined air jets, as illustrated in The effect of orifice-to-target spacing on the local heat transfer coefficients for the same array is illustrated in Fig. 16 for Re ¼ 5000 and 15,000. It is evident that a decrease in the orifice-target spacing from H/d of 4-1 results in an increase in heat transfer coefficients for both Reynolds numbers. The effect is stronger at the higher Reynolds number: for a decrease in H/d from 4 to 1, the percentage increase in average heat transfer coefficient at Re ¼ 15000 is twice (from 883 to 1142 W/m 2 K) the increase at Re ¼ 5000 (from 446 to 509 W/m 2 K). The influence of Reynolds number on the local heat transfer coefficients is shown in Fig. 17 The array heat transfer also increases faster with increasing Reynolds number than in the case of the single jet at the smaller H/d. The increase in average heat transfer coefficient as Reynolds number increases from 5000 to 15,000 with H/d ¼ 1 is 124% for the array but only 87% for the single jet. At H/d ¼ 4, the increase in average heat transfer coefficient with Reynolds number is roughly the same ($100%) for both the array and the single jet. It is also apparent that the stagnation-region heat transfer coefficient for the central jet in the array exceeds the corresponding (i.e., at the same Re and H/d) single-jet value in all cases in Fig. 17 .
Variation in the local and average heat transfer coefficients for a different jet array (4 Â 3.18 mm) was also studied. Correlations for area-averaged Nusselt number for arrays of multiple jets are also presented in [35] .
Geometry effects
Garimella and Schroeder [35] and Fitzgerald and Garimella [36] studied the effect on heat transfer of the ig. 16 . Variation in the 9 Â 1.59 mm array heat transfer coefficients with orifice-target spacing for Re ¼ 15000 (top) and 5000 (bottom) [35] . flow field caused by different orifice lengths (or the lengthto-diameter aspect ratio) and orifice diameters. Other studies on this topic are reviewed in [26] . Orifice geometry affects the turbulence levels generated in the orifice as well as the shape of the exit velocity profile, both of which affect the local heat transfer coefficients.
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Garimella and Nenaydykh [31] studied the effect of the orifice length-to-diameter (l/d) aspect ratio on the heat transfer distributions at a range of orifice-to-target spacings. Their results revealed that the aspect ratio plays a more dominant role in determining heat transfer coefficients at the smaller spacings (H/dr4). In contrast to H/d, the role of aspect ratio on heat transfer was unaffected by Reynolds number. In all cases, very short orifices (l/do1), both stagnation and average heat transfer coefficients were significantly higher than for l/d^1; in this latter range, the influence of aspect ratio was less pronounced.
The orifice diameter is also an important and independent parameter affecting heat transfer in jet impingement. Garimella and Nenaydykh [31] illustrated a dependence on diameter for local Nusselt number distributions, even with geometrically similar orifices. The influence of orifice diameter was most pronounced in the stagnation region. The velocimetry measurements of Fitzgerald and Garimella [37] revealed higher levels of turbulence as the orifice diameter was increased, with all other parameters held constant.
Another important geometry parameter in confined jet impingement is the heater-to-orifice size ratio (D e /d). San et al. [38] assessed the effect of varying D e /d on the heat transfer distribution. Increasing the heater size served to degrade the entire heat transfer distribution and reduce the magnitude of the secondary peaks. The heater size had a more significant effect on the formation and shape of the secondary peaks than did variations in the orifice diameter. The effect of increasing the heater diameter was significant: a roughly threefold increase in the heater size caused a 50% decrease in the stagnation heat transfer coefficient. Schroeder and Garimella [30] also found that this size ratio had a significant effect on the stagnation and average heat transfer coefficients in confined jet impingement.
Numerical modeling
Several studies have been performed on the modeling of impinging jets, as reviewed by Polat [39] . More recent literature in this field has been reviewed by Garimella [26] . Numerical modeling of the flow field of a confined and submerged impinging liquid jet by Morris and Garimella [40] predicted the location of the center of the toroidal recirculation pattern in the confinement region at several orifice-to-target plate spacings. While the primary features of the recirculating flow patterns were realized, the standard high-Reynolds number k-e model used failed to predict the secondary flow patterns observed visually in the confined outflow. More recently, Morris et al. [41] improved these predictions by using the Reynolds stress turbulence closure model, with which the secondary flow patterns were also satisfactorily captured.
Morris et al. [42] applied a two-layer model for predicting heat transfer in confined jet impingement to better account for the local variations of turbulence quantities near the wall. The turbulent Prandtl number concept was used to evaluate the eddy diffusivity for heat in the k-e model. Four turbulent Prandtl number functions were investigated and evaluated for agreement of predictions with experiments in the literature.
Surface enhancements
The heat transfer rates obtained in confined jet impingement may be significantly enhanced by target surface modification, that is, by employing surface roughness, extended surfaces or heat sinks on the target surface [26, 43, 44] . In liquid jet impingement with finned surfaces, reductions in thermal resistances of approximately 50% have been reported; with further roughening of the spreader plate, the thermal resistance was reduced by as much as 80% [45] . In addition to the actual surface enhancements employed, parameters such as the orifice diameter, flow rate, orifice-to-target spacing and number of orifices also affect the heat transfer rates obtained with enhanced surfaces. Brignoni and Garimella [46] conducted a study to optimize the confined impingement configuration for a given pin-fin heat sink. A highly effective copper pin-fin heat sink was considered for the optimization of jet impingement. El-Sheikh and Garimella [47, 48] studied much larger heat sinks with single and multiple confined air jets and obtained enhancement factors of up to 72 compared to the unenhanced surface.
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Heat pipes
Heat pipes are widely used in electronics cooling applications, both as efficient heat spreaders and to transport heat to remote heat sinks for dissipation. The analysis of the operation and performance of heat pipes has received a lot of attention, and a comprehensive review is available in Garimella and Sobhan [49] . For the most part, attention has been focused on the study of either flat or round heat pipes, typically with single heat sources. There has been recent interest in exploring the use of flat heat pipes as substrates upon which multiple heat generating components are mounted. In such a configuration, the heat pipe acts both as a heat spreader as well as a conveyer of heat, while also providing the mechanical substructure. The performance of flat heat pipes under these types of heterogeneous and distributed loads is not well understood, and has been a focus of study in the author's group.
Vadakkan et al. [50] developed a complete two-dimensional mathematical model to analyze the transient and steady-state performance of flat heat pipes. The model accounts for the pressurization of the vapor core and the coupling of the continuity, momentum and energy equations in the wick and vapor regions. A stable numerical procedure was devised to solve the resulting governing equations. The procedure improves upon the standard sequential solution scheme by recognizing the sensitivity of the mass flow rate at the phase change interface to the interface temperature and pressure, as well as the system pressure. The improved method was shown to perform well over a range of heat inputs, and predictions showed satisfactory agreement with experiments.
This model was used by Vadakkan et al. [51] to study the performance of flat heat pipes with multiple discrete heat sources (as illustrated in Fig. 18 ). The effect of heat source strength and separation and their effect on steady as well as transient performance were studied. The simulations were used to assess the possibility of dryout as well as the location at which dryout might first be observed. The maximum pore radius necessary to support the pressure drop at the evaporator interface could also be obtained from the hydrodynamic pressure variation at the interface.
The three-dimensional analysis includes the liquid wick and the wall in addition to the vapor core. An equilibrium model for heat transfer and a Brinkman-Forchheimer extended Darcy model for fluid flow in the wick region are employed. The density change in the vapor due to pressurization is calculated using the ideal gas state equation. The mass flow rate, temperature and pressure at the interface are determined using an energy balance at the interface in conjunction with kinetic theory and the Clausius-Clapeyron equation. The energy balance at the interface includes convection and conduction on the liquid and vapor sides. Vapor flow, temperature and hydrodynamic pressure fields are computed from coupled continuity/momentum and energy equations in the vapor and wick regions, and a conduction analysis in the wall. The flow of the vapor is assumed as laminar and incompressible. At high heat fluxes, the vapor velocity may be high enough for compressibility effects to become important; these are not accounted for in the present development, but are being included in the formulation in ongoing work.
The physical dimensions of the flat heat pipe considered are shown in Fig. 18 . The heat pipe dimensions, 47 mm width and 58 mm length with a wall thickness of 0.8 mm on all six sides, simulate those of typical commercially available flat heat pipes. The condenser covers 20 mm of the heat pipe as shown in the figure. The wall and wick are made of copper and the working fluid is water. The wick is present only on one side of the heat pipe, and the heating and cooling boundary conditions are applied only on this wicked side. Two discrete 10 Â 10 mm heat sources are mounted at a separation distance of 5 mm in the baseline case. The heat input to each heat source is 15 W. Those portions of the heat pipe surface not exposed to the condenser or evaporator boundary conditions are assumed adiabatic.
Contours of the wall temperature variation on the wicked side of the heat pipe (y ¼ 2.8 mm) at steady state are shown in Fig. 19(a) . The baseline case is considered, with equal heat inputs to the two sources. The maximum temperature occurs at the center of the heat source on the left. Conduction down the side wall is responsible for the maximum temperature not occurring at the left end of this heat source. The temperature decreases with distance away from the heated zone. The temperature distribution along the vertical midsection (z ¼ 23.5 mm) of the heat pipe is shown in Fig. 19(b) . The highest temperatures are in the vicinity of the discrete heat sources. In the vapor region, a significant drop of 12 1C in temperature along the axial direction is observed, indicating continual energy transfer into the vapor across the liquid-vapor interface. In cases where the effect of convection in the vapor may be dominant over diffusion at the liquid-vapor interface, the vapor temperature variation would be significantly smaller. The Peclet number of the vapor space governs which of these processes is dominant. The figure also shows a significant drop in temperature through the wick (y-direction), attributable to the low wick thermal conductivity. The effect of heat source separation is investigated by holding the power input to the two heat sources constant at 5 and 25 W for the left and right sources, respectively. The heat source separation is varied through 0, 5 and 10 mm in Fig. 20 . As expected, the figure shows that the maximum temperature always occurs at the center of the right heat source with the higher heat input. This maximum temperature reduces from 312.6 to 311.4 K as the distance between sources is increased from 0 to 10 mm. As the separation between the sources is increased, the source on the right gets closer to the condenser, explaining this drop in maximum temperature. This temperature dependence with respect to the location of the heat source with respect to the condenser illustrates the importance of axial diffusion through the wall and wick.
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The axial variation of the liquid and vapor pressure drop at the interface at a steady state is shown in Fig. 21 . Once steady state is reached, irrespective of the location of the maximum temperature (and the maximum interface velocity), the maximum pressure drops in the liquid and vapor always occur near the left end of the evaporator. This is because of the significant velocities in the liquid and vapor encountered under the conditions of the present work, which lead to high dynamic pressure losses. In the absence of gravity, the sum of the liquid and vapor pressure drops give the total pressure drop at any axial location along the liquid-vapor interface.
From Fig. 21 it is possible to determine the required capillary pressure drop by summing the maximum liquid ARTICLE IN PRESS and vapor pressure drops. From the expression for the capillary pressure drop, DP c ¼ 2s=r p , it is possible to determine the pore radius of the wick that can provide the required capillary pressure drop necessary to prevent dryout. For a given pore radius, the analysis helps to determine the time and location of dryout. The location of dryout is that at which the capillary pressure head has a maximum value. This analysis highlights the importance of considering axial diffusion through the wall and wick in determining the temperature distribution in flat heat pipes. As the distance between multiple discrete heat sources increases, the maximum temperature in the flat heat pipe decreases, resulting in lower liquid and vapor pressure drops.
Phase change energy storage
One of the more attractive thermal management tools, particularly for applications where the transient is short and heat dissipation is periodic, is the use of phase change materials (PCMs). Examples for such applications include power electronics [52, 53] , spacecraft applications [54] , wearable and portable computers [55] , thermal control [56] , and backup cooling units. Advanced hybrid cooling technologies for transient applications can be developed by combining phase change materials with other heat sinks, where the conventional heat sinks provide cooling during normal operation and the phase change materials augment the cooling capacity during power surges.
Power pulses for short periods occur in power semiconductors due to the current in-rush needed to start a motor, in inductive devices such as heaters and transformers, in capacitive charging, and in power grid management. The general approach for managing these transient spikes has been to use solid copper heat sinks to absorb the thermal transients. Use of a PCM energy storage unit as an alternative to the copper heat sinks has the potential to lower junction temperatures, while at the same time yielding weight and volume savings. Since the thermal transients in these applications last only for short periods, the PCM has a chance to recharge (solidify) between pulses [57] . Fig. 22 shows the temperature distribution in a solid heat sink compared to a PCM unit for use in power semiconductors for a typical power input of 600 W, at the end of a power pulse [58] . The duration of the pulse is 25 s. The performance of different PCMs (organic and metallic alloys) is compared against the performance of solid copper (not undergoing phase change). Since the thermal conductivity of organic PCMs is small (O(0.1)) compared to metallic alloys, a porous aluminum foam was introduced to enhance the effective thermal conductivity of the triacontane. Heat transfer in metallic foams has been studied in the literature (e.g., [59] ). It can be seen from Fig. 22 that use of a PCM results in significant suppression of temperature at the junction compared with a copper heat sink. For example, the junction temperature for Bi/Pb/Sn/In is 65 1C while that for copper heat sink is 85 1C. In addition, at the end of the pulse, only the first 3 mm of the Bi/Pb/Sn/In has melted, pointing to the possibility of a significant reduction in the volume required for a PCM unit (from the 10 mm thickness for the copper heat sink to approximately 3 mm for the PCM unit).
The choice between a conventional heat sink and PCMbased heat sinks can be made using the expression where T junction is the junction temperature, T melt is the melting point, T N is the ambient temperature, q 00 is the heat transfer per unit area, L is the length of the PCM unit, r is the density, C p is the specific heat, DH is the latent heat of fusion, k is the thermal conductivity, t is the time and t m is the time taken by the PCM to reach melting point from its initial temperature. If the value of this ratio is less than 1, then the PCM unit will perform better than a conventional heat sink, in terms of suppression of junction temperature. Approximate estimates of volume savings derived from substituting PCMs for conventional metallic heat sinks can be obtained using the following expression:
Alternatively, PCMs can be used with conventional parallel plate heat sinks for a number of electronics thermal management applications which encounter time-dependent cooling conditions such that the cooling rate periodically changes between high and low values. Fig. 23 shows a schematic of the hybrid heat sink unit proposed by Krishnan et al. [60] . The heat sink consists of a parallel plate heat sink with a portion of the fin tips immersed in a suitable phase change material. The fins dissipate heat through their exposed area during periods of high convective air cooling. The PCM at the fin tips participates by absorbing heat when the convective cooling rate is reduced (h low ). The heat stored in the PCM is rejected to the ambient during the subsequent jump in convection in the next cycle. The advantage of the proposed arrangement is that it can dissipate heat continuously during both 'on' and 'off' periods.
In Fig. 24 , the temporal evolution of heat transfer rates dissipated by a single fin for two different PCMs (paraffin and metallic alloys) with a 47 1C melting point used at the tip is shown for a complete cycle of operation. Also included in this figure is the case where the entire length of the fin is exposed to air, and no PCM is used. The total length of the fin is 100 mm, of which 30 mm is immersed in the PCM. The base temperature was maintained constant at 85 1C throughout the calculations. An ambient heat transfer coefficient of 20 W/m 2 K was maintained for the first 600 s, and then increased to 125 W/m 2 K, allowing the PCM to re-solidify. For the first 600 s, with the heat transfer coefficient at 20 W/m 2 K and ambient temperature being 35 1C, the fins with the PCM performed better than those without PCM. During this period, the fin heat transfer rate drops as time evolves because more PCM melts. Fig. 24 also shows a steep decrease in the heat transfer rate initially due to the sensible heating of the PCM from the initial temperature to the melting point of the PCM (35-47 1C) . After 9 min, the fin immersed in metallic alloy is able to dissipate 6 W ($15%) more than the baseline case of no PCM; the paraffin was similarly able to dissipate 4.2 W ($11%) more than the baseline case. During resolidification in contrast, although the fins with PCMs dissipate less heat than the fin without PCM (due to the resistance to heat flow posed by the PCM), the difference is not as pronounced as during the melting period. Moreover this difference diminishes as the solid grows and the heat transfer rate with the PCM increases.
Though organic phase change materials (e.g., paraffin) have very high latent heats of melting (^10 5 J/kg) and isobaric specific heat capacities (^1000 J/kgK), they suffer from very low thermal conductivities (r0.1 W/mK). For transient applications where faster dissipation of heat is required, the effective thermal conductivity (thermal response) of the PCM unit must be increased if the high latent heat of absorption and specific heat are to be exploited. The effective thermal conductivity of the PCM can be improved with internal fins, metal filler particles, and metal foams. Local thermal equilibrium between the solid metal foam and the PCM is not ensured in such systems since their thermal diffusivities are very different. The use of a single volume-averaged energy equation for both the phases cannot be justified in such situations. A two-medium approach should be used instead to account for the local thermal non-equilibrium [61, 62] . Fig . 25 illustrates the thermal non-equilibrium in metal foam and fluid (air) system for pure natural convection domain [61] . The calculations were performed for a square enclosure with the vertical walls maintained at two different end temperatures. The walls were isolated from each other by adiabatic horizontal walls. The figure shows the temperature distribution of the metal foam and fluid at the mid-height of the square domain for various dimensionless times. It can be seen that the metal foam reaches a steady state even before the fluid starts develop. In situations such as these, equilibrium models would not capture the transient behavior of these systems because of the assumption of local thermal equilibrium. Fig. 26 shows the melting rates for phase change materials with and without metal foams incorporated [62] . It can be clearly seen that the inclusion of metal foam increases the melting rate. The metal foam-integrated PCM unit reaches a steady state almost one order of magnitude earlier in time than the PCM unit without foam (in the figure, only a part of the curve for the PCM without foam is included for clarity).
ARTICLE IN PRESS
Miniature piezoelectric fans
A novel cooling technology studied extensively by the author's group utilizes the vibration of piezoceramic materials to create air movement for cooling [63] . This technology is desirable because it is noiseless at the frequencies of operation, consumes very little power, and is compact, lightweight, and durable.
A piezoelectric fan is fabricated by bonding a piezoelectric patch or several patches to a shim material cut to the desired shape and size, or by using the patch itself with no shim attached. When an alternating voltage is applied to the piezoelectric patch, it expands and contracts alternately with the same frequency as the input signal. When attached to a shim material, the shim flaps back and forth like a hand-held fan, albeit much faster.
The alternating voltage is applied at a resonant frequency of the piezoelectric fan to maximize fan efficiency and tip deflection. To ensure silent operation, the fans are designed such that their first mode of resonance is outside the range of frequencies audible to the human ear. Fans operating at frequencies less than 100 Hz are referred to as infrasonic, while fans operating at frequencies greater than 20 kHz are dubbed ultrasonic in this work.
Flow visualization experiments were conducted to gain insight into the flow produced by piezoelectric fans [64] . In one experiment, a fan was placed inside a clear acrylic enclosure and the air was seeded with smoke and illuminated with an Argon-ion laser sheet. The fan was then actuated at its first resonant frequency of 20 Hz and the resulting fluid movement was recorded with a digital video camera. Fig. 27 shows the flow field development after the fan is turned on at t ¼ 0 s. Vortices being shed from the tip of the fan are marked as A and B in the figure. By t ¼ 15/30 s, the flow is fully developed within the enclosure.
Additional visualization experiments were conducted to compare the two-dimensional flow patterns resulting from the resonant vibration of a baffled piezoelectric fan to results predicted by numerical simulation [65] . The piezoelectric fan was sandwiched between a black bottom surface and a transparent acrylic top sheet, with the side walls in the experiment being distant enough from the fan to have minimal interference effects on the flow field. The fan was located at the center of the domain and a baffle was placed along the axis of the fan spanning the full length of the setup. A laser sheet illuminated the field from the side, parallel to the top plexiglass surface, and smoke from a theatrical fog generator was used to seed the flow. A digital video camera was placed above the setup to capture the scattered light from the smoke particles in the domain.
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The results of the numerical simulation based on acoustic streaming [66] and the experimental visualization are compared in Fig. 28 . The agreement between experiment and theory is seen to be quite good, although the size and location of the outer streaming nodes are slightly different from predicted values. The main sources of the differences between model and experiment can be attributed to the following reasons: the assumption of twodimensional flow in the model; the baffle used in the experiments not being ideal; errors in the model related to perturbation and incompressibility assumptions; and errors resulting from the numerical methods employed.
The flow visualization experiments offered promising evidence that piezoelectric fans could be used to enhance heat transfer in electronic systems. The thermal performance of piezoelectrically actuated, vibrating beams has been investigated in many different experiments [64, [67] [68] [69] . One particular experiment showed the enhancement in heat transfer that could be obtained by implementing piezoelectric fans in a cell phone enclosure [64] .
A fan with a resonant frequency of 20 Hz was placed in an enclosure similar in size to a cell phone. The enclosure was open on either end to provide an inlet and outlet for the air flow, though the inlet of the enclosure was partially blocked by the clamp of the piezoelectric fan. A heat source attached to an aluminum heat sink was also placed in the enclosure with the piezoelectric fan. All other surfaces were insulated using polystyrene foam to simulate adiabatic boundary conditions. The piezoelectric fan was tested first in a vertical orientation (stroke being from side to side), and then in a horizontal orientation (stroke being up and down) as shown in Fig. 29 . The fan oriented in the vertical configuration was tested in three different positions and the fan in the horizontal orientation was tested in one position relative to the heat sink. Further details on the setup and configuration of this experiment are available in [64] .
Under steady-state operating conditions, the convective heat transfer coefficients for natural convection, and with the fans placed in different positions over the heat sink were calculated using an energy balance between the power input and the heat removed from the surface of the heat source by convection according to:
in which q is the power input to the heat source, A is the exposed surface area of the copper block (it may be noted that the heat transfer coefficient is always referenced to the surface area of the heat source, and not to that of the heat sink), and T avg is the average temperature from three thermocouples used to measure the air temperatures over the heat sink at different locations. Another thermocouple was used to monitor the temperature of the copper block heat source (T chip ). The heat transfer coefficients for the four different piezoelectric fan positions studied are plotted in Fig. 30 . The uncertainties in measured heat transfer coefficients were estimated to be under 8% for all the experiments. The largest heat transfer enhancement was obtained when the fan covered half of the heat sink. In this position there was more than a 100% increase in the heat transfer coefficient due to the fans, relative to natural convection alone. This implies that the heat transfer rate, in a setup such as the one under study, can be doubled (for instance, from 1 W in natural convection alone to 2 W with the fan) by a fan that has a power consumption of approximately 3 mW.
In more recent work, Ac -ıkalın et al. [70] have optimized piezoelectric fans for cooling light emitting diodes. The structural geometry and the dynamics of the piezoelectric fans have also been optimized [71, 72] .
Piezoelectric fans are a viable technology for meeting a variety of special cooling needs in electronic devices. They are small, noiseless, low-power devices, and can easily be fabricated to suit specific applications. They are not intended to replace rotary fans in larger devices, such as laptops and personal computers, but can provide supplemental cooling in hot spots and other stagnant areas where a rotary fan is ineffective. In smaller devices, where rotary fans are not practical and electronics are pushed to the limits of their heat dissipation capacities, piezoelectric fans offer a realistic cooling solution while meeting the noise and power requirements of portable devices.
Thermal contact conductance
All engineering surfaces exhibit some level of microscopic roughness. Resistance to heat flow through a contact interface exists because only a small portion, usually 1-2% [73] , of the nominal surface area is actually in contact. This is the root cause of arguably the most ubiquitous and persistent problem in electronics packaging and a host of other thermal technologies, i.e., the existence of thermal contact resistance.
Heat may pass through the interface via three paths: conduction through the contact spots, conduction through the gas present in the gap between the surfaces, and radiation across the gap. Convection may be neglected due to the small length scales involved. Also, radiation does not play a significant role at temperatures below 5001C [74] . Since the conductivity of the gas is much smaller than that of the substrate, most of the heat is constrained to flow through the contact spots. This constriction and subsequent spreading of heat flow lines in the two materials in contact manifests as a thermal resistance at the interface. The total contact resistance of the surface is found by summing in parallel the constriction resistances of all of the contact spots.
The prediction of thermal contact conductance (inverse of resistance) is commonly accomplished through the use of semi-empirical correlations. With assumptions of a particular statistical distribution of surface parameters, as well as a mode of deformation for contacting asperities, contact conductance is predicted for given material properties and applied load [75] . Since the surface parameters such as asperity height, density, slope, and radius of curvature are not intrinsic properties of the surface, but instead can vary with the sampling frequency, the contact conductance predicted from these equations is dependent on the scanning instrument used.
More recent attempts at predicting thermal contact resistance at an interface, especially focusing on the low contact pressures allowable in electronics cooling, have taken advantage of the speed and processing power of modern computers to track the number of asperities in contact at a surface by directly using surface profile data [76, 77] . Inputs to this model include the surface profiles, mechanical and thermal material properties, nominal contact area, and specified loads. The mode of deformation of each asperity is not assumed, but determined by guessing ARTICLE IN PRESS the mean plane separation between the surfaces, calculating the pressure and area of each microscopic asperity in contact, and summing the contribution to the total load from each asperity. This iterative process is repeated at various assumed values of mean plane separation until the sum of the load contributions from individual asperities is within some tolerance of the specified nominal load. Once the deformation, and hence the geometry, of each asperity is known for a given contact pressure, the contact resistance may be calculated by summing all of the constriction resistances. One recent constriction resistance model [78] uses an improved geometrical shape for the asperities in contact. The resulting correlation takes into account the gas gap conductivity and is readily implemented in a computer algorithm.
The models described in Singhal and Garimella [76] and Black et al. [78] can be used in combination to predict the contact conductance at any surface. However, as with the semi-emprical correlation method, results from this prediction scheme are dependent on details of the number of asperities calculated and their geometry, which in turn is a function of the resolution of the scanning instrument used for surface characterization. This dependence may be handled by functional filtering, in which the data are filtered to the proper wavelengths involved in the physics of deformation. The long-wavelength cutoff is easily determined from the nominal area of contact, but there is no equally obvious choice for the short-wavelength cutoff. The short-wavelength cutoff is likely to be a function of the load and material properties, and of intrinsic surface properties which are independent of the scanning instrument. One technique for finding such intrinsic surface properties [79] involves using the structure function to characterize a surface. For a multi-fractal surface the transition between modes of surface preparation are marked by a particular frequency. Predictions for contact conductance are obtained by passing the input profiles through a low-pass filter with a cutoff frequency equal to the transition frequency and using the computer algorithm already discussed. Results from the prediction using filtered and unfiltered surface profiles are shown in Fig. 31 . The experimental measurements in Fig. 31 were obtained using the axial heat flow facility shown in Fig. 32 .
The approach described has been successful in predicting contact conductance at the interface between metallic surfaces, as validated by comparison with experimental measurements. The current results are applicable, in particular, under situations where metal-to-metal contacts are encountered at high heat fluxes (RF transistors, power electronics components and others). Extensions to the model for handling non-metallic materials and more complex non-flat surface contact are in progress. This enhanced model may then be integrated with thermomechanical analyses of thermal interface materials (such as that of Singhal et al. [80] , in which the volume and the distribution of highly conductive spheres dispersed in a soft matrix for thermal interface materials is optimized), to predict contact resistance across more complex interfaces.
Other technologies
Other promising technologies for compact cooling of electronics are being investigated by the author's group as well as by a number of other researchers worldwide. These include miniature refrigeration systems [81] , use of carbon nanotubes in producing high-conductance interfaces [82, 83] , and advanced thermoelectric materials [84, 85] . These are not discussed here further due to limitations of space. 
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Closure
A number of novel, high-performance cooling techniques for use in emerging electronics applications have been reviewed, with a focus on examples from the author's work. Microchannel transport and micropumping techniques, jet impingement, miniaturized heat pipes, transient phase change energy storage systems, smart piezoelectric fans, and enhancement of interface contact conductance are discussed, from an experimental as well as a theoretical modeling viewpoint.
