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Abstrak. Dalam melanjutkan pendidikan tinggi, pemilihan program studi bagi siswa dianggap sulit dan 
membingungkan dalam memilih program studi yang tepat. Teknik Data Mining adalah suatu proses 
dalam mencari pengetahuan baru dari sekumpulan database yang dapat membantu memprediksi 
pemilihan program studi yang sesuai. Prediksi ini menggunakan metode Jaringan Syaraf Tiruan 
Backpropagation yang bertujuan untuk membantu dalam pemilihan mata pelajaran sesuai dengan nilai 
siswa dengan sampel 152 data untuk dilatih dan diuji. Ada tujuh variabel input yang digunakan, dua 
lapisan tersembunyi dengan jumlah node yang bervariasi, dan output yang akan menjadi referensi 
dalam pemilihan mata kuliah. Dalam penelitian ini metode Backpropagation Jaringan Syaraf Tiruan 
menggunakan kinerja klasifikasi dengan software Rapidminer pada target yang menghasilkan akurasi 
paling besar adalah 86,96%. 
 
Kata kunci:  Data Mining, study program prediction, Rapidminer, Backpropagation 
 
 
 
1    Pendahuluan 
 
Dalam perkembangan teknologi informasi yang sangat pesat saat ini tidak luput dari peranan khususnya 
dunia pendidikan. Banyak data yang dihasilkan dari teknologi informasi khususnya nilai-nilai yang dapat 
membantu pelajar SMA dalam menentukan pendidikan kejenjang yang lebih tinggi. Siswa maupun siswi 
yang ingin melanjutkan pendidikan ke yang lebih tinggi dapat melakukan proses Seleksi Bersama Masuk 
Perguruan Tinggi Negeri (SBMPTN) maupun Seleksi Nasional Masuk PerguruanTinggi Negeri 
(SNMPTN). Dengan kata lain SNMPTN merupakan seleksi yang paling mudah dilakukan para pelajar 
untuk melanjukan pendidikan ke perguruan tinggi negeri karena berdasarkan prestasi akademik yang 
dilihat berdasarkan nilai rapot siswa Penggunaan nilai rapot memungkinkan seleksi dalam pemilihan 
program studi dapat sesuai dengan perguruan tinggi negeri tersebut.  
 
Pada dasarnya setiap perguruan tinggi negeri memiliki lebih dari satu program studi yang ditawarkan. 
Namun dengan daya tampung yang terbatas yaitu hanya 40% dari alokasi penerimaan membuat pelajar 
kesulitan dan bingung menentukan jurusan yang tepat untuk melanjutkan pendidikan yang lebih tinggi. 
Maka dalam pertimbangan pemilihan jurusan, pelajar dibimbingan khusus yaitu bimbingan pejurusan dan 
pembimbing mengarahkan jurusan yang tepat kepada pelajar dengan membandingan nilai pelajar, minat 
dan bakat secara manual untuk menganalis hasil dari nilai-nilai rapor untuk menentukan jurusan program 
studi yang tepat.  
 
Berdasarkan uraian masalah diatas dalam menentukan prediksi dimana pelajar dapat menentukan 
pemilihan program studi yang tepat dapat menggunakan sistem yang dapat mengolah data dari rata-rata 
nilai rapor siswa untuk menentukan program studi yang sesuai dengan menggunakan algoritma 
Backpropagation. 
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2    Metodologi  
 
2.1. Metodologi Penelitian 
 
Gambar 1. Metodologi Penelitian 
 
2.2. Klasifikasi 
 
Klasifikasi merupakan suatu teknik yang dapat digunakan untuk prediksi pada keanggotan kelompok yang 
digunakan untuk contoh data. Menurut Amrita Naik dan Lilavati Samant (2016) klasfikasi adalah prosedur 
untuk memilih hipotesis dari serangkaian alternatif yang paling sesuai dengan satu set pengamatan. Proses 
Klasifikasi Data mencakup dua tahap : 
a) Membangun Model Classifier : classifier dibangun dengan mempelajari set pelatihan dan label kelas 
terkait. 
b) Menggunakan Classifier untuk Klasifikasi: Pada tahap ini, classifier digunakan untuk klasifikasi. 
Disini data uji digunakan untuk mengestimasi keakuratan aturan klasifikasi. Dalam penggunakan 
teknik klasifikasi dapat digunakan untuk model data mining seperti Logistic Regression, Discriminant 
Analys, K-Nearest Neighbour, Naive Bayes, Decision Tree, Neural Network dan Support Vector 
Machine. 
 
2.3. Jaringan Syaraf Tiruan 
 
Jaringan Saraf Tiruan merupakan proses pembelajaran sistem informasi dengan mengikuti cara kerja dengan 
otak manusia untuk meyelesaikan suatu masalah. Menurut Arief Hermawan (2006) Jaringan Saraf Tiruan 
adalah suatu sistem pemrosesan Informasi yang di desain dengan menyerupai cara kerja otak pada manusia 
dalam menyelesaikan suatu permasalah dengan melakukan proses pembelajaran melalui perubahan bobot 
sinapsisnya. Jaringan Saraf Tiruan memiliki beberapa lapisan layer yang memiliki jumlah node atau neuron 
yang berbeda-beda yang diresespresentasikan kedalam arsitektur. Menurut Puspitaningrum (2006) aristektur 
jaringan saraf tiruan terdiri dari tiga lapisan, yaitu : 
1. Lapisan Masukan (input layer) Neuron-neuron pada lapisan input tersebut disebut unit input. Unit 
input tersebut akan menerima input. Input tersebut merupakan gambaran dari suatu permasalahan. 
2. Lapisan Tersembunyi (hidden layer) Neuron-neuron pada lapisan tersembunyi (hidden layer) disebut 
dengan unit tersembunyi. 
3. Lapisan Keluaran (output layer) Neuron-neuron pada lapisan keluaran (output layer) disebut dengan 
unit keluaran. Output pada lapisan ini merupakan output suatu permasalahan pada jaringan saraf 
tiruan. 
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2.4. Algoritma Backpropagation 
 
 
Gambar 2. Arsitektur Jaringan Backpropagation 
 
Backpropagation merupakan metode pembelajaran dengan cara meniru cara kerja otak manusia untuk 
menyelesaikan masalah yang rumit. Algoritma backpropagation dilatih dengan menggunakan metode 
pembelajaran terkontrol dan dikembangan oleh aturan precepton yang memiliki banyak lapisan dengan 
menghitung galat dari semua unit pengolahan dan mengubah bobot pada semua jaringan yang terhubung pada 
lapisan tersembunyi. Sejarah Backpropagation di perkenalkan pertama kali oleh Paul Werbos di tahun 1947, 
kemudian pada tahun 1982 backpropagation dikemukakan oleh David Parker, dan pada tahun 1986 
dipopulerkan oleh Rumelhart dan McCelland. 
 
Algoritma pembelajaran backpropagation adalah sebagai berikut (Hermawan, 2006) : 
[1.] Langkah 0 : Inisialisasi bobot (menentukan nilai dalam acak kecil) 
[2.] Langkah 1 : Saat syarat berhenti belum terpenuhi, maka kerjakan langkah 2 sampai 
[3.] Langkah 2 : Untuk setiap pasangan pelatihan, kerjakan langkah 3 sampai 8. 
 
2.5. Umpan Maju (Feedforward) 
[4.] Langkah 3 : Setiap unit input menerima sinyal masukan dan menerusakannya ke unit tersembunyi. 
[5.] Langkah 4 : Setiap unit lapisan tersembunyi menjumlahkan sinyal masukan terbobot Zinj = Voj + 
 = 1 Xi Vj dan menerapkan fungsi aktivasi mengihitung sinyal ouputnya Zj = f(Zinj) dan 
mengirimkan sinyal ini ke unit-unit output. 
[6.] Langkah 5 : Setiap unit lapisan output menjumlahkan sinyal masukan terbobot y_ink = b2k + zi pi 
= 1Wij dan menerapkan fungsi aktivasi mengihitung sinyal outputnya yk = f (y_ink). 
2.6. Backpropagation 
[7.] Langkah 6 : Setiap unit lapisan output menerima pola target yang berhubungan dengan pola 
[8.] pelatihan dan mengitung koreksi bobot (Wjk) dan koreksi bias (W0k). 
[9.] Langkah 7 : Setiap unit lapisan tersembunyi menjumlahkan delta masukanya (dari unit di lapisan 
tersembunyi) dan menghitung koreksi bobot (Vij) dan koreksi bias (V0j).   
2.7. Memperbaharui bobot dan bias 
[10.] Langkah 8 : Setiap unit output dan memperbaharui bobot-bobot dan biasnya ) = ) tiap unit lapisan 
tersembunyi memperbaharui bobot-bobot dan biasnya. 
[11.] Langkah 9 : Uji syarat berhenti 
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2.8. Fungsi Aktivasi Backpropagation 
Dalam jaringan saraf tiruan fungsi aktivasi perlukan oleh neuron untuk menentukan keluaran dari neuron 
tersebut. Pada backpropagation fungsi aktivasi yang digunakan harus memenuhi beberapa syarat karakteristik 
yaitu : kontinu, terdiferensial dan fungsi yang tidak turun (Y. A. Lesnussa, S. Latuconsina, E. R. Persulessy, 
2015) . Fungsi yang memenuhi syarat tersebut adalah : 
1. Fungsi Sigmoid Biner  
Fungsi ini menghasilkan nilai yang dibatasi oleh range antara 0 sampai dengan. Fungsi aktivasi dapat 
ditulis dengan turunannya 
2. Fungsi Sigmoid Bipolar 
Fungsi ini dibatasi oleh range antara -1 sampai dengan 1.  
3. Fungsi aktivasi yang dapat ditulis :dengan turunannya 
 
2.9. Pengaruh Arsitektur Jaringan Saraf Tiruan Backpropagation 
Dalam penentuan arsitektur jaringan Backpropagation seperti hidden layer dalam jumlah node yang 
diberikan, learning rate, dan batasan error pada penelitian ini sangat mempengaruhi dalam kecepatan jaringan 
dalam bekerja dan juga menentukan perolehan akurasi yang optimal 
 
3    HASIL DAN PEMBAHASAN 
Penelitian ini memprediksi program studi menggunakan algoritma Backpropagation berdasarkan nilai siswa. 
Dalam memprediksi program studi penelitian ini memiliki beberapa tahapan yang akan membantu dalam 
proses permodelan algoritma yang digunakan. Penggunaan rapidminer dalam penelitian ini digunakan untuk 
analisis prediksi program studi dengan melalaui tahapan-tahapan yaitu : 
a. Import dataset ke dalam Rapidminer 
b. Preprocessing menggunakan operator cleansing yaitu Replace Missing Value untuk melihat data yang 
terdapat missing value. Dan dalam proses transformasi data menggunakan normalize (normalisasi). 
c. Pembagian data training dan testing menggunakan operator Split Data. 
d. Permodelan menggunakan Neural Net pada Rapidminer. 
e. Scoring dan validasi. 
 
3.1.  Persiapan Data 
Dari data yang terkumpul maka dilakukan pemilihan atribut data sebagai acuan untuk pengambilan keputusan 
pada Jaringan Saraf Tiruan. Pendefinisian inputan variabel yang ditentukan adalah data sampel nilai siswa 
sebanyak 152 siswa SMAN, variabel yang digunakan sebagai inputan adalah : 
 
a. Nilai Bahasan Indonesia = X1 
b. Nilai Bahasa Inggris = X2 
c. Nilai Matematika = X3 
d. Nilai Geografi = X4 
e. Nilai Ekonomi = X5 
f. Nilai Sosiologi = X6 
g. Nilai Rata – Rata = X7 
 
Sedangkan target dari penelitian ini adalah empat Universitas dan jurusan yang berada di Jakarta, data 
tersebut di ambil dari lima jurusan yang paling diminati dalam tiap universitas dengan jumlah nilai yang 
diasumsikan dari nilai passing grade yaitu : 
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Tabel 1. Tabel Data Target 
No Target (Universitas & Jurusan)  Passing Grade  Asumsi  Nilai  
1  UPN Akuntansi 43.88 80.28 - 80.77 
2  UPN Ilmu Hubungan Internasional 40.79 79.81 - 79.93 
3  UPN Ilmu Hukum 38.62 78.51 - 78.70 
4  UPN Ilmu Komunikasi 38.34 78.31 -78.50 
5  UPN Manajemen 40.12 79.14 - 79.43 
6  UNJ Pendidikan Guru Sekolah Dasar 35.6 77.91 - 78.13 
7  UNJ Psikologi 40.6 78.71 - 79.00 
8  UNJ Manajemen 31.8 79.01 - 79.13 
9  UNJ Sastra Inggris 40.8 74 - 76.97 
10  UNJ Akuntansi 42.5 80.08 - 80.27 
11  UI Ilmu Hubungan Internasional 53.8 82.04 - 82.40 
12  UI Ilmu Komunikasi 52.3 82.41 - 84.43 
13  UI Manajemen 50.8 81.44 - 82.03 
14  UI Psikologi 48.8 80.78 - 81.43 
15  UI Akuntansi 56.4 84.44 - 87.10 
16  UIN Akuntansi 41.86 79.94 - 80.07 
17  UIN Ilmu Hubungan Internasional 40.10 79.44 - 79.80 
18  UIN Sastra Inggris 28.91 79.13 - 78.30 
19  UIN Psikologi 34.43 77.51 - 77.90 
20  UIN Manajemen 33.45 76.97 - 77.50 
 
 
Pada Tabel 1 asumsi nilai didapat dari nilai rata-rata siswa dari semester 1 hingga 6 yang mengacu pada 
passing grade dan diasumsikan dengan mencari nilai rata-rata minimum dan nilai maximum, sebagai contoh 
target yang diberikan adalah UPN Akutansi dengan passing grade 43.88, maka asumsi nilai yang berikan 
adalah nilai minimal rata-rata siswa 80.28 dan nilai maximal siswa 80.77. Data sampel tersebut akan di 
import ke dalam software Rapidminer untuk menentukan id dan label pada target yang akan diolah. Pada 
Gambar 3 merupakan proses import data set dari data sampel dengan NISN sebagai id, 
X1,X2,X3,X4,X5,X6,X7 sebagai atribut dari nilai yang akan dijadikan varibel dari prediksi program studi, 
dan target sebagai label kelas program studi.  
 
Data sampel tersebut akan di import ke dalam software Rapidminer untuk menentukan id dan label pada 
target yang akan diolah.  
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Gambar 3 Import Data Set pada Rapidminer 
 
 
Pada Gambar 3 merupakan proses import data set dari data sampel dengan NISN sebagai id, 
X1,X2,X3,X4,X5,X6,X7 sebagai atribut dari nilai yang akan dijadikan varibel dari prediksi program studi, 
dan target sebagai label kelas program studi.  
Tabel 2 Data sampel Nilai Siswa 
No  NISN  X1  X2  X3  X4  X5  X6  X7  Target  
1  9991255155  82,8  80,2  80,2  81,2  79,4  80,8  80,77  
UPN  
Akuntansi  
2  9991255405  83,6  80,8  77,6  80,4  83,4  78,8  80,77  
UPN  
Akuntansi  
3  9995473942  82,4  79  79,2  82,8  80  81  80,73  
UPN  
Akuntansi  
4  9995688058  79,8  80  82  82,4  79,4  80  80,60  
UPN  
Akuntansi  
5  9996694747  83  80,4  78  82,6  81  78,2  80,53  
UPN  
Akuntansi  
6  9991150243  83,8  83,8  76,8  80,4  78,6  79,4  80,47  
UPN  
Akuntansi  
7  9994693947  84,4  80,8  77,8  82,4  77,8  79  80,37  
UPN  
Akuntansi  
8  9999113833  83,4  80,6  77,8  80,4  80,2  79,6  80,33  
UPN  
Akuntansi  
9  9994694516  80,4  81,6  78,6  80,8  79,8  78,4  79,93  UPN HI  
10  9992016579  80,6  80,4  79,8  81  78,4  79,4  79,93  UPN HI  
...  ...  ...  ...  ...  ...  ...  ...  ...  ...  
152  9989430635  78  76,6  77  77,4  77  77,4  77,23  
UIN 
Manajemen  
 
 
 
 
3.2. Pengolahan Data (Preprocessing) 
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Proses pengolahan data dalam penelitian ini adalah melakukan preprocessing data yang dilakukan untuk 
melihat apakah data yang akan digunakan mengalami suatu masalah terhadap mengilangnya data atau biasa 
yang disebut missing value yang jika data tersebut dibiarkan akan menghambat pada saat pengakurasian data.  
 
Tabel 2. Data yang sudah di Normalisasi 
 
 
Proses normalisasi pada data sampel nilai siswa menggunakan metode Min Max, yang mengubah nilai data 
pada range [0-1]. Tujuan untuk mengoptimalkan dalam proses data dan hasil pola dapat lebih mudah 
dipahami. 
 
3.3. Pelatihan Jaringan Saraf Tiruan Backpropagation 
 
Pembagian data tersebut menggunakan split data pada rapidminer dengan membagi partisi data 85% training 
yaitu 129 sampel data dan 15% testing yaitu 23 sampel data, data tersebut dibagi untuk digunakan dalam 
proses pelatihan dan pengujian pada jaringan saraf tiruan Backpropagation dan pada saat proses 
pengakurasian agar hasil yang diperoleh menjadi optimal dan akurat, pembagian partisi data menggunakan 
penggambilan sample acak (Shuffled sampling) dari data set. 
 
Pelatihan pada peneltian ini menggunakan software RapidMiner dengan memanfaatkan parameter yang telah 
tersedia dalam melakukan pelatihan jaringan saraf tiruan dengan algoritma Backpropagation, untuk 
mendapatkan hasil yang optimal pelatihan dilakukan percobaan beberapa kali menggunakan jaringan banyak 
lapisan (multilayer net) dengan jumlah 1 layer input berjumlah 7, 2 hidden layer dengan node yang bervariasi, 
dan 1 output layer berjumlah 20, dan mentukan parameter dari training cycle, learning rate, momentum dan 
batasan error berdasarkan pembagian data sampel yang telah dibagi menjadi data training 85% dan data 
testing 15%. 
Gambar 3. Akurasi Pengujian Jaringan Syaraf Tiruan Backpropagation 
 
3.1. Optimalisasi Arsitektur Jaringan Spesifikasi Arsitektur Jaringan Saraf Tiruan Backpropagation 
 
Proses percobaan pada prediksi program studi percobaan yang dilakukan untuk pelatihan dan pengujian ini 
pertama mengubah arsitektur pada hidden layer sebanyak 3 kali dan dikombinasi dan kedua merubah batasan 
error. 
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3.2. Hasil Pelatihan Jaringan Saraf Tiruan Backpropagation 
 
Dari hasil percobaan akurasi tertinggi yang diperoleh dari penentuan batasan error 0.00001 adalah 100% dan 
RMSE terendah 0.04 dan akurasi tertinggi dari batasan error 0.01 adalah 93.80% dan RMSE terendah adalah 
0.327. 
 
3.3. Pelatihan Jaringan Saraf Tiruan Backpropagation 
 
Dari hasil pengujian yang telah dilakukan pada data testing hasil akurasi terbesar dari percobaan dengan 
menggunakan batasan error 0.00001, arsitektur 2 hidden layer 30, 50 node adalah 78.26% dan RMSE 0.443 
pada learning rate 0.01, Arsitektur jaringan 2 hidden layer 50,50 node adalah 73.91% dan RMSE terkecil 
0.431 pada learning rate 0.01 dan 2 hidden layer 50,100 node menghasilkan akurasi tertinggi 82.61% dan 
RMSE terkecil 0.413. Sedangkan pada pengujian dengan batasan error 0.01 pada arsitektur 30, 50 node 
akurasi tertinggi 78.26% dan RMSE terkecil 0.443, arsitektur 2 hidden layer 30, 50,50 akurasi tertinggi 
73.91% dan RMSE terkecil 0.443, dan aristektur 2 hidden layer 50,100 akurasi tertinggi 86.96% dan RMSE 
terkecil 0.411.  
Gambar 4. Hasil RMSE Pengujian Jaringan Syaraf Tiruan Backpropagation 
 
3.4. Hasil Prediksi Program Studi 
 
Dari hasil prediksi diinisialisasikan dengan huruf “S” yang berarti “Sesuai” dan insialisi huruf “T” yang 
berarti “Tidak Sesuai”. Hasil tersebut menunjukan ada tiga prediksi program studi yang tidak sesuai maka 
akurasi yang dapat diperoleh adalah 86.96%. 
 
Tabel 3. Hasil Prediksi 
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4    KESIMPULAN 
 
Maka dapat ditarik kesimpulan dari hasil penelitian masalah sehubungan dengan analisa yang telah dilakukan 
adalah jaringan saraf tiruan dengan algoritma backpropagation mampu dalam memprediksi program studi 
berdasarkan nilai siswa. Kemudian setelah melakukan percobaan sebanyak 36 kali, hasil akurasi dari 
pengujian mendapatkan akurasi tertinggi sebesar 86,96%. Berdasarkan hasil dari melakukan kombinasi 
antara hidden layer, perubahan learning rate, serta perubahan pada batasan error yaitu 2 hidden layer 50, 100 
node, learning rate 0.03, dan batasan error 0.01 mendapatkan hasil akurasi yang menjadi lebih optimal. 
 
Saran dari penelitian ini yaitu : 
a. Meningkatkan jumlah data sampel dari nilai siswa, sehingga hasil akurasi yang diperoleh lebih terjamin. 
b. Untuk penelitian yang selanjutnya gunakan atau bandingkan dengan metode lainnya untuk mendapatkan 
akurasi yang paling optimal. 
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