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STRATIFIED INCOMPLETE LOCAL SIMPLEX TESTS FOR
CURVATURE OF NONPARAMETRIC MULTIPLE REGRESSION
YANGLEI SONG, XIAOHUI CHEN, AND KENGO KATO
Abstract. Principled nonparametric tests for regression curvature in Rd are often
statistically and computationally challenging. This paper introduces the stratified
incomplete local simplex (SILS) tests for joint concavity of nonparametric multiple
regression. The SILS tests with suitable bootstrap calibration are shown to achieve
simultaneous guarantees on dimension-free computational complexity, polynomial de-
cay of the uniform error-in-size, and power consistency for general (global and local)
alternatives. To establish these results, a general theory for incomplete U -processes
with stratified random sparse weights is developed. Novel technical ingredients include
maximal inequalities for the supremum of multiple incomplete U -processes.
1. Introduction
This paper concerns the hypothesis testing problem for curvature (i.e., concavity,
convexity, or linearity) of a nonparametric multiple regression function. Testing the
validity of such geometric hypothesis is important for performing high-quality subse-
quent shape-constrained statistical analysis. For instance, there has been considerable
efforts in nonparametric estimation of a convex (concave) regression function, partly be-
cause estimation under convexity constraint requires no tuning parameter as opposed to
e.g. standard kernel estimation whose performance depends critically on a user-chosen
bandwidth parameter [9, 10, 11, 14, 30, 31, 35, 37, 38, 44, 47, 48, 54]; see below for
a more detailed literature review. In empirical studies such as economics and finance,
convex (concave) regressions have wide applications in modeling the relationship be-
tween wages and education [51], between firm value and product price [5], and between
mutual fund return and multiple risk factors [1, 25].
Consider the nonparametric multiple regression model
Y = f(V ) + ε, (1)
where Y is a scalar response variable, V is a d-dimensional covariate vector, ε is a
random error term such that E[ε|V ] = 0, and f : Rd → R is the conditional mean
function (i.e., regression function). Let P be the joint distribution of X = (V, Y ) ∈ Rd+1
and Xi := (Vi, Yi), i ∈ [n] := {1, . . . , n} be a sample of independent random vectors
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with common distribution P . A basic statistical inference task is to test certain shape
hypotheses of the regression function f based on the observations {Xi}ni=1. Specifically,
for a given non-empty, convex, and compact subset V ⊂ Rd, we aim to test the following
hypothesis:
H0 : f is concave on V , (2)
against some (globally or locally) non-concave alternatives. In this paper, we address
the joint concavity testing problem by directly leveraging the simplex characterization
of concave functions in Rd.
Definition 1.1 (Concave function). Let V ⊂ Rd be a convex subset. A function
f : V → R is said to be concave if
a1f(v1) + · · ·+ ad+1f(vd+1) 6 f(a1v1 + · · ·+ ad+1vd+1), (3)
for any v1, . . . , vd+1 ∈ V and nonnegative reals a1, . . . , ad+1 such that a1 + · · ·+ad+1 = 1.
There are two benefits from working with Definition 1.1 to test concavity. First,
there is no need to estimate the regression function f , and thus such tests would be
robust to model misspecification. Second, concavity assumption can be empirically
and quantitatively evaluated on the observed data points, and it is possible to develop
statistically sound methods to calibrate the distributions of the test statistics. This is
the idea behind the simplex statistic in [1].
Specifically, for r := d + 2 data points x1 := (v1, y1), . . . , xr := (vr, yr) ∈ Rd+1,
sampled independently from the model (1), if there exists j such that vj is in the
simplex spanned by {vi : i 6= j}, i.e., vj =
∑
i 6=j aivi for some ai > 0,
∑
i 6=j ai = 1, then
we may define w(x1, . . . , xr) =
∑
i 6=j aiyi − yj; otherwise w(x1, . . . , xr) = 0 (see Section
3 for precise definitions). Intuitively, if f is indeed concave (i.e., H0 is true) and ε is
symmetric around zero, then 1/2 > P (w(X1, . . . , Xr) > 0), whose sample version (i.e.,
the simplex statistic) is given by a global U -statistic on all r-tuples from {Xi : i ∈ [n]}:
|In,r|−1
∑
ι∈In,r
sign (w(Xι)) , with Xι = (Xi1 , . . . , Xir). (4)
Here In,r := {ι = (i1, . . . , ir) : 1 6 i1 < . . . < ir 6 n} is the set of all ordered r-tuples
of 1, . . . , n, | · | the set cardinality, and sign(t) := 1(t > 0)− 1(t < 0) the sign function.
1.1. Local simplex statistics. Since the global U -statistic in (4) is not consistent
against general alternatives, when the regression function is mostly concave but lo-
cally non-concave in a small region, [1] also proposes the localized simplex statistics.
Specifically, let L(·) be a kernel function and bn > 0 be a bandwidth parameter. Let
Lb(·) := b−dL(·/b) for b > 0, and define for xi := (vi, yi) ∈ Rd+1, i = 1, . . . , r,
hsgv (x1, . . . , xr) := sign (w(x1, . . . , xr)) b
d/2
n
r∏
k=1
Lbn(v − vk), v ∈ V . (5)
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Further, let Vn ⊂ V be a finite collection so that for v, v′ ∈ Vn, ‖v−v′‖∞ := maxj∈[d] |vj−
v′j| > bn. Then [1] proposes to reject the null if
sup
v∈Vn
Un(h
sg
v ) is large, where Un(h
sg
v ) := |In,r|−1
∑
ι∈In,r
hsgv (Xι). (6)
Apart from the computational issue discussed below, it is quite restrictive to require the
query points in Vn to be well separately, i.e., ‖v−v′‖∞ > bn, especially when d > 2 and
bn cannot be too small. Such requirement is imposed since [1] uses extreme value theory
to obtain the asymptotic distribution of the supremum, for which the convergence of
approximation error is known to be logarithmically slow [34].
In [12], a valid jackknife multiplier bootstrap (JMB) is proposed to calibrate the
distribution of the supremum of the (local) U -process supv∈V Un(h
sg
v ). ([12] also points
out that there is a gap in the proof of [1].) Even though JMB tailored to the concav-
ity test problem is statistically consistent, it requires tremendous, if not prohibitive,
resources to compute supv∈V Un(h
sg
v ), as well as calibrating its distribution via boot-
strap, for d > 2. For instance, assume L(·) is supported on (−1/2, 1/2)d, and V has
a Lebesgue density that takes value in [C−1, C] on V for some C > 0. Then the num-
ber of data points within the bn-neighbourhood of v ∈ V is on average nbdn. Thus to
compute Un(h
sg
v ) for a fixed v ∈ V , the required number of evaluations of w(·) is on
average O(
(
nbdn
)r
), which is computationally intensive, if d > 2 (thus r = 4), and the
bandwidth bn is not too small. In fact, in the numerical study (Section 4), we estimate
that for d = 3, n = 1000, bn = 0.6 (bn/2 is the half width), it would take more than 7
days to use bootstrap for calibration even with 40 cores.
It is tempting to break the computational bottleneck by using the incomplete version
of the U -process {Un(hsgv ) : v ∈ V} with random sparse weights, which has been studied
for high-dimensional U -statistics [13]. For a fixed design point v ∈ V , ideally we should
randomly select r-tuples from data points in the bn-neighbourhood of v, as h
sg
v (Xι) in
most cases is zero for a randomly selected ι ∈ In,r from all data points, due to its
local structures (see (5)). However, for general v, v′ ∈ V , they may share few, if any,
nearby data points. As a result, design points that are not close in distance should
have independent randomized incomplete designs.
1.2. Our contributions. In this paper, we introduce the stratified incomplete local
simplex (SILS) statistics for testing the concavity assumption in nonparametric multi-
ple regressions. The region V is partitioned into M sub-regions, V1, . . . ,VM , which are
small enough so that design points in each Vm share similar nearby data points. Each
Vm has its individual sampling plan, and the test statistic is the supremum over V of
the stratified incomplete version of the U -process in (6). We shall show that SILS tests
have simultaneous guarantees on dimension-free computational complexity, polynomial
decay of the uniform error-in-size, and power consistency for general alternatives. Be-
low, we shall elaborate our contributions in more details.
Computational contributions. The SILS test is proposed to address the computa-
tional issue with computing the test statistic (6), as well as calibrating its distribution.
Specifically, we first partition the space V into disjoint regions {Vm : m ∈ [M ]} for
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some integer M > 1, and assign a separate sampling plan to each region as follows. Let
N := nκb−drn be a computational parameter for some κ > 0, and for each m ∈ [M ], let
{Z(m)ι : ι ∈ In,r} be a collection of independent Bernoulli random variables with success
probability pn := N/|In,r|, which is called a sampling plan. For different regions, the
sampling plans are independent. Then for each v ∈ Vm, instead of using the complete
U -statistic Un(h
sg
v ) (in (6)), we only include h
sg
v (Xι) in the summation if Z
(m)
ι = 1.
Similar idea is applied to bootstrap calibration, which involves another computational
parameter N2 := n
κ′b−drn for some κ
′ > 0. We will show in Section 3.4 that the over-
all computational cost is O(Mnκ log(n) + Mn1+κ
′
b−dn log(n) + BMn), where B is the
number of bootstrap iterations. Our theory allows that κ, κ′ can be arbitrarily small,
but due to power analysis, we recommend κ = κ′ = 1. Since any consistent procedure
requires b−dn = O(n), the cost is independent of the dimension d. Further, we argue
in Subsection 3.3 the necessity of stratified sampling for computation, and conduct in
Section 4 extensive simulations to demonstrate the computational feasibility, as well as
the size validity and power, of the proposed procedure.
Statistical contributions. In addition to the function class Hsg := {hsgv }, which uses
the sign of simplex statistics, we also consider another class of functions Hid := {hidv },
where hidv uses w(·) instead of its sign (see (18)); note that hidv is unbounded unless ε has
bounded support. On one hand, Hsg requires the observation noise ε to be conditionally
symmetric around zero [1], but otherwise is robust to heavy tailed ε. On the other hand,
Hid requires ε to have a light tail, but otherwise imposes no restrictions [12]. For both
classes of functions, we establish the size validity, as well as consistency against general
alternatives, for the proposed procedure, under no assumption of smoothness of the
regression function.
In fact, under fairly general moment assumptions, we derive a unified Gaussian ap-
proximation and bootstrap theory for stratified, incomplete U -processes (Section 2),
associated with a general function class H, where the SILS test for regression concavity
is a special case of the general results.
Technical contributions. The analysis of the stratified, incomplete U -processes dif-
fers fundamentally from that of the (complete) U -process. Here, we take a different
route than the coupling approach typically involved [12]: (i) we establish corresponding
results for high dimensional stratified, incomplete U -statistics (Appendix B); (ii) we
show that the supremum of the U -process is well approximated by the supremum over
a finite, but diverging, collection of v ∈ V . We take such an approach, as the variance
function of the approximating Gaussian process has two components: one due to Ha´jek
projection, and the other due to stratified sampling.
The main challenge in working with {hsgv : v ∈ V} is that the size of the projections
of the kernels, {P r−`|hsgv | : ` = 0, 1, . . . , r} has different orders of magnitude due to
localization (see Subsection 1.5 for the definitions of P r−` and ‖ · ‖P `,q ). The same is
true for the absolute moments of {|hsgv |s} for s > 1. In particular, if the kernel L(·) is
bounded, then under mild assumptions (see Section 3), for some absolute constant C,
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depending on s > 1 and q > 1,
‖P r−`|hsgv |s‖P `,q 6 Cb−d(r(s−1)+`(1−1/q)−s/2)n for ` = 0, 1, . . . , r. (7)
Thus for a fixed s, projections onto consecutive levels differ by a factor of b
−d(1−1/q)
n .
On the other hand, for a fixed `, the second moment (s = 2) is greater than the first
moment (s = 1) by a factor b
−d(r−1/2)
n .
Since the moments for different levels are of different orders, in both (i) and (ii), we use
the multi-level inequalities developed in [12], together with proper normalizations. Thus
the Gaussian approximation and bootstrap results for high dimensional U -statistics
(Appendix B) required in step (i) are different from those in [13]. More importantly, we
develop new local and non-local maximal inequalities to bound the supremum difference
between a complete U -process and its stratified, incomplete version (Section 6), which
are critical in both (i) and (ii). As the computation for high-order U -processes (say
r > 3) is always challenging, the developed maximal inequalities have the potential to
be applied to many other applications.
1.3. Related work. Regression under concave/convex restrictions has a long and rich
history dating back to [38]. Traditionally, the literature focused on the univariate
(d = 1) case [9, 14, 30, 31, 37, 48], but there is a significant recent theoretical progress
in the multivariate case [35, 44, 47, 54]; see also [36, 43, 49, 50]. We refer the reader
to [19, 32] for a review on estimation and inference under shape constraints including
concave/convexity constraints.
The literature on testing the hypotheses of regression concavity is relatively scarce,
especially for multiple regression, i.e., d > 2. Simplex statistic and its local version
are introduced in [1], and the bootstrap calibration (without computational concerns)
is investigated in [12]. Several testing procedures based on splines have been proposed
[21, 42, 59]. These approaches involve estimating the spline coefficients to approximate
the regression function f , and calibrating their distributions to make a decision on H0.
However, the estimation accuracy of splines depends on certain quantitative features
of f (such as smoothness), and it is not robust to model misspecification. Further, the
spline tests [21, 42, 59] are only proven to work (under some smoothness assumptions)
for the univariate case since they are essentially second-derivative tests at the spline
knots. Thus such methods can only test marginal concavity in the presence of multiple
covariates, and multi-dimensional spline interpolation is much less understood in the
nonparametric regression setting. In the univariate case with a white-noise model,
multi-scale testing for qualitative hypotheses is considered in [23], and minimax risks
for estimating the Lq distance (1 6 q <∞) between an unknown signal and the cones
of positive/monotone/convex functions are established in [41].
U -processes offer a general framework for many statistical applications such as testing
for qualitative features (e.g., monotonicity, curvature) of regression functions [1, 7, 27],
testing for stochastic monotonicity [46], nonparametric density estimation [26, 28, 52],
and establishing limiting distributions of M -estimators [2, 55]. When indexing function
classes are fixed, it is known that the Uniform Central Limit Theorems (UCLTs) [2,
6, 20, 53], as well as limit theorems for bootstrap [3, 60], hold for U -processes under
metric (or bracketing) entropy conditions. These references [2, 3, 6, 20, 53, 60] cover
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both non-degenerate and degenerate U -processes where limiting processes of the latter
are Gaussian chaoses rather than Gaussian processes. When the UCLTs do not hold
for a possibly changing (in n) indexing function class (i.e., the function class cannot be
embedded in any fixed Donsker class), [12] develops a general non-asymptotic theory
for approximating the suprema of U -processes, extending the earlier work by [18] on
empirical processes. Incomplete U -statistics for a fixed dimension are first considered
in [4], and the asymptotic distributions are studied in [8, 40]. In high dimensions, non-
asymptotic Gaussian approximation and bootstrap results for randomized incomplete
U -statistics are established in [13] for a fixed order and in [56] for diverging orders. The
current work considers randomized incomplete local U-processes with stratification.
1.4. Organization of the paper. In Section 2, we introduce formally stratified, in-
complete U -processes, as well as bootstrap calibration, for a general function class H.
In Section 3, we apply the general theory to the concavity test application, establish
its size validity and consistency, and discuss the computational complexity as well as
implementations. In Section 4, we present simulation results for d = 2, with the cases
of d = 3, 4 presented in Appendix E. In Section 5, we establish the validity of Gaussian
approximation and bootstrap for stratified, incomplete U -processes. In Section 6, we
present local and non-local maximal inequalities for multiple incomplete U -processes,
which is one of the main technical contributions. We provide the proof for the validity
of Gaussian approximation for stratified, incomplete U -processes in Section 7. The
additional results, proofs, and discussions are presented in Appendix.
1.5. Notation. We denote Xi, . . . Xi′ by X
i′
i for i 6 i′. For any integer n, we denote
by [n] the set {1, 2, . . . , n}. For a, b ∈ R, let bac denote the largest integer that does
not exceed a, a ∨ b = max{a, b} and a ∧ b = min{a, b}. For a ∈ Rd and q ∈ [1,∞),
denote ‖a‖q =
(∑d
i=1 |ai|q
)1/q
, and ‖a‖∞ = maxi∈[d] |ai|. For a, b ∈ Rd, we write a 6 b
if aj 6 bj for 1 6 j 6 d, and write [a, b] for the hyperrectangle
∏d
j=1[aj, bj] if a 6 b.
For β > 0, let ψβ : [0,∞) → R be a function defined by ψβ(x) = exβ − 1, and for any
real-valued random variable ξ, define ‖ξ‖ψβ = inf{C > 0 : E[ψβ(|ξ|/C)] 6 1}. Denote
In,r := {ι = (i1, . . . , ir) : 1 6 i1 < . . . < ir 6 n} the set of all ordered r-tuples of [n] and
denote | · | the set cardinality.
For a nonempty set T , denote `∞(T ) the Banach space of real-valued functions f :
T → R equipped with the sup norm ‖f‖T := supt∈T |f(t)|. For a semi-metric space
(T, d), denote N(T, d, ) its -covering number, i.e., the minimum number of closed d-
balls with radius  that cover T ; see [58, Section 2.1]. For a probability space (T, T , Q)
and a measurable function f : T → R, denote Qf = ∫ fdQ whenever it is well defined.
For q ∈ [1,∞], denote ‖ · ‖Q,q the Lq(Q)-seminorm, i.e., ‖f‖Q,q = (Q|f |q)1/q for q <∞
and ‖f‖Q,∞ for the essential supremum.
For k = 0, 1, . . . , r and a measurable function f : (Sr,Sr)→ (R,B(R)), denote P r−kf
the function on Sk such that
P r−kf(x1, . . . , xk) = E[h(x1, . . . , xk, Xk+1, . . . , Xr)],
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whenever it is well defined. For a generic random variable Y , let P|Y (·) and E|Y [·]
denote the conditional probability and expectation given Y , respectively. Throughout
the paper, we assume that
r > 2, d > 3, n > 4, N > 4, pn := N/|In,r| 6 1/2, N > n/r > 1. (8)
Also, we assume the probability space is rich enough in the sense that there exists a
random variable that has the uniform distribution on (0, 1) and is independent of all
other random variables.
2. A general theory of stratified incomplete U-processes
Let Xn1 := {X1, . . . , Xn} be independent and identically distributed (i.i.d.) random
variables taking value in a measurable space (S,S) with common distribution P . Fix
r > 2, and let H be a collection of symmetric, measurable functions h : (Sr,Sr) →
(R,B(R)), with a measurable envelope function H : Sr → [0,∞) (i.e. H > suph∈H h
pointwise). We always assume E[H2(X1, . . . , Xr)] < ∞. Define the U -process and its
standardized version as follows: for h ∈ H,
Un(h) :=
1
|In,r|
∑
ι∈In,r
h(Xi1 , . . . , Xir) :=
1
|In,r|
∑
ι∈In,r
h(Xι),
Un(h) :=
√
n (Un(h)− E [Un(h)]) . (9)
The summation in the definition of the above complete U -process involves ∼ nr
terms, and thus is computationally expensive even for moderate r (say > 3), which
motivates us to consider its stratified incomplete version.
2.1. Stratified incomplete U-process. Let {Hm : 1 6 m 6 M} be a partition of
H, i.e., Hm1 ∩ Hm2 = ∅ for m1 6= m2, and ∪Mm=1Hm = H. The partition, and thus
M , may depend on the sample size n. Given a positive integer N , which represents a
computational parameter, define{
Z(m)ι : m ∈ [M ], ι ∈ In,r
} i.i.d.∼ Bernoulli(pn), with pn := N/|In,r|,
which are independent of the data Xn1 . For m ∈ [M ], define N̂ (m) :=
∑
ι∈In,r Z
(m)
ι .
Further, define a function σ : H → {1, . . . ,M} that maps h ∈ H to the index of the
partition h belongs:
σ(h) = m ⇔ h ∈ Hm.
Finally, we define the stratified, incomplete U -process and its standardized version as
follows: for h ∈ H,
U ′n,N(h) :=
1
N̂ (σ(h))
∑
ι∈In,r
Z(σ(h))ι h(Xι), U′n,N(h) :=
√
n
(
U ′n,N(h)− E
[
U ′n,N(h)
])
. (10)
Clearly, E
[
U ′n,N(h)
]
= E [Un(h)]. An important goal of the paper is to develop boot-
strap methods to calibrate the distribution of the supremum of the stratified incomplete
U -process:
Mn := sup
h∈H
U′n,N(h). (11)
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Remark 2.1. As we shall see in Subsection 3.3, it is computationally important to
partition the function class H so that each partition has its individual sampling plan.
Our analysis is non-asymptotic, so no partition (M = 1) is also allowed.
2.2. Multiplier bootstrap. Let Dn := Xn1 ∪ {Z(m)ι : ι ∈ In,r,m ∈ [M ]} be the data
involved in the definition of U′n,N (10). For each k ∈ [n], denote
I
(k)
n−1,r−1 := { (i1, . . . , ir−1) : 1 6 i1 < · · · < ir−1 6 n, ij 6= k for 1 6 j 6 r − 1 },
the collection of all ordered r − 1 tuples in the set {1, . . . , n} \ {k}. Let N2 be another
computational budget, and define{
Z(k,m)ι : k ∈ [n], ι ∈ I(k)n−1,r−1, m ∈ [M ]
}
i.i.d.∼ Bernoulli(qn), qn := N2/|In−1,r−1|,
that are independent of Dn. Further, denote N̂ (k,m)2 :=
∑
ι∈I(k)n−1,r−1
Z
(k,m)
ι for k ∈ [n]
and m ∈ [M ], and define for k ∈ [n], h ∈ H, and m = σ(h),
G(k)(h) :=
1
N̂
(k,m)
2
∑
ι∈I(k)n−1,r−1
Z(k,m)ι h(Xι(k)), G(h) :=
1
n
n∑
k=1
G(k)(h), (12)
where ι(k) := {k} ∪ ι. Intuitively, G(k)(h) is a good estimator for the kth term,
P r−1h(Xk), in the Ha´jek projection. Let{
ξ(m)ι , ξk : ι ∈ In,r,m ∈ [M ], k ∈ [n]
} i.i.d.∼ N(0, 1)
independent of
D′n := Dn ∪ {Z(k,m)ι : k ∈ [n], ι ∈ I(k)n−1,r−1, m ∈ [M ]}. (13)
Define for h ∈ H and m = σ(h),
U#n,A(h) :=
1√
n
n∑
k=1
ξk
(
G(k)(h)−G(h)) ,
U#n,B(h) :=
1√
N̂ (m)
∑
ι∈In,r
ξ(m)ι
√
Z
(m)
ι
(
h(Xι)− U ′n,N(h)
)
, (14)
where 0/0 is interpreted as 0. Finally, denote αn := n/N , we combine these two
processes and define
U#n,∗(h) := rU
#
n,A(h) + α
1/2
n U
#
n,B(h) for h ∈ H, M#n := sup
h∈H
U#n,∗(h). (15)
Remark 2.2. The conditional (on D′n) distribution of M#n can be calibrated by boot-
strap, i.e., by repeatedly generating independent realizations of the multipliers {ξ(m)ι , ξk}
with the data Xn1 and the sampling plans, {Z(m)ι , Z(k,m)ι }, fixed.
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2.3. Assumptions. For simplicity, we will focus on H being a VC type class.
Definition 2.3 (VC type function class [12, 18]). A collection, H, of functions on
Sr with envelope H is said to be VC type with characteristics (A, ν) if supQN(H, ‖ ·
‖Q,2, ‖H‖Q,2) 6 (A/)ν for any  ∈ (0, 1), where supQ is taken over all finitely discrete
probability measures on Sr.
We will work with the following assumptions.
(PM). H is pointwise measurable in the sense that for any n ∈ N, there exists a count-
able subset H′n ⊂ H such that, almost surely, for every h ∈ H, there exists a sequence
{hm} ⊂ H′n with limm hm(Xi) = h(Xi) for i ∈ [n].
(VC). H is VC type with envelope H and characteristics A > e∨(e2(r−1)/16) and ν > 1.
(MB). For some absolute constant C0 > 0, log(M) 6 C0 log(n).
There exist absolute constants
¯
σ > 0, c0 ∈ (0, 1), q ∈ [4,∞], and Bn > Dn > 1 such
that
Var
(
P r−1h(X1)
)
>
¯
σ2, for h ∈ H, (MT-0)
sup
h∈H
E
∣∣P r−1h(X1)− P rh∣∣2+k 6 Dkn for k = 1, 2, ‖P r−1H‖P,q 6 Dn, (MT-1)
‖P r−`Hs‖P `,2 6 B2s−2n D`+1−sn , for ` > 2, s = 1, 2, 3, 4,
‖P r−`Hs‖P `,q 6 B2s−2n D`(2−2/q)+2/q−sn , for ` = 1, 2, s = 2, 3, 4, ‖P r−2H‖P 2,q 6 D3−2/qn ,
‖P r−`|h|s‖P `,2 6 B2s−2n D`−sn , for ` = 0, 1, 2, s ∈ [4] with `+ s > 2, h ∈ H, (MT-2)
‖H‖P r,q 6 B2−2/qn D2/q−1n , ‖H‖P r,2 6 Bn, (MT-3)
c0B
2
nD
−2
n 6 γB(h) 6 min{D2(r−1)n , B2nD−2n }, for h ∈ H, (MT-4)
sup
h∈H
‖P r−2h‖P 2,4 6 D2n, ‖(P r−2H)
⊙
2‖P,q/2 6 D4−4/qn , (MT-5)
where 1/q = 0 if q = ∞, and for a measurable function f : S2 → R, define f⊙ 2 to be
a function on S2 such that
f
⊙
2(x1, x2) :=
∫
f(x1, x)f(x2, x)dP (x).
Finally, denote Kn := ν log(A ∨ n) > 1.
Remark 2.4. The above assumptions are motivated by (and can be tailored to) the ap-
plication of testing the concavity of a regression function. See discussions in Subsection
3.1.
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2.4. Rate of convergence of bootstrap calibration. One of our main results is
that the distribution of Mn is well approximated by the conditional distribution of M#n
given D′n.
Theorem 2.5 (Rate of convergence for the general multiplier bootstrap of stratified in-
complete U -processes). Assume the conditions (PM), (VC), (MB), and (MT-0)-(MT-5)
with q =∞ hold. Then there exists a constant C, depending only on constants appearing
in above conditions, such that with probability at least 1− C%′n,
sup
t∈R
∣∣P(Mn 6 t)− P|D′n(M#n 6 t)∣∣ 6 C%′n,
where %′n :=
(
B2nK
7
n
N∧N2
)1/8
+
(
D2nK
7
n
n
)1/8
+
(
D3nK
4
n
n
)2/7
.
Proof. It follows immediately from the Theorem 5.1 and Theorem 5.2. 
Remark 2.6. q =∞ corresponds to the case that H is bounded, which is relevant to
the concavity test application if we use bounded statistics, or the noise ε has bounded
support; in general, we will apply the Theorem 5.1 and 5.2, requiring bound on moments
of H. If A, ν are bounded by absolute constants, Kn is of order log(n). (MB) requires
that log(M) 6 C0 log(n), and the impact of M is absorbed into Kn.
Remark 2.7. In Appendix D, we develop a theory for the supremum of a normalized,
stratified, incomplete U -process. However, for the application of concavity test, nor-
malization deteriorates the performance of the test in terms of both size validity and
power. One possible explanation is that E[|hsgv |s] explodes very fast as s increases (see
(7)), and the accuracy of estimating the normalizing functions depends on the fourth
moments.
3. Stratified incomplete local simplex tests for regression concavity
We first recall the simplex statistics proposed in [1]. For v1, . . . , vd+1 ∈ Rd, let
∆◦(v1, . . . , vd+1) :=
{ d+1∑
i=1
aivi :
d+1∑
i=1
ai = 1, ai > 0 for i ∈ [d+ 1]
}
denote the interior of the simplex spanned by v1, . . . , vd+1, and define S :=
⋃r
j=1 Sj,
where r := d+ 2 and
Sj =
{
(v1, . . . , vr) ∈ Rd×r : v1, . . . , vj−1, vj+1, . . . , vr are affinely independent
and vj ∈ ∆◦(v1, . . . , vj−1, vj+1, . . . , vr)
}
.
Clearly, S1, . . . ,Sr are disjoint. For j ∈ [r], there exists a unique collection of functions
{τ (j)i : Sj → (0, 1) : i ∈ [r] \ {j}} such that for any vr1 := (v1, . . . , vr) ∈ Sj,
vj =
∑
i∈[r]\{j}
τ
(j)
i (v
r
1) vi,
∑
i∈[r]\{j}
τ
(j)
i (v
r
1) = 1. (16)
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Now define w : R(d+1)∗r → R as follows: for xi := (vi, yi) ∈ Rd+1, i ∈ [r],
w(x1, . . . , xr) :=
r∑
j=1
 ∑
i∈[r]\{j}
τ
(j)
i (v
r
1) yi − yj
1 {vr1 ∈ Sj} . (17)
It is clear that S is permutation invariant for x1, . . . , xr, and that w(·) is symmetric in
its arguments. If the regression function is indeed concave, then P rw 6 0, where recall
that P is the distribution of X := (V, Y ). Let L(·) be a kernel function and bn > 0 be
a bandwidth parameter. Define for xi := (vi, yi) ∈ Rd+1, i ∈ [r],
hidv (x1, . . . , xr) := w(x1, . . . , xr)b
d/2
n
r∏
k=1
Lbn(v − vk), v ∈ V , (18)
where recall Lb(·) := b−dL(·/b) for b > 0.
Now let Hid := {hidv : v ∈ V}, and {Vm : m ∈ [M ]} be a partition of V . Then
{Hidm := {hidv : v ∈ Vm} : m ∈ [M ]} is a partition of Hid. Recall the definitions of
U ′n,N(·) in (10), D′n in (13), and M#n in (15). For α ∈ (0, 1), denote q#α the (1 − α)th
quantile of M#n conditional on D′n. We propose to reject the null in (2) if and only if
sup
v∈V
√
nU ′n,N(h
id
v ) > q#α . (19)
Remark 3.1 (Sign kernel). We will also consider the function class Hsg := {hsgv : v ∈
V}, where hsgv is defined in (5). As we shall see, {hsgv : v ∈ V} has the advantage of being
bounded, but it requires that the conditional distribution of ε given V is symmetric
around zero. On the other hand, {hidv : v ∈ V} imposes no assumption on the shape of
the conditional distribution, but requires ε to have a light tail.
3.1. Size validity and power. We now establish the size validity and consistency of
the procedure (19) for testing the hypothesis (2), as well as the procedure using Hsg
instead of Hid. Denote L the Lebesgue measure on Rd. We will make the following
assumptions: for some absolute constants C0 > 1 and β > 0,
(C1). The kernel L : Rd → R is supported on [−1/2, 1/2]d, with bounded variation,
supv∈Rd |L(v)| 6 C0, and L{v ∈ Rd : L(v) 6= 0} = 1. Further, for any k ∈ N, there exists
a countable V ′ ⊂ Rd such that for Lk-almost everywhere {v1, . . . , vk}, and any v ∈ Rd,
there exists a sequence {vm} ⊂ V ′ such that limm L(vi−vm) = L(vi−v) for each i ∈ [k].
(C2). The number of partitions, M , grows at most polynomially in the sample size n,
i.e., log(M) 6 C0 log(n).
(C3). The bandwidth bn does not vanish too fast in the sample size n, i.e., 1 6 b−3d/2n 6
C0n
1−1/C0 .
(C4). V has a Lebesgue density p such that C−10 6 p(v) 6 C0 for v ∈ V2bn , where
Vb := {v′ ∈ Rd : infv′′∈V ‖v′ − v′′‖∞ 6 b} is the b-enlargement of V .
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(C5). Assume for ∗ = id or sg and n > C0,
inf
v∈V
Var
(
P r−1h∗v(X1)
)
> C−10 .
(C6-id). Assume that supv∈Vbn |f(v)| 6 C0, and that
inf
v∈Vbn
Var (ε|V = v) > 1/C0, sup
v∈Vbn
‖‖ψβ |V=v 6 C0. (20)
(C6-sg). Assume that |f(v)− f(v′)| 6 1/C0 for v, v′ ∈ Vbn such that ‖v− v′‖∞ 6 1/C0;
|bn| 6 1/C0 for n > C0; for each v ∈ Vbn , conditional on V = v, ε has a symmetric
distribution, i.e., P ( > t|V = v) = P ( < −t|V = v) for any t > 0, and that
inf
v∈Vbn
P
(|ε| > C−10 |V = v) > C−10 . (21)
Now some comments on the conditions are in order. (C1) is a standard assumption
on the kernel L, which is satisfied by many commonly used kernels. The last condition
in (C1) ensures that the supremum of the (incomplete) U -process is a random variable
(i.e., measurable), which is satisfied if L(·) is continuous or L(·) = 1{· ∈ (−1/2, 1/2)d}.
Recall that V is compact, so (C2) is satisfied if we partition each coordinate into seg-
ments of length ηbn for some small η ∈ (0, 1). (C3) imposes the same condition on the
bandwidth bn as for the procedure using the complete U -process [12, (T5) in Section
4], which holds as long as n−2/(3d)+η . bn for arbitrarily small η ∈ (0, 1); in comparison,
[1] has a (slightly) milder condition on the bandwidth, n−1/d+η . bn for the discretized
U -statistics. (C4) is necessary that for each v ∈ V , there are enough data points in the
bn-neighbourhood of v. (C6-id) requires ε to have a light tail, while (C6-sg) requires
ε to have a conditionally symmetric distribution. One sufficient condition for the first
inequality in (20) and (21) is that ε is independent of V , and Var(ε) > 0. Further, the
first assumption in (C6-id) or (C6-sg) holds if f is continuous (recall V is compact),
while the second in (C6-sg) holds if limn→∞ bn = 0.
Now we focus on (C5) with the function class Hid, as the discussion for Hsg is similar.
Denote q(dε|v) the conditional density of ε given V = v (not necessarily Lebesgue
density). By definition,
P r−1h∗v(v1, y1) = b
−d/2
n L
(
v − v1
bn
)
× Tv(v1, y1), where Tv(v1, y1) :=∫
w ((v1, y1), {(v − bnuk, f(v − bnuk))}rk=2)
r∏
i=2
L(ui)p(v − bnui)dui.
One sufficient condition for (C5) is that for each v ∈ V , there exists Uv ⊂ (−1/2, 1/2)d
with L(Uv) > 0 such that
Varε1∼q(·|v−bnu1) (Tv(v − bnu1, 1)) > C−10 , for u1 ∈ Uv, (22)
where Varε1∼q(·|v−bnu1) denotes the variance of a function of ε1 when its density is q(·|v−
bnu1). Recall the functions {τ (j)i } in (16). It is clear that τ (j)i (v− bnu1, . . . , v− bnur) =
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τ
(j)
i (u1, . . . , ur). Thus (22) is equivalent to the following: for each v ∈ V , there exists
Uv ⊂ (−1/2, 1/2)d with L(Uv) > 0 such that for u1 ∈ Uv,∣∣∣∣∣
∫ (
1{ur1 ∈ S1} −
r∑
j=2
τ
(j)
1 (u
r
1)1{ur1 ∈ Sj}
)
r∏
i=2
L(ui)p(v − bnui)dui
∣∣∣∣∣ > C−10 .
Then we can find more primitive conditions for (C5). For example, (C5) holds if
L(·) = 1{· ∈ (−1/2, 1/2)d}, p is continuous on V , and limn→∞ bn = 0.
Theorem 3.2. Consider the function class Hid or Hsg. Assume that (C1)-(C5) hold
and that (C6-id) (resp. (C6-sg)) holds for Hid (resp. Hsg). Further, for some κ, κ′ > 0,
N := nκb−drn , N2 := n
κ′b−drn . (23)
Then there exists a constant C, depending only on C0, β, d, κ, κ
′, such that with proba-
bility at least 1− Cn−1/C,
sup
t∈R
∣∣P(Mn 6 t)− P|D′n(M#n 6 t)∣∣ 6 Cn−1/C .
Proof. For the function class Hsg, we verify in Appendix F.2 that the conditions in
Theorem 2.5 hold with q =∞, and
Dn := Cb
−d/2
n , Bn := Cb
−dr/2
n , Kn 6 C log(n). (24)
Then the conclusion follows immediately. For Hid, we apply the Theorem 5.1 and 5.2,
with a finite q, but the same Dn, Bn, Kn as above. See details in Appendix F.1. 
Corollary 3.3 (Size validity). Consider the procedure (19) for testing the hypothesis
(2) with H∗ for ∗ = id or sg. Assume the conditions in Theorem 3.2 hold. If the
regression function f is concave, i.e., H0 holds, then for some constant C, depending
only on C0, β, d, κ, κ
′,
P
(
sup
v∈V
√
nU ′n,N(h
∗
v) > q#α
)
6 α + Cn−1/C , for any α ∈ (0, 1).
Further, if f is linear, then
sup
α∈(0,1)
∣∣∣∣P(sup
v∈V
√
nU ′n,N(h
∗
v) > q#α
)
− α
∣∣∣∣ 6 Cn−1/C .
Proof. Since (C6-id) (resp. (C6-sg)) holds for Hid(resp. Hsg), if f is concave, then
P rh∗v 6 0 for v ∈ V . Further, if f is linear, then P rh∗v = 0 for v ∈ V . Then the results
follows directly from Theorem 3.2. 
Corollary 3.4 (Power). Consider the setup as in Corollary 3.3. If in addition
√
nP rh∗v0 > (C0)
−1nκ
′′
, for some v0 ∈ V , κ′′ > max{(1− κ)/2, 0}, (25)
then for some constant C, depending only on C0, β, d, κ, κ
′, κ′′,
P
(
sup
v∈V
√
nU ′n,N(h
∗
v) > q#α
)
> 1− Cn−1/C , for any α ∈ (0, 1).
In particular, if the following holds:
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(1) f is twice continuously differentiable at some v0 ∈ V with a positive definite
Hessian matrix at v0;
(2) limn→∞ bn = 0 and b
−(d+4)
n 6 C0n1−2κ
′′
;
(3) If ∗ = sg, assume that conditional on V = v, ε has a Lebesgue density q(u|v),
which is jointly continuous in both arguments at (0, v0), and q(0|v0) > 0;
then lim infn→∞ P rh∗v0/
(
b
2+d/2
n
)
> 0, and thus for any α ∈ (0, 1), the power converges
to one as n→∞.
Proof. See Appendix F.3. 
Remark 3.5. If κ > 1, then κ′′ in (25) can be arbitrarily small. It is also clear that
(25) does not require f to be globally convex or differentiable.
Remark 3.6. For smooth regression functions, b
−(d+4)
n 6 Cn1−2κ′′ ensures that the
bias
√
nP rh∗v0 is significantly larger than the square root of the variance of U
′
n,N(h
∗
v0
).
Note that Theorem 7 in [1] establishes the consistency of their test using Hsg (discrete,
complete version) under the condition that nbd+4n / log(n) → ∞, which is in the same
spirit as the condition (2) in Corollary 3.4. However, we think the proof Theorem 7
in [1] is not rigorous, as additional assumption on ε, such as (3) above, is needed.
3.2. Multiple bandwidths. The theory in Subsection 3.1 allows for a wide range of
bandwidth bn, but does not make a practical suggestion on the choice of bandwidth.
Since there is no bias-variance trade-off in the proposed procedure, the selection of
bn depends on the targeted alternatives. If the targets are “globally” convex, then bn
should be large in order for the bias, {√nP rh∗v : v ∈ V}, to be large. On the other
hand, if the targets are only convex in a small region, then bn should be able to localize
those convex regions. See Subsection 4.3 for some concrete examples.
One possible remedy is to use multiple bandwidths. Let Bn ⊂ (0,∞) be a finite
collection of bandwidths. For each b ∈ Bn, we denote the function hidv in (18) (resp. hsgv
in (5)) by hidv,b (resp. h
sg
v,b) to emphasize the dependence on the bandwidth, and H∗b =
{h∗v,b : v ∈ V} for ∗ = id or sg.
Further, for each b ∈ Bn, let Nb and N2,b be two computational parameters, and
consider two independent collections of Bernoulli random variables
Sb :=
{
Z(m,b)ι : ι ∈ In,r, m ∈ [M ]
} i.i.d.∼ Bernoulli(pn,b),
S ′b :=
{
Z(k,m,b)ι : k ∈ [n], ι ∈ I(k)n−1,r−1, m ∈ [M ]
}
i.i.d.∼ Bernoulli(qn,b), (26)
where pn,b := Nb/|In,r|, qn,b := N2,b/|In−1,r−1|, and they are independent of Xn1 . In other
words, the sampling plan is independent for each b ∈ Bn.
Then for each b ∈ Bn, we denote U ′n,N(h) in (10) by U ′n,N,b(h) with the sampling plan
given by Sb in (26). Similarly, we denote G(k)(h) and G¯(h) in (12) by G(k,b)(h) and
G(b)(h) respectively with the sampling plan given by S ′b in (26).
Now let D′n := Xn1 ∪ {Sb,S ′b : b ∈ Bn}, and{
ξ(m,b)ι : ι ∈ In,r,m ∈ [M ], b ∈ Bn
}
, {ξk : k ∈ [n]} i.i.d.∼ N(0, 1)
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independent of D′n. Define for b ∈ Bn and v ∈ Vm,
U#n,∗,b(h
∗
v,b) :=
r√
n
n∑
k=1
ξk
(
G(k,b)(h∗v,b)−G
(b)
(h∗v,b)
)
+ α
1/2
n,b
1√
N̂ (m,b)
∑
ι∈In,r
ξ(m,b)ι
√
Z
(m,b)
ι
(
h∗v,b(Xι)− U ′n,N,b(h∗v,b)
)
,
where αn,b := n/Nb, and N̂
(m,b) :=
∑
ι∈In,r Z
(m,b)
ι for m ∈ [M ].
Finally, for each α ∈ (0, 1), denote q#α the (1−α)th quantile of supb∈Bn,v∈V U#n,∗,b(h∗v,b),
conditional on D′n. Then we propose to reject the null in (2) if
sup
b∈Bn,v∈V
√
nU ′n,N,b(h
*
v,b) > q#α . (27)
Remark 3.7. It is possible to allow Bn to be uncountable, for example, Bn := (`n, un),
which corresponds to the uniform in bandwidth results [12, 24]. However, we choose to
present the results for finite Bn for simplicity, since otherwise we need to also stratify
Bn. This is in some sense similar to the Du¨mbgen and Spokoiny’s multi-scale testing of
qualitative hypotheses [23]. To establish the size validity and analyze the power of the
test (27) (SILS), we need a more general theory than those in Section 2 for a function
class {hv,b : v ∈ V , b ∈ Bn}, where V is an index set. The key difference is that for each
b ∈ Bn, the computational parameters Nb and N2,b are different (see, e.g., (23)). The
rigorous statements for {hv,b : v ∈ V , b ∈ Bn}, which follows from similar arguments as
those in Section 2, is beyond the scope of this paper. In Subsection 4.3, we consider a
simulation study to investigate the empirical performance of the SILS test with multiple
bandwidths.
3.3. Computational complexity. The computational complexity for function classes
Hid and Hsg are the same, and we focus on the former in our discussion and omit the
superscript for simplicity. Assume that (C1)-(C6-id) hold, and that the computational
parameters N,N2 are given in (23). Further, as V is compact, we assume V ⊂ [0, 1]d
without loss of generality.
For some small η ∈ (0, 1/2), let t := b1/(ηbn)c, and υi = iηbn for i = 0, 1, . . . , t and
υt+1 = 1. Now we partition each coordinate into segments of length ηbn (except for the
rightmost one), i.e., {Vm : m ∈ [M ]} is the following{
V
⋂ [
υ
i
(1)
1
, υ
i
(2)
1
)
× · · · ×
[
υ
i
(1)
d
, υ
i
(2)
d
)
: 0 6 i(1)j < i
(2)
j 6 t+ 1 for j ∈ [d]
}
.
Then the number of partitions M 6 (1 + η−1b−1n )d.
For any v ∈ Rd and A ⊂ Rd, we denote the bn-neighbourhood by
N (v, bn) := {v′ ∈ Rd : ‖v − v′‖∞ 6 bn/2}, N (A, bn) :=
⋃
v∈A
N (v, bn).
Denote by ND(v, bn) := {i ∈ [n] : Vi ∈ N (v, bn)} and ND(A, bn) :=
⋃
v∈A ND(v, bn) the
indices for data points within bn-neighbourhood of v and A respectively.
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Stratified sampling. For m ∈ [M ], let
A(Vm) := {ι = (i1, . . . , ir) ∈ In,r : ij ∈ ND(Vm, bn) for j ∈ [r]}
be the collection of r-tuples whose members are all in bn-neighbourhood of Vm. Since
L(·) is supported on [−1/2, 1/2]d (cf. (C1)),
hv(xι) = 0, for any v ∈ Vm and ι ∈ |In,r| \ A(Vm).
As a result, the individual values of {Z(m)ι : ι ∈ |In,r| \ A(Vm)} are irrelevant, except
for their sum, which is a part of N̂ (m). Thus, we generate a Binomial(|In,r \A(Vm)|, pn)
random variable, that accounts for
∑
ι∈|In,r|\A(Vm) Z
(m)
ι .
On the other hand, the number of selected r-tuples in A(Vm) is on average
E
 ∑
ι∈A(Vm)
Z(m)ι
 . (n(1 + η)dbdn
r
)
nκb−drn
|In,r| . (1 + η)
drnκ,
since the ‖·‖∞-diameter of Vm is ηbn, and the density of V is bounded (see (C4)). Thus
to compute supv∈Vm
√
nU ′n,N(hv), the number of evaluations of w(·) is on average . nκ,
and the computational complexity can be made independent of the dimension d (as η
can be chosen to be small).
Remark 3.8. Above calculation of complexity does not include the cost of optimizing
over v ∈ Vm. Note that w(·) does not involve v, and optimizing over v ∈ Vm is common
to any algorithm. In practice, we will select a finite number of query points (e.g., one
for each Vm) as in the Subsection 3.4.
The discussion for the bootstrap part is similar, and we analyze below the complexity
of its actual implementation.
Why stratification? Without stratifying V , each v ∈ V share the same sampling plan
{Zι : ι ∈ In,r}. However, we cannot afford to generate all {Zι : ι ∈ In,r}, as on average
there are N = nκbdrn non-zero terms.
We may attempt to use the above short-cut. For v1, v2 ∈ V , to compute U ′n,N(hvi)
(for i = 1, 2), we only generate {Zι : ι ∈ A({vi})}, and the individual values of
{Zι : ι ∈ In,r \ A({vi})} are not explicitly generated.
However, the issue is to ensure consistency. (i) In computing U ′n,N(hv1), although the
individual values of {Zι : ι ∈ In,r \ A({v1})} are irrelevant, we still need to generate a
Binomial random variable to account for their sum. However, (In,r \ A({v1}))∩A({v2})
in many cases is non-empty, and thus
∑
ι∈|In,r|\A({v1}) Z
(m)
ι and {Zι : ι ∈ A({v2})} are
not independent. (ii) In many cases, A({v1}) ∩ A({v2}) is non-empty, so we cannot
independently generate {Zι : ι ∈ A({v1})} and {Zι : ι ∈ A({v1})}. Note also that the
calculation is needed for multiple v ∈ V instead of only v1, v2.
Remark 3.9. In Appendix F.4, we present an algorithm without partitioning that
addresses the above consistency issue. Its computational complexity is . 2drnκb−dn
evaluations of w(·). If d is fixed, it only loses a b−dn factor in theory, but 2dr can be very
large in practice, and thus it is not computationally feasible (e.g., 2dr = 32768 if d = 3).
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3.4. Implementations. In practice, instead of taking the supremum over V , we choose
a (finite) collection of query points, Vn, one from each partition {Vm : m ∈ [M ]}, and
approximate the supremum over V by that over Vn. As a result, each v ∈ Vn has
its individual sampling plan ({Z(m)ι : ι ∈ In,r} if v ∈ Vm), which can be generated
independently for different query points. Further, the test still takes the form of (19)
with a finite function class H∗ = {h∗v : v ∈ Vn} for ∗ = id or sg.
Remark 3.10. In establishing the bootstrap validity for stratified, incomplete U -
processes, we first consider the corresponding results for high-dimensional U -statistics
(Appendix B), and then approximate the supremum of a U -process by that of its dis-
cretized version. Thus above procedure can also be justified by Theorem B.2 and B.3.
In Algorithm 1, we show the pseudo-code to compute, for each v ∈ Vn, the statistic
U ′n,N(h
∗
v), as well as the variance of U
#
n,B(h
∗
v) (in (10)), γ̂B(h
∗
v) (in (32)), conditional
on D′n. It is well known that sampling T items without replacement from S elements
(S > T ) can be done in O(T log(T )) time [33]. Then based on the discussions in
Subsection 3.3, the computational complexity for Algorithm 1 is O(Mnκ log(n)).
Remark 3.11. Since we pick one element from each Vm, if v ∈ Vm, instead of consid-
ering ND(Vm, bn), we can focus on ND({v}, bn). Note that since η can be very small,
the query points are not required to be well separated.
Similar algorithms can be used to compute {G(k) : k ∈ [n]} in (12) with the compu-
tational complexity
n ∗M ∗
(
(n− 1)bdn
r − 1
)
nκ
′
b−drn
|In−1,r−1| log(n) .Mn
1+κ′b−dn log(n).
For the bootstrap calibration, as we pick one element from each Vm, conditional on
D′n,
{
U#n,B(h∗v) : v ∈ Vn
}
are conditionally independently, with conditional variances
{γ̂B(h∗v) : v ∈ Vn} computed in Algorithm 1. Thus the computational complexity for
the bootstrap calibration is O(BMn), where B is the number of bootstrap iterations.
Hence the overall computational cost is O(Mnκ log(n) +Mn1+κ
′
b−dn log(n) +BMn).
Remark 3.12. The above procedures, for computing the test statistic and conditional
variances required in the bootstrap, as well as for bootstrap calibration, can obviously
be implemented in a parallel manner using high-performance computing techniques.
The efficiency scales linearly in the number of computing cores.
4. Simulation results
In the simulation study, we consider two types of kernels, Hid and Hsg, under the
following setup. For d = 2, 3, and 4, the regression function is defined over (0, 1)d,
the covariates V = (V1, . . . , Vd) has a uniform distribution over (0, 1)
d, and we use
the uniform localization kernel L(·) = 1{· ∈ (−1/2, 1/2)d}. The query points are
Vn := {0.3, 0.4, 0.5, 0.6, 0.7}2 for d = 2, and Vn := {0.3, 0.5, 0.7}d for d = 3, 4. For
two parameters related to computational budget, we set N = 10 ∗ 25 ∗ n ∗ b−d∗rn for
d = 2, 3, 4, N2 = 10
4 ∗ b−d∗rn for d = 2, 3 and N2 = 2 ∗ 104 ∗ b−d∗rn for d = 4. The N is
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Input: Observations {Xi = (Vi, Yi) ∈ Rd+1 : i ∈ [n]}, budget N , kernel L(·),
bandwidth bn, query points Vn (size M).
Output: U ′n,N , γ̂B: two vectors of length M
1 Initialization: pn = N/
(
n
r
)
, U ′n,N , γ̂B both set zero ;
2 for m← 1 to M do
3 v = Vn[m];
4 Generate T1 ∼ Binom(
(|ND(v,bn)|
r
)
, pn), T2 ∼ Binom(
(
n
r
)− (|ND(v,bn)|
r
)
, pn);
5 N̂ ← T1 + T2;
6 Sample without replacement T1 terms, {ι` : 1 6 ` 6 T1}, from A({v});
7 for `← 1 to T1 do
8 U ′n,N [m]← U ′n,N [m] + h∗v(Xι`);
9 γ̂B[m]← γ̂B[m] + (h∗v(Xι`))2;
10 end
11 U ′n,N [m]← U ′n,N [m]/N̂, γ̂B[m]← γ̂B[m]/N̂ − (U ′n,N [m])2
12 end
Algorithm 1: compute U ′n,N and γ̂B over Vn for the concavity test.
selected so that αn := n/N is very small, and further increasing it will not improve the
power of the test. The estimation of {G(k)(h∗v) : k ∈ [n], v ∈ Vn} is the computational
bottleneck, and empirically we find that further increasing the selected value for N2
does not improve the accuracy in terms of the size of the proposed procedure.
The computational savings compared to using the complete U -process, pn := N/
(
n
r
)
and qn = N2/
(
n−1
r−1
)
, are listed in Table 2 for several typical configurations. It is clear
that for a moderate size dataset (say n ∼ 1000), using the complete U -process has a
very high, if not prohibitive, computational cost (see Table 1 for the running time using
the stratified, incomplete U -process). For example, for d = 3, n = 1000, it takes on
average 5.26 minutes to run our procedure with 40 cores, which implies that with the
complete version it would take at least 7.2 days (= 5.26 mins/qn).
For each parameter configuration below, we independently generate (at least) 1,000
datasets, apply our procedure, and estimate the probability of rejection. The results
for d = 3 and 4 are qualitatively similar, and presented in the Appendix E.
Note that below “ID” stands for the class Hid, while “SG” for the class Hsg.
Remark 4.1. For d > 5, although the proposed method is still computationally fea-
sible, the statistical power becomes very small, due to the curse of dimensionality, as
well as the fact that the probability of one point in the simplex of other (r−1) points is
small. To wit, recall the set S in Section 3. If V has a uniform distribution over (0, 1)d,
then P ((V1, . . . , Vr) ∈ S) is approximately 0.31 for d = 2, 6.9E-2 for d = 3, 1.3E-2 for
d = 4, and 2.0E-3 for d = 5.
4.1. Size validity - Gaussian noise. As far as the size of the test is concerned,
we only need to focus on the case that the regression function f (1) is linear in its
arguments. The specific linear form is irrelevant, and in the simulation we let f(v) =
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d = 2, bn = 0.5 d = 3, bn = 0.6, |Vn| = 27 d = 4, bn = 0.7
n = 1000, |Vn| = 25 n = 500 n = 1000 n = 1500 n = 2000, |Vn| = 81
5.06 mins 1.31 mins 5.26 mins 9.12 mins 33.4 mins
Table 1. Running time of the proposed procedure in minutes using 40
cores, where N and N2 are described in the introduction of Section 4.
pn qn
n = 500 n = 1000 n = 1500 n = 500 n = 1000 n = 1500
d = 2, bn = 0.5 1.2E-2 1.5E-3 4.5E-4 1.2E-1 1.5E-2 4.6E-3
d = 3, bn = 0.6 1.0e-3 6.4E-5 1.3E-5 8.3E-3 5.1E-4 1.0E-4
Table 2. Computational efficiency for typical configurations, where N
and N2 are described in the introduction of Section 4. For d = 4, bn =
0.7, n = 2000, we have pn =5.9E-8, qn = 3.9E-7. Here, sE-t = s∗10−t.
v1 + . . . + vd for v := (v1, . . . , vd) ∈ (0, 1)d. In this subsection, the error term ε in (1)
has a Gaussian distribution with zero mean and variance σ2.
For each query point, the average number of data points within its bn neighbourhood
is n∗ b−dn . We select bn so that locally there are around 150 ∼ 300 data points. There is
no bias-variance trade-off for the proposed procedure, but a decent size of local points is
necessary for the validity of Gaussian approximation. Smaller bn has better localization
power, while larger bn is suitable if the targeted alternatives are globally convex.
In Table 3, we list the size for different bandwidth bn and error variance σ
2 at levels
5% and 10%. From the Table 3, it is clear that the proposed procedure is consistently
on the conservative side.
n = 500 n = 1000
d = 2, Level = 5% bn = 0.6 bn = 0.55 bn = 0.5 bn = 0.5 bn = 0.45 bn = 0.4
ID, σ = 0.1 3.1 2.9 2.8 4.1 2.6 3.4
SG, σ = 0.1 3.1 4.1 2.8 3.0 3.8 2.7
ID, σ = 0.2 3.2 3.7 3.0 2.9 3.1 2.4
SG, σ = 0.2 3.6 3.3 2.9 3.6 3.1 2.5
d = 2, Level = 10% bn = 0.6 bn = 0.55 bn = 0.5 bn = 0.5 bn = 0.45 bn = 0.4
ID, σ = 0.1 8.3 6.8 6.7 8.1 7.5 7.7
SG, σ = 0.1 7.4 8.0 6.6 8.1 7.7 6.1
ID, σ = 0.2 7.8 8.0 6.2 7.6 7.8 6.0
SG, σ = 0.2 8.7 7.1 7.0 8.6 7.0 6.7
Table 3. Size validity for d = 2 under the Gaussian noise N(0, σ2). The
sizes, i.e., the probability of rejection under the linear regression function,
are in the unit of percentage.
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4.2. Power - Gaussian noise. In this subsection, the error term ε in (1) is Gaussian
with zero mean and variance σ2. We consider two types of (global and local) alternatives
for the regression function. In both cases, Hid has slightly better power compared to
Hsg.
Polynomial functions. In the first, for some κ > 1,
f(v) = vκ1 + . . .+ v
κ
d , for v := (v1, . . . , vd) ∈ (0, 1)d. (28)
For κ ∈ {1.2, 1.5}, the power of the proposed tests against these two alternatives is
listed in Table 4 for d = 2.
Locally convex functions. For the second, we consider regression functions that are
mostly concave over (0, 1)d, but convex in a very small region. Specifically, consider the
function ϕ : Rd → R defined via ϕ(v) := exp (−‖v‖2/2), for which ϕ is concave on the
region {v ∈ Rd : ‖v‖∞ < 1}. Then for c1, c2, ω1, ω2 > 0 and µ1, µ2 ∈ Rd, we consider
f(v) = c1ϕ ((v − µ1)/ω1)− c2ϕ ((v − µ2)/ω2) , for v ∈ (0, 1)d. (29)
We let c1 = 1, ω1 = 1.5, and µ1 = (0.75, . . . , 0.75) so that without the second term, f
would be concave in the entire region (0, 1)d. We let µ2 = (0.25, . . . , 0.25), and set c2 and
ω2 to be small so that f is mostly concave and locally convex in a small neighbourhood
of µ2. In Figure 1, we plot the regression function f with c2 = 0.2, ω2 = 0.15; in the
same figure, we also show one realization of dataset with the sample size n = 1000 and
the variance σ2 = 0.22. Clearly, smaller ω2 means smaller convex regions with larger
curvature. Note that µ2, which is the center of the local convex region, is not one of
our query points Vn. The power of the proposed test against this type of alternatives
is listed in Table 4 for d = 2 with fixed σ, bn and varying ω2, c2.
(a) Polynomial f (28) with varying κ
d = 2 ID, Level 10% SG, Level 10 %
(κ, σ) / (n, bn) (500, 0.55) (1000, 0.5) (500, 0.55) (1000, 0.5)
(1.2, 0.1) 42.3 47.9 36.2 44.5
(1.2, 0.2) 20.8 24.4 18.3 20.2
(1.5, 0.1) 95.0 98.5 91.0 97.2
(1.5, 0.2) 50.0 59.1 44.5 55.4
(b) Locally convex f (29) with varying ω2, c2 and σ = 0.2, bn = 0.5
d = 2 ID, Level 10% SG, Level 10%
ω2 = 0.1 ω2 = 0.15 ω2 = 0.2 ω2 = 0.1 ω2 = 0.15 ω2 = 0.2
c2 = 0.2 48.0 51.4 34.8 40.8 47.2 32.4
c2 = 0.3 85.7 88.1 74.1 76.3 83.7 70.5
c2 = 0.4 97.7 99.1 94.3 95.8 97.2 91.9
Table 4. The rejection probability (in percentage) at level 10% for d =
2, n = 1000, and Gaussian noise ε ∼ N(0, σ2).
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Figure 1. A plot for the regression function f (29) with c2 = 0.2, ω2 =
0.15, µ2 = (0.25, 0.25), together with a realization of the dataset with
n = 1000 and the variance σ2 = 0.22.
4.3. Multiple bandwidths - Gaussian noise. In this subsection, the error term
ε ∼ N(0, 0.22). We list the power of Hsg using single bn in Table 5 (A) and (B), and
the power of {Hsgb : b ∈ Bn} using multiple bandwidths with Bn = {0.5, 0.6, 0.7} (see
Subsection 3.2) in Table 5 (C), against two alternatives.
With single bandwidth, for the polynomial regression function f (28), the power
increases as bn increases, as f is globally convex. On the other hand, for the locally
convex function f (29), the power initially increases as bn increases, but later drops
significantly, as f is only locally convex, but “globally concave”. Thus the choice of
bandwidth depends on the targeted alternatives.
The procedure (27) in Subsection 3.2 solves the issue by using multiple bandwidths
Bn, with the computational cost being linear in |Bn|.
(a) Polynomial f (28) with κ = 1.5
Hsg with single bn 0.5 0.55 0.6 0.65 2 (non-local)
Level 10% 55.4 77.5 93.7 97.9 100
(b) Locally convex f (29) with ω2 = 0.15, c2 = 0.3
Hsg with single bn 0.4 0.5 0.6 0.7 0.8 0.9 2 (non-local)
Level 10% 39.4 83.7 98.5 80.7 38.3 5.7 0
(c) Multiple bandwidths {Hsgb : b ∈ {0.5, 0.6, 0.7}}; Level 10%
Polynomial f (28) Locally convex f (29)
κ = 1 (size): 9.2 κ = 1.5: 77.1 ω2 = 0.15, c2 = 0.3 : 93.3
Table 5. The rejection probability (in percentage) of Hsg and {Hsgb :
b ∈ {0.5, 0.6, 0.7}} at level 10% for d = 2, n = 1000, ε ∼ N(0, 0.22).
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4.4. Asymmetric and heavy tailed noise. The use of Hsg requires the conditional
distribution of ε to be symmetric around zero, but otherwise allows ε to have a heavy
tail. On the other hand, to use Hid, our theory requires ε to a light tail, but otherwise
impose no additional restriction. In this subsection, we consider the following two types
of error distributions.
Asymmetric distribution. In the first, the distribution of ε is a mixture of two Gaussian
distributions: Gε := 0.5∗N(−0.1, 0.06)+0.5∗N(0.1, 0.24), under which P(ε < 0) > 0.5.
Further, if (Λ1, . . . ,Λd+1) has a uniform distribution on the simplex {(v1, . . . , vd+1) :∑d
i=1 vi = 1, vi > 0}, and ε1, . . . , εd+2 are i.i.d. with common distribution Gε, then
P(S < 0) < 0.5, where S :=
∑d+1
i=1 Λiεi − εd+2. The density of Gε and the histogram
of S are plotted in Figure E.2 (in Appendix). In this case, Hsg fails to achieve the
prescribed level as P rhsgv > 0 for v ∈ Vn, while Hid is valid, which agrees with results
in Table 6.
Heavy tail distribution. In the second, the distribution of ε is 0.2/
√
3∗t3, where t3 means
standard t distribution with 3 degree of freedom. From Table 6, Hid still achieves valid
size, but its power is significantly smaller than that of Hsg.
In Figure 2, we plot the probability of rejection for Hsg under the asymmetric noise
(ε ∼ Gε), and Hid under the heavy tail, when the regression function is linear. As
we can see, both tests are slightly undersized, but the approximation by bootstrap is
reasonable over all levels, as predicted by our theory.
κ = 1 (size) HT Asymm κ = 1.5 (alternative) HT Asymm
ID 7.4 7.5 ID 60.4 60.3
SG 9.3 89.3** SG 80.9 —
Table 6. The rejection probability (in percentage) at level 10% for d =
2, n = 1000, polynomial f (28), and two types of noise distributions.
“HT” is for heavy tail, while “Asymm” for asymmetric.
5. Gaussian approximation and bootstrap for stratified, incomplete
U-processes
In this section, we will consider a general function class H, and establish Gaussian
approximation and bootstrap results for its associated stratified, incomplete U -processes
in Section 2.
5.1. Gaussian approximation. We first approximate the supremum of the strati-
fied, incomplete U -process (10) by that of an appropriate Gaussian process. Specif-
ically, denote P r−1h the function on S such that P r−1f(x1) := E[h(x1, X2, . . . , Xr)],
and (`∞(H), ‖ · ‖∞) the space of bounded functions indexed by H equipped with
the supremum norm. Assume there exists a tight Gaussian random variable WP in
`∞(H) with zero mean and covariance function γ∗(h, h′) := Cov (WP (h),WP (h′)) =
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Figure 2. The x axis is prescribed level. The dashed line is y = x, and
the solid line with crosses is the actual probability of rejection under a
linear regression function.
r2γA(h, h
′) + αnγB(h, h′) for h, h′ ∈ H where
γA(h, h
′) := Cov
(
P r−1h(X1), P r−1h′(X1)
)
, αn := n/N,
γB(h, h
′) := Cov (h(Xr1), h
′(Xr1))1{σ(h) = σ(h′)}. (30)
Note that γB(h, h
′) = 0 if σ(h) 6= σ(h′), which is due to the stratification. The existence
of WP is implied by (VC) and (MT-3) (see [18][Lemma 2.1]). If h = h
′, we write γ∗(h)
for γ∗(h, h), and the same applies to γA and γB. Further, denote M˜n := suph∈HWP (h).
We will bound the Kolmogorov distance between the two suprema
ρ(Mn, M˜n) := sup
t∈R
∣∣∣P(Mn 6 t)− P(M˜n 6 t)∣∣∣ . (31)
Theorem 5.1. Assume the conditions (PM), (VC), (MB), and (MT-0)-(MT-4). Then
there exists a constant C, depending only on r, q,
¯
σ, c0, C0, such that
ρ(Mn, M˜n) 6 Cη(1)n + Cη(2)n , with
η(1)n :=
(
D2nK
7
n
n
)1/8
+
(
D2nK
4
n
n1−2/q
)1/4
+
(
D
3−2/q
n K
5/2
n
n1−1/q
)1/2
,
η(2)n :=
(
B2nK
7
n
N
)1/8
+
(
n4r/qK5nB
2−8/q
n D
8/q
n
N
)1/4
+
(
M2/qB
2−4/q
n D
4/q
n K5n
N1−2/q
)1/4
,
where 1/q = 0 if q =∞.
Proof. The strategy is to first establish Gaussian approximation results for a finite, yet
“dense”, subset H′ of H (Appendix B), and then approximate the supremum over H
by that over H′, which requires the local and non-local maximal inequalities developed
in Section 6. See details in Section 7. 
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5.2. Bootstrap validity. The next Theorem shows that conditional on D′n, the max-
imum of the bootstrap process, M#n in (15), is well approximated by the maximum of
WP , M˜n, in distribution.
Theorem 5.2. Assume the conditions (PM), (VC), (MB), and (MT-0)-(MT-5). Let
%n :=
(
M2/qB
2−4/q
n D
4/q
n K5n
(N ∧N2)1−2/q
)1/4
+
(
B2nK
7
n
N ∧N2
)1/8
+
(
D2nK
7
n
n
)1/8
+
(
D2nK
4
n
n1−2/q
)1/4
+
(
D
8−8/q
n K15n
n3−4/q
)1/14
+
(
D
3−2/q
n K4n
n1−1/q
)2/7
.
Then there exists a constant C depending only on r, q,
¯
σ, c0, C0 such that with probability
at least 1− C%n,
sup
t∈R
∣∣∣P|D′n(M#n 6 t)− P(M˜n 6 t)∣∣∣ 6 C%n.
Proof. Note that conditional on D′n, U#n,A, U#n,B, and U#n,∗ are centered Gaussian pro-
cesses with the following covariance functions : for h, h′ ∈ H,
γ̂A(h, h
′) := n−1
n∑
k=1
(
G(k)(h)−G(h)) (G(k)(h′)−G(h′)) ,
γ̂B(h, h
′) :=
1
N̂ (σ(h))
∑
ι∈In,r
Z(σ(h))ι
(
h(Xι)− U ′n,N(h)
) (
h′(Xι)− U ′n,N(h′)
)
1{σ(h) = σ(h′)},
γ̂∗(h, h′) := r2γ̂A(h, h′) + αnγ̂B(h, h′). (32)
The key steps are to show that γ̂A(·, ·) and γ̂B(·, ·) are good estimators for γA(·, ·) and
γB(·, ·) in (30). See details in Appendix C.3. 
6. Maximal inequalities for multiple incomplete U-processes
In this section, let F be a collection of symmetric, measurable functions f : (Sr,Sr)→
(R,B(R)) with a measurable envelope function F : Sr → [0,∞) such that 0 < P rF 2 <
∞. For τ > 0, define the uniform entropy integral
J¯(τ) := J¯(τ,F , F ) :=
∫ τ
0
√
1 + sup
Q
logN(F , ‖ · ‖Q,2, ‖F‖Q,2) d, (33)
where the supQ is taken over all finitely supported probability measures on Sr. An
important observation is that it is equivalent to take the supremum over all finitely
support measures Q with Q(Sr) <∞.
Let M > 1 be an integer, and {Z(m)ι : ι ∈ In,r,m ∈ [M ]} be a collection of i.i.d.
Bernoulli random variables with success probability pn = N/|In,r| for some integer
0 < N 6 |In,r|, which are independent of the data Xn1 . For m ∈ [M ], let
D(m)n (f) :=
1√
N
∑
ι∈In,r
(Z(m)ι − pn)f(Xι), for f ∈ F . (34)
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The next Theorem establishes a local maximal inequality for the supremum over
multiple incomplete U -processes.
Theorem 6.1. Let σr > 0 be such that supf∈F ‖f‖P r,2 6 σr 6 ‖F‖P r,2. Then for some
absolute constant C > 0, C−1E
[
maxm∈[M ] ‖D(m)n (f)‖F
]
is upper bounded by
√
M log(2M)J¯(δr)‖F‖P r,2 + log(2M)‖T˜ ‖P,2√
N
J¯2(δr)
δ2r
+
√
∆ log(2M)
J¯(δr)
δr
,
where we define
δr :=
σr√
M‖F‖P r,2
, ∆ := E
sup
f∈F
|In,r|−1
∑
ι∈In,r
f 2(Xι)
 , T˜ := max
ι∈In,r,m∈[M ]
Z(m)ι F (Xι).
Further, ‖T˜ ‖P,2 6 M1/qN1/q‖F‖P r,q, for any q ∈ [2,∞], with the understanding that
1/q = 0 if q = ∞. In addition, if F is VC type class with characteristics (A, ν),
J¯(τ) 6 Cτ
√
ν log(A/τ) for τ ∈ (0, 1].
Remark 6.2. For a VC-type class, the upper bound depends on M only via log2(2M)
if we use ‖F‖P r,∞ to bound ‖T˜ ‖P,2.
To further bound ∆, which is the expectation of the supremum of a complete U -
process, we will use the multi-level local maximal inequalities developed in [12], which
are summarized in Appendix A.3 for convenience.
Remark 6.3. There are two difficulties in the proof. First, pn := N/|In,r| is very small
(in most cases, asymptotically vanishing), which prevents us from directly applying sub-
Gaussian inequality to D(m)n (·). One possible approach is to use Bernstein’s inequality,
which however involves the infinity norm, maxι∈In,r F (Xι) (in comparison to T˜ in the
above Lemma), and leads to sub-optimal rate. Second, we hope to achieve logarithmic
dependence on M , so that the number of partitions will only impose a mild requirement
on the sample size n and computational budget N .
The idea of the current proof is in similar spirit as the proof for [18, Theorem 5.2]
and [12, Theorem 5.1]. That is, we try to bound second moment by a concave function
of first moment (see Step 3 in the proof of Theorem 6.1 below), which, in [18, Theorem
5.2] and [12, Theorem 5.1], was achieved by the contraction principle ([18, Lemma
A.5]) and Hoffman-Jørgensen inequality([18, Theorem A.1]). However, in the presence
of sampling ({Z(m)ι }), these tools cannot be applied easily, and we need the following
generalization of the contraction principle.
Lemma 6.4 (Contraction principle). Let M,L > 1 be integers, Θ ⊂ RL and {(m)` : ` ∈
[L], m ∈ [M ]} be a collection of independent Rademacher variables. Then
E
 sup
m∈[M ],θ∈Θ
∣∣∣∣∣∣
∑
`∈[L]

(m)
` θ
2
`
∣∣∣∣∣∣
 6 4T E
 sup
m∈[M ],θ∈Θ
∣∣∣∣∣∣
∑
`∈[L]

(m)
` θ`
∣∣∣∣∣∣
 ,
where T := supθ∈Θ,`∈[L] |θ`|.
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Proof. Define A := ∪m∈[M ]Am, where
Am :=
⋃
θ∈Θ
{
α ∈ RL∗M : α`,j = θ`1{j = m} for ` ∈ [L], j ∈ [M ]
}
.
It is clear that E
[
supm∈[M ],θ∈Θ
∣∣∣∑`∈[L] (m)` θ`∣∣∣] = E [supα∈A ∣∣∣∑`∈[L],j∈[M ] (j)` α`,j∣∣∣] and
E
[
supm∈[M ],θ∈Θ
∣∣∣∑`∈[L] (m)` θ2` ∣∣∣] = E [supα∈A ∣∣∣∑`∈[L],j∈[M ] (j)` (α`,j)2∣∣∣]. Then the proof
is complete by the usual contraction principle [45, Theorem 4.12]. 
Proof of Theorem 6.1. First, define a collection of random measures (not necessarily
probability measures) on (Sr,Sr) that play important roles:
Q̂m := N
−1 ∑
ι∈In,r
Z(m)ι δXι for m ∈ [M ], Q̂ :=
M∑
m=1
Q̂m, (35)
where δ(x1,...,xr) is the Dirac measure such that δ(x1,...,xr)(A) = 1{(x1, . . . , xr) ∈ A} for
any A ∈ Sr. Further, define
V̂n := max
m∈[M ]
sup
f∈F
‖f‖Q̂m,2 = maxm∈[M ] supf∈F
√
N−1
∑
ι∈In,r,m∈[M ]
Z
(m)
ι f 2(Xι),
z∗ :=
√
M−1E[V̂ 2n ]/‖F‖2P r,2. (36)
Finally, let {(m)ι : ι ∈ In,r,m ∈ [M ]} be a collection of independent Rademacher random
variables that are independent of Dn := {Z(m)ι : ι ∈ In,r,m ∈ [M ]} ∪ Xn1 . Define for
f ∈ F ,
D̂(m)n (f) := N−1/2
∑
ι∈In,r
(m)ι Z
(m)
ι f(Xι) for m ∈ [M ], D̂n(f) := max
m∈[M ]
|D̂(m)n (f)|,
D˜n(f) := max
m∈[M ]
∣∣∣∣∣∣N−1/2
∑
ι∈In,r
(m)ι Z
(m)
ι f
2(Xι)
∣∣∣∣∣∣ .
Step 1. bound E
[
maxm∈[M ] ‖D(m)n ‖F
]
. Since {Z(m)ι : ι ∈ In,r, m ∈ [M ]} is independent
of Xn1 , by first conditioning on X
n
1 and then applying symmetrization inequality,
E
[
max
m∈[M ]
∥∥D(m)n (f)∥∥F] = E [E [maxm∈[M ] ∥∥D(m)n (f)∥∥F |Xn1
]]
. E
[
E
[
max
m∈[M ]
∥∥∥D̂(m)n (f)∥∥∥F |Xn1
]]
= E
[
max
m∈[M ]
∥∥∥D̂(m)n (f)∥∥∥F
]
= E
[
‖D̂n(f)‖F
]
.
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Then we apply the standard entropy integral bound conditioning on Dn. Specifically,
for m ∈ [M ] and f1, f2 ∈ F , by Hoeffding’s inequality [58, Lemma 2.2.7],
‖D̂(m)n (f1)− D̂(m)n (f2)‖ψ2|Dn .
√
1
N
∑
ι∈In,r
(Z
(m)
ι )2(f1(Xι)− f2(Xι))2 = ‖f1 − f2‖Q̂m,2,
where note that Z2 = Z for any Bernoulli random variable Z. Now we use V̂n as the
diameter for F under ‖ · ‖Q̂m,2, and by the entropy integral bound [58, Corollary 2.2.5],∥∥∥‖D̂(m)n (f)‖F∥∥∥
ψ2| Dn
.
∫ V̂n
0
√
1 + logN(F , ‖ · ‖Q̂m,2, ) d
6
∫ V̂n
0
√
1 + logN(F , ‖ · ‖Q̂,2, ) d 6 ‖F‖Q̂,2J¯(V̂n/‖F‖Q̂,2),
where in the second inequality we used the fact that Q̂ dominates Q̂m, and in the third
we used change-of variable technique and the definition of J¯(·) (recall again Q̂ may not
be a probability measure). Then by maximal inequality [58, Lemma 2.2.2],
E
[
max
m∈[M ]
‖D̂(m)n (f)‖F | Dn
]
.
√
log(2M)‖F‖Q̂,2J¯(V̂n/‖F‖Q̂,2). (37)
Since (x, y) 7→ J¯(√x/y)√y is jointly concave (see [18, Lemma A.2]), by Jensen’s in-
equality,
E
[
max
m∈[M ]
‖D̂(m)n (f)‖F
]
.
√
log(2M)
√
E
[
‖F‖2
Q̂,2
]
J¯(
√
E[V̂ 2n ]/E
[
‖F‖2
Q̂,2
]
)
=
√
M log(2M)‖F‖P r,2J¯(z∗), (38)
where for the equality, we use the fact that
E
[
‖F‖2
Q̂,2
]
= E
N−1 ∑
m∈[M ]
∑
ι∈In,r
Z(m)ι F
2(Xι)
 = M‖F‖2P r,2.
Step 2. bound E[V̂ 2n ]. Observe that
E[V̂ 2n ] 6
1
N
E
max
m∈[M ]
sup
f∈F
∑
ι∈In,r
(Z(m)ι − pn)f 2(Xι)
+ E
sup
f∈F
|In,r|−1
∑
ι∈In,r
f 2(Xι)

6 N−1/2E
[∥∥∥D˜n(f)∥∥∥F]+ ∆, (39)
where in the last inequality we again first condition on Xn1 and then apply symmetriza-
tion inequality. For the first term, conditional on Dn, by Lemma 6.4 (contraction
principle) and (37),
E
[∥∥∥D˜n(f)∥∥∥F ∣∣∣Dn] . T˜ E [‖D̂n(f)‖F |Dn] .
.
√
log(2M)T˜ ‖F‖Q̂,2J¯(V̂n/‖F‖Q̂,2).
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Denote ξ := T˜ ‖F‖Q̂,2. Since (x, y) 7→ J¯(x/y)y is jointly concave (see [18, Lemma A.3]),
by Jensen’s inequality and Cauchy-Schwarz inequality,
E
[∥∥∥D˜n(f)∥∥∥F] . √log(2M)E
[
ξJ¯
(
V̂n
‖F‖Q̂,2
)]
.
√
log(2M)E [ξ] J¯
E
[
T˜ V̂n
]
E [ξ]

.
√
log(2M)E [ξ] J¯
‖T˜ ‖P,2
√
E[V̂ 2n ]
E [ξ]
 .
Since J¯(·) is non-decreasing in [0,∞) and for c > 1, J¯(cτ) 6 cJ¯(τ) (see [18, Lemma
A.2]) and by definition of z∗, we have
E
[
‖D˜n(f)‖F
]
.
√
log(2M)E [ξ] J¯
((
E [ξ]−1 ‖T˜ ‖P,2
√
M‖F‖P r,2 ∨ 1
)
z∗
)
6
√
log(2M)
(√
M‖T˜ ‖P,2‖F‖P r,2 + E [ξ]
)
J¯(z∗)
6 2
√
M log(2M)‖T˜ ‖P,2‖F‖P r,2J¯(z∗), (40)
where in the last inequality we applied Cauchy-Schwarz inequality.
Step 3. bound (z∗)2 by J¯(z∗). Applying (40) to the first term in (39), we have
(z∗)2 = M−1E
[
V̂ 2n
]
/‖F‖2P r,2 6
∆
M‖F‖2P r,2
+
√
log(2M)‖T˜ ‖P,2
‖F‖P r,2
√
MN
J¯(z∗).
Now define
∆′ := max
{
δr,
√
M−1∆/‖F‖P r,2
}
> δr.
Applying [57, Lemma 2.1], we have
J¯(z∗) . J¯(∆′) +
√
log(2M)‖T˜ ‖P,2J¯2(∆′)
‖F‖P r,2
√
MN(∆′)2
.
Now we apply the above result to (38):
E
[
max
m∈[M ]
∥∥D(m)n (f)∥∥F] . √M log(2M)
(
J¯(∆′)‖F‖P r,2 +
√
log(2M)‖T˜ ‖P,2J¯2(∆′)√
MN(∆′)2
)
.
Since J(τ)/τ is non-increasing(see [18, Lemma 5.2]), we have
J¯(∆′) 6 ∆′ J¯(δr)
δr
= max
{
J¯(δr),
√
∆J¯(δr)√
M‖F‖P r,2δr
}
,
J¯2(∆′)
(∆′)2
6 J¯
2(δr)
δ2r
,
which completes the proof of the first inequality. 
Remark 6.5. Theorem 6.1 will usually be applied after discretization. The following
lemma is useful for discretizating a VC-type class, as defined in (2.3), so that the
difference class has the desired property.
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Lemma 6.6. Assume (F , F ) is a VC-type class with characteristics (A, ν) and P rF 4 <
∞. For any  ∈ (0, 1), there exists a finite collection {fj : 1 6 j 6 d} ⊂ F such that
the following two conditions hold: (i). d 6 (4A/)ν; (ii). for any f ∈ F , there exists
1 6 j∗ 6 d such that
max
{‖f − fj∗‖P r,2, ‖f − fj∗‖2P r,4} 6 ‖1 + F 2‖P r,2.
Further, define
F :=
{
f − f ′ : max{‖f − f ′‖P r,2, ‖f − f ′‖2P r,4} 6 ‖1 + F 2‖P r,2} .
Then (F, 2F ) is a VC-type class with characteristics (A, 2ν).
Proof. See subsection A.2. 
Next, we establish an upper bound for the second moment of the supremum over
multiple incomplete U -processes, which however is non-local.
Lemma 6.7. Denote z := E
[
maxm∈[M ] N−1
∑
ι∈In,r Z
(m)
ι F 2(Xι)
]
, and recall the defi-
nition of T˜ in Theorem 6.1. Then for some absolute constant C > 0,
z 6 C
(
‖F‖2P r,2 +
log(2M)‖T˜ ‖2P,2
N
)
.
Proof. Observe that z 6 E
[
maxm∈[M ] N−1
∑
ι∈In,r(Z
(m)
ι − pn)F 2(Xι)
]
+ ‖F‖2P r,2. Let
{(m)ι : ι ∈ In,r,m ∈ [M ]} be a collection of independent Rademacher random variables
that are independent of Dn := {Z(m)ι : ι ∈ In,r,m ∈ [M ]} ∪Xn1 . By the symmetrization
inequality (conditional on Xn1 ), the contraction principle (Lemma 6.4, conditional on
Dn), and Cauchy-Schwarz inequality,
z . E
max
m∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(m)ι Z
(m)
ι F
2(Xι)
∣∣∣∣∣∣
+ ‖F‖2P r,2
. E
T˜ max
m∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(m)ι Z
(m)
ι F (Xι)
∣∣∣∣∣∣
+ ‖F‖2P r,2
. ‖T˜ ‖P,2
E
max
m∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(m)ι Z
(m)
ι F (Xι)
∣∣∣∣∣∣
21/2 + ‖F‖2P r,2.
By Hoeffding’s inequality [58, Lemma 2.2.7], for m ∈ [M ],∥∥∥∥∥∥N−1
∑
ι∈In,r
(m)ι Z
(m)
ι F (Xι)
∥∥∥∥∥∥
ψ2|Dn
.
√
N−2
∑
ι∈In,r
Z
(m)
ι F 2(Xι).
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Thus by maximal inequality [58, Lemma 2.2.2],
E
max
m∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(m)ι Z
(m)
ι F (Xι)
∣∣∣∣∣∣
2 . E
log(2M) max
m∈[M ]
N−2
∑
ι∈In,r
Z(m)ι F
2(Xι)

6 log(2M)z/N.
Thus we have z . ‖T˜ ‖P,2
√
log(2M)√
N
√
z + ‖F‖2P r,2. which implies the conclusion. 
Recall the definition of D(m)n in (34).
Lemma 6.8. Recall the definition of T˜ in Theorem 6.1. Then for some absolute con-
stant C > 0,
E
[
max
m∈[M ]
‖D(m)n (f)‖2F
]
6 CJ¯2(1)
(
log(2M)‖F‖2P r,2 +
log2(2M)‖T˜ ‖2P,2
N
)
.
Proof. Recall the definitions of D̂(m)n , Q̂m, and Dn in the proof for Theorem 6.1. Define
for m ∈ [M ], V̂ (m)n := supf∈F ‖f‖Q̂m,2. By the same argument leading to (37) as in the
proof for Theorem 6.1, we have
E
[
max
m∈[M ]
‖D(m)n (f)‖2F |Xn1
]
. E
[
max
m∈[M ]
‖D̂(m)n (f)‖2F |Xn1
]
E
[
max
m∈[M ]
‖D̂(m)n (f)‖2F | Dn
]
. log(2M) max
m∈[M ]
(∫ V̂ (m)n
0
√
1 + logN(F , ‖ · ‖Q̂m,2, ) d
)2
6 log(2M) max
m∈[M ]
‖F‖2
Q̂m,2
J¯2(1),
where we used change-of variable, and the fact that V̂
(m)
n 6 ‖F‖Q̂m,2. Then the proof
is complete by taking expectation on both sides, and applying the Lemma 6.7. 
7. Proof of the Gaussian approximation for the suprema
Now we prove Theorem 5.1. For  ∈ (0, 1) and m ∈ [M ], denote
∂Hm, := {h−h′ : h, h′ ∈ Hm, max{‖h−h′‖P r,2, ‖h−h′‖2P r,4} 6 ‖1+H2‖P r,2}. (41)
By Lemma 6.6, due to condition (VC), {∂Hm,, 2H} is a VC-type class with character-
istics (A, 2ν). For each m ∈ [M ] and h1, h2 ∈ Hm such that max{‖h1 − h2‖P r,2, ‖h1 −
h2‖2P r,4} 6 ‖1 +H2‖P r,2, we define for h := h1 − h2,
U¯ ′n,N(h) := U
′
n,N(h1)− U ′n,N(h2), W¯P (h) := WP (h1)−WP (h2).
U¯ ′n,N(·) is well defined (i.e. independent of the choice of h1, h2) since U ′n,N(·) is linear in
its argument. Further, by [22, Theorem 3.1.1], WP can be extended to the linear hull
of Hm. With above discussions, we will simply write U ′n,N and WP for their extensions
U¯ ′n,N and W¯P to ∂Hm,. Similar convention applies to U′n,N .
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Further, recall and define
γ∗(h, h′) := r2γA(h, h′) + αnγB(h, h′) for h, h′ ∈ H, γ∗ := infh∈H γ∗(h, h), (42)
where we recall that γA(·, ·), γB(·, ·), and γ∗(·, ·) are defined in (30), and αn = n/N .
In this section, C denotes a constant that depends only on r, q,
¯
σ, c0, C0, and that
may vary from line to line. The notation . means that the left hand side is bounded
by the right hand side up to a constant that depends only on r, q,
¯
σ, c0, C0. Clearly, in
proving Theorem 5.1, without loss of generality, we may assume
η(1)n 6 1/2, η(2)n 6 1/2. (43)
Proof of Theorem 5.1. Fix some t ∈ R. Let −1 := N‖1 +H2‖P r,2. By Lemma 6.6 and
(MB), there exists a finite collection {hj : 1 6 j 6 d} ⊂ H such that the following two
conditions hold: (i). log(d) 6 log (M(4A/)ν) . Kn; (ii). for any h ∈ H, there exists
1 6 j∗ 6 d such that σ(h) = σ(hj∗), and
max
{‖h− hj∗‖P r,2, ‖h− hj∗‖2P r,4} 6 ‖1 +H2‖P r,2.
Define Mn := max16j6dU′n,N(hj), M˜n := max16j6dWP (hj). Then by definition,
Mn 6Mn 6Mn + max
m∈[M ]
‖U′n,N(h)‖∂Hm, , M˜n 6 M˜n 6 M˜n + max
m∈[M ]
‖WP (h)‖∂Hm, .
Observe that E[γ−1/2∗ (hj)WP (hj)] = 1 for 1 6 j 6 d. Then for any ∆ > 0, by Gaussian
anti-concentration inequality [16, Lemma A.1],
P
(
M˜n 6 t−∆γ1/2∗
)
= P
(
d⋂
j=1
{
WP (hj) 6 t−∆γ1/2∗
})
=P
(
d⋂
j=1
{
γ−1/2∗ (hj)WP (hj) 6 γ−1/2∗ (hj)t−∆γ−1/2∗ (hj)γ1/2∗
})
>P
(
d⋂
j=1
{
γ−1/2∗ (hj)WP (hj) 6 γ−1/2∗ (hj)t−∆
})
>P
(
d⋂
j=1
{
γ−1/2∗ (hj)WP (hj) 6 γ−1/2∗ (hj)t
})− C∆ log1/2(d) > P(M˜n 6 t)− C∆K1/2n .
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Thus for any ∆ > 0, we have
P(M˜n 6 t) 6 P(M˜n 6 t) 6 P(M˜n 6 t−∆γ1/2∗ ) + C∆K1/2n
6(1) P(Mn 6 t−∆γ1/2∗ ) + C∆K1/2n + Cη(1)n + Cη(2)n
6 P(Mn 6 t) + P
(
max
m∈[M ]
‖U′n,N(h)‖∂Hm, > ∆γ1/2∗
)
+ C∆K1/2n + Cη
(1)
n + Cη
(2)
n
6(2) P(Mn 6 t) + C∆K1/2n + Cη(1)n + Cη(2)n
+
1
∆
(
M1/qB
1−2/q
n D
2/q
n K2n
N1/2−1/q
+
DnK
3/2
n
n1/2−1/q
+
D
2−1/q
n K2n
n3/4−1/(2q)
+ +
D
3−2/q
n K2n
n1−1/q
)
+
1
N
,
where (1) is due to Theorem B.2, and (2) is due to Lemma C.3 (both in Appendix).
Now let ∆ to be the following(
M1/qB
1−2/q
n D
2/q
n K
3/2
n
N1/2−1/q
)1/2
+
(
DnKn
n1/2−1/q
)1/2
+
(
D
2−1/q
n K
3/2
n
n3/4−1/(2q)
)1/2
+
(
D
3−2/q
n K
3/2
n
n1−1/q
)1/2
.
Then due to (43), we have
P(M˜n 6 t) 6 P(Mn 6 t) + Cη(1)n + Cη(2)n .
By a similar argument (using the bound on P
(
maxm∈[M ] ‖WP (h)‖∂Hm, > ∆
)
instead
of P
(
maxm∈[M ] ‖U′n,N(h)‖∂Hm, > ∆γ1/2∗
)
in Lemma C.3), we have
P(Mn 6 t) 6 P(M˜n 6 t) + Cη(1)n + Cη(2)n ,
which completes the proof. 
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Appendix A. Maximal inequalities
A.1. A Corollary to Theorem 6.1. The following Corollary is needed in establishing
the validity of bootstrap, which has essentially been established in the proof of Theorem
6.1.
36 YANGLEI SONG, XIAOHUI CHEN, AND KENGO KATO
Corollary A.1. Assume the conditions and notations in Theorem 6.1. Recall the
definitions of Q̂ in (35) and V̂n in (36). Then for some absolute constant C > 0,
C−1
√
log(2M)E
[
‖F‖Q̂,2J¯(V̂n/‖F‖Q̂,2)
]
6√
M log(2M)J¯(δr)‖F‖P r,2 + log(2M)‖T˜ ‖P,2√
N
J¯2(δr)
δ2r
+
√
∆ log(2M)
J¯(δr)
δr
,
E
[
V̂ 2n
]
. ∆ + σ2r +
log(2M)‖T˜ ‖2P,2J¯2(δr)
Nδ2r
,
where recall that ∆ := E
[
supf∈F |In,r|−1
∑
ι∈In,r f
2(Xι)
]
.
Proof. In the Step 1 of proving Theorem 6.1, we bound E
[
maxm∈[M ] ‖D(m)n (f)‖F
]
through an upper bound on
√
log(2M)E
[
‖F‖Q̂,2J¯(V̂n/‖F‖Q̂,2)
]
(see (37)). Thus the
first inequality has been established.
For the second inequality, in the Step 3 of proving Theorem 6.1, we showed that
E
[
V̂ 2n
]
. ∆ + ‖T˜ ‖P,2√
N
√
M log(2M)‖F‖P r,2J¯(z∗),√
M log(2M)‖F‖P r,2J¯(z∗) .√
M log(2M)J¯(δr)‖F‖P r,2 + log(2M)‖T˜‖P,2√
N
J¯2(δr)
δ2r
+
√
∆ log(2M)
J¯(δr)
δr
.
As a result,
E
[
V̂ 2n
]
.∆ +
log(2M)‖T˜ ‖2P,2J¯2(δr)
Nδ2r
+
√
M log(2M)‖T˜ ‖P,2‖F‖P r,2J¯(δr)√
N
+
√
log(2M)∆‖T˜ ‖P,2J¯(δr)√
Nδr
.
Then the results follow by Cauchy-Schwarz inequality and due to the definition that
σr :=
√
Mδr‖F‖P r,2. 
A.2. Proof of Lemma 6.6.
Proof. We start with the first claim. Define a measure Q∗ (not probability) on (Sr,Sr)
as follows:
Q∗(A) :=
∫
A
(1 + F 2)dP r, for any A ∈ Sr.
Since P rF 4 <∞, Q∗ is a finite measure and Q∗F 2 <∞. By definition 2.3 of VC-type
class and [58, Problem 2.5.1, Page 133],
N(F , ‖ · ‖Q∗,2, 2−1‖F‖Q∗,2) 6 sup
Q
N(F , ‖ · ‖Q,2, 4−1‖F‖Q,2) 6 (4A/)ν ,
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where the supQ is taken over all finitely supported probability measures on Sr. Thus
there exists an integer d 6 (4A/)ν and a subset {fj : 1 6 j 6 d} ⊂ F such that for
any f ∈ F , there exists 1 6 j∗ 6 d such that
‖f − fj∗‖2Q∗,2 6 2−22‖F‖2Q∗,2 = 4−12
∫
(F 2 + F 4)dP r 6 4−12‖1 + F 2‖2P r,2.
On the other hand,
‖f − fj∗‖2Q∗,2 =
∫
(f − fj∗)2(1 + F 2)dP r > ‖f − fj∗‖2P r,2,
‖f − fj∗‖2Q∗,2 =
∫
(f − fj∗)2(1 + F 2)dP r > 4−1
∫
(f − fj∗)4dP r = 4−1‖f − fj∗‖4P r,4,
which completes the proof of the first claim.
For the second claim, for any τ > 0 and finite probability measure Q, there exists
{f ′j : 1 6 j 6 d′} ⊂ F such that d′ = N(F , ‖ · ‖Q,2, τ‖F‖Q,2) 6 (A/τ)ν , and for any
f ∈ F , there exists 1 6 j′ 6 d′ such that
‖f − f ′j‖Q,2 6 τ‖F‖Q,2.
By triangle inequality, {f ′j − f ′k : 1 6 j, k 6 d′} is a τ‖2F‖Q,2 cover for F − F :=
{f − f ′ : f, f ′ ∈ F}. As a result,
N(F, ‖ · ‖Q,2, τ‖2F‖Q,2) 6 N(F − F , ‖ · ‖Q,2, τ‖2F‖Q,2) 6 (A/τ)2ν ,
which completes the proof. 
A.3. Multi-level local maximal inequality for complete U-processes. In this
subsection, let F be a collection of symmetric, measurable functions f : (Sr,Sr) →
(R,B(R)) with a measurable envelope functrion F : Sr → [0,∞) such that 0 < P rF 2 <
∞. For f ∈ F , denote by U (r)n (f) := |In,r|−1
∑
ι∈In,r f(Xι) its associated U -process.
For each 1 6 ` 6 r, the Hoeffding projection (with respect to P) is defined by
(pi`f)(x1, . . . , x`) := (δx1 − P ) · · · (δx` − P )P r−`f.
Then the Hoeffding decomposition [39] of U
(r)
n is given by
U (r)n (f)− P rf =
∑`
i=1
(
r
`
)
U (`)n (pi`f), for f ∈ F . (A.1)
For 1 6 ` 6 r, let F` be an envelope function for P r−`F := {P r−`f : f ∈ F}, i.e.,
|P r−`f(x)| 6 F`(x) for any f ∈ F and x ∈ S`. Further for 1 6 ` 6 r, let σ` be such
that supf∈F ‖P r−`f‖P `,2 6 σ` 6 ‖F`‖P `,2 and define
T` := max
16i6bn/`c
F`(X
i`
(i−1)`+1).
For τ > 0 and 1 6 ` 6 r, define the uniform entropy integral
J`(τ) := J`(τ, P
r−`F , F`) :=
∫ τ
0
[
1 + sup
Q
logN(P r−`F , ‖ · ‖Q,2, ‖F`‖Q,2)
]`/2
d,
(A.2)
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where the supQ is taken over all finitely supported probability measures on S`.
The following Theorem is due to [12, Theorem 5.1 and Corollary 5.6], and included
here due to its repeated use in this paper. Together with (A.1), it provides multi-scale
local inequalities for the complete U -process.
Theorem A.2. For 1 6 ` 6 r, let δ` := σ`/‖F`‖P `,2. Then
n`/2E
[‖U (r)n (pi`f)‖F] . min{J`(1)‖F`‖P `,2, J`(δ`)‖F`‖P `,2 + J2` (δ`)‖T`‖P,2δ2`√n
}
,
where ‖ · ‖F = supf∈F | · |, and . means up to a multiplicative constant only depending
on r. Further, if F has a finite cardinality d <∞, then
n`/2E
[‖U (r)n (pi`f)‖F] . min{‖F`‖P `,2 log`/2(d), σ` log`/2(d) + n−1/2‖T`‖P,2 log`/2+1/2(d)} .
If (F , F ) is VC type class with characteristics (A, ν) with A > e ∨ (e2(r−1)/16) and
ν > 1, and F` = P r−`F for 1 6 ` 6 r, then there exists a constant C, depending only
on r, such that for any τ ∈ (0, 1],
J`(τ) 6 Cτ (ν log(A/τ))`/2 for 1 6 ` 6 r.
Finally, for any q ∈ [2,∞], ‖T`‖P,2 6 n1/q‖F`‖P `,q, where 1/q = 0 if q =∞.
Proof. The first inequality is established in [12, Theorem 5.1 and Corollary 5.6]. The
second inequality slightly improves the dependence of the second term inside min{·, ·}
on log(d) for a finite class. Its proof is essentially the same, except that we use the
fact that J`(τ) . τ log`/2(d) for any τ > 0, and thus is omitted. The third claim is
established in [12, Corollary 5.3], while the last claim is obvious 
Appendix B. Stratified, incomplete high-dimensional U-statistics
In this subsection, we establish Gaussian approximation and bootstrap results for
stratified, incomplete high-dimensional U -statistics, which is a key step in establish-
ing the distribution approximation for the supremum of the U -process. Thus let
{h1, . . . , hd} be a collection of d elements in H, and define h := (h1, . . . , hd) : Sr → Rd.
Consider the following complete and stratified, incomplete d-dimensional U -statistics:
Un,j := Un(hj) = |In,r|−1
∑
ι∈In,r
hj(Xi1 , . . . , Xir) := |In,r|−1
∑
ι∈In,r
hj(Xι),
U ′n,N,j := U
′
n,N(hj) = (N̂
σ(hj))−1
∑
ι∈In,r
Zσ(hj)ι hj(Xι), (B.1)
where we recall that N̂ (m) :=
∑
ι∈In,r Z
(m)
ι for m ∈ [M ], and σ(hj) = m if and only if
hj ∈ Hm. Further, define θ := E[Un], and d-by-d matrices ΓA, ΓB, and Γ∗ such that for
1 6 i, j 6 d,
ΓA,ij := γA(hi, hj), ΓB,ij := γB(hi, hj), Γ∗,ij := γ∗(hi, hj), (B.2)
where the covariance functions γA, γB, and γ∗ are defined in (30). Denote by R :=
{∏dj=1[aj, bj] : −∞ 6 aj 6 bj 6∞} the collection of hyperrectangles in Rd.
We start with the Gaussian approximation results.
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Theorem B.1. Assume (MT-0)-(MT-2) hold. Then there exists a constant C, depend-
ing only on r, q,
¯
σ, such that
C−1 sup
R∈R
∣∣P (√n(Un − θ) ∈ R)− P(rYA ∈ R)∣∣
6
(
D2n log
7(dn)
n
)1/6
+
(
D2n log
3(dn)
n1−2/q
)1/3
+
(
D
3−2/q
n log
2(d)
n1−1/q
)1/2
,
where YA ∼ N(0,ΓA) and 1/q = 0 if q =∞.
Proof. See Section B.2. 
Theorem B.2. Assume (MT-0)-(MT-4) and (MB) hold. Then there exists a constant
C, depending only on r, q,
¯
σ, c0, C0, such that
sup
R∈R
∣∣P (√n(U ′n,N − θ) ∈ R)− P(Y ∈ R)∣∣ 6 C$(1)n + C$(2)n , with
$(1)n :=
(
D2n log
7(dn)
n
)1/8
+
(
D2n log
3(dn)
n1−2/q
)1/4
+
(
D
3−2/q
n log
2(d)
n1−1/q
)1/2
,
$(2)n :=
(
B2n log
7(dn)
N
)1/8
+
(
n4r/q log5(dn)B
2−8/q
n D
8/q
n
N
)1/4
,
where Y ∼ N(0, r2ΓA + αnΓB), αn := n/N , and 1/q = 0 if q =∞.
Proof. See Section B.4. 
Recall the definitions of U#n,A(·), U#n,B(·), U#n,∗(·), and D′n in Section 2.2. Define three
d-dimensional random vectors as follows: for 1 6 j 6 d,
U#n,A,j := U
#
n,A(hj), U
#
n,B,j := U
#
n,B(hj), U
#
n,∗,j := U#n,∗(hj).
The next Theorem establishes the validity of multiplier bootstrap for high-dimensional
incomplete U -statistics.
Theorem B.3. Assume the conditions (MT-0)-(MT-5), and (MB) hold. There exists
a constant C, depending only on
¯
σ, r, q, c0, C0, such that with probability at least 1 −
C log1/4(2M)Xn,
sup
R∈R
∣∣P|D′n (U#n,∗ ∈ R)− P(rYA + α1/2n YB ∈ R)∣∣ 6 C log1/4(2M)Xn,
where YA ∼ N(0,ΓA), YB ∼ N(0,ΓB) and YA, YB are independent, and Xn is defined
as follows:(
M2/qB
2−4/q
n D
4/q
n log
3(d)
(N ∧N2)1−2/q
)1/4
+
(
B2n log
5(dn)
N ∧N2
)1/8
+
(
D2n log
5(d)
n
)1/8
+
(
D2n log
3(d)
n1−2/q
)1/4
+
(
D
8−8/q
n log
11(d)
n3−4/q
)1/14
+
(
D
3−2/q
n log
3(d)
n1−1/q
)2/7
.
Proof. See Subsection B.5.3. 
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In the following proofs in this section, we assume without loss of generality that
θ = 0, (B.3)
since otherwise we can always center h first.
B.1. Supporting calculations.
Lemma B.4. Let L > N > 3 be positive integers and pn := N/L. Let M > 1 be
an integer and log(M) 6 C0 log(N) for some absolute constant C0. Let {Z(m)` : ` ∈
[L],m ∈ [M ]} be a collection of Bernoulli random variables with success probability pn
and N̂ (m) :=
∑
`∈[L] Z
(m)
` for m ∈ [M ]. Then there exists a constant C, depending only
on C0, such that
P
 ⋃
m∈[M ]
{∣∣∣N/N̂ (m) − 1∣∣∣ > C√ log(N)
N
} 6 CN−1.
Proof. By Bernstein’s inequality [58, Lemma 2.2.9] with x =
√
CN log(N) for C > 0
and union bound,
P
 ⋃
m∈[M ]
{∣∣∣N̂ (m)/N − 1∣∣∣ >√C log(N)
N
} 6 2M exp( −C log(N)/2
1 + 3−1
√
C log(N)/N)
)
62 exp
(
−C log(N)/2
1 + 3−1
√
C log(N)/N)
+ C0 log(N)
)
.
For N > 3, log(N)/N 6 0.4. Thus if we let C1 to be large enough such that
C1
2(1+3−1
√
0.4C1)
− C0 > 1, we have
P
 ⋃
m∈[M ]
{∣∣∣N̂ (m)/N − 1∣∣∣ >√C1 log(N)
N
} 6 2N−1.
Since x 7→ log(x)/x is a deceasing function on [e,∞), there exists some C2 > 0, such
that if N > C2,
√
C1 log(N)/N 6 0.5. Further, since |z−1−1| 6 2|z−1| for |z−1| 6 0.5,
we have for N > C2,
P
 ⋃
m∈[M ]
{∣∣∣N/N̂ (m) − 1∣∣∣ > 2√C1 log(N)
N
} 6 2N−1.
Then the conclusion holds with C = max{C2, 2
√
C1}.

Lemma B.5. Let L > N > 3,M > 1 be positive integers. Let pn := N/L, and
{Z(m)` : ` ∈ [L],m ∈ [M ]} be a collection of Bernoulli random variables with success
TESTING FOR REGRESSION CURVATURE 41
probability pn. Then there exists an absolute constant C,
E
max
m∈[M ]
∣∣∣∣∣∣
∑
`∈[L]
(
Z
(m)
` − pn
)∣∣∣∣∣∣
2 6 C (N log(2M) + log2(2M)) .
Proof. By Hoffman-Jørgensen inequality [58, Proposition A.1.6] and [15, Lemma 8],
E
max
m∈[M ]
∣∣∣∣∣∣
∑
`∈[L]
(Z
(m)
` − pn)
∣∣∣∣∣∣
2 .
E
max
m∈[M ]
∣∣∣∣∣∣
∑
`∈[L]
(Z
(m)
` − pn)
∣∣∣∣∣∣
2 + 1
. N log(2M) + log2(2M).

Lemma B.6. Denote Sn,j := rn
−1∑n
i=1 P
r−1hj(Xi) for 1 6 j 6 d, and recall (B.3).
Assume that (MT-1) and (MT-2) hold, and that
n−1D2n log(d) 6 1/6. (B.4)
Then there exists a constant C, depending only on q, r, such that
C−1E
[
max
16j6d
∣∣Un,j∣∣] 6 n−1/2Dn log1/2(d) + n−1+1/qDn log(d) + n−3/2+1/qD3−2/qn log3/2(d).
C−1E
[√
n max
16j6d
∣∣Un,j − Sn,j∣∣] 6 n−1/2Dn log(d) + n−1+1/qD3−2/qn log3/2(d).
Proof. We only prove the second inequality, as the proof for the first is almost identical.
We apply Theorem A.2 and Hoeffding decomposition (A.1) to the finite collection {hj :
1 6 j 6 d} ⊂ H with envelopes {P r−`H : 2 6 ` 6 r}:
E
[
max
16j6d
∣∣Un,j − Sn,j∣∣] . n−1( sup
16j6d
‖P r−2hj‖P 2,2 log(d) + n−1/2+1/q‖P r−2H‖P 2,q log3/2(d)
)
+
r∑
`=3
n−`/2‖P r−`H‖P `,2 log`/2(d).
Then due to condition (MT-2), we have
E
[
max
16j6d
∣∣Un,j − Sn,j∣∣]
. n−1Dn log(d) + n−3/2+1/qD3−2/qn log3/2(d) +
r∑
`=3
(
n−1/2Dn log
1/2(d)
)`
.
Due to (B.4), we have
E
[√
n max
16j6d
∣∣Un,j − Sn,j∣∣] .n−1/2Dn log(d) + n−1+1/qD3−2/qn log3/2(d) + n−1D3n log3/2(d),
. n−1/2Dn log(d) + n−1+1/qD3−2/qn log3/2(d).

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Lemma B.7. Assume that (B.4), (MT-2), and (MT-4) holds. Denote
ϕn := n
−1/2Dn log
1/2(d) + n−1+1/qD2n log(d) + n
−3/2+1/qD4−2/qn log
3/2(d). (B.5)
Then there exists a constant C, depending only on q, r, c0, such that for s = 2, 3, 4,
E
 max
16j,k6d
∣∣∣∣∣∣|In,r|−1
∑
ι∈In,r
h˜j(Xι)h˜k(Xι)− P r(h˜jh˜k)
∣∣∣∣∣∣
 6 Cϕn,
E
max
16j6d
|In,r|−1
∑
ι∈In,r
|h˜j(Xι)|s
 6 CBs−2n (1 + ϕn) ,
where h˜j(·) = hj(·)/‖hj‖P r,2 for 1 6 j 6 d.
Proof. We only prove the second claim, as the first can be established by the same
argument. We apply the Theorem A.2 and Hoeffding decomposition (A.1) to the finite
collection {|h˜j|s : 1 6 j 6 d} with envelopes {P r−`H˜s : 1 6 ` 6 r}, where H˜(·) :=
H(·)/ inf16j6d ‖hj‖P r,2:
E
max
16j6d
|In,r|−1
∑
ι∈In,r
|h˜j(Xι)|s
 . sup
16j6d
P r|h˜j|s+
2∑
`=1
n−`/2
(
sup
16j6d
‖P r−`|h˜j|s‖P `,2 log`/2(d) + n−1/2+1/q‖P r−`H˜s‖P `,q log`/2+1/2(d)
)
+
r∑
`=3
n−`/2‖P r−`H˜s‖P `,2 log`/2(d).
Due to (MT-2), (MT-4), and (B.4), we have
E
max
16j6d
|In,r|−1
∑
ι∈In,r
|h˜j(Xι)|s
 . Bs−2n + r∑
`=3
n−`/2Bs−2n D
`+1
n log
`/2(d)
+ n−1/2Bs−2n Dn log
1/2(d) + n−1+1/qBs−2n D
2
n log(d)
+ n−1Bs−2n D
2
n log(d) + n
−3/2+1/qBs−2n D
4−2/q
n log
3/2(d)
. Bs−2n +Bs−2n n−1/2Dn log1/2(d) +Bs−2n n−1+1/qD2n log(d)
+Bs−2n n
−3/2+1/qD4−2/qn log
3/2(d),
which completes the proof. 
B.2. Proof of Theorem B.1.
Proof of Theorem B.1. Without loss of generality, we may assume the following hold:
D2n log(d)
n
6 1/6, D
2
n log
7(dn)
n
6 1. (B.6)
since otherwise we can increase the constant C.
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Step 1. Denote Sn,j := rn
−1∑n
i=1 P
r−1hj(Xi). Due to condition (MT-0), (MT-1) and
[16, Proposition 2.1], we have
sup
R∈R
∣∣P (√n(Sn − θ) ∈ R)− P(rYA ∈ R)∣∣ . (D2n log7(dn)
n
)1/6
+
(
D2n log
3(dn)
n1−2/q
)1/3
.
Step 2. Fix any rectangle R = [a, b] ∈ R, where a, b ∈ Rd and a 6 b. For any t > 0,
P
(√
n(Un − θ) ∈ R
)
6 P
(√
n sup
16j6d
∣∣Un,j − Sn,j∣∣ > t)+ P (−√n(Sn − θ) 6 −a+ t ∩√n(Sn − θ) 6 b+ t)
6(1) t−1
(
n−1/2Dn log(d) + n−1+1/qD3−2/qn log
3/2(d)
)
+ P(−rYA 6 −a+ t ∩ rYA 6 b+ t)
+
(
D2n log
7(dn)
n
)1/6
+
(
D2n log
3(dn)
n1−2/q
)1/3
,
6(2) t−1
(
n−1/2Dn log(d) + n−1+1/qD3−2/qn log
3/2(d)
)
+ Ct
√
log(d) + P(rYA ∈ R)
+ C
(
D2n log
7(dn)
n
)1/6
+ C
(
D2n log
3(dn)
n1−2/q
)1/3
,
where we used Lemma B.6, the Markov inequality and results from Step 1 in (1),and
the anti-concentration inequality [16, Lemma A.1] in (2).
Now let t = n−1/4D1/2n log1/4(d) + n−1/2+1/(2q)D
3/2−1/q
n log
1/2(d), and we have
P
(√
n(Un − θ) ∈ R
)− P (rYA ∈ R)
.
(
D2n log
3(d)
n
)1/4
+
(
D
3−2/q
n log
2(d)
n1−1/q
)1/2
+
(
D2n log
7(dn)
n
)1/6
+
(
D2n log
3(dn)
n1−2/q
)1/3
.
(
D
3−2/q
n log
2(d)
n1−1/q
)1/2
+
(
D2n log
7(dn)
n
)1/6
+
(
D2n log
3(dn)
n1−2/q
)1/3
:= n,
where we used (B.6) in the last inequality. By a similar argument, we can show that
P (rYA ∈ R)− P
(√
n(Un − θ) ∈ R
)
. n,
which completes the proof. 
B.3. Bounding the effect due to sampling. Let m ∈ [M ]d such that mj = σ(hj)
for 1 6 j 6 d. For 1 6 j 6 d, let h˜j(·) = hj(·)/‖hj‖P r,2, and define
ζn,j :=
1√|In,r|
∑
ι∈In,r
Tι,j, where Tι,j := Z
(mj)
ι − pn√
pn(1− pn)
h˜j(Xι). (B.7)
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Lemma B.8. Assume (MT-2), (MT-3), and (MT-4) hold. Define
ηn :=
(
B2n log
7(dn)
N
)1/8
, ωn :=
(
n4r/q log5(dn)B
2−8/q
n D
8/q
n
N
)1/4
,
and recall the definition of ϕn in Lemma B.7. There exists a constant C, depending
only on r, q, c0, such that with probability at least 1− Cϕ1/4n log1/2(d)− Cηn,
ρR|Xn1 (ζn,Λ
−1/2
B YB) := sup
R∈R
∣∣∣P|Xn1 (ζn ∈ R)− P(Λ−1/2B Y ∈ R)∣∣∣
6 Cηn + Cωn + Cϕ1/4n log1/2(d),
where YB ∼ N(0,ΓB) and ΛB is a d ∗ d diagonal matrix such that ΛB,jj := P rh2j .
Proof. The constants in this proof may depend on r, q, c0. Consider conditionally inde-
pendent (conditioned on Xn1 ) Rd-valued random vectors {Ŷι : ι ∈ In,r} such that
Ŷι|Xn1 ∼ N(0, Σ̂ι), where Σ̂ι,ij = h˜i(Xι)h˜j(Xι)1{mi = mj}.
Let Ŷ := |In,r|−1/2
∑
ι∈In,r Ŷι. Further, define
ρR|Xn1 (ζn, Ŷ ) := sup
R∈R
∣∣∣P|Xn1 (ζn ∈ R)− P|Xn1 (Ŷ ∈ R)∣∣∣ ,
ρR|Xn1 (Ŷ ,Λ
−1/2
B YB) := sup
R∈R
∣∣∣P|Xn1 (Ŷ ∈ R)− P(Λ−1/2B YB ∈ R)∣∣∣ .
By triangle inequality, it then suffices to show that each of the following events happens
with probability at least 1− Cϕ1/4n log1/2(d)− Cηn,
ρR|Xn1 (ζn, Ŷ ) 6 Cηn + Cωn, ρ
R
|Xn1 (Ŷ ,Λ
−1/2
B YB) 6 Cϕ1/4n log1/2(d), (B.8)
on which we now focus. Without loss of generality, we assume
ϕ1/4n log
1/2(d) 6 1/6, ηn 6 c1, ωn 6 c1, (B.9)
for some sufficiently small constant c1 ∈ (0, 1/2) that is to be determined, since other-
wise we could always increase C.
Step 0 . Due to (B.9), Lemma B.7 and Markov inequality, we have
P
(∥∥∥Cov|Xn1 (Ŷ )− Cov(Λ−1/2B YB)∥∥∥∞ > 1/2) . ϕn 6 ϕ1/4n log1/2(d). (B.10)
where for 1 6 i, j 6 d,
Cov|Xn1 (Ŷ )ij := |In,r|−1
∑
ι∈In,r
h˜i(Xι)h˜j(Xι)1{mi = mj}.
By definition, for any ι ∈ In,r and 1 6 j 6 d, E|Xn1
[
Ŷ 2ι,j
]
= h˜2j(Xι), which implies that
‖Ŷι,j‖ψ2|Xn1 . |h˜j(Xι)|. Thus by maximal inequality [58, Lemma 2.2.2], there exists an
absolute constant C0 > 1 such that
‖ max
16j6d
Ŷι,j‖ψ1|Xn1 6 ‖ max16j6d Ŷι,j‖ψ2|Xn1 6 C0 max16j6d |h˜j(Xι)| log
1/2(d). (B.11)
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Step 1 . The goal is to show that the first event in (B.8), ρR|Xn1 (ζn, Ŷ ) 6 Cηn + Cωn ,
holds with probability at least 1− Cϕ1/4n log1/2(d)− Cηn.
Step 1.1. Define
L̂n := max
16j6d
|In,r|−1
∑
ι∈In,r
E|Xn1
[|Tι,j|3] . (B.12)
Further, M̂n(φ) := M̂n,X(φ) + M̂n,Y (φ), where
M̂n,X(φ) := |In,r|−1
∑
ι∈In,r
E|Xn1
[
max
16j6d
|Tι,j|3 ; max
16j6d
|Tι,j| >
√|In,r|
4φ log d
]
,
M̂n,Y (φ) := |In,r|−1
∑
ι∈In,r
E|Xn1
[
max
16j6d
|Ŷι,j|3; max
16j6d
|Ŷι,j| >
√|In,r|
4φ log d
]
. (B.13)
By Theorem 2.1 in [16], there exist absolute constants K1 and K2 such that for any
real numbers Ln and Mn, we have
ρR|Xn1 (ζn, Ŷ ) 6 K1
(L2n log7(d)
|In,r|
)1/6
+
Mn
Ln
 with φn := K2(L2n log4(d)|In,r|
)−1/6
,
on the event
En :=
{
L̂n 6 Ln
}⋂{
M̂n(φn) 6Mn
}⋂{
min
16j6d
Cov|Xn1 (Ŷ )jj > 2
−1
}⋂
{φn > 1} .
(B.14)
In Step 0, we have shown P
(
min16j6d Cov|Xn1 (Ŷ )jj > 2−1
)
> 1 − Cϕ1/4n log1/2(d),
since Cov(Λ
−1/2
B YB)jj = 1 for 1 6 j 6 d. In Step 1.2-1.4, we select proper Ln and Mn
such that the first two events happen with probability at least 1 − Cηn, and φn > 1
with small enough c1. In Step 1.5, we plug in these values.
Step 1.2: Select Ln. Since pn 6 1/2, E|Z(`)ι − pn|3 6 Cpn for ` ∈ [M ], and thus
L̂n 6 Cp−1/2n T1, where T1 := max
16j6d
1
|In,r|
∑
ι∈In,r
∣∣∣h˜j(Xι)∣∣∣3 .
Due to (B.9), Lemma B.7 and Markov inequality, we have
P
(T1 6 CBn (ηn)−1)) > 1− ηn.
Thus there exists a constant C1, depending on q, r, c0, such that the following two
conditions hold: (i).
4−1C−10 K
−1
2 C
1/3
1 > 3r, (B.15)
where C0 appears in (B.11), and (ii). if we let
Ln := C1p
−1/2
n Bn (ηn)
−1
(
1 +
n3r/q log11/2(dn)B
2−6/q
n D
6/q
n η
1−3/q
n
N
)
, (B.16)
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then P
(
Ln 6 Ln
)
> 1− ηn.
With this selection of Ln, and due to the definition of ηn and (B.9), we have
φ−1n 6 2K−12 C
1/3
1
(B2nη−2n log4(dn)
N
)1/6
+
(
n6r/q log15(dn)B
6−12/q
n D
12/q
n η
−6/q
n
N3
)1/6
= 2K−12 C
1/3
1
(B2n log3(dn)
N
)1/8
+
(
n2r/q log5−7/(4q)(dn)B2−9/(2q)n D
4/q
n
N1−1/(4q)
)1/2
6 2K−12 C
1/3
1
(B2n log3(dn)
N
)1/8
+
(
n2r/q log3/2(dn)B
1−4/q
n D
4/q
n
N1/2
)1/2 .
Thus, if we select c1 in (B.9) to be small enough, i.e.,
4c1K
−1
2 C
1/3
1 6 1,
we have φ−1n 6 1.
Step 1.3: bounding M̂n,X(φn). Since pn 6 1/2, by its definition in (B.13), we have
M̂n,X(φn) = 0 on the event{
Υn := max
ι∈In,r
max
16j6d
∣∣∣h˜j(Xι)∣∣∣ 6 √N
4φn log(d)
}
.
Observe that by the definition of L¯n in (B.16),
φ−1n > K−12 C
1/3
1
(
p−1n n
6r/q log11(dn) log4(d)B
6−12/q
n D
12/q
n η
−6/q
n
N2|In,r|
)1/6
> K−12 C
1/3
1
(
n2r/q log3(dn) log2(d)B
2−4/q
n D
4/q
n η
−2/q
n
N
)1/2
,
which implies that
√
N
4φn log(d)
> 4−1K−12 C
1/3
1 n
r/qB1−2/qn D
2/q
n η
−1/q
n log
3/2(dn) > nr/qB1−2/qn D2/qn η−1/qn ,
(B.17)
where in the last inequality, we used (B.15). Due to (MT-3) and (MT-4), and Markov
inequality (the case for q =∞ is obvious),
P
(
Υn > nr/qB1−2/qn D2/qn η−1/qn
)
6 ηn. (B.18)
Thus P
(
M̂n,X(φn) = 0
)
> 1− ηn.
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Step 1.4: bounding M̂n,Y (φn) and selecting Mn. Due to the calculation in Step 0,
P|Xn1
(
max
16j6d
Ŷι,j > t
)
6 2 exp
(
t
C0 max16j6d |h˜j(Xι)| log1/2(d)
)
,
where C0 is the absolute constant in (B.11). In Step 1.3 and 1.2, we have shown that
P(E ′n) > 1− ηn, where E ′n :=
{
Υn 6 nr/qB1−2/qn D2/qn η−1/qn 6
√
N
4φn log(d)
}
,
φ−1n 6 1, φ−1n > K−12 C
1/3
1
(
n2r/q log3(dn) log2(d)B
2−4/q
n D
4/q
n η
−2/q
n
N
)1/2
.
Thus on the event E ′n, we have
Υnφn 6 K2C−1/31 log−3/2(dn) log−1(d)N1/2.
By [16, Lemma C.1], on the event E ′n, for each ι ∈ In,r,
E|Xn1
[
max
16j6d
|Ŷι,j|3; max
16j6d
|Ŷι,j| >
√|In,r|
4φn log d
]
6 12C30
( √|In,r|
4φn log d
+ Υn log
1/2(d)
)3
exp
(
−
√|In,r|
4C0Υnφn log
3/2 d
)
6 12C30n3r/2 exp
(
− |In,r|
1/2
4C0K2C
−1/3
1 log
−1(dn)N1/2
)
6 12C30n3r/2 exp
(
−4−1C−10 K−12 C1/31 log(dn)
)
.
Due to (B.15), we have that on the event E ′n, for each ι ∈ In,r,
E|Xn1
[
max
16j6d
|Ŷι,j|3; max
16j6d
|Ŷι,j| >
√|In,r|
4φn log d
]
6 12C30n−3r/2.
Thus if we select
Mn := 12C
3
0n
−3r/2, (B.19)
then P(M̂n,Y (φn) 6Mn) > 1− Cηn.
Step 1.5: plug in Ln and Mn. Recall the definition Ln and Mn in (B.16) and (B.19).
With these selections, we have shown that P(En) > 1 − Cϕ1/4n log1/2(d) − Cηn, where
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En is defined in (B.14). Further, on the event En, due to (B.9), we have
ρR|Xn1 (ζn, Ŷ ) .
(
L
2
n log
7(dn)
|In,r|
)1/6
+
Mn
Ln
.
(
B2n log
7(dn)
N
)1/8
+
(
n2r/q log6−7/(4q)(dn)B2−9/(2q)n D
4/q
n
N1−1/(4q)
)1/2
+ n−3r/2p1/2n B
−1
n ηn,
.
(
B2n log
7(dn)
N
)1/8
+
(
n4r/q log5(dn)B
2−8/q
n D
8/q
n
N
)1/4
= ηn + ωn,
which completes the proof of Step 1.
Step 2. The goal is to show that the second event in (B.8), ρR|Xn1 (Ŷ ,Λ
−1/2
B YB) 6
Cϕ
1/4
n log
1/2(d), holds with probability at least 1− Cϕ1/4n log1/2(d).
By the Gaussian comparison inequality [13, Lemma C.5],
ρR|Xn1 (Ŷ ,Λ
−1/2
B YB) . ∆
1/3
log2/3(d),
on the event that {‖Cov|Xn1 (Ŷ )−Cov(Λ
−1/2
B YB)‖∞ 6 ∆}. By Lemma B.7, due to (B.9),
and by Markov inequality,
P
(∥∥∥Cov|Xn1 (Ŷ )− Cov(Λ−1/2B YB)∥∥∥∞ 6 Cϕ3/4n log−1/2(d)) > 1− Cϕ1/4n log1/2(d).
Thus if we set ∆ := Cϕ
3/4
n log
−1/2(d), then with probability at least 1−Cϕ1/4n log1/2(d),
ρR|Xn1 (Ŷ ,Λ
−1/2
B YB) . Cϕ1/4n log1/2(d).

B.4. Proof of Theorem B.2. For 1 6 j 6 d, let h˜j(·) := hj(·)/‖hj‖P r,2, and let
m ∈ [M ]d such that mj = σ(hj). Recall the definition of ζn in (B.7). Let YA and YB be
two independent d-dimensional Gaussian vectors such that
YA ∼ N(0,ΓA), YB ∼ N(0,ΓB).
Define
Y := rYA +
√
αnYB, Y˜ := Λ
−1/2
∗ (rYA +
√
αnYB),
where Λ∗ is a d ∗ d diagonal matrix such that Λ∗,jj = E[Y 2j ].
Proof. Without loss of generality, we assume (B.3), and
$(1)n :=
(
D2n log
7(dn)
n
)1/8
+
(
D2n log
3(dn)
n1−2/q
)1/4
+
(
D
3−2/q
n log
2(d)
n1−1/q
)1/2
6 1/2,
$(2)n :=
(
B2n log
7(dn)
N
)1/8
+
(
n4r/q log5(dn)B
2−8/q
n D
8/q
n
N
)1/4
6 1/2. (B.20)
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We recall the definitions of ϕn, ηn, and ωn in Lemma B.8. Due to (B.20),
ϕ1/4n log
1/2(d) . $(1)n , ηn + ωn = $(2)n . (B.21)
Observe that for 1 6 j 6 d,
U ′n,N,j =
N
N̂ (mj)
 1
N
∑
ι∈In,r
(Z(mj)ι − pn)Λ1/2B,jjh˜j(Xι) +
1
|In,r|
∑
ι∈In,r
hj(Xι)

=
N
N̂ (mj)
(√
1− pn
N
(
Λ
1/2
B ζn
)
j
+ Un,j
)
:=
N
N̂ (mj)
Φn,j.
where where ΛB is a d ∗ d diagonal matrix such that ΛB,jj = P rh2j .
Step 1: the goal is to show that
ρ
(√
nΦn, rYA + α
1/2
n YB
)
. $(1)n +$(2)n .
For any rectangle R ∈ R, observe that
P(
√
n
(
Un +
√
1− pnN−1/2Λ1/2B ζn
)
∈ R)
= E
[
P|Xn1
(
ζn ∈
(
1√
αn(1− pn)
Λ
−1/2
B R−
√
N
1− pnΛ
−1/2
B Un
))]
.
By Lemma B.8 and (B.21), we have
P(
√
n
(
Un +
√
1− pnN−1/2Λ1/2B ζn
)
∈ R)
6 E
[
P|Xn1
(
Λ
−1/2
B YB ∈
(
1√
αn(1− pn)
Λ
−1/2
B R−
√
N
1− pnΛ
−1/2
B Un
))]
+ C$(1)n + C$
(2)
n
= P
(√
nUn ∈
[
R−
√
αn(1− pn)YB
])
+ C$(1)n + C$
(2)
n ,
where we recall that YB is independent of all other random variables. Further, by
Theorem B.1,
P(
√
n
(
Un +
√
1− pnN−1/2Λ1/2B ζn
)
∈ R)
6 E
[
P|YB
(√
nUn ∈
[
R−
√
αn(1− pn)YB
])]
+ C$(1)n + C$
(2)
n ,
6 E
[
P|YB
(
rYA ∈
[
R−
√
αn(1− pn)YB
])]
+ C$(1)n + C$
(2)
n ,
= P
(
Λ−1/2∗ (rYA +
√
αn(1− pn)YB) ∈ Λ−1/2∗ R
)
+ C$(1)n + C$
(2)
n ,
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By definition, E[Y˜ 2j ] = 1 for each 1 6 j 6 d. Then by the Gaussian comparison
inequality [13, Lemma C.5], and due to (MT-4) and αnpn = n/|In,r| . n−(r−1),
sup
R′∈R
∣∣∣P(Λ−1/2∗ (rYA +√αn(1− pn)YB) ∈ R′)− P(Y˜ ∈ R′)∣∣∣
.
(
αnpnD
2(r−1)
n
r2
¯
σ2
)1/3
log2/3(d) .
(
D2n log
2/(r−1)(d)
n
)(r−1)/3
. $(1)n .
As a result,
P(
√
nΦn ∈ R) 6 P (rYA +√αnYB ∈ R) + C$(1)n + C$(2)n .
Similarly, we can show P(
√
nΦn ∈ R) > P
(
rYA +
√
αnYB ∈ R
) − C$(1)n − C$(2)n .
Thus the proof of Step 1 is complete.
Step 2: we show that with probability at least 1− C$(1)n − C$(2)n ,
max
16j6d
∣∣∣∣( N
N̂ (mj)
− 1
)√
NΦn,j
∣∣∣∣ 6 Cνn, where νn := (D2n log3(dn)n
)1/2
+
(
B2n log
3(dn)
N
)1/2
.
Due to (MT-1) and (MT-4), E[Y 2j ] = r2γA(hj) + αnγB(hj) . D2n + αnB2n. Since Y is
a multivariate Gaussian, max16j6d ‖Yj‖ψ2 6
√
D2n + αnB
2
n. Then by the maximal in-
equality [58, Lemma 2.2.2], ‖max16j6d |Yj|‖ψ2 6 C
√
(D2n + αnB
2
n) log(d), which further
implies that
P
(
max
16j6d
|Yj| > C
√
(D2n + αnB
2
n) log(d) log(n)
)
6 2n−1.
Since n−1 . $(1)n , and from the result in Step 1, we have
P
(
‖√nΦn‖∞ > C
√
(D2n + αnB
2
n) log(d) log(n)
)
6 C$(1)n + C$(2)n .
Finally, due to Lemma B.4 and (MB), we have with probability at least 1 − C$(1)n −
C$
(2)
n ,
max
16j6d
∣∣∣∣( N
N̂ (mj)
− 1
)√
NΦn,j
∣∣∣∣ 6 C√(D2n + αnB2n) log(d) log2(n)N−1α−1n
6 C
(
D2n log
3(dn)
n
)1/2
+ C
(
B2n log
3(dn)
N
)1/2
.
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Step 3: final step. Recall that
√
NU ′n,N,j =
√
NΦn,j + (N/N̂
(mj) − 1)√NΦn,j for 1 6
j 6 d, and νn is defined in Step 2. For any rectangle R = [a, b] with a 6 b, by Step 2,
P
(√
NU ′n,N ∈ R
)
6P
(√
NU ′n,N ∈ R
⋂ {
max
16j6d
∣∣∣(N/N̂ (mj) − 1)√NΦn,j∣∣∣ 6 Cνn})+ C$(1)n + C$(2)n
6P
(
−
√
NΦn 6 −a+ Cνn ∩
√
NΦn 6 b+ Cνn
)
+ C$(1)n + C$
(2)
n .
Then by the result in Step 1, we have
P
(√
NU ′n,N ∈ R
)
6 P
(−α−1/2n Y 6 −a+ Cνn ∩ α−1/2n Y 6 b+ Cνn)+ C$(1)n + C$(2)n .
Observe that E[(α−1/2n Yj)2] > E[γB(hj)] >
¯
σ2 for 1 6 j 6 d, and thus by anti-
concentration inequality [16, Lemma A.1],
P
(√
NU ′n,N ∈ R
)
6 P
(−α−1/2n Y 6 −a ∩ α−1/2n Y 6 b)+ Cνn log1/2(d) + C$(1)n + C$(2)n
= P
(
α−1/2n Y ∈ R
)
+
√
log4(dn)D2n
n
+
√
log4(dn)B2n
N
+ C$(1)n + C$
(2)
n
6 P
(
α−1/2n Y ∈ R
)
+ C$(1)n + C$
(2)
n ,
where the last inequality is due to (B.20). Similarly, we can show
P
(√
NU ′n,N ∈ R
)
> P
(
α−1/2n Y ∈ R
)− C$(1)n − C$(2)n ,
and thus ρ(
√
NU ′n,N , α
−1/2
n Y ) . $(1)n +$(2)n , which completes the proof. 
B.5. Proof of Theorem B.3. We will deal with the bootstrap for ΓA and ΓB sepa-
rately.
B.5.1. Bootstrap for ΓB. Recall the definition of γ̂B in (32).
Lemma B.9. Assume that (B.4), (MT-1)- (MT-4), and (MB) holds. Define
∆̂B := max
16j,k6d
|γ̂B(hj, hk)− γB(hj, hk)| ,
χn,B := log
1/4(2M)
(M2/qB2−4/qn D4/qn log3(d)
N1−2/q
)1/4
+
(
B2n log
5(dn)
N
)1/8
+
(
D2n log
5(d)
n
)1/8
+
(
D2n log
3(d)
n1−1/q
)1/4
+
(
D
8−4/q
n log
7(d)
n3−2/q
)1/8 .
Then there exists a constant C, that only depends on q, r, c0, C0, such that
P
(
∆̂B 6 CB2nD−2n log−2(d)χ3n,B
)
> 1− Cχn,B.
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Proof. Without loss of generality, we assume χn,B 6 1/2, since we can always let C > 2.
For 1 6 j, k 6 d, and σ(hj) = σ(hk) = m ∈ [M ],
|γ̂B(hj, hk)− γB(hj, hk)|
=
∣∣∣∣∣∣ 1N̂ (m)
∑
ι∈In,r
Z(m)ι
(
hj(Xι)− U ′n,N(hj)
) (
hk(Xι)− U ′n,N(hk)
)− P r(hjhk)
∣∣∣∣∣∣
6
(
max
`∈[M ]
N/N̂ (`)
)(
∆̂B,1 + ∆̂B,2
)
+ ∆̂B,3 +
(
max
`∈[M ]
N/N̂ (`)
)2
∆̂2B,4,
6
(
max
`∈[M ]
N/N̂ (`)
)(
∆̂B,1 + ∆̂B,2
)
+ ∆̂B,3 + 2
(
max
`∈[M ]
N/N̂ (`)
)2 (
∆̂2B,5 + ∆̂
2
B,6
)
.
where we define
∆̂B,1 := max
16j,k6d
max
`∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(Z(`)ι − pn)hj(Xι)hk(Xι)
∣∣∣∣∣∣ ,
∆̂B,2 := max
16j,k6d
∣∣∣∣∣∣|In,r|−1
∑
ι∈In,r
hj(Xι)hk(Xι)− P r(hjhk)
∣∣∣∣∣∣ ,
∆̂B,3 :=
(
max
`∈[M ]
∣∣∣N/N̂ (`) − 1∣∣∣) max
16j6d
∣∣P rh2j ∣∣ , ∆̂B,4 := max
16j6d
max
`∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
Z(`)ι hj(Xι)
∣∣∣∣∣∣
∆̂B,5 := max
16j6d
max
`∈[M ]
∣∣∣∣∣∣N−1
∑
ι∈In,r
(Z(`)ι − pn)hj(Xι)
∣∣∣∣∣∣ ,
∆̂B,6 := max
16j6d
∣∣∣∣∣∣|In,r|−1
∑
ι∈In,r
hj(Xι)
∣∣∣∣∣∣ . (B.22)
Then by Markov inequality, (MT-4), and due to Lemma B.10 (ahead), Lemma B.7,
and Lemma B.4, for i = 1, 2, 3,
P
(
∆̂B,i > CB2nD−2n log−2(d)χ3B,n
)
6 CχB,n.
Further, by Lemma B.10 (ahead), and Lemma B.6, since Bn > Dn, for i = 5, 6,
P
(
∆̂2B,i > CB2nD−2n log−2(d)χ3B,n
)
6 Cχ5/2B,n 6 CχB,n.
Then the proof is complete due to (MB) and Lemma B.4. 
Lemma B.10. Recall the definition of ∆̂B,1 and ∆̂B,5 in (B.22). Assume that (B.4),
(MT-2), (MT-3), and (MT-4) hold. Then there exists a constant C, depending only on
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q, r, c0, such that
C−1 log−1(2M)E
[
∆̂B,1
]
6
B2nD
−2
n
(
N−1+2/qM2/qB2−4/qn D
4/q
n log(d) +N
−1/2Bn log
1/2(d) +N−1/2Bnϕ1/2n log
1/2(d)
)
,
C−1 log−1(2M)E
[
∆̂B,5
]
6
BnD
−1
n
(
N−1+1/qM1/qB1−2/qn D
2/q
n log(d) +N
−1/2 log1/2(d) +N−1/2ϕ1/2n log
1/2(d)
)
,
where ϕn is defined in (B.5).
Proof. We first focus on ∆̂B,1, and apply Theorem 6.1 to the finite collection {hjhk : 1 6
j, k 6 d} with envelope H2. Since this is a finite collection of functions with cardinality
d2, we have
J¯(τ) 6 Cτ log1/2(d), for τ > 0.
Thus by Theorem 6.1, and Lemma B.7 with s = 4,
E
[√
N∆̂B,1
]
. sup
16j6d
‖h2j‖P r,2 log1/2(d) log1/2(2M) +N−1/2+2/qM2/q‖H2‖P r,q/2 log(d) log(2M)
+B3nD
−2
n (1 + ϕ
1/2
n ) log
1/2(d) log1/2(2M).
Then due to (MT-2) and (MT-3),
E
[√
N∆̂B,1
]
. log(2M)
(
B3nD
−2
n log
1/2(d) +N−1/2+2/qM2/qB4−4/qn D
4/q−2
n log(d)
+B3nD
−2
n (1 + ϕ
1/2
n ) log
1/2(d)
)
,
which completes the proof of the first result.
Now for ∆̂B,5, we apply Theorem 6.1 to the finite collection {hj : 1 6 j 6 d} with
envelope H. By Theorem 6.1 and Lemma B.7 with s = 2,
E
[√
N∆̂B,5
]
. log(2M)
(
sup
16j6d
‖hj‖P r,2 log1/2(d) +N−1/2+1/qM1/q‖H‖P r,q log(d)
+BnD
−1
n (1 + ϕ
1/2
n ) log
1/2(d)
)
.
Then due to (MT-3), and (MT-4),
E
[√
N∆̂B,5
]
. log(2M)
(
BnD
−1
n log
1/2(d) +N−1/2+1/qM1/qB2−2/qn D
2/q−1
n log(d)
+BnD
−1
n (1 + ϕ
1/2
n ) log
1/2(d)
)
,
which completes the proof of the second result. 
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B.5.2. Bootstrap for ΓA. Recall the definition of γ̂A in (32).
Lemma B.11. Assume that (B.4), (MT-0)- (MT-3), (MT-5), and (MB) holds. Define
∆̂A := max
16i,j6d
|γ̂A(hi, hj)− γA(hi, hj)| /
√
γA(hi)γA(hj),
χn,A :=
(
log(2M)B2n log
5(d)
N2
)1/7
+
(
log(2M)M1/qB
2−2/q
n D
2/q−1
n log
5/2(d)
N
1−1/q
2
)2/7
+
(
D2n log
5(d)
n
)1/8
+
(
D2n log
3(d)
n1−2/q
)1/4
+
(
D
8−8/q
n log
11(d)
n3−4/q
)1/14
+
(
D
3−2/q
n log
3(d)
n1−1/q
)2/7
.
Then there exists a constant C, that only depends on
¯
σ2, q, r, c0, C0, such that
P
(
∆̂A 6 C log−2(d)χ3n,A
)
> 1− Cχn,A.
Proof. Without loss of generality, we assume χn,A 6 1/2, By the same argument as in
the proof of [13, Theorem 4.2] (or see the proof for Lemma D.9 later),
∆̂A . ∆̂1/2A,1 + ∆̂A,1 + ∆̂A,2 + ∆̂2A,3,
where we define
∆̂A,1 := max
16j6d
1
n
n∑
k=1
(
G(k)(hj)− P r−1hj(Xk)
)2
,
∆̂A,2 := max
16i,j6d
∣∣∣∣∣ 1√ΓA,iiΓA,jjn
n∑
k=1
(
P r−1hi(Xk)P r−1hj(Xk)− ΓA,ij
)∣∣∣∣∣ ,
∆̂A,3 := max
16j6d
∣∣∣∣∣ 1√ΓA,jjn
n∑
k=1
P r−1hj(Xk)
∣∣∣∣∣ . (B.23)
By Lemma B.12 (ahead),
P
(
∆̂A,2 > C log−2(d)χ3n,A
)
6 Cχn,A, P
(
∆̂2A,3 > C log−2(d)χ3n,A
)
6 Cχ5/2n,A 6 Cχn,A.
Now we focus on ∆̂A,1. By Lemma B.4, and due to (MB) and the union bound, since
N2 > n,
P (E ′) > 1− C1N−12 , where E ′ :=
⋂
k∈[n],`∈[M ]
{
|N2/N̂ (k,`)2 − 1| 6 C1
√
log(N2)/N2
}
.
Since N2 > n > 4, on the event E ′, |N2/N̂ (k,`)2 − 1| 6 C1 for each k ∈ [n], ` ∈ [M ]. Then
by definition, on the event E ′, for fixed k ∈ [n], we have for 1 6 j 6 d,(
G(k)(hj)− P r−1hj(Xk)
)2 . (T (k)2 )2 + (T (k)3 )2 +|I(k)n−1,r−1|−1 ∑
ι∈I(k)n−1,r−1
(
hj(Xι(k))− P r−1hj(Xk)
)
2
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where we define
T
(k)
2 := max
`∈[M ]
max
16j6[d]
∣∣∣∣∣∣∣N−12
∑
ι∈I(k)n−1,r−1
(Z(k,`)ι − qn)hj(Xι(k))
∣∣∣∣∣∣∣ ,
T
(k)
3 := max
16j6d
∣∣P r−1hj(Xk)∣∣max
`∈[M ]
∣∣∣∣∣∣∣N−12
∑
ι∈I(k)n−1,r−1
(Z(k,`)ι − qn)
∣∣∣∣∣∣∣ . (B.24)
As a result, on the event E ′,
∆̂A,1 . T1 + n−1
n∑
k=1
((
T
(k)
2
)2
+
(
T
(k)
3
)2)
.
where we define
T1 := max
16j6d
n−1
n∑
k=1
|I(k)n−1,r−1|−1 ∑
ι∈I(k)n−1,r−1
(
hj(Xι(k))− P r−1hj(Xk)
)
2
. (B.25)
Now by Markov inequality, Lemma B.13 and Lemma B.14 (both ahead),
P
(
T1 > C log−4(d)X 6n,A
)
6 CXn,A,
P
(
n−1
n∑
k=1
((
T
(k)
2
)2
+
(
T
(k)
3
)2)
> C log−4(d)X 6n,A
)
6 CXn,A.
As a result,
P
(
∆̂A,1 > C log−4(d)X 6n,A
)
6 CXn,A.
Since Xn,A 6 1/2, log−4(d)X 6n,A 6 log−2(d)X 3n,A. thus,
P
(
∆̂A,1 > C log−2(d)X 3n,A
)
6 CXn,A, P
(
∆̂
1/2
A,1 > C log−2(d)X 3n,A
)
6 CXn,A,
which completes the proof. 
Lemma B.12. Recall the definition of ∆̂A,2 and ∆̂A,3 in (B.23). Assume that (B.4),
(MT-0), and (MT-1) hold. Then there exists a constant C, depending only on q,
¯
σ2,
such that
C−1E
[
∆̂A,2
]
6 n−1/2Dn log1/2(d) + n−1+2/qD2n log(d),
C−1E
[
∆̂A,3
]
6 n−1/2 log1/2(d) + n−1+1/qDn log(d).
Proof. For the first result, we apply [16, Lemma E.1] to the finite collection {P r−1hiP r−1hj :
1 6 i, j 6 d} with envelope (P r−1H)2:
E
[
∆̂A,2
]
6 n−1/2 max
16j6d
‖(P r−1hj)2‖P,2 log1/2(d) + n−1+2/q‖(P r−1H)2‖P,q/2 log(d).
56 YANGLEI SONG, XIAOHUI CHEN, AND KENGO KATO
Due to (MT-1),
E
[
∆̂A,2
]
6 n−1/2Dn log1/2(d) + n−1+2/qD2n log(d).
For the second result, we apply [16, Lemma E.1] to the finite collection {P r−1hj :
1 6 j 6 d} with envelope P r−1H: due to (MT-1),
E
[
∆̂A,3
]
6 n−1/2 log1/2(d) + n−1+1/qDn log(d),
which completes the proof. 
Lemma B.13. Recall the definition of T1 in (B.25). Assume that (B.4), (MT-2), and
(MT-5) hold. Then there exists a constant C, depending only on q, r, such that
T1 6 C
(
n−1D2n log(d) + n
−3/2+2/qD4−4/qn log
3/2(d) + n−2+2/qD6−4/qn log
2(d)
)
.
Proof. From the proof of [12, Theorem 3.1, equation (32)], we have
E [T1] .
r−1∑
`=2
n−`‖P r−`−1H‖2P `+1,2 log`(d) + n−1 max
16j6d
‖P r−2hj‖2P 2,2
+ n−3/2 max
16j6d
‖(P r−2hj)2‖P 2,2 log1/2(d) + n−2+2/q‖(P r−2H)2‖P 2,q/2 log(d)
+ n−2‖(P r−2H)2‖P 2,2 log(d)
+ n−1 max
16j6d
‖(P r−2hj)
⊙
2‖P 2,2 log(d) + n−3/2+2/q‖(P r−2H)
⊙
2‖P 2,q/2 log3/2(d)
+ n−3/2 max
16j6d
‖(P r−2hj)2‖P 2,2 log3/2(d) + n−2+2/q‖(P r−2H)2‖P 2,q/2 log2(d),
and for 1 6 j 6 d, ‖(P r−2hj)
⊙
2‖P 2,2 6 ‖P r−2hj‖2P 2,2.
Then since q > 4, due to (B.4), (MT-5), (MT-2)
E [T1] .
r−1∑
`=2
n−`D2(`+1)n log
`(d)
+ n−1 max
16j6d
‖P r−2hj‖2P 2,2 log(d) + n−3/2+2/q‖(P r−2H)
⊙
2‖P 2,q/2 log3/2(d)
+ n−3/2 max
16j6d
‖(P r−2hj)2‖P 2,2 log3/2(d) + n−2+2/q‖(P r−2H)2‖P 2,q/2 log2(d),
.n−2D6n log2(d) + n−1D2n log(d) + n−3/2+2/qD4−4/qn log3/2(d)+
n−3/2D4n log
3/2(d) + n−2+2/qD6−4/qn log
2(d),
which completes the proof due to (B.4). 
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Lemma B.14. Fix k ∈ [n], and recall the definitions of T (k)2 and T (k)3 in (B.24). Assume
(MT-3) holds. Then there exists an absolute constant C such that for each k ∈ [n],
C−1E[(T (k)2 )2] 6
log(2M)B2n log(d)
N2
+
log2(2M)M2/qB
4−4/q
n D
4/q−2
n log(d)
N
2−2/q
2
,
C−1E[(T (k)3 )2] 6
log(2M)B2n
N2
+
log2(2M)B2n
N22
.
Proof. We apply Lemma 6.8 to {hj : 1 6 j 6 d} conditional on Xk:
E|Xk [(T
(k)
2 )
2] . N−12 log(d)
(
‖H(Xk, ·)‖2P r−1,2 log(2M) +
log2(2M)M2/qN
2/q
2 ‖H(Xk, ·)‖2P r−1,q
N2
)
.
Due to (MT-3), q > 4 and Jensen’s inequality, we have
E[(T (k)2 )2] 6 CN−12 log(d)
(
log(2M)B2n +
log2(2M)M2/qB
4−4/q
n D
4/q−2
n
N
1−2/q
2
)
.
Now we focus on the second inequality. Due to (MT-3), ‖max16j6d |P r−1hj(Xk)|‖2P,2 6
B2n. By Lemma B.5,
E
max
`∈[M ]
∣∣∣∣∣∣∣
∑
ι∈I(k)n−1,r−1
(Z(k,`)ι − qn)
∣∣∣∣∣∣∣
2 . N2 log(2M) + log2(2M).
As a result, due to independence,
E[(T (k)3 )2] . B2nN−12 log(2M) +B2nN−22 log2(2M).

B.5.3. Proof of Theorem B.3. The constants in the following proof may depend on
r,
¯
σ, q, c0, C0, and may vary from line to line.
Proof of Theorem B.3. Without loss of generality, we can assume YA and YB are inde-
pendent of all other random variables. Recall the definition of Xn,A and Xn,B in Lemma
B.11 and B.9. Define two d ∗ d diagonal matrices ΛA and ΛB such that
ΛA,jj = γA(hj), ΛB,jj = γB(hj), for 1 6 j 6 d.
Step 1. Due to Lemma B.9 and (MT-4),
P (E1) > 1− CXnB, where E1 :=
{
max
16j,k6d
|γ̂B(hj, hk)− γB(hj, hk)|√
γB(hj)γB(hk)
6 C log−2(d)X 3n,B
}
.
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Then by the Gaussian comparison inequality [13, Lemma C.5], on the event E1,
sup
R∈R
∣∣∣P|D′n(U#n,B ∈ R)− P(YB ∈ R)∣∣∣
= sup
R∈R
∣∣∣P|D′n(Λ−1/2B U#n,B ∈ R)− P(Λ−1/2B YB ∈ R)∣∣∣
.
(
log−2(d)X 3n,B
)1/3
log2/3(d) = Xn,B.
Step 2. Due to Lemma B.11,
P (E2) > 1− CXn,A, where E2 :=
{
∆̂A 6 C log−2(d)X 3n,A
}
,
where ∆̂A is defined in Lemma B.11. Then by the Gaussian comparison inequality [13,
Lemma C.5], on the event E2,
sup
R∈R
∣∣∣P|D′n(U#n,A ∈ R)− P(YA ∈ R)∣∣∣
= sup
R∈R
∣∣∣P|D′n(Λ−1/2A U#n,A ∈ R)− P(Λ−1/2A YA ∈ R)∣∣∣
.
(
log−2(d)X 3n,A
)1/3
log2/3(d) = Xn,A.
Step 3. Now we focus on the event E1 ∪ E2, which occurs with probability at least
1− Cχn,A − Cχn,B. Fix R ∈ R.
On the event E1 ∪ E2, by the results in Step 1 and 2,
P|Dn
(
U#n,∗ ∈ R
)
= P|D′n
(
α1/2n U
#
n,B + rU
#
n,A ∈ R
)
= P|D′n
(
U#n,B ∈ α−1/2n (R− rU#n,A)
)
6 P|D′n
(
YB ∈ α−1/2n (R− rU#n,A)
)
+ CXn,B
= P|D′n
(
U#n,A ∈ r−1(R− α1/2n YB)
)
+ CXn,B
6 P
(
YA ∈ r−1(R− α1/2n YB)
)
+ CXn,B + CXn,A
= P
(
rYA + α
1/2
n YB ∈ R)
)
+ CXn,B + CXn,A.
The reverse inequality is similar. Then the proof is complete by noticing that Xn,A +
Xn,B 6 log1/4(M)Xn. 
Appendix C. Proofs regarding stratified, incomplete U-processes
First, define
∂H := {h− h′ : h, h′ ∈ H, max{‖h− h′‖P r,2, ‖h− h′‖2P r,4} 6 ‖1 +H2‖P r,2}. (C.1)
By Lemma 6.6, {∂H, 2H} is a VC-type class with characteristics (A, 2ν). Then due to
[18, Corollary A.1], {(∂H)2, (2H)2} is also VC-type with characteristics (
√
2A, 4ν).
Due to (MT-2), (MT-4), if (43) holds, we have
log(N‖H‖P r,2) 6 C log(n), log(N‖H2‖P r,2) 6 C log(n), n−1D2nKn 6 1. (C.2)
where the constant C depends on r.
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C.1. Supporting calculations.
Lemma C.1. Assume (C.2), (VC), (MT-1), (MT-2) and (MT-4) hold. Let −1 :=
N‖1 +H2‖P r,2. Then there exists a constant C, depending only on q, r, such that
C−1E
[‖√n (Un(h)− P rh) ‖∂H] 6 n−1/2+1/qDnKn + n−1+1/qD3−2/qn K2n.
Proof. By definition, for 1 6 ` 6 r, suph∈H∂ ‖P r−`h‖P `,2 6 suph∈∂H ‖h‖P r,2 6 N−1.
Thus let
σ` := N
−1, δ` := σ`/‖2P r−`H‖P r,2 > (2N‖H‖P r,2)−1.
Now we apply Theorem A.2 to the class {∂H, 2H} with envelopes {2P r−`H : 1 6 ` 6
r}. Note that by Theorem A.2, due to (VC) and (C.2),
J`(δ`) . δ` (ν log(A/δ`))`/2 . δ`K`/2n .
Thus by Theorem A.2, due to (MT-1), (MT-2), (C.2), and N > n/r,
E [‖Un(h)− P rh‖∂H ] . n−1/2N−1K1/2n + n−1+1/q‖P r−1H‖P,qKn
+ n−1N−1K1n + n
−3/2+1/q‖P r−2H‖P 2,qK2n +
r∑
`=3
n−`/2‖P r−`H‖P `,2K`/2n
. n−1+1/qDnKn + n−3/2+1/qD3−2/qn K2n + n−3/2D3nK3/2n
. n−1+1/qDnKn + n−3/2+1/qD3−2/qn K2n,
which completes the proof. 
Lemma C.2. Assume (C.2), (VC), (MT-2), and (MT-4) hold. Let −1 := N‖1 +
H2‖P r,2. Then there exists a constant C, depending only on q, r, c0, such that
C−1E
∥∥∥∥∥∥|In,r|−1
∑
ι∈In,r
h2(Xι)
∥∥∥∥∥∥
∂H
 6 ( inf
h∈H
γB(h)
)(
n−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K
2
n
)
.
Proof. By definition, for h ∈ ∂H,
‖h2‖P r,2 = ‖h‖2P r,4 6 N−1.
As a result, for 1 6 ` 6 r,
sup
h∈∂H
‖P r−`h2‖P `,2 6 sup
h∈∂H
‖h2‖P r,2 6 N−1 := σ`,
δ` := σ`/‖4P r−`H2‖P `,2 >
(
4N‖H2‖P r,2
)−1
.
Now we apply Theorem A.2 to the class {(∂H)2, 4H2} with envelopes {4P r−`H2 : 1 6
` 6 r}. Note that by Theorem A.2, due to (VC) and (C.2), J`(δ`) . δ`K`/2n . Thus by
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Theorem A.2, due to (MT-2), (MT-4), and (C.2), and N > n/r,
E
∥∥∥∥∥∥|In,r|−1
∑
ι∈In,r
h2(Xι)
∥∥∥∥∥∥
∂H
 6 N−1 + n−1/2N−1K1/2n + n−1+1/q‖P r−1H2‖P,qKn
+ n−1N−1Kn + n−3/2+1/q‖P r−2H2‖P 2,qK2n +
r∑
`=3
n−`/2‖P r−`H2‖P `,2K`/2n
.
(
inf
h∈H
γB(h)
)(
n−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K
2
n + n
−3/2D4nK
3/2
n
)
.
(
inf
h∈H
γB(h)
)(
n−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K
2
n
)
,
which completes the proof. 
C.2. A lemma for establishing validity of Gaussian approximation. Recall the
definition of ∂Hm, in (41). The next Lemma controls the size of U′n,N and WP over
∂Hm,.
In this section, the notation . means that the left hand side is bounded by the right
hand side up to a multiplicative constant that only depends on r, C0, c0,
¯
σ, q. It is clear
that for m ∈ [M ], ∂Hm, ⊂ ∂H, where H is defined in (C.1).
Lemma C.3. Assume (43), (PM), (VC), (MB), (MT-0)-(MT-4) hold. Let −1 :=
N‖1 +H2‖P r,2. Recall the definition of γ∗ in (42). For any ∆ > 0,
P
(
max
m∈[M ]
‖U′n,N(h)‖∂Hm, > ∆γ1/2∗
)
.
1
∆
(
M1/qB
1−2/q
n D
2/q
n K2n
N1/2−1/q
+
DnK
3/2
n
n1/2−1/q
+
D
2−1/q
n K2n
n3/4−1/(2q)
+ +
D
3−2/q
n K2n
n1−1/q
)
+
1
N
,
P
(
max
m∈[M ]
‖WP (h)‖∂Hm, > ∆
)
6 ∆−1N−1Kn.
Proof. We start with the first claim. Observe that for m ∈ [M ] and h ∈ ∂Hm,,
(
N̂ (m)/N
)√
n(U ′n,N(h)− P rh) = α1/2n
1√
N
∑
ι∈In,r
(Z(m)ι − pn)h(Xι)
− α1/2n P rh
1√
N
∑
ι∈In,r
(Z(m)ι − pn) +
√
n
1
|In,r|
∑
ι∈In,r
(h(Xι)− P rh) .
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As a result, maxm∈[M ]
(
N̂ (m)/N‖U′n,N(h)‖∂Hm,
)
6 α1/2n I + α1/2n II + III, where
I := max
m∈[M ]
sup
h∈∂H
∣∣∣∣∣∣ 1√N
∑
ι∈In,r
(Z(m)ι − pn)h(Xι)
∣∣∣∣∣∣ ,
II := sup
h∈∂H
|P rh| max
m∈[M ]
∣∣∣∣∣∣ 1√N
∑
ι∈In,r
(Z(m)ι − pn)
∣∣∣∣∣∣ ,
III :=
√
n sup
h∈∂H
∣∣∣∣∣∣ 1|In,r|
∑
ι∈In,r
(h(Xι)− P rh)
∣∣∣∣∣∣ .
For the first term, we apply Theorem 6.1 with {∂H, 2H}. By definition of ∂H,
sup
h∈∂H
‖h‖P r,2 6 N−1 := σr, δr := σr/(M1/2‖2H‖P r,2) > (2NM1/2‖H‖P r,2)−1.
By Theorem 6.1 and due to (MB) and (C.2), J¯(δr) . δrK1/2n and log(2M) . Kn. Then
due to Theorem 6.1 and Lemma C.2,
E [I] . N−1Kn +M1/qN−1/2+1/q‖H‖P r,qK2n
+
(
inf
h∈H
γB(h)
)1/2 (
n−1/2+1/(2q)DnK3/2n + n
−3/4+1/(2q)D2−1/qn K
2
n
)
.
Due to (MT-3) and (MT-4), and since N > n/r,
α1/2n E [I] .
(
αn inf
h∈H
γB(h)
)1/2(
M1/qB
1−2/q
n D
2/q
n K2n
N1/2−1/q
+
DnK
3/2
n
n1/2−1/(2q)
+
D
2−1/q
n K2n
n3/4−1/(2q)
)
.
For the second term, by Lemma B.5,
E [II] . N−1
(
K1/2n +N
−1/2Kn
)
= N−1K1/2n +N
−3/2Kn.
Finally, due to Lemma C.1, we have
E
[
max
m∈[M ]
(
N̂ (m)/N‖U′n,N(h)‖∂Hm,
)]
. DnKn
n1/2−1/q
+
D
3−2/q
n K2n
n1−1/q
+(
αn inf
h∈H
γB(h)
)1/2(
M1/qB
1−2/q
n D
2/q
n K2n
N1/2−1/q
+
DnK
3/2
n
n1/2−1/(2q)
+
D
2−1/q
n K2n
n3/4−1/(2q)
)
.
Recall γ∗ := infh∈H γ∗(h) (in (42)). Clearly, by definition and due to (MT-0),
γ∗ > max
{
r2σ2, αn inf
h∈H
γB(h)
}
.
62 YANGLEI SONG, XIAOHUI CHEN, AND KENGO KATO
Then by Lemma B.4 and by the Markov inequality,
P
(
max
m∈[M ]
‖U′n,N(h)‖∂Hm, > ∆γ1/2∗
)
6P
(
max
m∈[M ]
‖U′n,N(h)‖∂Hm, > ∆γ1/2∗ , maxm∈[M ]N/N̂
(m) 6 C
)
+ CN−1
6 P
(
max
m∈[M ]
((
N̂ (m)/N
)
‖U′n,N(h)‖∂Hm,
)
> ∆γ1/2∗ /C
)
+ CN−1,
. M
1/qB
1−2/q
n D
2/q
n K2n
∆N1/2−1/q
+
DnK
3/2
n
∆n1/2−1/(2q)
+
D
2−1/q
n K2n
∆n3/4−1/(2q)
+
DnKn
∆n1/2−1/q
+
D
3−2/q
n K2n
∆n1−1/q
+
1
N
,
. M
1/qB
1−2/q
n D
2/q
n K2n
∆N1/2−1/q
+
DnK
3/2
n
∆n1/2−1/q
+
D
2−1/q
n K2n
∆n3/4−1/(2q)
+ +
D
3−2/q
n K2n
∆n1−1/q
+
1
N
,
which completes the proof of the first claim.
Now we focus on the second claim. Observe that for m ∈ [M ] and h1, h2 ∈ ∂Hm,,
by Jensen’s inequality,
E
[
(WP (h1)−WP (h2))2
]
= E
[
(WP (h1 − h2))2
]
= r2Var(P r−1(h1 − h2)(X1)) + αnVar((h1 − h2)(Xr1))
. ‖h1 − h2‖2P r,2.
Since {∂Hm,, 2H} is VC type with characteristics (A, 2ν), by entropy integral bound [58,
Theorem 2.3.7], if we denote D := suph∈∂Hm, ‖h‖P r,2 6 N−1, we have for m ∈ [M ],∥∥‖WP (h)‖∂Hm,∥∥ψ2 . ∫ D
0
√
1 + logN(∂Hm,, ‖ · ‖P r,2, τ)dτ
. ‖2H‖P r,2
∫ D/‖2H‖Pr,2
0
√
1 + logN(∂Hm,, ‖ · ‖P r,2, τ‖2H‖P r,2)dτ,
By Lemma A.2 and (C.2), for m ∈ [M ],∥∥‖WP (h)‖∂Hm,∥∥ψ2 . N−1K1/2n .
Then the proof is complete by maximal inequality [58, Lemma 2.2.2], and Markov
inequality. 
C.3. Proof of the validity of bootstrap for incomplete U-process. In this sec-
tion, C denotes a constant that depends only on r, q,
¯
σ, c0, C0, and that may vary from
line to line. Recall the definition of ∂Hm, for m ∈ [M ] in (41). The next Lemma
establishes a high probability bound on the size of WP and U#n,∗ over ∂Hm, (recall the
discussions in Section 7 on extending the domain from Hm to ∂Hm,; similar convention
applies to U#n,∗).
Lemma C.4. Assume the conditions (PM), (VC), (MB), and (MT-0)-(MT-5), and
for some C1 > 0,
log(Bn) + log(Dn) 6 C1 log(n), n−1D2nKn 6 C1, N
−1/2
2 Bn 6 C1.
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Let −1 := N‖1 + H2‖P r,2. Then there exists a constant C, depending only on r, C0,
such that
P
(
max
m∈[M ]
‖WP (h)‖∂Hm, > CN−1K1/2n
)
6 n−1.
Further, there exists a constant C ′, depending only on r, q, c0,
¯
σ,C0, C1, such that for
any ∆ > 0, with probability at least 1− C ′(N ∧N2)−1 − C ′∆− C ′∆2,
P|D′n
(
max
m∈[M ]
‖U#n,∗‖∂Hm, > C ′γ1/2∗ N−1/2BnK1/2n + C ′γ1/2∗ ∆−1χ#n,∗
)
6 n−1, where
χ#n,∗ :=(N ∧N2)−1/2+1/qM1/qB1−2/qn D2/qn K2n + n−1/2+1/qDnK3/2n +
n−3/4+1/qD2−2/qn K
2
n + n
−1+1/qD3−2/qn K
2
n.
Proof. See Section C.4. 
Proof of Theorem 5.2. Without loss of generality, we may assume %n 6 1.
Let −1 := N‖1 + H2‖P r,2. By Lemma 6.6 and (MB), there exists a finite collection
{hj : 1 6 j 6 d} ⊂ H such that the following two conditions hold: (i). log(d) 6
log (M(4A/)ν) . Kn; (ii). for any h ∈ H, there exists 1 6 j∗ 6 d such that σ(h) =
σ(hj∗), and
max
{‖h− hj∗‖P r,2, ‖h− hj∗‖2P r,4} 6 ‖1 +H2‖P r,2.
Define M#,n := max16j6dU#n,∗(hj), M˜n := max16j6dWP (hj). Then
M#,n 6M#n 6M#,n + max
m∈[M ]
‖U#n,∗‖∂Hm, and M˜n 6 M˜n 6 M˜n + max
m∈[M ]
‖WP‖∂Hm, .
Fix t ∈ R. For some ∆ > 0 to be determined, denote
∆′ := C ′N−1/2BnK1/2n + C
′∆−1χ#n,∗.
where C ′, χ#n,∗ are defined in Lemma C.4. We have shown in the proof of Theorem 5.1
that
P(M˜n 6 t) 6 P(M˜n 6 t−∆′γ1/2∗ ) + C∆′K1/2n .
Then, by Theorem B.3, with probability at least 1− C%n,
P(M˜n 6 t) 6 P|Dn
(
M#,n 6 t−∆′γ1/2∗
)
+ C%n + C∆
′K1/2n .
Finally, due to Lemma C.4 and union bound, with probability at least 1−C%n−C∆−
C∆2,
P(M˜n 6 t) 6 P|Dn
(
M#n 6 t
)
+ P|Dn
(
max
m∈[M ]
‖U#n,∗‖∂Hm, > ∆′γ1/2∗
)
+ C%n + C∆
′K1/2n
6 P|Dn
(
M#n 6 t
)
+ n−1 + C%n + C∆′K1/2n
6 P|Dn
(
M#n 6 t
)
+ C%n + C∆
−1χ#n,∗K
1/2
n .
Now let ∆ = (χ#n,∗)
1/2K
1/4
n . Since %n 6 1, we have that with probability at least 1−C%n
P(M˜n 6 t) 6 P|Dn
(
M#n 6 t
)
+ C%n.
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By a similar argument (using the bound in Lemma C.4 for maxm∈[M ] ‖WP‖∂Hm,),
P|Dn
(
M#n 6 t
)
6 P(M˜n 6 t) + C%n,
with probability at least 1− C%n. Thus the proof is complete. 
C.4. Proof of Lemma C.4. In this section, the constants may depend on r, q, c0, C0,
¯
σ,
and vary from line to line. Recall the definitions of U#n,A,U
#
n,B,U#n,∗ in (14) and (15).
Proof. First claim. In the proof of Lemma C.3, we have shown that for m ∈ [M ],
E
[‖WP (h)‖∂Hm,] . N−1K1/2n .
Further, by definition of ∂Hm, (41), we have
sup
h∈∂Hm,
E
[
(WP (h))
2
]
= sup
h∈∂Hm,
(
r2Var(P r−1h(X1)) + αnVar(h(Xr1))
)
. sup
h∈∂H
‖h‖2P r,2 6 N−2.
By the Borell-Sudakov-Tsirelson concentration inequality [29, Theorem 2.2.7], for m ∈
[M ],
P
(
‖WP‖∂Hm, > E
[‖WP‖∂Hm,]+√2 sup
h∈∂Hm,
E [(WP (h))2] log(Mn)
)
6M−1n−1.
Thus by union bound and due to (MB),
P
(
max
m∈[M ]
‖WP‖∂Hm, > CN−1K1/2n
)
6 n−1,
which completes the proof of the first claim.
Second claim. By the Borell-Sudakov-Tsirelson concentration inequality [29, Theorem
2.2.7], for m ∈ [M ],
P|D′n
(
‖U#n,∗(h)‖∂Hm, > E|D′n
[‖U#n (h)‖∂Hm,]+√2Σ(m)n,∗ log(Mn)) 6M−1n−1,
where Σ
(m)
n,∗ := suph∈∂Hm, E|D′n
[(
U#n,∗(h)
)2]
. Conditioned on D′n, for m ∈ [M ],
E|D′n
[‖U#n,∗(h)‖∂Hm,] 6 rE|D′n [‖U#n,A(h)‖∂Hm,]+ α1/2n E|D′n [‖U#n,B(h)‖∂Hm,]
Σ(m)n,∗ 6 r2Σ
(m)
n,A + αnΣ
(m)
n,B.
where Σ
(m)
n,A and Σ
(m)
n,B are defined in Lemma C.5 and C.6 (both ahead) respectively.
Recall that γ∗ := infh∈H γ∗(h) in (42). In particular, due to (MT-0) and (MT-4),
γ∗ > max
{
r2
¯
σ2, αnc0B
2
nD
−2
n
}
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Then by Lemma C.5 (ahead), for any ∆ > 0, with probability at least 1 − CN−1 −
C∆− C∆2, for each m ∈ [M ],
C−1∆γ−1/2∗ α
1/2
n
(
E|D′n
[
‖U#n,B‖∂Hm,
]
+ (Σ
(m)
n,B log(Mn))
1/2
)
6
M1/qN−1/2+1/qB1−2/qn D
2/q
n K
2
n + n
−1/2+1/(2q)DnK3/2n + n
−3/4+1/(2q)D2−1/qn K
2
n.
Further, by Lemma C.6 and C.7 (both ahead), for any ∆ > 0, with probability at least
1− C∆2 − CN−12 , for each m ∈ [M ],
C−1∆γ−1/2∗
(
E
[
‖U#n,A‖∂Hm,
]
+ (Σ
(m)
n,A log(Mn))
1/2
)
6 (∆N−1/2BnK1/2n ) +N
−1/2
2 BnK
3/2
n +N
−1+1/q
2 M
1/qB2−2/qn D
2/q−1
n K
2
n
+ n−1/2+1/qDnKn + n−3/4+1/qD2−2/qn K
3/2
n + n
−1+1/qD3−2/qn K
2
n.
Combining above results and by union bound, for any ∆ > 0, with probability at least
1− C ′(N ∧N2)−1 − C ′∆− C ′∆2,
P|D′n
(
max
m∈[M ]
‖U#n,∗(h)‖∂Hm, > C ′γ1/2∗ N−1/2BnK1/2n + C ′γ1/2∗ ∆−1χ#n,∗
)
6 n−1,
which completes the proof. 
Recall the definition of U#n,B in (14).
Lemma C.5. Let −1 := N‖1+H2‖P r,2, and denote Σ(m)n,B := suph∈∂Hm, E|D′n
[(
U#n,B(h)
)2]
for m ∈ [M ]. Assume (C.2), (PM), (VC), (MB), (MT-2), (MT-3), and (MT-4) hold.
Then there exists a constant C, depending only on q, r, c0, such that for any ∆ > 0,
with probability at least 1− C∆− C∆2 − CN−1, the following two events hold:
C−1 ∆ max
m∈[M ]
E|D′n
[
‖U#n,B‖∂Hm,
]
6M1/qN−1/2+1/qB2−2/qn D2/q−1n K2n+
n−1/2+1/(2q)BnK3/2n + n
−3/4+1/(2q)BnD1−1/qn K
2
n.
C−1 ∆2 max
m∈[M ]
Σ
(m)
n,B 6N−1+2/qM2/qB4−4/qn D4/q−2n K2n+
n−1+1/qB2nKn + n
−3/2+1/qB2nD
2−2/q
n K
2
n.
Proof. First event. Note that for m ∈ [M ], and h1, h2 ∈ ∂Hm,,
‖U#n,B(h1)− U#n,B(h2)‖2ψ2|D′n .
1
N̂ (m)
∑
ι∈In,r
Z(m)ι (h1(Xι)− h2(Xι)− U ′n,N(h1) + U ′n,N(h2))2
=
1
N̂ (m)
∑
ι∈In,r
Z(m)ι (h1(Xι)− h2(Xι))2 − (U ′n,N(h1)− U ′n,N(h2))2
6
(
N/N̂ (m)
)
‖h1 − h2‖2Q̂m,2,
where recall that Q̂m is defined in (35). Recall that V̂n := maxm∈[M ] suph∈∂H ‖h‖Q̂m,2
(see (36) with F replaced by ∂H), that Q̂, which dominates Q̂m for m ∈ [M ], is defined
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in (35), and that ∂H is defined in (C.1). Then by the entropy integral bound [58,
Corollary 2.2.5],∥∥∥∥√N̂ (m)/N ‖U#n,B(h)‖∂Hm,∥∥∥∥
ψ2|D′n
.
∫ V̂n
0
√
1 + logN(∂H, ‖ · ‖Q̂m,2, τ)d τ
.
∫ V̂n
0
√
1 + logN(∂H, ‖ · ‖Q̂,2, τ)d τ . ‖H‖Q̂,2J¯(V̂n/‖H‖Q̂,2).
By maximal inequality [58, Lemma 2.2.2] and Corollary A.1,
E
[
max
m∈[M ]
√
N̂ (m)/N ‖U#n,B‖∂Hm,
]
.
√
log(2M)E
[
‖H‖Q̂,2J¯(V̂n/‖H‖Q̂,2)
]
.
√
M log(2M)J¯(δr)‖H‖P r,2 + log(2M)M
1/q‖H‖P r,q
N1/2−1/q
J¯2(δr)
δ2r
+
√
∆′ log(2M)
J¯(δr)
δr
,
where due to definition of ∂H, we may take
σr := N
−1, δr := σr/
(√
M‖2H‖P r,2
)
> (2NM1/2‖H‖P r,2)−1,
∆′ := E
 sup
h∈∂H
|In,r|−1
∑
ι∈In,r
h2(Xι)
 .
Due to Theorem 6.1, (MB), and (C.2), J¯(δr)/δr . K1/2n . Thus due to Lemma C.2,
(MB), (MT-3) and (MT-4),
E
[
max
m∈[M ]
√
N̂ (m)/N ‖U#n,B‖∂Hm,
]
. N−1Kn +M1/qN−1/2+1/qB2−2/qn D2/q−1n K2n
+BnD
−1
n
(
n−1/2+1/(2q)DnK1/2n + n
−3/4+1/(2q)D2−1/qn Kn
)
Kn.
Then the proof for the first inequality is complete due to Markov inequality and Lemma
B.4.
Second event. Observe that
max
m∈[M ]
Σ
(m)
n,B = max
m∈[M ]
sup
h∈∂Hm,
(N̂ (m))−1
∑
ι∈In,r
Z(m)ι
(
h(Xι)− U ′n,N(h))
)2
= max
m∈[M ]
sup
h∈∂Hm,
(N̂ (m))−1 ∑
ι∈In,r
Zιh
2(Xι)− (U ′n,N(h))2

6
(
N/N̂ (m)
)
max
m∈[M ]
sup
h∈∂Hm,
‖h‖2
Q̂m,2
=
(
N/N̂ (m)
)
(V̂n)
2.
Due to Corollary A.1, Lemma C.2, (MT-3), (MT-4), (MB), and above calculations,
E
[
V̂ 2n
]
.B2nD−2n
(
n−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K
2
n
)
+N−2 +N−1+2/qM2/qB4−4/qn D
4/q−2
n K
2
n.
Then the proof is complete by Markov inequality and Lemma B.4. 
TESTING FOR REGRESSION CURVATURE 67
Recall the definition of U#n,A in (14).
Lemma C.6. Let −1 := N‖1+H2‖P r,2, and denote Σ(m)n,A := suph∈∂Hm, E|D′n
[(
U#n,A(h)
)2]
for m ∈ [m]. Assume (C.2), (PM), (VC),(MB), (MT-1), (MT-2), (MT-3), and (MT-5)
hold. Then there exists a constant C, depending only on q, r, such that for any ∆ > 0,
with probability at least 1− C∆2 − CN−12 ,
C−1 ∆2 max
m∈[M ]
Σ
(m)
n,A 6N−12 B2nK2n +N
−2+2/q
2 M
2/qB4−4/qn D
4/q−2
n K
3
n
+ n−1+2/qD2nKn + n
−3/2+2/qD4−4/qn K
2
n + n
−2+2/qD6−4/qn K
3
n.
Proof. Observe first that by definition of ∂H in (C.1), suph∈H
{‖h‖P r,2 ∨ ‖h‖2P r,4} 6
N−1. By definition of U#n,A, for m ∈ [M ] and h ∈ ∂Hm,,
Σ
(m)
n,A = sup
h∈∂Hm,
n−1
n∑
k=1
(
G(k)(h)− G¯(h))2 6 sup
h∈∂Hm,
n−1
n∑
k=1
(
G(k)(h)
)2
6 4
(
max
16k6n
N2/N̂
(k,m)
2
)2
(I + II + III) , where
I := max
m∈[M ]
sup
h∈∂Hm,
n−1
n∑
k=1
N−12 ∑
ι∈I(k)n−1,r−1
(Z(k,m)ι − qn)h(Xι(k))

2
,
II := sup
h∈∂H
n−1
n∑
k=1
|I(k)n−1,r−1|−1 ∑
ι∈I(k)n−1,r−1
(
h(Xι(k))− P r−1h(Xk)
)
2
,
III := sup
h∈∂H
n−1
n∑
k=1
(
P r−1h(Xk)
)2
.
As a result, maxm∈[M ] Σ
(m)
n,A .
(
maxk∈[n],m∈[M ] N2/N̂
(k,m)
2
)2
(I + II + III).
Due to Lemma B.4 and (MB),
P
(
max
k∈[n],m∈[M ]
N2/N̂
(k,m)
2 6 C
)
> 1− CN−12 . (C.3)
By Lemma 6.8 and due to (VC) and (MB), for each k ∈ [n],
E|Xk
max
m∈[M ]
sup
h∈∂Hm,
N−12 ∑
ι∈I(k)n−1,r−1
(Z(k,m)ι − qn)h(Xι(k))

2
. N−12 Kn
(
Kn‖H(Xk, ·)‖2P r−1,2 +
K2nM
2/q‖H(Xk, ·)‖2P r−1,q
N
1−2/q
2
)
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Then due to (MT-3), we have
E [I] . N−12 B2nK2n +N
−2+2/q
2 M
2/qB4−4/qn D
4/q−2
n K
3
n. (C.4)
From the proof of [12, Theorem 3.1] and similar to the proof for Lemma B.13,
E [II] .
r−1∑
`=2
n−`‖P r−`−1H‖2P `+1,2K`n + n−1 sup
h∈∂H
‖P r−2h‖2P 2,2
+ n−3/2 sup
h∈∂H
‖(P r−2h)2‖P 2,2K1/2n + n−2+2/q‖(P r−2H)2‖P 2,q/2Kn
+ n−2‖(P r−2H)2‖P 2,2Kn
+ n−1 sup
h∈∂H
‖(P r−2h)
⊙
2‖P 2,2Kn + n−3/2+2/q‖(P r−2H)
⊙
2‖P 2,q/2K2n
+ n−3/2 sup
h∈∂H
‖(P r−2h)2‖P 2,2K3/2n + n−2+2/q‖(P r−2H)2‖P 2,q/2K3n,
Thus due to the definition of ∂H, (C.2), (MT-5), and (MT-2),
E [II] . n−3/2+2/qD4−4/qn K2n + n−2+2/qD6−4/qn K3n. (C.5)
By [18, Theorem 5.2], and due to (VC), (C.2), and (MT-1),
E[III] = E
[
sup
h∈∂H
n−1
n∑
k=1
(
P r−1h(Xk)
)2]
. n−1/2N−1K1/2n + n−1+2/q‖(P r−1H)2‖P,q/2Kn . n−1+2/qD2nKn. (C.6)
Then the proof is complete by Markov inequality, (C.3), (C.4), (C.5), and (C.6). 
Lemma C.7. Let −1 := N‖1+H2‖P r,2, and recall the definition of Σ(m)n,A in Lemma C.6.
Assume the conditions in Lemma C.6 hold. Then there exists a constant C, depending
only on r, such that with probability at least 1− CN−12 ,
C−1 max
m∈[M ]
E|D′n
[
‖U#n,A‖∂Hm,
]
6N−1/2BnK1/2n +
(
max
m∈[M ]
Σ
(m)
n,A
)1/2
K1/2n .
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Proof. Define dm(h1, h2) := ‖U#n,A(h1)−U#n,A(h2)‖ψ2|D′n for m ∈ [M ] and h1, h2 ∈ ∂Hm,.
By Cauchy-Schwarz inequality, for m ∈ [M ] and h1, h2 ∈ ∂Hm,,
d2m(h1, h2) . n−1
n∑
i=1
(
G(k)(h1)−G(k)(h2)−G(h1) +G(h2)
)2
6 n−1
n∑
i=1
(
G(k)(h1)−G(k)(h2)
)2
6 n−1
n∑
i=1
(N̂
(k,m)
2 )
−2
 ∑
ι∈I(k)n−1,r−1
(Z(k,m)ι )
2

 ∑
ι∈I(k)n−1,r−1
(h1(Xι(k))− h2(Xι(k)))2

6 n−1
n∑
k=1
∑
ι∈I(k)n−1,r−1
(h1(Xι(k))− h2(Xι(k)))2
= ‖h1 − h2‖2Q,2,
where Q := n−1
∑n
k=1
∑
ι∈I(k)n−1,r−1
δX
ι(k)
is a random measure on Sr. Since (∂Hm,, 2H)
is a VC type class with characteristics (A, 2ν), we have for τ > 0,
N(∂Hm,, dm(·, ·), τ‖2H‖Q,2) 6 N(∂Hm,, ‖ · ‖Q,2, τ‖2H‖Q,2) 6 (A/τ)2ν .
By Markov inequality and since N2 6 |In−1,r−1|,
P(E ′) > 1−N−12 , where E ′ :=
{‖H‖Q,2 6 nr−1‖H‖P r,2} .
By entropy integral bound [58, Theorem 2.3.7], if we use 2
[
N−1/2‖H‖P r,2 ∨ (Σ(m)n,A)1/2
]
as a dm-diameter for ∂Hm,, we have on the event E ′, for m ∈ [M ],
E|D′n
[
‖U#n,A‖∂Hm,
]
.
∫ N−1/2‖H‖Pr,2∨(Σ(m)n,A)1/2
0
√
ν log(A‖H‖Q¯,2/τ)dτ
.
(
N−1/2‖H‖P r,2 ∨ (Σ(m)n,A)1/2
)√
ν log (Anr−1N1/2)
.
(
N−1/2‖H‖P r,2 ∨ (Σ(m)n,A)1/2
)
K1/2n .
Then the proof is complete due to (MT-3). 
Appendix D. Suprema of normalized stratified incomplete U-processes
In applications, it is sometimes desirable to normalize a process by its variance func-
tion. Recall the definition of U#n,A and U
#
n,B in (14), and U#n,∗ in (15). Recall that
conditional on D′n, U#n,A, U#n,B, and U#n,∗ are centered Gaussian processes with covari-
ance functions γ̂A(·, ·), γ̂B(·, ·), and γ̂∗(·, ·) in (32), and that γ∗(·, ·) is defined in (30).
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We define the suprema of “normalized” processes as follows
M := sup
h∈H
U′n,N(h/
√
γ̂∗(h)), M˜ := sup
h∈H
WP (h/
√
γ∗(h)), M# := sup
h∈H
U#n (h/
√
γ̂∗(h)).
(D.1)
Recall the definitions of η
(1)
n , η
(2)
n in Theorem 5.1, and %n in Theorem 5.2.
Theorem D.1. Assume the conditions (PM), (VC), (MB), (MT-0)-(MT-5). Further,
assume for some absolute constant C ′0,
n sup
h∈H
γB(h)/γA(h) 6 C ′0N, γA(h) 6 C ′0. (D.2)
Then there exists a constant C, depending only on r, q,
¯
σ, c0, C0, C
′
0, such that
ρ(M, M˜) 6 Cη(1)n + Cη(2)n + C%n.
Further, with probability at least 1− C%n.,
sup
t∈R
∣∣∣P|Dn(M# 6 t)− P(M˜ 6 t)∣∣∣ 6 C%n.
Proof. See Section D.2. 
Remark D.2. The first condition in (D.2) is necessary for the normalized function
class H˜ := {h/√γ∗(h) : h ∈ H} to satisfy the condition (MT-0). The second condition
in (D.2) ensures that (H˜,
¯
σ−1H) satisfies the conditions (MT-1)-(MT-5) with the same
(Bn, Dn) as for (H, H).
Remark D.3. If q =∞, we have η(1)n + η(2)n + %n . %′n, where %′n is defined in Theorem
2.5. For the concavity test with bounded kernel (Hsg), the condition (24) is satisfied
with q = ∞. Thus if N,N2 are selected according to (23), and n1−κ 6 Cb−dn , the
approximation error for both Gaussian approximation and bootstrap decays at some
polynomial rate in n.
The calculation in this section is very similar to that in Section B.1. Note that since
(H, H) is VC-type with characteristics (A, ν), due to [18, Corollary A.1], (H2, H2) is
VC-type with characteristics (
√
2A, 2ν).
D.1. Supporting calculations.
Lemma D.4. Assume that (PM), (VC), (MT-1), and (MT-2) hold, and that for some
constant C1 > 0,
log(Bn) + log(Dn) 6 C1 log(n), n−1D2nKn 6 1, (N ∧N2)−1B2nK2n 6 1. (D.3)
Then there exists a constant C, depending only on q, r, C1, such that
C−1E
[‖Un(h)− P rh‖2H] 6 n−1D2nKn,
C−1E
[‖Un(h2)− γB(h)‖H] 6 B2nD−2n ϕ′n,
C−1E
[‖Un(h4)‖H] 6 B6nD−4n (1 + ϕ′n) ,
where ϕ′n := n
−1/2DnK
1/2
n + n−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K2n.
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Proof. By [12, Corollary 5.6], and due to (VC),
E
[‖Un(h)− P rh‖2H] . r∑
`=1
n−`‖P r−`H‖2P `,2K`n.
Then the proof for the first claim is complete due to (D.3), (MT-1) and (MT-2).
For the second claim, again by Theorem A.2, and due to (VC),
E
[‖Un(h2)− γB(h)‖H] . n−1/2 sup
h∈H
‖P r−1h2‖P,2K1/2n + n−1+1/q‖P r−1H2‖P,qKn
+ n−1 sup
h∈H
‖P r−2h2‖P 2,2Kn + n−3/2+1/q‖P r−2H2‖P 2,qK2n +
r∑
`=3
n−`/2‖P r−`H2‖P `,2K`/2n .
Then the proof for the second claim is complete due to (D.3) and (MT-2).
For the third claim, again by Theorem A.2, and due to (VC),
E
[‖Un(h4)‖H] . sup
h∈H
‖h‖4P r,4 + n−1/2 sup
h∈H
‖P r−1h4‖P,2K1/2n + n−1+1/q‖P r−1H4‖P,qKn
+ n−1 sup
h∈H
‖P r−2h4‖P 2,2Kn + n−3/2+1/q‖P r−2H4‖P 2,qK2n +
r∑
`=3
n−`/2‖P r−`H4‖P `,2K`/2n .
Then the proof for the third claim is complete due to (D.3) and (MT-2). 
Lemma D.5. Assume (D.3), (VC), (PM), (MB) (MT-1), (MT-2), and (MT-3) hold.
Then there exists a constant C, depending only on q, r, C1, such that
C−1E
max
m∈[M ]
sup
h∈Hm
N−1 ∑
ι∈In,r
(Z(m)ι − pn)h(Xι)
2
6 N−1B2nK2n +N−2+2/qM2/qB4−4/qn D4/q−2n K3n,
C−1E
max
m∈[M ]
sup
h∈Hm
∣∣∣∣∣∣N−1
∑
ι∈In,r
(Z(m)ι − pn)h2(Xι)
∣∣∣∣∣∣

6 B2nD−2n
(
N−1+2/qM2/qB2−4/qn D
4/q
n K
2
n +N
−1/2BnKn + ϕ′n
)
,
where ϕ′n is defined in Lemma D.4.
Proof. For the first claim, by Lemma 6.8 and (MB),
E
max
m∈[M ]
sup
h∈Hm
N−1 ∑
ι∈In,r
(Z(m)ι − pn)h(Xι)
2 .
N−1Kn
(
Kn‖H‖P r,2 +K2nN−1+2/qM2/q‖H‖2P r,q
)
.
Then the proof is complete due to (MT-3).
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For the second claim, by Lemma 6.1 and D.4,
E
max
m∈[M ]
sup
h∈Hm
∣∣∣∣∣∣N−1/2
∑
ι∈In,r
(Z(m)ι − pn)h2(Xι)
∣∣∣∣∣∣
 . sup
h∈H
‖h2‖P r,2Kn+
N−1/2+2/qM2/q‖H2‖P r,q/2K2n +
(
B6nD
−4
n (1 + ϕ
′
n)
)1/2
Kn.
Then the proof is complete due to (MT-2), (MT-3) and (D.3). 
Lemma D.6. Assume the conditions in Lemma D.10 (ahead) hold. Then there exists
a constant C, depending only on q, r, c0, C1, such that for any ∆ > 0, with probability
at least 1− C∆− CN−1,
C−1∆ sup
h∈H
|γ̂B(h)/γB(h)− 1| 6 N−1+2/qM2/qB2−4/qn D4/qn K2n +N−1/2BnKn
+ n−1/2DnK1/2n + n
−1+1/qD2nKn + n
−3/2+1/qD4−2/qn K
2
n.
Proof. Without loss of generality, we can assume P rh = 0 for each h ∈ H since oth-
erwise we can always apply centering first. By definition, for m ∈ [M ] and h ∈ Hm,
γ̂B(h)/γB(h)− 1 is equal to the following
1
N̂ (m)
∑
ι∈In,r
(Z(m)ι − pn)
h2(Xι)
γB(h)
+
N
N̂ (m)
Un
(
h2(Xι)
γB(h)
)
− 1−
(
U ′n,N
(
h(Xι)√
γB(h)
))2
.
Then by triangle inequality, we have
max
m∈[M ]
sup
h∈Hm
|γ̂B(h)/γB(h)− 1| . max
m∈[M ]
(
N/N̂ (m)
) (
∆′B,1 + ∆
′
B,2
)
+ max
m∈[M ]
∣∣∣N/N̂ (m) − 1∣∣∣+ max
m∈[M ]
(
N/N̂ (m)
)2
(∆′B,3)
2,
where we define
∆′B,1 := max
m∈[M ]
∥∥∥∥∥∥N−1
∑
ι∈In,r
(Z(m)ι − pn)h2(Xι)/γB(h)
∥∥∥∥∥∥
Hm
,
∆′B,2 :=
∥∥Un (h2/γB(h)− 1)∥∥H
∆′B,3 := max
m∈[M ]
∥∥∥∥∥∥N−1
∑
ι∈In,r
Z(m)ι h(Xι)/
√
γB(h)
∥∥∥∥∥∥
Hm
.
Due to Lemma D.4 and D.5,
E
[
∆′B,1
]
. N−1+2/qM2/qB2−4/qn D4/qn K2n +N−1/2BnKn + ϕ′n,
E
[
∆′B,2
]
. ϕ′n,
E
[
(∆′B,3)
2
]
. N−1B2nK2n +N−2+2/qM2/qB4−4/qn D4/q−2n K3n + n−1D2nKn,
where ϕ′n is defined in Lemma D.4. Then the proof is complete due to Lemma B.4 and
Markov inequality.

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Lemma D.7. Assume (D.3), (VC), (PM), and (MT-1) hold. Then there exists a
constant C, depending only on q, r,
C−1E
sup
h∈H
∣∣∣∣∣n−1
n∑
k=1
P r−1h(Xk)− P rh
∣∣∣∣∣
2
 6 n−1D2nKn,
C−1E
[
sup
h∈H
∣∣∣∣∣n−1
n∑
k=1
(
P r−1h(Xk)
)2 − γA(h)
∣∣∣∣∣
]
6 n−1/2DnK1/2n + n−1+2/qD2nKn.
Proof. By [58, Theorem 2.14.1] and [16, Theorem 5.2], we have
E
sup
h∈H
∣∣∣∣∣n−1
n∑
k=1
P r−1h(Xk)− P rh
∣∣∣∣∣
2
 . n−1‖P r−1H‖2P,2Kn.
E
[
sup
h∈H
∣∣∣∣∣n−1
n∑
k=1
(
P r−1h(Xk)
)2 − γA(h)
∣∣∣∣∣
]
. n−1/2 sup
h∈H
‖(P r−1h)2‖P,2K1/2n + n−1+2/q‖(P r−1H)2‖P,q/2Kn.
Then the proof is complete due to (MT-1). 
Lemma D.8. Assume the conditions in Lemma D.10 (ahead) hold. Denote
∆′A,1 := sup
h∈H
n−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
)2
.
Then there exists a constant C, depending only on q, r, C0, C1, such that for any ∆ > 0,
with probability at least 1− C∆− CN−12 ,
C−1 ∆ ∆′A,1 6 N−12 B2nK2n +N
−2+2/q
2 M
2/qB4−4/qn D
4/q−2
n K
3
n
+ n−1D2nKn + n
−3/2+2/qD4−4/qn K
2
n + n
−2+2/qD6−4/qn K
3
n.
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Proof. Observe that
∆′A,1 6 4
(
max
k∈[n],m∈[M ]
(N2/N̂
(k,m)
2 )
2
)(
T ′1 + n
−1
n∑
k=1
(
(T ′2,k)
2 + (T ′3,k)
2
))
, where
T ′1 := sup
h∈H
n−1
n∑
k=1
|I(k)n−1,r−1|−1 ∑
ι∈I(k)n−1,r−1
(
h(Xι(k))− P r−1h(Xk)
)
2
,
T ′2,k := max
m∈[M ]
sup
h∈Hm
∣∣∣∣∣∣∣N−12
∑
ι∈I(k)n−1,r−1
(Z(k,m)ι − qn)h(Xι(k))
∣∣∣∣∣∣∣ ,
T ′3,k := sup
h∈H
|P r−1h(Xk)| max
m∈[M ]
∣∣∣∣∣∣∣N−12
∑
ι∈I(k)n−1,r−1
(Z(k,m)ι − qn)
∣∣∣∣∣∣∣ .
By Lemma B.4 and (MB), P
(
maxk∈[n],m∈[M ] N2/N̂
(k,m)
2 6 C
)
> 1 − CN−12 . Due to
independence, Lemma B.5, (D.3), and (MT-3), for each k ∈ [n],
E
[
(T ′3,k)
2
]
6 ‖P r−1H‖2P,2N−12 Kn . N−12 B2nKn.
By Lemma 6.8 and due to (MT-3), for each k ∈ [n],
E
[
(T ′2,k)
2
]
. N−12 ‖H‖2P r,2K2n +N−2+2/q2 M2/q‖H‖2P r,qK3n
. N−12 B2nK2n +N
−2+2/q
2 M
2/qB4−4/qn D
4/q−2
n K
3
n.
From the proof of [12, Theorem 3.1], we have
E [T ′1] .
r−1∑
`=2
n−`‖P r−`−1H‖2P `+1,2K`n + n−1 sup
h∈H
‖P r−2h‖2P 2,2
+ n−3/2 sup
h∈H
‖(P r−2h)2‖P 2,2K1/2n + n−2+2/q‖(P r−2H)2‖P 2,q/2Kn
+ n−2‖(P r−2H)2‖P 2,2Kn
+ n−1 sup
h∈H
‖(P r−2h)
⊙
2‖P 2,2Kn + n−3/2+2/q‖(P r−2H)
⊙
2‖P 2,q/2K2n
+ n−3/2 sup
h∈H
‖(P r−2h)2‖P 2,2K3/2n + n−2+2/q‖(P r−2H)2‖P 2,q/2K3n.
Then since q > 4, due to (D.3), (MT-5), and (MT-2),
E [T ′1] . n−1D2nKn + n−3/2+2/qD4−4/qn K2n + n−2+2/qD6−4/qn K3n.
Then the proof is complete due to Markov inequality. 
Lemma D.9. Assume the conditions in Lemma D.10 (ahead) hold. Then there exists
a constant C, depending only on q, r,
¯
σ,C0, C1, such that with probability at least 1 −
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C∆− C∆2 − CN−12 ,
C−1∆ sup
h∈H
|γ̂A(h)/γA(h)− 1| 6 N−1/22 BnKn +N−1+1/q2 M1/qB2−2/qn D2/q−1n K3/2n
+
(
N
−1+1/q
2 M
1/qB2−2/qn D
2/q−1
n K
3/2
n
)2
+ n−1/2DnK1/2n + n
−1+2/qD2nKn
+ n−3/4+1/qD2−2/qn Kn + n
−1+1/qD3−2/qn K
3/2
n +
+
(
n−3/4+1/qD2−2/qn Kn
)2
+
(
n−1+1/qD3−2/qn K
3/2
n
)2
.
Proof. Without loss of generality, we can assume P rh = 0 for each h ∈ H. By definition,
for h ∈ H,
|γ̂A(h)− γA(h)| =
∣∣∣∣∣n−1
n∑
k=1
(G(k)(h))2 − γA(h)−
(
G¯(h)
)2∣∣∣∣∣
6 n−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
)2
+
∣∣∣∣∣n−1
n∑
k=1
(
P r−1h(Xk)
)2 − γA(h)
∣∣∣∣∣
+ 2
∣∣∣∣∣n−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
) (
P r−1h(Xk)
)∣∣∣∣∣+ (G¯(h))2 . (D.4)
Now define
∆′A,1(h) := n
−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
)2
/γA(h), (D.5)
∆′A,2(h) :=
∣∣∣∣∣n−1
n∑
k=1
(
P r−1h(Xk)
)2
/γA(h)− 1
∣∣∣∣∣ , ∆′A,3(h) :=
∣∣∣∣∣n−1
n∑
k=1
P r−1h(Xk)/
√
γA(h)
∣∣∣∣∣
2
.
First, by Cauchy-Schwarz inequality,∣∣∣∣∣(γA(h)n)−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
) (
P r−1h(Xk)
)∣∣∣∣∣
6
√
∆′A,1(h)(∆
′
A,2(h) + 1) 6
√
∆′A,1(h)
(√
∆′A,2(h) + 1
)
6 ∆′A,1(h) + ∆′A,2(h) +
√
∆′A,1(h).
Second, by convexity of the function x 7→ x2,(
G¯(h)
)2
=
(
n−1
n∑
k=1
(
G(k)(h)− P r−1h(Xk)
)
+ n−1
n∑
k=1
P r−1h(Xk)
)2
6 2γA(h)
(
∆′A,1(h) + ∆
′
A,3(h)
)
.
Plugging these two upper bounds into (D.4), we have
sup
h∈H
|γ̂A(h)/γA(h)− 1| 6 sup
h∈H
(
4∆′A,1(h) +
√
∆′A,1(h) + 2∆
′
A,2(h) + 2∆
′
A,3(h)
)
.
Due to Lemma D.7, we have
E
[‖∆′A,2(h)‖H] . n−1/2DnK1/2n + n−1+2/qD2nKn, E [‖∆′A,3(h)‖H] . n−1D2nKn.
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By Lemma D.8, for i = 1, 2, with probability at least 1− C∆i − CN−12 ,
C−1∆i ∆′A,1 6 N−12 B2nK2n +N
−2+2/q
2 M
2/qB4−4/qn D
4/q−2
n K
3
n
+ n−1D2nKn + n
−3/2+2/qD4−4/qn K
2
n + n
−2+2/qD6−4/qn K
3
n.
Then the proof is complete due to Markov inequality and (D.3).

The next Lemma shows that γ̂∗ in (32) is a good approximation for γ∗ in (30).
Lemma D.10. Assume the conditions (PM), (VC), (MB), (MT-0)-(MT-5), and (D.3)
hold. There exist constants C ′, depending only q, r, c0, C1, such that for any ∆ > 0, with
probability at least 1− C ′∆− C ′∆2 − C ′(N ∧N2)−1,
C ′−1∆ sup
h∈H
|γ̂∗(h)/γ∗(h)− 1| 6 (N ∧N2)−1/2BnKn + (N ∧N2)−1+2/qM2/qB2−4/qn D4/qn K2n
+ n−1/2DnK1/2n + n
−1+2/qD2nKn + n
−3/4+1/qD2−2/qn Kn + n
−1+1/qD3−2/qn K
3/2
n
+
(
n−3/4+1/qD2−2/qn Kn
)2
+
(
n−1+1/qD3−2/qn K
3/2
n
)2
.
Proof. By definition,
γ̂A(h)
γA(h)
∧ γ̂B(h)
γB(h)
6 γ̂∗(h)
γ∗(h)
=
r2γ̂A(h) + αnγ̂B(h)
r2γA(h) + αnγB(h)
6 γ̂A(h)
γA(h)
∨ γ̂B(h)
γB(h)
.
As a result,
sup
h∈H
|γ̂∗(h)/γ∗(h)− 1| 6 sup
h∈H
|γ̂A(h)/γA(h)− 1|+ sup
h∈H
|γ̂B(h)/γB(h)− 1| .
Then the result is complete due to Lemma D.9 and D.6, and union bound. 
D.2. Proof of Theorem D.1. We proceed the proof with simple observations.
Lemma D.11. Assume the conditions (PM), (VC), (MB), (MT-0), and (MT-3) hold,
and recall the definition of M˜ := suph∈HWP (h/
√
γ∗(h)) in (D.1). Then there exist a
constant C only depending on r,
¯
σ,C0, C1 such that
P
(
M˜ > CK1/2n
)
6 n−1.
Proof. For m ∈ [M ], define
H˜m :=
{
h/
√
γ∗(h) : h ∈ Hm
}
, d2m(h1, h2) := E
[
(WP (h1)−WP (h2))2
]
,
for h1, h2 ∈ H˜m. Then for m ∈ [M ] and h1, h2 ∈ H˜m, by definition (recall WP is
prelinear [22, Theorem 3.1.1]) and Jensen’s inequality,
d2m(h1, h2) = E
[
W 2P (h1 − h2)
]
6 r2E
[(
P r−1(h1 − h2)(X1)
)2]
+ αnE
[
((h1 − h2)(Xr1))2
]
6 (r2 + r)‖h1 − h2‖2P r,2.
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Due to (VC) and (MT-0),
{
H˜m,
¯
σ−1H
}
is a VC-type class with characteristics (A, ν+
1) for m ∈ [M ]. As a result, for any τ > 0 and m ∈ [M ],
N(H˜m, dm, τ
√
r2 + r‖
¯
σ−1H‖P r,2)
6N(H˜m,
√
r2 + r‖ · ‖P r,2, τ
√
r2 + r‖
¯
σ−1H‖P r,2) 6 (A/τ)ν+1.
Since E [W 2P (h)] = 1 for any h ∈ H˜m, by the entropy integral bound [58, Corollary
2.2.5] and due to (MT-3), for m ∈ [M ],
E
[‖WP‖H˜m] . ∫ 2
0
√
1 + (ν + 1) log (2Ar‖
¯
σ−1H‖P r,2/τ) d τ . K1/2n .
By the Borell-Sudakov-Tsirelson concentration inequality [29, Theorem 2.2.7], for
m ∈ [M ],
P
(
‖WP‖H˜m > E
[‖WP‖H˜m]+√2 log(Mn)) 6M−1n−1.
Then the proof is complete due to (MB) and the union bound. 
Lemma D.12. For any real number z, if |z − 1| 6 1/2, then |z−1/2 − 1| 6 2|z − 1|.
Proof. The proof is elementary. 
Proof of Theorem D.1. We only prove the first result, as the second can be established
by a very similar argument. Without loss of generality, we assume
max{η(1)n , η(2)n , %n} 6 κ0, (D.6)
for some κ0 ∈ (0, 1) to be determined.
Denote M◦ := suph∈HU′n,N(h/
√
γ∗(h)) and H˜ := {h/
√
γ∗(h) : h ∈ H}. Due to
(VC), (MT-0), and (D.2),
(
H˜, ‖
¯
σ−1H‖
)
is a VC type class with characteristic (A, ν+1),
and satisfies (MT-0)-(MT-5) with the same q, Bn, Dn up to a multiplicative constant
that only depends on c0, C
′
0, r. Thus by Theorem 5.1, we have
ρ(M◦,M˜) . Cη(1)n + Cη(2)n , (D.7)
which, due to Lemma D.11, implies that
P(M◦ > CK1/2n ) 6 P
(
M˜ > CK1/2n
)
+ Cη(1)n + Cη
(2)
n . Cη(1)n + Cη(2)n . (D.8)
By Theorem D.10 and due to (D.6), there exists some constant C ′, depending only
q, r, c0, such that for any ∆ > 0, with probability at least 1−C ′∆−C ′∆2−C ′(N∧N2)−1,
sup
h∈H
|γ̂∗(h)/γ∗(h)− 1| 6 C ′∆−1%2nK−1n .
Now let ∆ = %n. Due to (D.6), we have with probability at least 1− 3C ′%n,
sup
h∈H
|γ̂∗(h)/γ∗(h)− 1| 6 C ′%nK−1n .
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If we pick κ0 in (D.6) small enough such that C
′κ0 6 1/2, then with probability at least
1− 3C ′%n, suph∈H |γ̂∗(h)/γ∗(h)− 1| 6 1/2. Then due to Lemma D.12,
P
(
sup
h∈H
|
√
γ∗(h)/γ̂∗(h)− 1| > C%nK−1n
)
6 C%n.
Since |M−M◦| 6M◦ suph∈H |
√
γ∗(h)/γ̂∗(h)− 1|, due to (D.8), we have
P
(|M−M◦| > C%nK−1/2n ) 6 Cη(1)n + Cη(2)n + C%n.
Thus, for any t ∈ R,
P (M 6 t) 6 P (M◦ 6 t+ C%nK−1/2n )+ Cη(1)n + Cη(2)n + C%n.
6(1) P
(
M˜ 6 t+ C%nK−1/2n
)
+ Cη(1)n + Cη
(2)
n + C%n.
6(2) P
(
M˜ 6 t
)
+ Cη(1)n + Cη
(2)
n + C%n,
where (1) is due to (D.7), and (2) is due to Lemma D.11 and the anti-concentration
inequality [17, Lemma A.1]. The other direction is similar, and thus the proof is
complete. 
Appendix E. More simulation results
The simulation setup is the same as that in Section 4, and we present the results
for the case of d = 3 and d = 4 in this section. We will focus on the class Hsg, and the
noise ε has a Gaussian distribution with zero mean and variance σ2.
E.1. Size validity - Gaussian noise. In Table E.1, E.2 and E.3, we list the size for
different bandwidth bn and error variance σ
2 at levels 5% and 10% for d = 3 and d = 4
(the column with κ = 1), as well as d = 2, n = 1500. In Figure E.1, we also show
the probability of rejection over all levels ranging from (0, 1). Similar to d = 2, the
proposed procedure is consistently on the conservative side.
d = 3 n = 500 n = 1000
σ = 0.1 bn = 0.7 bn = 0.65 bn = 0.6 bn = 0.65 bn = 0.6 bn = 0.55
Level = 5% 2.5 2.3 1.8 3.2 2.8 2.5
Level = 10% 6.3 4.8 3.3 7.1 7.1 5.2
σ = 0.2 bn = 0.7 bn = 0.65 bn = 0.6 bn = 0.65 bn = 0.6 bn = 0.55
Level = 5% 2.9 1.4 1.2 3.5 3.8 1.8
Level = 10% 6.8 4.3 4.1 7.4 8.1 5.5
d = 3, n = 1500, σ = 0.2 bn = 0.6 bn = 0.55 bn = 0.5
Level = 5 % 4.0 3.4 2.1
Level = 10% 8.23 7.2 7.1
Table E.1. Size validity using Hsg for d = 3 under the Gaussian noise.
The sizes are in the unit of percentage.
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κ 1 (size) 1.2 1.5
Level 5% 3.4 23.6 83.3
Level 10% 6.8 37.7 95.1
Table E.2. The rejection probability using Hsg (in percentage) at level
5% and 10% for d = 4, n = 2000, bn = 0.7, Gaussian noise N(0, 0.2
2),
and polynomial regression function (28). Note that κ = 1 corresponds to
a linear function.
d = 2, n = 1500 Level 5% Level 10%
σ = 0.2 bn = 0.45 bn = 0.4 bn = 0.35 bn = 0.45 bn = 0.4 bn = 0.35
ID 3.9 3.6 3.1 8.4 7.4 6.9
SG 4.0 3.9 2.6 7.4 8.6 7.3
Table E.3. Size validity using Hsg for d = 2, n = 1500 under the Gauss-
ian noise. The sizes are in the unit of percentage.
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Figure E.1. The x axis is prescribed level. The dashed line is y = x,
and the solid line with crosses is the actual probability of rejection using
Hsg under a linear regression function and ε ∼ N(0, 0.22).
E.2. Power - Gaussian Noise. For the polynomial regression functions (28), in Table
E.4 and E.2, we list the power using Hsg for d = 3 and d = 4. In Table E.4, the power
for locally convex regression functions (29) and d = 3 is also listed.
E.3. Two plots. In Figure E.2, we plot the density of Gε and the histogram of S,
which appear in Subsection 4.4.
Appendix F. Proofs and discussions for concavity test
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Figure E.2. The left is the density of G, while the right the histogram
for S.
(a) Polynomial f (28) for Hsg, varying κ, and ε ∼ N(0, σ2)
d = 3 Level 5% Level 10%
(κ, σ) / (n, bn) (500, 0.7) (1000, 0.65) (500, 0.7) (1000, 0.65)
(1.2, 0.1) 29.7 50.4 51.5 73.7
(1.2, 0.2) 9.5 18.2 22.6 34.1
(1.5, 0.1) 91.4 100 98.5 100
(1.5, 0.2) 38.7 65.8 61.2 84.7
(b) Locally convex f (29) for Hsg, varying (c2, ω2), and ε ∼ N(0, 0.22).
d = 3, n = 1500, bn = 0.55 Level 5% Level 10%
ω2 = 0.15 ω2 = 0.2 ω2 = 0.15 ω2 = 0.2
c2 = 0.2 12.0 12.6 21.0 17.9
c2 = 0.3 35.3 32.7 46.5 44.5
c2 = 0.4 64.4 60.0 73.9 69.2
c2 = 0.5 79.7 82.4 86.6 88.1
c2 = 0.6 89.9 91.1 95.0 94.2
Table E.4. The rejection probability using Hsg (in percentage) at level
5% and 10% for d = 3.
F.1. Proof of Theorem 3.2 - Identity kernel. First, let
q := max
{
4r
κ
, 2 +
2C0 + 2
κ ∧ κ′ ,
2 + C0
3
, 6
}
+ 1. (F.1)
By (C2) and (C3), M 6 nC0 and b−d/2n 6 C0n(1−1/C0)/3 6 C0n1/3. Then due to Theorem
5.1, Theorem 5.2, and the definition of q in (F.1), it suffices to verify that (MT-1)-
(MT-5) holds with above q, and Bn, Dn, Kn satisfying (24), in addition to (PM), (VC),
(MB), and (MT-0).
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Due to (C1) and (C6-id), we consider the envelope function(s) Hn : R(d+1)∗r → R for
Hid:
Hn(x1, . . . , xr) :=
(
2C0 +
r∑
i=1
|yi − f(vi)|
)
Cr0×
b−d(r−1/2)n
∏
16i<j6r
1
{ |vi − vj|
bn
∈ (−1, 1)d
} r∏
i=1
1
{
vi ∈ Vbn
}
, (F.2)
where for i ∈ [r], xi := (vi, yi) with vi ∈ Rd and yi ∈ R.
Verify (PM), (VC), (MB), and (MT-0). By [29, Proposition 3.6.12], if L(·) is of bounded
variation (see (C1)), (Hid, Hn) is a VC type class for some absolute constants (A, ν),
which also implies that Kn 6 C0 log(n). The conditions (PM), (MB), and (MT-0) are
satisfied due to (C1), (C2), and (C5) respectively.
Verify the bounds involving Hn in (MT-1)-(MT-5). Due to (C6-id), for q in (F.1) and
1 6 s 6 4, there exists a constant C depending on β, C0, r, κ, κ′ such htat
E
[||t|V = v] 6 C, for any v ∈ Vbn , and t 6 4q. (F.3)
Then for 1 6 s 6 4 and 1 6 ` 6 r, due to (C4),
P r−`Hsn . (1 +
∑`
i=1
|εi|s)b−sd(r−1/2)n ×∫ ∏
16i<j6r
1
{ |vi − vj|
bn
∈ (−1, 1)d
} r∏
i=1
1{vi ∈ Vbn}p(vi)dv`+1 . . . dvr
. (1 +
∑`
i=1
|εi|s)b−sd(r−1/2)n bd(r−`)n
∏
16i<j6`
1
{ |vi − vj|
bn
∈ (−1, 1)d
}∏`
i=1
1{vi ∈ Vbn}.
Now again due to (F.3) and (C4), for 1 6 s 6 4 and 1 6 ` 6 r,
‖P r−`Hsn‖P `,q . b−sd(r−1/2)n bd(r−`)n bd(`−1)/qn = b−d(r(s−1)+`(1−1/q)−(s/2−1/q))n ,
‖P r−`Hsn‖P `,2 . b−sd(r−1/2)n bd(r−`)n bd(`−1)/2n = b−d(r(s−1)+`/2−(s/2−1/2))n .
Recall in (24) that Dn = Cb
−d/2
n and Bn = Cb
−dr/2
n . Then the bounds involving Hn in
(MT-1)-(MT-5) are verified, except for ‖(P r−2H)⊙ 2(x1, x2)‖P 2,q/2 in (MT-5), on which
we now focus. With ` = 2, s = 1, we have
(P r−2n H)
⊙
2(X1, X2) .
(1 + |ε1|+ |ε2|)b−2d(r−1/2)n b2d(r−2)n 1{V1 ∈ Vbn}1{V2 ∈ Vbn} ×∫
1
{ |v3 − V1|
bn
∈ (−1, 1)d
}{ |v3 − V2|
bn
∈ (−1, 1)d
}
1{v3 ∈ Vbn}p(v3)dv3
. (1 + |ε1|+ |ε2|)b−2dn 1
{ |V1 − V2|
bn
∈ (−2, 2)d
}
1{V1 ∈ Vbn}1{V2 ∈ Vbn},
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which implies that ‖(P r−2H)⊙ 2(x1, x2)‖P 2,q/2 6 D4−4/qn .
Verify the upper bounds involving {hidv : v ∈ V} in (MT-1)-(MT-5). We will write hv
for hidv to simplify notations. Due to (F.3), (C4), and (C6-id), for 1 6 s 6 4 , 0 6 ` 6 r,
and v ∈ V ,
P r−`|hv|s . (1 +
∑`
i=1
|εi|s)b−sd(r−1/2)n bd(r−`)n
∏`
i=1
∣∣∣∣L(v − Vibn
)∣∣∣∣s ,
which implies that for q′ ∈ {2, 3, 4, q},
‖P r−`|hv|s‖P `,q′ . b−sd(r−1/2)n bd(r−`)n bd`/q
′
n = b
−d(r(s−1)+`(1−1/q′)−s/2)
n .
Recall in (24) that Dn = Cb
−d/2
n and Bn = Cb
−dr/2
n . Then the upper bounds involving
{hidv : v ∈ V} in (MT-1)-(MT-5) are verified.
Verify the lower bound in (MT-5). By definition of w(·) in (17) and due to (C6-id),
Var (hv(X
r
1) |V r1 ) = b−2d(r−1/2)n
r∏
i=1
L2
(
v − Vi
bn
)
×
r∑
j=1
1 {V r1 ∈ Sj}E
 ∑
i∈[r]\{j}
τ
(j)
i (v
r
1) εi − εj
2 | V r1

> 1
C0
b−2d(r−1/2)n
r∏
i=1
L2
(
v − Vi
bn
)
1 {V r1 ∈ S} .
Then for v ∈ V , due to (C4) and {(v1, . . . , vr) ∈ S} = {(v−v1bn , . . . , v−vrbn ) ∈ S}, we have
Var (hv(X
r
1)) > E [Var (hv(Xr1) |V r1 )]
> 1
C0
b−2d(r−1/2)n b
dr
n
∫ r∏
i=1
L2 (ui)1 {ur1 ∈ S}
r∏
i=1
p (v − bnui) du1 . . . dur
> 1
Cr+10
b−dr+dn
∫ r∏
i=1
L2 (ui)1 {ur1 ∈ S} du1 . . . dur,
which verifies the lower bound in (MT-5) due to (C1) and the definitions of Bn, Dn in
(24).
F.2. Proof of Theorem 3.2 - Sign kernel. Now we focus on the class Hsg. Due to
Theorem 2.5, it suffices to verify that (MT-1)-(MT-5) holds with q =∞, and Bn, Dn, Kn
satisfying (24), in addition to (PM), (VC), (MB), and (MT-0). Due to (C1), we consider
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the envelope function(s) Hn : R(d+1)∗r → R for Hsg:
Hn(x1, . . . , xr) := C
r
0b
−d(r−1/2)
n
∏
16i<j6r
1
{ |vi − vj|
bn
∈ (−1, 1)d
} r∏
i=1
1
{
vi ∈ Vbn
}
,
where for i ∈ [r], xi := (vi, yi) with vi ∈ Rd and yi ∈ R.
The other conditions, except for the lower bound in (MT-5), can be verified in the
same way as for Hid (see Subsection F.1); since Hn and {hsgv : v ∈ V} are bounded, the
arguments are simpler, and thus omitted. Now we focus on verifying the lower bound
in (MT-5), and we will write hv for h
sg
v to simplify notations.
By Lemma F.1 (ahead), there exists a constant C only depending on C0 such that
for any (u1, . . . , ur) ∈ (−1/2, 1/2)r ∩ S and v ∈ V ,
Var (w(X1, . . . , Xr) | V1 = v − bnu1, . . . , Vr = v − bnur) > C−1.
By definition of w(·) in (17),
Var (hv(X
r
1)|V r1 ) = b−2d(r−1/2)n
r∏
i=1
L2
(
v − Vi
bn
)
Var (w(X1, . . . , Xr) | V r1 )
Thus due to (C6-sg), we have
Var (hv(X
r
1)) > E [Var (hv(Xr1)|V r1 )] = b−2d(r−1/2)n bdrn ×∫ ( r∏
i=1
L2 (ui) p(v − bnui)
)
Var (w(X1, . . . , Xr) | Vi = v − bnui for i ∈ [r]) du1 . . . dur
> C−r0 b−dr+dn C−1
∫ ( r∏
i=1
L2 (ui)
)
1{ur1 ∈ S}du1 . . . dur,
which verifies the lower bound in (MT-5) due to (C1) and the definitions of Bn, Dn in
(24).
Lemma F.1. Assume (C6-sg) holds. There exists a constant C only depending on C0
such that for any (u1, . . . , ur) ∈ (−1/2, 1/2)r ∩ Sr and v ∈ V,
Var
(
sign
(
r−1∑
i=1
τ
(r)
i (u
r
1)Yi − Yj
) ∣∣∣∣∣ V1 = v − bnu1, . . . , Vr = v − bnur
)
> C−1.
Proof. Fix any v ∈ V and (u1, . . . , ur) ∈ (−1/2, 1/2)r ∩ Sr. Note that
Var
(
sign
(
r−1∑
i=1
τ
(r)
i (u
r
1)Yi − Yj
) ∣∣∣∣∣ Vk = v − bnuk, for k ∈ [r]
)
=1−
(
2P
(
r−1∑
i=1
τ
(r)
i (u
r
1)Yi − Yj > 0
∣∣∣∣∣ Vk = v − bnuk, for k ∈ [r]
)
− 1
)2
.
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Since Yi = f(v − bnui) + εi for i ∈ [r], due to (C6-sg), for n > C0,
P
(
r−1∑
i=1
τ
(r)
i (u
r
1)Yi − Yj > 0
∣∣∣∣∣ Vk = v − bnuk, for k ∈ [r]
)
6P
(
r−1∑
i=1
τ
(r)
i (u
r
1)εi − εj > −1/C0
∣∣∣∣∣ Vk = v − bnuk, for k ∈ [r]
)
=1− P
(
r−1∑
i=1
τ
(r)
i (u
r
1)εi − εj 6 −1/C0
∣∣∣∣∣ Vk = v − bnuk, for k ∈ [r]
)
61−
(
r−1∏
i=1
P (i 6 0|Vi = v − bnui)
)
P (r > 1/C0|Vr = v − bnur) 6 1− 1
2rC0
.
By a similar argument, P
(∑r−1
i=1 τ
(r)
i (u
r
1)Yi − Yj > 0
∣∣∣ Vk = v − bnuk, for k ∈ [r]) >
1
2rC0
. Then the proof is complete. 
F.3. Proof of Corollary 3.4. By Theorem 5.2 (the conditions have been verified in
the proof of Theorem 3.2), with probability at least 1− Cn−1/C ,
P|D′n
(
M˜n > q#α
)
> α− Cn−1/C .
In the proof of Theorem 3.2, we have shown that
sup
v∈V
{
r2γA(h
∗
v) + αnγB(h
∗
v)
}
6 C + Cαnb−dr+dn = C + Cn1−κbdn. (F.4)
Then due to Lemma D.11,
P
(
q#α > CK1/2n (1 + n(1−κ)/2bd/2n )
)
6 Cn−1/C . (F.5)
Observe that
P
(
sup
v∈V
√
nU ′n,N(h
∗
v) > q#α
)
> P
(√
n
(
U ′n,N(h
∗
v0
)− P rh∗v0
)
> q#α −
√
nP rh∗v0
)
.
By Theorem B.1 with d = 1 (the conditions have been verified in the proof of Theorem
3.2), we have
P
(
sup
v∈V
√
nU ′n,N(h
∗
v) > q#α
)
> P
(
Y > q#α −
√
nP rh∗v0
)− Cn−1/C ,
where Y ∼ N(0, r2γA(h∗v0) + αnγB(h∗v0)) and is independent of D′n. Then due to (F.4)
and (F.5), and κ′′ > (1− κ)/2, we have with probability at least 1− Cn−1/C ,
√
nP rh∗v0 − q#α√
Var(Y )
> C−1n1/C ,
which completes the proof of the first claim.
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Second claim - identity kernel. By definition of w(·) in (17), we have
P rhidv0 = b
d/2
n
∫  r∑
j=1
 ∑
i∈[r]\{j}
τ
(j)
i (u
r
1) f(v0 − bnui)− f(v0 − bnuj)
1 {ur1 ∈ Sj}

r∏
i=1
L(ui)p(v − bnui)du1 . . . dur
By Taylor’s Theorem, if ‖u‖∞ < 1/2,
f(v0 − bnu) = f(v0) + bn∇Tf(v0)u+ b
2
n
2
uT∇2f(v0)u+R(u, bn),
where ∇f(v0) and ∇2f(v0) are the gradient and the Hessian matrix of f at v0 respec-
tively, and
|R(u, bn)| 6 Cb2nR(bn), where R(bn) := max‖ξ‖∞6bn/2 ‖∇
2f(v0)−∇2f(v0 − ξ)‖op,
with ‖ · ‖op being the operator norm of a matrix. As a result, due to (C1) and (C4),
P rhidv0 >
C−1b2+d/2n ∫
 r∑
j=1
 ∑
i∈[r]\{j}
τ
(j)
i (u
r
1)u
T
i ∇2f(v0)ui − uTj ∇2f(v0)uj
1 {ur1 ∈ Sj}

r∏
i=1
L(ui)du1 . . . dur
)
− Cb2+d/2n R(bn).
Since f is twice continuously differentiable at v0 and ∇2f(v0) is positive definite, we
have R(bn)→ 0 as bn → 0, and thus lim infn→∞ P rhidv0/
(
b
2+d/2
n
)
> 0.
Second claim - sign kernel. The calculation is the same as the proof for [1, Theorem 7],
except that in the last step we need to use the assumption (3) in Corollary 3.4, and the
Lemma F.2 (ahead). The assumption (3) ensures that there exists c > 0, such that for
any n > 1/c, |ε| < c, and u ∈ (−1/2, 1/2)d, q(ε|v0 − bnu) > c. We omit the detailed
arguments, as they are standard.
Lemma F.2. Let r > 0 be an integer, ε1, . . . , εr be random variables, and λ1, . . . , λr be
positive numbers. Assume for i ∈ [r], εi has a Lebesgue density pi. Further, assume for
some c0 > 0, pi(x) > c0 if |x| 6 c0 and c0 6 λi 6 1 for each i ∈ [r]. Denote by q the
density of
∑r
i=1 λiεi. Then there exits a constant c, depending on r and c0, such that
q(x) > c for |x| 6 c.
Proof. Due to induction, it suffices to consider r = 2. Denote by p ∗ p˜(·) := ∫ p(u)p˜(· −
u)du the convolution of two probability densities.
For any |x| 6 c20/2 and |u| 6 c20/2, we have
|u|
λ1
6 c0
2
,
|x− u|
λ2
6 c0.
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Thus for |x| 6 c20/2,
q(x) >
∫ c20/2
−c20/2
1
λ1
p1
(
u
λ1
)
1
λ2
p2
(
x− u
λ2
)
du >
∫ c20/2
−c20/2
p1
(
u
λ1
)
c0du > c40.
Then the conclusion follows with c = min{c20/2, c40} (for r = 2). 
F.4. An algorithm without stratification. In this section, we present an algorithm
to compute the test statistics U ′n,N(h
(∗)
v ) over Vn without stratification. It has a similar
computational complexity as Algorithm 1 in theory with d fixed, but it is not com-
putationally feasible since the multiplicative constant is of order 2dr. We adopt the
notations in Section 3.
Without partitioning, there is a single sampling plan {Zι : ι ∈ In,r}. The key insight
is that for ι ∈ In,r and v ∈ Vn,
hv(Xι) = 0, if Vj 6∈ N (Vj′ , 2bn) for some j, j′ ∈ ι.
As a result, it suffices to focus on those r-tuples such that their feature vectors are
within 2bn-neighbourhood of each other (in ‖ · ‖∞).
The pseudocode is listed in Algorithm 2, whose computational complexity is
n ∗
((
n(2bn)
d
r − 1
)
nκb−drn
|In,r| log(n)
)
∗ |Vn|bdn . 2dr|Vn|nκ log(n)bn.
The factor 2dr is due to the fact that we need to focus on a 2bn-neighbourhood, instead
of a bn-neighbourhood as in Algorithm 1.
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Input: Observations {Xi = (Vi, Yi) ∈ Rd+1 : i ∈ [n]}, budget N , kernel L(·),
bandwidth bn, query points Vn.
Output: U ′n,N a list of length |Vn|
1 Initialization: pn = N/
(
n
r
)
, N̂ = 0, U ′n,N set zero ;
2 Compute A, a length n list, where A[i] = {j > i : Vj ∈ N (Vi, 2bn)} for i ∈ [n] ;
3 Compute B, a length n list, where B[i] = {v ∈ Vn : v ∈ N (Vi, bn)} for i ∈ [n] ;
4 for i← 1 to n do
5 Generate T1 ∼ Binomial(
(|A[i]|
r−1
)
, pn), T2 ∼ Binomial(
(
n−i
r−1
)− (|A[i]|
r−1
)
, pn);
6 N̂ ← N̂ + T1 + T2;
7 Sample T1 terms {ι′` : 1 6 ` 6 T1} without replacement from
{(s1, . . . , sr−1) : sj ∈ A[i] for each j ∈ [r − 1]}.;
8 for `← 1 to T1 do
9 ι← {i} ∪ ι′`;
10 for v ∈ B[i] do
11 U ′n,N [v]← U ′n,N [v] + h∗v(Xι);
12 end
13 end
14 end
15 U ′n,N ← U ′n,N/N̂ /* Operations are element-wise */
Algorithm 2: Algorithm to compute U ′n,N for the concavity test without partition-
ing.
