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a b s t r a c t
The Renyi, Shannon and Fisher spreading lengths of the classical or hypergeometric
orthogonal polynomials, which are quantifiers of their distribution all over the
orthogonality interval, are defined and investigated. These information-theoreticmeasures
of the associated Rakhmanov probability density, which are direct measures of the
polynomial spreading in the sense of having the same units as the variable, share
interesting properties: invariance under translations and reflections, linear scaling and
vanishing in the limit that the variable tends towards a givendefinite value. The expressions
of the Renyi and Fisher lengths for the Hermite polynomials are computed in terms of the
polynomial degree. The combinatorial multivariable Bell polynomials, which are shown
to characterize the finite power of an arbitrary polynomial, play a relevant role for the
computation of these information-theoretic lengths. Indeed these polynomials allow us to
design an error-free computing approach for the entropicmoments (weighted Lq-norms) of
Hermite polynomials and subsequently for the Renyi and Tsallis entropies, aswell as for the
Renyi spreading lengths. Sharp bounds for the Shannon length of these polynomials are also
given by means of an information-theoretic-based optimization procedure. Moreover, the
existence of a linear correlation between the Shannon length (as well as the second-order
Renyi length) and the standard deviation is computationally proved. Finally, the application
to the most popular quantum-mechanical prototype system, the harmonic oscillator, is
discussed and some relevant asymptotical open issues related to the entropic moments,
mentioned previously, are posed.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let {pn(x)} denote a sequence of real orthonormal polynomials with respect to the weight function ω(x) on the interval
∆ ≡ (a, b) ⊆ R (see e.g. [1,2]), i.e.∫
∆
pn(x)pm(x)ω(x)dx = δn,m, m, n ∈ N. (1)
The distribution of these polynomials along the orthogonality interval can be complementarily measured by means of
the spreading properties of the normalized-to-unity density function
ρn(x) ≡ ρ[pn] = p2n(x)ω(x), (2)
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which is called Rakhmanov’s density of the polynomial pn(x), to honor the pioneering work [3] of this mathematician who
has shown that this density governs the asymptotic (n → ∞) behavior of the ratio pn+1/pn. Physically, this probability
density characterizes the stationary states of a large class of quantum-mechanical potentials [2]. Beyond the variance,
the spreading of the orthogonal polynomials is best analyzed by the information-theoretic properties of their associated
Rakhmanov probability densities; namely, the Fisher information [4], the Renyi entropy [5] and the Shannon entropy [6].
The information-theoretic knowledge of the orthogonal polynomials up to 2001 is reviewed in Ref [7], where the
quantum-mechanical motivation and some physical applications are also given, and more recently in [8], where emphasis
is placed on asymptotics. Therein, it is pointed out that the study of the information-theoretic measures of orthogonal
polynomials was initiated in the nineties with the asymptotic computation of the Renyi and Shannon entropies of the
classical orthogonal polynomials [9–11]. Up until now, however, the explicit expressions of these two spreading measures
are not known, save for the Shannon measure, for some particular subclasses of the Jacobi polynomials; namely the
Chebyshev polynomials of first and second type [10,11] and the Gegenbauer polynomials Cλn (x) with integer parameter
λ [12,13]. On the other hand, the Fisher information for all classical orthogonal polynomials on a real interval (Hermite,
Laguerre, Jacobi) has been calculated in a closed form in 2005 [14]. This has allowedus to find,more recently, the Cramer–Rao
information plane (i.e. the plane defined by both the Fisher information and the variance) for these systems [15].
This paper has twomainpurposes. First, to introduce amore appropriate set of spreadingmeasures (to be called spreading
lengths of Renyi, Shannon and Fisher types) in the field of orthogonal polynomials, following the ideas of Hall [16]. The
spreading lengths are direct measures of position spread of the variable x, as the root-mean-square or standard deviation
∆x. So they have the following properties: the same units as x, invariance under translations and reflections, linear scaling
with x and vanishing in the limit as ρn(x) approaches a delta function. Second, to compute all these lengths for the
Hermite polynomials. In this sense , we first compute their moments around the origin, as well as the standard deviation
of these objects. Then we compute the entropic or frequency moments [17–19] of these polynomials by means of the Bell
polynomials,which are so useful in Combinatorics [20,21]. This achievement allows us to obtain the Renyi lengths ofHermite
polynomials by means of an efficient algorithm based on the known properties of Bell’s polynomials. With respect to the
Shannon length, since its explicit expression cannot be determined, we obtain its asymptotics and we derive a family of
sharp upper bounds by use of an information-theoretic-based optimization procedure. Moreover, the Fisher information is
explicitly calculated. Finally, these information-theoretic quantities are applied to the computation of the spreading lengths
of the main quantum-mechanical prototype of physical systems: the harmonic oscillator.
The structure of the paper is as follows. In Section 2 we describe the spreading lengths for the orthogonal polynomials
{pn(x)} and discuss their properties. In Section 3 the computational methodology to obtain the entropic moments and the
associated Renyi lengths of the Hermite polynomials is developed by use of the Bell polynomials. In addition, the moments
with respect to the origin and the Fisher length are explicitly given. Furthermore, the asymptotics of theHermite polynomials
is obtained, and a family of sharp bounds are variationally determined. In Section 4 the spreading lengths of Hermite
polynomials are numerically discussed, and a linear correlation with the standard deviation is computationally discovered.
In Section 5 the previous results are applied to the quantum-mechanical harmonic oscillator. Finally, some open problems
about the asymptotics of entropic moments are posed, our conclusions are given and an Appendix, with the computational
approach of the power of an arbitrary polynomial by use of the Bell polynomials, is included.
2. Spreading lengths of classical orthogonal polynomials: Basics
Here we shall refer to the hypergeometric-type polynomials, i.e. the polynomials {pn(x)} defined by the orthogonality
relation given by Eq. (1). It is well known that they can be reduced to one of the three classical families of Hermite, Jacobi
and Laguerre by appropriate linear changes of the variable [2]. The spreading of these polynomials along their orthogonality
interval ∆ ≡ (a, b) can be measured by means of (i) the moments around a particular point of the orthogonality interval;
usually one chooses the origin (moments around the origin: µ′k =
〈
xk
〉
n) or the centroid 〈x〉 (central moments or moments
around the centroid: µk = 〈(x − 〈x〉n)k〉n) [22] and (ii) the frequency momentsWk[ρn] := 〈[ρn(x)]k〉 [23,19,22] of the as-
sociated Rakhmanov density ρn(x) given by Eq. (2). The symbol 〈f (x)〉 ≡ 〈f (x)〉n denotes the expectation value of f (x)with
respect to the density ρn(x) as
〈f (x)〉n :=
∫
∆
f (x)ρn(x)dx =
∫
∆
f (x)ω(x)p2n(x)dx.
These two classes of ordinary and frequency moments are complementary spreading measures of global type. While the
ordinarymomentsmeasure the distribution of the probabilitywith respect to a particular point of the support interval∆, the
frequencymomentsmeasure the extent to which the probability is in fact distributed. So it happens that the lattermoments
are, at times, much better probability estimators than the ordinary ones [19,18]. Moreover, they are fairly efficient in the
range where the ordinary moments are fairly inefficient [17]; see also the brief, recent summary about these quantities
in Ref. [24]. Therein we learn that the frequency moments are also called ‘‘entropic moments’’ because they are closely
connected to the Renyi entropies [5]
Rq[ρn] := 11− q ln〈[ρn(x)]
q−1〉; q > 0; q 6= 1, (3)
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and the Tsallis entropies [25]
Tq[ρn] := 1q− 1
[
1− 〈[ρn(x)]q−1〉
] ; q > 0; q 6= 1, (4)
as well as to other information-theoretic quantities, such as the Brukner–Zeilinger entropy [26] and the linear entropy [27].
Among the first class of moments, we highlight the familiar root-mean-square or standard deviation (∆x)n given by
(∆x)n =
(〈
x2
〉
n − 〈x〉2n
) 1
2 ,
because it is a direct measure of spreading [16] in the sense of having the same units as the variable, and has various
interesting properties: invariance under translations and reflections, linear scaling (i.e.,∆y = λ∆x for y = λx) and vanishing
as the density approaches a Dirac delta density (i.e. in the limit that x tends towards a given definite value).
From the second class of moments, we fix our attention on the Renyi lengths [16] defined by
LRq[ρn] ≡ exp
(
Rq[ρn]
) = 〈[ρn(x)]q−1〉− 1q−1 = {∫
∆
dx[ρn(x)]q
}− 1q−1
, q > 0, q 6= 1, (5)
which are not only direct spreading measures but also have the three above-mentioned properties of the standard devia-
tion. Among them, we highlight the second-order Renyi length (also called Onicescu information [28], Heller length [29],
disequilibrium [30,31] and inverse participation ratio in other contexts [32,33])
L[ρn] := LR2[ρn] = 〈ρn(x)〉−1 =
{∫
∆
dx[ρn(x)]2
}−1
,
and, above all, the Shannon length [6,16]
N[ρn] := lim
q→1 L
R
q[ρn] = exp (S[ρn]) ≡ exp
[
−
∫
∆
dxρn(x) ln ρn(x)
]
,
where S[ρn] is the Shannon information entropy [6].
There exists a third class of spreadingmeasures for the classical orthogonal polynomials, which are qualitatively different
in the sense that, in contrast to the previous ones, they have a local character. Indeed they are functionals of the derivative
of the associated Rakhmanov density ρn(x), so that they are very sensitive to local rearrangements of the variable. The most
distinctive measure of this class is the so-called Fisher length [4,34,35] defined by
(δx)n := 1√
F [ρn] ≡
〈[
d
dx
ln ρn(x)
]2〉− 12
=
{∫
∆
dx
[ρ ′n(x)]2
ρn(x)
}− 12
, (6)
where F [ρn] denotes the Fisher information of the classical orthogonal polynomials [14]. This quantity measures the
pointwise concentration of the probability along the orthogonality interval, and quantifies the gradient content of the
Rakhmanov density providing (i) a quantitative estimation of the oscillatory character of the density and of the polynomials
and (ii) the bias to particular points of the interval, so that it measures the degree of local disorder.
It is worth remarking that the Fisher length, as the Heisenberg and Renyi lengths, is a direct spreading measure and
has the three properties of translation and reflection invariance, linear scaling and vanishing when the density tends to a
delta density. In addition, the Fisher length is finite for all distributions [34]. Moreover, the direct spreading measures just
mentioned have an uncertainty/certainty property: see Refs. [16] for the Heisenberg, Shannon and Renyi cases, and [36,37]
for the Fisher case. Finally, they fulfill the inequalities [16]
(δx)n ≤ (∆x)n, and N[ρn] ≤ (2pie) 12 (∆x)n, (7)
where the equality is reached if and only if ρn(x) is a Gaussian density.
3. Spreading lengths of Hermite polynomials
In this section, we calculate the moments-with-respect-to-the-origin 〈xk〉, k ∈ Z, the entropic moments Wq[ρn] ≡
〈[ρn(x)]q〉, of integer order q, and the Renyi, Shannon and Fisher spreading lengths of the Rakhmanov density of the
orthonormal Hermite polynomials H˜n(x) given by
H˜n(x) =
n∑
l=0
clxl, (8)
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with
cl = (−1)
3n−l
2 n!(
2nn!√pi) 12
2l( n−l
2
)!l! (−1)l + (−1)n2 , (9)
where the last factor vanisheswhen l and n have opposite parities. These polynomials are known to fulfill the orthonormality
relation (1) with the weight function ωH(x) = e−x2 on the whole real line [1,2]. Thus, according to Eq. (2), the expression
ρn(x) ≡ ρ[H˜n](x) = e−x2 H˜2n (x) (10)
gives the Rakhmanov density of the orthonormal Hermite polynomial H˜n(x).
3.1. Moments with respect to the origin and the standard deviation
The moments of the Hermite polynomials H˜n(x) are defined by the moments of its associated Rakhmanov density (2);
that is
〈xk〉n :=
∫ ∞
−∞
xkH˜2n (x)e
−x2dx, k = 0, 1, 2, . . . . (11)
The use of (8), (1) and (11) gives
〈xk〉n =

k!
2kΓ
( k
2 + 1
) 2F1 (−n,− k2
1
∣∣∣∣∣ 2
)
, even k
0, odd k,
(12)
which can also be obtained from some tabulated special integrals [38].
In the particular cases k = 0, 1 and 2 we obtain the first few moments around the origin:
〈x0〉n = 1, 〈x〉n = 0, 〈x2〉n = n+ 12 ,
so that the second central moment of the density
(∆x)n =
√
〈x2〉n − 〈x〉2n =
√
n+ 1
2
(13)
describes the standard deviation.
3.2. Entropic moments and Renyi lengths of integer order q
The qth-order frequency or entropic moment of the Hermite polynomials H˜n(x) is defined by the corresponding quantity
of its associated Rakhmanov density given by Eq. (2); that is,
Wq[ρn] =
〈{ρn}q−1〉 = ∫ ∞
−∞
{ρn(x)}q dx =
∫ ∞
−∞
e−qx
2{H˜n(x)}2qdx; q ≥ 1. (14)
The evaluation of this quantity in a closed form is not at all a trivial task despite numerous efforts published in the
literature [39,21,40], save for some special cases. Here we will do it by means of the Bell polynomials which play a relevant
role in Combinatorics [41,42]. We start from the explicit expression (8) for the Hermite polynomial H˜n(x); then, taking into
account the Appendix below, we have that its pth-power can be written down as
[H˜n(x)]p =
[
n∑
k=0
ckxk
]p
=
np∑
k=0
p!
(k+ p)!Bk+p,p(c0, 2!c1, . . . , (k+ 1)!ck)x
k, (15)
with ci = 0 for i > n, and the remaining coefficients are given by Eq. (9). Moreover, the Bell polynomials are given by
Bm,l(c1, c2, . . . , cm−l+1) =
∑
pˆi(m,l)
m!
j1!j2! · · · jm−l+1!
( c1
1!
)j1 ( c2
2!
)j2 · · ·( cm−l+1
(m− l+ 1)!
)jm−l+1
(16)
where the sum runs over all partitions pˆi(m, l) such that
j1 + j2 + · · · + jm−l+1 = l, and j1 + 2j2 + · · · + (m− l+ 1)jm−l+1 = m. (17)
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The substitution of the expression (15) with p = 2q into Eq. (14) yields the value
Wq[ρn] =
2nq∑
k=0
(2q)!
(k+ 2q)!Bk+2q,2q(c0, 2!c1, . . . , (k+ 1)!ck)
∫ ∞
−∞
e−qx
2
xkdx
=
nq∑
j=0
Γ
(
j+ 12
)
qj+
1
2
(2q)!
(2j+ 2q)!B2j+2q,2q(c0, 2!c1, . . . , (2j+ 1)!c2j), (18)
where the parameters ci are given by Eq. (9), keeping in mind that ci = 0 for every i > n, so that the only non-vanishing
terms correspond to those with ji+1 = 0 so that c ji+1i = 1 for every i > n. In the particular cases q = 1 and 2, we obtain the
value
W1[ρn] =
∫ ∞
−∞
ρn(x)dx = 1
for the normalization of ρn(x), as one would expect, and
W2[ρn] =
∫ ∞
−∞
{ρn(x)}2 dx =
∫ ∞
−∞
e−2x
2
(H˜n(x))4dx
=
2n∑
j=0
Γ
(
j+ 12
)
2j+
1
2
4!
(2j+ 4)!B2j+4,4(c0, 2!c1, . . . , (2j+ 1)!c2j) (19)
for the second-order entropic moment.
Also, the entropic moments of arbitrary order q for the Hermite polynomials of lowest degree (e.g., n = 0, 1 and 2) have
the values
Wq[ρ0] =
√
pi1−q
q
, Wq[ρ1] = 2
q
pi
q
2 qq+
1
2
Γ
(
q+ 1
2
)
, Wq[ρ2] = pi
1−q
2 2q(2q)!
q2q+
1
2
L
(−2q− 12 )
2q
(
− q
2
)
,
whereL(α)n (x) denotes a Laguerre polynomial.
Then we can calculate all the information-theoretic measures of the Hermite polynomials, which are based on their
entropic moments Wq[ρn] just calculated, such as the Renyi and Tsallis entropies given by Eqs. (3) and (4), respectively,
and the Brukner–Zeilinger and linear entropy which are closely related to the first-order entropic momentW2[H˜n] given by
Eq. (19). Particularly relevant are the values
LRq[ρn] =
{
Wq[ρn]
}− 1q−1 = ( nq∑
j=0
Γ
(
j+ 12
)
qj+
1
2
(2q)!
(2j+ 2q)!B2j+2q,2q(c0, 2!c1, . . . , (2j+ 1)!c2j)
)− 1q−1
; q = 2, 3, . . . (20)
for the Renyi lengths (5) of Hermite polynomials, and
L[ρn] = {W2[ρn]}−1 =
(
2n∑
j=0
Γ
(
j+ 12
)
2j+
1
2
4!
(2j+ 4)!B2j+4,4(c0, 2!c1, . . . , (2j+ 1)!c2j)
)−1
,
for the Heller length of Hermite polynomials.
Let us explicitly write down the values
LRq[ρ0] = pi
1
2 q
1
2(q−1)
LRq[ρ1] =
(
pi
1
2 q
2
) q
q−1
q
1
2(q−1)
(
Γ
(
q+ 1
2
))− 1q−1
LRq[ρ2] = pi
1
2 2
q
1−q q
4q+1
2q−2
(
(2q)!L(−2q− 12 )2q
(
− q
2
))− 1q−1
for the Renyi lengths of the first few Hermite polynomials with lowest degrees, and the values
L[ρ0] =
√
2pi, L[ρ1] = 43
√
2pi, L[ρ2] = 6441
√
2pi
for the Onicescu–Heller length of these polynomials.
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3.3. Shannon length: Asymptotics and sharp bounds
Here we determine the asymptotics of the Shannon length N[ρn] of the Hermite polynomials H˜n(x) and its relation with
its standard deviation.Moreover,weuse an information-theoretic-based optimization procedure to find sharp upper bounds
to N[ρn] and we discuss their behavior in a numerical way.
The Shannon length or exponential entropy of the Hermite polynomials H˜n(x) is defined by
N[ρn] = exp {S[ρn]} , (21)
where
S[ρn] = −
∫ ∞
−∞
e−x
2
H˜2n (x) ln
[
e−x
2
H˜2n (x)
]
dx (22)
is the Shannon entropy of the Hermite polynomial of degree n. Simple algebraic operations yield to
S[ρn] = n+ 12 −
∫ ∞
−∞
e−x
2
H˜2n (x) ln H˜
2
n (x)dx. (23)
The logarithmic integral involved in this expression has not yet been determined, in spite of serious attempts for various
authors [43,9–11]. Nevertheless these authors have found its value for large n by use of the strong asymptotics of Hermite
polynomials; it is given as∫ ∞
−∞
e−x
2
H˜2n (x) ln H˜
2
n (x)dx = n+
3
2
− lnpi − ln√2n+ o(1). (24)
Then, from (23) and (24) one has the asymptotical value
S[ρn] = ln
√
2n+ lnpi − 1+ o(1) = ln pi
√
2n
e
+ o(1)
for the Shannon entropy, and
N[ρn] ' pi
√
2n
e
; n 1 (25)
for the Shannon length of the Hermite polynomial H˜n(x). From Eqs. (13) and (25) one finds the following relation
N[ρn] ' pi
√
2
e
(∆x)n; n 1 (26)
between the asymptotical values of the Shannon length and the standard deviation of the Hermite polynomial H˜n [44]. Note
that this relation fulfills the general inequality (7) which mutually relates the Shannon length and the standard deviation.
Since the evaluation of the Shannon S(H˜n) given by Eq. (23) is not yet possible for a generic degree, it seems natural to
try to find sharp bounds to this quantity. Here we do that by use of the non-negativity of the Kullback–Leibler entropy of
the two arbitrary probability densities ρ(x) and f (x) defined by
IKL[ρ, f ] =
∫ ∞
−∞
ρ(x) ln
ρ(x)
f (x)
dx.
Indeed, for ρ(x) = ρn(x), the Rakhmanov density (2) associated to the Hermite polynomials, the non-negativity of the
corresponding Kullback–Leibler functional, yields the following upper bound to S(H˜n):
S[ρn] ≤ −
∫ ∞
−∞
ρn(x) ln f (x)dx. (27)
Then we make the choice
f (x) = ka
1
k
2Γ
( 1
k
)e−xk , k = 2, 4, . . . (28)
duly normalized to unity, as prior density. The optimization of the upper bound (27) for the choice (28) with respect to the
parameter a yields the following optimal bound
S[ρn] ≤ ln
[
Ak〈xk〉
1
k
n
]
, k = 2, 4, . . .
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Table 1
Values of kwhich provide the best upper bound ck,n for the first few values of n.
n 0 1 2 3 4 5 6 7 8 9 10 11 12
kopt 2 6 8 10 12 14 16 16 18 20 22 22 24
ck,n 2.92 4.54 5.57 6.40 7.11 7.75 8.33 8.86 9.36 9.83 10.30 10.70 11.10
with the constant
Ak = 2(ek)
1
k
k
Γ
(
1
k
)
.
Finally, taking into account the expectation values 〈xk〉n of the Rakhmanov density ρn of the Hermite polynomial H˜n(x)
given by Eq. (12), we have that
S[ρn] ≤ ln
 (ek) 1k
k
Γ
(
1
k
)[
k!
Γ
( k
2 + 1
) 2F1 (−n,− k2
1
∣∣∣∣∣ 2
)] 1
k
 ,
and
N[ρn] ≤
 (ek) 1k
k
Γ
(
1
k
)[
k!
Γ
( k
2 + 1
) 2F1 (−n,− k2
1
∣∣∣∣∣ 2
)] 1
k
 ≡ ck,n, (29)
as optimal bounds for the Shannon entropy and Shannon length of H˜n(x), respectively. In Table 1 we give the value kopt of k
which provides the best upper bound ck,n for the first few values of n.
3.4. Fisher length
Finally, let us point out that the Fisher information of the Hermite polynomials H˜n(x) is given [14] by
F [ρn] =
∫ +∞
−∞
{
d
dx
ρn(x)
}2 dx
ρn(x)
= 4n+ 2. (30)
Thus, the Fisher length of these polynomials is
(δx)n = 1√
F [ρn] =
1√
4n+ 2 , (31)
whose values lie down within the interval [0, 1√
2
]. The comparison of this expression with Eq. (13) allows us to point
out not only that the general relation (7) between the Fisher length and the standard deviation is fulfilled, but also that
(δx)n(∆x)n = 12 .
4. Effective computation of the spreading lengths
In this section, we examine and discuss some computational issues relative to the spreading lengths of Hermite
polynomials Hn(x) and their mutual relationships. In contrast with the polynomials orthogonal on a segment of the real
axis for which an efficient algorithm based on the three-term recurrence relation has been recently discovered for the
computation of the Shannon entropy by Buyarov et al. [45], up until now there is no explicit formula, or at least a stable
numerical algorithm, for the computation of the Renyi and Shannon lengths of unbounded orthogonal polynomials, such
as Hermite polynomials, for any reasonable n ∈ N. A naive numerical evaluation of these Hermite functionals by means
of quadratures is often not convenient except for the lowest-order polynomials, since the increasing number of integrable
singularities spoils any attempt to achieve a reasonable accuracy for arbitrary n.
We propose an analytical, error-free and easily programmable computing approach for the entropicmomentsWq[ρn] and
the Renyi spreading lengths LRq[ρn] of the orthonormal polynomials H˜n(x), which are given by Eqs. (18) and (20), respectively,
in terms of the combinatorial multivariable Bell polynomials defined by Eq. (16). This approach requires the knowledge of
the expansion coefficients cl given by Eq. (9) and the determination of the partitions p˜i(m, l) given by Eq. (17). Let us remark
that this analytic approach is to be performed by means of symbolic computational software, and consequently yields the
exact analytic values of the entropic moments. It may take longer than a completely numerical approach for the evaluation
of the corresponding integrals. However, the numerical approach produces a result affected by an error.
In Figs. 1 and 2 we have shown the Renyi lengths LRq[ρn] with q = 2, 3, 4 and 5, and the Shannon length N[ρn] of the
orthonormal Hermite polynomials in terms of the degree n within the range n ∈ [0, 100], respectively. We observe that
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Fig. 1. Renyi lengths LRq[ρn]with q = 2 (+), 3 (), 4 (×), and 5 ( ), in terms of the degree n.
Fig. 2. Shannon length N[ρn] (×) and its optimal upper bound ckopt,n () in terms of the degree n.
both Shannon and Renyi lengths with fixed q have an increasing parabolic dependence on the degree n of the polynomials.
Moreover, this behavior is such that for fixed n the Renyi length decreases when q is increasing. Also, in Fig. 2 we plot the
optimal upper bound ckopt,n for the Shannon length N[ρn] according to Eq. (29).
Finally, for completeness, we have numerically studied the relation of the Shannon lengthN[ρn] and the Onicescu–Heller
length L[ρn] of these polynomials with the standard deviation (∆x)n within the range n ∈ [0, 100]. The corresponding
results are shown in Figs. 3 and 4, respectively. We observe that when n varies from 0 to 100, the two spreading lengths
have a quasilinear behavior in terms of the standard deviation. Moreover, we found the fit
N[ρn] = 1.723(∆x)n + 2.00 (32)
for the Shannon length, with a correlation coefficient R = 0.999998, and
L[ρn] = 1.204(∆x)n + 2.92,
for the Onicescu–Heller length or second-order Renyi length with a correlation coefficient R = 0.99994. In fact, the global
dependence of N[ρn] on (∆x)n is slightly concave, being only asymptotically linear according to the rigorous expression
(26), i.e. N[ρn] ' pi
√
2
e (∆x)n ' 1.63445(∆x)n for n  1, which is in accordance with (32). It is worthwhile remarking
(i) the nα behavior with α > 0 of the global spreading lengths (standard deviation, Renyi and Shannon lengths) and (ii) the
n−
1
2 -law which is followed by the (local) Fisher length. This difference may be associated to the gradient-functional form
(6) of the Fisher length, indicating a locality property in the sense that it is very sensitive to the oscillatory character of the
polynomials.
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Fig. 3. Renyi lengths LRq[ρn]with q = 2 (+), 3 (), 4 (×), and 5 ( ), in terms of the standard deviation (∆x)n for n ∈ [0, 100].
Fig. 4. Shannon length N[ρn] in terms of the standard deviation (∆x)n for n ∈ [0, 100].
5. Application to the harmonic oscillator
The states of the one-dimensional harmonic oscillator, with a potential V (x) = 12λ2x2, are determined by the following
probability density
ρHOn (x) =
√
λ
2nn!√pi e
−λx2
(
Hn(
√
λx)
)2
where Hn(x) are the orthogonal Hermite polynomials [2]. Since H˜n(x) = (2nn!√pi)− 12Hn(x), this density can be expressed
in terms of the Rakhmanov density of the orthonormal Hermite polynomials H˜n(x) defined by Eq. (10) as follows:
ρHOn (x) =
√
λρn(
√
λx).
Taking this into account, we obtain for the harmonic oscillator the following expressions
〈xk〉HOn = λ−
k
2 〈xk〉n; k = 0, 1, 2, . . .
Wq[ρHOn ] = λ
q−1
2 Wq[ρn]; q = 0, 1, 2, . . .
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for the ordinary and entropic moments, and
S[ρHOn ] = − ln
√
λ+ S[ρn],
F [ρHOn ] = λF [ρn],
for the Shannon and Fisher information measures in terms of the corresponding quantities of the Hermite polynomials,
whose values are given by Eqs. (12), (18), (23) and (30), respectively. Then, it is straightforward to find that all the uncertainty
measures of the harmonic oscillator (namely, standard deviation and Renyi, Shannon and Fisher lengths) are equal, save
for a multiplication factor λ−
1
2 , to the corresponding spreading lengths of the Hermite polynomials which control their
wavefunctions. This is to say that
(∆x)HOn = λ−
1
2 (∆x)n, LRq[ρHOn ] = λ−
1
2 LRq[ρn]
N[ρHOn ] = λ−
1
2N[ρn], (δx)HOn = λ−
1
2 (δx)n,
whose values can be obtained by keeping in mind Eqs. (13) and (20)–(23) and (31), respectively. Finally, let us indicate that
the same phenomenon may be observed for all the quantum mechanical potentials, whose wave functions are controlled
by Hermite polynomials
6. Open problems
Here we want to pose the following unsolved problems: to find the asymptotics of the frequency or entropic moments
Wq[ρn] defined by
Wq[ρn] =
∫ ∞
−∞
[
ωH(x)H˜2n (x)
]q
dx =
∫ ∞
−∞
e−qx
2
[
H˜n(x)
]2q
dx, q ≥ 1 (33)
in the two following cases:
• n→∞, and q ∈ R fixed.
• q→∞, and n ∈ N fixed. (34)
Up until now, the only known result is due to Alexander Aptekarev et al. [9,8,43] who have shown that these quantities,
which are weighted L2q-norms of the orthonormal Hermite polynomials H˜n(x) as
Wq[ρn] =‖ H˜n(x) ‖2q2q,
behave asymptotically (n→∞) as
Wq[ρn] =
(
2
pi
)q Γ (q+ 12 )Γ (1− q2 )
Γ (q+ 1)Γ ( 32 − q2 ) (2n+ 1)
1−q
2 (1+ o(1))
when q ∈ [0, 43 ]. To extend and generalize this result in the sense mentioned above, it might be useful for the interested
reader to keep in mind the two following related results:
(a) Lars Larsson-Cohn [46] studied the Lp-norms of the monic Hermite polynomials hn(x), orthogonal with respect to the
Gaussian weight ωG(x) = (2pi)− 12 exp
(
− x22
)
, defined by
‖h‖p =
(
1
2pi
) p
2
{∫ ∞
−∞
e−
x2
2 |hn(x)|pdx
} 1
p
.
Keeping in mind that ‖h‖n =
√
n!, he found the following asymptotical (n→∞) result
‖h‖p =
{
c(p)n−
1
4
√
n!(1+ O(n−1)), if 0 < p < 2
c(p)n−
1
4
√
n!(p− 1) n2 (1+ O(n−1)), if 2 < p <∞
with the values
c(p) =

(
2
pi
) 1
4
(
2
2− p
) 1
2p
{
Γ
( p+1
2
)
√
piΓ
( p+2
2
)} 1p , for p < 2(
2
pi
) 1
4
(
p− 1
2p− 4
) p−1
2p
, for p > 2.
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However, the asymptotics of the entropic momentsWq[hn] of the Hermite polynomials hn(x) defined by
Wq[hn] =
∫ ∞
−∞
[
ωG(x)h2n(x)
]q
dx =
(
1
2pi
) q
2
∫ ∞
−∞
e−
q
2 x
2
[hn(x)]2q dx (35)
has not yet been found.
(b) Ruth Azor et al. [39] have used combinatorial techniques for the asymptotics (n → ∞) of the following functionals of
the Hermite polynomials Hn(x) orthogonal with respect to e−x
2
:
Zk[Hn] :=
∫ ∞
−∞
e−x
2 [Hn(x)]kdx, k ∈ N.
They were only able to solve it in the particular non-trivial case k = 4, where
Z4[Hn] = 34n
√
3
pi
62n
(n!)2
{
1− 1
4n
+ 3
16n2
+ O(n−3)
}
.
Besides, they have also considered the asymptotics (k→∞) of Zk[Hn] as well as that of the quantities
Dk[Hn] :=
√
2
pi
∫ ∞
−∞
e−2x
2
[
H˜n(x)
]k
dx,
finding the following results
Zk[Hn] ∼
[
1+ (−1)kn] (2kn−1pi) 12 (kn
e
) kn
2
e−
n−1
2 , for k 1
Dk[Hn] ∼ 1+ (−1)
kn
√
2
(
kn
e
) kn
2
e−(n−1), for k 1.
The solution of the problems (33)–(34) and/or (35), and the full determination of the asymptotics of Zk[Hn] and Dk[Hn]
for (n → ∞, k ∈ R), either by means of an approximation-theoretic methodology [9,8,43,46] or by use of combinatorial
techniques [39,40], is of great relevance from both mathematical and applied points of view from obvious reasons, keeping
in mind the physico-mathematical meaning of these quantities as previously mentioned. It is worthwhile remarking that,
in particular, the quantity Wq[ρn] is not only the (2q)th-power of the L2q-norm of the Hermite polynomials, but it also
represents the entropic moment of order q of the harmonic oscillator and their isospectral physical systems, which fully
determines the Renyi and Tsallis entropies of these objects.
7. Conclusions
In this paper we have introduced new direct measures of orthogonal-polynomials spreading other than the root-mean-
square or standard deviation ∆x which have an information-theoretic origin; namely, the Renyi, Shannon and Fisher
length. They share with ∆x various interesting properties: the same units as the variable, invariance under translations
and reflections, linear scaling, vanishing in the limit that the variable tends towards a given definite value, and a global
character. In contrast with∆x, they do not depend on any particular point of the orthogonality interval which allows them
to be considered as proper spreading lengths.
The Renyi and Shannon lengths are power-like and logarithmic functionals of the polynomial pn(x) while Fisher length
is a gradient functional of it, which allows one to state that the former lengths are global measures and the latter one has a
locality property. For the Renyi length of the orthonormal Hermite polynomials H˜n(x) we have developed a computational
methodology which is based on the combinatorial multivariable Bell polynomials whose arguments are controlled by the
expansion coefficients of H˜n(x). For the Shannon length of these polynomials, since it cannot be calculated explicitly, we give
(i) its asymptotics and the relation with the standard deviation, and (ii) sharp upper bounds by means of an information-
theoretic-based optimization procedure. Moreover, it is computationally found that the second-order Renyi length (also
called Onicescu–Heller length) and the Shannon length, linearly depend on the standard deviation of the polynomials. On
the other hand, the Fisher length is analytically shown to have a reciprocal behavior with ∆x mainly because of its local
character.
Finally, the previous results have been applied to the quantum-mechanical harmonic oscillator, and some open problems
related to the asymptotics of the frequency or entropic moments of Hermite polynomials are posed. Their solution would
allowonenot only to complete thiswork but also to considerably extend the related findings of various authors in connection
to the Lp-norms of Hermite polynomials [9,8,43,39,46].
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Appendix. pth-power of a polynomial of degree n and Bell polynomials
Consider the polynomial yn(x)with degree n,
yn(x) =
n∑
k=0
ckxk.
Its pth-power is
[yn(x)]p =
(
n∑
k=0
ckxk
)p
=
∑
pi(p)
p!
j0!j1! · · · jn! (c0x
0)j0(c1x1)j1 · · · (cnxn)jn ,
where the sum is defined over all the partitions pi(p) such that j0 + j1 + · · · + jn = p.
The previous expression of [yn(x)]p can be written as
[yn(x)]p =
∑
pi(p)
p!
j0!j1! · · · jn! c
j0
0 c
j1
1 · · · c jnn xj1+2j2+···+njn =
np∑
k=0
Ak,p(c0, . . . , cn)xk,
where
Ak,p(c0, . . . , cn) =
∑
p˜i(k,p)
p!
j0!j1! · · · jn! c
j0
0 c
j1
1 · · · c jnn
where the sum is defined over all the partitions p˜i(k, p) such that
j0 + j1 + · · · + jn = p, and j1 + 2j2 + · · · + njn = k.
The Bell polynomials are defined as
Bm,l(c1, c2, . . . , cm−l+1) =
∑
pˆi(m,l)
m!
j1!j2! · · · jm−l+1!
( c1
1!
)j1 ( c2
2!
)j2 · · ·( cm−l+1
(m− l+ 1)!
)jm−l+1
where the sum is defined over all the partitions pˆi(m, l) such that
j1 + j2 + · · · + jm−l+1 = l, and j1 + 2j2 + · · · + (m− l+ 1)jm−l+1 = m.
The relation between the coefficients Ak,p(c0, . . . , ck−p+1) and the Bell polynomials can be established as
Ak,p(c0, . . . , cn) = p!k!
p∑
j0=0
c j00
j0! Bk,p−j0(c1, 2!c2, . . . , (k− p+ j0 + 1)!ck−p+j0+1),
where ci = 0 for i > n.
From Eq. (31) from [20] we obtain that
1
k!
p∑
j0=0
c j00
j0! Bk,p−j0(c1, 2!c2, . . . , (k− p+ j0 + 1)!ck−p+j0+1) =
1
(k+ p)!Bk+p,p(c0, 2!c1, . . . , (k+ 1)!ck).
Then,
Ak,p(c0, . . . , cn) = p!
(k+ p)!Bk+p,p(c0, 2!c1, . . . , (k+ 1)!ck),
where, again, ci = 0 for i > n.
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