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1. General Introduction 
Organic semiconductors, which are used in organic light-emitting diodes (OLEDs), 
organic field-effect transistors (OFETs), and organic solar cells, attracted considerable 
interest because of their charge-transport properties. The performance of organic 
semiconductors has been enhanced to match that of inorganic semiconductor such as 
silicon as reported in recent studies [1–5]. In most of these studies, intensive effort has 
been devoted to enhancing the charge mobility, which is an important factor when 
evaluating the performance of organic semiconductors [6–9]. 
OLEDs have gained prominence as a new technology for displays and illuminations. 
OLEDs exploit the advantages of flexible, lightweight, workable, and low cost materials. 
These features are very attractive for application in daily life. However, the 
performance of OLEDs is still unsatisfactory for widespread application because the 
quantum efficiency of the electroluminescence is low in practice. Therefore, extensive 
research has been devoted studying the phenomena of the emission phenomena of 
OLEDs to understand the fundamental mechanisms, to garner understanding for 
developing materials with higher efficiency [4,6,10–24], and to improve the emission 
efficiency of OLEDs. In this thesis, we investigate the charge-recombination process, 
specifically in OLED emission. 
The charge-recombination process in OLEDs is the final process prior to emission. 
This involves the collapse of the positive and negative charges after the moving positive 
or negative charge is injected from the electrode. This process puts the system in the 
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excited state, and the excited-state molecule emits photons in the OLEDs. This process 
strongly influences the emission efficiency of OLEDs. However, it is difficult to 
observe this process experimentally. Thus, we tackled this process via the 
computational approach to enable investigation of the mechanism. 
Among several computational methods, the ab initio approach provides a reliable 
way to approximately solve the Schrödinger equation for electrons in atoms and 
molecules. Because the ab initio method describes the electronic structure with 
molecular orbitals, we can analyze systems at the quantum mechanical level. In 
particular, density functional theory (DFT) is the most popular method used in 
computational quantum chemistry. DFT can describe the electron correlation effect with 
low computational cost as compared to post-Hartree-Fock theories, e.g. configuration 
interaction, Møller-Plesset perturbation theory, coupled cluster theory, etc. However, 
DFT tends to delocalize electrons in the systems due to the self-interaction error. Hence, 
conventional DFT cannot suitably describe the charge-separated state, where one side is 
positively charged and the other side is negatively charged. 
This thesis required the computational scheme using constrained density functional 
theory (CDFT) because the CT-state dimer is a charge-separated system. CDFT can 
suitably treat charge-separated systems that conventional DFT fails to describe. CDFT 
was developed by Van Voorhis, and coauthors [25–30], and has attracted the attention 
of many researchers [24,29,31–36]. However, CDFT does not have a good convergence 
due to several technical difficulties. Therefore we improved the generation scheme of 
the initial density matrix [37]. Treating a dimer system, the initial density matrix of the 
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dimer is generated by combination of the monomer density matrices. We found that this 
technique enables reduction of the number of required CDFT-SCF cycles and shortens 
the time required for convergence. CDFT describes the charge-separated state, which is 
difficult to compute using conventional DFT; thus, the former permits detailed 
evaluation of the charge-recombination process. Moreover, CDFT can be widely 
applied to inter-molecular electron separated systems. This technique is also applied to 
dividing methods such as the fragment Kohn-Sham (f-K-S) method [38] for large 
biological systems, proteins and DNA, and can circumvent several shortcomings of the 
f-K-S method.  
We used an approach termed the “four-point method” based on Marcus theory 
because the charge-recombination reaction is a type of electron-transfer reactions. The 
four-point method is a simple way to estimate the parameters of the Marcus-Hush 
equation, i.e. the reorganization energy λ, the driving force −ΔG0, the activation energy 
ΔG‡, and the coupling matrix element Hab [39]. The Marcus-Hush equation based on 
Marcus theory is defined to estimate the electron-transfer rate constant. The four points 
combine the electron states and the reaction coordinates (i.e. the structure) of the initial 
and final states. In the four-point method, the parameters of the Marcus-Hush equation, 
except for the coupling matrix element are defined by the difference between the 
energies of the four points. The coupling matrix element is obtained by the approach 
based on CDFT, which was developed by Wu and Voorhis [28]. 
For some of the OLEDs materials, we focused on poly-paraphenylenevinylene (PPV; 
Scheme 1-1), which is a polymer of phenylenevinylene. PPV is a currently 
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well-researched OFET material [4,10,15,40–54]; for example, the high quantum 
efficiency of the derivatives of PPV as an OLED material has been reported by Cao et 
al. [55]. Herein, focus was placed on investigating the intermolecular orientation, the 
conjugation length, and the side-chain effects at the oligomer level as a model 
“chromophore”. When PPV is used as an OLED material, the emitting layer of PPV 
becomes amorphous. This layer contains the “chromophores”, which are the sequential 
conjugated units. In the amorphous form of PPV, the chromophores adopt many 
orientations. PPV is an amenable system for evaluation of the orientation because the 
PPV has a planar structure. Moreover, the chromophores are easily defined as the model 
system, because if the structure adopts a planar configuration, it is conjugated. 
 
For the CDFT calculation, the dimer model system was developed by combining the 
donor and the acceptor of oligo-paraphenylenevinylene (OPV). We employed OPV, 
which is a congener of PPV with reduced number of units, for the model systems 
because PPV is too large for computational analysis. We consider two states of the 
charge-recombination process: the initial state (before charge-recombination) and the 
final state (after the charge-recombination). The initial state is the charge-separated state, 
which is described as the system combining the radical anion as the electron donor 
 
Scheme 1-1. Chemical structure of PPV, where n is the polymerization 
number. 
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molecule and the radical cation as the electron acceptor molecule. The final state is the 
exciton state, which is a dimer state in which the ground and excited states of the OPV 
monomer are combined. 
In this study, we found that the orientation in the collapsing injected-charge region, 
the length of the chromophores, and the substitution of bulky electron-donating 
side-chains are important factors influencing the emission efficiency of PPV. These 
findings should aid the development of high-performance OLED materials. OLED 
displays are not popular at present; however, the present studies about OLEDs sould 
lead to the development of OLEDs with lower prices, longer life, and eco-friendliness. 
Further, we suggest that the CDFT-approach used in this thesis is a powerful tools for 
computation of the electron-transfer systems that are difficult for the conventional DFT 
and the post Hartree-Fock theories to describe. 
It is found that the recombination reaction of PPV lies in the Marcus inverted region, 
which is considered to be the general trend for the charge-recombination of PPV. This 
means that the rate constant of the charge-recombination reaction decreases with an 
increase of the driving force −ΔG0. In the “normal region”, on the other hand, the 
electron-transfer rate constant increases with increasing driving force. 
The structure of this thesis is as follows: in Chapter 2, we explain the theoretical 
background of this work including how to compute the electron-transfer rate. In 
particular, DFT and Marcus theory are explained. In Chapter 3, we discuss the charge 
recombination rate constant and the intermolecular orientations in three OPV units 
referred to as OPV3. We investigate the charge recombination rate constants for various 
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intermolecular orientations of the dimer system, where either the donor or the acceptor 
molecule rotates along the molecular axis. It is suggested that the rotations of the 
acceptor molecule promote the charge-recombination reaction and that rotation of the 
donor molecule hinders the charge-recombination reaction. In Chapter 4, the 
conjugation length and the side-chain effect for the charge recombination rate constant 
of the OPVn are discussed. The effect of the conjugation length is evaluates based on 
the n-dependency of OPV unit (n=2~4) and the effect of terminal groups with/without 
extended conjugation. We also investigate the side-chain effect by focusing on OPV3 
derivatives modified with ethoxy, cyano and fluoro groups. The data suggests that the 
charge-recombination reaction occurs and that the large size electron donating 
side-chains facilitate charge-recombination with increasing conjugation length. Finally, 
the general conclusions are presented in Chapter 5. 
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2. Theoretical background 
2.1. Density Functional Theory 
Molecular orbital theory as Hartree-Fock (HF) method is used for the electronic 
structure calculation of molecules. However, since Kohn-Sham method is developed in 
1965, density functional theory (DFT) started has been used for many-body problems in 
atoms and molecules. Recently, DFT is widely applied to various fields, i.e., solid states, 
biological systems. 
The original idea of DFT was proposed by Thomas and Fermi, who suggested that 
the fundamental variation of a system is the electron density ρ(r) instead of wave 
function, and after a few years their theory was expanded by Dirac. Now their theory is 
called as Thomas-Fermi-Dirac model [56–58], or orbital free model. The functional of 
energy for atomic systems is written as 








  … (2.1) 
where the first term in the right side is kinetic energy T[ρ], the second term is 
nuclear-electron attraction energy integral Vne[ρ], and the third term is Coulomb integral 
J[ρ]. 
Furthermore, the integral of the electron density over all space equals the total 
electron number. 
drρ(r)∫ = N.        …(2.2)  
The minimization of E[ρ] using Lagrange multiplier method with the above 
constraint can get the atomic energy. 
 12 
ΩTFD[ρ] = ETFD[ρ]−µ drρ(r)∫ − N{ }     …(2.3) 
Two Hohenberg-Kohn (H-K) theorems [59] were established from this. The first H-K 
theorem is that the external potential v(r) is uniquely determined by the ground state 
density ρ(r). From this theorem, Ev, which E determined for v, is written as 
Ev[ρ] = T[ρ]+Vee[ρ]+Vne[ρ]
= FHK[ρ]+ ρ(r)v(r)dr∫ ,
     …(2.4) 
FHK[ρ] = T[ρ]+Vee[ρ] . …(2.5) 
The second H-K theorem is that the two energies must obey the variational principle. 
i.e. if the trial density function !ρ(r)  is !ρ(r) ≥ 0  and !ρ(r)dr∫ = N , E[ρ] must be 
grater than or equal to the true ground state energy E0. 
Moreover Kohn-Sham method [60] was made for applying those theories for the 
practical problems. Kohn and Sham rewrote the kinetic energy Ts for electrons without 
the interaction as 













      …(2.6) 
It can rewrite F as 
F[ρ] = Ts[ρ]+ J[ρ]+Exc[ρ] ,     …(2.7) 
where exchange-correlation enegy, Exc, is defined as 
Exc[ρ] = T[ρ]−Ts[ρ]+Vee[ρ]− J[ρ] .     …(2.8) 
Then, Lagrange multiplier is defined as 
µ = veff (r)+
δTs[ρ]
δρ(r) ,       …(2.9) 
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where KS effective potential, veff(r), is defined as 





= v(r)+ ρ( !r )r− !r d !r + vxc (r)∫ ,
    …(2.10) 
vxc (r) =
δExc[ρ]
δρ(r) .      …(2.11) 











    
 …(2.12) 
The most important feature of DFT is that DFT can include the electron correlation 
effect relatively easer than the post Hartree-Fock (H-F) theories. The post H-F theories 
such as configuration interaction (CI) and Møller-Plesset perturbation theory [61] need 
sophisticate calculations to include the electron correlation effect. Those methods are 
very high-computational cost, and further CI method is not free from the 
size-inconsistency problem. On the other hand, DFT can consider the electron 
correlation effect without sophisticate calculation, where the electron correlation effect 
is implicitly included through the exchange-correlation functional form. 
2.1.1. Local Density Approximation 
Since the exact exchange-correlation functional Exc expression is not found yet, we 
apply the approximation for Exc. The simplest approximation is “local density 
approximation” (LDA): 
ExcLDA[ρ] = ρ(r)εxc dr∫ ,      (2.13) 
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where εxc is the exchange-correlation energy in the local density ρ of a uniform electron 
gas. [62,63]  
2.1.2. General Gradient Approximation 
However, because the local density does not change around all over the system in the 
LDA approximation, the exchange-correlation energy tends to be overestimated. 
Therefore several types of exchange-correlation functional were developed, e.g. 
generalized gradient approximations (GGAs), meta-GGAs, and hybrid functionals. 
2.1.3. B3LYP functional 
To use density functional theory for the practical problems such as electrons in atoms, 
molecules and solids, we should choose the good exchange-correlation functional for 
the system that we want to know. B3LYP [64], which is I used in this thesis, is a hybrid 
functional and the most popular functional for treating molecular systems. Hybrid 
functional is developed from a combination with the exchange-correlation functionals 
and the Hartree-Fock exact exchange functional. The exact exchange functional 
improves the effect around the interacting regions. The exchange-correlation functional 
set of B3LYP is given by:  
EXC = EXCLSDA + a0 (EXexact −EXLSDA )+ aXΔEXB88 + aCΔECPW91 ,   (2.14) 
where a0, aX, and aC are semi-empirical coefficients (each values are optimized to 0.20, 
0.72, and 0.81), 𝐸!!"#$% is the exact exchange energy, 𝛥𝐸!!"" is Becke’s 1988 gradient 
correction (for LSDA) for exchange, and 𝛥𝐸!!"#$ is the 1991 gradient correction for 
correlation by Perdew and Wang. [64] This functional shows very good accuracy for 
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various systems in computational chemistry. 
2.2. Constrained Density Functional Theory 
In DFT, the delocalized electronic structure is erroneously estimated to be a more 
stable state than the charge-localized structure owing to the self-interaction error. [65] 
For this reason, several methods have been developed to correct this error: the 
self-interaction correction by Perdew and Zunger, [66] the DFT+U method using the 
Hubbard U model, [67] the long-range correction scheme, [68] and the constrained DFT 
(CDFT). Especially, CDFT is a method which imposes constraints on the charge or spin 
density of arbitrary molecular fragments [25,26,29]. 
In CDFT, the difference in the charge or spin density between arbitrary fragments is 
constrained. A general constraint on the density is described as 
,     …(2.15) 
where wc(r) is the weight function that defines the constrained property, ρ is the charge 
density, σ represents the α or β spin, and Nc is the net difference in charge between the 
donor and the acceptor, i.e., Nc = (ND − NA)/2. The weight function is for the 
spin constraint. The following energy functional, which is added to this constraint term 
via a Lagrange multiplier Vc, is minimized during the SCF optimization. 
.   …(2.16) 
Here, we demonstrate a typical example of the constraint term in CDFT when the 
region C is constrained as shown in Figure 2-1. First, if the charge density is 
constrained, then 















On the other hand, if the spin density is constrained, then 
 …(2.18) 
where ρs is the spin density.  
 
2.2.1. Coupling Matrix Element Hab 
Furthermore, Wu and Van Voorhis have developed a CDFT method to calculate the 
electronic coupling matrix element Hab [28,29,34]. The following matrix H is obtained 
by using Vcwc solved in the CDFT calculation: 
     …(2.19) 
where the matrix elements are 




C∫( )− ρα (r)drNC∫ + ρβ (r)drNC∫( )
= ρ(r)dr




C∫( )− ρα (r)drNC∫ − ρβ (r)drNC∫( )














Figure 2-1. Region C is constrained region, and Region NC is non-constrained 
region. 
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      …(2.21) 
    …(2.22) 
    …(2.23) 
and 
 …(2.24) 
By orthogonalization between ΦD and ΦA, we can obtain the coupling matrix element 
Hab as the off-diagonal element. 
2.2.2. Fragmented initial density matrix for CDFT calculations 
To improve the convergence in the CDFT calculations, we applied the fragmented 
initial density matrix comprising the monomer charge densities. For instance, in Figure 
2-1 the charge density matrices D1 of Region C and D2 of Region NC are put on the 
diagonal blocks of the initial density matrix of the dimer as follows: 
     …(2.25) 
Using this initial density matrix can decrease the number of required CDFT-SCF 
cycles and speed up the convergence. We confirmed that the computational results 
agreed with those obtained without using the fragmented initial density matrix in 
several test calculations [37]. 
2.2.3. Method for Electron population 
In molecular systems, the well known methods to partition the total electron density 
HAA = EA
HDA = ΦD H +VcAwc −VcAwc ΦA
= FA ΦD ΦA −VcA ΦD wc ΦA
HAD = FD ΦA ΦD −VcD ΦA wc ΦD
F = ΨD H +VcAwc ΨA = E[ρc ]+Vc wc (r)ρ(r)dr = E +VcNc.∫










into each atom, i.e., atomic population schemes, were developed by Mulliken [69], 
Löwdin [70], and Becke [71]. In this thesis, we used Becke’s multicenter integration 
scheme for the weight function in the CDFT calculations because we found after several 
test calculations that Becke scheme is best for CDFT among those schemes. 
Becke’s multicenter integration scheme uses fuzzy cell to softly divide the system. 




,       …(2.26) 
where, ri and rj denote the distances of electron to nuclei i and j, and Rij is the 
inter-nuclar separation. Next, an odd function f and a two-term polynomial p are made 
for a cell function P. 
f3(µ) = p{p[p(µ)]},
p(µ) = 32µ − 12µ
3,      …(2.27) 
Pi (r) = 12 1− f3(µij )"# $%
j≠i
∏ .     …(2.28) 






      …(2.29) 
N = 2 wn (r)ρ(r)dr∫
n
N /2
∑      …(2.30) 
In CDFT, the weight function is defined from this electron population scheme. 
wc( )λν = φλ (r)wn (r)φν (r)dr
n∈C
∑     …(2.31) 
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2.3. Marcus theory 
In this thesis, we used the theory for the rates of non-adiabatic electron transfer 
reaction proposed by R. A. Marcus [72]. If the electron-transfer reaction behaves on 
Franck-Condon principle, i.e. the inner and outer reorganization occur after the electron 
transfer, the energy diagram is illustrated as Figure 2-2. 
 
By using CDFT, we estimated the driving force, −ΔG0, the reorganization energy, λ 
using the four-point method [39]:  
ΔG0 = E(Qf//Φf) − E(Qi//Φi),    …(2.32) 
λ = E(Qi//Φf) − E(Qf//Φf),     …(2.33) 
where Qf and Qi are the geometries of the final and initial states, respectively, and Φf 
and Φi are the electronic states of the final and initial states, respectively. The 
corresponding combination of the molecular structure and the electronic structure for 
Figure 2-2 are shown in Table 2-1. 
 
Figure 2-2. Schematic free-energy curves obtained by Marcus theory for the 
electron-transfer (ET) process. Parabolas a and b are the initial and final 
electronic states, respectively. Points (I) and (III) represent the geometry of 






















where kB and ħ are the Boltzmann and Dirac constants, respectively, kET is the electron 
transfer rate constant, T is the absolute temperature, and Hab is the coupling matrix 
element. Then, the activation energy ΔG‡ is defined as 
ΔG‡ = (ΔG
0 +λ)2
4λ .      …(2.35) 
From this equation, it is found that ΔG‡ = 0 if −ΔG0 = λ, ΔG‡ > 0 if −ΔG0 < λ or −ΔG0 > 
λ, and that ΔG‡ is greater with increasing the absolute value of (ΔG0 + λ). When −ΔG0 
> λ, it is called “inverted region”. The inverted region is first reported in the study of 
charge recombination reaction by Miller [73] and studied for the various systems. 
Table 2-1. Molecular and electronic structures at the four points in Figure 
2-2. 
System Molecular structure Electronic structure 
(I) Qi Φi 
(II) Qi Φf 
(III) Qf Φi 
(IV) Qf Φf 
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3. Molecular Orientation and Charge Recombination in 
Poly(para-phenylenevinylene) 
3.1. Introduction 
The emissive electroluminescence layer of OLED is a film of an organic 
semiconductor. OLEDs often use a thin polymer film fabricated by vacuum 
evaporation/sublimation or solution-casting or printing technologies. In the case of 
solution-casting technology, the performance of the OLEDs is strongly affected by the 
type of solution. For example, a poly-paraphenylenevinylene (PPV)-based polymer 
film with chlorobenzene solvent exhibits larger field-effect hole mobility than one with 
toluene. This difference in the hole mobility is attributed to the difference in the 
molecular alignment in the film [41,74]. 
Generally, π-conjugated molecules such as PPV often aggregate in a π-stacked 
form [75,76]. These π-stacked structures have a large transfer integral; this parameter 
represents the probability of adiabatic electron transfer (ET) in the conjugated 
material [3,6,77,78]. On the other hand, the mobilities in the crystalline derivative of 
tetrathiafulvalene increase in the order of partial stacking, lamella (stacking), and the 
herringbone structure. Similarly, the herringbone structures of rubrene and tetracene 
exhibit very high mobilities of 24.5 and 5 cm2 V−1 s−1, respectively. According to 
previous studies, these high mobilities in the herringbone structure are due to the small 
grain-boundary effect [1] and the small electro static repulsion in the herringbone 
structure [2] than that in the π-stacked structure. This indicates that the transfer integral 
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alone is insufficient to discuss the ET reaction. We focus on not only the transfer 
integral but also the other parameters in Marcus theory: the driving force −ΔG0 and 
reorganization energy λ. As explained in Section 3.2.2, because these parameters are 
inside the exponential in the equation for the ET rate constant (equation (1)). 
PPV is used in OFETs such as OLEDs and in organic solar cells using the opposite 
reaction to that in OLEDs [4]. PPV has thus attracted considerable attention as an 
OLED material [43]. The working principle of the luminescence process of PPV as an 
OLED material is based on charge injection as shown in Figure 3-1; first, electrons and 
holes are injected from the electrodes to the PPV layer, and the collision between holes 
and electrons with charge recombination induces an ET reaction. Then the holes and 
electrons form excited acceptor molecules, and the PPV emits light when it returns to 
the ground state. 
 
The maximum ratio of the quantum efficiencies for electroluminescene and 
photoluminescenece (QE(EL)/QE(PL)) is theoretically 25% because of the generation 
ratio of the singlet to the triplet. However, Cao et al. [55] have measured the efficiency 
of PPV-based OLEDs to be as high as ~50% in experiments. To clarify the origin of 
 
Figure 3-1. Luminescence process based on charge injection. The blue 
shaded area shows the charge recombination process focused on in this 
study. D and A represent the donor and acceptor molecules, respectively. In 
this study, we concentrate the triplet-triplet charge recombination process. 
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such a high efficiency, Shuai et al. [79] investigated the behavior of excitons within the 
π-electron approximation. According to their results, a high efficiency is achieved in the 
coherent electronic state, i.e., strong coupling. However, heir study did not consider the 
structural dependence, that is, hey computed only cofacial arrangement in which PPV 
molecules were separated by 4.0 Å in their model of the bulk structure of PPV. 
In this thesis, we provide new perspectives that are different from those in previous 
studies concerning the use of PPV as an organic semiconductor in the following two 
points. First, previous studies discussed hole and/or electron transfer but not the charge 
recombination process. Second, these studies included the orientations applied for the 
model system of PPV treat only shifted on face-to-face orientation or yawing by Euler 
angle (the rotation of the molecule around the vertical axis for a plane) [2,79–82], even 
though the crystal structure of PPV has a rolled or pitched structure and a similar 
structure can appear in a thin film of PPV. The crystal structure of PPV has herringbone 
packing [83]. The setting angle in the structure has been estimated to be between 56 and 
68˚. If PPV forms a thin film, its morphology will be amorphous. According to previous 
experimental study, the structure is cylindrical with a local stack structure, and its 
horizontal cross section has the edge-to-face form [84]. In this study, we focus on the 
charge-recombination process, which is the final state before the luminescence process, 
and the molecular alignments in the case of cofacial π-stacks and roll displacements. 
We calculate the charge recombination process and the Marcus parameters for the 
charge recombination process of PPV using constrained density functional theory 
(CDFT; details in Section 2.2) [25,26,28,29,85]. Although the charge recombination 
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rate constant of the cofacial orientation in our study is very small (on the order of 10−18), 
several rotations result in a large recombination rate constant of up to ~108. Further, we 
show that the angle of rotation is considerably different for the donor and acceptor 
molecules. 
3.2. Models and Methods 
3.2.1. Models 
Because PPV polymers are too large for CDFT calculations, we used 
oligo-paraphenylene vinylene, which contains three units (OPV3), as a model system 
for PPV. The dimer system consists of two molecules that are donor and acceptor 
molecules. The initial state of OPV3 dimer is the complex of the radical anion (D•−) and 
radical cation (A•−) OPV3 monomer (i.e., polaron pair), which we represent as 
{D•−…A•+}. The final state of the OPV3 dimer is the complex of the ground state (1D) 
and T1 excited state (3A*) of OPV3 monomer (i.e., exciton pair), we represent as 
{1D…3A*}. The monomer structures, D•−, A•+, 1D, and 3A*, for generating dimer pairs 
are optimized, respectively, and arranged as the dimer systems. 
The molecular center-to-center distance in the face-to-face dimer is set to be 4.0 Å, 
similar to the reported in previous studies [79–81]. Upon rotational orientation, the 
donor or acceptor of the dimer is rotated around the principal axis of inertia (the x-axis 
in Figure 3-2). We refer to this as roll rotation by the Euler angle. 
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In tilted orientations, the default site-site distance was set to be 2.9 å for the closest 
hydrogen-hydrogen distance between the tilted and planar sites (Figure 3-3). 
 
In the investing of the possible form of the dimer in the charge-recombination process 
of OPV3, the charge transfer properties of the crystal form will provide information on 
the likely OPV3-dimer system. However, we have no data for the OPV3 crystal. As an 
alternative, to find the likely OPV3-dimer form, we investigate the methyl-substituted 
OPV3 (OPV3-methyl, Scheme 3-2) system, because the single-crystal structure has 
been determined by X-ray analysis. Thus, the geometric alignment of the OPV3-methyl 
 
Figure 3-2. Principal axis of inertia of OPV3. 
 
Figure 3-3. Closest-contact distance when the upper molecule is tilted (left) 
and rotated from 10˚ to 90˚ (right). 
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dimer that minimizes the root-mean-square deviation for the crystal structure was 
calculated using ‘Pair Fitting’ in PyMOL. 
 
3.2.2. Charge-recombination process calculations 
We focus on the charge-recombination factor kCR and its parameters in the 
Marcus-Hush equation, i.e., the reorganization energy λ, the driving force −ΔG0, and 
the transfer integral Hab. Using Marcus theory, we predict kCR and the parameters of the 
four states, which can be represented as combinations of the electronic and molecular 
structures of the initial and final states shown in Figure 2-2 and Table 3-2. 
 
 
3.3. Computational Details 
Geometry optimization of the monomers was performed at the B3LYP/6-31G(d) 
level with the Gaussian09 package. Dimer calculation by CDFT was performed using a 
program developed in our laboratory at the same level of theory. In all CDFT 
 
Scheme 3-2. OPV3-methyl 
Table 3-2. Molecular and electronic structures at the four points in Figure 
2-2. 
System Molecular structure Electronic structure 
(I) {D•−-A•+} {D•−-A•+} 
(II) {D•−-A•+} {1D-3A*} 
(III) {1D-3A*} {D•−-A•+} 
(IV) {1D-3A*} {1D-3A*} 
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calculations, we used the Becke weight population scheme to define the weight 
functions. The electronic coupling matrix element Hab was calculated using the 
Kohn-Sham orbitals and the parameters Vc in the dimer calculations using our program. 
In addition, we used the fragment initial density matrix to improve the convergence 
performance. 
3.4. Results and Discussion 
3.4.1. Face-to-face orientation and the center-to-center distance 
The calculation for OPV3 and OPV3-methyl were performed in the face-to-face 
orientation (at a fixed center-to-center distance of 4.0 Å). Although the face-to-face 
orientation has been used in many previous studies, the charge-recombination rate of the 
orientation obtained in the present work using the CDFT calculation is very small (10−18 
s −1 order). These parameters and the charge recombination factor of OPV3 and 
OPV3-methyl are shown in Table 3-3, and the relative energies of the four states (in 
Table 3-2 and Figure 2-2) are shown in Table 3-4. 
 
Table 3-3. Calculated charge recombination parameters and the decadic 
logarithm of the charge recombination rate in the face-to-face orientation of 
the OPV3 and OPV3-methyl systems 
System −ΔG0 λ ΔG‡ |Hab| log10(kCR[s−1]) 
Face-to-face OPV3 162.7 25.15 188.0 19.40 −17.80 
Face-to-face OPV3-methyl 155.7 25.82 163.3 20.44 −13.45 
All energies are in kJ mol−1 
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When the center-to-center distance of OPV3 is increased, the recombination rate 
decreases as shown in Figure 3-4. Figure 3-5 shows the energy variations of the four 
states with the center-to-center distance of the OPV3 dimer. The energy gaps between 
the initial states (I) and (III) and between the final states (II) and (IV) become larger as 
the distance increases. This indicates that PPV in the cofacial orientation has a large 
driving force in the case of a large intermolecular distance. Because the energies of the 
four states increase with decreasing center-to-center distance below 4.0 because of the 
van der Waals repulsion, as shown in Figure 3-5, the center-to-center distance at which 
CR is induced is estimated to be over 4.0 Å. In the face-to-face orientation, the 
recombination rate is less than 1 s−1, i.e., the value at 4.0 Å, which implies that the 
minimum recombination factor of the polaron states, is only 10−18 s−1. 
Table 3-4. Calculated energies of four states in Figure 2-2 in the face-to-face 
orientation of the OPV3 and OPV3-methyl systems 
System (I) (II) (III) (IV) 
face-to-face OPV3 0.000 −137.5 25.43 −162.7 
face-to-face OPV3-methyl 0.000 −129.9 26.39 −155.7 




The face-to-face orientation appears to be favorable for the charge recombination 
reaction because of the large π-π overlap, but such a trend is not indicated by our results. 
The reason why the face-to-face orientation is not favorable for charge recombination, 
despite the feasible structure, may be due to the large π-π electrostatic repulsion. The 
distance of 4.0 Å is too long for sufficient CR to be induced. 
 
Figure 3-4. Variation of the logarithm of the charge recombination rate with the 
center-to-center distance of the OPV3 dimer in the face-to-face orientation. 
 
 
Figure 3-5. Energy variations of the four states (I)-(IV) with the 
center-to-center distance of the OPV3 dimer in the face-to-face orientation. 
The minima of the polaron states (I) and (III) occur at 4 Å. 
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3.4.2. Effect of the roll angle 
Before giving the results for roll-rotated orientation, we give the results for 
OPV3-methyl in the crystal structure to clarify the dimer orientations that are suitable 
for CR. The crystal-structure orientations and the symbols representing them, T1, T2, 
and P, are shown in Figure 3-6. For the dimer of each orientation extracted from the 
OPV3-methyl crystal, the charge-recombination rates and Marcus parameters obtained 
from the CDFT calculations are shown in Table 3-5. 
 
 
Table 3-5 shows that the values of the recombination rate are considerably different 
 
Figure 3-6. Crystal structure of OPV3-methyl. The symbols T1, T2, and P 
indicate the orientations of the electron transfer channel. 
Table 3-5. Calculated Marcus parameters and the decadic logarithm of the 
charge recombination rate for the dimer of the three orientations in the crystal 
structure of OPV3-methyl system (Figure 3-6) 
Orientation −ΔG0 λ ΔG‡ |Hab| log10(kCR[s−1]) 
T1-dimer 81.74 24.05 34.60 25.03 9.294 
T2-dimer 331.4 26.08 893.6 11.20 ~0 (−141.9) 
P-dimer 180.4 25.86 230.7 5.266 ~0 (−26.43) 
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among the orientations. In particular, the largest change among the parameters is the 
driving force −ΔG0. Interestingly, the recombination factor of T1-dimer is at least 1010 
times larger than that of the T2-dimer, although in these orientations the donor and 
acceptor positions are reversed each other. 
We investigated the results for OPV3 from various viewpoints based on the results 
for OPV3-methyl crystals. We considered the roll rotation of either the donor or 
acceptor molecule, since the dimer orientations in the OPV3-methyl crystal correspond 
to the roll rotation by the Euler angle. Table 3-6 shows the charge recombination rate 
constants and the parameters for various rotation angles, and Figure 3-7 shows the 
variation of the charge recombination rate constant (on a logarithmic scale) with the 
rotation angle on the donor and acceptor sides. For the acceptor rotation, the charge 
recombination rate constant becomes at least 107 (= 107 s−1/100 s−1) times larger as the 
rotation angle increases from 0˚ to 90˚, while for the donor rotation it becomes much 
smaller with increasing rotation angle. These results indicate that the large tilting of the 




Figure 3-8 shows the energy variations of states (I)-(IV) with the rotation angle of 
Table 3-6. Calculated parameters and the decadic logarithm of the charge 
recombination rate constant at various roll angles of the acceptor (in the upper 
part) and of the donor (in the lower part). 
Rot. Angle [˚] log10(kCR [s−1]) −ΔG0 λ ΔG‡ |Hab| 
Acceptor rotation 
15 ~ 0 (−4.32) 133.28 25.33 114.99 43.55 
30 −0.47 122.49 25.94 89.84 23.05 
45 2.04 111.99 25.84 71.74 10.82 
60 0.43 108.47 25.47 67.63 0.73 
75 3.82 101.40 25.75 55.56 3.20 
90 7.60 93.82 25.98 44.28 25.71 
Donor rotation 
15 ~ 0 (−24.02) 172.51 24.18 227.46 43.28 
30 ~ 0 (−51.14) 218.46 24.81 377.90 18.16 
45 ~ 0 (−93.69) 273.94 25.15 615.39 6.11 
60 ~ 0 (−126.52) 309.21 25.55 787.20 0.26 
75 ~ 0 (−156.96) 338.97 25.34 970.39 1.78 
90 ~ 0 (−182.57) 359.94 25.10 1116.82 1.87 
All energies are in kJ mol−1. 
 
Figure 3-7. Variation of the logarithm of the charge recombination rate 
constant with the roll angle of the tilted acceptor (red filled circles) and the tilted 
donor (blue filled triangles) in the OPV3 dimer. 
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each side. The energy curves of (II) and (IV) are almost the same for the acceptor and 
donor rotations, while those of (I) and (III) are considerably different for the acceptor 
and donor rotations. For the acceptor rotation, the energies of (I) and (III) decrease with 
increasing angle. In contrast, the (I) and (III) energies increase with increasing angle of 
donor rotation. 
 
From the energy variations shown in Figure 3-8, the significant angle exceeds 15˚ 
because for an angle of less than 15˚ the donor-acceptor distance is too short and the 
system becomes unstable in all the states. In the final states (II) and (IV) with the 
exciton-pair electronic structure {1D...3A*}, the two energy curves nearly overlap for the 
donor and acceptor rotations. On the other hand, the energies of the initial states (I) and 
(III) with the polaron-pair electronic structure {D•−...A•+} become more stable with 
increasing angle of donor rotation. It is interesting that the energy variations of (I) and 
 
Figure 3-8. Energy variations of the four states of the OPV3 dimer with the roll 
angle on the acceptor side (filled symbols, A(I)-A(IV)) and the donor side (open 
symbols, D(I)-D(IV)). The final states (II) and (IV) nearly overlap for the acceptor 
and donor rotations. 
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(III) are considerably different for the acceptor rotation and donor rotation. 
To explain this behavior of the energy curves in Figure 3-8, the following two 
reasons are considered. (i) The donor with the rich π-electron density does not face the 
acceptor plane when the donor molecule rotates. For the rotation of the acceptor 
molecule, in contrast, the electron-deficient side of the acceptor faces the donor with the 
rich π-electron density. From this, the rotation of the acceptor is favorable for ET. (ii) 
The face-to-face orientation (for a rotation of less than 15˚ in Figure 3-8) forms a π-π 
stacking structure, which can have a large transfer integral; however, the donor and 
acceptor cannot be close owing to the electron repulsion. The energetic barrier is 
disadvantageous for ET. 
3.4.3. Effect of the intermolecular distance in edge-to-face conformation 
To verify the tendency discussed above, we computed the charge recombination rate 
constant of the OPV3 dimer fixed at a rotation angle of 45˚ and varied the 




Figure 3-9. One side in the OPV3 dimer is rotated 45˚ and changed 
intermolecular distance. 
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The difference in the charge recombination rate constant between the rotated donor 
and the rotated acceptor is clearly shown in Figure 3-10. The charge recombination rate 
constant for the acceptor rotation becomes at least 106 (=106 s−1/100 s−1) times larger as 
the intermolecular distance decreases from 3.5 to 2.7 Å, which can be seen from the 
comparison of log kCR values at 3.5 to 2.7 Å in the upper part of Table 3-7. Furthermore, 
we can also see that the large variation of log kCR from 3.5 to 2.7 Å is caused by the 
variation of the driving force −ΔG0, which decreases from 148.7 to 97.0 kJ mol−1. On 
the other hand, the charge recombination rate constant for the donor rotation becomes 
remarkably smaller with the same change in the intermolecular distance, which can be 
also checked from log kCR values in the lower part of Table 3-7. As the intermolecular 
distance decreases, the charge recombination rate constant increases in the tilted 
acceptor but decreases in the tilted donor. 
 
 
Figure 3-10. Variation of logarithmic of the charge recombination rate 
constant with the intermolecular distance, i.e., the closest atomic distance 
between the donor and the acceptor in the OPV3 dimer, where the rotational 
angle of the acceptor (red filled circles) or the donor (blue filled triangles) is 
fixed at 45˚ and the inter molecular distance is varied. 
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From the energies of (I)-(IV) shown in Figure 3-11, the energies of (II) and (IV) are 
similar for the two cases, whereas the energies of (I) and (III) are considerably different. 
An intermolecular distance of more than 2.7 Å is significant since all the states are 
unstable when the distance is less than 2.7 Å. Thus, we discuss the recombination rate 
constants only for the case that intermolecular distance is grater than 2.7 Å. Figure 3-11 
shows that the energies of the exciton-pair electron states {1D…3A*}, (II) and (IV), 
have no significant difference between the cases of acceptor and donor rotation, 
whereas a large energy difference between the two cases can be seen for the 
polaron-pair electron states {D•−…A•+}, (I) and (III). The rotation of the acceptor 
stabilizes the dimer energy, while that of the donor destabilizes the dimer energy. 
Generally an anion-cation pair becomes stable as the anion and cation approach each 
Table 3-7. Calculated charge recombination parameters and the decadic 
logarighm of the charge recombination rate constant for various 
closest-contact distances of the acceptor at 45˚ angle (in the upper part) and 
the donor at 45˚ angle (in the lower part) in the OPV3 dimer. 
Distance [Å] log10(kCR [s−1]) −ΔG0 λ ΔG‡ |Hab| 
Acceptor rotation 
1.9 15.29 17.98 19.54 0.03 22.31 
2.3 12.35 61.44 23.89 14.75 15.40 
2.7 5.95 97.00 25.55 49.97 11.94 
3.1 −2.13 125.64 26.06 95.11 9.92 
3.5 ~0 (−10.66) 148.71 26.21 143.10 8.65 
Donor rotation 
1.9 ~ 0 (−156.74) 347.36 26.20 984.03 36.12 
2.3 ~ 0 (−134.27) 317.89 25.14 852.42 18.11 
2.7 ~ 0 (−105.48) 287.79 25.18 684.57 8.90 
3.1 ~ 0 (−83.07) 261.54 25.25 552.79 4.12 
3.5 ~ 0 (−69.02) 242.44 25.19 468.35 1.74 
All energies are in kJ mol−1. 
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other. However, the approach of the tilted donor with negative charge (−1) to the 
positively charged (+1) acceptor causes destabilization. This result confirms that the 
rotated acceptor can easily approach the donor to within a distance of ~2.7 Å, whereas 
the rotated donor cannot approach close to the acceptor. 
 
Finally, in the present study, we have not accounted for the dispersion effect, which 
is important for the intermolecular interaction of the present π-systems. Since the 
B3LYP functional and the 6-31G(d) basis set used in the present calculations do not 
suitably evaluate such dispersion effects, we tried to add Grimme’s dispersion 
correction with the present CDFT energies. For Table 3-6, we reexamined the CDFT 
results including the dispersion correction, which is given in Table 3-8 and found that 
the dispersion effect in the recombination rate constant is rather minor at the present 
computational level. However, Grimme’s D2 dispersion correction is not sufficiently 
 
Figure 3-11. Energy variations of (I)-(IV) states of the OPV3 dimer with the 
intermolecular distance. Two cases are described in the same way as in Figure 
3-9; the rotational angle on the acceptor side (filled symbols, A(I)-A(IV)) or the 
donor side (open symbols, D(I)-D(IV)) is fixed at 45˚. The minima of A(I) and A(III) 
occur at 2.7 Å. 
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worked with middle-size basis sets such as 6-31G(d), and we need a larger basis set 
added with the advanced dispersion correction such as DFT-D3 to evaluate the 
intermolecular interaction correctly, which we retain for our future studies. 
 
3.5. Conclusions 
In the present work, we have investigated the intermolecular triplet-triplet ET of the 
OPV3 dimer as a model system for the PPV charge recombination process by using 
CDFT. In addition, we analyzed the relation between the intermolecular orientation of 
the dimer and the recombination rate constant to provide guidelines for the molecular 
design of effective charge recombination systems. It was found that the face-to-face 
orientation has a low recombination rate constant of 10−18 s−1 at an intermolecular 
distance of 4.0 Å, where the polaron states (I) and (III) have energy minima. The value 
of 10−18 s−1 for the face-to-face orientation is much lower than that of 106 s−1 for the 
edge-to-face orientation at an intermolecular distance of 2.7 Å with 45˚ rotation of the 
Table 3-8. logarithm of charge recombination rate constant and four point 
energies included Grimme’s D2 dispersion correction. The dispersion 
interaction does not make a difference to the charge recombination rate 
constants because the parameters for Marcus-Hush equation, which is 
determined by the difference of two energies of four point energies, are almost 
not changed by the dispersion correction. This is caused by the difference of 
the dispersion energy between the initial and final structure is small. 
Angle [˚] log10(kCR [s−1]) (I) (II) (III) (IV) 
A15 −4.13 −1698.33803  −1698.37914  −1698.32908  −1698.38889  
A30 −0.30 −1698.34295  −1698.37973  −1698.33412  −1698.38972  
A45 2.20 −1698.34591  −1698.37872  −1698.33766  −1698.38869  
A60 0.33 −1698.34704  −1698.37967  −1698.33883  −1698.38939  
A75 3.97 −1698.35233  −1698.38114  −1698.34578  −1698.39110  
A90 7.73 −1698.35579  −1698.38162  −1698.35009  −1698.39168  
All energies are in Hartree. 
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acceptor. 
In the edge-to-face case, the roll rotation of the donor molecular causes the charge 
recombination rate constant to decrease to nearly zero, whereas that of the acceptor 
molecule increases the recombination rate constant tot the order 10 s−1. Regarding the 
energies of the four states, those of the final exciton-pair states (II) and (IV) are almost 
the same for both donor rotation and acceptor rotation, whereas for the initial 
polaron-pair states (I) and (III), the energies of the acceptor rotation become much 
lower than those of the donor rotation with increasing angle of rotation. This induces a 
large difference in the driving force −ΔG0 between the two cases, which ultimately 
causes the difference in the recombination rate constants. 
We carried out the calculation for the dimer with several intermolecular distances and 
a fixed rotation angle (45˚) to investigate how the difference between the tilted 
molecules occurs. The approach of the tilted donor to the flat acceptor decreases the 
recombination rate constant, while the approach of the tilted acceptor to the flat donor 
increases the recombination rate constant. The polaron states become stable in the 
former case (at least down to an intermolecular distance of 2.7 Å), while they become 
unstable in the latter case. From the results, we can conclude that the flat donor and 
tilted acceptor pair is a more favorable orientation for triplet-triplet charge 
recombination then the tilted-donor and flat acceptor pair. 
The present computational results show that the molecular orientation is a very 
important factor for material design, and suggests that single crystals with herringbone 
structure such as rubrene and tetracene have higher hole-mobility than those with a 
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lamella structure with large transfer integrals. 
The present results would also be helpful for readers of supramolecular chemistry and 
related fields. For example, orientation and organization of p-phenylenevinylene 
derivatives have been paid much attention. In some cases, orientation and arrangements 
of the component chromophores are highly controlled and modified. It is noted that the 
methyl-substituted system, OPV3-methyl, has a larger value in the charge 
recombination rate constant than the non-substituted OPV3 as shown in Table 3-3. This 
suggests a possibility that the OPV3 derivatives with various functional groups have a 
large charge recombination rate constant. The OPV3 derivatives and the conjugate 




4. Effect of Conjugation length or Sidechains for Charge 
Recombination in Poly(para-phenylenevinylene) 
4.1. Introduction 
Organic semiconductors have received much attention in many fields because of their 
utility and wide applicability to various devices. Especially, organic light-emitting 
diodes (OLEDs) are better than other light-emitting diodes in terms of cost and 
flexibility. However, the performance of OLEDs has not been good enough for use in 
some devices [86]. The luminescence process of poly(para-phenylenevinylene) (PPV) 
as an OLED material is as follows: (1) injection of positive or negative charges from the 
electrode; (2) collapse of the positive or negative charge, resulting in excitement by 
charge recombination; (3) from the excited chromophore (A*) photons are emitted 
(same as Figure 3-1 in Section 3.1). 
Although charge recombination in PPV before luminescence is important among 
these processes, it has so far been difficult to observe such a process. This is why 
theoretical insight is necessary to investigate the process. In addition, it has been 
reported that the morphology of PPV changes by side-chain modification [87]. The 
electroluminescence quantum yields of PPV are different from those of PPV derivatives 
whose side-chains are modified, e.g., OC1C10-PPV and MEH-PPV [52,55]. In our 
previous study, we found that the orientation of the molecules improved charge 
recombination, and suggested PPV modified side-chain to change the orientation [37]. 
Accordingly, we investigated the effect of PPV side-chains in order to further 
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understand these compounds and to design new types of OLEDs. In this thesis, I focus 
on the effect of the conjugation length and/or the presence of side-chains on the 
intermolecular charge recombination process by computing the rate constant of these 
molecules. 
4.2. Models and Methods 
4.2.1. Models 
We used two models to understand these effects, as shown in Scheme 4-1 and 
Scheme 4-2. First, we employed the n-mer model of oligo-paraphenylenevinylene 
(OPVn) as a model for PPV to investigate the effects of conjugation length. In the first 
stage of this study, we used three molecules from n = 2 (OPV2) to n = 4 (OPV4). Next, 
we investigated the OPV3 derivatives OPV3-methyl (Scheme 4-1b) and OPV3-vinyl 
(Scheme 4-1c), terminating the OPV3 molecules with a methyl group or vinyl group. 
As for the other model, in order to investigate the substituent effect, we used the OPV3 
derivatives O(PV-OEt)3, O(PV-CN)3, and O(PV-F)3, in which the hydrogen atom at 
the ortho- position in each unit is replaced with an ethoxy group, a cyano group, and 




We used the “dimer system”, which consists of two molecules, donor and acceptor 
molecules. The initial state is the charge-separated state (D•−…A•+) and the final state is 
the exciton state (D…3A*) (see also Figure 3-1). The structures of molecules used for 
the dimers were defined from the geometry of the optimized structures of the monomers 
(D•−, A•+, D, 3A*). As shown in Figure 4-1, we used a stacked model whose distances 
were 4.0 Å because we found in our previous work [37] it is the most stabilized distance 
for OPV3, also Shuai et al. have used 4.0 Å in their works [79,81]. In addition, we 








4.2.2. Computational methods 
To calculate the electronic states before and after the charge recombination process, 
we used constrained density functional theory (CDFT) [26,29,85]. CDFT enables us to 
calculate the system-delocalized charge or spin density, i.e., the charge-separated state 
and the different spin states between the fragments. Moreover, CDFT can obtain the 
coupling matrix element with good accuracy [28,34]. 
We calculated the initial and final electronic states for the “dimer system” using 
CDFT, which enabled us to estimate the charge- or spin-localized system. CDFT 
imposes constraints on the charge or spin density of arbitrary molecular fragments. In 
this study, the difference in the charge density between the anionic donor and cationic 
acceptor molecules for the initial state was set to 2.0, and the difference of the spin 
density between the neutral donor and excited acceptor molecules for the final state was 
 
Figure 4-1. Cofacial-stacked dimer model of OPV3. In this work, D = 4.0 Å. 
 
Figure 4-2. Normal and inverted dimers for side-chain systems. 
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set to −2.0. 
4.2.3. Estimating Marcus parameters 
By using CDFT, we estimated the driving force, −ΔG0, the reorganization energy, l, 
and the activation energy, ΔG‡, using the four-point method [39].  
The four-point energies were calculated from the dimer structures and the electronic 
states for the initial and final states. We plugged those parameters in the Marcus–Hush 
equation [72,88]. With equations (2.32)–(2.35), we can predict a recombination rate. 
The details are shown in our previous study [37]. 
4.3. Computational Details 
The geometries of all monomers were optimized at the B3LYP/6-31G(d) level with 
the Gaussian 09 package [89]. In calculating the dimer, we performed CDFT with a 
program [90] developed in our laboratory at the same level of theory. In addition, we 
estimated the van der Waals interaction by B3LYP-D2 [91]. 
4.4. Results and Discussion 
The results for the conjugation length dependencies are shown in Table 4-1 and Table 
4-2. The recombination rate is more than 1010 larger with increasing numbers of 
phenylenevinylene units. The terminal substituents (methyl or vinyl group) increase the 
recombination rate as compared to the unmodified OPV3. The largest contributing 
parameter is the driving force, where that for OPV3 was 70 kJ mol−1 larger than that for 
OPV2. On the other hand, the reorganization energy and the coupling matrix element 
are not much different from the driving force for the conjugation length. In the initial 
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electronic state, the anion and the cation attract each other because of the electrostatic 
interaction. If the conjugation length increases, the electrostatic interaction decreases 
because the charge density is spread throughout the molecule. In fact, the difference 
between the summation of the monomer energies and the dimer energy (the stabilization 
energy by dimerization, i.e., −(dimerization energy); shown in Table 4-2) decreases 
with increasing conjugation length. On the other hand, in the final electronic state, the 
interaction between the molecular orbitals is dominant because the electrostatic 
attractive force is very weak. Then, the stabilization from the dimerization increases 
with increasing conjugation length because of the spread of π-orbitals. 
 
Table 4-1. Summary for conjugation length versus computed Marcus 
parameters and the logarithm of charge recombination rate constants. 
System log10(kCR [s−1]) −ΔG0 λ ΔG‡ |Hab| 
OPV2 −38.51 228.2 31.59 305.8 19.33 
OPV3 −17.81 162.8 25.15 188.0 19.40 
OPV4 −6.25 134.6 24.71 122.0 19.33 
OPV3-methyl −13.45 155.7 25.82 163.3 20.44 
OPV3-vinyl −8.98 140.9 24.57 137.6 19.42 
All energies are in kJ mol−1. 
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If the dimerization energy is dominant for −ΔG0, ΔG0 will decrease with increasing 
conjugation length. However, the current results show the reverse trend, which implies 
the other effect surpassing the intermolecular interaction. In addition, the conjugation 
length decreases the monomer −ΔG0 value, which was calculated from the sum of 
monomer energies. Note that the dimerization energy is significant because the rate 
constant increases as the value (ΔG0 + λ) decreases. 
For further investigation, we present the ionization potential (IP), the electron affinity 
(EA), and the excitation energy (Ex) for each model at the monomer level in Table 4-2. 
6-31+G(d) basis set is used in these calculations. In computing the monomer properties, 
we employed the adiabatic IP/EA and the difference between the triplet and the 
ground-state energy for Ex. As the conjugated length increases (n increases), IP of 
OPVn decreases because the highest occupied molecular orbital (HOMO) level is 
stabilized. Similarly, EA and Ex are stabilized because the HOMO–lowest unoccupied 
molecular (LUMO) gaps decreases. In particular, the sum of IP and EA (i.e., the 
Table 4-2. Summary for conjugation length versus dimerization energy and 
properties, i.e. driving force −ΔG0, ionic potential, electron affinity, excitation 








OPV2 −238.4 9.7 469.6 693.4 −41.21 202.2 
OPV3 −191.7 15.1 369.4 632.1 −102.5 171.5 
OPV4 −162.2 20.8 317.5 600.8 −134.6 158.0 
OPV3-methyl −186.2 18.0 359.9 613.2 −93.57 170.5 
OPV3-vinyl −171.4 17.4 329.7 611.2 −132.8 160.0 
All energies are in kJ mol−1. 
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contribution of the initial state for monomer −ΔG0) plays a significant role in 
controlling the value of −ΔG0. IP and EA decrease by ~50 kJ mol−1 with increasing 
conjugation length and Ex decreases by ~20 kJ mol−1 with increasing conjugation 
length. Therefore, because the monomer −ΔG0 equals Ex − (IP + EA), the sum of IP and 
EA contributes the most to −ΔG0. 
The results of the effects of the side-chains are shown in Table 4-3. The 
recombination rate constants for each OPV3 derivative-modified side-chain are greater 
than that of the unmodified OPV3. Similarly, an experimental report on the charge 
recombination between cyano-anthracenes and N, N-dimethyl aniline with femtosecond 
time-resolved fluorescence measurements showed that mono-cyano-anthracenes have a 
longer mean lifetime for charge recombination than di-, tri-, and 
tetra-cyano-anthracene [92]. The OPV3 derivative-modified ethoxy group, which is an 
electron donor and steric substituent, is the easiest to recombine. On the other hand, 
although the electron-attracting side-chains O(PV-CN)3 and O(PV-F)3 have larger rate 




The coupling matrix element Hab increases due to the electron-donating side-chain 
because the p-orbitals are extended by the electron donation to the backbone of OPV3. 
On the other hand, Hab decreases by the electron-attracting side-chains because they 
draw electrons from the backbone of OPV3. Table 4-4 and Figure 4-3 show the sum of 
the Becke charge of the atoms in the backbone, excluding the carbon atom-bonded 
side-chains, and the electrostatic potentials, respectively, for each OPV3 derivative. 
Table 4-3. Driving force −ΔG0, reorganization energy l, activity energy ΔG‡, 
coupling matrix element Hab, and logarithm of the rate constant log10(kCR) for 
OPV3 derivative-modified side-chains and inverted dimers. 
System −ΔG0 λ ΔG‡ |Hab|ˆ log10(kCR [s−1]) 
OPV3 162.8 25.15 188.0 19.40 −17.81 
O(PV-OEt)3 146.2 29.73 114.0 23.21 −4.74 
O(PV-CN)3 155.9 26.98 153.9 18.63 −11.89 
O(PV-F)3 161.1 27.05 166.1 19.24 −14.00 
Inverted O(PV-OEt)3 150.3 30.05 120.2 20.38 −5.94 
Inverted O(PV-CN)3 156.6 27.08 154.9 18.94 −12.05 
Inverted O(PV-F)3 161.2 27.07 166.3 20.11 −13.99 
All energies in kJ mol−1. 
Table 4-4. Backbone charge in each side-chain group 
System Backbone charge 
OPV3 −0.028  
O(PV-OEt)3 −0.059  





The −ΔG0 values of the OPV3 derivatives with side-chains are larger than that of 
OPV3 because of the steric bulk of the side-chains. When the positions of the 
side-chains are inverted between each monomer (see Figure 4-2), the recombination rate 
constants are similar to or smaller than that of the non-inverted dimer. The Hab value of 
O(PV-OEt)3 is smaller and the Hab values of O(PV-CN)3 and O(PV-F)3 are slightly 
larger than the Hab value of the non-inverted dimer. This result suggests that the effects 
of the side-chains intensify when the side-chains are in the same direction. In addition, 
the driving force −ΔG0 of the inverted dimer is similar to or larger than that of the 
non-inverted dimer. This is because the repulsion of the partial charge of the side-chain 
decreases with increasing distance between the side-chains. 
4.5. Conclusions 
We have investigated the effects of the conjugation length and the presence of 
side-chains on the recombination process of PPV in this study. The recombination rate 
 
Figure 4-3. Electrostatic potential with a scale 0.025–0.015. 
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constants increased with increasing conjugation length of PPV because of the change of 
the driving force, −ΔG0. Stabilization by dimerization decreased the  −ΔG0 and (ΔG0 + 
λ) values; however, the properties of the monomer had a significant effect on 
conjugation length. In particular, the change of the ionization potential and the electron 
affinity for the conjugation length had the largest effect on the driving forces. The 
OPV3 derivatives modified by side-chains, that is, ethoxy cyano groups and fluorine 
atoms, all exhibited larger rate constants than the original OPV3. O(PV-OEt)3 exhibited 
the largest rate constant, followed by O(PV-CN)3 and O(PV-F)3. The coupling matrix 
element Hab was affected by the electron-donation effect of the side-chains. −ΔG0 was 
affected by the steric bulk of the side-chains. We found that the conjugation length and 
substituents with electron-donating bulky side-chains are important for developing 




5. General Conclusions 
We studied the effects of (1) the orientation, (2) conjugation length, and (3) 
derivatives on the charge-recombination process of the organic lit-emitting diode OPV3.  
In Chapter 3, we investigated the effect of the orientation of OPV3 on the 
charge-recombination process. In this process, charge transfer between a negative 
charged donor molecule and the positive charged acceptor molecule (D•−…A•+) results 
in recombination to the ground state and the excited state (D…A*). Computations were 
performed for the dimer systems, combining the donor and acceptor molecules, in the 
initial and final electronic states and structures. In addition, the donor or acceptor of the 
molecule in the dimer was rotated along the chain direction axis to investigate the 
orientation effect. We found that rotation causes a drastic change in the charge 
recombination process. Rotation of the donor makes charge recombination difficult, 
whereas acceptor rotation facilitates recombination. We concluded that this is caused by 
two factors related to the π-electron in the donor and acceptor. The first reason is that 
the donor electron is able to move to the acceptor molecule because the π-electron in the 
donor molecule faces the tilted acceptor molecule. The second reason is that the 
electron repulsion between the π-electron of the donor and the acceptor is decreased due 
to the rotation. 
In Chapter 4, we investigated the effect of the conjugation length and several side 
chains on the charge-recombination process for OPV. In this study, the conjugation 
length varied between 2−4 units of OPV; the investigated OPV3 derivatives are 
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OPV3-methyl, OPV3-vinyl, O(PV-OEt)3, O(PV-CN)3, and O(PV-F)3. Note that in the 
OPV3-methyl and OPV3-vinyl species, the OPV3 molecule is terminated with a methyl 
group or a vinyl group, whereas O(PV-OEt)3, O(PV-CN)3, and O(PV-F)3 have an 
ethoxy group, a cyano group, and fluorine atoms at the ortho-position of OPV3, 
respectively. The recombination-rate constant increases with an increase of the 
conjugation length of OPV because the driving force decreases due to a decrease of the 
sum of the IP and EA. End-group terminated OPV3 shows a trend commensurate with 
the conjugation length of OPV. Because OPV3-methyl does not have increased 
conjugation length, whereas the conjugation length is increased for OPV3-vinyl, 
OPV3-vinyl has a larger recombination-rate constant than OPV3-methyl. Investigation 
of the side chain effect showed that O(PV-OEt)3 has the largest rate constant followed 
by O(PV-CN)3 and O(PV-F)3 in succession. The largest rate constant of O(PV-OEt)3 is 
attributed to the increase of the coupling matrix element by the electron-donating, bulky 
side chain. The electron-donating side confers high electron density to the OPV3 
backbone. 
This thesis describes the factors influencing the charge-recombination process 
affecting the luminescence process of PPV OLEDs. The study suggests an effective 
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