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Abstract: We consider the problem of finding the path of minimal cost going from left to right in a 3-rows matrix, starting
at the third row, and not going downwards, where there’s an additional cost related to not changing rows, such
that the higher the change in intensity within the row, the higher the cost of not moving upwards.
(a)
(b)
Figure 1: (a) Example of input. (b) Optimal path.
Problem Statement We consider a 3-rows matrix,
similar to the one shown in Figure 1 (a), in which the
values range from 0 to 1. We are looking for the path
of minimal cost going from left to right, starting at the
third row, and not going downwards. That is, once the
path is in row i, it can either remain on that row or go
to row i−1 (when i−1 exists). Furthermore, there’s
an additional cost related to not changing rows, such
that the higher the change in intensity within the row,
the higher the cost of not moving upwards.
Solution by Dynamic Programming Dynamic
programming involves building two matrices: Q,
of accumulated path costs, and P, of predecessors
(which allows recovering the path of minimal cost).
Let C be the matrix of costs (e.g., Figure 1 (a),
with white color representing cost zero).
We start by defining a “windowed” derivative, D.
Let w be a window-size parameter; and m, n the
number of rows, columns in C, respectively. For
j = w+1 · · ·n−w+1, and i= 1,2,3, set
Di, j =
1
w
‖Ci, j··· j+w−1−Ci, j−w··· j−1‖1 ,
and the remaining columns of D by replicating the
closest filled column.
Let β be a “decay” parameter. We define a “deriva-
tive strength,” S, as
S(i, j) =
1
1+ e−βD(i, j)
.
S ranges from 1/2 to 1 when D goes from 0 to ∞.
The first column of Q is set as the first column of
C. For j = 2, · · · ,n, we set
s = min{Qi, j−1,Qi+1, j−1 +µ(1−Si+1, j)} ,
sa = argmin{Qi, j−1,Qi+1, j−1 +µ(1−Si+1, j)} ,
Pi, j = sa+ i−1 ,
Qi, j = s+Ci, j , for i= 1,2, end
P3, j = 3 ,
Q3, j = Q3, j−1 +C3, j ,
where sa assumes values 1 or 2 and µ controls the
weight of the penalty S. For the example shown in
Figure 1 we used w = 5, β = 7, and µ = 16. These
parameters are set empirically.
To recover the optimal path p = {p1, ..., pn}, we
compute pn = argmin{Q1,n, · · · ,Qm,n}, and for j =
n−1, · · · ,1, we set p j = Pp j+1, j+1.
Figure 1 shows an example of pair input/solution.
Reference Bellman, R. Dynamic Programming.
Dover Publications, Incorporated. 2003.
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