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Abstract
This thesis is concerned with the processing of MagnetoEncephaloGraphic (MEG) sig­
nals before their further analysis for clinical purposes.
An overview of recent methods that have been applied to brain signals is first pre­
sented. The area of interference elimination is covered tlren, as the MEG signals suffer 
from the heart interfering magnetic field which in the majority of the experimental situa­
tions outweighs the signal of interest. The framework of a two step algorithm which first 
identifies the interference and then eliminates it by orthogonal projecting it to the contam­
inated signal is proposed.
Next, the restoration of an MEG-like signal of interest buried in coloured noise is 
attempted by adopting a multi-model representation of the mixed signals. The noise 
is modelled an a autoregressive process and the deterministic signal of interest as a 
Markov Random process assuming piecewise linearity. The Simulated Annealing method 
is adopted for the restoration procedure. Furthermore, multi-resolution is used in order 
to accelerate the algorithm.
Finally, a solution to the inverse solution is attempted by using the Singular Value De­
composition technique to decompose the measurement signal space to two subspaces, one 
dominated by the heart and another one dominated by the brain.
Throughout the thesis results are presented with both synthetic and real data in order 
to illustrate the validity and usefulness of the proposed algorithms.
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Chapter 1
Introduction
The present thesis is concerned w ith signal processing techniques that have been applied 
to MegnetoEncephaloGraphic (MEG) signals before their further processing for clinical 
diagnostic purposes. In the following section the basics of the MEG imaging teclmique, 
its advantages over other medical imaging teclmiques and its clinical applications will be 
reviewed briefly. In section 1.2 the instrumentation and the data acquisition will be de­
scribed. In section 1.3 the scope of this work will be outlined. Finally in section 1.4 an 
outline of the thesis will be given.
1.1 Magnetoencephalography: A Brief Review
In the last ten years the investigation of magnetic fields associated with bioelectrical ac­
tivities in the hum an body, i.e. biomagnetic fields, has shown impressive progress and 
is proving to be a key-tool in achieving functional imaging of fundamental physiological 
mechanisms in the body. In particular, neuromagnetic studies of the cerebral functions 
have provided definite evidence on specific organisations of neural networks located in 
prim ary areas, i.e., those devoted to the initial processing of input signals from periph­
eral sensory systems. Since this teclmique is completely non-invasive, the biomagnetic 
approach is also being used to investigate im portant pathologies of the brain [1].
The hum an brain is the most complex organised structure l<nown to exist w ith at least 
10^ ® neurons in the outermost layer, the cerebral cortex. These cells are the active units 
in a vast signal handling network, which includes 10^  ^ intercoimections or synapses [2]. 
Wlien information is being processed, small currents flow in the neural system and pro-
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Figure 1.1: Magnetic fields produced by the electrical activity of the brain.
duce a w eak magnetic field, figure 1.1. Thus, the sources of the MEG signal are the same 
as the ones generating the electrical surface potential on the scalp, recorded by the more 
familiar electroencephalogram (EEG), due to the electrical activity of the brain.
One of the most powerful tools to investigate these magnetic fields in the brain is 
Magneto-Encephalo-Graphy (MEG) [3]. MEG is a relatively new technique that came to 
overcome difficulties, that face other imaging techniques. For example, techniques like 
computer-assisted X-ray tomography (CT) and magnetic resonance imaging (MRI) pro­
duce high-quality but static maps of the brains anatomy. Positron emission tomography 
(PET) and more recently functional MRI (£MRI) provide indirect measures of neuronal 
activity based on changes in cell metabolism. Recent teclmological developments, like 
the introduction of single-shot echo-planar imaging (EPI) [4] have endowed fMRI w ith 
ultra-rapid acquisition (total imaging time in the range of 50 ms). However the haemo- 
dynamic processes responsible for the signal generation (common to both PET and fMRI) 
are slower by two to three orders of magnitude when compared w ith typical processes 
associated with normal or pathological brain function one may wish to study.
In contrast, MEG provides an excellent temporal resolution of the order of 1 ms. MEG 
measures magnetic fields for which both the response (with the speed of light) and the 
sampling is fast enough (one millisecond or less) to follow the shifts in activity from one 
brain region to the next. It is unlikely that the action potential propagation in the axons 
of neurons is a major contributor to the signal. It is generally agreed that the generators 
are ionic flows in the dendritic tree, are orderly arranged in space and are activated syn­
chronously [5]. Nevertheless, biomagnetic fields at the surface of the body are weaker 
than the Earth's magnetic field by six to nine orders of magnitude and range from about
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Figure 1.2: Typical MEG experimental arrangement, CTF systems.
50 pT(10“ ^^T) for the R- wave of the Magneto-Cardio-Gram (MCG) dow n to few femtotes- 
las (10“ ^®T) for fields resulting from evoked responses of the cortex [6].
To detect these minute magnetic fields, SQUIDs (Superconducting QUantum Interfer­
ence Devices) [7] are used, requiring expensive liquid helium technology. The discrim­
ination against distant and much larger environmental magnetic interference is done in 
two steps: firstly the entire arrangement is housed inside a magnetically and electrically 
shielded room. In addition, a pair of sensing coils, wound in opposite sense to form a 
first-order gradiometer (a devise that measures magnetic flux), is used to further reduce 
the contribution from distant sources.
Multichannel systems, such as Neuromag-122, have been developed [8] and spa­
tiotemporal details can be extracted from MEG signals [9]. The combined spatiotemporal 
resolution offers the possibility of localising the neuromagnetic activity and separating 
out and following the sequence of processes and sub-processes as they unfold in neigh­
bouring bu t distinct brain centres. A typical experimental arrangement is shown in fig­
ure 1.2 (CTF Systems Inc. [10]).
The processes which can be studied by means of MEG may be divided into two main
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categories [18]:
• evoked responses;
• spontaneous brain activity.
In an evoked-field experiment, sensory stimuli are presented to the subject and the en­
suing magnetic field is recorded outside the head at several locations. Spontaneous phe­
nomena, both normal and abnormal, resulting from localised events in die brain, i.e. the 
epileptic activity, can also be investigated. The next section examines briefly the area un ­
der investigation due to recent advances in MEG.
1.1.1 C linical A pplications o f MEG
It is mentioned above that MEG optimally lends itself to studies of the brain function 
on a millisecond scale of temporal resolution. The sites of activity underlying the mag­
netic field can be located witliin a few millimetres. Therefore, the obvious clinical appli­
cation areas of MEG are neurological and psychiatric disorders [11] which do not have any 
demonstrated macroscopic structural changes associated with them.
Furthermore, MEG is currently used routinely in a number of clinics throughout the 
world for the presurgical localisation of critical brain regions [12], and for the non-invasive 
localisation of epileptiform activity [13]. Many clinical research teams are working to ex­
pand the number of ftmctional brain regions which can be routinely localised, as well as 
to characterise magnetic abnormalities which accompany a wide variety of cerebral dis­
eases [14]. The non-invasiveness of MEG means that it can be used for screening and 
repetitive follow-up measurements without concern for adverse effects. As procedures 
for activating various functional brain regions are standardised, and as the effects of spe­
cific cerebral diseases on the MEG are carefully documented in controlled studies, the 
number of routine medical applications for MEG will increase significantly.
Further details about the future of MEG and a comparison with other medical imaging 
techniques may be found in the review article by Wikswo et al. [15].
1,2 Instrumentation and Data
We have used MEG signals from an experiment where the main task was to evaluate the 
cortical response to auditory stimuli in a healtiiy subject. Auditory stimuli (600 ms long, 1 
kHz tones) was presented to the left ear of the subject through plastic tubes and ear-pieces;
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Figure 1.3: Raw ECG and MEG data from different channels obtained simultaneously at 
the 22”  ^epoch.
to avoid magnetic artifacts, loudspeakers were kept outside the shielded room. The mag­
netic field from the contralateral (right) hemisphere was recorded w ith a SIEMENS AG 37 
chaimel KRENIKON system [16]. This was one of a set of eight experiments performed 
at Erlangen University. The analysis of the average signal from these experiments has al­
ready been published [17]. The subject in tliis experiment was asked to stay alert but not to 
pay attention to any particular feature of the stimulus. In addition to the MEG channels 
the ECG and electrooculogram (EOG) were also recorded to monitor the cardiac activ­
ity and eye movements respectively. In each experiment about 120 epochs were recorded 
w ith an interstimulus interval of 4 seconds. Each epoch lasted for 2-second and was cen­
tred at the onset of the tone at the ear. The sampling rate was 1000 Hz and the frequency 
bandw idth was from 0.1 Hz to 400 Hz.
Raw ECG and MEG data obtained by different channels at epoch 22 are shown in fig­
ure 1.3. The heart interference on the MEG signals can be easily identified.
1.3 Scope of this Work
The purpose of this thesis is to deal w ith both the main problems encormtered during the 
interpretation of MEG signals:
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(a). Elimination of the heart interference.
(b). Suppression of the high levels of background noise so that interpretation of the 
minute brain signals is possible.
Furthermore, an attempt is made to solve the so-called inverse problem in MEG; that 
is, to estimate the cerebral current sources that produce the measured distribution of the 
magnetic field.
A survey of the available methods in the literature concerning the above problems is 
first presented. Then, the identification and elimination of the heart interference is en­
countered by proposing a general framework under which it can be succeeded. The back­
ground noise suppression is examined from the underlying signal reconstruction point of 
view. Finally, a framework under which the inverse problem can be solved is proposed. 
Simulated as well as real MEG data help in the validation of the proposed methods.
1.4 Outline of the Thesis
In chapter 2 a brief review of the methods available today for processing MEG an d /o r 
EEG signals is presented.
Chapter 3 proposes a two-step method for identification and elimination of the car­
diac contribution in single trial Magnetoencephalographic (MEG) signals. In the first step, 
the Mean Interfering Signal (MIS) is estimated by QRS-synchronous averaging of the raw  
MEG data. In the second step a QRS-synchronous segmentation of the MEG signals is 
performed and each signal segment is Gram-Schmidt orthogonalised w ith the MIS. The 
above method is applied both to artificial and real MEG data. In each case the heart inter­
ference is all but eliminated whereas the components of interest, generated by the brain, 
remain almost unaffected.
In chapter 4 the simulated annealing method is employed in order to restore MEG sig­
nals buried in coloured noise. Again a two-level algorithm is proposed: first, the signal 
is restored for a fixed set of model parameters; tiien improved model parameters are esti­
m ated from the restored signal and the algorithm executes level one with the new param e­
ters starting this time from an improved initial state. The algorithm stops when the differ­
ences in the values of the model parameters from two successive restorations fall w ithin 
a certain range of tolerance. The results of the method are also compared w ith results ob­
REFERENCES
tained using the Iterated Conditional Modes algorithm instead of simulated cumealing. 
Application of the method to simulated data w ith various levels of noise showed that the 
underlying signal can be restored sufficiently well.
The previously developed algorithm although it produces very good results, is very 
slow. Thus, we proposed a method of accelerating it by using multi-resolution teclmiques 
based both on the Renormalization Group Transform and on the Super-coupling Trans­
form. The acceleration achieved by each method is presented in chapter 5.
In chapter 6 the method of Singular Value Decomposition is applied in the separation 
of the heart and the brain signals which are assumed linearly superimposed in a Magne- 
toEncephaloGraphic recording. By averaging all epochs of the same channel aligned ac­
cording to the auditory stimulus, and under the assumption that the brain and the heart 
signals are linearly superimposed, we eliminate any signal in phase with the heart and re­
tain any signal from the bram in phase with the auditory stimulus. By aligning all signals 
of each channel according w ith the heart, using the QRS complex in the ECG, and aver­
aging again, w e eliminate any signal in phase with the auditory signal and thus obtain a 
signal which consists of components in phase w ith the heart. We use these two 37 channel 
signals to define a subspace, in the 37-dimensional space spanned by the signals recorded 
by the 37 channels, in which the heart component is minimal and the brain component is 
maximal. The vector basis wliich is obtained this way defines the weights by which the 
single epoch signals that are recorded by the 37 channels can be linearly blended to form 
the underlying true brain signal.
Finally, in chapter 7 the conclusion, regarding the above work are presented and the 
main contributions of this thesis are clearly outlined. Future research work towards pos­
sible directions is also suggested.
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Chapter 2
Processing of Brain Signals: An 
Overview
2.1 Introduction
This chapter presents a literature survey in the field of MEG from the signal processing 
point of view. Although in the last ten years there exist hundreds of papers describing 
the mideiiying theory, instrumentation and applications of MEG, this survey will be fo­
cused on the signal processing methods that have been applied to MEG signals, before 
their further processing for clinical diagnostic purposes.
In the following section, the interference cancelling concepts and ideas will be dis­
cussed starting from the elementary Least Mean Square (LMS) algorithm to the Recursive 
Least Square (RLS) joint process lattice algorithm. In section 2.3 we review the signal en­
hancement, identification and restoration methods starting from standard averaging to 
complex time-frequency representations and higher order spectra. Finally, in section 2.4 
multichaimel-multidimensional approaches to the inverse problem in MEG are reviewed.
Firstly, the methods that have been applied directly to MEG will be reviewed, in detail. 
Secondly, methods that have been applied to closer areas like EMG, EGG and EEG will 
be reviewed briefly. Finally, existing methods in other areas like sonar or speech signal 
processing, that could have been applied to MEG will be mentioned.
2.2 Interference Cancelling Methods
The magnetic signals from the brain are extremely weak compared w ith the magnetic 
noise that is caused, for example, by [1]:
10
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• the fluctuations in the Earth's magnetic field;
• the omnipresent power-line fields;
• moving vehicles;
• elevators;
• eye-movement.
The electrical activity of the heart also generates a field which, during the QRS com­
plex, is approximately two orders of magnitude larger than that of the brain. The majority 
of the above noise sources can be suppressed by the noise cancellation techniques that are 
employed in m odern MEG systems. These techniques reduce the magnetic background 
by means of spatial filtering, using higher order (2nd and 3rd) spatial gradiometers (de­
tectors that measure magnetic flux) which can be applied in real time by the SQUID (Su­
perconducting Q uantum  Interference Devices) electronics [2].
The most significant interference in the MEG measurements that is physically impos­
sible to suppress is the heart interference. Various methods have been employed for 
this purpose.
The first method of removing the heart interfering signal was the gating method, pro­
posed by Schweiter and associates [3]. In the gating method, the QRS - relevant inter­
ference was removed by deleting a 380 - msec interval from the contaminated signal of 
interest. This interval was centred about the peak of the R-wave. The obvious drawback 
of this method was that the signal of interest was removed as well cxs , the interfering 
signal.
M odern interference cancelling methods do not suffer from this drawback. The ma­
jority of them consist of the following three basic steps:
(a), detection of the interference;
(b). averaging of the aligned interfering signals;
(c). removal of the interfering template.
Each method uses various techniques to proceed from step to step but the wider vari­
ety is m et at the final step.
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2.2.1 Direct Subtraction Techniques
The most elementary method of cancelling this heart interference is the direct subtraction 
method in which the interference is assumed station ry and is stored as a reference signal. 
A common direct subtraction approach [4,5] uses a pre-max and a post-max window, before 
and after each QRS peak in the ECG reference chcirmel. The average (over all MEG epochs) 
w ithin this w indow is taken as an estimate of the heart interference and is subtracted di­
rectly from each MEG signal. The location of the QRS complex in the ECG reference chan­
nel is the indicator of where the averaged interference template will be subtracted from. 
In cases where a reference ECG channel is not available, statistical techniques have to be 
used for the localisation of the interference template before its subtraction. Bartolo et al. [6] 
recently proposed a method involving the alignment of the ECG template w ith successive 
ECG complexes and then subtraction of it from the contaminated signal of interest, in this 
case EMG, within a particular window. The alignment was achieved by the following sta­
tistical criteria:
• The cross-correlation function between the interference template and the selected 
window.
• A magnitude sensitive factor, as the cross-correlation function is sensitive to dif­
ferences in magnitude between the waveforms. The magnitude sensitive factor was 
defined as the ratio of the sum of amplitudes of the template over the sum  of ampli­
tudes of the contaminated signal within the particular window.
In [7], the aligmnent was achieved by using the cross-correlation function and the least 
squares linear regression slope between the ECG template and the contaminated signal 
instead of the above second criterion.
In [8] a comparative study of performance of various alignment methods for averaging 
high resolution cardiac signals can be found. It was concluded that for QRS waves, only 
the matched filtering method achieved good results.
The direct subtraction method is limited because the heart contribution to each epoch is 
somewhat different from the estimated one based on the average across all epochs', under 
this condition direct subtraction not only does not eliminate the heart component, but it 
may even increase the average power of the noise component in the signal [14].
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Figure 2.1: Basic configuration of an adaptive noise cancelling filter.
2.2.2 O ptim al Filtering Techniques
More advanced techniques in the field of interference cancelling include the passage of the 
composite signal through a filter that tends to suppress the interference while leaving the 
signal relatively unchanged. The design of such filters is the domain of optimal filtering, 
which originated w ith the pioneering work of Wiener and was extended and enhanced 
by the work of Kalman, Bucy and others [9]- [11].
Filters used for the foregoing purpose can be fixed or adaptive. The design of fixed fil­
ters m ust be based on prior knowledge of both the signal and the noise, but adaptive filters 
have the ability to adjust their own parameters automatically, and their design requires lit­
tle or no prior knowledge of the signal or noise characteristics. Widrow et al. (1975) [12], 
propose an Adaptive Noise Cancelling (ANC) technique for cancelling the 60-Hz interfer­
ence in electrocardiography. From then on, numerous applications of the ANC concepts 
have been published in suppressing interference (especially that of the heart), in biomed­
ical signals like EMG, MEG, and the fetal ECG.
Noise cancelling is a variation of optimal filtering that is highly advantageous in the 
above applications. It uses an auxiliary or reference input derived from one or more sen­
sors located at points in the noise field, (where by noise is meant all forms of interference 
deterministic or stochastic), where the signal is weak or undetectable. This input is filtered 
and subtracted from the primary input containing both signal and noise. As a result, the 
prim ary noise is attenuated or eliminated by cancellation [13].
The basic noise cancellation situation is illustrated in figure 2.1.
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The signal of interest s{n) (brain signal) and the nncorrelated noise Uo{n) (heart inter­
ference) form the prim ary input to the canceller, d(n) — s (n) +  Uq (n) (composite MEG sig­
nal) where n  is the time index. A second input, the reference input, receives a noise ui{n) 
which is uncorrelated w ith the signal bu t correlated in some unknow n w ay with the noise 
Uo{n) (estimation of the heart interference). The reference input, ui (n), is processed by an 
adaptive filter to produce the system output:
M - l
y(^) =  XI W k { n ) u i { n  -  k )  (2.1)
k=o
where the Wk{n) are the adjustable tap weights of the adaptive filter and M  the order 
of the filter. The system output y{n) is subtracted from the primary input d{n), serving as 
the "desired" response of the adaptive filter. The error signal is defined by:
e(n) =  d{n) — y{n) = s{n) +  Uo{n) — y{n) (2 .2)
The adaptive filter attempts to minimise the mean-square value of the above error sig­
nal e(n) or
E?[e(n)^] =  E?[s(n)^] +  E[(wo(n) -  ?y(n))^] +  2E[s{n){uo{n)  -  y(n))]
-E^mm[e(n)^ ] =  E?[s(n)^]+E;min[K(n)-?j(n))^] (2.3)
since the signal power E[s{n)^] will be unaffected by the filter and E[s{n) {uo{n) —y{n))] =  
0 because s(n) is uncorrelated w ith both the Uo{n) and y{n). Thus, the system output y{n) 
is the best least-squares estimate of the prim ary noise Uq.
The simplest way to implement the above concepts is the LMS algorithm [12] in which 
the adaptation of the tap weights is given by the following formula:
ïü (n +  1) —w (n) +  2/ie(n) u i  (n) (2.4)
where p is  a constant that regulates the speed and stability of the adaptation and can 
be chosen by:
0 < <  ----- (2.5)-^ max
where Amax is the largest eigenvalue of the correlation matrix of the inputs, ui (■), used in 
equation 2.1. The initialisation is performed using w (0) —0 and e(0) =  d{0).
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Abraham-Fuchs et al. were the first who used the above ideas to cancel the heart in­
terference from the raw  MEG signals [15] by using a third order adaptive filter. They 
pointed out that for sufficient removal of tire heart interference a filter w indow length 
much longer than the signal of interest was needed. Since the duration of typical sponta­
neous or evoked events is less than 1 sec, they found that 3 — 10 heart cycles were a good 
choice for the filter window length.
Strobach et al. [16], used an adaptive Schur recursive least squares (RLS) lattice filter for 
the same reason. They used as alignment criteria, the normalised cross-correlation func­
tion and the normalised least absolute deviation (NLAD) which is defined as the ratio of 
the sum  of absolute deference between the template to be aligned and the signal, over the 
sum  of the absolute values of the signal time series. The filter order was 3 whereas the 
filter w indow had length 7000.
In summary, the above filter comprises the following three basic steps [17]:
(a), estimate the second-order information, i.e. the short term autocorrelation and cross 
correlation coefficients, of the MEG raw data and the artificial reference signal;
(b). compute the joint process lattice coefficients from the short-term autocorrelation co­
efficients using the Shur RLS joint process algorithm;
(c). compute the joint process lattice adaptive filter w ith coefficients adapted by the Shur 
RLS joint process lattice algorithm of step (b).
A detailed discussion of Schur RLS adaptive filter fundamentals is available in [18,19].
ANC ideas have been applied to signals obtained by other medical diagnostic methods 
in order to cancel some kind of interference each time. For example, Iyer et al. [20] reduced 
the heart sounds in the lung sounds whereas Suzuki et al. [21] cancelled the ambient noise 
such as instrument noise and hum an voices that disturbed the lung sounds measurements 
from the electronic stethoscope. Furthermore, Bloch [22] subtracted the ECG signal from 
the respiratory electromyogram and Farsa et al. [23] eliminated the predominant myoelec­
tric interference from the waveforms of the somatosensory evoked potentials (SEP).
The above class of filters belong to the linear noise cancellers. For better results, non­
linear noise cancellers have been introduced [25]. Mio et al. [26] proposed a bilinear noise 
cancellation filter that instead of equation 2.1 uses the following bilinear filter:
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M -l M -l M -l
%/W =  X  -  ^) +  X  X  ^kjUi{n -  k)d{n -  j)  (2.6)
6=0 6=0 3 = 1
They applied the above filter to sonar measurements of ocean observations. The true 
ocean signal was contaminated by the ship's own noise (machine vibrations). The perfor­
mance of the bilinear canceller was compared with that of a linear, RLS algorithm, and 
found superior as the RLS algorithm failed to cancel high frequency components.
Recently, a nonlinear ANC was proposed by Billings and Fung [24] that was based on 
a radial basis function (RBF) network. Application of this canceller to simulated signals 
w ith both linear and nonlinear additive noise proved to work adequately.
Finally, a similar method to the ANC, but w ith coefficients fixed in equation 2.1 has 
been used by Woestenburg et al. [27] in order to remove the eye-movement artifact, elec­
trooculogram (EOG), from the EEG. The reference chamiel was the EOG and the filter co­
efficients, W{joS), were given in the Fourier domain by the following equation:
^ Z E E G i i jw )  Z*EO G i{juj)/N \ -  ZE E G {ju) Z*EOG{ju})
W{jw)  =  ^ --------------------------- ( -------------------------------------  (2.7)
|2Y ,  I ZEOGi(ju>) 1^  /TV -  I ZEOa(J<^)
\i=l J
where i stands for successive trials, ZEEGi{jcu) is the FFT of the ith  EEG time series, 
ZEOGiiju}) and Z*EOGi{ju) are the FFT and its conjugate of the ith  EOG reference sig­
nal respectively, {ZEEG{ju))) is the FFT of the averaged EEG series, {ZEOG{jto)) is the 
FFT of the averaged EOG series and N  is the number of available successive trials.
The above coefficients are proven in [27] to minimise the error of the following equa­
tion:
ZEEGi{joj) = W{ju)) ZEOGiijuj) + Zeegi{ju) + error (2.8)
where Zeegi{juj) is the FFT of the ith. EEG time series after the removal of the EOG ar­
tifact. The subtraction of the estimated artifact from the observed signal took place in 
the frequency domain and then the resultant signal was transformed back to the time do­
main. The reason that the analysis took place in the frequency domain was that the eye- 
movement activity had frequency dependent amplitude and phase characteristics.
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2.3 Signal Enhancement, Identification and Restoration
In this section we will revise signal processing methods that have been applied to brain 
signals of interest in order to identify, enhance or restore them. A number of approaches 
have been used for the above problems, including:
• ensemble averaging;
• adaptive filters;
• parametric methods;
• matched filters;
• higher order statistical methods;
• time-frequency representations.
The above methods will be reviewed in turn  starting with the only one that has become 
a routine: the ensemble averaging.
2.3,1 Ensem ble Averaging
The most frequently used method is ensemble averaging of successive recordings, which 
will be called epochs in the following, time-locked to some external trigger [28]. This 
method relies on the following assumptions [30]:
(a), all the epochs contain a deterministic signal component that does not vary from epoch 
to epoch)
(b). the superimposed noise is a broadband stationary process w ith zero mean;
(c). the signal and the noise are uncorrelated with each other.
U nder these assumptions an improvement in the signal-to-noise ratio of y/N , where N  
is the number of averaged epochs, can be achieved. However, the first assumption above, 
is strictly true only for ideal signals. Real signals measured from humans are not perfectly 
replicable, for example because of fatigue in the subject during the experiment. This devi­
ation from the ideal situation may be modelled as a non-Gaussian extra noise that carmot 
be reduced by averaging.
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Many attempts have been made to design estimation techniques with a better perfor­
mance than ensemble averaging, provided that some special assumptions are fulfilled. A 
review of them  can be found in [29].
For example, weighed averaging proposed by Lutkenhoner et al. [31], is based on the 
assumption that the statistical properties of the noise may change from epoch to epoch. The 
weighing ensures that epochs w ith low noise activity are weighed more heavily than epochs 
w ith  high noise activity. This method presents better results compared to conventional 
averaging, particularly in the case w hen the standard deviation of the noise differs from 
epoch to epoch, where a considerable improvement of the signal-to-noise ratio can be ob­
tained.
More sophisticated filtering methods have been developed and, as an example, we 
shall mention the time-varying filter, proposed by de Weerd [32], based on continuous es­
timation of the signal-to-noise ratio in several frequency bands. If the spectra of the signal, 
T s i f ) ,  and the noise, F „(/), are estimated from the ensemble average, the optimal linear 
filter is the Wiener filter with a transfer function [32]:
~
where N  is the number of averaged responses.
The power of a signal, however, cannot be estimated with an arbitrary small resolution 
simultaneously in the frequency and time domains. In practice, the filter is realised by 
dividing the frequency range of interest into several bands, using a bank of filters. The 
signal to noise ratio of each bank is estimated separately for short periods of time, using, 
for example, normal averages. The bands are then weighed and recombined. The weights 
of the filter banks are adjusted on the basis of the time-dependence estimated from the 
signal-to-noise ratio. The lower the ratio, the more the corresponding band is attenuated.
2.3.2 A daptive Filters
Adaptive filters have been also applied to improve the SNR of the noisy brain signals like 
in [33] and [34]. Thakor in [34], proposed an adaptive filtering method where, each time, 
two successive ensembles were employed as the primary, p{n), and the reference, r(n), 
input. That is, if p(n) =  s(n) -f Uo{n) and r(n) =  s(n) +  ui(n) where s(n) was assumed to 
be the common underlying signal of interest and U o { n ) ,  u i  (n) uncorrelated noise sources.
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then the error according to equation 2.2 is:
e^{n) = {s{n) +  Uo{n) -  y{n)Ÿ
=  (s(n) -  y{n)Ÿ  +  Uo{nŸ +  2wo(n)(s(n) -  y{n)) (2 .10)
where y{n) is the output of the filter to tire reference input, r  (n), according to equation 2 .1. 
The overall output of the filter according to equation 2.3 will be:
E[e^(n)] =  E[{s{n) -  y{n )f]  4- E[uo{nf] +  2E[uo{n){s{n) -  y(n))]
E^mm[e (^n)] =  min {E[{s{n) -  î/(n))^]} +  E[uo{n)^] (2.11)
since Uo (n) is uncorrelated with both s (n) and y (n) and the noise power will be unaffected 
by the filter since it affects only the reference input. Thus the error becomes minimum 
w hen the output of the filter, y{n), is the least square error estimate of the signal s(n). The 
filter outputs from several pairs of ensembles were finally averaged together. This method 
proved to require fewer ensembles than the classical averaging method in order to attain 
a comparable signal quality.
Laguna et al [33] proposed an adaptive input correlated filter (AICF) where the signals 
of interest were time-locked to a stimulus. The filter estimated the deterministic compo­
nent of the signals and removed the uncorrelated coloured noise w ith the stimulus. The 
reference input was a unit impulse sequence correlated with the deterministic component 
(the sequence was synchronised w ith the begirming of each recurrence of the determin­
istic component). Thus, if in equation 2.2 the filter output y is correlated w ith the signal 
of interest s, the minimum error will be achieved for y = s. Both, this approach and the 
previous one are similar in the way that they both use a reference signal correlated w ith 
the signal of interest and not w ith the noise as the ANC approach does. They only differ 
in the choice of the reference signal.
The latter filter, when is implemented with the LMS algorithm, is shown to be equiva­
lent w ith a weighed averager [33]. The relative improvement in the SNR, A {SN R ), was a 
function of the parameter ^ inequation  2.4, A(5iVft!) =  On the other hand, the tim er 
required by the algorithm to converge also depended on the parameter = ^ ,  where L  
is the number of samples in each record. Thus, the choice oi p is  a compromise between the 
convergence time and the improvement in the SNR. The above filter showed better per­
formance than classical averaging w hen the signal presented dynamic variations. When 
the signal remained constant, the results were comparable.
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2.3.3 P aram etric  M eth o d s
The conventional approach of averaging has some well leiown drawbacks such as the con­
siderable loss of unique trial by trial information [35]. These drawbacks have led to the 
development of various single-trial processing methods [36]. Parametric modelling con­
cerns one such class of single-trial methods. Heintze and Kunkel [37] in 1984 first pro­
posed an autoregressive moving average (ARMA) filter to extract evoked potentials from 
two segments. This was possible under two conditions: high signal to noise ratio and 
clear separation of the EEG and the deterministic signal's of interest spectra. These as­
sumptions are not easy to fulfill, though. In the following, an insight to modern param et­
ric m ethods will be attempted, starting with the Outlier Processing Method (OPM [38]).
The OPM is a general algoritlim for extracting finite - duration signals (events) from a 
coloured noise process. It is different from conventional signal extraction techniques be­
cause it attempts to extract the noise sequence, instead of the event, from the observed pro­
cess. The estimate of the event is then calculated as the difference between the observed 
process and the extracted noise estimate. At the heart of the OPM approach is a robust 
signal estimator (RSE) that is used to generate the noise estimate u(n), from the observed 
process d{n) in the following way: First, an autoregressive model is used to make a deter­
ministic prediction, Ud{n), of u{n) based on previously calculated u{n) values. The differ­
ence between this deterministic prediction and the observed values is referred to as the 
prediction error {PE) sequence and it is defined by PE{n) = d{n) — ûd{n). The RSE uses 
weighted PE{n) values in the prediction of û{n) in a manner similar to a Kalman filter. 
The OPM uses a time - invariant influence function (IF) to limit how much influence
the PE{n) value can have on the prediction of û{n). This IF, is a three part redescending 
psi function, and effectively down-weights PE{n) values which are larger than a prede­
termined value, assuming that the excessively large PE{n) magnitude was caused by ad­
ditive outliers. This reduces the influence of additive outliers, on the final noise estimate. 
Finally, the estimated ongoing process is subtracted from the combined signal revealing, 
in the ideal case, the event of interest. Mason et al. [39] showed that application of the 
method to simulation results indicated that the OPM algorithm could extract events from 
a linear and stationary process for SNR levels above —2.5 dB and could work effectively 
in as low as —10.0 dB in certain situations (like in cases where the event and the underly­
ing noise had minimum spectral overlap). That is the efficiency of the method below the 
—2.5 dB depended mainly on the spectral overlap between the event and the noise.
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Many papers have been published in the field of detection and identification of the 
dynamic behaviour of the evoked EEG and MEG through parametric linear modelling, h i 
the following, an Autoregressive Model w ith eXogeneous input (ARX) is described which 
has been widely used by many authors for the above purpose.
The ARX model is given by the following equation [40]:
d{n) — -  X  (^jd{n -  Q +  X  hjv{n -  j)  F e{n) (2.12)
j —f
which relates the observed composite signal d{n) to a known input u(n) w ith the addi­
tive superposition of a zero-mean white noise e(n). The order of the autoregressive model 
is m whereas I is the order of the moving average process on the series v{n) and /  is a pos­
sible temporal delay with respect to the output process d{n).
The composite brain signal, d{n), is viewed as the sum of two components:
d{n) — s{n) +  u{n) (2.13)
where s{n) represents the brain activity of interest, usually related w ith a stimulus, 
and u{n) takes into account the brain background activity, brain noise.
The brain signal of interest is modelled as an AutoRegressive-Moving Average 
(ARMA) process of a known signal, v{n), which has been chosen to be the average of a 
sufficient number of trials and which represents the general form of the signal of interest.
The identification of the proposed model parameters implies the finding of a cor­
rupted version s(n) of the reference u(n), in such a way that the difference u(n) is de­
scribed by an AR process. If the two series d(-) and u(-) are considered known then the 
triplet of the model parameters (m, Z, / )  is identified by means of a least squares algorithm 
which minimises a quadratic function J  of the prediction error e(n) =  d(n) — d(n):
1 ^] ^ X [ G W f  (2.14)
n = l
where M  is the number of samples. The series e(-) is obtained as a residual of the linear 
combination of u a n d  d, obtained from the reference signal by equation 2 .1?.via the com­
puted coefficients. The optimal values of (m, Z, / )  are selected by minimising the function 
Final Prediction Error, F P E  [41]
(2-15)
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where in — m - \ - 1  is the total number of the identified parameters.
Liberati et al. [42] used the above model for (m =  7, Z =  5, /  =  0) to restore somatosen- 
cory evoked fields, SEFs, from MEG measurements. An improvement in signal to noise 
ratio of 15 dB was succeeded allowing the identification of the morphology of the SEE. The 
above method has been applied by the same authors w ith {m ~  9,1 — 9, f  = —4) in order 
to identify visually evoked potentials from the background EEG activity [43,44]. Cerutti 
et al. [45] introduced a second exogenous input, the elecrtooculogram, in order to reduce 
the ocular blinking or eye movements as well from the EEG measurements.
Spreckelsen et al. [46] proposed a similar method to monitor rapid drug-induced ef­
fects w ith high time resolution by means of observing somatosensory evoked potentials 
in spontaneous EEG activity. The EEG spontaneous activity was described as an AR pro­
cess bu t the underlying deterministic signal was modelled as an impulse response of a 
parametrically described system:
s(n) =  a^s(n  — 1) (2.16)
w here s(n) is the output deterministic signal, =  (a i , . . . ,  6i , . . . ,  6 )^ is a vector of
model parameters w ith m  and I in accordance with equation 2.12 being the model orders 
for the summation over the output s(n) and input signal v(n) respectively, u(n) the in­
p u t impulse w ith u(0) =  1, u(n) =  0 for n  0 and s(n — 1) a vector of m -f Z past val­
ues of the output and input signal. The vector of parameters a  is obtained, again, by fit­
ting the impulse response of the system to averaged measured data by means of the least 
squares method. The difference of the above model w ith that of equation 2.12 is that here, 
the underlying deterministic signal is modelled directly by using an input impulse sig­
nal whereas equation 2.12 models the composite signal using as input a realization of the 
underlying deterministic signal.
The above modelled activities (stochastic EEG and deterministic SEP), assuming addi­
tive superposition, formed a combined model for the observed signal and the underlying 
SEP's evolution over time was monitored via a Kalman filter (AR model w ith time vary­
ing parameters).
A further survey about the analysis and processing of biomedical signals by means of 
linear modelling can be found in the review paper of Jansen [47] and specifically in [48] 
for AR modelling of MEG signals, in [49] for ARMA modelling of EEG signals like the so- 
matosencory evoked potentials, SEPs, and in [50] for time-dependent AR/ARMA m od­
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elling of ECG signals.
2.3.4 M atch ed  F ilte rin g  T echn ique
A recent method was proposed for the detection of the deterministic EF in coloured EEG 
background activity based on matched filtering (ME) [51].
Lange et a l proposed an algorithm whicli combines time and frequency characteris­
tics of a reference signal to create a bank of filters which match the predicted nature of the 
deterministic signal of interest. The algorithm extracts the time-varying spectral contents 
of the reference signal, which are then used to filter out the noise outside the relevant band 
for each component of the signal of interest. The reference signal is obtained as the ensem­
ble average of a number of single trials and then is segmented to K  consecutive time seg­
ments. Then, the Fourier transform of each segment, Xk{6 ) is computed and a bank of K  
filters is constructed, each w ith a frequency response matched to the respective segment. 
The filters were fitted to the desired frequency responses using a least squares algorithm 
and had an order between 15 and 20. Now, if represents the trcinsfer function of the
filter, then:
\  e if I X*(e) I <  pG,
where
C =  MAX86|o,2,J I X  {&) |2,
0 <  p <  1,
0 < e < K l .
and p determines the threshold above which the matched (signal related) frequencies 
pass and e reflects the desired attenuation of the unmatched (noise related) frequencies. 
Finally, the deterministic signal of interest is estimated by filtering the combined signal 
through the filter bank and rejoining the filtered segments.
The above method with p — 0.16 and e =  0.1 was applied to simulated and real data 
from EEG where, this time, movement related potentials (MRPs) had to be identified. An 
improvement in SNR of up to 10 dB was achieved in the case of the simulated data.
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2.3.5 H ig h e r O rd er S tatistics
During the recent years higher order statistics have begun to find wide applicability in 
m any diverse fields one of which is biomedicine. This is because these statistics, known 
as cumulants, and their associated Fourier transforms can handle coloured Gaussian pro­
cesses automatically whereas second-order statistics can not [52]. The digital signal pro­
cessing framework under which the bispectrum estimation is feasible is described in a tu ­
torial paper by Nikias [53]. Below, a recent method that was applied for the identification 
of VEPs in the background EEG activity is described briefly.
Samar et ah [54] averaged together the bispectra of noisy EEG waveforms and then re­
turned the resulting bispectrum in the time domain. The bispectral signal average favours 
some interesting properties compared w ith the conventional average since its amplitude 
varies as a function of the first three moments of the ERP's signal distribution, the mean, 
the variance and the skewness whereas conventional signal average amplitude varies 
only as a function of the first moment of that distribution. Thus, if E E G { n )  w ith n  =  
0, ±1, ± 2 , . . . ,  ± M /2  is the EEG waveform w ith the DC removed, the third-moment se­
quence and its bispectrum B { w i ,W 2) are given by the equations below where
t i , t 2 are integers:
n =M/ 4
C3{tut2)  =  lim  X  E E G { n ) E E G { n  +  t i ) E E G { n  +  t 2)
B{wi,W 2 ) = X X  ^ 3 |wi|, |w2| <  ?r (2.17)
It is proved in [55] that the expectation of the bispectrum of a signal contaminated with ad­
ditive symmetric noise is just the bispectrum of the signal. Thus, like conventional signal 
averaging, bispectral signal averaging involves trial-by-trial noise cancellation that im­
proves as the number of trials is increased. So the average bispectrum of a number of trials 
is proved to be [54]:
< B;{wi,W2 ) >= {< a +3 < a > -h cr i^Ta) B{wi, tug) (2.18)
where < a > is the mean of the amplitude distribution of the fundamental waveshape s (n) 
to be restored, and a  and JC3 are the standard deviation and skewness of that distribution 
respectively. Now the time domain signal of the above average, B SA {n ) ,  is [54]:
B S A {n )  =  (< a -1-3 <  a > -I- s{n)  (2.19)
The above method was applied to analyse VEPs from noisy EEG measurements. The 
bispectral averages showed similar morphologies and noise suppression to conventional
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averages. However they reveal novel information about the underlying brain mecha­
nisms involving alterations in ERF variability and distributional symmetry that were hard 
to be detected with the conventional averaging.
2.3.6 Tim e-Frequency Representations
Time-Frequency representations are a useful improvement to the well established Fourier 
analysis since they provide simultaneous information on frequency and time localisation 
of a signal [56]. The wavelet transform, as proposed by Mallat [57], is one of the Time- 
Frequency representations and was applied for the first time to brain signal analysis by 
Bartnik et al. [58]. The method they proposed is based on the multi-resolution signal decom­
position and is described briefly below.
As the name of the above method states, it involves decomposition of the processed 
signal in a series of orthogonal basis functions. Orthogonality ensures a unique and 
complete representation of the signal. Furthermore the orthogonal complement provides 
some measure of the error in the representation. This series of basis functions m aybe com­
posed using vector discrete functions that vary in resolution and scale. Variation in resolu­
tion may be derived by low-pass filtering of the function with a half-band low-pass filter. 
Also variation in scaling may be obtained by sub-sampling by 2 the original function. The 
latter is equivalent to decimation in time by a power of 2 .
The above discrete functions are the so called scaling functions and it is im portant to be 
chosen in a way that have good time localisation properties and give, at the same time, a 
good low-pass filter. Such a function has been described by Mallat and is based on splines 
of order 3.
Thus, given a scaling function ^{t) at a scaling index level equal to zero, an orthonor­
mal basis V2j is achieved by first dilating it by the scale coefficient then translating it 
by 2~^n cind normalising it by V2~3 [57]:
(2.20)
where 2  ^defines the level of resolution. Thus, a series of orthonormal basis functions 
may be constructed at different levels of resolution.
Assume now that there exist a ladder of spaces such that [59]:
Vb C V_i C V-2  C . . .  (2.21)
w ith the property that if f {x)  6  then f { x  — 2~^n) G V2 j ,n  G Z  where is the
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orthonormal basis constructed by equation 2.20. The fact that W 23 is the orthogonal com­
plement ofV2i in F2J-1, is denoted as:
U2i =  F^_i © W2J (2.22)
Thus, W 23 contains the necessary details to go from V2J to V2 3 - 1  and expresses the error 
in the approximation of the signal in V2 3 . The basis functions of the orthogonal comple­
m ent are called orthogonal wavelets Ÿ(æ) or simply ivavelet functions. The basic property of 
the function #  is that it can be scaled according to:
xI/2,-(t) =2^T/(2Jf) (2.23)
where j  — 0, —1, —2, . . .  is the scaling index.
Following the terminology of Mallat the projection of a signal on a basis W 23 is called 
discrete detail signal at resolution 2L  Summarising, multi-resolution signal decomposition 
provides for the analysis of a signal into low-pass components at each level of resolution, 
2 f  through the projection on the V23 basis. At the same time, the detail signal's compo­
nents (projection on a W 23 basis), provide information regarding bandpass components. 
The above can be understood more easily in terms of the Fourier transform of the scaling 
function $  which has the form of a low-pass filter whereas the Fourier transform of the 
wavelet function W has the form of a bandpass filter.
Now, that the basic theory has been described, it is time to return back to the prob­
lem of the underlying deterministic signal reconstruction from the EEG measurements. 
Bartnik et al. applied multi-resolution decomposition in an EEG sequence making the as­
sum ption that the evoked potential (EF) is limited to the first second after the stimulus and 
that the rest of the signal is pure EEG. They formed this way two datasets, one contain­
ing the first sec signal and another one containing the background EEG. They performed 
then, multi-resolution decomposition on both data sets obtaining the coefficients of the 
detail signal, D j{m), where m is the index of the coefficient, for different magnifications 
(—1 > j  > —8). Subsequently, the detail signal components were used as input values to 
discriminant analysis, in order to find wliich Dj (m) component distinguishes in the best 
w ay EF from EEG. They found that the best discriminating parameters were the compo­
nents of of the sixth, Dgim), and seventh , D-j(m), detail signal. This meant that the sixth 
and seventh detail signals of the first data set differ from the corresponding ones of the sec­
ond data set and since the second data set is pure EEG the components of DQ{m), Df{m)  
described the deterministic EF.
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Finally, they reconstructed the EP signal by keeping only Dq{i7 i) and D-r{m). The re­
constructed EF revealed novel information about its variability and time evolution com­
pared w ith that obtained by averaging as the high frequency components were filtered 
out in the latter one.
2.4 Multichannel Approaches & the Inverse Problem
In this paragraph the problem of identification, enhancement and analysis of a signal of in­
terest will be examined from the multichannel multidimensional m ethods' point of view 
where simultaneous recordings from different detector locations are available.
Many methods [60]-[67] are based on the assumption that the contaminated w ith noise 
signal of interest is the linear combination of some basis (linearly independent) signals, 
produced by distinct generating processes in the brain, together w ith additive noise, and 
they try to identify the underlying sources that produce these signals. This is also known 
as the inverse problem in MEG and EEG measurements. This class of methods is called 
eigenspaced methods [68] and are based, broadly speaking, on the following model:
Dn x m  =  T j^ xoPoxM +  Un x m  (2.24)
where
9 N  is the number of recording channels;
• M  is the number of the recorded samples in each measured signal (time index);
• O is the number of basic (source) signals of which the linear superposition forms the 
signal of interest to be identified;
and D  is the measurement matrix, U is the noise matrix, S  is the sigîial source matrix and 
T  is the transfer matiix from the source signals to the measured signals. The source signals 
then can be separated to those that contribute to the brain signal of interest and to those 
that contribute to the background brain activity or brain noise.
The above is just a general framework that the eigenspace methods rely on. Practical 
techniques that applied to the solution and identification of the signal source matrix differ 
from method to method. The basic assumptions about the noise that hold for most of them 
are that [61]:
• the noise signals should be uncorrelated with each other, and they should have 
equal energy;
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• the noise signals should not be correlated with the source signals.
Vanderschootef al. [60] used the singular value decomposition, SVD, to prove that un­
der certain conditions, like the above assumptions for the noise, the source matrix is given 
by:
S  = L^D  =  (2.25)
where the S, are derived from the SVD of the matrix D:
D n x M  = -Z^iVxoSoxMFjVxM (2.26)
In the above way they managed to separate and enhance the fetal ECG signal from the 
mother ECG and the background noise.
Rogers et al. [62] used factor analysis for the decomposition of the matrix D to T and 
S. They applied the above method to VEP from two different subjects and fotmd that 
some source signals were common in each subject, allowing, thus, the conclusion that 
there might be typical responses of the hum an visual system which could not be iden­
tified by simple averaging.
Tesche et al. in a recent paper [63] used a similar approach where the matrix T  was 
formed as T  =  (fi, 2^, ■ « • > fo) where for i =  1 , . . . ,  O are unit vectors that can be de­
termined from the A-dimensional signals measurement space of the N  sensors, or from a 
subset of them. That is, they may be determined from a conspicuous feature present in N~ 
dimensional time-averaged data such as a peak in the evoked response data at a specific 
latency (instant). Even if the vectors ti are not mutually orthogonal, the unbiased estimate 
for S  was proved to be [63]:
S  = T-^D (2.27)
where T+ =  [T^T]“ ^T^ is the pseudoinvers of T. So, in order to determine the source 
that produced an auditory EP, they chose 0  =  1 and the vector t \  was determined from 
the signals in a subset of 34 of the 122 sensors located over the left auditory cortex at 224 
msec after the presentations of the high tones. Detector readings at locations distant from 
the source were set to zero. Then if t\ is a (122 x 1) vector then T+ is a (1 x 122) vector 
cuid S  is the (1 x M) source signal vector where M  is the time index.
Finally, Lewis in [64] propose a similar method not for the identification of the source 
signals but for the enhcuicement of the measured signals, which requires the a priori
REFERENCES 29
knowledge of the general shape of the underlying signals. This knowledge may come 
from previous measurements or directly from an ensemble average. Given that a model 
signal exists for each channel, the method forces the sample-by-sample spatial distribu­
tion of the measurements to match w ith that of the model. The effect is to use the spatial 
information of the model to enhance the temporal information of the measurements. De­
noting the N  channel model and measurement signals by the N-dimensional vector time 
series q{n) and d{n) respectively, the result of this spatial projection enhancement, s{n), can 
be expressed as [64]:
■ w = M )
where is the orthogonal projection on the model subspace
[69]. Under ideal conditions, in which the 
spatial distributions of the underlying signal are the same as those of the model, and the 
noise is distributed uniformly over all N  dimensions, this approach yields a SNR im­
provement of V N . h i practice, the above conditions are hardly met and the SNR hnprove- 
ment is less than y/N.
A  more general framework about subspace based source signal reconstruction can be 
found in the tutorial papers of Veen et al [70] and of Vautard et al. [71]. Under this frame­
work the observed signals are collected in a so-called observation matrix. Decomposing, 
now, the column (range) space of this matrix or its covariance into a dominant and a sub­
ordinate part, reveals which of its subspaces can be attributed to the noise-free source sig­
nals and which can be attributed to the noise. Thus, an improvement to the SNR of an 
observed signal may be achieved by projecting the signal to both subspaces and then re­
constructing it by omitting the projection to the noise subspace.
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Chapter 3
Heart Interference Elimination
3.1 Introduction
This chapter presents a method for cancelling the heart artifact in MEG recordings. The 
heart generates a magnetic field which is much stronger than the field generated by the 
brain. In fact the field generated by the heart above the thorax during ventricular depo­
larization is two to three orders of magnitude greater than the field typically measured in 
MEG. The relative ratio between the heart's and the brain's contributions depends on the 
position of the sensor. Even for a typical MEG experiment, where the sensors are much 
nearer the cortical generators, the heart's contribution can easily outweigh or be compara­
ble to the signal of interest. The shielded enclosure does not help to eliminate the cardiac 
contribution to the signal since the subject is w ithin the shielded room, and the use of a 
gradiometer only partially helps since, unlike distant environmental noise sources, the 
heart is not very far from the sensors. Despite this fact, the contribution from the heart 
signal was not a major problem until recently because with a single or a few sensors there 
was no option but to average many presentations of the stimulus, and to repeat the process 
many times over for different probe locations to construct a map of the "evoked" magnetic 
field. Since the stimulus presentation was not synchronous w ith the heart cycle, the net 
effect was to average out the heart contribution. With the advent of multichannel detec­
tors capable of covering large parts of the head, and very recently w ith the introduction 
of helmet-like systems, Neuromag-122 [1], covering the whole head, the interest in single­
trial cmalysis has been renewed [2,3], The single-trial analysis requires the elimination of 
the heart contribution to the MEG signal, particularly during the dominant QRS complex.
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The proposed method is based on the assumption that the interfering signal to be re­
moved and the signal of interest are linearly superimposed. By signal we mean a segment 
of the MEG recording which lasts as long as the average heart cycle of the subject. Clearly 
the signal is a continuous function, bu t as it is recorded every 1 msec, it can be thought of 
as a vector of dimensionality as large as the number of milliseconds in the subject's mean 
heart cycle. The basic idea we are proposing then is not to subtract from the MEG signal 
the mean interfering signal (MIS) vector directly, but to omit entirely the portion of the 
signal that is projected on to the MIS vector.
3.2 Description of the Proposed Method (OSPA)
The basic idea of the method we propose is the following: we w ant to subtract an inter­
fering signal from a composite one. We view the composite and interfering signals as two 
vectors, the elements of which are their individual samples. Then instead of subtracting 
these two vectors component by component, we project the composite signal on the in­
terfering one and keep only the remaining part of the vector as the only one that contains 
useful information. We call this Orthogonal Signal Projection Algorithm (OSPA), and for the 
particular application we are interested in, it works out as a two-stage process. In the first 
stage of OSPA, the average heart interference is computed from several signals aligned 
through a QRS-synchronous segmentation. In the second stage each signal segment to be 
processed is again aligned w ith respect to the QRS complex and the component along the 
MIS vector is computed and removed from the signal, leaving only the part of the signal 
which is orthogonal to the MIS vector. The two phases of the algorithm are discussed in 
more detail below.
3.2.1 D eterm ining the M lS-vector
In order to perform QRS-synchronous segmentation of the corresponding MEG data, the 
QRS complex in the EGG reference channel recordings must be detected. Firstly an appro­
priate realization of the QRS complex, figure 3.1a is stored in a vector q of 2k +  1 samples 
length:
g =  [g (l),g (2 )...,g (26-|-l)]. (3.1)
There exist several QRS detection techniques available in the literature [8]-[15] w ith the 
correlation and the template matching methods being most widely used. The correlation
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Figure 3.1: Outcome of the application of both the correlation and template matching tech­
niques to the average ECG signal (Waveform a), a) Average ECG signal over all epochs 
and the extracted QRS template, b) Typical ECG signal, c) Outcome of the correlation 
technique between the QRS template and the ECG signal of waveform b. d) Outcome of 
the TM technique on the ECG signal of waveform b.
method was implemented first, but it gave disappointing results because the QRS tem­
plate responded not only to the corresponding pattern of the QRS complex but to other 
peaks as well, especially the T-peak of the ECG (figure 3.1c). However, after experiment­
ing w ith various techniques we concluded that the template matching technique gave the 
best results as it is shown in figure figure 3.Id. Tliis agrees w ith Janes' et al [12] findings 
w ho concluded, after having performed a comparative study of various detections meth­
ods, that for QRS waves, only the matched filtering method achieved good results. There­
fore, w e adopted the template matching technique which belongs to the class of matched 
filtering methods.
Thus, the template q is sequentially matched against an ECG signal Ee c g U)/ a slid­
ing window. At each time step the mean square error criterion is computed w ith the cor­
responding response function being:
/  3+k \
fU )  = E  ( î ( i - ( i - f c )  +  l ) - ® E C 0 ( i ) ) -\ i= j~ k , j  = k + l , k  2, . . .  , N  — k. (3.2) 
The QRS complexes are detected as the sharp peaks of the response ftmction, figure 3.1d.
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Afterwards, a number of epochs that will be used to "train" the algorithm are segmented 
synchronously to these QRS complexes, and the MIS, that is the estimation of the heart 
interference, is formed by averaging these segments. There are two options for averaging 
these segments:
(a). Direct averaging although not all segments have the same length - the heart cycle 
varies from 731ms to 864 ms for the specific subject in the specific experiment anal­
ysed later in section 3.4.
(b). Rescaling each segment so that all have the same length, that is rescale them to the 
mean heart cycle that has been found to be 786 ms. We do not really have proof that 
the signal shape is heart rate dependent, except that the time lapse between succes­
sive QRS' is variable. If we w ant to treat these signal segments as vectors in the same 
vector space, they m ust all have the same dimensionality. So w e resample them  us­
ing a fixed number of sampling points to achieve that.
Lagrange's interpolation technique [16] is used for this resampling: the interpola­
tion polynomial P{x)  of degree iV — 1 is defined so that it passes through N  points 
yi =  f{xi), V2 =  f M ,  • • ■ ,  V N  =  f { x N ) :
^  { x - X 2 ) { x - X 3 ) . . . { x ~ X n )
{ x i  -  X 2 ) { x i  -  X s )  . . . { x i  -  X m )  ^
I {x -  Xj){x ~  xs) . . . {x  -  x n )   ^ ___
{X2 -  Xi){x2 - X f )  . . .  {X2 -  Xn )
, (x -  æi)(æ - X 2 ) . . . { x -  æjv-i)
{ x M -  x i ) { x N  -  X 2 ) . ■ . { x n  ~  x i ^ - i )
There are N  terms, each a polynomial of degree N —1; the polynomial is zero at all 
Xj except for j  = i where it takes the value yi. We have used six points, as "nearest- 
neighbours", three before and three after the interpolated point. The interpolation 
step is the following ratio:
period o f the epochinterpolation step = ------------------;— ---- . (3.4)mean period
The variable x  that appears in formula 3.3 is an integral multiple of this interpolation 
step.
The resulting heart averages are shown in section 3.4.
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Figure 3.2: The signal Sp is perpendicular to the MIS or MCG signal, that is free of any 
component that might correspond to the heart.
If each MEG segment, sampled synchronously with QRS, is expressed in the form of 
row vector S'i(n), n = 1 ,2 ,. . . ,  i\T ; i = 1 ,2 ,... where N is the number of samples in 
each segment and L is the number of segments that have been found per channel, then
1 ^OM{n) = y  ^ iS i(n ) , n =  1 ,2 ,... ,iV (3.5)
i=l
is the MIS vector over all epochs of a specific channel.
3.2.2 E lim inating M IS from  the MEG Signal
During this phase individual MEG signals are analysed. Since the MCG interference is 
a periodic function, a QRS-synchronous segmentation of the MEG signal is performed 
and each segment is analysed separately. Figure 3.2 shows the basic idea of the proposed 
method. A typical segment OS  is projected on the MIS vector C M  and the projection OP  
is subtracted from OS.  The resulting signal OSp is now orthogonal to the MIS axis.
In order to find the projection of a test segment OS^ onto the MIS vector and then sub­
tract it from the segment itself, we perform Gram-Schmidt (GS) orthogonalisation [17] be­
tween these two signals:
(a). Let a — ^  be the unit vector along the MIS axis.!|OM||
 ^
(b). The projection OP  of a typical MEG segment on the MIS axis is the following inner 
product:
ÔP =  (%  ./I (3.6)
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(c). The orthogonal vector to the MIS vector is then given by the following formula:
(5Sp =  OSk -p iO S k  -p) =  OSk — (3.7)\\0M\\ \\0M\\
or more explicitly:
OiS'p(n) =  OS'fe(n)-/.i(n) , n =  l ,2 ,  (3.8)
where
l i { n ) =  — , n  =  l , 2 , . . . , i V  (3.9)
So each segment is orthogonalised w ith the MIS vector. The algoritlim thus measures 
from the given segment the am ount of heart interference and subtracts it from the MEG 
signal. It should be mentioned here that any DC-component has been removed by default 
from the MEG data during their acquisition and storage.
3.3 Computer-generated MEG Test Data
The performance of the algorithm proposed above will be contrasted with the perfor­
mance of direct subtraction and adaptive filtering algorithms, using both computer­
generated and real MEG data.
We have used the real MEG data to construct quasi-realistic computer-generated data 
w ith well-defined composition. A typical MEG signal may be considered as the linear 
superposition of the following three signals:
(a). A brain signal,
(b). A heart signal,
(c). A noise signal.
The brain signal is assumed to be the mainly cortical response to the auditory stim­
ulus and the spontaneous background activity of the brain. As an estimate of this sig­
nal a straightforward averaging of the MEG signals without any time alignment w ith the 
R-peak of the ECG reference signal may be used. Since the phases of the heart compo­
nents are randomly distributed in eacli epoch and since each epoch is identically aligned
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w ith respect to the onset of the auditory stimulus, straightforward averaging over all the 
epochs reduces drastically the heart's contribution to the signal.
H ie ECG signal is used to align segments of the signal in phase w ith the QRS com­
plex; averaging the first 50 such QRS-aligned segments provides an estimate of the aver­
age heart artifact.
We next need a representative noise component; we note that for modern multichan­
nel MEG probes, the noise in the signal is dominated by background brain activity w ith 
only a small contribution from environmental sources and noise generated by the data ac­
quisition system. An autoregressive (AR) model is appropriate for synthesising the noise 
signal. For the short-length records (about 2 s) analysed here, the MEG signal may be con­
sidered to be stationary [18]. Thus, the MEG signal is modelled as the output of an all-pole 
system driven by zero-mean white noise u{k):
S{k) = — âjS{k — %) 4- u{k) (3.10)
where p  is the optimal order of the AR process and are the parameters of the process.
To estimate the parameters of the AR process, we have used the prestimulus segment 
of each epoch, and isolated segments away from the QRS complex. The AR parameters 
were calculated by solving the Yiile-Walker [19] equations (Appendix A):
(3.11)
where Wi = —ai, p is the order of the AR process and r(-) is the autocorrelation se­
quence:
r(0) r ( l) • r{p -  1) Wl r( l)
r ( l)  r(0) . r{p -  2) W2 — r(2)
r(p -  1) r(p —2) . r(0) Wp _ . r{p) _
N - \
r{k) =  — ^  S{n) S{n — k), 0 < k < N  ~  I (3.12)
71=0
where N  is the number of samples of the input sequence S{n).
The order of the AR process for the isolated segments is estimated using the final pre­
diction error (FPE) criterion [20] which is minimum for the optimal order process p and is 
given by the following formula:
FPE{p) = (3.13)N ~ p - l  ^
where N  is the number of samples of the input sequence and Ep is the prediction error 
which is given by the following formula:
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Figure 3.3: FPE criterion sequence for 1 < p < 50. The function is minimised for p — Q. 
So the optimal order process is 6.
ai a2 as &4 5^ oe
0.95 ±  0.09 -0.47 ±  0.07 0.36 db 0.06 -0.13 ±  0.05 0.11 ±  0.05 -0.02 ±  0.03 0.06 d= 0.01
Table 3.1: Parameters for the 6^^^-order (AR) noise generator
1 i v - i  /  P V
%  =  M E  -  E  àjSik -  j) . (3.14)
V j= i  J
The above procedure is repeated for all epochs, estimating FPE for 1 < p < 50. The 
FPE sequence for a typical MEG signal is shown in figure 3.3.
The mean order for the AR process was found to be 6. Then, the parameters for each re­
gion are estimated and their mean value is taken. These parameters are shown in table 3.1. 
Finally, the noise signal is generated by feeding the 6* -^order autoregressive model w ith 
zero-mean white Gaussian noise the standard deviation of which is shown in table 3.1 as 
well. The variance of the zero-mean white noise u{k) in table 3.1 was calculated by the 
following formula [5]:
p
f '^kr{k) (3.15)
k—O
where ao =  1.
Thereafter, one hundred simulated signals - 786 samples each corresponding to the 
mean heart cycle - are generated, that is, approximately forty epochs. The brain and the
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interfering signals are repeated periodically but the ratio of their periods is an irrational 
num ber so that the relative position of the QRS peaks and the auditory signal peaks is 
always shifting.
3.4 Experimental Results
3.4.1 Synthetic Data
3.4.1.1 A pplication of the OSPA
The algorithm described in section 3.2 was applied and the MIS for the first twenty epochs 
was calculated. Tills was the training of the algorithm. The estimated heart artifact was 
then used to clean the next twenty epochs. H ie same MIS will be used also as reference 
input in the adaptive interference cancelling approach later on.
Figures 3.4(a)-(c) show the computer-generated brain, heart, and noise signals respec­
tively, one below the other to facilitate comparison.
Figure 3.4(d) shows the linear superposition of the above three signals that was a sim­
ulated MEG signal of epoch 1. This MEG signal was then Gram-Schmidt (GS) orthog­
onalised w ith the MIS that had been computed from the first twenty simulated epochs. 
The "cleaned" MEG signal is shown in Figure 3.4(e). Note that the MCG artifact has dis­
appeared. Then the noise component is subtracted in order to see the effect of the whole 
procedure on the brain signal of interest, and the result is shown in Figure 3.4(f). Note that 
this remaining signal is the brain signal, of Figure 3.4(a), almost unaffected.
Table 3.2 shows the sum of the squares of the residuals between the original signal 
and the recovered one, for simulated data w ith different levels of additive noise.
3.4.1.2 Adaptive Noise Cancelling Approach
The Shur RLS, lattice filter described in [6], [7] was applied to the simulated data. All the 
MEG signals were seamlessly concatenated (i.e. with no visible discontinuity at the points 
of concatenation) in order to form a consecutive signal and a reference signal was formed 
using the average heart signal that had been estimated above using all the available sim­
ulated data. The filter order was iV =  3 and the sliding window that was used in order 
to estimate the short - term autocorrelation and cross-correlation coefficients had length 
L  =  20,000. The results are shown in Figure 3.5. Waveform (a) shows the brain signal 
of interest whereas waveform (b) shows the simulated MEG signal which is the same as 
that of Figure 3.4(d). Waveform (c) shows the signal used as reference input to the filter.
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Figure 3.4: Application of our method to computer generated MEG data, a) Brain signal, 
b) H eart artifact (Interfering signal), c) 6*^*^-order (AR) noise, d) Computer-generated MEG 
signal (Linear superposition of the above three signals), e) "Cleaned'' signal after the GS 
orthogonalisation, f) "Cleaned" signal minus the noise signal. Note that the scale along 
the y axis m (a) and (f) is two times larger than the scale along the y axis for (b), (c), (d), 
and (e).
Figure 3.5 (d) shows the signal "processed" with the Shur RLS adaptive algorithm. The 
heart interference has been cancelled successfully. Waveform (e) shows the noise signal 
that will be subtracted in order to reveal the effect of the algorithm on the brain signal (a). 
Finally waveform (f) is waveform (d) minus the noise component (e). It is clear that the 
Shur algorithm has introduced a new noise component, corresponding to its effect on the 
original noise component.
In table 3.2 the sum  of the squares of the residuals between the original signal and 
the recovered one by means of the RLS approach is shown for different levels of additive 
noise.
3.4.1.3 Direct Subtraction of the Heart Interference
The estimated heart average, MIS, after using half of the available simulated data was sub­
tracted from the simulated MEG signal that was used in the previous approaches. Fig­
ures 3.6 (a) and (b) show the brain and heart signals used for the production of the simu-
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Figure 3.5: Application of the Shur RLS algorithm to computer-generated MEG data, a) 
Brain signal, b) Computer-generated MEG signal, c) Heart artifact (Interfering signal), d) 
"Cleaned" signal after the application of the above algorithm, e) Noise component of the 
simulated signal, f) "Cleaned" signal (d) minus the noise signal (e).
Method
St. dev. of the additive noise
0.12 0.1 0.06 0.04 0.02
OSPA 1.87 1.57 1.24 0.9 0.67
RLS 1.96 1.65 1.47 1.06 0.76
DS 2.13 1.73 1.55 1.21 0.89
Table 3.2: Distortion of the restored signals (sum of the square of the residuals) as function 
of the noise level added to the original signal.
lated signal, waveform (c). Figure 3.6(d) shows the estimated heart interfering signal after 
averaging the first 20 simulated epochs. Clearly the underlying heart signal (b) and the 
estimated one (d) are different. The result of direct subtraction is shown in Figure 3.6(e) 
whereas in Figure 3.6(f) the remaining brain signal is shown after the subti'action of noise. 
The amplitude of the remaining signal has clearly been increased.
The sum  of the squares of the residuals between the original signal and the recovered 
one by means of this approacli (DS) is shown for different levels of additive noise in table 
3.2.
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Figure 3.6: Application o£ direct subtraction to computer-generated MEG data, a) Brain 
signal, b) Heart artifact (MIS signal), c) Computer-generated MEG signal, d) Estimated 
heart interference, e) "Cleaned" signal after direct subtraction, f) "Cleaned" signal minus 
the noise signal.
3.4.2 Real MEG Data
The method that has been just described was applied to KRENIKON data. The first one 
hundred epochs were employed w ith the first 50 of them used to train the method and the 
other half to test it. QRS-synchronous segmentation revealed 125 segments for the first 
fifty epochs and the mean period (heart cycle) was found to be 786 ms. Each segment was 
used as a separate signal and the average signal of the above segments w ith both options 
described in section 3.2.1 was calculated and is shown in Figure 3.7. Since these wave­
forms are almost identical, direct averaging rather than rescaling was used.
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Figure 3.7: a) Direct averaging and b) averaging after rescaling of the segments extracted 
from the segmentation of the first 50 epochs of channel 16.
The testing of the method constitutes event-synchronous signal analysis of the second 
set of fifty epoclis. A typical signal, channel 10 of epoch 56, before and after the appli­
cation of our algorithm is shown in figure 3.8. The signal component associated w ith the 
heart cycle has all but disappeared. The effect of our algorithm is dramatically different on 
the signal associated with the heart's activity and the rest, be it real brain signal or noise; 
this is best illustrated by performing the ECG based averaging and the averaging of trials 
aligned w ith the onset of the auditory tone. In Figure 3.9, the QRS-synchronous average 
using the data after the application of our algorithm is compared w ith the correspond­
ing QRS-synchronous average using the original data, for chaimel 16. The amplitude of 
the MCG signal has been reduced nearly 30 times, all but eliminating the MCG artifact, h i 
contrast. Figure 3.10 shows that w hen the averaging was done w ith the trials aligned w ith 
the onset of the auditory tone, no significant difference in the traces was detectable for the 
same channel (16) w hen the signals before and after the application of our algorithm are 
used.
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Figure 3.8: a)ECG signais (channel 10 of epoch 56). b) Corresponding MEG signal, c) 
"Cleaned" signal after GS orthogonalisation.
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Figure 3.9: a) Heart artifact before GS orthogonalisation, b) Heart artifact after GS orthog­
onalisation. The latter is about 30 times smaller in magnitude than the former.
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Figure 3.10: a) Straight-forward MEG average over all epochs for channel 16 before GS 
orthogonalisation analysis, b) The same average for the same channel after GS orthogo­
nalisation analysis. Note that the latter has remained almost unaffected.
3.5 Conclusions
A method for eliminating the heart interference signal from MEG signals has been de­
scribed. The method is basically a two-step procedure. In the first step the algorithm is 
trained to identify the mean interfering signal. In the second step, the MEG signals are 
QRS-synchronously segmented and each segment is GS orthogonalised to the MIS found 
in step one.
The method was tested with both simulated and raw MEG data. The results were 
consistent. The heart interference signal was cancelled and the brain signal of interest 
remained almost unaffected. QRS-synchronous averaging of the signals after the appli­
cation of the proposed method showed that the MCG artifact was suppressed by a fac­
tor of 30. Comparison of the proposed method on simulated data w ith other approaches 
showed that it was the one that affected least the brain signal of interest. In terms of 
complexity, the proposed algorithm has much less memory requirements than the ANC 
method and is much faster. The CPU times and the memory requirements for processing 
a concatenated MEG signal of S 0,000 consecutive samples w ith the three different meth­
ods that are described here on a DECstation 5000/240 are shown in table 3.3. For the direct
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Method
OSPA Direct Subtraction Shur RLS
CPU time (sec) 0.3 0.2 2.8
Memory requirements (Kbytes) 6 6 2,580
Table 3.3: CPU times in seconds for processing a MEG signal 100,000 samples long
subtraction and the proposed method only two arrays of length equal to the period of the 
heart cycle were used (one for the prim ary and one for the reference signal). For the ANC 
approach the memory requirements were estimated for a window length of 20,000 and 
the filter order was chosen to be 3. The time of the proposed method is comparable w ith 
that of direct subtraction and approximately one order of magnitude smaller than that of 
the ANC approach.
The method we have described is clearly well-suited for single-epoch analysis, partic­
ularly w hen deep brain activity - a notoriously difficult goal in MEG reconstructions - is 
targeted in single trials. The method can also be used to identify which areas of brain ac­
tivity might be correlated with the activity of the heart. Fairly modest extensions of the 
method can be used for wider applications, whenever a noise component can be charac­
terised well in terms of its spatial and temporal properties, and particularly when an aux­
iliary channel like the ECG is available. For example, we anticipate that artifacts due to 
muscular activity an d /o r signal generated by eye movement can be removed with m od­
est modifications of the method.
Finally, in the work presented here we are only concerned with the removal from the 
signal of the ever present persistent heart activity, rather than the infrequently occurring 
events, like extrasystoles. We do not expect that extrasystolic events will lead to major 
problems: firstly they will be very infrequent and possibly absent from the recordings of 
the majority of normal subjects. Secondly, the direct distribution will either be weak (be­
cause of distance from the sensors) or for strong extrasystoles the spatial distribution can 
be characterised as noise, and hence the relevant data section can be removed from further 
analysis.
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Chapter 4
A Stochastic Algorithm for the 
Restoration of MEG Signals
4.1 Introduction
Medical signals, like those produced by the MagnetoEncephaloGraphic (MEG) technique 
are often corrupted by high levels of noise. This makes extremely difficult their interpreta­
tion that w ould lead to better understanding of the human behaviour and the functioning 
of the central nervous system (CNS) [1]. Our work is motivated by the need to eliminate 
these high levels of noise, which appears to be additive coloured Gaussian noise [2], in 
the MEG signals so that signal detection and interpretation is feasible.
Several techniques exist in the field of noise reduction and signal detection in noise. 
The standard technique is ensemble averaging of the raw signals, time-locked to some 
external trigger [3], provided that the signal is stationery and the noise has a zero mean 
value. Parametric methods where the noise is modelled as an autoregressive process have 
been developed [4], [5]. In some of them, averaged signal templates are used and the sig­
nal of interest is identified through an ARX (autoregressive with exogenous input) algo­
rithm, like in [6, 7] (application to EEG signals) and in [8](application to MEG signals). 
Alternative techniques, based on adaptive noise cancellation concepts have been devel­
oped assuming a mean behaviour of the underlying signal [9], [10]. Recently, a matched 
filtering approach was proposed that makes use of predefined templates of the signal of 
interest in the frequency domain [11].
In this chapter we view the problem of noise reduction as a global optimisation one 
and the technique we chose to employ for its solution is simulated annealing. Simulated 
annealing (SA) is a combinatorial optimisation method based on stochastic techniques.
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In its original form it was introduced by Kirkpatrick et al. [12] and Cerny [13] and was 
based on the analogy between the simulation of the annealing of solids and the problem of 
solving combinatorial optimisation problems. From then on, the SA algorithm has been 
applied to many combinatorial problems, both practical and theoretical in a wide range 
of disciplines [14]. We view the problem of noise removal as a restoration one for the cor­
rupted signal, based on Gibbs distributions. The restoration algorithm computes the max­
im um a posteriori (MAP) estimate of the original signal given the corrupted signal and 
has been inspired by the work of Geman and Geman [15] in the digital picture processing 
field. The restoration algorithm generates a sequence of signals that converges in an ap­
propriate sense to the MAP estimate. This sequence evolves by local changes of the signal 
elements that increase in the long-term sense the value of the posterior probability density 
function. Nevertheless, changes that decrease the posterior probability density function 
are perm itted as well and are made on a random basis in order to avoid convergence to 
local maxima.
The innovation we introduce in this chapter is the use of more than one models for the 
noise amd the signal. Thus, the process of restoration proceeds in two levels; For a fixed 
set of model parameters the signal is restored using simulated annealing. The restored 
signal is then used to estimate the model parameters which are subsequently used to re­
store the signal again, starting from an improved initial state and using improved values 
of the parameters. We demonstrate our method first using some simulated data which 
resemble the true data and for which ground truth is available, and finally we apply it to 
some real data.
In section 4.2, we develop the model for the signal as the sum of two terms, the noise 
modelling term and the uncorrupted signal modelling term. In section 4.3 we describe 
the stochastic optimisation procedure in terms of the parameters that should be specified 
in order to be implemented. In section 4.4 we describe oiu algorithm. In section 4.5 we 
discuss how we estimate the parameters that are used by the proposed algorithm. Finally, 
in section 4,6 we present the results of application of the above algorithm to real and sim­
ulated data followed by concluding remarks in section 4.7.
4.2 Model Development
The model of the corrupted signal we adopt here, as we mentioned before, assumes ad­
ditive coloured Gaussian noise. More specifically, we assume that the corrupted signal 
can be w ritten as G = X  + N  where X  is the original Signal and N  is an independent
4.2. MODEL DEVELOPMENT_______________________________________________ ^
noise signal. The restoration problem is expressed as the maximisation of the conditional 
probability density function of signal X  ( a specific value of which is denoted by x) given 
a specific value c of the corrupted signal C. From the Bayes decision rule, this posterior 
probability density function P {X  — x \ C — c) is
Since the probability density function of the corrupted signal P (C  =  c) is a constant, 
w e have to specify only the two factors P{C ~  c \ X  = x) and P {X  = x) in the above 
expression. We start from the first of these two factors.
4.2.1 N o ise  M odel
The first component in the numerator of equation 4.1 can be written as :
P{C  =  c 1 X  =  æ) =  P (X  +  W =  c |X  =  æ) =  P {N  = c - x ) =  P{N)  (4.2)
since N  is independent of X. So specifying factor P{C  =  c | X  =  .t) is equivalent to 
specifying the probability density function of the noise component. For some signals, e.g. 
biomedical signals (MagnetoEncephaloGraphic signals) tliis noise can be modelled by a 
Gaussian autoregressive (AR) process of order say m [2], [16]. That means that the value 
of the noise at each site i depends on the previous m noise values at sites « — l , i  — 2 , . . . , i  — 
m. So, if our signal consists of M  samples, following the chain rule of probability [17], we 
can write:
P{N)  =  P (n i, Mg,. . ., riM)
— P{nM t M'M-l, . . . , MM-m)P(?^l,M2,. . . yflM-l) ~
=  P(nj\,/ I 7T.M-1, • • • , nM-m)P{^M-l  I MM-2, • • • , ■ ■ ■
. . . , P I 71xn? , Mi)P(mi, Mg) ■ • >, rifn) (4.3)
Thus, to compute P{N)  we m ust estimate the probability density function of the noise 
at site i, P{rii | M%_i,. . . ,  The value of the noise sample at site i is
Hi — + agMi-g+j..., amUi-m T i>  m  (4.4)
where a i , . . . ,  are the AR coefficients for the noise model and z/ is a random variable 
from a zero m ean Gaussian distribution with variance cr^ .
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We may note now that the randomness of arises botli from the randomness of , 
. Ui-m and the randomness of But if nj _i , . t ake on particular values, then 
the randomness of will arise only from u. Therefore
P{rii I n i_ i , . . . ,  Ui-rn) =  P {v ) =  — (4.5)(Tv27r
Substituting v from equation 4.4 into the above equation we get
P \ ^ i  I TT'2 —I 3 - . - 5 77.777,) =  - ^ ^ = 6  2o-- , i  777. ( 4 * 6 )
Substituting equation 4.6 in equation 4.3 we get
1=  ^M-m  n  G -P(ni,n2, . , . , n „ )  =
^  ^M-m   ^ 2Ô2 j  P ( n i , n 2, . rim) (4.7)
where fii is the conditional mean at site i  given by ;
—  E \p i i  I 1 , • • • j r i i^ m ]  —  +  CL2rii—2 ^ m  ( 4 . 8 )
For simplicity, we shall assume a periodic repetition of the noise field (i.e. cylindrical 
boundary conditions) so that w e do not need to take special care for the boundary, and 
write:
4.2.2 Signal M odel
The signal X  is modelled as a Markov Random Field (MRF) assuming that the probability 
density function of % is a Gibbs Distribution (GD). Proof of the fact that a MRF w ith re­
spect to a neighbourhood system is equivalent to a Gibbsian probability density function 
may be found in [18] and is called the Hammersley-Clifford theorem. A random field is 
M arkovian if the conditional probability density function of the value at a specific site i  
given the values at all other sites, depends only on the values of a set of neighbours of site 
i ,  l i  :
P { X i  — Xi  I X j  =  X j , i  ^  j )  ~  P { X i  —  Xi  I X j  =  X j J  e  l i )  ( 4 . 1 0 )
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The neighbours of a site are determined according to some criterion, often that of spa­
tia l/ temporal proximity.
Furthermore, we assume that our signal is piecewise linear and that every L  consec­
utive samples can be assumed collinear. If we consider that a local linear segment starts 
at site s and finishes at site / ,  then we expect all intermediate sites to have values on this 
linear segment. That is, value Xi at site i where s < i  < f  must satisfy the equation:
« ■ " >
where Xg and x /  are the values at sample sites s and /  respectively. Thus, for the uncor­
rupted signal, we adopt a model that encourages this piecewise linearity by giving higher 
probability to configurations for which the sum of the squares of the differences of every 
L  consecutive sample values, from the values determined from the straight line segment, 
defined by the first and the last sample in the sequence, is minimal.
Therefore, we define P { X  = x) as
1 r  M —jL + 1  s + J j —2  ,  I r  ' 1 '  f. \  2  ^
P { X  = x) = - ex p < ^ - P  ^  Ç  ( x i - X s   y )  |  (4.12)
where p  is some constant, and ^  is a normalising constant. We can exchange the order 
of summation and write:
M-i
P ( X  = X) = —exp ^5+L-*1 (4.13)
If we assume cylindrical boundary conditions we can ignore the boundary effects in 
the first sum. We also change the summation variable in the second sum to n =  s — to 
obtain:
P { X  =  Æ) =  ^ e x p  I  £  Y .  ~ i   ^ +  a^i+n+L-i I  (4.14)
Tliis function is in the form of a Gibbs distribution and we shall write it now in a more 
concise way so that the Markov-Gibbs parameters of the adopted model become more 
clearly defined. If we assume that L  is constant and expand the square in the exponent and 
remember that our signal is assumed to be periodic (i.e. we impose cylindrical boundary 
conditions) then w e can write the above equation as follows (Appendix B):
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P { X  = x) =
ie x p  ( - /3  E  -  4 E  4  | g s g )  )  (4.15)
From this expression, it is clear that the piecewise linearity we imposed on our signal is 
equivcdent to assuming a certain type of clique potentials, corresponding to the adoption 
of a Markov neighbourhood of order L ~ 1  w ith specific values of the Markov parameters.
4.2.3 The Posterior Cost Function
Substituting equations 4.9 and 4.15 into equation 4.1, the probability density function 
P { X  = X \ C — c) takes the form:
P ( X  =  .  I C  =  c] =  +
where the denominator Z' is again a normalising constant.
So in order to find the MAP estimate of the original signal we have to minimise the 
following expression:
which from now on will be referred to as the posterior eitergy function or simply the cost 
function. We can express this function only in terms of the data we have Q, the values 
we seek to restore Xi, and the model parameters {ai, «2, . . . ,  am, <%, P, L} by substituting 
Ui = Ci ~  Xi. Thus, the cost function takes the form, (Appendix C):
M  I u \
^  I A x i  +  XiDi  4- Xi ^  B jX i+ j  +  H f  ] (4.18)
i = i  V i = i  /
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where
V. =  max{rn^L — l) 
t =  —1)
, ( T - 2 ) ( 5 T - 6 )
3
Di =
2 /  m m m  \
\  3 = 1  3 = 1 1 = 1  J
1 f  \Bj =  ^  I ^  2aiaj+i -  2aj j  -  4:(3pj, fo r; = 1,...
g,  _  I f E 2“!»,+! -  2%-j , for j =  i +  l , . . . , t i  if«r =  m
I - 4/3p;, for ;  =  f + 1, . . .  if u =  T -  1
"  vL
f forn =  1, . . . , T — 2
°  I  # 5 ^ ,  forn =  i - l
4,2.4 The Peak Process
The above model, however, does not take into consideration the fact that the signal may 
contain peaks that are to be preserved. To cater for that, we modify it by incorporating a 
discontinuity factor hi^n-
This factor m ust be such that w hen the distance of a sample from one linear segment 
is very large, we do not try to force that sample to fall on the segment. Thus, we define 
hi^n as follows;
Parameters î;i and V2  are positive and together they play the role of a soft threshold [19] 
which can be adjusted to control the smoothing implied by the model. Clearly, for
I Xi Xi^n Y  ^ 1“ •'^ ’i+71+L— 2 I ^ ^  iH,n 0 (4.20)
while for
Xi Xi^n ^   ^ Xi-^n+L—1 ju  ^ I %: ili,n I- (4 21)
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provided is a positive constant not very different from 1. Then, the modified version 
of equation 4.14 is:
P (X  = x) = | - / 3  ^  ^  - +  X i+ n + L -ij^^ '^  /ii.n j (4.22)
Therefore, if we wish to incorporate the peak process in our model, the following cost 
function will have to be minimised (for the derivation of the noise term in the formula 
below see appendix C):
M  I m
U^(x) =  +
i=l [ j=l
"b /? ^  J (x i - - b XiJ^n+L—l~^  r )  hi,n i (4.23)
n = - L + 2 ^  J
where Hi has been defined before and
mY1 -J-2cj^ 3 = 1
"  2<r2
 ^ /  m m m
—2 I — 2cj +  2 ^  aj {ci-j + Ci^j) — 2 ^  ^  ajaiCi^i-j
\  3 = 1  3 = 1 1 = 1
4.3 The Stochastic Optimisation Procedure
(4.24)
As it was proved in the previous section, the problem of obtaining the MAP estimate of 
the original signal, given the corrupted signal, has been reduced to the minimisation of the 
quantity of equation 4.18 or 4.23. For this purpose we shall use the stochastic optimi­
sation approach of Simulated Annealing (SA). We consider a physical system described 
by the parameters {ai, 02, . . . ,  a„i, cr, j3, L, h} and with energy given by U = U^{x). We 
w ant to search for the minimum energy, the ground state, of the system. To simulate this 
process, we introduce a "temperature" parameter T  in the posterior probability density 
function, thus writing it as:
P {X  =  Æ I C =  c) =  (4.25)
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Note w hat the effect of this parameter is the following: if T  is high, the exponent in the 
exponential factor becomes very small (tending to 0 for T  -> oo ) making all possible con­
figurations of X  more or less equally likely. This can be seen by considering the relative 
probability of two different configurations x i and X2  :
P (X  = x i I C =  ci) __ ,
P { X  =  X 2 \ C  =  C 2 ) ~   ^ ’
For T  large this ratio tends to 1. As T  reduces, the probabilities of the two configura­
tions x i  and X2  become more and more clearly differentiated. Thus T  allows us to control 
the smoothness of the configuration space. Starting from a large value of T  and gradually 
reducing it we allow the structure of the configuration space to gradually emerge. For ev­
ery value of T  we choose a new configuration x  and ideally, the reduction in T  (the cooling 
schedule as it is called) should be such that as we reach the optimum zy, T  0. A cooling 
schedule like this, that guarantees convergence to the optimal solution, is very slow [15]. 
Many researchers [20], [21] have found that a much faster cooling schedule, like the one 
we describe later on, is adequate.
At a given temperature T, starting w ith an initial configuration Xo, a small perturba­
tion Axo is selected and the energy change AC/ =  U^{xo 4- Aæ^) — U^{xo) caused by the 
perturbation is computed. If the energy is decreased, AU  < 0, the perturbation is ac­
cepted. Otherwise it is accepted with probability e ~ ^ . So, for the implementation of the 
algorithm the following parameters should be specified:
® initial value of the temperature. To',
•  final value for the temperature, T f,
•  the cooling schedule, that is the rule for changing the current value of the tempera­
ture, Tfc, into the next one,
• the initial state;
• the rule that governs the selection of new states;
• whether the algorithm will operate in synchronous (allowing parallel implementa­
tion) or asynchronous mode.
The remainder of this section examines in some detail the practical aspects of choosing 
the above parameters and options.
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4.3.1 Temperature and the C ooling Schedule
The initial value of the temperature T  is determined in such a w ay that virtually all transi­
tions are accepted, i.e. To is such that e ~ ^  ~  1. The stop criterion, determining the final 
value of T, is either determined by fixing the number of values for which the algorithm 
is to be executed or by terminating execution when the last configurations of the chain of 
successive configurations are almost identical, that is the change of the cost function is al­
most zero, A U  ~  0. The decrement of T  has been chosen so that only small changes in its 
value are allowed. The decrement rule is given by:
T/c+i =  'TT'a;, A: =  0 ,1 ,2 , . . . ,  (4.27)
where 7  is a constant smaller than but close to 1, usually 0.8 < 7  < 0.99 [22].
4.3.2 Initial State
The choice of the initial state is difficult since the number of variables involved is usu­
ally too large to deal with. Nevertheless, the clroice of the corrupted signal as initial state 
seems to be satisfactory for the present application.
4.3.3 The Selection of N ew  States
A new state is always identical to the previous state, apart from the value at one sample 
position only. The m ethod of generating a new state as described by Kirkpatrick [12] is 
to visit each sample in turn and to draw a sample from a [0,1] uniform distribution. This 
num ber then can be adjusted to the range of data values of the specific signal. In Bhatt et al 
[23] the idea is to generate the new states from a Gaussian distribution w ith the old states 
as the mean values and the variance of the corrupting noise as the standard deviation. 
Simchony et al [24] generate a random change rather than a new state for each pixel. The 
random  step is sampled from a Gaussian distribution with zero mean and monotonically 
decreasing variance, a temperature dependent function, updated in each iteration. The 
updating scheme of the variance in [24] is
=  c T a ^ V ^  =  1 +  0.0025A:
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4.3.3.1 G ibbs Sampler
The Gibbs Sampler, first proposed in [15], has enjoyed wide popularity, in particular in 
the implementation of the Bayesian paradigm. Although rival techniques based upon the 
Hastings-Metropolis algorithm often have at least as good theoretical properties, the Gibbs 
Sampler is often preferred because of its easy programmability and simplicity in imple­
mentation. Thus, the Gibbs Sampler is considered as a default option in a w ide range of 
problems.
The Gibbs Sampler is a Markovian updating scheme enabling one to obtain samples 
from a joint distribution, via iterated sampling from full conditional distributions. Let 
p{x) =  p{xi, ...,xk), X E denote a joint density, and let | x j , j  i) denote the 
induced full conditional densities for each of the components Xi, given the other compo­
nents a:;,; #  =  1 , . . . ,  A;, 1 <  A; < n. The Gibbs Sampler algorithm proceeds as fol­
lows [25]. First pick an arbitrary starting configuration x^ = (æj,. . . ,  æ®). Then succes­
sively make random  drawings from the full conditional distributionsp{xi \ Xj^j i)^i —
1 , . . . ,  A: as follows:
x \ fro m  p(æi I .. ,a:^)
x l fro m  p(æ2 |
x l fro m  p(æ3 I
4  fro m  p{xk I a ; } , , 4 - i )
(4.29)
This completes the transition from =  (æÇ,. . . ,  x^) to =  (æ];,. . . ,  æ^). Iteration of 
this cycle of random  variable generation from each of the full conditional distributions in 
turn produces a sequence . . . ,  • • which is a realization of a Markov chain, w ith
transition probability from x* to given by
k
% (æ\æ*+^) =  I x^pj > < I). (4.30)
i  =  l
We will derive now the form that sequence 4.29 will take for our specific problem. 
From the Bayes rule we know that
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P{A  I B ) = (4.31)
So the probability that the new value at site i is X{, given that the values at the neigh­
bouring sites li are x j , j  E li, is given by :
F{x i I X j , j  e l i )  -  P { X i  I ^ i ) -  
For simplicity we define:
Uf (x) = A x f XiDi -b Xi BjXi^j -b H f  (4.33)
j=i
The joint probability density function then that appears on the num erator of equa­
tion 4.32 is :
P{x) oc exp Y ^  Uf (æ)j (4.34)
The denominator of the same equation is the marginal of the above expression calcu­
lated by summing it up for all possible values of Xi. All factors that do not depend on 
Xi will come out of this summation and they will cancel the corresponding factors in the 
numerator. Thus, the numerator will consist of only those factors that depend directly on 
Xi, and the denominator will be a normalising constant. We shall isolate now those fac­
tors. As the value of any sample appears at most in the power of 2 in the cost function, we 
shall show that the local conditional probability density function for any sample to take 
any value is a Gaussian.
Isolating the factors in the numerator of equation 4.32 wliich depend directly on Xi 
is equivalent to isolating the terms in the cost function that depend directly on Xi. From 
the form of equation 4.33 we can see that Xi will appear explicitly in all Uj (Æ) for j  — 
Î — 1, w. Thus we shall have:
P{xi I X jJ  E li) oc exp ( Uf(æ)  I (4.35)
V k=i-u J
We shall compute now the exponent of the above expression:
E  =  ^  E  ^ i +  E  E  % E ^ j % + . , ' +  E  ( 4 3 6 )
k = i—u k—i —u k = i—u k = i—u j —1 k = i—u
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U pon isolating the terms that depend directly on xi in the above expression, we obtain:
i i - 1  i - 1
Y  ^  Y  4  +  Y  DkXk + DiXi +
k = i—u k = i—u k = i—u
ti—1 i—j —1 u z—1
Y j Y j BjXizXk^j +  X2 Y j BjXkXk.^.j +  
j = l  k = i—u j = 2 k —i —j + l
u u z
'^B jX iX i+ j+  ^ B jX i - jX i +  XZ ^ k  (4.37)
1 j = l  k=i~u
This expression can be written as :
J 2  U l(x) = Kx1 + hiXi + Mi (4.38)
k—i —u
where
K  =  A
u
A j =  D i  +  ^  ^B j  {xi—j  +  Xi i^-j )
3=1
z—1 z—1 zi—1 i —j —1
Mi — A  ^^  Xf. +  ^) DfÿXji; +  ^^  'ÿ ^  BjXi~X}~ j^
k—i—u k = i—u j = l  k = i—u
+  E  E  È  (4.39)
j= 2  k = i—j + l  k = i—u
The expression on the right hand site of equation 4.38 up to an additive constant can 
be w ritten as:
Ê  = + (4.40)
Thus the local conditional probability for a sample to have a certain value given the 
values of its neighbours is:
P{xi I X j,j e  li) oc exp I  (4.41)
where
=  ~ È (
a ' =  (4.42)
4.3. THE STOCHASTIC OPTIMISATION PROCEDURE_______________________ æ
We can define the constant of proportionality in the above expression so that :
X I I G li) =  1 (4.43)Xi
Then :
=  (4.44)
Therefore, w hen the cost function we w ant to minimise is the one given by equa­
tion 4.18, instead of drawing new values for the samples from a uniform distribution, we 
shall draw  from a Gaussian distribution with the above mean and variance. The only con­
straint is that A  should be positive, which is always satisfied since (3 is positive and L > 3 .  
Note that the above is by far much simpler than the formal way of generating random  
variâtes from univariate probability density functions of the formp(æ) oc exp{f{x)) which 
is the rejection sampling method [29],
The conditional probability density function above was derived for the case that no 
peak preserving factor was used. Clearly, therefore, it is not valid for the cases w hen the 
cost function given by equation 4.23 is to be minimised. This is because in that case X{ 
appears explicitly in the highly non-linear hi^n function. This makes very difficult for this 
case the derivation of the formula corresponding to formula 4.44. However, equation 4.44 
is only useful in accelerating the process of choosing new states for our system and it is 
known that if we do not use it at all, but we use instead a uniform distribution, the qual­
ity of the obtained solution will not be affected. Thus, we are going to use formula 4.44 
even w hen the peak preserving process is incorporated as in that case 4.44 will be correct 
almost everywhere (since in most positions hi^n ~  1) and it will be approximately correct 
in the few places where significant peaks exist.
4.3.3.Z G ibbs Sampler and the ICM Algorithm
Iterated conditional modes (ICM) was suggested independently by Kittler and Foglein [26] 
and Besag [27] and can be considered as the deterministic version of the Gibbs Sampler 
above. That is, w e update a site i drawing samples from a Gaussian distribution of the 
form of equation 4.44 so that P{xi | X j,j  6 li) never decreases at any stage and eventual 
convergence is assured. Hiis can be shown very easily if the proposed value at the site i is 
that of the mean of the Gaussian, Pi. Then, this new value of the site i is accepted
because the energy difference between the new and the old configuration is negative as it 
is shown below:
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=  E  W )) =k—i—u
= Kfi'i +  jh-iPi 4* Mi — K x “i — A-iXi — Mi
— —A  4- {^i ~  < 0 (4.45)
Thus, the ICM algorithm does not check the energy difference as simulated annealing 
does, but accepts any new value produced by the random number generator, since these 
values are drown from a distribution that is heavily weighted towards values that reduce 
the cost function. As it is mentioned in [28] ICM is exactly equivalent to instantaneous 
freezing in simulated annealing.
4.3.4 Synchronous or A synchronous M odes o f U pdating
The sampler described above updates the components in the natural ordering. In such an 
asynchronous mode, each time a new value is accepted the cost function is updated so that 
the configuration at site i is participating indirectly in the acceptance or not of the configu­
ration at site i -f 1 and so on. To avoid the introduction of such a biasing order, alternative 
versions of the Gibbs Sampler have been proposed. These include a) a reversible version of 
the above algorithm where every forward update in the order 1, 2, , . . ,  M  is followed by 
one backward update in the order M, M — 1 , . . . ,  1 [30]; b) a random sweep strategy imple­
mentation of the above algorithm where, at any update, a uniformly distributed random  
variable i over 1,2,..., M is generated and the site Xi is updated. This is repeated M  times 
and is treated as one iteration [31]; and c) a parallel implementation of algorithm given by 
equation 4.29 where during one iteration step t  each site xj is updated using components 
from the previous iteration f — 1, ^  i as in [32] so that instantaneous updating of
all sites is possible.
The last option is the synchronous mode of updating, in which, the cost function and 
the values of the samples used both in calculating it and in calculating the quantities given 
by equations 4.44 for drawing new sample values, are updated at the end of each itera­
tion step, i.e. after all samples have been visited and their values updated. This allows 
the parallel implementation of the algorithm. Convergence issues require that no two 
pixels which are neighbours should be simultaneously updated because oscillations may 
occur [28]. In the ideal situation there will be as many processors as the different neigh­
bourhoods of the system so that all the neighbourhoods can be processed simultaneously 
during an iteration step.
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According to Besag et at [33] the simplest form is the single-site Gibbs Sampler which 
involves only univariate sampling and is the version we described above.
In the experimental section we shall present results with both synchronous and asyn­
chronous (using the natural order for visiting the sites) modes of updating.
4.4 The Algorithm
We have applied a recursive algorithm on both real and artificial data trying to restore the 
original signal. The steps of the algorithm are the following:
(a). Initialise by setting the restored signal to be identical to the data. Estimate noise and 
model parameters from the data.
(b). Restore the signal using simulated annealing (using the algorithm given in fig­
ure 4.1) or ICMs (figure 4.2).
(c). From the restored signal estimate the order of the Markov neighbourhood of the 
prior model to be equal to the mean distance between two successive zero crossings 
of the 1st derivative of the restored signal.
(d). From the difference between the data and the restored signal estimate the parame­
ters of the noise component.
(e). Compare the estimated parameters with those estimated in the previous step and if 
all of them are the same within a certain tolerance, exit the program. Otherwise go 
to step (b).
The tolerance in the calculation of the values of the noise and model parameters will be 
discussed in the following section. The simulated annealing algorithm is shown in figure
4.1. is the value of the cost function given by formula 4.33 at site i and is the cost 
of the system at each state formed as the sum of over all sites. When we perturb state 
Xi at site i, due to the nature of XI(x) only the states of the samples from i —u to i  are affected 
{u = max(m, L — 1)). The new cost function is estimated and the energy difference DU is 
computed only from the cost terms of the sites affected.
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Initialisation
Set x[i] = c[i], i= l to M
Set xt[i] = x[i], i= l to M
DO
x[i] = xt[i], i= l to M 
Estimate i= l to M
j jo id  ^  U f ^
decrease T 
FOR i = 1 to M 
temp=x[i] 
perturb x[i]
estimate , l=i - u  to i
DU =  E L -« (U T ""  -
I F D U < 0
xt[i]=x[i]
ELSE IF Randommumber [0..1] <  exp (-DU/T) 
xt[i]=x[i]
ELSE
xt[i]=temp 
x[i]=temp 
REPEAT i 
WHILE (Convergence Criteria are met)
Figure 4.1: Simulated annealing algorithm for parallel updating. See text for the explana­
tion of symbols.
We call number of runs the times the algorithm returns to step (b) and we reserve the 
termnumber of iterations for the iterations performed by the simulated annealing itself. 
W hen the Iterative Conditional Modes is used, the algorithm is given in figure 4.2.
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Initialisation
Set x[i] = c[i], i= l to M
Set xt[i] = x[i], i= l to M
DO
x[i] = xt[i], i= l to M 
FOR i = 1 to M 
xt[i] = fi'i 
REPEAT i 
WHILE (Convergence Criteria are met)
Figure 4.2: ICM algorithm for parallel updating.
4.5 Parameter Estimation
In this section we describe how the parameters used in the proposed algorithm are esti­
mated. We set three quantitative criteria in order to help us in the parameter estimation 
according to the quality of the restored signal. These criteria are:
• The value of the cost function itself.
• The sum of the square of the differences between the restored and the true signal.
« The Chebychev norm (maximum absolute difference between the restored and the 
true signal).
Estimation of the M arkov Line Segment L
Parameter L  defines the order of the Markov neighbourhood and is estimated adaptively 
at the beginning of each run of the algorithm. We assume that the true signal can be locally 
approximated by short linear segments of length L. Thus we estimate the first derivative 
of the signal and calculate the average distance between successive zero - crossings. The 
new  length is calculated at the beginning of each run using the formula below:
+  (1 -  e)L’^  (4.46)
where e ensures smooth transition from one value of L  to another. Typical values for
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e are 0.5 <  e < 0.9 depending on how smooth we want the transitions from to 
to be.
However, for medical signals like that of the simulated MEG, figure 4.3c, where three 
consecutive peaks have to be restored and result M a w idth of over a hundred samples, 
the value of L  should be high enough so that these peaks are distinguished from the rest 
of the signal. Choosing the L  about a third of the w idth of the complex of the peaks to be 
restored we succeed satisfactory results as we will see at the next section. For other kinds 
of signals where the w idth of the peaks to be restored are smaller the algorithm adjusts 
automatically the value of L  as described above.
Estimation of /3 and 7
The values of the parameters that are critical -to the quality of the restored signal are (3 in 
equation 4.18 and 7  in equation 4.27. Thus, different combinations of (3 and 7  were tried, 
letting 0 .2^^  ^  ^  ^^^2^  and 0.7 ^  7  — 0.999.
The best results, in terms of the criteria that have been set, were found for j3 1% ^  and 
7  % 0.99. This value of j3 makes the two terms (noise and prior model) in tlie posterior 
cost function to be of roughly the same order of magnitude.
Estimation of Initial Temperature To
The initial temperature was chosen keeping in mind that at the beginning of the algorithm 
all transitions should be accepted. For the cost function of equation 4.18 or 4.23 and for 
the above value of /?, To for the specific MEG signals cm  be chosen between 1 <  To < 10.
Estimation of Initial Temperature for each Run
Since at each new run we start w ith new noise and model parameter we need to start the 
whole optimisation procedure from the beginning, that is from liigh temperatures, so that 
all possible configurations can be accepted. Therefore we consider the following evolu­
tion schedule for the initial temperature at each run, r, r  =  1, 2, . . . :
T l =  0 T ; - \  r  =  2 ,3, . . .  and 0.6 <  0 <  1 (4.47)
The above scheme has been selected for 0 =  0.7 and was proved to work sufficiently.
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Estimation of the Noise M odel Parameters
The noise model parameters, that is the AR coefficients m d  the standard deviation, cr, are 
estimated at the beginning of each run by applying the autocorrelation or Yule-Walker 
method [34] on the restored signal.
Convergence Criteria
We apply two convergence criteria in order for the algoritlun to stop w hen no further im­
provement in the restored signal can be achieved.
• The optimisation algorithm has been set to stop when the energy of the restored sig­
nal does not change more than a certain tolerance. For the specific application this 
tolerance has been set to 0.025%.
• The whole algorithm stops w hen the estimated noise model and signal model pa­
rameters do not change by more than a certain tolerance. That tolerance is set to be 
the same as the precision w ith which the Yule-Walker algorithm estimates the noise 
model parameters, i.e. the AR coefficients and the standard deviation, a. That av­
erage tolerance of the above parameters was found to be 15%.
Estimation of 'Ui & V2  in  the Peak Preserving Function hi^n
Parameter v\ determines how steep is the transition of l \n  from one of its extreme val­
ues to the other, whereas parameter V2  determines the value at which this transition takes 
place. Typical values for -ui are 1 < -ui < 50. The threshold identification can be done 
automatically in an ad hoc w ay i.e. the threshold can be chosen as the 70% of the height 
of the peak to be preserved.
In the following section we present the results of the application of the above algorithm 
to simulated and real MEG data.
4.6 Experimental Results
The algorithm presented in the previous section was tested both w ith real and simulated 
data.
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4.6.1 Testing the A lgorithm  w ith  Sim ulated Data
4.6.1.1 Simulated Signal
We first test the algorithm of section 4.4 w ith the signal shown in figure 4.3c. The uncor­
rupted signal is shown in figure 4.3a and can be considered as a worst-case scenario signal 
since the complex of the tliree consecutive peaks to be restored exceeds a w idth of a hun­
dred samples. The added noise component is that of figure 4.3b. The cost function that is 
used for the prior model here is that of equation 4.23,
The true noise parameters are shown in the first row of table 4.1. h i the second row 
we show the estimated parameters of the noise signal, in order to show the accuracy of the 
estimation method. Note, that the standard deviation shown in the table is the standard 
deviation that is needed to drive the AR process in order to produce the examined signal 
and not the standard deviation of the signal itself. The third line of the same table is the 
estimation of the same parameters from the full signal (noise + uncorrupted signal).
The signal was then restored using the following set of parameters:
(3 = O.Sg^/ To =  6, 7  =  0.99, e =  0.8, L = 30, -ui — 15 and V2  — 0.15.
Note, that L  forced to start w ith a value of 30 due to the width (118 samples) of the three 
consecutive peaks of our model signal that have to be restored. It should be mentioned 
again that different kinds of signals w ith less broad peaks have been restored by letting 
the algorithm compute the initial L  automatically, that is by starting w ith 3 < T < 7. The 
broader the peak to be preserved the larged the value of L  that the algorithm should be 
initialised with.
The restored signal w ith the synchronous mode of updating, (when only sites be­
longing to different neighbourhoods are synchronously updated to avoid oscillations), is 
shown in figure 4.3d. In this mode samples of u sites apart are updated at each step where 
u = max{m, L — 1). The difference between the original signal and the restored is shown 
in figure 4.3e. Two runs were needed. In the final run L=28. The penulthnate line of ta­
ble 4.1 shows the parameters estimated from the residual noise after the restored signal 
was subtracted from the original.
We see that the residual noise has almost the same appearance as the added noise 
whereas the original signal has been restored well.
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a i «2 0-3 0,5 Û6 a
True parameters 0.91 -0.41 0.42 -0.24 0.21 -0.16 0.06
Estimated parameters 0.95 -0.42 0.50 -0.33 0.18 -0.12 0.063
1®* estimate (simulated signal) 1.07 -0.42 0.53 -0.34 0.19 -0.11 0.065
Residual noise 0.96 -0.45 0.47 -0.31 0.23 -0.14 0.058
Residual noise with ICM alg. 1.17 -0.74 0.82 -0.62 0.40 -0.21 0.056
Table 4.1: AR parameters for the additive noise (true and estimated), the corrupted sim­
ulated signal emd the residual noise.
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Figure 4.3: Restoration of a simulated signal using the cost function of equation 4,23. a) 
Original Signal, b) Added 6*^  order Gaussian noise, c) Simulated corrupted signal, d) 
Restored signal, e) Residual noise and f)Restored signal using the ICM algorithm.
The cost ftmction plotted against the iteration number is shown in figure 4.4. Note 
that the sudden jump in this plot is due to the change of energy from one run to the other. 
For example, if parameter L  is increased from one run to the next, the cost due to the prior 
model tends to increase. In the opposite case, the cost decreases. In any case, there will 
be a jum p unless L  remains the same.
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Figure 4.4: Cost function of the restored signal, a) Of the 2 consecutive runs, b) Of the last 
run to show more clearly how the cost function decreases.
The sum of the squares of the differences between the restored and the true signal is 
shown in figure 4.5a. The Chebychev norm between the restored and the true signal is 
shown in figure 4.5b.
Very similar results were obtained by using the asynchronous mode of the algorithm. 
Convergence was achieved in the same number of runs, although 38 less iteration steps 
were needed. The ICM algorithm could not be applied here as it could not incorporate 
the peak process function hi^n- We can test this by applying the ICM algorithm on the sig­
nal of figure 4.3c. The resulted signal is shown in figure 4.3f. We see that the peak almost 
disappeared. The cost function now plotted against the iteration number is shown in fig­
ure 4.6a. We see the instantaneous freezing for each run. The sum of the squares of the dif­
ferences between the restored and the true signal for the ICM case is shown in figure 4.6b. 
The Chebychev norm between the restored and the true signal is shown in figure 4.6c. The 
increase on the value of the above at the final runs verifies the over-smoothing of the peak 
of the original signal. Finally, the AR parameters of the residual noise are shown in tire last 
line of table 4.1. These parameters are sufficiently different from the true parameters that 
are shown in the same table.
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Figure 4.5: a) Sum of the square of the differences between the restored and the true signal 
of figure 4.3a. b) Chebychev norm between the restored and the true signal of figure 4.3a
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Figure 4.6: a) Cost function of the restored signal w ith the ICM algorithm, b) Sum of the 
square of the differences between the restored and the true signal of figure 4.3a c) Cheby­
chev norm  between the restored and the true signal of figure 4.3a.
4.6, EXPERIMENTAL RESULTS 79
ai Û2 «3 «4 05 Gq cr
1®* estimate (simulated signal) 0.93 -0.39 0.47 -0.31 0.24 -0.10 0.064
Residual noise 0.91 -0.50 0.48 -0.32 0.22 -0.21 0.061
Residual noise due to ICM alg. 0.63 -0.97 0.43 -0.65 0.22 -0.32 0.04
Table 4.2: AR parameters for corrupted simulated signal and the residual noise. 
4.6.1.2 Simulated Signal w ithout Peaks
We w ant now  to test the algorithm on a signal that does not have any peaks that have to 
be preserved, like that of figure 4.7a. Then, we will use the cost function of equation 4.18. 
We add the same noise field as in the previews example so that the standard deviation of 
the additive noise (cr % 0.1) is 25% of the signal's peak to peak value (0.4) as shown in 
figure 4.7b. The simulated signal is shown in figure 4.7c.
The signal was restored w ith the following set of parameters in the first run:
P — To = S , j  = 0.999, L — b, e ~  0.9.
In the last run L =  8. The result obtained w ith the synchronous mode of updating is 
shown in figure 4.7d. Note that in this mode the updating is simultaneous for different 
neighbourhoods so that there are not interacting sites updated in parallel. The algorithm 
converged after 4 runs. The noise parameters by which the algorithm was initiated and 
these of the residual noise are shown in table 4.2. The cost function is shown in figure 4.8. 
The jumps, at the beginning of the second, third and fourth run, are due to the increase of 
param eter L from 5 to 6, 6 to 7 and 7 to 8 respectively. As a result, the energy due to the 
prior model was increased and so the whole energy was increased.
The sum of the squares of the differences between the restored and the true signal is 
shown in figure 4.9a. The Chebychev norm between the restored and the true signal is 
shown in figure 4.9b.
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Figure 4.7: Restoration of simulated signal w ith cost function given by equation 4.18. a) 
Original Signal, b) Added 6*^  ^ order Gaussian noise, c) Simulated corrupted signal, d) 
Restored signal, e) Residual noise, f) Restored signal with ICM for the same set of pa­
rameters as in d). g) Restored signal after convolution with a Gaussian mask (width = 11, 
cr =  1.5) and h) Restored signal after convolution with a Gaussian mask (width = 7, cr =  1).
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Figure 4.8: Cost function of the restored signal, a) Of the 4 runs, b) Of the last 3 runs.
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Figure 4.9: a) Sum of the squares of the differences between the restored and the true signal 
of figure 4.7a. b) Chebychev norm between the restored and the true signal of figure 4.7a.
For comparison purposes, we provide two restored signals by applying a Gaussian 
mask filter of different w idth and length to the corrupted signal of figure 4.7c. For a Gaus­
sian w ith a w idth of 11 points and a cr =  1.5 the restored signal is shown in figure 4.7g. 
Although it is smooth, the basic features of the signal have been over-smoothed resulting 
to a SNR of 3.7 dB. If we decrease the w idth to 7 and the cr =  1 we succeed a signal similar 
to that of figure 4.7h where the SNR is the best case that we may succeed w ith the above 
convolution and is 4.7 dB. The SNR of the corrupted signal was —1.1 dB and that of the 
restored by our method was 8 dB.
In order now to see how robust is the method, we will apply the algorithm to simulated 
signals w ith various levels of noise but the same underlying signal, that of figure 4.7a. The 
standard deviation of the added noise, the percentage of the model signaTs peak to peak 
value and the SNR of the corrupted and the restored signal are shown in table 4.3. The 
peak to peak amplitude of the original signal was 0.4. Figure 4.10 shows the original and 
restored signals for the various values of cr. By comparing the restored signals w ith the 
true one of figure 4.7 we can see that the algorithm produces reasonable results up to —11 
dB of noise. For SNR higher than —11 dB the restored signal had a SNR below zero. Gen­
erally speaking we may say that the proposed algorithm succeeds a SNR improvement 
around 10 dB according to the signal that is being restored each time.
4.6. EXPERIMENTAL RESULTS 82
cr % of peak-to-peak value SNR before SNR after
0,10 25% -1*1 8.0
0.16 40% -4.9 5.73
0.2 50% -6.8 4.2
0.26 65% -8.84 2.48
0.32 80% -11.1 0.23
Table 4.3: Distortion of the restored signals as function of the noise level added to the orig­
inal signal.
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Figure 4.10: Corrupted and restored signals for o values equal to a) 25 %, b)40 %, c)50 %, 
d)65 % and e)80 % of the model signals peak-to-peak value.
We apply, finally, the ICM algorithm on the same simulated data set. The convergence 
was immediate and the sites updated were by over an order of magnitude fewer than 
those needed to be updated for stochastic convergence. The resulted signal is shown in 
figure 4.7f. Note that because of the instantaneous freezing the resulting signal may be 
smooth but it follows the general shape of the corrupted signal and the quality of restora­
tion is poor. This kind of signal could have been obtained stochasticaly if the cooling was 
fast enough, i.e. for 7  =  0.8. In general, the slower the cooling is, the more the restored 
signal resembles the original one. This can be shown from the AR parameters of the resid-
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ual noise that are shown in table 4.2. These parameters are sufficiently different from the 
true parameters that are shown in the same table.
However, the same kind of result can be obtained by the ICM algorithm bu t for differ­
ent param eter e. For example, for e =  0.8 the ICM algorithm needed 3 runs to converge to 
an equally good solution to that of figure 4.7d in terms of the sum of the squares of the dif­
ferences between the restored and the true signal, (figure 4.11b), and the Chebychev norm 
between the restored and the true signal, (figure 4.11c). The final L  was L =  11 and the 
cost function plotted against the iteration number is shown in figure 4.11a. Note, again, 
the instantaneous freezing for different energies, due to different L, in each run. Gener­
ally speaking the ICM algorithm is very sensitive to the parameters selection compared 
to the stochastic procedure because it lacks the control that provides a very slow cooling 
schedule of the latter. For the right values of the parameters the ICM algorithm got the 
solution in 0.08 sec of CPU time while the stochastic algorithm needed 0.13 sec both on a 
SPARCstationlO.
Iteration steps
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Figure 4.11: a) Cost function of the restored signal w ith the ICM algorithm, b) Sum of the 
square of the differences between the restored and the true signal of figure 4.7a c) Cheby­
chev norm  between the restored and the true signal of figure 4.7a.
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Figure 4.12: Restoration of a real MEG signal, a) Original Signal, b) Restored signal and 
c) Residual noise.
4.6.2 T esting  th e  A lg o rith m  on  R eal D ata
The next step is to apply the algorithm on real data and see how it performs. We use as 
cost function for the prior model that of equation 4.23.
Figure 4.12a shows a real MEG signal. The AR parameters of this raw  signal are shown 
in table 4.4. The threshold V2  was set to 70% of the height of the lowest peak of the signal 
of figure 4.12a to be restored, that is 0.15.
Now applying the algorithm, w ith the peak preservation option on and exactly the 
same parameters w ith those we used for the simulated data but in asynchronous mode, 
to the signal of figure 4.12a we get the restored signal of figure 4.12b. The algorithm con­
verged after 2 runs. The cost function is shown in figure 4.13. Again, the sudden jump of 
the plot is due to the decrease of the prior model energy at the end of each run. This is 
because the parameter L  has been decreased.
We can estimate neither the sum of the square errors nor the Chebychev norm between 
the restored and the true signal since we do not know the true signal in this case.
The residual noise is shown in figure 4.12c. The AR parameters of this noise are shown 
in table 4.4.
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Figure 4.13: Cost function of the restored signal, a) Of the 5 runs, b) Of the last 4 runs to 
see more clearly how the cost function decreases.
«1 Ü2 «3 (24 «5 ÜQ a
Raw Signal 1.04 -0.44 0.41 -0.24 0.18 -0.03 0.083
Residual noise 0.96 -0.53 0.49 -0.41 0.27 -0.11 0.069
Table 4.4: AR parameters for the Raw signal and the subtracted noise.
In figure 4.14 four more real MEG signals are restored w ith the same parameters as 
before and by omitting the peak process. Obviously, direct evaluation of the restoration 
is impossible in that case since the original underlying signals are not known.
Finally we applied our algorithm to a completely different type of signal, originating 
from an industrial inspection problem, namely that of identifying automatically the exact 
location and size of faults (bumps) on the surfaces of ceramic tiles. Due to variation of the 
illumination and high levels of the imaging noise, in comparison to the signal that is to be 
detected, this problem is a very difficult one. Figure 4.15 shows some original signals and 
their restored versions by the fully automatic version of our algorithm.
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Figure 4.14: Restoration of various real MEG signals.
4.7 Conclusions
We proposed in this chapter a two level restoration algorithm for medical signals. Appli­
cation of the algorithm to simulated data with known AR noise parameters showed that 
good restoration of the signals can be acliieved for noise levels up to 80% the peak to peak 
value of the signal where the SNR of the restored signal is positive. An improvement of 
approximately 10 dB in the SNR • achieved i by the proposed algo­
rithm.
The noise parameters could be recovered after the restoration w ith «  13% accuracy 
which is comparable to the accuracy with which the parameters can be estimated by the 
algorithm, which is % 15%.
We applied the deterministic version of the Gibbs Sampler, that is the ICM algorithm 
on the above simulated signals and we concluded that ICM can produce the same quality 
of results as the stochastic method in much less time but is more sensitive to parameter 
selection and the result can vary very much w ith slight modification of the parameters. 
This is because ICM lacks the control of the cooling temperature and restoration w ith it 
resembles that of the stochastic algorithm w ith a very rapid cooling schedule.
Finally, we applied the algorithm on several real data with and w ithout peaks. Evalu­
ation of the restoration was not possible in  this case because the original underlying signal
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Figure 4.15: Restoration of noisy ceramic tiles signals. We plot the gray level value versus 
position along a cross section of the tile.
was not known.
The major advantage of the proposed method that makes it applicable to medical sig­
nals is:
® Its ability to cope with the presence of peaks that have to be preserved.
• Its ability not only to preserve the dominant features of the signal (i.e. the peaks) 
bu t also the less dominant details (e.g. see restored simulated signals in figures 4.3 
and 4.7 .These less dominant details may be of great importance in MagnetoEn- 
cephaloGraphy as they may represent the very activity of the brain that MEG aims 
to detect.
• Its ability to work with single epoch single channel signals.
The major disadvantage of the method is that it is too slow to be implemented on line. 
However, the method may be accelerated by using multi-resolution techniques (e.g. [35]).
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Chapter 5
Multi-resolution Acceleration of the 
Stochastic Algorithm
5.1 Introduction
Multi-resolution is a very powerful tool in accelerating combinatorial optimisation prob­
lems and is widely used in image processing and computer vision applications. Several 
approaches reported in the literature have a heuristic basis for transforming the data and 
the model imposed on them from one resolution to another. However, the correct w ay 
to perform multi-resolution is via the Renormalization Group Transformation (RGT) [1], 
This is because by definition this transform preserves the partition function of the prob­
ability density function, and thus it preserves all the correlations implied by it and most 
importantly all its extrema. RGT was applied to image processing problems first by Gi- 
das [2]. It has the drawback that in most of the cases the equations involved can not be 
solved explicitly. That is why, various approximations of it are usually adopted. One of 
them is the Super-coupling Transform proposed in [3], [4]. In this chapter, both RGT and 
ST will be implemented to accelerate the optimisation performed by the stochastic algo­
rithm  of the previous chapter.
5.2 Multi-resolution via the RGT
As it was mentioned above, the correct way of using a multi-resolution approach is via the 
RGT. Although this approach has been known to preserve the structure of the probability 
distribution from one coarsening level to another, it is also known that it is very difficult in 
its implementation except for certain one-dimensional signals [2]. Coarsening introduces
91
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higher order cliques which may not have been present in the finer resolution. It is shown 
in [6] that all Gibbs' parameters become site-dependent at the coarse level. Nevertlieless, 
Gidas in [8] implement the RGT for a specific cost function under certain assumptions. In 
the remainder of this section the basic theory of the RGT will be described as weU as the 
basic steps for its implementation for the cost function that was mentioned above.
The RG algorithm, RGA from now on, as described in [5] consists of the following 
steps:
(a). A dopt a coarsening procedure by which a pyramid of signals can be created from 
the initial signal. The bottom signal contains the macroscopic (large scale) features. 
Higher signals contain smaller and smaller scale features and the top signal contains 
all the microscopic features.
(b). Calculate the form of the cost function for each version of the signal, from the cost 
function that applies to the previous level of the pyramid, starting from the finest 
level from which the cost function H (æ) is assumed known. If X ' denotes the coarse 
level configuration that can be produced from an X  fine level configuration, then 
the cost function at the coarse level is given by the solution of the following 
equation:
gfl'(X') _  ^  I (5.1)
all possible configurations X
where T is a temperature parameter and the function P{X'  [ X )  expresses the prob­
ability of configuration X '  to arise, given the fine configuration X.  For linear deter­
ministic coarsenings, P{X'  | A) is a product of delta functions.
(c). Minimise the cost function of the coarsest version of the signal using some optimi­
sation method (eg. simulated amiealing).
(d). Minimise the cost function of each version of the signal, in turn, w ith the extra con­
straint that the configuration chosen, w hen coarsened, will give rise to the already 
determined configuration that is the solution of the coarsest version.
The above steps are shown schematically in figure 5.1.
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Figure 5.1: The Renormalization Group algorithm.
Step 1
If Lo is a comb of 2^  sites and represents the fine resolution signal, then the coarsening 
procedure of figure 5.1, generates a finite sequence of coarser and coarser combs n =  
1 , . . . ,  iV. A site j  G Ln can be identified w ith the centre (see figure 5,1) of 2 segment 
on L n -i, as well as w ith the centre of a 2" segment on L q. This is an non-overlapping 
block coarsening procedure and might be deterministic or stochastic.
Let denote the process on Ln so that:
(5.2)
Gidas employed projection probabilities [8] from a fine level to the next coarser one 
that have the following form:
I =  n
jEL„
' a  ' 1/2 1
.27T .
exp < ( n - l )
iEB)( n )
(5.3)
where a , /3 are positive parameters.
A closer look at the above equation reveals that whence has the form o f a n d / )  =  0.5 
then the above projection probability is a Gaussian with mean the average value of the 2
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sites of the fine level that are replaced each time to give a new site in the coarse level and 
standard deviation a. Note that for a  =  0, that is oo, equation 5.3 reduces to a product 
of Dirac's «^-functions and this is the case of a deterministic coarsening procedure.
It is proven in [8] by the use of induction that the following equations hold:
jELr.
nW l
27T
1/2
exp <
2\
>
{n) ^  a  [ I - 2 ( 3 )
1 -
p{n) _
 ^ (5.4)
(5.5)
(5.6)
The above equations project the fine level signal to a. coarser one o i level n  and will 
be needed in the next step of the RGA, that is step 2.
Step 2
The second step of the RGT concerns the association of a cost function w ith each coarse 
level obtained from equation 5.1. Note that this transformation is highly non linear and as 
it was mentioned in the introduction can not be solved explicitly. However, Gidas in [8] 
proved that equation 5.1 can be solved explicitly for a cost function of the form:
(5.7)
where hi depends on the data and a{i—j)  are the model parameters of the Gibbs distri­
bution. The assumption that m ust hold for the solution of the above cost function is that 
coefficients a{j) must have an absolutely converged Fourier series with:
y ^ | a ü ) | < + o o ,  - 2'^ -! <  i  <  2'^-! -  1
3
Then, the cost function at coarser levels has the form:
1
(5.8)
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where n  denotes the level of coarsening, n  =  0 ,1 , . . . ,  iV and (j), are expressed 
in terms of the original a and h and can be conveniently found in terms of the Discrete 
Fourier Transform (DFT).
If then the DFT of (j) is:
aW(jkwW) =  _ 2 N -u- i < ^ j  < -  1 (5 .10)
3
and its inverse:
k
In the same way the DFT of can be defined. Imposing periodic boundary con­
ditions so that — Xj and assuming similar periodicity for a{j) and hi,
(i ) and h[^^ are given by the following set of equations [9] which hold f o rn  =  1 , . . . ,  iV 
and the superscript for n  =  0 has been dropped:
p{k(jj)
a(")(w W )
;iW (W "))
pW(WW)
/)"pW(A:wW)
p(")(AwW)
kujb^) H- 2tt^ h +  27tZ kuj^ '^  ^ +  27tI2 " 2 " 2n
cW(W(")) A:wW -t- 27t/ ku)^’^  ^ +  27t/2n 2n
W ' W 1 —1
wsin 211+1 . w s m -
(5.12)
(5.13)
(5.14)
(5.15)
(5.16)
(5.17)
(5.18)
(5.19)
where < k < -  1 and are given by equations 5.5 and 5.6.
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Figure 5.2: The block flat configuration.
The first two steps conclude the so called Renormalization step of the RGA which pro­
ceeds from top to bottom as it is shown in figure 5.1. Following is the Processing step 
which has the opposite direction.
S tep  4
The processing step of RGA starts at the bottom level of the cascade and proceeds itera­
tively upwards towards the top. Thus, the information on the coarsest comb, Ln is pro­
cessed first and then is transmitted to the next level L n -i above. Then, the relevant infor­
mation on L n -i is processed subject to a constraint induced by the transmitted informa­
tion from below. In other words the solution of the coarser level should be used to restrict 
the search space in the finer level configuration in a way that only those configurations 
should be considered that are consistent w ith the solution found for the coarse level con­
figuration. The above procedure is repeated from L n-i to Ln~ 2  and so on imtil the fine 
level i s reached.
The problem that arises here is that it is not clear how to do that in practice. However, 
it is common practice to assign to all sites of the fine level configuration the same value, 
i.e. that of the site of the coarse level that replaced them. This fine level configuration is 
called block flat and is shown in figure 5.2. This is by no means the only option, but it is 
a plausible one and it has been shown to work well [6].
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5.3 Recasting the Cost Function
The above framework, provides us w ith a way to implement RGT to a specific form of
a cost function. However, the cost function we were dealing with in the previous chapter 
has the form;
M  f  u \
H{x)  =  ^  Axi  +  XiDi +  Z( ^  BjXi+j +  H f  (5.20)i=l \  jz=l J
where A  and Bj  are model parameters and Di and Hi depend on both the model and 
the data.
In order now to apply RGT to the above cost function, the cost frmction has to be 
rearranged in the form of equation 5.7. The term Hi is constant and can be dropped as it 
does not affect the probabilities. Then, the first term A  can be incorporated to Bj  so that
Bj  — A  for j  = 0. Finally, by renaming Bj  to aj and Di to hi the above cost function is
recasted to the following one:
M  /  u \
H{x)  =  S  (5.21)
i=l V 3=0 J
N ow  we have to show that both the cost functions of equations 5.21 and 5.7 are equiv­
alent. For this reason we employ first the transformation i — j  = k and then the transfor­
mation i — k = n o n  equation 5.7 and assume cylindrical boundary conditions. Then, the 
cost function 5.7 becov^ e^s:
H{x) = ^ ' ^a{k )x i Xi _k  -  - 2^   ^ <  2^  ”  ^ -  1
i,k i
H { x )  -  i  ^  a{k)xn+kXn -  < i ^ k , n <  2^"""^ -  1
n,k i
= ^ H { x )  =  i  ^  a( j )x iXi+j  -  < i j  <  -  1 (5.22)
i,3 i
which is the same as that of equation 5.21.
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5.4 Multi-resolution via the Super-coupling Transform (ST)
Most of the time, one is not interested in preserving the full structure of tlie configuration 
space, but only the global maximum of the posterior probability density function. This is 
the case if one is only concerned w ith optimisation, i.e. the choice of the most probable 
configuration among all possible configurations consisted with the data and the model 
adopted. In that case, it has been shown, that ST is order preserving, in the sense that 
the maximum of the probability distribution of the fine level configuration maps to the 
maximum of the coarse level configuration and vice versa [7].
In order to apply the ST to the cost function of equation 5.20 we will adopt its recasted 
version of equation 5.22. For simplicity we shall consider two levels of resolution only, 
and w e shall refer to them as the fine and the coarse level. Everything that follows can be 
generalised to more levels of resolution. Let us use the symbol X  to denote the block flat 
configuration of the fine level that can be produced from an X '  configuration of the coarse 
level. The theory of the ST [3,6] then tells us that the parameters of the cost function that 
applies to the coarse level should be chosen in such a way that:
H'{X' )  = H{X)  (5.23)
This equation will hold as an identity if the terms in which the value of a certain site 
appears on the left hand side of the equation, balance the terms in which the same value 
appears on the right hand side of the equation. Let us consider one such site i in the coarse 
level. Its value will be transfered to two sites in the fine level w ith indices ii and i2 , fig­
ure 5.2. Thus the following equation m ust hold:
Xi ^   ^CLjXi-\-j T h^Xi — Xi  ^ ^  H~ hi^X{  ^ 4- xï2 ^  4" hî2^i2 (5.24)
j= 0  j= 0  j=Q
From the geometry of the relative positions of the sites shown in figure 5.2, it is clear 
that:
Xii — Xi — x'i
Xi2 = x'i Xi2 +i =  Xi2 + 2  =
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^ii+3 ^i+1 ^ii+4 — ^i+2 ^ii+5 — ^j;+2 
^Z2+3 — •'^ 4+2 1^2+4 — ^i+2 ®î'2+5 “  ®i+3
^%l+6 ~  ^i+3
%+6 =  . . . (5.25)
By substituting the above equations 5.25 into equation 5.24 and equating the coeffi­
cients of the corresponding terms in x' we get the following transformation equations for 
the parameters of the cost function:
hj! — hi -j- /?/£-)-1 
Oq 2oo 4- 
=  (%% 4" 2û2 4“
(%2 =  (%3 4" 2ci4 4“ Û5
a^/ =  . . . ,  u' — u mod 2 4- [u/2] 
where by [x] we mean the integer part of x.
The above expressions seem counter-intuitive: The coarse parameters, which some­
how  express long range interactions that are expected to be weaker than the short range 
interactions expressed in the fine grid, are multiples of the fine grid parameters! One 
w ould expect, actually, their values to be a fraction of the values of the parameters that 
appear in the fine grid cost function. Two common misunderstandings involved in this 
intuitive understanding are [3]:
(a). The multi-resolution approach we adopt is only a mathematical trick with which we 
hope to solve the optimisation problem faster; the coarse grid we create does not 
correspond to a coarse grid version of the data in any physical way. It is a coarse 
grid where data and model have been mixed and modified in such a way that its 
optimal solution coincides with the optimal solution of the fine grid.
(b). The explicit interactions in the coarse grid are not just the long range interactions be­
tween individual pixels in the fine grid; they rather are interactions between groups
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of pixels of the fine grid w ith identical values. The effect of one group of pixels, all 
w ith identical values, on the values of the neighbouring group, is expected to be 
stronger than the effect of an individual pixel since a group of pixels w ith identical 
values is already an established entity much more reliable th m  an individual pixel.
In the following section, the implementation issues concerning the application of the 
above multi-resolution techniques in practice will be discussed in detail.
5.5 Implementation Issues
This section deals w ith the specific issues faced w hen implementation of the multi­
resolution was attempted. These issues include the following :
S ize o f the fine lev e l signals
The coarsening procedure in some cases, dictates indirectly the size of the signal at each 
level. Since the coarsening procedure replaces every 2 sites in the fine signal, w ith their 
straight average in a site of the coarse level w ith no overlapping, the size of the first coarse 
signal will be Therefore, starting with an even number of sites at the fine level, each 
level has an even number of sites and the coarsening is straightforward. Furthermore, in 
order to be consistent w ith the RGT formulas described above, the length of the signal is 
chosen to be a power of 2, M  =  2^ .
Starting temperature and annealing schedule for each level
It is obvious that applying the multi-resolution algorithm at each level for the whole range 
of temperatures is not the proper way to apply multi-resolution, because this in practice 
w ould actually destroy the benefit of starting with an already (partly) optimised starting 
configuration that multi-resolution offers. High temperatures could lead in heating and 
cooling again the exist'vi^ configuration w ith extra cost on iteration steps that do not con­
tribute to the minimisation of the cost function. This problem becomes more apparent at 
the finer levels of the signal where more sites are annealed.
We tried to start the optimisation at each level with the temperature that the previous 
level stopped at. The problem here was that the temperature after some levels was too 
low to allow for upw ard steps in the values of the cost function.
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Figure 5.3: Gibbs parameters zero padding.
A solution considered was to allow the optimisation for each level to reach a minimum 
and then raise the temperature by a certain amount. That amount could range from 10% 
to 30% of the temperature decrease of the previous level. Thus, the following scheme
== (  - t - ( =  2, 3 , . . . ,  0.1 <  C < 0.3 (5.26)
was applied in practice and proved to work well.
5.6 Results
The above multi-resolution ideas are presented by applying the corresponding algorithms 
to different simulated and real MEG signals.
For the RGT approach the Gibbs parameters should be calculated first in the Fourier 
domain and transformed back to the time domain. Their calculation requires padding 
w ith zeros a series of length equal to tliat of the signal in the way that is shown in fig­
ure 5.3 where u +  1 is the number of parameters and 2^ is the size of the signal at the fine 
resolution level.
Then, w hen the above sequence is transfered back to the time domain, the Gibbs pa­
rameters of the new level start at the same position, that is the position of ao and they ex­
tend towards the right. Note that as we move towards coarser levels, distant sites might 
become more and more correlated. That means that we have more and more Gibbs pa­
rameters as we move to coarser levels. For example, for deterministic coarsenings, in the 
fourth level of resolution all the sites become correlated and thus we have as many Gibbs 
param eters as are the sites of the signal at that level.
Furthermore, if the coarsening procedure is a deterministic non-overlapping one for 
which every two sites at a finer level, are replaced by a new one w ith the nominal value
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of their average in the coarser level, then the Gibbs pcirameters are so intense that at the 
fourth resolution level the signal is completely frozen and no stochastic annealing is per­
mitted. On the other hand, for stochastic coarsenings the intensity of the Gibbs param e­
ters depends on the standard deviation of the Gaussian from which the new site will be 
draw n as the mean is equal to the value we used in the deterministic coarsening. Above a 
certain value of standard deviation, the adjacent sites do not share the same value and are 
uncorrelated so that the Gibbs parameters are almost zero except the first one. The above 
can be shown more graphically in figures 5.4 and 5.5 were we plot the Gibbs parameters 
at four resolution levels calculated by the RGT method for u =  6 for deterministic and 
stochastic coarsening for a = 0.01. For comparison reasons the scale on y  axis was kept 
the same for both graphs.
Figure 5.4 shows that the number of parameters at the fourth resolution level, for de­
terministic coarsening and for a signal of size 256, are equal to the size of the coarse version 
of the signal at this level, that is 256/8 =  32. That means that all the sites at that level are 
correlated and the signal is frozen. On the other hand, figure 5.5 shows that on the fourth 
resolution level, the Gibbs parameters are not only less intense but are also less than half 
the size of the signal at that level. Note, that only parameters w ith value greater than 0.1 
appear in the figures listed above.
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Figure 5.4: Gibbs parameters for various resolution levels calculated ?or the RGT for de­
terministic coarsening, a) Fine level, b) First coarse level, c) Second coarse level and d) 
Third coarse level.
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Figure 5.5: Gibbs parameters for various resolution levels calculated -for the RGT for 
stochastic coarseningloitkcr =  0.01. a) Fine level, b) First coarse level, c) Second coarse 
level and d) Third coarse level.
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Levels of 
resolution
No of Runs Sites Updates CPU time (sec) Result
RGADC 3 2 426176 0.13 Fig. 5.6d
RGASC 4 2 384960 0.12 Fig. 5.6e
STA 4 2 455689 0.10 Fig. 5.6f
SRA 1 2 766920 0.16 Fig. 5.6g
SRA (Same No 
of sites upd.)
1 2 384960 0.11 Fig. 5.6h
Table 5.1: Summarising results for the performance of the following algorithms: RGADC 
(Renormalization Group Algorithm with Deterministic Coarsening), RGASC (Renormal­
ization Group Algoritlim w ith Stochastic Coarsening), STA (Super-coupling Transform 
Algorithm) and SRA (Single Resolution Algorithm).
We test first the RG algorithm with deterministic coarsening, RGADC, and w ith 
stochastic coarsening, RGASC, on the simulated signal of figure 5.6c. For the stochastic 
coarsening the values of the coarsened sites are drawn from a Gaussian w ith standard 
deviation <7 =  0.01 and mean the mean of the two sites of the finer level that are replaced.
The test signal was generated by adding a 6*^’' order autoregressive noise, figure 5.6b, 
to the original signal of figure 5.6a. The restored signals are shown in figure 5.6d for the 
RGADC and in figure 5.6e for the RGASC respectively. Summarising results about the 
performance of each algorithm on a SPARCstationlO are given in table 5.1.
We see that the better performance belongs to the RGASC where a reduction of % 50% 
in terms of number of site updates was achieved. Nevertheless we see that the CPU time 
has not been improved by tlie same factor. This is due to the fact that for each level an 
extensive amount of computations are required in the Fourier domain in order to estimate 
the model and data related coefficients. Algorithm RGADC required more site updates 
and more CPU time as it worked in one resolution level higher than that of RGASC (this 
was because of the "freezing" of the signal due to the effect we discussed above).
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Figure 5.6: Single and Multi-resolution restoration of a test signal, a) Original Signal, b) 
A dded 6*^'' order Gaussian noise, c) Simulated corrupted signal, d) Restored signal w ith 
RGADC. e) Restored signal w ith RGASC. f) Restored signal w ith STA. g) Single resolu­
tion restored signal for the same value of cost function reached by RGASC and h) Single 
resolution restored signal for the same number of sites updates that needed by RGASC in 
order to converge.
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We will apply now the ST algorithm, STA, on the same simulated signal of figure 5.6c. 
The calculation of the Gibbs parameters for the ST was straightforward and at each coarser 
level the number of correlated sites was halved. Figure 5.6f shows the restored signal w ith 
the STA whereas in table 5.1 there are details about its performance. Note, that although 
STA required more site updates than the RGA, it requires less CPU time in order to con­
verge. As we mentioned above this is partly due to the fact that numerous additional com­
putations with complex numbers are required for the calculation of the Gibbs parameters 
at coarser levels and partly due to the fact that the size of the Markov neighbourhood at 
coarser levels is increased in RGA whereas it is halved at each coarser level in STA. That 
means that each time a site is visited many more computations are needed for the calcu­
lation of the new energy in the case of RGA.
We will apply now the single resolution algorithm, SRA, in order to have a feeling of 
the acceleration achieved by each of the above multi-resolution approaches in terms both 
of sites updated and CPU time. The Restored signal is shown in figure 5.6g and details 
about its performance are shown in the fourth line of table 5.1. Finally, for comparison rea­
sons, the restored signal w ith single resolution for the same number of site updates that 
the RGASC algorithm needed to converge is plotted in figure 5.6h. As it was expected, the 
algorithm required almost the same CPU time (last line of table 5.1) but the restoration was 
fairly poor as it is obvious in figure 5.6h. The 0.01 sec additional CPU time required by the 
RGASC algorithm for the same number of site updates can be justified by the computa­
tional overheads of that algorithm described above.
The evolution of the cost function in the case of the single and multi-resolution algo­
rithms described above is shown in figure 5.7. Note that the last run  of each algorithm 
is shown. The discontinuities that might appear at the shape of the cost function of the 
multi-resolution cases is due to the trzmsition from a coarse level to the next finer one. 
Note that since only the sites updated in the last run are shown, there is no direct corre­
spondence to the numbers that are shown in table 5.1.
5.6. RESULTS 107
a)
b)
c)
d)
50000
50000
100000 150000 200000 250000 300000
- 3 0
- 7 0
-110
-1 5 0 0 50000 100000 150000 200000 250000 300000
100000 150000 200000
-1 5 0 50000 100000 150000 200000 250000 300000
250000
sites updated
300000
Figure 5.7: Cost function evolution during Multi-resolution and Single resolution restora­
tion of the simulated signal of figure 5 .6c for the last run of the algorithm, a) Single res­
olution cost function, b) Multi-resolution cost function obtained by RGADC. c) Multi­
resolution cost function obtained by RGASC. and d) Multi-resolution cost function ob­
tained by STA.
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We will apply now the RGASC and STA algorithms to simulated signals with differ­
ent levels of noise added in order to see the acceleration that will be achieved for each 
one. Since, at the end of the day, one is interested in how much time is required by an 
algorithm to run, we will present the results in terms of less CPU time required by the 
multi-resolution algorithms in order to converge, compared with that of single resolution 
and not in terms of less sites updated.
In the previous chapter we mentioned that our stochastic algorithm could work with 
noise levels up to 80% of the ground truth signal's peak-to-peak value. We will apply four 
different levels of noise w ith standard deviations that are shown i n  table 5.2 on the signal 
of figure 5.8e and we will show the acceleration in terms of CPU time in the same table. In 
figure 5.8 four complexes with three signals each are shown together w ith a central signal 
which is the ground truth. Amongst the complexes shown the top signal is the corrupted 
one, the middle signal is the restored one by the RGASC algorithm and the bottom one 
is the restored signal w ith the STA algorithm. The a), b), c) and d) complexes represent 
corrupted signals w ith 40%, 50% 65% and 80% of the original signal's peak-to-peak value 
added noise. From table 5.2 we see that the best acceleration was achieved by the STA al­
gorithm.
Finally, we apply both RGASC and STA to real MEG signals that have been chosen 
from different epochs. These signals together w ith the restored ones are shown in fig­
ure 5.9. Again, in this figure, four complexes w ith three signals each are shown with the 
top signal to represent the real MEG signal, the middle signal to represent the restored 
signal by RGASC and the bottom one to represent the restored signal w ith STA. The ac­
celeration succeeded by each algorithm is presented in table 5.3 where the percentages of 
the reduction in CPU time needed for convergence compared to that of the single resolu­
tion algorithm are presented. Again, the STA algorithm was quicker than the RGASC by 
abou.^ % 30%.
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Figure 5.8: Multi-resolution restoration of simulated signals w ith added noise levels that 
equals to a) 40 %, b)50 %, c) 65 %, and d) 80 % of the model signal's (e) peak-to-peak value. 
Note the the top signal in each of the four complexes is the original signal, the middle one 
is the restored signal by RGASC whereas the bottom one is the restored signal with STA.
cr % of peak-to-peak value CPU time 
RGASC
CPU time 
STA
0.16 40% 25.3% 37.5 %
0.2 50% 23.2% 37.2 %
0.26 65% 23.6% 3&8%
0.32 80% 25.7% 38.1 %
Table 5.2: Summarising results about the acceleration achieved by the RGASC and STA 
w hen applied to signals w ith different level of added noise.
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Figure 5.9: Multi-resolution restoration of real MEG data firom various epochs after appli­
cation of the RGASC and STA, a) MEG signal from epoch 17. b) MEG signal from epoch 
16. c) MEG signal from epoch 1 and d) MEG signal from epoch 34. Note the the top signal 
in each of the four complexes is the original signal, the middle one is the restored signal 
by RGASC whereas the bottom one is the restored signal w ith STA.
Real MEG 
signal
Levels of 
resolution
from epoch CPU time (sec) 
RGASC
CPU time (sec) 
STA
a) 4 17 24.1 % 38.3 %
b) 4 16 27.2 % 40.1 %
c) 4 1 24.5 % 37^3^
d) 4 34 25.7 % 39.5%
Table 5.3: Summarising results about the acceleration succeeded by the RGASC and STA 
w hen applied to real MEG signals from various epochs.
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5.7 Conclusions
The multi-resolution approaches of the Renormalization Group Transform and the Super­
coupling Transform were tested against simulated and real MEG signals. The renormal­
ization group algorithm w ith deterministic coarsening was generally slower than that 
w ith stochastic since it performed at three levels of resolution. As we mentioned before, 
at the fourth level the signal was completely frozen since all the sites were correlated.
The super-coupling transform algorithm was proved to be the quickest in terms of 
CPU time although it required more site updates than both RGADC and RGASC.
Summarising w ^m ay  say that RGT can succeed convergence in a fewer number of 
sites updates than tire ST but requires more CPU time since the calculation of the Gibbs 
parameters at coarse levels is much more complicated than in the ST where the calculation 
of the Gibbs parameters at every coarse level is considered rather straightforward.
Comparing the acceleration oLckie/ecL for the various simulated and real MEG data, 
for four resolution levels, the stochastic algorithm proposed in the previous chapter was 
accelerated by a factor of % 50% in terms of site updates but only by a factor of % 25% 
in terms of CPU time required for the case of RGT. On the other hand, ST succeeded an 
acceleration in CPU time of a factor of % 37% although the number of sites updates that 
were required for convergence was reduced by ça 38%.
The multi-resolution approach described in this chapter could not have been applied 
to the cost function that included the peak process. This is because w hen the peak process 
is included, the cost function does not have the simple form for which either RGT or ST 
was developed.
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Chapter 6
An Approach to the Inverse Problem 
Solution
6.1 Introduction
A common technique to reveal the mean brain response to a specific stimulus and to elim­
inate at the same time the heart interference is to average a number of epochs, after align­
ing them according to that stimulus, hi this paper we apply a method, that is based on 
the approach used in [5], to remove the maternal component in the fetal ECG, and which 
makes use of simultaneous recordings of the same epoch by 37 different channels. Us­
ing proper averaging of the MEG recordings of the 37 different channels, we identify two 
37-dimensional spaces, one which is dominated by the heart and one that is.dominated 
by the brain. Then, a common subspace of these spaces is identified in which the brain 
signal is maximal whereas the heart signal is minimal. The method is based on the Singu­
lar Value Decomposition (SVD) of the signals. A lot of work has actually been published 
about the bioelectric signal discrimination in electrocardiograph [1]. Adaptive SVD algo­
rithms have been applied to the problem of extracting the weak fetal electrocardiogram 
(FECG) from abdominal readings, disturbed by the much stronger maternal electrocar­
diogram (MECG) [2,3,4,5].
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6.2 Formulation of the Mathematical Framework
The idea is to make use of the MEG recordings by all channels simultaneously assuming 
that the two components, brain and heart, of our signal are linearly combined. We will 
construct a linear combination of the 37 channel recordings which will include a minimal 
heart component. The problem is to find the weighting coefficients w ith which the record­
ings from the different channels will have to be added to create a "clean" signal. The fol­
lowing method is focusing not only on the minimisation of the heart component bu t also 
on the maximisation of the brain content in the resulting linear combination. It is based 
on the separate analysis of the two time segments, one in wliich the heart complex is the 
sole component and another one in which the brain contribution is the sole component.
6.2.1 M in im ising  the Heart Com ponent
It is assumed that the signals recorded from the 37 channels are the superposition of the 
brain contribution Bi (t), the heart contribution Hi {t) and some noise component Ni (t) i.e. 
Si{t) — Bi{t) 4- Hi{t) -f Ni{t) where i — 1,..., 37 is the channel number and t =  1, 1 0 0 0  
are the time instants. We may now construct a data matrix S  which can be considered as 
the sum  of the three matrices B, H  and N:
S ^ B  + H -h N  (6.1)
w ith dimensions (1000 x 37). Note that the i-th column of of the above matrix represents 
the time signals of the i-th channel. A linear combination of the columns of the S  matrix 
should be found so that the heart signal to be eliminated. So we are looking for a (37 x 1) 
vector w such that
Sw = {B -h H  N )w  Pd Bw  -f Nw  (6,2)
To exclude the useless solution w =  0 the condition ||w|| =  1 is added.
The following paragraph describes how a data matrix A  may be constructed which is 
made up entirely of heart data.
The Mean Interfering Signal (MIS) in one period is estimated by QRS-synchronous 
averaging of the raw MEG data of each channel. The MIS is the MagnetoCardioGraphic 
(MCG) or heart artifact in the MEG recordings. In order to perform the QRS-synchronous 
averaging of the corresponding MEG data, the QRS complex in the ECG reference channel
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recordings is detected using a template matching technique. The period of the heart cycle 
was estimated after the QRS detection to be 786 msec. The Mean Interfering Signals re­
sulted after the averaging of the raw MEG data of the 37 channels are shown in figure 6.1. 
These signals serve as the heart component and are now used as columns of the matrix A. 
So A  will be of dimensions (786 x 37).
37 36 35 34
33 29
26 24
20 17
Figure 6.1: Heart artifacts from the 37 channel readings arranged in the position that the 
SQUID sensors are arranged on the top of the head.
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The first problem is to find a vector w such that ||Aw|| is minimal, preferably zero. This 
problem can be solved after computing the SVD of matrix A. SVD is based on the follow­
ing theorem of linear algebra : Any M  x N  matrix A  whose number of rows M  is greater 
than or equal of its number of columns N , can be written as a product of an M  x N  col­
um n orthogonal matrix U, an N  x N  diagonal matrix S with positive or zero elements 
(the singular values) and the transpose of an AT x AT orthogonal matrix V  [8].
So, we apply the above method to matrix A  to get A = The matrix U consists of 37
orthonormalized eigenvectors associated w ith the 37 largest eigenvalues of A A ^  and the 
matrix V  consist of the orthonormalized eigenvectors o îA ^A . The diagonal elements of H, 
ffi, are the non-negative square roots of the eigenvalues of A ^A  which are called singular 
values and they are arranged so that > ct2 > . . .  > > 0 [9]. The above relationship
can be cast in the form:
AVj =  (JjUj (6.3)
w ith Vj and Uj respectively the j-th column of V  and U and aj the corresponding element 
of the diagonal matrix, being the j-th singular value of matrix A. Now if (jj = 0 then Vj 
is a vector orthogonal to all eigenvectors of A. The subspace in which A  does not have 
any components is spanned by all eigenvectors Vj which correspond to zero or near zero 
eigenvalues aj. Then, any of these vectors Vj can directly serve as the desired weighting 
vector w.
6.2.2 M axim ising the Brain C om ponent
Since there are more than one vectors Vj, let us say 37 — k vectors that correspond to zero 
eigenvalues, there may be more than one weighting vectors to be found. Furthermore, we 
will try to find a linear combination of these vectors so that not only the heart component 
be w iped out but the brain component be maximised as well. Let us denote the above 
linear combination by:
(6.4)
where Va represents the vector space spanned by the 37 — k vectors along which there is 
no heart component, and it is a matrix of dimensions (37 x (37 — k)) having as columns 
the columns of matrix V that correspond to zero eigenvalues, g is the vector of dimension 
((37 — k) X I) which maximises the brain component, w ith \\g\\ = 1. To find that vector
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g we will try to construct a data matrix B  in which the brain component will be the only 
one. Averaging over all the epochs of each channel aligned to the auditory stimulus, and 
under the assumption that the brain and the heart signals are linearly superimposed, we 
eliminate any signal synchronous with the heart and retain the signal from the brain syn­
chronous w ith the auditory stimulus. These signals may serve as the pure brain signals 
because the heart component is averaged out since it comes in all sort of phases of its cycle. 
These "Brain" signals for the 37 channels are shown in figure 6.2. Note that these signals 
are of no interest for the analysis of a single epoch as they are obtained by averaging over 
all epochs.
37 36 35 34
33 32 31 30 29
28 27 26 25 24 23
A
22 21 20 19 18 17 16
15 14 13 12 11 10
Figure 6.2; Brain signals from the 37 channels arranged in the position that the SQUID 
sensors are arranged on the top of the head.
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10.51 3.70 2.50 1.50 0.76 0.69 0.56 0.52 0.43
0.41 0.35 0.34 0.31 0.29 0.28 0.27 0.25 0.24
0.23 0.22 0.21 0.20 0.19 0.18 0.17 0.16 0.16
0.15 0.15 0.15 0.14 0.14 0.14 0.13 0.13 0.13
0.13
Table 6.1: Singular values of matrix A^A.
So the matrix B  will have as columns the 37 channel averages and dimensions (1000 x 
37). Applying now the weighting vector Vag to the above data matrix w e get the linear 
combination:
i  =  BVag =  Gg (6.5)
The vector g which maximises the norm of & is the column vector of the matrix Vc that 
corresponds to the largest singular value of the matrix G, where Vc is defined by the SVD 
analysis of the matrix G {= BVa) :
G =  i/cS cV f (6.6)
So the first column vector of matrix Vc is vector g and the desired weighting coefficients 
are the elements of vector w = Vag.
6.3 Experimental Results
Applying the SVD to matrix A  (the heart artifact) we get the following 37 eigenvalues 
which are shown graphically in figure 6.3 and numerically in table 6.1.
Since there are no zero eigenvalues we will consider as near-zero ones those which are
more than one order of magnitude smaller than the first one. So we may consider as near­
zero eigenvalues the last 27 and pu t the rank of matrix A at 37 - 27 = 10. In order to justify 
this decision, we will show how well we can reconstruct an arbitrary heart signal by keep­
ing the first 10 eigenvalues only. Figure 6.4a shows a heart signal and figure 6.4b shows the 
reconstructed one. As can be seen the two signals are almost identical. Figure 6.4c shows 
the reconstructed heart signal if we had kept only the first 4 eigenvalues. So w e can see 
that the last 27 eigenvalues (even the last 33) do not contribute noticeably to the heart signal
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16.0
eigenvalue
5.0
10.0 20.0
Figure 6.3: Plot of the singular values of matrix A ^A .
-0.16 -0.11 -0.11 0.023 -0.094 0.37 0.081 0.021
0.18 -0.14 0.06 -0.20 -0.076 -0.015 -0.067 -0.04
0.17 -0.22 -0.10 0.48 -0.076 0.01 0.34 0.096
0.034 -0.15 0.023 -0,027 -0.32 0.037 0.14 0.06
-0.099 -0.046 0.048 0.09 0.026
Table 6.2: Computed weighting coefficients of each cliannel
and it was justified to consider them as zero. The square error committed by omitting the 
last 27 eigenvalues is given by the following equation [10]:
37
=  X ) cr;
i = l l
(6.7)
and is about 20% of the maximum possible error. The square error, normalised by divid­
ing w ith the sum of all eigenvalues (which is the maximum possible error), is shown in 
figure 6.5 as a function of the number of eigenvalues kept.
Applying now the SVD to matrix C  =  BVa which has dimensions (1000 x 37) x 
(37 X 27) — (1000 X 27) and multiplying the first column-vector of the resulting Vc matrix 
(Dhnensions (27 x 27)) with matrix we get the vector w w ith the desired coefficients. 
These coefficients are shown in table 6.2.
N ow  we have calculated the coefficients by which the recordings of each channel should
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0.4 -
-0.4
•O.f
0.4
-0.2
-0,4
0.2
-0.2
-0.4
0.0 200.0 400.0 600.0
Figure 6.4: a. Typical heart average over all epochs of channel 1. b. The reconstructed 
signal after performing SVD and keeping the first 10 eigenvalues, c. The reconstructed 
signal after performing SVD and keeping the first 4 eigenvalues. Notice that the three 
signals are almost identical.
100.0 Normalized square error
80 .0
60 .0
4 0 .0
20.0
0.00.0 10.0 20.0 30.0 4 0 .0  
No of eigenvalues
kept
Figure 6.5: The normalised square error plotted versus the number of eigenvalues kept. 
In our case we used 10 eigenvalues so the error was approximately 20%.
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be weighted in order to identify the source signal of the brain for a specific epoch. A p­
plication of the above coefficients to the channel recordings of a specific epoch is shown 
in figure 6 .6. Figure 6.6a shows the reference ECG signal for epoch 41 whereas figure 6.6b 
shows the MEG signal for the same epoch recorded by channel 1. Figure 6.6c shows the av­
erage of all channel recordings for the above epoch equally weighted, whereas figure 6.6d 
shows the average of all channel recordings weighted by the coefficients of table 6.2 esti­
mated by the above method. Comparing figures 6.6b,c and d, one may see that there are 
at least 2 large peaks in signals b and c that correspond to the the QRS complex of the ECG 
signal a that have been removed from the resulting signal d.
2e+03
a) Oe+00 
-2e+03 
-46+03
0.5
-0.5
0.5
-0.5
0.5
0.0
0.0 200.0 400.0 600.0 800.0 1000.0
Figure 6.6: a. ECG signal of epoch 41, b. MEG signal of channel 1, epoch 41, c. equally 
weighted average signal over all channels for epoch 41, and d. the brain signal for that 
epoch, resulting from the weighted average of the recordings of all channels.
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In order to see how the choice of the heart subspace influences the whole procedure, 
we will repeat the same work except that the last 33 eigenvalues this time will be consid­
ered as zero, since the reconstruction of the heart signal looks satisfactory even w hen only 
the first 4 eigenvalues are used. Figures 6.7a and b show the ECG recording of epoch 34 
and the average of the MEG recordings over all channels respectively. Figure 6.7c shows 
the brain signal estimated by the above method when we consider that the first 10 eigen­
values are adequate for the representation of the heart signal, whereas figure 6.7d shows 
the brain signal w hen we consider that only the first 4 eigenvalues are adequate for the 
representation of the heart signal. It is clear that the brain signal is now richer in struc­
ture, bu t the heart interference has not been eliminated in the same degree as before. So 
the choice of the heart subspace may be considered as a vital parameter in the problem, 
influencing the evoked brain component preserved in the signal.
4 e+ 0 3
2e+ 0 3  
a ) Oa+00 
-2e+ 03
0 .5
-0 .5
0 .5
0.0
0.0
0.0 200.0 400 .0 600 .0 8 0 0 .0 1000.0msec
Figure 6.7: a. ECG signal of epoch 34, b. equally weighted average signal over all channels 
for epoch 34, c. resulting brain signal for that epoch when keeping tlie first 10 eigenvalues 
in the reconstruction of the heart signal, and d. resulting brain signal for that epoch w hen 
keeping only the first 4 eigenvalues in the reconstruction of the heart signal.
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6.4 Conclusions
We have applied the method of Singular Value Decomposition, as it was used for the dis­
crimination of the material heart signal from that of the fetus [5], to the problem of remov­
ing the heart interference signal from Magnetoencephalograpliic recordings. This method 
relies on the availability of separate signals for the brain and the heart component, which 
can be used as models for the identification of the signal's two subspaces that are dom ­
inated by the brain and the heart respectively. We identify the two separate signals we 
need, as averages over many epochs of the recorded signals, either aligned with the heart 
activity (for the isolation of the heart signal), or w ith the auditory stimulus (for the isola­
tion of the evoked signal of the brain). Having identified the two subspaces, we could pro­
ceed to analyse single epoch signals, each of which could be expressed as a linear super­
position of the recorded signals of 37 channels. The reconstructed signals, by this method, 
preserved a wealth of structure in them with the heart component visibly removed. These 
signals, therefore, could be used by experts for further study of the brain activity on a sin­
gle epoch basis.
We w ould like to emphasise that this approach is different from that of chapter 3 where 
the brain and heart subspaces were identified in the time domain (i.e. each recorded sig­
nal was considered as a vector) while here the two subspaces have been identified in the 
spatial domain (i.e. the samples of the different channels form a vector at a specific time). 
Which of the two approaches is more appropriate can perhaps only be justified a posteri­
ori; after experts have studied the resulting signals and decide which of the two are more 
useful.
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Chapter 7
Conclusions
In this thesis the problems of interference elimination, noise reduction and source sig­
nal identification have been addressed as a very important class of problems frequently 
met in biomedical signal processing. Careful investigation of already existing methods 
in the area of biomedical signal processing concerning the above problems has been per­
formed and both new and existing methods have been applied to the area of MagnetoEn- 
cephaloGraphy in order to overcome known limitations. In this final chapter, an overview 
of the thesis as well as its major contributions are given first, and later on possible direc­
tions in future research are suggested.
7.1 Overview and Major Contributions of this Work
First, in chapter 2, the major and more recent methods concerning the solution of tlie 
problems of interference elimination, noise reduction and source signal identification in 
biomedical signals, were reviewed. The majority of the methods, especially in the field 
of noise suppression and signal identification, lay in the field of Electroencephalography 
where the noise levels are lower than those in MEG.
In chapter 3 the problem of identification and elimination of the cardiac contribution in 
single trial Magnetoencephalographic (MEG) signals was addressed and a two-step algo­
rithm  was proposed for its solution. The advantages of this algorithm over the commonly 
used ANC approach via the Schur RLS algorithm, are these of simplicity in its implemen­
tation, lower memory requirements and CPU time with no compromise in the quality of 
the results in terms of the magnitude reduction of the interfering signal. The proposed 
method appeared in [1] and was provisionally accepted for publication by the IEEE Trans­
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actions Journal in Biomedical Engineering [2]. The technique developed in this chapter can 
easily be applied in other fields: i.e. to cancel the cardiac interference from the respira­
tory electromyogram and from the lung sounds measurements from the electronic stetho­
scope, to cancel the predominant myoelectric interference from the waveforms of the so­
matosensory evoked potentials or to cancel the eye-movement artifact, electrooculogram 
(EOG), from the EEG. In the above applications the elimination not only of the cardiac in­
terference but of the ocular one some times is essential for the correct interpretation of the 
recordings.
In chapter 4 the problem of noise reduction was addressed as a global optimisation 
one and simulated annealing was employed for its solution. The proposed stochastic al­
gorithm works w ith up to -11 dB noise and can achieve an improvement in SNR of approx­
imately 10 dB. The peak process that was incorporated to the algorithm enables it to pre­
serve dominant features of the signals. Experimentation with simulated data showed that 
the m ethod preserves well also the less dominant components of the signal. This may be 
im portant in the case of MEG signals where the evoked brain response may be the lesser 
component of the signal. This algorithm appeared in [3]. This stochastic method was com­
pared w ith the deterministic ICM algorithm and it was found to be more robust to param ­
eter estimation since ICM lacks the control of the cooling schedule which can guarantee 
the global optimal solution. In addition to the extensive testing of the proposed m ethod 
to MEG data, it was also tested with data from an industrial inspection problem, namely 
that of ceramic tile inspection, where faults, in the form of minute bum ps on the surface 
of the tile, have to identified. The algorithm worked perfectly in this situation. This work 
was submitted for publication to the IEEE Transactions Journal on Biomedical Engineering [4]. 
The drawback of the algorithm is the time required in order to find the optimal solution 
bu t this was dealt w ith in the subsequent chapter.
The purpose of chapter 5 was to overcome the problem of computational intensity of 
the SA procedure and accelerate the convergence of the algorithm. For this reason the 
multi-resolution method was adopted. In particular the Renormalization Group Trans­
form as proposed by Gidas [5] was applied and compared with the Super-coupling Trans­
form as proposed by Petrou et al. [6]. A reduction in the CPU time of 37% was achieved by 
the application of the ST whereas a 25% CPU time reduction succeeded via RGT although 
it required less sites updates to converge than ST did. This is partly due to the complexity 
of the estimation of the Gibb's parameters at coarse levels and partly due to the length of
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the interactions that increases as the level of coarsening increases. The above results ap­
peared in [7].
Finally, in chapter 6 the so-called inverse problem in MEG was addressed. The method 
of Singular Value Decomposition was applied to measurements from 37 channels in or­
der to identify a signal subspace where the heart component was minimal and the brain 
one was maximal. Application of the method to real MEG data showed that the domi­
nant heart interference disappeared whereas the brain signal of interest was magnified so 
that better interpretation was possible.The above work published in [8]. Direct evaluation 
of the usefulness of the method to clinical MEG application was not possible since these 
results have to be interpreted by clinicians.
7.2 Future Directions
It is hoped that this thesis provides a clear presentation of the problems usually addressed 
in Magnetoencephalography, the existing solutions and our contribution to these prob­
lems. Nevertheless, there are a number of issues which are interesting prospects for fu­
ture work.
In chapter 4, the signal of interest was modelled as a piecewise linear one. It is well 
known that medical signals are far too complicated to be modelled by linear models and 
a nonlinear one should be adopted. Maybe a polynomial of order 2 to 4 is a good start.
In chapter 5 the acceleration of the optimisation process using two multi-resolution 
techniques was discussed. Gidas proposed RGT method was for the first time applied to a 
real problem and all related implementational issues were sorted out. The Super-coupling 
transform was also applied. However, none of the two methods allows the use of a cost 
function that preserves peaks. Perhaps a future direction of research w ould be to develop 
the theory of multi-resolution further, so that the peak preserving process czm be incorpo­
rated in the cost function.
The outcomes of the proposed method in chapter 6 should be interpreted by expe­
rienced clinicians for their usefulness for clinical purposes. The field of most active re­
search, nowadays, in the area of Magnetoencephalography concerns the solution of the 
inverse problem where the cerebral current sources underlying the measured magnetic
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field have to be estimated. Existing methods that cope with the inverse problem range 
from the Equivalent Current Dipole method [9] and the Multi-dipole models method [10] 
to probabilistic Bayesian methods [11], [12]. Nevertheless, none of the existing methods 
has become a standard due to the complexity and non-uniqueness of the neuromagnetic 
inverse problem. Therefore, further research is required in this field.
Finally it should be mentioned that Hamalainen et al. in their tutorial paper about the 
theory of MEG [13] state as a future trend for the above referred methods the necessity 
of more refined filtering methods for the estimation of signal waveforms from the noisy 
MEG recordings. Therefore, direct application of the above methods to the output sig­
nals of the proposed algorithm for noise reduction in chapter 4, and interpretation of the 
outcomes from scientists from the medical sector could reveal its true capabilities and use­
fulness.
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Appendix A
Derivation of the Coefficients of an 
AR Model of Specific Order
It is known that a time series u{n)^u{n — 1 ) , u{n — M) represents the realization of an 
autoregressive process (AR) of order M if it satisfies the difference equation
aon(n) +  aiu{n — 1) +  ... +  aMu{n — M) — v(n) (A.l)
where ao, «i, «2, ■■■, are the constants called the AR parameters w ith oq =  1 and 
v{n) is a white noise process. Multiplying both sides of the above equation by u*{n — I) 
and then apply the expectation operator we obtain
E
M
aku{n — k)u*{n — I)
-fc=o
=  £?[î;(n)w*(n - / ) ]  (A.2)
The right side of the above equation may be simplified by observing that the equation 
E[v{n)u*{n — Z)] is zero for I > 0 since u{n — I) only involves samples of the white noise
process at the filter input up to time n — I, which are uncorrelated w ith the white noise
sample v{n).
So the above equation becomes:
M
akv{l -  k) = 0,1 > 0 (A.3)
k—O
where r(( — /u) =  E[u{n—k)u*{n—l)]. So the autocorrelation function of the AR process 
satisfies the difference equation:
r{l) = wir{l — 1) +  W2 r{l -  2) +  ... +  wmt{1 — M ), I > 0 (A.4)
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where Wk = — k = 1 , 2 , M. Writing the above equation for I = 1 , 2 , M,  w e get 
M simultaneous equations with unknown quantities the AR parameters:
r (0)
r( l)
r(l)
r (0)
r ( M - l )  r ( M - 2)
r (M  -  1) 
-  2)
r (0)
n
W2 = T2
.  _ .  _
(A.5)
where we have made use of the fact that r ( —a;) =  r{x). From the above equation we 
may compute the coefficients Wk,k = 1 ,2 ,...,M .
Appendix B
The Prior Model Implies a L — 1  
Markov Neighbourhood
We will prove here how the signal model of equation 4.14 implies a Markov neighbour­
hood of order L — l, where L is the length of the line segment.
Expanding equation 4.14 we get:
f  L +  n - l  , n
Ï —-1 71—
M  - 1
E  Et=ln=—L+2
2 I 2 / L  +  n — 1 \ ^  2 (  \  ^  n L -\- n  — 1^i+n ^ Xj — \  1 J ~  ^^i^i+n' L  —  1
(B.l)L - 1   ^ (T -  1)2
Because of the assumed cylindrical boundary conditions, the second term of the above 
equation can be written in the following form :
^  ^  2 f L  + n - l Y  f i .  2
S ' " '
ë  { ^ )  E 4  «n = - L + 2   ^ ^
Similarly, the tliird term of equation B.l can be written in the following form :
^  2 f  ^ V _  ^  f  n  2zE  ^ i+ n + L —1 i r  _  1 j Z—/ I r  _  1 j Z ^ ^ i + n + L ~ li = l n - ~ L + 2  ^ ^  ? i= -L + 2  ^  ^ i = l
- 1  /  ^  \  2 M
E  E x f  (B.3)
n = —L +2 i = l
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Collecting now the terms in which æf appears, we have:
- 1M
Z=1
M r 1 1
E ^ i  i  -  2 +  1/3L -  5/6 +  1 /6 -----   +  1/3L -  5/6 +  1 /6 ------i=i L L - 1
M
E - ?i = l
M
1/3 X
L  +  2/ 3X1 — 2 — 5/3 +  2/G 
1
i = l
5X4- X -  1 11
X — 1
M— (X — 2)(5X — 6) 2
&  3 ( ^ - 1 ) (BJL)
The forth term of equation B.l can be rewritten, by using the transformation: S  — i — 
n ^  i = S  n, in the following form:
M  —1 r _i_ M 1 L—2E v—\ L/ ^  n  — i  'T—V r —VY  xiXi+n p ~ j  — Y Y
z = l n = —L+2  i = l n = l
XiXi L — n — 1 ' X - 1
M —n L—2 M L - 2E L  i  IV l J j — Z  r- 1— n — 1 ■r—V X — n ~  1 / n  c-%
? , r 1 ~   ^ , (B-5)
S = l - n n = l  i - l n = l  ^
The fifth term of equation B.l can be rewritten, by using the transformation: n 4-X—1 =  
S'=4>n =  5  — X 4- I ,  in the following form:
M  —1 M L—2 r 1 c*E ^ —V n  \  r  L i —  i  —  Dî = l  n = —L-f-2 
JW jL—2
i = l  5 = 1 X - 1
V T—^ X — n  — 1^ Y i  Y /  ^i^i+n FETT 2=1 ,2=1
03 6)
Finally, the sixth term of equation B.l can be rewritten, by using the transformation: 
k ~  i + n, in the following form:
X  ^  n(L +  n - l )  _  ^Y  Y  ^i+n^i+n-\-L-l /r _  i\2 “  Y  Y
M —n —1
2=1n=—L+2 
M
(X - 1 ) : ^kXk+L-l
^  ^  n(L +  n - l )  A  L ( L - 2 )2 . =^hXk+L-l 2 . - fr_il2 = - E
k = l  n = - L + 2   ^ / k = l
Substituting equations B.4, B.5, B.6, and B.7 into equation B.l we get :
fc= l—n n = —L+2  
M
n(X 4- n -  1)
(B.7)
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f .  ^  /  L +  n - 1  , n  V/  , /  , I ^i+n r  1 1 j- i  ) ~i = l n = - L + 2 ^  E  i  X I /
E  f ( £ - 2 ) ( 5 L - 6 )  2 , ^  L - n - 1  , i ( £  -  2) ]
§ 1  3 ( L - 1 )  4 x i E “"i+» £ _ i  +®‘' ' ‘+ ^ - i 3 ( i _ l )  I
The second term of the above equation shows clearly the interaction of X{ w ith neigh­
bouring points n  sites apart, where =  1.
Appendix C
Simpler Form of the Cost Function
If we expand the first term of equation 4.17 by substituting m = Ci — Xi and fii = 
Y^jLi — Xi-j), it takes the form:
M
E
2  M  /  m  /  m  \  ^ /  m  \
9 ~ 2  ~  5 3  ^  I 5 3  1 ~  2 ^ 2  I ~  ^ 3  ^ 3 ^^ ~ 3  I2=1 \  3 = 1  V=1 /  V 3 = 1  / + Zt (C.1)
where Zi — Ci~ «jCi-j-
Now, the second term of equation 4.17 can be written as:
^ / ( X - 2 ) ( 5 X - 6 )  2 L - n - 1/  , ^ 3(X — 1) 2^ ^ , ^i^i+n Jj — \ 1L{L -  2) 3(X -  1)
^ / ' ( X - 2 ) ( 5 X - 6 )  2 X ^  ^
S I  3 ( L - 1 ) (C.2)
where
_  J '^ L -1^2 forn =  1, . . .  ,L — 2 
“  I  forn =  L - l
Finally, taking the above into consideration, equation 4.17 can be rewritten as:
2 M  /  m  /  m  \  ^  /  m  \  \^  E  I “  2æi ^  ajXi^j +  I ^  J  -  2Zi ( -  Y  ^ 3^i-j ) +  Zf
j= i
M+ / 3 E  -  4-^ E  Pn-H nJL-1
/
(C.3)
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The second term of equation C.3 can be rewritten, by using the transformation: n = 
i — j  i = j  + n, in  the following form:
M  m m M —j  m M M  m
53 53 — 53 53 ^j^j+n^n  — ^3 53 ^j^j+n^^n — 53 (C.4)
i = l i = l  j= : ln —l —j  j= z ln = l  i = l j = i
where we have assumed cylindrical boundary conditions. The third term  of equation C.3 
can be rewritten as:
M f  m  \   ^ M m  m
53 ( Yl ^ 3^ -^3 j “  Y  ^53 53 (c.5)2=1 \ j —1 J 2=1 J=1 2=1
Now by using the transformation: n = i — j  i = j  n  the above equation can be
rewritten as:
m M —j  772 772 M  772 M  772 77253 5Z 53o.jaixnXn+j~i  —  ys 53 53 ^ .7 ^ 2^ 72^ 72+ 9 - 2  —  53 53 53 O’jO'i^^iXi+j—i (c.6)
j  =  l  72=1—J 2=1 J =  1 72=1 2=1 2=1 J =  1 2=1
due to the assumed cylindrical boundary conditions.
Then by using the transformation: f  = j  — l = ^ j  = f - \ - l  the above equation can be 
rewritten as: M  772 772—253 53 53 (3, iai^fXiXi^f  (C.7)
2= 1 2 = 1  / = i —2 
We can rewrite the above term as:
M  (  m  — 1 772—2 772—1 0 ^5 ] 2 5  ^ 5 y 0,10,1-^ fX iXi^f +  5 > ®lCtl4-/^2^2-|-/ "b 53 / (C.8)
2=1 (  2 =  2 / = 1 —2 /= 0  / = 1 —772 J
Then we can isolate easily the terms with /  =  0:
M  (  7 7 2 - 1  /  — 1  772 — 2 \53 1 53 53 aiai+fXiXi+f -t- Y  aiai+fXiXi^f + afx'f +
2=1 I, 2=2 \y = l-2  /=1 /
772— 1 — 1 1
4“ ^   ^ (llCll^fXiXi^J 4” CblXj^  4“ 5 1 ®772 ®772+/^2^2+/ ”b / =
/ = 1  / = 1  — 772
M  772 M  r 772 —1 772— 1  772 —2= 53 53 + 53  ^53 53 aiai+fXiXiJ f^ +  Y  Y2 mai+fXiXi+f \ =
2=1 2=1 2=1 (  2=2 y = l - 2 2=1 /= 1  J
M  772 M  (  772 2 — 1  772— 1  772 — 2= 5353(^^ + 53 { 5353(^m-f^iXi-f + 53 53 o.iai f^XiXi+f \ (c.9)
2=1 2=1 2=1 (  2=2 y = l  2=1 /= 1  I
137
We consider the second term of the above equation and change the order of summa­
tion:
M  m 1—1 M  m —1 m  m —1 M m5353 53 aiai_fXiXi^f  = 53 53 53 = 53 53 53 am- f Xi Xi ^ j  (c.io)
2=1 2=2 / = 1  2=1 / = !  2 = /+ l  /= 1  2 = 1 2 = /+ l
We define now two new variables of summation: Ï = I — f  and i = i — f .  Then the 
above term  becomes:
272-1 M —f  m —f
E  E  E  (C.U)
/ = 1 2= 1- /  2=1
Note that because of the cylindrical boundary conditions assumed, the second of the 
above sums can be considered to run from i = l i o i  = M.  Then, w e exchange the order 
of summation first between f and i and then between f and I to obtain:
M  272—1 272—/  M  272 — 1 772—2
5 ]  5 3  5 3  ~  5 3  5 3  5 3  (c .12)2=1 /=! 2=1 2=12=1 y=i
This is identical to the third term of equation C.9 and thus we can write:
M  I 772 \  M  772 M  772—1 772—253 53 = 53 53  ^53 53 53 ai^i+fXiXi+f (c.is)
2=1 \ / = l  /  2=1 2=1 2=1 2=1 / = 1
Now, by interchanging I and /  in the last term of the above equation we get:
M  772—1 772—2 M  772 772—/  M  772 772—22 53 53 53 ~  2 53 53 2^^2+/ 53 ~   ^53 53 ^ 23^2+2 53
2= 1  2= 1  / = 1  2= 1  /= 1  2=1  2= 1  2=1  f = l
(C.14)
Finally the fourth term of equation C.3 gives:
M  I  m  \  M I  772 772 772 \
5 / Z i  I Xi  5 / I 5  y I Z{Xi  Ci 5  1 ÜjXi—j  +  5   ^5   ^^lCi—lO>jXi—j  1 =
2=1 \  j = i  J 2=1 y  / = i  j = i  2=1 /
M  M  /  772 772 772 \
—  53 Zi Xj  — 53 1 53 ^ .i^n+.jXn  +  53 53 (^^^22-1- / —2 1^/ 2^ 72 J —
2 = 1  7 2 = 1  \ j  =  l  j  =  l  2 = 1  J
M  /  m  772 772 \= 53 ^  ~ 53 ^ 3 ^ i+ 3 + 53 E  «2a/c„ + / _ 2  (c.is)
2=1 V j = l  j = l  2=1 J
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where we used the transformation: n = i —j  i = j  + n  and we assumed cylindrical 
boundary conditions. Now collecting the relative terms from equations C.4, C.13, C.14 
and C.15, equation C.3 takes the form:
(X — 2)(5X — 6)
3(X ~  1)
 ^ /  m m m .
+  ^ 5 3  ^3 i^+3 -  2.^ 7 -  2 53V 3=11=1
/  m  / m - l  \  L - 1  \  ^
+^2 I ^  53 (53 2« /û /+2 -  2^/1 Xi+i -  4/3 ^  PiXi+i \ +  [ (C.16)
