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Shannon-Kotel’nikov Mappings for Analog
Point-to-Point Communications
Pa˚l Anders Floor and Tor A. Ramstad
Abstract—In this paper an approach to joint source-channel
coding (JSCC), named Shannon-Kotel’nikov mappings (S-K
mappings), is presented. S-K mappings are (piecewise) continu-
ous, direct source-to-channel mappings operating directly on am-
plitude continuous, discrete time signals. These mappings include
several existing JSCC schemes. There exist many interesting
approaches to analog and semi-analog JSCC in the literature
that provide both excellent performance as well as robustness to
variations in noise level. However, no common theory describing
their behavior on a general basis exists at the moment.
The objective of this paper is to introduce a general theoretical
framework for analysis of analog (and semi-analog) mappings.
This framework will enable calculation of distortion when apply-
ing such schemes on point-to-point links, reveal more about their
fundamental nature, and provide conditions indicating how such
mappings should be constructed in order to perform well at low
and arbitrary complexity and delay. Since this problem is very
difficult we are not attempting to provide a complete theory at
this stage, but rather establish a starting point from which future
research can be developed. The paper considers memoryless
sources with an arbitrary continuous unimodal density function
and memoryless Gaussian channels. Most results are valid for
good channels.
Index Terms—Joint source channel coding, analog mappings,
distortion analysis, geometry, OPTA.
I. INTRODUCTION
THIS paper deals with noise reduction through dimensionincrease as well as compression by dimension reduction
of analog information sources through a set of joint source-
channel codes (JSCC) named Shannon-Kotel’nikov mappings
(S-K mappings).
Shannons’ separation theorem or Information transmission
theorem (see e.g. [1, pp. 224-227]) for communication of a sin-
gle source over a point-to-point link states that source coding
and channel coding can be performed separately, without any
loss compared to a joint technique. To prove that separation
is optimal, arbitrary complexity and delay is assumed.
With a requirement on low complexity and delay, SSCC
does not necessarily give the best performance. Some well
known examples illustrate that JSCC is indeed necessary
to achieve the best possible performance at finite or low
complexity and delay. It was shown in [2], [3] that for
an independent and identically distributed (i.i.d.) source and
an additive white Gaussian noise (AWGN) channel, both of
the same bandwidth, the information theoretical bound is
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achieved by a simple linear direct source-channel mapping.
This result was generalized in [3], [4] to special combinations
of correlated sources and channels with memory. Furthermore,
it was shown in [5], that with an ideal feedback channel, the
bounds are achieved when the channel-source bandwidth ratio
is an integer. With limited or no feedback, the bounds are no
longer achieved at low complexity, and other schemes must
be applied to get close to the bounds.
What about general channel-source bandwidth ratios? The
Analog Matching scheme suggested in [6] is a structured semi-
analog approach built on lattices that achieves the information
theoretical bounds in the limit of infinite complexity and delay
for any colored Gaussian source transmitted on any colored
Gaussian noise channel. The bounds are not achieved, how-
ever, when the analog matching scheme is of finite complexity
and delay. The performance in the low complexity and delay
regime is yet to be fully investigated, but good results are
expected. Schemes that are known to perform well at low
complexity and delay are the hybrid digital-analog (HDA)
schemes in [7], [8], [9], [10], [11], [12] and certain fully analog
mappings like the Archimedes Spiral [13], [14], [15], [16].
These schemes do not achieve the bound when complexity and
delay is finite either. It seems like the bounds are impossible to
reach at finite complexity and delay when source and channel
are of different bandwidth (or dimension in general). An open
question is therefore what the best possible performance is in
the case of finite complexity and delay.
We will in this paper investigate analog schemes in a
rather general setting using S-K mappings. The S-K mapping
approach was inspired by many earlier works: First of all,
Shannon suggested the use of S-K like mappings as a way
of getting close to the information theoretical bounds [17],
while Kotel’nikov developed a theory for analyzing distortion
in bandwidth expanding, continuous amplitude modulation
schemes [18]. Vaishampayan’s thesis [19] is another pioneer-
ing work in this field. Other important works includes the
development of power constrained channel optimized vector
quantizers (PCCOVQ) [19], [20], [21], the HDA schemes
in [7], [8], [9], [10] (with no digital channel code involved),
the linear Block pulse amplitude modulation (BPAM) scheme
in [22], [19] and the use of parametric curves for both
bandwidth expansion [23] and compression [13], [14]. Other
important papers include [24] and [25]. Recent works on S-K-
mappings are found in e.g. [16], [26], [27], [28], [29], [30]. All
these results show that such schemes are robust to variations
in noise level and perform well at low complexity and delay,
some providing excellent performance.
Since there (to our knowledge) exists no theory providing a
way to analyze such mappings in general the objective of this
2paper is to introduce a theoretical framework that may include
most analog (and semi analog) schemes. Here we will study
the case of memoryless and independent continuous analog
sources with an arbitrary unimodal density function communi-
cated on memoryless and independent Gaussian point-to-point
channels with limited on no feedback. These mappings apply
as long as the channel-source bandwidth (or dimension) ratio
is a positive rational number. The results will be valid for good
channels, i.e. high signal-to-noise ratio (SNR). Note that [6]
treats a more general setting than this paper; colored sources
and channels. The framework developed in this paper treats a
broader set of mappings (continuous and piecewise continuous
mappings) however.
The theoretical framework should generally facilitate calcu-
lation and analysis of the overall distortion in order to reveal
the fundamental nature of these mappings as well as guideline
their construction in general. Treating nonlinear mappings
generally is very difficult, however, and we therefore do not
seek to present a complete theory at this point, but rather
provide some theoretical tools and results that may be used
in future research.
The paper is organized as follows: In Section II the problem
is formulated, the information theoretical limit OPTA is intro-
duced and S-K mappings are defined. In Section III a theory
for dimension expanding S-K mappings (noise reduction) is
developed. In Section IV it is shown under which condi-
tions dimension expanding S-K mappings can be expected to
achieve optimality for Gaussian sources. In Section V a theory
for dimension reducing S-K mappings (lossy compression) is
developed. In Section VI it is shown under which conditions
dimension reducing S-K mappings can be expected to achieve
optimality for Gaussian sources. In Section VII practical
examples are given and extensions of the theory are briefly
discussed. In Section VIII a final discussion is given.
II. PROBLEM FORMULATION AND PRELIMINARIES
Assume a source x ∈ RM , characterized by a continuous
unimodal joint probability density function (pdf) fx(x), with
i.i.d. components xi. x is mapped through an S-K mapping
(defined in Section II-B) to a vector z ∈ RN which is
transmitted over a memoryless channel with average power P
(1/N∑Ni=1 E{z2i } ≤ P ) and additive Gaussian noise n ∈ RN
with joint pdf fn(n) where ni ∼ N (0, σ2n) i.i.d. The channel
output zˆ is mapped through an S-K mapping at the receiver
to reconstruct the source.
As performance measure the end-to-end mean squared error
per source sample between the input- and reconstructed vector
Dt = (1/M)E{‖x− xˆ‖2} is considered and compared to the
optimal performance theoretically attainable (OPTA) [3].
A. OPTA
OPTA, is in the i.i.d. case, obtained by equating the rate-
distortion function for the given source with a given channel
capacity. The equation is solved with respect to the signal-to-
distortion ratio (SDR), which becomes a function of the chan-
nel signal-to-noise ratio (SNR) [3]. For the case of Gaussian
sources and channels the derived expression is:
σ2x
Dt
=
(
1 +
P
σ2n
)fc/fs
, (1)
where σ2x is the source variance, σ2x/Dt is the SDR and P/σ2n
is the channel SNR. The channel/source sampling rate ratio
fc/fs can be obtained by e.g. combining M source samples
with N channel samples assuming Nyquist sampling and an
ideal Nyquist channel; i.e. fc/fs ≈ N/M = r where r is
a positive rational number (r ∈ Q+), named the dimension
change factor. If r > 1, extra dimensions are available for
communication and is used for error reduction. If r ∈ [0, 1),
the source dimension, and hence the information, have to be
reduced by lossy compression before transmission. We denote
the operation where a source of dimension M is mapped onto
a channel of dimension N an M :N mapping.
B. Shannon-Kotel’nikov (S-K) mappings
S-K mappings operate directly on amplitude continuous,
discrete time signals and are defined as follows:
Definition 1: Shannon-Kotel’nikov mapping
An S-K mapping S is a continuous or piecewise continuous
nonlinear or linear transformation between RM (source space)
and RN (channel space). There are three cases:
1. Equal dimension M = N : S is a bijective transformation
between spaces of equal dimension.
2. Dimension expansion M < N : S ⊆ RN is a transfor-
mation that can be realized by the parametric function (hyper
surface)1
S(x) = [S1(x), S2(x), · · · , SN (x)], (2)
where each source vector x should have a unique representa-
tion S(x) ∈ S. S can be seen as an M dimensional locally
Euclidean Manifold embedded in RN .
3. Dimension reduction M > N : S ⊆ RM is a transforma-
tion that can be realized by the parametric function
S(z) = [S1(z), S2(z), · · · , SM (z)], (3)
where each channel vector z should have a unique
representation S(z) ∈ S. S can be seen as an N dimensional
locally Euclidean Manifold embedded in RM . 
Case 1 is trivial for Gaussian uncorrelated sources, i.e.
OPTA is reached by a linear mapping with MMSE decoding
at the receiver [2]. This paper is mainly concerned with the
case M 6= N (case 2 and 3). The M = N case does, however,
represent a special case for some of the results given (as will
be mentioned underway). Piecewise continuity is considered
in order to include quantizer/linear coder schemes (like HDA).
S-K mappings therefore include most mappings except fully
discrete ones, like digital source and channel codes (although
the fundamental principles are related).
1This is not a restriction, i.e. the mapping does not need to be described
by a parametric equation.
3III. DIMENSION EXPANDING S-K MAPPINGS.
In this section Kotel’nikovs theory from [18, pp.62-99] (on
1:N mappings) is generalized to include vector sources, mak-
ing it possible to analyze more general mappings and exploit
dimensionality (letting M,N increase while r = N/M =
constant) for a given r ∈ Q[1,∞). The results presented are
extensions of [31].
Fig. 1 depicts a block diagram of a dimension expanding
communication system.
n
⊆
∈x xˆ∈= )(xSz zˆ
+)(⋅S
⊂
ML 
detector
Fig. 1. General dimension expanding communication system. M < N
Consider the source vector x ∈ D ⊆ RM , where D is
the domain of the source which may be limited, i.e. an
M-dimensional ball of a certain radius ρM (large enough for
truncation errors to be negligible). The source is represented
by a hyper surface in the channel space x 7→ S(x) ∈ S ⊂ RN
named the signal hyper surface. S is a possible hyper surface
and S a specific (parametric) realization like (2).
Applying a specific S for communication, the likelihood
function of the received signal Sˆ = S(x) + n is
f
Sˆ|x(Sˆ|x) =
(
1
2πσ2n
)N/2
e
−‖Sˆ−S(x)‖
2
2σ2n , (4)
The maximum likelihood (ML) estimate is defined by [32]
xˆ = max
x∈RM
f
Sˆ|xˆ(Sˆ|x). (5)
(4) is maximized by the vector x that minimizes ‖Sˆ−S(x)‖,
which imply that the ML estimate2 of x correspond to the
point on S closest to the received vector in Euclidean distance.
Ideally one can formulate the exact distortion for any such
scheme once a specific representation S is chosen. This is
inconvenient when it comes to analyzing the general behavior
of such mappings because it is usually very hard, if at all
possible, to find closed form solutions. We will therefor use
the approach suggested by Kotel’nikov in [18, pp.62-99].
Kotel’nikov reasoned that there are two main contributions to
the total distortion using such mappings, low intensity noise
and strong noise. Analyzing distortion without reference to a
specific realization S, require that we consider low intensity
noise as weak (defined in section III-A). We name the resulting
distortion weak noise distortion and denote it by ε¯2wn. Strong
noise is often referred to as anomalous errors in the literature
(threshold effect by Shannon [17])3. We therefore name the
resulting distortion anomalous distortion and denote it by ε¯2an.
2Ideally MMSE estimation should be considered but is difficult to deal with
analytically for such mappings. This may result in a loss at low SNR.
3A thorough treatment of threshold effects is given in [?].
A. Weak noise distortion.
We first define weak noise (see [33, p. 614]):
Definition 2: Weak noise regime (dimension expansion)
Let x0 denote the transmitted vector and S(x0) its represen-
tation in the channel space, and let xˆ0 be the corresponding
received vector with representation S(xˆ0). Further let Slin(x)
denote the linear approximation of S(x) at x0
Slin(x) = S(x0) + J(x0)(x− x0), (6)
where J(x0) denote the Jacobian matrix (see Appendix A) of
S evaluated at x0. The noise is considered weak when σn is
small enough for
Ex0
{‖S(x0)− Slin(x0)‖} < ǫ, ∀x0 ∈ D (7)
to be valid, with ǫ arbitrary small. That is, (6) can be used at
each point of of S when calculating the end-to-end distortion
with high accuracy. 
Definition 2 will (at least) be valid when the channel SNR
is high, i.e. when the channels are good. The less sharply
the hyper surface S bends in the channel space, the lower
the valid SNR will be. When the linear approximation in (6)
is accurate one can characterize distortion for dimension
expanding mappings in general without choosing a specific
S in advance. The illustration in Fig. 2(a) for the 2:3 case
shows how the ML estimate can be approximated in the
weak noise regime. This provides a method for proving the
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Fig. 2. Dimension expanding S-K mappings. 2(a) ML estimate for a 2:3
mapping in the weak noise regime. 2(b) Kotel’nikovs concept of analog error
reduction for 1:N mappings.
following proposition on weak noise distortion:
Proposition 1: Weak noise distortion
Assume we are in the weak noise regime of Definition 2. For
any continuous i.i.d. source x ∈ RM with unimodal pdf fx(x)
communicated on an i.i.d. Gaussian channel of dimension
N using a continuous dimension expanding S-K mapping S
where Si ∈ C1(RM ), i = 1, .., N , the minimum weak noise
distortion is given by
ε¯2wn =
σ2n
M
∫∫
· · ·
∫
D
M∑
i=1
1
gii(x)
fx(x)dx, (8)
4achieved when the Metric Tensor G of S (Appendix A) is
diagonal. gii = ‖s′(xi)‖2 are the diagonal components of G,
i.e. the squared norm of the tangent vector with respect to xi.
Proof: See Appendix B. 
The interpretation of (8) is that the longer the tangent
vectors at a given point of S are made (increasing gii), the
more the noise will be suppressed. This implies that the
more the source space is stretched (like a rubber-sheet) before
transmission, the smaller the weak noise distortion becomes.
Notice that bending (or cutting) of the signal hyper surface
without stretching has no effect on the weak noise distortion.
The concept is illustrated in Fig. 2(b) for the 1:N case when
S is a curve. Stretching of the curve makes the source appear
”larger” to a given noise vector, or equivalently, the more the
source is stretched at the transmitter trough S the more the
noise will be attenuated at the receiver, resulting in a smaller
distortion. This result standing alone implies that the source
space should be stretched indefinitely. But as we will see in
Section III-B, this can not be done without introducing large
anomalous errors (when there is a channel power constraint).
Remark: Proposition 1 is extendable to piecewise continu-
ous functions if one integrate over each surface element, then
sum all the contributions afterwards (see e.g. [7]).
The following corollary is a special case of Proposition 1:
Corollary 1: Shape preserving mapping
When S has a diagonal G with gii(x) = gjj(x) = α, ∀x, i, j,
α a constant, the weak noise distortion becomes
ε2wn =
σ2n
α2
. (9)
I.e. all source vectors are then equally scaled when mapped
through S (shape preservation).
Proof: Insert gii(x) = gjj(x) = α in (8). 
Under the condition of Corollary 1 the noise will affect
all vectors of x equally. A shape preserving mapping can
therefore be seen as an amplification factor α (from source to
channel). Although a shape preserving mapping leads to sim-
ple analysis, its not necessarily optimal (at least when M,N
is small). A result obtained in [34, 294-297], using variational
calculus, can be used for 1:N mappings to find the optimal
g11(x) for a given source pdf. For a Gaussian source, this
results in a g11(x) with a compander-like characteristic. An
optimization of gii, ∀i (in a similar way as for 1:N mappings)
is also necessary to achieve the best possible performance in
the M = N case when the sources are non-Gaussian. This
in order to better match the transformed source distribution to
the Gaussian channel.
B. Anomalous distortion
With a channel power constraint the S-K mapping must
be confined within an N − 1 sphere4. In order to make the
4The definition of an N -sphere is SN = {y ∈ RN+1|d(y, 0) =
constant} [35, p.7], where d is the distance from any point y on SN to the
origin of RN+1. E.g. the sphere imbedded in R3 is denoted S2, a “2-sphere”.
weak noise distortion small the relevant hyper surface must
be bent and twisted inside this sphere, implying nonlinear
mappings (except at low SNR where a linear mapping may
do just as well). This will, however, introduce anomalous
errors. These errors are large, since they are the result of the
channel noise taking us from one part (or fold) of the S-K
mapping to another. Fig. 3(b) illustrates for the 1:2 case. The
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Fig. 3. 1:2 S-K mappings. The curves represent a scalar source mapped
through S onto a two dimensional channel. ±d denote the boundary of D. 3(a)
Linear and nonlinear mappings (negative source values represented by dashed
curve). 3(b) When spiral arms come too close, noise may take the transmitted
vector S0 closer to another fold of the curve leading to large decoding errors.
transmitted vector S0 representing the source value x0, will
be detected as the vector Serr on another fold of the curve if
the distance ∆ between the spiral arms gets too small. Serr is
not that far away from S0 in the channel space, but the source
value it represents, xerr, is far away from x0, leading to large
errors. The occurrence of anomalous errors depends on the
relation between σn and the minimum distance ∆min between
the two closest folds of S. The anomalous errors should
occur with the smallest possible probability requiring a large
distance ∆min. There is thus a tradeoff between reducing weak
noise distortion (where ∆min should be as small as possible)
and anomalous distortion. Notice that for linear mappings,
anomalous errors do not occur, i.e. all noise can be considered
“weak” (see Fig. 3(a)). This will also be the case for any S-K
mapping when M = N (for unimodal distributions).
We give a definition of the anomalous distortion valid in
the vicinity of the optimal SNR. Only jumps to the nearest
fold of S from a given point S(x0) are considered. Jumps
across several folds will happen as σn grows, but this is
far from optimal and therefore not considered here. Fig. 3
illustrates the terminology introduced for the special case of
a 1:2 mapping.
Definition 3: Anomalous distortion
Let x0 denote the transmitted vector and S(x0) its
representation in the channel space. Let nan denote the
K(≤ N) dimensional component of a decomposition of the
noise vector n pointing in the direction of the closest point
S(xerr) on any other fold of S from S(x0). xerr denotes
the reconstructed vector in the case of this anomaly. Let
∆min(x0) denote the Euclidean distance between S(x0)
and S(xerr). Further, let ρan = ‖nan‖ and fρan(ρan) the
corresponding pdf. The probability that x0 is detected as xerr
5become
Pan(x0) =
∫ ∞
∆min(x0)/2
fρan(ρan)dρan. (10)
The anomalous distortion is then defined as
ε¯2an = Ex
{
Pan(x)‖x − xerr‖2
}
. (11)

Since the anomalous distortion is dependent on a selected
S, we can not find a closed form solution for it before a
specific S has been chosen. Some reasoning concerning what
happens in general when dimensionality increases can be
done, however. We start with a Proposition for the asymptotic
case:
Proposition 2: Asymptotic anomalous distortion
Let all vectors be normalized with dim(n) = N , where n
is an i.i.d. Gaussian noise vector, and let ∆min denote the
smallest distance to the closest point, Serr, of any other fold
of S for any transmitted vector S(x0). Furthermore, let nan
denote the normalized K(≤ N) dimensional component of
a decomposition of n pointing in the direction of Serr from
S(x0). Then the anomalous distortion ε¯2an → 0 when K,N →
∞ if ∆min > 2
√
K/Nσn.
Proof: Consider first Gaussian normalized noise vectors
in N dimensions, n˜ = n/
√
N . The vectors have a mean
length σn, by definition. It is shown in [33, pp.324-325]
that the variance of ‖n˜‖ decreases as N increases and that
limN→∞ ‖n˜‖ = σn with probability one. For nan, a K(< N)
dimensional subset of n˜, we then get ‖nan‖ =
√
K/Nσn with
probability one. 
Is it possible to gain in performance by increasing the
dimensionality of an S-K mapping? From Definition 3 and
Proposition 2 one can do some reasoning concerning dimen-
sionality: The distribution of ρ = ‖n˜‖, n˜ ∈ RN is for the
Gaussian case given by [36, p. 237]
fρ(ρ) =
2(N2 )
N
2 ρN−1
Γ(N2 )σ
N
n
e
−
N
2
ρ2
σ2n , N ≥ 1, (12)
where Γ(·) is the Gamma function [37]. Fig. 4(a) shows (12)
for some values of N . Considering this effect on S-K map-
pings, one can benefit from increasing dimensionality by
reducing the minimum distance ∆min between different folds
of S: Consider r = 2: If we choose a 2:4 mapping S
with a diagonal G where g11 = g22 and at the same time
equal to g11 = ‖s ′(x)‖2 for an optimal 1:2 mapping, then
according to (8), nothing is lost by increasing dimensionality.
The 2:4 mapping can, however, be “packed” more densely in
the channel space (∆2:4 made smaller) due to narrowing of
fρ(ρ). This yields additional stretching of the source space,
i.e. gii can be made slightly larger, and one should therefore
get closer to OPTA with the 2:4 mapping. Fig. 4(b) illustrates
this concept5. We analyze this further in the next section.
5Notice that the intersected 2:4 mapping in the figure is just an example
to illustrate the concept, not an actual 2:4 mapping. We have to consider the
whole 4-dimensional space for this to be true.
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Since linear mappings are shape preserving and do not in-
troduce anomalous errors they can not benefit from increasing
dimensionality in the case of i.i.d. sources and channels.
IV. ASYMPTOTIC ANALYSIS FOR DIMENSION EXPANDING
S-K MAPPINGS.
In this section we determine under what conditions dimen-
sion expanding S-K mappings can be expected to achieve
OPTA for ∀r ∈ Q[1,∞) in the limit M,N → ∞. We only
treat the case of Gaussian sources and channels in this section.
The results presented are taken from [38].
Proving the existence of parametric equations for general
mappings between RM and RN satisfying a wanted distortion
criterion is very hard, if at all possible. We therefore turn to
a geometrical argument considering volumes, i.e. how large a
volume a transformed source will occupy in the channel space.
The results presented here are a generalization of results for
1:N mappings presented in [33, pp.666-674].
According to Proposition 2, anomalous errors can be
avoided in the limit by making the minimum distance between
the closest folds of S > 2√K/Nσn. Here we want to
determine the smallest weak noise distortion possible under
this condition without violating a channel power constraint.
In order to determine the volume S occupies inside the
channel space it must be enclosed within an entity that
has the same dimension as the channel space. Arguments
in [33, pp. 670-672] reveal that for 1:N mappings this entity
should be a tube with constant radius ρMN ≥ ‖nan‖ >√
(N − 1)/N(σ2n + δ2) with the signal curve as its “center”
(axis), where δ → 0 as N →∞. This is a “hyper cylinder” of
dimension N − 1 denoted by the cartesian product L×SN−2,
where L is a line (corresponding to the signal curve) and
SN−2 an N−2 sphere with radius ρMN . To see why this tube
should be chosen, consider the 1:3 mapping in Fig. 5. If the
tube bends the probability for anomalous errors increase. The
probability for anomalous errors is therefore minimized for
L×S1 (locally). Also, making the tube wider in certain places
makes the signal curve occupy unnecessary space, leading to
sub-optimal space utilization and a larger weak noise distortion
than necessary.
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Fig. 5. The tube L× S1 together with a tube that bends. The signal curve
is at the tubes center.
L × SN−2 must be generalized to enclose M-dimensional
hyper surfaces. Take a 2:4 mapping as an example: We
now have a disc denoted by B2 (corresponding to the
stretched source) that must be enclosed in a 4-dimensional
entity. There are two orthogonal vectors perpendicular to
B2 (dim(nan) = 2) that must be shorter than a certain
maximum length to make the anomalous errors appear with
low probability. To achieve the same symmetrical entity
as for curves, these two vectors must be located within a
circle with a certain radius ρMN , i.e. the entity B2 × S1
results. Continuing this argument to an M :N mapping
leads to the entity BM × SN−M−1. BM , representing the
stretched source, is an M-dimensional ball with radius ρM ,
and SN−M−1 an N − M − 1 sphere with radius ρMN
≥ √(N −M)/N(σ2n + δ2MN ) to avoid anomalous errors.
With this uniform structure the noise vector n can, at each
point of S, be decomposed into an N − M dimensional
vector nan perpendicular to S, which only contributes to
the anomalous distortion, and an M dimensional vector
nwn, tangent to S, that only contributes to the weak noise
distortion (as is the case for the spiral in Fig. 3(a)). We make
the following definition:
Definition 4: Local BM × SN−M−1 regime
The S-K mapping S is locally at the “center”
of BM × SN−M−1 if: i) Definition 2 is satisfied
ii) The closest point to a different fold of S is
2ρMN ≥ 2
√
(N −M)/N(σ2n + δ2MN ) at every point
S(x0), ∀x0 ∈ D. 
i) says that S must be approximately flat inside a sphere of
radius σn + δ (δ →∞, M,N →∞) at every point of S and
ii) is to avoid anomalous errors. For curves, Definition 4 is
satisfied if the right cylinder picture of Fig. 5 is valid locally
along the whole curve with high accuracy. Definition 4 can
generally be made valid at high SNR (at least). The following
proposition determine the weak noise distortion in the limit
M,N →∞.
Proposition 3: Minimum asymptotic distortion for dimen-
sion expanding S-K mappings
Any shape preserving dimension expanding S-K mapping that
satisfies Definition 4 will in the limit M,N → ∞, where
r = N/M ∈ Q([1,∞)) is constant, have anomalous distortion
ε¯2an → 0 and minimum weak noise distortion given by
ε¯2wn = σ
2
x
(
1 +
PN
σ2n
)−r
(13)
Proof: See Appendix C. 
For S with a fixed ρMN there is a distinct optimal channel
SNR. If σn increases from this point the system deteriorates
due to anomalous errors, while if σn decrease the packing of
S gets non-optimal.
We summarize the conditions that a dimension expanding
S-K mapping S must follow to satisfy Proposition 3:
1. Definitions 2 and 4 must be satisfied. I.e. the larger σn
is the less the hyper surface S should bend.
2. Corollary 1 should be satisfied. I.e. S should be shape
preserving.
3. The minimum distance ∆min between any two folds of
S must satisfy
∆min > 2
√
(1− 1/r)(σ2n + δ2MN ) (δMN = 0 in the limit) to
avoid anomalous errors
4. S should fill the channel space as densely as possible
while satisfying 1) and 2) for a given power constraint in
order to stretch (amplify) the source as much as possible and
thereby minimize the weak noise distortion.
Point 4 basically says that the mapping S which utilizes the
channel space most effectively is one that has a fixed distance
ρMN = ∆min to any closest folds from each point S(x0).
What S-K mappings would satisfy all these conditions?
Low dimensional equivalents to such mappings are shown
for the 1:2 case in Fig 6. The mapping in Fig. 6(a) fulfill
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Fig. 6. Structures that can potentially lie within BM × SN−M−1. ρMN
should be adjustable with the SNR.
all these conditions. The spiral mapping in Fig. 6(b) will
also potentially satisfy 2-4 but it is not clear whether 1 is
satisfied except when σn is small (high SNR). Another proof
is needed for conclusive evidence. The question for both these
mappings is whether higher dimensional analogies can be
constructed (e.g. higher dimensional “spirals”) that satisfy the
three conditions above (note that Definitions 2 and 4 only
needs to be valid within a sphere of radius σn in the asymptotic
case).
Remark: The equal dimension case M = N is a special
case of Proposition 3, where ε¯2an = 0, ∀M,N , and (13) is
7achieved even when M = N = 1. For other source distri-
butions than Gaussian, optimality is not necessarily achieved
when M = N = 1. One reason may be that a shape preserving
mapping is suboptimal, i.e. gii must be a function of x, ∀i in
order to match the source and channel pdf’s. It is not known,
however, if dimensionality increase will result in a reduction
of (8) when the gii(x)’s are optimized.
V. M :N DIMENSION REDUCING S-K MAPPINGS.
In this section we derive similar results as in Section III for
dimension reducing S-K mappings. The results presented are
extensions of [39].
Fig. 7 shows a block diagram for the dimension reducing
communication system under consideration. As defined in
n
⊆
∈x )ˆ(ˆ zSx =zˆ
+ )(⋅S
∈)ˆ(zS
∈= )(xpz
)(⋅p
Fig. 7. General dimension reducing communication system. M > N
Section II-B, a dimension reducing S-K mappings S is an
N dimensional subset of the source space RM that can be
realized by a parametric function S as in (3) with the channel
signal z as parameters. This means that the S-K mapping in
this case is the channel space mapped through a nonlinear
mapping residing in the source space.
To be able to reduce the dimension of a source when
there is a channel power constraint, its information content
must be reduced through lossy compression. Compression is
done by approximating the source vectors by their projection
onto S. This operation is denoted q(x) ∈ S ⊂ RM . The
dimension is subsequently changed from M to N by a
lossless operator dr : S → Dc ⊆ RN , where Dc is the
domain of the channel signal determined by the channel power
constraint (an N-dimensional ball with radius ρN ). The total
operation is named the projection operation, and denoted
p = dr ◦ q : x ∈ RM 7→ p(x) ∈ Dc ⊆ RN . The vector
z = p(x) is transmitted over an AWGN channel with noise
n ∈ RN . The effect of channel noise will be a movement of
the projected source vector along S. Considering a continuous
S-K mapping, the distortion due to channel noise will always
be gradually increasing with σ2n, i.e. no anomalous errors will
occur. Anomalous errors may occur only if the mapping is
piecewise continuous. The reconstructed vector is given by
xˆ = S(zˆ) (ML detection). The concept is illustrated for a 2:1
mapping in Fig. 8(b).
One can conclude that there are two main contributions to
the total distortion, approximation distortion from the lossy
projection operation, and channel distortion from the channel
noise mapped through S at the receiver.
A. Channel distortion
The received vector zˆ = z + n must be passed through S
to reconstruct x. When the noise is weak enough, distortion
0
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∆
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Fig. 8. Dimension reducing S-K mapping concept illustrated for the 2:1
case. 8(a) Covering of the source space. The whole line represents positive
channel values while the dashed represents negative. 8(b) Local behavior.
analysis can be done by considering the tangent space of S.
The following definition quantifies weak noise:
Definition 5: Weak noise regime (dimension reduction)
Let z0 be the transmitted vector corresponding to the vector
S(z0) in the source space. Further let Slin(z0) denote the
linear approximation of S(z) at z0
Slin(z0 + n) = S(z0) + J(z0)n, (14)
where J(z0) is the Jacobian matrix of S evaluated at z0. The
noise is considered weak when σn is small enough for
En
{‖S(z0 + n)− Slin(z0 + n)‖} < ǫ, ∀z0 ∈ Dc (15)
to be valid, with ǫ arbitrary small. 
The resulting distortion in the weak noise regime, named
weak channel distortion, can be calculated without reference
to a specific S. Fig. 8(b) illustrate this for the 2:1 case. We
have the following proposition:
Proposition 4: Weak Channel Distortion
Assume that we are in the weak noise regime of Definition 5.
For any continuous i.i.d. Gaussian channel of dimension N
and any dimension reducing S-K mapping S where Si ∈
C1(RN ), i = 1, ...,M , the weak channel distortion is
ε¯2ch =
σ2n
M
∫∫
· · ·
∫
Dc
N∑
i=1
gii(z)fz(z)dz. (16)
where fz(z) is the channel signal pdf, and gii are the diagonal
components of the metric tensor G of S.
Proof: See Appendix D. 
Proposition 4 states that the weak channel distortion will
increase in magnitude when S is stretched since then gii
increase. To keep the channel distortion small, S should be
stretched as little as possible6.
If the channel noise is large, its resulting distortion will
depend on the global structure of S as shown in Fig. 8(b). The
distortion will still increase when S is stretched, however.
6The opposite is desired in the expansion case since the S-K mapping at
the receiver will attenuate the received signal and thereby the noise, whereas
in the reduction case the receiver will amplify the noise.
8The following corollary is a special case of Proposition 4:
Corollary 2: Shape preserving mapping
When S has a diagonal G with gii(z) = gjj(z) = α, ∀z, i, j
and α a constant, the weak channel distortion becomes
ε¯2ch =
Nσ2n
M
α2. (17)
I.e. all channel vectors are equally scaled when mapped
through S.
Proof: Insert gii(z) = gjj(z) = α in (16). 
Under Corollary 2 the noise will affect all source vectors of
x equally. S can then be seen as an amplification α from
channel to source at the receiver (likewise, attenuation at
transmitter).
B. Approximation distortion
The approximation distortion results from the lossy oper-
ation p. Its magnitude is determined by the distance each
source vector has to S. In order to make the approximation
distortion as small as possible, S should cover the source space
as properly as possible. It is also important to allocate the
channel representation with lowest power to the source vectors
with highest probability to minimize the channel power and
reduce the effect of noise [40, p.103]. The covering is done
by stretching out and twisting the transformed channel space
S inside the region of the source space with a significant
probability mass (shown for the 2:1 case in Fig. 8(a)). This
is in conflict with the requirement of reducing the channel
distortion. There is thus a tradeoff between the two distortion
contributions.
Since the approximation distortion is structure dependent,
one can not find a closed form mathematical expression
describing it in general. One can, however, find a general
expression valid for a certain “simple” mapping structure
when the dimension is large, to be able to say something
about asymptotic behavior for dimension reducing mappings.
Definition 6: Uniform S-K mapping
If there at each point S(z0), ∀z0 ∈ Dc, is a fixed distance
∆ to the nearest point on another fold of S we name it a
uniform S-K mapping. The maximal approximation error will
then be ∆/2 to any point of S. 
Fig. 8(a) shows a (nearly) uniform S-K mapping for the 2:1
case (except close to the origin). For uniform S-K mappings
with a small ∆ a similar distortion lower bound as that
derived for Vector Quantizers in [41] can be found. We have
the following proposition valid at high SNR:
Proposition 5: Asymptotic approximation distortion
For a uniform S-K mapping with distance ∆ between closest
folds, the approximation distortion is bounded by
ε¯2a ≥
M −N
4M(M −N + 2)∆
2, (18)
where ∆ decreases with the channel SNR. Equality is achieved
in the limit M,N → ∞ with N/M = r constant when ∆ is
small.
Proof: See Appendix D. 
VI. ASYMPTOTIC ANALYSIS FOR DIMENSION REDUCING
S-K MAPPINGS.
In this section we determine conditions for which dimension
expanding S-K mappings can be expected to achieve OPTA
for ∀r ∈ Q[0, 1) in the limit M,N → ∞. We treat the case
of Gaussian sources only.
We assume continuous mappings to avoid anomalous errors.
Optimality is then determined by the correct balance between
the approximation distortion and the channel distortion. For
the same reason as in Section IV, we use a volume argument.
The approximation distortion is determined from the way
S covers the source space, whereas the channel distortion
is determined from the size of S necessary to achieve this
cover. To determine how S covers the source space, it needs
to be enclosed inside an entity of the same dimension as
the source space. The entity we choose is BN × SM−N−1.
BN is a ball-like structure with radius ρN (considering a
shape preserving mapping), while SM−N−1 is a hyper-sphere
with radius ρMN . Note that this is the same entity used in
in Section IV, except now it resides in the source space.
BN is the transformed channel space, and will therefore
determine the magnitude of the channel distortion. SM−N−1
corresponds to the decision regions for approximation to a
uniform S-K mapping (Definition 6) and will determine the
approximation distortion’s magnitude. (18) can now be used
as an expression for the approximation distortion for large
M ,N . The following definition is needed:
Definition 7: Local BN × SM−N−1 regime
The S-K mapping S resides locally at the “center” of
BN × SM−N−1 if: i) Definition 5 is satisfied ii) Definition 6
is satisfied with ∆ = 2ρMN where ρMN is the radius of
SM−N−1. 
i) says that S must be approximately flat inside a sphere
of radius α(σn + δ) at any point S(z0), where α is the
amplification factor representing a shape preserving S-K
mapping. For the 3:1 case this is the same as the “right
cylinder” in Fig. 5 where nan now corresponds to the
approximation error and nwn corresponds to the channel
error. We have the following Proposition.
Proposition 6: Minimum asymptotic distortion for dimen-
sion reducing S-K mappings
Any shape preserving continuous dimension reducing S-K
mapping satisfying Definition 7 will in the limit M,N →∞,
where r = N/M ∈ Q([0, 1]) is constant, have minimum
distortion
Dtot = ε¯
2
a + ε¯
2
ch = σ
2
x
(
1 +
PN
σ2n
)−r
(19)
9Proof: See Appendix E. 
We summarize the conditions that a dimension reducing
S-K mapping must follow to satisfy Proposition 6:
1. Definitions 5 and 7 must be satisfied. I.e. the larger σn
is the less S should bend.
2. S should be uniform (Definition 6) and shape preserving
(Corollary 2).
3. S should be continuous to avoid anomalous errors.
4. For a fixed approximation distortion, S should cover the
source space with the least possible stretching to minimize
the channel distortion.
What S-K mappings satisfy all these conditions? The map-
ping in Fig 8(a) satisfies 2-4 rather well in the finite dimen-
sional case. It is not clear whether point 1) is satisfied except
for small σn (large SNR) and also if similar structures can be
found/constructed in higher dimensions. A similar mapping to
the one shown in Fig. 6(a), now residing in the source space,
clearly satisfies 1), but now 3) is violated. A certain interval
is needed between each segment when mapped to the channel
in order to avoid anomalous errors, and therefore the channel
space will be less efficiently utilized. Note that Definition 5 in
any case only needs to be satisfied within a sphere of radius
ασn in the asymptotic case.
Remark: One may prove a similar result as Proposition 6
for sources of other distributions than Gaussian. Take e.g. a
Laplacian source. The same “recipe” may be used, but now
a diamond shaped region should be covered by S (instead of
a spherical) in order to achieve the minimum approximation
distortion for a given channel distortion. A shape preserving
mapping may not be optimal in the non-Gaussian case and
so the general expression in (16) should be addressed. An
example on a 2:1 mapping for Laplacian sources is given
in [27, pp. 67-75].
VII. PRACTICAL EXAMPLES AND EXTENSIONS
Examples on the performance for 2:3 and 2:1 S-K mappings
are given in order to illustrate the theory in Sections III and V.
Since these mappings have been treated in existing literature,
we only display the results here and refer to the relevant works
for details.
For the expansion case we show the performance of a
2:3 mapping consisting of a vector quantizer and a linear
mapping: Hybride Vector Quantizer Linear Coders (HVQLC)
analyzed in [29, pp. 89-93]. For the reduction case we treat
a 2:1 mapping using the Archimedes spiral [16]. The linear
approach, BPAM [22], are included for both cases.
Fig. 9 shows the performance of the selected mappings com-
pared to OPTA. Both simulated and calculated performance
are shown in order to check the accuracy of the theoretical
analysis introduced in Sections III and V. One can observe
that S-K mappings perform well7 and are noise robust.
7Note that MMSE decoding will improve the SDR at low SNR [30].
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Fig. 9. Performance for two S-K mappings at low dimensionality. 9(a)
2:3 dimension expanding S-K mapping. 9(b) 2:1 dimension reducing S-K
mapping.
From the robustness plots the distortion contributions dis-
cussed in Sections III and V can be observed. For the expan-
sion case in Fig. 9(a) the weak noise distortion contributes
above the optimal SNR point. It behaves like a linear scheme
(has the same slope as BPAM) which is to be expected
from Definition 2 and Proposition 1. Below the optimal
SNR the anomalous distortion dominates, and is observed to
diverge faster from OPTA than the weak noise distortion. For
the reduction case in Fig. 9(b) the approximation distortion
dominates above the optimal SNR point, whereas below the
optimal SNR point the channel distortion dominates.
The simulated and calculated performance corresponds well.
This indicates that the weak noise regimes of Definitions 2
and 5 are valid around the optimal SNR for good channels (at
least), even when low dimensional mappings are considered.
A. Extensions
1) Global (Manifold) structure: Although the main results
of this paper indicates the global structure of S-K mappings,
they do not provide the exact optimal solution. For low di-
mensional mappings several approaches for finding the global
structure exists, like the PCCOVQ algorithm [42], [43] and an
approach using variational calculus [44]. But since these works
rely on numerical optimization, there is no guarantee that the
optimal mappings have been found. It is therefore necessary
to find, if possible, a way of determining global optimality of
a given M :N mapping.
2) Correlated sources: Some of the results here can be
extended to include correlated sources. If the two variables
in Fig. 8(a) were correlated, the curve would only need to fill
the elliptical region containing the most significant probability
mass (see e.g. [21]). Since a smaller volume then needs to be
covered, one can, for a given approximation distortion, cover
the relevant source with a “smaller” S leading to a lower
channel distortion. The performance will then improve when
correlation increases.
3) Small networks: The theory presented may be extended
to S-K like mappings for small networks. Some attempts
have already been made for correlated Gaussian sources com-
municated on a Gaussian multiple access channel with both
orthogonal and simultaneous transmission [45], [46], [47].
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VIII. SUMMARY AND DISCUSSION
In this paper a theoretical framework for analyzing and
constructing analog (and semi-analog) mappings used for
joint source-channel coding has been developed. A general
set of continuous or piecewise continuous mappings named
Shannon-Kotel’nikov (S-K) mapping has been considered for
the case of memoryless sources and channels.
S-K mappings are nonlinear or linear direct mappings
between the source- and channel spaces which may or may
not have different degrees of freedom (dimensions). Distortion
analysis for the behavior of such mappings in general is given,
that is without reference to a specific mapping realization.
The results give guidelines for construction of well performing
mappings for both low and arbitrary complexity and delay.
Two propositions (Proposition 3 and 6) indicate under which
conditions S-K mappings can be expected to achieve the
information theoretical bounds (OPTA) for Gaussian sources.
Not surprisingly, the dimensionality of a mapping must be
infinite to achieve optimality when the source and channel
dimension do not match. This is because the ultimate “space
utilization” with such a (nonlinear) mapping is achieved only
in the limit of infinite dimensionality.
All results in this paper are valid mainly for good channels
(large SNR). Another proof is needed in order to conclude
in the low SNR regime. All results in this paper assume ML
decoding, and since it is well known that MMSE decoding is
needed at low SNR, this may also be necessary in order to
prove results in general. The problem is that MMSE decoding
is difficult to deal with for nonlinear mappings, and it may
therefore be hard to find analytical solutions one can analyze
in general.
Further research should find a way of determining whether
a mapping is globally optimal (especially at low delay) and
extend the theory to more general cases.
APPENDIX A
THE METRIC TENSOR
Consider a hyper surface S realized by the parametric
equation (2) (or 3). The metric tensor (also named Riemannian
Metric) [35, pp.301-343] for a smooth embedding S in RN
(M ≤ N ) is given by:
G = JTJ =


g11 g12 · · · g1M
g21 g22 · · · g2M
.
.
.
.
.
.
.
.
.
.
.
.
gM1 gM2 · · · gMM ,

 (20)
where J is the Jacobian [48, p.47] of S, given by
J =


∂s1
∂x1
∂s2
∂x1
· · · ∂sN∂x1
∂s1
∂x2
∂s2
∂x2
· · · ∂sN∂x2
.
.
.
.
.
.
.
.
.
.
.
.
∂s1
∂xM
∂s2
∂xM
· · · ∂sN∂xM


T
(21)
The metric tensor G is symmetric and positive definite [35,
pp. 302-303]. gii can be interpreted as the squared length of
the tangent vector in the direction of parameter xi, where xi is
the i’th parameter in a parametric description of S. All “cross
terms” gij , are the inner product of the tangent vectors in the
direction of xi and xj . See [35, pp.301-347] for details.
APPENDIX B
PROOF OF PROPOSITION 1
Proof: Assume that Si ∈ C1(RM ), i = 1, .., N . The
tangent space at a point x0 is given by (6). Applying an ML
detector, then (see Fig. 2(a))
S(xML) = S(x0) + Pprojn, (22)
where Pproj is a projection matrix given by [49, p.158]
Pproj = J(x0)(J(x0)
T J(x0))
−1J(x0)
T
= J(x0)G(x0)
−1J(x0)
T .
(23)
G(x0) is the metric tensor of S (appendix A) at x0. Combin-
ing (6), (22) and (23), we get
J(x0)(xML − x0) = J(x0)G(x0)−1J(x0)Tn. (24)
Multiplying both sides from the left with JT , and using the
fact that G is positive and therefore invertible, then
(xML − x0) = G(x0)−1J(x0)Tn. (25)
The MSE given that x0 was transmitted is
ε2wn =
1
M
E{(xML − x0)T (xML − x0)}. (26)
We have the following lemma
Lemma 1: The minimum MSE in (26) is achieved when the
metric tensor G of S is diagonal, and is given by
ε2wn =
σ2n
M
M∑
i=1
1
gii
, (27)
where gii are the diagonal components of G at x0. 
This means that the smallest possible weak noise MSE is
achieved when every parameter direction is orthogonal after
being mapped onto the surface. The expectation over the
domain D gives the wanted result. 
Proof, Lemma 1: Consider the MSE in (26). To avoid
matrix multiplication the N -dimensional noise vector n is
replaced, without loss of generality, by its M dimensional
projection nP , which is also Gaussian since Pproj is a linear
transformation [49, p.117].
Let J = J(x0). Assume that a hypothetical inverse B =
J−1 exists (analysis restricted to the M dimensional tangent
space). Let St denote the tangent hyper plane of S at x0.
Furthermore, let the inverse of S be denoted S−1. Under
Definition 2 the linear approximation of S−1 can be used
xˆ = S−1(St(x0) + nP )
≈ S−1(St(x0)) +BnP = x0 +BnP .
(28)
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Then the MSE in (26) becomes
ε2wn =
1
M
E{nTPBTBnP } =
1
M
M∑
i=1
M∑
j=1
bTi bjE{ninj},
(29)
where bi is column vector no. i in B. Since the noise is i.i.d.,
E{ninj} = σ2nδij , and (29) is reduced to
ε2wn =
1
M
E{nTPBTBnP }
=
σ2n
M
M∑
i=1
bTi bi =
σ2n
M
M∑
i=1
‖bi‖2.
(30)
Since B = J−1, and a matrix with orthogonal columns has an
inverse, the above result states that there is nothing to gain by
choosing a nonorthogonal basis in the tangent space of S, i.e.
the basis can be chosen orthogonal. An orthogonal J results in
a diagonal metric tensor (see Appendix A). Therefore G−1 is
also diagonal with diagonal elements 1/gii. Calculating (26)
using that G−2 is diagonal, E{ninj} = σ2nδij and with (30)
in mind, we obtain
ε¯2wn =
1
M
E{(G−1JTn)T (G−1JTn)}
=
1
M
E{(JTn)TG−2(JTn)} = σ
2
n
M
M∑
i=1
1
g2ii
‖Ji‖2,
(31)
where Ji is column vector no. i of J and ‖Ji‖2 ≡ gii. 
APPENDIX C
PROOF OF PROPOSITION 3
Proof, Proposition 3: Assume that the channel signal and the
noise are normalized with the channel dimension N . Consid-
ering a power constrained, Gaussian channel, the normalized
received vector will lie within an N − 1 sphere of radius
ρN =
√
PN + σ2n + δN , (32)
with high probability. PN is the channel signal power per
dimension, and σ2n the noise variance per dimension. By
adding the term δN one takes into consideration that ρN
exceeds
√
PN + σ2n for finite N , so δN → 0 as N →∞.
Let Bn denote the volume contained within an (n − 1)-
sphere of unit radius [50, p. 234] (divided by 2π)
Bn =
π
n
2
Γ
(
n
2 + 1
) , (33)
where Γ(·) is the Gamma function [37]. The volume of the
entity BM × SN−M−1 must be smaller than or equal to the
channel space volume to satisfy the channel power constraint
i.e. the following inequality must be satisfied
BMρ
M
MBN−Mρ
N−M
MN ≤ BNρNN . (34)
ρMN is the “tube” radius and ρM is the maximal radius of
the source space which we want to determine.
Further assume that the noise vectors at each point of S is
decomposed into two statistically independent contributions,
as shown in Fig. 5: M components tangential to S, nwn
(weak noise), and N −M components normal S, na (causing
anomalous errors). To avoid anomalous errors, Proposition 2
states that ρMN ≥ ‖nan‖ =
√
(N −M)/N(σ2n + δNM )
where δNM → 0 as M,N →∞. When M,N is large enough
s.t. δN , δNM → 0, (34) becomes8
BMρ
M
MBN−M
(
N −M
N
σ2n
)N−M
2
≤ BN (PN +σ2n)
N
2 . (35)
With a shape preserving mapping the weak noise distortion
is determined by ρM . Solving (35) with respect to ρM , we get
ρM ≤ M
√
B˜σn
(
1
1−M/N
)N−M
2M
(
1 +
PN
σ2n
) N
2M
(36)
where
B˜ =
BN
BMBN−M
=
Γ
(
N−M
2 + 1
)
Γ
(
M
2 + 1
)
Γ
(
N
2 + 1
) , (37)
which can be shown using (33). (37) can be expressed by the
Beta function using [37, p. 9]
B(̺, ς) =
∫ 1
0
t̺−1(1− t)ς−1dt = Γ(̺)Γ(ς)
Γ(̺+ ς)
, (38)
and the Functional relation [37, p. 3]
Γ(a+ 1) = aΓ(a). (39)
Letting ̺ = (N −M)/2+ 1 and ς = M/2+ 1, and using the
above relations, we obtain
B˜ =
(
N
2
+1
)
B
(
N −M
2
+1,
M
2
+1
)
=
(
N
2
+1
)
B(N,M).
(40)
Since M of N noise components (nwn) contribute to the weak
noise distortion, we get using (9)
ε¯2wn =
E{‖nwn‖2}
ρ2M
=
Mσ2n
Nρ2M
. (41)
Asymptotically, ε¯wn can be considered as the total distortion,
Dt, when ρMN > ‖nan‖ according to Proposition 2. Assume
a fixed bandwidth expansion r = N/M . Substituting M =
N/r and inserting (36) into (41) then
Dt =
1
r
(
1− 1
r
)r−1(
N
2
+1
)− 2r
N
B− 2rN(N,r)
(
1+
PN
σ2n
)−r
, (42)
where
B(N,r) =
∫ 1
0
t
N
2r (r−1)(1− t) N2r dt. (43)
What is left to show is that
lim
N→∞
(
N
2
+ 1
)− 2r
N
B− 2rN(N,r) = r
(
1− 1
r
)1−r
. (44)
Using the product rule for limits [51, p.68], the first term on
the left is eliminated since its limit equals 1. Further, using
Ho¨lders inequality [52, p. 135-136], we get
B(N,r) ≤
∥∥t N2r (r−1)(1− t) N2r ∥∥
∞
(45)
8The δ’s have been removed for simplicity since their contributions disap-
pear when M,N →∞ without changing the following analysis.
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with equality in the limit as N → ∞. ‖f‖∞ is found
by differentiation with respect to t. This gives the optimum
tmax = 1− 1/r, and finally
B(N,r) ≤
(
1− 1
r
) N
2r (r−1)
(
1
r
) N
2r
. (46)
with equality in the limit N →∞. Raising the right hand side
of (46) to the power −2r/N gives the wanted result.
The above result does not contain σx. σx is included by
letting ρM = ασx, where α is an amplification factor. Solving
the new equation with respect to α, and substituting for ρM
in (41), we obtain the wanted result. 
Comments on finite dimensionality: For finite M,N the
anomalous errors will always occur with a certain small
probability because ‖n˜‖ will have a nonzero variance. To
make the above analysis valid for finite M,N (still large) δN
and δNM removed from the above proof must be included.
For a certain probability for anomalous errors, δMN can be
found from the distribution of (12) by substituting N −M for
N . Some further elaboration on finite dimensions was given
in [38].
APPENDIX D
PROOFS FOR SECTION V
Proof, Proposition 4: Given a transmitted vector z0 and a
small n, the received signal xˆ = S(zˆ) can be approximated
by (14). The last term in (14) contributes to the distortion. The
MSE per source component due to channel noise, given that
z0 was transmitted is
ε2ch =
1
M
E
{
(J(z0)n)
T (J(z0)n)
}
=
1
M
E
{(
∂S1
∂z1
n1 + · · ·+ ∂S1
∂zN
nN
)2
+ · · ·
+
(
∂SM
∂z1
n1 + · · ·+ ∂SM
∂zN
nN
)2}
.
(47)
Since the noise on each sub-channel is independent,
E{ninj} = σ2nδij . After some rearrangement,
ε2ch =
σ2n
M
((
∂S1
∂z1
)2
+ · · ·+
(
∂SM
∂z1
)2
+ · · ·
+
(
∂S1
∂zN
)2
+ · · ·+
(
∂SM
∂zN
)2)
=
σ2n
M
(
g11 + g22 + · · ·+ gNN
)
=
σ2n
M
N∑
i=1
gii.
(48)
gii are the diagonal components of the metric tensor of S.
The expectation w.r.t. the channel signal gives the wanted
result. 
Proof, Proposition 5: Consider a vector quantizer (VQ) in
m dimensions where the distance ∆ between each neighboring
centroid is fixed. We call this a uniform VQ in the following.
The distortion for a uniform VQ is lower bounded by assuming
that the decision regions around each centroid is an m − 1-
sphere [41]. Denote the radius of the m − 1-sphere ρm. We
have the following lemma:
Lemma 2: For a unform VQ of dimension m, the distortion
is lower bounded by
ε¯2a ≥ E{ρ2m} =
m
4(m+ 2)
∆2. (49)
when ∆ is small. 
Since the decision regions for a uniform VQ become spherical
when m → ∞ [41], (49) will be exact when m → ∞.
Notice that (49) differs from the bound derived in [41], since
that bound is scaling invariant (independent of the size of the
quantizer cells). Here we need the distortion to change with
the cell size so it can depend on the SNR.
Equation (49) must be modified to take into account approx-
imation to a general N -dimensional uniform S-K mapping.
Assuming a uniform mapping (see Definition. 6), then for
each point S0 of S the decision region (higher dimensional
equivalent to decision values for a uniform scalar quantizer)
for approximating values in RM to this point is an M−N−1-
sphere (i.e. SM−N−1). The N − M dimensional space in
which this sphere lies is orthogonal to S at s0. I.e. the
approximation to an N-dimensional uniform S-K mapping
gives the same distortion as that of an M − N dimensional
VQ. By substituting m = M −N in (49) and further dividing
by the source dimension M (distortion per source component)
the wanted result is obtained.
By increasing dimensionality, lets say from a M :N
mapping to a 2M :2N mapping, we see that the dimension m
of the “VQ” increases. 
Proof, Lemma 2: The pdf of the quantization distortion for
a uniform VQ of large dimension and small ∆ is a uniform
distribution with spherical support with radius ρMN = ∆/2,
found by integrating a constant κ over a spherical region of
Rm, then equating to one. The integral equals the volume of an
m-sphere with radius ∆/2 scaled by the constant κ. Using (33)
and multiplying with κ(∆/2)m we find
κ
π
m
2 ∆m
2m−1mΓ
(
m
2
) = 1. (50)
Hence the pdf of the quantization distortion is given by
fρ,Θ(ρ,Θ) =
{
m2m−1
π
m
2 ∆m
Γ
(
m
2
)
, ρ ∈ [0,∆/2], ∀θi
0 elsewhere.
(51)
distortion can be found by (integration in generalized spherical
coordinates [53])
ε¯2a =
∫ π
0
· · ·
∫ π
0
∫ 2π
0
∫ ∆/2
0
ρ2fρ,Θ(ρ,Θ)ρ
m−1
m−1∏
k=1
sin(θk)
m−1−kdρdθk.
(52)
One can show that∫ π
0
· · ·
∫ π
0
∫ 2π
0
m−1∏
k=1
sin(θk)
m−1−kdθk =
2πm/2
Γ
(
m
2
) , (53)
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and since this cancel with some of the terms of fρ,Θ we get
ε¯2a = m
(
2
∆
)m ∫ ∆/2
0
ρm+1dρ
= m
(
2
∆
)m
1
m+ 2
(
∆
2
)m+2
=
m
4(m+ 2)
∆2.
(54)

APPENDIX E
PROOF OF PROPOSITION 6
Proof, Proposition 6: To make the approximation distortion
small, BN × SM−N−1 should cover the source space (in
general the sub-space which has most of the probability mass),
i.e. the following inequality should be satisfied
BNρ
N
NBM−Nρ
M−N
MN ≥ BMρMM . (55)
ρM = ‖x‖ =
√
M(σ2x + δM ) is the radius of the source-
space, ρN = α
√
N(PN + σ2n + δN ) is the radius of the
channel space (non-normalized in this proof), where α is an
amplification factor, and ρMN = ∆/2 is the tube radius. PN
and σ2n are as defined earlier and δM , δN → 0 as M,N →∞9.
Inserting the above in (55) and solving with respect to α, we
obtain
α ≥
√
M
M
N
N
B˜
1
N
(
∆
2
)−M−N
N
σ
M
N
x σ
−1
n
(
1 +
PN
σ2n
)− 12
, (56)
where
B˜ =
(
M
2
+1
)
B
(
M −N
2
+1,
N
2
+1
)
=
(
M
2
+1
)
B(M,N),
(57)
shown in a similar way as in Appendix C. The weak noise
regime of Definition 5 was assumed in this proposition.
Assuming a shape preserving mapping and inserting (56)
into (17), an expression for the weak channel distortion
is found. Furthermore, the approximation distortion and the
channel distortion can be considered independent under Defi-
nition 7, thus
Dt = ε¯
2
a + ε¯
2
ch
=
M −N
4M(M −N + 2)∆
2 +M
M
N
−1B˜
2
N
(
∆
2
)−2M−N
N
σ
2M
N
x
(
1 +
PN
σ2n
)−1
.
(58)
Differentiating (58) with respect to ∆, equating to zero and
solving for ∆, we obtain the optimal value
∆opt =M
M−N
2M
(
4M(M −N + 2)
M −N
) N
2M
(
M −N
N
) N
2M
21−
N
M B˜
1
M σx
(
1 +
PN
σ2n
)− N2M
.
(59)
9Not included in the rest of the proof for similar reasons as in Appendix C.
Inserting (59) and (57) into (58) and using the relation N =
Mr with r ∈ Q[0, 1] we get
Dt =
(
1 +
r
1− r
)(
1− r
1− r + 2/M
)1−r
(
1− r
r
)r(
M
2
+ 1
) 2
M
B 2M(M,r)σ2x
(
1 +
PN
σ2n
)−r
.
(60)
where
B(M,r) =
∫ 1
0
t
M
2 (1−r)(1− t)Mr2 dt. (61)
We get rid of two terms since
lim
M→∞
[(
M
2
+ 1
) 2
M
,
(
1− r
1− r + 2/M
)1−r]
= [1, 1] (62)
and further using the product rule for limits [51, p.68]. Using
Ho¨lders inequality [52, p. 135-136] we have
B(M,r) ≤ (1 − r)M2 (1−r)rMr2 , (63)
with equality when M →∞, and so
lim
M→∞
(
1 +
r
1− r
)(
1− r
r
)r
B 2M(M,r) =(
1 +
r
1− r
)(
1− r
r
)r
(1− r)(1−r)rr = 1
(64)

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