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Abstract
Several finite element schemes are implemented in this work with the aim of pro­
viding accurate modelling of electromagnetic devices and solving coupled thermal- 
electromagnetic problems. These codes are compared and evaluated using measure­
ments from specially built test rigs and computational finite element models in 2D 
and 3D.
The first stage involves the modelling of coupled electromagnetic-thermal problems. 
The mathematical formulation includes a steady-state eddy current equation with 
time-harmonic magnetic vector potential and Fourier’s thermal conduction equation 
with the appropriate boundary conditions. The final aim is to model heat transfer in 
electrical machines using finite elements. Accurate thermal modelling is particularly 
important when optimising the thermal design of machines.
The second stage consists of modelling skew rotating part of electrical machines. 
Skewing is particularly important for cogging torque reduction in permanent magnet 
machines. Conventional finite element techniques are expensive for modelling skew 
since there has to be a radical change of shape in the mesh across the thin air gap. The 
Lagrange Multipliers approach is successfully used for modelling electrical machines 
in this kind of situation.
Finally, a parameterised template code is design for rapid modelling of electrical 
devices. The new scheme is convenient for the use of designing electromagnetic devices 
with complex geometry. The major advantage is once a template of the device is 
meshed up, a new similar device can be modelled easily by just altering the file which 
contains the parameterised dimensions of the device. These alterations could be 
carried out manually or by an optimisation program. Some practical applications of 
the parameterised codes are demonstrated with measured results compared favourably 
with the experimental ones.
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The science of electromagnetics was introduced to the world when James Clerk 
Maxwell, a professor at Cambridge University published his classic unified theory 
of electricity and magnetism in 1873. But the study on electromagnetics begin much 
more earlier with important discoveries by the “giants” of the past.
The first systematic experiments on electric and magnetic phenomena was described in 
the celebrated book De Magnete of William Gilbert in 1600 AD. Benjamin Franklin 
in 1750 established the law of conservation of charge. Later Charles Augustin de 
Coulomb successfully measured electric and magnetic forces. Alessandro Volta had 
invented the voltaic cell, which in effect a battery by 1800. Hans Christian Oersted 
observed the magnetic effects near an electric current in 1819, which demolished the 
popular belief that electricity and magnetism were independent phenomena. The 
following year Andre Marie Ampere extended his work and formulated a complete 
theory. At the same time Georg Simon Ohm of Germany published his famous Ohm’s 
law relating current, voltage and resistance. In 1831, Michael Faraday demonstrated 
that a changing magnetic field could produce an electric current. Faraday’s extensive 
experimental investigations enabled Maxwell to reveal his classic to the world.
The action of all forms of electromagnetic device is governed by two fundamental
1
laws postulated by Faraday and Maxwell. Faraday’s law states that when relative 
motion exists between the magnetic field and a coil situated in the field an e.m.f will 
be induced in the coil that is directly proportional to the rate of change of flux with 
respect to time between the field and the coil. While Maxwell observed that if a 
current-carrying conductor is placed in a magnetic field, a force will be exerted and 
relative motion will take place between the structure carrying the conductor and that 
carrying the field.
From these laws the power of electromagnetic was harnessed to construct electro­
magnetic devices. Faraday in his experimental research discovered electromagnetic 
induction. This was followed up by Joule who managed to measured the heat pro­
duced in conducting material, thus confirming the presence of induced circulating 
currents in conductors known as eddy currents today. Further work on eddy currents 
was presented in 1833 by Lenz whose law gave the direction of the induced currents. 
All these major contributions led to Nikola Tesla’s invention of the induction machine 
in 1895. Since then many new inventions and new theory has sprung up, we axe truly 
in fact an electromagnetic society. An in depth study of electromagnetics can be 
found in [1].
1.2 The Finite Element M ethod as a Num erical Analysis 
Tool
The label finite element was first coined in 1960 by Clough [2] in his paper on plane 
elasticity problems. But the idea of finite elements date much further back. Its 
development has occurred along two paths, one in engineering and the other in math­
ematics. Both of which required the use of trial functions to effect a solution.
A trial or approximate function is an assumed mathematical function that is usually 
based on physical intuition to represent a continuous function in a continuum problem. 
It is applied globally to the region of interest and approximates the expected behaviour 
of the region to some external loads.
2
In a paper by Gauss in 1795, trial functions were used in a form of weighted residuals. 
Later these functions were applied by Rayleigh and Ritz in their variational methods. 
In the variational approach the undetermined solution is first expressed in terms of 
the trial functions with unknown parameters. The next step is to find the function 
that renders the functional stationary subjected to the given boundary conditions of 
the system. The functional is then differentiated with respect to each parameter, and 
the resulting equation is set to zero. If there are n unknown parameters, there will 
be n simultaneous equations to be solved. In this way the approximate solution is 
chosen from a selection of assumed solutions. See Riley [3] for more details.
Galerkin in 1915 introduced a particular type of weighted residual method where the 
trial functions are made the weighting functions. The unknown parameters are now 
chosen such that the trial function becomes ’a best fit’ to the exact solution through 
direct reference to the system partial differential equations and boundary constraints 
{discussed in Chapter 2 }. Such an approach contrasts quite remarkably from the 
indirect path of the variational method, where an energy related functional is made 
stationary.
Early usage of trial functions are done on a global scale, over an entire region and 
therefore, not suitable for real problems with irregular geometries and unknown so­
lutions. Courant [4] in 1943 introduced piecewise continuous trial functions. In his 
efforts, the piecewise trial functions are not applied globally to the entire region of 
interest but rather locally to small subregions or elements. In other words, the en­
tire domain is discretised into smaller pieces. By doing it this way, Courant greatly 
extended the applicability of trial functions in obtaining approximate solutions to 
real-world problems.
In the years since 1960 there has been an extraordinary growth in the finite element 
method. It has received widespread use in engineering, especially since the advent of 
digital computers. Discrete problems can generally be solved readily now even if the 
number of elements is large.
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Several areas where the finite element method is popular as a numerical modelling 
technique are in the field of electromagnetics, stress analysis and thermal heat transfer 
problems. The major advantages of this method are the relative ease in modelling 
complex geometries and in assigning higher-order forms of solutions to specialise areas 
of the modelled problem.
This thesis will not contain a detailed explanation of the finite element method and 
applications, since an abundance of books and literature already exists on this subject. 
An excellent general reference on finite element method is by Zienkiewicz [5] and a 
more specialised one in finite element method for electrical engineers by Silvester [6]. 
The basic theory for finite elements in electromagnetics will be described in Chapter 
2.
1.3 2D and 3D Finite Element M odelling of Electromag­
netic Related Problems
Ever since the dawn of the age of digital computer in 1960, the development of com­
putational electromagnetics has been closely linked to its remarkable growth. The 
availability of high processing speed computer at an economical level and rapid devel­
opments in computer graphics systems, which enabled the visualisation of modelled 
device geometries electromagnetic field are some of the major factors that catalysed 
this monumental growth. Advancement in the field of numerical techniques in dis- 
cretising Maxwell’s equations added further attraction to the usage of finite element 
method as a designing tool.
This research is based on using and developing some program codes for the software 
package M EG A  in electromagnetic devices optimisation, heat transfer and coupled 
thermal-electromagnetic problems. M EG A  is one of the commercially available inte­
grated software packages for solving applied electromagnetics using the finite element 
method. The software has been developed by the Applied Electromagnetics Research
4
Group at the University of Bath as part of the ongoing research in the field of mod­
elling electromagnetic devices. The finite element method is applied to numerically 
solve the differential form of Maxwell’s equations.
This comprehensive program is capable of solving a wide range of 2D and 3D problems 
using a set of formulations, some of them are listed below:
• Magnetostatics 2D and 3D
• Electrostatics 2D and 3D
• Steady-state AC with eddy currents using complex number representation in 
2D and 3D
• Transient eddy current problems
• Moving conductor problems for 2D and 3D formulations using Minkowski trans­
formation
• Dynamic movement modelling using the Lagrange Multipliers
• Thermal diffusion equation strongly coupled to the electromagnetic solution
• Voltage or current forced wound coils.
• Coupled external circuit model
Finite element matrix systems are typically large but sparse. For a large number of 
problems, especially those with non-moving effects the system matrix is symmetric 
which represents considerable savings in computation time and computer memory 
space.
The advantages of finite elements are numerous, particularly in industrial application 
where there is clear evidence of the advantages of finite element analysis over other 
methods. Two examples will be that of its inherent ability to calculate accurately
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armature effects and small torque variations called cogging torque. The effect of cog­
ging torque on permanent magnet (PM) servo machines will be discussed in Chapter 
5.
1.4 Research Aims
Design and optimisation of electromagnetic devices have become increasingly im­
portant over the recent decades. In an increasingly globalised world economy, cost 
cutting, material restrictions, design versatility are just a few possible criteria that 
clients will demand. That’s where computational modelling comes in. Often now 
the design of a new prototype begins from the computer which serves as the draw­
ing board and finishing up with a real model. Finite element methods are often the 
preferred choice.
Other methods such as analytical and lumped parameter circuit methods may pro­
vide a significant insight and experience into the behaviour of electromagnetic devices. 
However, both methods are derived from the electromagnetic field theory under cer­
tain assumptions and are thus limited to a range of simple geometries and ideal ma­
terial properties. These simplifications may sometimes lead to an extensive departure 
from modelling the real problem. In fact, physical realities such as magnetic non- 
linearity, coupled electromagnetic-thermal, non-linear thermal properties, hysteresis 
and time-transient solutions are basically difficult if not impossible to solve.
The aim of this work is to develop a number of new modelling techniques for analysing 
coupled-thermal system and electromagnetic devices. One particular interest is the 
modelling of heat transfer in conducting material using finite elements. Galerkin’s 
weighted residual method offers the means to formulate the governing heat transfer 
equations which enabled the non-linear surface heat flow due to convection and radi­
ation to be prescribed. The heat source is derived from the induction heating due to 
the eddy currents circulating in the material.
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When conductors are subjected to transformer or motional induction, eddy currents 
tend to be induced and flow in closed paths in the material. Eddy currents produce 
their own magnetic field which tends to oppose the variation of the imposed magnetic 
field as stated in Lenz’s law. These induced currents effectively flow in a surface 
layer of thickness around the skin depth S depending on the frequency, material 
conductivity and relative permeability. Eddy currents result in joule heating in the 
conducting material. Strongly and weakly coupled electromagnetic-thermal systems 
are modelled. For induction heating at power frequency 50 Hz, the thermal time 
constant is enormous and a fully time-transient coupled electromagnetic solution is 
untenable. Therefore, it is viable to just solve the electromagnetics part of the solution 
as AC steady-state and then couple the solution to an iterative transient thermal 
system. However, in a weakly coupled model the inherent weakness is that after a 
certain temperature rise the changes in the material’s resistivity will be substantial 
and thus lower the temperature rise. To circumvent this problem, the electromagnetic 
part is resolved again with a new resistivity value whenever the need arises and 
recoupled again to the thermal solver until the temperature steady-state is reached.
Analysing cogging torque in permanent magnet (PM) machines is another important 
task. Several well-known techniques in reducing cogging torque are validated with 
computational predictions and measurements from test rigs. In the mean time, the 
modelling technique has to be optimised to improve the accuracy of the simulation 
results and also finding the most economical way in solving problems especially 3D 
problems. The Lagrangian Multipliers technique allows the modelling of dynamic 
movement of the rotating and ease the task of constructing skew rotor or stator slots 
for reducing the cogging torque effect.
Parameterised template meshing techniques are another area of interest. It was con­
ceived due to the laborious work that one has to do every time several dimensions 
of the studied machine needs to be changed. Generally this required a fair amount 
of time as the machine has to be remodelled again. This is where the parameterised
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technique is particularly useful. But the method avoided the trap of generating only 
triangle elements, as most software with automatic mesh generation do. The users 
will have the freedom of choosing the type of elements and mesh density. Param­
eterised template can be coupled to a computer optimiser for optimising industrial 
designs.
1.5 Thesis Outline
The thesis contains eight chapters, covering two major areas of research. The first 
part includes the work on heat transfer with non-linear convective and radiation 
coefficients used to model the heat flow from the surface of conducting domains. 
The heat generated is provided by the induced eddy currents, otherwise known as 
induction heating and I 2R  losses in the coils. The remaining chapters are focused on 
electromagnetic design and optimisation.
• C hapter 1: G eneral Introduction.
General overview of the whole thesis plus a brief introduction on finite ele­
ments as numerical analysis tools, electromagnetic devices, inductive heating 
and thermal coupled problems.
• C hapter 2: F in ite  E lem ent Theory: A n O verview .
A general description of the finite element theory and various formulations for 
modelling conducting and non-conducting regions of electrical devices. The 
treatment of the boundary conditions between different regions are also dis­
cussed together with non-linear transient time-stepping scheme and a brief re­
course of the finite element shape functions.
8
• C hapter 3: N um erical Techniques in Solving H eat Transfer w ith  N on- 
Linear B oundary C onditions.
This chapter introduces two major numerical methods in modelling thermal 
heat transfer in conducting material, the lumped parameter circuit method and 
finite element technique.
In the lumped parameter method, the various components of the conducting 
domain are represented by a series of thermal resistances and capacitances. This 
is equivalent to an electrical circuit in which heat flow is analogous to electric 
current and temperature to electrical voltage. The concept of lumped parameter 
thermal modelling is not new. The idea has already been in existence for some 
time. However, improvements are needed in many areas especially regarding 
the temperature dependent convection and radiation heat transfers from the 
surface of the conductor frame. The finite element technique uses the backward 
difference scheme to time march towards the temperature steady-state.
The lack of measured universal value on the convection and radiation coeffi­
cients severely limited the ability of both techniques in predicting an accurate 
solution, worst the models are heavily dependent on the empirical correlations. 
This correlation data is only available for certain geometrical surfaces and is 
not known to be remarkably accurate. Alternatively, the computational fluid 
dynamics can be used to calculate the velocity of the air and then coupled 
the solution to the energy equation of moving fluid domain with input of fluid 
viscosity values. For low frequency induction heating material which has a rel­
atively long thermal time constant as compared with the electromagnetic time 
constant, the computational cost could be enormous. The following Chapter 
4 will be on the discussion of low frequency induction heating in conducting 
material over a long period of time.
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• C hapter 4: F in ite  E lem ent M odelling o f  T herm o-C oupled E lectro­
m agnetic Problem s.
Heating effects due to induced eddy current and copper I 2R  losses are topics 
of discussion in this chapter. The eddy currents equation will be solved as an 
AC problem. The temperature rise in conducting materials such as aluminium 
and copper axe studied. The surface convection and radiation coefficients are 
obtained from the empirical correlations for various geometry at different ori­
entations. Several characteristics of the method will be investigated and ex­
perimental results will be presented to verify the method. Galerkin’s upwind- 
ing technique is applied for the velocity term in the moving eddy current and 
thermal regions. Accurate thermal modelling is particularly important when 
optimising a machine thermal design.
• C hapter 5: F in ite  E lem ent M odelling o f C ogging Torque in Perm a­
nent M agnet M achines.
The effects of cogging torque, an unwanted element due to magnetic interactions 
in PM machines, are discussed here. Several design techniques are used in the 
efforts of reducing this unwanted torque. Basically 3D finite element models of 
PM machines are built and then simulated at very low rotational speed in order 
to calculate the cogging torque produced in each individual machine.
The computational results are then validated with the real-time measurements 
obtained from test machines provided by industries.
• C hapter 6: O ptim isation  o f E lectrom agnetic D evices using Param e­
terised  Tem plates.
Parameterised template meshing for rapid remodelling of electrical machines
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and various devices are discussed in this chapter. A permanent magnet (PM) 
machine, synchronous generator and Fluxset sensor are modelled using this 
technique.
A design optimisation technique based on the Simplex algorithm coupled to 
the parameterised templates is also discussed. The feasibility of the technique 
is demonstrated with a case study of harmonics reduction in the generated 
voltage of a synchronous generator with salient-pole configuration.
• C hapter 7: Som e Practical A pplications o f P aram eterised  Tem plates  
in M odelling Linear Induction  and P M  M achines.
The parameterised templates technique is applied to assist in the work of de­
signing two linear electrical machines. The design exercise is part of an ongoing 
research and development of linear permanent magnet (PM) machines and lin­
ear induction machines (LIM) for industrial applications.
• C hapter 8: C onclusions.
Concludes the research in this thesis.
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Chapter 2
Finite Element Theory: An 
Overview
2.1 Introduction
Increasingly in today’s world, a large part of design work consists of creating numerical 
models of real objects. These prototypes exist only as computer models which enables 
the models to be examined more closely for better understandings. This approach is 
useful in that many designs can be tested and modifications are not expensive.
The finite element method is a numerical technique for obtaining approximate solu­
tions to a wide area of engineering problems. Originally developed for stress analysis 
in complex airframes structure, it has since found extended use in the broad field 
of continuum mechanics, and problems of non-linear magnetics with application to 
transformers, electrical machines and other power devices. It is widely used now by 
designers to determine the performance and efficiency of a likely successful design.
One particular area where finite elements are widely used is in solving electromag­
netic field problems which are too complex to be solved using the analytical method, 
especially those involving non-linear characteristics. In solving such field problems, it 
is often necessary to obtain approximate numerical solutions to the problems rather 
than the exact solutions.
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For modelling devices numerically, the device of interest is discretised into subregions 
called finite element by this technique. The non-linear partial differential equation 
derived from Maxwell’s equation is then invoked to describe the variation of the 
magnetic scalar or vector potentials throughout the device.
Many finite element packages have recently become commercially available. A good
example of a powerful software applying this technique for solving 2D and 3D elec­
tromagnetic problems is MEGA.  It is a fully integrated software package developed 
by the Applied Electromagnetics Research Group of the University of Bath.
2.2 M axwell’s Equations
The governing equations of electromagnetic field problems can be described very 
concisely by a single set of equations, namely those of Maxwell [7].
Maxwell’s equations are the basic equations which define the field equations solved by 
MEGA.  The displacement current term in Ampere’s law is found to be insignificant 
compared with the current density term at power frequencies. Consequently a subset 
of Maxwell’s equations can be used:
The continuity condition, the relations between J  and E  as well as B  and H  are 
added for the solution of all these equations. The known constitutive conditions:
V x i f  =  J (2.1)
(2.2)
(2.3)
V - J  =  0 (2.4)
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J  = a E (2.5)
B  =  u H  (2.6)
With the equivalent mathematical integral of Maxwell’s equations of the form
/ h  • dl  = f  J  ■ do (2.7)
8
j  E - d t  =  -  f  ^ ’ ds (2.8)
8
These correspond to Ampere’s circuital and Faraday’s laws respectively.
And
J  B  ■ ds = 0 (2.9)
8
where the magnetic flux of B  over any enclosed surface s is zero.
The interface conditions at the boundary for equations (2.1), (2.2), (2.3) and (2.4)
are the continuity of H  x n, E  x n, B  • n  and J  • n  respectively, where n  is the normal
unit vector at the boundary.
Figure 2.1 shows a typical electromagnetic problem which has been divided into three 
types of region. Region Q<f, contains the source currents and is solved using the 
reduced scalar potential, 0. Region is the non-conducting regions without source 
currents and is assigned the full scalar potential ip. Region represents the eddy 
current regions which the magnetic vector potential A  is required for solving.
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Outer boundary: Dirichlet or homogeneous boundary condition
reg ion  Q  \j/
no source currents 
iron 
scalar \j/
reg ion  Q  <|>
G 2 =  0




Gi = 0  
1 =  constant
interface T ty \ \ f
interface F\|/A
reg io n  Q  a 
eddy currents 
vector A
G3 =  constant 
JLt3 =  non-linear
Figure 2.1: Partitioning of a typical electromagnetic problem.
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2.3 Governing Equations for 3D M agnetostatic Prob­
lems
Solving for magnetic field due to current-carrying conductors near a non-linear mag­
netic material (e.g iron) in region of Figure 2.1 often leads to 3D modelling.
The problem can be formulated in terms of magnetic vector potential A  but in 3D 
cases this means that three components of A  have to be solved. Other than expensive 
computation, the difficulties associated with V • A  make it more desirable to look for 
another approach. A more economical approach would to use the magnetic scalar 
potential ij) [8], [9].
2 .3 .1  N o n -c o n d u c tin g  R e g io n s  w ith  S o u rce  C u rren ts
The magnetic field intensity in region Q# containing the source currents can be sep­
arated into two parts corresponding to a source field H s  and induced magnetisation 
H m  in the material
H  = H S + H m (2 .10)
The Biot-Savart law can be used to solve the equation
V x H s = J (2.11)
Since the Maxwell equation
V x U  =  J (2.12)
applying to time-invariant situations must be satisfied, it follows that the curl of H m  
must be zero. This implied that H m  can be defined as the gradient of a scalar
H  = H S -V<f> (2.13)
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where 0 is known as the reduced scalar potential.
Since V • B  = 0 and B  = fi iH,  the governing equation can be written as
V • f n H s -  V • p i V0 =  0 (2.14)
which is further reduced to the simple 0 expression
V - / x i V 0  =  O (2.15)
The reduced scalar method is not applicable in regions where iron is present (region 
f2^). Equation (2.14) would lead to numerical difficulties since as the material per­
meability fi —> oo, H  —> 0, which means H $  and H m  are nearly equal and opposite. 
A full scalar potential 0  would have to be used to remedy the situation.
2 .3 .2  N o n -c o n d u c tin g  R e g io n s  w ith o u t S o u rce  C u rren ts
In current free regions, the magnetic field can be described entirely in terms of the
magnetic scalar potential 0. This method makes the curl of H  free, and so only the
divergence of B  needs to be enforced.
A typical source free 3D non-conducting region is modelled using full magnetic scalar 
potential 0  as stated above. The magnetic field strength is derived by taking the 
gradient of this scalar field
H  = - V 0  (2.16)
Therefore, the magnetic field can be efficiently described by a single scalar variable. 
Using a scalar potential thus ensured that V x H  = 0. The divergence of B  must 
then be made zero.
This leads to the governing equation for the non-conducting regions in terms of 0
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v  • =  o (2.17)
The basic full scalar 0  and reduced scalar 0 methods can be extended to allow multiply 
connected conditions [10], and to produce cuts for multiply connected problems.
2.4 Governing Equations for 3D M agnetodynam ic Prob­
lems
The A  — V  formulation is the classical method of representing electromagnetic fields 
using magnetic vector potential and electric scalar potential for modelling eddy cur­
rent regions.
2 .4 .1  E d d y  C urren t R eg io n s
Again with reference to Figure 2.1, region represents a domain in which eddy cur­
rents can flow. A 3-component vector provides one of the most economic descriptions 
of the field behaviour.
An usual method for solving the magnetic field B  involves first defining a magnetic 
vector potential, such that
B  =  V x i  (2.18)
The magnetic field B  found from A  as defined in equation (2.18) will have zero 
divergence because of the vector identity V • V x A  =  0 for any vector potential A.  
Thus, equation (2.3) is satisfied.
Then according to Faraday’s law
V x £  =  — (2.19) 
ot
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Integrating both sides of the equation (2.19) yields the following expression for E
BA
E  = - — - V V  (2.20)ut
BAThe - 7—  term is normally associated with the induced e.m.f due to the varying mag- Bt
netic field and the V  term is to ensure complete generality since the curl of any 
gradient is equal to zero.
Using equation (2.5) gives
J = ~ (T3 { w + v v )  (2-21)
The total current density J  is made up of the time-dependent eddy current density 
J e  and source current density J 5.
It can be seen from equation (2.21) that
J e  =  ~ a 3 ~gt (2.22)
And
J s = - 0-3 V F (2.23)
Taking the divergence of equation (2.21) gives
v -<73( ^  +  w ) = °  (2.24)
It is known that V x H  =  J ,  thus using the A  — V  potentials in Ampere’s law yields
V x - ( V x A ) + j , f ^  +  w ) = 0  (2.25)
A*3 \  at J
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However, equations (2.24) and (2.25) cannot ensure an unique solution for A  — V. A 
penalty term constraining the divergence of A  to be zero can be added and together 
with the additional constraint of A  • n on the boundary regions establish the inde­
pendence between both equations. Thus, ensuring that the solution is unique. This 
scheme is implemented in M E G A  with equation (2.25) now rewritten as
V x ] t ( V x A ) -  U v v  • A l  =  ~ ° * ( w + w )  (2-26)
The term in { } is the added penalty term constraining the divergence of A  to be
zero [11]. To ensure the solution is unique the additional constraint
A  • n  =  0 (2.27)
is added on the A  — 'tp interface.
2 .4 .2  E d d y  C urren t R eg io n s  w ith  C o n sta n t C o n d u c tiv ity
To model the eddy current regions of in Figure 2.1 the V  term can be ignored 
since the conductivity is constant.
V x ± - ( V x A )  + *3( ° £ ) = 0  (2.28)
For a complete description of the problem equation (2.28) must be solved together 
with two other conditions
V ■ J  =  0 (2.29)
inside the conductors, and
J  • n  =  0 (2.30)
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at the interface between the conducting regions.
The first condition equation (2.29) is evident when solving equation (2.28), since we 
know
(2.31)
V • [V x — (V x .A)] =  V • J  =  0 (2.32)
M3
The second condition on the inside surface of the conductors is weakly implied by the 
surface integral terms of the A  equation {described in section 2.6 } on the conducting - 
non-conducting interface. The surface integral is expressed in terms of non-conducting 
scalar potential variables and as the consequence the condition that J - n  =  0 is weakly 
imposed [12], [13].
2.5 Boundary Conditions
The laws governing the behaviour of the vector fields at discontinuities in the regions 
interface stem from the necessity that the integral forms of the Maxwell equations 
must be satisfied for surfaces and fines straddling such boundaries.
The continuity conditions at the interfaces between adjacent elements interelement 
within a same region and those at the boundary between regions interregion must be 
either weakly or strongly enforced [14].
__ _ r—7 d A
v ' J  =  v ' <73aT
therefore,
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2 .5 .1  In te re le m en t B o u n d a r y  C o n d itio n s  for M a g n e tic  Scalar P o te n ­
t ia l  R eg io n s
The boundary conditions for the two 2D elements shown in Figure 2.2 are that H  x n 
and B  • n  are continuous at the interface.
node 1
B .nelement anode 3
element b node 4
node 2
Figure 2.2: 2D elements.
The H  x n  boundary condition is automatically satisfied just by making the scalar
dib
potential ijj continuous since one of the component of H , HVa =  HVb = — —  on the 
common facet of the two elements along the line adjoining nodes 1 and 2.
The B  • n  continuous condition means that
(2-33)
It is weakly enforced and to solve the equation, the line integral terms of
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/Ni (2.34)
is used to combine all the common node equations of the adjacent elements. The 
result is that the line terms along nodes 1 and 2 naturally cancel each other out and 




Figure 2.3: Bounding curve.
Notice that, from Figure 2.3,
dip dip dip
dn dx Ux ^  dy Uy
dx dywhere nx =  —  and nv =  —  are the direction cosines of the outward normal vector
dn * dn
n to the bounding curve dI.
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The full expression for equation (2.34) is therefore
dip dip— nx +  ^ - n j j it (2.35)
On the outer boundary the interface conditions of B  • n  =  0 and H  x n  =  0 are easily 
satisfied just by ignoring the line integral on the boundary in the former case, and 
setting the scalar potential ip to the same value along the required boundary in the 
latter case.
2 .5 .2  In te re le m en t B o u n d a r y  C o n d itio n s  for M a g n e tic  V ecto r  P o ­
te n t ia l R eg io n s
Similarly, the boundary conditions that H  x h  is continuous and B  h is continuous 
have to be satisfied.
The B  • n  condition is satisfied since the derivative of the Az vector potential com­
ponent is the same in both elements
Bx =  ^  (2.36)
The condition H  x h  is continuous means that
1 dA ,  1 dAz (2 37)
Ha Oxq fi/fo dxj)
This interface condition is weakly enforced just like the magnetic scalar potential case 
by integrating the line integral
f Ni 1 dAz 1 dAzTlx q Tlifia dx fia dy d£ (2.38)
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2.5 .3  N o n -c o n d u c tin g  a n d  S o u rce  C u r re n t  R eg io n s  In te rfa c e
The interface requirements at the boundary between regions and 0,$ are as usual 
that the normal component of B  and the tangential component of H  should be 
continuous.
The normal component of B  implies
/xi( H s  -  V0) • n  =  -/x2(VV0 * n (2.39)
The tangential component of H  implies
( H s -  V<j>) x n  =  -(VVO x n  (2.40)
Equation (2.40) can be integrated along the interface, giving
(f>- J  H St  ' d i  = ip (2.41)
which enables one of the scalar unknowns on the interface to be eliminated.
2 .5 .4  E d d y  C u r re n t  a n d  N o n -c o n d u c tin g  R eg io n s  In te rfa c e
At the interface between an eddy current region and a non-conducting region, the 
continuity conditions are as follows
The normal component of B
-/x2(VV0 • n  =  (V x A) • n  (2.42)
The tangential component of H
-(VV») x n =  (— V x A)  x n  (2.43)
/*3
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The normal component of J
, d A . „((73— ) - n  =  0 (2.44)
2.6 Num erical Im plem entation of A  — -0 — <j> Formulations
Before all governing equations in the previous section are solved, each region of the 
problem is discretised into finite elements and assigned the appropriate approximate 
functions within each element.
The form of finite element solution is typically written as the summation of the 
products of the unknown nodal parameters and their corresponding shape functions. 
The scalar potential solution is then stated as
4> = Y .N > i’i (2.45)
where ipi is the unknown scalar potential parameter at the i-th node and N{ is the 
shape function for that particular node. A similar expression can be used to represent 
the magnetic vector potential A  solution.
The shape functions Ni cannot be chosen arbitrarily but rather a certain continuity 
criteria must be met to ensure that the convergence requirements axe satisfied. For 
example, if at element interfaces the field variable is continuous then it is Co continuity, 
and if in addition, the lst-order derivatives are also continuous then it is C\ continuity 
and so on.
After assigning all the proper trial solutions and shape functions, the following step 
is to transform the governing equations into appropriate integral form and assembled 
for solving. One popular method for achieving this is the Galerkin weighted residual 
method where the weighting functions are chosen to be the same as the element shape 
functions.
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The unknown nodal parameters are now chosen such that the trial function becomes 
the best approximation to the exact solution through direct references to the region 
governing equations and boundary constraints.
The basic technique consists of substituting the approximate trial solution with its 
many unknown nodal parameters into the original governing equations and boundary 
conditions. This results in an error known as the residual which would have vanished 
everywhere inside the region or on the boundary had the correct trial function been 
found. This residual is required to vanish in some average sense over the entire 
solution domain.
2 .6 .1  N u m e r ica l M o d e l o f  th e  N o n -c o n d u c tin g  R eg io n s
Consider the Galerkin weighted residual treatment of the governing equation (2.15) 
in region Q# and equation (2.17) in region
For region applying the Galerkin weighted technique to the Laplacian equation 
in <j> results in a set of linear equations of the form
J  N  (n iV 2<j>) dfl =  0 (2.46)
where N  is the weighting functions.
It is convenient to transform this equation by means of Green’s theorem to eliminate 
the 2nd-order derivatives in the functional:
-  J  m  (v n  ■ v<j>) a n  +  /  jv>! d r  =  o (2.47)
Similarly, for the non-conducting regions with no source currents the usual Lapla­
cian equation is reduced to
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f  n (v - wVi/O a n  =  o (2.48)
SI,/,
Using the Green’s theorem to transform equation (2.48) yields
-  f  ii2{V N  ■ v f )  a n  +  /  jv>2| ^  a r  =  o (2.49)dipJV/X
The scalar fields volume is divided into a set of simple subdomains. Within each 
element, the fields 0 , ip are described by a linear combination of nodal values and 
simple geometric functions of coordinates expressed by equation (2.45).
In the Galerkin method, the weighting functions are the same as the shape functions. 
In equations (2.47), (2.49) the scalar fields are now expanded according to equation 
(2.45) for each finite element. Thus, the contribution of the z-th nodes of element e 
in scalar regions are
f  A  fd N i  dNj dN idNj  d N i d N j \  /  Ar d<p JT1
J  ? > (  f t T f a  +  + l h ~ d f  ) ^ d n  ~ f  (2.50)
^4. 3 r «^
f  ^  ( d N id N j  dNidNj  dNi dNj  \  f  „r dip IT,
If T*e and I> e are interior surfaces in their respective regions, ignoring the surface 
integral will automatically yield the continuity condition of equation (2.33) as the 
same integral with an opposite sign for the normal n will arise from the other element 
which shares the same surface. If T^e is on the outer periphery then a Neumann 
condition arises naturally when the surface term is ignored.
When interfaced with r ^ e the sum of the residuals for both regions is
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-  J  m { V N - V 4>)dSl- J  /J2(VAT-Vy>)dn+ j  N U i ^ - H 2 ^ ]  dr =  0 (2.52)
r  4,1/,
The surface integral terms located on the <j> — ij) interface are combined to yield the 
expression H s , equation (2.39). These source terms are moved to the right hand side 
(r.h.s) of the matrix equations containing all the known terms.
On the interface between regions and 0^,, the surface integral term of the 
reduced scalar (f> of equation (2.52) is removed and the remaining surface term is used 
to link the normal component of B  between the two regions, that is
-  /  JVp2| ^ d r =  /  JV (V x .A • n ) d r
VA* r Av-
(2.53)
where V x A  must be expanded in terms of shape functions and nodal parameters of 
A  from the adjacent element in region f2^.
2 .6.2 N u m e ric a l M o d e l o f  th e  C o n d u c tin g  R eg io n s
The Galerkin method is also used to solve equation (2.28) of the conducting regions
/ N _  1 , . d AV x — (V x A) +  cr3 —  M3 Ot dO =  0 (2.54)
If the material permeability p3 is constant, the first term of equation (2.54) can be 
expanded according to the vector identity given by equation (A. 16) of Appendix A,
as
V x — (V x A) = — —
M3 M3
V • VA -  VV • A (2.55)
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Setting V • A  = 0 and substituting the above vector identity into equation (2.54) leads 
to the diffusion equation of
J  n J - V - — V A x + o^ \  dft (2.56)
nA  /l3
with similar equations for the y and z  components. 
Applying Green’s theorem yields
/  • v a x + Nxi < ^ 3 ^ ) an -  j jvIiJ - ^ k dr =  o (2.57)
aA  W r A *  W
for node i with Nxi at element e of the conducting regions. The equations for Nyi 
and Nzi are of exactly the same form.
If /X3 is non-hnear, applying the Green’s theorem on the equation (2.54) results in the 
expression
-  <f N - —  ( V X i 4 x n ) d r +  f  [— ( V x i V ) - ( V xJ \l 3 J |_/i3 at
r A , aA
dfi =  0 (2.58)
Examining the interface conditions at the surface, Hy and Hz must be continuous. 
Continuity of Hy requires that
1 dA* +  _ L ^ k  =  _ J _ ^  + (2 59)
M3i dxi H3i dzi fJL32 dx 2 \L32 dz2 
dASince the transverse derivatives is continuous, equation (2.59) indicates that
1 1there is a discontinuity in the normal derivative of Az when —  ^  — , i.e.
/*3i M32
dAz =  fi3l dAz | y,3a -  /x3i dAx 
dxi nz2 dx2 y,32 dz
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On surface
Hy.  - £  =  J - ( - ^  +  ^ ) ;  Hy.  - f U - L ( * h _  ^ . )  (2.61)
d y  H 3 \  o x  o z  J d z  pz  \  o x  o y  J
The surface integral term of equation (2.57) may then be expanded as
r
J . V>3\ o y  o z  J \ o z  /z3 ox  J ” \ o y  / i 3 o x  J
n. dT (2.62)
A.if>
in which the first two terms arise from V • A  =  0 and where nx,ny,n z are direction 
cosines of the normal n  to the surface. The surface integral terms on the A  — *0 
boundary are expressed in terms of
f  N - — ( V x A x h ) d T =  j  N  • (— x n) d r  (2.63)
tA i, /X3 r Av>
Simple continuity of the A  components ensure the continuity of the B  • n throughout 
the conductor region.
2.7 Standard Shape Functions
Shape functions are well-documented in [15]. As stated earlier, using standard finite 
elements the scalar and vector fields can be represented by
a — N i  ai  +  N 2 a2 +  • • • +  N n an
= (2.64)
i=l
where N{ are the shape functions and a* are the field variables at node i in each 
element.
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The lugubrious task of writing and solving equations defined initially in terms of the 
unknown parameters ai • • • an can be avoided by adopting the Lagrangian interpola­
tion concepts:
(£ ~  £o) • ’(£ ~  £fc-l)(£ ~  £fc+l) • ’(£ ~  £n)
K* -  fo) • •(& -  £fc-i)tefe -  €k+i) • ■(& -  6 »)
V ~ V m
m =0,m ^ k  ^
(v -  Vo) ’ -  Vk-l)(y -  Vk+l) • i v  -  Tin)
(Vk -  r]o) • i m  -  Vk-i)(rjk ~ rjk+i) * “  Vn)
(2.65)
(2 .66)
Since the Lagrangian polynomials possess the properties of the nodal interpolation 
functions, the shape functions can be immediately derived as
N i ( ( , v ) = L i ( t ) L i ( V) (2.67)
In the quadrilateral element of Figure 2.4, the standard shape functions for this 
element were derived as a simple product of the appropriate terms in the x  and y 
directions. The C° continuity of all the global shape functions is maintained between 
such elements as the connection of the two nodal values at each corner ensures a 
unique straight line variation along any element side. The shape functions for the 
four nodes in the quadrilateral element using the products of the two Lagrangian 
interpolation functions for a 2D linear element can be expressed as
* l(ei1|) =  i z ^ x l z * = _ L z i _ x ’? - 1
m -  m  - i - i  - l - i
£2 — £i ^2 — 1 +  1 —1 — 1
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y  r i  = 1
(-1, i)
(-i, -i) (1,-D
n = - i
Figure 2.4: Linear quadrilateral element.
iV3( ^ )  =  ! ^ x ^  =  i ± l X ? ± i
& -  £ 4  7 7 3 - 7 7 2  1 +  1 1 +  1
nr /«<■ _ \    £  £3 w 77 77l £ - 1  %,77 +  1 /Ofiox
JV4U , 77) =  7------7 -  x   ------—  =  — -------  x  — —  (2.68)
?4-?3  774-771 - 1 - 1  1 +  1
Therefore, the shape functions are found to be:
jvite.v) = |( i - m - v )
33
N 3(t,v) = \ ( i + m + r i )
m t , t i )  =  \ ( l - ( ) ( l  +  ri) (2.69)
Clearly, the shape functions which are formed as the products of the two Lagrangian 
polynomials would satisfied the requirements of having the value unity at the node for 
which they are defined and zero at all other nodes. Figure 2.5 shows that if Ni  =  1.0, 
then N 2  =  N$ =  N 4  =  0, also N\  varies linearly between nodes 1, 2 and nodes 1, 4. 
Hence, preserving the C° continuity along the edge 1 - 2  and 1 - 4 .
.0
1 2
Figure 2.5: Shape functions.
Higher-order shape functions can be formulated in precisely the same way. However, 
formulating higher-order shape functions using the Lagrangian concept results in the 
existence of a large number of interior nodes in the elements. This can be avoided 
by using an alternative series of what is known as the Serendipity elements. These 
elements contains only exterior nodes and their interpolation functions were derived 
by inspection.
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A systematic way of generating derivation of these Serendipity functions are as ex­
plained:
• The mid-side shape functions are obtained by taking the appropriate 2nd-order 
Lagrangian expansion in one direction and then multiply it by a linear function 
in the other.
• For the corner nodes, the situation is more complex since along the element 
sides non-zero values for shape functions will be obtained at the mid-side nodes. 
However, a linear combination of the bilinear shape function type of equation 
(2.67) and the quadratic shape functions just constructed for the mid-side nodes 
is suffice to determine the necessary function.
The shape functions are now as follows:
1. Linear element:
= | ( 1 +  ««)(! + TO) (2-70)
which are identical to the lst-order Lagrangian shape functions.
2. Quadratic element:
Corner nodes at £* =  ± 1, ^  =  ±1
=  j ( i  +  £&)(i  +  m ) ( t £ i  +  m  - 1) (2.71)
Mid-side nodes at & =  0 ,77* =  ±1
=  i ( l - « 2) ( l  +  m )  (2.72)
Mid-side nodes at & =  ± 1,17; =  0
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JVi«.»7) =  ^ ( l  +  « i ) ( l - ' / 2) (2-73)
3. Cubic element:
Corner nodes at & =  =  ±1
N i  ( t  V) =  ^ ( 1 +  «0(1  + Wi)[9(«2 +  v2) -  10] (2.74)
Mid-side nodes at £* =  ±1, rji =
N i  (tv)  =  +  « i ) ( l  -  »)2)(1 +  9m)  (2.75)
It is obvious now that mid-side and corner shape functions can be generated by an 
identical process. For mid-side shape functions a multiplication of the lst-order and 
nth-order Lagrangian interpolation is enough to determine N i .  To generate corner 
shape functions, a combination of the bilinear corner shape functions and the appro­
priate fractions of the mid-side shape functions to ensure zero at the relevant nodes 
is necessary.
2.8 Time-Transient Scheme for Non-linear Problem s
The application of the Galerkin technique in the A  — ip — (f) finite element formulations 
results in a system of equations which has the following standard form
[Ka]x + [Ca]x = f a (2.76)
Time-stepping technique is usually applied for the time-transient problem to solve 
the finite element matrix system progressively in time. Numerical method such as 
the IC C G  scheme can be used to solve at each time-step the finite element matrix.
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For non-linear problem, [K a] matrix is a function of x.  The non-linear time-transient 
implementation includes the usage of a time-stepping scheme, which employs the pre­
vious solution to determine the solution at the current time-step, together with an 
embedded non-linear iterative method for correct non-linear field pattern determina­
tion to arrest the solution at the current time-step.
If the problem is sinusoidal steady-state, complex representation is used to express 
the time derivative in equation (2.76) as j u  and the ICCG scheme can be used to 
solve the [ K a +  j w C a] matrix system.
2.8.1 T im e-S tep p in g  A lg o rith m
The time interval of interest for equation (2.76) is discretised into time-steps. The 
objective is to obtain an approximation for ccn+i given the value of x n and the forcing 
vector f a in the interval of time At.
a ( known) a ( unknown) 
n+1




Figure 2.6: Approximation in time domain.
In the interval A t  and assuming a linear expansion in time as shown in Figure 2.6, 
the solution x  is expressed as
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X  ~  ®(t*) — ®n “I" * , (® n + l ®n) (2.77)iAtn
In standard finite element, this equation is translated as
= J 2 N *xi = (x “ + (zt)®"*1
in which r  =  t — tn and x n is the solution computed at the end of the previous 
time-step and x n+\ is the unknown parameter.
The weighted residual expression is then
r A t




Introducing © as the weighting parameter defined as
1 J0A tW rdT
A t  t f ' W d r©  =  T 7  "a , . . .  . (2-80)
the weighted residual approximation of (2.79) can be solved for all time-steps with the 
specified A t  using equation (2.78). All potentials are initialised to zero at t =  0 and 
multiple iterations may be required within each time-step for non-linear problems.
The equation to be solved then can be immediately written as
K a[xn +  e ( s n+1 -  gn)] +  Ca{X" ^ t Xn) — fa  =  0 (2.81)
with f a represented by
_ f o 1W f a(t  +  r)dTf  =  J O  J av >---- (2.82)
l iw d r -
A few popular time-stepping schemes exist [16]. The basic difference between them is 
the choice of the weighting function W . In M E G A  the unconditional stable backward
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difference scheme is implemented, where W  =  <5n(At) with the Sn representing the 
Dirac delta function. This form of weighting defined the point collocation technique 
which ensured that the equation is satisfied at r  =  At.
If the weighting parameter © =  1 then the scheme is characterised as backward dif­
ference. While 0  =  0, 0  =  0.5 and © =  0.6667 denote the forward difference, 
Crank-Nicolson and Galerkin schemes respectively.
2 .8 .2  N o n -lin ea r  I te r a tiv e  T im e  S ch em es
The solution of non-linear problems cannot be approached directly with the time- 
stepping scheme and some form of iteration is required. In coupled thermo-magnetic 
situations for example, certain material properties axe temperature dependent, which 
means the matrices are dependent on x.
Two well-known iterative techniques are implemented in M EG A. They are known 
as the Simple Iteration method and the Newton-Raphson method.
T he Sim ple I te ra tio n  M ethod
With the Simple Iteration method, the [liC0] matrix remains constant throughout the 
iteration process. The matrix is solved using the current material properties and 
updated using the new solution at the following iteration.
The weighted residual approximation is similar to the one expressed for linear matrix:
/• A t
/  W ([K a]x +  [Ca]an -  f a) d r =  0 (2.83)
Jo
where a n =  Xn+£ Xn.
Substituting the © expression of equation (2.80), the solution for equation (2.83) 
becomes
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an =  (0 A ([jro] +  [Ca])-\fa - [Ka]xn) (2.84)
The new solution x n+i is obtained by using this rate of change. The [Ka] matrix is 
updated and the residual computed until the residual tolerance condition is satisfied. 
The first iteration of the following time-step will then use the final solution of the 
previous time-step.
N ew ton-R aphson  M ethod
The Newton-Raphson method is probably the fastest convergent process for solution 
of non-linear problems, provided we are in the vicinity of the solution. If the [/iC0] 
matrix is itself a function of x, then it can be approximated as
—» t v ( d K a( x ) \ l , . 1 ( d 2K a(x )V  / \2 / nnrv
K<x(x ) ~  K a { x n) +  J (x  ~  *n) + y  ^ 2  J (x  ~ x n) + ........  (2.85)
in which the Jacobian matrix is of the form
w  - ( ^ X  t m
Substituting equation (2.85) into equation (2.79) yields
r A t
/  W ( [* .(**,)] +  [3 „ ]< r  +  [C0R  -  /„ )  d r  =  0 (2.87)
Jo
Using the © scheme, the solution for equation (2.87) is
“ n =  « c y  +  0 At„[3„])-1[ / a -  K a(x i)\ (2.88)
The backward difference scheme is applied when 0  =  1. The computed rate of change 
a %n is then used to obtain x %n+l. The [K q\  matrix is updated according to this solution
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and the residual evaluated until the specified tolerance is met. If the tolerance is not 
met, then a new Jacobian matrix will be formed and equation (2.87) is resolved again 
and a new a^+1 is obtained. When the tolerance requirement is satisfied, the solution 
obtained at the present time-step will be used in the first iteration of the next time- 
step.
2.9 Summary
The finite element method of analysis is a very powerful computational tool. It has 
gained wide acceptance in various engineering disciplines such as electromagnetic 
analysis, thermal and fluid mechanics.
In this chapter the basic finite element method for electromagnetic analysis was in­
troduced. The idea of discretisation and trial functions, which are important to the 
use of this numerical method were also discussed.
The rapid growth in engineering usage of computer technology will undoubtedly con­
tinue to have a significant impact upon the acceptance of the finite element method. 
Indeed, the finite element technique would not be where it is today if computers had 
not proliferated and become less expensive.
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Chapter 3
Numerical Techniques in Solving 
Heat Transfer with Non-linear 
Boundary Conditions
3.1 Introduction
There is an increased tendency to solve thermal formulations using numerical tech­
niques. Methods such as finite-difference, finite-volume, finite element analysis and 
lumped parameter thermal circuits axe used to model heat flow due to conduction 
within a material domain. The convection boundary condition is usually modelled 
using some form of curve fit to the known empirical data.
The conductor is modelled using the finite element method as a thermal region with 
the diffusion governing equation and subjected to time-transient surface convective 
and radiation heat losses. The heat transfer finite element formulation involves the 
use of scalar temperature variables T  and a backward time-difference scheme to model 
the 2D and 3D time-transient thermal systems.
Special boundary conditions which take into account non-linear convection and ra­
diation are prescribed on the appropriate surfaces as a mean of heat transfer from a 
domain of interest to the surrounding air at a constant ambient temperature. At this 
stage empirical methods are employed to model the behaviour of the heat transfer
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across the convection and radiation surfaces. Forced and natural convections can be 
modelled using a set of correlation data. However, the empirical methods are some­
what limited to a few geometries and temperature range. An alternative numerical 
technique is the Computational Fluid Dynamics (CFD).
The heat generated in the material domain could be due to inductive heating effects, 
conductive I 2R  losses or a known prescribed heat flow rate at the boundary of the 
domain. Inductive heat loss is generated by the flow of the induced eddy currents 
in the conducting region. Eddy currents produce their own magnetic field which, in 
agreement with Lentz’s law, tends to oppose the variation of the imposed field. In any 
case, the circulation of eddy currents leads to unwanted heat dissipation. Inductive 
heating and winding I 2R  losses will be discussed in the following chapter.
This chapter will focused on the modelling of heat flows in conductors with a known 
constant heat source. The heat transfer is modelled using both the finite element 
method and lumped parameter thermal circuit technique. Non-linear convective and 
radiation boundary conditions axe prescribed. The characteristic of these boundary 
conditions are determined by a set of Churchill- Chu empirical equations and are 
strongly temperature dependent.
The analytical or numerical solution of the heat transfer governing equations is often 
difficult due to non-linearities and coupling terms. In addition, a numerical solution 
frequently introduces questions of stability and accuracy.
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3.2 M athem atical Description of Thermal Transport
3 .2 .1  G o vern in g  E q u a tio n s
The processes of heat transfer and fluid flow are governed by the fundamental prin­
ciples from thermodynamics and mechanics. These principles are the conservation 
of mass, momentum and energy. These conservation principles in turn have local 
and global forms, respectively leading to differential and integral equations. There 
are three basic modes by which heat transfer occurs: conduction, convection and 
radiation.
For heat transfer and fluid flow problems, which arise in the analysis of conduction 
and convection processes, the most representative differential equation is the general 
thermal transport equation written in the conservative form as
+  QV • («$ ,) -  V • /cV$, - 5  =  0 (3.1)eft
where is the unknown single valued function, u  is the velocity vector, q  is the 
source and N, Of and k are the specified properties.
In equation (3.1) the term • (u$t), which contains the velocity is related to the 
advection mechanisms while the 2nd-order derivatives term V • is the diffusion
description.
Transforming the velocity term of transport equation using the appropriate vector 
identity yields
3V  • (u $ t) =  3 (u  • V $ t) +  M t(V • u) (3.2)
If the divergence of the velocity field V • u  is zero, equation (3.1) is recast as
d$f
+  3 (u  • Vfct) ~ V • -  q = 0 (3.3)o t
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In a non-moving conducting region Cl bounded by surface T with no flow field, the 
velocity term can be ignored and the new governing equation is given as
V - « V $ t +  g =  ^ - ^  (3.4)ut
3 .2 .2  B o u n d a r y  C o n d itio n s
In addition to the differential equations, the general transport formulation requires 
the specification of the region geometry and boundary conditions to complete the 





Figure 3.1: A material volume with bounding surfaces.
The most common types of boundary conditions can be illustrated with reference to 
Figure 3.1 of an arbitrary region Cl bounded by curve T:
• The first boundary condition on Ti
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=  f i ( x ,y , z) on surface Ti (3.5)
This type of boundary condition is known as the Dirichlet (function) boundary 
condition.
• In the second condition, applicable to the boundary T2
d $ t-r— =  f 2(x ,y ,z)  on surface T2 (3.6)on
• The third boundary condition on r 3
d $ ta (x ,y ,z )$ t + b (x ,y ,z)—  = f 3(x ,y ,z)  on surface T3 (3.7)
Boundaries of this form in and r 3 are frequently referred as being the Neu­
mann (gradient) boundary condition.
f i ( x ,y ,z ) ,  f  2(^ ,2/,^) and f 3(x,y, z), a and b are arbitrary functions. The normal 
derivatives can be expressed as
d$  - ™—  =  n • V $ton
= nx(i) + nv0 )  + nz{k) ■ { ^ i  + + ^ f c )
~  Ox dy Oz ‘ ( )
where n  is the unit vector normal to the boundary and nx, ny, nz denote the direction 
cosines components of n.
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3 . 3  G o v e r n i n g  C o n d u c t i o n  D i f f e r e n t i a l  E q u a t i o n s
When a temperature gradient exists in a material due to the thermal motion of 
the material microscopic particles then the energy transfer that occurs between two 
potential difference points in the region is known as conduction.
y+dy
H r  M y H r  H r  H r  D r
x y z x+dx y+dy z+dz
Figure 3.2: Elemental volume for 3D thermal conduction.
The basic governing equation for conductive heat transfer is obtained by applying 
the principle of conservation of energy to a differential element located at a given 
position in the conduction region. An example of heat conduction is illustrated in 
the solid cubic region of Figure 3.2. At a given time, t the ID heat conduction in the 
ar-direction can be expressed in mathematical form as Fourier’s law of conduction:
The heat inflow qx at surface r x is described as
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in which k is the thermal conductivity and A a is the area of the surface. 
Energy generated within the element for dx:
E q — qAaA x (3.10)
where q is the internal heat generation.
The time derivatives:
, r  , ST  BT{x + Ax/2, t)
p p at"  Ft--------
where p is the material density and Cp is the specific heat capacity. 
The heat outflow from surface Tx+dx:
(3.11)
« ST'qx+dx — kA 8 =  —A.
x+ dx
dT d (  dT ' 
K t e  +
(3.12)
Dividing equations (3.9), (3.10), (3.11) and (3.12) with A aA x, and rearranging gives
(dT /dx)x+dx (dT /dx)x , ^  dT(x  +  A x/2 , t)
AC : — /c----- : r q — P^p — (3.13)A x A x  dt
In the limit A x  -+ 0, the first term on the left hand side (l.h.s) of equation (3.13) is 






d _ (d T  
x K9x .)da; (3.14)
The r.h.s of equation (3.13) can be expanded in Taylor series as
To the order of A x  ,the ID heat conduction equation is written as
d ( d T \  . _ dT
Kt e ( t e ) + q  = pC>-dF (316)
For 3D heat transfer, the temperature is assumed to be a function of all three co­
ordinate systems as well as time, T  = T (x ,y ,z ,t) .  The heat conducted in and out
of a unit volume in all three x , y, z coordinate directions are considered. The energy
balance yields,
dT
Qx +  Qy +  Qz +  Q =  qx+dx +  Qy+dy +  Qz+dz +  pCp dx d y d z—  (3.17)
with the energy quantities in the x ,y ,z  directions expressed as
• At surface Tx
om
qx = -n d y d z  —  (3.18)








• At surface Tz
l y ( K% ) dy \ d x d Z  (321)
' dT  d (  dT  
K dy +
qz =  -K d x d y  ^  (3.22)
At surface dz
Qz+dz —
\ &T d (  d T \  , 
KT z  + a -z\KT z ) dz.
d xd y  (3.23)
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• Energy generated
Eg = q dxdy dz (3.24)
Combining all the relations above, the 3D form of the governing conduction equation 
with constant thermal conductivity k then becomes
d_(dT\  i - — —
dx \  dx J dy \  dy J ^  dz \  dz )  k a* dt 
in which is the thermal diffusivity, a group of material properties defined as
ak =  T7T (3-26)p u p
The larger the value of ctk, the quicker the heat will diffuse through the cubic region. 
A large value of a/t, which indicates a rapid heat transfer rate, could be due to either 
a high value of thermal conductivity « or to a low thermal heat capacity pCp. A 
low heat capacity means that less energy would be absorbed and used to raise the 
temperature of the cubic region. Thermal diffusivity has units of (m2/s) in the SI 
system.
3.4 Governing Equations for Fourier’s Law of Heat Trans­
fer
The local 3D differential conduction equation with zero velocity and the source term 
g, which is defined as
p C p ^- -  V • reVT -  q = 0 (3.27)
is applied at every point of the specified time-space continuum. The global form is 
obtained by numerically integrating the differential equation over the region of space 
and time together with a weighting function N  {discussed in the following section}.
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At the boundary of the thermal region, the heat transfer coefficient h may for some 
simple geometrical surfaces be obtained from available empirical correlation data and 
research studies. But, frequently it has to be determined from a solution of the 
coupled fluid flow problem, which is governed by the principle of mass conservation, 
momentum and energy conservation.
The heat transfer at the surface T is then given as
« = - « < ( £ ) (3.28)r
dTwhere q is the surface heat lost of the region, -r—
on is the temperature gradient inr
the fluid evaluated at the boundary between the solid region and fluid region together
with the fluid thermal conductivity Kf.
Alternatively, if the convection coefficient %c is somehow obtained for the surface then 
the heat loss from the boundary could be solved without solving the coupled fluid 
problem with
q = hc(T, -  T^) (3.29)
specified as the boundary condition of the conduction region Q where Ta is the un­
known surface temperature and Too is the known ambient temperature of the fluid.
In the thermal conduction region Q, the thermal conductivity k could be anisotropic, 
meaning the material has an orthotropic conductivity such that «n  ^  «22 7^  «33 and 
Kij = Kji =  0 when written in terms of region axes.
If the heat conduction is in an anisotropic region, the Fourier’s law becomes
d r 6T dT
Qx == OX + w1 2 T “Ox + Ox
dT dT dT
% ~= K 2 1 -Q -oy + « 2 2 T pdy dy
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dT dT dT
Qz ~  «31 + «32 + «33 (3.30)
where Kij is the symmetric conductivity tensor.
3.5 Galerkin W eighted Residual Technique
The differential equation of the diffusion problem with T  as the only unknown nodal
order derivatives by the use of Green’s theorem, and thereby requires only the C° 
continuity.
The weak form of the differential equation is a weighted-integral expression that is 
equivalent to both the governing differential equation as well as the associated nat­
ural boundary conditions. To obtain the weak form expression, the heat conduction 
equation is multiplied by a weighting function N  and then integrated over the entire 
domain Q. The weighting function used here is the Galerkin weighted residual.
The Galerkin weighted residual equation describing the conduction region is given by
boundaries, but it does not address the effect of the boundary conditions. The Green-
the influence of the natural boundary condition. After integrating by parts, the 
equation takes the form
value is satisfied in a weighted-integral sense over the entire region ft. This 2nd-order 
heat conduction equation is transformed into a weaker form containing only the 1st-
(3.31)
Equation (3.31) describes the averaging of the error or residual within the element
Gauss theorem is used to reduce the order of the equation derivatives and to introduce
/(■
d T d N j dT dN j dT dN j
Kx dx dx Ky dy dy ^  Kz dz dz
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+ j N iPCp^ d n  = j N i q  dfl (3.32)dT  
' dt
By inspecting the surface term in equation (3.32), the specification of the coefficient 
of the Galerkin weight function in the boundary expression
o r  _  dT  &r , « r
K — Kx "Hx “I" R>y Qy Tty +  Kz Tlz (3.33)
dTconstitutes the natural boundary condition. By definition k—  or in vector formon
n • «VT is projected positive outward from the surface along the unit normal vector 
n. If the region is isotropic then kx =  Ky =  kz = «.
The surface integral terms naturally cancel when combining adjacent elements within 
the region. On the outer surface, boundary conditions for convective and radiation 
heat flows can be prescribed.
3.6 Boundary Conditions for Surface Heat Flow
The boundary conditions prescribed at the edges or surfaces of the conduction re­
gion, may consist of various types. For isothermal surfaces, the temperatures at the
surface nodal points are simply specified at the given value. However, in many cases
convection, radiation or the combination of both types of heat transfer are specified 
at the exposed surfaces to surrounding air.
All the typical surface boundary conditions encountered in finite element formulations 
are as follow:
1. Prescribed temperature. The surface temperature of a boundary are specified to 
be a constant or a function of the boundary coordinates. Prescribed temperature 
is an example of a Dirichlet boundary condition.
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2. Adiabatic boundary. The rate of heat flow across a surface is zero, the Fourier’s 
law gives
pyp
kVT  • n  =  =  0 (3.34)
on
3. Prescribed heat flux. The rate of heat flow across the surface is specified. Ac­
cording to Fourier’s law the surface heat flow is expressed as
f¥T1
kVT • n  =  k —  =  —qn (3.35)on
where n  is the normal to the boundary and qn is the rate of heat flow across 
the surface.
4. Convective boundary. Convection occurs when there is a temperature difference 
between the region surface and adjacent fluid. The Fourier’s law governing this 
condition is given as
kV T  • n  =  = - h c{T„ -  T ^ )  (3.36)
On
where %c is the convection heat transfer coefficient, Ts is the surface temperature 
and Too is the ambient temperature.
5. Radiation. The rate of heat flow across a boundary is specified in terms of 
emitted energy from the surface. The boundary condition is
kV T  • n  =  =  —eroy ( T f - T ^ )  (3.37)
where er is the surface emissivity and crr is the Stefan-Boltzmann constant.
These conditions give rise to equations connecting the temperature gradient at the 
surface with other variables governing heat flow and the surface temperature at the 
exposed surface.
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If the convection and radiation boundaries axe prescribed, the surface integral term 
in equation (3.32) enables the natural boundary of equations (3.36) and (3.37) to be 
inserted
kVT • n  =  =  ~[hc(T, -  + er<Tr(T} ~  ^ ) ]  (3.38)
3.7 Finite Element Discretisation
In the usual finite element approach, the entire thermal region Q is divided into 
non-overlapping subdomains Qe and then the approximation T  is constructed in a 
piecewise manner over each subdomains. The shape functions are also defined in a 
piecewise manner.
In such cases, the temperature function T  is written in the standard form by asso­
ciating with each node j  a piecewise constant, discontinuous global shape or basis 
function Nj,  where Nj  is defined to have a value unity only on node j  and zero on all 
other nodes,
m
T = E  NiTi in u‘ (3-39)
j = l
Tj is the nodal value of T  at the jr'-th node with coordinates (xj,  yj,  Z j )  of the element
n e.
The governing equation to be solved for each 3D linear element with the shape func­
tions {see Appendix B} to depict the spatial variation of the nodal temperature T  is 
then written as
r r m ^ dNj_ d_Nj_
J  v dx  f-T dx  1 3‘ dy f-T dy [ 3‘ dz 4-! dz [ }l)
Q e '  3=1 y  3=1 *  3=1




Without loss of generality the surface integral term in equation (3.40) can be ignored 
since the boundary integral cancels at the element interfaces. If the interface is on 
the outer layer then surface convection and radiation boundary conditions can be 
enforced.
The application of the Galerkin’s technique results in a system of equations which 
has the global matrix notation of
[K]Te + [C]T* =  f (3.41)
If steady-state conditions are assumed i.e., the problem is invariant with time and so
Q
— — 0, then the matrix equation (3.41) is simplified by ignoring the [C] matrix.
3.8 Tim e-transient Formulations
Time-stepping schemes have been implemented to solve the differential heat transfer 
equations. The most commonly used is the ©-family of approximation, which enables 
many single time-step algorithms to be implemented by changing the parameter ©. 
The value of © ranges between, 0 < © < 1.0.
In the preceding section, it has been shown that the solution matrix has the form
[C]TV +  [K]Te =  f (3.42)
Evaluating the equation (3.42) for T 6 at time t =  tn +  @Atn, 0 < © < 1 by using 
Taylor series expansions gives
T n = T e -  0 A i„ ^ — at
9 0 2A t \  d2T4----------—“
2 at2
9 e 3At l  d3T
6 dt3 (3.43)
FYT'jm +l =  T « +  (! _  0 )Atn£f_
ot
9 (1 -  0 ) 2A t2 d2T
+  2 at2
9 (i -  0 ) 3a<2 a 3r  
+ 6 at3 (3.44)
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Subtracting these two equations (3.43) and (3.44) yields the approximation
(3.45)
Then multiplying equation (3.43) by (1 — 0 ), equation (3.44) by 0 , and adding the 
resulting equations gives
T e «  (1 -  ©)Tn +  ©Tn+1 (3.46)
When the approximations of equations (3.45) and (3.46) are employed in equation 
(3.42) using the same representation for f e as that adopted by T e in equation (3.46), 
the resulting algorithm is
( j ^ -  +  e [is :])T n+1 +  (  -  +  (i _  0 )[.R-])t " =  (1 -  0 ) / "  +  0 / n+1 (3.47)
Some of the well-known time-stepping schemes implemented in this program:
1. The choice of 0  =  0.0 implies Euler’s forward difference scheme, which is an
explicit method. It requires an iterative solution at each time-step At. In this
case T{ =  T ” , the equation (3.47) is rearranged as
(§)TnM - § +[jc])r"=/" ( 3 - 4 8 )
If the capacitance matrix [C] is diagonal, so that its inverse [C]-1 can be ob­
tained trivially, the scheme’s explicit nature is shown, as T n+1 is given in terms 
of T n by
T n+1 = A(„[C]_1 ( J S -  -  [if]) T n + f n (3.49)
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If finite difference discretisation of the space domain is used, the capacitance 
matrix [C\ will be diagonal but with finite element method the explicit nature 
of the scheme is lost as the matrix [C ] will not be normally diagonal. However, 
diagonalising or lumping the matrix [C] can be easily accomplished by using 
the row-sum technique.
The explicit scheme is known to be conditionally stable. Its explicit nature 
implies a stability condition in terms of maximum allowable time-step A tn.
2. If © =  0.5, then it is the Crank-Nicolson scheme. The global matrix is evaluated 
as average between time level n and n +  1, resulting in T e =  0.5(Tn +  T n+1). 
Equation (3.47) is reduced to
(S +^ ])Tn+i+(- § +M t"=Kr+/n+1) ( 3 - 5 0 )
This scheme is known to be implicit as it requires the solution of non-diagonal 
system of equations to determine T "+1.
3. Backward difference scheme. This implicit scheme is the result of 0  =  1.0
Implicit schemes such as backward difference and Crank-Nicols on are uncondi­
tionally stable with no time-step restriction. For non-linear cases, the modified 
matrices of (3.50) and (3.51) require an iterative solution at each time-step for 
T n+1. The linear case can be solved without non-linear iteration but a matrix 
solution is still required.
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3.9 Empirical Correlations for Convection
It is not always possible to find analytical solutions to convection problems. Experi­
mental methods are often used to obtain design information and to secure the more 
elusive data which increase the understanding of the heat transfer processes. Ex­
perimental data axe usually expressed in the form of empirical formulas or graphical 
charts.
In most situations the transient heat conduction problem is coupled with a convection 
heat transfer at the surface of a solid. Convection is the mode of energy transfer 
between a solid surface and the adjacent liquid or gas that is in motion. It involves 
the combined effects of conduction and fluid motion. The faster the fluid motion, the 
greater the convection heat transfer. The presence of bulk motion of the fluid enhances 
the heat transfer between the solid surface and the fluid, but it also complicates the 
determination of heat transfer rates.
Convection is called Forced Convection if the fluid is forced to flow over the surface 
by external means. On the contrary convection is known as Natural Convection if the 
fluid motion is caused by buoyancy forces induced by density differences due to the 
variation of the temperature in the fluid.
In this chapter, the results of some experimental studies on natural and forced con­
vections are presented for two geometrical shapes, that of the vertical plate and the 
horizontal cylinder.
3 .9 .1  N a tu r a l C o n v ectio n
Natural convection is considered where any fluid motion occurs by natural means such 
as buoyancy. The fluid motion in forced convection is quite noticeable since a fan or 
a pump can transfer enough momentum to the fluid to move it in a certain direction. 
The fluid motion in natural convection however, is often not noticeable because of 
the low velocities involved.
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Natural convection heat transfer on a surface depends on the geometry of the surface
as well as its orientation. It also depends on the variation of the temperature on the
surface and thermophysical properties of the fluid involved.
According to the Newton’s law of cooling, convection is expressed as
q = j  hc(T3 -  Too) d r  (3.52)
r
where hc is the convection heat transfer coefficient (W /m2 K), Ts is the surface 
temperature (°C) and Too is the ambient temperature (°C).
The heat transfer from the thermal region surface to the ambient air is by convection 
and radiation. These parameters are most sensitive to the accuracy of the predictions 
made on heat transfer processes in the region. To determine the convection coefficient 
hc, the Nusselt number N u  would have to be determined first.
The natural convection coefficient Uc is related to the Nusselt number by the expression
hc = (3.53)0
where S is the characteristics length of geometry (m) and k is the thermal conductivity 
of air (W /m K).
The Nusselt number for natural convection is a function of the surface temperature 
of the thermal region, which results in the governing heat flow equation being non­
linear. In this research, flat vertical plate and smooth cylindrical frame are studied 
with the non-linearity of the surface temperature taken into account by using an 
iterative procedure. A huge amount of work is required in order to ensure that the 
heat flow over the two geometrical surfaces are modelled accurately.
The empirical correlations for average Nusselt number can be represented by the 
following functional form for a variety of convection problems
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N u  =  C (Gr Pr)n (3.54)
in which Gr and Pr  are known as the Grasnof number and Prandtl number respec­
tively.
The Grasnof number is the ratio of buoyancy to viscous forces and is defined as
Gr = 9P(T’ (3.55)
where g is the known gravitational acceleration of 9.81 m /s2, (5 is the coefficient of
volume expansion, x for ideal gas, 8 is the characteristic length and v is
K  (Kelvin)
kinematic viscosity of the fluid.
The Prandtl number is a function of fluid properties alone. It is defined as the ratio 
of kinematic viscosity of fluid to the thermal diffusivity of the fluid,
P r  =  —  =  
ctk
g>v p  G>p
L p  K f (3.56)
The kinematic viscosity i/, or the ratio of molecular viscosity to fluid density pv/P, 
is the measure of the rate of momentum transfer between the fluid molecular, while 
the thermal diffusivity a* of the fluid is the measure of heat transfer and energy stor­
age capacities of the molecules. Hence, the Prandtl number relates the temperature 
distribution to the velocity distribution for fluid flow.
The product of the Grasnof number and Prandtl number will yield a new definition 
known as the Rayleigh number.
Ra = GrPr = 9^ T‘ ~  T° ° ^ 3p r  (3.57)v*
The temperature difference AT in the Grasnof number represents the absolute differ­
ence between the surface temperature Ts and the ambient temperature Too.
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The coefficient of volume expansion /3 is defined as
(3.58)
where Tf is the absolute film temperature and represents the variation of the density 
of a fluid with temperature at constant pressure.
The fluid temperature in the thermal boundary layer varies from Ta at the surface 
to about Too at the outer layer of the boundary. The fluid properties also vary with 
temperature, and thus with position across the boundary layer. In order to account 
for the variation of the properties, the fluid properties are usually evaluated at what 
is known as the film temperature Tf,
ure 3.3, Figure 3.4 and Figure 3.5 show the air temperature dependent thermal con­
ductivity, Prandtl number and kinematic viscosity respectively.
If the heated surface of a 2D horizontal plate of length L is facing upward, Fujii and 
Imura [17] recommend the relation with a limited Ra range:
Ts +  Too 
T f = — 2 ~ (3.59)
which is the arithmetic mean between the surface and free-stream temperatures. Fig-
N u = 0.16jRo3 for 7 x 106 < Ra < 2 x 108 (3.60)
N u  =  0.13I?a3 for 5 x 108 < Ra (3.61)
For natural convection from a horizontal cylindrical surface, Churchill- Chu [18] pro­




F IL E  : E . T .  PROGRAM
THERMAL PROPERTIES
0 . 1 4
'0 . 1 0
0 . 0 8
0 . 0 6
0 . 0 4
xl0 . 0 2
TEMPERATURE [K]
Figure 3.3: Air thermal conductivity. 
And for flat vertical surface [19], the Nusselt number is
N u =  { 0.825 + ------ 0,387R a \  -8- } (3.63)




Churchill-Chu correlations presented a more complicated expression for Nusselt num­
ber compared to other correlations given by Eckert [20], Gryzagoridis [21] and Morgan 
[22] but they are applicable to wider ranges of the Rayleigh number. A lengthy dis­
cussion on empirical correlations for Nusselt number of various other surfaces with 
different inclinations can be found in [23], [24].
Using the Churchill-Chu proposed Nusselt numbers for cylindrical and vertical plate 
surfaces, the non-linear convection coefficient hc values could now be calculated over 
a range of temperatures.
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Figure 3.4: Prandtl number for air.
3.9.2 F orced  C onvection
In a forced convection environment, the flow regime is characterised by two flow types, 
external and internal. Osborne Reynolds discovered in 1880 that the flow fields are 
mainly influenced by the ratio of the inertia forces to viscous forces. This ratio is 
known as the Reynolds number in the present day.
Reynolds number for external flow is expressed as
_ inertia forces u^S . . . .
Re =  —-------  = ------- (3.64)
viscous forces u
where Uqq is the free stream velocity (m/s), 6 is the characteristic geometry (m) and 
v  is the kinematic viscosity of the fluid (m2/s). The inertia forces are proportional to 
the density and the velocity of the fluid.
The flow is turbulent when the Reynolds number is large. At this stage the viscous
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Figure 3.5: Air kinematic viscosity.
forces fail to prevent the random and rapid fluctuations of fluid since the inertia forces 
of the fluid are large in relative to the viscous forces. However, if the Reynolds number 
is small the fluid viscous forces will be large enough to overcome the inertia forces 
and keep the flow laminar {highly ordered motion}.
Fluid flows across various geometrical shapes, in general, involve flow boundary layer 
separation processes which are difficult to solve analytically. As such, flows are mostly 
studied experimentally. In this section only forced convection with external flow 
characteristics will be described.
The most common convective geometry in external flow is a circular cylinder im­
mersed in a fluid cross-flow. Cross-flow over a cylinder as shown in Figure 3.6 for 
example exhibits a complex flow pattern. At the stagnation point O, the fluid flow 
stream is brought to a temporary halt, the flow transverse velocity Uqq =  0 with an 
accompanying rise in pressure. As the flow progresses from this point at the front
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end of the cylinder with increasing x distance, the pressure decreases. The fluid flow
transverse velocity Uqo is now dependent on the distance x from the stagnation point
O. From Uqq =  0 at the stagnation point, the fluid accelerates rapidly because of
the low pressure gradient, -s— < 0 and reaches a maximum velocity when —— =  0.ox ox
dPTowards the rear, the adverse pressure gradient condition —— > 0 causes a reduction
ox
in the transverse velocity of the fluid. The pressure-velocity behaviours are governed 
by the Bernoulli 
separation point
principle. The fluid flow continue to decelerate until it reaches the 
du =  0 where the velocity gradient at the surface eventually
ly=Qdy
becomes zero. The boundary layer detaches from the surface since the fluid near the 
surface lacks the momentum to overcome the pressure gradient in order to continue 
the downstream movement. As the flow proceeds past the separation point, reverse- 
flow phenomena occurs and eventually the wake region at the rear becomes turbulent 
and random in motion. Full details of cross-flow forced convection are discussed in 
[24].






Figure 3.6: Circular cylinder in cross-flow.
The foregoing processes are sufficiently complex that an analytical description is vir­
tually impossible. Hence, similar to solving natural convection problems, empirical
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correlations developed by numerous investigators for the heat transfer coefficient are 
used for this external flow type of forced convection.
The average Nusselt number for flow field can be expressed compactly in terms of 
Reynolds number and Prandtl number as
N u = C R emP rn (3.65)
where C, m  and n are constraints to be determined from the experimental data
according to the heat transfer processes and geometry.
For external cross-flow over a horizontal cylinder, Churchill and Benstein suggested
the correlated equation of
N u = 0.3 +
0.62i?e 2 P r  3 




282,000 for 102 < Re < 107; a w > 0.2
(3.66)
This empirical equation is quite comprehensive in that it correlates all available data 
well for Peclet number, aw > 0.2.
Peclet number is the product of the Reynolds number and Prandtl number which 
occurs in the laminar flow correlations,
OCm —d Uqq p Cp
Kf
= R eP r (3.67)
where d is the diameter of the cylinder, Uqq is the mean velocity of the fluid, p is 
the fluid density, Cp is the fluid specific heat capacity and is the fluid thermal 
conductivity.
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3.10 Temperature Dependent Radiation
A body at a temperature above absolute zero emits radiation in all directions over a 
wide range of wavelengths. The amount of radiation energy emitted from the surface 
at a given wavelength depends on the material of the body and the conditions of its 
surface as well as the surface temperature.
A black body is defined as a perfect emitter and absorber of radiation. At a specified 
temperature and wavelength, no surface can emit more energy than a blackbody. A 
blackbody emits radiation in all directions.
In the absence of radiation heat exchanges between surfaces, a simplified method for 
representing the radiation heat transfer can be modelled along the similar approach 
of the convection heat transfer where the non-linearity is based on a temperature-
dependent coefficient. Based on this method, the heat flux across the boundary is
modelled as
n  • kVT  =  —<7r er (T,4 -  T*,4) (3.68)
which is equivalent to
n  • «VT =  -%r(T)(T8 -  Too) (3.69)
The temperature dependent radiation coefficient is therefore
K (T ) = orer(T, + TX ){T, 2 + T j )  (3.70)
where the Stefan-Boltzmann constant, <rr =  5.67 x 10-8 W /(m 2 K4) and er is the 
surface radiation emissivity.
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3.11 A Review of the Lumped Param eter Circuit Tech­
nique for M odelling Thermal Regions
In lumped parameter thermal modelling, the regions of interest are represented by 
a network of thermal resistances and thermal capacitances. This is equivalent to an 
electrical circuit in which heat flow is analogous to electrical current and temperature 
to electrical voltage. Each circuit represents a lumped region where the temperature 
and heat flow are regarded as uniform.
The thermal model relies on a complete knowledge of the dimensions of the region, 
material properties and heat generated at different nodes. The solution of the simul­
taneous equations arising from equating the flow of the heat into and out of each node 
subjected to the losses gives rise to the temperature distribution within the region.
3 .1 1 .1  P la n e  S y s te m
For a simple ID steady-state heat flow through the plane wall of Figure 3.7 where 
the temperature gradient and heat flow is not time dependent and the cross-sectional 
area A a is uniform, the Fourier’s law can be simplified to
If k is independent of T, integrating equation (3.71) yields the following expression 
for the rate of heat conduction through the plane wall
The quantity L / kA s is equivalent to the thermal resistance Rk that the wall offers to 
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Figure 3.7: Heat transfer in a plane wall.
3 .1 1 .2  R a d ia l S y s te m
In a solid cylindrical element, the heat flows by means of conduction. It is transferred 
radially, axially and circumferentially. Circumferential heat flow is normally neglected 
without any serious error in the outcome of the results. The heat flow in the radial 
and axial directions are assumed to be independent of each other to enable the use of 
ID equations to model the conduction.
The ID heat conduction which describes the radial temperature distribution is given
by
(3.74)
where k is the thermal conductivity in the radial direction (W /m K) and q is the heat 
generated per unit volume (W /m3) in the solid cylinder.
The expression for heat storage Qs (J) in a cylindrical element such as Figure 3.8 can 
be defined as
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Figure 3.8: Cylindrical volume.
Qs =  pVs Cp Tm (3.75)
in which p is the cylinder material density (kg/m3), V3 the component volume (m3), 
Cp the cylinder specific heat capacity (J/kg K) and Tm the mean temperature of the 
cylinder (°C).
Or
Qa =  p*{n2 -  r22) Cp (3.76)
Now consider a small elemental volume Ve with a uniform temperature T  as shown 
in Figure 3.9.
The heat stored, Qe is then given by
Qe =  pVe Cp T  (3.77)





Figure 3.9: Small elemental volume in cylindrical coordinates. 
Equating equations (3.76) and (3.77)
/>7r(ri2 -  r2 2 )LCpTm = prdr  d0 d£ Cp T  (3.78)
The radial mean temperature is therefore, defined as
Tm = 2 2 ,  P  Tr rd r (3.79)
TV ~  T2 Jr2
The axial mean temperature is given similarly by
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1 f L 
Tm = - y o T ,d£
where Tr =  radial temperature and Tj =  axial temperature. 
The general solution to equation (3.74),
(3.80)
Tr — — +  aln(r) +  b4 K (3.81)
in which a, b axe arbitrary constants.




Ti -  T2 + q ( n 2 - r 22)' (3.82)
Similarly 6 can be determined from equation (3.81) after the constant a is found. 
Substituting equation (3.81) into equation (3.79) for Tm gives
=  2 [
n 2 -  r22 Jr
ri r —qr2
+  aln(r) +  b rdr (3.83)7*1 — y 2 L 4«
Finally, by substituting equation (3.82) into equation (3.83) and then integrating the 
resultant equation gives the solution of the mean temperature in the radial direction 
as
Tm = T 1 TV
. n 2 — r2 2 2 ln (r \/r2). +  T2
T2
+ £ i
2 ln (r i/r2) r i2 — r 22.
/ 2 , 2 n (ri2 - r 22y{ri* +  r 2*) - ln (r i/r2) . (3.84)
For non-internal heat generation cases the network can be modelled by the resistor 
network shown in Figure 3.10.
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mFigure 3.10: Two resistors network.
Using superposition, the mean temperature Tm can be expressed as
Tm = T 1 R2
_Ri +  R 2 .
+  T2 R i
.R i  +  R2.
(3.85)
Comparing the coefficients of T\ and T2 in equations (3.84) and (3.85) with q = 0, 
the thermal resistances R i and R 2 are defined as
R i = AttkL
2ri2/n ( r i /r2)
r i2 — r 22 - 1 (3.86)
R2 = 47t kL
1 - 2r22/n ( r i /r2)"
r i2 — r 22 (3.87)
For cases where heat generation q is not zero, Perez and Kassakian [25] proposed a T- 
equivalent network with an additional resistance Rm at the central node of Figure 3.10. 
The new equivalent circuit is shown in Figure 3.11.
Let T\ =  T2 =  0:
I'm — Q Rm  +
R 1R 2
R i  +  R 2 .
where q is the total heat transfer in the component.




Figure 3.11: T-equivalent network.
rp _  4 (n 2 +  r22) q(ri2 -  r22)
-‘■m — 8 k 8 K,[ln(ri/r2)]
Comparing equations (3.88) and (3.89) gives
R m =  1
2 , 2 4ri2r22/n (r i /r2)
r\ + r 2 ---------- 5------ 2-----f'l — r2z87TKL(ri2 — r22)
ID conductive heat transfer in axial direction is described by
d2T  . n
Kw + 9 =
with the general solution






The arbitrary constants c and d are found by letting the boundary conditions Ti = T3 




t 4 -  r 3 + q
2 k
(3.93)
d = T3 (3.94)
Solving equation (3.80) with the general solution gives
r m =  ^  +  g  (3.95)
The temperature in the axial direction is assumed to be symmetrical distributed.
Therefore, equation (3.95) is simplified by making T3 =  T4. Now the axial resis­
tance i?3 can be determined by substituting the internal heat generated at the axial 
boundaries,
® ir(r!* -  r22)L (3'96)
Therefore, equation (3.95) is modified to
(3-97)
The last term on the r.h.s of equation (3.97) is the temperature T3. Thus, R 3 is 
defined as
R3 127Tfj(n2 -  r22) (3'98)
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3.12 Validation of Heat Transfer using Finite Element 
M ethod and Lumped Param eter Circuit Technique
The finite element and lumped parameter methods discussed earlier will be used to 
solve two problems involving non-linear temperature dependent boundary conditions. 
At this early stage, all the problems are modelled purely as thermal problems without 
any current flow.
The first problem to be modelled using finite elements is that of a vertical placed 
mild steel plate. The heat influx is tied to the left hand side of the plate as a known 
prescribed heat flow rate of 200 W. The surface on the right is exposed to an ambient 
air temperature of 20 °C.
The convection and radiation coefficients axe temperature dependent. Both coef­
ficients are computed at each iteration using the empirical correlation formula for 
vertical plate and linearised radiation equation with the emissivity rate (er) of 0.07. 
This emissivity rate reflects the value of a mild steel with polished surface. The heat 
lost by radiation is somewhat limited by this factor. Table(3.1) shows the material 
properties of the mild steel used in the experiment.
Table 3.1: Material properties of mild steel.
Material properties Mild Steel
Thermal conductivity, k (W/m K) 
Specific heat, Cp (J/kg K) 
Density, p (kg/m3) 





With the lumped parameter model, a series of resistances and capacitances are con­
structed to represent the steel plate. Non-linear resistances are applied where appro­
priate to model the plate surface contact with air.
In the finite element model, backward difference time-stepping scheme is used. The 
backward difference time scheme is known to offer better stability characteristics. The
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time-integration scheme used for the lumped parameter model employs a variable 
time-step size thus, ensuring a low error.
Figure 3.12 and Figure 3.13 show the coarse mesh and fine mesh 2D FE models 
of steel plate used in this validation exercise. Different time-steps A t =  100.0 s 
and A t  =  1000.0 s, are employed to test the stability of the backward difference time 
scheme. Results from both the lumped parameter model and 2D finite element models 
with different mesh density compare well, as shown in Figure 3.14 and Figure 3.15.
Temperature plotted at this surface
Figure 3.12: Coarse mesh 2D FE model of steel plate.
The 2D finite element method is then extended to 3D. A vertical plate test model 
using the 3D mesh as illustrated in Figure 3.16 was defined in order to verify the 
3D method against the existing 2D code. The conductor is extended 1 m in the z- 
direction. This allows a 3D slice to be modelled, which should give the same results 
as the equivalent 2D model. Comparing the results in Figure 3.17 produced from 
solving the 2D and 3D models show a high level of agreement.
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F IL E ETP2DFIG / V c c a2D FINE MESH
Figure 3.13: Fine mesh 2D FE model of steel plate.
In the following exercise, a finite element model of a hollow cylinder is built. Its 
material properties are similar to that of the steel plate but a heat influx of 800 W 
instead of 200 W is prescribed at the inner radius of the cylinder. Figure 3.18 shows 
the comparison of temperature results obtained from the lumped parameter model 
and the 2D FE model. As for 3D, the base plane is again extruded 1 m towards the 
z-axis as illustrated in Figure 3.19 and solved. The results are shown in Figure 3.20.
Figure 3.21 and Figure 3.22 show the temperature rise in the steel plate and cylinder 
with radiation emissivity factor er changed from 0.07 to 0.9 to reflect a black painted 
body in the physical reality. The results show more heat escaped by radiation which 
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Figure 3.14: Temperature in lumped parameter and coarse mesh FE models of steel 
plate.
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Figure 3.16: 3D FE model of steel plate.
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Figure 3.17: Temperature in 2D and 3D coarse mesh FE models of steel plate.
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Figure 3.18: Temperature in lumped parameter and 2D FE models of hollow cylinder.
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Figure 3.19: 3D FE model of hollow cylinder.
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Figure 3.20: Temperature in 2D and 3D FE models of hollow cylinder.
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Figure 3.21: Temperature in vertical steel plate with er =  0.9.
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Figure 3.22: Temperature in hollow cylinder with er = 0.9.
Finally, the mild steel cylinder with polished surface is immersed into a region with 
transverse air flow of velocities 1.0 m/s and 2.0 m/s respectively. The results are shown 
in Figure 3.23. With the flow of air surrounding the cylinder, the heat dissipation 
rate of the cylinder has increased significantly. Figure 3.24 and Figure 3.25 show 
the comparison in temperature between the lumped parameter model and 2D finite 
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Figure 3.25: Temperature in hollow cylinder with air flow velocity at 2.0 m/s.
3 . 1 3  S u m m a r y
Numerical methods for modelling transient heat transfer in a thermal region have 
been presented in this chapter. The surface heat flow boundary conditions are pre­
scribed to model the heat flow outward from the thermal system. The surface of 
the conductor is subjected to either forced or natural convection boundary condi­
tions. These convection coefficients are obtained from the Churchill- Chu correlation 
data compilation for vertical plate and horizontal cylindrical surfaces. The surface 
radiation is also included for black coated surfaces.
A comparison is made between two numerical methods, the finite element and lumped 
parameter techniques. Both techniques compared well and could be used to comple­
ment each other. Whichever method, the accuracy of the model is still very much 
dependent on the external surface-ambient heat paths, the surrounding environment 
and the model layout.
8 6
Chapter 4




The analysis of coupled thermo-magnetic problems in current-carrying conductors 
required the solution of a coupled thermo-magnetic problem and both magnetic and 
thermal diffusion should in principle be accounted for. This implies the solution of two 
parabolic partial differential equations coupled through the temperature dependence 
of electric conductivity a, specific heat Cp, thermal conductivity k and through the 
driving term of the thermal equation, due to the power losses in the conductor.
The mathematical model consists of a differential equation system comprising the 
magnetic vector potential for non-linear eddy current problems and scalar temper­
ature variable for the Fourier’s thermal conduction. The finite element method is 
applied in conjunction with the Galerkin method. The set of equations is conse­
quently non-linear and required a time-marching solution scheme.
The discussion of this chapter focuses on the modelling of heat transfer with induced 
time-transient eddy current losses as the heat source in the conductor. Stationary and 
moving eddy current regions are considered. The stationary eddy current finite ele­
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ment formulation involves the use of vector variable A  to model eddy current regions 
and accompanied by the additional scalar V  in cases of conducting regions having 
non-linear conductivities. In moving eddy current problems, the relative motion be­
tween the conductor and the magnetic field source also has the effect of inducing 
eddy currents. If the B  field is time-varying and there is relative motion between the 
magnetic field source and the conductor, then both effects will combine to produce 
eddy currents.
Steady-state AC eddy current losses will also be modelled for material with large 
thermal time constant and linear B -H  characteristics. In this case it is prudent to 
solve the electromagnetic equation once to compute the joule heat loss. Once the 
joule heating solution is obtained, the time-transient thermal system will be solved 
with temperature coupled convection heat transfer prescribed on the material surface.
Besides induced eddy currents, another important heat source in electromagnetic 
devices is the coil DC I 2R  power dissipation. The existence of this heat source is the 
direct result of the flow of current in a resistive element. DC I 2R  losses due to copper 
coils have proven to be the major source of heat generation in windings of electrical 
machinery.
The convection and radiation boundary conditions imposed will be similar to those 
discussed in Chapter 3. The Churchill-Chu correlation equations for convection will 
be reused for non-moving media. Two additional convection coefficients for rotating 
cylinder and disk will be added to model the heat transfer of the moving parts.
Finally, this chapter describes the thermal modelling of a disk induction machine. 
Temperature distribution inside an electrical machine is of interest for many reasons. 
Some machine parts, for instance the insulation and bearings can deteriorate rapidly 
at excessive winding temperatures. This affects the overall machine performance and 
efficiency as both ratings are predominantly governed by temperature rise. Therefore, 
to ensure a longer lifespan for the machine the temperature rise must be reduced to 
a safe level.
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4.2 A — V  Field Theory for Inductive Heating
The thermal field is coupled to the magnetic field through the eddy currents and 
resistive joule heating. In conducting regions the A  — V  equation is used. This well- 
established finite element formulation is described in Chapter 2 and is briefly reviewed 
here for convenience.
According to Faraday’s law the electric field in conducting regions is described as
E  = ~ ~ V V  (4.1)
The electric scalar potential V  is required in modelling moving conducting regions 
and modelling jumps in conductivity or introducing sources into massive circuit. If 
the conductivity in the eddy current region is constant then V = 0 and the field can 
be represented by the magnetic vector potential A  alone, B  =  V x A .
Using the magnetic vector potential A  to represent the magnetic flux density and 
substituting J  =  crE to solve the Maxwell equation V x H  — J ,  yields the following 
A  — V  expression
V x - V x i - { V - V  ■ A }  — J  (4.2)
H \i
With J =  <jE  then
1 1 Q A
V x - V  x A  -  { V -V  ■ A } = - g% - -  < tW  (4.3)fi fJl Ut
and the continuity equation V • J  = 0 described as
( a | i  +  a w ) = 0  (4.4)
The penalty term in the curly bracket of equation (4.2) is sometimes added to gauge 
these equations. Typically — is chosen as the penalty weight. To make the solution
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unique A  • n  =  0 can be enforced on the boundary of the magnetic vector potential 
A  regions.
If the device modelled is invariant in the ^-direction then a 2D model with a single 
component of A  = Azz  can be used. The induced e.m .f and magnetic flux density 
are
BA
E* = - - Q f  ; B  = V x A , z  (4.5)
which reduces the equation (4.2) to a ‘diffusion form’
1 B A
- V  • - VAg +  =  J (4-6)jJL C/i
The current is described by two terms, one due to induced eddy currents and a second 
prescribed source current term.
In electrical devices, the heat source q is the ohmic losses defined as
4 =  v  <4-7)
« = <r(^ + W ) 2 (48)
For the special case of isolated eddy current regions of constant conductivity or a 2D 
region, the scalar V  may be set to zero throughout the conducting region without
violating Maxwell’s equations and thus eliminates the need to solve for W  in equation
(4.8).
90
4.3 Coupled Electrom agnetic H eating
In general the electrical and thermal properties are temperature dependent. If these 
changes are ignored the electromagnetic system is decoupled from the thermal sys­
tem. The thermal software previously developed for M E G A  was uncoupled. The 
electromagnetic heating effects or joule heating are calculated but the effects of the 
heating on the properties are ignored. These electromagnetic heating effects need 
to be included in the thermal system to model the coupled thermo-electromagnetic 
heating effects. The simplest procedure is to alternate between the electromagnetic 
solution and thermal solution.
The thermal model used by M EG A  to calculate joule heating includes the temper­
ature coefficient of resistivity and thus, coupling the material electrical conductivity 
to temperature. The temperature dependence of resistance can be approximated by 
the equation
Rt  = R0(l  + aT  + 0 T 2) (4.9)
where R t  is the resistance at absolute temperature T, R 0 is the resistance at 293.71 
K, and a  and f3 are constants characteristic of the material of interest. In practice f3 
can be ignored and the temperature coefficient of resistance depends on a  only.
From equation (4.9) the material electrical conductivity a  at a given temperature can 
be expressed as
<tt — -— “ T1 + a T  v '
The algorithm to solve this coupled problem is summarised as below:
1. Initialise the electromagnetic unknowns A  =  A 0 for time t =  0. Set n =  0 and 
the time-step At.
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2. Assemble the electromagnetic system of equations for this position, x n, [Kn].
3. Calculate the electromagnetic solution, using the backward difference scheme
a „  =  «C„] +  A t[K n]) - l { /„  -  [if„][A„]}
•A ji+1 == -A n "b Ocn A t
4. Calculate the electromagnetic heating described previously using this result.
5. Calculate the temperature dependent value of a  and reassemble the matrix 
[*n].
6. Set n  =  n +  1 and repeat the algorithm from step 3.
Similarly the non-linear convection and radiation boundary conditions are solved 
using the backward difference scheme.
The thermal and electrical time constants have huge disparity. Solving the coupled 
electromagnetic-thermal system require a huge matrix. The solution is obtained by 
marching in time. However, in the electrical system the time-step will have to be small 
enough, which results in more computing. To solve this difficulty, the electromagnetic 
part of the problem is solved as an AC problem. The computed power dissipation 
then serves as the source term for the thermal system. In a sense the electrical and 
thermal systems are weakly coupled together.
4.4 Galerkin W eighted Residual Approxim ation
The unknown nodal potentials in the coupled region are approximated in the piecewise 
manner together with the shape function by
A  = '£ X i A i  (4-11)
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V’ =  E ^ * (4.12)
V = '£NiVi (4.13)
T  = ' £ N iTi (4.14)
The Galerkin procedure give rise to the weak form of the governing equations. After
the transformation using Green-Gauss theorem:
• Non-conducting regions
J d n  = j> Nf i ^ar  (4.15)
• Conducting regions
J  f - ( V x  J V ) - ( V x  A )  + (tN - ( § ^  +  V f )  
uA  *
= /  N  ' x A x & ) dI' (416)
• Thermal regions
J V N  ■ ftVTdfi +  J  N p C ^ d U -  j  J V ^ d f i
f i j .  f 2  rp Qj<
= j) N  kV T  • n  dT (4.17)
Tt
The surface integral terms naturally cancel when combining adjacent elements within 
the region.
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4.5 Coupled Transient Electromagnetic-Thermal Field
For strong coupled modelling with temperature dependent electrical conductivity, a 
fully transient electromagnetic-thermal solution is required. To illustrate the effects 
of temperature dependent properties, a specific application is discussed here as an 
example in which the results of the two analyses are compared. The example evaluated 
is a very crude model of an hypothetical extended version of electromagnetic launcher. 
The 3D model of the launcher is shown in Figure 4.1. The launcher has two rails of 
140 mm long. The armature is 40 mm long and 40 mm wide.
The rail and augmented rail are made of copper with the conductivity of 5.45 x 107 
S/m. The moving armature is aluminium with electrical conductivity of 3.0 x 107 
S/m. The thermal conductivities are 399 W /(m K) for copper and 204 W /(m K) for 
aluminium respectively.




Figure 4.1: 3D electromagnetic launcher.
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The rail 3D model is prescribed with specific boundary conditions to set up the 
required external current forced circuit. The forced current is fed into the rails on 
the left side of the model by setting the plane of symmetry (a; =  0) to tangential 
flux. This boundary condition allows the current to flow at the normal angle to the 
boundary.
The Galerkin procedure for the eddy current equation yields the usual
J  [ i v  x N  ■ V x A  + N  ■ +  w )  dfi =  j  N - - V x  A x  d r (4.18)
aA  ** rA  *
The surface source term is used to weakly ensured that the current flow prescribed is 
normal to the boundary at the edge of the plane. For more information on external 
sources and massive conductor modelling, see papers [26], [27].
The tangential flux, H  x n  boundary condition is prescribed by setting >1 =  0 along
the edges of the x and y planes of symmetry. The normal flux, B-  n  is set by imposing
/ IN ——— dT =  0 on the base plane (z = 0) of the model. u on
r
Two current pulses are fed into the proper and augmented rails. The current in the 
proper rail surged to the peak value of 0.1 MA in 0.3 ms. Perfect electrical contact is 
assumed along the rail-armature interface. Friction is also neglected in both models. 
At first due to skin effect, the current appears to flow on the periphery of the inner 
corner of the armature. This outer surface also produced the peak current density.
Figure 4.2 shows the eddy current density of the rail launcher with constant and tem­
perature dependent electrical conductivities respectively. The induced current densi­
ties in the constant conductivity model show peak value occurring at the armature 
surface and those of the dependent conductivity case propagate into the armature, 
resulting in a more quickly broadening current sheath. This is caused by the fact that 
the lower electrical conductivity, due to temperature rise in the material, decreases
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Figure 4.2: Current density at the armature.
the magnitude of the eddy currents. As a result of the reduced magnitude of the sur­
face eddy currents, the eddy currents are able to penetrate deeper into the material, 
maintaining the required current density.
Obviously, the peak temperatures generated in the temperature dependent conduc­
tivity model are lower than those produced in the model with constant conductivity. 
This effect is shown by the different temperature distributions in the rail launcher of 
Figure 4.3 and Figure 4.4.
A new rail launcher without the augmented rail is modelled with the dimension based 
on [28] for comparison. Only the rail launcher with a stationary armature is consid­
ered. The material electrical conductivities are all temperature dependent. The 
prediction, shown in Figure 4.5, is in good agreement with the result obtained in [28]. 
The temperature rise in the rail launcher is shown in Figure 4.6.
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Figure 4.3: Temperature distribution in rail launcher with constant electrical conduc­
tivity.
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Figure 4.4: Temperature distribution in rail launcher with temperature dependent 
electrical conductivity.
97
F IL E EML3DRAIL










A MEGA FE PROGRAM 
□ EMAP3D FE PROGRAM











Figure 4.5: Comparison of simulated temperature in rail launcher.
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Figure 4.6: Temperature rise in the rail launcher.
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4.6 M odelling M oving Conducting and Thermal Regions
4 .6 .1  A n  E u ler ia n  D e sc r ip tio n  for E d d y  C u rren t R eg io n s
The relative motion between an eddy current region and the magnetic field source 
generates a motional component to the induced e.m.f in addition to the transformer 
effect, the existence of which is due to the time variation of the magnetic field. If the 
velocity of the eddy current conductor is constant and its cross-section invariant to 
the direction of motion then it is possible to apply the Minkowski technique to solve 
the problem.
In the conductor frame of reference, the E  field is the result of the generated e.m.f 
due to the combined effects of time variation and motion. The E  field in the source 
frame of reference is related only to the transformer effect.
Therefore, e.m.f cam be regarded as having two components:
• The normal transformer effect which is due to the changing magnetic flux in
dAthe frame of reference, stationary E  — —
• e.m.f which is caused by the magnetic field motional effect, non-stationary E  = 
u  x B
The e.m.f which drives the current in the conductor frame of reference is then
BA
£  =  ~  +  u x B  (4.19)ot
which provides the e.m.f to drives the current
J  =  cr(E + u x  B )  (4.20)
The additional term u x B  used for describing the moving region in stationary source 
of reference is the well-known Minkowski transformation.
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Accordingly, the Ohm’s law including the velocity term to be solved is expressed in 
terms of magnetic vector potential A  and electric scalar potential V  as
V x —V x A  =  —a d A  ___+  W  -  u x  (V x A)at
(4.21)
The electric scalar potential V  is required in modelling moving conducting regions 
but it can be set equal to A  • u, thus eliminating the need to solve for V  directly. The 
voltage term W  is useful for modelling jumps in conductivity or introducing sources 
into massive circuit. If the conductivity in the eddy current region is constant then 
V  = 0 and the field can be represented by the magnetic vector potential A  alone.
Equating V  = A  u  and using the vector identity V(A • u) =  (it • V)A +  (A  • V )u +  
u x V x A  +  i x V x u ,  equation (4.21) is reduced to
V x - V  x A  = —a 8A
dt 4- (u • V ) A  +  (A  • V )u -f (V x u) x A (4.22)
The last two terms on the r.h.s of equation (4.22) disappear if the formulation is 
restricted to constant linear velocities. However, for rotational velocity these terms 
are non-zero. Using the definition u  = r  x u», where r  is the position vector relative 
to the axis of rotation and u  is the angular velocity, the two terms can be expressed 
as
(A  • V )u  = —A  x u> (4.23)
( V x u ) x A  =  2 A x u (4.24)
Substituting equations (4.23) and (4.24) into equation (4.22), the following alternative 
form of equation is obtained:
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1 r dA  1
V x - V x A  = - a  —  +  (ti • V) A +  A  x w (4.25)
p, L ot J
For translational velocity the angular velocity term can be discarded.
4 .6 .2  G o v ern in g  E q u a tio n  for M o v in g  T h erm a l R eg io n s
For a moving thermal region, the thermal diffusion equation is added with two velocity 
terms {},
(4.26)
where u  is the velocity of the moving region, q is the internal volumetric heat gener-
j2
ated by the induced eddy currents and is expressed as — .<j
Constraining V • u  = 0 which represents the continuity equation reduces (4.26) to
V • «VT +  q = pC
r f F
—  +  {u- VT +  T V -u }at
V • «VT +  q =  pC
dT
m + u V T (4.27)
The additional velocity term describes the effect of movement on the heat diffusion 
for the translation or rotational invariant geometries.
4.7 Time-Harm onic Eddy Current Problem s
The time-transient method for solving coupled magnetic thermal problem with long 
thermal time constants is very expensive. These time-stepping methods axe expensive 
as it requires the solving of the final set of equations at each time-step. The time 
span simulated is very large due to the thermal time constants. This will lead to 
simulation lasting a vast time.
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Much less expensive solution like the time-harmonic is practical for solving the eddy 
currents equation once provided the problem media is linear and the excitation con­
sists of a single time frequency. The magnetic vector potential A  in terms of time- 
harmonic is described by
A  =  (A r  +  j A i )  e?u t
= (A ) e*"* (4.28)
Thus, the time-harmonic eddy currents equation to solve for is
V x —V  x A  = J s  — jucrA  (4.29)
A*
The volumetric joule heat is computed as
Q =  ^[Jx * (conjJx) + Jy * (conjJy) + Jz * (conjJz)] (4.30)
where conjJx, conjJy and conjJz axe the conjugates of Jx, Jy and Jz respectively.
The heat equation is solved with 2D or 3D finite elements using time-stepping. The 
algorithm to solve this weakly coupled problem is summarised as below:
1. Initialise the electromagnetic unknowns A  = A 0 with the given frequency.
2. Calculate the steady-state AC electromagnetic solution,
ju A [C a] +  [Ka]A = f a
3. Initialise the thermal unknowns T  =  To for time t =  0. Set n — 0 and the 
time-step At.
4. Assemble the thermal system of equations for this position, x n, [K*n].
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5. Calculate the thermal heating using the steady-state AC electromagnetic result 
obtained previously.
6. Calculate the thermal solution, using the backward difference scheme
7. Calculate the temperature dependent value of convection coefficient hc and ra­
diation coefficient hr , and reassemble the matrix [ lfn].
8. Set n = n -1-1 and repeat the algorithm from step 6.
During the iterative process, the electromagnetic problem can be resolved again if
in temperature.
4.8 Galerkin Upwinding
When the Galerkin technique is applied to the velocity terms of the electromagnetic 
and thermal equations, large numbers of negative entries are generated on the diagonal 
of the final matrix. This causes oscillations and poor results when the Peclet number
£*» =  «C„] +  A t[K n])-1 { / n -  [if„][T„]}
T * n + 1  —  'I 'n  "b Gtn & .t
there are significant changes in the media electrical conductivity due to the increase
(4.31)
for moving eddy current regions and in moving thermal regions
(4.32)
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In equations (4.31), (4.32) h is the length of an element in the direction of velocity. 
This problem can be solved by discretising the model into finer meshes, effectively low­
ering h to keep down the Peclet number. But this will generate more nodal equations 
to be solved. The best alternative will be to use the upwinding method.
Upwinding scheme has been proposed in [29] for convective transport phenomena. 
T.J.R. Hughes [30] suggested a simpler upwind finite elements formulation which is 
used here. In the latter scheme only a 1-point evaluation of the advection term is 
considered, in which all other terms of the Galerkin formulation remain unaltered. 
With the technique the computational cost is greatly reduced compared with the 
scheme proposed in [29].
Basically, the scheme proposed that conditions under which there is no oscillations
acw =  0 all £
cxw >  0, f > 1 - —
OCyj
otw < o, £ < - 1  +  —  (4.33)
Otyj
In general, i f — l < a u, < l , £  =  0 leads to no oscillations. As a w —> ±oo requires 
that f  —>■ ±1.
Upwind elements are advantageous in eliminating spurious oscillations in moving 
conducting regions and fluid temperature. The method consists of replacing the 
normal shape function Ni by N w where N w is a function defined by
f  =  coth(au,) — for 0 < aw < 1.0 (4.34)
Otyj
4th-order accuracy in aw can be achieved if the evaluation point is taken to be
f  =  Y ’ ~3 <  “ » < 3 (4-35)
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The new weighting function Nw ^  N{ using the Galerkin upwinding scheme leads to 
the solving of following integrals that contain the description of velocity
1. Moving eddy current regions
J  Nw a ( u x V x  A)  dD (4.36)
2. Moving thermal regions
j  Nwp C { u V T ) & n  (4.37)
These are generally evaluated using the Gaussian quadrature sampling the usual 
quadrature points. The upwinding scheme uses different points, which depend on the 
value of Peclet number.
£  Nw(am) • cr[u(o) x V x A] |3(o)| W  (4.38)
t=l
n
53JV *(a„)-pC[«i(o).V 71|3(o)|W  (4.39)
1=1
u{o) is the velocity evaluated at the origin of the isoparametric coordinates of the 
element and —J(o)— is the Jacobian of the isoparametric transform. The weighting
factor W  equals to 4 for a 2D element and 8 for a 3D element. The upwinding shape
function N w is evaluated at the point aw within the element.
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4.9 H eating Effects by Coil DC Resistance
The M E G A  code modelled 3D coils using a mesh that is distinct from the finite 
element discretisation. These basic building meshes are known as fragments and are 
combined in groups to form coils.
If a wound coil with returns is modelled, the current density is simply the current in 
a turn, times the number of turns per m2, t. t  here is a vector quantity with direction 
associated with it.
J s  = Icoil t  (4.40)
In the regions which contain the known source currents, the V x is non-zero. 
However, since the current is known, the magnetic field is divided into two parts. 
The field due to the source current is solved using the Biot-Savart law,
Hs = i/JsxV©dns (41)
The actual magnetic field is the sum of the source field H s  and the gradient of a 
reduced scalar potential <f>,
H  = —V0 + H s  (4.42)
The region in which this calculation is performed is called the reduced scalar region. 
The coil must be totally embedded in a region which is modelled using the reduced 
scalar 0. Providing that the coils are totally immersed in a reduced scalar region, 
the reduced scalar potential region can be of any shape and the mesh can be inde­
pendent of the coils. In this scheme, the reduced scalar potential region is restricted
to approximate the shape of each coil and assign each coils to its own reduced scalar
potential region.
1 0 6
In general, coils which are made up of bundles of filament wires have no eddy currents 
flowing in it and the DC resistance Rdc of the coil is given by the expression
R d c = e4 1  (4.43)
A c
in which pc is the resistivity, t c is the length and Ac is the cross-section area of the 
conductor respectively.
To model the heat transfer due to the copper I 2R  losses, the reduced scalar region is 
used as an approximation to the real coil and the total power density can be calculated 
from
R d c  ( t  . j\
q = T ^ s  (4'44)
s
where /  dOs is the volume integral of the reduced scalar region. 
s
The assumption that current flow within the coils is uniform across their section, 
which means it suffer no eddy currents effect. This is not the case for thick wire 
which have considerable skin depth,
* =  7 ^ 7  (4'45)
The skin depth varies with —?-r. A thin skin depth means that the current is con-p a f




Several simple experiments were conducted in the laboratory to validate the com­
putational results of the weakly coupled electromagnetic-thermal code. Tests were 
performed on two sets of aluminium and copper plates with different dimensions. The 
short plates have dimensions of 70mm x 16mm x 50mm while the longer ones are 
180mm x 16mm x 50mm. The material thermal properties are shown in Table(4.1).
Table 4.1: Material thermal properties.
Material properties Aluminium Copper
Thermal conductivity, k (W/m K) 204 399
Specific heat, Cp (J/kg K) 896 383
Density, p (kg/m3) 2707 8933
The electrical conductivities used in the experiment were measured on two specially 
cut aluminium and copper bars with 5mm x 5mm cross-section. The measurement 
was performed using a set of increasing DC currents driven through the two bars. The 
voltage was measured across a fixed length of the two bars at known sample points. 
The resistance values axe obtained by taking the gradients of the two plotted graphs 
in Figure 4.7. From these resistances, the conductivities for aluminium and copper 
axe calculated to be 2.9 x 107 S/m and 5.4 x 107 S/m respectively.
4 .1 0 .1  In d u c tio n  H e a tin g  b y  E d d y  C u rren ts  an d  T h erm a l C o n d u c­
t io n  in  T w o  M e ta llic  P la te s
In the first set of experiments, the steady-state code is verified against the transient 
code [31] using a constant material conductivity. Two 2D FE models of a thick 
aluminium plate surrounded by a coil were meshed with the first model having 2829 
nodes, 2720 elements and 2987 matrix equations, and the second model with 11097 
nodes, 10880 elements and 11663 equations respectively. The coil is made up of 800 
turn of 0.8 mm diameter copper wire. Both models were solved using the transient 
and steady-state methods for computing the eddy current heat loss.
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Figure 4.7: Measuring electrical conductivities for aluminium and copper.
The transient code was solved for two cycles with each cycle having the periodicity of 
0.02 s while in steady-state method the models were solved for 50 Hz. The computed 
solutions by the two codes are shown in Table(4.2). Figure 4.8 shows the joule heating 
in the transient models and Figure 4.9 compares the temperature rise of the two 
methods.
The first 2D model is then extended to 3D as shown in Figure 4.10. An aluminium 
as well as a copper plate are used now. Both metal plates are completely insulated 
to prevent convection and radiation from their surfaces. Using the time-harmonic 
method, the excitation current applied is 2.5 A at 50 Hz. The induced eddy current 
density in the aluminium plate is shown in Figure 4.11. Only 1/4 of the models 
were meshed with boundary conditions appropriately applied where necessary. The 
predicted and measured results for conduction heat transfer are shown in Figure 4.12.
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Table 4.2: Showing the peak and r.m.s joule heat loss.
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Figure 4.8: Joule heating in the transient models.
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Figure 4.9: Temperature rise in the transient and steady-state models.
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Figure 4.11: Eddy Current density in aluminium plate.
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Figure 4.12: Temperature rise in the insulated aluminium and copper plates.
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4.10.2 T h e rm a l C o n d u c tio n  w ith  N o n -lin ea r C onvection  an d  R a d i­
a tio n  B o u n d a ry  C o n d itio n s
In the following experiment, the long aluminium and copper plates of 180mm x 
16mm x 50mm are placed separately into an area surrounded by a massive coil, as 
illustrated in the 3D model of Figure 4.13. The massive coil consists of 1600 turn of 
1 mm diameter copper wire. A total of 62271 nodes and 57600 elements were used to 
create the 3D mesh, representing a finite element matrix of 65974 equations.
■TURN
I FILE : KTMASSIVECOILPLATE PROJ : PARALLEL
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Figure 4.13: Metal plate with 1600 turn coil.
The aluminium and copper plates concerned are insulated at the two sides, top and 
bottom leaving only two vertically exposed surface areas of 180mm x 50mm each. The 
empirical correlation for non-linear convection coefficient for vertical facing surface is 
provided by Churchill- Chu. The radiation emissivities er of aluminium and copper are 
both set to 0.09 and 0.3 respectively. A near value for slightly oxidised commercial 
available aluminium and copper. The coefficients are given respectively as;
113
convection coefficient for vertical plate,
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in which the thermal conductivity k(T), Rayleigh number Ra(T) and Prandtl number 
Pr(T)  are functions of the surface temperature.
Likewise the electrical conductivity can be temperature dependent and its resistivity 
p(T) approximated linearly as
p(T) = p0(T)[l + a (AT)\ (4.49)
The frequency used is 50 Hz with coil excitation current at 2.0 A (rms) and 2.8 A 
(rms) respectively. At this frequency the skin depth of the conductors according to 
equation (4.45) is «  14 mm for aluminium and «  10 mm for copper. The simulated 
and measured results of the temperature rise at the exposed surface for the aluminium 
and copper plates are shown in Figure 4.14 and Figure 4.15 respectively.
The discrepancy is larger for plates with excitation current of 2.8 A in comparison 
to those with excitation current of 2.0 A. This is due to the fact that both models 
are using constant electrical conductivities and at higher temperature level the heat 
dependency of the electrical conductivities cannot be ignored. This is further proven 
in the next set of experiments. The long metal plates are replaced with the shorter
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Figure 4.14: Simulated and measured temperatures of the long aluminium plate with 
constant electrical conductivity.
version ones of dimension 70m m  x 16mm x 50mm. The measured and computational 
results are shown in Figure 4.16 and Figure 4.17 for the short aluminium and cop­
per plates respectively. As the temperature started to climb the divergence of the 
simulated and measured curves become increasingly significant. The aluminium and 
copper plate FE models with 2.8 A at 50 Hz excitation current are rerun again with 
temperature dependent electrical conductivity. The results are shown in Figure 4.18.
The long aluminium plate is now horizontally placed about 20 mm above the coil. The 
Nusselt numbers provided by Fujii and Imura in the previous chapter for horizontally 
positioned plate are only valid for a limited range of Rayleigh number and therefore 
not suitable. A revised equation which allows the calculation of convection coefficient 
hc for covering a wider range of temperature is obtained from [32];
115
FILE : KTMASSIVECOIL




  SIMULATED - 2.0 A @ 50 Hz
A MEASURED - 2.0 A 0 50 Hz
  SIMULATED - 2.8 A @ 50 Hz








[1.0 +  [0.492/Pr(T)]&]5
V 1.0 + 0.01Pr(T) J L K n
The surface facing the coil is heavily insulated to prevent heat transfer rising from 
the coil and the other surface is exposed to the ambient air. The temperature rise 
of the heated plate is shown in Figure 4.19. The measurement and simulated results 
agree well.
In the final experiment for heat transfer in non-moving media, a solid aluminium 
cylinder is placed horizontally into the 1600 turn coil as shown in Figure 4.20. The 
measured and simulated results are shown in Figure 4.21.
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Figure 4.16: Simulated and measured temperatures of the short aluminium plate with 
constant electrical conductivity.
The unavailability of the convection coefficients make these experiments heavily de­
pendent on the given empirical correlations for modelling heat flow from the surface. 
The experimental data for the empirical correlation scatter by as much as ±15 percent 
or more. Thus, the simulated results are expected to have an error within the range 
1% — 20% or higher compared to the measured ones.
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Figure 4.17: Simulated and measured temperatures of the short copper plate with 
constant electrical conductivity.
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Figure 4.18: Simulated and measured temperatures of the short aluminium and cop­
per plates with variable electrical conductivity.
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Figure 4.19: Simulated and measured temperatures of the horizontally placed long 
aluminium plate.
Figure 4.20: Aluminium cylinder with 1600 turn coil.
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Figure 4.21: Temperature rise in the aluminium cylinder.
4.10.3 3D M odelling  of M oving  C o n d u c tin g  R eg ions an d  H e a t T ran s­
fer in  E lec tr ic a l M ach ine
In the final part of the validation exercise, the M E G A  code is used to evaluate the 
thermal performance of a disk induction machine. The 3D FE model of this machine 
is shown in Figure 4.22. The induction machine consists of a 12 slots stator and a 
rotating conducting disk made up of aluminium. The iron core of the stator is made 
of thin laminations of electrical sheets in order to reduce the eddy current losses. The 
stator has a total of 6 coils wound on the slots. Each coil has a 580 turn of 0.55 mm 
diameter of copper wire. It’s a 3-phase machine with each phase having two coils 
connected in parallel. Table(4.3) shows the dimensions of the machine.
In general, moving conductors are expensive to model using finite elements because 
a fully time-transient solution is required and the moving object must be tracked 
through the mesh as time progresses. In modelling the moving conductor region 
(aluminium disk) with high electrical conductivity, the Minkowski transformation as
1 2 0
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Figure 4.22: Disk induction machine.
explained earlier is used to formulate the eddy currents induced. The thermal equation 
is added with a velocity term (as shown in equation (4.27)) to model the influence of 
the specified velocity on the heat distribution in the rotating disk.
Heat transfer in the induction machine is a combination of conduction within the solid 
and laminated components of the machine and convection from the surfaces which 
are in contact with air. The dominant processes in heat transfer within a motor and 
to the environment are conduction and convection. Radiation is important only on 
the outer surfaces. Conduction is the first stage in the process of heat flow from the 
generation site to the outer surfaces after which convection takes over.
For surface cooled machines, the heat transfer coefficients for free convection and 
radiation from the outer surface of the machine are the main parameters to which the 
accuracy of the predictions is most sensitive. This is one of the difficulties encountered 
when designing a thermal model. Another problem is the separation of losses in the 
motor.
1 2 1
Table 4.3: Geometrical data of the disk induction machine.
Machine Parameters Dimensions in SI unit
1 Stator height 39.0 mm
2 Stator inner diameter 71.0 mm
3 Stator outer diameter 128.0 mm
4 Tooth height 27.0 mm
5 Slot width 14.0 mm
6 Slot opening width 3.0 mm
7 Air gap 1.0 mm
8 Aluminium disk diameter 184.0 mm
9 Shaft diameter 32.0 mm
The convection coefficients hu used for the moving components [24], specifically for 
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where D  is the diameter of the cylinder/disk, r  is the radius of the cylinder/disk, u c 
is the angular velocity and v(T) is the temperature dependent kinematic viscosity.
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The induction machine is run with the aluminium disk rotating at 300 rpm at a load 
supplied by a DC brushless machine. The excitation current fed into the armature 
winding is 2.0 A and the resistance of each coil is 12.468 ohms. The main losses in 
the disk induction machine are the induced eddy currents in the rotating aluminium 
disk, the copper I 2R  losses in the winding and the iron losses. The iron losses could 
be calculated very approximately using the normal empirical formula:
Ph = khBmf  for hysteresis losses
Pe = keB 2f 2 for eddy current losses (4.54)
where kh and ke are the empirical constants, B  is the peak magnetic field with m  =  
1.76 and /  is the applied excitation frequency.
It is an intricate task to model the convective heat flow from the end winding of 
this disk machine. The lack of any convection correlation formulae corresponding to 
the winding geometrical shape means that the coefficient will have to be obtained by 
measurement. The measured heat transfer coefficient is shown in Figure 4.23. The 
heat capacity of the winding is calculated from the relative proportions and thermal 
capacities of the material, thus the heat capacity is approximated to that of the bulk 
copper heat capacity times the packing factor which is 0.67 in this case. The thermal 
conductivity is measured as 5.2 W /m  K for a conductor bundle of 580 turn. The 
induction machine’s material thermal properties are shown in Table(4.4). The stator, 
which is of cylindrical shape has two major heat losses at its exposed surface, that of 
the convection and radiation. The heat transfer in this region is modelled using the 
Churchill-Chu empirical coefficient for convection and the usual radiation coefficient.
The air gap is a very thin layer of air which is approximately 1 mm. The movement 
of air between the normally heated stator and rotor surfaces generally made the 
prediction of the convection coefficient across the air gap difficult. In modelling the 
heat transfer across the air gap, several assumptions will have to be made regarding
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Figure 4.23: Measured heat transfer coefficient for the winding.
the two disk surfaces: 1). in small induction machines, any heat emitted from the 
stator surface would be transferred directly across the air gap to the rotor or vice 
versa, therefore the axial heat flow from the air gap could be neglected; 2). the stator 
surface is smooth; 3). the radiation effect is ignored. With these assumptions, the 
heat transfer across the air gap is simply modelled as
- K f ^  =  K ( T t - T d)(4.55)
in which Kf is the fluid thermal conductivity, Tiu is the convection coefficient for the 
rotating disk and Tt ,Td are temperatures of the stator and rotor surfaces facing the 
air gap respectively. In the actual machine, there will be greater heat loss across the 
air gap than is described by the rotating smooth disk surface equation, because of 
additional fluid disturbances caused by the slotting effect.
Four K-type thermocouples with the accuracy of dh 0.1 % of reading 0.7 °C are
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Table 4.4: Material data for FE thermal model.
















Copper 5.2 383 8933




Disk Aluminium 204 896 2707
positioned at the stator teeth, both end windings (one end is exposed to ambient air 
temperature and the other is located within the stator bore) and the surface of the 
rotating aluminium disk.
Figure 4.24 and Figure 4.25 show the calculated and measured transient temperatures 
in the end winding. The calculated curve indicated a significantly shorter thermal 
time constant than that which was measured for the end winding exposed at the 
ambient air. The explanation for this discrepancy could well be the lack of accuracy 
in modelling the thermal capacity of the winding and slot liner. Ill-defined convection 
heat path and non-linearity of the material properties further added to the error of 
the predicted result.
The calculated temperature of the end winding located within the centre region of 
the stator stack is lower compared to the measured result. This stator bore region, 
with its back end facing a close by rotating disk, is totally enclosed at the front end 
by a stainless steel cap. The major shortcomings are the unknown heat flow paths 
in this section of the model which appears to corrupt the accuracy of the transient
125
solution of the temperature rise of the winding. The lower predicted result is due 
to the difficulties in modelling the heat transfer between the heated stator teeth, 
aluminium disk and the end winding.
Figure 4.26 and Figure 4.27 show the transient temperatures for the stator teeth and 
aluminium disk. It can be seen that the predicted and measured results are in good 
agreement, with the greatest error being less than 10 °C. Figure 4.28 and Figure 4.29 
illustrate the temperature distributions in the stator and winding of the induction 
machine.
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Figure 4.25: Simulated and measured temperatures of the end winding at the inner 
region of the stator.
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Figure 4.26: Simulated and measured temperatures of the stator teeth.
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Figure 4.27: Simulated and measured temperatures of the disk.
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Figure 4.28: Temperature distribution in the stator stack.
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Figure 4.29: Temperature distribution in the winding.
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4.11 Summary
A description of inductive heating together with DC I 2R  losses are presented here. 
In the heating process the temperature changes are much slower than the variation of 
the electromagnetic field thus, the steady-state time-harmonic electromagnetic system 
is solved for each temperature. The variation of electrical conductivity is relatively 
small for temperature below the boiling point. Weak coupling in this sense allows 
the problem to be decoupled with the magnetic part solved first to compute the total 
heat loss and then used as the source term to solve the thermal heat transfer. Several 
benchmark coupled heat transfer problems are solved and validated by measurements.
Eulerian transport equation for moving media is also described here. Galerkin up- 
winding scheme could be implemented if necessary to avoid spurious oscillations when 
the velocity is prescribed at the moving conductor or thermal regions. The upwinding 
solution by Hughes is simpler and inexpensive as it only modifies the velocity term 
and leaves the rest of the equation unchanged.
A disk induction machine thermal performance is validated with measurement and 
computational results. For all the obvious reasons, a good thermal design to pre­
dict the machine thermal performance accurately is highly essential. Thermal design 
techniques tend to lag behind other contemporary aspects of machine design such as 
electromagnetic and mechanical strategies. This is easily understood as considerable 
uncertainties and difficulties exist in determining the various thermal constants ac­
curately within the machine. As for analytical models, difficulties in defining heat 
generation and heat flow paths often lead to the oversimplification of the problem 
which only compromises the solution and causes excessive error at the end. Even 
with the finite element method considerable efforts are required with prior knowledge 
of machine dimensions, materials properties, power losses and heat paths.
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Chapter 5
Finite Element Modelling of 
Cogging Torque in Permanent 
Magnet Machines
5.1 Introduction
Permanent magnet machines are increasingly being used in high performance applica­
tions where torque smoothness is essential. The major concern in these applications 
is the cogging torque produced. It is well-established that cogging torque which ex­
ists in slotted motors is perhaps one of the most detrimental elements in permanent 
magnet (PM) motor design.
As a result, a great deal of research has been devoted to identifying the sources, 
characteristics and minimisation of cogging torque. For example, applying stator 
excitation currents to cancel cogging torque is discussed in [33], [34]. Using predicted 
magnetic field distributions in [35], [36] show the influence of geometrical dimensions 
such as slot opening and magnet width on cogging torque production. In addition, 
various techniques are developed in [37], [38], [39] to predict cogging torque based on 
the motor magnetic field.
The most effective ways to reduce cogging torque is by proper motor design. Meth­
ods such as skewing, optimising the pole arc width, fractional slot pitch have been
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vigorously used for this purpose. Permanent magnet AC machines generally show the 
greatest potential for cogging torque reduction using these well-known techniques. 
This chapter describes several modelling efforts for machine design using finite ele­
ments to examine some of these techniques.
5.2 Finite Element Schemes for PM  Machines with Skew 
Design
The finite element software package M EG A  is employed in this effort for the mod­
elling of the motor designs. The stator and rotor of machine usually have different 
geometrical properties therefore, the meshes of the stator and rotor will definitely 
be incompatible. The level of difficulty in meshing is further increased if the motor 
required skewing in order to minimise cogging torque.
Skewing of stator teeth is commonly used to reduce cogging torque, this means that 
the stator winding is slightly more difficult to insert. It is also possible to skew the 
rotor magnets, this option will usually lead to more expensive magnets. Either of 
these options increases the difficulty in modelling the machines using finite elements, 
as the stator and rotor meshes are incompatible. The Lagrange interface technique is 
particularly useful in this case. It allows the stator and rotor of a rotating machine 
to be meshed up separately, then joined together and solved in different dynamic 
positions.
Apart from the magnet or stator skewing most of the action of the permanent magnet 
machine can be modelled reasonably accurate and economical using the conventional 
2D finite element scheme.
5 .2 .1  M o d e llin g  P er m a n e n t M a g n et R eg io n s
Since current excitation is unnecessary in analysing cogging torque, the whole machine 
can be modelled as non-conducting regions which are less expensive to solve. The
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finite element formulations on non-conducting and conducting regions have already 
been discussed in Chapter 2.
For modelling the magnetic regions, the permanent magnets are treated as magnetic 
distribution M . Thus, the magnetic flux density is defined as
B  =  Ho(jhH + M )  (5.1)
In terms of the remnant flux density B r ,
B  =  \Lo\ltH. +  B r (5.2)
where B r =  fi0M .
Adopting this equation for the magnetic scalar gives
V • =  V • B r (5.3)
5 .2 .2  C o u p lin g  M esh es in  3D
In the analysis of electrical machines such as permanent magnet motor, it is often 
required to model the machine with its rotor at several different positions relative to 
the stator. This is necessary in order that characteristics of interest such as torque, 
flux linkages which vary with position can be evaluated.
Several different approaches are described as follows:
• A few different models can be meshed and used in turn. However, this is not
feasible as it is rather expensive to produce many meshes.
• Remeshing locally is another alternative. The same mesh topology is retained 
and then remesh, joining the nearest nodes on the interface. This can cause 
distorted elements and loss of accuracy.
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• Using boundary element technique to couple the finite element meshes together 
or the integral technique, the hassle of meshing the moving interface can be 
avoided. Unfortunately, integral techniques are not accurate for small air gap 
machines.
• Fourier techniques can be used to model the air gap and then coupled to both 
the stator and rotor [40].
In this research the technique proposed in [41], [42] is used for modelling the movement 
of electrical machines.
When cogging torque is of interest, it is necessary to model the rotor in many different 
positions. It is very convenient to mesh the stator and rotor separately, with a common 
interface in the air gap of the machine. The independent meshes can be coupled at 




Stationary and moving parts can be meshed up independently and then brought 
together as shown in Figure 5.1. The distribution and density of the nodes on the 
interface need not be the same.
Lagrange interface.Figure 5.1:
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A brief description of the underlying theory now follows:
Consider making a functional 11(0) stationary subject to the constraints,
(7(0) =  0 in ft
This constraint is used to form a new functional
11 = 11+ /  -yC(4>)dn (5.4)
where 7 is a set of Lagrange Multipliers. 
The variation of the new functional is now
6IL =  SU +  /  6yC((j>) dQ + J  76 C((j>) dH (5.5)
ft ft
JII is zero providing C(0) =  0 and <511 =  0.
V • fjbVtp = 0 can be solved by finding the stationary point of a functional II:
ft
A functional for the whole problem can be written as
n  = i  fvip-nVTpdSl (5.6)
n  =  n a +  n s (5.7)
lift and II5 are functionals for region R and S which are shown in Figure 5.2. They 
are of the form (5.6).
Introducing an additional constraint to couple the variables on the interface Tl
0r ~ 0s =  0 on Tl (5.8)
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Figure 5.2: Stationary and moving regions.
where Vv and tpg are variables on Tl .
Form a new functional II which incorporates the additional constraint
n  =  n + / -7(v>r - V ’. ) d r  (5.9)
r t
7 can be approximated in a similar way to the scalar potential by
m
7 =  £ - y .w .  (5.10)
t=l
The variation of this new functional is
<511 =  <ffl +  j  S y ( tr - ip t )dT +
I  * *  (^  +  d r  ~  /  * *• {-> ~  )  d r  (5  U )
TL Tl
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II is stationary if both II is stationary and the constraint (ipr — ips) is satisfied. The 
8xb
—  term in the above equation is the prescribed B  n o n  the boundary. In 2D, a 
on
similar argument may be used for magnetic vector potential A.
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Figure 5.3: Coupled 3D model of skewed stator to rotor.
With the need of skewing either the stator and rotor for cogging torque analysis, the 
ability to construct the stator and rotor separately and then coupled together at a 
common interface facilitates the meshing of the more complex skewed region without 
having it “crushing” into the other mesh. Furthermore computational cost is greatly 
reduced without having to model the motor in 2D slices [43], [44], each rotated with 
a small angle for simulating the skewed effect as in conventional method. Figure 5.3 
shows a coupled model of a permanent magnet motor with skewed stator and its 
interface is illustrated in Figure 5.4.
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Figure 5.4: Cross-sectional cut of the 3D mesh showing the interface.
5 . 3  C o g g i n g  T o r q u e :  A  B r i e f  I n t r o d u c t i o n
Cogging torque results from the interaction between the stator slots and the perma­
nent magnet magnetic fields. Its manifests itself by the tendency of the rotor to realign 
in a number of stable positions even when the motor is unexcited. Cogging torque 
can compromise positional accuracy and induce speed ripples, which may cause os­
cillations and instabilities. This will inevitably lead to the development of vibration, 
speed ripples and a pulsating torque which reduces the net effective torque. There­
fore, while it is possible to eliminate the effects of cogging by use of sophisticated 
control strategies [45], it is desirable to eliminate, or at least minimised by skewing, 
fractional slot pitch design or optimising the pole arc of magnets.
The origin of cogging torque can be easily explained with the help of Figure 5.5. In the 
Figure, a stator tooth is rotated about three different positions with SO representing
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the displacement between the centre of a tooth and the centre of a magnet surface.
The cogging torque experienced by the stator tooth is shown to be periodic with the
2n
period of SO =  2ir or one angular pole pitch 0p =  ——, where Nm is the number of
-‘M71
magnet poles.
( i>  ( i i )  ( i i i )
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Figure 5.5: Stator and rotor diagrams.
At displacements (i) and (iii) in Figure 5.5, the stator tooth is aligned with the 
magnetic poles on the rotor. Therefore, the cogging torque is zero. At displacement
(ii) the cogging torque is also zero since the stator tooth is balanced at the unaligned 
position.
If the tooth is rotated in clockwise direction the cogging torque is negative between 
displacements (i) and (ii) since the tooth will try to return to the stable position of 
displacement (i). On the contrary, between displacements (ii) and (iii) the cogging 
torque is positive since the tooth will try to reach the stable position of displacement
(iii).
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Based on this description, the cogging torque due to a single tooth is the odd function 
of SO and can be written as the Fourier series
oo
T(69) =  X  T» sin(nifl) (5.12)
n=l
For electrical machines with N a stator slots, the cogging torque contributed by the 
j-th. tooth in terms of mechanical position 0 will then be
oo
T3 W  = J 2 Tn s^ [ nN m(0 ~ jOs)\
n = 0
j  =  0 ,1 ,2  IV,- 1  (5.13)
where 6, is the angular slot pitch.
5.4 Cogging Torque M inim isation Techniques
It is not possible to eliminate cogging torque completely because of the complex inter­
actions within electrical machines and limitations to economical production accura­
cies. Successful suppression of cogging torque ultimately relies on a balanced systems 
approach to all aspects of the permanent magnet machine and controller design which 
often requires a carefully selected combination of minimisation techniques.
These techniques fall into two major categories. The first class consists of methods for 
adjusting the permanent magnet machine design so that it approaches its ideal char­
acteristics of achieving a smooth torque production. In this category, the techniques 
involved tend to address the fundamental electromagnetic sources of the pulsating 
torque and adjust the design in such a way as to drive it to ideal. The second class
of techniques are based on active control schemes which modify the excitation to cor­
rect any non-ideal characteristics of the machine and/or its power inverter. Only the 
machine design aspects of permanent magnet AC motor in cogging torque reduction 
will be discussed here.
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Despite the availability of a wide range of machine design methods for reducing cog­
ging torque, there are many occasions when they are neither appropriate nor sufficient 
to achieve the required minimisation of this parasitic torque.
The following subsections give a brief review of a variety of different techniques used 
to address the problem of cogging torque.
5 .4 .1  M o to r  M a g n e tic  D e s ig n s
Fractional slot motor designs are preferred over integral slot designs when it comes 
to reducing cogging torque. Symmetry in the integral slot design can lead to multiple 
magnetic pole edges entering and leaving the stator teeth simultaneously, producing 
high cogging torque. The reason for this is obvious since in motors having an even 
number of teeth, the edges of the north and south pole magnets all have the same 
relative position with respect to the stator teeth, which is not the case for motors 
having an odd slot.
For an even number of symmetrical magnetic poles, the stator should have odd number 
of slots so that only one magnet edge leaves a stator tip at any instant. A fractional 
slot configuration also minimises the need for skewing.
The number of slots and poles in motor play a significant role too in the development 
of cogging torque since this unwanted torque is produced by the rotor magnets inter­
acting with the stator slot. The choice of the number of poles depends upon many 




4. Exterior type - rotor appears on the outside of the stator
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5. Interior type - the usual motor with rotating rotor in the core and stationary 
stator outside
6. Axial gap type - steel disk rotor with magnets placed on one side
The number of poles should be inversely proportional to the maximum speed rotation. 
This is to avoid iron losses in the stator. If smooth torque is required at low speed 
a large number of poles would be needed but for very high speeds two to four poles 
motors are preferred.
The required thickness of the stator and rotor yokes can be significantly reduced by 
increasing the number of poles. Thus, for a given magnetic and electric loading, the 
overall diameter can be reduced by increasing the number of poles. Furthermore the 
stator ampere-conductors per pole decreases in inverse proportion, therefore as the 
number of poles increases the inductance and reactance of the motor decreases. Less 
poles motor will have the greatest susceptibility to magnetic imbalance which can 
lead to induced currents in the bearings and shaft flux.
With large number of slot/pole the cogging torque is inherently reduced. This is 
due to the fact that the relative permeance variation of the magnet is reduced as it 
successively covers and uncovers the slots at a time.
Alternatively cogging torque can also be reduced by decreasing the stator slot openings
[46]. This can be done by using magnetic slots wedges or adjusting the slot opening
[47]. However, these two techniques can sometimes reduce the average output torque 
and increase the magnetic flux leakage.
5 .4 .2  P er m a n e n t M a g n et M a g n e tisa t io n
The magnetic flux distribution at the air gap for permanent magnet AC motor should 
be a sinewave so that only minimum cogging torque is produced. The most common
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types of permanent magnets are those arc-shaped with parallel and radial magnetisa­
tion. In practice, parallel magnetisation is most easily obtained. An isotropic magnet 
arc when magnetised using a magnetising coil will produce near parallel magnetisa­
tion.
Realisation of radial magnetisation using isotropic magnet material is virtually im­
possible for high energy magnets. Anisotropic magnet [48] material with preferred 
radial magnetisation can produce better radially oriented magnets. These magnets 
configurations are used to approximate the ideal sinewave flux distribution.
A more sinusoidal flux distribution can be obtained by using a thin magnetic retaining 
can on the rotor to increase the magnet leakage at the pole edges [49]. The retaining 
can also serves to retain the magnets and decrease the effective air gap counteracting 
some of the torque losses caused by magnet flux leakage.
Tapering the magnet poles, using breadloaf shape magnets and magnet poles with 
varying magnetisation directions are some of the other techniques used to reduce 
cogging torque.
5 .4 .3  P e r m a n e n t M a g n et P o le  A rc
It is also possible to minimise cogging torque by selecting an appropriate magnet pole 
arc. The width of the arc plays such a significant importance since it is well-known 
that cogging torque existed is due to the interaction of the ends of magnet poles and 
the stator teeth.
The overall cogging torque is the summation of all the forces at each of the magnet 
tips. In [35] it is shown that an approximate expression for the optimal magnet pole 
arc rm when the stator slot opening is half the size of the slot pitch is given by
where rp is one pole pitch, N sm is the number of slots per magnet pole and n is any
. . .  . • i r m  n  +  0-14positive integer satisfying the constraint —  =  ——------ < 1.0.
Tp ■‘ *3771
Therefore, minimum cogging torque is achievable with the optimum magnet having 
pole axe width of an integer multiple of slot pitches with an additional 14 % of a slot 
pitch. Of course, the choice of pole arc also depends on other performance factors, 
such as the back-e.m .f waveforms and the average torque output.
5 .4 .4  M o to r  A x ia l L en g th  an d  A ir  G ap
Differences in stator and rotor axial length will have effects on the amount of cogging 
torque produced. If the ratio of the axial length and the diameter of the motor is 
low, the percentage of reduction in cogging torque after skewing will be considerably 
lower as the end effects are at a higher proportion.
At the air gap, the shorter its length the lower the cogging torque. A very short air 
gap allows very little fringing about a slot opening and hence, reduces the flux ripple 
seen by the pole. Often shorter air gap gives the lowest cogging torque but in some 
cases longer gap is better, especially when it facilitates harmonic cancellation in the 
cogging waveform.
5 .4 .5  S k ew in g
One of the most common techniques to minimise cogging torque is to skew either 
the stator lamination stack or permanent magnets. Skewing reduces the permeance 
variation seen by the rotor magnets and hence, the cogging torque.
An analysis of this skewing effect is given by Hanselman [50]. In his paper, a Fourier 
analysis of the cogging torque is conducted on a motor of stack length L. The cogging 
torque in this machine is assumed to have the waveform of a general Fourier series
1 00
f  = Anx cos(n0) +  B ny sin(n0) (5.15)
77=0
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In skewed cases, the Fourier series of (5.15) must be modified to take into account the 
varying phase shift as a function of the axial distance - z. If the stator is skewed by 
a 8, equation (5.15) is then phase shifted at any point z  along the motor axial length 
by the amount of skew and is described as
1 00 
f  ~  T  XI Anx COS
n=0
n (fl -  +  B ny sin |n  ^ 6 - (5.16)
The total cogging torque on the single tooth is calculated by integrating the equation 
(5.16) along the axial length which yields








Using the trigonometric identities in Appendix C
F (0) = Y  ^Anx sin cos (nd) +  B ny sin sin (nd)
n= 0 
00
= Y  {52nc(~~^ ) } [^ nx cos(n0) +  Bny sin(n0)j (5.18)
This simple expression shown the skewing amplitude modulates the original Fourier 
series by a sinc(x)=sm(x)/x function. Using these assumptions, equation (5.13) is 
rewritten to include the skew term {} as
To(e) =  Y  Tn^sinc(^ Y * e J^ |  sin[nJVm(0 -  jd a)] (5.19)
The net cogging torque is then calculated by summing up the cogging torque produced 
by each individual stator teeth of the electrical machine
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W )  =  ' Z W )
j = 0
S  S  Tn{sinc(^ Nrn*aea^ |  sin(nNmO) cos(nNmj0 s) (5.20)
Skewing has the effect of improving the stator winding distribution and substantially 
reduces the higher-order back-e.m.f harmonics. Hence, producing a more sinusoidal 
back-e.m.f waveforms. This helps to reduce the torque ripple in permanent magnet 
AC machines.
Skewing is an attractive technique since it is simple and yet effective but it does have 
its drawbacks. By opting for this technique, a more complex motor construction and 
loss of certain amount in the average torque are unavoidable. It also increases leakage 
inductance and stray losses.
The reduction in average torque is generally a few percent for motors with a moderate 
number of slots per pole per phase. However, for motors with small number of slots, 
skewing by a full slot pitch can result in substantial loss in average torque. If a full 
slot pitch skew is applied on a single phase machines with one slot per pole then the 
average torque output will be zero. But a partial skew could be beneficial.
5 .4 .6  S u m m a ry  o f  M a ch in e  D e s ig n  T ech n iq u es
Various techniques have been discussed for cogging torque minimisation in permanent 
magnet AC motors. Traditionally, the use of one slot pitch skewing of either the stator 
or permanent magnets will generally yield good results. For motors with low number 
of slots, partial slot pitch skewing will be adequate.
The selection of an appropriate slot/pole combination and optimising the pole arc 
width of the magnets mounted on the rotor are some of the parameters that can be 
design to reduce cogging torque.
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Constructing dummy slots and teeth, using high number of phases, fractional slot 
pitch windings and chamfered magnet are some of the other alternative techniques 
that can be considered. Dummy slots have the similar effect to that of doubling the 
number of the stator slots. This caused the frequency of the cogging torque to be 
doubled with reduced magnitude and halved the amount of skew angle required to 
eliminate cogging.
5.5 Description of Test M achines
The test machines analysed here are two 3-phase permanent magnet AC motors with 
surface mounted Neodymium-iron-boron (NdFeB) magnets on the internal rotor. The 
main parameters of the two motors are given in Tables (5.1) and (5.2) respectively.
For excitation a new generation of rare earth magnet, Neodymium-iron-boron (Nd­
FeB) is used. NdFeB has high energy density. However, it has a limited operating 
temperature range and suffers from corrosion [51].
Table 5.1: Test Machine 1 - 12  slots and 8 poles motor.
Motor Parameters. Dimensions in SI unit.
1 Outer diameter of stator 88.00 mm
2 Stator slot depth 17.50 mm
3 Outer diameter of rotor 37.00 mm
4 Shaft diameter 20.00 mm
5 Width of stator teeth 5.80 mm
6 Magnet width 13.96 mm
7 Magnet height 3.50 mm
8 Width of slot opening 2.50 mm
9 Air gap 0.75 mm
10 Axial length of stator 63.0 mm
11 Axial length of rotor 60.0 mm
12 No. of poles 8.0
13 No. of slots 12.0
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Table 5.2: Test Machine II - 18 slots and 6 poles motor.
Motor Parameters. Dimensions in SI unit.
1 Outer diameter of stator 88.00 mm
2 Stator slot depth 12.00 mm
3 Outer diameter of rotor 44.50 mm
4 Shaft diameter 20.00 mm
5 Width of stator teeth 4.70 mm
6 Magnet width 20.95 mm
7 Magnet height 3.00 mm
8 Width of slot opening 2.50 mm
9 Air gap 0.75 mm
10 Axial length of stator 162.50 mm
11 Axial length of rotor 146.00 mm
12 No. of poles 6.0
13 No. of slots 18.0
The NdFeB magnet used in the 12 slots and 8 poles motor has a remanence of B r 
= 1.15 T with the coercivity of 870 kA-t/m. For the 18 slots and 6 poles motor, the 
NdFeB magnet has B r =  1.19 T and coercivity of 930 kA-t/m. The non-linear B -H  
curves for both machines are shown in Figure 5.6 and Figure 5.7 respectively.
5.6 Validations and Discussion
Electromagnetic torque can be determined either analytically [37] or numerically [52] 
in a number of means such as the Maxwell Stress method and the energy method. 
For analytical analysis, particularly for predicting cogging torque, a reliable physical 
model is essential while highly accurate field solutions are the prerequisite for the 
numerical method.
The M E G A  program can compute the electromagnetic forces by calculating the 
Maxwell Stress. It requires accurate field solutions since the calculations are de­
pendent upon local field quantities.
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Figure 5.7: B -H  curve for the 18 slots and 6 poles motor.
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The calculation of the cogging torque by Maxwell Stress integration required a very 
fine spatial discretisation because of the short wavelength of the cogging torque wave­
form which is usually less than a stator slot pitch.
This work presents a fully three dimensional field computation. The configuration of 
the two motors modelled in 3D are shown in Figure 5.8 and Figure 5.9 respectively. 
By taking advantage of the symmetrical property of the motors, only a section of 
each motor was modelled. This can be done by assigning the appropriate boundary 
conditions on the motors. The periodic boundary conditions were imposed on the two 
symmetrical radial planes of the models and the tangential field on the outer boundary. 
With this scheme less computational time is required to solve the problems.
Special attention is paid to the air gap where good results of the cogging torque cal­
culation can be obtained. Cogging torque is computed by Maxwell Stress integration 
over the circular path in the central layer of the air gap elements. In additions to 
employing a fine mesh discretisation, it is always better to integrate through the cen­
tral layer of the air gap elements in order to get the most accurate results when using 
Maxwell Stress. A transverse cut of the 18/6 PM motor’s 3D model to illustrate the 
magnetic flux path is given in Figure 5.10.
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Figure 5.8: 3D FE model of 12 slots and 8 poles motor.
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Figure 5.9: 3D FE model of 18 slots and 6 poles motor.
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Figure 5.10: Magnetic flux path in the 18 slots and 6 poles motor.
5.6.1 C o m p u ta tio n a l an d  M easu red  R esu lts
The two 3D FE models were solved as non-linear transient problems with the mag­
netic saturation effect taken into account. In the case of cogging torque, the eddy 
currents are neglected, each magnetic sample corresponds to a magnetostatic solu­
tion stepping through time. Figure 5.11 and Figure 5.12 show the predicted cogging 
torque waveforms for the non-skewed motors.
In the 18/6 PM motor, every three stator teeth successively covered and uncovered 
a permanent magnet for every one slot pitch of 20.0° rotation. The six magnet pole- 
edges would be aligned with the stator slots simultaneously which means for every 
20.0° rotation a single sinusoidal cogging torque waveform is produced. This is proven 
in Figure 5.12.
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Figure 5.11: Predicted cogging torque for non-skewed 12/8 PM motor.
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Figure 5.12: Predicted cogging torque for non-skewed 18/6 PM motor.
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However, in the 12/8 PM motor the slot/pole combination is 12 slots and 8 poles, 
therefore, for every successive one slot pitch rotation, two repetitive cogging torque 
waveforms are produced. Even though the size of the 18/6 PM motor is almost similar 
to the 12/8 PM motor, the cogging torque in the latter is generally lower and spread 
out with double frequency in a period compare to the former where the detent effects 
are added up resulting in a higher cogging torque.
The Effects of Skewing
The stator of the 12/8 PM motor is now skewed half a slot pitch or 15.0° and the 
stator of the 18/6 PM motor is skewed a full slot pitch or 20.0°. Figure 5.13 shows 
an example of a 3D FE model of skewed stator.
FILE : UME95MOTOR rPR0J : PARALLEL
A /C C ASKEW 20 DEGREE STATOR DIR : -2.00 5.00 8.00
Figure 5.13: Skewed stator.
Figure 5.14 and Figure 5.15 show the simulated and measured cogging torques. Good 
agreement between the two is obtained. Figure 5.16 and Figure 5.17 show the mag­
netic flux density of the 18/6 PM motor at time =  0.34 s when the rotor has rotated 
19.8° from its initial position.
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Figure 5.14: Predicted and measured cogging torques for 12/8 PM motor with skewed 
stator.
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Figure 5.15: Predicted and measured cogging torques for 18/6 PM motor with skewed 
stator.
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Figure 5.16: Magnetic flux density of the 18/6 PM motor’s skewed stator.
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Figure 5.17: Magnetic flux density of the 18/6 PM motor’s magnet and rotor.
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Cogging Torque Sensitivity Analysis of the  12/8 PM  M otor
Three case studies are conducted to analyse the sensitivity of the cogging torque 
produced in the 12/8 PM motor. The stator stack remained unskewed throughout 
the analysis.
In the first case, permanent magnets with radial offset of 5 mm, which results in 
a general “bowl” shape with tapered edges at the surface, are compared with the 
original breadloaf magnets. Figure 5.18 shows the effect on cogging torque when the 
tapered edge magnets were used. Tapered magnets produced a more sinusoidal flux 
density along the poles which reduces the cogging torque.
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Figure 5.18: Predicted cogging torque for tapered and non-tapered magnets.
The axial length of the rotor also affects the cogging torque produced in PM machines 
for which it is impossible for either the analytical method or 2D FE method to give a 
prediction. In the second case, three 3D models of the 12/8 PM motor with different 
rotor lengths are simulated to show the influence of end effects on cogging torque:
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1. the rotor axial length is shorter than the stator stack length
2. the rotor and the stator stack having the same axial length
3. the rotor axial length is longer than the stator stack length
The stator stack length is maintained at 63 mm for all three cases. Figure 5.19 shows 
the cogging torque waveforms due to the three different rotor lengths. This shows 
that a longer rotor length will result in a higher cogging torque being produced.
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Figure 5.19: Predicted cogging torque for different rotor lengths.
In the third case, two set of permanent magnets with different pole arc width are 
mounted separately on the machine’s rotor. These magnets, which dimensions are 
provided by the manufacturer are simulated in two 3D finite element models. The 
sensitivity of the cogging torque when changes occurred in this design parameter is 
clearly demonstrated in Figure 5.20.
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Figure 5.20: Predicted cogging torque for stator with different pole arcs.
However, these pole arc widths axe not necessarily the optimum value. They could be 
at the same time undermining the production of the average output torque. Optimal 
pole arc shaping could also mean geometrical irregularities at the edge of the perma­
nent magnet which would then pose manufacturing difficulties. A balance compromise 
will have to be established. Generally, a pole arc width of 2/3 or slightly more of a 
pole pitch serves as a good guide.
Fractional Slot Design
In the final analysis, the number of stator slots in the 12/8 PM motor is increased 
to 21 slots. The motor configuration is now changed from its previous integral slot 
design to that of a fractional slot and the stator remains unskewed. A complete model 
of the 21 slots and 8 poles machine is shown in Figure 5.21.
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Figure 5.21: 21 slots and 8 poles motor with complete 3-phase winding.
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The cogging torque shown in Figure 5.22 is even lower compared to the skewed integral 
slot design. Fractional slot design remains the feasible option when skewing is not 
desired.
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Figure 5.22: Predicted cogging torque for non-skewed fractional slot design.
5 . 7  S u m m a r y
This chapter described some of the motor design techniques for cogging torque re­
duction in permanent magnet AC machines. It is generally preferable to eliminate 
cogging torque by improving the motor design rather than depending on control-based 
techniques to cancel the undesired harmonic torque components.
These machines are well-suited to the established AC techniques such as slot skewing, 
magnet skewing and fractional slot pitch design for minimisation of cogging torque. 
An appropriate choice of magnet pole arc width may also help in reducing this un­
wanted torque.
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There is inherently a trade-off in permanent magnet AC machine design between 
obtaining maximum average torque and minimum cogging torque. Cogging torque 
can be minimised but at the same time some reduction in the average torque should 
be expected. Another important issue when applying techniques for reducing cog­
ging torque is the sensitivity to manufacturing tolerances. Some techniques which 
require high efficiency in the assembly floor and high monetaxy cost may proved to 
be impractical for low-cost high volume production.
The achievement of smooth torque production in permanent magnet AC machines 
requires painstaking attention to every aspect of machine and controller design. No 
universally effective solution has yet appeared for all applications despite the expand­
ing number of various techniques found to date for the minimisation of cogging torque. 
This is the testimony of the underlying difficulty in solving the problem.
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Chapter 6
Optimisation of Electromagnetic 
Devices using Parameterised 
Templates
6.1 Introduction
Designing electromagnetic devices with finite elements could be a laborious work and 
time consuming. The idea here is to generate a software which could construct a 
template where all future alterations of the design during the optimisation period 
could be done easily based on this early map of the design.
Many users of finite element packages have very little time to spend on this activity. 
On the other hand, many electrical device designers like to explore various candidate 
devices particularly at an early stage in their deliberations. Very often in the case of 
devices like electrical machines and transformers, all of these candidate designs will 
be very similar to each other in appearance, differing only in small details such as 
tooth width, tooth number, rotor diameter and so on.
A few software packages address this problem via automatic meshing, perhaps also 
coupled with automatic refinement based on some error criterion. Often this results 
in very large meshes, usually due to the poor quality of elements which must be used 
in most automatic mesh generators, nearly always triangles for 2D and tetrahedrons 
for 3D.
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This chapter describes a new parameterisation technique which allows alteration of 
an initial generic template mesh to be carried out while retaining the freedom to 
choose the type of elements and mesh density. The first step consists of setting up 
a 2D or 3D finite element model of the problem, with all the dimensions which are 
required to vary defined as input parameters. Once the template mesh is set up, 
new devices similar to the template can be modelled easily by altering the parameter 
input file. This simple design sheet contains a list of parameters which describe the 
basic dimensions of the device and names of the non-linear material curves. Thus, 
the method allows semi or completely automatic meshing of a device to be used.
An advantage of this method is that once a template mesh has been set up, new 
devices similar to that of the template can be modelled easily by altering the contents 
of a simple form or file. These alterations can be easily carried out by a casual user 
or by an optimisation program. However, the major disadvantage of the method is 
that since all meshes will be topologically similar, radical changes to a device are not 
possible, for example it would be unlikely to be able to start an optimisation run with 
an induction machine and end up with a brushless DC machine.
A device as complex as an induction machine is then modelled using no more than 
a design sheet containing a list of parameters which describe the basic dimensions of 
the machine and the names of the non-linear material curves. A disadvantage of this 
method is that it would be of little use in optimising the design of a device where the 
final shape was completely unknown in advance. This situation is unusual however, 
for instance most electrical machines of a given type look very similar to each other.
In this chapter, several case studies are conducted to evaluate the feasibilities of the 
method described. The first example is that of cogging torque analyses in a brushless 
permanent magnet servo machine. Cogging torque is of interest as it is commercially 
very important. It is also an example of a case in which automatic mesh generators 
do not perform particularly well, as the required force is relatively small and must 
be calculated accurately. The second example consists of the voltage generated by a
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wound rotor generator and finally, the technique is used to build a Fluxset magnetic 
field measuring device.
6.2 Param eterised Template M eshing Technique
The template mesh method is straightforward and could be implemented 
finite element software. The method is based on producing a monitor (or 
while the initial mesh is created.
The main steps in mesh creation are as follows:
• A list of parameter names and values is created. Parameters may be simple 
values, or functions of other parameters. This would enable changing (say) the 
rotor diameter of a rotating machine while keeping the stator radial dimensions 
constant.
• The template mesh is created in the usual way employing the user’s favourite 
techniques, the only extra requirement is that where required, any quantity 
which would normally be entered as a character string, integer, real or complex 
number is entered as the parameter name.
• A monitor file is used to record all the actions which took place in creating the 
mesh. The trick which allows the template mesh scheme to work is that spatial 
information in the file is accompanied by node or element number information 
in a separate auxiliary file. This spatial information may perhaps be a node 
or point position. For instance if all the elements within a certain polygonal 
boundary have been marked for refinement at the creation stage, the identifiers 
of the elements which are affected by this operation are stored in the auxiliary 
file. Since any spatial information is useless when dimensions of the mesh have 
been changed, the number information from the auxiliary file is used as input 




In order to change the template mesh, the steps are as follows:
• The parameter values are changed as necessary.
• The monitor file which creates the mesh is run again. The mesh is then built 
up in the same way as before but this time uses all of the new values from the 
parameter file. The program ignores any spatial information in the monitor file 
and uses the invariant number data in the auxiliary file.
This ‘alter and run again’ phase is very easily automated and can be controlled by a 
user or by an optimisation program.
In creating the template, the user enters the parameter name in describing the device 
dimensions instead of the usual numerical values. Once the parameters are altered 
and the program rerun, the monitor file will initiate the sequence of events in creating 
the new mesh. The optimisation stage can be carried out either manually, here the 
user observes the results of previous solutions and alters values in the parameter file, 
or is computer controlled, where the parameter file is altered by a program according 




Figure 6.1: Controlling parameters for 2D geometry.
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Figure 6.1 shows the modelling of a simple geometry of arc and triangle. The monitor 
file will contain the set of values for TH ETA , RLEN, X LEN , Y LEN  and ARC. 
The center node is at (XO, YO). The user would be able to define all these simple 
values or using mathematical geometry formula in the monitor file:
RLEN =  SQRT(XLEN*XLEN +  YLEN* YLEN)
ARC =  R L E N *T H E T A *^^^
Or if XLEN and YLEN are the only unknown values, then
YLEN =  RLEN*SIN(THETA)
XLEN =  RLEN*COS (THETA)
If the unknown parameter is the angle, then THETA can be defined by the expression:
THETA = A T A N ( g g )
Similarly, a slightly more complex pole model shown in Figure 6.2 can also be param­
eterised. The user could alter the values of
• D EG M A X  for the pole angle of the model.
• O U TX R A D , IN X R A D  to resize the radial dimension of the magnet.
• X JR A D N  to enable the radius of the air gap to be changed.
• D E G M IN  to redefine the angle of the magnet pole arc. DEGMIN in this 
simple example could be made dependent on POLEARC and OUTXRAD by 
just defining it as DEGMIN =  (POLEARC/OUTXRAD)*(180/7r) in the file. 
PARAMETER list. POLEARC could be another calculated parameter.
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Figure 6.2: Controlling parameters for pole geometry.
General summary of the set of instructions for the Parameterised Templates mod­
elling:
• file.PARAMETER contains the lists of designated variables and values assigned 
by the user. To create a new model, user will have to edit this file.
• file.MONIT which is the monitor file serves as an archive that records the “his­
tory” of the events when the user is creating the mesh and parameterising its 
variables. Not normally edited.
• file.GEOMONIT contains a series of computer codes. This file is ignored and 
normally not edited.
To create a new mesh, the user is required to follow closely the subsequent subcom­
mands in M E G A :
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1. The user begins by opening a new mesh file 
OF - OPEN NEW MESH FILE
2. To edit the parameter file, the user is to read in the file.PARAMETER via the 
commands
EP - EDIT PARAMETERS 
RP - READ PARAMETERS
3. Once the editing is finished the new file.PARAMETER can be saved using the 
command
WP - WRITE PARAMETERS
4. To regenerate a new model with the altered dimensions use 
AL - ALTER OLD MESH
A new model will be constructed based on the new file.PARAMETER input and 
dimensions altered easily by the user to home in onto the most optimum device.
6.3 Param eterised Templates for M odelling Perm anent 
M agnet Servo M otor
Cogging torque in a brushless permanent magnet servo motor is used as an example. 
For a rotating electrical machines problem, it is very convenient to use two distinct 
meshes, one for the stationary stator, and the other for the moving rotor. The elec­
tromagnetic unknowns axe coupled across a common interface in the air gap using 
Lagrange Multipliers.
During the meshing process all the radii, angles, tooth width, magnet width etc of 
the stator and rotor are parameterised so as to provide geometrical flexibility. In this 
example, 13 parameterised values are implemented for the stator while the rotor has 
7 values. An example of the parameterised values in a parameter file is shown in
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Tables (6.1) and (6.2). Figure 6.3 and Figure 6.4 show the parameterised values used 
in describing the geometry of a half stator slot and rotor pole respectively.
















Obviously more parameters can be used for a more complex geometry. It may be 
observed from Tables (6.1) and (6.2) that some parameters depend on others, it is 
often convenient to define some parameters as simple geometric expressions involving 
some of the other parameters and constants such as 7r, written as PI in the list. The 
values of the parameters must be found before use by using an internal calculator in 
the finite element mesh generator, if this is not available some other program could 
be used as a preprocessor.
It is important that the calculator is able to deal with finding the values of the 
parameters if they are presented to it in any order, it is too difficult for a user to 
present the list in such a way that all the independent parameters are resolved first, 
followed by all the dependent parameters in the correct order. This is easily carried 
out by making sure that the calculator passes through the list several times from
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Other methods for generating values from parameters have been described, among 
them, algebraic methods [53] and variational geometry methods. [54]. All of these 
probably have their merits, and any of them could easily be slotted into the template 
mesh technique described here.
In the FE program, the rotor and stator template mesh would typically consist only 
of one half pole or half slot pitch. The complete machine (or a periodic section of 
it) is then created by appropriate duplication of the template mesh. The number 
of teeth (or magnets etc) required is itself a parameter and therefore, can easily be 
altered. The user will have the flexibility of changing or redesigning the machine 
rapidly. Figure 6.5, Figure 6.6, Figure 6.7 show for clarity, how a very coarse mesh 
was finally transformed into the required finite element model. This gives an idea of 
the parameters which can be altered [55].
Various slot/pole combinations can be built easily. Figure 6.8, Figure 6.9 and Fig­
ure 6.10 are motors with 9/6, 18/6 and 18/8 slots, and poles respectively. In this 
case, the meshes were generated from a common template mesh by changing just two 












Figure 6.3: Simple geometry of a half stator slot.
There are many combinations of slot/pole numbers that can be used effectively. Fig­
ure 6.11 and Figure 6.12 show the 2D predicted results of various slot/pole combi­
nations. The graphs of torque versus rotor position are very easily generated, the 
amount of rotation and the rotor increment axe parameters which can be altered 
to suit the purpose. The cogging torque is particularly significant when the num­
ber of stator slots is an integer multiple of the rotor poles, avoiding this situation is 
beneficial.
It is also possible to minimise cogging torque by selecting an appropriate magnet 
pole arc. The width of the arc is significant since the cogging torque is due to the 
interaction of the edges of the magnet poles and the stator teeth. The overall cogging 
torque is the summation of all forces at each of the magnet edges. Figure 6.13 shows 






Figure 6.4: Simple geometry of a half rotor pole.
Finally, the 18 slots and 6 poles motor which has the worst cogging torque is expanded 
into a 3D model and solved. The results in Figure 6.14 show that good agreement is 
obtained in the 2D and 3D models. To reduce the cogging torque, the stator of the 
motor is skewed one slot pitch as shown in Figure 6.15. Only one parameter has to 
be altered in order to change the skew angle in the 3D model, this is possible because 
the method used in [41] allows the rotor and stator meshes to be incompatible.
Figure 6.16 shows the reduced cogging torque due to the stator skewing technique. 
The unwanted torque is about 40 times smaller. Skewing has the effect of reducing 
the permeance variation seen by the rotor magnets and hence, the cogging torque.
This simple and yet effective technique does have its drawbacks. By opting for this 
technique, losses in the average torque, increased leakage inductance and a more 
complex motor construction are unavoidable.
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F IL E  : FE /yccA
Figure 6.5: Beginning with a coarse mesh.
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Figure 6.7: Parameterised templates.
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FILE : PM90 
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Figure 6.8: 2D FE model of 9 slots and 6 poles motor.
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F IL E PM90 A fC C A2D PM MACHINE
Figure 6.9: 2D FE model of 18 slots and 6 poles motor.
PM90 / / C 4 A2D PM MACHINE
Figure 6.10: 2D FE model of 18 slots and 8 poles motor.
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7605
F IL E  : PM MACHINE
6 POLES DESIGN
9 SLOTS & 6 POLES 
18 SLOTS Sc 6 POLES 
36 SLOTS & 6 POLES
o
ANGULAR DISPLACEMENT [Deg.
Figure 6.11: Predicted cogging torque for 6 poles motor with three different slot 
numbers.
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F IL E  : PM MACHINE
POLES DESIGN
9 SLOTS & 8 POLES 
18 SLOTS & 8 POLES 
36 SLOTS & 8 POLES
Qt
O-
- 2 . 0
ANGULAR DISPLACEMENT [Deg.]
Figure 6.12: Predicted cogging torque for 8 poles motor with three different slot 
numbers.
FILE : POLE ARCS
18 SLOTS & 8 POLES MOTOR
xlO "2 POLE ARC =30 . 0  DEG 
POLE ARC = 35.0 DEG 




Figure 6.13: Predicted cogging torque for various pole arcs.
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Figure 6.14: Predicted cogging torque for 2D and 3D FE models of non-skewed PM 
motor.
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F IL E  : PM9 0 FRSKEWMOTOR
PM AC MACHINE
IPROJ: PARALLEL 
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Figure 6.16: Predicted cogging torque for 3D FE model of skewed PM motor.
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6.4 Param eterised Templates and Optim isation M ethod  
for M odelling Rotor Wound Synchronous Generator
Good wave shape is one of the important performance requirements of synchronous 
generator for many applications, especially for supplying power to electronic devices 
and control applications. An important consideration in the design of synchronous 
generators is that the harmonic effects should be minimised while the useful funda­
mental generated voltage is made as large as possible.
The rotor of the synchronous generator considered here is of the salient-pole construc­
tion with DC current being supply to the field winding wound around it. The field 
winding on the rotor consists of 6 coils, each with a 315 turn wire. The rotor which 
has 6 poles is spinning at a constant velocity of 8000 rpm. When the rotor poles 
axe in line with the magnetic axis of the stator coil, the flux linkage with the stator 
iV-turn coils is AT$, where $  is the air gap flux per pole. According to Faraday’s law 
the induced voltage, e is then
e =  - i V -  (6.1)
The polarity of this induced voltage is such that if the stator coil were short circuited, 
the induced voltage would cause a current to flow in the direction that would oppose 
any change in the flux linkage of the stator coil.
By using the parameterised template, various shapes of salient-pole are generated for 
optimising the generated voltage waves during the no load operation. The param­
eterised templates enabled the user to generate different salient-pole shapes quickly 
for harmonic reduction analysis in the voltage waveforms [56].
During the template meshing process all the radii, pole/slot angles, tooth width, pole 
arc, pole pitch etc of the stator and rotor are parameterised to provide geometrical 
flexibility. A parameterised template with several parameter constraints is shown in
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Figure 6.17. These parameterised values are as usual saved in a simple ASCII file. 
They can either be defined by using simple geometric expressions or input values 
entered by the user. Some of the parameters involved are defined as expressions in 
terms of other parameters and constants.
Min. Air gap





Figure 6.17: Pole configuration.
The rotor and stator templates would typically consist of half a pole/slot pitch or 
a periodic section of the entire machine. The complete machine is then created by 
appropriate duplication of the template mesh. The number of rotor poles or stator 
slots required is itself a parameter and therefore, can be altered easily. This enables 
the user to rapidly redesign the machine. Results produced by the manual method 
and one optimisation method, the Nelder Mead Simplex algorithm [57], are compared.
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6.4.1 D esign O ptim isation Technique
In a nutshell: All optimisation algorithms operate on the same basis - given a function
f ( x )  that depends on one or more independent variables, x = xi ,X2 , £3, ........., xn,
find the value for x  such that f ( x )  equals its minimum or maximum value. The 
function f ( x )  is referred as the cost or objective function. Often the computational 
effort is dominated by the cost of evaluating f (x ) .  As such the process should be 
performed with as few evaluations of f ( x )  as possible.
f(x)
Figure 6.18: Global and local extrema.
A maximum or minimum point can be either global or local. According to Figure 6.18, 
points R and T are known as the local maxima and not global maxima. The global 
maximum is located at point P. The global minimum is at S while Q and U are the 
local minimum.
Naturally it is desirable to find the global extremum but this represents, in general, 
a very difficult problem. Normally, the usual possibility to circumvent this problem
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is to find the local extrema starting from a widely random chosen initial values of 
the independent variables and select the most extreme of these. The confidence on 
the method accuracy can be further enhanced if the local optimiser routine always 
converge to the same point after being perturbed.
Global optimisation schemes generally employ an element of randomness to enable 
them to jump out of the local extremum. If the objective function f ( x )  is known 
to have a single maximum or minimum, which is rarely the case for problems with 
conflicting goals, a local optimisation will be adequate to solve the problem.
There is no perfect optimisation schemes, suitable for all problems. The choice of 
method is based on whether the case is one-dimensional or multidimensional, and 
methods that need only the evaluations of the function or methods that also require 
the evaluations of the function’s derivative.
The Downhill Simplex Method of Nelder and Mead is used to optimise the wave shape 
of the induced voltage of a synchronous generator subjected to several constraints. 
This algorithm requires only the function evaluations and not derivatives. A simplex 
is the geometrical figure consisting of, in N-dimension, N + l points with all their 
interconnecting line segments and polygonal facets. In another word, a simplex is 
simply a triangle in 2D or in the case of 3D, a tetrahedron.
The Downhill Simplex algorithm is initialised with N + l points defining an initial 
simplex. The algorithm then takes a series of steps moving downhill through the 
N-dimension topography until it reaches a local minimum. These ’moving downhill 
steps’, known as reflections, are just the algorithm way of moving the point of the 
simplex where the function is largest to a lower point through the opposite face of the 
simplex. These steps are constructed to conserve the volume of the simplex and hence, 
guarantee its non-degeneracy. An outline of this method can be found in chap. 10 of 
[58].
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6.4.2 Hum an Controlled D esign
The object of a good design includes maximising the first harmonic voltage while 
also minimising the amplitudes of all the other harmonics. A human designer soon 
becomes swamped if the number of variables in a design problem is high. Here, the 
problem is simplified by using a classical design method [59] which uses experience 
and analytical techniques to describe the problem in terms of three variables.
In designing the synchronous generator, the pole shapes are constrained by the fol­
lowing three variables:
Var.X  = Pole W idth
Pole Pitch 0.50 < Var.X  < 0.75
Var.Y = 'Max.  Air gap
mM in. A ir gap 1.0 < Var.Y < 3.0
Var.Z  = 'M in. A ir gap Pole Pitch 0.01 < Var.Z  < 0.05
The pole surface is constrained to be of cylindrical shape, the dimensions of which 
are defined by the max. and min. air gaps shown in Figure 6.17. For machines with 
a small air gap, Var.Z  can be fixed. Var.Z  is maintained at 0.015 throughout the 
investigation, as recommended in [60]. These three variables are parameterised and 
stored in the geometry monitor file. Changes in one of the ratios results in a new 
generator pole with the required pole pitch, pole arc and air gap size. Different pole 
shapes are generated easily for harmonic analysis of the induced voltage at no load.
The triplen harmonics {3rd harmonic and multiples of it} can be ignored since they 
virtually cancel each other out at the terminals of the 3-phase Y-connected generator. 
Since even harmonics do not exist and triplen harmonics are naturally cancelled, we 
are left with the ’belt harmonics’ of 5th and 7th, and ’slot harmonics’ of 11th and
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13th. A fractional coil pitch design has greatly reduced the 5th and 7th harmonics. 
The slot harmonics of 11th and 13th cannot be suppressed by a coil short pitching 
and distribution method. Using pole surface shaping, we hope to suppress the slot 
harmonics and achieve a further reduction in the belt harmonics without having to 
rearrange the coil structure.
Twenty five designs were generated, with Var.X  and Var.Y  varying as shown in Fig­


















POLE WIDTH/POLE PITCH, [VAR. X]
Figure 6.19: Generated fundamental voltages.
Figure 6.19 shows the generated fundamental voltages while Figure 6.20, Figure 6.21, 
Figure 6.22 and Figure 6.23 show the harmonic voltages. A large reduction of har­
monic voltages is achieved especially in the 11th harmonic when Var.X  =  0.71.
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POLE WIDTH/POLE PITCH, [VAR. X]






POLE WIDTH/POLE PITCH, [VAR. X]
Figure 6.21: Generated 7th harmonic voltages.
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POLE WIDTH/POLE PITCH, [VAR. X]







POLE WIDTH/POLE PITCH, [VAR. X]
Figure 6.23: Generated 13th harmonic voltages.
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However, the magnitude of the fundamental voltages generated are lower. A trade-off 
between harmonic reduction and fundamental magnitude of generated voltage has to 
be found.
Table 6.3: % Total Harmonic Distortion.
Var.Y
Var.X 1.0 1.5 2.0 2.5 3.0
0.59 18.1 11.5 7.8 5.4 3.9
0.63 16.6 10.6 6.5 4.5 3.3
0.67 12.3 6.4 3.6 2.1 1.4
0.71 4.0 2.7 2.3 1.9 1.8
0.75 9.5 6.3 4.5 3.3 2.7
Table(6.3) shows the percentage of the Total Harmonic Distortion (TH D) of the 
generated voltages. % T H D  is defined as
%
1 /  00 \
T H D  =  - L  £  V„2)  xlOO (6.2)
h* 1
where V\ is the fundamental RMS value of voltage and Vh is the harmonic RMS values 
of voltage.
Using the information in Table(6.3), a machine designer would probably choose values 
of Var.X  and Var.Y  around 0.71 and 3.0 respectively.
All the models so far are in 2D, for 3D modelling the 2D mesh is used as a base plane 
and extruded into the required length. Figure 6.24 shows the complete model with 
coils placed in the stator and rotor. The rotor’s magnetic flux is shown in Figure 6.25. 
Figure 6.26 compares the generated voltages of the 2D and 3D finite element models 
for Var.X  = 0.71 and Var.Y  =  3.0. It may be observed that the finite length effects 
in the 3D model give rise to slightly different results from 2D, but that the effects are 
not large. The results suggest that a good design strategy would be to use 2D models 
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Figure 6.26: Calculated induced voltages.
6.4.3 C o m p u te r  C o n tro lled  D esign
The variables V ar.X  and V ar.Y  were also optimised by a fully automated optimisa­
tion technique using the Downhill Simplex algorithm [57]. The quantity to minimise 
is the TH D  in (6.2). Our finite element program is used to evaluate the objec­
tive function at the sampling point generated by the optimisation program. This 
involves, for each step of the optimisation, setting up a mesh according to the latest 
information, solving the problem, and post-processing the result using the interactive 
post-processing program. All of this is controlled by simple scripts and requires no 
intervention once started.
Table(6.4) shows the initial value of TH D  at the corner of the starting simplex 
and also the final value. Figure 6.27 shows how the value of the objective function 
decreases with the optimisation iterations. This shows that the automated system 
predicts an optimum in the same area as a machine designer would. The optimum is
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of course lower in the former case, since the ‘human’ optimum found in the previous 
section is based on a fairly coarse sweep of the available parameters.
Table 6.4: Showing the starting and finishing sampling points.
V ar.X V ar.Y THD
Starting corner 1 0.7 2.0 0.0367
St sorting corner 2 0.72 1.8 0.0515
Starting corner 3 0.74 1.6 0.0701
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Figure 6.27: Decrease of the objective function.
Optimising only the THD as in (6.2) resulted in a fairly low value of first harmonic, 
around 160-170 Volts. The optimisation scheme was run again, allowing V a r.X , 
V ar.Y  and Var.Z  to vary. The objective was to minimise TH D  and also to maximise 
the fundamental component. This resulted in values of V a r .X , V a r.Y , Var.Z  and 
fundamental of voltage to be 0.51, 1.0, 0.01 and 208 respectively.
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6 . 5  F l u x s e t  S e n s o r
The Fluxset sensor is described in [61], it consists of a driving solenoid and pick up 
coil, concentric with a metallic glass core. Figure 6.28 shows the 3D FE model.






Figure 6.28: Fluxset sensor.
The non-conducting regions are modelled using the magnetic scalar potential ip and 
solved as
V • fiVxp =  0 (6.3)
while the conducting regions are modelled using the magnetic vector potential A  and 
solved as
1 BA
V x - V  x A  =  (6.4)
fi ot
194
For the thin ribbon, it is economical to use the thin sheet formulation since thin 
elements are required. Modelling the ribbon as a thin sheet will avoid an excessively 
fine and ill-conditioned mesh. Applying the usual Galerkin method to the Laplace 
equation gives,
and H  is the thickness of the thin region.
The core in [62] has an approximately piecewise linear B -H  curve of fir =  85000 for 
\B\ < 0.65 T and fir = 1.0 thereafter. The driving solenoid is fed with current with 
a triangular waveform, an external field produces more saturation in one direction 
along the ribbon than the other, hence a time shift in induced e.m.f which can be 
measured.
The device was modelled using the parameterised templates technique, while im­
mersed in an axial external field of 200 fiT. In optimising the design, only the ribbon 
length is varied. Results for the average flux in the pick up coil are shown in Fig­
ure 6.29. Since the pick up coil voltage depends on the time differential of this flux, it 
may be observed that more signal results from the longer core. Although a 3D mesh 
is required, the template method simplified this process greatly, as it only had to be 
generated once.
(6.5)
In a thin region, the volume integral in equation (6.5) is replaced by
(6.6)
In equation (6.6) r x and Ty are two tangential directions on the thin region surface
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F IL E  : CEFCFLUXSET
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Figure 6.29: Average flux in the pick up coil.
6 . 6  S u m m a r y
A parameterisation technique is described. The geometrical dimensions can be altered 
rapidly for designing various types of electromagnetic device. The method should be 
useful in both manual and computer controlled optimisation.
As examples, the technique is used to address a major concern in permanent mag­
net machines; cogging torque, and harmonic reduction in synchronous generator’s 
induced voltage. The ability of the parameterisation technique to rapidly alter ma­
chine dimensions enables designers to examine various options quickly by using old 
fashioned ‘cut and try’ methods. The technique can also be easily used along with a 
computer optimisation method so that designs can be automatically generated.
The method differs from most others in that the mesh can be generated using any 
technique, anything from a full automatic mesh generator to manual methods can be 
used. This allows the user a great deal of control over mesh quality, once a good mesh
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is created it can be recycled for similar geometries.
A disadvantage of the method is that all the meshes derived from a given template 
will be topologically similar to it, this means that designs which differ greatly from 
each other cannot be generated.
The finite element method has been used for many years for optimisation. It is usually 
very easy to move a few nodes (particularly in 2D), but other changes can be very 
awkward. The method described here makes it easy to make global changes to a 
mesh, such as altering the number of teeth, pole pitch etc. It is therefore useful for 
electrical machine design, based on either computer controlled optimisation or on 
design studies based on running many cases.
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Chapter 7
Some Practical Applications of 
Parameterised Templates in 
Modelling Linear Induction and 
PM  Machines
7.1 Introduction
Electrical machines and other electromagnetic devices can be difficult to model us­
ing finite elements. They are usually constructed from magnetic materials which 
are non-linear and have complex geometry. In addition, rotational or translational 
movement is involved and machines are usually coupled to external circuitry and a 
dynamic load. The previous chapter have shown how a parameterised technique cou­
pled with optimisation can be implemented for 2D and 3D finite elements modelling 
of electromagnetic devices.
The technique has been implemented into M EG A  and in this chapter, the effectives 
of the parameterised technique and its designing capability will be examined closely. 
In particular, the method will be applied in the modelling of two types of linear 
electrical machine: linear permanent magnet machine and linear induction machine
[63].
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There axe two basic approaches to modelling the electromagnetic behaviour of moving 
conductors. If the moving region does not vary in cross-section at the right angles 
to the direction of motion or “smooth”, the Minkowski transformation can be used 
to introduce the effect of motion [64], [65]. On the contrary, if the moving region is 
“unsmooth” the Lagrange Multipliers method is used together with a time-transient 
scheme which track the moving conductors through space with a mesh which moves 
in the exact way as the real device moves in reality.
The linear PM machine has a slightly complicated stator and moving component 
(rotor). The stator and rotor have “notched surface” with coils on the stator and 
permanent magnets on the rotor. The incompatible regions were meshed up separately 
before joining at an interface using the Lagrange Multipliers method. The model was 
solved using a transient time-stepping method.
The linear induction machine on the other hand has a smooth moving conductor 
which enable the application of Minkowski transformation in the modelling of the 
machine movement. For this case in contrast to reality, the conducting aluminium 
track was modelled as the moving region while the armature of the linear machine 
was kept stationary.
Some aspect of the machines behaviours are studied here with two experimental linear 
tracks specially designed and built for evaluation. The M EG A  software used to 
design the machine has been validated against experiments carried out on the two 
linear electrical machines.
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7.2 Finite Element M odelling
7 .2 .1  M o d e llin g  N o n -sm o o th  M o v in g  C o n d u cto r  R eg io n s
If the moving conductor cross-section normal to the direction of movement is not 
invariant, as in the case of linear permanent magnet machines or servo motors, no 
steady-state solution is possible. In cases like these, a time-transient solution is re­
quired and the moving components must be meshed at each time-step [66].
In this chapter, a linear PM machine was modelled using this technique. The linear 
PM machine was modelled using two separate meshes: stationary part and moving 
part. The air gap is 3 mm wide. To ensure the continuity of the normal flux B  • ii and 
tangential H  x n  across the interface at the air gap, the unknown potentials A{z) on 
the stationary mesh and A(z) on the moving mesh need to be coupled.
The Lagrange Multipliers method was used to mesh up the moving carriage and
the stationary track, z and z  are positions measured in the two different frames of 
reference. If the relative displacement between the two meshes is 5z the coupling is 
therefore
A{z) =  A (z  — Sz) (7.1)
The Lagrangian method is used to weakly enforced A (z) =  A (z)  using a set of 
weighting functions, Wi which is associated with the Lagrange Multipliers
J  Wi(z)[A(z) -  A (z  -  Sz)} dz =  0 (7.2)
7 .2 .2  M o d e llin g  S m o o th  M o v in g  C o n d u cto r  R eg io n s
In the modelling of linear induction machine, the major advantage is the possibility of 
modelling the moving carriage using the Minkowski method since the model fulfilled 
the major criteria of being invariant in cross-section of the moving component or 
smooth.
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The velocity is taken care of by modifying the E  field by adding a u x  B  term, where 
u  is the velocity term. Therefore, the governing equations are the usual
V x ^ V x i  =  - < r ^  +  V y - « x V x i j  (7.3)
7 ' ' ' u + w ‘ “ x V x A )  =  0 ^
The method is economical in the sense that under these conditions only steady-state 
solution is required. However, the resulting equations are asymmetric and often 
Galerkin’s upwinding technique is required to obtain a solution.
7 .2 .3  P e r io d ic  B o u n d a r y  C o n d itio n s
Modelling electrical machines and electromagnetic devices based on their symmetrical 
configurations could lead to significant computational savings. This section of the 
chapter deals with the periodicity, which is a function of the device shape and the 
state of the field within it.
Periodic boundary conditions have long been exploited in finite elements for modelling 
electromagnetics. In general, if periodic boundary conditions exist on some parts of 
a device, a relationship between some boundaries is implied and of the form
slave variable — P  * master variable (7.5)
Only the master variable appear as degrees of freedom, the slave variables are totally 
dependent on the master variables. For scalar and vector variables at a periodic note, 
the slave variables are relate to master variable using a transformation matrix and a 
periodic parameter;









--- N 1 slave
xx &xy ^xz Ax
iyx £yy £yz Ay (7.7)
&zx zy ^zz . A* . master
The transformation matrix rotates the slave vector to realign it to the master com­
ponent [67]. In a typical electrical machine model, the information required for the 
formation of the periodic constraints are the location of the axis of rotational or trans­
lation symmetry together with a defined master-slave boundary and the degrees of 
electrical and mechanical differences.
7.3 Treatment of External Circuits
M EG A  has the facility which allows the finite element model to be connected to an 
external circuit through ’ports’ [68]. These ports axe basically terminals which can be 
in turn connected to other ’circuit branches’ consisting of more fundamental circuit 
element like capacitors, inductors, resistors and diodes.
The finite element method typically gives a system of equations for the magnetic field 
model connected to two ports, 1 and 2 in the form
K  Y  0 0 A  — ip 0 ’
Y T X  - 1 1 la 0
0 - 1 0 0 I V I h
0 1 0 0 I V 2 . 72 .
(7.8)
where K  is the normal finite element matrix, Y  contains basic circuit elements like 
resistors, capacitors, Y T is the e.m.f and column X  expresses the source due to 
the unknown current Ia. The last two rows in the matrix equations represent the 
Kirchhoff’s current law in open circuit with injected currents I\  and I2 .
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7.4 Design of Linear Permanent M agnet Machine
7 .4 .1  G en era l D esc r ip tio n
There is an increasing demand for controlled high speed linear motion over a long 
track. In this region, the linear brushless permanent magnet (PM) machine offers 
significant advantages in terms of efficiency, positional accuracy and speed control. 
However, linear PM machine can exhibit significant cogging forces due to the inter­
action of the permanent magnets with the iron in the armature.
This chapter describes the design work which has been carried out in constructing 
a low speed linear PM machine and high speed linear induction machine for camera 
system integration. The linear PM machine specification called for a design which 
would be able to produced a force of 22.5 N in order to move a combined camera and 
mount mass of 10 kg up to 4.5 m /s with an acceleration of 2.25 m /s2. Further, the 
machine is required to translate smoothly along its track. Towards achieving this end 
of minimising the cogging effects, a slotless design was used. The design specification 
for the linear induction machine will be discussed later in the chapter.
The PM linear machine described here, demonstrates the ability of this type of ma­
chine to provide lateral movement using wheels as an integral part of the design. 
The linear PM machine is mounted on wheels and runs along an U-shaped 4 m alu­
minium track containing 126 copper coils. Each coil has a 50 turn of copper wire. 
The machine is 190 mm long and 63.0 mm wide. The permanent magnet is of type 
Neodymium-Iron-Boron (NdFeB). The non-moving iron core is made up of powdered 
iron (PERMITE). This made it less susceptible to the flow of induced eddy currents. 
A general view of the linear machine dimensions is shown in Figure 7.1.
All the 126 copper coils, placed on the surface of the powdered iron core, are used 
to energise the magnetic circuit. The mechanical clearance between the permanent 
magnets and the coils is 3 mm. The moving carriage consists of 4 permanent magnets 
mounted on a back iron. The powdered iron core and coils are placed along the
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Wire diameter = 1.25mm
Figure 7.1: Schematic of linear PM machine and coil dimensions.
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aluminium track. The moving carriage is designed to carry a camera system. Without 
magnetic teeth and slots, smooth translation is ensured with cogging practically at 
zero.
7 .4 .2  V a lid a tion  for L inear P erm an en t M agn et M ach ine
A non-linear 2D time-transient model was used to design the machine and investigate 
its performance. To reduce computational time, advantage is taken of the geomet­
rical symmetry by modelling only 1/2 of the machine with the appropriate periodic 
boundary conditions prescribed. The 2D model has 10394 nodes, 9936 elements and 
57515 of non-zeros. The FE model of the entire machine is shown in Figure 7.2.
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A GENERAL VIEW OF THE 2D FE MODEL OF LINEAR PM MACHINE
[CC] Contours of A
Figure 7.2: 2D FE mesh of linear PM machine.
The field coil is easily defined by selecting from an extensive library of coils provided 
by the software package. Coil inductances and resistances were modelled as external 
circuit and connected between the terminals of the 3-phase linear machine. Each
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7
terminal phase was fed with a sinusoidal voltage source of 50 Hz. The cross-sectional 
area for one slot in this design is about 130 mm2. By using a conductor of diameter 
1.25 mm, a 50 turn coil will fit into this space envelope. The total per phase inductance 
is 1.367 mH and the phase resistance is measured to be 3.1 ohms.
A DC current of 4 A was fed into one of the three phases with -2 A in the other two 
to emulate a travelling wave at one instant in time. The carriage was displaced by 
2 mm increments along the track and the force measurement taken at each interval. 
The calculated and measured thrust forces are shown in Figure 7.3.
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Figure 7.3: Thrust force.
For the production of a steady unidirectional force, the primary carriage must move 
at a precise synchronous speed Vs so that the fields of stator and rotor are moving at 
the same speed. In this case, Vs =  2pf where p  is the pole pitch of the machine and 
/  is the supply frequency. The synchronous speed Vs in this case with pole pitch =  
47.5 mm and frequency =  50 Hz is calculated to be 4.75 m/s. A sinusoidal voltage
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of 32 Vpeak was applied at each phase in the Y-connected system. The thrust force 








Figure 7.4: Thrust force at synchronous speed.
7 . 5  D e s i g n  o f  L i n e a r  I n d u c t i o n  M a c h i n e
7.5 .1  G eneral D escr ip tio n
The linear induction machine is required to drive a camera and all associated hardware 
around a 250 m track containing a curve at speeds up to 20 m/s. The induction 
machine consists of a moving primary of 8 poles stator and a secondary conducting 
aluminium sheet. One pole pitch is 114.3 mm long which made the machine’s total 
length equal to 914.4 mm. The width of the machine is 80 mm. The stator has 48 slots 
and slide on a smooth 6 or 8 mm aluminium sheet. The aluminium sheet is backed by 
a solid mild steel and the air gap mechanical clearance is set at 5 mm. Photographs 
of the induction machine and the aluminium track are provided in Appendix E.
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The coil is made up of 18 turn of 1 mm diameter copper wire. The winding layout 
is that of a double layer winding with half-filled end slots. This arrangement often 
results in a linear induction machine exhibiting good performance.
The linear induction machine is designed to carry a payload of up to 100 kg and the 
capability to accelerate up to 4 m /s2 . In addition to the payload, the stator with 
coils weighted about 70 kg. The machine is attached to a buggy moving along a rail. 
The arrangement is shown in the simplified schematic of Figure 7.5.
The stator and reactionary plate of the linear induction machine have a finite width 
with the aluminium track wider than the stator. The consequences of this physical 
feature are called transverse edge effects. The general assumptions of which currents 
are only in the z- direction and field does not vary in the same direction.
The major influence of the transverse edge effects is to increase the resistivity of the 
conducting track. In the 2D modelling, the returning paths of these currents on the 
conducting plate axe taken into account by using a factor which increases the value 
of the conductor resistivity. A simple approach based on the reference of Russell and 
Norsworthy is used to determine the resistivity factor for the conducting plate:
r  ^_  ‘________ 8tp • tanh(fca)_________ ‘
[k8(Stp +  60t • tanh(fcs) • tanh(fcp)).
k — -d  ——  n u SW2 p
1 7rkp ~z{dp<u) d8 ty) (7.9)I  p
where p is the pole pitch, dsw is the moving primary (stator) width, dpw is the width of
the secondary plate. dtp is thickness of the secondary plate under the moving primary
and d0t is plate thickness outside the primary.
Using the above resistivity factor, the measured conductivity of the aluminium plate 
of 3.2 x 107 S/m is corrected to 1.7 x 107 S/m.
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LINEAR INDUCTION MACHINE (SIDE VIEW)
MOVING STATOR
ALUMINIUM TRACK




C _ _ )
ALUMINIUM
Figure 7.5: Schematic of linear induction machine.
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7.5.2 V a lid a tio n  for L inear In d u c tio n  M ach ine
The 2D finite element model of the linear induction machine is made of 147520 nodes 
and 145152 elements. Figure 7.6 illustrates the 2D FE model. The laminations of the 
moving primary are of TRANSIL315 steel and the B-H characteristic used in the FE 
analysis is shown in Figure 7.7.
FILE INFINITEZ1208XE Afcc-A
A GENERAL VIEW OF THE 2D FE MODEL OF LINEAR INDUCTION MACHINE
[CC] Contours of A
Figure 7.6: 2D FE mesh of linear induction machine.
In the absence of the conducting aluminium sheet, a double layer winding arrangement 
with half-filled end slots produces a desirable distribution of air gap field of a 8 poles 
machine, as shown in Figure 7.8.
The winding of the linear induction machine was fed from an AC source with 50 Hz 
frequency. The thrust force measurements were carried out when the phase currents 
were fixed and the machine at standstill. Figure 7.9 shows the computational results 
from M E G A  validated by a set of thrust force measurements at different currents 
input.
2 1 0
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Figure 7.7: B-H curve for the iron laminations.
The maximum supply frequency is given as 120 Hz with the current input of 70 A. The 
machine drive is one which gives continuous variable voltage and frequency supply 
such that the machine is always operating at the chosen optimum position. Two 
force/speed curves are shown in Figure 7.10. The efficiency and force produced by 
an induction machine varies along the force/speed curve, with the optimal running 
area for efficiency and stability typically being just on the faster side of the maximum 
thrust force. However, for this machine which runs on a 8 mm thick aluminium (AL) 
sheet, the optimum position is identified at speed 21 m/s where the slip is about 
0.22, less than optimum in terms of efficiency but was compensated by the fact that 
the normal attractive force is almost negligible in this region. This is important as 
the attractive force increases the apparent weight of the vehicle and so stresses the 
secondary mounting.
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Figure 7.8: Simulated and measured normal B-fields.
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Figure 7.9: Thrust force at standstill.
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Figure 7.10: Thrust force and normal force at 120 Hz.
The force/speed curves in Figure 7.10 show two sets of thrust force and normal 
force results for the 6 mm and 8 mm thick aluminium sheets. The linear induction 
machine with the thicker conducting sheet will have a larger magnetic gap which is 
a combination of the mechanical clearance and the thickness of the sheet. A larger 
magnetic gap will lower the thrust force and normal force produced by the machine.
7 . 6  S u m m a r y
Some practical applications on modelling linear electrical machines using finite ele­
ments are described here. Two examples of the modelling efforts are demonstrated 
together with the application of the parameterised templates technique and two meth­
ods in modelling moving domain, that of Minkowski transformation and Lagrange 





The rapid growth in engineering usage of computer technology in an era where the 
technology can offer cutting edge solutions to so many problems will undoubtedly 
continue to significantly affect the acceptance of the finite element method. With con­
tinued economic pressure to increase engineering efficiency and productivity through 
advanced technology, this beginning of the new millennia will see an accelerated role 
of an increasing sophisticated finite element method in the industrial design. Already 
in many design offices the finite element method enjoys routine use.
This work gives a detailed insight into the solving of complex problems related to elec­
tromagnetic devices using the finite elements method. In the initial stage, some heat 
transfer problems axe solved. Detailed thermal modelling of electrical devices is much 
more complex compared to electromagnetic modelling as it involved complex fluid 
flow and radiation. Furthermore, conducting regions thermal properties tend to be 
associated with a degree of uncertainty and critically dependent on the manufactur­
ing techniques employed. Mostly in this research, the fluid dynamics are avoided by 
replacing them with the appropriate boundary conditions. Several benchmark tests 
are conducted to evaluate the accuracy of these convective and radiation boundary 
conditions. It appears that for material with long time constants, these conditions are 
fairly applicable. This greatly reduced the computational time and difficulty in solv­
214
ing for a full 3D heat transfer of fluid dynamics coupled electromagnetic conditions. 
The analysis of the coupled electromagnetic-thermal problem requires the solution of 
two parabolic differential equations coupled through the temperature dependent elec­
trical conductivity. The thermal time constants are typically 104 times larger than 
the electrical time constant. This means that a fully coupled system would be very 
expensive to solve. Therefore, the electrical problem is modelled as a time-harmonic 
system weakly coupled to a time-transient non-linear thermal system. In moving 
eddy current and thermal regions, the application of Galerkin’s upwinding might be 
necessary at higher speed in order to avoid the possible occurrences of oscillations in 
the solution.
The next stage of the research mainly dealt with the analysis of cogging torque in 
permanent magnet (PM) servo motor. Solving for cogging torque using analytical 
method is particularly difficult, time consuming and almost impossible if skewing is 
involved. The analysis of cogging torque in PM servo motor provide a good under­
standing on the root of the the problem and various ideas of minimising this intrans­
gression problems are explore. One useful method of reducing cogging is by skewing 
the rotor or stator of the machines by a slot pitch. However, the major obstacle is the 
rotating rotor mesh and stationary stator is vastly incompatible and difficult to mesh 
up as a sole unit. The Lagrange Multipliers method has been adopted successfully in 
confronting this problem. The technique is based on the idea that the stationary and 
rotationary members of the model are separately discretised as disconnected meshes 
with the possibilities of each having different nodal densities and distribution patterns 
at a common interface. The meshes are then coupled together by the enforcement 
of an extra constraint condition to ensure the continuity of potentials across the La- 
grangian interface. The measurements and predictions have been observed to compare 
very favourably. Besides skewing, the appropriate pole arc and magnetisation of the 
permanent magnet help in reducing cogging torque.
Finally, a parameterised templates method in meshing up electromagnetic devices is
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described. The main aim is to provide a more flexible and economical environment 
for the user in designing/optimising various electrical machineries. The design pro­
cess is further simplified with the adaptation of an optimisation algorithm. There 
are various optimisation schemes, in this case the Simplex method is used. The al­
gorithm will iteratively call the simulation FE model in the attempt to find the best 
design. However, before commencing the optimisation process, it is necessary to set 
the aims of the devices and the design criteria which cannot be altered. Simply ex­
ploring every possible combination of parameters is highly impractical and inefficient 
in all but trivial cases. The parameterised templates method is verified with the 
modelling of several electromagnetic devices such as permanent magnet (PM) servo 
motor, synchronous generator, Fluxset sensor, linear permanent magnet (PM) ma­
chine and linear induction machine. Measurements were obtained from the two linear 
electrical machines which were part of the ongoing project with the industry. The 
measurements show a high level of agreement between the computational results and 
experimental ones.
Future work on the subject of thermal analysis is going to include computer fluid 
dynamics (CFD) implementation for modelling surface fluid convection. Another 







( A  + B ) - C  = A - C  +  B - C
( A  + B ) x C  =  A x C  + B x C  
A B x C  = B C x A  =  C A x B
A x  ( B  x C )  = ( A  - C ) B  -  ( A  ■ B ) C
Differentiation of Vectors
V ( U +  V) = vu + vv
V ( A  + B )  = V - A  +  V - B  








V(UV)  =  U V V  +  W U  (A.7)
V • (FA) = A  • V F  +  FV  • A  (A.8)
V x (FA) =  V F  x A +  FV  x A (A.9)
V - ( A x B )  =  B -  V x A - A - V x B  (A.10)
V(A • B ) =  (A • V )B  +  (B  • V)A +  A x (V x B ) +  B  x (V x A) (A .ll)
V x (A x B) =  AV ■ B  -  B V  • A +  (B  • V)A -  (A • V )B (A.12)
V • V F  =  V2F  (A.13)
V • V x A =  0 (A. 14)
V x V F  =  0 (A.15)
V x V x A =  V(V • A) -  V2A (A.16)
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A .3 Integral o f Vectors
J w d v  = j ) V d s  (A.17)
J v x A d v  = - j > A x d s  (A.18)
A .3.1 G a u ss ’s T h e o re m
J  V - A d v  = j > A - d s  (A.19)
A .3.2 S to k e s ’s T h e o re m
J V  x. A '  ds = j> A  - dt  (A.20)
A .3 .3  G re e n ’s T h e o re m
J ( V U  • V V  +  U V2V) dv = j  U V V  • da (A.21)
J  A  • (V x V x B)dv  =  y* (V x A) • (V x B ) dv -  f ( A  x V x B )  • nda (A.22)
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Appendix B
Finite Element Discretisation 
and Numerical Integration
B .l  Element M atrices Com putation
The governing equation to be solved for each 3D linear element shown in Figure B.l, 
with the shape functions to depict the spatial variation of the nodal temperature T  
is written as
r f d N i X
n J=1
dx dy “  Oy dz 3=1
dO
- / K^ E Ari ^ f d r  + 1 p C N i f ^ N j l ^ }  df2 =  f  NiqdQ  (B.l) 
r  J=1 n 3=i n
Without loss of generality, the surface integral term in equation (B.l) can be ignored 
since the boundary integral cancels at the element interfaces. If the interface is on 
the outer layer then surface convection and radiation boundary conditions can be 
enforced.
The 3D isoparametric linear brick element contains eight nodes leading to a 8 x 8 
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The governing equation for heat transfer is computed using the standard summation 
of the unknown T  nodal values and corresponding shape functions in local coordinates
T((,  V, C,t) =  £  *<(«. V, C, m  (B.3)
The nodes in the local (£, 77, C) coordinates are mapped onto the corresponding nodes 
in the (x , y, z) global coordinates by
8 8 8
z =  ^w »(£,77,C )si y = '52N i(Z,ri,Qyi  * =  17, 0*4 (B-4)
x=l t=l :=1
The transformation between the local coordinates and global coordinates is unique. 
Each point in one system has a corresponding point in the other system as shown in 
Figure B.2. The transformation maps a point in the local coordinates (£, 77, £) element 
onto a point in the global coordinates (x , 2/, z) element. The relations for the temper­
ature derivatives in terms of local coordinates and the isoparametric description of 
the element geometry are provided by the expression
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®  Surface boundary conditions prescribed, d T  .



















which also shows the relation between the derivatives of the shape functions N f  with
d N ? dN?respect to the global and local coordinates. The required derivatives  ^ * and
dN{
dz
dx  ’ dy
are obtained by inverting (B.5) provided that p], the Jacobian matrix of the
transformation is non-singular,
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XFigure B.2: Mapping between local and global elements .
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The element volume dfi is replaced by an equivalent in terms of the local (£, 7 7 , £) 
coordinates,
df2 =  p | d^drydC (B.7)
223
A necessary condition for [0 1] to exist is that the determinant of the Jacobian matrix 
|fl| be non-zero at every nodal point (£, 77, Z) in the region Cl:
















The integration limits for the integral transform on the local coordinates (£,77, C) are 
from -1 to +1. Therefore, the computational form of the diffusion matrix [K{j] is 
written as
^  = /XC£K[([3"irl? +13"21'1? +[3n3r ld ~ i ) '
([Oni]-1^  +  +  P - 3] - 1^ ) ]  \0 \d idVdC (B.9)
B.2 Surface Element Com putation
The prescribed nodal boundary conditions need only be computed for those element 
sides that coincide with the boundary of the region of interest. Contributions from 
the interior element boundary are cancelled by adjoining elements.
The total surface heat flux qe at the boundary is given by
qe = j> NiqidT = j) N t ( - qn - q c ~ qr) d r  (B.10)
r  r
where qn, qc, qr denote the prescribed heat flux, convection and radiation heat flows 
normal to the surface respectively.
The computation of the specified surface integral is carried out in the natural coor­
dinate system (£, rj) for the edge or face of the element. The element dT, as shown in 
Figure B .l, generally lie on a surface where one of the coordinates is constant. The 
most convenient process of dealing with the problem is to consider d r  as a vector
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oriented in the direction normal to the surface. The surface area of the element d r  
in terms of the global coordinates (x , y, z ) is related to the elemental area in natural 
coordinates by
dT =  |J a| d^dr7 (B .ll)
where |3S| is the Jacobian determinant of the coordinate transformation.
If a known heat flux qn is applied on the surface then
<Z„ =  £  £  N ( ( ,  vkn ( ( ,  v) |3»| d£ dr; (B.12)
In 2D cases, the linear shape functions N  corresponds to the ID shape functions of
Wi =  | ( i - 0
JV2 =  i ( l  +  «  (B.13)
and the integral of equation (B. 12) is integrated over the edge. For 3D cases, the 
surface shape functions N  correspond directly to the 2D shape functions
JVi =  | ( i - S ) ( i - i j )
n 2 =  \ ( i  +  ( ) ( i - v )
■Ns =  i ( l  +  f ) ( l  +  tj)
JV« =  i ( l - f ) ( l  +  ij) (B-14)
Once the normal flux gn(£, rj) at the surface of the element is known, equation (B. 12) 
is evaluated using the Gaussian numerical quadrature. The number of integration
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points is typically the same as that used on the volume/area integral constituting the 
diffusive [K(j] and capacitance [C] matrices.
If the contributions of the surface heat flow to the global conductance matrix [K\ is 
due to convection and the known ambient temperature is given as Too(£, rj) then the 
expression for boundary conditions is
9c =  -  ( j ' j \ N ( i , V) N T ( t ,V)\D,\dZdvy T }
+ j ' j \ N ( ( , v )Tx ( ( ,v )\3s\d(dv  (B.15)
The first term on the r.h.s of equation (B.15) is added into the thermal conductance 
matrix [K] while the second term is put into the load vector matrix / .  If the con­
vection coefficient hc is the function of temperature then the problem is non-linear.
A similar computation can be carried out for the radiation boundary condition.
B.3 Num erical Integration using Gauss Quadrature
Integrals defined over the 3D brick element are numerically evaluated using the Gaus­
sian quadrature method. In general the integrals are approximated over ID, 2D or 
3D dimensional domains by using a simple summation of the integrand terms, evalu­
ated at specified points in the domain and then multiply by suitable weightings. The 
Gauss quadrature algorithms are usually stated in terms of integral over the interval 
-1 to -|- 1 :
1  =  / _ > )d «
Mt
«  W1G((1) + W2G(t2) + W3G(£3) + ...+  £ G ({ „ )W n (B.16)
i=n
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in which Wi, W2 , ....Wn are the weighting factors, £1,62 fn are the corresponding
local coordinates and Mi is the sampling point.
For the four nodes bilinear isoparametric quadrilateral element, it is customary to 
employ a 2 x 2 integration point Gauss quadrature. The number of sampling points 
is therefore M , =  2 with & =  ±0.57735. The weighting coefficients are WJy,* =  1. 






Figure B.3: Unidimensional 2 points Gaussian integration.
In a 2D context, the Gaussian quadrature is obtained by performing two numeri­
cal integrations in the £ and 77 directions independently. The procedure begins by 
evaluating the inner loop of the double integral using the ID Gaussian formula and 
obtain
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I  = f_x /_* [<?(f, 17) d«] drj « jT* [ g  G(£,,) Wi d7/ (B.17)
and follow by a similar integration of the outer loop in the 77 direction, which resulted
in
, 1  r ^ i  -I M J  r  M i
/  E  ° ( f . vWi d r , « E  ^  E  7) Wi
J~1 Li=l J j=1 Li=l
(B.18)
Similarly, the 3D extension to the evaluation of integrals over a right prism is trivial, 
resulting in
1 - / ‘XX G (i ,v ,Q  dfcM C
M i  M j  M k
“  E E E GK . V , ( W ^  (B.19)
i=1 j=l fc=l
B.4 The Global M atrix System
After completing the isoparametric transformation and numerical integration on each 
local element, all the individual local element matrices of the thermal domain are 













The conductance matrix [K] consists of the conduction contribution [K{j] from the 
thermal region besides the convection [Kc] and radiation [Kr\ heat transfer. The 
convection and radiation matrices are computed only for elements with specified con­
vection and radiation coefficients. The contribution from the heat conduction alone 
is defined as
i=l j=l k—1 n=l * ' ’
(P « i]_1^ T  +  P n j] -1^  +  P ^ f ) ]  PI Wi Wj Wk (B.21) 
The capacitance matrix,
Mi Mj Mk
=  E  E  £  *1, ( ) N T( ( ,V, 0  PI Wi Wj Wk (B.22)
i=1 j =1 Jb=l
is the time-derivative of the nodal temperatures and can be ignored if steady-state 
and not transient solution is required.
The convective and radiation equations axe separated into two parts, with the part 
containing the unknown temperature nodals assembled into the [K] matrix as :
Mi Mj
lKc] = ' Z , ' Z h c N ( t , v ) N T( t , v ) \3 , \W {Wj (B.23)
1=1 j =1
Mi Mj
[*<•] =  E E N ( ( , ' l ) N T (i,r,)er<rr(T,(lZ,V) + Toa(( ,V)) ■
i=1 j =1
(T.2(f, *?) +  T l ( t ,  r,)) p .  | Wi Wj  (B.24)
The part of the equations with the known ambient temperature are put into the load 
vector on the r.h.s together with the computed heat flux as f c and f r for the 
convection and radiation loads respectively :
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M i  M j  M k
W  = E  E  E  ^ ( f .  r?> O iP i  ^  w*
t=l j —1 fc=l
M i  M j
[ / J  =  E E rcJV(£,»/)Too(€, >7)13.1 W iW i
t=l j = 1
M i Mj
[/r] = E E W K ,l)e r « r r (r ,({ ,l)+ U < l) )  '
i= l j= l







sin(A ±  B) = sin A cos I? ±  sin I? cos A (C.l)
cos(A ±  B) = cos A cos I? 4= sin A sin I? (C.2)
4. / a I tan A ±  tan Btan (A ±  B)  =   ----------  — (C.3)1 tan A  tan B
2 sin A cos B  =  sin( A  4-1?) 4- sin(A — B ) (C.4)
2 cos A cos B = cos(A 4- B)  4- cos(A — B ) (C.5)
2 sin A  sin B = cos(A — B) — cos(A 4* B)  (C-6)
sin2 A  4- cos2 A  =  1 (C.7)
1 4- cot2 A  =  esc2 A (C.8)
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tan2 A  +  1 =  sec2 A (C.9)
cos 2 A  = 1 — 2 sin2 A (C.10)
cos 2A = 2 cos2 A  — 1 (C .ll)
cos 2 A  =  cos2 A  — sin2 A (C.12)
sin 2 A = 2 sin A  cos A (C.13)
. o „ 1 — cos 2 Asin A  = ------------- (C.14)




D .l  Electrical Characteristics
Cobalt Iron
Resistivity =  4.200E-07 ohm-m 
Permeability (refer to Table(D.l))
D.2 Iron Loss Characteristics
Iron loss coefficients, W /lb
ke = 1.0995E-06, kh =  0.0136, m =  1.6523, n =  -0.0454
D.3 Structural Characteristics
Thickness =  29 gauge (0.3429 mm)
Density =  8150.000 kg/m3 
Young’s Modulus =  2.000E+05 kN/mm2 
Yield Strength =  300.000 N/mm2 
Tensile Strength =  500.000 N/mm2
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D.4 Thermal Characteristics
Thermal conductivity =  30.000 W /m  K 
Specific heat capacity =  420.000 J/kg K
D.5 M easured B-H points provided by Vickers System s
Table D.l: Non-linear B-H curve.



















A ppendix  E
Linear Induction Machine
Figure E.l: Photograph of linear induction machine and drive. (Courtesy of Camera 
Tracking.)
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Figure E.2: Photograph of straight aluminium track. (Courtesy of Camera Tracking.)
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Some Finite Element Models of the FLUXSET Sensor
D.Rodger and P.K.Vong 
University of Bath, Claverton Down, Bath, BA2 7AY, UK
A bstract. Some finite element models of a FLUXSET sensor are 
described. These are of varying degrees of complexity and can take into 
account magnet non-linearities and eddy currents in the amorphous rib­
bon material. Results from volume and thin sheet methods are com­
pared.
1 In tro d u c tio n
The FLUXSET sensor consists of a strip of amorphous alloy ribbon with a set of 
excitation coils and pick up coils wrapped around it. A typical arrangement is shown 
in Figure 1. In this contribution various finite element techniques for modelling the 
FLUXSET are compared.
2 F in ite  E lem ent F orm ula tions
Nodal variable finite elements are described here, non-conductors are modelled in 
terms of magnetic scalar potentials and conductors are modelled using magnetic vector 
potentials.
FILE : CORE2F2
'♦UNSET* DIR : - 1 .0 0 0  - 1 .5 0 0  - 2 .0 0 0
PROJ i PARALLEL
Figure 1: A FLUXSET sensor.
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2.1 Non-conductors
Non-conducting regions may be modelled economically in 3D using magnetic scalar 
potentials, either the total scalar ip ,defined as H r = —V ip, or the reduced scalar 
<p, defined as H r = —V<p + H5 . Here H r is the total magnetic field intensity and 
H s is the field defined as V xH s = Js , where J s  is the source current density. The 
basic total and reduced scalar method can be extended to allow multiply connected 
conditions [1], and to produce cuts for solving multiply connected problems. Both 
scalars give rise to a Laplacian type equation which has to be solved:
V’/iVV' = 0 (1)
2.2 Thin Non-conducting Regions
The ribbon is thin compared with the other dimensions (20/i m compared with a 
length of 9mm), it is therefore useful to consider using a thin sheet formulation for 
the ribbon. The formulation described here has been shown to compare favourably 
with measurements around thin iron sheets, of thickness comparable to an electrical 
machine lamination [2], here we show that it is applicable to amorphous material. 
If the conductivity of the ribbon may be assumed to be zero as was done in [3],[4], 
all of the regions may be modelled using magnetic scalar potentials, either total or 
reduced. Thin elements are required in the ribbon. This may give rise to numerical 
ill-conditioning or an excessively fine mesh. In order to avoid this, the thin high 
permeability ribbon can be modelled as a sheet, as follows: The Galerkin method 
applied to the Laplace equation yields,
J  VN* • fiV ip  d V = J » N i ^ d S  (2)
Ve fie
In a thin region, the volume integral in (2) may be replaced by
f  h \d N i dip d N i dip] , .
J h [-drl‘-al + -a r ,‘-a i d3dt (3)
fie
In (3) s and t are two tangential directions on the sheet surface and h is the thickness 
of the sheet. This implies that the field is constant across the thickness of the sheet. 
The boundary conditions for ip on the sheet surface are exactly the same as those 
which would be applied to a volume region under the same conditions.
2.3 Conducting Regions
Fields in conductors can be modelled using A, the magnetic vector potential, and 
V , the electric scalar potential. In regions of constant conductivity, surrounded by
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magnetic scalar potential, it is sometimes possible to avoid using V. In this case, 
using B = VxA and E =  — we obtain
1 d A  . .V x -  V x A = - (T -r -  (4)fjL C/f
2.4 Tim e Transient Conditions
Application of the Galerkin technique and 3D finite elements to (1) and (4) results in 
a system of equations which has the following standard form,
[Ka]*a +  [Ca]*a =  f a (5)
in which x a is a vector of the unknown ip and A variables.This is solved as follows: 
Calculate a n from
<*n =  ([Ca] + © A tfK j)-1 { /an -  [Ka]*on} (6)
Then calculate the new xa
® o n + 1 =  x an  “I" OLnA t  ( 7 )
When non-linear materials are involved, (5) becomes non-linear and is solved using 
standard iteration techniques, such as Newton Raphson [5] or simple iteration.
3 R esu lts
A device with the same dimensions as that given in [3] and[4] was modelled using 
both a conventional volume 3D finite element scheme and also the thin sheet method. 
Main dimensions are given in Table 1.
Figs 2 and 3 show the normal and axial components of B along the centre line of 
the ribbon, plotted from the centre to one end. Both volume and sheet finite elements 
were used for the calculations. Here the conductivity of the ribbon was neglected. A 
constant unsaturated ribbon permeability was used. Exploiting symmetry, only one 
eighth of the device had to be modelled. The results show that both methods give 
similar results.
4 R esp o n se  to  E xtern a l F ie ld s
In this section it is assumed that the conductivity of the ribbon may be taken to be 
zero. The magnetic non-linearity is taken into account. The FLUXSET is intended 
to be used to measure magnetic fields and is intended to respond only to the axial 
component of external field. Here we confirm that this is likely to be the case.
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Table 1: FLUXSET dimension?
drive coil i.d. m 2 mm
drive coil length 9 mm
drive coil turns 470
pick up coil i.d. 2 mm
pick up coil length 5 mm
pick up coil turns 100
ribbon length 9.5 mm
ribbon thickness 20/xm
ribbon width 0.6 mm
ribbon conductivity 1 x 105 S/m
ribbon ribbon relative permeability magnitude B  =  0 — 0.65T 85000





-20 1 2 3 4 5 6 7 8 9
DISTANCE m
Figure 2: B y just above the ribbon.
4.1 A xial External Fields
The FLUXSET was modelled immersed in various axial external fields. Fig 4 shows 
the average magnetic flux in the pickup coil for external fields of 0 and 200 /xT 
respectively. Multiplication of this graph by the pickup coil turns and differentiation 
with respect to time gives the pickup coil voltage, which is the desired output of the 
device. Also shown on Fig 4 is the triangular drive coil current (peak 12mA). The 
resultant pickup coil voltage is shown on Fig 5.
4.2 N on-axial External Fields
In order to find out whether the device will measure only the axial component of 
field, or whether it would be affected by transverse components of field, the device
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Figure 3: Bz just above the ribbon.
0.9'
0 . 0 ]
Figure 4: Average flux in the pick up coil.
was modelled while placed in an external magnetic field at various angles to the axis 
of the device. Fig 6 shows results for a 200 and 20 jiT external field at an angle of 45° 
to the ribbon axis. Also shown are results for two uniform axial fields of magnitude 
200 cos(7r/4) and 20 cos(7r/4). The results are identical, which would confirm that 
the device is unaffected by transverse fields. The numerical test carried out here 
is more stringent than required, considering what will happen in reality, since the 
permeability in the transverse direction of the real ribbon material is much poorer 
than in the axial direction. In the numerical test, the same permeability was used in 
both directions.
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O EXT FIELD 200K-6 T
Figure 5: Volts in the pick up coil.
200uT at 45 degrees 
141.4uT at 0 degrees 
2OuT at 45 degrees 
14.14uT at 0 degrees
Figure 6: Average flux for various transverse fields.
5 E d d y  C u rre n t S im ulation
Consideration of the classical eddy current skin depth, S =  y/2/(u>afi) implies that 
at 100kHz S is around 17/xm, comparable with the thickness of the ribbon. A time 
transient simulation was therefore carried out, allowing eddy currents to flow in the 
ribbon but allowing the permeability to remain constant, to save computer time. The 
drive coil current was as already described. Fig 7 shows that there is negligible eddy 
current effect at this frequency. The average magnetic flux in the pick up coil is shown 
for both conducting and non-conducting ribbons; these are substantially identical.
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K&O
Figure 7: Time transient solution at 100kHz.
6 C onclusions
It has been shown that the thin sheet method can be useful for modelling amorphous 
ribbon material in that results are similar to those of volume elements and computer 
times are faster. Preliminary work appears to indicate that transverse fields do not 
adversely affect the described FLUXSET sensor. Since the device is ‘long and thin’, 
it behaves in a similar way to the classical long magnetic rod in a uniform field.
Acknowledgem ent Work supported by EU contract IC15-CT96-0703. 
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P aram eterized  T em p late  M esh es for 2D  and  3D  F in ite  E lem en t  
M o d ellin g
D. Rodger, R.J. Hill-Cottingham and P.K. Vong 
Applied Electromagnetics Research Centre, University of Bath, Claverton Down, BATH. BA2 7AY
A b s tra c t—A new parameterization technique which 
allows rapid alteration of an initial template 2D or 3D 
finite element mesh is described. An advantage of this 
method is that once a template mesh has been set up, 
new devices similar to that of the template can be 
modelled easily by altering the contents of a simple 
form or file. These alterations can be easily carried 
out by a casual user or by an optimization program.
I . I n t r o d u c t io n
Many users of finite element packages have very little 
time to spend on this noble activity. On the other hand, 
many electrical device designers like to explore various 
candidate devices particularly at an early stage in their 
deliberations. Very often in the case of devices like elec­
trical machines and transformers, all of these candidate 
designs will be very similar to each other in appearance, 
differing only in small details such as tooth width, tooth 
number, rotor diameter and so on.
A few software packages address this problem via auto­
matic meshing, perhaps also coupled with automatic re­
finement based on some error criterion. Often this results 
in very large meshes, usually due to the poor quality of 
elements which must be used in most automatic mesh gen­
erators, nearly always triangles for 2D and tetrahedrons 
for 3D.
This paper describes a new parameterization technique 
which allows alteration of an initial generic template mesh 
to be carried out while retaining the freedom to choose the 
type of elements and mesh density. An advantage of this 
method is that once a template mesh has been set up, 
new devices similar to that of the template can be mod­
elled easily by altering the contents of a simple form or 
file. A device as complex as an induction machine is then 
modelled using no more than a design sheet containing 
a list of parameters which describe the basic dimensions 
of the machine and the names of the non linear material 
curves. A disadvantage of this method is that it would 
be of little use in optimizing the design of a device where 
the final shape was completely unknown in advance. This 
situation is unusual however, for instance most electrical 
machines of a given type look very similar to each other.
Manuscript received Oct 25, 1999.
In this paper the method is described and a case study 
is cited as an example. The example, that of cogging 
torque in a brushless permanent magnet servo machine, is 
of interest as it is commercially very important. It is also 
an example of a case in which automatic mesh generators 
do not perform particularly well, as the required force is 
relatively small and must be calculated accurately.
II. T h e  T e m p la t e  M e sh  T e c h n iq u e
The template mesh method is straightforward and 
could be implemented in most finite element software. 
The method is based on producing a monitor (or log) file 
while the initial mesh is created.
The main steps in mesh creation are as follows:
• A list of parameter names and values is created. Pa­
rameters may be simple values, or functions of other 
parameters. This would enable changing (say) the 
rotor diameter of a rotating machine while keeping 
the stator radial dimensions constant.
• The template mesh is created in the usual way em­
ploying the user’s favourite techniques, the only ex­
tra requirement is that where required, any quan­
tity which would normally be entered as a character 
string, integer, real or complex number is entered as 
the parameter name.
• A monitor file is used to record all the actions which 
took place in creating the mesh. The trick which al­
lows the template mesh scheme to work is that spatial 
information in the file is accompanied by node or ele­
ment number information in a separate auxiliary file. 
This spatial information may perhaps be a node or 
point position. For instance if all the elements within 
a certain polygonal boundary have been marked for 
refinement at the creation stage, the identifiers of 
the elements which are affected by this operation are 
stored in the auxiliary file. Since any spatial infor­
mation is useless when dimensions of the mesh have 
been changed, the number information from the aux­
iliary file is used as input to the program on second 
and subsequent runs of the monitor file.
In order to change the template mesh, the steps are as 
follows:
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•  The parameter values are changed as necessary.
•  The monitor file which creates the mesh is run again. 
The mesh is then built up in the same way as be­
fore but this time uses all of the new values from the 
parameter file. The program ignores any spatial in­
formation in the monitor file and uses the invariant 
number data in the auxiliary file.
This ‘alter and run again’ phase is very easily automated  
and can be controlled by a user or by an optimization  
program.
I I I .  M o d e l l in g  w it h  P a r a m e t e r iz a t io n  C a s e  
S t u d y
Cogging torque in a brushless permanent magnet servo 
m otor is used as an example. For a rotating electrical 
machines problem, it is very convenient to use two distinct 
meshes, one for the stationary stator, and the other for the 
m oving rotor. The electromagnetic unknowns are coupled 
across a common interface in the air gap using Lagrange 
multipliers [1].
During the meshing process all the radii, angles, tooth  
w idth, magnet width etc of the stator and rotor are pa­
rameterized so as to  provide geometrical flexibility. In 
this example, 13 parameterized values are implemented 
for the stator while the rotor has 7 values. An example 
of the parameterized values in a parameter file is shown 
in Table I. Fig. 1 shows the 13 parameterized values used 
in describing the geometry of a half stator slot. Obvi­
ously more parameters can be used for a more complex 
geometry. It may be observed from Table I that some pa­
rameters depend on others, it is often convenient to define 
some parameters as simple geometric expressions involv­
ing some of the other parameters and constants such as 
7r, written as PI in the list. The values of the parameters 
must be found before use by using an internal calculator 
in the finite element mesh generator, if this is not available 
some other program could be used as a preprocessor. It is 
important that the calculator is able to  deal with finding 
the values of the parameters if they are presented to it 
in any order, it is too difficult for a user to present the 
list in such a way that all the independent parameters are 
resolved first, followed by all the dependent parameters 
in the correct order. This is easily carried out by mak­
ing sure that the calculator passes through the list several 
tim es from appropriate starting points.
Other methods for generating values from parameters 
have been described, among them, algebraic methods [2] 
and variational geometry m ethods. [3]. All o f these prob­
ably have their merits, and any of them could easily be 









Fig. 1. Simple geometry of a half stator slot.
____________Table_I____________
M onitor F ile for Stator M esh
Param eter










10 ANGLE1 180/N TEETH
11 ANGLE2 (H S/R -ST 1)*(180/PI)
12 ANGLE3 A SIN (T H W /R -ST 3)*(180/PI)
13 ANGLE4 (ANGLE1-ANGLE2)
In the FE program the rotor and stator tem plate mesh 
would typically consist only of one half pole or half slot 
pitch. The complete machine (or a  periodic section of it) 
is then created by appropriate duplication of the tem plate 
mesh. The number of teeth (or magnets etc) required is 
itself a parameter and therefore can easily be altered. The 
user will have the flexibility of changing or redesigning the 
machine rapidly. Fig. 2 shows, for clarity, a very coarse 
mesh. This gives an idea of the parameters which cam be 
altered.
Various slo t/p o le  combinations cam be built eaisily. 
Fig. 3 amd Fig. 4 aire motors with 9 /6  amd 18 /8  slots amd 
poles respectively. In this caae, the meshes were gener­
ated from a common template mesh by chamging just two 
parameters. The creation process itself took less tham one 
second for each mesh.
There are mamy combinations o f slo t/po le  numbers that 
can be used effectively. Fig. 5 amd Fig. 6 show the 2D 
predicted results of vairious slot/pole combinations. The 
graphs of torque versus rotor position aure very easily gen­
erated, the aimount of rotation amd the rotor increment
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FILE : TEMPLATES
 5 ^  s
//C C A  |
/HUS
STATOR TEMPLATE MESH/ 
  / -----------'ROTOR TEMPLATE MESH
.--.V i .'2 x.'6 .fa  xi<r2
Fig. 2. Parameterized templates.
jE : PM9QFRMOTOR9S6P I 
I LOTS |  6 POLES MOTOR //C C A
Fig. 3. 2D FE model of 9 slots and 6 poles motor.
^ILE : PM9QFRMOTOR18S8P T 
8 SLOTS & 8 POLES MOTOR //C C A
Fig. 4. 2D FE model of 18 slots and 8 poles motor.
are parameters which can be altered to suit the purpose. 
The cogging torque is particularly significant when the 
number of stator slots is an integer multiple of the rotor 
poles, avoiding this situation is beneficial.
It is also possible to minimize cogging torque by select-
FILE : PM MACHINE 
6 POLES DESIGN
18  SLOTS & 6  POLES 
36  SLOTS & 6 POLES
ROTOR PO SITIO N  [ D e g .]
Fig. 5. Predicted cogging torque for 6 poles motor with three 
different slot numbers.
F IL E  : PM MACHINE 
8 POLES DESIGN
-A- 9 SLOTS & 8  POLES 
-V- 1 8  SLOTS t 8 POLES 
- 1 — 3 6  SLOTS fc 8 POLES1 . 5
1.0
ROTOR PO SIT IO N  [ D e g .]
Fig. 6. Predicted cogging torque for 8 poles motor with three 
different slot numbers.
ing an appropriate magnet pole arc. The width of the 
arc is significant since the cogging torque is due to the in­
teraction of the edges of the magnet poles and the stator 
teeth. The overall cogging torque is the summation of all 
forces at each of the magnet edges. Fig. 7 shows the 2D 
predicted cogging torque for the 18 slo ts/8  poles machine 
for various different pole arcs.
Finally the 18 slots and 6 poles motor which has the 
worst cogging torque is expanded into a 3D model and 
solved. The results in Fig 8 show that good agreement is 
obtained in the 2D and 3D models. To reduce the cogging 
torque the stator of the motor is skewed one slot pitch as 
shown in Fig. 9. Only one parameter has to be altered in 
order to change the skew angle in the 3D model, this is 
possible because the method used in [1] allows the rotor 
and stator meshes to be incompatible.
Fig. 10 show the reduced cogging torque due to the 
stator skewing technique. The unwanted torque is about 
40 times smaller. Skewing has the effect of reducing the 
permeance variation seen by the rotor magnets and hence
247
1 8  SLOTS &
x lO POLE ARC = 3 0 . 0  DEG 
POLE ARC = 3 5 . 0  DEG 
POLE ARC = 4 0 . 0  DEG
- 1 . 2
ROTOR P O S IT IO N  [D e f l.




Fig. 8. Predicted cogging torque for 2D and 3D FE models of 
non-skewed PM motor.
the cogging torque.
This simple and yet effective technique does have its 
drawbacks. By opting for this technique, losses in the 
average torque, increased leakage inductance and a more 
com plex motor construction are unavoidable.
IV . C o n c l u sio n s
A parameterization technique is described. The ge­
ometrical dimensions can be altered rapidly for design­
ing various types of electromagnetic device. The method  
should be useful in both manual and computer controlled 
optimization.
As an example the technique is used to address a major 
concern in permanent magnet machines; cogging torque. 
The ability o f the parameterization technique to rapidly 
alter machine dimensions enables designers to examine 
various options quickly by using old fashioned ‘cut and 
try’ methods. The technique can also be easily used along 
with a computer optim isation method so that designs can 
be automatically generated.
F IL E  : PM90FRSKBWMOTQR (PROJ : PARALLEL
SKEW STATOR PM MOTOR ID IR : - 1 .0 0 0  1 .5 0 0  2 .5 0 0
Fig. 9. 3D FE model of PM motor with skewed stator.




Fig. 10. Predicted cogging torque for 3D FE model of skewed 
PM motor.
The method differs from most others in that the mesh 
can be generated using any technique, anything from a 
full autom atic mesh generator to manual methods can be 
used. This allows the user a great deal of control over 
mesh quality, once a good mesh is created it can be recy­
cled for similar geometries.
A disadvantage of the method is that all the meshes 
derived from a given template will be topologically similar 
to  it, this means that designs which differ greatly from 
each other cannot be generated.
R e f e r e n c e s
[1] D.Rodger, H.C.Lai and P.J.Leonard. “Coupled elements for 
problems involving movement”. IEEE Trans. Magn., 26(2):548- 
550, March 1990.
[2] K.Kondo. “Algebraic method for manipulation of dimensional 
relationships in geometric models” . Computer Aided Design, 
24:141-147, March 1992.
[3] C.F.Parker, J.K.Sykulski and S.C.Taylor. “Parametric envi­
ronment for em computer aided design” . IEEE Trans. Magn., 
32(3):1433-1436, May 1996.
248
Optimization of Electromagnetic Devices using 
Parameterized Templates
P.K. Vong, H.C. Lai and D. Rodger
Abstract—A p a ra m e te r iz a tio n  te ch n iq u e  fo r use in o p ti­
m izing  e le c tro m ag n e tic  devices is desc rib ed . T h e  m e th o d  
allows a  rap id  a l te ra tio n  o f a n  in itia l te m p la te  2D  o r 3D 
fin ite  e lem en t m esh  o f an  e lec tro m ag n e tic  device  so th a t  
design  s tu d ie s  o r  o p tim iz a tio n  can  b e  conven ien tly  c a rried  
o u t. T w o case s tu d ies  a re  d esc rib ed . T h e  exam ples consist 
o f th e  v o ltag e  g e n era ted  by a  w ound  ro to r  g e n e ra to r  a n d  th e  
p e rfo rm an c e  o f  a  F lu x se t m ag n e tic  field m e asu rin g  device.
Keywords—  E le c tro m a g n e tic  analy sis , F in ite  E lem en t 
M eth o d s , O p tim iz a tio n  m e th o d s .
I. In t r o d u c t io n
THIS paper describes a new parameterization technique which allows alteration of an initial generic template 
mesh to  be carried out while retaining the freedom to 
choose the type of elements and mesh density. The first 
step consists of setting up a 2D or 3D finite element model 
of the problem, with all the dimensions which are required 
to vary defined as input parameters. Once the template 
mesh is set up, new devices similar to the template can be 
modelled easily by altering the parameter input file. This 
simple design sheet contains a list, of parameters which de­
scribe the basic dimensions of the device and names of the  
non linear material curves.
A few software packages address this problem via auto­
matic meshing, perhaps also coupled with autom atic re­
finement based on some error criterion. Often this results 
in very large meshes, usually due to the poor quality of 
elements which must be used in most autom atic mesh gen­
erators, nearly always triangles for 2D and tetrahedrons for 
3D.
In this paper two case studies are described. The ex­
amples consist of the voltage generated by a wound rotor 
generator and the performance of a Fluxset magnetic field 
measuring device.
II . T h e  T e m p l a t e  M esh  T e c h n iq u e
The technique allows the user to create a string of pa­
rameters in an auxiliary file [1]. These parameters may be 
simple geometric values or functions of other parameters. 
A monitor file is used to record all the actions which took  
place when the user creates the initial template mesh.
In creating the tem plate the user enters the parameter 
name while describing the device dimensions instead of the 
usual numerical values. Once the parameters are altered 
and the program rerun, the monitor file will initiate the se­
quence of events in creating the new mesh. The optimiza-
Manuscript received June 6, 2000. The authors are with 
the Department of Electronic and Electrical Engineering, Univer­
sity of Bath, BATH. BA2 7AY UK. E-mail aeppkvflbath.ac.uk, 
d . rodgertba th .ac .uk , h . c . la iflb a th .ac.uk
tion stage can be carried out either under human designer 
control, here the user observes the results of previous solu­
tions and alters values in the parameter file, or it could be 
computer controlled, where the parameter file is altered by 
a program according to the requirements of an optimization  
algorithm.
Results produced by the manual method and one opti­
mization method, the Nelder Mead Simplex algorithm [2], 
are compared.
I II . P a r a m e t e r iz e d  t e m p l a t e s  f o r  m o d e l l in g  a  
SYNCHRONOUS GENERATOR
S t a t o r  c o r e
Max. Air gap
0 ,  ANGLE,
Fig. 1. Pole configuration.
During the tem plate meshing process all the radii, 
pole/slot angles, tooth width, pole arc, pole pitch etc of the 
stator and rotor are parameterized to provide geometrical 
flexibility. A parameterized template with several param­
eter constraints is shown in Fig. 1. These parameterized 
values are contained in a simple ASCII file. They can ei­
ther be defined by using simple geometric expressions or 
input values entered by the user. Some of the parame­
ters involved are defined as expressions in terms of other 
parameters and constants.
For rotating electrical machinery problems, it is very con­
venient to  use two separate meshes, one for the stationary  
stator, and the other for the moving rotor. The electro­
magnetic unknowns are coupled across a common interface 
in the air gap using Lagrange multipliers [3].
The rotor and stator templates would typically consist 
of half a p o le/slot pitch or a periodic section of the entire 
machine. The complete machine is then created by ap­
propriate duplication of the template mesh. The number
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of rotor poles or stator slots required is itself a  parameter 
and therefore can be altered easily. This enables the user 
to rapidly redesign the machine.
A. Human controlled design
The object of a good design includes maximizing the first 
harmonic voltage while also minimizing the amplitudes of 
all the other harmonics. A human designer soon becomes 
swamped if the number of variables in a design problem  
is high. Here we simplify the problem by using a classi­
cal design method [4] which uses experience and analytical 
techniques to describe the problem in terms of three vari­
ables.
In designing the synchronous generator, the pole shapes 
are constrained by the following three variables:
are lower. A trade off between harmonic reduction and fun­
damental magnitude of generated voltage has to be found.
V ar.X  =
V ar.Y  =
V ar.Z  =
Pole W idth
Pole P itch
M ax. A ir gap
M in. A ir gap 
M in. A ir gap
Pole P itch
0.50 <  V ar.X  <  0.75
1.0 <  V ar.Y  <  3.0
0.01 <  Var.Z  <  0.05
The pole surface is constrained to be of cylindrical shape, 
the dimensions o f which are defined by the max. and min. 
air gaps shown on Fig. 1. For machines with a small 
air gap, Var.Z  can be fixed. We maintained Var.Z  at 
0.015 throughout the investigation, as recommended in [5]. 
These three variables are parameterized and stored in the 
geometry monitor file. Changes in one of the ratios results 
in a new generator pole with the required pole pitch, pole 
arc and air gap size. Different pole shapes are generated 
easily for harmonic analysis of the induced voltage at no 
load.
The triplen harmonics {3rd harmonic and multiples of 
it}  can be ignored since they virtually cancel each other 
out at the terminals of the 3-phase Y-connected generator. 
Since even harmonics do not exist and triplen harmonics 
are naturally cancelled, we are left with the ’belt harmon­
ics’ of 5th and 7th, and ’slot harmonics’ of 11th and 13th. 
A fractional coil pitch design has greatly reduced the 5th 
and 7th harmonics. The slot harmonics of 11th and 13th 
cannot be suppressed by a coil short pitching and distri­
bution method. Using pole surface shaping, we hope to  
suppress the slot harmonics and achieve a further reduc­
tion in the belt harmonics without having to rearrange the 
coil structure.
Twenty five designs were generated, with V ar.X  and 
V ar.Y  varying as shown in Figs. 2 - 6 .  The BH characteris­
tics of the iron parts were non linear (standard lamination 
curves).
Fig. 2 shows the generated fundamental voltages while 
Fig. 3, Fig. 4, Fig. 5 and Fig. 6 show the harmonic volt­
ages. A large reduction of harmonic voltages is achieved 
especially in the 11th harmonic when V ar.X  =  0.71. How­
ever, the magnitude o f the fundamental voltages generated
Fig. 2. Generated fundamental voltages.
T c b f c —
GENERATOR
POLE W IDTH/POLE PIT C H , [VAR. X]
Fig. 3. Generated 5th harmonic voltages.
3 .0
POLE W IDTH/POLE PITCH , [VAR. X]
Fig. 4. Generated 7th harmonic voltages.
Table I shows the percentage of the Total Harmonic Dis­
tortion (THD) of the generated voltages. % THD is
O.’eO 0 .'62 0 . ’64 0 .6 6  0 .'68  0 .7 0  0 .7 2  0?74 0?76 




POLE WIDTH/POLE PIT C H , [VAR. X]
Fig. 5. Generated 11th harmonic voltages.
SYNC. GENERATOR
VAR. Y = 2.0 
VAR. Y = 2.5
POLE WIDTH/POLE PIT C H , [VAR. X]
Fig. 6. Generated 13th harmonic voltages.
TABLE I 
%  T o t a l  H a r m o n ic  D i s t o r t i o n .
Var.Y
Var.X 1.0 1.5 2.0 2.5 3.0
0.59 18.1 11.5 7.8 5.4 3.9
0.63 16.6 10.6 6.5 4.5 3.3
0.67 12.3 6.4 3.6 2.1 1.4
0.71 4.0 2.7 2.3 1.9 1.8
0.75 9.5 6.3 4.5 3.3 2.7
used the 2D mesh as a base plane and extrude it into the 
required length. Fig. 7 shows the complete model with  
coils placed in the stator and rotor. Fig. 8 compares the 
generated voltages o f the 2D and 3D finite element models 
for V ar.X  =  0.71 and V ar.Y  =  3.0. It may be observed 
that the finite length effects in the 3D model give rise to  
slightly different results from 2D, but that the effects are 
not large. The results suggest that a good design strategy  
would be to use 2D models to  ‘home in’ close to an optim al 
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Fig. 8. Calculated induced voltages.
defined as
% T H D  =  —
V\ hjti
x 100 (1)
where V\ is the fundamental RMS value of voltage and 
Vh is the harmonic RMS values of voltage.
Using the information in Table I, a machine designer 
would probably choose values of V ar.X  and V ar.Y  around
0.71 and 3.0 respectively.
All the models so far are in 2D, for 3D modelling we
B. Computer controlled design
The variables V ar.X  and V ar.Y  were also optimized by 
a fully automated optimization technique using the Down­
hill Simplex algorithm [2]. The quantity to minimize is the 
T H D  in (1). Our finite element program is used to  evalu­
ate the objective function at the sampling point generated 
by the optimization program. This involves, for each step  
of the optim ization, setting up a mesh according to the lat­
est information, solving the problem, and post-processing  
the result using the interactive post-processing program. 
All o f this is controlled by simple scripts and requires no
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intervention once started.
Table(II) shows the initial value of T H D  at the corner 
of the starting simplex and also the final value.
TABLE II
S h o w in g  t h e  s t a r t in g  a n d  f i n i s h in g  s a m p l in g  p o i n t s .
of 200/iT. In optimizing the design, only the ribbon length 
is varied. Results for the average flux in the are shown 
in Fig 10. Since the pickup coil voltage depends on the 
tim e differential of this flux, it may be observed that more 
signal results from the longer core. Although a 3D mesh 
is required, the tem plate method simplified this process 
greatly, as it only had to be generated once.
V ar.X Var.Y THD
Starting corner 1 0.7 2.0 0.0367
Starting corner 2 0.72 1.8 0.0515
Starting corner 3 0.74 1.6 0.0701
Final 0.696 2.041 0.0322
Fig. (9) shows how the value of the objective function 
decreases with the optim ization iterations.
0 075 ----------- ,----------- .----------- ■----------- ,------------ ,-----------
Fig. 9. Decrease of the objective function.
This shows that the autom ated system predicts an opti­
mum in the same area as a machine designer would. The 
optimum is o f course lower in the former case, since the 
‘human’ optimum found in the previous section is based 
on a fairly coarse sweep of the available parameters.
Optimizing only the T H D  as in (1) resulted in a fairly 
low value of first harmonic, around 160-170 Volts. The op­
timization scheme was run again, allowing V ar.X , V ar.Y  
and V ar.Z  to vary. The objective was to minimize T H D  
and also to maximize the fundamental component. This re­
sulted in values of V ar.X , V ar.Y , Var.Z  and fundamental 
of voltage to be 0.51, 1.0, 0.01 and 208 respectively.
IV . F l u x s e t  s e n s o r
The Fluxset sensor is described in [6], it consists of a 
driving solenoid and pick up coil, concentric with a metal­
lic glass core. The core in [7] has an approximately piece- 
wise linear BH curve of fiT =  85000 for |£ |  <  0.65 T and 
HT =  1.0 thereafter. The driving solenoid is fed with cur­
rent with a triangular waveform, an external field produces 
more saturation in one direction along the ribbon than the 
other, hence a time shift in induced EMF which can be 
measured.
The device was modelled using the parameterized tem ­
plates technique, while immersed in an axial external field
Fig. 10. Average flux in the pick up coil.
V . C o n c l u s i o n
The finite element m ethod has been used for many years 
for optimization. It is usually very easy to move a few 
nodes (particularly in 2D), but other changes can be very 
awkward. The method described here makes it easy to  
make global changes to a mesh, such as altering the num­
ber of teeth, pole pitch etc. It is therefore useful for elec­
trical machine design, based on either computer controlled 
optimization or on design studies based on running many 
cases.
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FINITE ELEMENT MODELS OF EDDY CURRENT BRAKES
D.Rodger H.C.Lai and P.K.Vong 
Dept of Elec Eng, University o f Bath, BA2 7AY U.K.
ABSTRACT
Permanent magnet eddy current brakes offer an economic 
method for bringing a moving object to rest The perfor­
mance of a decelerating eddy current brake can be mod­
elled by a time transient finite element scheme. However, 
this may be time consuming, especially in the early stages 
of design. It is shown here how an adequate simulation is 
possible using a few steady state (Minkowski) finite ele­
ment solutions.
FINITE ELEMENT EQUATIONS
Eddy current brakes usually comprise a set o f stationary 
poles, excited with either DC or permanent magnets and a 
moving member. The finite element solver therefore has to 
be able to deal with moving conductors.
The non-conducting and conducting regions are mod­
elled using the magnetic scalar potential, ip, and the mag­
netic vector potential, A, respectively.
Non Conducting Regions
Non conducting regions are modelled using magnetic 
scalar potentials, either the total scalar ip ,defined as H r  =  
-  V0, or the reduced scalar <p, defined as H r  =  —V0 +  
H s. Here H r  is the total magnetic field intensity and H s  
is the field defined as V x H s  =  Js» where J s  is the source 
current density.
Both scalars give rise to a Laplacian type equation which 
has to be solved.
Using B — VxA and E — -  VF + u x VxA,
where u is the material velocity, Ampere’s law and the di- 
vergenceless J condition are
V-nVip =  0 (1)
Voltage forced conditions can be modelled using this tech­
nique [1].
Conducting Regions
Fields in conductors can be modelled using A , the mag­
netic vector potential, and V, the electric scalar potential. 
The formulations are different depending on whether the 
moving member is smooth in the direction o f motion, ie 
whether the moving media cross section normal to the di­
rection o f motion is invariant as described below.
Smooth Moving Conductor Regions 
If the moving conductors are smooth and the region moves 
at a constant velocity, the induced motional em f effect can 
be taken into account by including a velocity term u x B, 
where u is the velocity (the Minkowski transformation).
V x j - V x A  =  a +  u x VxA -  w ' j
V-<7 -  u X  VxA + VV^ = 0
(2)
(3)
Where appropriate [2], it is possible to dispense with V 
from the above set o f equations. Substituting V  =  A • u in 
Ampere’s law yields
V x iv x A  = cr^ -^ -(u -V )A -(A -V )u -A x(V xu )^
(4)
Now a solution o f (4) involving only A is required, since 
V  is specified in terms of A.
Non Smooth Moving Conductor Regions 
If the performance o f decelerating objects such as eddy 
current brakes is required, a time transient solution must 
be carried out. This is also true even for constant velocity 
movement if the cross section o f the moving object is not 
invariant in the direction of motion. The moving object is 
modelled by a mesh which slides relative to the stationary 
parts. The independent meshes can then be coupled at their 
common interface using Lagrange Multipliers. Stationary 
and moving parts can be meshed up independently and then 
brought together as shown in Fig. 1. The distribution and 
density of nodes on the interface need not be the same.
Figure 1: Both meshes remain undistorted
If we are required to make a functional 11(0) stationary 
subject to the constraints 
C(0) = 0 in Q
We can introduce this constraint by forming a new func­
tional
n' =  n  +  A (7(0) (5)







LINEAR EDDY CURRENT BRAKE
The simplest type of linear eddy current brake consists o f a 
sheet of conductor fed into the airgap between a row of per­
manent magnets. A 3D computer model of such a device 
is shown on Figure 2, the magnetic circuit is ‘U ’ shaped 
in cross section, only one side is shown for clarity. At this 
time the plate can be seen on the right hand side as it moves 
into the gap. The magnets can be observed on the left. The 
magnets shown are sintered NdFeB (54x31.25x8.75)mm, 
spacing 8.75mm and the 1.2m long plate is of 4mm thick 
aluminium.
/*c<*
Figure 2: A double sided linear eddy current brake
Figure 3 shows a 2D view o f the machine. A plate re­
sistivity increase factor [4] is used to compensate for the 
finite plate width in the 2D models. All of the results dis­
cussed here refer to a braking system consisting of two dou­
ble rows of magnets on either side of a moving vehicle.
Figure 3: Showing part of an eddy current brake 2D
Figure 4 shows the force versus speed for the eddy cur­
rent brake modelled using the 2D and 3D time transient 
and Minkowski 2D and 3D finite element schemes. Both 
the transient finite element schemes solve the rigid body 
equations o f motion for the moving object as well as the 
electromagnetic equations at each instant of time.
The time transient models are more realistic in the sense
that these include the effect o f the plate being fed into the 
magnets (the initial curved ramp seen to the right o f the 
curve) and the force ripple effect o f the plate edges passing 
the magnets, it can be observed that these effects are absent 
from the Minkowski models which include an infinite plate 
without ends.
The Minkowski scheme returns the force at a speed spec­
ified by the user. It may be observed that apart from the ini­
tial transient at the right o f the curve, and the force ripple 
effects, all o f these methods agree quite well. The largest 
discrepancy is between 2D and 3D. The accuracy of the 
2D models depends on the resistivity increase factor, this is 
derived from analytic solutions which depend on the pole 
pitch of the harmonic under consideration. Only one har­
monic can be included in 2D finite element models, based 
on the machine pole pitch. This generally gives good re­
sults for reasonable well designed conventional round and 
linear induction machines but the harmonic content o f the 
eddy current brake is quite high, so probably leading to 
higher errors in this case.
Figure 4: Force versus speed
Figure 5: Force versus time
Figure 5 shows the force versus time for the 2D and 3D 
transient models.
Time transient behaviour of the machine is caused by 
the initial transient and plate end torque ripple, as well as
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potentially due to the fact that the plate is decelerating. It 
appears that the deceleration is sufficiently slower than the 
electrical time constants so that at each instant o f time after 
the initial transient the force produced at a given speed on 
the transient force versus velocity curve is similar to that at 
steady state.
This means that after all o f the plate has been fed in, 
the device is essentially working in the steady state regime. 
The dynamics o f the moving body may be solved very eas­
ily by using the variable force versus speed curve obtained 
from the steady state finite element solution (Minkowski) 
as input to the mechanical equation of motion. In this way 
we time step one equation rather than the thousands which 
are required in the finite element scheme. The result o f this 
is shown on Figure 6.
The figure shows speed versus time for the decelerating 
system, calculated in 2D and 3D. The curves marked ‘tran­
sient’ are models o f the entire machine and are therefore 
computationally expensive, The curves marked ‘estimated’ 
are calculated using either the 2D or 3D Minkowski results 
as input data for a time stepped solution to the mechanical 
equation only. Since only 20 Minkowski solutions were 
required for this process, compared with 5000 time tran­
sient solutions (0.1ms time steps for 0.5s) for the full time 
transient solution, this represents a considerable saving in 
computer time.
Figure 6: Velocity versus time
Figure 7 shows contours of modulus of current density in 
the plate at a time 0.03s after the plate enters the magnets.
CONCLUSIONS
The electrical time constants in a standard industrial eddy 
current brake are so much faster than the rate of change 
of mechanical parameters such as velocity that the device 
can be modelled using a steady state finite element scheme 
(Minkowski), providing that the moving member consists
/ y c < *CM ■
Figure 7: Showing contours of modulus o f current density
in the plate
o f a smooth reaction plate.
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ON MODELLING WEAKLY COUPLED ELECTROMAGNETIC-THERMAL PROBLEMS 
WITH PRESCRIBED NON-LINEAR SURFACE HEAT TRANSFER
P K Vong, D Rodger P C Coles and H C Lai
Dept, of Electronic and Electrical Engineering, University of Bath, U.K.
Abstract—Finite Element modelling of coupled 
electromagnetic-thermal problems is described. 
The thermal sources can be eddy currents in con­
ductors and winding I2R losses. Since the thermal 
time constants are relatively very long the cou­
pled electromagnetic-thermal problem is solved 
as a weakly coupled system, using time-harmonic 
and time- transient thermal methods. Non-linear 
surface convection and radiation terms are in­
cluded in the thermal model. Results are com­
pared with experimental measurements.
INTRODUCTION
V x —V x A = —a ^  + V y - u x ( V x A ) (2)
The electric scalar potential V is required in mod­
elling moving conducting regions but it can be set 
equal to A  • u, thus eliminating the need to solve 
for V directly. The voltage term VY is useful for 
modelling jumps in conductivity [1] or introducing 
sources into massive circuits [2],[3].
Equating V =  A  • u  and using the vector identity 
V(A-u) =  ( u - V ) A + ( A - V ) u + u x V x A + A x V x u ,  
equation (2) is reduced to
The analysis of coupled electromagnetic-thermal 
problems in current carrying conductors requires the 
solution of two parabolic differential equations cou­
pled through the temperature dependent electrical 
conductivity. The thermal time constants are typi­
cally 104 times larger than the electrical time con­
stant. This means that a fully coupled system would 
be very expensive to solve. Here we model the electri­
cal problem as a time-harmonic system weakly cou­
pled to a time-transient non-linear thermal system.
Non-linear convection and radiation boundary con­
ditions are imposed on the surfaces of the conduct­
ing region. It is well-known that the convection and 
radiation coefficients h are functions of the surface 
temperature and the boundary is usually modelled 
using some form of curve fit to the known correla­
tion empirical data.
AVip - T  FIELD REPRESENTATION
The consistency of Ampere’s Law is enforced by solv­
ing:
V * i v x A  =  - „ ( ^  +  w )
V . „ ( ^  + w ) = °  (1)
For a moving conducting region, Ampere’s Law with 
velocity is expressed in terms of A and V as
V x —V x A  =  —a d A  .w  +  ( u V ) A
+ (A  • V)tx + (V x u) x A (3)
For rotational velocity, the last two terms on the r.h.s 
of equation (3) are nonzero and with u =  r x u ,  the 
equation can be expressed as
V x —V x A  =  —a d A  . . .+  (t* • V) A +  A x u
at (4)
with oj as the angular velocity [4]. For translational 
velocity the angular velocity term is zero.
The time-transient method for solving fully coupled 
electromagnetic-thermal problems with large ther­
mal time constants is expensive as the solution of 
the final set of equations is required at each time 
step [5].
In many cases however, a weakly coupled time- 
harmonic electromagnetic model is adequate. The 
time-harmonic magnetic vector potential A is de­
scribed by
A  =  (Ar + J A j) ^  
= (A) e?wt (5)
Thus, the time-harmonic eddy currents equation to 
solve for is
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V x j-V x A = -a \ ju A  + (u  • V)A +  A x w ]  (6)
The governing heat transfer equation for the con­
ducting region is written as:
p c ^  +  u - v r )  - V « V T - Q  =  0, (7)
where T , u, k , p and C are the unknown temperature 
function, velocity vector, thermal conductivity, ma­
terial density and specific heat capacity respectively. 
Q is the internal volumetric heat generated, defined 
as J 2/ a  .
A L G O R IT H M
The algorithm to solve this weakly coupled problem  
is summarised below:
1. Initialise the electromagnetic unknowns A  =  
A 0 with the given frequency and calculate the  
steady-state AC electromagnetic solution,
ju[C)A + [Ka)A = f a
2. Initialise the thermal unknowns T  =  To for time 
t =  0. Set n = 0  and the time step A t.
3. Assemble the thermal system of equations for 
this position, xn, [Kn],
4. Calculate the thermal heating using the steady- 
state AC electromagnetic result obtained previ­
ously.
5. Calculate the thermal solution, using backward 
differences,
a n =  ([C] +  A t i K ^ r ' i f "  -  [K n][Tn]}
Tn+1 = Tn +  a „ A t
6. Calculate the temperature dependent value of 
convection and radiation coefficients, and re­
assemble the matrix [K „] .
7. Set n = n + l  and repeat the algorithm from step 
5.
During the iterative process, the electromagnetic 
problem can be solved again if there are significant 
changes in the media electrical conductivity due to  
temperature rise. The temperature dependent con­
vection coefficient can be calculated from Churchill- 
Chu empirical correlations [6],[7]. The vertical sur­
face and horizontal cylindrical surface convection co­
efficients are given respectively as;
Fig. 1. Cut away view of 3D FE models of aluminium 
plate and cylinder.
.  « ( r )  f„  . D.387[Jja(r)]»
I I ' [1 + [0.492/f>r(r)]*l*
.  « ( m  0.387[fi»(r)1* v
I I ' [1 +  (0 .5 5 9 /P r(r )]* )*  /
in which the thermal conductivity, k (T ), Rayleigh 
number, Ra(T)and Prandtl number, Pr(T) are all 
functions of the surface temperature. Likewise the 
electrical conductivity can be temperature depen­
dent and its resistivity p approximated linearly as
p(T) =  Po(T )[ l+ a (A T ) \  (9)
The aluminium electrical resistivity coefficient is 
measured as, a  =  3.3 x  10-3  °C ~1 while for copper 
the resistivity coefficient is, a  =  3.93 x 10- 3 o C - 1 .
VALIDATION
The weakly coupled electromagnetic-thermal code is 
validated by several experiments conducted in the 
laboratory. An aluminium plate and cylinder are 
placed separately into a massive coil shown in Fig. 1. 
The massive coil consists of 1600 turns o f 1 mm diam­
eter copper wire. The measured aluminium electrical 
conductivity is 2.9 x 107S /m .
Tests were performed on two flat plates with different 
length made up of either aluminium or copper. The 
short plates have dimensions of 70mm x 16mm x 
50mm while the longer ones are 180mm x 16mm x 
50m m. The material thermal properties are shown 
in Table(I).
The simulated and measured results o f the tempera­
ture rise at this surface for the long aluminium and 
copper plates are shown in Fig. 2 and Fig. 3. The 
frequency used is 50 Hz with coil excitation current 
at 2.0 A (rms) and 2.8 A (rms). At this excitation  
frequency the skin depth of the conductors accord­




Material properties Aluminium Copper
Thermal conductivity , i t ( W / m . K ) 204 399
Specific heat, Cp ( J / k g K ) 896 383
Dens ity, p[kg/to3) 2707 8933
relative permeability, pr 1.0 1.0
[pile" ~ :~KHIASSIVBCOIL ' T ---------------
MASSIVE CIRCULAR COIL t  LONG ALUMINIUM PLATE
Fig. 2. Simulated and measured temperatures of the  
long aluminium plate w ith constant electrical 
conductivity.
and »  lOmm for copper, with /i =  /i0£*r equal to 
47T x  10-7  H /m
The discrepancy is larger for the plate with an excita­
tion current of 2.8 A in comparison with the one with 
excitation current o f 2.0 A . This is due to the fact 
that both models are using constant electrical con­
ductivities and at higher temperature level the heat 
dependency of the electrical conductivities cannot be 
ignored. This is further proven in the next set of ex­
periments. The long metal plates are replaced with a 
shorter version of dimension 70m m  x 16mm x 50mm. 
The measured and computational results are shown 
in Fig. 4 and Fig. 5 for the short aluminium and cop­
per plates. As the temperature started to climb the 
divergence of the simulated and measured curves be­
come increasingly significant. The aluminium plate 
and copper plate FE models with 2.8 A @ 50Hz ex­
citation current are rerun again with temperature 
dependent electrical conductivity. The results are 
shown in Fig. 6.
In the final experiment for heat transfer in non­
moving media, a solid aluminium cylindrical drum 
is placed horizontally in to the massive coil. The 
measured and simulated results are shown in Fig. 7
In the final part of the validation exercise, the  
M E G A  code is used to evaluate the thermal perfor­
mance of an induction disk machine. The FE model 
of this machine is shown in Fig. 8. The induction 
machine consists of a 12 slots stator and a rotating  
conducting disk made up of aluminium. The iron
FILE : KTHASSIVECOI 
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Fig. 3. Simulated and measured temperatures of the  
long copper plate with constant electrical conductivity.
I FILE ; KTOASSIVBCOIL 
MASSIVE CIRCULAR COIL i ALUMINIUM PLATE-
TIME I sec I
Fig. 4. Simulated and measured temperatures of the 
short aluminium plate with constant electrical 
conductivity.
core of the stator is made of thin lamination in or­
der to reduce the eddy current losses. The stator 
has a total of 6 coils wound on the slots. Each coil 
has a 580 turns of 0.55 mm in diameter of copper 
wire. Each phase has two coils connected in parallel. 
Table(II) shows the dimensions of the machine.
TABLE II
Geometrical data of the disk induction machine.
Machine Parameters Dimensions in SI unit
1 Stator Height 39.0 mm
2 Stator Inner Diameter 71.0 mm
3 Stator Outer Diameter 128.0 mm
4 Tooth Height 27.0 mm
5 Slot Width 14.0 mm
6 Slot Opening Width 3.0 mm
7 Air Gap 1.0 mm
8 Aluminium Disk Diameter 184.0 mm
9 Shaft Diameter 32.0 mm
In general moving conductors are expensive to model 
using finite elements because a fully time-transient 
solution is required and the moving object must be
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[FILE : KTLQNGCP. 
m a ss iv e  c i f ~ j l a p
V  +
TIME (sec] TIME [sec]
Pig. 5. Simulated and measured temperatures of the 
short copper plate with constant electrical conductivity.
FILE KTHASSiVECOIL " 1
TEMPERATURE DEPEND PIT ELECTRICAL CONDUCTIVITY
_  80
i - -  ;
L^-' V'i * ‘
. ’:W :
■ A
ALUMINIUM. SIMULATED - 2.8 A « 50 Hz 
ALUMINIUM. MEASURED - 2.8 A I 50 Hz 
-COPPER. SIMULATED - 2.8 A 8 50 Hz 
COPPER. MEASURED - 2.8 A 8 50 Bz
Fig. 6. Simulated and measured temperatures of the 
short aluminium and copper plates with variable 
electrical conductivity.
tracked through the mesh as time progresses. In 
modelling the moving conductor region (aluminium  
disk), the Minkowski transformation as explained 
earlier is used to formulate the eddy currents in­
duced. The thermal equation is augmented by a con­
vective term to model the influence of the specified 
velocity on the heat distribution in the rotating disk.
Heat transfer in the induction machine is a combi­
nation of conduction within the solid and laminated 
components of the machine and convection from the 
surfaces which are in contact with air. The domi­
nant processes in heat transfer within a motor and 
to the environment are conduction and convection. 
Radiation is important only on the outer surfaces. 
Conduction is the first stage in the process of heat 
flow from the generation site to the outer surfaces 
after which convection takes over.
For surface cooled machines the heat transfer coef­
ficients for free convection and radiation from the  
outer surface of the machine are the main parame­
ters to which the accuracy of the predictions is most 
sensitive. This is one of the difficulties encountered 
when designing a thermal model. Another problem
Fig. 7. Temperature rise in the aluminium cylinder.
is the separation of losses in the motor.
The convection coefficients hu used for the moving 
component, specifically for rotating cylinder and disk 
are listed as below [8]:
rotating cylindrical drum
—
« ( r )
D
0.11(0.5R e2 +  G r P r f
•  rotating disk in laminar flow




valid for —  <  2 x  105 
v
rotating disk in turbulent flow
h - K{T)
k ~ ~ d ~
2 \  0.8
( 12)
where D  is diameter of the cylinder/disk, r is the 
radius of the cylinder/disk, u> is the angular velocity  
and v  is the kinematic viscosity.
The induction machine is run with the aluminium  
disk rotating at 300 rpm at a load supplied by a 
DC brushless machine. The excitation current fed 
into the armature winding is 2.0 A and the resis­
tance of each coil is 12.468 ohms. The main losses 
in the induction disk machine is the induced eddy 
currents in the rotating aluminium disk, the copper 
I2R  loss in the windings and the iron losses. The 
iron losses could be calculated very approximately 
using the normal empirical formula:
Ph =  khBmf  for hysteresis losses
Pe =  keB 2/ 2 for eddy current losses (13)
where kh and ke are the empirical constants, B  is 
the peak magnetic field with m =  1.76 and /  is the  
applied excitation frequency.
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FILE : DISKINDOCTION IPROJ : PARALLEL 
3D MODEL (HIGH RES MESH) I d IS  : 0 .0 0 0  2 .0 0 0  - 3 .0 0 0 ' /y<cA
Fig. 8. Disk induction machine.
TIKE [l
TIME |s e c ]
Fig. 10. Simulated and measured temperatures of the 
stator teeth.
Fig. 9. Simulated and measured temperatures of the 
windings.
The simulated and measured results for the wind­
ings, stator teeth and rotating aluminium disk are 
shown in Figs. 9, 10 and 11. It can be seen that 
the predicted and measured results are in reasonable 
agreement.
CONCLUSION
The finite element technique of modelling eddy cur­
rent losses in a thermo-electromagnetic coupled do­
main is described. Time-harmonic methods are used 
to solve the electromagnetic problem and then this is 
coupled to the time-transient thermal system. Non­
linear convection and radiation boundary conditions 
based on empirical equations are prescribed at the  
conductor surfaces.
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Coupled Electromagnetic - Thermal Modelling of 
Electrical Machines
P.K. Vong and D. Rodger
Abstract—-This paper describes some modelling techniques used 
in computing the heat losses and temperature distribution in some 
electrical machines. The thermal sources can be eddy currents 
in conductors and winding I2R losses. Since the thermal time 
constants are relatively very long the coupled electromagnetic- 
thermal problem is solved as a weakly coupled system, using time- 
harmonic and time-transient methods for the electromagnetic and 
thermal systems respectively. The electrical coil is modelled as a 
reduced scalar region coupled with the thermal equation. Results 
are compared with experimental measurements.
Index Terms— Coupled Electromagnetic-thermal analysis, Fi­
nite Element Methods, Reduced Scalar.
I. In t r o d u c t io n
SOLVING a fully time-transient coupled electromagnetic- thermal problem is very expensive. Its thermal time con­
stants could be 104 times larger than the electrical time con­
stant To circumvent this problem, we model the electrical 
problem as a tune-harmonic system weakly coupled to a time- 
transient non-linear thermal system.
There are several approaches to modelling the electromag­
netic behavior of moving conductors. If the moving region does 
not vary in cross section at the right angles to the direction of 
motion, “smooth”, the Minkowski transformation can be used 
to introduce the effect of motion [1], [2].
The modelled 3D coils are independent of the finite ele­
ment discretisation in the reduced magnetic scalar method. It 
is shown how the reduced magnetic scalar mesh may be used to 
model the source I2R for the thermal model. These basic build­
ing meshes are known as fragments and are combined in groups 
to form coils. These coils are totally immersed in the reduced 
scalar regions.
II. F in it e  E l e m e n t  M o d e l l in g  
A. Eddy Current Regions
In modelling “smooth” regions the Minkowski method is 
used. The velocity is taken care of by modifying the E  field 
by adding a u x f i  term, where u is the velocity. Therefore, 
the governing equation is the usual




(d A  
V dt u
x V x i l W (2)
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The electric scalar potential V  is required in modelling mov­
ing conducting regions but it can be set equal to A  • u, thus 
eliminating the need to solve for V  directly. The voltage term 
VV is useful for modelling jumps in conductivity [3] or intro­
ducing sources into massive circuits [4].
Equating V =  A  • u  and using the vector identity V(A-u)  =  
(ti • V)A -I- (A  • V)u +  t i x V x 4  +  i l x V x t i ,  equation 
(1) is reduced to
V x —V x A  =  - a  
I1
d A  . .
+ (A  • V )u  | ( V x u ) x j 1 (3)
For rotational velocity, the last two terms on the r.h.s of equa­
tion (3) are nonzero and with u =  r x w, the equation can be 
expressed as
V x —V x A  =  —a 
f*
dA  . .—  + (u • V)A + A x u  ot (4)
where r is the position vector relative to the axis of rotation 
and ur is the angular velocity. For translational velocity the an­
gular velocity term is zero.
B. Thermal Regions 
The heat transfer region is governed by the usual Fourier’s 
equation,
v- Kvr +<z  = Pc ( ^  +  t z . v r )  (5>
in which k is the thermal conductivity, T  is the temperature, 
q is the heat source and pC  is the heat capacity.
C. Reduced Scalar Regions 
In the regions which contain the known source currents, the 
V x H  is non-zero. However, since the current is known, the 
magnetic field is divided into two parts. The field due to the 
source current is solved using the Biot-Savart law,
(6)
The actual magnetic field is the sum of the source field H ,  
and the gradient of a reduced scalar potential <f>,
H  =  -V<t> +  H , (7)
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Providing that the coils are totally immersed in a reduced 
scalar region, the reduced scalar potential region can be o f any 
shape and the mesh can be independent o f the coils. If however, 
we restrict the reduced scalar potential region so that it approx­
imates the shape of each coil and assign each coils to its own 
reduced scalar potential region, then we can use these reduced 
scalar regions to conveniently approximate the I2R loss for the 
thermal equation sources.
It should be noted that, for the usual type of coil with a hole 
in the middle, we are required to use cuts in the reduced scalar 
potential regions [5]. Fig. 1 shows a typical example.
To model the heat transfer due to the coils I2R losses, the 
reduced scalar region is used as an approximation to the real 
coil and the heat source q can be calculated by dividing the 12R 
losses by the volume integral of the reduced scalar region.
III. G a l e r k in  W e ig h t e d  Re s id u a l  Fo r m u l a t io n s  
The Galerkin procedure gives rise to the weak form o f the 
governing equations. After the transformation:
1) Conducting regions
J  l { V x N ) - < y x A )  +  N - a ? £ dn
N  • -V  X  A  X  dr (8)
2) Thermal regions
J  V N  • /cVTdD +  J  N p C ^  df
fix
-  J  N  ^—dCl — j N  *V T  ndT
Ot rv
3) Reduced scalar regions
d<f>J  V<t>dil =  j)  N p ^ d T
(9)
(10)
IV. Va l id a t io n  
A series of test models consisting o f coils, aluminium and 
copper plates were modelled for the validation exercise. The 
material thermal properties are shown in Table(I). The mea­
sured aluminium electrical conductivity is 2.9 x 107 S/m, while 
the copper used was measured to have an electrical conductiv­
ity o f 5.4 x 107 S/m. The non-linear temperature dependent 
electrical conductivity a  could be approximated linearly as
(ID
F :: B f b :o ii i PARALLEL I A J / 'A -  a
- 1 . 0 0 0  - 1 . 5 0 0  - 2  . oodCOIL (REDUCED SCALAR)
REDUCED SCALAR REGION
Fig. 1. 3D FE model of a simple coil and reduced scalar region.
TABLE I 
M a t e r i a l  T h e r m a l  P r o p e r t i e s .
Material properties Aluminium Copper
Thermal conductivity,
k  (W/m K) 204 399
Specific heat,
Cp ( J / k g  K) 896 383
Density,
p (kg/m3) 2707 8933
COIL [REDUCBD SCALAR METHOD)
 SIMULATED - 1.5 A t 50 Hz
□  MEASURED - 1.5 A  » 50 Hz 
 SIMULATED - 2.5 A  8 50 Hz
110
074
TIME [ s e c ]
1 -I- a(A T )
where the aluminium electrical resistivity coefficient was 
measured as, a  =  3.3 x 10-3  °C ~1 while for copper, the resis­
tivity coefficient is, a  =  3.93 x  10-3  °C ~1.
In the first experiment, two excitation currents of 1.5 A and 
2.5 A at 50 Hz are fed into a 200 turn coil o f 0.9 mm diameter
Fig. 2. Temperature rise in the 200 turn copper coil.
wire. The copper coil itself is totally insulated with thermal 
insulating material to prevent any convection and radiation heat 
transfer to the ambient air. Fig. 1 shows a 3D finite element 
model of a 200 turn coil embedded in the reduced scalar region. 
The simulated and measured temperature rise results are shown 
in Fig. 2
In the second experiment, a copper coil o f 800 turn with the 
wire diameter o f 0.8 mm is used. Two plates of metal, alu­
minium and copper are used for validating the temperature rise 
caused by induction heating. The 3D FE model is shown in 
Fig. 3. The results o f the temperature rise in the coil are shown 




Fig. 3. Metal plate with 800 turn coil.
IF IL E  : PB CO IL21 C
.. ml :■■
1 6 0 ,  - - • -
_  120
 SIMULATED - 2.5 A 0 50 Hz
V  MEASURED - 2.5 A 9 50 HZ 
---- SIMULATED - 4.0 A « 50 Hz 
-I- MEASURED - 4.0 A « 50 Hz
1.0
TIMS [sec]
Fig. 4. Temperature rise in the 800 turn copper coil.
FILE : KTCONDUCTIOM I
THERMAL CONDUCTION AND INDUCTION HEATING
 ALUMINIUM. SIMULATED - 2.5 A  # 50 Hz
O  ALUMINIUM. MEASURED - 2.5 A 0 50 Hz
 COPPER. SIMULATED - 2.5 A 6 50 Hz
X COPPER. MEASURED - 2.5 A » 50 Hz
TIME [sec]
Fig. 5. Temperature rise in the insulated thick metal plate.
For the inductive heating experiment, the thick aluminium 
and copper plates are totally insulated to avoid any convection 
and radiation heat transfer at the material surface. The compu­
tational results for the inductive heating in the two metal plates 
are compared with the measured ones in Fig. 5.
In the subsequent experiment for heat transfer in non-moving
IPROJ : PARALLEL
ALUMINIUM & MASSIVE COIL
Fig. 6. Cylinder and massive coil
ALUMINIUM CYLINDER i MASSIVE COIL
o  70
-  60
+  MEASURED - 2
Fig. 7. Temperature rise in the aluminium cylinder.
media, a solid aluminium cylinder shown in Fig. 6 is placed hor­
izontally into a 1600 turn coil. In this experiment, the surface of  
the cylinder is purposely exposed to the ambient air to take into 
account the effect of non-linear surface heat transfer. The heat 
transfer coefficients at the surface o f the solid cylinder are based 
on the usual prescribed empirical correlation formulae [6]. The 
heat source in this case is due to the induced eddy currents in 
the cylinder. The measured and simulated temperatures at the 
surface o f the cylinder are shown in Fig. 7.
In the final part o f the validation exercise, the M E G A  code 
is used to evaluate the thermal performance of a disk induction 
machine. The 3D FE model o f this machine is shown in Fig. 8. 
The induction machine consists o f a 12 slot stator and a rotat­
ing conducting disk made o f aluminium. The iron core of the 
stator is made o f thin laminations in order to reduce the eddy 
current losses. The stator has a total of 6 coils wound in the 
slots. Each coil has a 580 turn of 0.55 mm diameter o f copper 
wire. Each phase has two coils connected in parallel and the 
resistance o f each coil was measured to be 12.468 ohms. The 
windings and their reduced scalar regions are shown in Fig. 9. 
A full description o f this machine is published in [6].
The induction machine is run with the aluminium disk rotat­
ing at 300 rpm at a load supplied by a DC brushless machine. 
A current o f 2.0 A at 50 Hz excitation is fed into each of the
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FILE : DISKINDUCTION IPROJ : PARALLEL 
3D MODEL (HIGH RES MESH) Id IR : 0.000 2.000 -3-000 /VCCA
Fig. 8. Disk induction machine.
FILE : DISKTEST IP ROJ:PARALLEL 1 *
3d MODEL IHIGH RES MESH) IDIR : -1.000 -2.000 -2.000l / y v V ' H
Fig. 9. Stator, windings and their reduced scalar regions.
F IL E  : DISKTHERMALCOUPLEEl 
3D MODEL |SUPER HIGH RES MESH)
100 ........................................
TIME [sec]
Fig. 10. Simulated and measured temperatures of the windings.
3-phase armature windings. The main losses in the induction 
disk machine are the induced eddy currents in the rotating alu­
minium disk, the copper I2R loss in the windings and the iron 
losses. The simulated and measured results for the windings, 
stator teeth and rotating aluminium disk are shown in Figs. 10, 
11 and 12. It can be seen that the predicted and measured results 
are in reasonable agreement.
___
TIME [sec]
Fig. 11. Simulated and measured temperatures of the stator teeth.
FILE : OISKTHBRMALCOUPLBU
TIME [sec]
Fig. 12. Simulated and measured temperatures of the disk.
V. CONCLUSIONS 
A scheme for modelling the heat source in coils and mov­
ing conductor regions is described. Time-harmonic methods 
are used to solve the electromagnetic problem and then this is 
coupled to the non-linear time-transient thermal system. The 
reduced scalar method is used to model the electrical coil to 
facilitate the thermal analysis o f electrical machines.
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