JPEG compression based on the discrete cosine transform (DCT) is a key building block in low-power multimedia applications. We use approximate computing to exploit the error tolerance of JPEG and formulate a novel optimization problem that maximizes power savings under an error budget. We analyze the error propagation sensitivity in the DCT network and use this information to model the impact of introduced errors on the output quality. Simulations show up to 15% reduction in area and delay which corresponds to 40% power savings at iso-delay.
INTRODUCTION
Energy-efficiency demands have driven interest in designs that leverage the inherent error resilience of many multimedia applications [1] [2] [3] [4] . In this context, approximate computing uses simplified, lower power hardware operations with controlled errors, using logic or architecture modification [1, 2] , through voltage overscaling [4] , time starvation [5] , etc.
A typical target for this optimization is in the domain of digital signal processing (DSP), which is a key functionality in multimedia processors. Typical DSP operations used in image and video processing units include image compression, filtering, and reconstruction. This paper develops an optimized approximate computing solution for image compression using widely-used JPEG compression scheme.
A core building block for JPEG compression is the discrete cosine transform (DCT). Several algorithms for implementing the DCT have been proposed, and they largely aim to reduce the number of computations without approximations by altering the architecture or/and logic simplifications [6] [7] [8] . These exploit the periodic symmetries of cosine terms in the * This work was supported in part by the NSF under award CCF-1525925.
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A few prior methods have explored approximations in JPEG compression, but largely perform optimizations in an ad hoc style. Some approaches use truncation, such as dynamic bit width [10] and dynamic range reduction [3] , while others uniformly approximate all adders in the DCT [1] . Other related approaches [11, 12] target general RTL structures and do not exploit the structure of JPEG.
We address the problem of building optimized JPEG compression hardware by optimally approximate arithmetic units within the hardware to reduce the power consumption under a user-specified error budget. JPEG compression is so widely used that it is worthwhile to build a very specific optimization technique for this hardware. At the same time, we develop optimization principles that we believe will be applicable for optimizing widely-used general DSP blocks, such as those that implement FFTs or correction algorithms. Our formulation finds the sensitivity of error at the output node to an error introduced at an internal node, and proposes a novel technique for error variance propagation within the graph. Finally, we propagate the error budget at the output to internal nodes and use the notion of sensitivity to build a design that meets this budget.
JPEG DECOMPOSITION
The JPEG compression scheme is based on a 2-dimensional (2D) frequency-domain DCT, followed by a quantization step, as illustrated in Figure 1 . The method operates by dividing an image, Iimage, into 8 × 8 pixel blocks and compressing each block separately. Each such block constitutes the 8 × 8 initial matrix, I, which will be referred to as one frame. For example, a typical image of size 512 × 512 pixel consists of 4096 frames. Each element of the matrix, I, has a value in the range of 0 to 255, but the DCT operation is performed on a shifted matrix, M , obtained from I by subtracting 128 from each entry in I. The result of compressing M is an 8 × 8 matrix, C. The JPEG compression sequence has two major steps, described in the rest of this section. 
The DCT Stage

Functionality
Each frame, represented by M , undergoes an 8-point 2D DCT. The DCT coefficient matrix, D, is given by
where i [j] represent the horizontal [vertical] spatial frequencies. The scaling factor, U (k), is given by
Hardware Implementation
The separable property of the DCT allows the 2D operation to be decomposed in two sequential 1D DCT operations along the row and column of M , as shown in Figure 2 . We denote the first and second sets of 1D DCT blocks as Layer 1 and Layer 2, respectively. Each layer contains eight individual 1D DCT blocks, so that over the two layers, 16 such 1D DCT blocks are required. For each block, i, in the first layer, its input comes from the i th column of M , denoted by Mi, i ∈ {0, · · · , 7}. The outputs of the first layer are fed as inputs to the second layer after a transpose operation. The periodic structure of cosine terms in (1) can be exploited to efficiently implement fast DCT operations by combining several additions and multiplications, and a number of fast 1D DCT algorithms have been proposed [6] [7] [8] . Of these, the Loeffler 1D DCT algorithm [8] , which requires 11 multiplications and 29 additions, achieves the theoretical lower bound for multiplications in 8-point DCT, and we have used it as a basis for our work. The output Zi of each 1D DCT block using Loeffler's algorithm is
where Mi is as defined above. An extra √ 2 term is incorporated to obtain Z0 and Z4 without any multiplication. When this implementation is used for the 1D DCT in each layer in Figure 2 , a final divide-by-8 stage is required, as shown in the figure, in order to translate the output D of Layer 2 to an output D consistent with (1) . Algorithm 1 shows the process of computing JPEG compressed matrix for a single frame using the Loeffler fast DCT technique, and compression corresponds to steps 1 through 8.
The Loeffler 1D DCT has four primary stages and can be represented by a butterfly diagram shown in Figure 3(a) , where the internal nodes of the butterfly are as described in Figure 3 (b). It is important to note that all multipliers perform constant multiplications, where the constant input is either √ 2, an, (bn − an), or (an + bn). These values are fractions, but practically, these are stored as fixed-bit integers by multiplying them by 2 7 , and this scaling is accounted for in the final output through appropriate shift operations.
Based on the equations shown in Figure 3 (b), it can be shown that the 1D butterfly shown in Figure 3 (a) requires total 29 additions and 11 multiplications [8] . Thus, for each frame, the net computation over Layers 1 and 2 involves 16× 11 = 176 multiplications and 16 × 29 = 464 additions. All calculations are performed using 32-bit signed arithmetic. The divide-by-8 step is achieved using shift operations. 
METHOD:
1: for i ← 1 to 8 do Row operation 2:
Z(i, :) = f1D,DCT (Mi) 3: end for 4: transpose 5: for i ← 1 to 8 do Column operation 6:
Divide by 8
Quantization step
The Quantization Stage
As illustrated in Algorithm 1, the DCT coefficient matrix, D, undergoes a lossy compression step in the final step in line 9 as it performs the operation,
i.e., each element in the DCT coefficient matrix, D(i, j), is individually divided by the corresponding element of a quantization matrix, QF (i, j), and rounded to the nearest integer to form the quantized result, C(i, j), of JPEG compression. The subscript F of the quantization matrix, QF , is a quality factor ranging from 1 to 100, where 1 corresponds to the lowest quality. Commonly-used values of F are 50 and 90. The rounding of the results is a key step where some information of the image is discarded. At a lower quality factor, F , the divisors are higher, implying that higher compression ratio is achieved [13] . Further, the key DCT coefficients are close to D(0, 0), and the elements of QF progressively increase as we move further away from the (0, 0) element.
APPROXIMATE COMPUTING IN JPEG
The amount of computation and power dissipation in a DCT is significant: for a moderate-sized 512 × 512 (256K) image with 4096 frames, the fast DCT requires nearly 10 6 multiplications and 2 × 10 6 additions. The large number of operations, along with the error resilience of JPEG to approximation, motivates us to explore approximate computing.
We represent the structure of the Loeffler 1D DCT in Figure 3 (a) as a directed acyclic graph (DAG), where each node in the graph represents arithmetic operations such as add/subtract or multiply. Along with the four primary stages in Loeffler 1D DCT in Figure 3 Adders and multipliers are simply arrays of full adders (FA). Multiplication is implemented using a 4 : 2 compressed carry save adder (CSA) based multiplier with m least significant bits (LSB) approximated for each node in the DAG. Addition is implemented using 32-bit ripple carry adders. We have implemented the five transistor level full adder designs proposed in [1] in a 32-bit multiplier and concluded that the "Approximate 5" adder (henceforth abbreviated as appx5) provides the best area and one of the lowest errors, and hence we use this structure in our implementation.
PROPOSED APPROXIMATE SCHEME
The total error in the JPEG compression scheme is a function of the approximation scheme used at each node. In this section, we develop an algorithm for finding the most effective approximation by developing error models and incorporating them into an optimization framework. The optimization is carried out over the two layers in Figure 2 However, optimizing the number of approximate bits at the granularity level of an individual 1D DCT block implies that each block could have a different structure, and this surrenders the major advantage of regularity that is exploited in layout optimization of DSP blocks. Therefore, we choose to restrict the optimization so that within each layer, all eight 1D DCT blocks are identical, allowing for easier design and layout. Optimization variables in layer l ∈ {1, 2} are the number of approximate bits in
Thus, the total number of variables is 2 × (29 + 11) = 80. In fact, we find that doubling the optimization variables, i.e. two sets of variables for each layer only result in very small changes in pre-layout estimates of power as shown in Section 5, vindicating our choice. Figure 5 : The 2D DCT using 16 1D DCT blocks. The errors introduced due to approximating some bits in these adders and multipliers accumulate at the output of the JPEG compression engine and affect the quality of the resultant image. The error at each node within the DAG has a different contribution to the total error at the final output. We propose a scheme based on the sensitivity of each node to the total output error to optimize the hardware, subject to a user-specified error budget that is typically applicationdependent. Our methodology can be broadly divided into:
• Computing the error statistics of each unit module: Characterization of the error mean and variance for the unit arithmetic units (adders and multipliers). 
Computing Error Statistics
Errors in Adders: For the approximate FA design appx5, the error x from approximating α LSBs can take on 2 α different values from the set {0, ±1, ±2, · · · , ± 2 α−1 − 1 , −2 α−1 }. The approximation scheme in the adder is concentrated in the lower LSBs. Over the large number of frames processed by an adder, it can be reasonably assumed that the lower LSBs of the input have equal probability of ones and zeros. Using this uniform distribution of error values, i.e., px = 1/2 α , we find the error mean and variance:
Note that the error mean for adder is independent of number of approximated bits, and for all practical purposes it is zero: even for a 1 LSB approximation, the variance is 1 unit, so that 3σ is much greater than the mean; this effect is even stronger when more LSBs are approximated.
Errors in Multipliers:
Each multiplier has one constant node and one variable node, as described in Section 2.1.2.
Assuming a uniform input distribution, the error statistics of multipliers are analytically modelled using the MATLAB curve fitting toolbox as a function of the α approximated LSBs. The similarity of the coefficients of all the equations led us to choose one single equation shown below:
As before, the error mean is virtually zero.
Sensitivity Analysis of the DCT Block
The computation at each node of a 1D DCT block is a linear combination of the results of its immediate predecessor stage node. If we denote the result at node n of stage s, as ηn,s,
where W k,n,(s−1) is the weight of node k of the previous stage, (s − 1) for node, n, of stage s. The value of W k,n,(s−1) can be obtained from the structure of the network, shown in Figure 4 . We use ζ n,s,k to denote the sensitivity of node k of stage (s − 1), at node n of stage s. From (8),
Given the variances of nodes at predecessor stages, the error variance at a node can be obtained by weighting these variances by the sensitivity, plus the error generated at the node due to the use of an approximate operator. The error variance, σ 2 n,s,b,l , for node n, stage s, block b, layer l is
where σ 2 op,nsl = Generated error variance for operation at node, n, at stage, s, for layer, l The values of σ 2 op,nsl can be obtained from (6) and (7). Based on the application requirement, a maximum error, δe = µ budget + 3σ budget , is specified by the user at the output of the compression stage, corresponding to the allowable error in each pixel of the compressed image, C, where µ budget and σ budget are the mean and standard deviation of the maximum error budget, respectively. Using similar arguments as before, the mean of δe is close to zero. Therefore, the relation between output error variance budget, σ 2 budget , and the maximum error budget, δe, is shown below 
The Nonlinear Optimization Formulation
The number of FAs associated with k approximate output LSBs in an array multiplier, for reasonable k, is quadratic in k. For an adder, each approximate output bit translates to one approximate FA. Let the number of approximate FAs in an adder and multiplier be denoted by fa(k) and fm(k), respectively. Then
Thereferfore, the total number of FAs that are approximated can be represented as a function of the number of approximated bits associated with each adder or multiplier. Over both layers, this is represented as:
where double summations are used to incorporate total numbers of adders and multipliers in single 1D DCT block for each layer, l. The multiplying factor of 8 captures the notion that the same approximation is used within each of the 8 1D DCT blocks in layer, l, to preserve layout regularity. We define a metric, "Percentage FA savings" (PFA), to quantify the percentage of the total FAs, which is defined as:
To obtain λ total , we see that the DCT hardware requires 464 adders and 176 multipliers, so that for a 32-bit computation, λ total = 464 × fa(32) + 176 × fm(32) = 102, 144 (15) Based on the relations in Sections 4.1 and 4.2, we formulate an optimization problem that maximizes the savings due to approximation, subject to a specified bound on the error introduced in the compressed image. The precise formulation of the optimization problem is:
The objective function corresponds to maximizing λappx, which represents the total hardware savings in the system. The constraints correspond to the error variances, and are represented stage by stage. Constraint (a) represents the relationship (10) between the error variance from one stage to the next in each layer of the DCT network. Constraints (b) and (c), respectively, state that there is no error at the input of layer 1 of the DCT on the compression side when M is presented, and that the error of stage 8 of layer 1 is passed on to layer 2. The variance constraint (d) at the output corresponds to (11) , and the new factor of 8 in this inequality accounts for the divide-by-8 stage after Layer 2.
Since the error variance equations of adder and multiplier are nonlinear, as shown in (6) and (7), both the objective and constraints are nonlinear. The decision variables, a l i and m l j , for this optimization are integer-valued. Although a mixed integer linear programming problem is generally computationally expensive, there are two factors in our favor. First, the number of variables is small enough that a solution is realistic. Second, since this is a one-time solution at design time, computation time is not critical. In practice, we find that the problem is solved in about 1 hour for our test cases.
RESULTS
We synthesized the RTL of the JPEG hardware using the 45nm Nangate library in Synopsys Design Vision and all simulations have been performed at the typical process corner with V dd = 1.1V and temperature, T = 25 o C. We have used benchmark images [14] such as Lena, Pepper gray, Boat, Arctichare, and Gray21.512, to exercise our algorithm. We used the mixed integer nonlinear problem solver, KNI-TRO [15] to solve (16). The CPU times for optimization were of the order of 1 hour in a 2.6 GHz Intel Core i5 CPU with 8Gb RAM and 64-bit OS X. The optimalâ l i andm l j values obtained from KNITRO for the JPEG hardware were hard-coded into the RTL and synthesized to obtain the area, power and delay of the resulting approximate hardware.
We evaluate the PSNR after compression and reconstruction of the image to reflect the true impact on JPEG accuracy. The reconstruction of the compressed image follows a procedure analogous to compression, except that the inverse DCT (IDCT) technique is used instead of the DCT to reconstruct the image matrix, R. The IDCT can also be implemented using a butterfly, and incurs similar computation as the compression step, but we use only exact computations during this step to evaluate the quality of our algorithm.
The difference between the initial image, I, and the reconstructed image, R, determines the compression quality, measured in terms its peak signal to noise ratio (PSNR). The PSNR of the JPEG compressed image largely depends on the quantization matrix, QF . If Ix and Rx are the x th frame of the original and reconstructed image matrices, respectively, then in an image with N frames, the P SN R is:
where
We obtained the PSNR of the JPEG compressed images using a MATLAB simulation. The base case for PSNR uses quality factor, F = 90 with no approximation. Relative to the base case, we compared the PSNR difference, ∆P SN R, for several images, for various F , with or without approximations.
We plot the PFA as mentioned in (14), power and area savings obtained from a synthesized hardware implementation along with ∆P SN R vs. the error variance budget, σ 2 budget , for two values of quality factors, F = 90 and F = 50 in Fig. 6 (a) and 6(b), respectively. The ∆P SN R values are plotted on the left axis using bars while the percentage savings for various quantities (area, power and PFA) are plotted on the right axis using points in each graph. The graphs of percentage area savings and PFA correlate well due to the strong correspondence between FA savings and area savings. A good estimation for percentage change in switching capacitance, Csw, can also be obtained from PFA.
At σ 2 budget = 0, no PSNR degradation is observed for F = 90, as this is the base case criteria, where as for F = 50, ∆P SN R is nearly 4 dB. This means that a significant amount of error is incorporated in the image without any approximations to achieve higher compression ratio. We can use this PSNR degradation of σ 2 budget = 0 for various quality factors, F , as an advantage for achieving power savings with some increased memory. Appropriate F and σ 2 budget are typically provided as inputs based on the application. For example, if F = 50 and the acceptable degradation is 4-dB, we cannot approximate any further as 4 dB error is already incorporated due to the quality degradation factor, F . As seen from Figure 6 (b), the variance budget for this criteria will be zero and there will be no area and power savings. For F = 90, ∆P SN R budget for 4 dB and the σ 2 budget will be 5,000. The corresponding area and power savings are 12.0% an 16.2%, respectively as shown in Figure 6 (a). This implies higher area and power savings are possible using higher F .
Qualitatively, high precision applications should choose higher quality factor, F , with very smaller error budget, budget , which will still provide around 12 − 14% savings in both area and power. On the other hand, error tolerant applications should choose higher F with higher error budget and save up to 20% in area and power.
We observe 15% delay improvement for the approximate hardware which can be translated to reduced supply voltage, V dd . The reduced power, P , for such a voltage-scaled system depends on the global V dd , global clock period, Tc as well as reduced switching capacitance, C sw as,
and ∆T is the delay change (slack) due to the approximate hardware. From (18), we infer that ∼ 40% power reduction is achievable with voltage scaling with our approximation scheme. To provide a visual illustration, compressed images with F = 90 for four different specified σ The scatter points in Figure 8 represent the maximum pixel error generated for different images incorporating different σ and maximum allowable pixel error, δe, shown in (11) , is also represented in the figure with a line. It is observed that, the maximum error generally remains below the maximum error budget. The error generated at σ 2 budget = 0 (without any approximations) is the lossy JPEG compression error, which is not captured in (11) .
Finally, we compare the benefit of our approximation scheme, where 80 nodes in the 1D DCT are allowed to have independent approximation levels, versus the case where a fixed number of bits are approximated for all nodes in the DCT. The latter case incorporates higher amount of error than approximating variable bit size error generation, i.e., the optimization uses only one variable.
As shown in Figure 6 , PFA provides a good estimation of area and power savings, and therefore we use this metric to compare the 80-variable and 160-variable optimization with the single-variable optimization in Figure 9 . We find that our scheme provides 10% more savings, while the simpler scheme only provides marginal benefits. This is because the sensitivity of many addition and subtraction operations in the DAG is high, and approximation errors are magnified. Our sensitivity-based scheme captures this effect and chooses a lower number of approximate LSBs for high-sensitivity nodes, and more approximate LSBs for lowsensitivity nodes. The result for the 160-variable optimization problem only provides a feasible solution after iterating over 200,000 steps for about three hours. The results of both the 80-variable and 160-variable optimizations provide sim- ilar improvements in PFA. Increasing the problem space in non-linear optimization leads the solution further away from the optimal point and also increases the CPU time.
CONCLUSION
We have presented an approach that solves a small integer nonlinear program to optimize the power dissipation of a JPEG compression unit. We formulate the problem using the sensitivity of nodes in the DAG that represents the computation and enable a solution that approximates more (fewer) LSBs at low (high)-sensitivity nodes.
