Abstract-Sensor webs consisting of nodes with limited battery power and wireless communications are deployed to collect useful information from the field. Gathering sensed information in an energy efficient manner is critical to operating the sensor network for a long period of time. In [12] , a data collection problem is defined where, in a round of communication, each sensor node has a packet to be sent to the distant base station. There is some fixed amount of energy cost in the electronics when transmitting or receiving a packet and a variable cost when transmitting a packet which depends on the distance of transmission. If each node transmits its sensed data directly to the base station, then it will deplete its power quickly. The LEACH protocol presented in [12] is an elegant solution where clusters are formed to fuse data before transmitting to the base station. By randomizing the cluster-heads chosen to transmit to the base station, LEACH achieves a factor of 8 improvement compared to direct transmissions, as measured in terms of when nodes die. An improved version of LEACH, called LEACH-C, is presented in [14] , where the central base station performs the clustering to improve energy efficiency. In this paper, we present an improved scheme, called PEGASIS (Power-Efficient GAthering in Sensor Information Systems), which is a near-optimal chain-based protocol that minimizes energy. In PEGASIS, each node communicates only with a close neighbor and takes turns transmitting to the base station, thus reducing the amount of energy spent per round. Simulation results show that PEGASIS performs better than LEACH by about 100 to 200 percent when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die for different network sizes and topologies. For many applications, in addition to minimizing energy, it is also important to consider the delay incurred in gathering sensed data. We capture this with the energy Â delay metric and present schemes that attempt to balance the energy and delay cost for data gathering from sensor networks. Since most of the delay factor is in the transmission time, we measure delay in terms of number of transmissions to accomplish a round of data gathering. Therefore, delay can be reduced by allowing simultaneous transmissions when possible in the network. With CDMA capable sensor nodes [11], simultaneous data transmissions are possible with little interference. In this paper, we present two new schemes to minimize energy Â delay using CDMA and non-CDMA sensor nodes. If the goal is to minimize only the delay cost, then a binary combining scheme can be used to accomplish this task in about log N units of delay with parallel communications and incurring a slight increase in energy cost. With CDMA capable sensor nodes, a chain-based binary scheme performs best in terms of energy Â delay. If the sensor nodes are not CDMA capable, then parallel communications are possible only among spatially separated nodes and a chain-based 3-level hierarchy scheme performs well. We compared the performance of direct, LEACH, and our schemes with respect to energy Â delay using extensive simulations for different network sizes. Results show that our schemes perform 80 or more times better than the direct scheme and also outperform the LEACH protocol.
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INTRODUCTION
I NEXPENSIVE sensors capable of significant computation and wireless communications are becoming available [4] , [6] , [8] , [10] , [16] , [23] . A web of sensor nodes can be deployed to collect useful information from the field in a variety of scenarios including military surveillance, landmine detection, in harsh physical environments, for scientific investigations on other planets, etc. [1] , [10] , [16] , [29] . These sensor nodes can self-organize to form a network and can communicate with each other using their wireless interfaces. Energy efficient self-organization and initialization protocols are developed in [18] , [19] . Each node has transmit power control and an omni-directional antenna, and therefore can adjust the area of coverage with its wireless transmission. Typically, sensor nodes collect audio, seismic, and other types of data and collaborate to perform a high-level task in a sensor web. For example, a sensor network can be used for detecting the presence of potential threats in a military conflict. Since wireless communications consume significant amounts of battery power, sensor nodes should be energy efficient in transmitting data [3] , [17] , [25] , [27] . Energy efficient communication in wireless networks is attracting increasing attention in the literature [5] , [22] , [24] , [28] , [30] .
A typical application in a sensor web is gathering of sensed data at a distant base station (BS) [12] . Fig. 1 shows a 100-node sensor network in a playing field of size 50m Â 50m. There is an energy cost for transmitting or receiving a packet in the radio electronics and there is a variable energy cost depending on the distance in transmissions. Due to the r 2 or larger radio signal attenuation for a range r, it is important to limit transmission distances to conserve energy. In this paper, we assume the following:
. Each sensor node has power control and the ability to transmit data to any other sensor node or directly to the BS [20] , [22] . . Our model sensor network contains homogeneous and energy constrained sensor nodes with initial uniform energy. . Every node has location information. . There is no mobility.
Energy Reduction for Data Gathering in Sensor Networks
In each round of this data-gathering application, all data from all nodes need to be collected and transmitted to the BS, where the end-user can access the data. In some sensor network applications, data collection may be needed only from a region and, therefore, a subset of nodes will be used. A simple approach to accomplishing this data gathering task is for each node to transmit its data directly to the BS. Since the BS is typically located far away, the cost to transmit to the BS from any node is high so nodes will die very quickly. Therefore, an improved approach is to use as few transmissions as possible to the BS and reduce the amount of data that must be transmitted to the BS in order to reduce energy. Further, if all nodes in the network deplete their energy levels uniformly, then the network can operate without losing any nodes for a long time.
In sensor networks, data fusion helps to reduce the amount of data transmitted between sensor nodes and the BS [9] , [15] , [31] . Data fusion combines one or more data packets from different sensor measurements to produce a single packet, as described in [12] . For example, sensors may collect temperature, pressure, humidity, and signal data from the field. We would be interested in finding the maximum or minimum values of such parameters. Data fusion can be used here to combine one or more packets to produce a same-size resultant packet. The LEACH protocol presented in [12] is an elegant solution to this data collection problem where a small number of clusters are formed in a self-organized manner. The nice property of the LEACH protocol is that it is completely distributed and sensor nodes organize in a cluster hierarchy to fuse their data to eventually transfer to the BS. In LEACH, a designated node in each cluster collects and fuses data from nodes in its cluster and transmits the result to the BS. LEACH uses randomization to rotate the cluster heads and achieves a factor of eight improvement compared to the direct approach, before the first node dies.
In LEACH, clusters are formed in a self-organized manner in each round of data collection. About 5 percent of the nodes in the network selected randomly become cluster heads. These cluster heads send a strong beacon signal to all nodes and sensor nodes decide which cluster to join based on received signal strength. The distributed cluster formation in each round in LEACH may not produce good clusters to be efficient. In an improved version of this scheme, called LEACH-C [14] , this cluster formation is done at the beginning of each round using a centralized algorithm by the BS. Although the energy cost for cluster formation is higher in LEACH-C, the overall performance is better than LEACH due to improved cluster formation by the BS. The steady state part of the LEACH-C protocol, i.e., data collection in rounds, is identical to the LEACH protocol (p. 94 in [14] ). LEACH-C improves the performance by 20 percent to 40 percent (p. 97 in [14] ), depending on the network parameters, compared to LEACH in terms of the total number of rounds of data collection that can be achieved before sensor nodes start to die.
Further improvements can be obtained if each node communicates only with close neighbors and only one designated node sends the combined data to the BS in each round in order to reduce energy. A new protocol based on this approach, called PEGASIS (Power-Efficient GAthering in Sensor Information Systems), is presented in this paper, which significantly reduces energy cost to increase the life of the sensor network. The PEGASIS protocol is near optimal in terms of energy cost for this data gathering application in sensor networks. The key idea in PEGASIS is to form a chain among the sensor nodes so that each node will receive from and transmit to a close neighbor. Gathered data move from node to node, get fused, and, eventually, a designated node transmits to the BS. Nodes take turns transmitting to the BS so that the average energy spent by each node per round is reduced. Building a chain to minimize the total length is similar to the traveling salesman problem, which is known to be intractable. However, with the radio communication energy parameters, a simple chain built with a greedy approach performs quite well. The PEGASIS protocol achieves between 100 to 200 percent improvement when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die compared to the LEACH protocol. PEGASIS performance improvement in comparison with LEACH-C will be slightly less as LEACH-C improves upon LEACH by about 20 percent to 40 percent. In the rest of this paper we present all our performance comparisons with respect to the LEACH protocol with the understanding that the improvement is less by the extent that LEACH-C improves upon LEACH [14] . When attribute-based search is to be performed, then the area and, hence, selected sensor nodes, will also change dynamically. In these situations, the BS selects the area of interest and only selected nodes in the region participate in data collection. We will still use the same chain ordering of nodes and only the selected nodes will be on to form the truncated chain. Likely, these nodes will still be nearby on the shortened chain and the data collection will still be efficient.
Our scheme can be modified appropriately if some of the stated assumptions about sensor nodes are not valid. If nodes are not within transmission range of each other, then alternative, possibly multihop transmission paths will have Fig. 1 . Random 100-node topology for a 50m Â 50m network. The base station (BS) is assumed to be located at (25, 150) , which is at least 100m from the nearest node.
to be used. In fact, our chain-based schemes will not be affected that much as each node communicates only with a local neighbor and we can use a multihop path to transmit to the BS. We need to make some adjustments in the chain construction procedure to ensure that no node is left out. Other schemes, including LEACH, rely on direct reachability to function correctly. To ensure balanced energy dissipation in the network, an additional parameter could be considered to compensate for nodes that must do more work every round. If the sensor nodes have different initial energy levels, then we could consider the remaining energy level for each node in addition to the energy cost of the transmissions. The assumption of location information is not critical. The BS can determine the locations and transmit to all nodes or the nodes can determine this through received signal strengths. For example, nodes could transmit progressively reduced signal strengths to find a close neighbor to exchange data. This would require the nodes to consume some energy when trying to find local neighbors; however, this is only a fixed initial energy cost when constructing the chain. If nodes are mobile, then different methods of transmission could be examined. For instance, if nodes could approximate how often and at what speed other nodes are moving, then it could determine more intelligently how much power is needed to reach the other nodes. Perhaps, the BS can help coordinate the activities of nodes in data transmissions. Discussion of schemes with mobile sensor nodes is beyond the scope of this paper.
Energy Â Delay Reduction for Data Gathering in Sensor Networks
Another important factor to consider in the data gathering application is the average delay per round. Here, we assume that data gathering rounds are far apart and the only traffic in the network is due to sensor data. Therefore, data transmissions in each round can be completely scheduled to avoid delays in channel access and collisions. The delay for a packet transmission is dominated by the transmission time as there is no queuing delay and the processing and propagation delays are negligible compared to the transmission time. With the direct transmission scheme, nodes will have to transmit to the base station one at a time, making the delay a total of N units (one unit per transmission, where N is equal to the number of nodes). To reduce delay, one needs to perform simultaneous transmissions. The well-known approach of using a binary scheme to combine data from N nodes in parallel will take about log N units of delay, although incurring an increased energy cost. Energy Â delay is an interesting metric to optimize per round of data gathering in sensor networks. Why energy Â delay metric? Clearly, minimizing energy or delay in isolation has drawbacks. For battery operated sensors, longevity is a major concern and priorities can be entirely different when energy reserves become depleted. Energy efficiency often brings additional latency along with it. Minimizing delay is not always practical in sensor network applications. Maximizing the throughput is not the best strategy for energy-critical links. Generally, increased energy savings come with a penalty of increased delay. However, several practical applications set limits on acceptable latency, as specified by QoS requirements. For example, the data gathering delay per round may have a bound. Therefore, there is a tradeoff between energy spent per packet and delay; energy Â delay is an appropriate measure to optimize for in wireless sensor networks. Specifically, our view is that minimizing energy Â delay while meeting acceptable delays for applications can lead to significant power savings.
Simultaneous wireless communications among pairs of nodes is possible only if there is minimal interference among different transmissions. CDMA technology can be used to achieve multiple simultaneous wireless transmissions with low interference. If the sensor nodes are CDMA capable, then it is possible to use the binary scheme and perform parallel communications to reduce the overall delay. However, the energy cost may have to go up slightly as there will still be a small amount of interference from other unintended transmissions. Alternatively, with a single radio channel and non-CDMA nodes, simultaneous transmissions are possible only among spatially separated nodes. Since the energy costs and delay per transmission for these two types of nodes are quite different, we will consider energy Â delay reduction for our data gathering problem separately for these two cases.
In this paper, we present the following new protocols for data gathering using the energy Â delay metric:
. a binary chain-based scheme with CDMA sensor nodes, . a three level chain-based scheme which performs better than direct and PEGASIS with this metric for non-CDMA sensor nodes. Both of these protocols use hierarchical organization of sensor nodes with possible simultaneous data transmissions in each level of the hierarchy. A greedy chain is formed among the sensor nodes in both of these protocols which will form the lowest level in the hierarchy. The binary scheme has a hierarchy of dlog Ne, where N is the number of nodes in the sensor network. The second protocol uses a 3-level hierarchy by forming groups in each level and promoting one node from each group to the next level. Simulation results show that both schemes perform 80 or more times better than direct scheme and the binary scheme performs eight times better than LEACH with respect to the energy Â delay metric. This paper is organized as follows: In Section 2, the radio model for energy calculations used throughout this paper is discussed. In Section 3, an analysis of the energy cost is given for the data gathering problem. The PEGASIS scheme is presented in Section 4, which is shown to be a nearoptimal solution for minimizing energy. In Section 5, an analysis of the energy Â delay metric for data gathering is given. Two new protocols for reducing energy Â delay for data gathering with and without CDMA capable nodes are presented in Sections 6 and 7, respectively. Extensive simulation results with different size networks and simulation parameters are presented in Section 8. In all our simulation experiments, we considered only the original LEACH protocol and our proposed new protocols. The performance improvements with respect to LEACH-C will be slightly less corresponding to the extent LEACH-C improves upon LEACH. Finally, some concluding remarks are given in Section 9.
RADIO MODEL FOR ENERGY CALCULATIONS
We use the same radio model as discussed in [12] , which is the first order radio model. In this model, a radio dissipates E elec ¼ 50nJ=bit to run the transmitter or receiver circuitry and amp ¼ 100pJ=bit=m 2 for the transmitter amplifier. The radios have power control and can expend the minimum required energy to reach the intended recipients. The radios can be turned off to avoid receiving unintended transmissions. An r 2 energy loss is used due to channel transmission [21] , [26] . The equations used to calculate transmission costs and receiving costs for a k-bit message and a distance d are shown below:
.0.a Transmitting E T x ðk; dÞ ¼ E T xÀelec ðkÞ þ E T xÀamp ðk; dÞ
Receiving data is also a high cost operation, therefore, the number of receptions and transmissions should be minimal to reduce the energy cost of an application. With these radio parameters, when k ¼ 2; 000 and d 2 is 500, the energy spent in the amplifier part equals the energy spent in the electronics part and, therefore, the cost to transmit a packet will be twice the cost to receive. It is assumed that the radio channel is symmetric so that the energy required to transmit a message from node i to node j is the same as the energy required to transmit a message from node j to node i for a given signal-to-noise ratio (SNR), typically 10 dB. For the comparative evaluation purposes of this paper, we assume that there are no packet losses in the network. It is not difficult to model errors and losses in terms of increased energy cost per transmissions. With known channel error characteristics and error coding, this cost can be modeled by suitably adjusting the constants in the above equations.
When there are multiple simultaneous transmissions, the transmitted energy should be increased to ensure that the same SNR as with a single transmission is maintained. With CDMA nodes using 64 or 128 chips per bit (which is typical), the interference from other transmissions is calculated as a small fraction of the energy from other unintended transmissions. This effectively increases the energy cost to maintain the same SNR. With non-CDMA nodes, the interference will equal the amount of energy seen at the receiver from all other unintended transmitters. Therefore, only a few spatially distant pairs can communicate simultaneously in the network.
ENERGY COST ANALYSIS FOR DATA GATHERING
In this section, we will analyze the energy cost of data gathering from a sensor web to the distant BS. Recall that the data collection problem of interest is to gather a k-bit packet from each sensor node in each round. Of course, the goal is to keep the sensor web operating as long as possible. A fixed amount of energy is spent in receiving and transmitting a packet in the electronics and an additional amount proportional to d 2 is spent while transmitting a packet. There is also a cost of 5 nJ/bit/message for 2,000 bit messages in data fusion. With the direct approach, all nodes transmit directly to the BS, which is usually located at some distance from the sensor network. Therefore, every node will consume a significant amount of power to transmit to the BS in each round. Since the nodes have a limited amount of energy, nodes will die quickly, causing the reduction of the system lifetime.
As observed in [12] , the direct approach would work best if the BS is located close to the sensor nodes or the cost of receiving is very high compared to the cost of transmitting data. For the rest of the analysis, we use 50, 100, and 200-node sensor networks. In a scenario where the BS is located far away, energy costs can be reduced if the data is gathered locally among the sensor nodes and only a few nodes transmit the fused data to the BS. This is the approach taken in LEACH and its variants, where clusters are formed dynamically in each round and cluster-heads (leaders for each cluster) gather data locally and then transmit to the BS. Cluster-heads are chosen randomly, but all nodes have a chance to become a cluster-head in LEACH to balance the energy spent per round by each sensor node. For a 100-node network in a 50m Â 50m field with the BS located at (25, 150) , which is at least 100 meters from the closest node, LEACH achieves a factor of 8 improvement compared to the direct approach in terms of number of rounds before the first node dies.
Although this approach is significantly better than the direct transmissions to the BS, there is still some room to save even more energy. The cost of the overhead to form the clusters in LEACH is expensive. In LEACH, in every round, five percent of nodes are cluster-heads and these nodes must broadcast a signal to reach all nodes to determine the members in their clusters.This overhead has been eliminated in the improved version, LEACH-C [14] ; otherwise, LEACH-C is identical to LEACH in collection of data in each round. However, several cluster-heads, typically five in a network of 100 nodes, transmit the fused data from the cluster to the distant BS. Further improvement in energy cost for data gathering can be achieved if only one node transmits to the BS per round and if each node transmits only to local neighbors in the data fusion phase. This is exactly what is done in the PEGASIS protocol (defined in Section 4) to obtain an additional factor of two or more improvement compared to LEACH and LEACH-C.
For the 100-node network shown in Fig. 1 , we can determine a bound on the maximum number of rounds possible before the first node dies. In each round, every node must transmit their packet and some node or the BS must receive it. So, each node spends two times the energy cost for electronics and some additional cost, depending on how far a node transmits its data. Since at least one node must transmit the fused message to the BS in each round, on the average each node must incur this cost at least once every 100 rounds. With the energy cost parameters and the dimensions of the playing field in Fig. 1 with 100 nodes and 2,000 bit messages, we can calculate the maximum rounds possible. The energy spent in each node for 100 rounds is about 100*0.0002 joules for the electronics and at least 0.002 joules for one message transmission to the BS. With an initial energy in each node of .25 joules, the maximum number of rounds possible before a node dies is given by: ð100 Â 0:25Þ=0:022 % 1; 100.
The actual number of rounds achievable before a node dies will be less since we did not account for the energy spent in the variable part of transmissions, which depends on the distance of transmission and the cost for data fusion. Since each node needs to transmit its data at least to its closest neighbor, there can be about five to 10 percent more energy cost per round. The exact value clearly depends on the distribution of nodes in the network. Therefore, the upper bound will likely be less than 1,000 rounds. The PEGASIS protocol achieves about 800 rounds, which will likely be within 15-20 percent of this upper bounds, and therefore can be claimed to be near optimal. The following section presents the details of the PEGASIS protocol.
PEGASIS: POWER-EFFICIENT GATHERING IN SENSOR INFORMATION SYSTEMS
The main idea in PEGASIS is for each node to receive from and transmit to close neighbors and take turns being the leader for transmission to the BS. This approach will distribute the energy load evenly among the sensor nodes in the network. We initially place the nodes randomly in the playing field and, therefore, the ith node is at a random location. The nodes will be organized to form a chain, which can either be computed in a centralized manner by the BS and broadcast to all nodes or accomplished by the sensor nodes themselves using a greedy algorithm. If the chain is computed by the sensor nodes, they can first get all sensor nodes location data and locally compute the chain using the same greedy algorithm. Since all nodes have the same location data and run the same algorithm, they will all produce the same result. We used random 50, 100, and 200-node networks for our simulations with similar parameters used in [12] . Since this chain computation is done once, followed by many rounds of data communication (typically, several hundred rounds, as shown later), the energy cost in this overhead is small compared to the energy spent in the data collection phase. Therefore, in comparing various schemes, we only consider the energy cost for data collection, fusion, and transmission to the BS and evaluate when the first node dies. With our assumption of no mobility, there will be no change in the chain in the case of PEGASIS and no change in clusters in LEACH-C until the first node dies. For constructing the chain, we assumed that all nodes have global knowledge of the network and employed the greedy algorithm. We could have constructed a loop. However, to ensure that all nodes have close neighbors is difficult as this problem is similar to the traveling salesman problem. The greedy approach to constructing the chain works well and this is done before the first round of communication. To construct the chain, we start with the furthest node from the BS (select a node randomly if there is a tie). The closest neighbor to this node will be the next node on the chain. Successive neighbors are selected in this manner among unvisited nodes (with ties broken arbitrarily) to form the greedy chain. We begin with the farthest node in order to make sure that nodes farther from the BS have close neighbors as, in the greedy algorithm, the neighbor distances will increase gradually since nodes already on the chain cannot be revisited. Fig. 2 shows node c0 connecting to node c1, node c1 connecting to node c2, and node c2 connecting to node c3, in that order. When a node dies, the chain is reconstructed in the same manner to bypass the dead node.
For gathering data from sensor nodes in each round, each node receives data from one neighbor, fuses the data with its own, and transmits to the other neighbor on the chain. Note that node i will be in some random position j on the chain. Nodes take turns transmitting to the BS and we will use node number i mod N (N represents the number of nodes) to transmit to the BS in round i. Thus, the leader in each round of communication will be at a random position on the chain, which is important for nodes to die at random locations. The idea of nodes dying at random places is to make the sensor network robust to failures.
Each round of data collection can be initiated by the BS with a beacon signal which will synchronize all sensor nodes. Since all nodes know their positions on the chain, we can employ a time slot approach for transmitting data. In the ith round of data collection, node cði À 1Þ will be the leader. The end node c0 will transmit its data to node c1 in slot one, c1 fuses and transmits data in slot two, and so on until the leader node is reached. In subsequent slots, data transmissions happen from the node cðN À 1Þ and move toward the leader node from the right end of the chain. Finally, in the Nth slot, the leader transmits data to the BS.
Alternatively, in a given round, we can use a simple control token passing approach initiated by the leader to start the data transmission from the ends of the chain. The cost is very small since the token size is very small. In Fig. 3 , node c2 is the leader and it will pass the token along the chain first to node c0. Node c0 will pass its data toward node c2. After node c2 receives data from node c1, it will pass the token to node c4, and node c4 will pass its data towards node c2 with data fusion taking place along the chain.
PEGASIS performs data fusion at every node except the end nodes in the chain. Each node will fuse its neighbor's data with its own to generate a single packet of the same length and then transmit that to its other neighbor (if it has two neighbors). In the above example, node c0 will transmit its data to node c1. Node c1 fuses node c0's data with its own and then transmits to the leader. After node c2 passes the token to node c4, node c4 transmits its data to node c3. Node c3 fuses node c4's data with its own and then transmits to the leader. Node c2 waits to receive data from both neighbors and then fuses its data with its neighbors' data. Finally, node c2 transmits one message to the BS. Thus, in PEGASIS, each node, except the two end nodes and the leader node, will receive and transmit one data packet in each round and be the leader once every N rounds. In addition, nodes receive and transmit very small control token packets.
With our simulation experiments, we found that the greedy chain construction performs well with different size networks and random node placements. In constructing the chain, it is possible that some nodes may have relatively distant neighbors along the chain. Such nodes will dissipate more energy in each round compared to other sensors. We improved the performance of PEGASIS by not allowing such nodes to become leaders. We accomplished this by setting a threshold on neighbor distance to be leaders. We may be able to slightly improve the performance of PEGASIS further by applying a threshold adaptive to the remaining energy levels in nodes. Whenever a node dies, the chain will be reconstructed and the threshold can be changed to determine which nodes can be leaders.
PEGASIS protocol improves on LEACH by saving energy in several stages. First, in the local gathering, the distances that most of the nodes transmit are much less compared to transmitting to a cluster-head in LEACH. Second, the amount of data for the leader to receive is at most two messages instead of 20 (20 nodes per cluster in LEACH for a 100-node network). Finally, only one node transmits to the BS in each round of communication.
5 Energy Â Delay ANALYSIS FOR DATA GATHERING
In this section, we will analyze the energy Â delay cost per round for data gathering from a sensor web to the distant BS. The delay cost can be calculated as units of time. On a 2Mbps link, a 2,000 bit message can be transmitted in 1ms. Therefore, each unit of delay will correspond to about 1ms time for the case of a single channel and non-CDMA sensor nodes. The actual delay value will be different with CDMA nodes, depending on the effective data rate. For each of the systems, we assume that the delay is one unit for each 2,000 bit message transmitted. The energy Â delay cost for data gathering in a network of N nodes will be different for the schemes considered in this paper and will depend on the node distribution in the playing field. Consider an example network where the N nodes are along a straight line with equal distance of d between each pair of nodes and the BS is a far distance from all nodes. The direct transmission to the BS scheme will require high energy cost and the delay will be N as nodes transmit to the BS sequentially. The PEGASIS scheme forms a chain among the sensor nodes so that each node will receive from and transmit to a close neighbor. For this linear network with equally spaced nodes, the energy cost in PEGASIS is minimized and the variable cost is proportional to N Â d 2 and the delay will be N units. Therefore, the energy Â delay cost will be N 2 Â d 2 . In the binary scheme with perfect parallel transmission of data, there will be N=2 nodes transmitting data to their neighbors at distance d in the lowest level. The nodes that receive data will fuse the data with their own data and will be active in the next level of the tree. Next, N=4 nodes will transmit data to their neighbors at a distance 2d and this procedure continues until a single node finally transmits the combined message to the BS. Thus, for the binary scheme, the energy cost will be:
since the distance doubles as we go up the hierarchy. In addition, there will be a single transmission to the BS and the energy cost depends on the distance to the BS. Without including this additional cost by simplifying the above expression we get for the energy cost for the binary scheme as:
which equals
With the additional transmission to the BS, N we can approximate the total energy cost for the binary scheme to be:
With the delay cost of about log N units, the energy Â delay cost for the binary scheme is N 2 =2 Â d 2 Â log N. Therefore, for this linear network, the binary scheme will be more expensive than PEGASIS in terms of energy Â delay. For random distribution of nodes in a rectangular playing field, the distances do not double as we go up the hierarchy in the binary scheme and the reduced delay will help reduce the energy Â delay cost. It is difficult to analyze this cost for randomly distributed nodes and we will use simulations to evaluate this cost.
For the rest of the analysis, we assume 50, 100, and 200-node sensor networks in a square field with the BS located far away. In this scenario, energy costs can be reduced if the data is gathered locally among the sensor nodes and only a few nodes transmit the fused data to the BS. This is the approach taken in LEACH [12] , where clusters are formed dynamically in each round and cluster-heads (leaders for each cluster) gather data locally and then transmit to the BS. Cluster-heads are chosen randomly, but all nodes have a chance to become a cluster-head in LEACH to balance the energy spent per round by each sensor node. Nodes are able to transmit simultaneously to their cluster-heads using CDMA. For a 100-node network in a 50m Â 50m field with the BS located at (25, 150) , which is at least 100 meters from the closest node, LEACH reduces the energy Â delay cost compared to the direct scheme. For the linear network of N nodes that are equally spaced, LEACH will have slightly higher energy compared to PEGASIS due to the clusterheads transmissions to the BS and a delay of roughly N=c, where c is the number of clusters. With five clusters suggested in [12] , the energy Â delay for LEACH will be lower than for PEGASIS for a 50m Â 50m network. However, for a 100m Â 100m network, the energy Â delay for LEACH will be higher than for PEGASIS since PEGASIS achieves increased energy savings with more sparse networks.
The next two sections present protocols that are designed to minimize the energy Â delay metric.
A CHAIN-BASED BINARY APPROACH USING CDMA CAPABLE SENSOR NODES
First, we consider a sensor network with nodes capable of CDMA communication. With this CDMA system, it is possible for node pairs that communicate to use distinct codes to minimize radio interference. Thus, parallel communication is possible among 50 pairs for a 100-node network. In order to minimize the delay, we will combine data using as many pairs as possible in each level, which results in a hierarchy of dlog Ne levels. At the lowest level, we will construct a linear chain among all the nodes, as was done in PEGASIS, so that adjacent nodes on the chain are nearby. For constructing the chain, we assume that all nodes have global knowledge of the network and employ the greedy algorithm described in Section 4. For gathering data in each round, each node transmits to a close neighbor in a given level of the hierarchy. This occurs at every level in the hierarchy, but the only difference is that the nodes that are receiving at each level are the only nodes that will be active in the next level. Finally, at the top level, the only node remaining will be the leader and the leader will transmit the k bit message to the BS. Note that node i will be in some random position j on the chain. Nodes take turns transmitting to the BS and we will use node number i mod N (N represents the number of nodes) to transmit to the BS in round i. In Fig. 4 , for round three (first round is round zero), node c3 is the leader. Since, node c3 is in position 3 (counting from 0) on the chain, all nodes in an even position will send to their right neighbor. Now, at the next level, node c3 is still in an odd position, so, again, all nodes in an even position will fuse their data with its received data and send to their right. At the third level, node c3 is not in an odd position, so node c7 will fuse its data and transmit to c3. Finally, node c3 will combine its current data with that received from c7 and transmit the message to BS.
The chain-based binary scheme performs data fusion at every node that is transmitting except the end nodes in each level. Each node will fuse its neighbor's data with its own to generate a single packet of the same length and then transmit that to the next node. In the above example, node c0 will pass its data to node c1. Node c1 fuses node c0's data with its own and then transmits to node c3 in the next level. In our simulations, we ensure that each node performs an equal number of sends and receives after N rounds of communication and each node transmits to the BS in one of N rounds. We then calculate the average energy cost per round, while the delay cost is the same for each round. We compute the average energy Â delay cost over a number of different node distributions. Experimental results are presented in detail in Section 8.
The chain-based binary scheme improves on LEACH and LEACH-C by saving energy and delay in several stages. At the lower levels, nodes are transmitting at shorter distances compared to nodes transmitting to a cluster-head in the LEACH protocol and only one node transmits to the BS in each round of communication. By allowing nodes to transmit simultaneously, the delay cost for the binary scheme decreases from that of LEACH by a factor of about three. While, in LEACH and LEACH-C, only five groups can transmit simultaneously for a 100-node network, here, at each level, we have more nodes transmitting simultaneously. At each level of the binary scheme, transmissions are simultaneous, making the total delay dlog Ne þ 1, including the transmission to the BS. In LEACH and LEACH-C, the delay for 100-node networks will be 27 units. The delay for all nodes to transmit to the cluster-head is the max number of nodes in any of the five clusters. If all the clusters are of the same size, then the delay would be 19. Then, all five cluster-heads must take turns to transmit to the BS, making that a total of 24. For overhead calculations, we have one unit of delay for cluster formation, one unit of delay for all nodes to broadcast to the cluster-head its presence in that cluster, and, finally, one unit of delay for the cluster-head to broadcast a schedule sequence to the nodes so that all nodes within a cluster know when to transmit their data to the cluster-head.
7 A CHAIN-BASED THREE LEVEL SCHEME WITHOUT CDMA CAPABLE SENSOR NODES CDMA may not be applicable for all sensor networks as these nodes can be expensive. Therefore, we need a protocol that will achieve a minimal energy Â delay with non-CDMA nodes. It will not be possible to use the binary scheme in this case as the interference will be too much at lower levels. We either have to increase the energy cost significantly or take more time steps at lower levels of the hierarchy, both of which will lead to much higher energy Â delay cost. Therefore, in order to improve energy Â delay, we need a protocol that allows simultaneous transmissions that are far apart to minimize interference while achieving reasonable delay cost. Based on our experiments, we suggest the chain-based 3-level scheme for data gathering in sensor networks with non-CDMA nodes. Also, in the 3-level scheme, we start with the linear chain among all the nodes and divide them into G groups, with each group having N=G successive nodes of the chain. Therefore, we will have G groups of N=G nodes. One node from each group will be active in the second level and, thus, there will be G nodes. These G nodes in the second level are divided into two groups of successive nodes in order to maintain only three levels in the hierarchy. G is calculated based on the number of nodes and the size of the network. For a 100m Â 100m network, we found that, when G is equal to 10, we get the best balance for energy and delay. In a 100-node network, therefore, only 10 simultaneous transmissions take place at the same time and data fusion takes place at each node (except the end nodes in each level). The transmissions are also far enough apart that there is minimal interference and we can still maintain low energy costs at each level in the hierarchy while maintaining a low delay. Fig. 5 shows an example of this scheme with 100 nodes. We will have a different leader in each round transmit to the BS to evenly distribute the workload among the sensor nodes. As before, we will use node i along the chain to be the leader in the ith round of communication. We find the index i within a group which will represent the leader position modulo N=G.
In Fig. 5 , node c18 is our leader. Then all nodes will send their data in the direction of index 8 within their group since 18 modulo 10 is 8. The delay at the first level is nine units. Then the second level will contain nodes c8; c18; c28 . . . c98. These 10 nodes will be divided into two groups. If we have more levels in the hierarchy, then distances between nodes become further apart, causing higher energy costs. By experimentation, for the networks under consideration, having three levels gives us the best balance of energy and delay. Since the leader position is 18, all nodes that are in the first group will send down the chain 10 positions from its own position on the chain. So, node c48 will send to node c38, and node c38 will send to node c28 and so on. Since node c8's position is less than node c18's, node c8 will transmit to a position that is N=G greater than its own. In group two, nodes know in which direction to send the data using the leader position N=2. So, here, the nodes in group two would send in the direction of node c68 in the same manner as in group one. This gives us a delay of four units for the second level. In the third level, node c68 transmits to node c18; who is our leader, and then, finally, node c18 transmits the combined packet to the BS, giving us a total delay of 15 units. The transmission schedule can be programmed once at the beginning so that all nodes know where to send data in each round of communication.
EXPERIMENTAL RESULTS
This section presents the performance analysis of the different protocols using simulation programs written in C programming language. We used several simulation parameter variations to test our schemes. The network dimensions studied were 50m Â 50m and 100m Â 100m. The BS locations were varied at (50, 150), (50, 200), and (50, 300). The packet sizes considered were 2,000, 10,000, and 20,000 bits. The number of nodes were varied as 50, 100, and 200 to test for dense and sparse networks. Extensive simulations were run to determine the optimal number of clusters to use when the number of nodes varied for the LEACH protocol. The LEACH protocol uses five clusters for a 100-node network. We found that, for a 200-node network, five clusters were optimal, and, for a 50-node network, two clusters were optimal.
Comparison of LEACH and PEGASIS Using the Energy Metric
For this experiment, the metric studied was the number of rounds of communication achieved when 1 percent, 25 percent, 50 percent, and 100 percent of the nodes die using direct transmission, LEACH, and PEGASIS. Each node is assumed to have the same initial energy level of 0.25J. Once a node dies due to battery power depletion, it is not recharged for the rest of the simulation. LEACH-C improves upon LEACH by about 40 percent due to the centralized computation by the BS to find better clusters [14] . Therefore, as stated before, in the rest of this section, we present our comparison results only with LEACH. The performance improvements will be correspondingly lesser compared to LEACH-C to the extent LEACH-C improves upon LEACH, which is about 20 percent to 40 percent, depending on network parameters [14] . Fig. 6 shows the number or rounds until 1 percent, 25 percent, 50 percent, and 100 percent nodes die for a 50m Â 50m network. PEGASIS is approximately two times better than LEACH in all cases for a 50m Â 50m network. The overhead energy cost in forming clusters in LEACH or chain in PEGASIS are similar. It may be more useful to compute this centrally in the BS, which doesn't have an energy limitation. The improvements in PEGASIS come due to fewer nodes transmitting data to BS in each round compared to LEACH and its variants.
The next set of experiments were conducted for a 100m Â 100m network. Fig. 7 shows the number of rounds completed for the same percentages of node deaths with different locations of the BS. The BS locations are at (50, 150), (50, 200) , and (50, 300).
The simulation results show that PEGASIS achieves:
. approximately two times the number of rounds compared to LEACH when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die for a 50m Â 50m network, . approximately three times the number of rounds compared to LEACH when 1 percent, 25 percent, 50 percent, and 100 per cent nodes die for a 100m Â 100m network, . balanced energy dissipation among the sensor nodes to have full use of the complete sensor network, . near-optimal performance. However, there are some rare cases when the first node death occurs with PEGASIS slightly earlier in comparison to LEACH, as shown in Fig. 7a . This is due to the greedy chain construction procedure used, where a node may have a local neighbor very far away and thus will deplete energy more quickly and die first. This happens only for some distribution of nodes and an approach to ensure that PEGASIS always performs best before the first node death occurs is to construct a chain so that all nodes have relatively close neighbors. To construct such a chain 
Comparison of All Schemes Using the
Energy Â Delay Metric
To evaluate the performance of the chain-based binary scheme and the chain-based 3-level scheme, we simulated direct transmission, PEGASIS, LEACH, and the two new schemes using several random 50, 100, and 200-node networks with CDMA nodes and non-CDMA nodes. We used the same simulation parameters as described above for evaluating PEGASIS. However, instead of running the simulations for percentage of node deaths, we ran the simulations for enough rounds in all the schemes so that all N nodes had a chance to become leader only once. Since different schemes have to run for a different number of rounds before every node has a chance to become leader only once, it does not make sense to compare the number of rounds before nodes die. By doing this, we can compare the average energy costs per round for all the schemes fairly. We then used these costs to determine the average energy cost per round of data gathering for several different topologies. To calculate the energy Â delay for these schemes, we multiply the average energy cost per round to the unit delay for the scheme. In both CDMA and non-CDMA systems, we included the interference costs when there are simultaneous transmissions to ensure that the same SNR of 10 dB is maintained as with single transmission. For the 3-level scheme, we evaluated the number of groups for the first level when the number of nodes change in the network to guarantee the optimal energy Â delay. We found that, for 50-node, 100-node, and 200-node networks, dividing the nodes into 10 groups gave us the optimal energy Â delay. Table 1 gives the results for energy cost, delay cost, and energy Â delay cost for direct, PEGASIS, LEACH, the chainbased binary scheme, and the chain-based 3-level scheme. Fig. 8 shows the results for the five schemes based on different BS locations. Energy Â delay is higher for all schemes as the BS moves farther away from the nodes. Fig. 9 shows the results for the five schemes based on different packet sizes. As expected, energy Â delay increases with the packet size. Fig. 10 shows that, as the number of nodes increase, energy Â delay becomes greater for all schemes. For all these figures, the binary scheme performs the best however if sensors are not CDMA capable, then the 3-level scheme is the best.
The simulation results show that:
. The chain-based binary scheme is approximately eight times better than LEACH and 130 times better than direct for a 50m Â 50m network in terms of energy Â delay for sensor networks with CDMA nodes. . The chain-based binary scheme is approximately five to 13 times better than LEACH and 80 or more times better than the direct scheme for a 100m Â 100m network in terms of energy Â delay for sensor networks with CDMA nodes. . The chain-based three level scheme is approximately four times better than PEGASIS and 60 times better than direct for a 50m Â 50m network in terms of energy Â delay for sensor networks with non-CDMA nodes. . The chain-based 3-level scheme is approximately three to five times better than PEGASIS and up to 140 times better than direct for a 100m Â 100m network in terms of energy Â delay for sensor networks with non-CDMA nodes. . The chain-based schemes show a more balanced energy dissipation among the sensor nodes to have full use of the complete sensor network.
CONCLUSIONS AND FUTURE WORK
In this paper, we describe three new protocols for wireless sensor networks. One of these protocols, PEGASIS, is a greedy chain protocol that is near optimal for a datagathering problem in sensor networks. PEGASIS outperforms LEACH by eliminating the overhead of dynamic cluster formation, minimizing the distance nonleader nodes must transmit, limiting the number of transmissions and receptions among all nodes, and using only one transmission to the BS per round. Nodes take turns to transmit the fused data to the BS to balance the energy depletion in the network and preserve the robustness of the sensor web as nodes die at random locations. Distributing the energy load among the nodes increases the lifetime and quality of the network. Our simulations show that PEGASIS performs better than LEACH by about 100 to 200 percent when 1 percent, 25 percent, 50 percent, and 100 percent of nodes die for different network sizes and topologies. The improvements will be slightly lesser compared to LEACH-C, which doesn't have the cluster formation overhead in each round. PEGASIS shows an even further improvement as the size of the network increases. The other two protocols described in this paper that reduce the energy as well as delay for data gathering in sensor networks are a chain-based binary scheme for sensor networks with CDMA nodes and a chain-based 3-level scheme for sensor networks with non-CDMA nodes. The These results are for a 50m Â 50m and 100m Â 100m network where D equals the dimension of a D Â D network. Fig. 8 . Performance results for a 100m Â 100m network with BS locations at (50, 150), (50, 200), and (50, 300). The packet size is 2,000 bits and the number of nodes in the network is 100. binary scheme performs better than direct, PEGASIS, and LEACH. It performs better than LEACH by a factor of about eight, about 10 times better than PEGASIS, and more than 100 times better when compared to the direct scheme. In these experiments, the interfering transmissions contributions are assumed to be 1/128 the value of their transmission energy. With non-CDMA nodes, the interfering energy is the amount received from unintended transmissions. The chain-based 3-level scheme with non-CDMA outperforms PEGASIS by a factor of four and is better than direct by a factor of 60. The scheme outperforms PEGASIS by dividing the chain in "groups" and allowing simultaneous transmissions among pairs in different groups. While energy is still minimal, the delay is decreased from 100 units to 15 units.
It is not clear as to what is the optimal scheme for optimizing energy Â delay is in a sensor network. Since the energy costs of transmissions depend on the spatial distribution of nodes, there may not be a single scheme that is optimal for all sizes of the network. Our preliminary experimental results indicate that, for all small networks, the binary scheme performs best as minimizing delay achieves best result for energy Â delay. With larger networks, we expect that nodes in the higher levels of the hierarchy will be far apart and it is possible that a different multilevel scheme may outperform the binary scheme. When using non-CDMA nodes, interference effects can be reduced by carefully scheduling simultaneous transmissions. Since there is an exponential number of possible schedules, it is intractable to determine the optimal scheduling to minimize energy Â delay cost. A practical scheme to employ will depend on the size of the playing field and the distribution of nodes in the field.
In order to validate our assumptions, more detailed models and a network simulator, such as ns-2, need to be used for detailed evaluations. Based on our C simulations, we expect that PEGASIS will outperform LEACH and its variants and direct protocols in terms of system lifetime and the quality of the network for minimizing energy. We also expect that the binary chain-based scheme and the 3-level chain-based scheme will outperform direct, LEACH and its variants, and PEGASIS in terms of energy Â delay. We also restricted our discussions to the d 2 model for energy dissipation for wireless communications in this paper. In our future work, we will consider higher order energy dissipation models and develop schemes to minimize energy and energy Â delay costs for this type of data gathering and other applications in sensor networks. Fig. 9 . Performance results for a 100m Â 100m network with BS location at (50, 300). The packets sizes vary at 2,000, 10,000, and 20,000 bits and the number of nodes in the network is 100. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dilb.
