HILBERT SCHEMES WITH FEW BOREL FIXED POINTS
I
The Hilbert scheme, Hilb Pptq P n , which parameterizes closed subschemes of P n with fixed a Hilbert polynomial Pptq introduced by Grothendieck [G61] has attracted a lot of interest, but there are very few cases in which these schemes have been completely described. The first result in this direction was by Fogarty [F68] who proved that Hilb d P 2 is non-singular. A celebrated result of Piene and Schlessinger [PS85] shows that the twisted cubic compactification, Hilb 3t`1 P n , has two non-singular components that meet transversely. Reeves and Stillman [RS97] showed that every Hilbert scheme contains a non-singular Borel fixed point. As a consequence Hilbert schemes with a single Borel fixed point are non-singular. In fact, most other Hilbert schemes or components of Hilbert schemes that are very well understood have few Borel fixed points (Remark 4.5). Thus by restricting the structure of the Borel fixed points, one might obtain many smooth or mildly singular (components of) Hilbert schemes.
In this paper, we study Hilbert schemes with at most three Borel fixed points. We classify Hilbert schemes with two Borel fixed points and determine when they are non-singular or irreducible. By computing the deformation space directly from the obstruction theory for the Hilbert scheme, we show that the singularities that occur are cones over certain Segre embeddings of P aˆPb .
Let k be a field of characteristic 0. To describe our results we may assume that the Hilbert scheme parameterizes subschemes of codimension at least 2 (Proposition 2.4, Corollary 2.3). There are two distinguished points on Hilbert schemes, the lexicographic point and the expansive point (Definition 1.5, Remark 1.7). The lexicographic point is always a non-singular point (Theorem 1.6). If the Hilbert scheme has more than one Borel fixed point, the expansive point differs from the lexicographic point [CS19, Proposition 6.6] .
Theorem 3.8, 3.13, 3.14, 3.15, 3.16. Any Hilbert scheme that paramaterizes subschemes of codimension at least 2 in P n and has exactly two borel fixed points is one of the following:
(i) For n ě 2 the Hilbert scheme Hilb 3 P n , is irreducible and non-singular and its general point parameterizes three isolated points.
(ii) For n ě 3 the Hilbert scheme Hilb 2t`2 P n , is reduced with two irreducible components. The general point of one component paramaterizes a plane conic union an isolated point. The general point of the other component parameterizes two skew lines. Both components are non-singular and they intersect transversely.
general point parameterizing a hypersurface of degree q inside P m union a r-plane inside P m and an isolated point; the hypersurface meets the r-plane transversely in P m . If m " n´1, then an analytic neighbourhood of the expansive point is a cone over the Segre embedding of P 1ˆPn´r´1 ãÑ P 2pn´rq´1 .
(v) Let n´2 ě d ě 1 and Qptq "`t`d d˘`2 . The Hilbert scheme Hilb Qptq P n is irreducible, CohenMacaulay and normal with general point paramaterizing a d-plane union two isolated points.
If d " n´2, then an analytic neighbourhood of the expansive point is a cone over the Segre embedding of P 2ˆPn´1 ãÑ P 3n´1 . In particular, if n " 3 the Hilbert scheme parameterizes a line union two isolated points and it is Gorenstein.
(vi) Let n´2 ě d ě 2 and Qptq "`t`d d˘`t`1 . The Hilbert scheme Hilb Qptq P n , is reduced with two irreducible components, Y 1 and Y 2 .
‚ Y 1 is normal and Cohen-Macaulay. Its general point parameterizes a d-plane union a line and an isolated point; the d-plane meets the line transversely. If we let d " n´2, then an analytic neighbourhood of Y 1 around the expansive point is a cone over the Segre embedding of P 1ˆPn´2 ãÑ P 2pn´1q´1 . ‚ Y 2 is non-singular and its general point paramaterizes a disjoint union of a d-plane union a line. If we let d " n´2, the component is isomorphic to a blowup of Gp1, nqˆGpn´2, nq along the locus tpL, Λq : L Ď Λu. It is also a Fano variety [R19] .
Note that the Hilbert polynomials in the previous Theorems are presented differently in Section 3. In Section 4 we give many examples of Hilbert schemes with three borel fixed points. We show that it can have three irreducible components and that the components can meet each other in different ways. Vakil [V06] has shown that any singularity appears on some Hilbert scheme in P n . However, those Hilbert schemes will generally have a large number of Borel fixed points.
Remark 0.1. Using the techniques in Section 2 one can classify all Hilbert polynomials with small number of Borel fixed points (three or four). However, computing the universal deformation space at the singular borel fixed points is much more difficult. In the two borel case, the Hilbert function stratum and the Hilbert scheme stratum were analytically isomorphic around the expansive point. This is not true for all the Hilbert schemes with three Borel fixed points. Even if we bypass this issue, we have done some computations that suggest that the deformations are generally obstructed to very high orders. Some of this is discussed in Section 4.
P
In this section we fix our notation and prove a few results about borel fixed points and Hilbert schemes that we will use later.
1.1. Notation. Let k be an algebraically closed field of characteristic 0. We use S to denote the polynomial ring krx 0 , . . . , x n s and m :" px 0 . . . , x n q to denote its maximal ideal. We denote the monomial x a 0 0¨¨¨x a n n by x α . We use S d to denote the subspace of monomials of degree d. The support of a monomial is the set of all variables that divide the monomial. By lexicographic ordering we will mean the standard lexicographic ordering on S with x 0 ą x 1 ą¨¨¨ą x n .
All ideals are assumed to be saturated unless otherwise specified. We will use rIs to denote the closed point in the Hilbert scheme corresponding to Proj pS{Iq. In particular, when we write rIs we assume I is saturated. A point on the Hilbert scheme always means a closed point (unless we specifically say general point or a Z-point for some scheme Z). We use P X ptq or P S{I ptq to denote the Hilbert polynomial of the subscheme X " Proj pS{Iq Ď P n . We sometimes call this the Hilbert polynomial of I. By codimension of I we mean the codimension of ProjpS{Iq in P n .
Borel fixed ideals.
For an introduction to Borel fixed ideals we recommend [MS05, Chapter 2] and [PS08] . Definition 1.1. Given A " pa i j q i j P GL n`1 pkq, the map on variables x i Þ Ñ ř a i j x j , induces an action on the set of ideals of S with Hilbert polynomial, Pptq. Thus, the group GL n`1 acts on Hilb Pptq P n and so does its subgroup, B, of upper triangular matrices. A closed point (resp. ideal) is said to be Borel fixed if it fixed by the subgroup B. It follows that if I is a saturated borel fixed ideal, then I is minimally generated by monomials that do not contain x n in their support. In fact, if I has codimension a then ? I " px 0 , . . . , x a´1 q. Thus, Proposition 1.4 is very useful for computing Borel fixed ideals with constant Hilbert polynomial. Definition 1.5. Let S " krx 0 ,¨¨¨, x n s and J Ď S d be a monomial ideal generated by monomials of degree d. J is said to be a lexicographic subset of S d if J consists of the r greatest monomials of S d in the lexicographic order for some r. An ideal L Ď S is called a lexicographic ideal if L is a monomial ideal and pLq d is a lexicographic subset of S d for each d. Then the lexicographic point is the point on the Hilbert scheme corresponding to the unique saturated lexicographic ideal with Hilbert polynomial Pptq.
Given a Hilbert polynomial Pptq, there exist integers [M27] 
. . , a 0 :" m 0´m1 . Then the lexicographic point is defined by the ideal,
q.
Let i 1 ą i 2 ą¨¨¨ą i l be all the indices such that a j ‰ 0 if and only if j P ti 1 , . . . , i l u. To make the non-zero indices explicit, we denote Pptq as Qpi 1 , . . . , i l ; a i 1 , . . . , a i l q (by abuse of notation we have dropped the variable t). From Remark 1.2, Lemma 1.3 and Theorem 1.6 we see that if the Hilbert scheme has a single Borel fixed point, then it is non-singular and irreducible. A description of its general point is given in Remark 2.9. Remark 1.7. Caviglia and Sammartano [CS19] introduced another distinguished borel fixed point, called the expansive point. They proved that expansive point is identical to the lexicographic point if and only if the Hilbert scheme has a unique Borel fixed point [CS19, Proposition 6.6 ]. Since we only need to know it exists and differs from the lexicographic point, we omit its definition.
It follows that if Hilb
Pptq P n has exactly two Borel fixed points, then every irreducible component contains the expansive point.
Remark 1.8. Assume Hilb
Pptq P n has exactly two Borel fixed points, rI 1 s and rI 2 s. For any rIs P Hilb Pptq P n , there is a flat family Z ÝÑ A 1 such that Z t » ProjpS{Iq for t ‰ 0 and Z 0 » Proj pS{gin Iq [E95, Theorem 15.17] ; here gin I denotes the generic initial ideal in the reverse lexicographic ordering. Since gin I is borel fixed [E95, Theorem 15.20] , it must be equal to I 1 or I 2 . It is known that I and gin I have the same Hilbert function, depth and Castelnuovo-Mumford regularity [E95, Theorem 20.21] . Thus, the Hilbert function, depth and Castelnuovo-Mumford regularity of any point on Hilb Pptq P n is completely determined by I 1 and I 2 .
1.3. An algorithm for generating Borel fixed ideals. Definition 1.9. Given a Borel fixed ideal I Ď S, let GpIq denote the set of minimal generators of I. Given a monomial x α P S let Rpx α q :" tx α x i`1 x i : x i |x α , 0 ď i ď n´1u denote the set of right shifts. A minimal generator x α P I is said to be expandable if GpIq X Rpx α q " H. Given an expandable monomial x α P I, the expansion of I w.r.t. to x α is defined to be the ideal generated by pGpIqztx α uqY tx α x r , x α x r`1 , . . . , x α x n´1 u where r " maxti : x i |x α u.
Given a polynomial Qptq we define ∆ 0 Qptq :" Qptq and ∆ j Qptq " ∆ j´1 Qptq´∆ j´1 Qpt´1q for all j ě 1. Also, for 0 ď d ď n, let R Remark 1.11. Let Pptq " Qpi 1 , . . . , i l ; a i 1 , . . . , a i l q and observe that, We will mostly be interested in resolutions of ideals of the form, I " x 0 px 0 , . . . , x n´1 q`x q 1 px 1 , . . . , x p q with q ě 1 and n´1 ě p ě 0. Let
Ý Ñ I Ñ 0 denote the Eliahou-Kervaire resolution of I. We need an explicit description of the first two steps:
The differentials are given by ψ 0 pe
q " x q 1 x i and,
1.5. Cotangent Complex. [H10, Chapter 3] Let R " S{I and with notation from the previous subsection let Kos :" ψ´1 1´t ψ 0 pe
be the pre-image of the Koszul relations in F 0 . Let ψ _ 1 denote the dual of ψ 1 . The second cotangent cohomology, T 2 pR{k, Rq, is the cokernel of the following map:
C H
In this section we classify the Hilbert polynomials with two Borel fixed ideals. We bound the degrees of the generators of the expansive ideal and then study the Borel fixed ideals that are generated in the penultimate step of the algorithm.
We begin with two Propositions that allow us to reduce studying Hilbert schemes parameterizing subschemes of codimension at least 2. 
Equating the two expression we have,
n˙´ˆt`n´q n˙. By construction, the left hand side has degree at most n´2. On the other hand, the right hand side has degree n´1 unless a n´1 " q. Thus we have a n´1 " q and as a consequence Q 1 ptq " P S{I 1 ptq. Proof. For the forward direction, the decomposition follows from Proposition 1.4 and the Hilbert polynomial follows from Remark 2.2. Using the exact sequence in the Remark gives the converse statement.
Here is the Proposition that allows us to detach a hypersurface from any Hilbert scheme.
Proposition 2.4. There is a natural isomorphism,
Proof. We will show they are isomorphic as functors of points. Let Q 1 ptq " Qpi 1 , . . . , i l ; a i 1 , . . . , a i l q, Q 2 ptq "`t`n n˘´`t`n´a n´1 n˘, Q 3 ptq " Qpn´1, i 1 , . . . , i l ; a n´1 , a i 1 , . . . , a i l q, and q " a n´1 . It is well known that Hilb Q 2 P n is non-singula and isomorphic to PpH 0 pO P n pqqq. Moreover, the universal family in Hilb Q 2 P nˆPn is a hypersurface.
I claim that the natural map on Z-points,
is well defined and bĳective. Let I 1 and I 2 cut out subschemes of P n Z flat over Z with fibers having Hilbert polynomial Q 1 and Q 2 , respectively. To check that ΞpZq is well defined we need to show that I 1 I 2 cuts out a subscheme of P n Z flat over Z with fibers having Hilbert polynomial Q 3 . We may assume Z " Spec A with A a noetherian local ring with maximal ideal m and residue field K. Then I 1 :" I 1 , I 2 :" I 2 are ideals of Arxs :" Arx 0 , . . . , x n s.
Since ProjpArxs{I 2 q is obtained as a base change of the universal hypesurface, we may assume I 2 " p f q for some homogenous polynomial f P Arxs of degree q. Then we have an exact sequence,
By assumption Arxs{p f q and Arxs{I 1 are flat over A. It follows from the long exact sequence in Tor that
Arxs{ f I 1 is flat over A. Moreover, for all p P Spec A we have an exact sequence,
Thus the Hilbert polynomial of Arxs{ f I 1 b A κppq is Q 1 pt´qq`Q 2 ptq " Q 3 ptq (Remark 2.2). This proves that Ξ is well defined.
We will now show that ΞpSpec Aq is injective. Assume Ξp f 1 , I 1 q " f 1 I 1 " f 2 I 2 " Ξp f 2 , I 2 q. Since I 1 and
Thus, p f 1 q " p f 2 q as ideals of A. Since Arxs{p f i q are flat over A, the f i are non-zero divisors in A. Thus we may take colons to obtain, I 1 " p f 1 I 1 : f 1 q " p f 2 I 2 : f 2 q " I 2 . This proves that ΞpSpec Aq is injective.
We will now show that ΞpSpec Aq is surjective. Let I be in the image of ΞpSpec Aq.
. . , x n s be the ideal of the fiber. Extending the deformation ProjpKrxs{I 0 q ÝÑ Spec K to a deformation ProjppA{m 2 qrxs{I 1 q ÝÑ Spec A{m 2 , amounts to lifting the minimal free resolution of I 0 in
Krxs to a minimal free resolution of I 1 in pA{m 2 qrxs. Proceeding in this fashion we may lift the finite free resolution of I 0 to a finite free resolution of I over Arxs; thus I has finite projective dimension. By Lemma 2.1 we may write I " g J with g a homogenous non-zero divisor in Arxs and the codimension of J at least 2. Since g is a non-zero divisor in Arxs, Arxs{pgq is flat over A. By assumption Arxs{I is flat over A. Using a sequence analogous to Equation 2.1 we see that Arxs{J is flat over A. Tensoring the equation I " g J down to K and using Remark 2.2 we get that Arxs{pgq and Arxs{J have the correct Hilbert polynomial. Thus Ξ is surjective and this completes the proof.
Example 2.5. Combining the non-singularity of Hilb c P 2 with Proposition 2.4 we see that any Hilbert scheme in P 2 is non-singular. In light of Corollary 2.3, Proposition 2.4 and Example 2.6, we will only be focused on Hilbert schemes paramaterizing subschemes of codimension at least 2 i.e. the degree of the Hilbert polynomial is at most n´2.
Staal [S17, Theorem 1.1] classified Hilbert polynomials that have a unique borel fixed point. We now state his result in terms of the Macaulay expansion and describe the general point of the associated Hilbert schemes.
Theorem 2.7 (Theorem 1.1 in [S17]). Let deg Pptq ď n´2. The lexicographic point is the unique Borel fixed point on Hilb
Pptq P n if and only if:
s the Macaulay expansion and a 0 :" m 0´m1 " 0.
Remark 2.8. Reeves and Stillman described the general point of the lexicographic component [RS97, Theorem 4 .1]: Let the lexicographic ideal be,
. . , a i l be a listing of the non-zero a i 's, excluding a 0 , with i 1 ą i 2 ą¨¨¨ą i l . Choose a flag
and skip the choice of hypersurface for a i 1 ). Finally choose a 0 generic points in P n . Then the general point of the lexicographic component parameterizes the union of the chosen hypersurfaces and the points.
Remark 2.9. Theorem 2.7 is equivalent to the following: The Hilbert scheme has a unique borel fixed point if and only if the general point of the lexicographic component paramaterizes subschemes without isolated points or paramaterizes a linear space and an isolated point.
Lemma 2.10 ( [MN14, Lemma 3.9, 3.10, 3.15] ). Let I be a Borel fixed ideal. Then we may always expand I at the lexicographically smallest minimal generator of degree d. If we letÎ denote any such expansion,Î is Borel fixed and P S{Î ptq " P S{I ptq`1.
Lemma 2.11. If Hilb
Pptq P n has more than one Borel fixed point, then Hilb Pptq´1 P n is non-empty.
i`1˘b e the Macaulay expansion from Definition 1.5. If Hilb Pptq P n has more than one more Borel fixed point, Theorem 2.7 implies a 0 " m 0´m1 ą 0. Thus,
Since m 0´1 ě m 1 ě m 2 ě¨¨¨ě m d ě 0, by Macaulay's theorem, Pptq´1 is the Hilbert polynomial of some subscheme in P n ; the corresponding Hilbert scheme is non-empty.
Proposition 2.12. Let deg Pptq ď n´2. If Hilb Pptq P n has two Borel fixed points then Pptq " Qpd; a d q`1 or Pptq " Qpd, r; a d , 1q`1.
Proof. Since Hilb
Pptq´1 P n ‰ H, it has a lexicographic point, L. If L was generated in more than two degrees, Proposition 2.10 would imply that Hilb Pptq P n contains at least three Borel fixed points; a contradiction. So assume L is generated in at most two degrees.
Choose the largest r for which a r ‰ 0. Then the following is a presentation of L in terms of its minimal monomial generators:
Since deg Pptq ď n´2, L must contain a linear form. In particular, one of the following two cases must occur:
‚ d " r and we obtain,
Note that this includes the case d " 0 and the case when L is generated in a single degree (a d " 1).
a r`1 , . . . , a d´1 " 0 and a r " 1 and we obtain,
We may assume a d ą 0 in this case.
It is straightforward to check that the Hilbert polynomial of L in the first case is Qpd; a d q and in the second case is Qpd, r; a d , 1q. Lemma 2.13. Let n ě 2. The Hilbert scheme Hilb 3 P n has two Borel fixed points. For c ě 4, the Hilbert scheme Hilb c P n has at least three Borel fixed points Proof. It is well known that any length 3 subscheme Z Ď P n´1 is a flat limit of three reduced points [CN12] . Assume, lim tÑ0 Z t " Z with Z t a reduced union of three points for t ‰ 0. Since any union of three reduced points is contained in a P 2 , so is any flat limit of the points (upper semicontinuity). If Z was Borel fixed this implies I Z " px 0 , . . . , x n´3 q`J R with J Ď R 1 :" krx n´2 , x n´1 , x n s and h R 1 {J ptq " 3. Using Proposition 1.4 we see that only choices are J 1 " px 0 , . . . , x n´3 , x 2 n´2 , x n´2 x n´1 , x 2 n´1 q and J 2 " px 0 , . . . , x n´3 , x n´2 , x 3 n´1 q. If c ě 4, the following ideals will be Borel fixed:
Lemma 2.14. For n ě 3, the Hilbert scheme Hilb 3t`1 P n has three Borel fixed points. They are,
Proof. We will use Algorithm 1.10. Since ∆ 1 p3t`1q " 3, we need to compute all Borel fixed ideals in R " krx 0 , . . . , x n´1 s with Hilbert polynomial 3. We have already done this in the previous lemma: The two borel fixed ideals are J 1 " px 0 , . . . , x n´4 , x 2 n´3 , x n´3 x n´2 , x 2 n´2 q and J 2 " px 0 , . . . , x n´3 , x 3 n´2 q. One can check that the lift J 1 S has Hilbert polynomial 3t`1, giving us the first Borel fixed ideal. Similarly, the lift J 2 S has Hilbert polynomial 3t. Expanding J 2 S at x n´3 and x 3 n´2 gives the other two Borel fixed ideals.
Theorem 2.15. Let n ě 2 and n ě d`2. The Hilbert scheme Hilb
Qpd;a d q`1 P n has two Borel fixed points if and
The two Borel fixed ideals are:
Proof. From the proof of Proposition 2.12 we see that I lex and I exp are expansions of the lex ideal in Hilb Qpd;a d q P n . It follows from Lemma 2.10 that they have the correct Hilbert polynomial. Assume a d " 1. Using the "Hockey-stick identity" we have,
By Theorem 2.7 there is exactly one Borel fixed ideal; a contradiction. Assume d " 0 and a d ě 3. Then Qpd; a d q`1 " a d`1 and Lemma 2.13 shows that the Hilbert scheme has at least three Borel fixed ideals; a contradiction. If d " 1 and a d " 3, then Qpd; a d q`1 " 3t`1 and by Lemma 2.14 there are three Borel fixed ideals; a contradiction.
If d " 0 and a d " 2, Lemma 2.13 shows that there are exactly two Borel fixed ideals. Now assume that we are in case (ii) or case (iii) of the theorem. Then in the penultimate step of the Algorithm 1.10, we will have computed all Borel fixed ideals in krx 0 , . . . , x n´1 s with Hilbert polynomial, ∆ 1 pQpd; a d q`1q. If d ě 2, then ∆ 1 pQpd; a d q`1q " Qpd´1; a d q (Remark 1.11). Theorem 2.7 implies that this Hilbert scheme has a unique Borel fixed point. As seen in the proof of Proposition 2.12, it is given by,
Thus, the lift of L to S " krx 0 , . . . , x n s is just the lexicographic point with Hilbert polynomial Qpd; a d q. In particular, in the last step of the algorithm we only need to perform one successive expansion. Once with the monomial x n´d´2 and once with the monomial x a d n´d´1 , giving us the two desired Borel fixed ideals.
The last case is if d " 1 and a d ‰ 1, 3. In this case we have, n´2 to obtain the two Borel fixed ideals. To finish, it suffices to show that if J is a Borel fixed ideal in R different from I, then the Hilbert polynomial of its lift is bigger than Qpd; a d q`1. In particular, we will prove that P S{JS ptq ě Qpd; a d q`2 " P S{IS ptq`2 (more precisely, this holds when t is sufficiently large).
Since J ‰ I we may assume x ℓ n´2 P J and x ℓ´1 n´2 R J with 1 ă ℓ ă a d . This implies that for j " 0, pR{Jq j is spanned by
) .
We may assume that the m i are monomials of degree strictly less than ℓ and not divisible by x n´1 (applying the exchange property to x ℓ n´2
, we see that J contains all monomials of degree at least ℓ supported on x 0 , . . . , x n´2 ). Thus, for j " 0 the graded piece pS{JSq j contains the monomials in x p n´2 px n´1 , x n q j´p for 0 ď p ď ℓ´1 and the monomials in m q px n´1 , x n q j´deg m q for 1 ď q ď a d´ℓ . Thus,
If we further assume ℓ ă a d´1 , we may rewrite the sum and obtain,
Thus P S{JS ptq ě P S{IS ptq`2 as required. Finally, if ℓ " a d´1 , the exchange property forces,
n´2 q. Since a d ‰ 3, one can observe that P S{JS ptq " P S{IS ptq`2; this completes the proof.
Theorem 2.16. The Hilbert scheme Hilb
Qpd,r;a d ,1q`1 P n has two Borel fixed points if and only if
Proof. The same argument as in Theorem 2.15 show that I lex and I exp have the correct Hilbert polynomial. If r " 0 and a d ‰ 1, there is at least one more Borel fixed ideal. Consider the following ideal,
Since a d ą 1, this ideal is Borel fixed. Then for j " 0, pS{I 1 q j contains all the monomials in pS{I exp q j except for . On the other hand, the only other monomial in pS{I 1 q j is x n´d´2 x n´1 x j´2 n . This implies S{I 1 and S{I exp have the same Hilbert polynomial and we have found at least three Borel fixed ideals; a contradiction.
Assume r " 1 and a d " 2. One can check that the following is a third Borel fixed ideal:
px 0 , . . . , x n´d´3 q`x n´d´2 px n´d´2 , . . . , x n´2 q`px 2 n´d´1 q. In fact, there are only three Borel fixed ideals with Hilbert polynomial Qpd, 1; 2, 1q`1 (Lemma 4.2). Now assume that we are in one of the three cases in the Theorem statement. Then in the penultimate step of the Algorithm 1.10, we will have computed all Borel fixed ideals in krx 0 , . . . , x n´1 s with Hilbert polynomial, ∆ 1 pQpd, r; a d , 1q`1q.
If r ě 2 this polynomial is just, Qpd´1, r´1; a d , 1q and Theorem 2.7 implies that this Hilbert scheme has a unique Borel fixed point. As seen in the proof of Proposition 2.12, it is given by,
Thus, the lift of L to S " krx 0 , . . . , x n s is just the lexicographic ideal with Hilbert polynomial Qpd, r; a d , 1q. In particular, in the last step of the algorithm we only need to perform one successive expansion. Once with the monomial x n´d´2 and once with the monomial x a d n´d´1 x n´r´1 , giving us the two desired Borel fixed ideals.
By comparing the lexicographic ideal with Hilbert polynomial Qpd, 0; a d , 1q to the lexicographic ideal with Hilbert polynomial Qpd; a d q, we obtain Qpd, 0; a d , 1q " Qpd; a d q`1.
Assume r " 0 and a d " 1. Then we have ∆ 1 pQpd, 0; 1, 1q`1q " Qpd´1; 1q and the unique Borel fixed ideal with this Hilbert polynomial is px 0 , . . . , x n´d´1 q Ď krx 0 , . . . , x n´1 s. We now argue as in the previous paragraph to conclude.
Assume r " 1 and a d ‰ 2. Then ∆ 1 pQpd, 1; a d , 1q`1q " Qpd´1, 0; a d , 1q " Qpd´1; a d q`1 and from Theorem 2.15, there are exactly two Borel fixed ideals with this Hilbert polynomial if a d ‰ 1, 3. One can check that the Hilbert polynomial of the expansive ideal when lifted to S " krx 0 , . . . , x n s has Hilbert polynomial bigger than Qpd, r; a d , 1q`1. In the last step of the algorithm we only need to perform one successive expansion of the lexicographic ideal. This will give us the two desired Borel fixed ideals If a d " 3, we have a third Borel fixed ideal (Lemma 2.14). One can check that the lift of the this and the lift of the expansive ideal to S has the wrong Hilbert polynomial. Again, we obtain the two borel fixed ideals by expanding the lexicographic ideal. If a d " 1 then ∆ 1 pQpd, 1; 1, 1q`1q " Qpd´1, 0; 1, 1q " Qpd´1; 1q`1 "`t`d´1 d´1˘`1 and the corresponding Hilbert scheme has a unique Borel fixed point (Theorem 2.7). Expanding the lexicographic ideal gives the desired result.
D T
In this section we compute the universal deformation space to the expansive point and describe the geometry of the Hilbert schemes with two Borel fixed ideals. We start with an important result that relates deformation space of I to an analytic neighbourhood of rIs in its Hilbert scheme: Theorem 3.1 (Comparison Theorem [PS85] ). Let X Ď P n be a subscheme with ideal IpXq " p f 1 , . . . , f r q where deg f i " d i satisfying, pkrx 0 , . . . , x n s{IpXqq e » H 0 pO X peqq for e " d 1 , . . . , d r . Then there is an isomorphism between the universal deformation space of IpXq and that of X; the latter is an analytic neighbourhood of Hilb P n around rXs. In particular, T rIpXqs Hilb Pptq P n " H 0 pP n , N X{P n q " HompIpXq, S{IpXqq 0 .
The general procedure to compute the universal deformation space can be found in [S03, Chapter 3] and [PS85, Section 5] .
From Theorem 2.15 and Theorem 2.16 we see that the expansive point lies inside a P d`2 . As a consequence, any embedded deformation of the expansive point in P n can be realized as a deformation of the expansive point in P d along with a deformation of P d in P n . In other words, in a neighbhourhood of rI exp s we have an isomorphism Hilb Qpd;a d q P n » Hilb Qpd;a d q`1 P d`2ˆApd`3qpn´d´2q and similarly for Hilb Qpd,r;a d ,1q`1 P n . As a consequence, it suffices to prove Theorem 3.8, 3.13, 3.14, 3.15 and 3.16 assuming n " d´2.
Lemma 3.2. Let I " x 0 px 0 , . . . , x n´1 q`x q 1 px 1 , . . . , x p q Ď S with (q ě 1, n´2 ě p ě 1) or (q " 1, p " n´1) and let X " Proj S{I. Then, pS{Iq e » H 0 pO X peqq for all e ě 2 i.e. the comparison theorem holds for I. Since x n´1 , x n are non-zero divisors on S{J we have, depth m pS{Jq ě 2. This implies the local cohomology groups, H 0 m pS{Jq and H 1 m pS{Jq are zero. As a graded S-module, J{I » pS{px 0 , . . . , x n´1 qqp´1q :"Sp´1q; the associated sheaf on P n is just the structure sheaf of a point. Consider the following exact sequence, If p " n´1 and q " 1, the regularity of I is 2 (since I is Borel fixed, the regularity is the largest degree of a minimal generator). Thus S{I has regularity 1 and this implies dim k pS{Iq e " P S{I peq " P X peq " h 0 pP n , O X peqq for all e ě 1, where X " ProjpS{Iq [E05, Corollary 4.8, Proposition 4.16].
Definition 3.3. Let S " krx 0 , . . . , x n s and for q ě 1 define the following subsets,
Proposition 3.4. Let n ě 4 and either (r ě 2 and q ě 1) or (r " 1 and q ě 3). Let I " x 0 px 0 . . . , x n´1 qx q 1 px 1 , . . . , x n´r´1 q be the expansive point. Then,
Qpn´2,r;q,1q`1 P n " 3n´1`pn´r´2qpr`1q`ˆn`q´1 n´1˙.
A general ϕ P HompI, S{Iq 0 can be written as, ϕpx 2 0 q " a 0 x 0 x n ϕpx 0 x i q " a i x 0 x n`c1 x 1 x i`c2 x 2 x i`¨¨¨`cn x n x i , 1 ď i ď n´1 Proof. By Theorem 3.1 and Lemma 3.2, dim k T rIs Hilb P S{I ptq P n " dim k HompI, S{Iq 0 . Let Dualizing ψ 1 we see that φ P HompI, S{Iq 0 if and only if the following relations hold in S{I,
It is straightforward to check that the family described in the statement satisfies these relations. Conversely, given φ P HompI, S{Iq 0 we need to show that φ lies in our family. For any i ‰ n´1, the relation φpx 0 x i qx n´1 " φpx 0 x n´1 qx i implies that x i divides all the monomials in the support of φpx 0 x i q that are not annihilated by x n´1 . But the only quadratic monomial (non-zero in S{I) annihilated by x n´1 is x 0 x n . Thus for i ‰ n´1, φpx 0 x i q is supported on tx 1 x i , x 2 x i , . . . , x n x i , x 0 x n u. Since r ě 2 or q ě 3, the only quadratic monomial (non-zero in S{I) annihilated by x n´2 is x 0 x n . Thus the relation φpx 0 x n´2 qx n´1 " φpx 0 x n´1 qx n´2 implies φpx 0 x n´1 q is also supported on tx 1 x n´1 , x 2 x n´1 , . . . , x n x n´1 , x 0 x n u. Analogously, we may use the relation φpx Let φpx 0 x n´1 q " a n´1 x 0 x n`c2 x n´1 x 2`¨¨¨cn x n´1 x n for some constants c i . Then for j ‰ n´1, the relation x j φpx 0 x n´1 q " x n´1 φpx 0 x j q implies φpx 0 x j q " a j x 0 x n`c2 x j x 2`¨¨¨`cn x j x n for some constant a j . Now assume, x n u. Thus φpx q`1 1 q is also of the desired form and this completes the proof. Analogous computations will give us the tangent space to the expansive point on all the other Hilbert schemes. We summarize these in the following four propositions.
Proposition 3.5. Let n ě 4 and I " x 0 px 0 . . . , x n´1 q`x 1 px 1 , . . . , x n´2 q. Then,
A general ϕ P HompI, S{Iq 0 can be written as, , ℓ i n u 1ďiďn´2 are independent parameters. Proposition 3.6. Let n ě 3 and I " x 0 px 0 . . . , x n´1 q`x 1 px 1 , . . . , x n´1 q. Then, dim k T rIs Hilb Qpn´2,0;1,1q`1 P n " 6n´4.
A general ϕ P HompI, S{Iq 0 can be written as,
Proposition 3.7. Let either (n " 3 and q ě 4) or (n ě 4 and q ě 2). Let I " x 0 px 0 . . . , x n´1 q`px
A general ϕ P HompI, S{Iq 0 can be written as, Proof. The statement in the introduction uses m in place of d`1. As noted previously, we may assume d " n´2. In this case the expansive ideal is I " x 0 px 0 . . . , x n´1 q`px q 1 q. A direct computation or [RS97, Theorem 4.1] shows that dim Hilb Qpn´2;qq`1 P n agrees with the dimension of the tangent space to I (Proposition 3.7). Thus, the Hilbert scheme is non-singular at the expansive ideal. It follows from Theorem 1.6 and Lemma 1.3 that the Hilbert scheme is non-singular and irreducible. By considering the lex ideal in Theorem 2.15 and Remark 2.8, we obtain the description of the general point.
To compute the deformation space, we may exclude the trivial deformations (the ones induced by coordinate changes) as they are unobstructed. A straightforward computation of the partial derivatives gives the following bases for T 1 :
Corollary 3.9. Let (r ě 2 and q ě 1) or (r " 1 and q ě 3). Let I " x 0 px 0 . . . , x n´1 q`x q 1 px 1 , . . . , x n´r´1 q and R " S{I. Then T 1 pR{k, Rq 0 is spanned by,
where a 0 , . . . , a n´1 , b 1 , . . . , b n´r´1 , ℓ 1 n´r , . . . , ℓ 1 n and tc ω u ωPT 1 are independent parameters.
Corollary 3.10. Let n ě 4, I " x 0 px 0 . . . , x n´1 q`x 1 px 1 , . . . , x n´2 q and R " S{I. Then T 1 pR{k, Rq 0 is spanned by,
where α, a 0 , . . . , a n´2 , b 1 , . . . , b n´2 , d n´1 , d n are independent parameters. Corollary 3.11. Let n ě 2, I " x 0 px 0 . . . , x n´1 q`x 1 px 1 , . . . , x n´1 q and R " S{I. Then T 1 pR{k, Rq 0 is spanned by, u i, j Ď T 2 pR{k, Rq 0 is linearly independent.
(ii) Let I be the ideal from Proposition 3.5. Then tx 0 x 2 n f j 0i
(iii) Let I be the ideal from Proposition 3.6. Then tx 0 x 2 n f j 0i
Proof. We will only prove (ii) as the other two cases are analogous (and simpler). We will use the notation introduced in Subsection 1.4 and 1.5. We use A i to denote the matrix associated to ψ i . By construction the entries in A i are supported on px 0 , . . . , x n´1 q. Dualizing the resolution F ‚ we obtain,
Let us first check that x 0 x 2 n f j 0i and x 0 x 2 n f j 1i
are well defined elements of T 2 pR{k, Rq 0 . To do this its enough to show that x 0 x 2 n annihilates ker ψ 1`K os. Since the entries in A 2 are supported on px 0 , . . . , x n´1 q, multiplying by x 0 x 2 n annihilates ψ 2 pF 2 q " ker ψ 1 . Since the Koszul relations are supported on px 0 , x 1 q, x 0 x 2 n annihilate Kos. Since x 1 x 2 n annihilates Kos, to show that that x 1 x 2 n f j 0,n´1 is a well defined element, we only need to prove that x 1 x 2 n annihilates the restriction pker ψ 1 q| Sp´3qe j 0,n´1
. Let v P ker ψ 1 and since the differentials are linear we may assume v is linear. Then ψ 1 pvq " 0 implieś
2 v e .
We will now show that the set S " span k tx 0 x 2 n f j 0i
u i, j is linearly independent in T 2 pR{k, Rq. In particular, we need to show that no non-zero element of S is a linear combination of the form
li q where Q li P Rp2q are quadrics and c li P k constants. However, since all the elements of S are multiples of x 2 n and A 1 does not contain the variable x n , it suffices to show that no non-zero element of S is a linear combination of the form
in the first paragraph we see that this is indeed the case.
Proposition 3.13. Let n ě 2. We have the following: (i) The Hilbert scheme Hilb 3 P n is non-singular and its general point parameterizes three isolated points.
(ii) Let n ě 3. The Hilbert scheme Hilb 2t`2 P n is reduced and has two irreducible components. Theorem 3.14. Let n´2 ě d ą r and assume either r ě 2 or (r " 1 and q ě 3). The Hilbert scheme Hilb Qpd,r;q,1q`1 P n is irreducible, Cohen-Macaulay and normal, with the general point parameterizing a hypersurface of degree q inside P d`1 union an r-plane inside P d`1 and an isolated point; the hypersurface meets the r-plane transversely in P d`1 .
If we let d " n´2, then an analytic neighbourhood of the expansive point is a cone over the Segre embedding embedding of P 1ˆPn´r´1 ãÑ P 2pn´rq´1 .
Proof. The statement in the introduction uses m in place of d`1. We may assume d " n´2 and by Lemma 1.3 it suffices to compute the universal deformation space of I exp . Let U " krru 00 , . . . , u 0,n´r´1 , u 11 , . . . , u 1n , tu 2,ω u ωPT 1 ss and m U its maximal ideal. Consider the following perturbation of ψ 0 ,
This lifts the first order deformation by non-trivial deformations (Corollary 3.9). To perturb the syzygies, we need a few definitions. Let U :" tω P T 1 : Dx i |ω with n´r ď i ď n´1u, V :" tω P T 1 : ω is supported on x 1 , . . . , x n´r´1 , x n uzx q n and η :" x q n . Observe that T 1 " U \ V \ tx q n u. For each ω P U choose some n´r ď i ď n´1 for which x i |ω and letω :" ω x i and p ω :" i. For each ω P V define the following, ‚ Let ω 0 " 1 and for 1 ď ℓ ď q let ω ℓ denote the lexicographically largest monomial of degree ℓ dividing ω. ‚ For 0 ď ℓ ď q´1 let λpω ℓ q to be the index of the variable
x 3 , λpω 3 q " x 3 and u ω 4 " u 2 03 u 04 . Define,
Here is the lift of the syzygies,
It will be notationally convenient to separate the cases q ą 1 and q " 1. If q ą 1, composing Ψ 0 and Ψ 1 we obtain,
qq " pu 0i u 1j´u0j u 1i qx 0 x q`1 n , 2 ď j ă i ď n´r´1 Ψ 0 pΨ 1 pe 0 1i" pu 0i p´u 2η`α q´u 00 u 1i qx 0 x q`1 n , 2 ď i ď n´r´1 (3.2) Ψ 0 pΨ 1 pe 0 11" pp´u 2η`α qpu 01´u1n q´u 00 u 11 qx 0 x q`1 n Ψ 0 pΨ 1 pe 1 1i" pu 11 u 0i´u1i pu 01´u1n qqx 0 x q`1 n , 2 ď i ď n´r´1 with α " p´1q q´1 u q 01`p´1´1 ř ωPV u 2ω u ω 0 .
To compute the obstruction space we just repeat the above computation mod m l`1
Using Lemma 3.12 (i), the above equation allows us to directly read of the obstruction to lift our family from the pl´1q-th order to l-th order (starting with l " 1). In particular, the ideal of obstructions to lift to q-th order is the 2ˆ2 minors of, u 00 u 01´u1n u 02 u 03¨¨¨u0,n´r´1 u 2η`α u 11 u 12 u 13¨¨¨u1,n´r´1˙.
If we denote this ideal by J, we have
.2). Thus Ψ 0 gives a versal deformation of I exp . Since we are working analytically, we may apply the isomorphism u 2η Þ Ñ´u 2η`α and fixing the other variables; now J is the 2ˆ2 minors of a generic matrix. Finally we add back the trivial deformations to obtain the universal deformation space of I exp .
If q " 1 we obtain,
11" pu 01 pu 01´u1n q´u 00 u 11 qx 0 x 2 n Ψ 0 pΨ 1 pe 1 1i" pu 11 u 0i´u1i pu 01´u1n qqx 0 x 2 n , 2 ď i ď n´r´1.
Arguing as in the q ą 1 case we see that the versal deformation space is cut out by 2ˆ2 minors of, u 00 u 01´u1n u 02 u 03¨¨¨u0,n´r´1 u 01 u 11 u 12 u 13¨¨¨u1,n´r´1˙.
We are now done as the Segre embedding of P 1ˆPn´r´1 ãÑ P 2pn´rq´1 is cut out by 2ˆ2 minors of a generic 2ˆpn´rq matrix. By considering the lexiographic ideal in Theorem 2.15 and Remark 2.8, we obtain the description of the general point. Proof. We may assume d " n´2 and as noted in the previous theorem it suffices to compute the universal deformation space of I exp . Let U " krru 00 , . . . , u 0,n´1 , u 11 , . . . , u 1,n´1 , v 00 , . . . , v 0,n´1 , v 11 ss. For notational simplicity we will sometimes use u 10 to denote u 01 . Consider the following perturbation of ψ 0 ,
and a perturbation of ψ 1 , 
01
, 2 ď i ď n´1
Composing the two we obtain,
Since the lifts Ψ 0 and Ψ 1 are first order, we see that the ideal of obstructions to lift to second order is the 2ˆ2 minors of,¨u
. Indeed, most of the minors show up as coefficients of x 0 x 2 n and x 1 x 2 n . The other minors come from the underlined equations:
If we denote the ideal of 2ˆ2 minors by J, we have Ψ 0 Ψ 1 " 0 in U{J. Thus Ψ 0 gives a versal deformation of I exp . Adding back the trivial deformations gives us the universal deformation space of I exp . This completes the proof as the Segre embedding of P 2ˆPn´1 ãÑ P 3n´1 is cut out by 2ˆ2 minors of a generic 3ˆn matrix. Proof. We may assume n " d´2 and argue as in the previous theorems. Let U " krru 00 , . . . , u 0,n´1 , u 11 , . . . , u 1n ss and m U its maximal ideal. We will sometimes use e ‹ 10 to denote e ‹ 01 . Consider the following perturbation of ψ 0 ,
Consider the following perturbation of ψ 1 ,
x n e ‹ 00 , 2 ď i ď n´2
U . As done previously, the obstruction to lifting to second order is the image of Ψ 
In this image, the three underlined terms are 0. Indeed, the second and third underlined term (from the top) are 0 in R and the first term is equal to ψ _ 1 pu 0,n´1 u 1,n´1 x 1 x n f ‹ 01 q. After the underlined terms vanish,
is written in terms of our desired basis elements c.f. Lemma 3.12 (ii). Thus the ideal generated by the coefficients, which we denote by J 1 , is the ideal of of obstructions to lift to second order. Let U 1 " U{J 1 and m U 1 its maximal ideal. To compute the the obstructions to third order we compute Ψ q " 0, pi, jq ‰ p0, n´1q
Thus the ideal of obstructions to lift to third order is, J 2 :"ˆpu 0,n´1 q`I 2ˆu 00 u 01´u1n u 02 u 03¨¨¨u0,n´2 u 01 u 11 u 12 u 13¨¨¨u1,n´2˙˙X
pu 00`u0,n´1 u 1,n´1 , u 01 , u 02 , . . . , u 0,n´2 , u 11 , u 12 , . . . , u 1,n´2 , u 1n q.
Here I 2 p´q denotes the 2ˆ2 minors of´. Finally it is easy to see that Ψ 0 Ψ 1 " 0 in U{J 2 (for example, the underlined terms in Ψ 1 0 Ψ 1 1 are cancelled by the second order terms). Thus Ψ 0 gives a versal deformation of I exp . Adding back the trivial deformations gives us the universal deformation space of I exp .
From Proposition 3.5 and Corollary 3.10 we see that there are 4n´6 trivial deformations; denote them by t 1 , . . . , t 4n´6 . Thus, the non-singular component of Spec Urt 1 , . . . , t 4n´6 s{J 2 has dimension 4n´4. Since Qpn´2, 1; 1, 1q`1 "`t`n´2 n´2˘`t`1 , there is an irreducible component, Y 2 , whose general point parameterizes a line and a disjoint pn´2q-plane. This is birational to Gp1, nqˆGp1, n´2q and as a consequence has dimension 4n´4; thus Y 2 is the non-singular component. It is shown in [R19, Proposition 2.2] that Y 2 is isomorphic to a blow up of Gp1, nqˆGpn´2, nq along the locus tpL, Λq : L Ď Λu. The nef and ample cones are described in [R19, Theorem 4.1].
H
In this section we describe some Hilbert schemes with three borel fixed points. We show that it can have three irreducible components and that the components can meet each other in different ways. We also make some observations on the singularities. 4.1. Plane curves and two isolated points. Let Qptq " dt`3´`d´1 2˘w ith d ě 5. The Hilbert scheme Hilb Qptq P 3 is irreducible and singular with general point paramaterizing a plane curve of degree d union 2 isolated points [CN12, Theorem 4.2, Remark 4.4]. We will now show that this has three borel fixed points.
Let J Ď krx 0 , x 1 , x 2 s be a borel fixed ideal with Hilbert polynomial ∆ 1 Qptq " d. We may assume its lift, JS, has Hilbert polynomial at most Qptq. Note that the lift JS cuts out a Cohen-Macaulay subscheme of dimension 1 in P
3
(it is unmixed). Since the arithmetic genus of JS is at least`d´1 2˘´2 ą`d´2 2˘, it follows that JS is a plane curve [CN12, proof of 4.2. Linear space and three isolated points. Let Qptq "`t`n´2 n´2˘`3 and n ě 3. The Hilbert scheme
Hilb
Qptq P n is irreducible with general point paramaterizing a pn´2q-plane union 3 isolated points [CN12, Theorem 3.9] . Using Algorithm 1.10 one can check that it has the following borel fixed points: px 0 q`x 1 px 1 , . . . , x n´2 , x 3 n´1 q px 0 q`x 1 px 1 , . . . , x n´3 q`x 1 px 2 n´2 , x n´2 x n´1 , x 2 n´1 q x 0 px 0 , . . . , x n´1 q`x 1 px 1 , . . . , x n´2 , x 2 n´1 q Note that Hilb Qptq P n is singular because Hilb Qptq´1 P n is singular (Theorem 3.15).
4.3. Five points in P 2 and four points in P 3 . The Hilbert scheme Hilb 5 P 2 , is non-singular and has three borel fixed points: It is well known that the Hilbert scheme is irreducible and that the singular locus is the PGLp3q orbit of px 0 , x 1 , x 2 q 2 . It is shown in [K92] that an analytic neighbourhood of rIs is an affine cone with 3 dimensional vertex over Gp2, 6q Ď P 14 in its plucker embedding. In particular, Hilb 4 P 3 is Gorenstein.
Our next two examples have three irreducible components. In the first example, the intersection of all three components is non-empty. In contrast, the second example has a pair of components that do not intersect.
4.4. Hilbert polynomial 2t`3. It is shown in [CN12, Example 4.6c ] that the Hilbert scheme Hilb 2t`3 P 3 has three irreducible components: n´d´1 x n´2 px n´2 , x n´1 q I 1 " px 0 , . . . , x n´d´3 q`x n´d´2 px n´d´2 , . . . , x n´2 q`px 2 n´d´1 q
Proof. As usual we will use Algorithm 1.10. Note that ∆ 1 pQpd, 1; 2, 1q`1q " Qpd´1, 0; 2, 1q " Qpd1 ; 2q`1. We have already seen in Theorem 2.15 that there are two borel fixed ideals with this Hilbert polynomial in krx 0 , . . . , x n´1 s. The lift of the expansive ideal has Hilbert polynomial Qpd, 1; 2, 1q`1 and there is no need for any expansion. Expanding the lift of the lexicographic ideal gives the other two ideals.
For n ě 5, one can show that rI 1 s is a non-singular point on its Hilbert scheme. We have also computed the universal deformation space of Hilb Qpd,1;2,1q`1 P n at rI exp s for n´2 ě d ě 2 . However our computation is complicated and we do not have any good way of presenting the perturbation of I exp and its syzygies. Thus we will just explain our computations as two Remarks: Remark 4.3. Let Qptq " 2`t`2 2˘´1 and let Y 1 , Y 2 , Y 3 be the three irreducible components of Hilb Qptq P n from above. We have checked that Y 1 is non-singular and Y 2 is normal and Cohen-Macaulay. If n " 4, an analytic neighborhood of Y 2 around the expansive point is isomorphic to the Segre embedding of P 1ˆP2 ãÑ P 5 .
Remark 4.4. Let n´2 ě d ě 3. We have checked that the Hilbert scheme Hilb Qpd,1;2,1q`1 P n is reduced and has two irreducible components, Y 1 and Y 2 . The component Y 1 is non-singular and its general point parameterizes a quadric d-fold union a line, with the line meeting the quadric at a point.
The general point of Y 2 paramaterizes a quadric d-fold union a line and an isolated point; the quadric meets the line at two points. If d " n´2, an analytic neighborhood of Y 2 around the expansive point is isomorphic to the Segre embedding of P 1ˆPn´2 ãÑ P 2pn´1q´1 .
Remark 4.5. There are examples of components of Hilbert schemes that are completely described while the full Hilbert scheme is not. Interestingly, the component has exactly one Borel fixed point.
Consider the Hilbert scheme, Hilb 4t P 3 . It has two irreducible components and four Borel fixed points.
It was shown in [AV89] that the component whose general point parameterizes an elliptic quartic is nonsingular and isomorphic to a double blow-up of Gp1, 9q. It follows from their work that there is exactly one borel fixed point on this component. Let n ě a ě b ě 2 and Pptq "`t`n´a n´a˘``t`n´b n´b˘´`t`n´a´b n´a´b˘. Let Hpn´a, n´b, nq denote the irreducible component of Hilb Pptq P n whose general point parameterizes a pn´aq-dimensional plane union a pn´bq-dimensional plane meeting transversely in P n . We show in [R19] that Hpn´a, n´b, nq is non-singular and isomorphic to a sequene of blowups of Gpn´a, nqˆGpn´b, nq if a ‰ b, or a sequence of blowups of Sym 2 Gpn´a, nq if a " b. We also show that this component has exactly one Borel fixed point.
[K92] Sheldon Katz, 
