number which we shall denote by I Bl. The determinant of B will be denoted by detB. (3) A matrix is said to be continuous if all its elements are continuous func· tions. In the same sense, we shall refer to a matrix as being analytic, dif· ferentiable etc. ( 4) I is the identity matrix, i.e., I= (1. 1.. o).
0
•1 (5) B* is the complex conjugate transpose of the matrix B. k is the complex conjugate of the qua11tity k. (6) W {Y, Z} is the Wronskian of the diHerentiable matrices Y(x) and Z(x), i.e.,
W{Y,Z} =Y(x)Z'(x) -Y'(x)Z(x),
where the differentiation with respect to x is denoted by a prime. (7) The symbol 0 {q7 (x)} in matrix equations shall be used to denote the fact that all the elements of a matrix are 0 {q7 (x) }. § 2. Inverse scattering problem
Consider a system of differential equations :
n -y/' (x, k) +I:; ui1 (x)y 1 (x, k) =k 2 Yi> -=<x< oo.
J~l
We assume that the matrix of functions u, 1 
is Hermitian, i.e.,
U* (x) = U(x).
(i=1, 2, ···, n)
(2·3) Also we assume that the matrix U(x) is continuous and satisfies the condition J_"..,'C1+ lxl) I U(x) ldx< + oo.
(2·4)
The system (2 ·1) is a n X n Schrodinger equation and we shall occasionally refer parameter k 2 and the matrix U(x) as energy and the potential, respectively.
Every set of n solutions of the system (2 ·1 The columns of every matrix solution of Eq. (2 · 5) are vector solutions of the system (2 ·1). Thus we shall study the matrix differential equation .(2 · 5) instead of the system (2 ·1), and this proves to be more convenient.
(2-1) Boundary conditions at infinity and Jost functions
For real k, we introduce Jost functions F 1 (x, k) and F 2 (x, k) bound by the following boundary conditions at infinity:
x_,-co Equation (2 · 5) with the boundary conditions (2 · 6) is equivalent to the integral equations :
k These are equations of the Volterra type. Their .successive approximation shows · that we can extend the region of the parameter k into the upper half plane Im k>O if the potential U(i) satisfies the condition (2 · 4). Then the solutions F 1 (x, k) and F 2 (x, k) are analytic in the upper half plane Im k>O.
Let Y(x) and Z(x) be any two solutions of Eq. (2·5). Since the potential U(x) is Herll).itian, we have
which implies that the Wronskian
is independent of x. Using this result and the boundary conditions (2 · 6), we obtain for Im k 2 =0. can be represented as a linear combination of the solutions F 1 (x, k) and
Substituting expression (2 ·10) for F 2 (x, k) into (2 ·11) and carrying the same operation with F1 (x, k), we find that compatibility of relations (2 ·10) and (2 ·11) requires fulfillment of the relations
The coefficient matrices Ct 1 (k), i, j = 1, 2 'can be expressed in terms of the Wronskians of the solutions F 1 (x, k), F 2 (x, k) and their complex conjugate transposes. Using Eqs. (2 · 9), (2 ·10) and (2 ·11), we obtain
. 2zk
1 .
for real k. Comparing (2 ·13a) with (2 ·13b) and (2 ·13c) with (2 ·13d), we find that
Lemma 2·1: For real k, det C12 (k)=/=O. Proof: From Eqs. (2 ·12) and (2 ·14), we have
(2·15) By multiplying (2 ·15) on the right by a vector a, on the left by a*, we obtain For complex k (lm k>O), we define C~, 1 (k) as follows:
1 -
1 - Lemma 2·2: For lkl~=
Proof: Analysis of the successive approximations of Eqs. (2·7) and (2·8) leads to the estimates
for lkl~= and a fixed x. Substitution of Eqs. (2·20) into Eqs. (2·17) gives the estimates (2 ·19).
The bound states are determined from the condition: det c12 (k,) = 0 ' (2. 21) as we shall see the reason in the following. If for a given kh the condition (2. 21) is satisfied, then there exists a non-zero vector a so that c12 (k,)a = 0. In the case, we can form a solution of basic system (2 ·1) such that From' the boundary conditions (2 · 6), we have
Since a vector solution y(x, k 1 ) vanishes exponentiall y at x= ± oo for Im k 1 >0, we conclude that for k=k 1 (Imk 1 >0), system (2·1) has a solution which is quadraticall y integrable on -the entire axis. It is shown in the standard fashion that the energy eigenvalue k/ is real, which implies
The bound states therefore correspond exactly to the points in Im k >O, Rek = 0, where det C12 (k) =0 and where, the~efore C-;:/(k) has a pole.
By virtue of Lemma 2 ·1, det C12 (k) does not vanish on the real axis. Further, asymptotic form (2 ·19) indicates that det C12 (k) differs from zero for sufficiently large lkl. Hence detC 12 (k) can have only a fihite number of zeros, which implies that a number of bound states are finite.
In order to investigate the property of the singular points 'of Cl2 1 (k), we shall need the following lemmas.
Lemma 2·3: Let A(z) be a square matrix, which is analytic for lzl<1, such that det A (0) = 0 and det A(z) ~0 for O<l zl < 1. Then the inverse matrix A -l (z) has a simple pole at z = 0 if and only if the relations 
Assuming that Re k=O and Im k>O, we have 
Now let k coincide wrth one of the zeros of the det C12 (k), which we. again denote by k 1 • We choose a non-zero vector such that 
and then
Since the boundary conditions are as follows:
we finally arrive at
=¥0. We now transform the integrals on the right-hand side of Eq. (2 · 41) first using the formulas
and then interchanging the orders of integration. This yields 
R(k) =R*(-k).
(2·48) We call the matrix R (k) · the reflection coefficient matrix. , In the following, it will be shown that the matrix K 1 (x, y) satisfies a linear integral equation whose kernel can be written explicitly in terms of the reflection coefficient matrix R (k), the eigenvalue k/ and the matrix Rj which is the residue of the reflection coefficient matrix R (k) at the pole k,.
To derive this equation, we begin with Eq. (2·46). We replace F 1 (x, k) in Eq. (2 ·16) by its expression (2 · 4o). As a result, 
(2 ·57)
The integrand in [ 1 .is analytic in the upper half plane except for a finite number of poles at k 1 corresponding to the simple poles of C-;;/ (k). Then,
The matrix R 1 is the residue of the reflection coefficient matrix R (k) at the pole k 1 
Summing up the results, we arrive at the expression for Eq. (2 ·51):
where
Equation (2 · 60), which was derived on the assumption that x<y, also holds for x=y by continuity . . We refer to Eq. (2·61) with;Eq. (2·62) as Gelfand-LevitanMarchenko equation: Gelfand-Levitan-March enko equation indicates that, when we know the reflection coefficient matrix R (k ), th~ eigenvalue k/ and the matrix R 1 which is the residue of the matrix R(k) at the pole XJo we can evaluate the matrix K 1 (x, y), and then construct the potential U{x) by the relation (2·45).
In other words, only the asymptotic forms of the eigenfunctions are necessary to reconstruct the potential U(x), since
We call the aggregate of quantities
from which the kernel (i.e., the matrix F(x)) of Gelfand-Levita n-Marchenko equation (2 · 61) is constructed, the scattering data of the problem (2 ·1). § 3~ Applications
The system of the differential equations (2 ·1 
(x).
We extend the inverse scattering method for solving nonlinear differential equations into the matrix form. Given a nonlinear evolution of the forin
where -S is in general a nonlinear operator and the matrix function U(x, t) is a square matrix of n-th order. We shall study a C""-solution defined for all x in (-oo, oo) which tends to zero as x~ ± oo, Assuming the operator L is linear with respect to U (for example, Eq. (3 · 2) ), we rewrite Eq. 
where the time evolution of the eigenfunction 1s given by
It is readily seen_ from the time evolution properties of L and ¢ that the eigenvalue ). of Eq. (3 · 7) does not depend on time:
(3·9)
Conversely, we can derive Eq. (3 · 6) from Eq. (3 · 7) with Eqs. (3 · 8) and (3 · 9) . Then, a non-linear equation (3 · 5) , which is equivalent to Eq. (3 · 6), is also equivalent to a set of Eqs. (3 · 7), (3 · 8) and (3 · 9) . The study on the inverse scattering problem indicates that the sought matrix U (x, t) can be reconstructed only from the knowledge of the scattering data. The time dependence of the scattering data is determined by Eq. The operator L is a n x n matrix in this case.
8x
The simplest choice may be B=B08, B0 : constant matrix. 
M. Wadati and T. Kamijo
Equation (3 ·13 In this paper we have extended the idea,. of the inverse scattering method into the matrix form so as to include wider classes of nonlinear differential equations. For the purpose we have derived Gelfand-Levit an~Marchenko equation, Eq. (2·61) with Eq. (2·62), for the system (2·1) and explicitly shown several nonlinear differential equations which may be solvable by our extensio~ of the theory. In some of the examples, however, the potential U(x, t) is not Hermitian. Since we have assumed the Hermitian potential in the discussions of § 2, we might have to re-examine the inverse scattering problem depending on the properties of the potentials. One of our next task will be to investigate what kinds of nonlinear dif- 
Therefore, our formalism seems to include the extension of Ablowitz et al.'s approach.
