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ERGODICITY AND DYNAMICAL LOCALIZATION FOR
DELONE–ANDERSON OPERATORS
FRANC¸OIS GERMINET, PETER MU¨LLER, AND CONSTANZA ROJAS-MOLINA
Abstract. We study the ergodic properties of Delone-Anderson opera-
tors, using the framework of randomly coloured Delone sets and Delone
dynamical systems. In particular, we show the existence of the inte-
grated density of states and, under some assumptions on the geometric
complexity of the underlying Delone sets, we obtain information on the
almost-sure spectrum of the family of random operators. We then ex-
ploit these results to study the Lifshitz-tail behaviour of the integrated
density of states of a Delone–Anderson operator at the bottom of the
spectrum. Furthermore, we use Lifshitz-tail estimates as an input for
the multi-scale analysis to prove dynamical localization.
1. Introduction
For more than 50 years, the Anderson model has been the subject of
extensive studies in the mathematics and physics literature to illuminate
electronic transport properties in disordered media [An, GMP, Fro¨S, K1, CL,
PF, AM, CoH, KSS, GK1, FLM, S, U, BoK, AENSS, GHK, K2, GK3]. In
this paper, we study Anderson-type operators that are relevant for disordered
aperiodic media. The model is a variant of the well-known continuum (or
alloy-type) Anderson model in that the impurities are not located at the
points of the periodic hypercubic lattice but on a rather general point set.
As usual, each impurity gives rise to the same single-site potential, except for
a random coupling constant which mimics the various species of atoms that
make up the material. Besides having constitutionally disordered aperiodic
media in mind, our study is also motivated by the quest for universality in
alloy-type Anderson models: details of the impurities’ positions, should not
affect the model’s key properties.
In order to describe our model in detail we introduce some notation. Let
ΛL(x) := "dj=1]xj − L/2, xj + L/2[ be the open cube in Rd with edges of
length L > 0 centred at x = (x1, . . . , xd) ∈ Rd (and oriented parallel to the
coordinate axes). If the cube is centred about the origin, we simply write
ΛL := ΛL(0).
Definition 1.1. A subset D of Rd is called an (r,R)-Delone set if (i) it is
uniformly discrete, i.e. there exists a real r > 0 such that
∣∣D∩Λr(x)∣∣ ≤ 1 for
every x ∈ Rd, and (ii) it is relatively dense, i.e. there exists a real R ≥ r
such that
∣∣D∩ΛR(x)∣∣ ≥ 1 for every x ∈ Rd. Here, | · | stands for cardinality
of a set.
Key words and phrases. random Schro¨dinger operators, Delone sets, Delone-Anderson
operators, integrated density of states, ergodic theorem.
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Clearly, the minimal distance between any two points in an (r,R)-Delone
set is r. Also, given any point in an (r,R)-Delone set, one can find another
point that is no further than
√
dR apart. Particular examples of Delone sets
are the hypercubic lattice Zd, the vertices of a Penrose tiling or the random
point set obtained from removing every other point of Zd by a Bernoulli
percolation process. Generally speaking, Delone sets cover a wide range
from perfectly ordered point sets to strongly disordered ones.
For the rest of this paper we fix 0 < r ≤ R <∞. Given an (r,R)-Delone
set D in Rd, we consider the random Schro¨dinger operator
HDω := H0 + VDω (1.1)
with dense domain in the Hilbert space L2(Rd) and subject to the following
assumptions. Our notation HDω for the dependence of the operator on
the Delone set and on the random coupling constants will be justified in
Sect. 2.1.
(A0) The background operator is either the negative Laplacian H0 :=
−∆ or, if d = 2, we also allow for the Landau Hamiltonian H0 :=
(−i∇−A)2 with constant magnetic field B ≥ 0 and vector potential
R2 3 x 7→ A(x) := B2 (x2,−x1) in the symmetric gauge. The random
potential is given by
Rd 3 x 7→ VDω(x) :=
∑
p∈D
ωpu(x− p) (1.2)
with a compactly supported single-site potential u ∈ L∞(Rd).
(A1) The (canonically realized) random coupling constants ω := (ωp)p∈D
are independently and identically distributed, each according to the
same Borel probability measure P(0) with compact support A ⊂ R,
that is,
PD :=
⊗
p∈D
P(0) (1.3)
is defined on the product Borel-σ-algebra of the probability space
ΩD := "D R. We denote by ED the expectation with respect to PD
and define w := supv∈A |v|.
We infer from (A0) and uniform discreteness that there exists a constant
v0 ∈]0,∞[, which depends on u and r (but not on the particular D), such
that
∥∥∑
p∈D |u( · − p)|
∥∥
∞ ≤ v0. Hence, we have
‖VDω‖∞ ≤ wv0 (1.4)
for PD-a.e. ω ∈ ΩD. Moreover, the map ΩD × Rd 3 (ω, x) 7→ VDω(x) is
measurable. Therefore, the map ΩD 3 ω 7→ HDω is also measurable. We
refer to it as the Delone–Anderson operator.
In addition to the hypotheses (A0) and (A1), the following one will be
assumed in some parts of this paper.
(A2) The single-site potential is continuously differentiable with compact
support, u ∈ C1c (Rd).
The particular case D = Zd defines the usual alloy-type Anderson model,
if (A0) and (A1) are assumed. A fundamental consequence of the period-
icity of D and of the i.i.d. distribution of the (ωp)p∈D is ergodicity. Namely,
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there exist measure-preserving ergodic transformations {τa}a∈Zd on ΩZd and
a family of unitary (magnetic) translation operators {Ua}a∈Zd acting on
L2(Rd) such that
H(Zd)τa(ω) = UaH(Zd)ωU
∗
a (1.5)
for every a ∈ Zd. Several groundbreaking studies of the Anderson model
concerned spectral properties that are consequences of ergodicity. We men-
tion the self-averaging of the integrated density of states and the almost-
surely non-random spectrum of the random family {H(Zd)ω}ω∈ΩZd , a prop-
erty which also extends to each spectral component in the Lebesgue decom-
position [P, KuS, KM]. As a consequence, studies of the spectral type of
H(Zd)ω or properties of the dynamics generated by H(Zd)ω in a certain en-
ergy interval are well-defined problems that do not depend upon the chosen
realization ω of coupling constants with probability one. In the case of a
general Delone set D instead of Zd, the Delone–Anderson operator does not
satisfy the particular covariance relation (1.5), because the Delone set and
its translate a+D will not agree, see (2.15) below instead. Thus, all of the
above-mentioned consequences of ergodicity do not necessarily apply any
more.
Delone–Anderson operators have been studied in the literature before.
Almost exclusively, the focus has been on proving dynamical localization
over the last years, using both the fractional moment method [BouNSS] and
the multi-scale analysis [RoM1]. In the latter approach, it was shown that
the bootstrap multi-scale analysis (MSA) from [GK1], and therefore, the
phenomenon of dynamical localization, is insensitive to perturbations of the
underlying periodic arrangement of impurities whenever this arrangement
does not exhibit arbitrarily large holes. In [G], the case H0 = −∆ was stud-
ied, using the MSA by Bourgain-Kenig [BoK]. To consider more general
unperturbed operators with aperiodic structures one needs unique contin-
uation principles, which were obtained in [RoMV], together with Wegner
estimates. Klein later on improved these Wegner estimates and proved dy-
namical localization at high disorder using the MSA method [Kl]. A more
involved treatment was needed in the discrete setting [EK], where unique
continuation principles are not available. There, dynamical localization was
shown at low energies, with a proof that extends to the continuous setting.
A simpler approach was given by [RoM2], using a space-averaging approxi-
mation as in [BoK, G].
Up to now, information on the almost-sure spectrum of HDω has been
obtained for particular cases only. If H0 = −∆ and VDω ≥ 0 almost surely
such that zero belongs to the support of the single-site distribution, then
σ(H0) = σ(HDω) almost surely, which follows from a Borel–Cantelli argu-
ment. This allows to conclude dynamical localization at the bottom of the
spectrum from the MSA with probability one [BouNSS, G]. In the case of
the Landau Hamiltonian, the same argument gives the inclusion
σ(H0) ⊂ σ(HDω) almost surely. (1.6)
This tells only that the Landau levels are contained in the spectrum, but
provides no information on the location of the band edges. To take care of
this, an extra argument based on [CoH] was needed in [RoM1] to show that
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the intersection between the region of dynamical localization and the spec-
trum of the realizations HDω is not empty almost surely – but its location
can depend, possibly, on the realization.
The purpose of this paper is twofold. In the first part, Section 2, we intro-
duce a dynamical system for randomly coloured Delone sets and study the
ergodicity properties of Delone–Anderson operators within this framework.
In particular, we prove the existence and self-averaging of the integrated
density of states of Delone–Anderson operators in Corollary 2.8. In The-
orem 2.11 we obtain a description of the almost-sure spectrum of HDω in
terms of the growth points of the integrated density of states. To our knowl-
edge, this is the first study of ergodic properties for the Delone–Anderson
model. In combination with the results from [RoM1], this allows to con-
clude band-edge localization (in the usual sense) for the Landau model with
a Delone–Anderson potential with probability one.
The dynamical system for Delone–Anderson operators builds upon the
Delone hull XD = {x+D : x ∈ Rd} of a given Delone set D, which is a
suitably defined closure of the set of all translates of D, see Definition 2.1
below. Existence of the integrated density of states and non-randomness of
the spectrum hold for almost-every (w.r.t. a suitable measure) point set in
the Delone hull. If the Delone hull of D satisfies stronger hypotheses, then
these properties hold even for all point sets in XD. In particular, they hold
for the given Delone set D, see Corollary 2.8(ii) and Theorem 2.11(ii). In the
Appendix we give an example of a non-uniquely ergodic Delone set. There
we show that unique ergodicity is an essential assumption for Corollary 2.8
to hold without exceptional Delone sets.
In the second part of this article, Section 3, we analyze the non-magnetic
case H0 = −∆ and show that the integrated density of states exhibits a
Lifshitz tail at the bottom of the spectrum in Theorem 3.1. This argument
requires a suitable version of Dirichlet–Neumann bracketing averaged over
the hull. In contrary to the usual proof of Lifshitz tails for the Anderson
model, we need additional efforts for making the Lifshitz-tail bounds for
the finite-volume integrated density of states useful to prove localization for
every Delone set in the hull XD, in particular for D itself. Usually, the
length L ∼ E−1/2 is determined and fixed by the energy in such estimates.
We need to extend them to all sufficiently large lengths L & E−1/2. It is
also important that the constants in the estimates are uniform on the hull
XD. We remark that we do not know monotonicity in L of the finite-volume
Dirichlet or Neumann integrated densities of states, which holds pointwise
for every Delone set in the hull XD – we know it only in average over the
hull.
In Theorem 3.9 we use the estimates involved in the proof of Lifshitz tails
from Theorem 3.7 to establish the initial estimate of the MSA – this is a
new way of proving the initial estimate for Delone–Anderson operators, and
we show that this is possible for every Delone set in the hull XD, even for
those exceptional Delone sets for which the finite-volume integrated density
of states is not known to converge in the macroscopic limit. The advantage
of our approach concerns the size of the region of dynamical localization. In
Theorems 3.9 and 3.10 we obtain lower bounds on the size of the interval of
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dynamical localization for Delone–Anderson operators within our approach
and previous ones. These bounds depend on the Delone set D only through
its radius R of relative denseness. The advantage of using the Lifshitz-tail
estimates from Theorem 3.7 is that it gives a better lower bound.
2. Ergodicity and the integrated density of states
The lack of translation covariance of Delone–Anderson operators poses the
question whether they possess a self-averaging integrated density of states.
For “sufficiently regular” Delone sets we will obtain a positive answer. Tech-
nically, we use an ergodic theorem for randomly coloured point sets devel-
oped in [MR2]. The next section recalls the the framework of dynamical
systems for randomly coloured point sets which we need for this purpose.
2.1. Randomly coloured point sets. In this section we introduce the
basic notions to formulate a version of the ergodic theorem for randomly
coloured point sets from [MR2]. We point the reader to the literature in
[MR2] for a discussion of earlier references on this topic.
Our setting of Delone sets in d-dimensional Euclidean space corresponds
to the choices M = Rd and T = Rd (both equipped with the Euclidean
topology) as point space and transformation group in [MR2], respectively.
The Abelian and unimodular group Rd acts on the point space Rd via trans-
lations, Rd × Rd 3 (x, y) 7→ x + y ∈ Rd. This action is continuous, proper,
transitive and free. In particular, all hypotheses required in [MR2] are ful-
filled, see [MR2, Ex. 2.5].
Now we consider the space
Pr(Rd) :=
{
P ⊂ Rd : P is uniformly discrete of radius r > 0} (2.1)
of uniformly discrete point sets in Rd. Most importantly, one can prove by
standard arguments, see e.g. [MR2, Prop. 2.9], that Pr(Rd) is compact with
respect to the vague toplogy. This is the coarsest topology such that for every
function ϕ ∈ Cc(Rd) the map Pr(Rd) 3 P 7→
∑
p∈P ϕ(p) is continuous. We
refer to Remark 2.7 and Lemma 2.8 in [MR2] for different characterisations
of the vague topology.
The group Rd induces a natural translation action on Pr(Rd) by setting
x+ P := {x+ p : p ∈ P} (2.2)
for x ∈ Rd and P ∈ Pr(Rd). Not surprisingly, this action can be shown to
be continuous.
Definition 2.1. For D ⊂ Rd an (r,R)-Delone set, we define its closed Rd-
orbit
XD := {x+D : x ∈ Rd} ⊂ Pr(Rd) (2.3)
where the closure is taken with respect to the vague topology. In particular,
the orbit XD is compact in the vague topology. The triple consisting of
XD, the group Rd and its continuous translation action on XD constitutes
a compact dynamical system.
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Next, we consider a Borel-measurable subset A ⊆ R, which we refer to as
the colour space. For a uniformly discrete point set P ∈ Pr(Rd) we introduce
the product space
ΩP :=
⊗
p∈P A (2.4)
of its possible colour realisations ω ≡ (ω(p))p∈P ∈ ΩP , where ω(p) ∈ A for
all p ∈ P . This gives rise to the coloured point set
Pω := {(p, ω(p)) : p ∈ P, ω ∈ ΩP } (2.5)
and the coloured orbit
XˆD :=
{
Pω : P ∈ XD, ω ∈ ΩP
}
= {x+Dω : x ∈ Rd, ω ∈ ΩD} (2.6)
of a Delone set D. The equality in (2.6) is proved in [MR2, Lemma 3.6].
In the right expression of (2.6) we introduced the translation of a coloured
point set x+ Pω := (x+ P )τx(ω), where x ∈ Rd, P ∈ Pr(Rd) and
τx :
ΩP → Ωx+P(
ω(p)
)
p∈P 7→
(
ω(p)
)
x+p∈x+P
. (2.7)
This means that the colour is simply translated along with each point of
P . Furthermore, the closure in the right expression of (2.6) is taken with
respect to the vague topology on the space of uniformly discrete coloured
point sets
Cr(Rd) := {Pω : P ∈ Pr(Rd), ω ∈ ΩP }. (2.8)
This is the coarsest topology such that for every function ϕ ∈ Cc(Rd × A)
the map Cr(Rd) 3 Pω 7→
∑
p∈P ϕ(p, ω(p)) is continuous.
The above defined translation of a coloured point set is a continuous map
on the compact space Cr(Rd) [MR2, Lemma 3.6], and the coloured orbit XˆD
is itself compact in the vague topology for every (r,R)-Delone set D ⊂ Rd
[MR2, Prop. 3.5]. We note that the triple consisting of XˆD, the group Rd and
its continuous translation action on XˆD is a compact topological dynamical
system.
If assumption (A1) holds, then colours are distributed independently
and identically at every point of D. According to [MR2, Lemma 3.9 (i)],
the product measure PD from (1.3) satisfies all hypotheses needed in the
ergodic theorem for randomly coloured point sets in [MR2, Thm. 3.11], but
we could have also allowed for more general probability measures.
Before we state the version of the ergodic theorem [MR2, Thm. 3.11]
that we need in our setting, we remark that on every compact topological
dynamical system there exists an ergodic Borel probability measure, cf. [W,
§6.2]. If this measure is unique, then the dynamical system is called uniquely
ergodic.
Theorem 2.2. Let D ⊂ R be a Delone set, let µ be an ergodic Borel prob-
ability measure on XD and assume (A1). Then there exists an ergodic
probability measure µˆ on XˆD, which is uniquely determined by µ, such that
the following holds.
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(i) For every Φ ∈ L1(XˆD, µˆ) we have∫
XˆD
Φ(P˜ ω˜) dµˆ(P˜ ω˜) =
∫
XD
(∫
ΩP˜
Φ(P˜ ω˜) dPP˜ (ω˜)
)
dµ(P˜ ). (2.9)
(ii) For every Φ ∈ L1(XˆD, µˆ) the limit
lim
L→∞
1
Ld
∫
ΛL
Φ(x+ Pω) dx =
∫
XˆD
Φ(P˜ ω˜) dµˆ(P˜ ω˜) (2.10)
exists for µˆ-a.e. Pω ∈ XˆD. Moreover, if XD is even uniquely ergodic
and if Φ is continuous, then the limit (2.10) exists for every P ∈ XD
and for PP -a.a. ω ∈ ΩP .
Remarks 2.3. (i) The ergodic theorem will be most useful in the
uniquely ergodic situation and for continuous Φ. In this case the limit in
(2.10) exists for P = D, the Delone set we started with, and for PD-a.e.
ω ∈ ΩD.
(ii) Such a type of ergodic theorem appeared first in the literature in
[Ho] in the context of percolation on the Penrose tiling. While restricted to
dynamical systems of finite local complexity (see e.g. [MR2] for a definition),
the approach of [Ho] provided already the optimal treatment of exceptional
sets for uniquely ergodic systems and continuous functions. A few years
ago, the restriction to finite local complexity could be dispensed with in [Le,
Lemma 10] – but without providing an optimal treatment of exceptional
sets. Theorem 2.2 is a special case of [MR2, Thm. 3.11], which unites the
benefits of the aforementioned approaches.
(iii) A sufficient condition for unique ergodicity of XD is almost linear
repetitivity of D [FrR, Prop. 4.4]. In the more special case of Delone sets of
finite local complexity, unique ergodicity of XD is equivalent to the existence
of uniform pattern frequencies in D, see e.g. [LMS, Thm. 2.7] or [MR2, Prop.
2.32] for a recent generalisation.
2.2. Existence of the integrated density of states. Due to the uniform
boundedness assumption of the random variables (ωp)p∈D in (A0), we will
choose the colour space as
A = [−w,w] ⊂ R (2.11)
right away. In this way we obtain an operator-valued function XˆD 3 Pω 7→
HPω on the coloured translation orbit of D. Assumptions (A0) ensure that,
given any Pω ∈ XˆD and any Borel measurable function F : R→ C for which
there exist constants γ, τ > 0 such that
|F (E)| ≤ γmin{1, e−τE} for every E ∈ R, (2.12)
the operator F (HPω)χΛL(y) is trace class for every L > 0 and every y ∈
Rd, where χΛL(y) stands for the characteristic function of the cube ΛL(y).
Moreover, it follows from [BrLM, Thm. 1.14(i)] that the operator F (HPω)
has a bounded continuous integral kernel f(HPω) ∈ C(Rd ×Rd)∩ L∞(Rd ×
Rd). Thus, we infer the representation
tr
(
F (HPω)χΛL(y)
)
=
∫
ΛL(y)
f(HPω)(x, x) dx (2.13)
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for its trace, which follows e.g. from [BrLM, Cor. 1.16 and 1.18]). The fol-
lowing ergodic theorem will be the main technical result in proving existence
of the integrated density of states.
Theorem 2.4. Let D be a Delone set, µ an ergodic Borel probability measure
on its hull XD, F : R→ C a Borel measurable function obeying (2.12), and
assume (A0) and (A1). Then,
(i) there exists a measurable subset Y ⊆ XD (depending on F ) of full
probability, µ(Y ) = 1, and for every P ∈ Y there exists a measurable subset
ΞP ⊆ ΩP of full probability, PP (ΞP ) = 1, such that for every ω ∈ ΞP and
every y ∈ Rd the limit
lim
L→∞
1
Ld
tr
(
F (HPω)χΛL(y)
)
=
∫
XˆD
f(HP˜ ω˜)(0, 0) dµˆ(P˜
ω˜)
=
∫
XD
(∫
ΩP˜
f(HP˜ ω˜)(0, 0) dPP˜ (ω˜)
)
dµ(P˜ )
(2.14)
exists and is independent of P ∈ Y , ω ∈ ΞP and y ∈ Rd. Here, µˆ is given
by Theorem 2.2.
(ii) if, in addition, XD is uniquely ergodic, F ∈ C(R) and (A2) is
assumed, then (i) holds with Y = XD. In particular, (2.14) holds with
P = D.
Proof. Let {Ua}a∈Rd be the family of unitary operators on L2(Rd) associated
to translations, that is, Uaψ := ψ(· − a) for every ψ ∈ L2(Rd) and a ∈ Rd.
(In the case d = 2 and A 6= 0 we use magnetic translations.) Recalling the
shifts (2.7) between the probability spaces, we find
UaHDωU
∗
a = H(a+D)τa(ω) = Ha+Dω , (2.15)
and thus F (Ha+Dω) = UaF (HDω)U
∗
a . In turn, this implies
f(Ha+Dω) = f(HDω)(· − a, · − a) (2.16)
for the corresponding continuous integral kernels, and in particular
f(HDω)(x, x) = f(H−x+Dω)(0, 0) for every x ∈ Rd. Now we define the
map
Φ :
XˆD −→ C,
Pω 7−→ Φ(Pω) := f(HPω)(0, 0), (2.17)
and conclude from (2.13) that
tr
(
F (HDω)χΛL(y)
)
=
∫
ΛL(−y)
Φ(x+Dω) dx. (2.18)
By Lemma 2.5 below, the map Φ is bounded and measurable, resp. con-
tinuous, under the hypotheses of part (i), resp. part (ii), of the theorem.
Thus, for fixed y ∈ Rd, the claim follows from Theorem 2.2. Moreover, the
limit does not depend on y ∈ Rd because the function Rd 3 x 7→ Φ(x+Dω)
is bounded and because for every y, y′ ∈ Rd the Lebesgue volume of the
symmetric difference ΛL(y)
a
ΛL(y
′) behaves like O(Ld−1) as L→∞. 
The above proof rests upon
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Lemma 2.5. (i) Under the hypotheses of Theorem 2.4(i), the map Φ
from (2.17) is bounded and measurable.
(ii) Under the hypotheses of Theorem 2.4(ii), it is even continuous.
Proof. Let Pω ∈ XˆD. As F satisfies the condition [BrLM, Eq. (1.20)], the
integral kernel has the representation [BrLM, Thm. 1.14]
f(HPω)(0, 0) =
〈
kHP
ω
t (·, 0), e2tHPω F (HPω) kHPωt (·, 0)
〉
, (2.19)
=
∑
n,m∈N
(
e−tHPω ψn
)
(0) 〈ψn, e2tHPω F (HPω)ψm〉
× ( e−tHPω ψm)(0) (2.20)
where {ψn}n∈N is an orthonormal basis in L2(Rd), t ∈]0, τ/2[ is arbitrary
and
Rd × Rd 3 (x, y) 7→ kHPωt (x, y) :=
e−|x|
2/2t
(2pit)d/2
∫
e−St(A,VPω ;b) dµ0,tx,y(b), (2.21)
is the continuous heat kernel of HPω . Here, we have expressed the heat
kernel kHP
ω
t in the Feynman–Kac representation, where µ
0,t
x,y is the standard
Brownian-bridge probability measure on all continuous paths b, which start
at x at time zero and end at y at time t, and
St(A, V ; b) := i
∫ t
0
A(b(s)) · db(s) + i
2
∫ t
0
(∇ ·A)(b(s)) ds+
∫ t
0
V (b(s)) ds
(2.22)
is the Euclidian action functional. The first integral on the right-hand side
of (2.22) is a stochastic line integral to be understood in the sense of Itoˆ.
The other two integrals are meant in the sense of Lebesgue.
Part (i). By [BrLM, Thm. 1.10], the image e−tHPω ψ of any ψ ∈ L2(Rd)
under the semigroup has a continuous representative in L2(Rd). Thus,
(e−tHPω ψ)(0) = limε↓0〈ηε, e−tHPω ψ〉, where (ηε)ε>0 ⊂ C∞c (Rd) is a com-
pactly supported, non-negative approximation of the Dirac delta function
at 0 ∈ Rd. Since HPω is bounded from below uniformly in Pω, measurability
of Φ follows (2.20) and measurability of the map
XˆD 3 Pω 7→ 〈φ,G(HPω)ψ〉 for every φ, ψ ∈ L2(Rd), (2.23)
where G : R → C is any bounded Borel measurable function. By the func-
tional calculus, this holds if and only if the map (2.23) is measurable for
indicator functions G = χB, B ⊆ R any Borel set. In other words, measura-
bility of the unbounded self-adjoint operator-valued map XˆD 3 Pω 7→ HPω
according to [CL, Def. V.1.3] implies that Φ is measurable. For E > 0 con-
sider the truncated kinetic-energy operator HE0 := H0 χ[0,E](H0), which is
bounded, and let HEPω := H
E
0 + VPω . We note the strong resolvent conver-
gence of HEPω to HPω as E →∞. Therefore [CL, Prop. V.1.4] ensures that
measurability of the map Pω 7→ HEPω for every E > 0 implies measurabil-
ity of the map Pω 7→ HPω . But since HEPω is bounded, this means that it
suffices to show measurability of the map
XˆD 3 Pω 7→ 〈φ, VPωψ〉 (2.24)
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for every φ, ψ ∈ L2(Rd). In fact, by the boundedness of VPω , it suffices to
prove measurability of (2.24) for every φ, ψ ∈ C∞c (Rd). To show this, let
ε > 0, consider the mollified single-site potential uε := u ∗ ηε ∈ C∞c (Rd)
and define V εPω :=
∑
p∈P ωpu
ε( · − p). By definition of the vague topology,
the map XˆD 3 Pω 7→ V εPω(x) is continuous for every x ∈ Rd. Now, let
φ, ψ ∈ C∞c (Rd). Using a bound like (1.4) for V εPω , dominated convergence
yields continuity – and therefore measurability – of the map Pω 7→ 〈φ, V εPωψ〉
for every ε > 0. Finally, we conclude 〈φ, VPωψ〉 = limε↓0〈φ, V εPωψ〉 because
of limε↓0 V εPω = VPω almost everywhere on Rd and another application of
dominated convergence using again a bound like (1.4). Therefore the map
(2.24) is measurable for every φ, ψ ∈ C∞c (Rd) and Part (i) is proven.
Part (ii). We use the representation (2.19) and suppose that the se-
quence (Pωnn )n∈N ⊂ XˆD converges to Qω ∈ XˆD in the vague topology. We
use the abbreviations
Hn := H0 + VPωnn , H := H0 + VQω (2.25)
and estimate with the triangle and the Cauchy-Schwarz inequality∣∣Φ(Pωnn )− Φ(Qω)∣∣
=
∣∣f(Hn)(0, 0)− f(H)(0, 0)∣∣
≤ ∣∣〈kHnt (·, 0), e2tHn F (Hn)(kHnt (·, 0)− kHt (·, 0))〉∣∣
+
∣∣〈kHnt (·, 0), ( e2tHn F (Hn)− e2tH F (H)) kHt (·, 0)〉∣∣
+
∣∣〈(kHnt (·, 0)− kHt (·, 0)), e2tH F (H) kHt (·, 0)〉∣∣
≤
[∥∥ e2tHn F (Hn)∥∥∥∥kHnt (·, 0)∥∥+ ∥∥ e2tH F (H)∥∥∥∥kHt (·, 0)∥∥]
× ∥∥kHnt (·, 0)− kHt (·, 0)∥∥
+
∥∥kHnt (·, 0)∥∥∥∥( e2tHn F (Hn)− e2tH F (H)) kHt (·, 0)∥∥. (2.26)
From (2.21), (1.4) and (2.11) we deduce the bound∣∣kHnt (x, 0)∣∣ ≤ e−|x|2/2t(2pit)d/2 etwv0 (2.27)
for all x ∈ Rd and t > 0, uniformly in Pωnn ∈ XˆD. Hence, we have
supn∈N ‖kHnt (·, 0)‖ < ∞. Furthermore, (2.12), the fact that t ∈]0, τ/2[ and
HPω is uniformly bounded below in P
ω ∈ XˆD implies e2tHn F (Hn) = G(Hn)
for every n ∈ N and e2tH F (H) = G(H), where G ∈ C(R) is some
bounded continuous function. In particular, supn∈N
∥∥ e2tHn F (Hn)∥∥ < ∞
holds. Thus, we infer from [RS, Thm. VIII.20(b)] that the following two
conditions are sufficient for the vanishing of the left-hand side of (2.26) as
n → ∞: (a) convergence kHnt (·, 0) → kHt (·, 0) in L2(Rd) and (b) conver-
gence Hn → H in strong-resolvent sense.
We will first verify condition (b). By [RS, Thm. VIII.25(a)] it is sufficient
to prove
lim
n→∞ ‖(Hn −H)ϕ‖ = 0 (2.28)
for all ϕ ∈ C∞c (Rd). So fix an arbitrary function ϕ ∈ C∞c (Rd) and let
0 < ε < r/2. Then there is K ⊂ Rd compact (but large enough) such that
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‖χKcχsuppϕ‖ < ε. The estimate
‖(Hn −H)ϕ‖ = ‖(VQω − VPωnn )ϕ‖
≤ ‖(VQω − VPωnn )χKcϕ‖+ ‖(VQω − VPωnn )χKϕ‖
≤ 2εwv0 ‖ϕ‖+ ‖(VQω − VPωnn )χK‖∞ ‖ϕ‖ (2.29)
holds for every n ∈ N. We define the thickened compact
K ′ := (K)diam suppu :=
⋃
x∈K
Λ2 diam suppu(x) (2.30)
and its coloured version Kˆ ′ := K ′ × A. Convergence of Pωnn to Qω in the
vague toplogy implies [MR2, Lemma 2.8] that for every ε˜ > 0 there exists
n0 ∈ N such that for all n ≥ n0 we have
Pωnn ∩ Kˆ ′ ⊂ (Qω)ε˜ and Qω ∩ Kˆ ′ ⊂ (Pωnn )ε˜. (2.31)
Here, the thickening on the product space Rd × A is defined in terms of
cubes with respect to the maximum norm of the norms on Rd and A. As a
consequence of (2.31) there is a one-to-one correspondence pn,j ↔ qj between
points of Pn and Q whenever one of the points lies in K
′. Each of those
pairs has the property that |pn,j − qj | < ε˜ and |ωn(pn,j) − ω(qj)| < ε˜. We
write J for the finite index set labelling those corresponding points. Then,
setting ε˜ := ε/|J |, we can estimate∥∥(VQω − VPωnn )χK∥∥∞ ≤∑
j∈J
∥∥ω(qj)u(·− qj)− ωn(pn,j)u(·− pn,j)∥∥∞
≤
∑
j∈J
[
|ω(qj)− ωn(pn,j)| ‖u(·− qj)‖∞
+ |ωn(pn,j)| ‖u(·− qj)− u(·− pn,j)‖∞
]
≤ ε[‖u‖∞ + w‖|∇u|‖∞] (2.32)
for every n ≥ n0. This bound and (2.29) complete the proof of condition
(b).
In the rest of this proof we verify condition (a). We want to prove that∥∥kHnt (·, 0)− kHt (·, 0)∥∥2 = ∫
Rd
∣∣kHnt (x, 0)− kHt (x, 0)∣∣2 dx −→ 0 (2.33)
as n→∞. Using the representation (2.21), we infer∣∣kHnt (x, 0)− kHt (x, 0)∣∣
≤ e
−|x|2/(2t)
(2pit)d/2
∫ ∣∣∣ e−St(0,VPωnn ;b)− e−St(0,VQω ;b) ∣∣∣ dµ0,tx,0(b) (2.34)
for all n ∈ N. The elementary inequality | eξ − eξ′ | ≤ |ξ − ξ′| emax{ξ,ξ′} for
all ξ, ξ′ ∈ R then allows to estimate the integral in (2.34) from above by
etwv0
∫ ∣∣St(0, VPωnn ; b)− St(0, VQω ; b)∣∣ dµ0,tx,0(b)
≤ etwv0
∫
St(0, |VPωnn − VQω |; b) dµ0,tx,0(b). (2.35)
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Now, for every given 0 < ε < r/2 there exists a length ` > 0 (depending on
t but not on x) such that with K := Λ`(0) we have∫
St(0, χKc ; b) dµ
0,t
x,0(b) < ε(1 + |x|4). (2.36)
This estimate can be derived from an explicit calculation of the Brownian-
bridge expectation after applying the Chebyshev-Markov inequality, see e.g.
[BrLM, Eq. (2.15)]. We define the corresponding thickened set K ′ as in
(2.30) and Kˆ ′ := K ′ × A. Convergence of Pωnn to Qω then implies the
existence of n0 ∈ N such that for all n ≥ n0 the estimate (2.32) holds. This
and (2.36) imply∫
St(0, |VPωnn − VQω |; b) dµ0,tx,0(b) ≤ ε
[
t(‖u‖∞ + w‖|∇u|‖∞) + wv0(1 + |x|4)
]
(2.37)
for all n ≥ n0. Therefore (2.33) follows from (2.34) – (2.37). 
Since HPω is uniformly lower semi-bounded for P
ω ∈ XˆD, we have
χ]−∞,E](HPω) = χ[E0,E](HPω) (2.38)
for some E0 ∈ R, which depends on r but not on the point set P or its
random colouring ω. Furthermore, the spectral projection χ]−∞,E](HPω)
has an integral kernel pE(HPω) ∈ C(Rd×Rd)∩L∞(Rd×Rd), see e.g. [BrLM,
Thm. 1.14(i)].
Definition 2.6. Let D be a Delone set and µ an ergodic Borel probability
measure on its hull XD. Let µˆ be given by Theorem 2.2. The integrated
density of states w.r.t. µ of the family of operators XˆD 3 Pω 7→ HPω is the
right-continuous non-decreasing function
R 3 E 7→ νD(E) :=
∫
XˆD
pE(HPω)(0, 0) dµˆ(P
ω) (2.39)
with values in [0,∞[.
Remark 2.7. If XD is uniquely ergodic, then the integrated density of states
is unique.
Given Pω ∈ XˆD, the mappping
Cc(Rd) 3 F 7→ 1
Ld
tr
(
F (HPω)χΛL(y)
)
(2.40)
is a well defined continuous positive linear functional on Cc(R) (equipped
with the inductive limit topology), see e.g. [H, Section 2.4.2]. By the Riesz-
Markov representation theorem, it defines a unique right-continuous non-
decreasing function
R 3 E 7→ νPω,L,y(E) = 1
Ld
tr
(
χ]−∞,E](HPω)χΛL(y)
)
, (2.41)
the finite-volume integrated density of states, such that
1
Ld
tr
(
F (HPω)χΛL(y)
)
=
∫
R
F (E) dνPω,L,y(E). (2.42)
Now, we apply Theorem 2.4 to justify the terminology integrated density of
states for νD.
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Corollary 2.8. Let D be a Delone set and assume (A0) and (A1). Let µ
be an ergodic Borel probability measure on the hull XD and let µˆ be given
by Theorem 2.2. Then,
(i) there exists a measurable subset Y ⊆ XD of full probability, µ(Y ) =
1, and for every P ∈ Y there exists a measurable subset ΞP ⊆ ΩP of full
probability, PP (ΞP ) = 1, such that for every ω ∈ ΞP and every y ∈ Rd we
have
lim
L→∞
νPω,L,y(E) = νD(E) (2.43)
for every E ∈ R, independently of P ∈ Y , ω ∈ ΞP and y ∈ Rd.
(ii) if, in addition, XD is uniquely ergodic and (A2) holds, then one
may choose Y = XD in (i), provided E is a point of continuity of νD. In
particular, (2.43) holds for P = D at continuity points of νD.
Remarks 2.9. (i) We recall Remark 2.3(iii) for conditions on D ensur-
ing unique ergodicity of XD.
(ii) Without unique ergodicity of XD one cannot expect the corollary
to hold with Y = XD. We refer to Appendix A for an example.
(iii) It is not clear whether Part (ii) of the corollary can be extended to
hold for all energies as Part (i).
(iv) Similar results have been obtained for discrete aperiodic structures,
see [LeS1, LeS2, LePV, LeMV].
Proof of Corollary 2.8. Part (i). The proof is the same as that of [K2,
Cor. 5.8] with Theorem 2.4(i) playing the role of [K2, Prop. 5.2]. For this
argument to work it is crucial that one can choose F = χ]−∞,E] in Theo-
rem 2.4(i).
Part (ii). Given F ∈ Cc(R) and any P ∈ XD, Theorem 2.4(ii) ensures
the existence of a measurable set ΞFP ⊂ ΩD with PP (ΞFP ) = 1 such that
lim
L→∞
∫
R
F (E) dνPω,L,y(E) =
∫
XˆD
f(HP˜ ω˜)(0, 0) dµˆ(P˜
ω˜) (2.44)
for every y ∈ Rd and every ω ∈ ΞFP . The functional calculus also holds for
integral kernels
f(HP˜ ω˜)(0, 0) =
∫
R
F (E) dpE(HP˜ ω˜)(0, 0), (2.45)
where the right-hand side is to be understood as a Lebesgue-Stieljes integral
with respect to the non-decreasing function E 7→ pE(HP˜ ω˜)(0, 0), see e.g.
[BrLM, Cor. 1.18]. Since constant functions over compact subsets of R are
integrable w.r.t. dpE(HP˜ ω˜)(0, 0), Fubini’s theorem gives
lim
L→∞
∫
R
F (E) dνPω,L,y(E) =
∫
R
F (E) dνD(E) (2.46)
for every y ∈ Rd and every ω ∈ ΞFP .
Next, we show that (2.46) holds for a set of full PP -probability indepen-
dently of F ∈ Cc(R). To this end, we need a particular countable dense
(w.r.t. ‖ · ‖∞) subset of Cc(R). For K ∈ N let D˜K ⊂ C([−K,K]) be count-
able and dense. Given any f˜ ∈ D˜K , let ff˜ ∈ Cc(R) be an extension of f˜
with supp ff˜ ⊆ [−K − 1,K + 1] and define DK := {ff˜ ∈ Cc(R) : f˜ ∈ D˜K}.
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Then D := ⋃K∈NDK is countable and dense in Cc(R). For every K ∈ N let
0 ≤ ψK ∈ Cc(R) with ψK |[−K,K] = 1 and define
ΞP :=
( ⋂
F∈D
ΞFP
)
∩
( ⋂
K∈N
ΞψKP
)
(2.47)
so that PP (ΞP ) = 1 and (2.46) holds simultaneously for all F ∈ D, all ψK ,
K ∈ N, and all ω ∈ ΞP . The following approximation argument extends the
validity of (2.46) to all F ∈ Cc(R) and all ω ∈ ΞP . Given F ∈ Cc(R) there
exists a sequence (Fn)n∈N ⊂ D and K ∈ N such that ‖F − Fn‖∞ → 0 as
n→∞ and ψKF = F , ψKFn = Fn for all n ∈ N. Therefore we get∣∣∣∣ ∫
R
F (E) dνPω,L,y(E)−
∫
R
F (E) dνD(E)
∣∣∣∣
≤ ‖F − Fn‖∞
(∫
R
ψK(E) dνPω,L,y(E) +
∫
R
ψK(E) dνD(E)
)
+
∣∣∣∣ ∫
R
Fn(E) dνPω,L,y(E)−
∫
R
Fn(E) dνD(E)
∣∣∣∣ (2.48)
for every n ∈ N, L > 0, y ∈ Rd and every ω ∈ ΞP . Using (2.46), we conclude
lim sup
L→∞
∣∣∣∣ ∫
R
F (E) dνPω,L,y(E)−
∫
R
F (E) dνD(E)
∣∣∣∣
≤ 2‖F − Fn‖∞
∫
R
ψK(E) dνD(E). (2.49)
The subsequent limit n →∞ shows that (2.46) holds for every F ∈ Cc(R),
y ∈ Rd and every ω ∈ ΞP . In other words, we have PP -a.s. vague convergence
of the measures associated with the non-decreasing functions νPω,L,y to the
measure associated with νD. Due to the uniform lower boundedness (2.38)
of HPω , no mass can get lost towards −∞ in this vague limit, and the claim
follows. 
As in the usual alloy-type Anderson model with impurities situated on
Zd, Theorem 2.2 allows to relate the growth points of νD to the spectrum
of HDω . Our approach requires a condition on the geometric complexity of
the Delone set D, see also [MR2, Section 2.3]. The geometry of the Delone
set is expressed in terms of patterns: we say that Q ⊂ D is a pattern of the
Delone set D, if Q = D∩K for some compact subset K ⊂ Rd. We will need
the following definition concerning the appearance of patterns in the Delone
set D.
Definition 2.10. The Delone set D has uniform pattern frequency if for
any pattern Q ⊂ D the quotient
η˜x,L(Q)
Ld
:=
1
Ld
∣∣ {Q˜ ⊂ D : ∃y ∈ (x+ ΛL) such that y + Q˜ = Q} ∣∣ (2.50)
converges uniformly in x ∈ Rd as L → ∞. Moreover, we say that D has
strictly positive uniform pattern frequencies if this limit is strictly positive.
Theorem 2.11. Let D be a Delone set and assume (A0) and (A1). Let
µ be an ergodic Borel probability measure on the hull XD, µˆ be given by
Theorem 2.2. Then,
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(i) there exists a measurable subset Y ⊆ XD of full probability, µ(Y ) =
1, and for every P ∈ Y there exists a measurable subset ΞP ⊆ ΩP of full
probability, PP (ΞP ) = 1, such that for every ω ∈ ΞP we have
{E ∈ R : E is a growth point of νD} = spec(HPω), (2.51)
where the overbar denotes the closure in R.
(ii) if, in addition, the Delone set D has strictly positive uniform pattern
frequencies, XD is uniquely ergodic and (A2) holds, then one may choose
Y = XD in (i). In particular, (2.51) holds for P = D.
Proof. Part (i). The proof follows as in [PF, Theorem 3.1], taking into
account (2.15), Corollary 2.8(i) and (2.39).
Part (ii). This result builds upon the discrete case in [MR1, Lemma 6.3].
The continuous case requires additional technical arguments such as taking
care of approximating χI(HPω) by a smooth function and constructing an
orthogonal sequence of compactly supported functions to expand its trace.
To illustrate where the geometric assumptions on D are needed, and for the
reader’s convenience, we give the proof.
We first show the inclusion ⊆. Let E be an element of the set on the
l.h.s. of (2.51). Then there exist continuity points a < E < b of νD such
that Corollary 2.8(ii) implies for I := (a, b) the limit representation
0 < ν(I) :=
∫
I
dνD = lim
L→∞
1
Ld
tr
(
χI (HPω)χΛL(y)
)
(2.52)
for every y ∈ Rd, every P ∈ XD and PP -a.e. ω ∈ ΩP . This shows E ∈
σ(HPω).
Next, we show the inclusion ⊇. Let  > 0, let P ∈ XD and ω ∈ suppPP
such that E ∈ I is in the spectrum of HPω . Then, by [We, Theorem 7.22],
there exists a sequence (ϕn)n ∈ C∞c (Rd) such that C := lim infn→∞ ‖ϕn‖ > 0
and ‖ (HPω − E)ϕn‖ → 0. Let δ > 0 to be specified later. There exists
n0 ∈ N such that ‖ϕn0‖ > C and
‖ (HPω − E)ϕn0‖ < δ. (2.53)
Define ϕ˜ := ϕn0/‖ϕn0‖, then
‖ (HPω − E) ϕ˜‖ < δ‖ϕn0‖
<
δ
C
. (2.54)
Let K0 ⊂ Rd be the smallest compact set such that dist(Rd \K0, supp ϕ˜) >
δu, where δu is the radius of a ball containing the support of the single-site
potential u in VPω . Denote by G0 := P ∩ K0 the pattern of P associated
with K0. Because of the strict uniform pattern frequency property, we know
that G0 is repeated in P infinitely many times, in fact, macroscopically
often. Let Gj = P ∩ Kj , j ∈ N0, be an enumeration of them obeying
Gj = vj + G0, Kj = vj + K0 for translation vectors vj ∈ Rd, j ∈ N0. For
each Kj there are at most S ∈ N supports Kj′ , S independent of j, that
have non empty intersection with Kj . By dropping the overlapping ones,
we extract a subsequence (Gjl)l of patterns with pairwise disjoint supports.
From now on we denote the subsequence jl again by j. Denote by η˜L(G0)
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the number of translated copies of G0 in ΛL that do not overlap, that is,
η˜L(G0) = ]{Gj ⊂ ΛL}. We still have
lim inf
L→∞
η˜L(G0)
Ld
=: η > 0, (2.55)
Consider the translated functions ϕ˜j := Uvj ϕ˜, for j ∈ N0, where Ua was
defined above (2.15). We have that supp ϕ˜j ⊂ Kj are pairwise disjoint, so
(ϕ˜j)j∈N0 is an orthonormal sequence.
Then, the events
Aj := {ω˜ ∈ ΩP :
∣∣ω˜p+vj − ωp∣∣ < δ for all p ∈ G0}, j ∈ N0, (2.56)
of having a colouring in Gj that is close to the one in G0 given by ω are
all independent by (A1). Because of the Rd-covariance of the probability
measure, stated in [MR2, Lemma 3.9(i)], the fact that ]Gj = ]G0 <∞ and
that the ωp are i.i.d., we have PP (Aj) = PP (A0) > 0 for all j ∈ N0, because
ω ∈ suppPP . The strong law of large numbers implies that there exists a
set Ξ0 ⊂ ΩP of full measure, PP (Ξ0) = 1, such that
lim
L→∞
1
η˜L(G0)
∑
j∈N0:
Kj⊂ΛL
χAj (ω˜) := PP (A0) > 0 (2.57)
for all ω˜ ∈ Ξ0.
Let I := (E−, E+) and take a function F ∈ Cc(R) such that suppF ⊂
I, F ≤ χI and
F |I/2 = 1. (2.58)
By Theorem 2.4(ii), there exists a set Ξ1 ⊂ ΩP of full measure, PP (Ξ1) =
1, such that we have the following lower bound on νD(I),
ν(I) =
∫
I
dνD ≥
∫
R
F dνD = lim
L→∞
1
Ld
tr (F (HP ω˜)χΛL) , (2.59)
for all ω˜ ∈ Ξ1. Now, take ω˜ ∈ Ξ1 ∩ Ξ2. Then we obtain a lower bound for
the trace by expanding it in the orthonormal sequence (ϕ˜j)j∈N0 . We have
tr (F (HP ω˜)χΛL) ≥
∑
j∈N0:
Kj⊂ΛL
〈ϕ˜j , F (HP ω˜)ϕ˜j〉
≥
∑
j∈N0:
Kj⊂ΛL
χAj (ω˜)〈ϕ˜j , F (HP ω˜)ϕ˜j〉
≥
∑
j∈N0:
Kj⊂ΛL
χAj (ω˜)〈ϕ˜j , χI/2(HP ω˜)ϕ˜j〉, (2.60)
where in the last inequality, we used that χI/2 ≤ F . The inner product on
the r.h.s. of (2.60) can be bounded below according to
〈ϕ˜j , χI/2(HP ω˜)ϕ˜j〉 = ‖ϕ˜j‖2 − ‖χR\I/2(HP ω˜)ϕ˜j‖2
≥ 1−
( 
2
)−2 ‖(HP ω˜ − E)ϕ˜j‖2. (2.61)
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For ω˜ ∈ Aj , we have
‖(HP ω˜ − E)ϕ˜j‖ < ‖
(
Vvj+Pω − VP ω˜
)
ϕ˜j‖+ ‖(Hvj+Pω − E)ϕ˜j‖
< δ‖ϕ˜‖+ δ
C
‖ϕ˜‖
= δ
(
1 +
1
C
)
. (2.62)
Combining this, (2.57) and (2.55), we can separate the r.h.s. of (2.60) into
a pattern frequency part times an averaged randomness part
ν(I) ≥
(
1− 4
(
1 +
1
C
)2 δ2
2
)
lim inf
L→∞
 η˜L(G0)Ld · 1η˜L(G0) ∑
j∈N0:
Kj⊂ΛL
χAj (ω˜)

(2.63)
≥
(
1− 4
(
1 +
1
C
)2 δ2
2
)
η PP (A0).
By taking δ > 0 small enough, we infer that ν(I) > 0. 
Remark 2.12. If the Delone set D is periodic, any P ∈ XD can be written
as P = D + v where v ∈ Rd belongs to the fundamental cell of the lattice.
In this case one has the following standard result on the spectral type of the
spectrum of HDω [KM, Theorem 1]: there exist sets Σ∗ ⊂ R, with ∗ = pp,
ac, sc, such that
σ∗(HPω) = Σ∗ for all P ∈ XD and PP -a.e. ω ∈ ΩP , (2.64)
where pp, ac, sc stands for pure point, absolutely continuous and singular
continuous spectrum, respectively.
One way to prove (2.64) in some energy interval I ⊂ R for an arbitrary
Delone set D, is to establish continuity of the function XD 3 P 7→ f∗(P ) =
EP (tr (χI(HPω)Π∗)), where Π∗ is the orthogonal projection onto the spec-
tral subspace corresponding to ∗ ∈ {pp, ac, sc}. Note that if D is periodic,
f∗ is constant. Without knowing the continuity of f∗, one can only say that
(2.64) holds for µ-a.e. P ∈ XD and PP -a.e. ω ∈ ΩP , as follows from the
proof of [KM, Theorem 1].
We can prove, however, a weaker version of (2.64) for the pure point
spectrum at low energies in the case H0 = −∆, see Theorem 3.9.
3. Lifshitz tails and dynamical localization for
Delone-Anderson operators
In the first part of this section we prove that the integrated density of
states of the Delone-Anderson operator with zero magnetic field given by
Eqs.(1.1) – (1.2), namely
HDω = −∆ + VDω ,
exhibits a Lifshitz-tail behaviour at the bottom of its spectrum. As an appli-
cation, in the second part of this section, we will show dynamical localization
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for low energies in the spectrum of HDω and investigate the size of the re-
gion of dynamical localization. To prove dynamical localization we use the
bootstrap multi-scale analysis for non-homogeneous systems [GK1, RoM1].
Monotonicity of the Delone-Anderson operator in the random coupling con-
stants is important in the proofs of both Lifshitz tails and dynamical lo-
calization. Moreover, we want to concentrate on Lifshitz tails of a purely
quantum-mechanical character that are not affected by the details of the
single-site distribution. Therefore we define the following assumptions:
(A3) The single-site potential in (A0) is non-negative and obeys
u−χΛu ≤ u ≤ u+χΛδu , (3.1)
for some constants 0 < u ≤ δu <∞ and 0 < u− ≤ u+ <∞.
The single-site distribution P(0) in (A1) is absolutely continuous
with a bounded and continuous Lebesgue density ρ with compact
support
0 ∈ supp ρ ⊆ [0, w[. (3.2)
As a consequence of (3.2) we can determine the non-random spectrum Σ of
the family (HPω)P∈XD,ω∈ΩP by a Borel–Cantelli type argument. This yields
σ(HPω) = [0,∞) for all P ∈ XD and PP -a.e. ω ∈ ΩP .
(A4) There exist constants Cρ, β > 0 such that the single-site probability
density ρ in (A3) obeys∫ 
0
ρ(v) dv ≥ Cρβ ∀ > 0 small enough. (3.3)
In what follows we denote by Ca,b,c,... a positive constant depending on
the parameters a, b, c, ....
3.1. Lifshitz tails. The integrated density of states νD of the family of
operators XˆD 3 Pω 7→ HDω is exponentially suppressed near the bottom of
the spectrum, because the occurrence of small eigenvalues requires a large-
deviation event.
Theorem 3.1. Let D be a Delone set and let µ be an ergodic Borel prob-
ability measure on the hull XD. Assume (A0) with B = 0, (A1), (A3)
and (A4). Then, the integrated density of states νD from (2.39) exhibits a
Lifshitz tail at the bottom of the spectrum, i.e.,
lim
E↓0
ln | ln νD(E)|
lnE
= −d
2
. (3.4)
The proof relies on an averaged form of Dirichlet–Neumann bracketing
over the hull in (3.10) below. For this purpose, we introduce an alternative
version of the finite-volume integrated density of states (2.41),
Definition 3.2. Given P ∈ XD, ω ∈ ΩP , y ∈ Rd and L > 0, we consider
the non-decreasing function
R 3 E 7→ ν˜]Pω,L,y(E) :=
1
Ld
trχ]−∞,E](H
]
Pω,L,y), (3.5)
DELONE–ANDERSON OPERATORS 19
where H]Pω,L,y, ] ∈ {D,N}, is the restriction of HPω to the cube ΛL(y), with
Dirichlet or Neumann boundary conditions. If y = 0, we drop it from the
notation and write simply H]Pω,L and ν˜
]
Pω,L.
For any F ∈ Cc(Rd) we have∫
R
F (E) dν˜]Pω,L,y(E) =
1
Ld
trF (H]Pω,L,y). (3.6)
The limit of the function ν˜]Pω,L,y as L→∞ is again νD, as we recall in
Proposition 3.3. Let D be a Delone set and assume (A0) and (A1).
Let µ be an ergodic Borel probability measure on the hull XD. Then, there
exists a measurable subset Y ⊆ XD of full probability, µ(Y ) = 1, and for
every P ∈ Y there exists a measurable subset ΞP ⊆ ΩP of full probability,
PP (ΞP ) = 1, such that for every ω ∈ ΞP and every y ∈ Rd we have
lim
L→∞
ν˜]Pω,L,y(E) = νD(E) (3.7)
for all continuity points E of νD, where νD is the integrated density of states
from Corollary 2.8.
Remark 3.4. Under hypotheses (A0), (A1) and (A3), uniform Wegner
estimates [RoMV, Kl] imply continuity of νD. In this case, the convergence
in (3.7) holds for every E ∈ R.
Proof of Proposition 3.3. Since the proof applies to both ] = D,N, we omit
the superscript from the notation here. We infer from Corollary 2.8(i) that
νPω,L,y converges vaguely to νD, for PP -a.e. ω ∈ ΩP . On the other hand,
[H, Lemma 2.15] gives
lim
L→∞
∣∣∣∣∫
R
F (E) dν˜Pω,L,y(E)−
∫
R
F (E) dνPω,L,y(E)
∣∣∣∣ = 0 (3.8)
for every F ∈ C∞c (R). Therefore, we have
lim
L→∞
∫
R
F (E) dν˜Pω,L,y(E) =
∫
R
F (E) dνD(E). (3.9)
This, together with [B, §30, Exercise 3], yields vague convergence of the
measure dν˜Pω,L,y to dνD. Since all the measures are supported in [0,∞), no
mass can get lost towards −∞, and we obtain pointwise convergence of the
distribution function ν˜Pω,L,y to νD at continuity points of the latter. 
To establish Dirichlet–Neumann bracketing for νD we use the more con-
venient definition (3.5) for the finite-volume integrated density of states.
Lemma 3.5. Let D be a Delone set and let µ be an ergodic Borel probability
measure on the hull XD. Assume (A0) and (A1) and let νD be the inte-
grated density of states (2.39). Let L > 0 and let E ∈ R be a continuity point
of νD. Then the integrated density of states satisfies Dirichlet–Neumann
bracketing averaged over the hull∫
XD
EP
(
ν˜DPω,L(E)
)
dµ(P ) ≤ νD(E) ≤
∫
XD
EP
(
ν˜NPω,L(E)
)
dµ(P ). (3.10)
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Remark 3.6. If (A3) is assumed in addition, then (3.10) holds for every
E ∈ R. This follows from Remark 3.4.
Proof of Lemma 3.5. For a fixed L > 0 we consider the sequence {ΛK}K∈LN
of concentric open cubes in Rd centered about the origin. For every K ∈ LN
the decomposition
ΛK =
( ⋃
j∈J
ΛL(j)
)int
(3.11)
holds with some index set J ⊂ Rd of cardinality |J | = (K/L)d. By the
subadditivity of trχ]−∞,E](HNPω,K) in the volume we have
ν˜NPω,K(E) =
1
Kd
trχ]−∞,E](HNPω,K) ≤
Ld
Kd
∑
j∈J
1
Ld
trχ]−∞,E](HNPω,L,j)
=
1
|J |
∑
j∈J
ν˜NPω,L,j(E) (3.12)
for every E ∈ R and every Pω ∈ XˆD. Integrating with respect to the
translation-invariant measure µˆ on XˆD, we obtain∫
XˆD
ν˜NPω,K(E) dµˆ(P
ω) ≤
∫
XˆD
ν˜NPω,L(E) dµˆ(P
ω). (3.13)
Next, we take the limit K → ∞, keeping L fixed. Since HNPω,K ≥ −∆NK ,
it follows that ν˜NPω,K is bounded from above by a quantity that does not
depend on Pω so that Lebesgue’s Dominated Convergence Theorem and
Proposition 3.3 yield
lim
K→∞
∫
XˆD
ν˜NPω,K(E) dµˆ(P
ω) =
∫
XˆD
νD(E) dµˆ(P
ω) = νD(E) (3.14)
for every continuity point E of νD. Thus, (3.14), (3.13) and (2.9) provide
the upper bound in (3.10).
In an analogous way, using the superadditivity of trχ]−∞,E](HDPω,K) in
the volume, we obtain the lower bound in (3.10). 
Having established Dirichlet–Neumann bracketing, we need upper and
lower Lifshitz-tail bounds for the integrands in (3.10) to prove Theorem 3.1.
This is done in Theorem 3.7. The proof of Theorem 3.7 follows the principal
ideas which are well known for impurities located on periodic point sets.
However, we need additional efforts to make the result useful for proving
localization for every Delone set in the hull XD, in particular for D itself.
Usually, the length L ∼ E−1/2 is determined and fixed by the energy in such
estimates. But in contrast to the periodic case we cannot work with the
infinite-volume integrated density of states to establish the initial estimate,
because self-averaging of the finite-volume integrated density of states in the
macroscopic limit is only known for almost every Delone set in the hull. Nor
do we know monotonicity in L of the finite-volume Dirichlet or Neumann
integrated densities of states, which holds pointwise for every Delone set in
the hull XD. We know this only in average over the hull. The way out
will be to extend the Lifshitz-tail estimates to all sufficiently large lengths
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L & E−1/2. It is also important that the constants in the estimates are
uniform on the hull XD.
Theorem 3.7. Let D be a Delone set with radii of uniform discreteness
r and relative denseness R. Assume (A0) with B = 0, (A1) and (A3).
Then
(i) for every E′ > 0 there exist constants C(1), C(2), C(3) > 0, depending
all on r, u and ρ, and a constant Cd > 0 such that
EP
(
ν˜NPω,L(E)
) ≤ Cd e−CRE−d/2 (3.15)
for every P ∈ XD, every E ∈]0,min{ER, E′}[ and every L ∈ [LE,R,∞[,
where ER := C
(1)R−d, LE,R := C(2)R−d/2E−1/2 and
CR := C
(3)R−d−d
2/2. (3.16)
(ii) if (A4) holds in addition, then there exists constants c
(1)
d , c
(2)
d , Cr,ρ,
Cu,ρ, Eu,ρ, > 0 such that
EP
(
ν˜DPω,L(E)
) ≥ c(1)d Ed/2 e−Cr,ρE−d/2|lnCu,ρE| (3.17)
for every P ∈ XD, every E ∈]0, Eu,ρ[ and every L ∈ [`E ,∞[, where `E :=
c
(2)
d E
−1/2.
Proof. (i) Let P ∈ XD, L > 0 and 0 < E ≤ E′. To obtain the upper
bound we observe that
EP
(
ν˜NPω,L(E)
) ≤ Cd PP (E1(HNPω,L) ≤ E), (3.18)
where E1(H
N
Pω,L) denotes the ground-state energy of H
N
Pω,L, and the constant
Cd can be chosen as an L-independent upper bound on the integrated density
of states of the Neumann Laplacian on ΛL at energy E
′. Next, Temple’s
inequality provides the second estimate in
E1(H
N
Pω,L) ≥ E1(HNP ω˜,L) ≥
cu
Ld
∑
p∈ΛL∩P
ω˜p, (3.19)
where ω˜ := (ω˜p)p∈P :=
(
min{ωp, αL−2}
)
p∈P defines the couplings of a suit-
ably truncated random potential. This estimate is valid if L > δu. The
constants can be chosen as α := [u+(2δu/r)
d]−1 and cu := 2−d−1u−εdu. They
are uniform in Pω ∈ XD and do not depend R. To derive this estimate in
(3.19), we have adapted the argument in [K2, Sect. 6.2] to our continuum
setting, using
Ld
Rd
≤ |ΛL ∩ P | ≤ L
d
rd
(3.20)
and the assumptions on the single-site potential in (A3).
We conclude from (3.18), (3.19) and the Large-Deviation Lemma 3.8 that
EP
(
ν˜NPω,L(E)
) ≤ Cd PP
(
cu
Ld
∑
p∈ΛL∩P
ω˜p ≤ E
)
≤ Cd e−C0R−dLd (3.21)
for every E ∈]0,min{4ER, E′}[ and every L ∈ [`, 2LE ], where ` :=
max{L0, δu}, ER := cuα(4`)−2R−d and LE := (1/4)(αcu/E)1/2R−d/2. The
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constants C0 and L0 are those from Lemma 3.8 and do not depend on R.
We note that E < ER implies LE ≥ `. Therefore we have
EP
(
ν˜NPω,L(E)
) ≤ Cd e−CRE−d/2 (3.22)
for every E ∈]0,min{ER, E′}[, every L ∈ [LE , 2LE ] and every P ∈ XD with
CR := C0(αcu/16)
d/2R−d−d2/2.
Finally, we extend (3.22) to arbitrarily large lengths. Let L′ > 2LE , then
the integer part k := bL′/LEc ∈ N and L := L′/k ∈ [LE , 2LE ]. We use
the subadditive Neumann decomposition (3.12) with K = L′ and |J | = kd.
Since (3.22) holds for every P ∈ XD, in particular for every shifted point
set j + P , j ∈ Rd, with the same constants, we arrive at
EP
(
ν˜NPω,L′(E)
) ≤ 1
kd
∑
j∈J
EP
(
ν˜NPω,L,j(E)
) ≤ Cd e−CRE−d/2 (3.23)
for every E ∈]0,min{ER, E′}[, every L′ ∈ [2LE ,∞[ and every P ∈ XD.
Together with (3.22), this proves the claim.
(ii) To verify the lower bound we let E,L > 0 and follow the same
strategy as for the standard alloy-type model. We estimate the Dirichlet
ground-state energy by the min-max principle
EP
(
ν˜DPω,L(E)
) ≥ 1
Ld
PP
(
E1(H
D
Pω,L) ≤ E
)
≥ 1
Ld
PP
(
〈ψ,HDPω,Lψ〉 ≤ E‖ψ‖2
)
, (3.24)
where ψ(x) := L−d/2χ(x/L) for x ∈ ΛL and χ ∈ C∞c (Λ1) is a cut-off function
such that 0 ≤ χ ≤ 1, χ|Λ1/2 = 1 and suppχ ⊆ Λ3/8.
Now, we assume that L ≥ 4δu. Then, the condition on the support of
χ implies that the expectation of the potential energy is not influenced by
impurities outside of ΛL, and we obtain 〈ψ, VPωψ〉 ≤ ‖u‖1Ld
∑
p∈P∩ΛL ωp. The
norm of ψ is bounded from below, ‖ψ‖2 = ∫Λ1 χ(x)dx ≥ 2−d and the expec-
tation of the kinetic energy is given by 〈ψ,−∆DLψ〉 = L−2
∫
Λ1
|(∇χ)(x)|2 =:
cL−2. From this we infer that
EP
(
ν˜DPω,L(E)
) ≥ 1
Ld
PP
(
1
Ld
∑
p∈P∩ΛL
ωp ≤ 2
−dE − cL−2
‖u‖1
)
(3.25)
for every L ≥ 4δu. From here on we assume
L ≥ `E := (2d+1c/E)1/2 and (3.26)
E ≤ 2d−3c/δ2u. (3.27)
The condition on L implies that 2−dE − cL−2 ≥ 2−d−1E and the one on E
that `E ≥ 4δu. Thus, L ≥ 4δu holds, too. Assuming (3.26) and (3.27) and
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using (A4), we get
EP
(
ν˜DPω,L(E)
) ≥ 1
Ld
PP
(
1
Ld
∑
p∈P∩ΛL
ωp ≤ E
2d+1‖u‖1
)
≥ 1
Ld
PP
(
∀ p ∈ P ∩ ΛL : ωp ≤ E
2d+1‖u‖1
)
≥ 1
Ld
[
Cρ
(
E
2d+1‖u‖1
)β]|P∩ΛL|
(3.28)
Now, we replace (3.26) and (3.27) by the stronger hypotheses
L ∈ [`E , 2`E ] and (3.29)
E ≤ Eu,ρ := min
{
2d−3c/δ2u, C
−1/β
ρ 2
d+1‖u‖1
}
(3.30)
so that
EP
(
ν˜DPω,L(E)
) ≥ 1
(2`E)d
[
Cρ
(
E
2d+1‖u‖1
)β](2`E/r)d
(3.31)
where we also used (3.20).
Finally, we need to extend (3.31) to arbitrarily large lengths. This we do in
the same way as we did for the upper bound in (i), but with the superadditive
Dirichlet decomposition replacing (3.12). This gives the claim. 
The following large-deviation principle has been used in the previous
proof. It is adapted from [K2, Lemma 6.4] with some constants made ex-
plicit.
Lemma 3.8. Let P ∈ XD and let (ωp)p∈P non-negative i.i.d. random vari-
ables whose single-site distribution P(0)has no atoms. Given α,L > 0, let
ω˜p := min{ωp, αL−2} for p ∈ P . Then, there exists L0 > 0, which depends
on α and P(0), and there exists C0 > 0, which depends only on P(0), such
that for every E ∈]0, α(2L0)−2R−d[ and every L ∈ [L0, (1/2)(ERd/α)−1/2]
the large-deviation estimate
PP
(
1
Ld
∑
p∈ΛL∩P
ω˜p ≤ E
)
≤ e−C0 L
d
Rd (3.32)
holds.
Proof. The number of points in ΛL ∩P is not necessarily equal to Ld, so we
cannot apply directly a large-deviation principle. However, (3.20) implies
PP
(
1
Ld
∑
p∈ΛL∩P
ω˜p ≤ E
)
≤ PP
(
1
|ΛL ∩ P |
∑
p∈ΛL∩P
ω˜p ≤ E˜
)
, (3.33)
where E˜ = ERd. The r.h.s. can be estimated by the large-deviation estimate
[K2, Lemma 6.4], which, upon inspection of the constants, using that the
single-site distribution has no atoms and applying (3.20), yields the claim.

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Proof of Theorem 3.1. Using the notation of Theorem 3.7, let E ∈
]0,min{ER, E′, Eu,ρ}[ and choose some L ≥ max{LE,R, `E}. Since all the
constants in Theorem 3.7 are uniform in P ∈ XD and since µ is a probability
measure on XD, Lemma 3.5, Remark 3.6 and the bounds from Theorem 3.7
imply
c
(1)
d E
d/2 e−Cr,ρE
−d/2|lnCu,ρE| ≤ νD(E) ≤ Cd e−CRE−d/2 (3.34)
for every E ∈]0,min{ER, E′, Eu,ρ}[. The claim now follows. 
3.2. Application to dynamical localization. In this subsection we de-
scribe how to use the bounds from Theorem 3.7 as an ingredient of the
bootstrap multi-scale analysis (MSA) to obtain dynamical localization at
the bottom of the spectrum. For this purpose it is important that these
bounds are uniform on the hull XD. We emphasise that we cannot work
with the infinite-volume integrated density of states to establish the initial
estimate, because self-averaging of the finite-volume integrated densities of
states in the macroscopic limit is only known for almost every point set in
the Delone hull, and thus not necessarily for D itself. We also obtain a
lower bound on the size of the region of dynamical localization in terms of
the radius R of relative denseness of the Delone set D.
Theorem 3.9. Let D be a Delone set and assume (A0) with B = 0, (A1)
and (A3). Then, there exists an energy ELT (R) such that the operator HPω
exhibits dynamical localization in [0, ELT (R)] for all P ∈ XD and PP -a.a.
ω ∈ ΩP . Moreover, there exist a constant R0 > 1 and constants C1, C2 > 0
such that for every R ≥ R0 we have
ELT (R) = C1R
−(d+2+ 83d)(logC2R)−
2
d . (3.35)
The constants C1 and C2 depend on the parameters of the model, but not on
the radius R of relative denseness of D.
The proof of this theorem is given below Theorem 3.12. For large values
of the parameter R, the use of Theorem 3.7 gives a better lower bound for
the interval of dynamical localization than the previous approach based on
the space-averaging approximation from [G, BoK, RoM2]. We can see this
by comparing Theorem 3.9 to
Theorem 3.10. Let D be a Delone set and assume (A0), with B = 0, (A1)
and (A3). Then, there exists an energy ESA(R) such that the operator HPω
exhibits dynamical localization in [0, ESA(R)] for all P ∈ XD and PP -a.a.
ω ∈ ΩP . Moreover, there exist a constant R′0 > 1 and constants C ′1, C ′2 > 0
such that for every R ≥ R′0 we have
ESA(R) = C
′
1R
−(4d+4)(logC ′2R)
− 2
d . (3.36)
The constants C ′1 and C ′2 depend on the parameters of the model, but not on
the radius R of relative denseness of D.
Remark 3.11. (i) The proof of this theorem is given at the end of this
section.
(ii) There exists R∗ := max{R0, R′0} > 0 depending on C1, C2, C ′1, C ′2,
such that for R ≥ R∗, Theorem 3.9 gives a better lower bound for the region
of dynamical localization than Theorem 3.10.
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(iii) For an analogous discrete model, [EK] obtained a spectral gap at the
bottom of the spectrum of order R−2d. In the continuous setting, such an
estimate would give a lower bound for the region of dynamical localization
of order R−(2d+
8
3d
) (logCR)−
2
d in Theorem 3.10.
Under our assumptions on the random potential, we can apply the MSA
from [GK1] to prove dynamical localization. To do so, it is enough to verify
the two main ingredients concerning the finite-volume operator HDω,L,y: the
Wegner estimate and the initial-length-scale estimate. The MSA method
generalizes to Delone–Anderson models by requiring these estimates to hold
for HDω,L,y uniformly with respect to y ∈ Rd [RoM1, Theorem 2.3]. Uniform
Wegner estimates have been obtained for our model both in the continuous
[RoMV, Kl] and in the discrete setting [EK, RoM2].
In order to obtain a lower bound on the region of dynamical localization,
we will use a finite-volume criterion from [GK2] that gives a sufficient con-
dition on the length scale L in order to start the MSA. We recall that our
model satisfies the usual structural conditions required to apply the MSA
uniformly with respect to the center of the box (see [RoM1, GK1]): the
Simon-Lieb inequality (SLI), the eigenfunction decay inequality (EDI), the
strong generalized eigenfunction expansion (SGEE) and the average number
of eigenvalues (NE). The constant γI in (SLI) is uniform on subsets I ⊆ [0, 1]
and on the hull XD.
Note that the condition of independence of events at a distance % > 0
(IAD) is ensured by having single-site potentials with compact support. For
a fixed energy E, we denote by ηI the maximal length of an interval I
containing E for which the Wegner estimate holds with a constant QI . We
write ΓL := χΛ¯L−1\ΛL−3 and χL/3 := χΛL/3 .
Theorem 3.12 ([GK2, Theorem 2.5]). Let (Hω)ω∈Ω be a random operator
such that Assumptions SLI, EDI, IAD, NE, SGEE and a Wegner estimate
with volume dependence Lbd, b ≥ 1, hold in an open interval I. Given s > bd,
we set
L := max
{
3%, 42, 3
(
107d
2
) 2
s−bd
,
1
37
(16 · 60dQI)
2
s−bd , η
− 1
s
I
}
. (3.37)
Suppose that for some L ≥ L, L ∈ 6N, and some E0 ∈ Σ∩ I, where Σ is the
non-random spectrum of (Hω)ω∈Ω, we have the upper bound
P
(
90dγ2I (37L)
s‖ΓL(Hω,L − E0)−1χL/3‖ < 1
)
≥ 1− 2
344d
. (3.38)
Then, E0 is in the region of dynamical localization.
Proof of Theorem 3.9. For L ∈ 6N we define
E∗(L) :=
1
2
(
CR
(p+ 2)d lnL
) 2
d
, (3.39)
where CR := C
(3)R−(d+d2/2) was introduced in (3.16). We use the Wegner
estimate from [Kl, Theorem 1.5] applied to Delone sets, see [Kl, Remark
1.6]: given E0 > 0, there exist positive constants CW = CW (d, u, w, ρ,E0),
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c = c(d) and γR to be made explicit later, such that for any closed interval
I ⊂]−∞, E0] with |I| ≤ 2γR and L ≥ 72
√
d+ δu, we have
EP
(
trχI(H
D
Pω,L,y)
) ≤ EP (trχI(HDPω,L+1,y)) ≤ CWγ−2cR |I|Ld. (3.40)
Here, the intermediate step with a box of side length L + 1 is included
because [Kl, Theorem 1.5] requires L to be odd.
We will apply Theorem 3.12, with s = 2d and b = 1, to prove that
[0, E∗(L)] belongs to the region of complete localization. It remains to de-
termine L such that (3.37) and (3.38) hold. Concerning the initial estimate
(3.38), we consider the event
EP,L := {ω ∈ ΩP : HDPω,L,y ≥ 2E∗(L)} (3.41)
of having a spectral gap. Then, the Combes–Thomas estimate [S, Theorem
2.4.1] implies that there exist positive constants C1 = C1(w, u, r) and C2 =
C2(w, u, r) such that for any E ∈ [0, E∗(L)] ⊂ [0, 1],
‖ΓL(HDPω ,L,y − E)−1χL/3‖ ≤
C1
E∗(L)
e−C2
√
E∗(L)L . (3.42)
Therefore, given α > 1 + 1d , there exist positive constants C and R1 de-
pending on the parameters α, d, p, C1, C2, C
(3), γI such that the event on the
l.h.s. of (3.38) holds for every ω ∈ EP,L provided
L ≥ CRα( d2+1) (3.43)
and the radius of relative denseness satisfies R > R1. As for the probability
of this event, using the Chebyshev–Markov inequality and the fact that the
Neumann restriction HNPω,L is dominated by the Dirichlet restriction, we
have that
PP
(EcP,L) ≤ LdEP (ν˜NPω,L(E)) . (3.44)
In order to use Theorem 3.7 to bound the term in the r.h.s., we impose
E∗(L) ≤ C
(1)
Rd
and L >
C(2)
Rd/2E∗(L)1/2
. (3.45)
The first condition is fullfilled if (3.43) holds with R > R3 := max{R1, R2},
where R2 = R2(p, c, C
(1), C(3)). As for the second condition, it is enough to
have
L ≥ C ′Rα′ , (3.46)
where α′ > 2d and C ′ = C ′(d, p, C(2), C(3)). We can now use Theorem 3.7
and conclude
PP
(EcP,L) ≤ CdLd e−CR(2E∗(L))−d/2
≤ CdL−d(p+1). (3.47)
Therefore, the initial estimate (3.38) holds provided
L ≥ C0Rα0 , (3.48)
with R > R3, where C0 := max{C,C ′}, α0 := max{α, α′} and R3 depends
on α0, d, p, C1, C2, C
(1), C(2), C(3), γI .
It remains to verify (3.37) for L. For this we will determine the constants
Q
2/d
I and η
−1/2d
I in terms of R. From the Wegner estimate in (3.40) we see
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that the constant QI is of the form CWγ
−2c
R , where CW = CW (d, u, w, ρ),
c = c(d) and γR is a constant that depends on R. This is the constant
appearing in the positivity estimate [Kl, Eq. 1.9] and comes from the
unique continuation principle [Kl, Theorem 2.1]. The dependence on R
of the unique continuation principle was made explicit in [RoMV, Corollary
2.2], which gives
γR = cu,dR
−cd,u,r,w(R4/3+cd). (3.49)
Then, we have Q
2/d
I = C
′
WR
cd,u,r,w(R
4/3+cd), η
−1/2d
I = c
′
u,dR
c′d,u,r,w(R
4/3+cd),
where C ′W = C˜
′
W (d, u, w, ρ). Therefore, recalling (3.48) and (3.37), it is
enough to have
L ≥ C˜Rα˜R4/3 =: LR, (3.50)
with R > R0, where α˜ = α˜(d, u, r, w, α0) > 1, and C˜ and R0 depend on the
parameters of the model except for R. By Theorem 3.12 we conclude that
[0, ELT (R)] is in the region of dynamical localization, where
ELT (R) := E∗(LR) = C1R−(d+2+
8
3d)(logC2R)
− 2
d , (3.51)
with R ≥ R0, where C2 = C˜ and the constant C1 depends on p, d, C(3), α˜.
Note that the bounds only depend on the parameters r,R and are uniform
on XD, therefore, they apply to any P ∈ XD and, in particular to D. 
Proof of Theorem 3.10. The initial length scale estimate has been obtained
previously for Delone-Anderson models by [G] using a space-averaging argu-
ment found in [BoK], which can also be used to obtain the Wegner estimate,
see [RoM2]. One can use the output from [G, RoM2] to obtain an analogue
of (3.39) in the proof of Theorem 3.9. Taking a more precise account of the
role of the parameter R in the large-deviation estimate used in [G, RoM2],
one needs to rewrite [G, Eq. (3.10)] and [RoM2, Eq. (2.20)]. First, the lower
bound for the space-averaged version of the finite-volume random potential
in [G, Eq. (3.8)] needs to be written as
V¯Dω,L :=
1
(2RK)d
∫
Λ2RK
VDω,L(· − a) da
≥ cu,d
(2R)d(3R)d
 min
ξ∈ΛL∩D
(3R)d
Kd
∑
p∈ΛK
3
(ξ)∩D
ωp
χΛL , (3.52)
where K is a large constant to be chose later. Then one can use (3.20) as in
(3.33) and a large-deviation estimate to see that, for arbitrary fixed ξ, [G,
Eq. (3.10)] becomes
PP
(3R)d
Kd
∑
p∈ΛK
3
(ξ)∩D
ωp ≤ ρ¯
2
 ≤ e−Aρ KdRd , (3.53)
where now the constant Aρ > 0 depends only on the probability distribution
of the random variables, and ρ¯ = E(ω0). This yields for [G, Eq. (3.11)]:
PP
(
V¯Dω,L > c
′
u,d,ρR
−2dχΛL
)
≥ 1− L
d
rd
e
−Aρ Kd
Rd . (3.54)
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Following the rest of the proof of [G, Prop. 3.1] one obtains the existence
of positive constants Cu,d and Ku,d such that H
D
Pω ,L,y ≥ Cu,d,ρR−(4d+2)K−2
with a probability larger than 1− r−dLd e−Aρ K
d
Rd for K > Ku,d. Choosing
K = R
(
(p+ 2)d logL
Aρ
) 1
d
,
and taking R > Ku,d, implies that the event EP,L defined in (3.41), with
E∗(L) = Cu,d,ρ,pR−(4d+4)(logL)−
2
d , (3.55)
has probability PP (EP,L) > 1− L−pd, for L > Lr,d, where Lr,d is a constant
depending on r and d.
The lower bound for the region of dynamical localization can be obtained
by applying Theorem 3.12 with s = 2d and b = 1, in the same way as in
the proof of Theorem 3.9. We will take the Wegner estimate from [RoM2,
Theorem 2.1] obtained by the space-averaging approach, see [RoM3, Theo-
rem 4.2.1] for the continuous setting. This states that there exist positive
constants Cu,d and CW = CW (u, d, ρ) such that
EP
(
trχI(H
D
Pω,L,y)
) ≤ CWR2d |I|Ld, (3.56)
for any I ⊂ [0, EW [, where EW := Cu,dR−2(d+1). Concerning condition
(3.38), it is enough to have, for a given θ > 1 + 1/d,
L ≥ Cθ,d,u,w,ρR2θ(d+1), (3.57)
with R > R′1, where R′1 = R′1(u, d, p, ρ, w, θ). For the remaining condition
(3.37), note that in order to apply the Wegner estimate (3.56), we need
to have [0, E∗(L)] ⊂ [0, EW ). For this it is enough to take L as in (3.57)
with R ≥ R′2, where R′2 = R′2(u, d, ρ, p, r). Note that from (3.56) we have
Q
2/d
I = cu,d,ρR
4 and η
−1/2d
I = cu,dR
(1+1/d). Then, to have (3.37), it is enough
to ask L ≥ C ′θ,d,u,w,ρRθ, with θ > 1 + 1/d, R > R′0 := max{R′1, R′2}, and we
can proceed as in Eq. (3.50), (3.51). 
Appendix A. An example of a non uniquely ergodic Delone set
The purpose of this appendix is to demonstrate that the assumption of
unique ergodicity in Corollary 2.8(ii) cannot simply be dropped.
Consider a sequence of (open) cubes centered about the origin, {ΛLk}k∈N,
with Lk+1 = L
α
k , α > 1. Define Ne = {2k : k ∈ N}, No = {2k − 1 : k ∈ N},
and consider the following covering of Rd,
Rd =
∞⋃
k=1
Ak, Ak := ΛLk \ ΛLk−1 , ΛL0 := ∅. (A.1)
Now take two different numbers q1, q2 ∈ N and consider the Delone set D
defined by (see Fig. 1)
D :=
 ⋃
k∈Ne
q1Zd ∩Ak
 ∪
 ⋃
k∈No
q2Zd ∩Ak
 . (A.2)
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Figure 1. The Delone set D.
In what follows, |A| stands for cardinality or Lebesgue measure, depending
on A being a discrete set or A ⊂ Rd.
Proposition A.1. The Delone set D defined in (A.2) does not have the
uniform pattern frequency property given in Definition 2.10. In particular,
the Delone dynamical system XD is not uniquely ergodic.
Proof. Note that since D is embedded in Zd, it is a set of finite local complex-
ity, in which case the properties of unique ergodicity and uniform pattern
frequency are equivalent, see [MR2, Proposition 2.32] (see also [LeS1, The-
orem 1.7], [LMS, Theorem 2.7] which apply to our setting). Without loss of
generality, assume 1 ≤ q1 < q2 and consider the covering of Rd defined in
(A.1).
Fix k ∈ Ne and take the pattern Q := {(0, 0, ...)} consisting of the origin
in Rd with support B1/2(0). Since D consists of disjoint translations of Q,
we have that the number of B1/2(0)-patterns in ΛLk that are translations of
Q by an element of ΛLk is given by
η˜k(Q) :=
∣∣∣{Q˜ ⊂ D : ∃y ∈ ΛLk such that y + Q˜ = Q}∣∣∣
=
∣∣∣{Q˜ ⊂ D : ∃y ∈ Ak such that y + Q˜ = Q}∣∣∣
+
∣∣∣{Q˜ ⊂ D : ∃y ∈ ΛLk−1 such that y + Q˜ = Q}∣∣∣
=|Ak ∩ q1Zd|+ CLk−1 , (A.3)
where CLk−1 ≈
∣∣ΛLk−1 ∩ q2Zd∣∣.
For k ∈ Ne, we have
η˜k(Q)
|ΛLk |
=
1
|ΛLk |
(
|Ak ∩ q1Zd|+ CLk−1
)
. (A.4)
Analogously, we obtain for k ∈ No,
η˜k(Q)
|ΛLk |
=
1
|ΛLk |
(
|Ak ∩ q2Zd|+ C ′Lk−1
)
, (A.5)
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where C ′Lk−1 ≈
∣∣ΛLk−1 ∩ q1Zd∣∣. Noting that |Ak ∩ qiZd| = q−di |Ak| +
o(q−di |Ak|) for i = 1, 2, and recalling that Ak = ΛLk \ΛLk−1 and Lk = Lαk−1
with α > 1, we see that a subsequence of (ηk(Q))k with k ∈ Ne converges to
q−d1 , while a subsequence with k ∈ No, converges to q−d2 . Therefore, D does
not have the property of uniform pattern frequency. 
Now consider the Delone–Anderson Hamiltonian HDω associated to D,
given by
HDω = H0 +
∑
p∈D
ωpu(x− p) (A.6)
and assume (A0) and (A1) holds. Since D is not uniquely ergodic, Corol-
lary (2.8)(i) gives the existence of the integrated density of states only for
µ-a.e. P ∈ XD and PP -a.e. ω ∈ ΩP , where µ is a (not necessarily unique)
ergodic measure on the hull XD. The µ-a.e. convergence in Corollary 2.8
does not hold for P = D.
Proposition A.2. The lattices D1 := q1Zd and D2 := q2Zd belong to XD =
{D + x : x ∈ Rd}.
Proof. We will show that there exists a sequence (Pk)k∈J in XD, for some
index set J , that converges to D1 in the vague topology. Let us recall that
this is equivalent to say that for every compact set K ⊂ Rd, for every  > 0
for finally all k ∈ N, the following inclusions hold [MR2, Lemma 2.8]
Pk ∩K ⊂ (D1) and D1 ∩K ⊂ (Pk), (A.7)
where the -thickened version of a set is defined after Eq. (2.30).
Given a compact set K ∈ Rd, there exists ke(K) ∈ Ne such that for all
k ∈ Ne, k ≥ ke(K), one can find a vector xk ∈ Rd such that
K ⊂ xk +Ak and (xk +Ak) ∩D ⊂ D1. (A.8)
We write N′e := {k ∈ Ne : k ≥ ke(K)} and define P ek := xk +D for k ∈ N′e.
Recalling (A.2), we have that P ek ∩K = D1∩K, for all k ∈ N′e. In particular,
(A.7) holds, therefore (P ek )k∈N′e converges to D1 in the vague topology of XD.
The same argument applied to k ∈ No proves that there exists a sequence
(P ok )k∈N′o ⊂ XD, with N′o ⊂ No, that converges to D2 in the vague topology
in XD. 
Now, consider the measure µD1 defined on XD by
µD1(B) =
1
qd1
∣∣∣{t ∈ [0, q1]d : t+D1 ∈ B}∣∣∣ , (A.9)
for any measurable set B ⊂ XD. This is an ergodic measure such that for
every x ∈ Rd, x+D /∈ suppµD1 . Taking this measure, Corollary 2.8(i) states
that the integrated density of states for HPω exists for µD1-a.e. P ∈ XD and
PP -a.e. ω ∈ ΩP . Therefore, we obtain information on the integrated density
of states for a family of periodic sets, translates of D1, but no information
relative to the aperiodic set D. This is no surprise, considering the following
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Proposition A.3. Let HD be the Delone operator defined by
HD := H0 +
∑
p∈D
u(x− p), (A.10)
where H0 is as in (A.6). Let ν
D
L be the finite-volume integrated density of
states of HD as in (2.41). The limit of ν
D
L when L tends to infinity does not
exist.
Proof. Let νD1 and νD2 be the integrated density of states of the Delone
operators associated to D1 and D2, respectively. Following the reasoning in
the proof of Proposition A.1 one can show that, for F ∈ Cc(R), the measure
dνLk defined through Eq. (2.41) is obtained by taking the limit when k →∞
of the following quantity:
1
|ΛLk |
tr
(
F (H)χΛLk
)
=
1
|ΛLk |
tr
(
F (H)
(
χAk + χΛLk−1
))
(A.11)
The second term in the r.h.s. is negligible, while the first term tends to dνD1
if one takes a subsequence Lk with k ∈ Ne, and to dνD2 , if k ∈ No.

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