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Abstract: 
for  sec tr i ca l  Vtwork design. 
opt imizat ion problems. 
implements a p a r t i c u l a r  random OK d i r ec t ed  search s t r a t e g y .  The problem t o  be 
optimized, and any des i red  cons t r a in t s  are s p e c i f i e d  by &he user  as a sepa ra t e  
subprogram, 
s t r a t e g y  OK using a sequence of s t r a t e g i e s  t o  a t t a c k  a given problem, 
of the  app l i ca t ion  of t he  sof  
This r epor t  descr ibes  GOSPEL, a - General p t i i m i z a t i o n  zoftware - Package 
The package may be appl ied  t o  a wide range of 
It  cons i s t s  of a series of subprograms each of which 
The user  has the  opt ion of s e l e c t i n g  an ind iv idua l  opt imizat ion 
Results 
are package t o  t y p i c a l  problems are 
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I. INTRODUCTION 
This i s  one of a series of reports concerning the  use of d i g i t a l  compu- 
t a t i o n a l  techniques i n  the  ana lys i s  and syn thes i s  of DLA (d i s  tributed-lumped- 
a c t i v e )  networks. This class of networks cons i s t s  of t h ree  d i s t i n c t  types of 
elements, namely d i s t r i b u t e d  elements (modeled by p a r t i a l  d i f f e r e n t i a l  equa- 
t i o n s ) ,  lumped elements (modeled by a lgeb ra i c  equations and ordinary d i f f e r -  
e n t i a l  equat ions) ,  and a c t i v e  elements (modeled by a lgeb ra i c  equat ions) .  Such 
a cha rac t e r i za t ion  is espec ia l ly  appl icable  t o  the  broad class of c i r c u i t s  
r e fe r r ed  t o  as l i n e a r  i n t eg ra t ed  c i r c u i t s ,  s ince the  required f a b r i c a t i o n  tech- 
niques r ead i ly  produce elements which may be r e f e r r e d  t o  as "d is t r ibu ted" ,  as 
w e l l  as producing elements which may be character ized as "lumped" and/or "active". 
The DLA class of networks is capable of r e a l i z i n g  network funct ions with a wide 
range of p rope r t i e s .  
nents and supe r io r  cha rac t e r i s  t i c s  than r e a l i z a t i o n s  using only lumped elements, 
o r  r e a l i z a t i o n s  using lumped elements and active elements. The ana lys i s  prob- 
l e m  f o r  t h i s  class of networks, however, is  considerably more complex than the  
ana lys i s  problem f o r  more r e s t r i c t e d  classes of networks. The syn thes i s  prob- 
l e m  is even more chal lenging,  and the  r e s u l t s  achieved t o  da t e  have been f a r  
from general .  
I n  add i t ion ,  such r e a l i z a t i o n s  usual ly  have fewer compo- 
One of the  more promising approaches t o  the  syn thes i s  problem appears t o  
The experience of research workers i n  be t h e  use of opt imizat ion techniques. 
t h i s  f i e l d  has ind ica t ed  t h a t  i n  order  to  successfu l ly  apply opt imizat ion tech- 
niques t o  a wide range of problems, i t  is  des i r ab le  t o  have ava i l ab le  a var ied  
co l l ec t ion  of opt imizat ion s t r a t e g i e s .  
eg i e s  of such a c o l l e c t i o n  m u s t  be so designed t h a t  any one of them can be appl ied  
t o  the  s h e  problem, without  requi r ing  t h a t  t h e  problem be modified. Thus, the  
ind iv idua l  opt imizat ion s t r a t e g i e s  can be considered as forming t he  elements of 
an optimistation sof tware package, i n  which var ious l o g i c a l  decis ions can be 
incorporated as an "executive monitor" t o  success fu l ly  apply the  d i f f e r e n t  strat- 
eg ie s  i n  such a way as t o  obta in  the  b e s t  f i n a l  r e s u l t s .  
To be  f u l l y  usefu l ,  the  ind iv idua l  strat- 
This r epor t  descr ibes  the  formulation of a genera l  problem s t r u c t u r e ,  and 
The ind i -  the  development and t e s t i n g  of a series of optimizat ion s t r a t e g i e s ,  
v idua l  s t r a t e g i e s  a r e  a l l  appl icable  interchangeably t o  any problem which can be 
pu t  i n t o  the s p e c i f i e d  s t r u c t u r e .  
opt imizat ion s t r a t e g i e s  t o  a p a i r  of test problems are described. The r e s u l t s  
Examples of the  app l i ca t ion  of the  varlous 
*I 2 
of applying t h i s  opt imizat ion package t o  t h e  syn thes i s  of networks containing 
d i s t r i b u t e d ,  lumped, and a c t i v e  elements w i l l  be covered i n  a subsequent repor t .  
11. THE GENERAL OPTIMIZATION PROCEDURE 
I n  t h i s  s e c t i o n  of the  r epor t  w e  p resent  a genera l  opt imizat ion framework 
s u i t a b l e  f o r  the  expression of a wide range of problems, and capable of imple- 
mentation by a broad c l a s s  of opt imizat ion s t r a t e g i e s .  The b a s i c  approach t h a t  
is implemented involves the  s p e c i f i c a t i o n  of the  parameters t h a t  are t o  be var ied ,  
the  values  of an independent v a r i a b l e  a t  which some weighted requirements are 
t o  be m e t ,  and a func t iona l  r e l a t ionsh ip  which def ines  the  problem. A scalar 
e r r o r  c r i t e r i o n  is provided as a measure of t he  success  with which the  require-  
ments are m e t .  A l ist of the  d i f f e r e n t  va r i ab le s  and a descr ip t ion  of t h e i r  
purpose follows : 
n -  
i x -  
% -  
hi - 
g i  
- 
K -  
w -  
i 
i 
The number of parameters t h a t  are t o  be var led .  
The parameters t h a t  are t o  be va r i ed  ( i  = 1 ,2 ,* . . , r1 )~  
The number of values  of the  independent v a r i a b l e  a t  
which some requirements are t o  be m e t ,  
The values of some independent va r i ab le  h a t  which the  
requirements are t o  be m e t  ( i  = 1,2, .  e .I+). 
The values  of a func t iona l  r e l a t ionsh ip  g(h,X) - which 
def ines  the  problem, where g = g(hi&) (i = l , Z , . * . ,  . 
The requirements which i t  is des i red  t o  have the  g m e e t .  
The weightings t h a t  I t  is des i red  t o  p lace  on the  ri. 
i %) 
i 
y -,The e r r o r  criteria, y(c,b?,g), t h a t  i t  is des i red  t o  minimize. 
A flow cha r t  of the  b a s i c  opt imizat ion approach using these  q u a n t i t i e s  is shown 
i n  Fig. 2.1. 
For the  example of a network whose elements are t o  be va r i ed  t o  produce 
s p e c i f i c  values  of a magnitude func t ion  a t  a certain numberof f requencies  t h e  
xi would be  the  values  of the  network elements,  the  h would be the  frequencies  
a t  which some requirements are t o  be m e t ,  the  gi would be' the  values  of the  mag- 
n i tude  of the  network func t ion ,  the r would be the  des i red  values  of the  magni- 
tude a t  the  frequencies  h 
i 
i 
and the  e r r o r  funct ion y might be given i n  the  form i' 
2 
Y = C Wi(ri-gi) 
i 
(2" 11 
3 
I No 
Has the  number of app l i ca t ions  IC 
of the  opt imizat ion s t r a t e g y  
exceeded some maximum value? Yes 
S t a r t  
Specify va r i ab le s  x and 
requirements r t o  &e m e t  
a t  values  h of the  inde- 
pendent va r fab le  h 
Use an ana lys i s  subprogram t o  
determine the  func t iona l  
parameters g r e s u l t i n g  for  
each of t he  fi, using the  
cu r ren t  values of t he  x, 
Find the  scalar value of t h e  
e r r o r  y as a weighted sum of 
t h e  d i f fe rences  between t h e  
requirements ri and the  
func t iona l  parameters g using 
i the  weighting values  w 
i 
c 
Yes1 1s t he  error y less than some s p e c i f i e d  minimum value? 
Apply the  opt imizat ion s t r a t e g y  
t o  vary the  values of the  va r i ab le s  
x i n  such a manner as t o  decrease 
t i e  value of the  e r r o r  y 
s t o p  
Fig. 2.1 Flow c h a r t  of genera l  opt imizat ion procedure 
4 
This r epor t  covers the  app l i ca t ion  of s i x  opt imizat ion s t r a t e g i e s  to the  
gene ra l  approach ou t l ined  above. 
and 6 tep s i z e  search ,  p a t t e r n  search ,  s t e e p e s t  descent ,  Newton-Raphson, and 
Fletcher-Powell. 
s epa ra t e  subrout ine.  
of these  s t r a t e g i e s  t o  be appl ied  t o  any given problem. I n  add i t ion ,  t h i s  makes 
posa ib le  the  s p e c i f i c a t i o n  of execut ive monitor schemes i n  which d i f f e r e n t  opti- 
mization s t r a t e g i e s  are appl ied  t o  d i f f e r e n t  phases of t he  opt imizat ion of a 
s p e c i f i e d  problem. 
poss ib le ,  and the  d e t a i l s  of the  operat ion of t he  d i f f e r e n t  s t r a t e g i e s  are given 
i n  d e t a i l  i n  the  following sec t ions  of t h i s  repor t .  
These are random g r i d  search,  random d i r e c t i o n  
Each of these  opt imizat ion s t r a t e g i e s  has been prepared as a 
The use of common FORTRAN va r i ab le s  permits any o r  a l l  
The method of s t r u c t u r l n g  t h e  o v e r a l l  approach t o  make t h i s  
111. GENERAL PROGRAM INFOWTION 
The var ious  opt imizat ion s t r a t e g i e s  described i n  t h i s  r epor t  have been Ample- 
mented using FORTRAN as a source language. Each of the  s t r a t e g i e s  has been pro- 
grammed as a sepa ra t e  Subroutine.  I n  order  t o  provide f o r  e f f i c i e n t  t r a n s f e r  of 
information between the  var ious  subprograms, and to  permit a8 f l e x i b l e  usage of 
these  component 
used i n  wr i t i ng  
programs as poss ib l e ,  a common set of va r i ab le  names has been 
a l l  the  programs. A l is t  of these names follows: 
The number of var iqb le s  xi. 
The cu r ren t  values  of the  v a r i a b l e  xi. 
The lower bound of the  v a r i a b l e  xi. 
The upper bound of the  v a r i a b l e  xi. 
The number of values  t h a t  i t  is des i red  f o r  t he  
va r i ab le  x 
l i m i t  ( f o r  random g r i d  search). 
A set of va r i ab le s  which can be w e d  t o  s t o r e  the  
previous values  of the  va r i ab le s  x, , t he  grad ien t  
t o  take OR between i t s  upper and lower i 
QX, 
The 
The 
The 
The 
The 
The 
J. 
etc. 
number of values  of t he  independent v a r i a b l e  h ,  
values  h of the  independent parameter h. 
value gi found by eva lua t ing  g(h,X) f o r  h = hie 
des i red  value ri of g(h,X) evaluated f o r  h = hi" 
weighting wi assoc ia ted  with t h e  va lue  r 
cu r ren t  value of the e r r o r  func t ion  y. 
i 
i" 
The names of the  FORTRAN va r i ab le s  defined above c lose ly  p a r a l l e l  the  
symbols used f o r  t he  q u a n t i t i e s  introduced i n  connection with the  descr ip t ion  
of the genera l  opt imizat ion procedure given i n  Sec. I f  of t h i s  repor t .  
addi t ion  t o  these  va r i ab le s ,  i t  is convenient t o  def ine  some o the r  va r i ab le s  
which have genera l  app l i ca t ion  t o  a l l  of t he  opt imizat ion s t r a t e g i e s .  These 
I n  
ALFA - 
ITER - 
S T W  - 
E W N  - 
An ar ray  used f o r  s t o r i n g  alphanumeric information 
f o r  problem i d e n t i f i c a t i o n .  
A counter f o r  t he  number of i t e r a t i o n s  completed by 
the  optimization program. 
The maxfmm number of i t e r a t i o n s  desired.  
The minimum value des i red  f o r  the  e r r o r .  
It is des i r ab le  t o  def ine  two o ther  a r r ays  of FORTRAN var iab les .  These 
a r rays  are use fu l  cor  the following purposes: 
parameter values  t h a t  may vary between d i f f e r e n t  appl ica t ions  of a given opt i -  
mization s t r a t e g y ;  and (2) t he  s e l e c t i o n  of opt ions giving minor va r i a t ions  i n  
the  operat ion of a given opt imizat ion s t r a t egy .  
is i n  t h e  quant i ty  of p r in tou t  t h a t  is des i red  from an opt imizat ion subrout ine 
(1) The s p e c i f i c a t i o n  of c e r t a i n  
An example of such a v a r i a t i o n  
regarding its success fu l  (and unsuccessful) e f f o r t s  t o  reduce the  e r r o r  YERR. 
FOK purposes of def ining these  parameters and opt ions,  i t  is des i r ab le  t o  ass ign 
ch optimization s t r a t e g y  a number and a name. 
is repor t  are tabulated below: 
The s t r a t e g i e s  described i n  
Subroutine Optimization S t ra tegy  Sub rout ine  Subroutine Humber Name 
2 OPT2 Random g r i d  search 
3 OPT3 Random d i r e c t i o n  and s t e p  s i z e  search 
4 OPT4 Pa t t e rn  search  
6 OPT6 Steepes t  des cent 
7 OPT7 N e w t  on- Rap hs on 
9 OPT9 Flee Cher-P owe 11 
The FORTRAN va r i ab le s  used t o  spec i fy  t h e  values of the  parameters and the  
options t o  be taken are: 
PARAM(1,J) - A set of va r i ab le s  which can be used to  s t o r e  any 
des i red  parameters t h a t  need t o  be spec i f i ed  f o r  
6 
optimizat ion subrout ine number I. 
of J i s  from 1-7. 
The range 
NOPT(1,J) - A set of va r i ab le s  which can be used t o  s t o r e  
i n d i c a t o r s  f o r  any opt ions t h a t  are included 
i n  opt imizat ion subrout ine number I. 
of J is from 1-10. 
The range 
The va r i ab le s  def ined above are placed i n  labe led  common s to rage  f o r  t h e  e n t i r e  
program. 
subrout ines .  
ments: 
Thus, no inpu t  arguments are s p e c i f i e d  f o r  any of the  opt imizat ion 
To accomplish t h i s ,  each subrout ine includes the  following state- 
To provide s tandard iza t ion  and avoid dupl ica t ion  of the'manner i n  which 
the values  of the  va r i ab le s  are fed  i n t o  any 9f the  opt imizat ion subrout ines ,  
a sepa ra t e  subrout ine  RDOPT has been prepared t o  provide f o r  t he  reading of 
any or a l l  of the above va r i ab le s .  
irh the  following sec t ion .  S imi la r ly ,  ormity, a subrout ine PROPT has 
been provided t o  record the  f i n a l  r e s u l t s  
The d e t F i l s  of t h i s  subrout ine are covered 
he use of any of t h e  opt imizat ion 
r a t eg ie s .  The use of these t w o  s make i t  poss ib l e  to  have a 
t remely simple b a s i c  main program f o r  e of a given opt imizat ion 
low cha r t  f o r  such a program is shown g .  3.1. The executable stafbments 
f o r  t h i s  main program (following the  l ab  ommon statements)  have the  f o w  
S t a r t  
1 
7 
C a l l  Subroutine RDOPT t o  read 
inpu t  information and make a 
record of i t  
Call  Subroutine OPTX t o  perform 
des i red  opt imizat ion 
Call Subroutine PROPT t o  p r i n t  
f i n a l  parameter values ,  number 
of i t e r a t i o n s  and b e s t  e r r o r  
Fig. 3.1 Plow cha r t  f o r  a b a s i c  main program 
This main program is, of course,  a very simple one. Due to the  gene ra l  s t ruc -  
t u r e  of the  opt imizat ion sof tware package descr ibed i n  t h i s  r epor t ,  however, i t  
is a s i m p l e  matter t o  design complex opt imizat ion programs involving more than 
one opt imizat ion s t r a t e g y .  For example, suppose t h a t  i t  w a s  des i red  t o  optimize 
a given prob&em using up t o  200 i t e r a t i o n s  of steepest descent opt imizat ion sub- 
grogram OPT6, i n  addi t ion ,  i f  the  e r r o r  w a s  no t  below the  spec i f i ed  value of 
ERMIN, t o  t r y  30 i t e r a t i o n s  of the  Newton-Raphson method incorporated i n  sub- 
rou t ine  OP'P7. 
a value of 200 f o r  ITNAX, t he  s ta tements  of the  ma&n program (following the  
common statements)  would be 
Assuming t h a t  the  subrout ine RWPT was used to  i n i t i a l l y  e s t a b l i s h  
CALL RDOPT 
CALL OPT6 
IF' (YERR.LT.ERPPIN) GO TO 1 
ITMAX= 30 
CALL OPT7 
1 CALL PROPT 
STOP 
END 
Other, more complex execut ive s t r a t e g i e s  are e a s i l y  implemented using the  b a s i c  
sof tware s t r u c t u r e  descr ibed i n  t h i s  repor t .  
The func t iona l  r e l a t ionsh ip  g(h,X) which def ines  the  
mented by a sepa ra t e  subrout ine named ANLYZ, This is the  
ind iv idua l  opt imizat ion s t r a t e g i e s  call,  It must inc lude  
8 
problem m u s t  be imple- 
subrout ine which the  
the  labeled common 
statements  given above. 
s ta tements  t o  generate  the  NH values  of the  va r i ab le s  G(1) t h a t  r e s u l t  from the  
use of the  NH var i ab le s  H ( I ) ,  a l l  eva lua t ions  being made f o r  a given set of N 
values  of the  va r i ab le s  X(1). 
connection with the  discussion of the  test problems given i n  Sec. V. 
The subrout ine  ANLYZ w i l l  contain the  necessary FORTRAN 
Some examples of t h i s  subrout ine w i l l  be found i n  
The e r r o r  criteria yG,W,R) is spec i f i ed  by a separate subrout ine named ERR 
which may be set up s o  as t o  implement any des i red  type of e r r o r  c r i t e r i a .  
addi t ion ,  t h i s  subrout ine can be used t o  incorpora te  var ious cons t ra in ing  rela- 
t i o n s  t h a t  may be  needed f o r  a given problem. The tests of the  var ious optimi- 
za t ion  s t r a t e g i e s  documented i n  t h i s  r epor t  a l l  w e d  an e r r o r  cri teria of the  
form given i n  (2.1). 
i n  the  Appendix, 
In 
A l i s t i n g  of t he  subrout ine ERR f o r  t h i s  r e l a t i o n  is given 
I V .  INPUT ANI) OUTPUT OF DATA 
A subrout ine RDOPT has been prepared t o  provide f o r  reading any o r  a l l  of the  
va r i ab le s  def ined i n  the  last sec t ion .  When t h i s  subroukdine is c a l l e d ,  i t  begins 
t o  read da ta  cards.  
duced as the  heading f o r  a l l  output  data.  
such as the  name of t he  person submit t ing the  program, the  da t e ,  the  purpose of 
the  run, the  type of problem being at tacked,  etc. I f  i t  is not  des i red  t o  repro- 
duce any such information, then a blank card must be used as the  f i r s t  da t a  card. 
The f i r s t  card i s  read i n  alphanumeric format and is repro- 
It  may contain any des i red  informatiOn 
The second da ta  card i s  used t o  spec i fy  the number of va r i ab le  parameters N, t he  
number of values  NH of the  independent va r i ab le  h ,  and the  values  of ITMAX and 
ERMIN. The format f o r  t h i s  information is  (212,13,3X, E10.0). Following t h i s  
information, values  of any of t he  va r i ab le s  l i s t e d  i n  Sec, I11 may be entered.  
This i s  done by p lac ing  a code number i n  format (f2) on a card,  and following the  
code number card by a card o r  cards containing the  inpu t  information prepared 
according t o  the  necessary format. 
read, and the  inpu t  format t o  be used follows: 
A l i s t i n g  of the  code numbers, the  va r i ab le s  
Code 
Number 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Input 
Format 
8E10.0 
8E10.0 
8E10.0 
401 2 
12,8X, 
7E10,O 
I 2 , 8 X ,  
101 1 
8E10.0 
8E10.0 
8E10 a 0 
9 
Remarks 
N of these  va r i ab le s  are read. 
N of these  va r i ab le s  are read. 
l\j of these va r i ab le s  are read. 
N of these  va r i ab le s  a r e  read. 
A maximum of 7 parameters a r e  read. 
The index I r e f e r s  t o  the  number of 
the  opt imizat ion subrout ine.  
A maximum of 10 opt ion ind ica to r s  are 
read,  The index I r e f e r s  t o  the  num- 
be r  of the  opt imizat ion subrout ine.  
NH of these  va r i ab le s  are read. 
NH of these  va r i ab le s  are read. 
NY of these  va r i ab le s  are read. 
The subrout ine R N P T  uses a DATA statement t o  i n i t i a l i z e  the  a r r ays  P U  and 
NOPT t o  zero and t h e  a r r ay  W t o  un i ty ,  thus,  no input  need be made f o r  these  
a r r ays  unless  s p e c i f i c  input  values  are desired.  I n  addi t ion ,  each of the  opt i -  
mizat ion subrout ines  tests a l l  of its parameter values  a t  the  t i m e  i t  is  f i r s t  
ca l led .  Any which are zero,  i .e. ,  which have not  been s p e c i f i c a l l y  read i n  by 
RDOPT, are i n i t i a l i z e d  t o  convenient values by the  subrout ine before  proceeding 
with the  execution of the  opt imizat ion s t r a t egy .  Thus, i n  many of the  uses of 
these  subrout ines ,  i t  w i l l  not  be necessary t o  provide da t a  wrds  f o r  code number 
5. The code number cards  and the  assoc ia ted  da ta  cards l i s t e d  above may be placed 
i n  the  da t a  card deck i n  any order ,  and they need t o  be used only f o r  the  va r i ab le s  
f o r  which some input  values  are t o  be read. The last da t a  card should be followed 
by a blank card. Thus, the  inpu t  card deck w i l l  have the  following form: 
Alphanumeric I d e n t i f i c a t i o n  Card (8A10) 
Data Card f o r  N ,  NH, ITMAX, ERMIN (212,13,3X,ElO.O) 
Code Number Card (12) 
F i r s t  i npu t  da ta  card f o r  s p e c i f i e d  code number This set of 
cards i s  re- 
peated 88 
of t en  as 
ne ces s ary 
Last  &put da t a  card f o r  s p e c i f i e d  code number I -  Blank Card 
The subrout ine RDOPT may also be c a l l e d  add i t iona l  t i m e s  i n  t he  program t o  read 
u 
10 
values  of data .  
alphanumeric i d e n t i f i c a t i o n  card o r  a new da ta  card f o r  N ,  NH, ITMAX, and ERMIN, 
i.e., t h e  f i r s t  da t a  card t o  be  read on such a subsequent ca l l  should be a code 
number card., I f  i t  is  des i red  t o  read a new alphanumeric i d e n t i f i c a t i o n  card 
and a new card f o r  N ,  NH, ITMAX, and ERMI en the  c a l l  f o r  W P T  should be 
preceded by the  s ta tement  N = 0. ne RDOPT provides a p r i n t o u t  of 
a l l  t he  da ta  which has been read by i t  before  re turn ing  con t ro l  t o  the  main program. 
The major source of output  da ta  provided during the  execution of an optimi- 
On such subsequent cal ls  i t  w i l l  no t  normally read i n  a new 
The sub 
za t ion  s t r a t e g y  i s  the  opt imizat ion subrout ine  i t s e l f .  The d e t a i l s  of the  format 
used f o r  t h i s  vary with the  ind iv idua l  subrout ine,  and w i l l  be given i n  more d e t a i l  
i n  t h e  discussions of t hese  subrout ines .  
the  f i n a l  r e s u l t s  of the opt imizat ion process ,  however, a subrout ine PROPT is pro- 
vided which p r i n t s  the  f i n a l  values  of ITER and YEW,  and the  f i n a l  values  of the  
var iab les  X ( 3 ) .  I n  add i t ion ,  using these  values  of X(I) ,  PROPT calls the sub- 
rou t ine  ANLYZ, and p r i n t s  the  r e s u l t i n g  values  of the  va r i ab le s  G(1) f o r  the  func- 
t ional r e l a t ionsh ip  def ining the  problem. 
To provide f o r  uniformity i n  present ing 
A l i s t i n g  of the  subrout ines  RDOPT and PROPT may be found i n  the  Appendix a t  
the  end of t h i s  repor t .  
V. TEST PROBLEMS 
I n  order  t o  provide a real is t ic  eva lua t ion  of the  e f f i c i ency  of the  var ious 
opt imizat ion s t r a t e g i e s  i n  reducing a qpec i f ied  error cri teria,  two test problems 
were prepared. These problems are descr ibed i n  t h i s  sec t ion .  The r e s u l t s  of apply- 
ing  the  var ious opt imizat ion s t r a t e g i e s  t o  these  tes t  problems i s  t r e a t e d  i n  the  
sec t ions  descr ibing the  ind iv idua l  opt imizat ion s t r a t e g i e s .  
T e s t  Problem 1 
This problem is  designed t o  test the  use of opt imizat ion s t r a t e g i e s  t o  synthes ize  
a low-pass network with a spec i f i ed  topology. 
form shown i n  Fig. 5.1, 
The network configurat ion has the  
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Pig. 5-1 Network for test problem 1 
The values of t he  capac i tors  are s p e c l f i e d  i n  fa rads  and t h e  values  of the  induc- 
t o r s  are s p e c i f i e d  i n  henr ies .  The ve l t age  t r a n s f e r  func t ion  f o r  t h i s  network 
has the  form 
v2 1 
v1 5 4 
- (PI 
P ( x p 2 x 3 x 4 x 5 )  + p (x1x2x3x4 + x2x3x4x5)  
3 + p ( x x x  + x x x  + x x x  + x x x  + x 2 x 4 x 4 )  1 2 3  1 2 5  1 4 5  3 4 5  
0 + p L (x1x2 + x x 4- X J X 4  + x x + x x + x 4 x q  
1 4  2 3  2 5  
+ p(xl  + x2 + x 3  + x4 + x 5 )  + 2 
It is des i red  t o  match the  following s p e c i f i c a t i o n s  on V /V ( j w ) :  
2 1  
Poin t  No. Frequency (Hz) lv2/V1(jd 1 (db) 
1 1.00E-01 -6.4825E 00 
2 2 e 00E-01 -6.2554E 00 
3 4.00E-01 -4.7086E 0 1  
4 L O D E  00 -7.8108E 0 1  
5 2.00E 00 -1.0841E 02 
6 5’.00E 00 -1.48263 02 
7 1.00E 0 1  -1.7837E 02 
Thus, the  problem is simply t o  f i n d  t h e  values  of the  elements xi (i = 1,2, . .* ,5)  
so t h a t  the low-pass c h a r a c t e r i s t i c  s p e c i f i e d  by t he  da t a  i n  the  t a b l e  given above 
is r e a l i z e d  as c lose ly  as poss ib le .  The var ious q u a n t i t i e s  defined i n  Sec. 11 
may be i d e n t i f i e d  as follows: n equals  5;  equals 7; x x3$ and x are the  
values  of the  capac i tors ;  x2 and x4 are the  values  of the  inductors ;  t h e  hi 
( i  = 1,2,  ..., 7) are the  values  of frequency ( i n  Hd; the  ri ( i  = l Y 2 , . * . 7 )  are 
the  spec i f i ed  values  of the  magnitude of t he  t r a n s f e r  func t ion  ( i n  db); and the  
w ( i  = 1,2,  * .  =,  7) are t h e  unity-valued weighting f a c t o r s .  The func t iona l  rela- 
t ionship  g(h,X) is given by (5.1) with the s u b s t i t u t i o n  p = j2nh. 
t abula ted  above corresponds with the  following values  f o r  the  parameters : 
1' 5 
i 
The da ta  
x = 1.6 henr ies  2 x = .7  f a r ad  i 
x3 = .9 f a rad  x4 = 1.4 hen r i e s  
x = .6 f a rad  5 
A flow cha r t  and a l i s t i n g  f o r  t he  subro 
glven i n  the  Appendix of t h i s  repor t .  
ANLYZ which computes g(h,X) - is 
is problem is designed t o  test the  use p t imiza t ion  s t r a t e g i e s  t o  solve an 
approximation problem. It is des i red  to 
i n  the  network func t ion  
the  c o e f f i c i e n t s  xi (il = 2,2,. . . ,5) 
N(P) = (5.2) 
i n  such a manner t h a t  t he  following magnitude and phase s p e c i f i c a t i o n s  are met: 
Point  No.  
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Frequency (rad/sec)  
0.8 
0.9 
1.0 
1.1 
1.2 
0.8 
0.9 
1.0 
1.1 
1.2 
Magnitude Phase (de& 
5.0389 
20,9585 
50.0000 
23.6463 
7.2198 
153.03 
117.75 
0.00 
-115.46 
-148,03 
The var ious q u a n t i t i e s  defined i n  Sec. I1 may be i d e n t i f i e d  as follows: n equals  5;  
1 3  
T+, equals 10; determine one p a i r  of pole  loca t ions ;  x3 and x 4  deter- 
mine a second p a i r  of po le  loca t ions ;  x5 is an o v e r a l l  magnitude constant:  the 
hi ( i  = 1,2,. . . , l o )  are the  values  of frequency (note t h a t  the  f i r s t  f i v e  values  
and the  l as t  f i v e  values are the  same); t h e  ri ( i  * 1 * 2 ,  ... # 5 )  are the  des i red  
values f o r  the  magnitude of N ( j w )  ; t h e  r (i = 6,7 . , l o )  are the  des i red  values i 
of the  phase of N ( j w ) ;  and the  wi ( i  = 1*2,  ..., 10) are set t o  uni ty .  The func- 
t i o n a l  r e l a t ionsh ip  g(h,X) is given by (5.2) with t h e  s u b s t i t u t i o n  p = j h .  The 
d a t a  tabulated above corresponds with the  following values f o r  the  parameters: 
and x x1 2 
x1 = 0.1  x4 = 0.9 
x 1.1 x5 = 1.0 
x3 = 0.1 
2 
A flow cha r t  and a l i s t i n g  f o r  the  subrout ine ANLYZ which computes g(h,s)  f o r  
t h i s  problem is given i n  the  Appendix of t h i s  repor t .  
V I  e OPTIMIZATION STRATEGIES 
I n  t h i s  por t ion  of the  repor t  a descr ip t ion  is given of the  var ious optimi- 
za t ion  s t r a t e g i e s .  Each of these descr ip t ions  i s  subdivided i n t o  the  following 
c l a s s i f i c a t i o n s  : 
1. Theory. I n  t h i s  s ec t ion ,  t h e  b a s i c  theory of the  p a r t i c u l a r  opt imizat ion 
s t r a t e g y  is described, and the  algorithm which is used t o  implement t h e  method is 
defined. 
2. Discussion of the  Program. I n  t h i s  s ec t ion ,  t h e  d e t a i l s  of the  program 
which implements the  p a r t i c u l a r  opt imizat ion s t r a t e g y  are discussed, with re fer -  
ence t o  the  theory developed i n  arection 1. A descr ip t ion  of the d i f f e r e n t  para- 
meters and options provided i n  the  program are given. 
3. Results.  I n  t h i s  s ec t ion ,  t he  r e s u l t s  obtained from applying t h e  p a r t i -  
cu l a r  opt imizat ion s t r a t egy  t o  the two test problems defined i n  Sec. V are pre- 
sented. These r e s u l t s  should be i n t e r p r e t e d  as t y p i c a l  i n  the  sense t h a t  they 
represent  i n i t i a l  e f f o r t s  t o  apply the  opt imizat ion s t r a t e g y  t o  the  test problems 
and Bllustrate the  use of d i f f e r e n t  program options and t h e  e f f e c t  of d i f f e r e n t  
i n i t i a l  s t a r t i n g  points .  
a t t a c k  a given problem using any one opt imizat ion s t r a t egy .  
described, i n  many cases, could -be improved- b$ add i t iona l  opt imizat ion runs using 
information gained from earlier ones to e f f e c t i v e l y  dkrect  them, 
I n  general ,  no attempt has  been made t o  exhaustively 
Thus, t h e  r e s u l t s  
A listing of 
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t h e  p e r t i n e n t  values  of v a r i a b l e s ,  parameters, and opt ions is given i n  connection 
with the  d iscuss ion  presented i n  each of t h e  s t r a t e g i e s .  
A summary of the  r e s u l t s  obtained from a l l  the  opt imizat ion s t r a t e g i e s ,  and 
some connlusions with respec t  to  the  p a r t i c u l a r  u t i l i t y  of each of them is given 
i n  Sec. VII. 
i n  t h e  Appendix of t h i s  repor t .  
A. RANDOM GRID SEARCH SUBROUTINE OPT2 
Theory 
Flow cha r t s  and l i s t i n g s  f o r  t h e  d i f f e r e n t  subrout ines  may be found 
A random g r i d  search is  made by f i r s t  def in ing  a set of upper and lower 
bounds f o r  t h e  values  of the  var iab les .  This i n  e f f e c t  def ines  an n-dimensional 
volume which is to  be  searched. 
used: (1) select a c e r t a i n  f i n i t e  number of poss ib l e  values  spaced throughout 
the defined i n t e r v a l  of each v a r i a b l e  and randomly select the  a c t u a l  va lue  from 
among these  poss ib l e  choices; o r  (2) sele e value of each v a r i a b l e  randomly 
from the  continuous range of poss ib l e  V a l  n the  def ined i n t e r v a l .  The f i r s t  
alternative is espec ia l ly  use fu l  when the  
, as t o  permit only a c e r t a i n  number of val 
diode may be t r e a t e d  as a r e s i s t o r  with a 
the  r e s i s t ance  of the  diode is one of the va r i ab le s  of the  problem, i t  is  h e l p f u l  
to  cons t r a in  i t  t o  having e i t h e r  of two values ,  namely, a very l o w  va lue  or a 
very high one, t he  s e l e c t i o n  between the  two being made randomly. The second 
alternative is u s e f u l  when a continuous range of values  of t he  phys ica l  v a r i a b l e  
are ava i lab le .  
t iometer.  When upper and lower bounds f o r  t he  va r i ab le s  have been determined, and 
one of the  a l t e r n a t i v e s  def ined above has been se l ec t ed ,  then a random g r i d  search 
is achieved by a cycle  of operat ions i n  which a set of values  f o r  the  va r i ab le s  
are randomly chosen, and the  scalar e r r o r  c r i t e r i a  is ca l cu la t ed  f o r  t he  values  
There are then two alternatives which may be 
ical  na tu re  of t h e  va r i ab le  is such 
As a simple example, an ( idea l )  
e of zero o r  i n f i n i t y .  Thus, i f  
A simple example of such a v a r i a b l e  is the  resistance of a poten- 
of t hese  va r i ab le s .  The e r r o r  criteria is then compared with t h e  lowest value 
found previously.  I f  i t  is less, then the  cur ren t  values  of t h e  va r i ab le s  are 
re t a ined  as a new "best" point .  Otherwise thQy are discarded and the  cycle  is 
repeated. I f  des i red ,  a f t e r  a predetermined number of cyc les ,  t h e  upper and lower 
l i m i t s  of t he  va r i ab le s  may be redefined t o  more c lose ly  s u r r o  the  b e s t  po in t  
which has been found, and a d e t a i l e d  random search  made of t h i s  smaller n-dimen- 
s i o n a l  volume. 
The random g r i d  search opt imizat ion subrout ine requi res  only a s i n g l e  
evaluat ion of the  func t iona l  r e l a t ionsh ip  g (h ,X) per  cycle  of operation. 
gives  i t  a l a rge  advantage over s t r a t e g i e s  which r equ i r e  the  computation of 
e i t h e r  the  g rad ien t  o r  t h e  Jacobian, s ince  such catnputations are usual ly  made 
by per turba t ion  techniques, thus requi r ing  respec t ive ly  n + 1 and n2 + 1 evalu- 
a t ions  of the  func t iona l  r e l a t ionsh ip  g(h,X) - per  cycle.  
taneous na ture  o f  the  random g r i d  search s t r a t egy  means t h a t  i t  is unaffected 
by d i f f i c u l t  t e r r a i n  f ea tu res  i n  the  n-dimensional space gn which the  e r r o r  
c r i t e r i a  is defined. Thus, desp i t e  its r e l a t i v e l y  unsophis t icated bas i c  na ture ,  
random g r i d  search frequent ly  provides valuable  information about problems i n  
which l i t t l e  information is ava i l ab le  concerning what conss i tu tes  reasonable 
i n i t i a l  values  for the  var iab les .  
T h i s  
I n  addi t ion ,  the  simul- 
A major disadvantage of t he  random search s t r a t egy  lie5 i n  the  f a c t  t h a t ,  
f o r  l a rge  dimensional problems, t he  n-dimensional volume which m u s t  be  searched 
i s  extremely la rge .  For example, consider a u n i t  segment of l i n e ,  which is 
search i n t o  a f i n a l  i n t e r y a l  of uncertainty a€ lo%, i . e . ,  a length of 0 .1  un i t s .  
N o w  consider a u n i t  square. 10% of I t s  area could be considered as a smaller 
square (0.1) 'I2 on a s i d e  ( i t  could be considered i n  many o ther  ways a l so ) .  
says t h a t  each of t he  two var i ab le s  could be anywhere wi th in  a 31.6% i n t e r v a l  
of t h e i r  t o t a l  range even though only 10% of the  givrntn area is being considered. 
Continuing this l og ic ,  w e  see t h a t  i f  a func t ion  of 50 va r i ab le s  is spec i f i ed ,  
a 10% volume of the  space would encompass (0.1) 1'50 range of each of the  va r i ab le  
values ,  about 93%? Thus w e  see t h a t  cu t t i ng  dawn our multidimensional volume t o  
This 
a s m a l l  percentage can s t i l l  mean t h a t  great: ranges of ind iv idua l  va r i ab le s  remain 
t o  be searched. 
The p r o b a b l i s t i c  aspects  of random se ch as appl ied t o  the  multiva@able 
s i t u a t i o n  are i n t e r e s t i n g .  Consider a caee w i t h  t h ree  va r i ab le s ,  each with a 
normalized range of 1.0. The hyperplane of experiments for t h i s  case is a cube. 
I f  the  range of each va r i ab le  is divided i n t o  ten  i n t e r v a l s  of (0.1) u n i t s  i n  
length then the cube may be considered as btfkgg divided i n t o  1000 smaller cubes 
or  subcubes. 
va r i ab le  and n va r i ab le s ;  then there  w i l l  be (at) subcubes i n  t h e  n-dimensional 
space. N o w  consider the funct ion y which i s  to be mpnimized. 
subcube t h e  average value t h a t  y has i n  the  subcube. Suppose t h a t  w e  wish t o  f ind  
any 1 of t h e  b e s t  100 subcubes ou t  of the  thousand, By b e s t ,  we mean the  subcubes 
with the  minimum value of y .  
of each choice being i n  the  b e s t  100 is 100/1000, i .e.,  0.1. 
More general  w e  may say t h a t  i f  there  are m d iv is ions  of each 
n 
Assign t o  each 
I f  the  subcubes are chosen a t  random, t h e  probabi l i ty  
The probabi l i ty  of 
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no t  being i n  the  b e s t  100 is 1 - 0.1 = 0.9. For two choices,  the  p robab i l i t y  
of both subcubes no t  being i n  the  b e s t  100 i s  (0.9) 3 .81. Thus, t he  proba- 
b i l i t y  of f ind ing  one good subeube i n  2 tries is  1 - .81= .19. I n  general ,  
the  p robab i l i t y  p(O.l) ,  i.e., the  p robab i l i t y  of f ind ing  a cel l  i n  the  b e s t  
10% is  1 - (0.9)n, where n is t he  number of tries. 
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More genera l ly ,  
p ( f )  = 1 - (1 - f)" (6A.  1) 
where f is  the  f r a c t i o n  of t he  t o t a l  p o s s i b i l i t y .  For example, f o r  a va lue  of 
f of 0.1, 16 t r ia ls  g ive  a p robab i l i t y  of 0.8, 44 t r ia ls  g ive  a p robab i l i t y  of 
.99, e t c .  1 A t a b l e  g iv ing  some o ther  cases is given below 
Table f o r  values  of n 
p ( f )  
.8 .9 .95 e 99 
.1 16 22 29 44 
e 05 32 45 59 90 
.025 64 9 1  119 182 
f 
* 0 1  16 1 230 29 9 459 
Note t h a t  the  p robab i l i t y  does no t  depend the  number of dimensions. 
_Discussion of t he  Program 
The d i g i t a l  computer program used t o  lernent t he  random g r i d  search 
s t r a t e g y  descr ibed above cons i s t s  of two out ines .  The f i r s t  of these,  OPT2, 
i n i t i a l i z e s  the  parameters,  keeps t r a c k  of s u c c e s s f u l  and unsuccessful  s t e p s ,  
provides f o r  p r in tou t ,  and tests f o r  the  maximum number of i t e r a t i o n s  and the  
minimum value of the  e r r o r .  The second subrout ine,  RAND, provides €or  the  
generat ion of the  randomly chosen values  of the  va r i ab le s  X(I). The subrout ine 
OPT2 has several opt ions  designed t o  permit g r e a t e r  f l e x i b i l i t y  i n  its use. 
F i r s t  of a l l ,  i t  provides f o r  the  use of d i f f e r e n t  i n i t i a l i z a t i o n $  f o r  the  random 
number genera tor  of the  CDC 6400 computer f o r  which the program w a s  wr i t t en .  
Secondly, as described above, i t  provides f o r  the  opt ion of cons t ra in ing  t h e  
values  of t he  va r i ab le s  t o  a certain number of poss ib l e  values  over t he  given 
range, o r  t he  use of a continuous range of values.  F ina l ly ,  i t  has  an opt ion 
Samuel H. Brooks, ''A Discussion of Random Methods f o r  Seeking Maxima", Operations I 
Research, Vol. 6 ,  pp. 244-251, March 1958, 
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permit t ing a search to  be made of a reduced volume of the  n-dimensional space 
in the  v i c i n i t y  of the  b e s t  po in t  previously found. 
which the  subrout ine  w i l l  run f o r  a number of i t e r a t i o n s  s u f f i c i e n t  to  provide 
a s p e c i f i e d  p robab i l i t y  t h a t  an opt ion poin t  is loca ted  wi th in  a c e r t a i n  volume 
of the  n-dimensional space using the  r e l a t i o n  defined i n  (6A.1) is also pro- 
vided. The opt ions and t h e i r  def in ing  parameters are given below: 
An opt ion by means of 
NOPT (2 , l )  - I f  t h i s  op t ion  i n d i c a t o r  is set t o  1, the  maximum i t e r a t i o n s  as 
determined by ITMAX w i l l  be computed by the  subrout ine using the  
p robab i l i t y  formula given i n  (6A.1), and using values  s p e c i f i e d  
by PARAM (2 , l )  and PARAM (2,2). 
NOPT (2 ,2)  - I f  t h i s  opt ion i n d i c a t o r  is set t o  l., a l o c a l  random search w i l l  
be performed around the  b e s t  po in t  found from the  o r i g i n i a l  tandom 
search.  PARAM (2,3) def ines  the  area t o  be  searched i n  t h i s  case. 
The l o c a l  search  w i l l  be i n i t i a t e d  e i t h e r  when the  maximum itera- 
t i ons  s p e c i f i e d  by ITMAX have been made, o r  when the  e r r o r  fs less 
than t h a t  s p e c i f i e d  by E M N .  
NOPT (2,3) - I f  t h i s  op t ion  i n d i c a t o r  i s  set  t o  1, the  r e s u l t s  of every itera- 
t i o n  w i l l  be p r i n t e d  out.  I f  i t  is set t o  0,  only the  r e s u l t s  of 
those i t e r a t i o n s  which y i e l d  
p r in t ed  . 
improvement i n  the  e r r o r  w i l l  be 
NOPT (2,4) - I f  t h i s  opt ion i n d i c a t o r  is t o  1, the  values  of each v a r i a b l e  
X(1) w i l l  be chosen randomly between the  l i m i t s  XL(1) and XU(1). 
If i t  is set t o  0, the  values  of the  va r i ab le s  X ( 1 )  w i l l  be con- 
s t r a i n e d  t o  KX(1) poss ib l e  values  equal ly  spaced between XL(1) and 
X U ( I ) ,  and randomly se l ec t ed .  
NOPT (2,5) - This opt ion  determines the  i n i t i a l i z a t i o n  po in t  f o r  t he  random number 
genera tor  i n  the  CDC 6400 computer. 
is read i n  as 0, an i n i t i a l i z a t i o n  of 1 i s  s e l e c t e d  f o r  t h e  random 
number generator .  This opt ion i n d i c a t o r  may be set t o  any o the r  
i n t e g e r  value t o  obta in  o the r  i n i t i a l i z a t i o n s  of the  random number 
generator .  
I f  i t  is not  read i n ,  o r  i f  i t  
PARAM (2 , l )  - This constant  speclifies t he  f r a c t i o n  (with t h e  lowest e r r o r )  of the  
t o t a l  volume in which it is des i red  t h a t  t h e  b e s t  po in t  found by the  
random search  be  located.  I t  is used only i f  NOPT (2 , l )  is set t o  1. 
The parameter i s  i n i t i a l i z e d  t o  0.05 i f  no t  read i n  by RDOPT. 
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PARAM (2,2) - This parameter determines the des i red  probabi l i ty  t h a t  t he  b e s t  
po in t  found by the  random search be wi th in  the f r a c t i o n  of t h e  
t o t a l  volume defined by PARAM (2*1) .  
is set  t o  1, 
provided by RDOPT. 
It  is used only i f  NOPT ( 2 , l )  
The parameter is i n i t i a l i z e d  t o  .95 i f  a value is not  
PdlBApl (2,3) - This parameter determines the reduced volume t o  be  searched i f  the  
f i n e  search opt ion is s e l e c t e d  by s e t t i n g  NOPT (2,2) t o  1. 
t h i s  by redefining t h e  values  of = ( I )  by the  statement 
It does 
= ( I )  ID XP(1) - PABAM(2,3)*(XU(I) - XL(1)) 
where = ( I )  is t h e  b e s t  value found f o r  X(1)  i n  t h e  o r i g i n a l  search.  
S imi la r ly ,  the  value of XU(1) is redefined by t h e  s ta tement  
XU(1) = W(1) + P W ( 2 , 3 ) * ( X U ( I )  - XL(1)) 
where the  value of XL(I) 4s the  o r i g i n a l  one, no t  t he  redefined one. 
It should be noted t h a t  i f  any of t he  =(I) are c lose  t o  the  o r i g i n a l  
values  of the corresponding = ( I )  o r  X U ( I ) ,  the  new volume t o  be 
searched may include an area outs ide  t h e  area def ined by t h e  o r i g i n a l  
= ( I )  and XU(1). 
f o r  i t  is not  previously e s t ab l i shed  by the  main program o r  by WOPT. 
This parameter s p e c i f i e s  t he  r a t i o  between the  minimum e r r o r  used i n  
the  o r i g i n a l  search and t h e  minimum e r r o r  s p e c i f i e d  f o r  t h e  l o c a l  
search. 
This parameter is  i n i t i a l i z e d  t o  0,2 i f  a value 
It def ines  a minimum e r r o r  ERMN 2 using the  statement 
ERMN2 = ERMIN*PARAM(2,4) 
I t  is i n i t i a l i z e d  t o  0.1 i f  a value is not read in .  
Thils parameter e s t ab l i ehes  an a r b i t r a r y  i n i t i a l  value f o r  the e r r o r ,  
aga ins t  which the  e r r o r  r e a l i z e d  by t h e  i n i t i a l  i t e r a t i o n s  of the  
program can be t e s t e d  t o  determine whether o r  no t  they have made an 
improvement. 
o the r  value is read i n .  
This parameter s p e c i f i e s  t h e  new value of t h e  maximum number of itera- 
t i ons  permit ted f o r  the  l o c a l  search. It defines  a new maximum itera- 
t i o n  constant  ITMX2 using the  statement 
It is i n i t i a l i z e d  t o  l.%+20 by the  programr unless  some 
ITMX2 = ITW*PARAM(2,6) 
It is i n i t i a l i z e d  t o  1.0 unless  some o ther  value is read in .  
A flow cha r t  and a l i s t i n g  f o r  the  subrout ine OPT2 and RAND i s  given 
i n  the  Appendix. 
Resul ts  
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T e s t s  were made t o  determine the  e f f e c t i v e  ness  of the  program i n  
so lv ing  test  problems 1 and 2. 
Some comments on the  d i f f e r e n t  runs follow: 
Run 1 - This and the  following run were made on problem 1. 
the  e f f e c t s  of convergence from a poorly chosen s t a r t i n g  po in t  wi th  an i n i t i a l  
e r r o r  of 5169. Af te r  80 i t e r a t i o n s  the  e r r o r  was reduced t o  15.62. N o  f u r t h e r  
improvement w a s  made i n  i t e r a t i o n s  81-100. 
Run 2 - I n  t h i s  run, the  poin ts  have been chosen randomly r a t h e r  than being 
constrained t o  30 values  of each parameter 88 was done i n  run 1. 
d i f f e rence  w a s  noted i n  the  po in t s  found f o r  the  f i r s t  100 i t e r a t i o n s .  The 
e r r o r  a t  i t e r a t i o n  80 was 14.98, compared wi th  an e r r o r  of 15.62 a t  t h i s  po in t  
i n  run 1. Only two add i t iona l  improvements were made i n  the  second 100 itera- 
t i ons ,  and these  reduced the  e r r o r  only s l i g h t l y  t o  9.243. A l o c a l  search w a s  
next  made around the  "best" po in t  having t h e  values  
The da ta  f o r  these  tests i s  itemized i n  Table 6A. 
The run illustrates 
Very l i t t l e  
X(1) = 1.039 
X(2) = 1.178 
X(3) = 1.244 
x(4) ts 1.109 
X ( 5 )  = .5304 
I n  200 i t e r a t i o n s ,  only 6 improvements were found, bu t  these  reduced the  e r r o r  t o  
0.5969. 
Run 3 - This and the  following run were made on problem 3. 
the  vastness  of hyperspace, and the  problems of matching many requirement poin ts .  
The i n i t i a l  e r r o r  w a s  g r e a t e r  than 10 and was not  recorded. 
w a s  poorly chosen, and a f t e r  400 i t e r a t i o n s  the  e r r o r  waa s t i l l  2403. 
This run i l l u s t r a t e s  
5 The s t a r t i n g  po in t  
Run 4 - A b e t t e r  s t a r t i n g  poin t  was chosen f o r  t h i s  run. Even so, the  i n i t i a l  
e r r o r  w a s  125,484. Af te r  400 i t e r a t i o n s ,  t he  e r r o r  had been reduced t o  163. l f  
f u r t h e r  reduct ion of t he  e r r o r  was required,  add i t iona l  runs could be made using 
the  f i n a l  po in t  of t h i s  run as .a s t a r t i n g  po in t ,  and f u r t h e r  reducing the  volume 
t o  be searched. 
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TABLE 6A - TEST RESULTS FOR OPT2 
Run No. 3 - 2 - 1 - 
1 1 2 
4 - 
2 
.5 
.5 
.5 
.5 
.5 
.5 1. 
.5 1. 
.5 1. 
.5 1. 
.5 1, 
.05 
1.0 
.05 
1.0 
1.0 
* 01 .Ol .Ol 
*01 .01 .Ol 
.Ol .Ol D 01 
.Ol .01 .Ol 
* 01 * 01 * 01 
0.  
.8 
0 .  
.8 
. 8  
1.5 1.5 1.5 
1.5 1.5 1.5 
1.5 1.5 1.5 
1.5 1.5 1.5 
1.5 1.5 1.5 
.2 
1.2 
.2 
1.2 
1.2 
30 
30 
30 
30 
30 
30 
30 
30 
30 
30 
.05 .05 .05 
.95 .95 a 95 
.2 .2 .2 
1 1 1 
10000. 10000 * 10000. 
1. 1. f a  
.05 
.95 
*2 
1 
1.F3-20 
1. 
NOPT(2,l) 
NOPT(2,3) 
NOPT ( 2 , 4 )  
NOPT (2,5) 
NUPT (2,2) 
0 
1 
0 
1. 
0 
IlWU 
ERMIN 
100 200 200 
* 001 .OOl .001 
200 
.OOl 
Original Error 
Final Error 
5 169 5169 
15.62 .59 70 2403 
125484 
16 3 
Iterations 100 400 400 400 
.7293 1.189 ,0540 
.8834 1.158 1.017 
1.294 1.137 .1723 
1,140 1.313 e 905 1 
e 9862 .4203 1827 
,0896 
1.081 
e 1317 
e 9021 
1.152 
Cl? t i m e  3,272 4.416 4,202 3.829 
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E. RANDOM DIRECTION AND STEP S I Z E  SEARCH S 
Theory 
The random d i r e c t i o n  search opt imizat ion s t r a t e g y  is charac te r ized  by an 
extremely simple b a s i c  philosophy. To i n i t i a t e  such a search,  an i n i t i a l  set 
of values  f o r  t h e  va r i ab le s  is se l ec t ed ,  and the  va lue  of the  e r r o r  c r i t e r i o n  
is computed f o r  t h i s  po in t  i n  the  n-dimensio All the  va r i ab le s  are 
then simultaneously changed using independent poq i t ive  and negat ive random incre-  
ments obtained from a random number source,  and the  e r r o r  c r i t e r i o n  is  again 
evaluated a t  the  new point .  I f  the  new value of the  e r r o r  is less than the  o r i -  
g i n a l v a l u e ,  the  new poin t  i e  used as the  b a s i s  f o r  f u t u r e  random moves. I f  an 
improvement has n o t  been made i n  the  error, then the  o r i g i n a l  po in t  is used as 
the  base f o r  another  random move. 
extremely simple,  t h i s  type of an opt imizat ion s t r a t e g y  has  the  advantage t h a t  i t  
is ab le  t o  follow q u i t e  d i f f i c u l t  terrain f e a t u r e s  with e x c e l l e n t  r e s u l t s .  Thus, 
i t  is usefu l  i n  many opt imizat ion problems where o t h e r  search stratexies f a i l .  
Another advantage is t h a t  t h i s  type of search does not  requi re  t h e  computation 
of g rad ien t  information, which frequent ly  m u s t  be obtained by a per turba t ion  tech- 
nique. Thus, t he  number of evalua t ions  of t he  func t iona l  r e l a t ionsh ip  def in ing  
the problem i s  considerably reduced. As a r e s u l t ,  the  random d i r e c t i o n  and s t e p  
s i z e  search opt imizat ion s t r a t e g y  can be pPrmitted t o  opera te  f o r  r e l a t i v e l y  l a rge  
1 space.  
Although the  philosophy of t h i s  procedure is 
numbers of cycles  without using up l a r g e  q u a n t i t i e s  of computing t i m e .  
A modif icat ion of t he  b a s i c  s t r a t e g y  which has been found t o  be of value i n  
many problems is  to  reduce the  magnitude of the  random v a r i a t i o n s  a f t e r  a prede- 
termined number of unsuccessful moves have been attempted. I n  e f f e c t ,  t h i s  in i -  
tiates a " local"  search i n  the  v i c i n i t y  of the  b e s t  po in t  previously found. 
a s t e p  is f requent ly  of a s s i s t ance  i n  more accura te ly  loca t ing  sharp ly  def ined 
minima. 
Such 
Discussion of t h e  Program 
The d i g i t a l  computer program used t o  implement the  random d i r e c t i o n  and s t e p  
s i z e  search  descr ibed above*consis ts  of two subrout ines .  
i n i t i a l i z e s  the  parameters,  counts success fu l  and un c c e s s f u l  s t e p s ,  provides f o r  
p r i n t o u t  of data ,  and tests f o r  maximum i t e r a t i o n s  and minimum e r r o r .  The second 
subrout ine,  RANS, computes the  random changes i n  the  va r i ab le s  X ( 1 ) .  
The f i r s t  of these,  OPT3, 
The subrout ine OPT3 has several opt ions designed t o  permit g r e a t e r  f l e x i b i l i t y  
i n  its use. F i r s t  of a l l ,  i t  has  provis ion f o r  the  use of a set of ex te rna l ly  
provided random numbers, f o r  cases i n  which i t  is  no t  des i red  t o  use the  random 
number source provided by the  computer on which the  program is  being run. 
f o r  the  case where the program is  being run on a CDC 6400 computer, an option is 
provided t o  permit the use o f  d i f f e r e n t  i n i t i a l i z a t i o n s  f o r  the  random number gen- 
e r a t o r  of t h i s  computer. F ina l ly ,  parameter choices are ava i l ab le  t o  spec i fy  the  
d e t a i l s  of t he  manner i n  which a l o c a l  search  is made, The options and the r e l a t e d  
Second, 
parameters are described as follows: 
NOPT(3,l) - 
NOPT(3,3) - 
PARAM(3,2) - 
I f  t h i s  opt ion ind ica to r  is set t o  1, the random numbers used i n  
determining the random changes i n  the  va r i ab le s  are read i n  as da ta  
when t h e  subrout ine OPT3 is f i r s t  ca l led .  I n  t h i s  case 572 random 
numbers must be suppl ied i n  FORMAT (16P6.3). These numbers should 
have a normal d i s t r i b u t i o n  with zero mean and var iance equal  t o  one. 
They should have a maximum magnitude of 2.7 i n  both the  p o s i t i v e  and 
the  negat ive d i r ec t ions ,  I f  t h i s  i nd ica to r  i s  not  set t o  1, the  ran- 
dom numbers are taken from the  c w p u t e r  rand number generator ,  I n  
t h i s  case i t  is  assumed t h a t  t he  numbers are uniformly d i s t r i b u t e d  
over a range of 0 - 1. 
This opt ion determines t h e  i n i t i a l i z a t i o n  f o r  t he  random number gener- 
a t o r  of the  CDC 6400 computer. 1cf i t  is not  read i n ,  o r  i f  i t  is read 
i n  as zero, an i n i t i a l i z a t i o n  of 1 is s e l e c t e d  f o r  the random number 
generator.  This i nd ica to r  e set t o  any o the r  i n t e g e r  yalue t o  
obta in  o the r  i n i t i a l i z a t i o n s  
This parameter cont ro ls  t he  maximum s i z e  of the  s t e p s  which are per- 
mit ted i n  t h e  i n i t i a l  phase of 
program has switched t o  the lo  1 mode. The a c t u a l  v a r i a t i o n  i n  the 
va r i ab le  X(1) is determined by adding the  quant i ty  DELTXfP) t o  X(1). 
The quant i ty  DELTX(1) is determined by t h e  r e l a t i o n  
the  random number generator.  
he random search,  i .e . ,  before  t h e  
DELTX(1) = PARBM(J,l)*(XU(Z) - XL(1)) ARN/50. 
where t h e  quant i ty  ARN takes  on random values  ly ing  between -50 and 
50. The parameter is i n i t i a l i z e d  t o  0.25 unless  some other  value is 
provided by the  user. 
This parameter cont ro ls  t h e  maximum s i z e  o f  t he  s t e p s  which are per- 
mi t ted  i n  the  second phase of the  random search,  a f t e r  t h e  program has 
switched t o  the l o c a l  mode. The expression f o r  determining DELTX(1) 
is similar t o  t h a t  used f o r  determining the  previous parameter, namely, 
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DELTX(1) PARAM(3,2)*(XU(I) - XL(1)) ARN/50. 
This parameter is i n i t i a l i z e d  t o  0.05 unless  some o the r  value is  
provided by the  user.  
PARAM(3,3) - "Itis parameter s p e c i f i e s  the  number of unsuccessful s t e p s  which 
must be attempted i n  the  i n i t i a l  mode of t he  search s t r a t e g y  before  
the  program changes t o  the  l o c a l  mode. It should be noted t h a t  t h e  
v a r i a b l e  NFAIL used i n  the  program t o  count the  number of unsuccess- 
f u l  s t e p s  is i n i t i a l i z e d  t o  0 a f t e r  each success fu l  s t e p .  Thus, the  
program w i l l  change t o  its l o c a l  mode only a f t e r  a number of 2- 
cess ive  unsuccessful  s t e p s  equal  t o  PARAEII(3,3) have been made. 
parameter is  i n i t i a l i z e d  t o  40.0 unless  soma o ther  value i s  spec i f i ed  
by the  user. 
This 
A l i s t i n g  and a flow c h a r t  f o r  subrout ines  OPT3 and RANS is given i n  the  
Appendix of t h i s  repor t .  
Resul ts  
Tests were,made t o  determine the  e f f ec t iveness  of t h i s  opt imizat ion s t r a t e g y  
i n  solving test problems 1 and 2. 
were made are given below. 
I t  should be noted t h a t  i n  some of the  e a r l y  runs PARAM(3,2) w a s  made l a r g e r  than 
PARAM(3,l). This i n  e f f e c t  changed the  mode of the  program from its i n i t i a l  search 
mode t o  a l a r g e r  "global" mode. 
as changing t o  a smaller "local" mode. 
Some comments on some of the  t r i a l  runs which 
The numerical d a t a  f o r  these  runs is  given i n  Table 6B.. 
I n  general ,  t h i s  approach w a s  no t  as successfu l  
Run 1 - This run w a s  a broad search mode on problem 1 using the  i n t e r n a l  computer 
random number generator  i n i t i a l i z e d  t o  1. The i n i t i a l  e r r o r  w a s  5173. After  45 
i t e r a t i o n s  the  e r r o r  had been reduced t o  3.523. A t  i t e r a t i o n  80 ( a f t e r  35 unsuc- 
c e s s f u l  i t e r a t i o n s )  t he  program changed t o  a g loba l  mode encompassing 3 t i m e s  as 
much space. N o  f u r t h e r  successes  were observed through i t e r a t i o n  200. 
Run 2 - This run w a s  s imilar  t o  the  f i r s t  run except f o r  the  use of an i n i t i a l i z a -  
t i o n  of 5 f o r  the  computer random number generator .  Af te r  3 1 i t e r a t i o n s  the  e r r o r  
had been reduced from 5173 t o  2.559. 
g loba l  mode,. and no f u r t h e r  successes  were observed through i t e r a t i o n  200. 
f i n a l  po in t  reached i n  t h i s  run w a s  q u i t e  d i f f e r e n t  from the  one reached i n  run 1. 
This w a s  e spec ia l ly  notable  i n  the  values of x1 and x5. 
t o  use d i f f e r e n t  i n i t i a l i z a t i o n s  f o r  the  random number generator  t o  obta in  d i f -  
f e r e n t  minima i n  the  hyperspace. 
_I_ 
A t  i t e r a t i o n  66 the  program changed t o  a 
The 
Thus i t  appears f e a s i b l e  
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Run 3 - I n  t h i s  run, a l s o  made on problem 1, the  mode switching capab i l i t y  of 
the  program w a s  used t o  reduce the  area t o  be searched, r a t h e r  than t o  enlarge 
it .  Values of .4 and . lwere used f o r  t he  pe r t inen t  parameters. A d i f f e r e n t  
i n i t i a l  po in t  and a d i f f e r e n t  set of l imi t ing  values w a s  used f o r  the var iab les .  
The o r i g i n a l  e r r o r  w a s  23.69, t he  mode changed a t  i t e r a t i o n  43. 
reached a t  i t e r a t i o n  180, w a s  0.2402. 
t h a t  a t t a i n e d  f o r  run 1. 
the  same as t h a t  used f o r  run 1. 
The f i n a l  e r r o r ,  
The f i n a l  po in t  appears t o  be s i m i l a r  t o  
The i n i t i a l i z a t i o n  of the random number generator  w a s  
- Run 4 - This run w a s  made on problem 2 ,  using a poorly chosen s t a r t i n g  i n i t i a l  
po in t  with an e r r o r  of 4.35E+04. A t  i t e r a t i o n  104 t h e  e r r o r  had been reduced t o  
3.84OE-kO3. One hundred unsuccessful i t e r a t i o n s  followed, and the  program switched 
t o  i ts  l o c a l  mode a t  i t e r a t i o n  204. 
t h e  program ex i t ed  on maximum i t e r a t i o n s  (800), however, these reduced t h e  e r r o r  
t o  6.352E+02. Although t h e  t o t a l  reduction i n  e r r o r  accomplished by the  800 itera- 
t i ons  was not  g r e a t ,  the  values  of the va r i ab le s  were changed considerably.  For 
example, x and x were changed from uni ty  t o  values  q u i t e  c lose  t o  0.1, while 
t he  o the r  t h ree  va r i ab le s  remained i n  t h e  v i c i n i t y  of un i ty .  The r e s u l t s  of t h i s  
run were used as a s t a r t i n g  poin t  f o r  run 5 which is  described below. 
Only 5 success fu l  i t e r a t i o n s  occurred before  
2 4 
- Run 5 - This run used t h e  f i n a l  po in t  of run 4 as a s t a r t i n g  point .  The upper 
and lower bounds of the va r i ab le s  were a l s o  redefined t o  more c lose ly  surround 
the  i n i t i a l  values.  A t  i t e r a t i o n  1 2 1  the  e r r o r  had been reduced t o  40.08. No 
f u r t h e r  improvements were recorded i n  the  next  40 i t e r a t i o n s ,  so at  i t e r a t i o n  161, 
the  program switched t o  i t s  l o c a l  mode. Af te r  continuing through the  spec i f i ed  
800 i t e r a t i o n s ,  t h e  e r r o r  had been reduced t o  . 3249 ,  a s i g n i f i c a n t  reduction from 
the  o r i g i n a l  e r r o r  s p e c i f i e d  i n  run 4. 
t he  va r i ab le s  x 
f o r  problem 2 i n  Sec. V. I f  i t  w a s  des i red  t o  reduce the  e r r o r  even fu r the r ,  these 
A comparison of the r e su l t i ng  values  f o r  
shows them t o  be  remarkably c lose  t o  the  known minhum spec i f i ed  
i 
values  could be used as a s t a r t i n g  po in t ,  together  with redefined upper and lower 
l i m i t s  on the  ranges of t he  var iab les .  It should be noted t h a t ,  although the  t p t a l  
number of i t e r a t i o n s  used i n  run 4 and run 5 seems high, namely 1600 i t e r a t i o n s ,  
each of these i t e r a t i o n s  requi res  only a s i n g l e  eva lua t ion  of t he  an lys i s  subrou- 
t i n e  def ining the  problem. 
two runs w a s  only s l i g h t l y  over 7 sec. 
the time required t o  make considerably fewer i t e r a t i o n s  i n  opt imizat ion s t r a t e g i e s  
which requi re  many funct ion evaluat ions per  cycle of operation. I n  many cases, the  
random type of search procedure described he re  w i l l  be found t o  be more e f f i c i e n t  
than runs requi r ing  l a r g e r  amounts of computing t i m e .  
Thus, the  t o t a l  c e n t r a l  processor time required f o r  the  
Such a r e s u l t  compares q u i t e  favorably with 
Run No. 
Problem 
P W (  3 , l )  
PARAM ( 3,2) 
PARAM(3,3) 
EOPT(3,l) 
NOPT(3,3) 
ITMAX 
ERMIN 
Oringinal  e r r o r  
F i n a l  e r r o r  
I t e r a t i o n s  
CP t i m e  
Successful  
i t e r a t i o n s  
Las  t successfu l  
i te r a  t i on 
Mode switched 
a t  i t e r a t i o n  
TABLE 6B - TEST RESULTS FOR OPT3 
1 - 
1 
.5 
.5 
.5 
.5 
.5 
.01 
. O l  
.01 
* 0 1  
. O l  
1.5 
1.5 
1 .5 
1.5 
1.5 
.20 
.6  
35 
0 
0 
200 
. O O l  
5172 
3.523 
200 
1.219 
1.440 
.9 165 
1.172 
.4829 
3.49 
1 3  
45 
80 
2 - 
1 
.5 
.5 
.5 
.5 
.5 
.01 
.01 
.01 
.01 
. O l  
1.5 
1.5 
1.5 
1.5 
1.5 
.20 
.6 
35 
0 
5 
200 
. O O l  
5172 
2.559 
200 
* 3935 
1.201 
1.084 
1.478 
1.076 
3.49 
11 
31 
66 
3 - 
1 
1. 
1. 
1. 
1. 
1, 
.5 
.5 
.5 
.5 
.5 
2. 
2. 
2. 
2. 
2. 
.4 
.1 
40 
0 
0 
200 
* 001 
23.69 
.2401 
200 
1.231 
.8269 
1.509 
1.115 
.5000 
3.480 
5 
180 
43 
4 - 
2 
1. 
1. 
1. 
1. 
1. 
. O l  
.01 
.01 
. O l  
0 1  
1.5 
1.5 
1.5 
1.5 
1.5 
.4 
a 15 
100 
0 
0 
800 
e 001 
4.35E-t-04 
6 35 
80 0 
* 1021 
1.048 
.1754 
9536 
1.361 
3.534 
16 
736 
204 
5 
I 
2 
. lo21  
1.048 
.1754 
.9536 
1.361 
* 09 
.9 
* 09 
.9 
.9 
.12 
1.2 
.19 
1.1 
1.5 
.25 
.05 
40 
0 
0 
800 
* 001 
6 35 
.3249 
800 
. lo08 
.goo1 
.0991 
1.100 
.9972 
3.701 
30 
772 
161 
25  
2b 
C. PATTERN SEARCH OPTIMIZATION SUBROUTINE OPT4 
The theory of p a t t e r n  search may be explained by assuming t h a t  the search  
algorithm is i n i t i a t e d  a t  a "base" po in t  i n  n-space s p e c i f i e d  by a vector g2. 
From t h i s  base p o i n t  8 series of exploratory moves are made by per turbing each 
of the  va r i ab le s  x i n  sequence, On the  i n i t i a l  cyc le  of t h e  algorithm, the  
f i r s t  per turba t ion  of each va r i ab le  i s  made i n  8 p o s i t i v e  d i r ec t ion ,  i f  t h i s  
does not  produce a po in t  I n  n-space with a lower e r r o r ,  then a per turba t ion  i n  
the  negat ive d i r e c t i o n  is t r i e d .  I f  nekther per turba t ion  br ings an improvement 
i n  the  e r r o r ,  then the  v a r i a b l e  is res tored  t o  i ts  previous value.  On succeeding 
i 
'' cycles  of t he  algorithm, each v a r i a b l e  is f i r s t  perturbed i n  the  d i r ec t ion  which 
last  brought an improvement i n  the  e r r o r .  I f  t h i s  is u n ~ u ~ c e s s f u l ,  then a per tur-  
ba t ion  i n  the  opposi te  d i r e c t i o n  is t r i e d .  The per turba t ions  of t he  x which 
have been r e t a ined  from a new base po in t  which w e  may call  X 
ri thm now makes a ' 'pattern" move t o  another  po in t  X 
i 
using the  r e l a t i o n  
The search algo- -1' 
-3 
(6C. 1) 
A new series of exploratory moves is  made from t h e  po in t  X and the  process is  
continued. Because of t he  accumulation, from move t o  move, of v a r i a b l e  changes 
-3' 
which y i e l d  KeduCtiOn6 i n  the e r r o r  fundgion, t h i s  algorithm develops a p a t t e r n  
of movement i n  n-space which has been found i n  p r a c t i c e  t o  be q u i t e  successfu l  
i n  following contour i r r e g u l a r i t i e s .  
If a p a t t e r n  move and the  following sequence of exploratory moves f a i l s  t o  
y i e l d  an improvement i n  the  e r r o r ,  then the per turba t ion  s i z e  is reduced, and 
the  process is re s t a r t ed .  User experience with t h i s  search algori thm has ind ica ted  
t h a t  the  computing t i m e  tends t o  increase i n  proport ion t o  the f i r s t  power of the  
number of va r i ab le s .  
methods have computing times which are propor t iona l  t o  the  cube of the  n m b e r  of 
va r i ab le s  . 
This is indeed attractive, since most classical opt imizat ion 
Discussion of the  Program 
The l o g i c  of t h e  d i g i t a l  computer program f o r  subrout ine OPT4 which implements 
t he  p a t t e r n  search described above follows the  b a s i c  theory q u i t e  c losely.  Para- 
meters are provided t o  enable the  user  t o  vary the  i n i t i a l  exploratory s t e p  s i z e ,  
t o  vary the  f a c t o r  used t o  reduce the  s t e p  size, and t o  set a lowar l i m i t  f o r  the 
s t e p  s i z e .  An opt ion is a l s o  provided t o  penni t  ex tended 'pr in tout  f o r  d iagnos t ic  
purpose. The opt ions and the  parameters are as follows: 
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NOPT (4 , l )  - 
PAEWl(4,l) - 
PARAM(4,Z) - 
PARAM(4,3) - 
Res,ul ts 
Run 1 - This  
P
If t h i s  opt ion is set t o  0, p r i n t o u t  of the  va r i ab le s  x the  e r r o r ,  
the exploratory s t e p  s i z e ,  and the  number of restarts of the  p a t t e r n  
move algorithm w i l l  be made a t  i t e r a t i o n s  which are mul t ip les  of 
PARAM(4,l). 
This parameter determines the  frequency of the reduced p r i n t o u t  which 
occurs if NOPT(4,l) is set t o  0. The parameter is  i n i t i a l i z e d  t o  10, 
rhus pr in tou t  w i l l  normally occur on i t e r a t i o n s  numbered 10, 20, 30, 
etc., unless some uther  value of the parameter is s p e c i f i e d  by t h e  
user or  unless  NOPT(4,l) is set t o  1. 
2’ 
If t h i s  option is set t o  1, pr in tou t  occurs a t  every s tep .  
This parameter determines the  s i z e  of t he  exploratory move which is 
i n i t i a l l y  made f o r  each var iab le .  It gives  the  f r a c t i o n  of the  t o t a l  
permit ted range of each v a r i a b l e  which is w e d  as a per turba t ion ,  It 
is i n i t i a l i z e d  t o  0.05 unless some o ther  value is read i n  by the  user. 
This parameter s p e c i f i e i  t h e  minimum value which is  permit ted for t he  
exploratory s t e p  s i z e .  
value is  read in .  
r e t u r n  is made t o  the  main program. 
This parameter s p e c i f i e s  the f a c t o r  which is used t o  reduce the  s t e p  
It is i n i t i a l i z e d  t o  0.00001 unless  some o the r  
When the  s t e p  s i z e  is reduced below t h i s  value,  a 
s i z e  a f t e r  a set  of unsuccessfuj  exp1oratory:lmoves. 
t o  0,5 unless  some o the r  value is  read i n .  
This parameter spec i  ies t h e  improvement i n  e r r o r  which i s  necessary 
f o r  an exploratory move o r  a pat te rn  move t o  have t o  be considered as 
successful .  It is i n i t i a l i z e d  t o  .9999 i n  the program. Thus, unless  
the  new e r r o r  is less than 39.99 percent  of the o ld  e r r o r ,  no improva- 
ment i n  e r r o r  is considered as having taken place.  Any other  des i red  
value of t h i s  parameter may, of course, be read i n  by the  user .  
It is  i n i t i a l i z e d  
run was made on problem 1. The i n i t i a l  e r r o r  was  10.72, Af te r  181 
i t e r a t i o n s  the  e r r o r  had been reduced below the  speciEied .001 criteria. 
Run 2 - This run w a s  also made on problem 1, however, a d i f f e r e n t  i n i t i a l  s t a r t i n g  
po in t  with an e r r o r  of 7899 w a s  used. After  105 i t e r a t i o n s  t h e  e r r o r  had been im- 
proved t o  a value  of .2459, and the  s t e p  s i z e  had been reduced below the  LE-05 
cri teria normally used f o r  PARAM(4,3). 
Run 3 - I n  an e f f o r t  t o  improve the r e s u l t s  obtained on run 2, t he  run was repeated 
using a value of 0.7 f o r  P (4,4) r a t h e r  than t h e  va lue  of 0.5 w e d  i n  run 2. 
28 
Thus, smaller decreases were made i n  the exploratory s t e p  s ize ,  a f t e r  a set of 
unsuccessful moves, than were made i n  run 2. 
improved. 
the e r r o r  was reduced t o  9.971E-04 i n  65 i t e r a t i o n s .  Txlus, i n  addi t ion  t o  
improving the f i n a l  e r r r o r ,  the number of i t e r a t i o n s  required was a l s o  Considerably 
reduced. 
- Run 4 - This run w a s  made on problem 2. 
r i thm proceeded very e f f i c i e n t l y  to reduce the  e r r o r  t o  6.615E-04 in 49 i t e r a t i o n s .  
The r e s u l t s  were considerably 
S t a r t i n g  from the same i n i t i a l  point  and the  same i n i t i a l  error ( 7 8 9 9 ) ,  
The o r i g i n a l  e r r o r  was 43546. " The algor 
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NOPT(4,l) 
ITMAX 
EBMIN 
Original error 
Final error 
Iterations 
Fina l  step s i ze  
CP t i m e  
TABLE 6C - TEST RESULTS FOR OPT4 
1 - 
1 
1. 
1. 
1. 
1. 
1. 
.01 
.01 
.Ol 
.Ol 
.01 
1.5 
1.5 
1.5 
1.5 
1.5 
10 . os 
1. E-05 
.5 
.9999 
0 
300 
.Q01 
10,72 
9.8493-04 
181 
t923 
1.317 
.942 
1.483 
.497 
2.44E-05 
7.807 
2 - 
1 
e 4  
.4 
.4 
. 4  
.4  
.01 
.01 
.01 
.01 
.or 
2. 
2. 
2. 
2. 
a. 
10 
.05 
1.E-07 
.5 
,9999 
0 
300 
.001 
7899 
,2 459 
105 
1.282 
e 7843 
2.057 
* 9495 
.4338 
9,5363-08 
5.372 
3 - 
1 
.4 
.4 
"4 
.4 
.4 
.Ol 
.01 
.Ol 
.01 
.01 
2. 
2. 
2. 
2. 
2. 
10 
-05 
1 e E-05 
.7 
.9999 
0 
300 
.001 
7899 
9.9713-04 
65 
1.204 
.8931 
1.708 
1.064 
.4329 
1.163E-04 
3.864 
4 - 
2 
1. 
1. 
1. 
1. 
1. 
.01 
.01 
.01 
.01 
e01 
1.5 
1.5 
1.5 
1.5 
1.5 
10 
e 05 
1.E-05 
.5 
e 9999 
0 
500 
.001 
43546 
6.6 15E-04 
49 
.1000 
1.0999 
.1000 
.g000 
.9997 
9.765E-05 
B. STEEPEST DESCENT 0PTIMIZAT;LON SUBIOUTINE OPT6 
Theory 
The s t e e p e s t  descent opt imizat ion s t r a t e g y  i 
the t h e o r e t i c a l  discussion of i t  which is presented here  w i l l  be  b r i e f ,  
c a l l y ,  t he  method involves the  determination of the gradien t  d i r e c t i o n  i n  
n-space of t he  e r r o r  su r face  determined by the  e r r o r  criteria ~ ( 5 ) .  
g rad ien t  vec tor  is c a l l e d  - D wi th  elements di, then theme elements are defined 
by the r e l a t i o n  
Basi- 
I f  t he  
(6D. 1) 
Frequently, the  elements d are normalized so t h a t  t h e  length i n  n-space of 
t he  vec tor  - D is unity. 
achieved by computing a vec tor  AX c by the  r e l a t i o n  
i 
A minimization of t h e  e r r o r  func t ion  yfX)  - may then be 
AX tm - aD - (6D. 2) - 
and where the  quant i ty  a is c a l l e d  the  s t e p  s i z e .  I f  t h i s  s t e p  a i z e  i s  cor- 
r e c t l y  chosen, then replacing - X by - X =t AS should produce a new po in t  i n  n-space 
h i c h  has  a lower e r ro r .  I n  the  i ~ l e m e n t ~ ~ i ~  of t h i s  b a s i c  approach there  
are many v a r i a t i o n s  concerned with t he  proper s e l e c t i o n  of s t e p  s i z e ,  the method 
of computing the  elements of t he  g rad ien t  vec tor  2, and the  p o s s i b i l i t i e s  of 
making one-dimensional searches i n  t h e  negat ive grad ien t  d i r e c t i o n  t o  minimize 
the  e r r o r  a f t e r  each determination of t h e  gradient .  
The s t e e p e s t  descent opt imizat ion s t r a t e g y  has l imi ted  usefulness  i n  
p rac t i ce ,  desp i t e  its a t t r a c t i v e  b a s i c  philosophy. One disadvantage is t h a t  
i n  the  v i c i n i t y  of a minimum convergence tends t o  be pa in fu l ly  slow, espec ia l ly  
when compared with techniques such as t he  Newton-Raphson o r  t h e  Fletcher-Powell. 
The s t e e p e s t  descent method is, however, w e l l  s u i t a d  t o  rap id ly  covering broad 
s t r e t c h e s  of r e l a t i v e l y  f l a t  t e r r a i n  in n-space; therefore ,  it ?nayit&@ ilppropri- 
a t e l y  appl ied t o  cases where a good i n i t i a l  s t a r t i n g  po in t  is no t  known. 
many such s i t u a t i o n s ,  the  opt imizat ion s t r a t e g i e s  which are very e f f i c i e n t  near  
a minimum such as the  Newton-Raphson, may flounder he lp less ly ;  thus,  the  s t eepes t  
descent method provides a use fu l  addi t ion  t o  t h e  optimizer 'a "bag-of-tricks". 
I n  
Uiscussion of the  Program 
Severa l  opt ions have been provided f o r  t he  user  of t he  steepest descent 
opt imizat ion subrout ine OPT6. Some of these have t o  do with the manner i n  
which the  elements of the  grad ien t  vec tor  are computed. A f i r s t  opt ion pro- 
v ides  f o r  the  normalization of the  elements by d iv id ing  the  change i n  the  
va r i ab le  by the  magnitude of t he  va r i ab le .  This f e a t u r e  may be use fu l  where 
the  magnitudes OE the  va r i ab le s  encompass a wide range. 
mits the  per turba t ion  of the  va r i ab le s  used t o  compute the  grad ien t  t o  be? made 
A second opt ion per- 
as a f r a c t i o n  of t h e  a c t u a l  cu r ren t  va lue  of the  variable, o r  as a f r a c t i o n  of 
t h e  to ta l  range permit ted f o r  t he  va r i ab le .  
available: acce le ra t ion  of t h e  s t e p  s i z e  following success fu l  s t e p s ,  thus,  i n  
e f f e c t  providing an automatic s t e p  s i z e  adjustment f ea tu re ;  one-dimensional 
search  i n  t h e  grad ien t  d i r e c t i o n  u n t i l  a minimum is found; d i f f e r e n t  types of 
The following opt ions are a l s o  
p r i n t o u t  t o  
opt ions  and 
NOPT(4,l) - 
NOPT(4,2) - 
document the  progress  of t h e  s t r a t e g y .  The d e t a i l s  of t he  var ious 
parameters follow: 
This opt ion i s  used t o  determine whether o r  no t  normalization of 
t he  elements of t he  grad ien t  vec tor  is des i red .  I f  the  opt ion is 
set t o  0, then, i f  we l e t  k = AylAx, the  elements of the  g rad ien t  
vec to r  are found by the r e l a t i o n  
i 
(6D. 3) 
Thus, t he  components of d are unnormaliaed, although the  magnitude 
of the  - r) vec to r  i n  n-space is set t o  uni ty .  
t o  1, then the  q u a n t i t i e s  k are determined os Ay/(Ax/x). Equation 
(3) is again used t o  f i n d  the  components d I n  t h i s  case the  com- 
ponents of - D are normalized wi th  r e spec t  to t h e  magnitude of t h e  
va r i ab le s .  
This opt ion determines the  manner i n  which the  quant i ty  Ax is  com- 
puted. I f  i t  is set t o  0, then t h e  statement 
i 
I f  t he  opt ion  is  set 
i 
i" 
DXX P (XU(1) - XL(I)) * PARAM(6,1) 
I) 
is used (where DXX is t h e  v a r i a b l e  used f o r  Ax). 
t i o n  is propor t iona l  t o  the  s p e c i f i e d  range of x 
is  set  t o  1, then the  s ta tement  
Thus the  perturba- 
I f  t he  opt ion io 
= X ( I )  * PARApI(6,l) 
is used, I n  t h i s  case, i f  the  magnitude of X(1) is very small, such 
a Computation would g ive  a per turba t ion  which might be too small, 
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To avoid t h i s ,  i f  the  magnitude of x is  less than 0.01, the  per- i 
turba t ion  v a r i a b l e  DXX: is simply set equal  t o  P 
MOPT(6,3) - This  opt ion  provides  f o r  d i f f e r e n t  types of p r in t ed  output .  Zf 
i t  is set t o  0, only success fu l  s t e p s  are recorded i n  the  output.  
I€ i t  is sat  t o  1, then the  success fu l  s t e p s  are p r i n t e d  only i f  
the  acce le ra t ion  s t e p  s i z e  opt ion is i n  e f f e c t ,  a f t e r  which a p r in t -  
out  occurs whenever ITER is a mul t ip l e  of t he  value of PARBM(6,6). 
If t h e  opt ion is se t  t o  2, then p r i n t o u t  occurs a t  every s t e p .  
NOPT(6,4) - ”his opt ion provides f o r  acce le ra t ion  of the  s t e p  s i z e  t o  rein- 
fo rce  a series of success fu l  s t e p s ,  
s i z e  w i l l  be mul t ip l i ed  by PARAM(6,S) a f t e r  each success fu l  itera- 
t ion.  I f  i t  is se t  to 1, no such acce le ra t ion  w i l l  take place,  I f  
NOPT(6,4) is i n i t i a l l y  set t o  0, then, when t h e  f i r s t  reduct ion i n  
s t e p  s i z e  is made by t h e  subrout ine,  NOPT(6,4) is set t o  1, and an 
“Acceleration Stopped” message is pr in t ed .  
I f  i t  is set t o  0, the  s t e p  
NOPT(6,S) - If t h i s  v a r i a b l e  is set t o  1, the  opt ion  a t t e m p t s  t o  improve the  
speed of convergence by making a d d i t i o n a l  s t e p s  i n  the  g rad ien t  
d i r e c t i o n  u n t i l  t he  e r r o r  no longer decreases.  If i t  is set t o  0, 
no such one-dimensional search is made, 
P ~ ( 6 , l )  - This parameter s p e c i f i e s  the. per tu rba t ion  s i z e  used t o  change the  
variables when computing the elements of t he  g rad ien t  vec tor .  It 
is set to  0.0001 i f  no t  read in .  
(6,2) - This parameter s p e c i f i e s  t he  i n i t i a l  s i z e  of the  s t e p  made i n  the  
g rad ien t  d i r ec t ion .  It  is used t o  mult iply the  elements of the  
g rad ien t  vec to r  - D. It is set  t o  0.05 i f  no t  read i n ,  
( 6 , 3 )  - This parameter s p e c i f i e s  t he  minimum value permit ted f o r  t he  s t e p  
s i z e .  
value,  opt imizat ion is stopped, and the  subrout ine r e tu rns  con t ro l  
t o  the  main program. 
i t  is not  read in .  
If an attempt is made t o  reduce the  s t e p  s i z e  below t h i s  
The parameter is i n i t i a l i z e d  t o  1,OE-06 i f  
(6,4) - This parameter s p e c i f i e s  the f a c t o r  used i n  reducing the  s t e p  s i z e  
*It a f t e r  an unsuccessful  move i n  t h e  negat ive g rad ien t  d i rec t ion .  
is set t o  0.8 if n o t  read  in .  
(6,s) - This parameter s p e c i f i e s  the  acce le ra t ion  f a c t o r  which is w e d  to 
increase  t h e  s t e p  s i z e  when ~ Q ~ T ( 6 , 4 )  is 0, I t  is i n i t i a l i z e d  eo 
33 
1.25 
PAKAF1(6,6) - This 
made 
unless  some other  value is read in .  
parameter determines 
i f  NOPT(S,3) is set t o  1. 
the  i t e r a t i o n s  at which p r in tou t  is  
I n  t h i s  case, p r in tou t  of t h e  
va r i ab le s ,  t h e  elements of the  grad ien t  vector ,  the  s t e p  s i z e ,  
and the  e r r o r  is de at any i t e r a t i o n  which is an even mul t ip le  
(6,6). The parameter is i n i t i a l i z e d  t o  20; thus,  p r in t -  
o u t  w i l l  normally occur a t  t h e  following values  of ITER: 20, 40, 
60, etc, Any o ther  des i red  va lue  of t h i s  parameter may be read i n ,  
A l i s t i n g  and a flow chart f o r  t h e  subrout ine OPT6 w i l l  be found i n  the  
Appendix of t h i s  report .  
Resul ts  
Tests were made t o  determine the  e f fec t iveness  of the  program i n  so lv ing  
tes t  problems 1 and 2, The da ta  f o r  these  t e a t s  is  itemized i n  Table 4D. Soma 
n t s  on the  d i f f e r e n t  runs follows: 
Run 1 - This and the  following two runs were made on test problem ]I. 
i t e r a t i o n s ,  the  e r r o r  was reduced from 23.89 t o  3.98, Another 100 i t e r a t i o n s  
only reduced the  e r r o r  t o  3.80, i l l u s t r a t i n g  the  slow convergence of t he  s t e e p e s t  
descent method as i t  approaches a minimum. 
Run 2 - This run w a s  s t a r t e d  a t  a point  considerably f u r t h e r  removed from a known 
optimum than the  preceding run. The o r i g i n a l  e r r o r  w a s  67751. 
t ions ,  however, t he  e r r o r  had been reduced t o  c383, considerably below t h a t  
obtained from the  b e t t e r  i n i t i a l  point  which w a s  used i n  Run 1. This type of 
behavior is frequent ly  observed i n  the  s t e e p e s t  descent method, consequently, 
I n  100 
After  200 itera- 
i t  may advantageously be used when a good i n i t i a l  s t a r t i n g  point  is unknown. 
Run 3 - The s t a r t i n g  po in t  for t h i s  run w a s  even poorer thaa the  one used f o r  
the  preceding run. The i n i t i a l  e r r o r  was 275040. Afte r  200 i t e r a t i o n s  t h e  
e r r o r  had been reduced t o  .851. 
R u n  4 - This run was made on problem 2. 
i t e r a t i o n s ,  the  e r r o r  had been reduced t o  188, but  the  convergence was very slow. 
The i n i t i a l  e r r o r  w m  43546, Af te r  200 
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TABLE 6D - TEST RESULTS FOR OPT6 
Problem 
PARAM(6,l) 
P A W  (6,Z ) 
P A W (  6,3) 
PARAM( 6,5 ) 
PARAM( 6 , 6 )  
PARAM(6,4) 
MOPT(6,l) 
NOPT(6,2) 
NOPT(6,3) 
NOPT( 6,4) 
NOPT( 6,5) 
ITMAX 
ERMIN 
Or ig ina l  Error  
F i n a l  Error  
I t e r a t i o n s  
1 - 
1 
1. 
1. 
1. 
1. 
1. 
. 01 . 01 . 01 . 01 
* 01 
1.5 
1.5 
1.5 
1.5 
1.5 
. O O O l  
.05 
l.E-06 
.8 
1.25 
20. 
0 
0 
1 
0 
0 
2 00 
.001 
23.89 
3.80 
2 00 
1.03 
.753 
1.50 
,753 
1.03 
2 - 
1 
10. 
10. 
10. 
10. 
10. 
0. 
0. 
0. 
0. 
0. 
20. 
20. 
20. 
2 0. 
20. 
.0001 
4. 
l.E-06 
.8 
1.25 
20. 
1 '  
0 
1 
0 
0 
2 . oai 
6.77E-t-04 
.383 
2 00 
.695 
1.05 
1.61 
1.05 
.695 
3 - 
1 
100. 
100. 
100. 
100. 
100. 
0. 
0. 
0.  
0. 
0. 
200. 
200. 
200. 
200. 
200. 
4 - 
2 
1. 
1. 
1. 
1. 
1. 
* 01 
* 01 . 01 
. O l  . 01 
1.5 
1.5 
1.5 
1.5 
1.5 
0 0001 . O O O l  
4. .05 
l.E-06 l.E-06 
.8 .8 
1.25 1.25 
20. 20. 
1 0 
0 0 
1 1 
0 0 
0 go 
2 00 2 00 
. O O l  .OOl 
2.75E+05 4.35E-t.04 
.851 188 
2 00 200 
. 7 7 l  .1289 
1.07 .999 1 
1.29 .1289 
1.07 * 999 1 
e 7 7 1  * 9 154 
CP Time 
E. NEWTON-RAPNSON OPTIMIZATION SUBROUTINE OPT7 
Theory 
The Newton-Baphson opt imizat ion s t r a t egy  is a well-known method of mini- 
mizing a given func t iona l  re la t ionship .  
concept of the  Newton-Raphson approach. 
is defined, and t h a t  i t  is des i red  t o  f ind  the  value of x which s a t i s f i e s  the 
re la  t i on  
F i r s t  l e t  us review the b a s i c  ( sca l a r )  
To do t h i s ,  suppose t h a t  a funct ion g(x) 
g(x) = Q (6E. 1) 
It i s  assumed t h a t  t he  process is s t a r t e d  a t  some xo which does not  s a t i s f y  (1) .  
I f  x is a poin t  i n  the  v i c i n i t y  of xo, w e  may w r i t e  t h e  Taylor expansion 1 
(6E.2) 1 0 0 0 &(X ) 5 s  &(X ) 3. E ' ( X  ) (X' - X ) + 
0 0 where g f ( x  ) is the  de r iva t ive  g ( x )  evaluated a t  x = x . 
only t h e  f i r s t  two terms are present  i n  the  series given i n  (2), and we may 
s e l e c t  x 
I f  g(x)  is l i n e a r ,  
1 1 so t h a t  g(x  ) = 0 by using the r e l a t i o n  
This is the  w e l l  known Newton-Raphson formula. I n  p rac t i ce ,  for funct ions which 
are not  l i n e a r ,  i f  the  process converges, the  value x is a b e t t e r  so lu t ion  t o  
(I) than x is, and the method may be continued i t e r a t i v e l y ,  u n t i l  t he  des i red  
degree of accuracy is obtained. 
w e l l  documented i n  the  l i t e r a t u r e .  
1 
0 
The convergence p rope r t i e s  of t h i s  approach are 
To apply the b a s i c  Mewton-Raphson method t o  the  problem format used in t h i s  
r epor t  i t  is f i r e t  necessary t o  convert  the  s c a l a r  formulation lof the  Newton- 
Raphson method t o  a matr ix  format. 
t i o n a l  r e l a t ionsh ip  g(h,X), where - X is  an n-vector with elements xi. 
assme t h a t  t he re  are a l s o  spec i f i ed  n values h of t he  independent va r i ab le  h ,  
thus w e  may def ine  an n-vector six) with elements gi, where g 
express a Taylor Se r i e s  f o r  t h i s  n-vector, w e  def ine  the Jacobian matr ix  J(X),  
an n x n matr ix  with elements 
L e t  us now assume t h a t  w e  have a s c a l a r  func- 
L e t  us 
i 
= g(hi,z). To i 
-' - 
Our problem is now t o  f i n d  a so lu t ion  t o  the  vec tor  equation 
-- G(X) = 0 (6E.5) 
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0 1 I f  X is Borne po in t  i n  n-space which does not  s a t i s f y  (51, and i f  X is sme 
po in t  i n  the  v i c i n i t y  of X , then the  matrix equiva len t  of the  Taylor Se r i e s  
- - 
0 
._ "- en i n  (2) is 
. x  
, (6E.6) 
I f  - G ( 2 )  is  a l i n u a r  funct ion of 11, only the  first two terms of the series given 
i n  (6) are present .  
requi res  t h a t  
1 I n  t h i s  case w e  may select X1 so  t h a t  -I G(X ) = 0. This  
(6E. 7) 
J u s t  as was t rue  i n  the  scalar case, i f  -- G(X) is not l j n e a r ,  then the i t e r a t i v e  
appl ica t ion  of (7) provides values  of 2 which are c lose r  t o  the  vector  s a t i s f y i n g  
( 5 )  with in  the l i m i t s  of the  convergence of t h e  method. 
extended t o  t h e  case where i t  is  desired t o  f i n d  an n-vector c X such t h a t  t he  
This approach is e a s i l y  
a n t i t i e s  gi approach some spec i f i ed  values  r which may not  be zerb. L e t  us 
and an e r r o r  vec to r  c- E(X) with 
i 
with elements r in@ a requirement n-vector 
mants e These are r e l a t e d  by the  expression 
i 
1' 
te t h a t  s i n c e  I R is not  a funct ion of 2, 
ame as the  Jacobian of 
) i n  terms of the  PO e. W e  ob ta in  
e same l o g i c  as used previously appl ies  va lue  of 2 such 
1 t h a t  -- E(X ) = - 0, g iv ing  
We may 
a=, .
now def ine  a change vec tor  by the  r e l a t i o n  
- x1 = xo 4- - a
0 is the vector  which m u s t  be  added t o  X t o  decrease - 
(6E. 10) 
(6E. 11) 
he magnitude of the  
eeements e% of the e r r o r  vec tor  -- E(X). From (10) w e  see t h a t  
- A = - [J(X0)]-' -- -- E(X) (6E. 12) 
Thus, t he  elements of - A are found by so lv ing  a set of simultaneous equations.  
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As w a s  t r u e  i n  the  scalar case, i f  E(s) is not  a l i n e a r  funct ion of 2, the  approach 
defined above may be i t e r a t i v e l y  appl ied t o  determine the  elements of the  vec tor  
- X which produce values  of the  func t iona l  r e l a t ionsh ip  g(hi&) which approach the  
s p e c i f i e d  requirements r wi th in  the  l i m i t s  of t he  convergence p rope r t i e s  of t he  
method. 
2 the  Jacobian matrix, then n evaluat ions of t he  func t iona l  r e l a t ionsh ip  are required 
f o r  each i t e r a t i o n .  I n  addi t ion ,  each i t e r a t i o n  requi res  the  so lu t ion  of a set  of 
simultaneous equations of order  n. Thus, t h e  Newton-Raphson opt imizat ion s t r a t e g y  
requi res  considerable computing e f f o r t  per  cycle  of operations.  
a minimum, however, the  convergence of t h i s  method is  very rapid,  and the  s t r a t e g y  
is  very use fu l  i n  such cases. 
i 
It  should be noted t h a t  i f  per turba t ion  techniques are used t o  determine 
I n  t h e  region of 
To apply the  Newton-Raphson method as descr ibed above i t  is necessary t h a t  t he  
number of requirements be equal  t o  t h e  number of va r i ab le s  i n  t h e  problem. The 
b a s i c  method is e a s i l y  modified t o  take account of t he  case where the  number of 
requirements is g r e a t e r  than t h e  number of va r i ab le s  i n  the  problem. 
w e  may f i r s t  def ine  a scalar e r r o r  cri teria y(X) by the r e l a t i o n  
To see t h i s ,  
where the  wi are the  weightings given t o  the  var ious e r r o r s  e 
the  func t iona l  r e l a t ionsh ip  g(h,X) - is  l i n e a r  i n  5, then a change i n  n-space from 
the  p o i n t s  t o  the  p o i n t 2  i- 4 w i l l  produce a change i n  the  func t iona l  r e l a t ionsh ip  
which may be expressed as 
I f  w e  assume t h a t  i' 
where the q u a n t i t i e s  a 
ji, are t h e  elements of the  n x n Jacobian matr ix  - J. 
an expression f o r  t he  new e r r o r  y@+&) .which r e s u l t s  a t  t h e  new po in t  i n  n-space. 
Thus w e  ob ta in  
are the  elements of t he  n-vectorf l ,  and the  q u a n t i t i e s  i 
We may use (14) t o  determine 
(6E. 15) 
This new e r r o r  may be minimized by s e t t i n g  the  p a r t i a l  de r iva t ives  of y(X+A) -- with 
respec t  t o  the a equal  t o  zero. Thus w e  may write a set of n equations defined a8 
j 
3 
a Y  CZ++A nh n 
( C % jik f ei) = 0 ( j=1 ,2  ,..., n) (6E.16) 
Thus, t he  equations may 
wij i j  k=l j is1 a a  
The unknown i n  these  n equations are the  elements %. 
be solved t o  f i n d  the  n-vector A which may be used t o  improve the  po in t  i n  n-spa 
defined by 3 so as t o  reduce the  s c a l a r  e r r o r  cr i ter ia  y(X). - 
(15) are more compactly expressed i n  matrix nota t ion  as 
The r e l a t i o n s  of 
A = - [J@> J(5) 1 - l  J@) E(59 (6E. 1 7 )  
where - W is a diagonal matr ix  of order  % with elements wie 
respec t  t o  the  convergence of t h i s  modif icat ion of t he  Newton-Raphson approach 
are similar t o  those given f o r  the  b a s i c  method. 
The observations with 
Frequently,  t h e  convergence of t h e  Newton-Raphson method is improved by 
mult iplying the  elements of the  change matrix - A by a scalar ob which is  less than 
un i ty ,  before  computing the  new values of t he  elements of E. 
values  of - X are given by the  expression X4- a& 
has been included i n  t h e  OPT7 subrout ine.  
Discussion of the  Program 
Thus t h e  improved 
A provis ion f o r  t h i s  operat ion 
' 
The d i g i t a l  computer program OPT7 which implements t h e  r e l a t i o n s  presented 
i n  the  preceding paragraphs has  two main paths .  
sp lves  the set of simultaneous equations L(2) 
where n is g r e a t e r  than u, so lves  the  set of simultaneous equations 
~ J ( x ) ~  L- - I -  w J ( X ) I  A subrout ine  f o r  so lv ing  simultaneous equations 
is included as p a r t  of the program. Because of the  tendency of the Newton-Raphson 
algorithm t o  diverge f o r  l a rge  s t e p  s i z e s  when i t  is  no t  near  a minimm, a f ea tu re  
has been included i n  t h e  program which at tempts  t o  f ind  a path through d i f f i c u l t  
t e r r a i n  by successively halving the  elements of t h e  change matr ix  a& 
of t h i s  f e a t u r e  are permitted before  the  program gives  up. I f  success  is achieved 
on any of these reduced s t e p  s izes ,  then the  s t e p  s i z e  is re s to red  t o  its o r i g i n a l  
va lue  before  proceding with t h e  next i t e r a t i o n  of t h e  program. 
been found t o  be use fu l  i n  several of the  t t ; i a P l  problems. 
One, f o r  the  case where n = \, 
= -E(X). - The other ,  for t h e  case 
h 
= -J(Z)~ --- w E(x).  
Three cycles  
This f e a t u r e  has 
The parameters and opt ions provided f o r  the  user  of OPT7 are: 
NOPT(7,l) - If t h i s  opt ion is set t o  1, extended p r in tou t  is provided a t  each 
s t e p  of t h e  opt imizat ion proceea. 
t he  values  of the  va r i ab le s  \ and t h e  value of the  e r r o r  (It each 
s t ep .  
The normal p r i n t o u t  cons i s t s  of 
The 2 matrix i.$ a l s o  p r in t ed  when a r e tu rn  is made t o  the 
main program from OPT7. 
P M ( 7 , l )  - The per turba t ion  f a c t o r  used i n  ca l cu la t ing  the  elements of the  
mat r ix  - J. A va lue  of .0001 is s e l e c t e d  f o r  t h i s  parameter i f  a 
value is no t  provided by RDOPT. 
P W ( 7 , 2 )  - The f a c t o r  Q used i n  determining the  s i z e  of the  s t e p  t o  be made, 
i .e.,  the  i n i t i a l  quant i ty  used t o  mult iply the  elements of the  
m a t r i x &  
provided from RDOPT. 
A value of 0.8 is se l ec t ed  unless  some o the r  value is 
39 
I 
A l i s t i n g  and a flow char t  f o r  subrout ine OPT7 may be found i n  the  Appendix 
off t h i s  repor t .  
u s u  1 t 9 
Tests were made t o  determine the  e f f ec t iveness  of t h i s  optimization stra- 
tegy i n  so lv ing  test problems 1 and 2. 
The numerical da t a  f o r  t he  runs is tabulated i n  Table 6E. 
Some comments on t h e  runs are given below. 
Run 1 - T h i s  and t h e  following th ree  runs were made on problem 1. 
at  a poin t  q u i t e  c lose t o  a known optimum. I n  three  i t e r a t i o n s  t h e  e r r o r  w a s  
reduced fram .1256 t o  1.407E-04, demonstrating t h e  rap id  convergence of t he  Newton- 
Raphacon method. I t  should b e  noted t h a t  s i n c e  t h i s  problem has only f i v e  va r i ab le s  
but has seven cons t r a in t s  , the  %on-square** Eeature of the  Newton-Raphson program 
is u t i l i z e d .  
-- Run 2 - The s t a r t i n g  po in t  used f o r  t h i s  run was a poorer one than t h a t  used f o r  
run 1. The i n i t i a l  e r r o r  w a s  58.99. After 8 i t e r a t i o n s ,  convergence stopped. The 
This run s t a r t e d  
used i ts  i n t e r n a l  capacity cing t h e  s t e p  s i z e  from an o r i g i n a l  
onvergence, but a f u r t h e r  reduction va lue  of 0.8. A value of 0.4 d id  not 
to  0.2 was sa t io fac to ry .  Following t h  s f u l  i t e r a t i o n  (with s t e p  s i z e  of 
0.21, the s t e p  s i z e  w a h  r e s to red  t o  i t  
'verged t o  a minimum of 6.4493-05 i n  a 
s t e p  d i m  a t  0.2 required a t o t a l  
1 value of 0.8, and the  program con- 
10 i t e r a t i o n s .  A run made leaving 
erations t o  reach a f i n a l  e r r o r  of 
8.9793-04, demonstrating the  importance o or ing  t h e  s t e p  s i z e ,  A ddfferen t  
f i n a l  po in t  w a s  reached than was reached 1. 
I__ Run 3 - A d i f f e r e n t  s t a r t i n g  po in t  f r o  
run, The i n i t i a l  e r r o r  wkua 20.17. The s reduct ion algorithm was required on 
the  f i r s t  s t e p  t o  achieve convergence. Af 
s i z e  of 0.2, t h e  program converged successfu l ly  with the  0.8 s t e p  size. 
of the  above runs was used f o r  t h i s  
a success fu l  i t e r a t i o n  with a s t e p  
After  9 
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Problem 
1 - 
1 
.71. 
1.61 
.89 
1.39 
.61 
.OOOl 
.8 
1 
50 
. O O l  
.1256 
1.40 7E-04 
3 
e 7145 
1.591 
.8980 
1.405 
.5902 
T W  6E - TEST EtESULTS FOR OPT7 
2 - 
1 
.8 
1.5 
1.0 
1.5 
- 7  
* 0001 
.8 
1 
50 
. O O l  
58.99 
6.45Et-05 
10 
1.339 
I . .  015 
1.231 
I. 187 
.4258 
3 - 
1 
.6 
1.7 
1.0 
1.3 
.5 
. ow1  
.' 8 
0 
1.5914 
8986 
4 - 
1 
1. 
1. 
1. 
1. 
1. 
. O O O l  
.8 
0 
50 
l.E-08 
23.89 
23.89 
5 
1. 
1. 
1. 
1. 
1. 
5 - 
2 
. 11 
1.15 
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i t e r a t i o n s  the  e r r o r  w a s  1.908E-04 (less than the ,001 used as a genera l  mark 
of success) ,  
apparent from t h e  next two i t e r a t i o n s ,  (10 and 11) i n  which t h e  e r r o r  w a s  reduce 
t o  2.213E-OS ( l e s s  than .OOOOl). Addit ional  i t e r a t i o n s ,  however, were ab le  t o  
improve the. e r r o r  only s l i g h t l y .  Af te r  23  i t e r a t i o n s  the  e r r o r  was 1.7483-06, 
a poor increase  for t he  add i t iona l  computing expended. 
a reduction of the  s t e p  s i z e  t o  0.1 f a i l e d  t o  improve the  e r r o r ,  
was similar t o  t h a t  found i n  run 1. 
- Run 4 - The s t a r t i n g  po in t  used f o r  t h i s  run illustrates t h e  complexities of hyper- 
The apddity of convergence i n  t h e  region of a minimum i s  readi ly  
The program stopped a f t e r  
The f i n a l  po in t  
e. The o r i g i n a l  e r r o r  w a s  less than t h a t  encountered i n  run 2, but no conver- 
gence w a s  obtained by decreasing the  i n i t i a l  s t e p  skze of 0.8 t o  0.4, 0.2, o r  0.1. 
Other tries were made t o  optimize t h i s  s t a r t i n g  point  with i n i t i a l  s t e p  s i z e s  of 
.l, .01, and .001 wPth no success.  Ckanging the per turba t ion  s i z e  t o  1.E-06 a l s o  
had no e f f e c t .  
Run 5 - This and t h e  following run were ma 
was f a i r l y  c lose  t o  a known minimum, and t n i t i a l  e r r o r  was 523.2. I n  6 itera- 
t i ons  the  e r r o r  had been reduced t o  9,459E-05. 
n problem 3. The s t a r t h g  poin t  
--i-- 
6 - This run w a s  also made on proble u t  with a s t a r t i n g  po in t  somewhat 
f u r t h e r  removed from the known minimum, is case the i n i t i a l  e r r o r  w a s  1.255E-t.05, 
I n  3 i t e r a t i o n s  the  e r r o r  had been redu 
f a i l e d  to converge desp i t e  reduct ion of t 
1.040E+Q5. 
ep s i z e  t o  the  allowed minimum of 0.1. 
A t  t h i s  po in t  t he  method 
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F, FLECTCHER-POWELL OPTIMIZATION SUBROUTINE OPT9 
Theory 
The Fletcher-Powell opt imizat ion s t r a t e g y  is one of the  most u se fu l  and 
genera l  methods cur ren t ly  ava i lab le .  I n  the  v i c i n i t y  of a minimum, i t  demonstrates 
a r ap id  convergence which is comparable t o  t h a t  of t h e  Newton-Rslphson approach. 
The Fletcher-Powell method, however, has a considerable advantage over the  Newton- 
Raphson method i n  t h a t  i t  w i l l  a l s o  converge from i n i t i a l  po in t s  i n  n-apace which 
are remotely loca ted  with respec t  t o  a minimum. Thus, i t  may be appl ied d i r e c t l y  
t u  problems i n  which t h e  gene ra l  area of an optimal s o l u t i o n  poin unknown. A 
c~mpar ison  of t he  computational e f f o r t  requi red  by the  two method of i n t e r e s t .  
The major computational e f f o r t  r equ i r e  ??le tcher-Powell method 
e A second mador comput t i o n  of the  g rad ien t  of t h e  e r r o r  
o r t  is t h e  determination of the  m i  one-dimensional search which is 
at  each i t e r a t i o n ,  The combinati g rad ien t  determination and the  
me-dimensional search  toge ther ,  howev i n  genera l ,  requi re  considerably 
Zess computational e f f o r t  than t h a t  r 
&=ton-Raphson approach. 
determine the  Jacobian i n  the  
The genera l  theory of t he  Fletcher-P method begins by assuming t h a t  t he  
, has the form calar error c r i t e r i o n  y(X) is  quadrat  
Y(X) = y(0) -t 2 - - -  XtD X (6F. 1) 
where X is the  n-vector containing as ele 
is a column matrix of f i r s t  p a r t i a l  de r iva t ives ,  and zis a square matrix of second 
p a r t i a l  der iva t ives  of y ( s )  with respec t  t o  the  va r i ab le s  xi. 
o$ t h e  func t ion  y(X) - is read i ly  found t o  be 
the  values  of t h e  varjlables xi, C 
The gradien t  P(X) -
- - 
(6F.2) 
Solving (2) f o r  t he  po in t  i n  n-space a t  which a l l  t h e  elements of the  grad ien t  
vec tor  -- P(X) are i d e n t i c a l l y  zero,  we obta in  
e X = -D-’C -  (6F, 3) 
Equation (3) def ines  the  po in t  i n  n-space a t  which a minimum is found. Thus, it 
is necessary t h a t  the  q u a n t i t i e s  - C and - D - l  be known t o  f i n d  the  minimum. I n  t h e  
Fletcher-Powell method, the  mat r ix  - D-’ is found by an i terative process. This 
process cons i s t s  of i n i t i a l i z i n g  a matr ix  t o  the  i d e n t i t y  matrix, and then applying 
an algorithm (which is described below) t o  i t e r a t i v e l y  modify the  elements of the  
b 
.ti 
-1 - matrix so t h a t  they approach those of the  matr ix  I D 
only requi res  computation of t he  grad ien t ,  i t  may be shown tha t  i t  has "second- 
order' ' convergence, and, if there  are n vardables xi' i t  w i l l  converge t o  a min 
mum i n  n cycles.  
. Even though t h i s  method 
I n  practice, the  e r r o r  funct ion is more l i k e l y  t o  be of t h e  form 
n 
(6F.4) 2 
h 
i=1 
Y ( g  = wi (gi - ril 
where t h e  q u a n t i t i e s  g 
Thus, t he  e r r o r  c r i t e r i o n  is usual ly  of considerably higher  degree than the  assumed 
quadra t ic  form given i n  (1). I n  such a case, although a minimum w i l l  no t ,  i n  gen- 
eral, be reached i n  n cycles ,  t h e  method has been found t o  y i e l d  exce l l en t  conver- 
gence f o r  a wide range of problems and i n i t i a l  po in ts .  
are the  values of some func t iona l  r e l a t ionsh ip  g(h,X). i 
The i terat ive process used i n  each cycle  of t he  Fletcher-Powell opt imizat ion 
s t r a t e g y  cons is t s  of the  following s t eps :  
1. Determine the g rad ien t  p(S) a t  the  cur ren t  po in t  defined by t h e  
vec tor  5 i n  n-space. 
ments p = ay(X)/a% of the  vec tor  E@).  
Compute a search d i r ec t ion  vec tor  S(X) using t h e  r e l a t i o n  
This requi res  t h e  determination of the  ele- 
k 
2. -- 
_ -  S(X) - -A- H P(X) (6P. 5) 
3. Make a one-dimensional search i n  t h e  d i r ec t ion  spec i f i ed  by S(X) 
s t a r t i n g  from the cu r ren t  po in t  X, u n t i l  a minimum i n  t h e  e r r o r  
c r i t e r i o n  is found. I f  w e  l e t  a be  the  d is tance  t o  the  minimum 
i n  t h e  -- S(X) d i rec t ion ,  then we d e s i r e  t o  f i n d  
-- 
(6F. 6) 
4. 
5. 
Replace the  cur ren t  values of - X with the values  2 + as. -
Compute the  grad ien t  - -  P'(X) a t  the  new value of e X, and def ine  -- Y(X),
t he  d i f fe rence  bqtween the  new gradien t  and the  o ld  grad ien t  by 
the  r e l a t i o n  
- Y(Z) = - -  P'(X) - -- P(X)  (6B * 7) 
6.  U s e  the  following r e l a t i o n s  t o  determine the  square matrices - A and 
- B ( the  func t iona l  no ta t ion  has  been dropped f o  compactness of 
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representa t ion) :  
s St a A = -  -- 
St Y - -  
(6F.8) 
(6F.9) 
7. Determine a new matrix - B' by the  r e l a t i o n  
H ' = H + A + B  - - I -  (6F. 10) 
8. Store  - P' as 
The s t e p s  described above may be continued un t i l  the  e r r o r  has  been reduced 
below some des i red  minimum value.  I t  is assumed t h a t  the matr ix  2 has been i n i -  
t i a l i e d  t o  the  i d e n t i t y  matrix before  the  s t a r t  of the  i terative procedure. 'The 
praof of t h e  convergence of t h i s  method 
paper and i n  t h e  o the r  papers l i s t e d  i n  the  
Diecussion of the. P r o g r e  
and fi' as _H, and r e t u r n  t o  s t e p  2. 
be Eound i n  the  F le tcher  and Powell 
ference sec t ion  of t h i s  tepor t .  
The d i g i t a l  computer program OPT9 whJ-ch &mplements t he  Fletcher-Powall op t i -  
mization s t r a t e g y  adheres c lose ly  t o  the procedure out l ined  i n  the  preceding 
discussion. It d i f f e r s  from the  o r i g i n a l  d, presented by Fle t che r  and 
P o w e l l  i n  the  d e t a i l s  of the  manner i n  e one-dimensional search is  con- 
ducted. f f i t t i n g  a quadra t i c  polynomial 
t o  the curve, and determining the  minimum t h i s  polynomial. T o  do t h i s  the  
e r r o r  funct ion y(X) is evaluated a t  a @e po in t s  taken i n  a d i t e c t i o n  
determined by t h e  search vec tor  -- S ( X ) ,  u n t i l  rrhree successive po in t s  54- $3, 
- X + bg, and A 3. c .  are found which s a t i s f y  the r e l a t i o n s  
The method implemented here  cons 
If w e  then assume t h a t  t he  e r r o r  c r i t e r i o n  can be expressed i n  the  form 
(6F. 13) 2 y - a. + ala + a2& 
where a is the  d is tance  measured i n  the  SG) d i r e c t i o n ,  then the: values  of the  
constants  a 
so lv ing  the  set of equations 
- 
al, and a may be found from t h e  q u a n t i t i e s  a, b, and c, by f i r s t  0' 2 
1 
1 
1 
a 
b 
C 
a 
b2 
2 
C 
- 
0 a 
al 
a2 
m s  (6F. 14) 
Y.(.x + c q  
The value of a a t  which t h e  minimum occurs is then found from t h e  constants  
and a by the  r e l a t i o n  al 2 
a 5 -a1/2a2 (6F. 15) 
The procedure described above readi ly  f i n d s  t h e  minimum of the  e r r o r  func- 
t i o n  when t h e  values  of a, b, and c have been determined so t h a t  (11) and (12) 
are s s t i s f i h d .  To determine these  values ,  successive s t e p s  are made i n  the  
-I S(X) d i rec t ion ,  and the  e r r o r  func t ion  is evaluated a f t e r  each s t e p .  The pro* 
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cedure for making these  s t e p s  is s t a r t e d  by computing an i n i t i a l  s t e p  s i z e .  
is taken as the  smallest of the  rec iproca ls  of t he  magnitude of t he  elements of 
-- S(X) ,  o r  uni ty ,  whichever is the  lesser. 
produce a lower e r r o r ,  i t  i s  assumed t h a t  i t  is too l a rge ,  and it is  halved and 
the  e r r o r  is recomputed. 
which does give  a lower value of the  e r r o r  ( i n  which case, a quadra t ic  curve is  
f i t t e d  as described above) o r  u n t i l  t he  number of reduct ions of the  i n i t i a l  s t e p  
s i z e  exceeds some s p e c i f i e d  number. I n  t h i s  la t ter  case i t  is assumed tha t  t he  
topology is too i r r e g u l a r  t o  permit convergence, and the  e n t i r e  algorithm is  
r e s t a r t e d  by r e s e t t i n g  I H t o  the  i d e n t i t y  matrix. 
g i n a l  Fletcher-Powell a lgori thm has been found use fu l  i n  speeding t h e  convergence 
of problems i n  which t h e  topology of the  e r r o r  su r face  is extremely i r r e g u l a r .  
If a s t e p  made using t h e  i n i t i a l  s t e p  s i z e  does produce a lower e r r o r ,  then the  
s t e p  is doubled on each succeeding evaluat ion,  u n t i l  no f u r t h e r  decrease i n  the  
e r r o r  is obtained,  at which t i m e  a quadra t ic  curve is f i t t e d  t o  the  most recdlnt 
th ree  points .  If no minimum i g  found a f t e r  a predetermined number of s t e p  size 
increases, the  f a r t h e s t  po in t  in the  one-dimensional search is t r ea t ed  as the  
optimum, and the program procedes t o  the s t e p s  used t o  i t e r a t i v e l y  improve the  - H
matrix. 
This 
I f  t h i s  i n i t i a l  s t e p  s i z e  does not  
This procedure is continued u n t i l  a s t e p  s i z e  i e  found 
This modif icat ion of t he  or i -  
The parameters and opt ions provided f o r  t h e  user of OPT9 are: 
PARAM(9,l) - The per turba t ion  f a c t o r  used i n  computing t h e  grad ien t  -- P ( X ) .  This 
parameter is set t o  1.E-46 i f  a value is not  previously es tab l i shed  
i n  the  main program. 
PARAM(9,2) - The m a x i m u m  number of i t e r a t i o n s  allowed i n  the  one-dimensional 
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search. This parameter is se t  t o  10 i f  some o ther  value is not  
read i n .  
PAKAM(9,3) - The m a x i m u m  number of reset cycles  i n  which t h e  .-... H matrix is  rein-  
i t i a l i z e d  t o  the  i d e n t i t y  matrix. This parameter is set t o  3 
unless some o the r  value is read in .  
NOPT(9,l) - This opt ion provides f o r  t he  use of a sepa ra t e  subrout ine named 
ANLYD t o  be used t o  compute the  grad ien t  vec tor .  To use such a 
subrout ine NOPT(9,l) m u s t  be set  t o  1, Otherwise, per turba t ion  
techniques are used t o  compute the gradien t .  
NOPT(9,2) - This option provides f o r  th ree  levels of p r in tou t  i n  the  program. 
I f  i t  i s  set t o  0, t he  values of the  va r i ab le s  5, t h e  e r r o r ,  t he  
optimum s t e p  s i z e ,  and the  number of cycles  made i n  t he  one-dimen- 
s i o n a l  search w i l l  be p r in t ed  f o r  each i t e r a t i o n .  I f  it I s  set t o  1, 
then, in addi t ion ,  t he  d e t a i l s  of each cycle  of the one-dimensional 
search w i l l  be printed.  F ina l ly ,  i f  i t  is  set t o  2, the  A, and 
- H matrices w i l l  a l s o  be p r in t ed  f o r  each i t e r a t i o n ,  
is made from the program, the elements of t h e  - H matr ix  are p r i n t e d  
f o r  reference.  
When an e x i t  
A l i s t i n g  and a flow cha r t  of subrout ine OPT9 may be found i n  the Appendix 
of t h i s  r epor t ,  
Results 
Teste were made t o  determine the e f fec t iveness  of t he  Fletcher-Powell opt i -  
mization s t r a t e g y  &s r ea l l zed  by the  subrout ine OPT3 i n  so lv ing  test problems 1 
and 2. Some comments on some of the  d i f f e r e n t  runs which were made follow: 
I Run 1 - This and the  following four  runs were made on problem 1. 
a s t a r t i n g  poin t  known t o  be c lose  t o  an optimum, 
Af te r  th ree  i ter  ions the  error was reduced t o  8.55lE-05. The number of itera- 
t i o n s  is the  same I.W was used i n  run 1 made f o r  t he  Newton-Raphson OPT7 subprogram; 
however, t h i s  method requi res  only f i v e  evaluat ions of t he  ana lys i s  Subprogram 
per  i t e r a t i o n ,  p lus  a t o t a l  of 24 evaluatioals f o r  t h e  one-dimensional searches 
making a t o t a l  of 39 evaluat ions.  On the  o the r  hand, t h e  Newton-Raphson method 
required 35 evaluat ions pe r  cycle;  thus,  i t  needed a t o t a l  of 105 evalusltione f o r  
comparable r e s u l t s .  
This run used 
'She i n i t i a l  e r r o r  w a s  .1256. 
- Run 2 - This run used the  same s t a r t i n g  po in t  as was used f o r  t he  Newton-Raphson 
OPT7 subprogram (run 2). Again, t he  i n i t i a l  e r r o r  w a s  58.99. The f i n a l  e r r o r  of 
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7,121E-04 w a s  reached a f t e r  8 i t e r a t i o n s .  Forty evaluat ions of t he  ana lys i s  
funct ion were required i n  t h e  computation of the  grad ien ts ,  p lus  36 more €or 
the  one-dimmsional searches,  making a t o t a l  of 76. 
Raphson method required 350. 
- Run 3 - Another d i f f e r e n t  s t a r t i n g  po in t  w a s  t r i e d  f o r  t h i s  run. I n  addi t ion ,  
the  minimum e r r o r  des i red  was set t o  1.6-08, i n  an e f f o r t  t o  determine how f a r  
t he  Fletcher-Powell subrout ine would reduce the  e r r o r .  The i n i t i a l  e r r o r  w a s  
19.62. Af te r  21 i t e r a t i o n s  the  e r r o r  had been reduced t o  1.81315-06. A t  t h i s  
po in t ,  the  one-dimensional search w a s  unable t o  f i n d  a poin t  with a lower e r r o r  
a f t e r  t en  reduct ions of the  s t e p  s i z e .  
matrix, and another attempt w a s  made t o  reduce the  e r r o r ;  t h i s  a l s o  f a i l ed .  This 
run is  similar t o  run 3 made f o r  the Newton-Raphson OPT7 subrout ine,  and t h e  
By comparison the  Mewton- 
The W matrix ijas reset t o  the  i d e n t i t y  
r e s u l t s  are comparable. 
Run 4 - Another d i f f e r e n t  s t a r t i n g  poin t  w a s  t r i e d  f o r  t h i s  run. 
e r r o r  was 7899. After  3 i t e r a t i o n s  the  e r r o r  had been reduced t o  287.7. On the 
4th i t e r a t i o n ,  no improvement i n  e r r o r  was found i n  the  S vector  d i r e c t i o n  a f t e r  
10 reductions (each of 1/2) i n  s t e p  s i ze .  Thus, i t  can be assumed t h a t  t h e  topol- 
ogy of the  hypersurface w a s  such as t o  prevent  covvergence of t he  method. 
modification of t he  b a s i c  Fletcher-Powell algorithm re fe r r ed  t o  i n  the  descr ip t ion  
of the program, w a s  c a l l e d  a t  t h i s  po in t  t o  reset t h e  
matrix, i n  e f f e c t  r e s t a r t i n g  t h e  problem. 
smoothly, although on i t e r a t i o n  28 no minimum was found i n  the  one-dimensional 
search a f t e r  10 increases  (by a f a c t o r  of 2) of t he  s t e p  s i ze .  
t ions  the f i n a l  e r r o r  w a s  8.513E-04. 
The i n i t i a l  
The 
matrix t o  an i den t iy  
From t h i s  po in t  t he  method converged 
After  36 itera- 
_I_ Run 5 - This w a s  t h e  f i n a l  run made on problem 1, A s t i l l  d i f f e r e n t  s t a r t i n g  
po in t  w a s  used than the ones used i n  the preceding runs. 
10.72. After  25 i t e r a t i o n s  the  e r r o r  had been reduced t o  4.69E-04. No problems 
were encountered i n  the  one-dimensional search e i t h e r  i n  f a i l u r e  t o  reduce t h e  
e r r o r ,  01: i n  f a i l u r e  t o  f i n d  a minimum. 
The i n i t i a l  e r r o r  w a s  
Run  6 - This run w a s  made on problem 3. 
i t e r a t i o n s  OPT9 converged t o  a known minimum with a f i n a l  e r r o r  of 2.235E-04. 
During the process,  no reduction i n  e r r o r  w a s  obtained i n  the one-dimensional 
search on i t e r a t i o n  5 a f t e r  10 evaluat ions,  Therefore t h e  matr ix  w a s  reset 
t o  the i d e n t i t y  matr ix  a t  t h i s  point .  
The i n i t i a l  e r r o r  w a s  43550. After  28 
A l l  o ther  one-dimensional searches func- 
t ioned successfu l ly ,  most of them using only 2 o r  3 evaluat ions.  
number of evaluat ions required by any of the  successfu l  one-dimensional searches 
w a s  7,  
The l a r g e s t  
TABLE 6F - TEST RESULTS FOR OPT9 
4 - 3 - 2 - 5 - 
Problem 1 1 1 1 1 
. 7 1  
1.61 
1,39 
.61 
. a9 
. 8  
1.5 
1.0 
1.5 
.7 
.6 
1.7 
1.0 
1.3 
.5 
1. 
1, 
1. 
1. 
1, 
. 4  
. 4  
. 4  
. 4  
.4 
1. 
1. 
PARAM(9,I) 
PARAM(9,2) 
PAM(9,3)  
* 001 
10 
0 
1. E-06 
20 
0 
1. E-06 
10 
3 
1. E-06 
10 
3 
1. E-06 
10 
3 
1. E-06 
10 
3 
NOPT (9 , l )  
NOPT (9,2) 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
20 
. O O l  
20 
. O O l  
ITNAX 
ERMIN 
50 
1.E-08 
100 
.001 
100 
.001 
200 
.001 
Or ig ina l  Error 
F ina l  Er ror  
.1256 
8. S51E-05 
58.99 
7.121E-04 
19.62 
1.812E-06 
7899 
8 a 5 13E-04 
10.72 
4.693E-04 
43550 
2.236E-04 
I t e r a t i o n s  3 8 24 36 25 28  
Res et Cy c l ea  
of H matr ix  0 0 3 0 1 
.6987 
1.605 
.9013 
1.396 
,5992 
.7869 
1.539 
.8979 
1.424 
.5464 
.6612 
1.620 
.9051 
1.382 
.6316 
.7233 
1.568 
.a847 
1.435 
.5877 
.5963 
1.382 
.9115 
1.604 
.702 
0.100 
1.100 
.09998 
.8999 
.9999 
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The sof tware package described i n  t h e  previous sec t ions  of t h i s  r epor t  
provides a genera l  capab i l i t y  f o r  t he  optimal s o l u t i o n  of many engineer ing 
problems. 
t h a t  each of the  opt imizat ion s t r a t e g i e s  has its own set of advantages and 
disadvantages which depend on s e v e r a l  f a c t o r s  such as t he  na ture  of t he  p rob l  
being at tacked,  whether o r  not a good s t a r t i n g  po in t  is  known, etc. Thus, each 
of t h e  opt imizat ion subprograms may be considered as a t o o l  whose use may be 
appropr ia te  f o r  a c e r t a i n  class of problem,  o r  f o r  p a r t  of t he  a t t a c k  which 
is t o  b e  made on a given problem. The f a c t  t h a t  s e v e r a l  s t r a t e g i e s  of widely 
varying c h a r a c t e r i s t i c s  are included i n  the  sof tware package makes f o r  gener- 
a l i t y  of app l i ca t ion ,  The f a c t  t h a t  any one of t he  opt imizat ion subprograms 
can be appl ied  interchangeably t o  a given problem, allows considerable  f l e x i -  
b i l i t y  i n  t h e i r  use, as well as an opportunity t o  make a comparison of t h e i r  
r e l a t i v e  merits. 
It should be  apparent from the  test r e s u l t s  i temized i n  Sec. V I ,  
I t  is not  f a i r  t o  genera l ize  exhaust ively on t he  r e l a t i v e  merits of 
the  var ious opt imizat ion s t r a t e g i e s  based on t h e  l imi t ed  number of tests docu- 
mented i n  t h i s  repor t .  SOW genera l  observat ions,  however, are p e r t i n e n t  by 
way of a s u m r y .  
t i o n  po in t  f o r  t h e  problem he  is considering, then t h e  use of random grid 
search  (OPT21 may prove worthwhile as an i n i t i a l  e f f o r t .  
would be t o  U 8 e  a s t e e p e s t  descent approach (OPT6) with s t e p  s i z e  acce le ra t ion  
fro= some assumed poin t ,  I f  a reasonable s t a r t i n g  po in t  which never the less  
has a high e r r o r  is known, then t h e  Fletcher-Powell algorithm (OPT.9) or t h e  
p a t t e r n  search  (OPT41 might be  used, 
t i m e ,  then random d i r e c t i o n  and s t e p  s i z e  search  (OPT3) might be  used, 
t he  v i c i n i t y  of a so lu t ion ,  t o  l o c a t e  the  mini 
the  Newton-Raphson (OPT7) subrout ine or t h e  Fletcher-Powell subrout ine  (OPT9) 
g h t  be  appl ied.  To determine o the r  minima, t h e  r a n d m  d i r e c t i o n  and s t e p  
s i z e  search (OPT3) with d i f f e r e n t  s t a r t i n g  poin s and d i f f e r e n t  i n i t i a l i z a t i o n 8  
f o r  the  random number ene ra to r  is sometimes usefu l .  
of these var ious  algorithms w i l l  suggest  Shewelves t o  the  reader.  I n  general ,  
if s e v e r a l  p rob lem of a given type are t o  b e  solved, using the same subrout ine  
MLYZ, b u t  d i f f e r e n t  requirement: data ,  i t  m y  be worthwhile t o  make up a master 
program to r ~ p ~ t i t i v e l y  apply a s t r a t e g y  which has been found t o  be  u s e f u l  i n  
F i r s t  of a l l ,  i f  the  user has no knowledge of a goo& S O l U -  
Another p o e s i b i l i t y  
I f  i t  is  des i red  t o  minimize computation 
I n  
as accura te ly  as poss ib le ,  
Many o the r  combinations 
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previous solutions of the problem. Such a master program is readily imple- 
ntecl using the procedure suggested i n  Sec. 1x1. 
"he sofeware developed i n  connection with this research is written i n  
IV. uter, but are readily The ~ r o g r a ~  were run on a CDC 6400 e 
adapted to  any other medium s i z e  computer with a FORTRAN IV capability.  The 
application of t h i s  so€ bare package to the synthesis of distributed-lumped- 
act ive  networks will b e  covered i n  a following report. 
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APPEMDIX 
This appendix contains listings and flow charts for the following 
subroutines: 
ANLYZ (for teat  prablem Z), OPT2, OPT3, OPT4, OPT6, OPT7, and OYT9. 
ERR ( l i s t i n g  only), WOPT, PROPT, ANLYZ (for test problem l), 
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Flow Chart  f o r  Subrout ine RDOPT 
I n i t i a l i z e  NOPT a r r a y  to  0, P a r r a y  t o  0, W a r r a y  to  1, M t o  0 
S t a r t  
Read and p r i n t  t i t l e  information, s t o r e  i n  A 
J/ 
Read and p r i n t  N, NH, ERMLN, I 
1 
a, 
Read KQ 
Is KO a 01 
Yes 
NO 
What is t h e  4 
va lue  of KO? 
c 
R e  t u rn  
p r i n t  Xi (.. SD 1, N)------+--------. 
--+Read and p r i n t  XLi (i = 1, N)------+-- - 
I-^ -- -_.--. __ +Read and p r i n t  XUi ( i  = 1, N)--F-- 
1 3  
----.-Read and p r i n t  KX (i = 1, N ) - - - - L  i 
(i  = 1, 7)- 
j i  
.I--- >Read and p r i n t  j ,  PA 
6 I i--.+Read and p r i n t  j ,  NOPT (i  1, 1 0 ) ~ -  I j i  
I-.- +Read and p r i n t  Hi (i = 1, NH) -+- 
1 
I 
+Read and p r i n t  Ki (i = I, NH)----- &- 
~ - - - -  1 9  
c----. -+Read and p r i n t  Mi (i = 1, 


P r i n t  X, (i = 1, N) 
'2 -
I 
- - I . . .I .. , _ .  . .. . . "  . . . --.-...-.. 
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Flow Chart f o r  Random G r i d  Search Subroutine OPT2 
S t a r t  
.t 
L 
I n i t i a l i z e  parameters and random number generator  
Is Nomil = O ?  Yes 1 
Determine ITMAX from 
f ind ing  bes t  po in t  i n  a 
YERRP = 
44 
Se t  i = 1 
Call  ANLYZ, ERR 
ITER = i 
XL 
J/ 
+L 
P r i n t  ITER, 
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i I i - t - 1 4  Is i < N? Yes I No 
Flow C h a r t  for Subrout ine OPT2 (page 2 )  
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* Y e s  1 s  NOPT22 
09 ^ ."Y.l--.-__.---.-___- 
1 No 
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Flow Chart for RAND Subroutine used with Random Grid Subroutine OPT2 
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F l o w  Chart for Random P a t t e r n  S e a r c h  S u b r o u t i n e  OPT3 
S t a r t  
I n i t i a l i z e  t h e  random number g e n e r a t o r  
and t h e  pa rame te r s ,  se t  NSUCC = -1, NRSJ = 0, 
\1 
\t 
ITER = 0, NFAIL = 0, NOPT3* = 0, YERRP = 1.E-t-SO 
>Read 572 random IS NOPT31 2 01 --------- 
numbers as data Yes 
--> <p_________I - --- 1 i No 
Cal l  ANLYZ, ERR 
Is YERK < YERRP? -3NFAIL N F A I L  +- 1 \1 
I 1 NO 
YERRP = YERR 
NFAIL = 0 
NSUCC = NSUCC 4- 1 
i 
P r i n t  ITER, YERRP, XPi ( i  = 1, N )  
I ~ I s  NOPTi2 \1. 3 O? 
No S e t  XPi = X (i = 1, N) 
---Is NFAIL 
\1 
L N o  I IS YERR < ERNIN?----- 
P r i n t  "Mode 
1-s NFAIL 
. 
c 
S e t  Xi = XPi ( i  = 1, N) 
YERR =*YERRP 
J! 
Return  
Flow Chart for Subroutine RANS used with Subroutine OPT3 
Initialize L = - 1  
Start 
Is L = NOPT32? 
4 
.b 
1 - -c_ NO 
i. No 
Is NQPT3* ac O? --- --1---1 r Yes 
w J. 
i Compute VARX li = 1, N) 
using PARAM 
Compute VARXi f i  = 1, N) 
using PARAM 
i 32 1 31 , 
Compute DELTX ( i  = 1 ,  I?) 
using cornpuker random 
nurnbe r gene ra tor 
Compute DELTXi (i = 1, N) 
using random numbers read in 
and stored in R N  array 
I I 
Set i = I 
---;-----I- 
71 
i No 
! 
4 
Re turn 


, 
I . 
75 
Flow Chart for Pattern Search Subroutine OPT4 
Start 
\1 
& 
2' I n i t i a l i z e  parameters, s e t  ITER 0, INIT = 0, KRES 0 0, 5" = P SXi = 1 ( i  * 1, 20 )  
S e t  DELXi = XUi i X L i  ( i  = 1, N )  
Call AEJLYZ, ERR 
4 
S e t  ER1 = YERR, ERT R, X l i  = X i  (i = 1, N )  0--- 
L e t  i = 1 
Set XT Xi J/ 
.k 
Perturb X .  and check against l i m i t s  
Call  ANLYZ, ERR 
1 
Perturb X i n  opposite direction and i check against l i m i t s  
Call ANLYZ, ERR 
\I. 
J, 
i = i + l C  Yes 
Plow 
INIT = 1 
I 
76 
hart for Pattern Search Subroutine OPT4 (page ) 
e 
J-' Yes Is ERT < ER1 x PAKAM45? 2 1 s  NOPTbI 
ITER = ITER C 1 
ERL = EXT 
J 
$4 
i 
Pr fn t variables I -L 
Print variables 
&- 
W I T . =  0 
J, Yes 

7 
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Flow Chart for Steepest Descent Subroutine OPT6 
Check i n i t f a l i z a t i o n s ,  print parameters and options,  s e t  ITER = 0 
\1 
J 
s 
Set STEP = store Xi as XP ( i  = 1, N) i 
Call ANLYZ, ERR, p r i n t  YERR 
Set ERL = YERR 
Set SUM = 0, ICA = 0 
Set i = 1 
-5 
J. 
@ 
i =  
x PARAEG1 DXX 5 PARAP& x PARAM61 
I---.ai 4&."- _I_ ---.-_I-- i 
xi i= xi 3- DXX 
J/ xi = xi  
tt 
4 
Call ANZYZ, ERR 
- DXX 
s 
DERi =Z YERR - E R 1  
*DER. = DERi/DXX I5 NOPTGL 5 O?---- 
SUM SUFI I---- -k DERi 2 
1 
79 
Flow Chart for OPT6 {page 2) 
80 
- -* e 
ITER = ITER. 4- 1 
J 
1 
- DERi x STEP (i = 1 ,  N) xi = xi 
Check Xi a g a i n s t  XU and XIdi ( i  = 1 ,  N) i 
i p l e  of 
No 
No NO Is NOPT6-b: O?--+Is O ? j I s  ITER a mult- 
I I Yes 
s+ 
-e- -_ .- 
Ye s Yes 
31f NQPT63 I, 0 p r i n t  Restore X t o  XP -1s YERR 4 ERL? -- G 
i i< No Yes v a r i a b l e s  and gradient L 
1 
.1 
(i = 1, M) 
s E R I  = YERR 
S t o r e  Xi at3 XPi (i = 1, N) 
Is YERR d E R M L N ?  
--Is ITER 2 1 
Is > 01 
STEP = STEP x ~ A ~ ~ i ~ ~  
Is NOPT65 > O? 
JI 1 and g r a d i e n t  
-31 P r i n t  " A c c e l e r a t i o n  Stopped", l T E R  
I Re turn 
i 
Y 
i 
83 
w 
Flow Chart for Subroutine OPT7 - Newton Raphson 
20 S e t  KFAIL = 0, ITER = 0, ER1 = 10 
OPT7 F l o w  Chart (page 2) 
/c 
#.. 
--- --a& 
J, xi * xi -4- DX 
4 
-----+& 
p----.- ----__--- . - - ___ - 
1)X = x X i 
4f 
Call ANLYZ 
S e t  j = 1 
AJji = (G -GP J> /DX 
.L 
Is j < NH? 
I__- +- 
j = j + 1 6 -  Yes 
i xi - xi - DX 
i 
Set i = 1 
Yes 
AQ 5 AJtW 
AR = AQ x AJ 
\1 
.1 
Is NOPT71 5 01 - 
-:1 i No 4t Print AR array 
EA = AQ x E 
Call SIMEQ to  solve 
AR x A = EA 
,IC------ 
\1 
84 
~, 


87 
Flow Chart f o r  OPT9 F le t che r  Powell Subroutine OPT9 
I n i t i a l i z e  KH t o  0 by 
DATA statement  
I n i t i a l i z e  PARAM v a r i a b l e s  
J, 
J 
.1 
------+& 
1 
3. 
__ -3J# 
S e t  ITER = 0, KAMAX = KHNAX = PAMgg 
C a l l  ANLYZ, ERR 
Se t  SMA = 1 
S e t  HH t o  i d e n t i t y  matrix 
P r i n t  ITER, YERR, Xi (i = 1, N) 
ERL = YERR 
& 
ITER 5 ITER + 1 
i 
i 
ht 
3. 
Compute g rad ien t  XP (i = 1, N) 
S to re  XPi a s  XPTi (i = l 9  N) 
Compute S = -HH x XP 
01 Yes - -~.  
i P r i n t  XPi and Si ( i  5 1, N) I 
I 
1 - 1  L-- 
\1 
SM = SW 
Find maximum of SM, Si, (i = 1, N) s tore as SM 
AL 5 1/ SM 
4 
Flow Chart for Subroutine OPT 9 (page 2) 
32 Print KA, Q,, 
88 
Q32 = ‘32’ 
---+ Yes 
w I
Q12 l Q 2 2  
Q22 3 ‘ 3 2  
Q,, -9 2 x Q 32 
‘14 Q24 
Q 2 4  9 Q 3 4  
& 
i 
Call ANLYZ, ERR 
Compute Xi = XTi -I- Q32 x S 
?$ 
& 
Print “l-D search 
fails,” AL, Q32 
i 
(i = 1, N) 
Flow 
YERR 5 ER1 
89 
Char t  f o r  Subrout ine OPT9 (page 3) 
K A = K A + I  
Is NOPTY2 
I No 
t   t i   OPT^   
l
S O ?  
-4 
? y / I S  KA 4 =?--a Yes 
32 
i No 
2 P r i n t  "no min i n  
Set Qil ', (Qi2) 1 - D  search," AL, Q ( i  = ltiiI) 
I 
Solve q u a d r a t i c  € i t  t o  f i n d  
ALF, minimum f o r  1 - D  sea rch  
L e t  Si = II S .  x ALP, 'i 
= XTi + Si (i = 1, N) 
= Si x ALF (i 5 1, N) 
1 
'i 
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