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Abstract
IT infrastructure implementation projects have to deal with many uncertainties and risks. A favourable
implementation strategy therefore needs to reduce uncertainties and risks with regard to the IT
infrastructure investment. The complexity in these type of decisions relates to the fact that different
types of uncertainties and risks and quantitative and qualitative information need to be incorporated
in a sound, transparent and pragmatic way. In this paper a decision making model for defining a
favourable implementation strategy is introduced. The approach integrates the utility based evidential
reasoning approach for multiattribute decision analysis (MADA) with real options analysis. Using
real data from a public organization, the analysis framework is used to guide an investment decision
for a large multi-staged, cost reduction IT infrastructure implementation. We compare the presented
framework with the net present value analysis, the real options analysis, and the MADA framework.
The paper concludes on how the presented approach can be used to improve the evaluation of IT
infrastructure implementation strategy decisions and discusses the implications for further research.
Keywords: multiattribute decision analysis, real options theory, uncertainty, IT infrastructure
implementation strategy, case study
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INTRODUCTION

In large organizations IT infrastructure1 consolidation can result in large application development and
implementation projects, where all separately organized organisational units have to work with the
same application. This can lead to large technology development and implementation projects costing
millions of euros. Since significant organizational change is required across organisational units, and
the project is often a large complex technology project, the project faces heavy risks that can lead to
unrealised organisational benefits, high costs or a project run out of time (Standish Group 1998). The
favourable or preferred investment and implementation strategy to develop and implement the project

1

Weill et al (2002) define IT infrastructure as the base foundation for building business applications, which is shared
throughout the firm as reliable services. Part of these shared services are the application infrastructure services, applications
that are standard across the firm. In this article we are evaluating an application infrastructure service investment.
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therefore needs to reduce uncertainty and risk with regard to the IT infrastructure investment and
allow for managerial flexibility to respond to new information.
In case of high uncertainty and irreversibility of costs, it is well-recognized that real options theory can
be used to capture the financial value of managerial flexibility in the IT infrastructure investment
process and structure the management of IT infrastructure investment opportunities from a financial
perspective. Giving management the ability to ‘wait-and-see’ in case of uncertainty, real options
theory can help to define an optimal staging of investments which can allow for additional learning
about future payoffs before a final decision is made (Panayi and Trigeorgis 1998).
However, when deciding how to structure an IT infrastructure implementation strategy when facing
uncertainty, other than financial aspects play an important role. For example, learning plays an
important role in the implementation process and can be the main source of value of the investment
opportunities present in the early project stages (Roberts and Weitzman 1981). However, uncertainties
regarding non-financial aspects such as learning are difficult to quantify in the investment process.
Multiattribute decision analysis (MADA) is a research area in which various methods and techniques
have been developed to select a preferred option out of a set of alternatives on both quantitative and
qualitative information. The utility based evidential reasoning approach for MADA under
uncertainties (Yang 2001) can be used for problems of both quantitative and qualitative nature and
supports the modelling of expectations and utility intervals to handle both certain and uncertain
information. It is based on representing uncertainty through belief functions (Shafer 1976).
This paper has three objectives. The first is to develop and introduce a decision making model for
defining a favourable IT infrastructure application implementation project that deals with uncertainty,
merging both real options analysis and the utility based evidential reasoning approach for MADA. The
second is to apply the model in a case study. Using real data provided by a large public Dutch service
provider, the methodology is used to define a favourable multi-stage application development and
implementation strategy decision. The decision concerns a cost reduction project, where the benefits
consist of internal organizational benefits derived from the deployment of the system. The third
objective is to compare the introduced decision making model based on several criteria with the
traditional net present value (NPV) analysis, the real options analysis, and to MADA. We show that in
this case combining real options analysis with MADA leads to a better assessment of the decision
making problem.
This paper is organized as follows. In the section following this introduction, we introduce the
problem background and the decision attributes that are relevant when defining an application
implementation strategy. In the third section we introduce real options theory and take a closer look at
MADA problems of both quantitative and qualitative nature under uncertainties. We introduce our
combined IT investment decision making model and introduce the case in section four. Section five
presents the case analysis. In section six we compare the decision making models and conclude with a
summary on the key contributions of the study and focus on directions for further research.
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ATTRIBUTES FOR IT INFRASTRUCTURE STRATEGIES

As is argumented using contingency theory, an IT infrastructure development and implementation
project will be more successful when it is structured to fit the demands imposed by the risk or
uncertainty that a project faces (Galbraith 1974). In deciding which implementation strategy is
favourable, one aims for learning about uncertainties during the implementation, for example
regarding the functional flexibility of the system to support different ways of working, the
technical scalability of the system and the ability of the organization to respond to organisational
changes during the implementation. Defining the relevant decision making criteria is an important step
when deciding on an IT infrastructure development and implementation strategy to reduce risk.
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We derive our decision making criteria from earlier research. Borenstein et al. (2005) developed a
multicriteria model for the justification of general IT investments with nine main attributes. Also in an
attempt to deal with the continuing problem of information system failures, researchers have tried to
systematically organise critical risk factors in IT projects (Barki et al. 2001, Keil et al. 1998) and have
identified IT project implementation risk factors (Applegate et al. 1999). From these criteria and risk
factors, twenty-five attributes are defined which are grouped in four thematic topics: (1) costs and
benefits: costs of the implementation related to the monetary benefits, (2) risk: reduction of exposure
to organisational or system failure or to higher-than-expected costs or time, (3) business change: the
possibility of the IT implementation to provide opportunities for business transformation, (4) learning:
gradual learning about the systems functional and technical flexibility to support different units and to
realise organisational benefits. In Table 1 the attributes are summarized.
Attributes
(e1) Costs and benefits
(e2) Risk

The costs of the implementation related to the monetary benefits
Reduction of exposure to organisational or system failure, or to

(e2a) Project size

The size of the project, measured in number of departments invol

(e2a1) Implementation time
(e2a2) Number of departments involved
(e2b) Experience with technology
(e2b1) New hardware
(e2b2) New software
(e2b3) User IT knowledge
(e2b4) Project team knowledge

Estimated project implementation time
Number of departments involved with implementing the system
The project team and organisations ’ familiarity with the systems technology
The extent to which the hardware is new to the organisation
The extent to which the software is new to the organisation
The extent to which the user is knowledgeable in the area of IT
The extent to which the project team is knowledgeable in the pro
posed application area

(e2c) Project structure
(e2c1) Replaced functions
(e2c2) Procedural changes

The nature of the task complexity the project faces, measured in
changes that are needed to implement the system and
the commitment to the system
The percentage of existing functions that are replaced on a one
-to -one basis
The severity of user -department procedural changes caused by the proposed system

(e2c3) Structural changes

The degree of needed user

(e2c4) User attitude
(e2c5) Management commitment
(e3) Business change

The general attitude of the user towards the IT solution
Commitment of upper -level user management to the system
The possibility of the IT implementation to provide opportunitie

(e3a) Improvement in consumer service

Changes associated with the IT which positively influence the re

(e3b) IT aligned with business strategy
(e3c) Improvement of organisational image

Level to which the IT supports the strategy of the business
The extent to which the IT use will positively influence the ima

(e3d) Improvement of strategic positioning

The impact of the IT to open up opportunities for new business c

(e3e) Improved efficiency and control of
internal processes
(e4) Learning

The impact of the IT to foster monitoring of internal processes

(e4a) Learning about the systems functional
flexibility
(e4b) Learning about the systems technical
flexibility

Gradual learning about the systems functional flexibility to sup

higher -than -expected costs or time
ved and the estimated project implementation time

-organization structural change to meet requirements of the new s

Gradual learning about the systems flexibility to support differ

Gradual learning about technical scalability and compatibility w

ystem

s for business transformation
lationship with clients

ge of the organisation from the clients point

-of-view

hanges

ent units and to realise organisational benefits
port different ways of working
ith the different regional infrastructures

Table 1. Attributes for defining an IT infrastructure implementation strategy
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THEORETICAL BACKGROUND

Using the above attributes, we combine a financial evaluation method and an evaluation method for
dealing with problems of a quantitative and qualitative nature that will accommodate uncertainties and
risks. In this section we discuss the several investment analysis models we will use. We successively
introduce NPV valuation, the valuation of a multi-stage real option and the utility based evidential
reasoning approach for MADA. We show how we incorporate real options analysis into the MADA
framework, to use the model in section five.

3

3.1

NPV ANALYSIS

The NPV method assesses the extent to which investment proposals support the financial objectives
(eventually shareholder value) of the firm. Investments are represented as a set of negative and
positive cash flows, discounted using a time value of money as the discount rate. For an investment to
be acceptable the NPV should be greater or equal to zero. Although NPV valuation has been widely
accepted both in theory as in practice, it has received criticism for not taking into account the
possibility to properly value management flexibility (Dos Santos 1991).
3.2

REAL OPTIONS ANALYSIS: MULTI-STAGE OPTIONS

Real options analysis has been widely applied by researchers as a capital budgeting approach that does
explicitly take into account the value of managerial flexibility in investment decisions (e.g., Benaroch
and Kauffman 1999, Taudes et al. 2000). It assumes that decision makers can intervene when the
expected scenario of cash flows is not realized due to resolved uncertainty and that management can
actively maximize the upside potential of the investment or limit the downside loss. In IT
infrastructure development and implementation projects, a different range of options can be present. In
this paper we focus on the presence of stage options when implementing an IT infrastructure
application. The value of a stage option comes from the management opportunity to decide that
execution of a new stage in a project is made contingent on a reassessment of the costs and benefits of
completing the previous stage at the time the new stage is reached. The ability to delay the capital
expenditure allows for learning or information gathering into the managerial investment process.
The binomial options model assumes that in one time period the value of the risky
underlying asset V, in this case the value of an infrastructural application, may increase
in value to uV or decrease in value to dV. The probability that the value V will rise is
assumed to be q and the probability the value V will fall is 1- q, where d < 1, u > 1. The
value of a call option in the up state is Cu = max[0, uV – I]. The value of the down state
is Cd = max[0, dV – I]. In these formulas, I is the investment required to exercise the
option and rf is the risk free rate.
The value of the call option C at t = 0 can be calculated by:
C = (pCu + (1 – p) Cd) / (1+ rf) ,

where p = ((1+ rf) - d) / (u - d)

(1)

The up and down movement follow the equations
u = exp (s vt/n)

d = exp (-s vt/n)

(2)

where n is the number of steps in the binomial lattice. The volatility s is defined as the
standard deviation of the normal distribution of the continuously compounded returns
of the value of the project. The time horizon for the option to invest in a project is
divided into successive one-year phases, since in our case this is the estimated time
needed for the deployment of the distinct project stages. The first phase begins at time
t=0, and subsequent phases can be initiated in t = t + 1. For a lattice with multiple
steps and spacing ?t, one can calculate the call option values in the lattice by
beginning at the end state of the tree and work backwards, by calculating the option
value at the previous nodes by using the values of Cu and Cd (Cox, Ross and
Rubinstein 1979).

Using options analysis one can
answer the question which
implementation
strategy
is
providing for the optimal amount
of managerial flexibility by
calculating the optimal outcome
for project risk and financial
return. In the case we introduce in
section four, we will use the
binomial real options model by
Cox et al. (1979) which is a
relatively simple method to value
the real options in discrete time
using a binomial lattice, to show
which implementation strategy
management
should
pursue
considering the implementation of
an IT infrastructure application in
eighteen different regions (see
Figure 1).

Figure 1. The binomial options pricing model by Cox, Ross and Rubinstein (1979)
3.2

MULTIATTRIBUTE DECISION ANALYSIS

Multiattribute decision analysis (MADA) is a research area in which various methods and techniques
have been developed to select a preferred option out of a set of alternatives on both quantitative and
qualitative information. The utility based evidential reasoning approach for MADA (Yang and Singh
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1994, Yang 2001) can be used for problems of both quantitative and qualitative nature under
uncertainties (see Figure 2 for a more detailed description). The approach supports the modelling of
expectations and utility intervals to handle uncertain information.
The evidential reasoning approach is different from most conventional MADA modelling methods in
that it employs a belief function to represent an assessment of an attribute as a distribution of a set of
evaluation grades. Using a belief function, probability values are assigned to sets of possibilities rather
than single events, assigning its masses to all of the subsets of the entities that comprise a system.
Their appeal rests on the fact that belief functions allow one to withhold belief from a proposition
without according that belief to the negation of the proposition.
So for example, the distributed assessment result of the ‘Implementation time’ of a proposed
implementation strategy (which can be subject to high uncertainties) could be S(Implementation time)
= {(Poor, 0.3), (Average, 0.7)}, which means the Implementation time of the implementation strategy
is assessed to be Poor with 30% of belief degree and Average with 70% of belief degree. In this case,
‘Poor’ and ‘Average’ denote distinctive evaluation grades and the percentage values are referred to as
the degrees of belief2.
We will use introduce the most important aspects of the utility based evidential reasoning
approach for MADA. Suppose there are K alternatives, Aj (j = 1, …, K), to choose from and M
attributes, Ai (i = 1, …, M), to consider. Using a set H = {Hi | i = 1,.., 4} of evaluation grades, the
assessment of an attribute A1 on an alternative O1, denoted by S(A1(O1)), can be represented
using the following belief structure:
S(A1(O1)) = {(H1, ß1,1,), (H2, ß2,1), (H3, ß3,1), (H4, ß4,1)}

(3)

where ßn,1 (which is smaller than or equal to one and larger than or equal to zero) denotes the
degree of belief that the attribute A1 is assessed to the evaluation grade Hn. S(A1(O1)) reads that
the attribute A1 is assessed to the grade Hn to a degree of ßn,1 x 100% (n = 1, …, 4) for the
alternative O1. An assessment can be considered complete if ßn,1 = 0 for all n. In this article we
only consider complete assessments.
In the evidential reasoning framework, a MADA problem with M attributes Ai (i = 1, …, M), K
alternatives Oj (j = 1, …, K) and N evaluation grades Hn (n = 1, …, N) for each attribute is
represented using an extended decision matrix with S(Ai(Oj)) as its element at the i-th row and jth column. Note that an attribute could have its own set of evaluation grades that may be different
from those of other attributes (Yang, 2001). A utility based technique can be used to provide a
systematic procedure to transform various types of information into a unified format, so that there
is consistency between qualitative and quantitative information. Instead of aggregating average
scores, an evidential reasoning algorithm is developed on the basis of decision theory and the
evidence combination rule of the Dempster-Shafer theory to aggregate belief degrees (Yang &
Singh 1994), (Yang, 2001). Thus, scaling grades is not necessary for aggregating attributes in the
evidential reasoning approach and in this way it is different from traditional MADA approaches,
most of which aggregate average scores. We refer to the description of the recursive evidential
reasoning algorithm which is detailed in Yang and Singh (1994), Yang and Sen (1994) and Yang
(2001).

The advantages of using a
distributed
assessment
includes that it can model
precise data and meanwhile
capture various types of
uncertainties
such
as
probabilities and vagueness in
subjective judgements.
An
intelligent
decision
system (IDS) has been
developed on the basis of the
evidential reasoning approach
and is used to assess the IT
infrastructure
development
and implementation options
introduced in section five.

Figure 2. The utility based evidential reasoning approach for MADA (Yang 2001)
To combine the real options and the MADA framework for deciding on a favourable implementation
strategy for an IT infrastructure project facing uncertainty, we calculate the option values of the
implementation scenarios (see e.g. section 4.3) at different volatility values, where the volatility !
represents an estimate of the variance of project returns. We use a probability assignment approach
(Winston 1994) to assign probabilities to the volatility values, which is preferably done by decision
makers. This is useful, since IT infrastructure investments are non-traded assets and uncertainties
facing these investments are specific in nature and best estimated by decision makers. Using the
probabilities and the option values at the different volatility values, we calculate the average probable
option value of each implementation scenario. After this, the certain monetary equivalent approach
(Winston 1994) is used to estimate the utilities of the financial attributes. To estimate a utility
2

In this paper we do not take into consideration incomplete assessments. In this case the sum of degrees of belief will be lower than 100%.
Incomplete assessments may result from a lack of data of evidence or the ability of the assessor to provide precise judgements (Yang 2001).
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function, again, preference information should ideally be acquired from the decision makers. Since in
the presented case study no preference information is available, a linear marginal utility function will
be assumed. Normalisation of the utility of a financial investment I is conducted as follows. We assign
u(Imax) = 1 and u(Imin) = 0. Given the linear utility function, the investment I of a scenario can be
represented using the belief structure as in (3):
S(Hj) = {( Hn,i , "n,j), n = 1,…,N}, where "n,j = (Hn+1,i – Hj)/ (Hn+1,i – Hn,i) and "n+1,j = 1- "n ,j

(4)

if Hn,i is smaller or equal than Hj and Hj is bigger or equal than Hn+1,i. Using this quantitative data
transformation technique (we refer to a detailed description of this technique to Yang (2001)) we can
incorporate the financial valuation in the MADA framework.

4
CASE APPLICATION: DEFINING A CAPACITY MANAGEMENT
DEVELOPMENT AND IMPLEMENTATION STRATEGY
After having discussed the theoretical framework in the last section, in this section we introduce the
study design and background of the case. We examine the implementation issues that are raised in the
cost reduction CMIS project and will introduce the different implementation scenarios and their
specific characteristics.
4.1

STUDY DESIGN

To apply the evaluation methods, we conducted a single case study in which an investment decision
on an IT infrastructure development and implementation strategy is present. The logic of qualitative
research is preferred in this stage, since a single case study can allow the level of detail that is
necessary to apply the model in an IT implementation decision situation. For the purpose of this paper,
we selected a public service oriented organisation, mainly since financial data on the application
implementation project was easily available to the researchers.
The case was studied from February to October 2005, and encompass in-depth semi-structured
interviews with several people on the project, among whom the IT project manager, the main
responsible organisational manager, six interviews with employees in the different (larger and smaller)
regions and two interviews with project members. A set of open questions was used to roughly guide
the interviews. Archival data based on internal documents and other written material was used. The
data needed for the benefit and cost analysis is based on data provided by two external consultants
involved in the project and on internal project documents.
For assigning weights to the criteria in the decision making model, we made use of insights from an
earlier multiattribute analysis conducted in the same organisation using slightly comparable attributes.
We subsequently verified the assessed attributes and assigned weights with the project manager of the
CMIS project on plausibility with regard to the proposed implementation strategies.
4.2

RELEVANT ISSUES IN THE DEVELOPMENT AND IMPLEMENTATION OF THE CMIS

In a Dutch government organisation with more than 50.000 full time equivalents, a standard capacity
management information system (CMIS) is purchased to support matching the human capacity to the
evolving external and internal demands in the most effective and efficient manner. The application
implementation is a large and complex project and affects, to a smaller or greater extent, the work of
all employees of the government organisation. The project faces high risk due to organisational,
technological and functional uncertainties. The business case of the project is based on a cost
reduction strategy; the benefits consist of internal organizational benefits derived from the deployment
of the system.
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Organisational risk comes from several sources. The Dutch government organisation consist of 18
autonomous regions, differing from smaller regions with about 2.000 full time equivalents to larger
regions with about 6.000 full time equivalents. Although the organisation is convinced of the need for
the CMIS, the government organisation has a long history of failed or delayed IT projects, and there
are reasonable doubts about the costs and benefits of the development and implementation of the
CMIS. Also, the organisation has a large IT project portfolio. These projects can easily disrupt the roll
out of the new CMIS. The autonomous regions differ in how their organisation is structured and in the
way they have organised their business processes. The new IT application needs to provide for
functional flexibility to support the different units. Also, since the units differ in their size, the
application needs to be scalable to the larger regions and have to be compatible with the regional IT
infrastructures. These infrastructures differ in their technical platforms, their shared applications and
the data that is used. Also, due to the large amount of regions that have to be supported during the
implementation and the diversity between them, there is a risk of not having enough project
capabilities to effectively deploy the system during and after implementation, such as supportive
senior management or access to key resources.
4.3

OUTLINE OF THE DIFFERENT IMPLEMENTATION OPTIONS FOR THE CMIS

To define the implementation strategy options, some assumptions are made. We assume a fixed oneyear stage of development, which is the maximum project duration allowed in the organisation after
having faced too many failures of runaway projects. Each implementation stage takes a year and an
implementation has to be finished before a new implementation stage can start due to scarcity of
resources.
On top of this, the amount of time the full implementation can cost maximally is set at three years;
otherwise the regions will vary too widely in their organisational direction. Thus we have a maximum
of three one-year implementation stages. Although costs and development of the implementation of
the CMIS may vary per region, we assume that an implementation has a fixed price for all regions.
Although system implementation risks can change during implementation due to learning, for example
whether the system supports different ways of working or whether the system is technically scalable,
the uncertainty about realising the organisational benefits is dependent on regional efforts and
therefore, project volatility remains constant during the whole project. In the option valuation, we also
calculate what happens if we loosen this assumption.
Considering these assumptions, we define four alternative CMIS development and implementation
strategies in our model. These are:
(1) the one-stage implementation, in which case after a development stage is undertaken, the
organisation implements the CMIS in 18 regions at one time (‘big-bang implementation’),
(2) the two-stage nine-nine implementation, where the implementation is divided in two stages with
nine regions each,
(3) the two-stage six-twelve implementation, where the implementation is divided in two stages with
six regions in the first stage and twelve regions in the second stage and
(4) the three-stage implementation, where the implementation is divided in three stages with six
regions in each stage (see Figure 3).
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One stage

Two stage
nine-nine

Two stage
six-twelve

Tree stage

t=0

t=1

t=2

t=3

Figure 3. The different development and implementation scenarios: from ‘Big Bang’ to staged
implementation
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VALUATION OF IMPLEMENTATION STRATEGIES

In this section we will evaluate the four application development and implementation strategies using
the three methods introduced earlier. First we calculate the NPV’s of the implementation scenarios
without flexibility. Then we determine the favourable implementation strategy using the real options
perspective. Finally, we incorporate traditional NPV and real option analysis into the MADA
framework to evaluate the implementation strategies.
5.1

THE IMPLEMENTATION WITHOUT FLEXIBILITY: THE NPV ANALYSIS

The cash flows for the project were constructed using the standard NPV analysis. To calculate the
NPV of the total project, we calculate the cash flows of the total development and implementation of
the project. We calculate the NPV of the one-stage, the two-stage nine-nine, the two-stage six-twelve
and the three-stage implementation. These all generate different values, since implementing the project
in different stages causes delays of costs but also delays in realizing cost saving benefits.
The project costs comprise of personnel costs and non personnel costs, which refer to costs for the
project development environment (housing, workstations, and hardware, application packages, etc.).
Training costs consist of investments in the training of personnel to work with the system. Exploitation
and maintenance costs consist of ongoing investments in IT infrastructure and maintenance. Since the
organization is a governmental organization, we estimate a relatively low cost of capital (k = 10%),
involving only a moderate risk premium of 3% above the risk-free rate (r = 7%).
As mentioned above, the project is a cost reduction project, the benefits consist of internal
organizational benefits derived from the deployment of the system. Organizational benefits have two
sources: labour cost reduction and personnel productivity improvement. Labour cost reduction benefits
can be realised since the new CMIS supports pro-active management of personnel variable labour
costs, which will lead to a reduction of overtime costs, picket costs, special duty costs, etc. Total
benefits of labour cost reduction when all regions are operational, consist of 3.5 million euro.
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DEVELOPMENT AND ONE -STAGE IMPLEMENTATION
Year

2005

2006

Internal staff

800.000

2.184.000

External staff

3.512.000

3.427.200

2007

2008

2009

2010

2011

2012

2013

3.020.450

3.020.450

3.020.450

3.020.450

3.020.450

3.020.450

3.020.450

COSTS

Exploitation and maintenance

3.020.450

Training

721.375

Non personnel

100.000

45.000

90.000

90.000

90.000

90.000

90.000

90.000

90.000

4.412.000

9.398.025

3.110.450

3.110.450

3.110.450

3.110.450

3.110.450

3.110.450

3.110.450

Reduction of labour costs

875.000

1.750.000

2.625.000

3.500.000

3.500.000

3.500.000

3.500.000

Productivity improvement

1.250.000

2.500.000

3.750.000

5.000.000

5.000.000

5.000.000

5.000.000

Subtotal

2.125.000

4.250.000

6.375.000

8.500.000

8.500.000

8.500.000

8.500.000

985.450 -

1.139.550

3.264.550

5.389.550

5.389.550

5.389.550

5.389.550

Depreciation of the system
Subtotal
BENEFITS

NET CASH FLOW

4.412.000 -

9.398.025 -

Table 2. Summary of cash-flows (Cost and Benefits) for the development and one-stage
implementation of the CMIS
Also, the new CMIS will lead to productivity improvement of personnel, due to the reduction of
planning mistakes. In the project it is assumed that computerized support of the capacity planning
function will lead to a productivity improvement of up to one or two percent. Total benefits of
productivity improvement when all regions are operational, consist of 5 million euro. In both cases, a
learning effect is incorporated for the estimated project benefits, assuming that per region in the
applications first deployment year 25% of the total estimated benefits are realised, in the second year
50%, in the third year 75% and from the fourth year 100% of the estimated benefits are realised.
Table 2 shows the NPV analysis for the one-stage implementation project in euros over the next eight
years, until 2013, which is the expected lifespan of the CMIS. The total project including the
development stage and a one-step implementation in all regions, results in a positive NPV of #
984.515. Subsequently, we calculated the other implementation projects, leading to an NPV of #
929.329 (two-stage nine-nine implementation), # 844.546 (two-stage six-twelve implementation) and
# 690.395 (three-stage implementation). In the case of the different two-stage and three-stage
implementations, implementing the system in larger regions earlier will augment the NPV of these
strategies because of the earlier payback of larger benefits, but will not get higher than the one-stage
implementation strategy.
Hence based on traditional investment valuation methods, the project seems to be an attractive
investment, and preferably the system should be implemented in one-stage. Of course, this analysis
does not include risk and does not accurately take into account the embedded option value of the
staged implementation.
5.2

THE REAL OPTIONS ANALYSIS: USING THE BINOMIAL REAL OPTIONS MODEL

In this section, we will perform the real options analysis using the binomial real options model
including a sensitivity analysis.
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In order to calculate the values of the different implementation scenarios, for each call option in the
lattice, we need to know the expected present value of the incremental cash flows, Vt and the
investment It to acquire the option, where t is the expiration time of the option. Also we need to know
the volatility ! at each step. The volatility ! represents an estimate of the variance of project returns.
We assume that variance of project returns is derived from variance of the benefits. The project
benefits consist of labour cost reduction and personnel productivity improvement.

Option values of the different implementation strategies
Volatility

One-stage

Two (9/9) - Two (6/12) stage
stage

Three-stage

Probability

Preferred
strategy

_0 : 0,1

762.428

714.307

632.937

484.992

15%

One-stage

_0 : 0,2

2.296.770

2.199.831

2.094.882

1.904.064

40%

One-stage

_0 : 0,3

5.591.811

5.390.035

5.234.447

4.951.560

16%

One-stage

9.691.878

10%

One-stage

10.717.182

10.352.332
17.219.517

10.117.977
16.251.873

8%

One-stage

24.647.276

5%

One-stage
One-stage

_0 : 0,4
_0 : 0,5
17.762.626

16.876.159

_0 : 0,6
_0 : 0,7

26.343.510
36.999.584

25.900.673

25.316.939
35.210.020

3%

35.857.346
48.891.983

48.306.493

2% Two-stage (9/9)

64.897.865

64.392.254

1% Two-stage (9/9)

_0 : 0,8

50.146.196

36.781.986
50.255.839

_0 : 0,9

66.291.965

66.803.093

Table 3. Option values at varying volatility values for the different implementation strategies of the
CMIS
Estimating the volatility of the different project stages is the most difficult part of making a real option
valuation. In our case we take ! = 0.20 for the development stage and we let ! range from ! = 0.10 to
! = 0.90 using a constant volatility for each implementation stage. The option values for the different
implementations at different volatility values are summarized in Table 3. The value of ! influences the
final choice for the favourable implementation strategy only if the volatility ! for the implementation
stage is higher than 0.7695; the preference for the one-stage implementation then changes into a
preference for the two-stage nine-nine implementation. So only when there is extreme uncertainty
about the realisation of organisational benefits, the two-stage nine-nine implementation becomes
preferable.
Relaxing the assumption that the volatility ! remains constant, we lower the volatility value at each
new project implementation stage by 50%. As could be expected, this only strengthens the preference
for the one-stage implementation. In this case, at all different volatily values (! = 0.10 to ! = 0.90), the
one-stage implementation is the preferred implementation strategy.
We also conducted a sensitivity analysis augmenting the value of the organisational benefits. When we
assume that organisational benefits become higher, this does not affect the choice for the favourable
staging of the project. Lowering the total organisational benefits for all regions by 25% leads to a
negative NPV and a positive option value for all scenario’s only if ! is higher than 0.50. Under those
conditions, the three-stage implementation is preferred above successively the two-stage nine-nine, the
two-stage six-twelve and last, the one-stage implementation. So, if organisational benefits are
expected to be lower, and uncertainty about realising these benefits is high, a different implementation
scenario becomes favourable.
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5.3

INCORPORATING THE REAL OPTIONS ANALYSIS INTO THE MADA FRAMEWORK

Sections 5.1 and 5.2 show that the favourable implementation strategy from a financial point of view
is the one-stage implementation strategy using the NPV method. The same strategy is found best when
including risk and the value of embedded managerial flexibility using option analysis. The two-stage
nine-nine implementation strategy is best only if overall volatility is higher than 77%. We now
incorporate options analysis into the rule based evidential reasoning approach for MADA, using the
framework introduced above.
The attributes to asses the different implementation scenarios have been presented in section two. Four
thematic topics are taken into account, consisting of both qualitative and quantitative attributes.
To assess the implementation strategies, we define a set H of evaluation grades for assessing each
alternative on all attributes:
H = {Hj, j = 1,…,5} = {Poor (P), Bad (B), Average (A), Good (G), Excellent (E)}.
All attributes, but the quantitative ones, can be assessed using these evaluation grades. If certain
qualitative assessment values do not refer to this set, we can use the rule based information
transformation technique to assess all attributes with reference to this set. Due to shortage of space, we
will not demonstrate this technique here and refer to a detailed description of this technique to Yang
(2001).
In the MADA process, weights $i for the different attributes have to be assigned by the decision
makers. In our case, we assessed attributes and assigned weights to the attributes using information on
the project and earlier implementations from the interviews mentioned in section 4.1. We then verified
the assessed attributes and assigned weights with the project manager of the CMIS project on
plausibility with regard to the proposed implementation strategies, leading to the final attribute
assessment and weights as described in Table 4.
We then incorporate the option values into the MADA framework. To estimate the utilities of the
costs, we take the option values from Table 3. We use the introduced probability assignment approach
(Winston 1994) to assign probabilities to the volatility values. Naturally, it is preferred to ask the
decision makers in this stage to assign probability values to the volatility values. The probability
distribution we will use is given in Table 3. For each alternative implementation scenario and each
volatility value, we now multiply the option value and the probabilities and calculate the average of
these numbers for each scenario.
The certain monetary equivalent approach (Winston 1994) presented earlier is used to estimate the
utilities of the cost attribute. For the option valuation, we normalise the probable option value per
alternative by assigning the highest option value (one-stage implementation) u(8.513.497) = 1 and the
lowest option value (three-stage implementation) u(7.794.678) = 0. To estimate utilities, preference
information should ideally be acquired from the decision makers, but in this case no such preference
information is available. Therefore, we assume a linear utility function. Thus, u(8.333.792) = 0.75,
u(8.154.088) = 0.5 and u(7.974.383) = 0.25. As an example, given this utility function, we can
represent the mean option value of the two-step ‘six-twelve’ alternative as S%(8.100.681) = {(h3,1, "3,1),
(h4,1, " 4,1)},where " 3,1 = (h4,1- h4)/ (h4,1- h3,1) = (7.974.383 - 8.100.681)/ (7.974.383 - 8.154.088) = 0,7
and " 4,1 = 1 - " 3,1 = 0,3. So S%(8.100.681) = {(h3,1, 0.7), (h4,1, 0.3)} = {(A, 0.7), (G, 0.3)}.
Using a similar calculation as given above, we calculate the utilities assuming a linear utility function.
We can represent the NPV-values as S&(984.515) = {(E, 1.0)}, S'(929.329) = {(E, 0.2), (G, 0.8)},
S%(844.546) = {(G, 0.1), (A, 0.9)}, S4(984.515) = {(P, 1.0)}.
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Attribute ( weight _ i)
(e1) Costs and benefits

(0,15)

One stage

Two stage (nine -nine)

Two stage (six -twelve)

Three stage

{(B, 1.0)}

{(G, 1.0)}

{(A, 0.7), (P, 0.3)}

{(W, 1.0)}

{(G, 0.5), (E, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(B, 0.7), (A, 0.3)}

{(P, 1.0)}

{(B, 0.4), (A, 0.6)}

{(B, 0.6), (A, 0.4)}

{(G, 0.5), (E, 0.5)}

(e2) Risk (0,35)
(e2a) Project size

(0,4)

(e2a1) Implementation time

(0,4)

(e2a2) Number of departments involved
(e2b) Experience with technology

(0,6)
(0,3)

(e2b1) New hardware

(0,2)

{(B, 0.5), (A, 0.5)}

{(A,1.0)}

{(A, 1.0)}

{(A, 0.5), (G, 0.5)}

(e2b2) New software

(0,2)

{(P, 1.0)}

{(A, 0.6), (G, 0.4)}

{(A, 0.4), (G, 0.6)}

{(G, 0.4), (E, 0.6)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(P, 1.0)}

{(A, 0.6), (G, 0.4)}

{(A, 0.4), (G, 0.6)}

{(G, 0.4), (E, 0.6)}

(e2b3) User IT knowledge

(0,2)

(e2b4) Project team knowledge
(e2c) Project structure

(0,4)

(0,3)

(e2c1) Replaced functions

(0,1)

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

(e2c2) Procedural changes

(0,2)

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(A, 0.5), (G, 0.5)}

{(P, 0.8), (G, 0.2)}

{(P, 0.6), (G, 0.4)}

{(P, 0.4), (G, 0.6)}

{(P, 0.3), (G, 0.7)}

{(P, 0.8), (G, 0.2)}

{(P, 0.6), (A, 0.2),
(G, 0.2)}

{(P, 0.4), (A, 0.4), (G,
0.2)}

{(P, 0.4), (A, 0.2),
(G, 0.4)}

{(A, 0.6), (G, 0.4)}

{(A, 0.8), (G, 0.2)}

{(A, 0.8), (G, 0.2)}

{(A, 1.0)}

{(G, 0.8), (E, 0.2)}

{(G, 0.6), (A, 0.4)}

{(A, 0.6), (G, 0.4)}

{(A, 1.0)}

(e2c3) Structural changes
(e2c4) User attitude

(0,2)

(0,25)

(e2c5) Management commitment
(e3) Business change

(0,25)

(0,35)

(e3a) Improvement in consumer service
(e3b) IT aligned with business strategy

(0,2)
(0,1)

(e3c) Improvement of organisational image

(0,2)

{(E, 1.0)}

{(G, 0.5), (E, 0.5)}

{(G, 0.4), (E, 0.6)}

{(G, 0.5), (A, 0.5)}

(e3d) Improvement of strategic positioning

(0,2)

{(E, 1.0)}

{(G, 0.6), (A, 0.4)}

{(A, 0.6), (G, 0.4)}

{(A, 1.0)}

{(E, 1.0)}

{(G, 0.6), (A, 0.4)}

{(A, 0.6), (G, 0.4)}

{(A, 1.0)}

(e4a) Learning about the systems functional flexibility
(0,5)

{(P, 1.0)}

{(P, 0.6), (A, 0.4)}

{(A, 1.0)}

{(E, 0.2), (G, 0.8)}

(e4b) Learning about the systems technical flexibility

(0,5) {(P, 1.0)}

{(P, 0.6), (A, 0.4)}

{(A, 1.0)}

{(E, 0.2), (G,0.8)}

(e3e) Improved efficiency and control of internal
processes (0,3)
(e4) Learning

(0,15)

Table 4. The assessment for the different implementation strategies of the CMIS
Using the ER algorithm as referred to in Yang (2001), we can calculate the overall degrees of belief.
This calculation is generated using the IDS software by aggregating all the attributes, leading to the
final assessment of the proposed application implementation strategies.
Implementation strategy
One stage implementation
Two stage (nine-nine) implementation
Two stage (six-twelve) implementation
Three stage implementation

Assessment
0.5140
0.4912
0.5214
0.5105

Ranking
2
4
1
3

Table 5. Quantified assessment of implementation scenarios
Incorporating the real option valuation in the multiattribute analysis leads to a preference for the twostage six-twelve implementation (see Table 5). The one-stage implementation is ranked second,
followed by the three-stage implementation and the two-stage nine-nine implementation. The
preference for the two-stage six-twelve implementation is not significant. An additional sensitivity
analysis can be performed to see how the preferred alternative changes when weights are assigned
differently. When the weight for cost and benefits changes from 0.15 to 0.24, the two stage nine-nine
implementation becomes the preferred implementation scenario. When the weight for costs and
benefits changes to 0.53, the preferred implementation changes to the one-stage implementation.
When using the NPV calculation in the MADA model, we get the same outcome, but the aggregated
value for each alternative varies.
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6

DISCUSSION AND CONCLUSION

In this paper we defined a decision-theoretic model for determining a favourable IT infrastructure
implementation strategy for an application infrastructure project when dealing with uncertainty and we
applied the model in a case study. In this section we draw conclusions on the introduced combined
decision making model and compare it to NPV analysis, real options analysis and MADA. For a
summary we refer to Table 6.
IT investment decisions are complex decisions based on multiple goals and values. Maybe due to this
complexity, a well-structured, objective and reproducible decision making process when investing in
IT is often neglected in practice. Although the success of an IT infrastructure development and
implementation strategy can only be partly attributed to the quality of the decision making process and
the used evaluation method, we believe that using the presented IT infrastructure investment model
can improve decision making. The contribution of our IT infrastructure implementation decision
model is to provide for a set of criteria and an approach to reduce the effort for balanced decision
making when facing uncertainty. Due to the multidimensional character of IT infrastructure
investment decisions, an evaluation method that combines financial and non-financial criteria can be
assumed to support IT investment decision making best.

NPV
Evaluation criteria
Financial
Non-financial
Risks

Process support
Participatory
planning
Impact of the
method
Learning
Flexibility

COMPARISON OF METHODS
Real options analysis
MADA

MADA and real
options

Yes
No
Deduction from
expectations
through risk free
rate of return

Yes
No
Variability of the
projected value and
deduction from
expectations through
risk free rate of return

Yes
Yes
Uncertainty in
subjective judgments
though utility and
probability function

Yes
Yes
Uncertainty in
subjective judgments
though utility and
probability function
and see real options

No

No

Yes

Yes

No
Does not take
flexibility into
account

No, passive
Takes process
flexibility from a
financial perspective
into account

Yes
Takes multiple
definitions of
flexibility into
account

Yes
Takes both process
flexibility from a
financial perspective
and other flexibility
into account

Table 6. Comparison of the different methods
Combining MADA and real options or NPV analysis leads to a decision making model that supports
both qualitative and quantitative decision attributes. For example, learning plays an important role in
an implementation project and is the main source of value of the investment opportunities present in
the early project stages, which can easily be modelled in the combined approach. Combining MADA
and real options includes risk for both quantitative and qualitative attributes. Including risk as a
measure of uncertainty with respect to specific consequences of an investment adds to the reliability of
the outcome of the decision. Combining MADA and real options or NPV analysis supports
participatory planning and group decision making processes. One of the major arguments against
using real options analysis is its lack of transparency for decision makers. Using real options analysis
in a multiattribute approach gives better insight in different implementation scenarios, since having the
possibility to easily perform a sensitivity analysis on stated preferences in both the MADA and the real
options calculation, the different scenarios can be evaluated at different parameter ranges.
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The presented model has not been extensively validated and should be further refined by using
validation techniques as other field studies and user assessments. In a next case it would be interesting
to ask managements’ opinion on the different process support and outcome criteria. Also, we applied
the method to define a multi-stage implementation strategy for an IT infrastructure application which
supports a cost reduction strategy. It would be interesting to analyse a different IT infrastructure
investment case where growth options are part of the investment proposal, since the difference in
scenarios will be larger.
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