This paper presents an estimator for semiparametric models that uses a feed-forward neural Hardware and software constraints limited the usefulness of these computationally-intensive approaches for many years. However, recent advances in hardware and software -and especially in algorithm design -have made them increasingly accessible and effective.
heterogeneous/individualized treatment effect estimation, general nonparametric regression problems, and forecasting with longitudinal data.
The basic model is
where y is an outcome for unit i in time t 2 , X is a N × P X matrix of data to be represented linearly, and Z is a N × P Z matrix of variables to be represented nonparametrically. Choices of which variables to be included in X or Z are left to the modeller. As will be made clear below, it will be appropriate to include variables in X where the modeler has knowledge of appropriate parametric structure and/or desires unbiased marginal effects. All or some elements of Z may be included in X, yielding a linear "main effect" along with a nonlinear component. The compound error α i + it represents between-unit and within-unit variability, respectively.
Rather than estimating hundreds or thousands of individual effect parameters, standard econometric practice removes α via the "within" transformation:
This fails however when f () is nonlinear, because f (Z it ) = f * (Z it −Z i ). While multidimensional linear basis expansions of f (Z) can solve this problem, they are quickly overcome by the curse of dimensionality as P Z grows.
Other machine learning approaches are also ill-suited to estimating 1. Random forests [3] can consistently [4, 5] and efficiently estimate models of the form y = f (Z) + , but they have no clear way to incorporate known parametric structure where available, nor an obvious way to eliminate the nuisance parameters α. Elastic-net regression [6] and generalized additive models [7] can handle fixed effects by first projecting-out fixed effects, but they require extremely large multidimensional basis expansions if they are to serve as universal approximators of an arbitrary f () with a highdimensional Z.
This paper contributes to the econometric literature on nonparametric fixed effects models, which have heretofore relied on series estimation or kernel methods [8, 9, 10] and thereby suffer greatly from the curse of dimensionality. This paper also contributes to the machine learning literature, which has not yet developed a nonparametric algorithm suited to settings with repeated observations of many cross-sectional units. Finally, this paper contributes to the emerging literature at the intersection of machine learning and causal inference [11] , particularly that which seeks to estimate personalized treatment effects [5, 12] .
1 Neural networks
Panel data
This paper proposes an estimator of 1 using a feed-forward neural network for the nonparametric part:
. . .
where V l are derived variables or "nodes" at the lth layer. The parameters Γ L (termed "weights"
in the computer science literature) map the data Z to the outcome via the intermediate nodes.
A priori, no particular interpretation is attached to the derived variables V -they are simply nonlinear combinations of Z that are chosen to make the model fit well.
The number of layers and the number of nodes per layer (i.e.: the dimension of V l ) is a hyperparameter chosen by the modeler. Note that Γ 2:L are matrices of dimension equal to the number of nodes of the lth layer and the next layer up. The function a() is termed the "activation" function, and maps V from the real line to a defined interval -common choices are sigmoids such as the logistic and the hyperbolic tangent. More recently, the "rectified linear unit" [13] (and variants [14, 15] ) activation function -a(x) = max(0, x) -has been shown to improve performance, especially in networks with many layers. Hornik et al. [16] have shown that neural networks can approximate any continuous function, given sufficiently many nodes and/or layers.
For a neural network with two layers, 3 can be written more compactly as
Because the top layer is a linear model in the X's and the derived variables V 1 , the "within"
Fixed effects are thus removed.
Estimation
The above are special cases of neural networks for continuous variables, and are fit to data in the same way as the general case. The loss surface for neural networks is generally nonconvex, and methods for minimizing this loss have been the focus of substantial research 4 . Most methods In general, neural networks are overparameterized and will overfit the data, leading to poor performance when generalizing to new data. One way of controlling this is to tune the number of nodes and layers. Alternatively, the number of nodes and layers can be chosen to be sufficiently high as to ensure a good fit, and the parameters then chosen to minimize the penalized loss function
where θ is a vector of each of the parameters in the model, from each layer. Because regularization induces bias, parameters for which unbiased estimates are desired
should not be included in θ -this may apply to the coefficients associated with parametric terms X, if unbiased estimates of marginal effects are desired. The tuning parameter λ can then be chosen by some variant of cross-validation, including optimization against a withheld test set where k-fold cross-validation is impractical due to computational constraints.
The "OLS trick"
While gradient descent methods generally perform well, they are inexact. The top level of a neural network is a linear model however, in derived regressors in the typical context or in a mixture of derived regressors and parametric terms in our semiparametric context. Ordinary least squares provides a closed-form solution for the parameter vector that minimizes the unpenalized loss function, given a set of derived regressors, while ridge regression provides an equivalent solution for the penalized case.
In particular, after the mth iteration, the top level of the network is
Because gradient descent is inexact, the parameter sub-
where W = [X, V ], dm indicates the "within" transformation andλ > λ is the penalty corresponding to the "budget" that is "left over" after fitting the lower level parameters, which generate V . Given that the general ridge regression solution is equivalent to minimizing ((y − W θ) where
One may then replace θ m with B. Doing so ensures that the sum of the squared parameters at the top level of the network remains unchanged, but ensures that the (top level of the) penalized loss function reaches its minimum subject to that constraint. This facilitates approximate inference, discussed in section 1.3.
Inference
Bootstrap approaches to inference will generally be computationally prohibitive, but approximate inference via linear taylor expansion is feasible [19] . One first computes the estimate of the Jacobian ξ, either numerically or from analytical derivatives. For example, a neural net with two hidden layers has derivatives
where a () is the derivative of the activation function and the sums are row-wise sums of concatenated column vectors.
Given the Jacobianξ ≡ . In panel-data settings, the "cluster-robust" estimator [20] may
where G is the number of clusters. If causal inference is desired on parametric terms, I * = I except for those diagonal entries corresponding to the parametric terms, which should be set to zero. Naturally, penalization induces bias when viewed from a frequentist perspective. Given however that we are not interested in performing inference on penalized elements ofθ itself, but rather on functions ofθ (i.e.: predictions from the fitted model), it is convenient to adopt the bayesian interpretation of the smoothing process as applied to the linear taylor expansion considered here.
Following Wahba [21] , Silverman [22] , Nychka [23] , Ruppert et al. [24] , λ can be regarded as the variance on a gaussian prior over the size of θ. If the estimated optimal penalty parameterλ ≈ λ, Wahba [21] found for smoothing splines that bayesian credible bands around some estimated functionĝ(X) derived from the penalized spline estimator have good frequentist properties in an "across-the-function" sense -the true function was found within the estimated credible band forĝ(X), approximately at the nominal rate in large samples. While the individual parameters themselves are biased, this perspective shifts the focus of inference from individual parameters to the smooth functions that they represent. Given the similarities between splines and neural networks -both are overspecified nonlinear transformations of a feature vector 6 -we proceed from the supposition that this finding may generalize to our case, and explore whether or not it does by 5 Note that unbiased estimates of marginal effects of parametric terms are only guaranteed when such terms are either exogenous, or when controlling for similarly unpenalized covariates renders them conditionally independent. If E[X T |Z] = 0 and Z enters the model in some form that is subject to penalization, then such controls will not generally solve the endogeneity problem.
6 While splines transform a feature vector into a form that can be estimated by a (generalized) linear model, we're concerned here with the linear approximation to a nonlinear model. simulation in section 2.
The standard errors of the parametric terms may thus be calculated in the usual way from the relevant diagonals ofV θ , while the variance of predictions requires the computation ofξ(Z * ) for new data Z * . Pointwise variances are the diagonal ofξV θξ T .
Simulations
This section explores finite-sample properties of the proposed estimator through application to a synthetic dataset, and comparison against standard fixed-effects regression techniques. The synthetic dataset is designed to be intrinsically nonlinear and interactive -a setting in which neural nets should greatly outperform linear models.
Data-generating process
We generate n t observations of data Z for each of n i cross-sectional units. The data Z it is distributed multivariate-normally in 5 dimensions, with each cross-sectional unit drawing from its own random mean vector and covariance matrix. The deterministic outcome y * it is set equal to α i + t + log(φ(Z it )), where φ is the standard normal density function in 5 dimensions, α is a fixed effect equal to i, and t is time. As such, the effect of Z is nonlinear, the marginal effect of z ∈ Z is dependent on Z −z , and is correlated with the group-level intercept. We add noise by setting y it = y * it + N (0, 400). The data are split into training, testing, and validation sets, by time period. Observations in the most "recent" decile comprise the validation set, which is held aside to gauge out-of-sample performance on the selected model. The training and testing sets are divided among the remainder from even and odd-numbered time periods.
Fitting
These data were fit with panel neural nets of the form y it = α i + P t + f (Z it ) + , as well as with standard fixed-effects models of the form y it = α i + P t + Z it β + . In the neural net, the coefficient on the time trend is left unpenalized in order to observe any bias, and to observe properties of their estimated confidence intervals. The f (Z it ) are represented with a 4-layer network, with 12, 11, 10, and 9 nodes from the bottom to the top. The activation function a() is the "leaky" rectified linear unit [14] ;
The penalty parameter λ is chosen iteratively. The simulation commences with a large penalty (λ = 8), and the parameters are estimated subject to that penalty. At convergence, the model is saved, and λ new ← λ old /2. The model is then re-fit, starting from the parameter values of the previous model, with some random jitter added to help avoid becoming trapped in local minima.
Fitting proceeds with progressively smaller values of λ until prediction error on the test set fails to improve for three iterations. The selected model is the one that minimizes E(y test −ŷ test ) 2 . Note that k-fold cross-validation is generally preferable to the training set/test set approach taken here, but would require each model to be refit k times, and thus would be computationally-prohibitive in our monte-carlo setting.
This process is repeated 1000 times for different draws of the DGP. The selected model is assessed for mean squared error in the validation set, bias in the parametric coefficient, coverage of estimated intervals around the parametric coefficient, and average coverage of estimated intervals around individual predictions in the validation set.
Results
Results are presented in table 1. The panel neural nets provide substantially better accuracy than do fixed-effects regressions, and provide parametric estimates that are approximately unbiased.
Confidence and prediction intervals -on parametric estimates and predictions respectively -cover at approximately nominal rates. This final section applies the panel neural net to the prediction of agricultural yields from weather data. This problem is relevant for short-term economic forecasts as well as for longer-range climate change impact assessment.
It is also a natural use-case for a semi-parametric panel data model. First, weather data over an entire year is high-dimensional. While there is only one outcome per year in our setting, the explanatory variables come in the form of several weather variables over hundreds of days of the growing season. Models that penalize high-dimensional covariate sets can help avoid overfitting.
Second, additively-separable models like ridge regression or LASSO may not be appropriate.
The "law of the minimum" -a generally-accepted concept in ecology and agronomy -states that plant growth is limited by whatever single growth factor is most constrained. We therefore require an inherently nonlinear and interactive representation of the process that maps weather to yields.
Third, machine-learning algorithms that do not have a linear representation -like decision trees and random forests -have no clear way to incorporate unobserved cross-sectional heterogeneity 7 , which can be important -especially in linear fixed-effect models that do not admit time-invariant regressors.
Finally, agricultural yields in developed countries have seen substantial increases in recent years, driven primarily by technological change. This is naturally represented by a parametric trend, which is incompatible with models like random forests that cannot extrapolate beyond the support of the training data.
Data
County-level corn yield data for Iowa, Illinois, and Missouri is taken from the National Agricultural Statistical Service of the US Department of Agriculture. We use only county-years with at least 5000 acres planted in corn, and only counties with at least 20 such years. We exclude all counties that have more than 20% of their agricultural land under irrigation. We focus on grain corn, rather than silage.
Weather data comes from PRISM [26] . From its native gridded format, daily data is aggregated into areas corresponding to the agricultural area of each county. We posses measurements of minimum and maximum temperature, precipitation, and dewpoint. These data are subset into a growing season that runs from April through October, leaving us with a total of 856 weather variables.
In addition, we augment the weather data with (time-invariant) soils data from SSURGO [27] .
The subset we use contains measurements of 38 chemical and physical soil properties, averaged over the county. While such data in linear fixed-effects models will generally be collinear with the individual effects and thereby dropped, the nonlinear nature of the panel neural net allows these variables to moderate the effects of the time-varying weather data. We also include latitude and longitude as regressors, which allows estimated relationships to vary smoothly in space.
Models
We model these data from the period 1981 to 2014, saving 2015 as a test set for evaluation of our fitted models. These are:
FE-OLS
A standard fixed effects model, we fit
Note that time-invariant soil and location data is collinear with the fixed effects, and dropped from Z.
LASSO
As above, but solving for θ = [β, Γ] to minimize Σ(y −ŷ) + λΣ|θ|.
Random Forest
The model is
and as such does not incorporate any information on the longitudinal nature of the data, except the time trends. We grow 500 trees, with each split in each tree selecting from 1/3rd of the available variables.
Panel neural network
The models is
The quadratic state-by-year time trends are subject to the weight decay penalty, along with Γ. We use an architecture of 40 nodes on the bottom layer, 20 in a middle layer, and 10 in a top layer.
The activation function is the rectified linear unit, and training is by batch gradient descent using the adaptive step size algorithm ("RMSprop") of Tieleman and Hinton [28] .
Results
Results are presented in figure 2 . Figure 2a shows in-sample, cross-validation, and 2015 prediction errors for the panel neural net -5-fold cross-validation predicted the 2nd best value of λ out of those tested. For this model, mean-squared error was 273, and predictions were approximately unbiased (figure 2d), though some under-prediction is apparent in north-central Illinois (2f).
The random forest's MSE was 1197, and its poor performance appears to owe to substantial bias (2g). Indeed, its rampant under-prediction appears to stem from its inability to model a linear time trend such that it can effectively extrapolate one year beyond its training sample -operating like a nearest-neighbor algorithm, random forest will model 2015 as being similar to 2014 and adjacent years, and have no way of discerning a long-term trend in a noisy signal.
The LASSO performs better here than the random forest, with a MSE of 609. Its predictions are biased slightly upwards. This likely stems from over-reliance on the time trend, as this model was unable to discern nonlinear functions the daily training data.
The fixed-effects model is not shown, as the optimal value of λ for the lasso was 0.015 -quite close to zero and thus to the OLS solution. (1) unbiasedness of parametric estimates, (2) good properties of estimated confidence intervals, and (3) efficiency both in a simulated dataset and in an application to yield prediction from weather data.
Further work will provide refinements to the panelNNET software used, and demonstrate the applicability of this class of models to the problem of heterogeneous treatment effect estimation from randomized and quasi-experiments.
