Social media and networks are used by millions of people to share with their friends across the world: tastes, opinions, ideas, etc. The volume and the speed at which these data are produced make it a challenging task to discover meaningful patterns in the data. Nevertheless, very interesting business goals could be achieved collecting these data and performing analytics on social media data streams, such as: addressing marketing strategies, targeting advertisements, and so forth. We emphasize that there is a need to investigate and define suitable knowledge mining approaches to go beyond explicitly available metadata by analyzing unstructured data to provide intelligent analytics services. Specifically, in this paper we provide first results on applying OLAP analysis to multidimensional Tweet streams.
INTRODUCTION
Nowadays, people extensively use social networks (e.g., facebook, twitter, etc.) and multimedia aggregators (e.g., Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. youtube, wikipedia, etc.) to share with their friends across the world: tastes, opinions, ideas, and so on. Millions of tweets about brands, news and so forth, hundreds of thousands of Facebook "likes" and check-ins on Foursquare, happen every day. So, we are heading into a social media data explosion. Collecting these data and performing analytics on social media data streams is one of the main challenge of big data because very interesting business goals could be achieved, such as: addressing marketing strategies, profiling people tastes, targeting advertisements, and so forth.
Specifically, this work is focused on the metadata available in Twitter and we point out that there is a need to investigate and define suitable knowledge mining approaches to go beyond explicitly available metadata analysing unstructured data in order to provide intelligent analytics services to support decision making.
Twitter is the most popular microblogging service with more than half billion of users. Recent statistics pointed out that the average number of tweets per day is more than 100 million, and thousands of them happen every minute. So, tweets exchanged over the Internet represent an important source of information. Tweets are associated with metainformation that cannot be included in messages (e.g., date, location, etc.) or included in the message in the form of tags having a special meaning. Tweets can be represented in a multidimensional way by taking into account all this meta-information as well as associated temporal relations. In Fig.1 there is a map of the overall metadata that accompanies every tweet. Twitter's API enable us to acquire public tweet metadata (e.g., Twitter's Search API 1 and Streaming API 2 ). In general, we can distinguish two main groups of information explicitly available in the tweet metadata: (i) User's Profile: information about the user in terms of appearance, location, followers and following; (ii) Tweet's Status: information about the tweet in terms of content, timestamp, if the tweet is In Reply To (IRT) another one, location of the tweet, media object contained in the tweet (audio, video, image), and so on.
In this paper, we focus on the definition of multidimensional data model for the storage of tweet data stream en-abling OLAP analysis. Furthermore, we exploit the implicit information that could be derived or discovered in the tweets by investigating beyond explicit metadata.
Datawa rehouse model enables us to manipulate a set of indicators (measures) according to different dimensions which may be provided with one or more hierarchies. Associated operators (e.g., Roll-up, Drilldown, etc.) allow an intuitive navigation on different levels of the hierarchy. Indeed, the collected tweets will be represented by means of fuzzy mathematical model in order to extract timed fuzzy lattice through fuzzy extension of FCA [9] .
BEYOND TWEET METADATA
In order to allow analytics services on the metadata of the tweets, a mapping of semi-structured data to multidimensional cubes has to be defined. An example of this mapping has been introduced in [17] and it takes into account explicitly available data in the tweet metadata. Specifically, in [17] the authors distinguish three main kinds of information that could be used to build analytics on tweet streams: (i) Static: information explicitly available in the tweet metadata; (ii) Derived : information inferred from the existing static ones -for instance, the hashtags can be used as a derived tweet dimension to group instances and to allow aggregation paths in OLAP queries (e.g., #worldcup, etc.); (iii) Discovered : information obtained performing knowledge mining and classification tasks.
Considering the maturity of data warehousing systems, there will be more demand for advanced and intelligent support to derive useful information integrating also unstructured data in Data Warehousing, as highlighted in [15] and [13] . In particular, some information can be discovered ex- ploiting third-party text analysis APIs, such as: (i) Language Detection: this information adds the tweet's language as a dimension of the tweet record enabling cross-language analysis and aggregation -this task could be easily accomplished invoking external API, such as: MyMemory 3 , Google API 4 , Alchemy API 5 , and so forth; (ii) Topic, Entity and Event detection: a tweet is enriched by storing along with it other information as: detected significant topics, entities (e.g., persons, locations, dates, products, etc.) and events (e.g., natural disasters, sports competitions, etc.). This information provides a multidimensional perspective and refines the grain of the data from a tweet record down to single terms (see Section 3.3); (iii) Sentiment Detection: it assesses the overall emotion of the content (i.e., positive, negative or neutral). AlchemyAPI and OpenCalais 6 are examples of platforms enabling this type of analysis.
Knowledge Mining algorithms may be helpful for discovering less obvious or hidden relationships and patterns in the dataset. The underlying dataset can be mined for a variety of descriptive and predictive tasks to build respective classification models. For example, users or tweets in the underlying dataset can be clustered into various groups based on their popularity, reputation, tweeting activity, topics discussed, etc. These discovered groups are said analytics as they offer new perspectives for multidimensional analysis and can be used as grouping criteria just like statically defined dimension categories.
Considering unstructured data, in the last decade several methods, aimed to support ontology learning from domain data, have been defined. Some of them use text-mining and machine learning techniques in order to conceptualize unstructured content [10] , [2] . Others methodologies exploit Conceptual Data Analysis theory for knowledge structuring and ontology building [3] . Most of them are language dependent and doesn't exploit Commonsense Knowledge base (e.g., Wikipedia etc.) to enrich meaning of the analyzed content. In [9] the Fuzzy extension of Formal Concept Analysis (FFCA) theory has been exploited to build hierarchical classification of the collected resources. Furthermore, wikification service has been integrated in the text-analysis in order to enrich the meaning of the content by linking wikipedia entities (i.e., articles) [19] . Other approaches exploit probabilistic models and Latent Dirichlet Allocation (LDA) for ontology learning [24] , [23] . The extraction of an unsupervised ontology could be a hierarchical dimension of OLAP cube.
In some cases Text Analysis API and Knowledge Mining methods cited above could be used to introduce hierarchical or flat dimensions. For instance topics dimension could be hierarchically structured according to a domain ontology as proposed in [1] where MeSH 7 (Medical Subject Headings) ontology has been used to index tweets. In the following Section, a case study about nesting knowledge mining technique (i.e., Fuzzy Formal Concept Analysis) in OLAP data model for multidimensional tweet stream will be proposed to address summarization of microblogs.
MULTIDIMENSIONAL ANALYSIS OF TWEET STREAMS
This Section describes the cube built taking into account the tweet stream.
Tweet Cube
A data cube can model an analysis subject called Fact F defined on the schema D = {T1, T2, . . . , Tn, M } where Ti (i = 1, . . . , n) are several dimensions and M stands for a measure. Every dimension defined on a domain D includes attributes A = a1, a2, . . . , am that can be organized in several hierarchical levels l1, l2, . . . , lm . In the proposed cube of tweets, the tweet represents the fact and some of its metadata explicit or implicit will be selected as hierarchical or flat dimensions.
Dimensions
In our tweet cube model, the dimensions can be classified in two types: (i) Semantic Dimension: In our model, this dimension is extracted from Wikipedia knowledge base and it makes use of the titles of Wikipedia articles and of the Wikipedia category graph. Wikipedia provides a knowledge base for computing word relatedness in a more structured fashion than a search engine and with more coverage than WordNet. Obviously, semantic dimension could be extracted from other domain ontologies or vocabularies related to the dimension area as external knowledge source (e.g. GeoNames, WordNet, etc.). Each level li = c1, c2, . . . , cn includes a set of concepts cj (j ∈ [1; n]) extracted from Wikipedia category graph. (ii) Metadata Dimension: Metadata refers to the information about the tweet that can be derived from its metadata, such as: timestamp, user, hashtag, location, etc. So, we have to create a metadata dimension to represent each metadata information that we want consider. In this case we focus on time and location that are both hierarchical dimensions.
Measures
Tweets are significant source of evidence when extracting information related to the reputation of a particular entity (e.g., a particular politician, singer or company) or, more general, a topic. In order to analyze the textual content of tweets, there is a need of an automated methods to disambiguate tweets with respect to entity or topic names in their content. To address this issue we propose a measure which exploit wikification service, wikify 8 , that is the practice of representing a sentence with a set of Wikipedia concepts [19] , [18] . Wikification enables us to recognize sense of main concepts and named entity mentioned in the tweet associating a Wikipedia link and a corresponding weight representing uncertainty degree of the disambiguation results.
Specifically, the tweet content is wikified to extract a set of topic, rd pairs corresponding to Wikipedia articles that are related to the tweet content itself with a specific relevance degree (rd) [19] . Let us report an example by considering the following i-th tweet in the tweet stream: tweeti = "Hillary Clinton is running for president to be a champion for everyday Americans. Join Hillary for America today.".
The wikification process extracts from the above text a set of topic, relevance pairs. These pairs are features characterizing meaning of the input text. Taking into account the example above, the extracted topic are:
Hillary Rodham Clinton, 0.94 , Bill Clinton, 0.24 Hence, let S be the vector space defined by the set of topics:
S topic1, topic2, . . . , topicn . A tweeti in a multidimensional space is represented by a weights vector as follows: tweeti = (topici 1 , rdi 1 ), (topici 2 , rdi 2 ), (topici m , rdi n ) where topici k is one of the topic associated to tweeti, rdi k is the relevance degree associated to topici k , n is the number of topics detected by sentence wikification of tweeti.
Aggregating Multidimensional Tweet Streams via FFCA: An Overview
Our innovative aggregation model for Tweet data, which lies along classical aggregation mechanisms [14] with the novelty of being target to such kind of data that are inherently textual in nature, hence achieving the proposed methodology for microblog summarization. This methodology essentially makes use of a fuzzy extension of Formal Concept Analysis (briefly, Fuzzy FCA or FFCA) [12] as fundamental theoretical tool.
Based on the lattice theory, the FCA deals with concepts (objects and their attributes) and their hierarchical relationships. It supplies a basis for conceptual data analysis, knowledge processing and extraction. Fuzzy FCA [9] combines fuzzy logic into FCA representing the uncertainty through membership values in the range [0, 1]. We will provide an overview of our microblog summarization method in Section 4 through a comprehensive case study.
CASE STUDY: SUMMARIZING TWEET STREAMS DURING THE 2015 ITALIAN ELECTION CAMPAIGN
Nowadays, Twitter plays an important role in the political agenda at national and international level. So, the definition of advanced analytics services on Twitter is assuming much interest. Therefore, a motivating example of application of the methodology proposed in this work is about political elections. For the sake of clarity, this Section is aimed to illustrate a case study of OLAP and timed FFCA integration applied to a tweet stream collected during Italian regional election campaign held in May 2015, thus showing an overview of our microblog summarization method. A large round of regional elections were held in Italy in seven of the twenty regions composing the country, including four of the ten largest ones: Campania, Veneto, Apulia and Tuscany. The other three regions holding elections were Liguria, Marche, Umbria, along with more than 700 of Italy's municipalities went to the polls. An estimated 23 million Italians are eligible to vote.
The target case study clearly demonstrates how OLAP analysis methodologies are perfectly suitable of supporting advanced analytics over Tweet data, similarly to other recent and correlated research experience (e.g., [21, 4] ). In fact, summarizing the information content of massive amounts of data like streaming Tweet data plays a leading role with respect to the goal of extracting useful knowledge from so abundant data. Indeed, even semantics issues must be considered, as summarization is not only data reduction but, better, knowledge synthesis (e.g., [16] ), which is now becoming more and more relevant in the emerging context of big data analytics (e.g., [8, 7, 11] ).
Let us consider three-dimension data cube defined on a set of collected tweets (see Figure 2) , having as measure the set of tweets belonging to the dimension candidate (e.g., Beppe Grillo), location (e.g., Rome) and Political Party (e.g., Democratic Party). The table on the top-left of Figure  2 shows a characterization of collected tweets. In particular, the table details the set of tweets shown in Figure 3 ( Figure  4 shows English translation of them).
Let us suppose that a user wants to know about what are the main topics of twitting activity during election campaign for a specific city and political party, for example, as empathized in Figure 2 , BeppeGrillo, Genova, F iveStarM ovement . The plethora of tweets that could satisfy the user request compromises the user understanding of the tweets flow. Let us note that according to recent statistics the average number of tweets per day is more than 100 million, and thousands of them happen every minute. In this sense, integrating the proposed microblog summarization process with OLAP enable us to provide the subset of tweets that covers the main topics discussed considering time dependence, and so updating user providing not redundant information. In the considered example the original set of tweets ( 500 ) corresponding to the user request is reduced according to the detail level selected from the user (e.g., 50 for detail d= 0.7 ). 
CONCLUSIONS AND FUTURE WORK
This work focuses on the integration of knowledge mining approaches (i.e., FFCA) and OLAP technology analyzing unstructured data exchanged in social media and enabling advanced analytics services. Considering Twitter we emphasize the role of implicit information that could be derived or discovered in the tweets beyond explicit available metadata. A case study is proposed to address microblog summarization exploiting timed fuzzy lattice resulting from the execution of time-aware FFCA on the unstructured tweets' content. A fundamental contribution of our proposed framework is represented by the idea of performing the aggregation task by considering the temporal dimension mainly (via FFCA), and computing the target cube consequently, by also considering the remaining dimensions of the current multidimensional model. It should be noted that this approach is particularly targeted to the special case of data considered (i.e., multidimensional Tweet streams) as such kind of data are inherently time-dependent.
Finally, the paper represents a preliminary step toward the definition of advanced analytic services taking into account multidimensional social media stream considering also the latent semantics embedded in the information exchanged. On the other hand, the integration of knowledge representation and management methodologies with multidimensional analysis clearly represents a critical milestone to be considered in future, as highlighted by recent studies (e.g., [20] ).
As future work, we plan to exploit the technique and tools used in [22] (specifically Timed Automata and nonrepudiation protocol) to enforce a temporal and fairness criteria among the tweets received in the stream. On a systemoriented side, we are instead focused to embed in our framework specific privacy-preserving OLAP features (e.g., [5, 6] ), as the latter are becoming relevant in emerging Big Data contexts.
