INTRODUCTION
The solvability of boundary value problems of the form
Au + f(u) = g(x) in ~,
u(x) = 0 on Of~,
where tq is a smooth bounded region in R N, N > 3, and A is the Laplacian operator, depends on the growth of the nonlinearity f. We say that f grows subcritically if there exists q e (1, (N + 2)/(N -2)) such that lim supl~l_.
~o If(u)l/lul q < ~. If limt~l~=(lf(u)[/lu] (N+2)/(N-2)) ~ R then we say that
f grows critically. In order to apply to this problem compactness techniques such as those derived from the imbedding properties of the Sobolev spaces (see [1] ) one realizes that f must grow subcritically. Moreover, in [2] , Pohozaev showed results for the subcritical case that do not extend to the critical case. Here we show, in particular, the existence of large positive solutions for small values of g when f grows critically, which is not the case when f grows subcritically. For related problems with critical exponents the reader is referred to [3] [4] [5] [6] [7] [8] .
From now on we consider the boundary value problem (1.1) when f~ is the unit ball in R N, f(u) = lulPu with p = 4/(N-2), and g(x) ~ -2 e R. Our main result is the following theorem. The classical work of Gidas et al. [7] tells us that positive solutions in f~ are radially symmetric. This allows us to shift our study to the ordinary differential 
PRELIMINARIES
First we establish "Pohazaev identity" (see [2, 9] ) for the initial value problem (1.2), (1.3), (1.5). Given d e R, and ;~ e R, define 
Proof. Multiplying (1.2) by rNu'(r) and integrating over [?, r] , we obtain, Since u is positive, (2.6) yields (u'(1)) 2 N 0 for X __ 0. Hence, u --0. This completes the proof. Now, for a positive solution u of (1.1), we define the function
Clearly, h is continuous, and h(0) = 0. Since u(l) = 0, we see that lim h(r) = oo. Furtherr~l-more, h is an increasing function. Indeed,
Combining (2.5) and (2.9) we have,
Since u is a decreasing function, it follows from (2.10) that Now for M < M 0 we show that the graph of u intersects the graph of Mr -2/p at exactly two points. Suppose 0 < r~ < r 2 < r 3 < 1 are the first three numbers such that u(r~) = Mr~ -z/a, i = 1,2, 3. Since u is a decreasing function, u(rl) < u(r2) < u(r3). Let Z = Mr -2/p, then, we have Z(r2) = u(r2), Z'(r2) > u'(rz), Z(r3) = u(r3), and Z'(r3) < u'(r3). Hence,
However, then h(rs) < h(rz) with r 2 < r s , which contradicts that h is an increasing function (see (2.11)). Assuming that u(r-)?2/P= u(~?2/P= M o we see that h(r-)= h(r")= 2/p which contradicts that h is an increasing function. Hence, ? is unique. From (2.5) and the quadratic formula we obtain,
where
From (2.12) we have
1 A(r) h(r)= 1 + --N--N-u(r)
Since h(0) = 0 and lim h(r) = oo we see from (2.14) that for r near zero r~l-
1 A(r) N-h(r) = 1 N-u(r) '
and for r near 1, (2.14) Proof. Since
N-2 (h(r2) -h(O) = + 2) + O(r2+2/P)'
and (u(r)) u >_ I((N -2)3/(N + 2))(1/r2), for r e (~, r2); from (2.11) we have
~J 6N-4 (N-2)2 t'r2r_ 1 N(-N + -2) + OtrZ+Z/P) >" ~-ff + $) ~ dr.
Therefore,
that is, r2 -? exp(6(N)). Since from lemma 5,
This completes the proof. Now we show that for d sufficiently large Ud(r2) < 0. Indeed,
N+2 1
dUd(r2) = -2 ~ ux(rz) --~ A(r2),
and since u×(r) _ -r2/2N (see lemma 7) we have
-~]'2 ~-~+ ~J N(N + 2) ~'\ N J\4(N + 2),/
Simplifying the expression on the right we get
dUd(r2) < 4N r2
From lemma 8 we obtain and, hence, 
N2 2 _2/p['(N-2)3"~ '/p / 6N-4 r2 ~ ~(~ + -~J "~JN--~ + -2) + O(rt-2/P)" dua(r2) <_ )t ~ r~ -O(d)
(
