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EXACT CONTROLLABILITY OF LINEAR KP-I EQUATION
CHENMIN SUN
Abstract. We prove the exact controllability of linear KP-I equation if the
control input is added on a vertical domain. More generally, we have obtained
the least dispersion needed to insure observability for fractional linear KP I
equation.
1. Introduction
In this note, we complete the study of control problem for linear KP type equa-
tions started in [7]. The precise model considered here is the linear KP-I equation
∂tu+ ∂
3
xu− ∂−1x ∂2yu = 0, (1.1)
where the Fourier multiplier ∂−1x is defined by
∂̂−1x v(k, l) =
1
ik
v̂(k, l)
for all functions
v ∈ D′0(T2) := {v ∈ D′0(T2) : v̂(0, l) = 0 for all l ∈ Z}.
We denote by L20(T
2) = L2(T2) ∩D′0(T2). For a vertical control region of the form
ω = (a, b)x × Ty, we fix a non-negative real function g ∈ C2c (T) with
∫
T
g = 1. In
this case, we define the control input by
G(h)(x, y) = G⊥(h)(x, y) := g(x)
(
h(x, y)−
∫
T
g(x′)h(x′, y)dx′
)
. (1.2)
The main result of this note is the observability from a vertical region.
Theorem 1.1. For any T > 0, there exists CT > 0, such that for any solution
u ∈ C(R;L20(T2)) of (1.1), we have
‖u(0)‖2L2(T2) ≤ CT
∫ T
0
∫
T2
|Gu(t, x, y)|2dxdydt. (1.3)
As explained in [7], a consequence of HUM method of Lions [5] is the exact
controllability of linear KP-I equation from vertical domain.
Theorem 1.2. Given any T > 0 and u0 ∈ L20(T2), u1 ∈ L20(T2), there exists
f ∈ L2((0, T );L2(T2) such that the solution of the equation
∂tu+ ∂
3
xu− ∂−1x ∂2yu = Gf, u|t=0 = u0 (1.4)
satisfies u|t=T = u1.
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Remark 1.3. When the control region is a horizontal strip of the form ω = Tx ×
(a, b)y and we put the control input as
G‖h(x, y) := g(y)
(
h(x, y)−
∫
T
g(y′)h(x, y′)dy′
)
. (1.5)
Then for any given time T > 0, the similar observability (1.3), replacing Gu by G‖u,
does not hold true. The argument is the same as the treatment for linear KP-II in
[7].
The main part of this note is devoted to the proof of Theorem 1.2. In appendix,
we discuss the validity of the observability for fractional linear KP I of the form
∂tu− |Dx|α∂xu− ∂−1x ∂2yu = 0. (1.6)
We will prove the following dichotomy result which asserts the least dispersion
needed for the observability.
Theorem 1.4. (1) If α ≥ 1, then for any T > 0, there exists CT > 0, such
that
‖u(0)‖2L2(T2) ≤ CT
∫ T
0
∫
T2
|Gu(t, x, y)|2dxdydt
holds for any solution u of (1.6).
(2) If 0 < α < 1, then for any T > 0, there exist a sequence of solution (un) of
(1.6), such that
lim
n→∞
∫ T
0
∫
T2
|Gun(t, x, y)|2dtdxdy
‖un(0)‖2L2(T2)
= 0.
2. Notations and Preliminaries
2.1. Notation. We identify Td = Rd/(2πZd) with fundamental domain [−π, π]d.
The Fourier transform on Td is denoted by
f̂(ξ) = (2π)−d
∫
Td
f(z)e−iz·ξdz, ξ ∈ Zd.
In the case where there is no risk of confusing, we will also use f̂ to note the
Fourier transform of one variable. For the derivative, we sometimes use the notation
Dt =
1
i ∂t, Dx =
1
i ∂x.
We will only use L2 based norms for this linear problem, hence we denote by
‖v‖ := ‖v‖L2(Td), ‖v‖s := ‖v‖Hs(Td), ‖f‖T := ‖f‖L2(0,T ;L2(Td)).
We will also use the inner product notations
(u, v) :=
∫
Td
u(x) · v(x)dx, (f, w)T :=
∫ T
0
∫
Td
f(t, x)w(t, x)dxdt,
where d = 1 or 2, which will be clear in the context.
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2.1.1. Symbols and quantization on Torus. We briefly review the h pseudo-differential
calculus on Torus. For m ∈ R, let Sm be the set of h-dependent functions a(x, ξ, h)
with parameter h ∈ (0, 1) such that for any indices α, β,
sup
(x,ξ,h)∈R2d×(0,1)
|∂αx ∂βξ a(x, ξ, h)| ≤ Cα,β(1 + |ξ|)m−|β|. (2.1)
For a ∈ Sm, we denote by Oph(a) the h pseudo-differential operator acting on
Schwartz functions via
Oph(a)f(x) :=
1
(2πh)d
∫
R2d
e
i(x−y)·ξ
h a(x, ξ, h)f(y)dydξ.
We refer [8] for symbolic calculus and another basic properties about h pseudo-
differential operator. For functions on a compact Riemannian manifold, we can
define h pseudo-differential operator by using local coordinate and partition of
unity. On the torus, we can also use the global definition of pseudo-differential
calculus. Denote by Smper be symbols in S
m(R2d) which are 2π-periodic in x ∈ Rd,
namely
a(x+ 2πk, ξ) = a(x, ξ), ∀(x, ξ) ∈ R2d, k ∈ Zd.
Symbols in Smper can depend on h with uniform estimate (2.1),though the depen-
dence is not displayed in our notation. We quantize a ∈ Smper as an operator on
S ′(Td) via the formula
Oph(a)f(x) :=
∑
k∈Zd
1
(2πh)d
∫
[−π,π]d
∫
Rd
a(x, ξ)e
i(x−y+2kπ)·ξ
h f(y)dydξ (2.2)
From Poisson summation formula, we have
Oph(a)f(x) =
∑
k∈Zd
a(x, h1k)f̂(k)e
ik·x. (2.3)
The globally defined quantization via (2.3) is equivalence to (modulo hSm−1) the
usual definition via partition of unity, see the exercise in the book [1].
2.2. Quick review of 1D semi-classical reduction. Expanding the solution
u(t, x, y) to (1.1) in Fourier series in y variable
u(t, x, y) =
∑
l∈Z
al(t, x)e
ily ,
we find that for each l ∈ Z, al satisfies the equation
∂tal + ∂
3
xal − l2∂−1x al = 0
Therefore, by changing notations, the equation (1.1) can be reduced to the study
of the following λ dependent equation{
∂tu+ ∂
3
xu+ λ
2∂−1x u = 0, (t, x) ∈ R× T,
u|t=0 = u0 ∈ L20(T),
(2.4)
We take λ = 1h2 and rewrite (2.4) as{
h3Dtu− (hDx)3u− (hDx)−1u = 0, (t, x) ∈ R× T,
u|t=0 = u0 ∈ L20(T),
(2.5)
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The solution u depends on the parameter h and we will drop the dependence in
the sequel. From the same proof of Proposition 3.5 in [7], we reduce the proof of
Theorem 1.1 to the following weak observability.
Theorem 2.1. T > 0 be given. There exist a constant CT > 0 and a sufficiently
small number h0 > 0, such that for all h ∈ (0, h0), the solution u of the h dependent
equation (2.5) satisfies
‖u0‖2 ≤ CT
∫ T
0
∫
T
|g(x)u(t, x)|2dxdt + CT ‖u0‖2−1. (2.6)
We use a standard homogeneous Littlewood-Paley decomposition. Take ψ ∈
C∞c (R) with support suppψ ⊂ {1/2 ≤ |ξ| ≤ 2} and ψn ∈ C∞c (R) such that∑
n∈Z
ψn(ξ) = 1, ∀ξ 6= 0,
where ψn(ξ) = ψ(2
nξ). With this notation, we further reduce the proof of Theorem
2.1 to the following frequency-localized estimate.
Proposition 2.2. Let T > 0 and ǫ0 > 0 be given. There exist h0 > 0, small and
C0 = C0(ǫ0, T ) > 0 such that for all n ∈ Z which subject to 2nh ≤ ǫ0,
‖ψn(hDx)u(0)‖2 ≤ C0
∫ T0
0
∫
T
|g(x)ψn(hDx)u(t, x)|2dxdt (2.7)
holds true for all solutions u(t, x) of (2.5).
The derivation from Proposition 2.2 to Theorem 2.1 is simple and can be found in
[7]. The remaining part of this note is devoted to the proof of (2.7). We summarize
the path of the proof as follows:
• Regimes n ≥ N0 and n ≤ −N0: n ≤ −N0 corresponds to the very low
frequency regime in which the term (hDx)
−1 dominates the dispersion.
n ≥ N0 corresponds to the very high frequency regime in which the term
(hDx)
3 dominates the dispersion. The arguments are similar as for linear
KP-II.
• Regime |n| ≤ N0: This is the essential difference between KP-I and KP-II.
The group velocity of KP-I could be very small in this regime.
3. The proof of Proposition 2.2
3.1. Regimes far from critical points. Let us consider the following ǫ−dependence
symbols:
pǫ(x, ξ) =
(
ǫ4
ξ
+ ξ3
)
χ(ξ), qǫ(x, ξ) =
(
1
ξ
+ ǫ4ξ3
)
χ(ξ),
where χ ∈ C∞c (R) with supp(χ) ⊂ {µ < |ξ| < ν} for some 0 < µ < 12 , ν > 2
and χ ≡ 1 in a neighborhood of {1/2 ≤ |ξ| ≤ 2}. Denote by Pǫ = Oph˜(pǫ) and
Qǫ = Oph˜(qǫ).We use the notations Uǫ(t), Vǫ(t) to represent solution operators to
the following two equations{
h˜
i ∂tUǫ(t) + Uǫ(t)Pǫ = 0,
Uǫ(0) = I,
(3.1)
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h˜
i ∂tVǫ(t) + Vǫ(t)Qǫ = 0,
Vǫ(0) = I
(3.2)
The flows associated to the vector fields Hpǫ , Hqǫ are explicitly given by
φǫ,t(x0, ξ0) =
(
x0 +
(
− ǫ
4
ξ20
+ 3ξ20
)
χ(ξ0)t+
(
ǫ4
ξ0
+ ξ30
)
χ′(ξ0)t, ξ0
)
,
ϕǫ,t(x0, ξ0) =
(
x0 +
(
− 1
ξ20
+ 3ǫ4ξ20
)
χ(ξ0)t+
(
1
ξ0
+ ǫ4ξ30
)
χ′(ξ0)t, ξ0
)
with respectively.
From Egorov’s theorem (see [8]), we know that for any symbol a(x, ξ) ∈ C∞c (T ∗M),
Uǫ(−t)Oph˜(a)Uǫ(t) = Oph˜(a ◦ φǫ,t) +OL2→L2(h˜),
Vǫ(−t)Oph˜(a)Vǫ(t) = Oph˜(a ◦ ϕǫ,t) + OL2→L2(h˜).
We remark that the bound OL2→L2(h˜) is independent of ǫ ≤ 1 since all the semi-
norms of the symbol pǫ, qǫ can be chosen continuously depending on ǫ.
Now we prove the following localized observability estimates:
Proposition 3.1. There exists C0 > 0, T0 > 0, h˜0 > 0 and δ0 > 0 such that for all
u0 ∈ L20(T), and all h˜ ≤ h˜0
‖ψ(h˜Dx)u0‖2 ≤ C0
∫ T0
0
‖gUǫ(t)ψ(h˜Dx)u0‖2dt, (3.3)
‖ψ(h˜Dx)u0‖2 ≤ C0
∫ T0
0
‖gVǫ(t)ψ(h˜Dx)u0‖2dt, (3.4)
uniformly in ǫ < δ0.
Proof. Here we only prove the first inequality, and the second one will follow in the
same manner. Consider the symbol a(x, ξ) = g(x)2ψ˜(ξ) (strictly speaking, g is not
smooth and we need approximate it by smoothing functions) and its quantization
Oph˜(a) = (g(x))
2ψ˜(h˜Dx), where ψ˜ is a slight enlargement of ψ so that ψ˜ψ = ψ and
suppχ|supp(ψ˜) = 1. From Egorov’s theorem, we have
Uǫ(−t)Oph˜(a)Uǫ(t) = Oph˜(a ◦ φǫ,t) +OL2→L2(h˜), uniformly in ǫ ≤ 1.
Note that on the support of a, χ′(ξ) = 0, and thus we have
ϕǫ,t(x0, ξ0) =
(
x0 +
(
− ǫ
4
ξ20
+ 3ξ20
)
t, ξ0
)
.
We choose δ0 = δ0(µ, ν), sufficiently small, such that
∣∣∣− ǫ4ξ20 + 3ξ20∣∣∣ ≥ c0 > 0, uni-
formly in ǫ < δ0 on the ξ−support of ψ˜. Therefore, for some T0 = T0(c0) > 0, and
c1 > 0 , we have ∫ T0
0
a ◦ φǫ,tdt ≥ c1 > 0.
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Now we calculate∫ T0
0
‖gUǫ(t)ψ(h˜Dx)u0‖2dt
=
∫ T0
0
(
gUǫ(t)ψ(h˜Dx)u0, gUǫ(t)ψ˜(h˜Dx)ψ(h˜Dx)u0
)
dt
=
∫ T0
0
(
Uǫ(−t)ψ˜(h˜Dx)g2Uǫ(t)u0, ψ(h˜Dx)u0
)
dt
=
(
Oph˜(bT0)ψ(h˜Dx)u0, ψ(h˜Dx)u0
)
,
with bT0(x, ξ) =
∫ T0
0
a ◦ φǫ,tdt modulo h˜S0. Thus, from Sharp G˚arding inequality,(
Oph˜(bT0)ψ(h˜Dx)u0, ψ(h˜Dx)u0
)
≥ c1
2
‖ψ(h˜Dx)u0‖2 − Ch˜‖ψ(h˜Dx)u0‖2.
To conclude the proof, we just need choose h˜0 < min{ c14C , 1}. 
As a consequence, we can proof Proposition 2.2 in the easy regimes:
Corollary 3.2. There exist h0 > 0 and a integer N0 which depends on δ0 in
Proposition 3.1, such that for all h < h0, |n| ≥ N0, and 2nh ≤ ǫ0, the inequality
(2.7) holds true.
Proof. Take N0 ∈ N such that 2−N0 < 2−10δ0. Fix h0 < min{2−N0ǫ0, h˜0} > 0.
We first consider the case n ≤ −N0. Define a new semi-classical parameter h˜n =
2nh ≪ 1 and rescale the time variable by setting wn(t, x) := ψ(h˜nDx)u(22nt, x).
wn satisfies the following equation:
h˜n∂twn + (h˜n∂x)
3wn + 2
4n(h˜n∂x)
−1wn = 0.
Applying (3.3) to wn with ǫ = 2
n ≤ δ0 and h˜ = h˜n we obtain that
‖wn(0)‖2 ≤ C
∫ T0
0
‖gwn(t)‖2dt.
From conservation of L2 norm along the flow, we apply the inequality above 2−2n−1
times to obtain
1
22n
‖un(0)‖2 ≤ C
22n
2−2n−1∑
M=0
∫ (M+1)22nT0
M22nT0
‖guk(t)‖2dt = C
22n
∫ T0
0
‖gun(t)‖2dt,
and this is exactly
‖ψn(hDx)u(0)‖2 ≤ C
∫ T0
0
‖gψn(hDx)u(t)‖2dt.
We next consider the case n ≥ N0 and 2nh ≤ ǫ0. Define the new small semi-
classical parameter h˜n = 2
nh, thanks to the restriction that 2nh ≤ ǫ0 ≪ 1. Denote
by un = ψ(h˜nDx)u and define vn(t, x) = un(2
−2kt, x). Thus vn solves the equation
h˜n∂tvn + 2
−4n(h˜n∂x)3vn + (h˜n∂x)−1vn = 0.
Applying (3.4) with h˜ = h˜n, ǫ = 2
−n, we obtain that
‖vn(0)‖2 ≤ C
∫ T0
0
‖gvn(t)‖2dt.
KP-I EQUATION 7
Again from conservation of L2 norm as in the previous argument, we finally have
‖un(0)‖2 ≤ C
∫ T0
0
‖gun(t)‖2dt.

3.2. Near the critical points. Now we prove inequality (2.7) for |n| ≤ N0. Since
N0 only depends on µ, ν > 0 which is chosen in a priori, it would be suffices to
prove the inequality for n = 0 only. Rewriting (2.5) as
h3Dtu− φ(hDx)u = 0, u = ψ(hDx)u,
with Fourier multiplier φ(ξ) = ξ3+ 1ξ . There are only two zeros of φ
′(ξ) = 3ξ2− 1ξ2 ,
say ξ0 = ± 14√3 . Splitting ψ(ξ) = ψ+(ξ)+ψ−(ξ) with ψ+ = ψ1ξ>0, and ψ− = ψ1ξ<0,
it would be sufficient to prove (2.7) for u = ψ+(hDx)u. For δ > 0, we take another
cut-off χδ ∈ C∞c (R) such that
χδ(ξ)||ξ−ξ0|≤δ ≡ 1, χδ(ξ)||ξ−ξ0|>2δ ≡ 0.
Taking δ > 0 smaller, we may assume that χδ(ξ)ψ(ξ) = χδ(ξ). On the support of
(1 − χδ)ψ+, we have |ψ′(ξ)| ≥ cδ > 0, thus the same propagation argument as in
the previous subsection yields
‖(1−χδ(hDx))ψ+(hDx)u(0)‖2 ≤ Cδ
∫ Tδ
0
‖g(1−χδ(hDx))ψ+(hDx)u(t)‖2dt (3.5)
for some Cδ, Tδ depending on δ > 0. To complete the proof, it remains to prove the
similar inequality for χδ(hDx)u. Indeed, the sum of the two frequency pieces on
the right hand side can be bounded by ‖gψ+(hDx)u‖2Tδ + CδTh‖u(0)‖2 in which
the error term comes from the commutator [g, χδ(hDx)].
Before treating the term χδ(hDx)u, we make a further simplification. Denote by
v = χδ(hDx)u, v = e
i⌊ ξ0
h
⌋xw, and then ŵ(k) = v̂
(
k +
⌊
ξ0
h
⌋)
. We see that
h3Dtw − Φ(hDx)w = 0, w(0) = θδ(hDx)w0, (3.6)
with
Φ(ξ) = φ
(
ξ + h
⌊
ξ0
h
⌋)
, θδ(ξ) = χ
(
ξ + h
⌊
ξ0
h
⌋)
.
Note that the support of θδ is now near the origin and
φ′(σh) = 0,Φ′′(σh) =
12
4
√
3
> 0, σh = h
(
ξ0
h
−
⌊
ξ0
h
⌋)
.
We are now ready to close the demonstration of Proposition 2.2 by proving the
following, which is the main ingredient of this note:
Proposition 3.3. There exist constants δ > 0, h0 > 0 small and CT > 0 such that
for all 0 < h < h0 and w = θδ(hDx)w, h dependent solution to (3.6), we have
‖w(0)‖2 ≤ CT
∫ T
0
∫
T
‖g(x)w(t)‖2dt.
The proof is down by splitting the frequency into two parts. One part contains
cluster of relatively low frequencies and we control it by spectral inequality. The
other part contains relatively high frequencies and will be controlled by propagation
estimate after rescaling the time variable. First we notice that the inequality would
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not change if we replace w by w exp
(
iΦ(σh)t
h3
)
. We may assume that Φ(σh) = 0.
Denote by rh = h
−1σh ∈ [0, 1). For any n0 ∈ N, we define the sharp frequency
truncation
Π≥n0f :=
∑
|k|≥n0
f̂(k)eikx.
We divide the proof into several lemmas.
Lemma 3.4. Given T > 0, there exist N0 ∈ N, h0 > 0, CT > 0, such that for any
integer n0 ≥ N0, h < h0 and T > 0,
‖Π≥n0w(0)‖2 ≤ CT
∫ T
0
‖g(x)w(t)‖2dt (3.7)
holds true for all solutions of (3.6).
Proof. We rewrite
Π≥n0w(0) =
∑
l0≤l≤L0
ψ(2lhDx)Π≥n0w(0),
with 2−l0 = 4δ, 2−L0 =
n0h
4
. From almost orthogonal inequality
‖Π≥n0w(0)‖2 ≤ 4
∑
l≤l≤L0
‖ψ(2lhDx)w(0)‖2,
we need estimate each term in the summation. By choosing n0 ≥ N0 large, we
denote by h1 = 2
lh ≤ 4n0 a new semi-classical parameter. We put ω = ψ(h1Dx)w,
and then ω solves
2−lh31Dtω − Φl(h1Dx)ω = 0,
with Φl(ξ) = 2
2lΦ(2−lξ). Note that Φl is a symbol with uniform bound in l for
|ξ| ≤ 2 as well as all of its derivatives. We rescale the time by setting v(t, x) :=
ω(2−lh21t, x), hence
h1Dtv − Φl(h1Dx)v = 0.
Notice that |∂ξΦl(ξ)| = |2lΦ′(2−lξ)| ∼ 1 for ξ ∈ suppψ. From the same argument
as in the proof of Proposition 3.1, there exist T0 > 0 and CT0 > 0 such that
‖ψ(h1Dx)v(0)‖2L2 ≤ CT0
∫ T0
0
∫
T
|g(x)ψ(h1Dx)v(t, x)|2dxdt
holds true for all h1 = 2
lh, provided that h < h0 is small enough and n0 ≥ N0 is
large(while keeping the relation hn0 ≪ 1). Back to the function w, we have
‖ψ(h1Dx)w(0)‖2L2 = ‖ψ(h1Dx)v(0)‖2L2 ≤CT0
∫ T0
0
∫
T
|g(x)ψ(h1Dx)v(t, x)|2dxdt
=
CT0
h1h
∫ h1hT0
0
∫
T
|g(x)ψ(h1Dx)w(t, x)|2dxdt.
Thanks to the conservation of L2 norm, we have for all q ∈ N,
‖ψ(h1Dx)w(0)‖2L2 = ‖ψ(h1Dx)w(qh1hT0)‖2L2 ≤
CT0
h1h
∫ (q+1)h1hT0
qh1hT0
∫
T
|g(x)ψ(h1Dx)w(t, x)|2dxdt.
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Summing q from 0 to ⌊ Th1hT0 ⌋, we have
‖ψ(h1Dx)w(0)‖2L2 ≤ CT
∫ T
0
∫
T
|g(x)ψ(h1Dx)w(t, x)|2dxdt. (3.8)
Thus∑
l0≤l≤L0
‖ψ(2lhDx)w(0)‖2L2 ≤CT
∑
l0≤l≤L0
∫ T
0
∫
T
|g(x)ψ(2lhDx)w(t, x)|2dxdt
≤
∑
l0≤l≤L0
CT
∫ T
0
∫
T
(|ψ(2lhDx)(gw)(t, x)|2 + 22lh2|w(t, x)|2) dxdt
≤CT
∫ T
0
∫
T
|gw(t, x)|2dxdt + CT
n20
‖w(0)‖2L2 ,
where we have used the simple commutator estimate ‖[g, ψ(2lhDx)]‖L2→L2 ≤ C2lh
in the second inequality. This completes the proof by choosing n0 sufficiently large.

We need the following spectral inequality, and the proof is classical and can be
found in [4].
Lemma 3.5. There exists an positive increasing function κ : R+ → R+, such that
∑
|k|≤m0
|ck|2 ≤ κ(m0)
∫
T
∣∣∣∣∣∣g(x)
∑
|k|≤m0
cke
ikx
∣∣∣∣∣∣
2
dx. (3.9)
The following elementary lemma is needed in the final argument.
Lemma 3.6. For any r ∈ [0, 1), there exist µ1, µ2 ∈
[
1
8 ,
7
8
]
, such that
µ1 + µ2 = 2r mod Z. (3.10)
Proof. We denote by {x} := x − ⌊x⌋, the fractional part of a real number. If
1
4 ≤ {2r} ≤ 34 , then there exist µ1, µ2 ∈
[
1
8 ,
7
8
]
, such that (3.10) holds true. If
3
4 < {2r} < 1, we can choose µ1 = µ2 ∈
(
3
8 ,
1
2
)
, and then 2µ = 2r mod Z. For
0 ≤ {2r} < 14 , we choose µ1 = µ2 = µ ∈
[
1
2 ,
5
8
)
. 
Now we finish the proof.
Proof of Proposition 3.3. Let h0, N0 as in Lemma 3.4. Fix h > 0 and n0 > 2N0
while keeping hn30 ≪ 1 and κ(n0 + 2)h ≪ 1. From Lemma 3.10, for any n0 ∈ N
satisfies hn30 ≪ 1, there exist µ1, µ2 ∈
[
1
8 ,
7
8
]
and m0 ∈ −N, such that
(n0 + µ2) + (m0 + µ1) = 2rh. (3.11)
Put M0 := h
−1√Φ(h(n0 + µ2)). Recall that Φ is strictly increasing for ξ ∈ [σh, δ)
and strictly decreasing for ξ ∈ (−δ, σh]. Thus there exist ξ∗ < rh, such that
Φ(ξ∗) = h2M20 . We fix δ > 0 small such that 2 < Φ
′′(ξ) < 12 for all |ξ| ≤ δ. Thus
1
4 ≤
M20
(n0+µ2)2
≤ 9. We claim that for sufficiently small h > 0, we have⌊
ξ∗
h
⌋
= m0,
∣∣∣∣{ξ∗h
}
− µ1
∣∣∣∣ < 116 .
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Indeed, Taylor expansion gives
Φ′′(σh)h2
2
(
ξ∗
h
− rh
)2
=
Φ′′(σh)h2
2
(n0 + µ2 − rh)2 +O(h3m30),
with implicit constant in big O depending only on sup
ξ∈(−δ,δ)
|Φ′′′(ξ)|. As a conse-
quence, we have ∣∣∣∣m0 + µ1 − ξ∗h
∣∣∣∣ = O(hM20 ). (3.12)
The claim follows easily by choosing h small enough.
Define a slightly different frequency truncation
wL(t, x) =
∑
k:|Φ(hk)|≤h2M20
ŵ0(k)e
ikx+ itΦ(hk)
h3 , wH = w − wL.
From (3.9) and the property of Φ, we have
‖wL(0)‖2 ≤ κ(n0 + 2)T
∫ T
0
∫
T
|g(x)wL(t, x)|2dxdt. (3.13)
Note that Π≥n02 wH = wH , then from Lemma 3.1 we have
‖wH(0)‖2 ≤ CT
∫ T
0
‖g(x)w(t)‖2dt. (3.14)
We next calculate∣∣∣∣∣
∫ T
0
∫
T
g(x)wH(t, x) · g(x)wL(t, x)dxdt
∣∣∣∣∣
=
∣∣∣∣∣∣
∫ T
0
∫
T
g(x)2
∑
|Φ(hk1)|≤h2M20
∑
|Φ(hk2)|>h2M20
ŵ0(k1)ŵ0(k2)e
−i(k1−k2)xe
it
h3
(Φ(hk2)−Φ(hk1))dxdt
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
|Φ(hk1)|≤h2M20
∑
|Φ(hk2)|>h2M20
2πĜ(k1 − k2)ŵ0(k1)ŵ0(k2)h3 e
iT
h3
(Φ(hk2)−Φ(hk1)) − 1
Φ(hk2)− Φ(hk1)
∣∣∣∣∣∣
≤Ch3
∑
|Φ(hk1)|≤h2M20
∑
|Φ(hk2)|>h2M20
|Ĝ(k1 − k2)ŵ0(k1)ŵ0(k2)| 1
Φ(hk2)− Φ(hk1)
with G(x) = g(x)2. If (k1 − rh)(k2 − rh) ≥ 0, we have
|Φ(hk2)− Φ(hk1)| =
∣∣∣∣∣
∫ hk2
hk1
Φ′(t)dt
∣∣∣∣∣ ≥ h|Φ′(hk1)||k2 − k1| ≥ ch2|k2 − k1|,
in the case |k1 − rh| ≥ 1. If otherwise |k1 − rh| < 1, we directly estimate
|Φ(hk2)| − |Φ(hk1)| ≥ h2
(
M20 − sup
ξ∈[−2h,2h]
|Φ′(ξ)|
)
>
h2M20
2
by taking n0 reasonable. There are two possibilities in the case of (k1−rh)(k2−rh) <
0: either k2 ≥ n0 + 1, ξ
∗
h
≤ k1 < rh, or k2 <
⌊
ξ∗
h
⌋
, rh < k1 ≤ n0. For the first case,
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we have
Φ(hk2)− Φ(hk1) ≥Φ(hk2)− Φ(ξ∗)
=
Φ′′(σh)h2
2
(
k2 − ξ
∗
h
)(
k2 +
ξ∗
h
− 2rh
)
+O(h3M30 )
≥Φ
′′(σh)h2
2
(k2 − k1)(k2 +m0 + µ1 − 2rh) +O(h3M30 )
≥Φ
′′(σh)h2
2
|k2 − k1|(n0 + 1 +m0 + µ1 − 2rh) +O(h3M20 )
≥|k2 − k1|h
2
16
by choosing h small enough, thanks to (3.11), (3.10) and (3.11). In the case that
k2 <
⌊
ξ∗
h
⌋
, we have
Φ(hk2)− Φ(hk1) ≥Φ
′′(σh)h2
2
(k1 − k2)(−k2 − k1 + 2rh) +O(h3M30 )
≥h2|k2 − k1|(−m0 − n0 + 2rh) +O(h3M20 )
≥|k1 − k2|h
2
16
.
This implies that∣∣∣∣∣
∫ T
0
∫
T
g(x)2wH(t, x) · wL(t, x)dxdt
∣∣∣∣∣ ≤Ch ∑
k6=k2
|Ĝ(k1 − k2)||ŵ0(k1)||ŵ0(k2)|
≤Ch
(∑
k∈Z
|Ĝ(k)|
)
‖w0‖2,
where we have used Young’s convolution inequality. From this, we could improve
the estimate of ‖wL(0)‖2 as follows.
‖wL(0)‖2 ≤κ(n0 + 2)T
∫ T
0
∫
T
|gwL(t, x)|2dxdt
=κ(n0 + 2)T
∫ T
0
∫
T
|g(x)w(t, x)|2dxdt− κ(n0 + 2)T
∫ T
0
∫
T
|g(x)wH(t, x)|2dxdt
−2κ(n0 + 2)T Re
∫ T
0
∫
T
g(x)wH(t, x) · g(x)wL(t, x)dxdt
≤κ(n0 + 2)T
∫ T
0
‖gw(t)‖2dt+ Chκ(n0 + 2)T ‖w(0)‖2,
and
‖w(0)‖2 =‖wL(0)‖2 + ‖wH(0)‖2
≤ (CT + κ(n0 + 2)T )
∫ T
0
‖gw(t)‖2dt+ Chκ(n0 + 2)‖w(0)‖2.
The last term on the right hand side can be absorbed to the left, and this completes
the proof. 
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Appendix A. On the observability of fractional linear KP I
In this appendix, we will give a proof of Theorem 1.4 for fractional KP I equation
∂tu− |Dx|α∂xu− ∂−1x ∂2yu = 0. (A.1)
When α ≥ 1 the proof of observability can be reduced to the 1D uniform ob-
servability of
hα+1Dtv − Φα(hDx)v = 0, v = χδ(hDx)v,
with Φδ(ξ) = φα
(
ξ + h
⌊
ξ0
h
⌋)
, φα(ξ) = |ξ|αξ + 1
ξ
, after doing the same reduction
as in the beginning of section 3.2. Thus it would be sufficient to prove Proposition
3.3 for solutions of (A.1). Actually, the proof of Proposition 3.3 works also in the
case α > 1. For α = 1, we need a little more argument.
Taylor expansion gives
Φ1(ξ) =
Φ′′1(σh)
2
(ξ − σh)2 + Φ
′′′
1 (θ)
6
(ξ − σh)3.
Note that Φ′′1 (σh) = φ
′′
1 (ξ0) = 2A0 is independent of h, and we have
Φ1(hDx) = h
2A0(Dx − rh)2 +O(‖Φ′′′1 ‖L∞))((hDx − σh)3).
with rh =
σh
h ∈ [0, 1). For 0 < δ ≪ 1 , we decompose
v = v1 + v2, v1 = χAδ(h
1/3Dx)χδ(hDx)v.
Then v1 solves
Dtv1 −A0(Dx − σh)2v1 = OL2→L2(Aδ)v1.
We denote by Sσh(t) the semi-group associated with the evolution Schro¨dinger
operator Dt−A0(Dx−σh)2. From observability for classical Schro¨dinger equation,
we have
‖v1(0)‖2 ≤ CT
∫ T
0
‖gSσh(t)v1(0)‖2dt
with constant CT independent of σh ∈ (0, 1). For this independence assertion, we
refer to Lemma 2.4 of [2]. Therefore, we have from Duhamel formula that
‖v1(0)‖2 ≤CT
∫ T
0
∥∥∥∥gv1(t)− g ∫ t
0
OL2→L2(δ)v1(t′)dt′
∥∥∥∥2 dt
≤CT
∫ T
0
‖gv1(t)‖2dt+ACT δ‖v1‖2T
≤CT
∫ T
0
‖gv1(t)‖2dt+ACT δ‖v1(0)‖2,
(A.2)
where we have used the conservation of L2 norm in the last step. For given T > 0,
we take δ > 0 sufficiently small in a priori, and thus
‖v1(0)‖2 ≤ CT
∫ T
0
‖gv1(t)‖2dt.
The estimate of v2 follows in the same way as in the proof of Lemma 3.4. Therefore
we have
‖v2(0)‖2 ≤ CT
∫ T
0
‖gv2(t)‖2dt.
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Finally, from the commutator estimate
∥∥∥[χAδ(h1/3Dx)χδ(hDx), g]∥∥∥
L2→L2
≤ Ch1/3,
the proof is complete.
We now construct the conterexample of observability for the case α < 1. The
construction is in the same spirit as in [7].
Proposition A.1. Suppose 0 < α < 1. Then for any T > 0, there exists a sequence
vn, solutions of
h1+αn Dtvn +Φ1(hnDx)vn = 0,
such that
lim
n→∞
∫ T
0
∫
ω
|vn(t, x)|2dxdt∫
T
|vn(0, x)|2dx = 0.
Proof. We may assume that ω = (−π,−β) ∪ (β, π]. Take G(x) = e− x22 and define
Gǫn(x) = 1√ǫnG
(
x
ǫn
)
. Denote the Fourier coefficient of Gǫn by
gǫn(k) =
1
2π
∫ π
−π
Gǫn(x)e−ikxdx =
√
ǫn
2π
∫ π
ǫn
− π
ǫn
G(z)e−iǫnkzdz.
The coefficient function gǫn(z) satisfies the following estimates:
‖gǫn‖L∞(R) = O(ǫ1/2n ), ‖(gǫn)′‖L∞(R) = O(ǫ3/2n ), ‖(gǫn)′′‖L∞(R) = O(ǫ5/2n ). (A.3)
Take an even cut-off function ψ ∈ C∞c (R) with supp ψ ⊂ [−B,B] and 0 ≤ ψ ≤ 1,
ψ|[−b,b] ≡ 1. We define
vn,0 =
∑
k∈Z
gǫn(k)ψ(h˜nk)e
ikx,
with h˜n = h
1−α
n . The corresponding solution is given explicitly by
vn(t, x) =
∑
k∈Z
gǫn(k)ψ(h˜nk) exp
ikx− itΦ1(h˜ 11−αn k)
h˜
1+α
1−α
n
 .
We first estimate the lower bound of the mass of initial data.
‖Gǫn‖2L2(T) =
∑
k∈Z
|gǫn(k)|2 ∼ 1
holds from Plancherel theorem and the definition of gǫn(k). We next estimate the
mass away from the frequency scale h−1n , that is∑
k∈Z
∣∣∣(1− ψ(h˜nk))gǫn(k)∣∣∣2 ≤ ∑
|h˜nk|>b
|gǫn(k)|2
≤
∑
|h˜nk|>b
ǫn
4π2
∣∣∣∣∫
R
G(z)e−ikǫnzdz
∣∣∣∣2
=
∑
|h˜nk|>b
ǫn
4π2
∣∣∣∣∫
R
G(z)
1
−ikǫn
d
dz
e−ikǫnzdz
∣∣∣∣2
≤
∑
|h˜nk|>b
1
4k2π2ǫn
‖G′‖2L1(R).
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By setting ǫn =
√
h˜n ≪ 1, we have ‖(1 − ψ(h˜nDx))Gǫn‖L2(T) ≪ 1 and then
‖vn,0‖L2(T) ∼ 1.
Now we choose B > 0 so that |x − ‖Φ′′1‖L∞([−δ,δ])Bt| ≥ 2c0 > 0 mod 2π for all
x ∈ ω = (−π,−β) ∪ (β, π) and |t| ≤ T . Write
vn(t, x) =
∑
k∈Z
K
(n)
t,x (k)
with
K
(n)
t,x (z) = g
ǫn(z)ψ(h˜nz) exp
(
izx− ih˜−
1+α
1−α
n Φ1(h˜
1
1−α
n z)t
)
.
From Poisson summation formula, we have
vn(t, x) =
∑
m∈Z
̂
K
(n)
t,x (2πm).
For fixed m ∈ Z,
̂
K
(n)
t,x (2πm) =
∫
R
gǫn(z)ψ(hnz)e
iϕt,x(z)dz
=
∫
R
gǫn(z)ψ(hnz)L2(eiϕt,x(z))dz
with L = 1
iϕ′t,x(z)
d
dz
and ϕt,x(z) = (x− 2πm)z − h˜−
1+α
1−α
n Φ1(h˜
1
1−α
n z)t. Thus
̂
K
(n)
t,x (2πm) =
∫
R
d
dz
(
1
iϕ′t,x(z)
d
dz
(
gǫn(z)ψ(h˜nz)
iϕ′t,x(z)
))
eiϕt,x(z)dz.
After tedious calculation, we have
d
dz
(
1
iϕ′t,x(z)
d
dz
(
gǫn(z)ψ(h˜nz)
iϕ′t,x(z)
))
=
(gǫn)′′ψ(h˜nz) + 2h˜n(gǫn)′ψ′(h˜nz) + h˜2nψ
′′(h˜nz)gǫn
(ϕ′t,x)2
−3((g
ǫn)′ψ(h˜nz) + h˜nψ′(h˜nz)gǫn)ϕ′′t,x
(ϕ′t,x)3
−3g
ǫnψ(h˜nz)(ϕ
′′
t,x)
2
(ϕ′t,x)4
.
From (A.3), we have
|̂K(n)t,x (2πm)| ≤ sup
|h˜nz|≤B
Cǫ
1/2
n ‖ψ‖W 2,1(R)∣∣∣∣(x− 2πm)− h˜ −α1−αn Φ′1(h˜ 11−αn z)t∣∣∣∣2
.
Note that from Taylor expansion,
h˜
−α
1−α
n Φ
′
1(h˜
1
1−α
n z)t = Φ
′′
1(θn)h˜nzt− Φ′′1(θn)σhn h˜
−α
1−α
n t
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for some θn ∈ (σhn , h˜
1
1−α
n z). Therefore, for sufficiently large n, and for any x ∈
2πZ+ (−β,−α) ∪ (β, π],∣∣∣∣x− h˜ −α1−αn Φ′1(h˜ 11−αn z)t∣∣∣∣ ≥ c0 > 0 module 2π,
thus ∑
m∈Z
|̂K(n)t,x (2πm)| ≤C
∑
m∈Z
Cǫ
1/2
n
|c0 − 2π(m− p)|2
≤Cǫ1/2n
holds for any p ∈ Z. Therefore,∫ T
0
∫
ω
|vn(t, x)|2dxdt ≤ Cǫ1/2n T |ω| → 0, as n→∞.

Corollary A.2. Suppose 0 < α < 1, then for any T > 0, the observability for un,
solutions of (A.1) does not hold true.
Proof. We take hn, vn as in Proposition A.1. Define
un(t, x, y) = wn(t, x) exp
(
iyh
−α+22
n
)
,
where (h
−α+22
n ) is a sequence of positive integers which converges to infinity. un
solves (A.1) means that
hα+1n ∂twn − |hnDx|αhn∂xwn − h−1n ∂−1x wn = 0.
Now we set wn = vne
⌊ iξ0hn ⌋x, and we have from Proposition A.1 that
lim
n→∞
∫ T
0
∫
T2
|g(x)un(t, x, y)|2dxdydt∫
T2
|un(0, x, y)|2dxdy = 0.
We finally need replace
∫ T
0
∫
T2
|g(x)un(t, x, y)|2dxdydt by
∫ T
0
∫
T2
|Gun(t, x, y)|2dxdydt.
This is guranteed by∫
T
g(x′)un(t, x′, y)dx′ → 0, in L2((0, T )× Ty)
from our construction. This completes the proof. 
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