Introduction
The main paper describes the measurement of the shape of the Sun using data from the Solar Aspect Sensor (SAS) of the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) spacecraft. The material in this Supplement gives further technical information about the instrument, the data, and the analysis techniques. The reference and figure citations refer to those in the main paper unless otherwise designated (with an S).
The RHESSI/SAS data significantly improve on previous determinations of the shape of the Sun, determined in the first instance by its internal distribution of angular velocity. The analyzed data for this paper are from three months of normal observation in 2004, but the discussion below includes some more general aspects of the full RHESSI database. The data began in February, 2002 , and continue to be recorded at the time of writing, so we already have more than six years of records. We plan to report in the future on more complete data analyses, for example for possible time variability and the magnitudes of higher-order shape components (beyond the oblateness), as well as many other applications of this novel database. It is our hope that this data set will become a major source of knowledge of solar interior structure and flows, complementary to the neutrino and helioseismic observations.
Data preparation
The RHESSI radius observations are a serendipitous use of the aspect sensors for the RHESSI hard X-ray/γ-ray telescope, with the main purpose being to reconstruct the X-ray/γ-ray images and to locate the images for coalignment purposes. RHESSI is designed to image hard Xrays and γ-rays from solar flares with resolution down to ∼2.3 arcsec (FWHM), using bi-grid rotating modulation collimators (S1). The entire spacecraft spins at ∼15 rpm around an axis pointing to within a few arcmin of Sun center. Each X-ray/γ-ray photon's energy and time of arrival is recorded to one microsecond, and the telescope's instantaneous pointing direction is determined frequently by the Solar Aspect System (SAS) and the Roll Aspect Systems (RAS), which use stars to determine the rotational phase (14, 15) . All of this information is stored and then sent to the ground where the X-ray/γ-ray images can be synthesized. The motion of the spacecraft is more complicated than a simple spin around a single axis, since there is more or less nutation as a result of external torques. This complexity means that the aspect information must be effectively instantaneous, which is why SAS provides a large volume of data.
The analysis presented in this main paper is the first systematic work reported on the RHESSI radius data set, as derived from SAS. We initially selected a three-month period in late 2004 for this purpose and use the data reduction methods and calibration software available at that time. Because this analysis is preliminary, we have restricted the published result to the simple determination of solar oblateness, the axisymmetric quadrupole term of the Fourier expansion of the solar limb shape. Newer reduction and analysis methods, and of course the inclusion of much more data (six full years at the time of writing), will produce significantly better results in the future as we learn more and more about the systematic problems of the observation. In particular we have deferred analysis for the hexadecapole term ( = 4) until the second stage of analysis, because it is more susceptible to systematic errors.
The SAS consists of three independent simple plano-convex lenses each focusing an optical (670 nm) solar image onto a linear CCD with 1.73 square pixels. In order to reconstruct an aspect solution and to infer the six (interdependent) solar radii, the geometry of three subsystems has to be precisely interrelated as indicated in Fig. S1 . Hence, measuring solar radii with a (relative) precision better than 0.001 (one mas) requires (i) the measurement of the limb position on the CCD to better than 10 −3 pixel widths, and (ii) an understanding of the telescope structure mechanically at a level better than 0.1 µm. Independent spectral information to check for possible latitude-dependent temperature variation, a possible systematic bias on limb location, would be highly desirable but unfortunately is not a part of the SAS design. The rotation of the spacecraft reduces many possible systematic errors by making the measurements differential in nature. Furthermore, the redundancy of six simultaneous measurements and a high sampling rate allow for an accurate in-flight calibration based on an absolute mean radius at 1 AU of 959.63 (S2) . The whole calibration procedure is inherently data-based, since the precision of the measurements far exceeds that available in ground-based calibration work; i.e. all calibrations must be derived internally from the in-flight data. This is done through iterative parameter adjustments, as described below.
Besides the high-rate limb data (usually four or six pixels per limb per measurement, typically at about 100 samples/s), RHESSI also telemeters full SAS image readouts at a lower cadence, approximately 1000 images per day. We calibrate the SAS detectors by using these full (chord) images and assuming an unchanging mean irradiance distribution in the quiet Sun.
The derived flat-field correction of the detectors is better than 0.1% of the maximum response.
Dark images are derived from times when RHESSI points away from the Sun, for example for observations of the Crab Nebula. The detector flat-field corrections and the effective point response function can be fitted iteratively as the limb profiles are extracted. The detector gain as a function of time is corrected on timescales of minutes by fitting correlations with temperature variations measured on board. In addition we must fit the geometrical parameters of the optics and detectors, and these fits must also all be allowed to vary with the changing thermal environment of the spacecraft. In practice we use the data from a few orbits to re-derive these geometrical factors as slowly-varying functions of time. The data reduction also requires the derivation of a mean limb profile that best characterizes the data from a single sensor and a single limb crossing, i.e. six different profiles for the three linear CCDs of SAS.
The limb-darkening function (LDF) is obtained from the full scans of the CCDs averaged over periods of ∼3 months. Then, each 4-pixel limb measurement is fitted to the mean LDF to obtain the limb location to ∼ 5-10 mas per point. The bisectors of the chords determined by each of the three pairs of limbs should intersect at the center of the Sun (Fig. S1 ), but typically instead they form a small triangle whose size is a measurement of the errors. The modeled positions and angles of the CCDs are then allowed to vary until the size of the error triangle statistically approaches zero; using this point as Sun center provides the six interdependent solar radius estimates. We assume the mean absolute solar radius and determine the shape from the azimuthal distribution of radius residuals relative to this reference. For the analysis reported here, at 1
• binning in solar position angle, we obtain 100-200 points per bin per 96-minute orbit interval. These data have statistical errors a few times larger than the irreducible noise error of the sensors (which corresponds to a few mas), and display systematic errors as well. About 40% of the individual radius measurements in this study have been rejected as outliers, for example by requiring the size of the error triangle to be less than 100 mas. Finally, we require consistency for the six simultaneous observations.
Data masking
The signals from active-region faculae (bright) and sunspots (dark) seen in We have accordingly investigated whether or not a proxy data set can help to mask out data contaminated by network effects. A data mask means the selective removal of data from the sample. The motivation of such a procedure in the first instance is to remove the effects of faculae and of sunspots. Masking could be done either by using the RHESSI data directly, or indirectly by using external independent data sets. Both have their advantages and both present obvious opportunities for bias in the results. For faculae, UV/EUV data generally have higher contrast because they reflect upper atmospheric processes. In a sense using a shortwavelength proxy is more appropriate for comparison with a limb observation, because the EUV limb is in fact elevated above the photosphere itself (S5,S6) . A chromospheric/transition region proxy in any case has higher contrast than a photospheric one, and so we have made use of the extensive data from the EIT instrument (18) on SOHO. We are aware that the physics relating the chromospheric and photospheric magnetic activity is not fully understood at present, so that the correlation is strictly empirical. The "hot wall" effect (S7) causes facular brightening from sources below the level of the mean photosphere, rather than above, and does not have any obvious relationship with the 284Å proxy measurement that we have used.
The SOHO/EIT images at 284Å are nominally sensitive mainly to coronal emissions at about 2 × 10 6 K. Because of the variety of differential emission measures for different solar features, this temperature of peak EIT response is not unique. There is a strong signal from the chromosphere, in the form of the thin bright ring at the limb illustrated in Fig. S2 . To make use of this we integrate the EUV brightness in an annulus at the extreme limb. Varying the width and center of the annulus results in only slight variations of position and contrast of bright features in our EIT synoptic map (Fig. 1C of the main paper) . The EIT image centering based on the file header information is satisfactory for this application, and the good correlation (Fig. S3) shows that coronal contributions from above the limb (S8) do not dominate.
Note that the masking procedure in the context of the SAS geometry requires the elimination of six data points (both intercepts of each of the three CCDs) if any single radius point is contaminated. This is because the radius determination requires knowledge of the position of Sun center, for which the analysis uses all six limbs.
A synoptic chart of EUV data (Fig. 1C of the main paper and the contours in Fig. S4) shows many features, including traces of remote coronal activity that may not correlate with RHESSI apparent radius. A 50% data cut, based on the EUV mask signal as discussed below, is a conservative one in the sense that the linear correlation (Fig. S3 ) extends well below this threshold. A deeper cut risks the inclusion of uncorrelated points, for example those associated with coronal signatures in the EUV data. The 284Å passband is the least sensitive to these uncorrelated sources. Fig. S4 shows EUV contours below the threshold overlaid on the RHESSI synoptic chart, confirming that the correlation visibly extends below our criterion.
Determining the optimal mask level and systematic error
An oblateness signal determined from the complete data set reflects the bias due to activeregion faculae, which are concentrated in the active latitude zones. Masking these regions out, by whatever criterion, reduces the apparent oblateness (see Fig. 2B of the main paper). This procedure also affects the sample distribution in position angle, but we find that we obtain full position-angle coverage, with bin occupations varying no more than a factor of 3 even for 50% reduction of the data volume. Figure S5 (same as Fig. 3 from the main paper) shows how masking based on the EIT 284Å image analysis described above affects the apparent oblateness as a function of data fraction. The initial reduction in apparent oblateness with mask depth, at the 10-20% level, reflects the elimination of bias due to active-region faculae. As can be seen in Fig. 1 of the main paper, these features have large contrast in the RHESSI data. We have adopted two basic methods for estimating the best value of oblateness based on the masking analysis.
(1) We use the correlation with active-region faculae, as seen in Fig. S3 , and determine an endpoint to the mask depth. The endpoint is determined from the behavior of the regression line and the plateau in the oblateness measurement vs. data fraction (Fig. S5) by taking a conservative value. Deeper cuts would decrease the resulting oblateness because of the observed monotonic reduction of oblateness with fraction of data removed, but the resulting oblateness (as shown in Fig. S5 ) has a well-defined plateau and does not depend sensitively upon the cut level. The reason for treating the result as a limit is that other factors contributing to the EUV signal, that do not correlate with RHESSI, might not have a neutral effect on the derived oblateness.
(2) We make an exponential fit to the reduction (see Fig. S5 ), in the form Ae −Bx + C, to estimate an asymptotic level C for the oblateness. In doing these fits we weight the individ-ual data points by √ N , where N is the number of samples, and by their individual weights.
The justification for this is the asymptotic behavior and the apparent plateau in Fig. S5 . This procedure gives a direct estimate of the oblateness (the asymptotic value C) and a direct error estimate based on standard χ 2 minimization.
Screening the RHESSI radius data against EUV brightness reduces the number of usable measurements, but all position angles retain significant sampling even for deep cuts. We find that the general effect of decreasing the data fraction (decreasing the threshold in the EUV brightness) is a monotonic decrease of apparent oblateness, as illustrated in Fig. S5A . The flatness of the plateau in the oblateness fit (red points) suggests that the final result will not depend upon the level of data rejection. Each point represents an oblateness fit to the entire data set, minus the masked-out points. This empirical fit shows a stable asymptotic behavior as data are successively removed, consistent with the plateau seen in the direct oblateness measure as a function of data fraction. The exponential curve to the data points in Fig. S5 yields an asymptotic value of 8.01 ± 0.14 mas, our final result for the oblateness.
We also derive a more conservative upper limit for the oblateness by truncating the data masking relatively early. We pick a point for this truncation by considering the correlation between apparent radius and EUV signal from the variation of the estimated errors (shown in Fig. S5 ) and also from the behavior of the simple exponential fit. The reason for generating an independent upper limit is that we are concerned that the EIT limb brightness distribution may show other faint features, such as coronal emissions that do not correlate with RHESSI radius values. By rejecting data only over the range of correlated signals, we make a conservative selection in the sense that still fainter faculae may still remain in the data. In addition to this, other forms of systematic error may also be present in the data, and this procedure minimizes their impact on the final result. The vertical line in Fig. S5 shows where we have terminated the data rejection, at 50% data rejection. This results in a conservative upper limit (8.96 ± 0.17 mas)
on the true oblateness of the perfectly quiet (ideally non-magnetic) Sun. This limit is also significantly below the observed apparent excess oblateness. The resulting errors for the two methods (right axis) are comparable.
The success of the masking technique suggests that in future work we can do more sophisticated work with higher-resolution data (note that the RHESSI bin size of 1
• in position angle, as reported in this analysis, is substantially larger than the width of the point response function of the SAS optics). We expect that future analyses using improved data reduction and calibration, as well as larger volumes of data including extensive periods from solar minimum, will allow us to characterize the systematic effects of solar magnetic activity more effectively, and also to study them as objects of interest as well.
Conclusions
This Supplement has provided further background information regarding the analysis reported in the main paper. We note in conclusion that these observations are the first from space to make use of a rapidly rotating telescope. The rapid rotation greatly reduces many systematic errors that would be present with a fixed or slowly-rotating orientation. Another great advantage is the length of the data set. Our initial reduction of three months of data has helped to reduce . The brighter EUV limb positions correspond to the largest apparent radius values. The correlation disappears at the lowest brightness levels, suggesting the presence of other features in the EUV data that do not correlate so well with the apparent radius. The red line just shows the data fraction (right Y-axis) as a function of EIT signal level. The region of good correlation extends well below the brightness levels corresponding to active-region faculae. The dotted line shows the 50% cut level we have used for our upper limit, and the dashed lines show the 30% and 80% levels of the contours in Fig. S4 , referred to the red line showing data fraction vs. the level of EUV image brightness. The oblateness fit (axisymmetric quadrupole term) as a function of the fraction of data incorporated in the analysis (red points), masking the RHESSI data against simultaneous EUV observations as described in the text. The blue diamonds show the orbit-to-orbit statistical errors (right axis). The dashed vertical line shows the 50% point at which we are confident that the masking has removed faculae and little else; because of the monotonic decrease of apparent oblateness vs. data fraction, this point represents a conservative upper limit on the true oblateness. (Lower) The asymptotic value of oblateness (green triangles) from simple exponential model fit (the green line in upper panel). The asymptotic values (green triangles) are derived by fitting the model up to and including the measurements of oblateness (red points) at the same data fraction. Including measurements (red points) with smaller data fraction improves the determination of the asymptotic value (error from χ 2 minimization as blue diamonds, right axis) down to a data fraction of 15%, but is insensitive to the exact fraction beyond about 40%. The fit (green curve, upper panel) and the asymptotic value of 8.01 ± 0.14 mas for oblateness are derived by fitting measurements (red points) up to and including 15% data fraction, the minimum point of the χ 2 error fit.
