Previous studies have shown that female ECAs are more likely to be abused than male agents, which may cement gender stereotypes. In the study reported in this paper a visually androgynous ECA in the form of a teachable agent in an educational math game was compared with a female and male agent. The results confirm that female agents are more prone to be verbally abused than male agents, but also show that the visually androgynous agent was less abused than the female although more than the male agent. A surprising finding was that very few students asked the visually androgynous agent whether it was a boy or a girl. These results suggest that androgyny may be a way to keep both genders represented, which is especially important in pedagogical settings, simultaneously lowering the abusive behavior and perhaps most important, loosen the connection between gender and abuse.
Introduction
Embodied conversational agents -computer software that interacts with a user in natural language via text or voice and is represented by an anthropomorphic body or part of a body -are becoming increasingly common. We find ECAs in a variety of contexts, where they provide assistance, offer information, offer company, serve as coaches or instructors, etc. Research on the conversational and social interactions between humans and ECAs has focused on their potential beneficial effects: boosting and increasing learning, trust, engagement, etc. [1, 2] . However, an early call to also consider "a darker side" of these interactions was provided by De Angeli, Brahnam & Wallis [3] . In a study of conversations between humans and ECAs, De Angeli & Brahnam [4] made the observation that approximately 11% of the conversations were concerned with hardcore sex. Another observation was that the female agent suffered considerably more abuse than the male counterpart or the agent depicted as a robot. Not only were there quantitative differences, but also differences in their nature with considerably more threats, violence and coarse proposals in relation to the female ECA. A more recent study by De Angeli [5], analyzing interaction logs of a chatbot that assumed different embodiments, replicated the findings. The female agents were considerably more prone to be sexualized and verbally abused than the male agents. As the author remarks, the findings are not surprising given the research in social psychology on the function and impact of gender stereotypes -but this does not imply that they should be ignored.
One domain where phenomena such as abusive conversation and reinforcement of cultural stereotypes are of particular importance is education -a domain with an ethical dimension constantly present [6] . But in spite of ECAs becoming more frequent in educational contexts, for instance in educational software, there is very little exploration of issues surrounding agent abuse in the domain of education technology. An exception is a study by Veletsianos, Scharber & Doering [7] with an informative title: "When Sex, Drugs, and Violence Enter the Classroom -Conversations between Adolescents and a Female Pedagogical Agent". Their analysis of the conversation between 59 14-15 year olds and the agent Joan, designed to assist the students in a social studies assignment, revealed that the prevailing type of conversation was off-task rather than on-task and that a large proportion was abusive. Veletsianos et al. [7] bring up the visual representation of the agent, pointing out that previous work has shown that user reactions are influenced by the visual representation of virtual agents. They discuss whether Joan, presented as in her twenties or early thirties, blond and attractive, would have received less abuse if she had been portrayed in a more professional and teacher-like manner, e.g. more authoritative, older, wearing glasses, etc.
The study to be presented in this text has similarities with that of Veletsianos et al. [7] . It includes 35 13-14 year olds, an educational setting, and an ECA that engages in both on-task and off-task conversation. However, our ECA does not assume an assistant, teacher or instructor role. Instead it is a teachable agent (TA), assuming the role of the student's tutee -a somewhat younger, not so knowledgeable peer. Our question was how to handle the visual design of the TA given that: (i) our target group according to previous studies is relatively prone to use abusive language, and (ii) we do not want to give fuel to gender stereotypes according to which females are a much more common target for this abuse than males. Age was not a factor that we could manipulate. To exclude girl characters and limit ourselves to boy TAs did not seem an attractive solution -just as we deem it an unattractive solution for pedagogical software in general. Choosing a non-human -e.g. an animal character -would diminish some of the affordances in a human peer as sharing the experiences of going to school, having lessons in various subjects and being interested in support from an older student.
Our choice was hence to set up a study to explore what would happen in terms of verbal abuse with a visually androgynous TA -that could be seen as both a boy and a girl -compared to a boy TA and a girl TA. Next we briefly describe the agent, its pedagogical setting, conversational abilities, and three different visual representations.
A Teachable Agent with Social Conversational Skills
The ECA in the study to be presented is situated in an educational game for basic mathematics. For technical details of the system see Pareto, Haake, Lindström,
