On an exact control problem for a semilinear wave equation with an unknown source  by Bui, An Ton
J. Math. Anal. Appl. 317 (2006) 286–301
www.elsevier.com/locate/jmaa
On an exact control problem for a semilinear wave
equation with an unknown source
Bui An Ton
Department of Mathematics, University of British Columbia, Vancouver, BC V6T1Z2, Canada
Received 23 August 2004
Available online 11 November 2005
Submitted by I. Lasiecka
Abstract
The exact controllability of a semilinear wave equation, with Dirichlet boundary control on a part of the
boundary and an unknown source, is shown. The nonlinear term has at most a linear growth, the initial and
target spaces are L2(Ω) × H−1(Ω).
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1. Introduction
The exact controllability of the linear wave equation, using the Hilbert Uniqueness Method
(HUM) introduced by J.L. Lions, has been extensively investigated theoretically and numerically
cf. [2,4,5,7]. A variant of HUM was introduced by E. Zuazua [8,9] in the study of the exact con-
trollability of the semilinear wave equation. The nonlinear term is assumed to be asymptotically
linear and in C1 if the initial and target spaces are in L2(Ω) × H−1(Ω), has at most a linear
growth if the spaces are in Hγ (Ω) × H−γ (Ω) for some γ > 0. In [6] the author has extended
Zuazua’s result to semilinear wave equations with initial and target spaces in L2(Ω)×H−1(Ω),
the nonlinear term having at most a linear growth and being accretive in L2(0, T ;H−1(Ω)),
with respect to the duality mapping J of L2(0, T ;H−1(Ω)) into L2(0, T ;H 10 (Ω)) having gauge
function Φ(r) = r. Accretive operators were introduced by F. Browder [1] and by T. Kato [3] in
the study of nonlinear evolution equations in Banach spaces.
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with an unknown source, i.e., how to steer a system governed by a semilinear wave equation to
a prescribed state with a minimum cost function when the source is part of the unknown of the
problem. It may be considered as the exact controllability of an inverse problem for a semilinear
wave equation. For known point sources, the antinoise problem for the linear wave equation was
treated by J.L. Lions in [4].
Let Ω be a bounded open subset of R3 and consider the problem
ytt − ∆y + f (y) = q(t)
3∑
j=1
∂1G/∂xj in Ω × (0, T ),
y(x, t) = 0 on Γ0 × (0, T ); y(x, t) = v on Γ1 × (0, T ),
{y, y′}t=0 = α, {y, y′}|t=T = β in Ω (1.1)
with
Q = Ω × (0, T ); Γ0 ∩ Γ1 = ∅; Γ0 ∪ Γ1 = ∂Ω; Γ1 = ∅
and G is a compact subset of Ω.
Given α, β in L2(Ω) × H−1(Ω), one wishes to find (for large T ) a control v˜ and a corre-
sponding y˜ so that
J (y˜; v˜, q,1G;α,β)
=
T∫
0
∫
Ω
|y˜ − ξ |dx dt
= inf
{ T∫
0
∫
Ω
∣∣y(x, t) − ξ(x, t)∣∣dx dt : ∀{y, v} solution of (1.1)}. (1.2)
The initial and target spaces are L2(Ω) ×H−1(Ω), the nonlinear term f has at most a linear
growth in its argument and is assumed to be accretive in L2(0, T ;H−1(Ω)) with respect to
the gauge function Φ(r) = r. The existence of a control v in L2(0, T ;L2(Γ1)) for the exact
controllability of (1.1) when q and G are given, is established in Section 3. In Section 4, we shall
treat {q,G} as “auxiliary controls” and establish the existence of a solution of (1.1)–(1.2). The
problem seems new and may be considered as an exact controllability inverse problem with the
source being a Dirac delta function on an unknown surface. When the given function ξ represents
the observed values of the system in Ω, then not only the control v, but also the source can be
found. Feedback laws are established in Section 5. Notations, the main assumptions of the paper
and some preliminary results are given in Section 2.
2. Notations, assumptions and preliminary results
We shall denote by Q the compact convex subset of L2(0, T ) given by
Q= {q: ‖q − q0‖H 1(0,T )  1},
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ity case of the wave equation is excluded from our consideration. Let M be the projection of
L2(0, T ) onto Q given by
‖q − Mq‖L2(0,T ) = inf
{‖q − p‖L2(0,T ): ∀p ∈Q}.
Since Q is a compact convex subset of L2(0, T ), M is uniquely defined and is continuous
from the weak topology of L2(0, T ) into the weak topology of H 1(0, T ).
Let G˜ be a compact subset of Ω and let
G = {1G: G˜ ⊂ G; G = {x: x ∈ Ω, ∣∣g(x)∣∣ 1} for some g,
supp(g) compact, ‖g‖H 2(Ω)  1
}
. (2.1)
Lemma 2.1. Let G be as in (2.1), then it is a compact subset of L2(Ω).
Proof. (1) Let 1Gn(x) ∈ G with
‖gn‖H 2(Ω)  1; Gn =
{
x: x ∈ Ω, ∣∣gn(x)∣∣ 1}.
Set Ĝ =⋂n Gn, then Ĝ is a nonempty compact subset of Ω since G˜ ⊂ Ĝ. Then 1Gnk → χ
in L2(Ĝ) and weakly in H 1(Ĝ).
Since 1Gnk = 1 in Ĝ, we get χ = 1 in Ĝ. Let ϕ ∈ C∞0 (Ω/Ĝ), then∣∣∣∣ ∫
Ω
1Gnk ϕ dx
∣∣∣∣= ∣∣∣∣ ∫
Ω/Gnk
ϕ dx +
∫
Gnk
ϕ dx
∣∣∣∣ C‖ϕ‖L∞(Ω/Ĝ) meas(Gnk/Ĝ).
It follows that χ = 0 in Ω/Ĝ, and since χ = 1 in Ĝ, we deduce that the support of χ is in Ĝ.
(2) Since ‖gn‖H 2(Ω)  1, it follows from the Sobolev imbedding theorem that gnk → g in
C(Ω). Thus, Ĝ ⊂ Gnk implies that
Ĝ ⊂ G∗ with G∗ =
{
x: x ∈ Ω, ∣∣g(x)∣∣ 1}.
On the other hand,
lim sup
∣∣gnk (x)∣∣ lim sup ∣∣gnk (x) − g(x)∣∣+ ∣∣g(x)∣∣.
Therefore |gnk (x)|  1, ∀x ∈ G∗ and hence G∗ ⊂ Ĝ. Thus, Ĝ = G∗ and the lemma is
proved. 
Definition 2.1. The mapping J of L2(0, T ;H−1(Ω)) into L2(0, T ;H 10 (Ω)) is said to be the
duality mapping with gauge function Φ(r) = r if
T∫
0
(Jy, y) dt = ‖y‖L2(0,T ;H−1(Ω))‖Jy‖L2(0,T ;H 10 (Ω))
= ‖y‖L2(0,T ;H−1(Ω))Φ
(‖y‖L2(0,T ;H−1(Ω)))
= ‖y‖2
L2(0,T ;H−1(Ω)), ∀y ∈ L2
(
0, T ;H−1(Ω)).
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topology of L2(0, T ;H 10 (Ω)). Since L2(0, T ;H 10 (Ω)) is a Hilbert space and the gauge function
is Φ(r) = r , we deduce that J is continuous from L2(0, T ;H−1(Ω)) into L2(0, T ;H 10 (Ω)).
Definition 2.2. Let f be a nonlinear mapping of L2(0, T ;H−1(Ω)) into L2(0, T ;H−1(Ω)) with
D(f ) = L2(0, T ;L2(Ω)). The nonlinear mapping f is said to be accretive in L2(0, T ;H−1(Ω))
with respect to the duality mapping J of L2(0, T ;H−1(Ω)) into L2(0, T ;H 10 (Ω)), associated
with the gauge function Φ(r) = r if
T∫
0
(
f (y) − f (z), J (y − z))dt  0, ∀y, z ∈ D(f ).
Assumption 2.1. Let f be a Lipschitz continuous mapping of L2(0, T ;L2(Ω)) into L2(0, T ;
L2(Ω)). Suppose that
• There exists a positive constant C such that∥∥f (y)∥∥
L2(0,T ;L2(Ω))  C‖y‖L2(0,T ;L2(Ω)), ∀y ∈ L2
(
0, T ;L2(Ω)).
• λI + f , considered as a mapping of L2(0, T ;H−1(Ω)) into L2(0, T ;H−1(Ω)) with
D(f ) = L2(0, T ;L2(Ω)) is accretive with respect to the duality mapping J of L2(0, T ;
H−1(Ω)) into L2(0, T ;H 10 (Ω)), gauge function Φ(r) = r for some λ > λ0.
If f ′ ∈ L∞(R) then a simple argument shows that λI + f is accretive in L2(0, T ;H−1(Ω))
with respect to the duality mapping J for λ > ‖f ′‖L∞(R).
The following lemma plays a key role in the study of the passage to the limit of the nonlinear
term, a detailed proof can be found in [6].
Lemma 2.2. Let f be as in Assumption 2.1 and suppose that{
yn,f (yn)
}→ {y,ψ}
in
L2
(
0, T ;H−1(Ω))∩ (L2(0, T ;L2(Ω)))
weak ×
(
L2
(
0, T ;L2(Ω)))
weak.
Then ψ = f (y).
Proof. (1) For the sake of completeness, we shall sketch the main points of the proof. With
‖yn − z‖L2(0,T ;H−1(Ω)) → ‖y − z‖L2(0,T ;H−1(Ω)) =
∥∥J (y − z)∥∥
L2(0,T ;H 10 (Ω))
for all z ∈ L2(0, T ;H−1(Ω)). Since J (yn − z) → J (y − z) weakly in L2(0, T ;H 10 (Ω)) and
since L2(0, T ;H 10 (Ω)) is a Hilbert space, we deduce from the above that
J (yn − z) → J (y − z) in L2
(
0, T ;H 10 (Ω)
)
.
(2) We now have
T∫ ({λ + µ}(y − z) + ψ − f (z), J (y − z))dt  µ‖y − z‖2
L2(0,T ;H−1(Ω))
0
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that (λ + µ)I + f is a 1–1 onto mapping of L2(0, T ;L2(Ω)) into L2(0, T ;L2(Ω)). Let γ ∈
L2(0, T ;L2(Ω)) and set
zε =
([λ + µ]I + f )−1({(λ + µ)y + ψ − εγ }).
With z = zε , we obtain
T∫
0
(
γ,J (y − zε)
)
dt  0, ∀γ ∈ L2(0, T ;L2(Ω)).
(3) One can show that
zε →
{
(λ + µ)I + f }−1(y + ψ)
in L2(0, T ;H−1(Ω)) ∩ (L2(0, T ;L2(Ω)))weak. Thus,
lim
ε
T∫
0
(
γ,J (y − zε)
)
dt =
T∫
0
(
γ,J
(
y − {(λ + µ)I + f }−1((λ + µ)y + ψ)))dt  0,
∀γ ∈ L2(0, T ;L2(Ω)).
Therefore (λ + µ)y + f (y) = (λ + µ)y + ψ;f (y) = ψ. 
Consider the initial boundary-value problem
z′′ − ∆z = q(t)1G in Ω × (0, T ),
z(x, t) = 0 on ∂Ω × (0, T ),
z(x,0) = 0, z′(x,0) = 0 in Ω. (2.2)
Lemma 2.3. Let {q,1G} be in Q× G, then there exists a unique solution z of (2.2) with
‖z′‖L∞(0,T ;H 10 (Ω)) + ‖z
′′‖L∞(0,T ;L2(Ω)) + ‖z‖L∞(0,T ;H 2(Ω))  C‖q‖H 1(0,T ).
The constant C is independent of q.
Proof. The proof is trivial. 
Let
k∗(h) = sup{(h,1G)L2(Ω): ∀1G ∈ G}. (2.3)
Then k∗ is a l.s.c. convex mapping of L2(Ω) into R and thus its subgradient ∂k∗ exists and
is a set-valued mapping of L2(Ω) into the closed convex subsets of L2(Ω). Using a maximizing
sequence, we obtain
k∗(h) = (h,1Ĝ),
where 1Ĝ is the unique element of minimum L2(Ω)-norm of the closed convex set ∂k∗(h) of
L2(Ω). It is easy to check that ∂k∗ is continuous from the weak topology of L2(Ω) to L2(Ω).
We shall denote
P1(h) =
∫
h(x, t) dx; P2(h) =
T∫
h(x, t) dt. (2.4)Ω 0
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mapping of L2(0, T ;L2(Ω)) into L2(Ω).
3. Existence theorem
The main result of the section is the following theorem.
Theorem 3.1. Let f be a nonlinear mapping of L2(0, T ;L2(Ω)) into L2(0, T ;L2(Ω)) verifying
Assumption 2.1. Then for T > T0 and for any given
{q,1G,α,β} ∈Q× G ×
{
L2(Ω) × H−1(Ω)}2,
there exists a solution {y˜, y˜′, v˜} in
C
(
0, T ;L2(Ω))× C(0, T ;H−1(Ω))× L2(0, T ;L2(Γ1))
of the initial boundary-value problem
y′′ − ∆y + f (y) = q(t)
3∑
j=1
∂1G/∂xj in Ω × (0, T ),
y(x, t) = 0 on Γ0 × (0, T ); y(x, t) = v(x, t) on Γ1 × (0, T ),
{y, y′}|t=0 = α; {y, y′}|t=T = β in Ω. (3.1)
Moreover,
‖y˜‖C(0,T ;L2(Ω)) + ‖y˜′‖C(0,T ;H−1(Ω)) + ‖v˜‖L2(0,T ;L2(Γ1))
C
{‖q‖H 1(0,T ) + ∥∥{α,β}∥∥L2(Ω)×H−1(Ω)}.
The constant C is independent of q , G, α, β.
Let z˜ =∑3j=1 ∂z/∂xj with z as in Lemma 2.3, then
‖z˜‖L∞(0,T ;H 1(Ω)) + ‖z˜′‖L∞(0,T ;L2(Ω)) + ‖z˜′′‖L∞(0,T ;H−1(Ω))  C‖q‖H 1(0,T ) (3.2)
and moreover,
z˜′′ − ∆z˜ = q(t)
3∑
j=1
∂1G/∂xj in Ω × (0, T ),
z˜(x,0) = 0, z˜′(x,0) = 0 in Ω. (3.3)
Consider the initial boundary-value problem
zˆ′′ − ∆zˆ = 0 in Ω × (0, T ),
zˆ(x, t) = −z˜(x, t) on ∂Ω × (0, T ),
{zˆ, zˆ′}|t=0 = {0,0} in Ω. (3.4)
Lemma 3.1. There exists a unique solution zˆ of (3.4) with
‖zˆ‖C(0,T ;L2(Ω)) + ‖zˆ′‖C(0,T ;H−1(Ω))  C‖q‖H 1(0,T ).
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known. 
We now study the exact boundary controllability of the semilinear wave equation
yˆ′′ − ∆yˆ + f (z˜ + zˆ + yˆ) = 0 in Ω × (0, T ),
yˆ(x, t) = 0 on Γ0 × (0, T ); yˆ(x, t) = v˜(x, t) on Γ1 × (0, T ),
{yˆ, yˆ′}|t=0 = α in Ω,
{yˆ, yˆ′}|t=T = {β0 − zˆ − z˜, β1 − zˆ′ − z˜′}|t=T in Ω. (3.5)
Lemma 3.2. Suppose all the hypotheses of Theorem 3.1 are satisfied and let zˆ, z˜ be as in
Lemma 3.1. Then there exists a unique solution
{yˆ, yˆ′, v˜} ∈ C(0, T ;L2(Ω))× C(0, T ;H−1(Ω))× L2(0, T ;L2(Γ1))
of (3.5). Moreover,
‖yˆ‖C(0,T ;L2(Ω)) + ‖yˆ′‖C(0,T ;H−1(Ω)) + ‖v‖L2(0,T ;L2(Γ1))
 C
{‖q‖H 1(0,T ) + ∥∥{α,β}∥∥L2(Ω)×H−1(Ω)}.
The constant C is independent of q , G, α, β .
Proof. With {zˆ, z˜} ∈ C(0, T ;L2(Ω)) and {zˆ′, z˜′} ∈ C(0, T ;H−1(Ω)), the existence of a unique
{y˜, v˜} solution of (3.5) has been established by the author in [6]. 
Proof of Theorem 3.1. Let z˜, zˆ, yˆ be as above and set y˜ = yˆ + zˆ + z˜. Then {y˜, v} is a solution
of (3.1). The estimates of the theorem are an immediate consequence of those of Lemmas 3.1
and 3.2. 
4. An inverse problem
We now study the case when the source is unknown. The main result of the section is the
following theorem.
Theorem 4.1. Suppose all the hypotheses of Theorem 3.1 are satisfied and let ξ be in
L2(0, T ;L2(Ω)). There exists {qˆ,1Ĝ, y˜, yˆ′, vˆ} in
Q× G × C(0, T ;L2(Ω))× C(0, T ;H−1(Ω))× L2(0, T ;L2(Γ1))
such that
yˆ′′ − ∆yˆ + f (yˆ) = qˆ
3∑
j=1
∂1Ĝ/∂xj in Ω × (0, T ),
yˆ(x, t) = 0 on Γ0 × (0, T ); yˆ = vˆ on Γ1 × (0, T ),
{yˆ, yˆ′}|t=0 = α; {yˆ, yˆ′}|t=T = β in Ω.
Moreover,
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= inf{J (y˜, v˜, q,1G;α,β): ∀{y˜, v˜} solution of (3.1) ∀q ∈Q, ∀1G ∈ G}
= V (α,β) (4.1)
with J (y˜, v˜, q,1G;α,β) as in (1.2).
Proof. (1) First we note that J (y˜, v˜, q,1G,α,β) given by (1.2) is well defined. From Theo-
rem 3.1 we know that for a given {q,1G}, there exists a solution {y, v} of (3.1). Suppose that
there exists an infinite number of solutions of (3.1) and let {yn, vn} be a minimizing sequence
of (1.2). With the estimate of Theorem 3.1 we have
‖yn‖C(0,T ;L2(Ω)) +
∥∥y′n∥∥C(0,T ;H−1(Ω)) + ‖vn‖L2(0,T ;L2(Γ1))  C.
From Aubin’s theorem we get {ynk , y′nk , vnk } → {y˜, y˜′, v˜} in(
L∞
(
0, T ;L2(Ω)))
weak∗ ∩ C
(
0, T ;H−1(Ω))× (L∞(0, T ;H−1(Ω)))
weak∗
× (L2(0, T ;L2(Γ1)))weak.
With f as in Assumption 2.2, an application of Lemma 2.2 shows that f (ynk ) → f (y˜) weakly
in L2(0, T ;L2(Ω)) and it is clear that {y˜, v˜} is a solution of (3.1) and thus J (y˜, v˜, q,1G;α,β)
is defined.
(2) It follows from Theorem 3.1 that V (α,β) is nonnegative. Let {yn, vn, qn,1Gn} be a mini-
mizing sequence of the optimization problem (4.1) with
J (yn;vn;qn,1Gn,α,β) V (α,β) + 1/n (4.2)
and
‖yn‖C(0,T ;L2(Ω)) +
∥∥y′n∥∥C(0,T ;H−1(Ω)) + ‖vn‖L2(0,T ;Γ1))  C
with
‖qn‖H 1(0,T )  1; Gn =
{
x: x ∈ Ω, |gn| 1
}
, ‖gn‖H 2(Ω)  1.
(3) From Aubin’s theorem, we get{
ynk , y
′
nk
, vnk , qnkgnk
}→ {yˆ, yˆ′, vˆ, qˆ, gˆ}
in (
L∞
(
0, T ;L2(Ω)))
weak∗ ∩ C
(
0, T ;H−1(Ω))× {(L∞(0, T ;H−1(Ω)))
weak∗
∩ C(0, T ;H−2(Ω))}× (L2(0, T ;L2(Γ1)))weak × (H 1(0, T ))weak ∩ L2(0, T )
× (H 2(Ω))
weak × H 1(Ω).
With f as in Assumption 2.2, we obtain by applying Lemma 2.2,
f (ynk ) → f (yˆ) weakly in L2
(
0, T ;L2(Ω)).
It is clear that
{yˆ, yˆ′}|t=0 = α; {yˆ, yˆ′}|t=T = β in Ω
and that yˆ = vˆ on Γ1 × (0, T ).
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{g˜nk , gnk } → {1Ĝ, gˆ} in
(
H 1(Ĝ)
)
weak ∩ L2(Ĝ) ×
(
H 2(Ω)
)
weak ∩ C(Ĝ).
It follows from (4.2) that
V (α,β) = J (yˆ, vˆ, qˆ,1Ĝ,α,β)
and the theorem is proved. 
Now we shall study the value function.
Lemma 4.1. Suppose all the hypotheses of Theorem 3.1 are satisfied and let V (α,β; τ) be as
in (4.7). Suppose further that f ′ ∈ L∞(R), then∣∣V (α,β; τ) − V (γ ,β; τ)∣∣ C‖α − γ ‖L2(Ω)×H−1(Ω)
for all α, γ in L2(Ω)×H−1(Ω) with T − τ > T0. The constant C is independent of α,β,γ and
of τ.
Proof. Let α be in L2(Ω) × H−1(Ω), then it follows from Theorem 4.1 that there exists
{yˆ, vˆ, qˆ,1Ĝ} such that
V (α,β; τ) = J (yˆ, vˆ, qˆ,1Ĝ;α,β) =
T∫
τ
∫
Ω
|yˆ − ξ |dx dt.
Let γ be in L2(Ω) × H−1(Ω), then
V (γ ,β; τ) − V (α,β; τ) J (y;v, qˆ,1
Gˆ
;γ ,β) −J (yˆ, vˆ; qˆ,1Ĝ;α,β)

T∫
τ
∫
Ω
{|y − yˆ|}dx dt  C‖y − yˆ‖L2(0,T ;L2(Ω))
and
(y − yˆ)′′ − ∆(y − yˆ) = f (yˆ) − f (y) in Ω × (τ, T ),
y − yˆ = 0 on Γ0 × (τ, T ), y − yˆ = v − vˆ on Γ1 × (τ, T ),
{y − yˆ, y′ − yˆ′}|t=τ = α − γ ; {y − yˆ, y′ − yˆ′}|t=T = 0 in Ω.
It follows from Theorem 3.1 that
‖y − yˆ‖C(0,T ;L2(Ω)) + ‖v − vˆ‖L2(0,T ;L2(Γ1)) C‖α − γ ‖L2(Ω)×H−1(Ω)).
Therefore
V (γ ;β; τ) − V (α;β; τ) C‖α − γ ‖L2(Ω)×H−1(Ω).
Reversing the role of α,γ and combining the estimate with the one just obtained, we get the
stated result. 
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ϕ′ − ∆ϕ = h in Ω × (τ, T ),
ϕ(x, t) = 0 on ∂Ω × (τ, T ), ϕ(x, τ ) = 0 in Ω. (4.3)
Let S be the linear mapping of L2(τ, T ;H−1(Ω)) into L2(τ, T ;L2(Ω)) defined by
Sh = ϕ, (4.4)
where ϕ is the unique solution of (4.3). Then S is a compact linear mapping of L2(τ, T ;H−1(Ω))
into L2(τ, T ;L2(Ω)) and
‖ϕ‖C(τ,T ;L2(Ω)) = ‖Sh‖C(τ,T ;L2(Ω))  C‖h‖L2(τ,T ;H−1(Ω)).
Set V(α,β; τ) = V (Sα, Sβ; τ).
Lemma 4.2. Let α,β be in C(0, T ;L2(Ω))×C(0, T ;H−1(Ω)). Then ∂0V(α;β), the subgradi-
ent of V with respect to Sα0, is a set-valued mapping of L2(τ, T ;L2(Ω)) into the closed convex
subsets of L2(τ, T ;L2(Ω)).
Proof. From Lemma 4.1 we have∣∣∣∣∣
T∫
0
{V(α0, α1;β; τ) − V(γ0, α1;β; τ)}dτ
∣∣∣∣∣C‖α0 − γ0‖L2(0,T ;L2(Ω)).
Thus the subgradient of V(α0;β) with respect to Sα0 exists and is a set valued mapping of
L2(0, T ;L2(Ω)) into the closed convex subsets of L2(0, T ;L2(Ω)). 
Let p˜(α,β) be the unique element of ∂V0(α;β) with minimum L2(0, T ;L2(Ω))-norm. Then∣∣p˜(α;β)∣∣
L2(0,T ;L2(Ω))  C, ∀α,β ∈ C
(
0, T ;L2(Ω))× C(0, T ;H−1(Ω)).
5. Feedback laws
Consider the initial boundary-value problem
z′′ − ∆z = q˜1G∗(z˜) in Ω × (0, T ),
z(x, t) = 0 on ∂Ω × (0, T ), {z, z′}|t=0 = {0,0} in Ω (5.1)
with
q˜ = MP1(z˜); p2(z˜) ∈ ∂V0
(
z˜(. , t), z˜′(. , t);β)
and 1G∗(z˜) is the unique element of minimum L2(Ω) norm of ∂k∗(P2(z˜)) given by
k∗(h) = (1G∗(z˜), h)L2(Ω), ∀h ∈ L2(Ω).
The expressions ∂k∗,Pj are as in (2.3)–(2.4). Let
B = {y: ‖y‖C(0,T ;L2(Ω)) + ‖y′‖C(0,T ;H−1(Ω))  C(1 + ∥∥{α,β}∥∥L2(Ω)×H−1(Ω))}.
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‖z′′‖C(0,T ;L2(Ω)) C
{
1 + ∥∥{α,β}∥∥
L2(Ω)×H−1(Ω)
}
.
The constant C is independent of z˜, α, β.
Proof. The proof is trivial. 
Set z1 =∑3j=1 ∂z/∂xj , then
‖z1‖C(0,T ;H 1(Ω)) +
∥∥z′1∥∥C(0,T ;L2(Ω))  C{1 + ∥∥{α,β}∥∥L2(Ω)×H−1(Ω)}.
We now consider the initial boundary-value problem
z′′2 − ∆z2 = 0 in Ω × (0, T ),
z2 = −z1 on ∂Ω × (0, T ),{
z2, z
′
2
}∣∣
t=0 = −
{
z1, z
′
1
}∣∣
t=0 in Ω. (5.2)
Lemma 5.2. There exists a unique solution z2 of (5.2) in B.
Proof. The proof is again trivial. 
We now consider the exact controllability of the semilinear wave equation
z′′3 − ∆z3 + f (z1 + z2 + z3) = 0 in Ω × (0, T ),
z3(x,0) = 0 on Γ0 × (0, T ); z3 = v on Γ1 × (0, T ),{
z3, z
′
3
}∣∣
t=0 =
{
α0 − z1, α1 − z′1
}∣∣
t=0 in Ω,{
z3, z
′
3
}∣∣
t=T =
{
β0 − z1, β1 − z′1
}∣∣
t=T in Ω. (5.3)
Lemma 5.3. There exists a unique {z3, v} ∈ C(0, T ;L2(Ω)) × L2(0, T ;L2(Γ1)), solution
of (5.3). Moreover, z3 ∈ B.
Proof. The existence of a solution is an immediate consequence of Theorem 3.1. Since f ′ ∈
L∞(R), an argument as that of Lemma 4.1 shows that the solution is unique. The estimate
follows from those of Lemmas 5.1–5.2. 
Set z = z1 + z2 + z3, then we get
z′′ − ∆z + f (z) = q˜(z˜)
3∑
j=1
∂1G∗(z˜)/∂xj in Ω × (0, T ),
z(x, t) = 0 on Γ0 × (0, T ); z(x, t) = v on Γ1 × (0, T ),
{z, z′}|t=0 = α; {z, z′}|t=T = β in Ω (5.4)
with
‖z‖C(0,T ;L2(Ω)) + ‖z′‖C(0,T ;H−1(Ω)) + ‖v‖L2(0,T ;L2(Γ1))
 C
{
1 + ∥∥{α,β}∥∥ 2 −1 }. (5.5)L (Ω)×H (Ω)
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A(z˜) = z, (5.6)
where z is the unique solution of (5.4). It is clear that A takes B into B.
Lemma 5.4. Let A be as in (5.6), then it is a continuous mapping of L2(0, T ;L2(Ω)) into
L2(0, T ;L2(Ω)).
Proof. (1) Let z˜n ∈ B with
zn = z1,n + z2,n + z3,n =A(z˜n); z˜n → z˜ in L2
(
0, T ;L2(Ω)).
We have
‖vn‖L2(0,T ;L2(Γ1))  C.
Thus there exists a subsequence such that {vnk , znk , z′nk } → {v, z, z′} in(
L2
(
0, T ;L2(Γ1)
))
weak ×
{(
L∞
(
0, T ;L2(Ω)))
weak∗ ∩ C
(
0, T ;H−1(Ω))}
× {(L∞(0, T ;H−1(Ω)))
weak∗ ∩ C
(
0, T ;H−2(Ω))}.
With f satisfying Assumption 2.2, it follows from Lemma 2.2 that
f (zn) → f (z) weakly in L2
(
0, T ;L2(Ω)).
(2) We now show that q˜(z˜n) → q˜(z˜) weakly in H 1(0, T ). Since M is continuous from the
weak topology of L2(0, T ) to the weak topology of H 1(0, T ), we get
q˜(z˜n) = M(z˜n) → M(z˜) = q˜(z˜) weakly in H 1(0, T ).
(3) Let p2,n be the unique element of minimum L2(0, T ;L2(Ω))-norm of ∂V0(z˜n(. , t),
z˜′n(. , t);β), then
p2,n → p2 weakly in L2
(
0, T ;L2(Ω)).
We now show that p2 ∈ ∂V0(z˜(. , t), z˜′(. , t),β; t) and is the element of minimum L2(0, T ;
L2(Ω))-norm. We have
T∫
0
{
V
(
Sy(. , t), Sz˜′n,β; t
)− V (Sz˜n(. , t), Sz˜′n,β; t)}dt

T∫
0
(
p2(z˜n), Sy(. , t) − Sz˜n(. , t)
)
dt.
Since
T∫
0
∣∣V (Sy,Sz˜′n,β; t)− V (Sy,Sz˜′,β; t)∣∣dt  C T∫
0
∥∥Sz˜′n − Sz˜′∥∥L2(Ω) dt
 C
∥∥z˜′n − y′∥∥ 2 −1 ,L (0,T ;H (Ω))
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T∫
0
{
V (Sy,Sz˜′;β; t) − V (Sz˜, Sz˜′;β; t)}dt  T∫
0
(p2, Sy − Sz˜) dt.
Therefore, p2 ∈ ∂0V(z˜, z˜′,β; t).
We now show that p2 is the unique element of minimum L2(0, T ;L2(Ω))-norm of the set
∂0V(z˜, z˜′,β; t). Let
Bε(z˜) =
{
zε: zε ∈ B,‖zε − z˜‖C(0,T ;L2(Ω)) +
∥∥z′ε − z˜′∥∥C(0,T ;H−1(Ω))  ε}.
Then ⋂
ε
∂0V
(
zε, z
′
ε;β; t
)⊂ ∂0V(z˜, z˜′,β; t)
as zn ∈ Bε(z˜), n > n0. Thus we have∥∥p2(zn)∥∥L2(0,T ;L2(Ω))  ∥∥p(z˜)∥∥L2(0,T ;L2(Ω)), ∀p(z˜) ∈ ∂0V(z˜, z˜′;β; t).
Therefore∥∥p2(z˜)∥∥L2(0,T ;L2(Ω))  ∥∥p(z˜)∥∥L2(0,T ;L2(Ω)), ∀p(z˜) ∈ ∂0V(z˜, z˜′,β; t).
Hence p2(z˜) is the unique element of minimum L2(0, T ;L2(Ω))-norm of the closed bounded
convex set ∂0V(z˜, z˜′,β; t).
(4) By definition we have
k∗
(P2{Mp2(zn)})= (1Gn,M{p2(zn)})L2(Ω)
with 1Gn ∈ G ∩ ∂k∗(P2{Mp2(zn)}). Since G is a compact subset of L2(Ω), we obtain by taking
subsequences 1Gn → 1G∗(z) in L2(Ω). We have
k∗
(P2{Mp2(r)})− k∗(P2{Mp2(zn)}) (1Gn,P2{Mp2(r) − Mp2(zn)})L2(Ω),
∀r ∈ L2(0, T ;L2(Ω)).
Hence
k∗
(P2{Mp2(r)})− k∗(P2{Mp2(z˜)}) (1G∗(z),P2{Mp2(r) − Mp2(z˜)})L2(Ω),
∀r ∈ L2(0, T ;L2(Ω)).
It follows that 1G∗(z) ∈ ∂k∗(P2{Mp2(z˜)}). Thus,
k∗
(P2{Mp2(z˜)})= (1G∗(z),P2{Mp2(z˜)})L2(Ω).
An argument as before shows that 1G∗(z) is the unique element of minimum L2(Ω)-norm of
∂k∗(P2{Mp2(z˜)}).
It is now clear that A(z˜) = z and the lemma is proved. 
Theorem 5.1. Suppose all the hypotheses of Theorem 3.1 are satisfied and that f ′ is in L∞(R).
Then for T > T0, there exists {y˜, y˜′, v˜} in
C
(
0, T ;L2(Ω))× C(0, T ;H−1(Ω))× L2(0, T ;L2(Γ1)),
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y˜′′ − ∆y˜ + f (y˜) = q˜(y˜)
3∑
j=1
∂1G∗(y˜)/∂xj in Ω × (0, T ),
y˜ = 0 on Γ0 × (0, T ); y˜ = v˜ on Γ1 × (0, T ),
{y˜, y˜′}|t=0 = α; {y˜, y˜′}|t=T = β in Ω, (5.7)
with q˜(y˜) =P1(y˜) and 1G∗(y˜) is defined by
k∗
(P2{Mp2(y˜)})= (1G∗(y˜),P2{Mp2(y˜)})L2(Ω).
The unique element of minimum L2(0, T ;L2(Ω))-norm of the closed bounded convex set
∂0V(y˜, y˜′,β; t) is p2(y˜) and k∗,PjV are as in (2.3)–(2.4) and as in Lemma 4.2, respectively.
The compact subset G∗(y˜) of Ω is given by
G∗(y˜) =
{
x :x ∈ Ω, ∣∣g˜(x; y˜)∣∣ 1; ‖g˜‖H 2(Ω)  1}.
Furthermore,
‖y˜‖C(0,T ;L2(Ω)) + ‖y˜′‖C(0,T ;H−1(Ω)) + ‖v˜‖L2(0,T ;L2(Γ1))
C
{
1 + ∥∥{α,β}∥∥
L2(Ω)×H−1(Ω)
}
.
Proof. Let A be as in (5.3). It follows from Lemma 5.3 that A satisfies all the hypotheses of the
Schauder fixed point theorem. There exists y˜ in B such that A(y˜) = y˜ and y˜ is a solution of (5.7)
with all the stated properties. 
The main result of the paper is the following theorem.
Theorem 5.2. Suppose all the hypotheses of Theorem 5.1 are satisfied and let {y˜, v˜} be a solution
of (5.7) given by the theorem, then
V (α,β) = J (y˜, y˜′; q˜,1G∗(y˜);α,β).
Proof. Let {y˜, v˜} be as in Theorem 5.1 and consider the exact controllability problem
y′′ − ∆y + f (y) = q(t)
3∑
j=1
∂1G/∂xj in Ω × (t, T ),
y = 0 on Γ0 × (t, T ); y = v on Γ1 × (t, T ),
{y, y′}|s=t = {y˜, y˜′}|s=t , {y, y′}|s=T = β in Ω. (5.8)
It follows from Theorem 3.1 that there exists a solution {y, v} of (5.8) for T − t > T0, i.e., for
0 t < T − T0. Using a minimizing sequence, we get as in Lemma 4.1,
V (y˜, y˜′,β; t) =
T∫
t
∫
Ω
|yˆ − ξ |dx dt,
where {yˆ, vˆ} is a solution of (5.8). The dynamic programming principles gives
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{
V
(
y(t + h), y′(t + h),β; t + h)+ t+h∫
t
∫
Ω
|y − ξ |dx ds,
{y, v} solution of (5.8), ∀q ∈Q, ∀1G ∈ G
}
.
Thus,
V
(
y˜(. , t), y˜′(. , t),β; t)= J (yˆ(. , t), yˆ′(. , t); qˆ,1Ĝ; y˜(. , t), y˜′(. , t);β; t)
 J (yˆ(. , t + h), yˆ′(. , t + h); qˆ;1Ĝ; y˜(. , t), y˜′(. , t);β; t + h)
+
t+h∫
t
∫
Ω
|yˆ − ξ |dx ds.
Therefore,
T∫
t+h
∫
Ω
|yˆ − ξ |dx ds  V (yˆ(. , t + h), yˆ′(. , t + h);β; t + h).
It follows from the definition of the value function that
V
(
yˆ(. , t + h), yˆ′(. , t + h);β; t + h)= T∫
t+h
∫
Ω
|yˆ − ξ |dx ds.
Since {y˜(x, t), y˜′(x, t)} = {yˆ(x, t), yˆ′(x, t)} in Ω , we get
V
(
y˜(. , t), y˜′(. , t);β; t)= V (yˆ(. , t), yˆ′(. , t);β; t).
Hence
V
(
yˆ(. , t), yˆ′(. , t);β; t)− V (yˆ(. , t + h), yˆ′(. , t + h);β; t + h)= t+h∫
t
∫
Ω
|yˆ − ξ |dx ds.
Therefore,
d
dt
{
V
(
yˆ(. , t), yˆ′(. , t);β; t)}= −∫
Ω
|yˆ − ξ |dx = −
∫
Ω
|y˜ − ξ |dx ds.
Thus,
V
(
yˆ(. , T ), yˆ′(. , T );β;T )− V (α,β;0) = − T∫
0
∫
Ω
|y˜ − ξ |dx ds.
The theorem is proved. 
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