Abstract. We calculated numerically the values of L-functions of four typical elliptic curves in the critical strip in the range Im(s) ≤ 400. We found that all the non-trivial zeros in this range lie on the critical line Re(s) = 1 and are simple except the one at s = 1. The method we employed in this paper is the approximate functional equation with incomplete gamma functions in the coefficients. For incomplete gamma functions, we continued them holomorphically to the right half plane Re(s) > 0, which enables us to calculate for large Im(s). Furthermore we remark that a relation exists between Sato-Tate conjecture and the generalized Riemann Hypothesis.
Introduction and the statement of results
The numerical calculations of the Riemann zeta function ζ(s) have a long history. In the critical strip, the Euler-Maclaurin summation formula is applicable, but on the critical line, the famous Riemann-Siegel formula is useful because it is very fast and accurate (see [3] or [8] ). Using these formulas, it is known at present that the Riemann Hypothesis holds for Im(s) less than about 1.5 × 10
9 (see J. van de Lune, H. J. J. te Riele and D. T. Winter [13] ; see also Odlyzko [16] ). By the EulerMaclaurin summation formula, we can also calculate the values of the Hurwitz zeta function and hence the values of the Dirichlet L-function because it is a finite sum of the Hurwitz zeta functions.
For other L-functions, we have the examples of Manin [14] , [15] , Yoshida [24] , [25] and Fermigier [4] . In his papers, Manin developed the theory of modular symbols and applied his theory to the calculation of Fourier coefficients of cusp forms of weight 2 and the value at 1 of the corresponding Dirichlet series. In fact, four examples of modular curves were treated in [15] . See Cremona [1] for other examples.
Yoshida and Fermigier calculated the values of the L-function on the critical line. Yoshida makes use of the iteration of partial summations in order to access the speed of convergence of the Dirichlet series. He said that his method "may seem to be only speculative" (p. 89 in [24] ) and "on heuristic grounds" (p. 91 in [24] ), though he made some discussions on the confidence of his data. He found zeros of many L-functions, namely, the L-function associated with the Ramanujan function ∆(z), the symmetric j-th power L-functions of ∆(z) for j = 2, 3 and 4, L-functions associated to cusp forms, L-functions associated to Hecke characters of real quadratic fields and Artin's L-functions. He also observed that the generalized Riemann Hypothesis is true for L(s, ∆) in 0 ≤ Im(s) ≤ 100.
On the other hand, Fermigier used an expression of an L-function by the Dirichlet series with incomplete gamma functions in the coefficients. He employed the Romberg integration method for the calculation of incomplete gamma functions. He calculated the zeros of L(1 + it, E) in 0 ≤ t ≤ 15 for all the elliptic curves of prime conductor N ≤ 13100. He also observed that the generalized Riemann Hypothesis is true for these L(s, E) in 0 ≤ Im(s) ≤ 15.
The aim of this paper is to show a method and some examples for larger Im(s) than theirs. As in Fermigier [4] , we use an expression of an L-function with the incomplete gamma function Γ (s, z). However, the second variable z is real in his case, so it seems somewhat difficult to calculate when Im(s) is large because the necessary increase in the memory bank of a machine is of exponential order with respect to Im(s). We continue the incomplete gamma function in the right half plane Re(s) > 0. After this, the increase is of polynomial order, hence we can calculate the value numerically for rather large Im(s). See the paragraphs after Theorem 1 below. After the analytic continuation, we expand it to the continued fraction. Using this method, we calculated the values of L(1+it, E) for four typical examples of elliptic curves in the range 0 ≤ t ≤ 400, and checked that the generalized Riemann Hypothesis holds in this range.
We also present some graphs drawn by plotting the values of an L-function on the Gaussian plane. Since L(s, E) has a functional equation, we can easily determine the argument of L(s, E) on the critical line. So one may think that the essential thing is the absolute value, and such graph is meaningless. But the authors believe that such a visualization gives us the beauty and sense of the Riemann Hypothesis.
To state Theorem 1, we shall recall the definition of the L-function associated to an elliptic curve. Let E be an elliptic curve given by the global minimal Weierstrass equation
and let ∆ be its discriminant. For each prime p, we put
where E p is the reduction modulo p. If p|∆, then E p has a singularity and
for the case of a cusp, 1 for the case of a split node, −1
for the case of a non-split node.
If p |∆, then we have
(Hasse's theorem). The L-function associated to E is defined by L(s, E) = p|∆ 1 1 − a p p −s curve which has semi-stable good reduction at 3 and 5 is modular. All the curves we treat in Section 5 satisfy this assumption. Let f E (z) = ∞ n=1 a n e 2πinz , then by Eichler-Shimura's theory, f E (z) is a primitive form of weight 2 with respect to Γ 0 (N ). Furthermore we have
Now, L(s, E) can be continued holomorphically to the whole complex plane and satisfies the functional equation:
The readers may refer to Knapp [10] for these subjects. Then our first theorem is 
where the last term R satisfies the inequality
The proof will be given in Section 2.
The incomplete gamma function of the second kind is defined by
(Note that this integral is denoted by Γ (z, s) in Fermigier [4] .) Following Lavrik [12] , Karatsuba [9] and Turganaliev [21] , we continue the function Γ (s, z) holomorphically to the right half plane Re(z) > 0 by making a change of variable t → zt and rotating the line of integration by the angle arg z. Then we have
and, when Re(s) is bounded and Re(z) > c for some positive constant c,
uniformly in s and z.
The inequality (3) shows that when δ(t) is small, we must take large M to get the accuracy of data. Hence, δ(t) = π/2 (this means r = 1) is the most efficient choice for calculations theoretically. But, for a technical reason, we have to choose the function δ(t) < π/2. The function of the form Γ (s, z)/Γ (s) appears in the right hand side of (2) . Since Γ (s) is of exponential decay when |t| → ∞, the absolute value of each term in the sum may be very large. In fact, if r = 1 and t is large, each term in (2) is a huge number and it becomes impossible to compute it. In order to avoid this difficulty, we put r = e i(π/2−δ(t)) and δ(t) < π/2. Then from (6),
(where A is independent of t), hence the factor e −πt/2 cancels the one arising from the denominator. For example, if δ(t) ∼ 1/t, Γ (s, Ar)/Γ (s) has a polynomial order as |t| → ∞, hence we can put the calculations in practice. Turganaliev [21] put δ(t) = 1/(1 + t). We choose δ(t) = π/2 for small t, δ(t) = 1/(1 + log 2 t) for a little larger t and δ(t) = 1/(1 + t) otherwise.
The estimation (3) does not make sense when t is very close to 0. But, in this case, we set δ(t) = π/2 and can get the explicit estimation from (16) .
Our method is applicable to the Dirichlet series with an appropriate functional equation. Explicit estimation of the coefficients is needed to get the concrete upper bound of the error term. For example, we can treat the Dedekind zeta function or the Hecke L-function of a cusp form. Now we shall state the next theorem. Let E be an elliptic curve defined over Q without complex multiplication. Define θ p ∈ (0, π) by a p = 2 √ p cos(θ p ). Let p n be the n-th prime number, and consider the real sequence x n = θ pn /π, (n = 1, 2, . . . ). Let g be a real valued strictly increasing function on the interval [0, 1] with g(0) = 0 and g(1) = 1. Define the discrepancy with respect to the distribution function g by
where
the discrepancy with respect to the Sato-Tate measure. The SatoTate conjecture asserts that lim K→∞ D (ST ) K (x n ) = 0, which is easily shown to be equivalent to
for any 0 ≤ α ≤ β ≤ π. See Ogg [17] or Shahidi [18] for the Sato-Tate conjecture.
Here we propose a quantitative version of their conjecture.
Conjecture 1. For any positive
Then our second theorem is
Theorem 2. Let E be an elliptic curve defined over Q which has no complex multiplication. Then the above Conjecture implies the truth of the generalized Riemann Hypothesis for L(s, E).
The proof of Theorem 2 will be given in Section 3.
In Section 5, we show numerical experiments on Conjecture 1 for some elliptic curves. These seem to support the validity of Conjecture 1.
Approximate functional equation
Let f (z) be a cusp form of weight k with respect to Γ 0 (N ), and let f (z) = ∞ n=1 a n e 2πinz be the Fourier expansion at the cusp ∞. Furthermore we assume that f (z) is an eigenfunction of the involution
is an entire function of s and satisfies the functional equation
By modifying the standard proof of (9), we get the approximate functional equation with incomplete gamma functions. Let I(s) be the function defined by
Let r be a complex number with Re(r) > 0, and divide the integral of I(s) as
On the other hand, the equation (8) gives us
This shows the analytic continuation of I(s) to the whole complex plane. The last integrals in (10) and (11) can be written as
respectively. Hence we obtain the following Lemma 1. Let M be an arbitrary positive integer, then we have
Now let us consider the case k = 2. We assume that f (z) is a primitive form. The error term R in (12) can be written as
As is stated in Section 1, we put
We may assume that 1 ≤ σ < 3/2, and we write λ = 2π sin δ(t) for simplicity. The integrals in the right hand side of the above inequality are evaluated as
and
We also have |a n | ≤ √ n d(n). Hence we get
To evaluate the summations in the right hand side, we put D(x) = n≤x d(n). By the elementary fact
and partial summation, we get
Similarly, we have that
From (13) , (14) and (15), we get
Now take M ≥ t √ N /4 and use the inequality λ > 4δ(t), then we get Theorem 1.
Proof of Theorem 2
To prove Theorem 2, we need the following lemma of Koksma. 
for any sequence of real numbers ( 
Hence, Conjecture 1 implies that
). Combining this and (18), we see that (17) holds, and we get the desired result.
Continued fraction of the incomplete gamma function
The problem is that the calculation of incomplete gamma functions is very difficult and needs much time. Here it is appropriate to explain how to evaluate it with satisfactory accuracy. Let Γ (s, z) be the incomplete gamma function of the second kind defined by (4) , and let
be the incomplete gamma function of the first kind.
When z has a small absolute value, we can use the Taylor expansion:
or the formula due to Legendre:
When |z| is large enough, we use the formula
Note that the series of the right hand side is divergent and this equality should be considered as the asymptotic expansion at z = ∞. To calculate approximate values of γ(s, z) and Γ (s, z), we employ their classical continued fraction expansions:
These formulas are special cases of Gauss's continued fraction method using confluent hypergeometric functions (see Jones and Thron [5] , pp. 205-209 and pp. 344-348 or Wall [22] ). As a formal power series of z and s, (22) (resp. (23)) is equivalent to (20) (resp. (21)). However, the continued fraction in (22) is convergent for any z and s with Re s > 0, and the one in (23) for z with | arg z| < π and s = 1, 2, 3, . . . .
To estimate the truncation error of these continued fraction expansions, we quote the result of [5] . Let θ, ξ −1 be real numbers with 0 < |θ| < π and let {a n } n=0,1,2,... be a sequence of arbitrary non-zero complex numbers. We define ξ n = arg a n −ξ n−1 −θ recursively. Let {b n } n=0,1,2,... be another sequence of complex numbers satisfying the conditions
Consider the continued fraction
Then Jones and Thron (see Th. 8.8 in [5] and [6] ) proved the following
Theorem 3 (Jones and Thron). If the continued fraction (24) converges to a value
where P n /Q n (n = 0, 1, 2, . . . ) is the n-th convergent of the continued fraction (24).
First we apply Theorem 3 to (22) . Let P n /Q n (n = 0, 1, 2, . . . ) be the n-th convergent of the continued fraction expansion of γ(s, z)z −s e z . Put
Then it is easily seen that
Thus we have
where, in the right hand side of (25), we put
or in another way
The error estimate of (23) proceeds similarly. Let U n /V n (n = 0, 1, 2, . . . ) be the n-th convergent of Γ (s, z)z −s e z , then we can show by induction
or similarly,
Applying the Theorem of Jones and Thron, we can estimate the truncation error by (25) or (27). The expressions (26) and (28) suggest that there exists a kind of duality. Thus, to calculate the precise value of Γ (s, z), it is better to use (23) when |z| ≥ |s| and (22) when |z| < |s|. Numerical experiments suggest that this choice is very suitable. Note that, if necessary, we must apply Theorem 3 to the sub-expression of (22) and (23) because the first finite terms may not satisfy the condition of Theorem 3.
Examples
In this section, we give examples of our calculations. In the graphs of zeta functions or L-functions below, the horizontal axis (resp. vertical axis) represents the real part (resp. imaginary part) of their values.
As a model, we first show two graphs of the Riemann zeta function on the critical line (Figures 1 and 2 ). The range of t is written under each graph. Figures 3, 4 , 5, and 6 are the graphs of the Hurwitz zeta function ζ(1/2 + it, j/5), (j = 1, · · · , 4) for 50.00 ≤ t ≤ 60.00. Figure 7 is the Dirichlet L-function L(1/2 + it, χ), where χ is the Dirichlet character mod 5 determined by χ(2) = exp(2πi For L-functions associated to elliptic curves, we study four examples with different Mordell-Weil ranks. Let
where N and r represent the conductor and the Mordell-Weil rank of E, respectively. (See Figures 8, 9 One can ask whether all non-trivial zeros lie on the critical line Re(s) = 1 or not. The generalized Riemann hypothesis insists that this is the case. As is stated in Section 1, Yoshida and Fermigier showed that it holds true in the range of their calculation. In our cases, we have We used Kida's UBASIC86 on 80486-66Mhz first and Pentium-133Mhz later. We also used PARI for the calculations of a n and Mathematica for drawing the graphs.
According to Theorem 1, time evaluation for the calculation of
if we ignore the incomplete gamma function. But the bottleneck is the calculation of the incomplete gamma function. It takes an enormous amount of time at the present stage. For example, on 80486-66Mhz, it takes about 150 hours for L(1 + it, E 11 ) and 900 hours for L(1 + it, E 5077 ) with sufficiently many division points in the range 0 ≤ t ≤ 400. So we did not aim to make a complete list here, leaving it as a future problem. But for a single t, even if it is large, we can calculate the value of L(s, E) in the critical strip. For example,
The correctness of our calculation is checked by comparison with Yoshida's data for L(s, E 11 ). Moreover, for the above four curves, we checked the invariance of the data with δ(t) = 1/(1 + t) and δ(t) = 1/(1 + log 2 t). (It seems to be a convenient way to check the correctness.)
One can find our programs on ftp://ftp.math.metro-u.ac.jp/tnt. Let us consider the first point. Let S(r) = π −1 arg ζ(1/2+ir) where the branch of i arg ζ(s) = Im(log(ζ(s))) is taken along the lines joining 2, 2+ir and 2+ir, 1/2+ir. It is known that the number of zeros in the rectangle {z ∈ C : 0 < Re(z) < 1, 0 < Im(z) ≤ r} is equal to r 2π log( r 2π ) − r 2π + S(r) + O(1/r).
We can easily see that g k 2π log(
Hence, it would be plausible that Conjecture 2 has another heuristic explanation. Let g k be a "generic" good Gram point. Then we may assume that the value of ζ(1/2 + ig k ) is greater than 1 (see Theorem 10.6 of [20] ). Let σ > 1/2 and δ be a small positive number. We compare the graphs of ζ(1/2 + ir) and ζ(σ + ir) in the Gaussian plain for r ∈ [g k − δ, g k + δ]. When σ is increasing, the orbit of the graph of ζ(σ + ir) moves to the outer normal direction by the Cauchy-Riemann relation. Note that the argument of ζ(1/2 + ir) always decreases. Thus when σ gets larger, we may expect that the graph of ζ(σ + ir) will naturally approach a single value lim σ→∞ ζ(σ + ir) = 1.
In this process, the graph would not approach the origin, as ζ(1/2 + ig k ) > 1. This suggests Conjecture 2. Of course, in the above argument, we assume that there are no non-trivial zeros in {z ∈ C : 1/2 ≤ Re(z), |Im(z) − g k | ≤ δ}.
If Conjecture 2 is true, we could formulate Rosser's law in a strengthened way:
Each Gram block of length k has exactly k zeros.
In fact, if a Gram block of length k has more than k zeros, then the front or rear Gram block may have length more than the number of zeros in it. Now we will treat the second point. Consider relatively simple cases when a zero and its adjacent Gram point are reversed. When the graph of ζ(1/2 + ir) moves a little along the real axis, then the changes 3G → B2, G4→1B (29) occur in the type sequence. On the other hand, when the graph moves along the imaginary axis, the changes 1B → 2B, B2 → B1 (30) occur. For example, GB24G4 or G31BG4 in Table 8 are obtained from the normal sequence G3G4G4 by the replacements in (29).
Let T be the type sequence provided with Rosser's law (we treat here the "abstract" type sequence), and let T be the type sequence generated from T by the successive replacements of (29) and (30). Then it is easily seen that T also satisfies Rosser's law. Thus Rosser's law, somewhat complicated at first glance, can be grasped in the context of Gram's law in the "average" sense.
Our argument is naturally extended to L-functions associated to elliptic curves. Tables 9 and 10 are the type sequence of the L-functions associated to E 11 and E 5077 . 
