A comparison of cosmic proton spectra directly measured by A reason for the discrepancy is unclear and calls for additional study using independent datasets.
Introduction
Galactic cosmic rays (GCR) depict a great deal of variability as measured near Earth, while their flux can be assumed constant outside the heliosphere. Thus, the flux of GCR near Earth serves as a probe for the large scale heliosphere and its changes, both cyclic and transient. The worldwide network of ground-based neutron monitors (NMs) is the main instrument to record GCR variability since 1951 [Belov , 2000; Simpson, 2000; Shea and Smart, 2000; Bazilevskaya et al., 2014] . Because of the geomagnetic shielding, most sensitive are (sub)polar NMs located in regions with small geomagnetic rigidity cutoff. As an example, the variability of GCR recorded by a polar Oulu NM is shown in Figure 1 and depicts the dominant 11-year cyclic modulation as well as shorter noise-like transient changes. Since a NM detects not the primary GCR particles but secondary nucleonic component of the atmospheric cascade, it is not straightforward to relate the NM count rates to the GCR flux. A NM is an energy integrating instrument,which is most sensitive to the primary GCR with energy ranging between a few GeV to several tens of GeV.
Sometimes it is assumed that NM count rate is linked to a fixed energy of GCR, e.g., median [Ahluwalia et al., 2010] or effective [Alanko et al., 2003; Asvestari et al., 2017] ones. However, more accurate is to evaluate the parameters of the GCR energy spectrum, described in the form of a force-field approximation [Gleeson and Axford , 1968; CaballeroLopez and Moraal , 2004] , directly from NM count rates [Usoskin et al., 2002] .
To assess the GCR spectrum (more exactly, the modulation potential ϕ) from NM data, one needs to know the yield-function of the NM to energetic particles, that describes the sensitivity of a detector to primary particles as a function of their energy [Dorman, 2004] . c ⃝2018 American Geophysical Union. All Rights Reserved.
The NM yield function is typically calculated using a full Monte-Carlo simulation of the nucleonic-muon-electromagnetic atmospheric cascade triggered by primary CR particles [Clem and Dorman, 2000; Mishev et al., 2013; Mangeard et al., 2016a] but is still somewhat uncertain in the low and high energy ranges. In particular, it has been shown by Mishev et al. [2013] that the lateral spread of atmospheric cascades enhances the NM sensitivity to high energy CR, considering the finite deadtime of the detector. Sometimes the yield function is defined empirically from the NM latitudinal surveys [e.g., Caballero-Lopez and Moraal , 2012] but it is limited to low energy range (below about 15 GeV) and cannot be applied to higher energy CRs whose contribution to the NM count rate is high [Usoskin et al., 2005] . Moreover, a calibration to direct GCR spectral data, obtained by space-or balloon-borne measurements, is required for each individual NM to account for the exact surrounding (electronic setup, building, etc) of the NM [e.g., Mangeard et al., 2016b] .
First attempts to link the NM count rate with the modulation potential were made a while ago [O'Brien and Burke, 1973] . However, earlier studies were limited in the use of calibration to balloon-borne data measuring the GCR spectrum in the energy range below a few GeV/nuc, or to space-borne data in low-energy range of below a few hundred MeV/nuc, which does not correspond to the effective energy of NMs. A more systematic calibration was performed later [Usoskin et al., 2005; Usoskin et al., 2011] using the GCR spectral measurements in a wide energy range performed by the AMS-01 space experiment during a quiet period in June 1998 [Alcaraz et al., 2000 [Alcaraz et al., , 2002 and balloon-borne measurements MASS89 [Webber et al., 1991] for a very active solar period in September 1989.
A significant source of uncertainty of linking NM count rates to the heliospheric modulation is related to the NM yield function. Earlier yield functions [Debrunner et al., 1982;  c ⃝2018 American Geophysical Union. All Rights Reserved.
of high-energy nucleons. This led, in particular, to a clear discrepancy between modelled and experimental results of the NM latitudinal surveys [Clem and Dorman, 2000; Mishev et al., 2013] . Accordingly, an ad hoc empirical correction was used by Usoskin et al. [2005] and Usoskin et al. [2011] to "match" models with observation.
A new NM yield function, computed by Mishev et al. [2013] , explicitly accounts for the finite lateral spread of the cosmic-ray induced atmospheric cascade and the dead-time of the detector. This effects has eliminated problems with the comparison of modelled and measured NM responses, in particular for latitude surveys [Gil et al., 2015] . Another recent NM yield function by [Mangeard et al., 2016b] also models the NM count rate in a realistic way.
New systematic measurements of the GCR proton spectra performed by the PAMELA (Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics) detector in space [Adriani et al., 2011 [Adriani et al., , 2014 ] made a more detailed comparison possible, for the period 2006 [Adriani et al., 2013 . A recent reconstruction of the modulation potential for the NM era was performed by Usoskin et al. [2017] using this PAMELA dataset and the NM yield function by Mishev et al. [2013] . Similar efforts were perfromed by Corti et al. [2016] and Ghelfi et al. [2016] . Taking into account different local interstellar spectra and yield-function models used there, the results are consistent with each other.
The data, analyzed there, corresponded to a minimum of the solar cycle and very low modulation of GCR. Accordingly, the validity of the relation between direct spectrum measurements and models based on NM data remain unresolved for the full range of the modulation. Recently, a new dataset of PAMELA measurements of the GCR proton c ⃝2018 American Geophysical Union. All Rights Reserved. spectra has been published [Martucci et al., 2018] for the period 2010-2014, covering the rising and maximum phase of solar cycle 24. Thus, presently we have direct measurements of GCR proton spectra for the period 2006-2014 from the late declining phase of solar cycle 23 to the maximum of cycle 24 (see the hatched area in Figure 1 ), which allows one to study the relation between measured and modelled spectra in great details. This forms the subject of the present work.
Datasets

PAMELA data
PAMELA spectrometer [Adriani et al., 2011 ] is a space-borne particle detector on board Table) were published by Adriani et al. [2013] and for [2010] [2011] [2012] [2013] [2014] (intervals 48-83) by Martucci et al. [2018] . Intervals 47 and 48 overlap, bridging the first and the second sets of data, as needed for a consistency check. These measured spectra were fitted by the force-field model to estimate the modulation potential as described in Section 3.
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NM data
Here we used data from long-operating sea-level (sub) 
Other balloon-and space-borne data
To compare the results of this study, we also employed other measurements of CR spectra performed onboard balloon flights or the AMS space missions (see Table 2 ). Exact periods and measured spectra for balloon and AMS data were taken from the ASDC database with the original references to [Seo et al., 1991 [Seo et al., , 2001 Webber et al., 1991; Bellotti et al., 1999; Boezio et al., 1999 Boezio et al., , 2003 Alcaraz et al., 2000; Menn et al., 2000; Wang et al., 2002; Shikaze et al., 2007; Adriani et al., 2013; Aguilar et al., 2015; Abe et al., 2016] .
Fitting of the data with model spectra
Each measured spectrum of protons (Tables 1 and 2) spectrum (LIS) J LIS :
where T is the kinetic energy per nucleon, and T r = 0.938 GeV is the proton's rest mass,
is the mean energy loss of the GCR particle inside the heliosphere, Z i and A i are the charge and mass numbers of the nucleus of type i. The force-field approximation is obtained as an analytical solution (in the form of characteristic curves) of the heavily simplified GCR transport equation [Gleeson and Axford , 1968; Caballero-Lopez and Moraal , 2004] , where all the modulation effects are reduced to a single parameter ϕ called the modulation potential. Although it has little physical sense because of the heavy simplified assumptions (spherical symmetry, steady state, adiabatic changes), the force-field model provides a very good and useful parametrization of the near-Earth GCR spectrum [e.g. Vainio et al., 2009] . The exact value of the modulation parameter depends on the reference LIS [Usoskin et al., 2005; Herbst et al., 2010; Asvestari et al., 2017] . Here we used a recent estimate of the proton LIS by Vos and Potgieter [2015] , who provided a parametrization of LIS using recent data:
where β = v/c is the ratio of the proton's velocity to the speed of light, J and T are given in units of [m 2 sec sr GeV/nuc] −1 and GeV/nucleon, respectively. This LIS is shown as the dashed curve in Fig. 2 .
The measured proton spectra were fitted by the force-field model (Equations 1 and 2) using the χ 2 method. For a value of ϕ the merit function χ 2 was calculated as
where T j is the mean value of the energy in the j-th bin in the spectrum, modelled and measured mean intensities in this energy bin are J mod (T j ) and J meas (T j ), respectively, and σ j is the uncertainty of the measured intensity. Here we fitted the spectra in the energy range 1 -30 GeV which includes n = 42 energy bins. Accordingly, the number of degrees of freedom (DoFs) is (n − 1) = 41. Two examples of the fit are shown in Figure 2 .
One example is for the interval 48 (see Table 1 One can see that the median of the distribution lies close to 16 (the mode ≈ 12), which corresponds to about 0.4 per DoF, and is reasonably described by a log-normal distribution (the red curve). Such low (below unity per DoF) values and the smooth distribution of χ 2 min suggest that, while the fit is correct, the uncertainties of PAMELA data are likely overestimated, in a sense that the real spread of data-points is smaller than expected from the official error bars. On the other hand, the formal uncertainties of the spectra, c ⃝2018 American Geophysical Union. All Rights Reserved.
provided by PAMELA data, include two types of errors, statistical and systematic, which are comparable to each other. The latter was estimated in a conservative manner leading to quite a conservative error estimate. However, this does not undermine the way of the definition of best-fit values of ϕ and does not affect the present analysis.
Spectra for all other PAMELA intervals as well as for other data were fitted in the same way, and the best fit modulation potentials were defined along with its 68% confidence interval. The corresponding values were gathered in Tables 1 and 2 .
Comparison with NM data
In Figure 4 we show a scatter plot of the fitted modulation potential ϕ for all PAMELA intervals and balloon flights as a function of the (inverted) count rate N of the three selected NMs for the same time intervals. Since an approximately linear relation ϕ = A/N + B between these variables is expected Santiago et al., 2018] , we plot, as X-axis, the inverted count rate per counter. One can see that both PAMELA datasets (red stars), balloon-borne data (open circles) and AMS data (filled circles) all lie along a nearly linear dependence (the best-fit linear dependence was built using only PAMELA data), which is shown by the red line. Red stars lie much more compact than other datapoints, because they were obtained by the same instrument, similarly presented and fitted, while isolated balloon-borne data lead to a large scatter.
We also depict in Figure 4 theoretically expected relations between ϕ and N . The theoretically expected NM count rate at given time t and atmospheric depth h was computed as [see, e.g. Usoskin et al., 2017 ]
where the summation is over different types of primary cosmic rays (protons, α−particles, etc) , J i is the spectrum of these particles in the near-Earth space outside the atmosphere and magnetoshere, Y i is the yield function, and κ is a scaling factor (typically in the range 0.8-1.25) correcting for the "non-ideality" (local surrounding, exact electronic setup, efficiency of counters, etc, see Mangeard et al. [2016a] ) of each NM. Scaling factors κ were adopted from our previous work as 1.121, 1.254 and 1.078 for Oulu, Inuvik and Kerguelen NMs, respectively. NM yield functions were adopted from two recent models: [Mishev et al., 2013, -called Mi13 henceforth] and [Mangeard et al., 2016b, -Ma16] , both built on a full Monte-Carlo simulation of the CR-induced nucleonic cascade in the atmosphere.
It is important to consider also α−particles (effectively including heavier species because of the similar A/Z ratio) separately from protons since they are modulated differently and contribute 30-50% to the overall count rate of a NM [Usoskin et al., 2011; Caballero-Lopez and Moraal , 2012] . For α−particles (including the heavier species) we used the same LIS The results shown in Figures 4 and 5 imply that there is a discrepancy between the energy spectra of GCR protons directly measured in space and those formally reconstructed from ground-based NM data. The discrepancy is not large (being within the full range of 100 MV) but systematic. The observed relation between the modulation potential ϕ and the inverted NM count rate appears systematically weaker (the slope is steeper) than expected from the numerical models. We found that both used yield-function models disagree with the data, but the results based on Mi13 lie closer to the experimental data than those based on Ma16. Although the exact reason for the discrepancy is unknown, we may speculate on three possible sources. One possibility is related to a possible degradation of the PAMELA sensitivity with time, leading to an overestimated modulation potential during the late years. However, considering the thoroughness of the PAMELA team work and the fact that the spectral shape is not distorted, this option looks unlikely, which is consistent with independent balloon-borne data. Other, more likely possibilities are related to the modelled yield function of NM. Since the observed dependence on the c ⃝2018 American Geophysical Union. All Rights Reserved.
modulation potential is weaker than the modelled one (i.e., the NM count rate is less sensitive to changes of the modulation than expected from the models), it can be either an underestimate of the NM yield function at the high-energy tail or its overestimate in the low-energy range. On the other hand, reconstructions of the energy spectra of solar energetic particles from NM data [e.g., Mishev and Usoskin, 2016; Kocharov et al., 2017] suggest that the low-energy part of the NM yield function by Mishev et al. [2013] is more or less correct.
At present we are not able to identify the source of the discrepancy between the modelled and measured spectra for periods of high solar activity, but can speculate that a likely reason for the discrepancy is an underestimate of the NM yield function in high energy range. More investigation is needed, which is planned for further research.
Conclusions
In this work we have compared GCR proton spectra directly measured by the PAMELA 3. The empirical relation between the modulation potential and the (inverted) NM count rate appears somewhat steeper than the modelled one. The discrepancy is not big (up to 10-20% during periods of high activity) but systematic. The results based on the NM yield function by Mishev et al. [2013] lie closer to the experimental points than those based on the results by Mangeard et al. [2016b] .
4. The reason for the discrepancy is unclear. We speculate that a likely reason is a possible underestimate of the NM yield function in the high energy range. A systematic error in PAMELA data is less likely. More investigation is needed with the use of an independent dataset, e.g., GCR spectra measured by the AMS experiment [Aguilar et al., 2015] . (Table 1) .
c ⃝2018 American Geophysical Union. All Rights Reserved. Table 1 . The best-fit log-normal distribution is shown in red.
c ⃝2018 American Geophysical Union. All Rights Reserved. Table 1 ), open and black dots -various balloon-and space-borne CR measurements, as listed in Table 2 , respectively. The red solid line is the best-fit linear regression only for the PAMELAbased datapoints (red stars, black dots were not used for fitting), while black dashed Mi13 and blue dotted Ma16 lines depict theoretical models based on the NM yield functions by Mishev et al. [2013] and Mangeard et al. [2016a] , respectively. (Table 1) , while the red curve is based solely on NM data .
