Abstract
and (iii) is a permutation of (i.e., a total order on) the nodes in We consider reachability problems for SDSs with restricted local transition functions. Our main intractability results show that the reachability problems for SDSs are PSPACEcomplete when either of the following restrictions hold: (i) consists of both simplethreshold-functions and simple-inverted-threshold functions, or (ii) consists only of thresholdfunctions that use weights in an asymmetric manner. Moreover, the results hold even for SDSs whose underlying graphs have bounded node degree and bounded pathwidth. Our lower bound results also extend to reachability problems for Hopfield networks and communicating finite state machines.
Introduction

Definition of a Sequential Dynamical System
We study the computational complexity of reachability problems for Sequential Dynamical Systems (SDSs), a new class of discrete finite dynamical systems introduced in [BMR00, MR00] , whose components are as follows:
(1)
is a finite undirected graph without multi-edges or self loops. corresponds to a member of . ¿From the first perspective, 9
is the state value of node e in configuration
, and from the second perspective, C e t Q is the state value of node e in configuration .
Computationally, each step of an SDS (i.e., the transition from one configuration to another), involves 
end-for
Motivation
Our primary motivation for studying SDSs is to develop an axiomatic theory of simulation systems which can be applied to the design of large scale socio-technical simulations of national infrastructures such as transportation, electrical power and communication. The SDS model has been successfully used in the design of a largescale transportation simulation system called TRANSIMS n at the Los Alamos National Laboratory.
Another motivation for studying SDSs is that they are closely related to some well known models used in dynamical systems, machine learning and distributed computing. Thus, lower bounds on the computational complexity of deciding some properties of SDSs yield as direct corollaries analogous results for those models. The models include the following:
(a) Classical cellular automata (CA) [Wo86] and graph automata [NR98, Ma98] , which are a widely studied class of dynamical systems in physics and complex systems. (b) Discrete Hopfield networks [Ho82, FO99] , which are a classical model for machine learning, and (c) Communicating finite state machines [AKY99, GC86, Hoa84, Mi99] , which are widely used to model and verify distributed systems.
The main difference between graph automata and SDSs is that in the former, node states are updated in parallel while in latter, they are updated in a specified sequential order. Recently, other authors [HG99, Ga97, Rk94] have also considered sequential updates. In particular, Huberman and Glance [HG99] present experimental results to show that certain simulations of X -person games exhibit very different (but probably more realistic) dynamics when the cells are updated sequentially as opposed to when they are updated in parallel.
Decidability issues for dynamical systems in general and for CA in particular have n TRANSIMS is an acronym for the "TRansportation ANalysis and SIMulation System". For details, see http://transims.tsasa.lanl.gov.
been widely studied in the literature (see for example, the two edited volumes [Wo86, Gu89] ). In contrast, computational complexity questions arising in the study of finite CA and related dynamical systems have received comparatively less attention [Su95, SDB97, Gr87] . Here we study the computational complexity of several reachability problems for SDSs. These are fundamental problems in the context of analyzing dynamical systems. Our results indicate that these questions are, in general, computationally intractable. However, we identify several special classes of SDSs for which the questions can be answered efficiently. ) is denoted by
Terminology and Problem Definitions
Additional SDS Terminology
. Consequently, for all
. A fixed point is a cycle involving only one configuration. .
Variations of the Basic SDS Model
The above definition of an SDS imposes no restrictions on either the domain and/or the local transition functions. We use the notation "(x,y)-SDS" to denote an SDS where 'x' specifies the restriction on the domain and 'y' specifies the restriction on the local transition functions. Some restrictions studied in this paper are discussed below. Whenever possible, we prove our hardness results for the most restricted SDS model, thereby obtaining stronger lower bound results.
We assume that the Boolean domain consists of the two integers 0 and 1. The focus of this paper is on SDSs over the Boolean domain with special classes of Boolean local transition functions. We provide below the definitions (from [Ko70] ) of these special classes and also introduce the notation for the corresponding restricted class of SDSs.
Definition 2.1 A symmetric Boolean function is one whose value does not depend on the order in which the inputs are specified; that is, the function value depends only on how many of its inputs are 1. Threshold functions, which are a generalization of simple-threshold functions, are defined as follows.
Definition 2.2 Given two Boolean vectors
= d k ¤ F H k ¦ F d c d c d c 1 F H k } 4 and = E ¤ F ¦ F d c d c
Definition 2.4 A -input threshold function has
Boolean inputs
the state values are Boolean and that the local transition functions are symmetric. In our notation, an SDS over the Boolean domain with symmetric local transition functions is referred to as a (BOOL, SYM)-SDS. The use of symmetric functions is one way of capturing "mean field effects" in statistical physics and other largescale systems. A similar assumption has been made in [BPT91] . When the local transition functions are monotone (but not necessarily symmetric), we denote the corresponding class of SDSs by (BOOL, MON)-SDS.
We use the notation (BOOL, ST)-SDS for the class of SDSs where each local transition function is a simple-threshold function. When the set of local transition functions of an SDS is allowed to consist of both simple-threshold and simple-invertedthreshold functions, the resulting class of SDSs is denoted by (BOOL, SIT)-SDS.
The class of SDSs over the Boolean domain where each local transition function is a threshold function is denoted by (BOOL, AWT)-SDS. In such SDSs, the weights used in the local transition functions at the two nodes of an edge may not be equal. A useful subclass of (BOOL, AWT)-SDSs are those in which the weights used in local transition functions are symmetric; that is, for each edge, the weights used by the local transition functions at the two nodes of the edge are equal. We denote this subclass of SDSs by (BOOL, SWT)-SDSs. As will be seen, permitting threshold functions that use weights in an asymmetric manner changes the complexity of reachability problems significantly.
It is also of interest to consider dynamical system models obtained by modifying some components of an SDS. One such model is a Synchronous Dynamical System (SyDS), which is an SDS without the node permutation. In a SyDS, during each time step, all the nodes synchronously evaluate their local transition functions and update their state values. Thus, SyDSs are similar to classical CA with the difference that the connectivity between cells is specified by an arbitrary graph. The restrictions on the domain of state values and local transition functions discussed for SDSs are also applicable to SyDSs. Table 1 summarizes the notation for the various restricted classes of SDSs considered in this paper. We also use this notation for restricted classes of SyDSs.
Problems Considered
Throughout this paper, we assume that the domain of a given SDS (or SyDS) is finite and that each local transition function can be evaluated in polynomial time. The focus of this paper is on the following reachability problems for SDSs.
(1) Given In particular, we study how various restrictions on the local transition functions of an SDS affect the complexity of the above reachability problems. A summary of our results for these problems is given in Section 3.
Summary of Results and Their Significance
As mentioned earlier, we study the complexity of several reachability problems for classes of SDSs over finite domains. Our results include lower bounds (i.e., PSPACE-hardness results) and upper bounds (i.e., polynomial time algorithms) on the complexity of reachability problems for SDSs under various restrictions on the local transition functions.
Lower Bounds: Using a direct reduction from the acceptance problem for linear bounded automata (LBA), we show that the In addition to the above restrictions, for (BOOL, AWT)-SDSs, the hardness results hold even when the ratio of the maximum to the minimum weight is a constant. These hardness results can be viewed as indicating a trade-off between (i) asymmetry in information exchange between nodes (ii) the types of threshold functions that are sufficient to make the problems computationally intractable and (iii) the structure of the underlying graph.
Upper Bounds: In contrast to the PSPACE-hardness results for (BOOL, AWT)-SDSs, we show that reachability problems for (BOOL, SWT)-SDSs can be solved in polynomial time when all the weights used in the local transition functions are positive and the ratio of the maximum weight to the minimum weight is bounded by a polynomial in the size of the SDS. Note that the class of (BOOL, ST)-SDSs is a subset of the class of (BOOL, SWT)-SDSs in which each weight is 1. Therefore, the result for (BOOL, SWT)-SDSs also allows us to conclude that the reachability problems for (BOOL, ST)-SDSs can be solved efficiently.
Applications:
The results presented in this paper imply appropriate lower bounds for reachability problems under other dynamical system models. For instance, as observed in Section 7, the simplicity of the local transition functions and the sequential update mechanism can be used to immediately imply the PSPACE-hardness of appropriate reachability problems for simple classes of communicating finite state machines.
Related Work
The SDS model for dynamical systems is related to two other models for dynamical systems, namely discrete Hopfield networks and cellular automata (CA). We discuss the relationship to discrete Hopfield networks first. In general, a discrete Hopfield network consists of a directed graph with a state value from the domain
for each node, a threshold for each node and a weight for each edge. The weights may not be symmetric. The next state of a node°is determined by a function of its current state, its threshold, the states of the neighbors which have an edge from°and the weights of those edges. Reachability problems for discrete Hopfield networks are known to be PSPACE-complete under the parallel state update model [FO99] . To the best of our knowledge, researchers have not considered how restrictions on the structure of the underlying graph affect the complexity of reachability problems for Hopfield networks. Our hardness results for SDSs hold even when the maximum node degree of the underlying graph is a constant. Using an elegant potential function argument, it has been shown [FGW83, FO99] that when the edge weights and node thresholds are integers, Hopfield networks under sequential updates reach a fixed point regardless of the initial configuration. Our results show that SDSs whose local transition functions are threshold functions reach a fixed point when the threshold functions use the weights in a symmetric manner.
Computational aspects of CA have been studied by a number of researchers (see [Mo90, Wo86, Gu89, Gr87, Su95] and the references therein). However, most of the work addresses computability issues for infinite CA. Papers that are most relevant to our work are the following.
(1) Sutner [Su95] characterizes the complexity of reachability and predecessor existence problems for finite CA. (2) Moore [Mo90] makes an important connection between unpredictability of dynamical systems and undecidability of some of their properties. He argues that undecidability is a much stronger form of unpredictability. (3) The work of Buss, Papadimitriou and Tsitsiklis [BPT91] considers reachability problems for coupled automata. These automata do not interact with each other; instead, the system uses a global control rule which is independent of the identities of the automata. This identity independence assumption is similar to the use of symmetric Boolean functions in SDSs.
For additional references on discrete dynamical systems and Hopfield networks, see [AM94, CY88, Gu89, Pi94, Wo86] and the references therein.
Reachability Problems with Threshold and Monotone Functions
Outline of Results
This section establishes the complexity of reachability problems for several classes of SDSs over the Boolean domain. It can be verified that each of the reachability problems is in PSPACE. Therefore, the proofs address only the PSPACE-hardness aspect.
We first show (Section 5.2) that the reachability problems for (BOOL, SIT)-SDSs are PSPACE-complete even when the maximum node degree of the underlying graph is a constant. Next, we show (Section 5.3) that the problems remain PSPACEcomplete for (BOOL, AWT)-SDSs which allow the local transition functions to use weights in an asymmetric fashion. The PSPACE-completeness results for (BOOL, MON)-SDSs follow as direct corollaries of the results for (BOOL, AWT)-SDSs. 
Hardness Result for (BOOL, SIT)-SDSs
Proof:
We prove the theorem by showing that (BOOL, SIT)-SDSs can simulate linear bounded automata (LBAs). Since the acceptance problem for LBAs is known to be PSPACE-complete [GJ79] , the theorem follows.
Our reduction consists of two steps. The first step simulates an LBA with a sequential circuit consisting of threshold gates and flip-flops, and the second step simulates the sequential circuit with a (BOOL, SIT)-SDS.
First, we recall that an LBA can be simulated by a linear array of finite automata (identical except for start state), where the linear array has a finite automaton for each cell of the LBA, and the next state of each cell is based on its current state and that of its immediate neighbors. Furthermore, each of the finite automata (and thus each cell of the LBA) can be implemented as a cyclic circuit as follows. In a sequential circuit, the values of state variables at one time period are specified as . First, we specify the underlying graph
. We classify the nodes in
as being either mainstream nodes or clock nodes. We further partition the mainstream nodes into computational nodes, driver nodes, and output nodes. The driver nodes and the output nodes will be used to represent D-FLIP-FLOPS while the computational nodes will be used to represent the AND and OR circuit elements. : a driver node and an output node. The driver nodes serve as inputs to the AND and OR gates of the sequential circuit. The output node is used to store the output of the D-FLIP-FLOP and thus all the output nodes together can be thought of as storing the configuration of the LBA at a given instant in time. Each mainstream node of
has an associated set of clock nodes; each such set is referred to as the clock for that mainstream node.
The clock for each mainstream node contains a certain number of clock nodes which we refer to as the impedance of the mainstream node. The number of clock nodes depends on the type of mainstream node. For a computational node, the impedance is two plus the sum of the fan-in and fan-out of the corresponding gate in between the computational node for that gate and the output node for that D-FLIP-FLOP. For each D-FLIP-FLOP, there is an edge between the driver node and the output node. Within each clock, there is an edge between each of the clock nodes and the mainstream node with which the clock is associated. Note that each clock node has an edge only to the mainstream node with which the clock is associated, so that the clock can be considered as "private" clock for its mainstream node. Also, note that the impedance of each mainstream node, which equals the number of its clock nodes, also equals two plus the number of other mainstream nodes connected to that mainstream node.
We now specify the set of local transition functions
The local transition functions for mainstream nodes are simple-threshold functions given as follows: 
Claim 1 For every configuration
Proof: Consider two steps of of node is evaluated, the clock is ON, the neighboring computational node corresponding to the gate whose output is the input to the D-FLIP-FLOP has the correct value, and the node itself and its neighboring driver node have value 0.) (4) The clocks for computational nodes and output nodes are set to OFF, and the clocks for driver nodes are set to ON.
In the next step of By carrying out the above reduction starting from an LBA which when it accepts, reaches a certain state where it cycles forever, it can be seen that the REACHA-BILITY and FIXED POINT REACHABILITY problems for (BOOL, AWT)-SDSs are also PSPACE-hard.
Graph restrictions and local functions.
We complete the proof of Theorem 5.1 by showing that the indicated restrictions on degree, pathwidth and local functions hold.
First, consider Step 1. Note that for any given LBA, the size of the constructed sequential circuit is linear in the number of cells of the LBA. Also, since the sequential circuit implements a linear array of finite automata, if the circuit is regarded as a graph with a node for each circuit element, the maximum node degree and the pathwidth (and hence the treewidth) of the graph are each bounded by a constant independent of the number of cells of the LBA. Now consider Step 2. Our transformation replaces each AND, OR and D-FLIP-FLOP locally by a graph, whose size is bounded by a constant independent of the number of circuit elements. Moreover, the edge between two nodes corresponding to different circuit elements exists only if the circuit elements they replaced had an edge. Thus, the degree of each node and the pathwidth (and hence the treewidth) of the graph are bounded by constants.
Finally, consider the number of distinct local transition functions used. We use a simple-inverted threshold function at each clock node. Without loss of generality, we may assume that the fan-in and fan-out of each circuit element is a small constant (no more than 2). The type of threshold function at a mainstream node depends on the number of clock nodes it is adjacent to and the sum of fan-in and fan-out of the circuit element. Given that the total number of clock nodes per circuit element is bounded by a constant, we get that the number of threshold functions is bounded.
This completes the proof of Theorem 5.1.
Hardness Result for (BOOL, AWT)-SDSs
Recall that in (BOOL, AWT)-SDSs, each local transition function is a (weighted) threshold function and that the weights used by the local transition functions may be asymmetric. In this section, we show that the reachability problems remain PSPACE-complete for (BOOL, AWT)-SDSs. Our proof, which is based on a reduction from the reachability problems for (BOOL, SIT)-SDSs, essentially shows how simple-inverted-threshold functions can be simulated using threshold functions that use the weights in an asymmetric manner. In contrast, we will show in Section 6 that subject to some technical conditions, the reachability problems can be solved in polynomial time if asymmetry is not permitted. is a simple-threshold function, then let
Theorem 5.2 There is a polynomial time reduction from a (BOOL, SIT)-SDS
is a simple-invertedthreshold function, then let
. Recall that the permutation
The local transition functions for the nodes of itself. Note that
denote the local transition function associated with is 1 iff at least . The complement value is used to implement the simple-invertedthreshold functions of is the complement of the state value of . We specify configuration
by specifying the value each node of A ¤ has in that configuration, as follows. For
, and if
A ¤
has the node
, then
. (Here, we use
to mean the complement of the Boolean value
Let us call a configuration
. The following is an easy observation.
Observation 5.1 For any pair of configurations
is proper.
¿
The next claim points out that when the starting configuration of substep. There are two cases to consider.
Case 1:
. In this case, the . Let
denote the inputs to . By our construction, the set
of inputs to
which have weight 1 in the local transition function
is given by
. Since the configuration of Case 2:
. In this case, the e à Þ á substep updates these nodes in the order
. By our construction, the set is given by
. Further, the set is given by
. Further, the only input to the local transition function . Therefore, when the state of
is updated, its new state value is the value of at the end of the
substep. This observation in conjunction with the assumption that the configuration of of the values in 
Claim 3 For any pair of configurations
, and
(1) Consider any node
. We must show that -simple-thresholdfunction.
Recall that node
By our construction, the inputs with weight 1 to the local transition function are identical. In other words,
. Now, by the definition of
in this case. -simple-inverted-thresholdfunction.
Let is given by
. By Observation 5.1,
is the complement of the corresponding value in are identical, and
in this case also. (2) Consider any node
. We must show that
. By the definition of the mapping
. ¿From the proof for (1) above, we know that
, for which ¤ has the node
. As argued in the proof of Claim 2, is updated. Therefore,
This completes the proof of Claim 3. to be
The following claim is an easy consequence of Claim 3 and induction on x . . Then, for all
Claim 4 Let
2 is a direct consequence of Claim 4.
We observe that the weights used in the local transition functions of the (BOOL, AWT)-SDS A ¤ constructed above are from
. By carrying out the reduction from a (BOOL, SIT)-SDS in which the number of distinct local transition functions is a constant and whose underlying graph has bounded degree and bounded pathwidth (treewidth), we obtain the following corollary. . With this weight, even if all the inputs which were previously assigned a weight of 0 were to be 1, the total contribution from all those inputs will still be less than 1; that is, the threshold function at any node will not be sensitive to any of the inputs with weight
. When each weight is from
, the ratio of the maximum to minimum weight is ± n y , a constant. Thus, we also get the following corollary. The above corollary points out that asymmetric weights are sufficient to make the reachability problems for (BOOL, AWT)-SDSs PSPACE-complete; a large ratio of maximum to minimum weights is not needed.
It can be seen that each threshold function that uses only nonnegative weights is a monotone function. Therefore, we also get the following. is the constant function which is 1 for all inputs. This function can be realized by setting
is the constant function which is 0 for all inputs. This function can realized by setting
. Therefore, we assume that for each node°,
, where the value ó ò { can be chosen appropriately.
For each node°, define
can be envisioned as the minimum total weight of the 1-inputs to the local transition function of a node°with respect to configuration is defined as follows:
The potential
of an edge
with respect to configuration is defined as follows:
For a configuration , the potential of A is defined by
The following claim gives upper and lower bounds on the potential of A for any configuration .
Claim 5 For any configuration
, where . Therefore,
denote the degree of°. Since the weight of each edge and node is at most
of the node°, we have
For any edge
¿From Equations (1) and (2), it follows that
. This completes the proof of Claim 5. Before the change in the state of°, let
denote the sum of the potential of°a nd the potentials of the edges incident on°. Clearly,
denote the sum of the potential of°and the potentials of the edges incident on°after the change in the state of°. As before,
. Since the state of°changed from¨to
. Thus, the decrease in potential due to the change in state of°is
. Claim 6 follows.
¿
We now continue with the proof of Theorem 6.1. ¿From Claim 5, the initial potential of the SDS A is at most
. Each state change decreases the potential by at least
. Since the total potential of the SDS is always nonnegative, after at most
steps of the SDS, no state changes can occur; that is, the SDS reaches a fixed point.
, and that
By choosing
, we have
. This ensures that
, which in turn, is an upper bound the number of steps before 
Applications: Hopfield Networks and Communicating Finite State Machines
We discuss briefly how our results can be directly used to imply appropriate lower bounds for classes of Hopfield networks and communicating finite state machines.
Hopfield Networks. As discussed earlier, our lower bounds for reachability problems for (BOOL, AWT)-SDSs directly imply that reachability problems for Hopfield networks with sequential update and asymmetric weights are PSPACEhard. Moreover, the result holds for very small edge weights, bounded degree and bounded pathwidth (and hence treewidth) graphs. To our knowledge, such results have not been reported earlier. Our model of SDSs with simple-threshold and simple-inverted-threshold functions and the corresponding PSPACE-hard lower bounds for the reachability problems suggest a potentially new variant of Hopfield networks.
Communicating Finite State Machines (CFSMs). CFSMs have been widely studied as models of concurrent processes. As a result, a number of models have been proposed in the literature. Since these models were proposed for different applications, they are not always equivalent. We refer the reader to [AKY99,BZ83,GC86,HKV97,Hoa84,Mi99,R for definitions, results, applications and the state of current research in this area. The basic setup consists of a collection of finite state machines. These machines communicate with each other via explicit channels [BZ83, Pe97, GC86] or via action symbols [Ra97, SH+96] . Our results apply to both these variants. To see this, we note the following:
(1) Simple-threshold and simple-inverted-threshold functions can be easily represented as finite state machines (FSMs) that essentially emulate a counter. The FSM corresponding to each node of an SDS consists of two parts, namely a control part and a part simulating the threshold function. (For some models, we can sometimes eliminate the control part.) (2) Sequential update of the nodes of an SDS can be simulated by using X distinct (one for each machine) action symbols that in effect imply that each FSM is updated in the order determined from the ordering used for the given SDS. When dealing with explicit channels, this can be done by initializing all the FIFO I/O channels and using the control part to make sure that each machine corresponding to a threshold function makes a transition only after all its inputs have been received. At that point, the transition simply consists of counting how many inputs are 1 and how many of them are 0. After this, the machine posts the result of evaluating the function on each of the output channels.
Given these observations, the remaining details of the simulation are fairly straightforward. Our results show that the PSPACE-hardness of reachability problems for CFSMs holds for extremely simple individual automata. Specifically, the automata use a very simple model of concurrency and the underlying graphs are of bounded degree. This points out that a bounded amount of concurrency is sufficient to yield computational intractability results for reachability problems for CFSMs. Thus, the results extend some of the earlier results in [SH+96, Ra97] on the complexity reachability problems for communicating state processes.
The lower bounds can be viewed as a tradeoff between the three basic parameters that characterize communicating finite state processes: (i) the power of individual automata, (ii) the interconnection pattern and (iii) the communication paradigm (e.g. channels, action symbols). For instance, it is easy to prove the PSPACEhardness of reachability problems for a simple chain of communicating automata, where each automaton essentially encodes the transition function of an LBA. On the other hand, we can also show that reachability problems are PSPACE-hard, when each individual automaton essentially mimics a simple-threshold or a simpleinverse-threshold function. In either case, the message passing mechanism may be explicit channels or action symbols.
Summary and Conclusions
We showed that the reachability problems for SDSs, where each local transition function is either a simple-threshold function or a simple-inverted-threshold function, are PSPACE-complete. We also showed that these intractability results extend to SDSs with monotone local transition functions and to other dynamical system models such as Hopfield networks and communicating finite state machines.
Additional results for other restricted SDSs are reported in [BH+02] . For example, it is shown in [BH+02] that for SDSs over a unitary semiring with linear local transition functions, the Our results for SDSs with threshold functions provide one way of delineating classes of SDSs for which reachability problems are intractable and the classes of SDSs for which reachability problems are efficiently solvable. However, an exact characterization of the complexity of reachability problems for SDSs remains an intriguing open problem.
