We establish a bijection between exponentially convex functions and entire positive definite functions, and extend Loève's construction of stochastic processes associated with them. As an application, we derive parametric covariance models for locally stationary random fields.
Introduction
Let Z(x), x 2 R d , be a complex-valued stochastic process, and suppose that Z(x) has finite variance for all x. Then the function C(x i , x j ) ¼ cov( Z(x i ), Z(x j )) is defined for x i , x j 2 R 
for all finite sets of complex coefficients a 1 , . . . , a n and points x 1 , . . . , x n 2 R d . A covariance function is called stationary if
for a function j defined on R d . Stationary processes and stationary covariance functions play major roles in the statistical analysis of time series and spatial data. We then say that j is a positive definite function on R d , meaning that (1) holds for the function defined in (2). By a classical theorem of Bochner (1933) , a continuous function is positive definite if and only if it is of the form
where F is a non-negative measure on R d . Thus, a continuous function is positive definite if 
for a function ł defined on R d . We then say that ł is an exponentially convex function, meaning that (1) holds for the function defined in (4). Exponentially convex stochastic processes and exponentially convex covariances have been studied by Loève (1946; 1965) , among others. Bernstein (1929 ), Widder (1934 1946, pp. 273 and 275) and Devinatz (1955) showed that a continuous function is exponentially convex if and only if it is of the form
where F is a non-negative finite measure on R d and where the integral converges for all s. In other words, a continuous function is exponentially convex if and only if it is the Laplace transform of a non-negative finite measure.
Suppose that j(t), t 2 R d , is a continuous positive definite function. In view of the representations (3) and (5), it is tempting to assume that we can naively put ł(s) ¼ j(Àis), s 2 R d , and obtain an exponentially convex function. However, this is not true in general; for example,
2 ) is evidently not exponentially convex. Our key result, the bijection theorem in Section 2, shows that the plug-in procedure can be rigorously justified if j is an entire function, and thereby establishes a bijection between entire positive definite functions and exponentially convex functions. Its main use lies in the construction of exponentially convex functions from positive definite functions, of which we give examples. In Section 3, we extend a closely related stochastic process construction of Loève (1946; 1965) to the case of random fields defined on R d , d > 1. This research was prompted by our quest for parametric models of exponentially convex covariances. These are required when locally stationary covariance functions in the sense of Silverman (1957) are fitted, a situation discussed by Genton and Perrin (2002) . Briefly, a covariance function is locally stationary in Silverman's sense if it is of the form
where j is positive definite. The property C(x i , x i ) > 0 forces the function ł to be positive, but not necessarily exponentially convex, even though (1) must hold for C. For instance, if
2 ) and exp(Àa(x i þ x j ) 2 ), where the first term is positive definite, but the second is positive without being exponentially convex. Note that the product of a stationary covariance function j by a positive function ł as in (6) does not necessarily yield a positive definite covariance C. However, j and ł can be simultaneously modified in order to make C positive definite; see the matching theorem in Silverman (1959) . It is nevertheless natural and convenient to build admissible locally stationary models from positive definite and exponentially convex functions, respectively.
2.
A bijection between exponentially convex and entire positive definite functions
Exponential families
Natural exponential families (Lehmann 1986 , Section 2.7) provide an appropriate framework for the questions at hand, and we begin with a review of their properties. Let F be a nonnegative finite measure on R d , let
denote its Fourier transform or characteristic function, and let
denote its Laplace transform. Then
is a non-empty convex subset of R d that contains 0. For simplicity, we will assume that¨is open. We can then associate F with a natural exponential family F ¼ fF Ł : Ł 2¨g of finite measures, by setting dF
where the integral is convergent and analytic as a function of ae Lehmann 1986 , Theorem 9, p. 52). Thus, it represents the unique analytic continuation of the Laplace transform (8) to this region,
Similarly, since Ł þ it ¼ i(t À iŁ) we may extend the characteristic function (7) into an analytic function of
It is then immediate that
If Ł 2¨then j(t À iŁ) ¼ j Ł (t) is evidently a positive definite function. Furthermore, if
In other words, the shifted function s 7 ! ł(Ł þ s) is the Laplace transform of F Ł , and it follows from the results of Devinatz (1955) that it is exponentially convex when restricted to the appropriate domain.
Bijection theorem
We now establish a bijection between exponentially convex functions and entire positive definite functions that justifies the aforementioned plug-in procedure, when applied to the associated power series representation. Recall that a complex-valued function j(t), t 2 R d , is entire if it can be extended to a necessarily unique analytic function j(z), z 2 C d .
is an exponentially convex function, then it is entire, and
Proof. Suppose that ł(s), s 2 R d , is an exponentially convex function. Then it admits the representation (5) and the arguments in Section 2.1 apply. In particular, ł is entire and it follows from (9) with Ł ¼ 0 along with the comments thereafter that j(t) ¼ ł(it), t 2 R d , is positive definite.
Conversely, suppose that d ¼ 1 and let j(t), t 2 R, be an entire positive definite function. Then j admits the representation (3) for a non-negative finite measure F, and Theorem 1.12.6 of Bisgaard and Sasvári (2000) shows that¨¼¨F ¼ R. Clearly, ł(s) ¼ Ð e sx dF(x), s 2 R, is exponentially convex on R, and (9) with Ł ¼ s and t ¼ 0 implies that ł(s) ¼ j(Àis) for s 2 R. Next suppose that d . 1 and let j(t), t 2 R d , be an entire positive definite function. Again, j admits the representation (3) for a non-negative finite measure F, and we need to show that¨¼¨F ¼ R d . Let F k denote the kth marginal measure of F with characteristic function ö k and let e k denote the kth unit vector in
is a positive definite function and the restriction to R of an entire function z 7 ! j(ze k ) on C.
Thus¨F contains all coordinate axes, and since¨F is convex we have¨F ¼ R d . In view of (9) with Ł ¼ s and t ¼ 0 and the comments thereafter, the proof of the theorem is complete.
h
The results at the end of Section 2.1 show that if ł(s),
Thus, the theorem in fact establishes a bijection between a family of entire positive definite functions j Ł (t) ¼ j(t À iŁ), t 2 R d , which is indexed by Ł 2 R d , and a family of exponentially convex functions ł Ł (s) ¼ j(Ài(Ł þ s)), s 2 R d , which is also indexed by Ł 2 R d . For ease of exposition, we have restricted attention to entire characteristic functions for which the finiteness set¨F equals R d . Using the results in Section 1.12 of Bisgaard and Sasvári (2000) , it is not difficult to extend the bijection theorem to the case where¨F is a convex subset of R d containing the origin as an interior point. This considerably extends the class of covariance functions that can be modelled by means of the present approach.
Applications
The key application of Theorem 1 lies in the explicit construction of exponentially convex functions from positive definite functions, of which we give examples below. This is of practical importance, since there is a vast body of literature on the construction of positive definite functions, both in terms of characteristic functions and in terms of covariance functions, and it is often easy to prove that a given function is entire. In contrast, the literature on exponentially convex functions is minimal.
However, the bijection theorem can also be applied in the other direction, and we can sometimes derive results about positive definite functions from the properties of exponentially convex functions. For instance, if p is an even polynomial of degree 4k þ 2, k ¼ 0, 1, 2, . . . , and j(t) ¼ p(t)e À t 2 , t 2 R, is a characteristic function, then the leading coefficient of p is necessarily negative. Indeed, j is entire and Theorem 1 implies that Ł(s) ¼ p(is)e s 2 is exponentially convex, hence non-negative. In light of the example, we turn to a discussion of basic properties of exponentially convex functions. It is immediate from the representation (5) that an exponentially convex function ł on R is real-valued, non-negative, and analytic with derivatives
The even-order derivatives are non-negative and ł is strictly convex unless it is constant. Analogous statements hold for exponentially convex functions in R d . Radial functions are of particular interest in applications, and Nussbaum (1972) showed that a continuous radial function ł(s) ¼ ł 0 (jsj), s 2 R d , is exponentially convex if and only if it is of the form
where J is a Bessel function. This corresponds to Schoenberg's (1938) classical representation of continuous radial positive definite functions,
and (10) and (11) are special cases of (5) and (3), respectively. If d is odd, the function under the integral sign in (10) can be expressed in terms of hyperbolic functions; if d ¼ 1 it reduces to the hyperbolic cosine, thereby showing that an even exponentially convex function ł(s), s 2 R, is non-negative, convex, and non-decreasing in s . 0.
Examples of the bijection
We first give examples on R:
Examples (i), (ii), (iv), and (v) are based on Feller's (1966, p. 503) is a valid locally stationary covariance function when ó 2 > 0, b 1 > 0, b 2 > 0, 0 < a 1 < 2b 1 =d, and 0 < a 2 < 2b 2 =d. It can be used to model departures from a stationary process through the exponentially convex covariance ł. It is also worth noting that a differentiable covariance function C(x i , x j ) is exponentially convex, that is, satisfies (4), if and only if its first partial derivatives satisfy C
(1,0) (x i , x j ) ¼ C (0,1) (x i , x j ) for all (x i , x j ). Genton and Perrin (2002) characterize non-stationary covariances C(x i , x j ) on the real line that can be reduced to exponentially convex ones by a bijective deformation of the coordinates.
Note that exponentially convex and entire stationary covariance functions correspond to analytic processes that allow for everywhere convergent power series representations, such as (14) below. This limits their practical applicability, since analyticity is generally an unrealistic assumption in the modelling of real-world phenomena. A locally stationary covariance function of the form (6) also corresponds to an analytic process if both j and ł are analytic, as is the case in the aforementioned example. We intend to discuss other parametric models for locally stationary covariances elsewhere.
