Abstract. We consider the anisotropic three dimensional XXZ Heisenberg ferromagnet in a cylinder with axis along the 111 direction and boundary conditions that induce ground states describing an interface orthogonal to the cylinder axis. Let L be the linear size of the basis of the cylinder. Because of the breaking of the continuous symmetry around theẑ axis, the Goldstone theorem implies that the spectral gap above such ground states must tend to zero as L ! 1. In 3] it was proved that, by perturbing in a sub{cylinder with basis of linear size R L the interface ground state, it is possible to construct excited states whose energy gap shrinks as R ?2 . Here we prove that, uniformly in the height of the cylinder and in the location of the interface, the energy gap above the interface ground state is bounded from below by const.L ?2 . We prove the result by rst mapping the problem into an asymmetric simple exclusion on Z 3 and then by adapting to the latter the recursive analysis to estimate from below the spectral gap of the associated Markov generator developed in 7]. Along the way we improve some bounds on the equivalence of ensembles already discussed in 3] and we establish an upper bound on the density of states close to the bottom of the spectrum.
where Z d and > 1 measures the anisotropy. Sometimes the parameter is expressed as = (q + q ?1 )=2, 0 < q < 1, and the classical Ising model is recovered in the limit q ! 0. We refer in particular the reader to 1, 21, 14, 15, 16, 19, 3] and 22].
As it is well known, the XXZ model has two ferromagnetically ordered translation invariant ground states, but also ground states that describe domain walls between regions of opposite sign of the spins. More precisely, for d 3 and using a quantum version of the Pirogov{Sinai theory 6], it is possible to prove the existence of low temperature states describing an interface orthogonal to the 001 direction (a kind of Dobrushin state), provided that is large enough. Quite surprisingly, and this is one of the main reasons for the increasing interest in such a model, the anisotropy is able, under certain circumstances, to stabilize a domain wall against quantum uctuations even when, classically, thermal uctuations are too strong to allow for a stable interface.
This is indeed the case for the so called 11 cancel everywhere except at the two basis of the cylinder and that the third component of the spin is a conserved quantity. The constant 1 4 is there in order to have H b 0.
The reason for the special choice of the coe cient A( ) comes mainly from the one dimensional system (see 14] , 15] and 1]). For d = 1 (L = 1 in our language) and boundary coe cient A( ) the system enjoys a SU q (2) quantum group symmetry and the ground state degeneracy is equal to H + 1. If instead we take the boundary coe cient di erent from A( ) then the degeneracy is lifted. Moreover, in complete analogy with the exact computation of the ground state wave function of (1. The square of the coe cients n ( ) can be interpreted as the statistical weights of a (non translation invariant) canonical Gibbs measure for a lattice gas with n particles described by the variables f x g. The typical con gurations of such a measure form a sharply localized (depending on n) interface orthogonal to the 111 direction, separating a region almost lled with particles ( x = 1) from an almost empty region ( x = 0). That justi es the name \interface ground state" for the vector n . Because of the degeneracy of the ground states n , n = 0; 1; : : : j j, the continuous symmetry given by rotation around the z{axis is broken and therefore the spectrum above zero energy must be gapless in the thermodynamic limit (see 19] ). That makes, in particular, any attempt to go beyond the zero temperature case quite hard. To the best of our knowledge the only model with a state describing a 111-interface also at positive temperature is the Falicov{Kimball model 10].
The structure of the low-lying excitations above the interface ground states of (1.2) was recently studied in great detail in a series of interesting papers 3, 4, 5] . The main result in the above papers is that one can construct excitations localized in a sub{cylinder of of radius R L such that their energy gap is smaller than k R ?2 for a certain constant k = k(q). Moreover, in an appropriate scaling, the energy spectrum of such low{lying excitations coincides with the spectrum of the d ? 1 Laplacian on a suitable domain. An important ingredient in these works is an equivalence of ensembles result that can be roughly described as follows. If we replace in (1.3) the weights n ( ) by their associated grand canonical weights obtained by adding a suitably chosen constant chemical potential := ( ; n) and if we remove the condition N( ) = n, we obtain a new vector that we call grand canonical ground state and denote it by . Then, for any local observable X that commutes with the total third component of the spin, the di erence between the two averages h n ; X n i and ; X vanishes as L ! 1.
Let us now discuss our results. As pointed out in 3] it is generally believed that the energy of the lowest excitations in the 111-cylinder with height H and basis of linear size L, is not only bounded from above but also from below by O(L ?2 ), uniformly in H.
Our main contribution is a proof of this lower bound on the energy gap, see Theorem 2.2. We also give a proof of the corresponding upper bound by making an ansatz similar to that of 3]. We should emphasize that in contrast to 3] we do not have a detailed control of the q?dependent prefactors in the estimates but rather focus on the uniformity in n (total third component of the spin) and H (height of the cylinder). Another result of this paper concerns an estimate on the density of states. Namely, we consider vectors f n of the form where f is a local bounded function of the variables f x g x2 such that f n is orthogonal to n . Then, using the lower bound on the spectral gap, we prove that the spectral measure f (E) associated to the vector f n satis es f (E) k " E 1?" for any " > 0 as E ! 0, uniformly in n 6 = 0; j j and in (see Theorem 2.4) . We believe that, in the above generality, a linear behaviour near the bottom of the spectrum is the correct one. Along the way we partially improve the equivalence of ensembles results of 3] (see section 3) and we provide a probabilistic proof of the known result ( 15] ) that the spectral gap for the linear chain XXZ is uniformly positive (but our bound is very rough compared with that of 15]).
We now brie y describe our approach. Let H n denote the sector of the Hilbert space H with P x2 x = n and de ne the normalized states n ( ) = 2 n ( ) P 2 n ( ) :
Using the positivity of the ground states n we may de ne a unitary transformation between H n and L 2 ( ; n ) by formally multiplying by ?1 n . This transforms H ;n , the restriction of H to H n , into a new operator G ;n on L 2 ( ; n ). The latter turns out to be nothing but the Markov generator of an asymmetric simple exclusion process in that can be roughly described as follows. We have n particles in and each particle jumps to an empty neighbouring site with rate proportional to q if the signed distance from the origin is increased (by one) and to q ?1 if it is decreased. The number of particles is a conserved quantity and by construction the measure n is reversible for the process since G ;n is self adjoint in L 2 ( ; n ). The spectral gap of G ;n coincides with the spectral gap of H ;n and it accounts for the smallest rate of exponential decay to equilibrium for the above process in L 2 ( ; n ). Note that the isotropic case q = 1 is the usual symmetric simple exclusion process. Although we discovered such an equivalence independently, we realized later on that it was well known to physicists since some years 2].
Once the problem has become a kind of reversible Kawasaki dynamics for a classical lattice gas, we adapt to it some recent work 7] (see also 18] for a di erent approach) to bound from below its spectral gap, recursively in L. Although our asymmetric simple exclusion has certain advantages over a high temperature truly interacting lattice gas because its grand canonical measure is product, nevertheless several new problems arise, particularly if one looks for results uniform in n; H, because of the unboundedness of the signed distance`x entering in the canonical measure n .
As a nal remark we observe that all our results are restricted to spin 1 2 . For higher spins one can still compute exactly the ground state (see 1]) for a suitable choice of the boundary conditions and, as described above, it is possible to unitarily transform the Hamiltonian into a Markov generator. The interacting particle process one gets in this way is however more involved than the one considered here. Particles of di erent kind (namely di erent spin) appear and, besides the usual asymmetric simple exclusion process, new transitions are allowed in which pairs of particles of opposite spin are created or destroyed with certain rates (see 2] ). We plan to analyze this new situation in a near future.
We conclude with a road map of the paper.
In section 2 we x the model, de ne the unitary transformation leading to the Markov generator and state the main results. In section 3 we provide a series of technical tools including the results on the equivalence of ensembles.
In section 4 we describe the recursive approach to prove the lower bound on the spectral gap by assuming a key result that one may call \transport theorem" (see Theorem 4.1). We also prove a lower bound on the gap in one dimension uniformly in the number of \up" spins and in the height H.
In section 5 we prove the transport theorem. Finally in section 6 we prove the upper bound on the spectral gap and the result on the spectral measure of local perturbations of the ground state. We choose a basis for H labeled by the two states \up" or \down" of the third component of the spin at each site, and write it in terms of con gurations = f x g x2 , with x 2 f0; 1g with the convention that x = 1 stands for spin \up" while x = 0 stands for spin \down". = f0; 1g denotes the set of all con gurations and j i = Q x2 j x i stands for a generic basis vector. For every ' In this way H is unitarily equivalent to the direct sum n H n , where H n is the closed subspace of H spanned by all vectors j i with N ( ) = n. Now, ground states for the Hamiltonian (2.1) are vectors in H such that H j i = 0. As in 1], 3] and 4], in each sector H n , n = 0; 1; : : : ; j j, there is a unique ground state n given by
We shall interpret 2 n as the weights of a canonical probability distribution n on , by writing n (f) = For every 2 R, n can be obtained from by conditioning on N ( ) = n, i.e. n = ( jN ( ) = n) :
(2.8) To avoid confusion we sometimes write explicitly the region we are considering and use the notations ;n and instead of n and . We shall adopt the standard notation for the variance and covariances w.r.t. a measure : ' 2 H n , h'j H ;n j'i = hU n '; (?G ;n )U n 'i n : (2.18 ) From this gap(G ;n ) = gap(H ;n ) follows since h'j n i = 0 () n (U n ') = 0 :
We turn to the proof of (2.17) . Let e n ( ) = p n ( ), so that '= e n = U n '. close to the bottom of the spectrum of H n 2.6. From tilted to straight shapes. In order to avoid unnecessary complications coming from the tilted geometry of our setting we shall make the following simple transformation which allows us to go from the 111-cylinders described above to more familiar straight cylinders in Z We now introduce a new exclusion process, with n particles in a given Z 3 , jumping to empty neighbouring sites. A jump in the horizontal direction occurs with rate 1 while in the vertical direction it occurs with rate q or q ?1 if the particle is going upwards or downwards, respectively. The asymmetry of the original process along the 111 direction becomes here an asymmetry along the 001 direction (the third axis). Consider the set of oriented bonds . We choose an arbitrary orientation for the horizontal bonds, which we denote O . O can be taken to be the set of couples b = (x; y) 2 such that x 3 = y 3 , y 1 > x 1 and y 2 > x 2 . For vertical bonds, which we denote V , we choose the orientation according to increasing values of the third component. Thus The generator L ;n is symmetric in L 2 ( ;~ ;n ), where now~ ;n is again given by (2.5) and (2.6) but we interpret`x as the third coordinate x 3 . The Dirichlet form associated to this process is de ned by Observing that c b > q=(q + q ?1 ) and that changes of measures give at most an additional factor q ?2 , e.g. n ( ) 6 q ?2 n (T b 1 ) for any , we can estimate
Summing overb 2 O~ we obtain E O~ n (f;f) 6 6q ?3 (q + q ?1 )hf; (?G ;n )fi n :
To prove the rst inequality in (2.32) we repeat the same reasoning, observing that for every bond in b 2 B either b is along a single stick in which case the bound is straightfor- Remark 2.8. Since there is complete symmetry between particles ( x = 1) and holes ( x = 0), for any and any n = 0; 1; : : : ; j j we have gap(L ;n ) = gap(L ;j j?n ) : (2.35) Convention. In the rest of the paper we work in the straight geometrical setting described above. With some abuse we keep all the notations unchanged and write`x for the third coordinate x 3 . In this way sets A h are now horizontal planes, x denotes a vertical stick, ?;H denotes a straight cylinder, R L;M denotes a rectangle on the plane A 0 and so on.
Moreover, the probability measure~ n will be simply written n , so that n and are de ned as in (2.6) and (2.7) provided`x stands for x 3 .
Preliminary Results
In this section we collect several preliminary technical results that will enter at di erent stages in the proof of our two main results. As a rule, in what follows k denotes a positive nite constant depending only on q, whose value may change from line to line. The estimate jm( ) ? j 6 k then follows easily from (3.5 Proof. We begin by proving the result for f( ) = x , x 2 L;H . In what follows k will denote a generic constant depending only on q whose value may change from time to time.
It will rst be convenient to x some additional handy notation. We let Notice that 2 = (N ; N ) because of the product structure of the measure .
Following 8] we begin by proving that for any x; y 2 j ( y ? xy x ? ( y ? xy x )j 6 k 2 y 2 (3.14)
for some constant k = k(q). Once (3.14) holds then, a summation over y together with denotes the -probability of having n particles in . Since is a product measure, the absolute value of the numerator in the integrand is bounded from above by Y z6 =x;y j z (t)j j ( we see that the second one is greater than 1=2 provided that A is large enough, uniformly in all the parameters. Finally, using jR x (t)j 6 k jtj 3 In conclusion, if A 5 and A is large enough (but independent of L; H; n) (3.21) holds true.
Let us now examine the case 6 A 5 which, for large values of L and H, corresponds to an extremely low density of particles (cf. (3.12)) In this case we bound (N = n) from below as follows. If L 2 6 2n then we impose that all the particles in the cylinder are packed starting from the bottom and according to an arbitrary ordering of the sites on each horizontal square Q L +(0; 0;`). It is not di cult to check that the probability of such event is bounded below by exp (? L 2 ) for some = (q) > 0, uniformly in the height of the cylinder. But since L 2 6 2n 6 k 2 (by (3.12)) we have a lower bound exp (?k A 10 ). If instead L 2 2n then we impose that all the particles are at height`= 0. The probability of this last event is equal to
where p`= q 2(`? ) 1+q 2(`? ) is the probability that there is a particle at a site x with`x =`. Notice that p`6 1 2 for any` 0 since L 2 P` 0 p`= n. In particular We are now in a position to give the result in its full generality. 
We can thus safely replace f by f ? x;f x .
We proceed at this point exactly as in ( 3.17) with := the grand canonical measure on , and := (n) such that (N ) = n. At this point we consider separately two cases corresponding to \many" and \few" particles respectively.
We In this way the right hand side of (3.46) is again a variance and a new application of (3. We turn to analyze the case of few particles: n 6 2 L 2 . In this case we simply take R = 1 and call (N 1 ) := (g 1 j N 1 ). We may assume that 2 k 6 . Thus looking back at and analogously for n?m . Above we have used once more (3.12) to control the variance of the number of particles in terms of its mean.
3.5. Moving particles. In this paragraph we will show how to relate \long jump terms" of the form ;n ( r xy f] 2 ) with x; y 2 to sum of nearest neighbor jumps along a path leading from x to y. In what follows the setting and the notation will be that of the preceding subsection, cf. (3.55 ).
We will analyze two di erent situations that we call, for convenience, the many particles case (MP) and the few particles case (FP). The de nitions will depend on a parameter which will be forced to be su ciently small when needed (see the proof of Theorem 4.1). We analyze these terms separately.
Vertical moves. If we have a particle at y and a hole at x then ? T xz T yz y = z ; ? T xz T yz x = y = 1 ; ? T xz T yz z = x = 0 :
Computing r yz f(T xz T yz ) we may thus assume z = 1 (it vanishes otherwise). Since we have a particle both at y and at z the change of variables ! We have a particle at x 0 and a hole at x M . To compute T 0;M we rst bring the particle from x 0 to x M and then bring the hole, which sits now at x M?1 , back to x 0 . We write Now we can estimate as in (3.86), using (3.90):
? r i?1;i f 2 :
The estimates of (3.86) and (3.92) together with (3.79) imply the claim (3.75).
It is not di cult to adapt the above argument to the case`z <`y. 
W (1) 6 k .6) is more delicate and is directly related to transport of particles. In a sense it represents the core of the proof. As we will see we will provide two di erent bounds on the transport term: the rst one is rather subtle but it is valid only for large enough L. The second one, valid for any value of L, is much more rough and therefore it will be used only for those values of L for which the rst bound is not known to hold. For simplicity, in what follows, we will always refer to these two situations as the \large" or \small" L case. (ii) Small L. Proof. Let (n; H) denote the inverse spectral gap for the process in H with n particles and let (n) = sup H (n; H). Notice that, by the particle{hole duality, (n; H) = (H ? n; H) and therefore we will always assume, without loss of generality, that n 6 H 2 . If n = 1 then it is well known, by e.g. Hardy's 20] or Cheeger inequality 11], that (1) < 1. Our idea is to perform a sort of induction on the number of particles. For this purpose, for each con guration with n particles we denote by := ( ) the position of the last particle, namely = maxfx 2 H : x = 1g, and we set (x) = ( = x) the probability that = x. It is not di cult to see that the distribution of has an exponential fallo so that, in particular, it satis es a Poincare e inequality with constant depending only on q. More precisely we have the following and therefore it can be bounded from above, using the de nition of (n; x), by We then have a sequence`1 <`2 < <`s, s 6 m ? 1 such that
which is nite since~ (1) < 1 and P i q 2`i < 1. Thus~ (m) is uniformly bounded and so is (n).
Proof of Theorem 4.1 The setting in this section is as in (3.55). For notation convenience in what follows
we will drop the subscripts ; n. We also use ( j m) for ( j N 1 = m). If and to make the change of variables described above for each pair (x; y). This idea works just ne in the context of translation invariant lattice gases 7], but has some drawback in our context due to the nature of the typical con gurations of the measure ? j m+1 . As already shown, the m + 1 particles in 1 tend to ll the cylinder 1 up to a well speci ed height and the same for 2 . Without loss of generality we can assume m > n=2 so that the resulting surface in 1 will stay higher than the surface in 2 . Thus, if we don't want to transform a typical con guration of ? j m + 1 into an atypical one for ? j m via the exchange T xy , we should only try to exchange the holes that sit on the surface in 2 with the particles on the surface in 1 . In other words the above (deterministic) sum where A; B denote the two surfaces. Of course, for certain rare con gurations, the surfaces either do not exist or their density of particles is far from its typical value. We are forced therefore to split according to some criterium the contribution to the gradient g(m+1)?g(m) coming from typical and rare con gurations and apply the above reasoning only to the typical cases. The contribution coming from the rare con gurations should be estimated via moderate deviation bounds for the measure ? j m + 1 .
We will now make precise what we just said. In the rest of this section we will always assume m n 2 .
For any event G 5.1. The typical events. We will provide di erent de nitions of the typical event G
according to whether L is \large" or \small" and whether we have \many" MP or \few"
FP particles (see beginning of x3.5).
L large.
We start with the MP case.
Take ; 0 2 R such that Finally we analyze the case of L small. where C = C(L) is some nite constant independent of m.
We now turn our attention to the second term appearing in the r.h.s. of (5.3). As before, the factor 2 ? G j m + 1 ?2 can be bounded from below by either 2
(1? ) 2 or by C 0 (L) for a suitable constant C 0 (L) according to whether L is large enough (depending on ) or it is small (i.e. smaller than some L 0 ).
We thus concentrate on the computation of the relevant term ? f1I G j m + 1 ? ? f j m ? G j m + 1 2 :
The following calculation holds irrespectively of which de nition of G is adopted. (6.6) Let us now estimate the Dirichlet form. In view of (6.6) all we have to prove is E (f ' ; f ' ) 6 k e(') 2 : (6.10) We start the proof of (6.10) by estimating with the help of Proposition 3.8:
? ( x ? y ) 2 6 k ? ( x ? y ) 2 ; (6.11) with the grand canonical measure corresponding to n particles. We observe that, since x and y are at the same height ? ( x ? y ) 2 = ( x )(1 ? ( x )) + ( y )(1 ? ( y )) = 2Var ( x )
For every x 2 z there are at most 4 horizontal neighbours y = 2 z so that C( ; z) 6 8 2 ( ), with 2 ( ) := Var (N z ). The rest of the proof is now concerned with the estimate 2 ( ) 6 k 2 (n) (6.12) with a constant k only depending on q. Once (6.12) is established we obtain (6.10) and the proposition follows.
Below we restrict to the case n 6 HL 2 =2, which is no loss of generality in view of particle-hole duality. From (6.4) we have The right hand side above should be maximal around m = n=L 2 ]. Indeed, simple computations as in Lemma 6.2. Proof of Theorem 2.4. For simplicity we prove the result for the generator L ;n instead of G ;n , but the argument applies essentially without modi cations to the original setting of Theorem 2.4. We follow quite closely the proof of an analogous result for translation invariant lattice gases (see Theorem 2.4 in 7]). The main idea is to establish the following inequality (g; f) 2 6 k ` E (g; g) +`? 2 (g; g) (6.18) for any and any`, with the constant k uniform in`; . Once we have (6.18) we obtain Theorem 2.4 by choosing g := E s f and optimizing over`. Indeed, with this choice we have (fE s f) = (f; g) = (g; g) since f ( Proof. Without loss of generality we can assume that`is so large that the support of f is contained in `;H . For notation convenience we set N`:= N `;H and `: = `;H .
Using the result on the equivalence of ensembles, see Theorem 3.4, we can safely replace for some k = k(q) and C = C(f; q).
Since the measure is a product measure over the sites of , it is immediate to check (see also It is easy to check at this point, thanks to the results of x3.1, that j (m + 1;`) ? (m;`)j 6 k(m^`2) ?1 for some k = k(q). Since j s (N`; f)j C f we get that the r.h.s. of (6.22) is bounded from above by C f k(m^`2) ?1 .
In conclusion, the r.h.s. of (6.21) is bounded from above by
? N`^`2 ?2 (6.24)
for some constant K f depending on f. Standard large deviations for the product measure imply that the r.h.s. of (6.24) is bounded from above by K 0 f`? 2 .
We can now complete the proof of the theorem following step by step the proof of Theorem 2.4 in 7]. We rst establish (6.18) for = 2 and then show how to improve it to all values of > 0.
The main ingredients are the lower bound on the spectral gap given in Theorem 2.2 together with the formula (g; f) = ? (g; f j F) + ? g; (f j F) valid for any {algebra F. If we take F as the {algebra generated by N`, we get, after one Schwartz inequality, (g; f) 2 where we used Lemma 6.3 and the Poincar e inequality Var (g j N`) 6 k`2 E (g; g j N`), which follows from Theorem 2.2. Now we assume inductively that we have been able to prove (6.25) with`2 replaced by` and C f replaced by some constant C f; for all` L 2 . Then the term (g; f j N`) 2 in the r.h.s. of the rst line of (6.25) can be bounded from above by (g; f j N`) 2 for any`1 6`2. If we optimize over`1 for a given`we get (g; f j N`) 2 6 C 00 f; `2 2+ E (g; g j N`) (6.26) In other words we have been able to replace the assumed` factor in front of the Dirichlet form of g by`2 2+ . The price is an increase of the constant C f; . Since the discrete map x ! 2x 2+x , x 0 = 2 has as unique xed point the origin, (6.18) follows.
