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Abstract
In this paper, we extend the uniform regularity estimates obtained by M. Avellaneda and F. Lin in [3,6]
to the more general second order elliptic systems in divergence form {Lε, ε > 0}, with rapidly oscillating
periodic coefficients. We establish not only sharp W 1,p estimates, Ho¨lder estimates, Lipschitz estimates
and non-tangential maximal function estimates for the Dirichlet problem on a bounded C1,η domain, but
also a sharp O(ε) convergence rate in H1
0
(Ω) by virtue of the Dirichlet correctors. Moreover, we define
the Green’s matrix associated with Lε and obtain its decay estimates. We remark that the well known
compactness methods are not employed here, instead we construct the transformations (1.11) to make
full use of the results in [3, 6].
1 Introduction and main results
The main purpose of this paper is to study the uniform regularity estimates for second order elliptic
systems with lower order terms, arising in homogenization theory. More precisely, we consider
Lε = −div [A (x/ε)∇+ V (x/ε)] +B(x/ε)∇ + c(x/ε) + λI,
where λ is a constant, and I = (δαβ) denotes the identity matrix. In a special case, let A = I = 1, V = B,
c = 0, and W = div(V ), the operator Lε becomes
Lε = −∆+
1
ε
W(x/ε) + λ,
where W is the rapidly oscillating potential term (see [7, pp.91]). It is not hard to see that the uniform
regularity estimates obtained in this paper are not trivial generalizations of [3,6], and they are new even for
Lε.
Let 1 ≤ i, j ≤ d, 1 ≤ α, β ≤ m, where d ≥ 3 denotes the dimension, andm ≥ 1 is the number of equations
in the system. Suppose that the measurable functions A = (aαβij ) : R
d → Rm
2×d2 , V = (V αβi ) : R
d → Rm
2×d,
B = (Bαβi ) : R
d → Rm
2×d, c = (cαβ) : Rd → Rm
2
satisfy the following conditions:
• the uniform ellipticity condition
µ|ξ|2 ≤ aαβij (y)ξ
α
i ξ
β
j ≤ µ
−1|ξ|2 for y ∈ Rd and ξ = (ξαi ) ∈ R
md, where µ > 0; (1.1)
(The summation convention for repeated indices is used throughout.)
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2• the periodicity condition
A(y + z) = A(y), V (y + z) = V (y), B(y + z) = B(y), c(y + z) = c(y) for y ∈ Rd and z ∈ Zd; (1.2)
• the boundedness condition
max{‖V ‖L∞(Rd), ‖B‖L∞(Rd), ‖c‖L∞(Rd)} ≤ κ1, where κ1 > 0; (1.3)
• the regularity condition
max{‖A‖C0,τ (Rd), ‖V ‖C0,τ (Rd), ‖B‖C0,τ (Rd)} ≤ κ2, where τ ∈ (0, 1) and κ2 > 0. (1.4)
Set κ = max{κ1, κ2}, and we say A ∈ Λ(µ, τ, κ) if A = A(y) satisfies conditions (1.1), (1.2) and (1.4).
Throughout this paper, we always assume that Ω is a bounded C1,η domain with η ∈ [τ, 1), and Lε =
−div[A(x/ε)∇] is the elliptic operator from [3,6], unless otherwise stated.
The main idea of this paper is to find the transformations (1.11) between two solutions corresponding
to Lε and Lε such that the regularity results of Lε can be applied to Lε directly. Particularly, to handle the
boundary Lipschitz estimates, we define the Dirichlet correctors Φε,k = (Φ
αβ
ε,k), 0 ≤ k ≤ d, associated with
Lε as follows:
Lε(Φε,k) = div(Vε) in Ω, Φε,k = I on ∂Ω (1.5)
for k = 0, and
Lε(Φ
β
ε,k) = 0 in Ω, Φ
β
ε,k = P
β
k on ∂Ω (1.6)
for 1 ≤ k ≤ d, where Vε(x) = V (x/ε), Φ
β
ε,k = (Φ
1β
ε,k, · · · ,Φ
mβ
ε,k ) ∈ H
1(Ω;Rm), and P βk = xk(0, · · · , 1, · · · , 0)
with 1 in the βth position. We remark that (1.6) was studied in [3,38], but (1.5) has not yet been developed.
Here we show that Φε,0 ought to be of the form in (1.5), and its properties are shown in section 4.
For Neumann boundary conditions, a significant development was made by C.E. Kenig, F. Lin and Z.
Shen [31], where they constructed Neumann correctors to verify the Lipschitz estimates for Lε. Recently,
S.N. Armstrong and Z. Shen [2] found a new way to obtain the same results even without Dirichlet correctors
or Neumann correctors in the almost periodic setting. We plan to study uniform regularity estimates for Lε
with Neumann boundary conditions in a forthcoming paper.
The main results are as follows.
Theorem 1.1 (W 1,p estimates). Suppose that A ∈ VMO(Rd) satisfies (1.1), (1.2), and other coefficients of
Lε satisfy (1.3). Let 1 < p < ∞, f = (f
α
i ) ∈ L
p(Ω;Rmd), F ∈ Lq(Ω;Rm) and g ∈ B1−
1
p
,p
(∂Ω;Rm), where
q = pdp+d if p >
d
d−1 , and q > 1 if 1 < p ≤
d
d−1 . Then the Dirichlet problem{
Lε(uε) = div(f) + F in Ω,
uε = g on ∂Ω
(1.7)
has a unique weak solution uε ∈W
1,p(Ω;Rm), whenever λ ≥ λ0 and λ0 = λ0(µ, κ,m, d) is sufficiently large.
Furthermore, the solution satisfies the uniform estimate
‖∇uε‖Lp(Ω) ≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B1−1/p,p(∂Ω)
}
, (1.8)
where C depends on µ, ω(t), κ, λ, p, q, d,m and Ω.
Note that A ∈ VMO(Rd) if A satisfies
sup
x∈Rd
0<ρ<t
−
∫
B(x,ρ)
∣∣∣A(y)−−∫
B(x,ρ)
A
∣∣∣dy ≤ ω(t), and lim
t→0+
ω(t) = 0,
3and Bα,p(∂Ω;Rm) denotes the Lp Besov space of order α (see [1]). We mention that for ease of notations
we say the constant C depends on ω instead of ω(t) in the rest of the paper. We will prove Theorem 1.1 in
Section 3 by using bootstrap and duality arguments. We mention that there are no periodicity or regularity
assumptions on the coefficients of the lower order terms in Theorems 1.1 and 1.2. The estimate (1.8) still
holds when Ω is a bounded C1 domain (see [39]).
Results of the W 1,p estimates for elliptic or parabolic equations with VMO coefficients can be found
in [10–12,16,34,35]. In the periodic setting, similar estimates for parabolic systems, elasticity systems, and
Stokes systems were obtained by [17, 18, 24], respectively. Also, the uniform W 1,p estimates for Lε with
almost periodic coefficients were shown in [2] recently.
Theorem 1.2 (Ho¨lder estimates). Suppose that the coefficients of Lε satisfy the same conditions as in
Theorem 1.1. Let p > d, f = (fαi ) ∈ L
p(Ω;Rmd), F ∈ Lq(Ω;Rm), and g ∈ C0,σ(∂Ω;Rm), where q = pdp+d ,
and σ = 1− d/p. Then the weak solution uε to (1.7) satisfies the uniform estimate
‖uε‖C0,σ(Ω) ≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖C0,σ (∂Ω)
}
, (1.9)
where C depends on µ, ω, κ, λ, p, σ, d,m and Ω.
The estimate (1.9) is sharp in terms of the Ho¨lder exponent of g. If g ∈ C0,1(∂Ω;Rm), (1.9) is just
Corollary 3.8. The uniform Ho¨lder estimates for Lε were given in [3] by the compactness method which also
works for non-divergence form elliptic equations (see [4]). However, we can not derive the sharp estimate
by simply applying this method. So we turn to study the Green’s matrix Gε(x, y) associated with Lε and
obtain the decay estimates
|Gε(x, y)| ≤
C
|x− y|d−2
min
{
1,
dσx
|x− y|σ
,
dσ
′
y
|x− y|σ′
,
dσxd
σ′
y
|x− y|σ+σ′
}
, ∀ x, y ∈ Ω, x 6= y,
where σ, σ′ ∈ (0, 1), dx = dist(x, ∂Ω) denotes the distance between x and ∂Ω, and C is independent of ε (see
Theorem 3.11). Then we prove Theorem 1.2 through a subtle argument developed by Z. Shen [40], where
he proved a similar result for Lε in the almost periodic setting.
The existence and some related properties of the Green’s matrix with respect to L1 were studied by S.
Hofmann and S. Kim [26]. We also refer the reader to [27] for parabolic systems, and [23,36] for the scalar
case.
Theorem 1.3 (Lipschitz estimates). Suppose that A ∈ Λ(µ, τ, κ), V satisfies (1.2), (1.4), B and c satisfy
(1.3), and λ ≥ λ0. Let p > d and 0 < σ ≤ η. Then for any f ∈ C
0,σ(Ω;Rmd), F ∈ Lp(Ω;Rm), and
g ∈ C1,σ(∂Ω;Rm), the weak solution to (1.7) satisfies the uniform estimate
‖∇uε‖L∞(Ω) ≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω) + ‖g‖C1,σ (∂Ω)
}
, (1.10)
where C depends on µ, τ, κ, λ, p, d,m, σ, η and Ω.
The estimate (1.10) can not be improved even if the coefficients of Lε and Ω are smooth, since the
corrector χ0 defined in (2.1) is a counter example. Here we use two important transformations
uε =
[
I + εχ0(x/ε)
]
vε, and uε = Φε,0vε (1.11)
to deal with the interior and global Lipschitz estimates, respectively. We explain the main idea as follows:
(D1)
{
Lε(uε) = div(f) + F in Ω,
uε = g on ∂Ω.
uε = Φε,0vε
−−−−−−−−−→
(D2)
{
Lε(vε) = div(f˜) + F˜ in Ω,
vε = g on ∂Ω.
Note that Φε,0 is not periodic, which is the main difficulty to overcome. So we rewrite (D1) as (D2) to keep
Lε periodic, while the price to pay is that the new source term f˜ involves ∇uε. As we mentioned before,
there is no uniformly bounded Ho¨lder estimate for ∇uε. Fortunately, it follows from Theorem 1.2 that
‖∇Φε,0‖C0,σ1 (Ω) = O(ε
−σ1) and ‖∇uε‖C0,σ1 (Ω) = O(ε
−σ2) as ε→ 0, (1.12)
4where 0 < σ1 < σ2 < 1 are independent of ε (see Lemma 4.9 and 4.10). Together with an important
consequence of Lemma 4.8
‖Φε,0 − I‖L∞(Ω) = O(ε) as ε→ 0, (1.13)
we obtain that f˜ is uniformly Ho¨lder continuous through the observation that the convergence rate in (1.13)
is faster than the divergence rate in (1.12) as ε → 0. Also, Theorem 1.1 implies F˜ ∈ Lp(Ω) with p > d.
Thus we can employ the results in [3] immediately, and the proof of Theorem 1.3 is finalized by a suitable
extension technique.
We remark that the compactness argument for our elliptic systems is also valid, however it would be
much more complicated. For more references, C. E. Kenig and C. Prange [32] established uniform Lipschtiz
estimates with more general source terms in the oscillating boundaries setting, and the same type of results
for parabolic systems and Stokes systems were shown in [17,24], respectively.
Theorem 1.4 (Nontangential maximal function estimates). Suppose that A ∈ Λ(µ, τ, κ), V,B satisfy (1.2)
and (1.4), c satisfies (1.3), and λ ≥ λ0. Let 1 < p < ∞, and uε be the solution of the L
p Dirichlet
problem Lε(uε) = 0 in Ω and uε = g on ∂Ω with (uε)
∗ ∈ Lp(∂Ω), where g ∈ Lp(∂Ω;Rm) and (uε)∗ is the
nontangential maximal function. Then
‖(uε)
∗‖Lp(∂Ω) ≤ Cp‖g‖Lp(∂Ω), (1.14)
where Cp depends on µ, τ, κ, λ, d,m, p, η and Ω. Furthermore, if g ∈ L
∞(∂Ω;Rm), we have
‖uε‖L∞(Ω) ≤ C‖g‖L∞(∂Ω), (1.15)
where C depends on µ, τ, κ, λ, d,m, η and Ω.
The estimate (1.15) is known as the Agmon-Miranda maximum principle, and (uε)
∗ is defined in (4.40).
We remark that the proof of Theorem 1.4 is motivated by [3, 31, 38]. Define the Poisson kernel associated
with Lε as
Pγβε (x, y) = −nj(x)a
αβ
ij (x/ε)
∂
∂xi
{
Gαγε (x, y)
}
− nj(x)B
αβ
j (x/ε)G
αγ
ε (x, y),
where nj denotes the j
th component of the outward unit normal vector of ∂Ω. Due to Theorem 1.3, we
obtain |∇x∇yGε(x, y)| ≤ C|x − y|
−d for x, y ∈ Ω, and x 6= y (see Lemma 4.11), which implies the decay
estimate of Pε (see (4.37)). Thus the solution uε can be formulated by (4.38). Note that Pε is actually
closely related to the adjoint operator L∗ε (see Remark 2.3). That is the reason why we additionally assume
(1.2) and (1.4) for B in this theorem. We refer the reader to Remark 4.12 for more references on Theorem
1.4.
Theorem 1.5 (Convergence rates). Let Ω be a bounded C1,1 domain. Suppose that the coefficients of Lε
satisfy the same conditions as in Theorem 1.3, and B, c additionally satisfy the periodicity condition (1.2).
Let uε be the weak solution to Lε(uε) = F in Ω and uε = 0 on ∂Ω, where F ∈ L
2(Ω;Rm). Then we have
∥∥uε − Φε,0u− (Φβε,k − P βk )∂uβ∂xk ∥∥H10 (Ω) ≤ Cε‖F‖L2(Ω), (1.16)
where u satisfies L0(u) = F in Ω and u = 0 on ∂Ω. Moreover, if the coefficients of Lε satisfy (1.1)− (1.4),
then
‖uε − u‖Lq(Ω) ≤ Cε‖F‖Lp(Ω) (1.17)
holds for any F ∈ Lp(Ω;Rm), where q = pdd−p if 1 < p < d, q =∞ if p > d, and C depends on µ, τ, κ, λ,m, d, p
and Ω.
5We mention that the estimates (1.16) and (1.17) are sharp in terms of the order of ε. The ideas in
the proof are mainly inspired by [29, 30]. It is easy to see ‖uε − u‖L2(Ω) = O(ε) is a direct corollary of
(1.16) or (1.17). In the case of p = d, (1.17) is shown in Remark 5.3. Moreover, in the sense of “operator
error estimates” the convergence rate like (1.17) can also be expressed by ‖L−1ε − L
−1
0 ‖Lp→Lq ≤ Cε, where
‖ · ‖Lp→Lq is referred to as the (L
p → Lq)-operator norm.
The convergence rates are active topics in homogenization theory. Decades ago, the L2 convergence
rates were obtained in [7,28] for scalar cases due to the maximum principle. At the beginning of 2000’s, the
operator-theoretic (spectral) approach was successfully introduced by M. Sh. Birman and T. A. Suslina [8,9]
to investigate the convergence rates (operator error estimates) for the problems in the whole space Rd. They
obtained the sharp convergence rates O(ε) in the (L2 → L2)-operator norm and (L2 → H1)-operator norm
for a wide class of matrix strongly elliptic second order self-adjoint operators, respectively. These results were
extended to second order strongly elliptic systems including lower order terms in [44]. Recently, C. E. Kenig,
F. Lin and Z. Shen [29] developed the L2 convergence rates for elliptic systems on Lipschitz domains with
either Dirichlet or Neumann boundary data by additionally assuming regularity and symmetry conditions,
while T.A. Suslina [42, 43] also obtained similar results on a bounded C1,1 domain without any regularity
assumption on the coefficients. We refer the reader to [13, 19, 20, 37, 46] and references therein for more
results.
In the end, we comment that the above five theorems are still true for d = 1, 2. Since we usually have a
different method to treat the cases d ≥ 3 and d = 1, 2 (for example, see [26, pp.2]), we omit the discussion
about the cases of d = 1, 2 here.
2 Preliminaries
Define the correctors χk = (χ
αβ
k ), 0 ≤ k ≤ d, associated with Lε as follows:
L1(χk) = div(V ) in Rd,
χk ∈ H
1
per(Y ;R
m2) and
∫
Y
χkdy = 0
(2.1)
for k = 0, and 
L1(χ
β
k + P
β
k ) = 0 in R
d ,
χβk ∈ H
1
per(Y ;R
m) and
∫
Y
χβkdy = 0
(2.2)
for 1 ≤ k ≤ d, where Y = [0, 1)d ∼= Rd/Zd, and H1per(Y ;R
m) denotes the closure of C∞per(Y ;R
m) in
H1(Y ;Rm). Note that C∞per(Y ;R
m) is the subset of C∞(Y ;Rm), which collects all Y -periodic vector-valued
functions (see [14, pp.56]). By asymptotic expansion arguments, we obtain the homogenized operator
L0 = −div(Â∇+ V̂ ) + B̂∇+ ĉ+ λI,
where Â = (aˆαβij ), V̂ = (V̂
αβ
i ), B̂ = (B̂
αβ
i ) and ĉ = (cˆ
αβ) are given by
aˆαβij =
∫
Y
[
aαβij + a
αγ
ik
∂χγβj
∂yk
]
dy, V̂ αβi =
∫
Y
[
V αβi + a
αγ
ij
∂χγβ0
∂yj
]
dy,
B̂αβi =
∫
Y
[
Bαβi +B
αγ
j
∂χγβi
∂yj
]
dy, cˆαβ =
∫
Y
[
cαβ +Bαγi
∂χγβ0
∂yi
]
dy.
(2.3)
The proof is left to readers (see [7, pp.103] or [28, pp.31]).
Remark 2.1. It follows from the conditions (1.1) and (1.2) that µ|ξ|2 ≤ aˆαβij ξ
α
i ξ
β
j ≤ µ1|ξ|
2 holds for any
ξ = (ξαi ) ∈ R
md, where µ1 depends only on µ. Moreover, if a
αβ
ij = a
βα
ji , then µ|ξ|
2 ≤ aˆαβij ξ
α
i ξ
β
j ≤ µ
−1|ξ|2
(see [7, pp.23]). This illustrates that the operator L0 is still elliptic.
6Remark 2.2. We introduce the following notations for simplicity. We write χk,ε(x) = χk(x/ε), Aε(x) =
A(x/ε), Vε(x) = V (x/ε), Bε(x) = B(x/ε), cε(x) = c(x/ε), and their components follow the same abbreviated
way. Note that the abbreviations are not applied to Φε,k(x) or Ψε,k(x).
Let B = B(x, r) = Br(x), and KB = B(x,Kr) denote the concentric balls as K > 0 varies, where
r < 1 in general. We say that Ω is a bounded C1,η domain, if there exist r0 > 0, M0 > 0 and {Pi : i =
1, 2, · · · , n0} ⊂ ∂Ω such that ∂Ω ⊂ ∪
n0
i=1B(Pi, r0) and for each i, there exists a function ψi ∈ C
1,η(Rd−1) and
a coordinate system, such that B(Pi, C0r0) ∩ Ω = B(0, C0r0) ∩ {(x
′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψi(x′)},
where C0 = 10(M0 + 1) and ψi satisfies
ψi(0) = 0, and ‖ψi‖C1,η(Rd−1) ≤M0. (2.4)
We set D(r) = D(r, ψ) = {(x′, xd) ∈ Rd : |x′| < r and ψ(x′) < xd < ψ(x′) + C0r} and ∆(r) = ∆(r, ψ) =
{(x′, ψ(x′)) ∈ Rd : |x′| < r}. In the paper, we say the constant C depends on Ω, which means C involves
both M0 and |Ω|. This is especially important when we do near boundary regularity estimates. Here |Ω|
denotes the volume of Ω. We also mention that for any E ⊂ Ω, we write f¯E = −
∫
E f(x)dx =
1
|E|
∫
E f(x)dx,
and the subscript of f¯E is usually omitted.
Remark 2.3. Let L∗ε be the adjoint of Lε, given by[
L∗ε(vε)
]β
= −
∂
∂xj
{
aαβij (x/ε)
∂vαε
∂xi
+Bαβj (x/ε)v
α
ε
}
+ V αβi (x/ε)
∂vαε
∂xi
+ cαβ(x/ε)vαε + λv
β
ε .
Then we define the bilinear form associated with Lε as
Bε[uε, φ] =
∫
Ω
{
aαβij,ε
∂uβε
∂xj
+ V αβi,ε u
β
ε
}∂φα
∂xi
dx+
∫
Ω
{
Bαβi,ε
∂uβε
∂xi
+ cαβε u
β
ε + λu
α
ε
}
φαdx,
and the conjugate bilinear form with respect to L∗ε as
B∗ε[vε, φ] =
∫
Ω
{
aαβij,ε
∂vαε
∂xi
+Bαβj,ε v
α
ε
}∂φβ
∂xj
dx+
∫
Ω
{
V αβi,ε
∂vβε
∂xi
+ cαβε v
α
ε + λv
β
ε
}
φβdx (2.5)
for any uε, vε, φ ∈ H
1
0 (Ω;R
m). It follows that Bε[uε, vε] = B
∗
ε[vε, uε] and
< Lε(uε), vε >=
∫
Ω
(
Aε∇uε + Vεuε
)
∇vεdx−
∫
Ω
uεdiv
(
Bεvε
)
dx+
∫
Ω
(
cε + λ
)
uεvεdx =< uε,L
∗
ε(vε) > .
(2.6)
Lemma 2.4. Let Ω be a Lipschitz domain. Suppose that A satisfies the ellipticity condition (1.1), and other
coefficients of Lε satisfy (1.3). Then we have the following properties: for any u, v ∈ H
1
0 (Ω;R
m),∣∣Bε[u, v]∣∣ ≤ C‖u‖H1
0
(Ω)‖v‖H1
0
(Ω), and c0‖u‖
2
H1
0
(Ω) ≤ Bε[u, u], whenever λ ≥ λ0, (2.7)
where λ0 = λ0(µ, κ,m, d) is sufficiently large. Note that C depends on µ, κ, λ,m, d,Ω, while c0 depends on
µ, κ,m, d,Ω.
Theorem 2.5. The coefficients of Lε and λ0 are as in Lemma 2.4. Suppose F ∈ H
−1(Ω;Rm) and g ∈
H
1
2 (∂Ω;Rm). Then the Dirichlet boundary value problem Lε(uε) = F in Ω and uε = g on ∂Ω has a unique
weak solution uε ∈ H
1(Ω), whenever λ ≥ λ0, and the solution satisfies the uniform estimate
‖uε‖H1(Ω) ≤ C
{
‖F‖H−1(Ω) + ‖g‖H1/2(∂Ω)
}
, (2.8)
where C depends only on µ, κ,m, d and Ω. Moreover, with one more the periodicity condition (1.2) on the
coefficients of Lε, we then have uε ⇀ u weakly in H
1(Ω;Rm) and strongly in L2(Ω;Rm) as ε→ 0, where u
is the weak solution to the homogenized problem L0(u) = F in Ω and u = g on ∂Ω.
7Remark 2.6. The proof of Lemma 2.4 follows from the same argument in the scalar case (see [15, 22]).
Theorem 2.5 involves the uniqueness and existence of the weak solution to (1.7), and the so-called homog-
enization theorem associated with Lε. The proof of Theorem 2.5 follows from Lemma 2.4, Lax-Milgram
theorem, Tartar’s method of oscillating test functions (see [7, pp.103] or [28, pp.31]). We refer the reader
to [14] for more details on the Tartar’s method. We also mention that all the results in Lemma 2.4 and
Theorem 2.5 still hold for L∗ε and B
∗
ε.
Lemma 2.7 (Cacciopolli’s inequality). Suppose that A satisfies (1.1), and other coefficients satisfy (1.3).
Assume that uε ∈ H
1
loc(Ω;R
m) is a weak solution to Lε(uε) = div(f)+F in Ω, where f = (f
α
i ) ∈ L
2(Ω;Rmd)
and F ∈ Lq(Ω;Rm) with q = 2dd+2 . Then for any B ⊂ 2B ⊂ Ω, we have the uniform estimate(
−
∫
B
|∇uε|
2dx
) 1
2
≤
C
r
(
−
∫
2B
|uε|
2dx
) 1
2
+ C
(
−
∫
2B
|f |2dx
) 1
2
+ rC
(
−
∫
2B
|F |qdx
) 1
q
, (2.9)
where C depends only on µ, κ, λ,m, d.
Proof. The proof is standard, and we provide a proof for the sake of completeness. Let φ ∈ C10 (Ω) be a
cut-off function satisfying φ = 1 in B, φ = 0 outside 2B, and |∇φ| ≤ 2/r. Then let ϕ = φ2uε be a test
function, it follows that∫
Ω
[
Aαβε ∇u
β
ε + V
αβ
ε u
β
ε
]
∇uαε φ
2dx + 2
∫
Ω
[
Aαβε ∇u
β
ε + V
αβ
ε u
β
ε
]
∇φuαε φdx+
∫
Ω
Bαβε ∇u
β
εu
α
ε φ
2dx
+
∫
Ω
cαβε u
β
εu
α
ε φ
2 + λ|uε|
2φ2dx =
∫
Ω
Fαuαε φ
2dx−
∫
Ω
fα∇uαε φ
2dx− 2
∫
Ω
fα∇φuαε φdx, in Ω.
By using the ellipticity condition and Young’s inequality with δ, we have
µ
4
∫
Ω
φ2|∇uε|
2dx + (λ− C ′)
∫
Ω
φ2|uε|
2dx
≤ C
∫
Ω
|∇φ|2|uε|
2dx+ C
∫
Ω
φ2|f |2dx+
∫
Ω
φ2|F ||uε|dx, (2.10)
where C ′ = C ′(µ, κ,m, d). This together with∫
Ω
φ2|F ||uε|dx ≤
(∫
Ω
(
φ|uε|
)2∗
dx
) 1
2∗
( ∫
Ω
(
φ|F |
)q
dx
) 1
q
≤ C
(∫
Ω
∣∣∇(φuε)∣∣2dx) 12(∫
Ω
(
φ|F |
)q
dx
) 1
q
≤
µ
8
∫
Ω
|∇uε|
2φ2dx+
µ
8
∫
Ω
|∇φ|2|uε|
2dx+ C
( ∫
Ω
|φF |qdx
)2/q
gives (2.9), where 2∗ = 2d/(d − 2), and we use Ho¨lder’s inequality, Sobolev’s inequality, and Young’s
inequality in order. 
Remark 2.8. In fact, (2.9) is the interior W 1,2 estimate. By the same argument, we can also derive the
near boundary Cacciopolli’s inequality for the weak solution to Lε(uε) = div(f) + F in D(4r) and uε = 0
on ∆(4r),(
−
∫
D(r)
|∇uε|
2dx
) 1
2
≤
C
r
(
−
∫
D(2r)
|uε|
2dx
) 1
2
+C
(
−
∫
D(2r)
|f − f¯ |2dx
) 1
2
+ rC
(
−
∫
D(2r)
|F |qdx
) 1
q
. (2.11)
We point out that the constant C in (2.9) or (2.11) depends only on µ, κ,m, d, whenever λ ≥ λ0 ≥ C
′.
Remark 2.9. Suppose that A ∈ Λ(µ, τ, κ), and V satisfies (1.2) and (1.4). In view of the interior Schauder
estimate (see [21]), we obtain
max
0≤k≤d
{
‖χk‖L∞(Y ), ‖∇χk‖L∞(Y ), [∇χk]C0,τ (Y )
}
≤ C(µ, τ, κ,m, d), (2.12)
8where [∇χk]C0,τ (Y ) is the τ
th-Ho¨lder seminorm of ∇χk (see [15, pp.254] for the definition). If A ∈ VMO(Rd),
and V satisfies (1.2) and (1.3), then for any 2 ≤ p <∞ and ς ∈ (0, 1),
max
0≤k≤d
{
‖χk‖L∞(Y ), [χk]C0,ς (Y ), ‖∇χk‖Lp(Y )
}
≤ C(µ, ω, κ, p, ς,m, d) (2.13)
can be derived from the interior W 1,p estimate (see [11,12,21]). Note that in the case of m = 1, due to the
De Giorgi-Nash-Moser theorem, the conditions (1.1) and (1.3) are sufficient to derive Ho¨lder estimates for
some ς ∈ (0, 1), but insufficient to get W 1,p estimates (see [10,22,25]). In another special case of d = 2, K.O.
Widman [45] obtained the Ho¨lder estimate by the hole filling technique without any regularity assumption
on A (or see [21]).
To handle the convergence rates, some auxiliary functions and their estimates are necessary. Let
1 ≤ i, j, l, k ≤ d, 1 ≤ α, β, γ ≤ m, and y = x/ε. Define
bαγij (y) = aˆ
αγ
ij − a
αγ
ij (y)− a
αβ
ik (y)
∂
∂yk
{
χβγj
}
, Uαγi (y) = V̂
αγ
i − V
αγ
i (y)− a
αβ
ij (y)
∂
∂yj
{
χβγ0
}
. (2.14)
Note that C.E. Kenig, F. Lin, and Z. Shen [29, 30] showed that there exists Eαγlij ∈ H
1
per(Y ), such that
bαβij =
∂
∂yl
{Eαβlij }, E
αβ
lij = −E
αβ
ilj and ‖E
αβ
lij ‖L∞(Y ) ≤ C(µ, ω,m, d). Here we obtain similar results for U
αγ
i :
there exists Fαγki ∈ H
1
per(Y ) such that
Uαγi =
∂
∂yk
{Fαγki }, F
αγ
ki = −F
αγ
ik and ‖F
αγ
ki ‖L∞(Y ) ≤ C(µ, ω, κ,m, d). (2.15)
We give a proof of (2.15) for the sake of completeness. In view of (2.1) and (2.3), we have
∫
Y U
αγ
i (y)dy = 0
and ∂∂yi {U
αγ
i } = 0. Then there exists a unique solution θ
αγ
i ∈ H
1
per(Y ) satisfying
∆θαγi = U
αγ
i in R
d,
∫
Y
θαγi = 0
(see [7,14]). Let Fαγki =
∂
∂yk
{θαγi }−
∂
∂yi
{θαγk }, and obviously F
αγ
ki = −F
αγ
ik . We mention that θ
αγ
i ∈ H
2
per(Y ),
which implies Fαγki ∈ H
1
per(Y ). Next, we verify F
αγ
ki is bounded, which is equivalent to
max
1≤i≤d
{
‖∇θαγi ‖L∞(Y )
}
≤ C(µ, ω, κ,m, d). (2.16)
Observe that (2.13) gives Uαγi ∈ L
p
per(Y ), then the estimate (2.16) follows from the Lp estimates and the
Sobolev embedding theorem, provided p > d. Moreover, we have
∂
∂yk
{
Fαγki
}
= ∆{θαγi } −
∂2
∂yk∂yi
{
θαγk
}
= Uαγi .
Note that ∂∂yk {U
αγ
k } = 0 in R
d, which implies ∆ ∂∂yk {θ
αγ
k } = 0. In view of Liouvill’s theorem (see [15]), we
have ∂∂yk {θ
αγ
k } = C, therefore
∂
∂yk
∂
∂yi
{θαγk } =
∂
∂yi
∂
∂yk
{θαγk } = 0, and we complete the proof of (2.15).
In addition, we define the auxiliary functions ϑαγi and ζ
αγ as follows:
∆ϑαγi =W
αγ
i := B̂
αγ
i −B
αγ
i (y)−B
αβ
j (y)
∂
∂yj
{
χβγi
}
in Rd,
∫
Y
ϑαγi dy = 0,
∆ζαγ = Zαγ := ĉαγ − cαγ(y)−Bαβi (y)
∂
∂yi
{
χβγ0
}
in Rd,
∫
Y
ζαγdy = 0.
(2.17)
It follows from (2.3) that
∫
Y W
αγ
i (y)dy = 0 and
∫
Y Z
αγ(y)dy = 0, which implies the existence of ϑαγi and ζ
αγ .
By the same argument, it follows from (2.13) that max
{
‖∇ϑαγi ‖L∞(Y ), ‖∇ζ
αγ‖L∞(Y )
}
≤ C(µ, ω, κ, d,m).
9We end this remark by a summary. Suppose that A ∈ VMO(Rd), and the coefficients of Lε satisfy
(1.1)− (1.3), then we have
max
1≤i,j,l,k≤d
1≤α,γ≤m
{
‖Eαγlij ‖L∞(Y ), ‖F
αγ
ki ‖L∞(Y ), ‖∇ϑ
αγ
i ‖L∞(Y ), ‖∇ζ
αγ‖L∞(Y )
}
≤ C(µ, ω, κ,m, d). (2.18)
In the special case of m = 1 or d = 2, the estimate (2.18) still holds without any regularity assumption on
A.
We now introduce the Lipschitz estimate and Schauder estimate that will be frequently employed later.
Let L(u) = −div(A∇u) and L(u) = −div(A∇u + V u) + B∇u + (c + λI)u. Then we have the following
results:
Lemma 2.10. Let Ω be a bounded C1,τ domain. Suppose A satisfies (1.1) and (1.4). Let u be the weak
solution to L(u) = div(f) + F in Ω and u = 0 on ∂Ω, where f ∈ C0,σ(Ω;Rmd) with σ ∈ (0, τ ], and
F ∈ Lp(Ω;Rm) with p > d. Then we have:
(i) the Schauder estimate [
∇u
]
C0,σ(Ω)
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
; (2.19)
(ii) the Lipschitz estimate
‖∇u‖L∞(Ω) ≤ C
{
[f ]C0,σ(Ω) + ‖F‖Lp(Ω)
}
, (2.20)
where C depends on µ, τ, κ, σ,m, d, p and Ω. Moreover, if u = g on ∂Ω with g ∈ C1,σ(∂Ω;Rm), then we have[
∇u
]
C0,σ(Ω)
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω) + ‖g‖C1,σ(∂Ω)
}
. (2.21)
Proof. The results are standard, and we provide a proof for the sake of completeness. For (i), we refer
the reader to [21, pp.75-95] for the details. For (ii), due to the properties of Green function (denoted
by G(x, y)) associated with L: |G(x, y)| ≤ C|x − y|2−d, |∇xG(x, y)| ≤ C|x − y|
1−d and |∇x∇yG(x, y)| ≤
C|x−y|−d (the existence of G(x, y) is included in [26, Theorem 4.1]), we have u(x) = −
∫
Ω∇yG(x, y)f(y)dy+∫
ΩG(x, y)F (y)dy. Differentiating both sides with respect to x gives
∇u(x) = −
∫
Ω
∇x∇yG(x, y)
[
f(y)− f(x)
]
dy − f(x)
∫
Ω
∇x∇yG(x, y)dy +
∫
Ω
∇xG(x, y)F (y)dy
= −
∫
Ω
∇x∇yG(x, y)
[
f(y)− f(x)
]
dy − f(x)
∫
∂Ω
n(y)∇xG(x, y)dS(y) +
∫
Ω
∇xG(x, y)F (y)dy
= −
∫
Ω
∇x∇yG(x, y)
[
f(y)− f(x)
]
dy +
∫
Ω
∇xG(x, y)F (y)dy
for any x ∈ Ω. Note that we use the integration by parts in the second equality, and the fact of ∇xG(x, ·) = 0
on ∂Ω in the last equality. This implies (2.20). Finally we can use the extension technique to obtain
the estimate (2.21). (Its proof is similar to that in the proof of Theorem 1.1, and we refer the reader
to [22, pp.136-138] for the extension lemmas.) 
Remark 2.11. Set U(x, r) = Ω ∩ B(x, r) for any x ∈ Ω. Let ϕ ∈ C∞0 (2B) be a cut-off function satisfying
ϕ = 1 in B, ϕ = 0 outside 3/2B, and |∇ϕ| ≤ C/r. Let w = uϕ, where u is given in Lemma 2.10. Then we
have
L(w) = div(fϕ)− f · ∇ϕ+ Fϕ− div(A∇ϕu)−A∇u∇ϕ in Ω, w = 0 on ∂Ω.
We apply the estimate (2.20) to the above equation with r = 1, and obtain
‖∇u‖L∞(U(x,1)) ≤ C
{
‖u‖C0,σ(U(x,2)) + ‖u‖Lp(U(x,2)) + ‖f‖L∞(U(x,2)) + [f ]C0,σ(U(x,2)) + ‖F‖Lp(U(x,2))
}
≤ C
{
‖u‖W 1,s(U(x,2)) + ‖f‖L∞(U(x,2)) + [f ]C0,σ(U(x,2)) + ‖F‖Lp(U(x,2))
}
(2.22)
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where s = max{p, [ d1−σ ] + 1} ([
d
1−σ ] is the integer part of
d
1−σ ), and we employ the fact of ‖u‖C0,σ(U(x,2)) ≤
C‖u‖W 1,s(U(x,2)). On account of
‖∇u‖Lp(U(x,2)) ≤ C{‖∇u‖L2(U(x,4)) + ‖f‖Lp(U(x,4)) + ‖F‖Lq(U(x,4))},
where q = pdd+p (see [21, Theorem 7.2]), we have
‖u‖W 1,s(U(x,2)) ≤ C{‖u‖W 1,2(U(x,4)) + ‖f‖Lp(U(x,4)) + ‖F‖Lq(U(x,4))} (2.23)
where we use ‖u‖Ls(U(x,2)) ≤ C
{
‖∇u‖Ls(U(x,2))+‖u‖L2(U(x,2))
}
in the above inequality (see (3.5)). Combining
(2.22) and (2.23), we have
‖∇u‖L∞(U(x,1)) ≤ C
{
‖∇u‖L2(U(x,4)) + ‖u‖L2(U(x,4)) + ‖f‖L∞(U(x,4)) + [f ]C0,σ(U(x,4)) + ‖F‖Lp(U(x,4))
}
.
Note that if U(x, 4) ⊂ Ω, then v = u− u¯ is still a solution to L(u) = div(f)+F in Ω, where u¯ = −
∫
U(x,4) udy.
In this case, the above estimate becomes
‖∇u‖L∞(U(x,1)) ≤ C
{
‖∇u‖L2(U(x,4)) + ‖u− u¯‖L2(U(x,4)) + ‖f‖L∞(U(x,4)) + [f ]C0,σ(U(x,4)) + ‖F‖Lp(U(x,4))
}
.
If |U(x, 4) ∩ ∂Ω| ≥ κ0 > 0, then we have ‖u‖L2(U(x,4)) ≤ C‖∇u‖L2(U(x,4)) due to u = 0 on ∂Ω. (It is another
type of Poincare´’s inequality, which can be derived from the trace theorem coupled with Rellich’s theorem
by a contradiction argument, and the proof is left to the reader.) In all, we are able to apply Poincare´’s
inequality to both of the two cases, and then obtain
‖∇u‖L∞(U(x,1)) ≤ C
{
‖∇u‖L2(U(x,4)) + ‖f‖L∞(U(x,4)) + [f ]C0,σ(U(x,4)) + ‖F‖Lp(U(x,4))
}
. (2.24)
Next, we let v(y) = u(ry), where y ∈ U(x, 4). Then we have L˜(v) = div(f˜) + F˜ in U(x, 4) and v = 0 on
∂Ω ∩ U(x, 4), where L˜ = ∂∂yia
αβ
ij (ry)
∂
∂yj
, f˜(y) = rf(ry) and F˜ (y) = r2F (ry). It follows from (2.24) that
‖∇v‖L∞(U(x,1)) ≤ C
{
‖∇v‖L2(U(x,4)) + ‖f˜‖L∞(U(x,4)) + [f˜ ]C0,σ(U(x,4)) + ‖F˜‖Lp(U(x,4))
}
,
and by change of variable, we have
‖∇u‖L∞(U(x,r)) ≤ C
{(
−
∫
U(x,4r)
|∇u|2dy
)1/2
+ ‖f‖L∞(U(x,4r)) + r
σ
[
f
]
C0,σ(U(x,4r))
+ r
(
−
∫
U(x,4r)
|F |pdy
)1/p}
.
By a covering technique (shown in the proof of Theorem 4.4), we have
‖∇u‖L∞(U) ≤ C
{(
−
∫
2U
|∇u|2dy
)1/2
+ ‖f‖L∞(2U) + r
σ
[
f
]
C0,σ(2U)
+ r
(
−
∫
2U
|F |pdy
)1/p}
. (2.25)
Here U is the abbreviation of U(x, r) and 2U = U(x, 2r). We mention that all the above proof is so-
called localization argument, which gives a way to obtain “local estimates” (such as interior estimates and
boundary estimates) from corresponding “global estimates”. The main point is based on cut-off function
coupled with rescaling technique. So, on account of the estimate (2.19), following the same procedure as
before, it is not hard to derive[
∇u
]
C0,σ(U)
≤ Cr−σ
{(
−
∫
2U
|∇u|2dy
)1/2
+ ‖f‖L∞(2U) + r
σ
[
f
]
C0,σ(2U)
+ r
(
−
∫
2U
|F |pdy
)1/p}
, (2.26)
and by (2.21),[
∇u
]
C0,σ(D(r))
≤ Cr−σ
{(
−
∫
D(2r)
|∇u|2dy
)1/2
+r−1‖g‖L∞(∆(2r))+‖∇g‖L∞(∆(2r))+r
σ
[
∇g
]
C0,σ(∆(2r))
}
(2.27)
holds for u satisfying L(u) = 0 in D(2r) and u = g on ∆(2r). We note that the estimate (2.25) is of help to
arrive at (2.26), and the extension technique (see [22, pp.136]) is used in (2.27). The details of the proof are
omitted. Finally we remark that (2.27) is exactly the Schauder estimate at boundary, which can be directly
proved (see [21, Theorem 5.21]).
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Lemma 2.12. Let Ω be a bounded C1,τ domain, and σ ∈ (0, τ ]. Suppose that A,V satisfy (1.1) and (1.4),
and B, c satisfy (1.3). Let u be the weak solution to L(u) = div(f) + F in Ω and u = 0 on ∂Ω, where f, F
satisfy the same conditions as in Lemma 2.10. Then we have
(i) the Lipschitz estimate
‖∇u‖L∞(Ω) ≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
; (2.28)
(ii) the Schauder estimate [
∇u
]
C0,σ(Ω)
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
, (2.29)
where C depends on µ, τ, κ,m, d, σ, p and Ω.
Proof. The results are classical, and we offer a sketch of the proof. First we rewrite L(u) = div(f) + F as
L(u) = div(f + V u)−B∇u− (c+ λI)u+ F in Ω. It follows from (2.20) that
‖∇u‖L∞(Ω) ≤ C
{
[f ]C0,σ(Ω) + ‖F‖Lp(Ω) + ‖u‖C0,σ(Ω) + ‖u‖W 1,p(Ω)
}
≤ C
{
[f ]C0,σ(Ω) + ‖F‖Lp(Ω) + 2‖∇u‖
σ
L∞(Ω)‖u‖
1−σ
L∞(Ω) + ‖u‖W 1,p(Ω)
}
≤ C
{
[f ]C0,σ(Ω) + ‖F‖Lp(Ω) + ‖u‖L∞(Ω) + ‖u‖W 1,p(Ω)
}
+
1
2
‖∇u‖L∞(Ω),
(2.30)
where we use Young’s inequality in the last inequality. By the Sobolev embedding theorem we have
‖u‖L∞(Ω) ≤ C‖u‖W 1,p(Ω) for p > d. This together with (2.30) leads to
‖∇u‖L∞(Ω) ≤ C
{
[f ]C0,σ(Ω) + ‖F‖Lp(Ω) + ‖u‖W 1,p(Ω)
}
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
,
where we use the W 1,p estimate with 1 < p < ∞ in the last inequality, which can be derived by a similar
argument as in the proof of Theorem 1.1, or see [11,21,22].
It remains to show (ii). In view of (2.19) and (2.28), we obtain[
∇u
]
C0,σ(Ω)
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω) + ‖u‖L∞(Ω) + ‖∇u‖L∞(Ω) + ‖u‖W 1,p(Ω)
}
≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
,
where we also use W 1,p estimate in the last inequality. The proof is completed. 
Remark 2.13. Let u be given in Lemma 2.12. Applying the localization argument (see Remark 2.11) to
the estimates (2.28) and (2.29), we can similarly give the corresponding local estimates:
‖∇u‖L∞(U) ≤ C
{
r−1
(
−
∫
2U
|u|2dy
)1/2
+ ‖f‖L∞(2U) + r
σ
[
f
]
C0,σ(2U)
+ r
(
−
∫
2U
|F |pdy
)1/p}
, (2.31)
and [
∇u
]
C0,σ(U)
≤ Cr−σ
{
r−1
(
−
∫
2U
|u|2dy
)1/2
+ ‖f‖L∞(2U) + r
σ
[
f
]
C0,σ(2U)
+ r
(
−
∫
2U
|F |pdy
)1/p}
, (2.32)
where C depends on µ, τ, κ,m, d, p, σ and M0. We mention that in the proof of (2.31), we also need W
1,p
estimate like [21, Theorem 7.2] for L. It can be established by using the bootstrap method which is exactly
shown in the proof of Theorem 3.3, so we do not repeat them. The remainder of the argument is analogous
to that in Remark 2.11.
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3 W 1,p estimates & Ho¨lder estimates
Lemma 3.1. Let 2 ≤ p < ∞. Suppose that A ∈ VMO(Rd) satisfies (1.1) and (1.2). Assume f = (fαi ) ∈
Lp(Ω;Rmd), and F ∈ Lq(Ω;Rm) with q = pdp+d . Then the weak solution to Lε(uε) = div(f) + F in Ω and
uε = 0 on ∂Ω satisfies the uniform estimate
‖∇uε‖Lp(Ω) ≤ C{‖f‖Lp(Ω) + ‖F‖Lq(Ω)}, (3.1)
where C depends only on µ, ω, κ, p, q, d,m and Ω .
Remark 3.2. The estimate (3.1) actually holds for 1 < p < ∞, where q = pdp+d if p >
d
d−1 , and q > 1 if
1 < p ≤ dd−1 . In the case of F = 0, (3.1) is shown in [6]. If F 6= 0, we can derive the above result by the
duality argument applied in Lemma 3.7. The same method may be found in [16, 31]. Besides, we refer the
reader to [39] for the sharp range of p’s on Lipschitz domains.
Theorem 3.3. (InteriorW 1,p estimates) . Let 2 ≤ p <∞. Suppose that A ∈ VMO(Rd) satisfies (1.1), (1.2),
and other coefficients satisfy (1.3). Assume that uε ∈ H
1
loc(Ω;R
m) is a weak solution to Lε(uε) = div(f)+F
in Ω, where f ∈ Lp(Ω;Rmd) and F ∈ Lq(Ω;Rm) with q = pdp+d . Then, we have |∇uε| ∈ L
p(B) and the
uniform estimate(
−
∫
B
|∇uε|
pdx
) 1
p
≤
C
r
(
−
∫
2B
|uε|
2dx
) 1
2
+ C
{(
−
∫
2B
|f |pdx
) 1
p
+ r
(
−
∫
2B
|F |qdx
) 1
q
}
(3.2)
for any B ⊂ 2B ⊂ Ω with 0 < r ≤ 1, where C depends only on µ, ω, κ, λ, p,m, d.
Proof. By rescaling we may assume r = 1. In the case of p = 2, (3.2) follows from Lemma 2.7. Next, we
will prove (3.2) for p ∈ [2, p∗], where p∗ =
2d
d−2k0
, and k0 < d/2 ≤ k0 + 1. To do so, let wε = ϕuε, where
ϕ ∈ C∞0 (2B) is a cut-off function satisfying ϕ = 1 in B, ϕ = 0 outside 3/2B, and |∇ϕ| ≤ C. We rewrite the
original systems as
−div(Aε∇wε) = div(fϕ)− f · ∇ϕ+ Fϕ+ F˜ in Ω,
where
F˜α = div(V αβε w
β
ε −A
αβ
ε ∇ϕu
β
ε )−A
αβ
ε ∇ϕ∇u
β
ε − V
αβ
ε ∇ϕu
β
ε −B
αβ
ε ∇u
β
εϕ− c
αβ
ε w
β
ε − λw
α
ε .
Hence it follows from (2.9), (3.1), (3.6), and Ho¨lder’s inequality that
‖∇uε‖Lp(B) ≤ C
{
‖uε‖Lp(2B) + ‖∇uε‖Lq(2B) + ‖uε‖Lq(2B) + ‖f‖Lp(2B) + ‖F‖Lq(2B)
}
≤ C
{
‖∇uε‖Lq(2B) + ‖uε‖L2(2B) + ‖f‖Lp(2B) + ‖F‖Lq(2B)
}
≤ C
{
‖uε‖L2(2k0+1B) + ‖f‖Lp(2k0+1B) + ‖F‖Lq(2k0+1B)
}
.
We first check the special case of p = p∗ to obtain the final step k0 of iteration, and then verify the above
inequality for any p ∈ [2, 2dd−2 ]. Second, it is not hard to extend the range of p’s to [2, p∗] by at most k0 times
of iteration. The rest of the proof is to extend the p’s range to p∗ < p <∞. Indeed it is true, since
‖∇uε‖Lp(B) ≤ C
{
‖∇uε‖Lq(2B) + ‖uε‖L2(2B) + ‖f‖Lp(2B) + ‖F‖Lq(2B)
}
and q < d ∈ [2, p∗], which is exactly the start point for iterations due to the previous case.
Hence, let N = 4k0 , we have proved
‖∇uε‖Lp(B) ≤ C
{
‖uε‖L2(NB) + ‖f‖Lp(NB) + ‖F‖Lq(NB)
}
(3.3)
for any 2 ≤ p <∞ in the case of r = 1. We remark that (i) the estimate (3.3) uniformly holds for ε > 0; (ii)
the constant in (3.3) can be given by C ≤ C(µ, ω,m, d, p)
{
‖A‖L∞(Rd)+‖V ‖L∞(Rd)+‖B‖L∞(Rd)+‖c‖L∞(Rd)+
λ
}k0+2. The two points make the rescaling argument valid when we study the estimate (3.2) for 0 < r < 1.
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We now let vε(x) = uε(rx), where x ∈ B1 and r ∈ (0, 1). Hence we have
L˜ ε
r
(vε) = −div
[
A(rx/ε)∇vε + V˜ (rx/ε)vε
]
+ B˜(rx/ε)∇vε + c˜(rx/ε)vε + λ˜vε = div(f˜) + F˜ in NB1, (3.4)
where
V˜ (x) = rV (x), B˜ = rB(x), c˜ = r2c(x), λ˜ = r2λ, f˜ = rf(rx), F˜ = r2F (rx).
It is clear to see that the coefficients of L˜ satisfy the same assumptions as L in this theorem. Set ε′ = ε/r,
and applying (3.3) directly, we obtain
‖∇vrε′‖Lp(B1) ≤ C
{
‖vrε′‖L2(NB1) + ‖f˜‖Lp(NB1) + ‖F˜‖Lq(NB1)
}
,
where C is the same constant as in (3.3). This implies
‖∇uε‖Lp(Br) ≤ C
{
r
−1+ d
p
− d
2 ‖uε‖L2(NBr) + ‖f‖Lp(NBr) + r
1+ d
p
− d
q ‖F‖Lq(NBr)
}
.
Finally, for any B with 0 < r ≤ 1, we choose the small ball with r/N radius to cover Br. Hence we have
‖∇uε‖Lp(Br) ≤ C
{
r−1+
d
p
− d
2 ‖uε‖L2(B2r) + ‖f‖Lp(B2r) + r
1+ d
p
− d
q ‖F‖Lq(B2r)
}
,
and this gives (3.2). We complete the proof. 
Remark 3.4. Here we introduce two elementary interpolation inequalities used in the above proof. Let
u ∈W 1,p(Ω;Rm) with 2 ≤ p <∞, then for any δ > 0, there exists a constant Cδ depending on δ, p, d,m and
Ω, such that
‖u‖Lp(Ω) ≤ δ‖∇u‖Lp(Ω) + Cδ‖u‖L2(Ω). (3.5)
The estimate (3.5) can be easily derived by contradiction argument (or see [1]). As a result, we have
‖u‖Lp(Ω) ≤ C‖u‖W 1,q(Ω) ≤ C‖∇u‖Lq(Ω) + C‖u‖L2(Ω) (3.6)
for 1 ≤ p <∞ and q = pdp+d , where C depends on p, d,m and Ω.
Corollary 3.5. Suppose that the coefficients of Lε satisfy the same conditions as in Theorem 3.3. Let p > d
and σ = 1 − d/p. Assume that uε ∈ H
1
0 (Ω;R
m) is a weak solution of Lε(uε) = div(f) + F in Ω, where
f ∈ Lp(Ω;Rmd) and F ∈ Lq(Ω;Rm) with q = pdp+d >
d
2 . Then we have
‖uε‖C0,σ(B) ≤ Cr
−σ
{(
−
∫
2B
|uε|
2dx
) 1
2
+ r
(
−
∫
2B
|f |pdx
) 1
p
+ r2
(
−
∫
2B
|F |qdx
) 1
q
}
(3.7)
for any B ⊂ 2B ⊂ Ω with 0 < r ≤ 1. In particular, for any s > 0,
‖uε‖L∞(B) ≤ C
{(
−
∫
2B
|uε|
sdx
) 1
s
+ r
(
−
∫
2B
|f |pdx
) 1
p
+ r2
(
−
∫
2B
|F |qdx
) 1
q
}
, (3.8)
where C depends only on µ, ω, κ, λ, p,m, d.
Proof. Assume r = 1. It follows from the Sobolev embedding theorem and Remark 3.4 that
‖uε‖C0,σ(B) ≤ C‖uε‖W 1,p(B) ≤ C‖∇uε‖Lp(B) + C‖uε‖L2(B).
Then it follows from (3.2) and rescaling arguments that
‖uε‖C0,σ(B) ≤ Cr
−σ
(
−
∫
2B
|uε|
2dx
)1/2
+ Cr1−σ
{(
−
∫
2B
|f |pdx
) 1
p
+ r
(
−
∫
2B
|F |qdx
) 1
q
}
,
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where σ = 1− d/p. Moreover, for any x ∈ B we have
|uε(x)| ≤ |uε(x)− u¯ε|+ |u¯ε| ≤
[
uε
]
C0,σ(B)
rσ +
(
−
∫
B
|uε(y)|
2dy
)1/2
from Ho¨lder’s inequality. This gives
‖uε‖L∞(B) ≤ C
(
−
∫
2B
|uε|
2dx
)1/2
+ Cr
{(
−
∫
2B
|f |pdx
) 1
p
+ r
(
−
∫
2B
|F |qdx
) 1
q
}
.
Moreover, by the iteration method (see [21, pp.184]), we have (3.8). 
Lemma 3.6. Suppose that the coefficients of Lε satisfy the same assumptions as in Theorem 3.3. Let
1 < p <∞, f = (fαi ) ∈ L
p(Ω;Rmd). Then there exists a unique uε ∈W
1,p
0 (Ω;R
m) such that Lε(uε) = div(f)
in Ω and uε = 0 on ∂Ω, whenever λ ≥ λ0. Moreover, the solution satisfies the uniform estimate
‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω), (3.9)
where λ0 is given in Lemma 2.4, and C depends on µ, ω, κ, λ, p, d,m and Ω.
Proof. In the case of p = 2, it follows from Theorem 2.5 that there exists a unique solution uε ∈ H
1
0 (Ω;R
m)
satisfying the uniform estimate ‖∇uε‖L2(Ω) ≤ C‖f‖L2(Ω). For p > 2, the uniqueness and existence of the
weak solution is reduced to the case of p = 2. We rewrite the original systems as
Lε(uε) = div(f + Vεuε)−Bε∇uε − (cε + λ)uε.
Applying (2.8), (3.1) and Sobolev’s inequality, we obtain
‖∇uε‖Lpk0 (Ω) ≤ C{‖f‖Lpk0 (Ω) + ‖uε‖Lpk0 (Ω) + ‖∇uε‖Lpk0−1 (Ω)} ≤ C{‖f‖Lpk0 (Ω) + ‖∇uε‖Lpk0−1 (Ω)}
≤ C{‖f‖Lpk0 (Ω) + ‖f‖L2(Ω)} ≤ C‖f‖Lpk0 (Ω), (3.10)
where pk0 =
2d
d−2k0
, and k0 is a positive integer such that k0 < d/2 ≤ k0 + 1. We claim that (3.10) holds
for any p ∈ [2, pk0 ]. Indeed, let T (f) = ∇uε, then together with ‖T‖L2→L2 ≤ C and ‖T‖Lpk0→Lpk0 ≤ C,
the Marcinkiewicz interpolation theorem gives ‖T‖Lp→Lp ≤ C (see [41]). Moreover, for any p > pk0 , we still
have ‖∇uε‖Lp(Ω) ≤ C{‖f‖Lp(Ω) + ‖∇uε‖Lq(Ω)} ≤ C‖f‖Lp(Ω), since q < d.
By the duality argument, we can derive (3.9) for p ∈ (1, 2). Let h = (hβi ) ∈ C
1
0 (Ω;R
md), and vε be
the weak solution to L∗ε(vε) = div(h) in Ω and vε = 0 on ∂Ω. Hence, in view of the previous result, we
have ‖∇vε‖Lp′ (Ω) ≤ C‖h‖Lp′ (Ω) for any p
′ > 2. Moreover, if f ∈ C10 (Ω;R
md), there exists the weak solution
uε ∈ H
1
0 (Ω;R
m) to the original systems. Then it follows from Remark 2.3 that∫
Ω
∇uεhdx = −
∫
Ω
uεL
∗
ε(vε)dx = −
∫
Ω
Lε(uε)vεdx =
∫
Ω
f∇vεdx.
This gives ‖∇uε‖Lp(Ω) ≤ C‖f‖Lp(Ω), where p = p
′/(p′ − 1). By the density argument, we can verify the
existence of solutions in W 1,p0 (Ω) for general f ∈ L
p(Ω;Rmd), as well as the uniqueness for 1 < p < 2. The
proof is complete. 
Lemma 3.7. Suppose that the coefficients of Lε satisfy the same conditions as in Lemma 3.6. Let 1 < p <
∞. Then for any F ∈ Lq(Ω;Rm), where q = pd/(p+d) if p > d/(d−1), and q > 1 if 1 < p ≤ d/(d−1), there
exists a unique solution uε ∈ W
1,p
0 (Ω;R
m) to Lε(uε) = F in Ω and uε = 0 on ∂Ω, satisfying the uniform
estimate
‖∇uε‖Lp(Ω) ≤ C‖F‖Lq(Ω), (3.11)
where C depends only on µ, ω, κ, λ, p, q, d,m and Ω.
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Proof. We prove this lemma by the duality argument. The uniqueness is clearly contained in Lemma 3.6,
and the existence of the solution uε follows from the density and Theorem 2.5. The rest of the proof is to
establish (3.11).
Consider the dual problem for any f ∈ C10 (Ω;R
md), there exists the unique vε ∈ H
1
0 (Ω;R
m) to L∗ε(vε) =
div(f) in Ω and vε = 0 on ∂Ω. Note that it follows from Lemma 3.6 that ‖∇vε‖Lp′ (Ω) ≤ C‖f‖Lp′(Ω). Then
we have ∫
Ω
∇uεfdx = −
∫
Ω
uεL
∗
ε(vε)dx = −
∫
Ω
Lε(uε)vεdx = −
∫
Ω
Fvεdx,
and ∣∣∣∣∫
Ω
∇uεfdx
∣∣∣∣ ≤ ‖F‖Lq(Ω)‖vε‖Lq′ (Ω) ≤ C‖F‖Lq(Ω)‖∇vε‖Lp′ (Ω) ≤ C‖F‖Lq(Ω)‖f‖Lp′ (Ω).
Note that 1q′ =
1
p′ −
1
d if p
′ < d, 1 < q′ < ∞ if p′ = d, and q′ = ∞ if p′ > d. In other words, q = pdp+d if
p > dd−1 , and q > 1 if 1 < p ≤
d
d−1 . Finally we obtain ‖∇uε‖Lp(Ω) ≤ C‖F‖Lq(Ω). 
Proof of Theorem 1.1. In the case of g = 0, we write vε = uε,1 + uε,2, where uε,1 and uε,2 are the
solutions in Lemma 3.6 and 3.7, respectively. Then we have
‖∇vε‖Lp(Ω) ≤ ‖∇uε,1‖Lp(Ω) + ‖∇uε,2‖Lp(Ω) ≤ C{‖f‖Lp(Ω) + ‖F‖Lq(Ω)}. (3.12)
For g 6= 0, consider the homogeneous Dirichlet problem Lε(wε) = 0 in Ω and wε = g on ∂Ω, where
g ∈ B1−1/p,p(∂Ω;Rm). By the properties of boundary Besov space, there exists G ∈W 1,p(Ω;Rm) such that
G = g on ∂Ω and ‖G‖W 1,p(Ω) ≤ C‖g‖B1−1/p,p(∂Ω). Let hε = wε −G, we have
Lε(hε) = div
(
Aε∇G+ VεG
)
−Bε∇G− (cε + λ)G in Ω, hε = 0 on ∂Ω.
Recall the case of g = 0, in which there exists the unique weak solution hε ∈ W
1,p
0 (Ω;R
m), satisfying the
uniform estimate ‖∇hε‖Lp(Ω) ≤ C‖G‖W 1,p(Ω) ≤ C‖g‖B1−1/p,p(∂Ω) for 1 < p <∞. This implies
‖∇wε‖Lp(Ω) ≤ ‖∇hε‖Lp(Ω) + ‖∇G‖Lp(Ω) ≤ C‖g‖B1−1/p,p(∂Ω). (3.13)
Finally, let uε = vε + wε. Combining (3.12) and (3.13), we have
‖∇uε‖Lp(Ω) ≤ C{‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖B1−1/p,p(∂Ω)},
where C depends only on µ, ω, κ, λ, p, q, d,m and Ω. We complete the proof. 
Corollary 3.8. Suppose that the coefficients of Lε satisfy the same conditions as in Theorem 1.1. Set d <
p <∞ and σ = 1− d/p. Let f = (fαi ) ∈ L
p(Ω;Rmd), F ∈ Lq(Ω;Rm) with q = pdp+d , and g ∈ C
0,1(∂Ω;Rm).
Then the unique solution uε to (1.7) satisfies the uniform estimate
‖uε‖C0,σ(Ω) ≤ C
{
‖f‖Lp(Ω) + ‖F‖Lq(Ω) + ‖g‖C0,1(∂Ω)
}
, (3.14)
where C depends only on µ, ω, κ, λ, p, q, d,m, and Ω.
Proof. Due to the extension theorem (see [22, pp.136]), there exists an extension function G ∈ C0,1(Ω;Rm)
such that G = g on ∂Ω and ‖G‖C0,1(Ω) ≤ C‖g‖C0,1(∂Ω). This also implies ‖G‖W 1,p(Ω) ≤ C‖g‖C0,1(∂Ω) for any
p ≥ 1. Let vε, wε be the weak solutions to the following Dirichlet problems:
(i)
{
Lε(vε) = div(f) + F in Ω,
vε = 0 on ∂Ω,
(ii)
{
Lε(wε) = 0 in Ω,
wε = g on ∂Ω,
(3.15)
respectively. For (i), it follows from the Sobolev embedding theorem and Theorem 1.1 that ‖vε‖C0,σ(Ω) ≤
C‖∇vε‖Lp(Ω) ≤ C{‖f‖Lp(Ω) + ‖F‖Lq(Ω)}. For (ii), by setting hε = wε − G, we have Lε(hε) = −Lε(G) in
Ω and hε = 0 on ∂Ω. Therefore ‖hε‖C0,σ(Ω) ≤ C‖G‖W 1,p(Ω) ≤ C‖g‖C0,1(∂Ω), which implies ‖wε‖C0,σ(Ω) ≤
C‖g‖C0,1(∂Ω). Let uε = vε + wε. Combining the estimates related to vε and wε, we derive the estimate
(3.14). 
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Remark 3.9. Assume the same conditions as in Corollary 3.8, let uε be a weak solution to (1.7). Then by
the same argument as in the proof of Theorem 3.3, we obtain the near boundary Ho¨lder estimate
‖uε‖C0,σ(D(r)) ≤ Cr
−σ
{(
−
∫
D(2r)
|uε|
2dx
) 1
2
+ r‖g‖C0,1(∆(2r)) + r
(
−
∫
D(2r)
|f |pdx
) 1
p
+ r2
(
−
∫
D(2r)
|F |qdx
) 1
q
}
,
(3.16)
where σ = 1− d/p, and C depends on µ, ω, κ, λ, p, d,m and Ω.
Remark 3.10. In the following, we frequently use the abbreviated writing like −
∫
Ω F (·, y) = −
∫
Ω F (x, y)dx.
Theorem 3.11. Suppose the same conditions on Lε as in Theorem 1.1, and λ ≥ λ0. Then there exists a
unique Green’s matrix Gε : Ω × Ω → Rm
2
∪ {∞}, such that Gε(·, y) ∈ H
1(Ω \ Br(y);Rm
2
) ∩W 1,s0 (Ω;R
m2)
with s ∈ [1, dd−1 ) for each y ∈ Ω and r > 0, and
B∗ε
[
Gγε (·, y), φ
]
= φγ(y), ∀ φ ∈W 1,p0 (Ω;R
m), p > d. (3.17)
Particularly, for any F ∈ Lq(Ω;Rm) with q > d/2,
uγε (y) =
∫
Ω
Gγαε (x, y)F
α(x)dx (3.18)
satisfies Lε(uε) = F in Ω and uε = 0 on ∂Ω. Moreover, let
∗Gε(·, x) be the adjoint Green’s matrix of Gε(·, y),
then Gε(x, y) = [
∗Gε(y, x) ]
∗ and for any σ, σ′ ∈ (0, 1), the following estimates
|Gε(x, y)| ≤
C
|x− y|d−2
min
{
1,
dσx
|x− y|σ
,
dσ
′
y
|x− y|σ′
,
dσxd
σ′
y
|x− y|σ+σ′
}
(3.19)
hold for any x, y ∈ Ω and x 6= y, where dx = dist(x, ∂Ω), and C depends only on µ, ω, κ, λ, d,m and Ω.
Lemma 3.12 (Approximating Green’s matrix). Assume the same conditions as in Theorem 3.11. Define
the approximating Green’s matrix Gρ,ε(·, y) as
B∗ε[G
γ
ρ,ε(·, y), u] = −
∫
Ωρ(y)
uγdx, ∀ u ∈ H10 (Ω;R
m), (3.20)
where 1 ≤ γ ≤ m, and Ωρ(y) = Ω ∩Bρ(y). Then if |x− y| < dy/2, we have the uniform estimate
|Gγρ,ε(x, y)| ≤
C
|x− y|d−2
, ∀ ρ < |x− y|/4, (3.21)
where C depends only on µ, ω, κ, λ, d,m and Ω. Moreover, for any s ∈ [1, dd−1), we have
sup
ρ>0
∥∥Gγρ,ε(·, y)∥∥W 1,s
0
(Ω)
≤ C(µ, ω, κ, λ, d,m, s,Ω, dy). (3.22)
Proof. First of all, we show Gρ,ε(x, y) = [G
γθ
ρ,ε(x, y)] is well defined. Let I(u) = −
∫
Ωρ(y)
uγdx, then I ∈
H−1(Ω;Rm) and |I(u)| ≤ C|Ωρ(y)|−1/2
∗
‖u‖H1
0
(Ω) with 2
∗ = 2dd−2 . It follows from Theorem 2.5 that there
exists a unique Gγρ,ε(·, y) ∈ H10 (Ω;R
m) satisfying (3.20) and
‖∇Gγρ,ε(·, y)‖L2(Ω) ≤ C|Ωρ(y)|
− 1
2∗ . (3.23)
For any F ∈ C∞0 (Ω;R
m), consider Lε(uε) = F in Ω and uε = 0 on ∂Ω. There exists the unique solution
uε ∈ H
1
0 (Ω;R
m) such that∫
Ω
FGγρ,ε(·, y) = Bε[uε, G
γ
ρ,ε(·, y)] = B
∗
ε[G
γ
ρ,ε(·, y), uε] = −
∫
Ωρ(y)
uγε . (3.24)
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Suppose supp(F ) $ B $ Ω, where B = BR(y). Then it follows from (2.8), (3.8) and (3.24) that∣∣∣ ∫
Ω
FGγρ,ε(·, y)
∣∣∣ ≤ ‖uε‖L∞(1/4B) ≤ C[(−∫
1/2B
|uε|
2
) 1
2
+R2
(
−
∫
1/2B
|F |p
) 1
p
]
≤ CR2
(
−
∫
B
|F |p
) 1
p
for any ρ < R/4 and p > d/2. This implies(
−
∫
B
∣∣Gγρ,ε(·, y)∣∣q) 1q ≤ CR2−d, ∀ R ≤ dy, ∀ q ∈ [1, dd− 2).
Now we turn to (3.21). Set r = |x − y|, and r ≤ dy/2. In view of (3.20), Gρ,ε(x, y) actually satisfies
Lε
[
Gγρ,ε(·, y)
]
= 0 in B r
2
(y) \B r
4
(y). By using (3.8) again, we obtain
∣∣Gγρ,ε(x, y)∣∣ ≤ C−∫
B r
2
(x)
∣∣Gγρ,ε(·, y)∣∣ ≤ C−∫
B2r(y)
∣∣Gγρ,ε(·, y)∣∣ ≤ C|x− y|2−d
for any ρ < |x− y|/4, where C depends only on µ, ω, κ, λ, d,m and Ω.
Then we will prove (3.22). Step one, we verify the following estimates,∫
Ω\B(y,R)
|∇Gγρ,ε(·, y)|
2 ≤ CR2−d,
∫
Ω\B(y,R)
|Gγρ,ε(·, y)|
2∗ ≤ CR−d, ∀ ρ > 0, ∀ R < dy/4. (3.25)
On the one hand, let ϕ ∈ C10 (Ω) be a cut-off function satisfying ϕ ≡ 0 on B(y,R), ϕ ≡ 1 outside B(y, 2R),
and |∇ϕ| ≤ C/R. Choose u = ϕ2Gγρ,ε(·, y) in (3.20) and λ ≥ λ0. It follows from (2.10) and (3.21) that∫
Ω
ϕ2|∇Gγρ,ε(·, y)|
2 ≤ C
∫
Ω
|∇ϕ|2|Gγρ,ε(·, y)|
2 ≤
C
R2
∫
2B\B
|x− y|2(2−d) ≤ CR2−d, ∀ ρ < R/4. (3.26)
On the other hand, it follows from (3.23) that∫
Ω\B(y,R)
|∇Gγρ,ε(·, y)|
2 ≤
∫
Ω
|∇Gγρ,ε(·, y)|
2 ≤ CR2−d, ∀ ρ ≥ R/4.
Thus we have the first inequality of (3.25) for all ρ > 0.
For the second estimate in (3.25), we observe∫
Ω
∣∣ϕGγρ,ε(·, y)∣∣2∗ ≤ C(∫
Ω
∣∣∇(ϕGγρ,ε(·, y))∣∣2) dd−2 ≤ C(∫
Ω
∣∣∇ϕGγρ,ε(·, y)∣∣2 + ∣∣ϕ∇Gγρ,ε(·, y)∣∣2) dd−2 ≤ CR−d
(3.27)
for any ρ < R/4, where we use Sobolev’s inequality in the first inequality and (3.26) in the last inequality.
We remark that the constant C does not involve R. In the case of ρ ≥ R/4, since Gγρ,ε(·, y) = 0 on ∂Ω, we
have ∫
Ω\B(y,R)
|Gγρ,ε(·, y)|
2∗ ≤
∫
Ω
|Gγρ,ε(·, y)|
2∗ ≤ C
(∫
Ω
|∇Gγρ,ε(·, y)|
2
) d
d−2
≤ CR−d,
where we use Sobolev’s inequality in the second inequality and (3.23) in the last inequality. This together
with (3.27) leads to ∫
Ω\B(y,R)
|Gγρ,ε(·, y)|
2∗ ≤ CR−d, ∀ ρ > 0, ∀ R < dy/4.
We now address ourselves to the uniform estimates of Gγρ,ε(·, y) and ∇G
γ
ρ,ε(·, y) with respect to parameter
ρ. In the case of t > (dy/4)
1−d, we obtain∣∣{x ∈ Ω : |∇Gγρ,ε(·, y)| > t}∣∣ ≤ CRd + t−2 ∫
Ω\B(y,R)
|∇Gγρ,ε(·, y)|
2 ≤ Ct−
d
d−1 , ∀ ρ > 0. (3.28)
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For t > (dy/4)
2−d, it follows that∣∣{x ∈ Ω : |Gγρ,ε(·, y)| > t}∣∣ ≤ Ct− dd−2 , ∀ ρ > 0. (3.29)
Then in view of (3.28) and (3.29), we have∫
Ω
|Gγρ,ε(·, y)|
s ≤ Cds(2−d)y + C
∫ ∞
(dy/4)2−d
ts−1 · t−
d
d−2 dt ≤ C
[
ds(2−d)y + d
s(2−d)+d
y
]
for s ∈ [1, dd−2), and ∫
Ω
|∇Gγρ,ε(·, y)|
s ≤ C
[
ds(1−d)y + d
s(1−d)+d
y
]
for s ∈ [1, dd−1), where C depends only on µ, ω, κ, λ, d,m, s and Ω. Combining the two inequalities above,
we have (3.22), and the proof is complete. 
Proof of Theorem 3.11. From the uniform estimate (3.22), it follows that there exist a subsequence of
{Gγρn,ε(·, y)}
∞
n=1 and G
γ
ε (·, y) such that for any s ∈ (1,
d
d−1),
Gγρn,ε(·, y) ⇀ G
γ
ε (·, y) weakly in W
1,s
0 (Ω;R
m) as n→∞. (3.30)
Hence, we have
B∗ε[G
γ
ε (·, y), φ] = limn→∞
B∗ε[G
γ
ρn,ε(·, y), φ] = limn→∞
−
∫
Ωρn(y)
φγ = φγ(y)
for any φ ∈W 1,p0 (Ω;R
m) with p > d, where we use the definition of the approximating Green’s matrix. Due
to Theorem 1.1, there exists the weak solution uε ∈W
1,p
0 (Ω;R
m) satisfying Lε(uε) = F in Ω and uε = 0 on
∂Ω for any F ∈ L
p
2 (Ω;Rm) with p > d. Thus we obtain
uγε (y) = B
∗
ε[G
γ
ε (·, y), uε] = Bε[uε,G
γ
ε (·, y)] =
∫
Ω
Gγε (·, y)F.
We now verify the uniqueness. If G˜γε (·, y) is another Green’s matrix of Lε, we then have u˜
γ
ε =
∫
Ω G˜
γ
ε (·, y)F .
It follows from the uniqueness of the weak solution that
∫
Ω
[
G˜γε (·, y)−G
γ
ε (·, y)
]
F = 0 for any F ∈ L
p
2 (Ω;Rm),
hence G˜γε (·, y) = G
γ
ε (·, y) a.e. in Ω.
Next, let ∗G̺,ε(·, x) denote the approximating adjoint of Gρ,ε(·, y), which satisfies
Bε[
∗Gθ̺,ε(·, x), u] = −
∫
Ω̺(x)
uθ, ∀ u ∈ H10 (Ω;R
m). (3.31)
By the same argument, we can derive the existence and uniqueness of ∗Gε(·, x), as well as the estimates
similar to (3.21) and (3.22). Thus for any ρ, ̺ > 0, we obtain
−
∫
Ωρ(y)
∗Gγθ̺,ε(z, x)dz = B
∗
ε[G
γ
ρ,ε(·, y),
∗Gθ̺,ε(·, x)] = Bε[
∗Gθ̺,ε(·, x), G
γ
ρ,ε(·, y)] = −
∫
Ω̺(x)
Gθγρ,ε(z, y)dz.
Note that Lε[
∗Gθ̺,ε(·, x)] = 0 in Ω \ B̺(x) and L
∗
ε[G
γ
ρ,ε(·, y)] = 0 in Ω \ Bρ(y). In view of Corollary 3.5,
∗Gθ̺,ε(·, x) and G
γ
ρ,ε(·, y) are locally Ho¨lder continuous. Therefore, we have ∗G
γθ
ε (y, x) = G
θγ
ε (x, y) as ρ → 0
and ̺→ 0, which implies Gε(x, y) = [
∗Gε(y, x)]
∗ for any x, y ∈ Ω and x 6= y.
Let r = |x− y| and F ∈ C∞0 (Ω r3 (x)). Assume uε is the solution of Lε(uε) = F in Ω and uε = 0 on ∂Ω.
Then we have uε(y) =
∫
Ω Gε(z, y)F (z)dz. Since Lε(uε) = 0 in Ω \ Ω r3 (x), it follows from Corollary 3.5 that
|uε(y)| ≤ C
(
−
∫
Ω r
3
(y)
|uε(z)|
2dz
) 1
2
≤ Cr1−
d
2
(∫
Ω
|uε(z)|
2∗dz
) 1
2∗
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≤ Cr1−
d
2
( ∫
Ω
|∇uε(z)|
2dz
) 1
2
≤ Cr1−
d
2 ‖F‖
L
2d
d+2 (Ω)
≤ Cr2−
d
2 ‖F‖L2(Ω r
3
(x)),
where we use Ho¨lder’s inequality in the second inequality and Sobolev’s inequality in the third inequality,
as well as the estimate (3.11) with p = 2 in the fourth inequality. This implies(
−
∫
Ω r
3
(x)
|Gε(z, y)|
2dz
) 1
2
≤ Cr2−d. (3.32)
Note that Lε[Gε(·, y)] = 0 in Ω \ B(y, r) for any r > 0. So in the case of r ≤ 3dx, it follows from (3.8) and
(3.32) that
|Gε(x, y)| ≤ C
(
−
∫
Ω r
3
(x)
|Gε(z, y)|
2dz
) 1
2
≤
C
|x− y|d−2
.
For r > 3dx, in view of (3.16) and (3.32), for any σ ∈ (0, 1), we have
|Gε(x, y)| = |Gε(x, y)− Gε(x¯, y)| ≤ C(
|x− x¯|
r
)σ
(
−
∫
Ω r
3
(x)
|Gε(z, y)|
2dz
) 1
2
≤ C
dσx
|x− y|d−2+σ
,
where x¯ ∈ ∂Ω such that dx = |x − x¯|. By the same argument, we can obtain similar results for
∗Gε(·, x).
Since |Gε(x, y)| = |
∗Gε(y, x)| for any x, y ∈ Ω and x 6= y, the following results are easily derived by the same
arguments:
|Gε(x, y)| ≤
Cdσ
′
y
|x− y|d−2+σ′
min
{
1,
dσx
|x− y|σ
}
for any σ, σ′ ∈ (0, 1), where C depends only on µ, ω, κ, λ, d,m, σ and Ω. The proof is complete. 
Remark 3.13. We will see in Section 4 that the estimates (3.19) actually hold for σ = σ′ = 1, which are
|Gε(x, y)| ≤
C
|x− y|d−2
min
{
1,
dy
|x− y|
,
dx
|x− y|
,
dxdy
|x− y|2
}
.
Let r = |x− y|, and y¯ ∈ ∂Ω such that dy = |y − y¯|. In the case of dy < r/6, due to Gε(x, ·) = 0 on ∂Ω, we
have
|Gε(x, y)| = |Gε(x, y)− Gε(x, y¯)|
≤ ‖∇Gε(x, ·)‖L∞(Ω r
6
(y))|y − y¯| ≤
Cdy
r
(
−
∫
Ω r
3
(y)
|Gε(x, z)|
2dz
) 1
2
≤
Cdy
|x− y|d−1
,
(3.33)
where we employ the estimate (4.36) in the second inequality, and (3.32) in the last one. In the case of
dy ≥ r/6, we can straightforward derive the above estimate from the estimate |Gε(x, y)| ≤ C|x − y|
2−d.
Similarly, we can derive
|Gε(x, y)| = |
∗Gε(y, x)| ≤ Cdx|x− y|
1−d.
Then we plug the above estimate back into the last inequality of (3.33), and obtain |Gε(x, y)| ≤ Cdxdy|x−
y|−d.
Remark 3.14. The main idea in the proofs of Theorem 3.11 and Lemma 3.12 can be found in [3,26]. We
comment that the indices σ and σ′ ∈ (0, 1) can be equal, which actually come from the Ho¨lder estimate
with zero boundary data. Equipped with the estimate (3.19), it is possible to arrive at the sharp Ho¨lder
estimate with nonzero boundary data.
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Proof of Theorem 1.2. We first assume that uε,1 satisfies Lε(uε,1) = 0 in Ω and uε,1 = g on ∂Ω. Let v
be the extension function of g, satisfying ∆vα = 0 in Ω and vα = gα on ∂Ω. For any x ∈ Ω, set
B = B(x, dx). We have the estimate
|∇v(x)| ≤ C
(
−
∫
1
4
B
|∇v|2dy
) 1
2
≤
C
dx
(
−
∫
1
2
B
|v(y) − v(x)|2dy
) 1
2
≤ Cdσ−1x [v]C0,σ(Ω) ≤ Cd
σ−1
x ‖g‖C0,σ (∂Ω) (3.34)
for any σ ∈ (0, 1), where we use the (interior) Lipschitz estimate (2.25) in the first inequality, Cacciopolli’s
inequality in the second inequality, and the Ho¨lder estimate: [v]C0,σ(Ω) ≤ C‖g‖C0,σ(∂Ω) in the last inequality.
By normalization we may assume ‖g‖C0,σ (∂Ω) = 1. Let wε = uε,1−v, then Lε(wε) = −Lε(v) in Ω and wε = 0
on ∂Ω. It follows from (3.18) that
wε(y) = −
∫
Ω
∇Gε(x, y)
[
Aε∇v + Vεv
]
dx−
∫
Ω
Gε(x, y)
[
Bε∇v + (cε + λ)v
]
dx,
which implies
|wε(y)| ≤ C
∫
Ω
|∇Gε(x, y)|[dx]
σ−1dx+ C
∫
Ω
|Gε(x, y)|[dx]
σ−1dx+ C
∫
Ω
(
|∇Gε(x, y)| + |Gε(x, y)|
)
dx
=: I1 + I2 + I3,
where we use the estimate (3.34).
To estimate I1, set r = dy/2. It follows from (2.9) and (3.19) that∫
B(y,r)
|∇xGε(x, y)|[dx]
σ−1dx ≤ C
∞∑
j=0
(2−jr)d
(
−
∫
B(y,2−jr)\B(y,2−j−1r)
|∇xGε(x, y)|
2dx
) 1
2
rσ−1
≤ C
∞∑
j=0
(2−jr)d−1
(
−
∫
B(y,2−j+1r)\B(y,2−j−2r)
|Gε(x, y)|
2dx
) 1
2
rσ−1 ≤ Crσ,
Next, we address ourselves to the integral on Ω \ B(y, r). Let Q be a cube in Rd with the property that
3Q ⊂ Ω\{y}, and l(Q), dist(Q, ∂Ω) are comparable, where l(Q) denotes the side length ofQ (see [41, pp.167]).
Thus, for fixed z ∈ Q there exist c1, c2 > 0 such that c1|z − y| ≤ |x− y| ≤ c2|z − y| for any x ∈ Q, and we
have ∫
Q
|∇xGε(x, y)|[dx]
σ−1dx ≤ C[l(Q)]σ−2|Q|
(
−
∫
2Q
|Gε(x, y)|
2dx
) 1
2
≤ C[l(Q)]σ+σ1−2|Q|
rσ2
|z − y|d−2+σ1+σ2
≤ Crσ2
∫
Q
[dx]
σ+σ1−2
|x− y|d−2+σ1+σ2
dx,
where we use the estimate (2.9) in the first inequality, the estimate (3.19) in the second one, and the
Chebyshev’s inequality in the last one. (Note that σ1 and σ2 will be given later.) By decomposing Ω\B(y, r)
as a non-overlapping union of cubes Q (see [41, pp.167-170]), we then obtain∫
Ω\B(y,r)
|∇xGε(x, y)|[dx]
σ−1dx ≤ Crσ2
∫
Σ0∪Σ1∪Σ2
[dx]
σ+σ1−2
(r + |x− y|)d−2+σ1+σ2
dx =: I11 + I12 + I13.
Note that we add the additional distance r in the denominator in the second inequality and therefore the
corresponding domain of integral becomes the union of Σ0 = B(y, r), Σ1 = ∪
∞
j=0Ωj and Σ2 = ∪
∞
j=0∪
∞
m=0Ωj,m,
where
Ωj = Ω ∩ {2
jr ≤ |x− y| ≤ 2j+1r} ∩ {2jr ≤ dx ≤ 2
j+1r + 2r},
Ωj,m = Ω ∩ {2
jr ≤ |x− y| ≤ 2j+1r} ∩ {2−m−1(2jr) ≤ dx ≤ 2
−m(2jr)}.
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Then a routine computation gives rise to I11 ≤ Cr
σ,
I12 ≤ Cr
σ2 ·
∞∑
j=0
(2jr)σ+σ1−2
(2jr)d−2+σ1+σ2
· (2jr)d ≤ Crσ
∞∑
j=0
(2j)σ−σ2 ≤ Crσ,
I13 ≤ Cr
σ2 ·
∞∑
j=0
∞∑
m=0
[2−m−1(2jr)]σ+σ1−1
(2jr)d−2+σ1+σ2
· (2jr)d−1 ≤ Crσ
∞∑
m=0
(2−m)σ+σ1−1
∞∑
j=0
(2j)σ−σ2 ≤ Crσ,
provided we choose σ1, σ2 ∈ (0, 1) such that σ1 + σ > 1 and σ2 < σ. Combining the above estimates, we
obtain I1 ≤ C[dy]
σ. In view of (3.19), we obtain
I2 ≤ C[dy]
σ
∫
Ω
1
|x− y|d−1
dx ≤ C[dy]
σ,
and I3 ≤ C(I1 + I2). Hence, for any y ∈ Ω we have
|wε(y)| ≤ I1 + I2 + I3 ≤ C[dy]
σ. (3.35)
Consider three cases: (1) |x− y| ≤ dx/4; (2) |x− y| ≤ dy/4; (3) |x− y| > max{dx/4, dy/4}. In the first
case, let r = dx. In view of (3.34) and (3.35) we first have
sup
z∈B(x,r/2)
|∇v(z)| ≤ Crσ−1 and sup
z∈B(x,r/2)
|wε(z)| ≤ Cr
σ. (3.36)
It follows from (3.7), (3.35) and (3.36) that
|wε(x)− wε(y)| ≤ [wε]C0,σ(B(x,dx/4))|x− y|
σ
≤ C|x− y|σ
{
r−σ
(
−
∫
2B
|wε|
2dz
) 1
2
+ r1−σ
(
−
∫
2B
(|∇v|p + |v|p)dz
) 1
p
+ r2−σ
(
−
∫
2B
(|∇v|q + |v|q)dz
) 1
q
}
≤ C|x− y|σ,
where we also use the fact ‖v‖L∞(Ω) ≤ C (the maximum principle) in the last inequality. It is clear to see
that we can handle the second case in the same manner.
In the case of (3), we derive
|wε(x)− wε(y)| ≤ |wε(x)|+ |wε(y)| ≤ C|x− y|
σ
from (3.35). Thus we have proved ‖wε‖C0,σ(Ω) ≤ C‖g‖C0,σ(∂Ω). This together with ‖v‖C0,σ (Ω) ≤ C‖g‖C0,σ(Ω)
gives
‖uε,1‖C0,σ(Ω) ≤ ‖wε‖C0,σ(Ω) + ‖v‖C0,σ(Ω) ≤ C‖g‖C0,σ(∂Ω).
In addition, assume that uε,2 satisfies Lε(uε,2) = divf + F in Ω and uε,2 = 0 on ∂Ω. It follows from
Corollary 3.8 that ‖uε,2‖C0,σ(Ω) ≤ C{‖f‖Lp(Ω) + ‖F‖Lq(Ω)}. Let uε = uε,1+ uε,2, we finally obtain (1.9) and
complete the proof. 
4 Lipschitz estimates & Nontangential maximal function estimates
Lemma 4.1. Suppose A ∈ Λ(µ, τ, κ). Let p > d and ν ∈ (0, η]. Assume that f = (fαi ) ∈ C
0,ν(Ω;Rmd),
F ∈ Lp(Ω;Rm) and g ∈ C1,ν(∂Ω;Rm). Then the unique solution uε to Lε(uε) = div(f)+F in Ω and uε = g
on ∂Ω satisfies the uniform estimate
‖∇uε‖L∞(Ω) ≤ C
{
‖f‖C0,ν(Ω) + ‖F‖Lp(Ω) + ‖g‖C1,ν (∂Ω)
}
, (4.1)
where C depends only on µ, τ, κ,m, d, η, p, ν and Ω.
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Proof. See [32, Remark 16]. In fact, (4.1) is a updated version of [3, Theorem 2]. 
Lemma 4.2. Suppose A ∈ Λ(µ, τ, κ). Let Γε(x, y) denote the fundamental solution of Lε, then we have
max{|∇xΓε(x, z)|, |∇zΓε(x, z)|} ≤ C|x− z|
1−d, |∇x∇zΓε(x, z)| ≤ C|x− z|
−d, (4.2)
where C depends only on µ, τ, κ,m, d.
Proof. See [33, pp.6]. 
Lemma 4.3. Suppose A ∈ Λ(µ, τ, κ). Let F ∈ Lp(Ω;Rm) with p > d, f ∈ C0,σ(Ω;Rmd) with σ ∈ (0, 1), and
uε ∈ H
1
loc(Ω;R
m) be the weak solution of Lε(uε) = div(f) + F in Ω. Then for any B ⊂ 2B ⊂ Ω, we have
|∇uε| ∈ L
∞(B) and the uniform estimate
‖∇uε‖L∞(B) ≤
C
r
(
−
∫
2B
|uε|
2
) 1
2
+ C
{
‖f‖L∞(2B) + r
σ[f ]C0,σ(2B) + r
(
−
∫
2B
|F |p
) 1
p
}
, (4.3)
where C depends only on µ, τ, κ, p, d,m and σ.
Proof. By rescaling we may assume r = 1, and ϕ ∈ C∞0 (2B) is a cut-off function such that ϕ = 1 on 5/4B,
ϕ = 0 outside 3/2B, and |∇ϕ| ≤ C. Then we have
−div[Aαβε ∇(ϕu
β
ε )] = div(f
αϕ) + Fαϕ− fα∇ϕ−Aαβε ∇u
β
ε∇ϕ− div(A
αβ
ε ∇ϕu
β
ε ).
It follows from the fundamental solution that for any x ∈ B,
uε(x) = −
∫
2B
∇yΓε(x, y)f(y)ϕ(y)dy +
∫
2B
Γε(x, y)
[
Fϕ− f∇ϕ−Aε∇uε∇ϕ
]
dy+
∫
2B
∇yΓε(x, y)Aε∇ϕuεdy,
(4.4)
where we use integration by part in first and third term in right hand side of the above equality. Then
differentiating both sides of (4.4) with respect to x gives
∇uε(x) = −
∫
2B
∇x∇yΓε(x, y)
[
f(y)ϕ(y)− f(x)ϕ(x)
]
dy − f(x)ϕ(x)
∫
∂(2B)
∇xΓε(x, y)n(y)dS(y)
+
∫
2B
∇xΓε(x, y)
[
Fϕ− f∇ϕ−Aε∇uε∇ϕ
]
dy +
∫
2B
∇x∇yΓε(x, y)Aε∇ϕuεdy,
where dS denotes the surface measure of ∂Ω, and n is the outward unit normal to ∂(2B). We refer the
reader to [22, pp.55] for the skill used above.
Hence, in view of (4.2), we obtain
|∇uε(x)| ≤ C
{∫
2B
|f(y)ϕ(y) − f(x)ϕ(x)|
|x− y|d
dy + sup
x∈B
|f(x)ϕ(x)|
∫
|x−y|=1
dS(y)
|x− y|d−1
+
∫
2B
|F (y)|
|x− y|d−1
dy +
∫
(3/2B)\(5/4B)
|f(y)|+ |∇uε(y)|
|x− y|d−1
dy +
∫
(3/2B)\(5/4B)
|uε(y)|
|x− y|d
dy
}
,
where we use the observation of ∇ϕ = 0 on 5/4B and ϕ = 0 outside 3/2B in last two terms. This leads to
|∇uε(x)| ≤ C
{
[f ]C0,σ(2B) + ‖f‖L∞(2B) + ‖F‖Lp(2B) +
( ∫
3/2B
|∇uε|
2dy
) 1
2
+
( ∫
2B
|uε|
2dy
) 1
2
}
for any x ∈ B. Then it follows from the Cacciopolli’s inequality that
‖∇uε‖L∞(B) ≤ C{‖uε‖L2(2B) + ‖f‖C0,σ(2B) + ‖F‖Lp(2B)},
where p > d, and C depends on µ, τ, κ, p, d,m and σ. By using the rescaling technique, (4.3) can be easily
derived. 
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Theorem 4.4. (Interior Lipschitz estimates). Suppose that A ∈ Λ(µ, τ, κ), V satisfies (1.2), (1.4), and
B, c satisfy (1.3). Let p > d and σ ∈ (0, 1). Assume that uε ∈ H
1
loc(Ω;R
m) is a weak solution to Lε(uε) =
div(f) + F in Ω, where f ∈ C0,σ(Ω;Rmd) and F ∈ Lp(Ω;Rm). Then for any B ⊂ 2B ⊂ Ω with 0 < r ≤ 1,
we have the uniform estimate
‖∇uε‖L∞(B) ≤
C
r
(
−
∫
2B
|uε|
2
) 1
2
+ C
{
‖f‖L∞(2B) + r
σ[f ]C0,σ(2B) + r
(
−
∫
2B
|F |p
) 1
p
}
, (4.5)
where C depends only on µ, τ, κ, λ, p, d,m and σ.
Proof. We only need to prove (4.5) in the case of ε < ε0, where ε0 will be given later. Since the estimate (4.5)
immediately follows from the classical results when ε ≥ ε0. Consider the transformation T (x, ε) = [T
βγ(x, ε)]
as follows
uβε = T
βγ(x, ε)vγε =
[
δβγ + εχβγ0 (x/ε)
]
vγε . (4.6)
In view of (2.13), it is not hard to see T (x, ε) is a diagonally dominant matrix whenever ε < ε1 =
ε1(µ, τ, κ,m, d). Hence we have the existence of T
−1(x, ε),
1/2 ≤
∥∥T (·, ε)∥∥
L∞(Ω)
≤ 3/2 and 2/3 ≤
∥∥T−1(·, ε)∥∥
L∞(Ω)
≤ 2 for ε ∈ (0, ε1), (4.7)
where
‖T (·, ε)‖L∞(Ω) = sup
x∈Ω
‖T (x, ε)‖∞ and ‖T (x, ε)‖∞ = max
1≤α,β≤m
|Tαβ(x, ε)|.
Moreover, in view of
T−1(x, ε)− T−1(y, ε) = T−1(x, ε)
[
T (y, ε) − T (x, ε)
]
T−1(y, ε),
we have
‖T−1(x, ε)− T−1(y, ε)‖∞ ≤ ‖T
−1(x, ε)‖∞‖T
−1(y, ε)‖∞‖T (y, ε) − T (x, ε)‖∞ ≤ C|y − x|
σ
for any σ ∈ (0, 1] and x, y ∈ B ⊂ Ω, where we use [T (·, ε)]C0,σ (Ω) ≤ Cε
1−σ[χ0]C0,σ(Y ) ≤ C(µ, τ, κ,m, d, σ)
which follows from (2.12) and (2.13). Thus we obtain
‖T−1(·, ε)‖C0,σ (Ω) = ‖T
−1(·, ε)‖L∞(Ω) +
[
T−1(·, ε)
]
C0,σ(Ω)
≤ max
{
2, C(µ, τ, κ, σ,m, d)
}
(4.8)
for ε ∈ (0, ε1).
Consider the new system
−div
(
A˜ε∇vε
)
= div(f˜) + F˜ in Ω,
where A˜αγε = A
αβ
ε
[
δβγ + εχβγ0,ε
]
,
f˜α = fα + εV αβε χ
βγ
0,εv
γ
ε and F˜
α = Fα +Aαβε ∇χ
βγ
0,ε∇v
γ
ε + V
αβ
ε ∇v
γ
ε −B
αβ
ε ∇u
β
ε −
(
cαβε + λδ
αβ
)
uβε .
Obviously, there exists ε2 = ε2(µ, τ, κ, d,m) such that A˜ ∈ Λ(
µ
2 , τ, κ + 1) whenever ε ≤ ε2.
Let ε0 = min{ε1, ε2, 1} and ε ∈ (0, ε0]. For any r ∈ (0, 1], it follows from (4.3) that
‖∇vε‖L∞(B) ≤ C
{
r−1‖vε‖L∞(2B) + ‖f˜‖L∞(2B) + r
σ′ [f˜ ]C0,σ′(2B) + r
(
−
∫
2B
|F˜ |p
) 1
p
}
, (4.9)
where σ′ = min{σ, τ}. For convenience, we denote
R(nB) =
1
r
(
−
∫
nB
|uε|
2
) 1
2
+ ‖f‖L∞(nB) + r
(
−
∫
nB
|F |p
) 1
p
.
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Hence, in view of (3.7), (3.8), (4.6) and (4.8), we obtain
‖vε‖L∞(2B) ≤ ‖T
−1(·, ε)‖L∞(2B)‖uε‖L∞(2B) ≤ CrR(4B),
[vε]C0,σ′ (2B) ≤ [T
−1(·, ε)]C0,σ′ (2B)‖uε‖L∞(2B) + ‖T
−1(·, ε)‖L∞(2B)[uε]C0,σ′(2B) ≤ C{r + r
1−σ′}R(4B),(
−
∫
2B
|∇vε|
pdx
) 1
p
≤ ‖∇T−1(·, ε)‖L∞(2B)‖uε‖L∞(2B) + ‖T
−1(·, ε)‖L∞(2B)
(
−
∫
2B
|∇uε|
pdx
) 1
p
≤ C{r + 1}R(4B),
(4.10)
where we use Theorem 3.3 to estimate the term of
(
−
∫
2B |∇uε|
pdx
)1/p
.
Note that[
f˜
]
C0,σ′ (2B)
≤ [f ]C0,σ′(2B) + ε[Vεχ0,εvε]C0,σ′(2B)
≤ [f ]C0,σ′(2B) + ε‖V ‖L∞(Rd)‖χ0‖L∞(Y )[vε]C0,σ′(2B)
+ ε1−σ
′
{
[V ]C0,σ′(Rd)‖χ0‖L∞(Y )‖vε‖L∞(2B) + [χ0]C0,σ′ (Y )‖V ‖L∞(Rd)‖vε‖L∞(2B)
}
≤ [f ]C0,σ′(2B) + C
{
‖vε‖L∞(2B) + [vε]C0,σ′(2B)
} (4.11)
where we use the condition (1.4) and the estimate (2.13) in the last inequality. Moreover, it follows from
(4.10) and (4.11) that
‖f˜‖L∞(2B) + r
σ′ [f˜ ]C0,σ′(2B) ≤ ‖f‖L∞(2B) + r
σ′ [f ]C0,σ′(2B) + C‖vε‖L∞(2B) + Cr
σ′‖vε‖C0,σ′ (2B)
≤ ‖f‖L∞(2B) + r
σ′ [f ]C0,σ′(2B) + C{r + r
1+σ′}R(4B) (4.12)
and
r
(
−
∫
2B
|F˜ |p
) 1
p
≤ r
(
−
∫
2B
|F |p
) 1
p
+Cr
(
−
∫
2B
|∇vε|
p
) 1
p
+ Cr
(
−
∫
2B
|∇uε|
p
) 1
p
+ Cr‖uε‖L∞(2B)
≤ r
(
−
∫
2B
|F |p
) 1
p
+C{r + r2}R(4B) (4.13)
Combining (4.9), (4.10), (4.12) and (4.13), we have
‖∇vε‖L∞(B) ≤ C
{
‖f‖L∞(2B) + r
σ′ [f ]C0,σ′(2B) + r
(
−
∫
2B
|F |p
) 1
p
}
+ C
{
1 + r + r1+σ
′
+ r2
}
R(4B),
where C depends on µ, τ, κ, λ, σ, p,m, d. This, together with (2.12), (4.7) and (4.10), gives
‖∇uε‖L∞(B) ≤ ‖∇T (·, ε)‖L∞(B)‖vε‖L∞(B) + ‖T (·, ε)‖L∞(B)‖∇vε‖L∞(B) ≤ C
{
R(4B) + rσ[f ]C0,σ(4B)
}
.
Note that since σ′ ≤ σ we have rσ
′
[f ]C0,σ′(4B) ≤ Cr
σ[f ]C0,σ(4B).
For any Br(x0) ⊂ B2r(x0) ⊂ Ω, there exist {B r
4
(xi)}
N
i=1 and xi ∈ Br(x0) such that Br(x0) ⊂ ∪
N
i=1B r4 (xi).
It is clear to see Br(xi) ⊂ B2r(x0) for any xi ∈ Br(x0). Hence we have
‖∇uε‖L∞(Br(x0)) ≤ max1≤i≤N
{
‖∇uε‖L∞(B r
4
(xi))
}
≤ C
{
R(Br(xi)) + r
σ[f ]C0,σ(Br(xi))
}
≤ C
{
r−1
(
−
∫
B2r(x0)
|uε|
2
) 1
2
+ ‖f‖L∞(B2r(x0)) + r
σ[f ]C0,σ(B2r(x0)) + r
(
−
∫
B2r(x0)
|F |p
) 1
p
}
,
and we complete the proof. 
To prove the global Lipschitz estimates, we study some properties of the Dirichlet correctors Φε,k,
0 ≤ k ≤ d, which actually play a similar role as χk in the interior Lipschitz estimates.
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Lemma 4.5. Suppose A ∈ Λ(µ, τ, κ). Let g ∈ C0,1(∂Ω;Rm), and uε ∈ H1(Ω;Rm) be the solution of
Lε(uε) = 0 in Ω and uε = g on ∂Ω. Then for any Q ∈ ∂Ω and ε ≤ r < diam(Ω),(
−
∫
B(Q,r)∩Ω
|∇uε|
2dx
) 1
2
≤ C
{
‖∇g‖L∞(∂Ω) + ε
−1‖g‖L∞(∂Ω)
}
, (4.14)
where C depends only on µ, τ, κ, d,m and Ω .
Lemma 4.6. Let A ∈ Λ(µ, τ, κ). Then we have
‖Φβε,k − P
β
k ‖L∞(Ω) ≤ Cε and ‖∇Φε,k‖L∞(Ω) ≤ C (4.15)
for 1 ≤ k ≤ d, where C depends only on µ, τ, κ, d,m, η and Ω.
Remark 4.7. Lemmas 4.5 and 4.6 were proved in [38], as well as in [3]. Here we omit the proof.
Lemma 4.8. Assume that A ∈ Λ(µ, τ, κ), and V satisfies (1.2), (1.4). Then for any σ ∈ (0, 1], we have
‖Φε,0 − I‖L∞(Ω) ≤ Cε, ‖Φε,0 − I‖C0,σ(Ω) ≤ Cε
1−σ and ‖∇Φε,0‖L∞(Ω) ≤ C, (4.16)
where C depends only on µ, τ, κ, d,m, η and Ω .
Proof. Let r0 = diam(Ω). If ε ≥ cr0, (4.16) follows from the classical boundary Lipschitz estimates for
elliptic system in divergence form with the Ho¨lder continuous coefficients. If 0 < ε < cr0, consider
uε(x) = Φε,0(x)− I − εχ0(x/ε).
Then Lε(uε) = Lε(Φε,0) − Lε[εχ0(x/ε)] = 0 in Ω, and uε = −εχ0(x/ε) on ∂Ω. Hence, it follows from the
Agmon-Miranda maximum principle (see [3, Theorem 3] or [38, Remark 3.4.4]) that
sup
x∈Ω
|uε(x)| ≤ C sup
x∈∂Ω
|uε(x)| ≤ Cε‖χ0‖L∞(Rd) ≤ Cε,
which implies ‖Φε,0 − I‖L∞(Ω) ≤ Cε. Additionally, for any σ ∈ (0, 1), in view of Theorem 1.2, we have
‖Φε,0− I‖C0,σ(Ω) ≤ Cε
1−σ. Note that Lε is the special case of Lε, and C depends only on µ, τ, κ, d,m, σ and
Ω.
Moreover, it follows from Lemma 4.5 that(
−
∫
D(Q,r)
|∇uε|
2dx
)1/2
≤ C,
which implies (
−
∫
D(Q,r)
|∇Φε,0|
2dx
)1/2
≤ C (4.17)
for any Q ∈ ∂Ω, and ε ≤ r < r0. By the interior Lipschtiz estimate, we have
sup
{dx≥ε}∩Ω
|∇uε(x)| ≤
C
ε
(
−
∫
Ω
|uε|
2dy
)1/2
≤ C,
which gives
sup
{dx≥ε}∩Ω
|∇Φε,0(x)| ≤ C. (4.18)
In the case of {dx < ε} ∩ Ω, we apply the blow-up argument. Let
v(x) =
1
ε
Φε,0(εx)−
1
ε
I,
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then we have {
L1(v) = div(V ) in Ωε,
v = 0 on ∂Ωε,
where Ωε = {x ∈ Rd : εx ∈ Ω}. Note that although the character of the boundary varies, Ωε is still a
bounded C1,η domain. The boundary functions of Ωε are denoted by ψi,ε(x) = ψi(εx), i = 1, · · · , n0 (recall
Remark 2.2), and we fortunately have ‖ψi,ε‖C1,η(Rd−1) ≤ ε
1+η‖ψi‖C1,η(Rd−1) ≤ ε
1+ηM0. Hence, it follows
from the (boundary) Lipschitz estimate (2.25) that
sup
B(0,1)∩Ωε
|∇v| ≤ C
{(
−
∫
B(0,2)∩Ωε
|∇v|2dy
) 1
2
+ ‖V ‖C0,τ (Rd)
}
.
This implies
sup
x∈D(0,ε)
|∇Φε,0(x)| ≤ C
{(
−
∫
D(0,2ε)
|∇Φε,0|
2dy
) 1
2
+ ‖V ‖C0,τ (Rd)
}
≤ C. (4.19)
Note that we choose r = 2ε in (4.17) to give the last inequality. Combining (4.18) and (4.19), we have
‖∇Φε,0‖L∞(Ω) ≤ C, and this also implies the second estimate of (4.16) for σ = 1. We thus complete the
proof. 
Lemma 4.9. Assume the same conditions as in Lemma 4.8. Then we have∥∥∇Φε,0∥∥C0,τ (Ω) ≤ Cmax{ε−τ , 1}. (4.20)
Furthermore, Φ−1ε,0 exists and satisfies the following estimates:
2/3 ≤
∥∥Φ−1ε,0∥∥L∞(Ω) ≤ 2, ∥∥∇(Φ−1ε,0)∥∥L∞(Ω) ≤ C, (4.21)
whenever ε ≤ ε0, where ε0 = ε0(µ, τ, κ, d,m,Ω) is sufficiently small, and C depends only on µ, τ, κ, d,m, η
and Ω.
Proof. Let Φ˜ε,0 = Φε,0 − I, then Lε(Φ˜ε,0) = div(Vε) in Ω, and Φ˜ε,0 = 0 on ∂Ω. We first prove (4.20) in the
case of ε < 1. Set U(ε) = Ω ∩B(P, ε) for any P ∈ Ω. By translation we may assume P = 0. In view of the
Schauder estimate (2.26) and Lemma 4.8, we have
[
∇Φ˜ε,0
]
C0,τ (U(ε))
≤ Cε−τ
{(
−
∫
U(2ε)
|∇Φ˜ε,0|
2
) 1
2
+ ‖Vε‖L∞(U(2ε)) + ε
τ [Vε]C0,τ (U(2ε))
}
≤ Cε−τ
{
‖∇Φε,0‖L∞(Ω) + ‖V ‖C0,τ (Rd)
}
≤ Cε−τ ,
where C depends only on µ, τ, κ,m, d, η and M0. Note that [∇Φε,0]C0,τ (U(ε)) = [∇Φ˜ε,0]C0,τ (U(ε)). Thus by a
covering argument (see [22, pp.98]), we obtain ‖∇Φε,0‖C0,τ (Ω) ≤ Cε
−τ . The case of ε > 1 is trivial, since we
can derive (4.20) by using the Schauder estimates (2.19) directly.
Next we prove (4.21). It follows from (4.16) that ‖Φ˜0,ε‖L∞(Ω) ≤ Cε. Since Φε,0 = I+Φ˜0,ε, we know that
there exists Φ−1ε,0 ∈ L
∞(Ω) such that
1/2 ≤ ‖Φε,0‖L∞(Ω) ≤ 3/2 and 2/3 ≤ ‖Φ
−1
ε,0‖L∞(Ω) ≤ 2
whenever ε ≤ ε0(µ, τ, κ, d,m,Ω), and ε0 is sufficiently small.
Due to
Φ−1ε,0(x)− Φ
−1
ε,0(y) = Φ
−1
ε,0(x)
[
Φε,0(y)− Φε,0(x)
]
Φ−1ε,0(y),
we have ∣∣Φ−1ε,0(x)− Φ−1ε,0(y)∣∣ ≤ ‖Φ−1ε,0‖L∞(Ω)‖Φ−1ε,0‖L∞(Ω)‖∇Φε,0‖L∞(Ω)|x− y| ≤ C|x− y|
for x, y ∈ Ω, and this implies ‖∇Φ−1ε,0‖L∞(Ω) ≤ C. The proof is complete. 
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Lemma 4.10. (A nonuniform estimate). Suppose that A ∈ Λ(µ, τ, κ), V satisfies (1.2), (1.4), and B, c
satisfy (1.3). Let p > d and σ ∈ (0, τ ]. Assume f ∈ C0,σ(Ω;Rmd) and F ∈ Lp(Ω;Rm), then the weak
solution to Lε(uε) = div(f) + F in Ω and uε = 0 on ∂Ω satisfies the estimate
‖∇uε‖C0,
σ
4 (Ω)
≤ Cmax
{
ε
σ
2
−1, 1
}{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
, (4.22)
where C depends only on µ, τ, κ, λ, p, d,m, η and Ω.
Proof. If ε ≥ 1, (4.22) follows directly from the Schauder estimate (2.29) and the Lipschitz estimate (2.28).
In the case of 0 < ε < 1, the main idea is based upon the following interpolation inequality[
∇uε
]
C0,
σ
4 (Ω)
≤ 2‖∇uε‖
3
4
L∞(Ω)
[
∇uε
] 1
4
C0,σ(Ω)
. (4.23)
Set U(ε) = Ω ∩ B(P, ε) for any P ∈ Ω, and by translation we may assume P = 0. We first study
‖∇uε‖L∞(Ω) through the uniform Ho¨lder estimates. To do so, let vε = uε − [I + εχ0(x/ε)]uε(0). Hence we
have
Lε(vε) = div(f) + F +
[
div(εVεχ0,ε)−Bε∇yχ0,ε − (cε + λI)(I + εχ0,ε)
]
uε(0) in Ω,
where y = x/ε. If 0 ∈ ∂Ω, we have vε = 0 on ∂Ω. From the Lipschitz estimate (2.31) on ε scale, we obtain
‖∇vε‖L∞(U(ε)) ≤ C
{
1
ε
(
−
∫
U(2ε)
|vε|
2
) 1
2
+ ‖f‖L∞(U(2ε)) + ε
σ[f ]C0,σ(U(2ε)) + ε
(
−
∫
U(2ε)
|F |p
) 1
p
+ |uε(0)|
}
≤
C
ε
(
−
∫
U(2ε)
|uε − uε(0)|
2
) 1
2
+ C‖uε‖L∞(Ω) + C
∥∥f∥∥
C0,σ(Ω)
+ Cεσ
∥∥F∥∥
Lp(U(2))
≤
C
ε1−σ
∥∥uε∥∥C0,σ(Ω) + C{∥∥f∥∥C0,σ(Ω) + ∥∥F∥∥Lp(Ω)},
where we use (3.14) in the third inequality. This implies
‖∇uε‖L∞(Ω) ≤ ‖∇vε‖L∞(Ω) + ‖∇χ0‖L∞(Y )‖uε‖L∞(Ω) ≤ Cε
σ−1
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
. (4.24)
Next, it directly follows from the Schauder estimate (2.32) that
[
∇uε
]
C0,σ(U(ε))
≤ C
{
1
ε1+σ
(
−
∫
U(2ε)
|uε|
2
) 1
2
+ [f ]C0,σ(U(2ε)) + ε
−σ‖f‖L∞(U(2ε)) + ε
1−σ
(
−
∫
U(2ε)
|F |p
) 1
p
}
≤
C
ε1+σ
{
‖uε‖L∞(Ω) + ‖f‖C0,σ(Ω)
}
+ C
(∫
Ω
|F |p
) 1
p
≤
C
ε1+σ
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
,
where C depends on µ, τ, κ, λ, p, σ,m, d, η and Ω. By a covering argument (see [22, pp.98]), we have
[∇uε]C0,σ(Ω) ≤ Cε
−1−σ
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
. (4.25)
Finally, the estimate (4.22) follows from (4.23), (4.24) and (4.25). We complete the proof. 
Proof of Theorem 1.3. In the case of g = 0, we only need to consider the following transformation
uβε (x) = Φ
βγ
ε,0(x)v
γ
ε (x) (4.26)
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for ε < ε∗, where ε∗ = min{ε0, ε1, ε2}, and ε0 is given in Lemma 4.9 and ε1, ε2 can be chosen later. Since it
is clear to see that the estimate (1.10) immediately follows from the Lipschitz estimate (2.28) for ε ≥ ε∗.
Then the Dirichlet problem (1.7) can be transformed into{
Lε(vε) = div(f˜) + F˜ in Ω,
vε = 0 on ∂Ω,
(4.27)
where
f˜α = fα +Aαβε (Φ
βγ
ε,0 − δ
βγ)∇vγε + V
αβ
ε (Φ
βγ
ε,0 − δ
βγ)vγε ,
F˜α = Fα +Aαβε ∇Φ
βγ
ε,0∇v
γ
ε + V
αγ
ε ∇v
γ
ε −B
αβ
ε ∇u
β
ε − (c
αβ
ε + λδ
αβ)uβε .
It follows from Theorem 1.1 and Corollary 3.8 that
max
{
‖∇uε‖Lp(Ω), ‖uε‖C0,σ′(Ω)
}
≤ C
{
‖f‖L∞(Ω) + ‖F‖Lp(Ω)
}
.
This, together with Lemma 4.9, gives
max
{
‖∇vε‖Lp(Ω), ‖vε‖C0,σ′ (Ω)
}
≤ C
{
‖f‖L∞(Ω) + ‖F‖Lp(Ω)
}
, (4.28)
where σ′ = 1 − d/p, and C depends on µ, τ, κ, λ, σ, p, d,m and Ω. Here we use vε = Φ
−1
ε,0uε, and ∇vε =
∇(Φ−1ε,0)uε + Φ
−1
ε,0∇uε. However we need to rewrite ∇vε = −∇Φε,0vε + (I − Φε,0)∇vε +∇uε to handle the
Ho¨lder norm of ∇vε. Set ν = min{τ, σ, σ
′}/4 and ν ′ = max{τ, 1− 2ν}. Note that 0 < ν ′ < 1, and we obtain
[∇vε]C0,ν (Ω) ≤ [∇Φε,0]C0,ν(Ω)‖vε‖L∞(Ω) + ‖∇Φε,0‖L∞(Ω)[vε]C0,ν(Ω) + [I − Φε,0]C0,ν(Ω)‖∇vε‖L∞(Ω)
+ ‖I − Φε,0‖L∞(Ω)[∇vε]C0,ν(Ω) + [∇uε]C0,ν(Ω)
≤ C(ε−τ + ε2ν−1)
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
+ Cε1−ν‖∇vε‖L∞(Ω) +Cε[∇vε]C0,ν(Ω)
where we apply (4.16), (4.20), (4.22) and (4.28) to the second inequality. This implies
[∇vε]C0,ν(Ω) ≤ Cε
−ν′
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
+ C‖∇vε‖L∞(Ω) (4.29)
whenever ε < ε1, where ε1 = min{1/(2C), 1}. Hence, we have
‖f˜‖C0,ν (Ω) ≤ ‖f‖C0,σ(Ω) + Cε‖∇vε‖L∞(Ω) +
[
Aε(Φε,0 − I)∇vε
]
C0,ν(Ω)
+ ‖Vε(Φε,0 − I)vε‖C0,ν(Ω)
≤ Cε1−ν
′
‖∇vε‖L∞(Ω) + C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
,
where we use (1.4), (4.16), (4.20), (4.28) and (4.29) in the second inequality. In view of (4.28), we also have
‖F˜‖Lp(Ω) ≤ ‖F‖Lp(Ω) + C
{
‖∇vε‖Lp(Ω) + ‖∇uε‖Lp(Ω) + ‖uε‖Lp(Ω)
}
≤ C
{
‖f‖L∞(Ω) + ‖F‖Lp(Ω)
}
.
We now apply Lemma 4.1 to (4.27) and obtain
‖∇vε‖L∞(Ω) ≤ C
{
‖f˜‖C0,ν(Ω) + ‖F˜‖Lp(Ω)
}
≤ Cε1−ν
′
‖∇vε‖L∞(Ω) +C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
,
which gives ‖∇vε‖L∞(Ω) ≤ C
{
‖f‖C0,σ(Ω) + ‖F‖Lp(Ω)
}
, whenever ε < ε2 = min{1/(2C)
1
1−ν′ , 1}. So we have
‖∇uε‖L∞(Ω) ≤ ‖∇(Φε,0vε)‖L∞(Ω) ≤ C{‖f‖C0,σ + ‖F‖Lp(Ω)}, (4.30)
where C depends only on µ, τ, κ, λ, p, σ, d,m,M0 , η and |Ω|.
29
In the case of g 6= 0, consider the homogeneous system Lε(uε) = 0 in Ω and uε = g on Ω, where
g ∈ C1,σ(∂Ω;Rm) with σ ∈ (0, η]. Let hε be the extension function of g, satisfying
−div(Aε∇hε) = 0 in Ω and hε = g on ∂Ω.
It follows from Lemma 4.1 that ‖∇hε‖L∞(Ω) ≤ C‖g‖C1,σ(∂Ω), where C depends only on µ, τ, κ, σ, d,m, η and
Ω. Let ̺ = min{τ, σ}. By the argument applied to Lemma 4.10, we obtain [∇hε]C0,̺(Ω) ≤ Cε
−1−̺‖g‖C1,σ (∂Ω).
Indeed, due to (2.26) we have[
∇hε
]
C0,̺(B(P,ε))
≤ Cε−̺
(
−
∫
B(P,2ε)
|∇hε|
2
) 1
2
≤ Cε−̺‖∇hε‖L∞(Ω) ≤ Cε
−̺‖g‖C1,σ (∂Ω)
for any B(P, 2ε) ⊂ Ω, while for the boundary estimates, it follows from the (boundary) Schauder estimate
(2.27) that[
∇hε
]
C0,̺(D(ε))
≤
C
ε̺
{
‖∇hε‖L∞(D(2ε)) + ‖∇g‖L∞(∆(2ε)) + ε
̺[∇g]C0,̺(∆(2ε)) + ε
−1‖g‖L∞(∆(2ε))
}
≤
C
ε1+̺
{
‖∇hε‖L∞(Ω) + ‖g‖C1,̺(∂Ω)
}
≤ Cε−1−̺‖g‖C1,σ(∂Ω)
for any P ∈ ∂Ω, where C depends on µ, τ, κ, ̺, d,m,M0, η, and |Ω|. Thus we have
[∇hε]C0,
̺
2 (Ω)
≤ 2‖∇hε‖
1
2
L∞(Ω)[∇hε]
1
2
C0,̺(Ω)
≤ Cε−
1+̺
2 ‖g‖C1,σ(∂Ω). (4.31)
Set wβε (x) = u
β
ε (x)− Φ
βγ
ε,0(x)h
γ
ε (x), we obtain{
Lε(wε) = div(f˜) + F˜ , in Ω,
wε = 0, on ∂Ω,
where
f˜α = Aαβε (Φ
βγ
ε,0 − δ
βγ)∇hγε + V
αβ
ε (Φ
βγ
ε,0 − δ
βγ)hγε ,
F˜α = Aαβε ∇Φ
βγ
ε,0∇h
γ
ε + V
αγ
ε ∇h
γ
ε −B
αβ
ε ∇(Φ
βγ
ε,0h
γ
ε )− (c
αβ
ε + λδ
αβ)Φβγε,0h
γ
ε .
Now, let ν = ̺/2. In view of (4.16) and (4.31), we have
‖f˜‖C0,ν (Ω) ≤ C‖g‖C1,σ(∂Ω) and ‖F˜‖Lp(Ω) ≤ C‖g‖C1,σ(∂Ω).
Note that ‖hε‖L∞(Ω) ≤ C‖g‖L∞(∂Ω), where C depends only on µ, τ, κ, σ, d,m and Ω. Hence, recalling (4.30),
we have
‖∇uε‖L∞(Ω) ≤ ‖∇wε‖L∞(Ω) + ‖∇(Φε,0hε)‖L∞(Ω)
≤ C{‖f˜‖C0,ν(Ω) + ‖F˜‖Lp(Ω) + ‖g‖C1,σ(∂Ω)} ≤ C‖g‖C1,σ(∂Ω). (4.32)
Finally, (1.10) follows from (4.30) and (4.32) by writing uε = uε,1 + uε,2, where uε,1, uε,2 respectively
satisfy the homogeneous and non-homogeneous systems (see (3.15)). The proof is complete. 
Lemma 4.11. Suppose that the coefficients of Lε satisfy the same conditions as in Theorem 1.4. Then
Gε(x, y) has the following estimates:
|∇x∇yGε(x, y)| ≤
C
|x− y|d
, (4.33)
|∇xGε(x, y)| ≤
C
|x− y|d−1
min
{
1,
dy
|x− y|
}
and |∇yGε(x, y)| ≤
C
|x− y|d−1
min
{
1,
dx
|x− y|
}
(4.34)
for any x, y ∈ Ω and x 6= y, where C depends only on µ, τ, κ, λ, d,m, η and Ω.
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Proof. For any x, y ∈ Ω, let r = |x− y|. Due to
L∗ε[Gε(·, y)] = 0 in Ω \B(y, ρ) (4.35)
for any ρ > 0, it follows from (1.10) and (3.32) that
|∇xGε(x, y)| ≤ ‖∇Gε(·, y)‖L∞(Ω r
6
(x)) ≤
C
r
(
−
∫
Ω r
3
(x)
|Gε(z, y)|
2dz
) 1
2
≤ Cr1−d, (4.36)
where x can be on ∂Ω. By applying the localization technique (as shown in Remark 2.13) to (1.10), we have
‖∇uε‖L∞(Ω r
6
(x)) ≤
C
r
(
−
∫
Ω r
3
(x)
|uε|
2dy
)1/2
for uε satisfying Lε(uε) = 0 in Ω r
3
(x) and uε = 0 on ∂(Ω r
3
(x)) ∩ ∂Ω. (We remark that we just consider
the estimate at boundary, and the interior one directly follows from (4.3).) So, we can derive the second
inequality of (4.36).
For the adjoint Green’s matrix ∗Gε(·, x), we have |∇yGε(x, y)| = |∇
∗
yGε(y, x)| ≤ Cr
1−d by the same
argument. Moreover, since ∇yGε(·, y) still satisfies (4.35) for any ρ > 0, and ∇yGε(·, y) = 0 on ∂Ω, we obtain
|∇x∇yGε(x, y)| ≤
C
r
(
−
∫
Ω r
3
(x)
|z − y|2(1−d)dz
) 1
2
≤ Cr−d,
where r/2 < |z − y| < 2r. Observe that ∇yGε(·, y) = 0 and ∇x[
∗Gε(·, x)] = 0 on ∂Ω, we have
|∇yGε(x, y)| = |∇yGε(x, y)−∇yGε(x¯, y)| ≤ |∇x∇yGε(x, y)||x − x¯| ≤
Cdx
|x− y|d
,
where x¯ ∈ ∂Ω such that dx = |x − x¯|. Similarly, we have |∇xGε(x, y)| ≤ Cdy|x − y|
−d, and the proof is
complete. 
Proof of Theorem 1.4. Define the conormal derivative ∂∂ν ,
(
∂
∂ν
)∗
corresponding to Lε and L
∗
ε as
follows:
∂
∂ν
= −niAij(x/ε)
∂
∂xj
− niVi(x/ε),
(
∂
∂ν
)∗
= −njAij(x/ε)
∂
∂xi
− njBj(x/ε),
where n = (n1, · · · , nd) denotes the outward unit normal vector to ∂Ω. Thus, define the Poisson kernel
Pε(·, y) =
[
Pγβε (·, y)
]
associated with Lε as
Pγβε (x, y) =
(
∂
∂ν
)∗ [
Gαγε (x, y)
]
= −nj(x)a
αβ
ij (x/ε)
∂
∂xi
{
Gαγε (x, y)
}
− nj(x)B
αβ
j (x/ε)G
αγ
ε (x, y)
for y ∈ Ω and x ∈ ∂Ω. It follows from (4.34) that
|Pε(x, y)| ≤ Cdy|x− y|
−d, (4.37)
where C depends only on µ, τ, κ, λ, d,m, η and Ω. Thus for any g ∈ Lp(∂Ω;Rm) with p ∈ (1,∞], the solution
to Lε(uε) = 0 in Ω and uε = g on ∂Ω can be written by
uε(y) =
∫
∂Ω
Pε(x, y)g(x)dS(x) (4.38)
for any y ∈ Ω, and it follows from (4.37) that
|uε(y)| ≤ Cdy
∫
∂Ω
|g(x)|
|x− y|d
dS(x) (4.39)
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Recall that the nontangential maximal function of uε is defined by
(uε)
∗(Q) = sup
{
|uε(x)| : x ∈ Ω and |x−Q| ≤ N0dist(x, ∂Ω)
}
for Q ∈ ∂Ω, (4.40)
where N0 = N0(Ω) > 1 is sufficiently large. Hence, if |y − x0| ≤ N0dy for some x0 ∈ ∂Ω, then we have
|uε(y)| ≤ C−
∫
∂Ω∩B(x0,r)
|g(x)|dS(x) + Cdy
∞∑
j=0
∫
Σj
|g(x)|dS(x)
|x− y|d
≤ C
{
−
∫
∂Ω∩B(x0,r)
|g(x)|dS(x) +
∞∑
j=0
2−j−
∫
∂Ω∩B(x0,2j+1r)
|g(x)|dS(x)
}
≤ C sup
0<r<diam(Ω)
{
−
∫
∂Ω∩B(x0,r)
|g(x)|dS(x)
}
where r = dy/2 and Σj = ∂Ω ∩
{
B(x0, 2
j+1r) \B(x0, 2
jr)
}
. Note that
M∂Ω(|g|)(x0) = sup
0<r<diam(Ω)
{
−
∫
∂Ω∩B(x0,r)
|g(x)|dS(x)
}
is the Hardy-Littlewood maximal function of g on ∂Ω. Thus it is not hard to see that
(uε)
∗(x0) ≤ CM∂Ω(|g|)(x0).
Due to the Lp bounded properties of the Hardy-Littlewood maximal operator: ‖M∂Ω(|g|)‖Lp(∂Ω) ≤
C‖g‖Lp(∂Ω) for 1 < p ≤ ∞ (see [41, pp.5]), the estimates (1.14) and (1.15) can be derived immediately.
Now, we turn back to verify (4.38). Let R = dy/2, and ϕ ∈ C
1
0 (B(y,R)) be a cut-off function such that
ϕ = 1 in B(y,R/4) and ϕ = 0 outside B(y,R/2). Then, since Lε(uε) = 0, we have Lε(ϕuε) = −Lε[(1−ϕ)uε]
in Ω and ϕuε = 0 on ∂Ω. Hence, in view of (3.18), we obtain(
ϕuε
)
(y) = −
∫
Ω
Gε(·, y)Lε[(1 − ϕ)uε]
= − lim
r→0
{∫
Ω\B(y,r)
Gε(·, y)Lε[(1− ϕ)uε]−
∫
Ω\B(y,r)
L∗ε
[
Gε(·, y)
]
[(1 − ϕ)uε]
}
=
∫
∂Ω
Pε(·, y)[(1 − ϕ)uε] + lim
r→0
∫
∂B(y,r)
Gε(·, y)
∂
∂ν
[
(1− ϕ)uε
]
− lim
r→0
∫
∂B(y,r)
Pε(·, y)[(1 − ϕ)uε]
=
∫
∂Ω
Pε(·, y)[(1 − ϕ)uε].
Note that L∗ε
[
Gε(·, y)
]
= 0 in Ω \ B(y, r) for any r > 0, and (1 − ϕ)uε ≡ 0 in B(y,R/4). The proof is
complete. 
Remark 4.12. Note that the same type of results for Lε with Dirichlet boundary conditions and Neumann
boundary conditions were shown in [5, Theorem 3] and [31, Theorem 1.3], respectively. Also, we refer the
reader to [2, Theorem 1.3] for the same type of result in the almost periodic setting. In the case of m = 1,
when we derive the estimate (1.15) with C = 1, there is no regularity condition on the coefficients of Lε,
but some additional conditions on V are inevitably required even when λ ≥ λ0, and ε = 1 (see [22, pp.179]).
5 Convergence rates
Lemma 5.1. Suppose that A ∈ Λ(µ, τ, κ), and V satisfies (1.2) and (1.4). Let
Ψαβε,0(x) = Φ
αβ
ε,0(x)− δ
αβ − εχαβ0 (x/ε), Ψ
β
ε,k(x) = Φ
β
ε,k(x)− P
β
k − εχ
β
k(x/ε).
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Then we have
max
0≤k≤d
‖Ψε,k‖L∞(Ω) ≤ Cε, max
0≤k≤d
x∈Ω
|∇Ψε,k(x)| ≤ Cmin
{
1, εd−1x
}
, (5.1)
where C depends only on µ, τ, κ,m, d and Ω.
Proof. By the definition of Dirichlet correctors Φε,k, we have Lε(Ψε,k) = 0 in Ω and Ψε,k = −εχk,ε on ∂Ω.
Thus it follows from the interior Lipschitz estimate (4.3) and Agmon-Miranda maximum principle (see [3])
that,
|∇Ψε,k(x)| ≤
C
dx
(
−
∫
B(x,dx)
|Ψε,k|
2dy
)1/2
≤ Cεd−1x , ∀x ∈ Ω.
The rest parts of the lemma follow from Lemmas 4.6 and 4.8, and Remark 2.9. 
Lemma 5.2. Suppose that uε ∈ H
1(Ω), u ∈ H2(Ω) and Lε(uε) = L0(u) in Ω. Let
wβε = u
β
ε −Φ
βγ
ε,0u
γ −
[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
,
where 1 ≤ k ≤ d. Then
[Lε(wε)]
α =
∂
∂xi
{
E˜αγkij,ε
∂2uγ
∂xk∂xj
+ F˜αγki,ε
∂uγ
∂xk
+ H˜αγi,ε u
γ
}
+ aαβij,ε
{
∂Ψβγε,k
∂xj
∂2uγ
∂xk∂xi
+
∂Ψβγε,0
∂xj
∂uγ
∂xi
}
− Bαβi,ε
{[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xi∂xk
+
[
Φβγε,0 − δ
βγ
]∂uγ
∂xi
}
−Bαβi,ε
{
∂Ψβγε,k
∂xi
∂uγ
∂xk
+
∂Ψβγε,0
∂xi
uγ
}
−
[
cαβε + λδ
αβ
]{[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
+
[
Φβγε,0 − δ
βγ
]
uγ
}
− ε
∂ϑαγk
∂yi
∂2uγ
∂xk∂xi
− ε
∂ζαγ
∂yi
∂uγ
∂xi
,(5.2)
where y = x/ε, and
E˜αγkij,ε = εE
αγ
kij,ε + a
αβ
ij,ε
[
Φβγε,k − xkδ
βγ
]
,
F˜αγki,ε = εF
αγ
ki,ε + a
αβ
ik,ε
[
Φβγε,0 − δ
βγ
]
+ V αβi,ε
[
Φβγε,k − xkδ
βγ
]
+ ε
∂ϑαγk
∂yi
,
H˜αγi,ε = V
αβ
i,ε
[
Φβγε,0 − δ
βγ
]
+ ε
∂ζαγ
∂yi
.
Note that Eαγkij,ε, F
αγ
ki,ε, ϑ
αγ
k , ζ
αγ are defined in Remark 2.9.
Proof. From Lε(uε) = L0(u), it follows that
[Lε(wε)]
α = [L0(u)]
α − [Lε(Φε,0u)]
α −
[
Lε
(
(Φε,k − xkI)
∂u
∂xk
)]α
= −
∂
∂xi
{
âαβij
∂uβ
∂xj
}
+
(
B̂αβi − V̂
αβ
i
)∂uβ
∂xi
+
[
ĉαβ + λδαβ
]
uβ − [I1]
α − [I2]
α, (5.3)
where I1 = Lε(Φε,0u) and I2 = Lε
[
(Φε,k−xkI)
∂u
∂xk
]
. By the definition of Φε,k, and χk, 0 ≤ k ≤ d, we obtain
[I1]
α = −
∂
∂xi
{
aαβij,ε
∂uβ
∂xj
}
−
∂
∂xi
{
aαβij,ε
[
Φβγε,0 − δ
βγ
]∂uγ
∂xj
}
− aαβij,ε
∂Φβγε,0
∂xj
∂uγ
∂xi
−
∂
∂xi
{
V αβi,ε
}[
Φβγε,0 − δ
βγ
]
uγ − V αβi,ε
∂
∂xi
{
Φβγε,0u
γ
}
+Bαβi,ε
∂
∂xi
{
Φβγε,0u
γ
}
+
[
cαβε + λδ
αβ
]
Φβγε,0u
γ
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= −
∂
∂xi
{
aαβij,ε
∂uβ
∂xj
}
−
∂
∂xi
{
aαβij,ε
(
Φβγε,0 − δ
βγ
)∂uγ
∂xj
}
− aαβij,ε
∂Ψβγε,0
∂xj
∂uγ
∂xi
− aαβij,ε
∂χβγ0
∂yj
∂uγ
∂xi
−
∂
∂xi
{
V αβi,ε
[
Φβγε,0 − δ
βγ
]
uγ
}
− V αβi,ε
∂uβ
∂xi
+Bαβi,ε
{∂uβ
∂xi
+
[
Φβγε,0 − δ
βγ
]∂uγ
∂xi
+
∂Ψβγε,0
∂xi
uγ +
∂χβγ0
∂yi
uγ
}
+
[
cαβε + λδ
αβ
]
Φβγε,0u
γ
and
[I2]
α = −
∂
∂xi
{
aαβij,ε
∂χβγk
∂yj
∂uγ
∂xk
}
−
∂
∂xi
{
aαβij,ε
∂
∂xj
[
Φβγε,k − xkδ
βγ − εχβγk,ε
]∂uγ
∂xk
}
−
∂
∂xi
{
V αβi,ε
[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
}
−
∂
∂xi
{
aαβij,ε
[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xj∂xk
}
+Bαβi,ε
∂
∂xi
{[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
}
+
[
cαβε + λδ
αβ
][
Φαβε,k − xkδ
αβ
]∂uγ
∂xk
= −
∂
∂xi
{
aαβik,ε
∂χβγj
∂yk
∂uγ
∂xj
}
− aαβij,ε
∂Ψβγε,k
∂xj
∂2uγ
∂xk∂xi
−
∂
∂xi
{
aαβij,ε
[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xj∂xk
}
−
∂
∂xi
{
V αβi,ε
[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
}
+Bαβi,ε
{∂χβγk
∂yi
∂uγ
∂xk
+
∂Ψβγε,k
∂xi
∂uγ
∂xk
+
[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xi∂xk
}
+
[
cαβε + λδ
αβ
][
Φαβε,k − xkδ
αβ
]∂uγ
∂xk
,
where y = x/ε. Put I1 and I2 into (5.3), and then we have
[Lε(wε)]
α = −
∂
∂xi
{
bαγij (y)
∂uγ
∂xj
}
+
∂
∂xi
{
aαβij,ε
[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xk∂xj
+ aαβij,ε
[
Φβγε,0 − δ
βγ
]∂uγ
∂xj
}
+ aαβij,ε
{∂Ψβγε,k
∂xj
∂2uγ
∂xk∂xi
+
∂Ψβγε,0
∂xj
∂uγ
∂xi
}
+
∂
∂xi
{
V αβi,ε
[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
+ V αβi,ε
[
Φβγε,0 − δ
βγ
]
uγ
}
− Bαβi,ε
{[
Φβγε,k − xkδ
βγ
] ∂2uγ
∂xi∂xk
+
[
Φβγε,0 − δ
βγ
]∂uγ
∂xi
+
∂Ψβγε,k
∂xi
∂uγ
∂xk
+
∂Ψβγε,0
∂xi
uγ
}
−
[
cαβε + λδ
αβ
]{[
Φβγε,0 − δ
βγ
]
uγ +
[
Φβγε,k − xkδ
βγ
]∂uγ
∂xk
}
− Uαγi (y)
∂uγ
∂xi
+Wαγk,ε
∂uγ
∂xk
+ Zαγε u
γ ,(5.4)
where bαγij , U
αγ
i , W
αγ
i,ε , Z
αγ
ε are defined in Remark 2.9. Besides, the following identities hold.
−
∂
∂xi
{
bαγij (y)
∂uγ
∂xj
}
= −ε
∂
∂xi
{
∂
∂xk
[
Eαγkij,ε
]∂uγ
∂xj
}
= −ε
∂
∂xi
{
∂
∂xk
[
Eαγkij,ε
∂uγ
∂xj
]}
+ ε
∂
∂xi
{
Eαγkij,ε
∂2uγ
∂xk∂xj
}
= ε
∂
∂xi
{
Eαγkij,ε
∂2uγ
∂xk∂xj
}
;
Uαγi (y)
∂uγ
∂xi
= ε
∂
∂xk
{
Fαγki,ε
}∂uγ
∂xi
= ε
∂
∂xk
{
Fαγki,ε
∂uγ
∂xi
}
− εFαγki,ε
∂2uγ
∂xk∂xi
= ε
∂
∂xk
{
Fαγki,ε
∂uγ
∂xi
}
;
Wαγk,ε
∂uγ
∂xk
= ε
∂
∂xi
{
∂ϑαγk
∂yi
∂uγ
∂xk
}
− ε
∂ϑαγk
∂yi
∂2uγ
∂xk∂xi
;
Zαγε u
γ = ε
∂
∂xi
{
∂ζαγ
∂yi
uγ
}
− ε
∂ζαγ
∂xi
∂uγ
∂xi
.
These together with (5.4) give the formula (5.2), and we complete the proof. 
Proof of Theorem 1.5. Let wε,1, wε,2 ∈ H
1
0 (Ω;R
m) satisfy wβε = w
β
ε,1 + w
β
ε,2, such that
Lε(wε,1) = Lε(wε)−Θ in Ω, Lε(wε,2) = Θ in Ω, (5.5)
where wε is given in Lemma 5.2, and Θ = (Θ
α) satisfies
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Θα = aαβij,ε
{
∂Ψβγε,k
∂xj
∂2uγ
∂xk∂xi
+
∂Ψβγε,0
∂xj
∂uγ
∂xi
}
−Bαβi,ε
{
∂Ψβγε,k
∂xi
∂uγ
∂xk
+
∂Ψβγε,0
∂xi
uγ
}
.
For the first equation of (5.5), it immediately follows from Theorem 1.1, Lemmas 4.6, 4.8, and Remark 2.9
that
‖∇wε,1‖Lp(Ω) ≤ Cε‖u‖W 2,p(Ω). (5.6)
For the second equation, in view of (2.7), we have
c0‖∇wε,2‖
2
L2(Ω) ≤ Bε[wε,2, wε,2] =
∫
Ω
Θαwαε,2.
For the right hand side, it follows from (5.1) and Cauchy’s inequality that∫
Ω
Θαwαε,2 ≤ Cε
∫
Ω
(
|∇2u|+ |∇u|+ |u|
)
|wε,2|
dx
dx
≤ Cε‖u‖H2(Ω)‖∇wε,2‖L2(Ω),
where we use Hardy’s inequality in the last inequality. Hence we have
‖wε‖H1
0
(Ω) ≤ C
{
‖∇wε,1‖L2(Ω) + ‖∇wε,2‖L2(Ω)
}
≤ Cε‖u‖H2(Ω),
and this gives the estimate (1.16).
We now turn to show the estimate (1.15). First, by recalling the estimate (3.33), we have
|Gε(x, y)| ≤
Cdy
|x− y|d−1
. (5.7)
Additionally, in view of (5.1), we have
|Θ(y)| ≤
Cε
dy
{
|∇2u(y)| + |∇u(y)|+ |u(y)|
}
(5.8)
for any y ∈ Ω.
Since
wβε,2(x) =
∫
Ω
Gε(x, y)
αβΘα(y)dy for x ∈ Ω,
it follows from (5.7) and (5.8) that
|wε,2(x)| ≤ Cε
∫
Ω
1
|x− y|d−1
{
|∇2u(y)|+ |∇u(y)|+ |u(y)|
}
dy. (5.9)
Thus by the Hardy-Littlewood-Sobolev theorem of fractional integration (see [41, pp.119]), we obtain
‖wε,2‖Lq(Ω) ≤ Cε‖u‖W 2,p(Ω)
with 1/q = 1/p − 1/d when 1 < p < d. For p > d, we can straightforward use Ho¨lder’s inequality to arrive
at
‖wε,2‖L∞(Ω) ≤ Cε‖u‖W 2,p(Ω).
Besides, it follows from (5.6) and the Sobolev inequality that ‖wε,1‖Lq(Ω) ≤ C‖∇wε,1‖Lp(Ω) ≤ Cε‖u‖W 2,p(Ω).
Thus we obtain
‖wε‖Lq(Ω) ≤
{
‖wε,1‖Lq(Ω) + ‖wε,2‖Lq(Ω)
}
≤ Cε‖u‖W 2,p(Ω),
which implies the estimate (1.17), and the proof is complete. 
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Remark 5.3. In view of Lemma 4.11 and Lemma 5.2, we can actually derive the following estimates by
the arguments developed in [30],∣∣∣Gε(x, y)− G0(x, y)∣∣∣ ≤ Cε
|x− y|d−1
, ∀ x, y ∈ Ω and x 6= y.
Then we have
‖uε − u‖L∞(Ω) ≤ Cε
[
ln(R0ε
−1 + 2)
]1− 1
d ‖F‖Ld(Ω),
where R0 denotes the diameter of Ω. Moreover, let Ω be a bounded C
2,η domain, we have∣∣∣ ∂
∂xi
{
Gαβε (x, y)
}
−
∂
∂xi
{
Φαγε,0(x)
}
Gγβ0 (x, y)−
∂
∂xi
{
Φαγε,k(x)
} ∂
∂xk
{
Gαγ0 (x, y)
}∣∣∣ ≤ Cε ln(ε−1|x− y|+ 2)
|x− y|d
for any x, y ∈ Ω and x 6= y. Then it follows that for any 1 < p <∞,∥∥uε −Φε,0u− (Φβε,k − P βk )∂uβ∂xk ∥∥W 1,p0 (Ω) ≤ Cε[ ln(R0ε−1 + 2)]2| 1p− 12 |‖F‖Lp(Ω),
where C depends only on µ, τ, κ, λ,m, d, p and Ω. The details are left to readers (or see [30]).
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