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2
1 Introduction
In this paper we focus on measures defined on dyadic sets which are sets with an ordered binary tree of
subsets. An example is the partition of the unit interval into dyadic subintervals. The measures are defined
on the sigma algebra generated by the subsets in the binary tree. We present three types of theoretical results
based on theorems of Fefferman, Pipher and Kenig[16], Beurling and Ahlfors[5] , Ahlfors[1] , and Kahane[25]
[36] to obtain a dyadic product formula representation lemma, a visualization theorem, and a multi-scale noise
theorem for these measures. The dyadic product formula representation lemma provides an explicit set of
product coefficient parameters which are sufficient to distinguish measures on dyadic sets. The visualization
theorem shows that measures whose product coefficient satisfy a mild condition can be represented by plane
Jordan curves and characterizes the uniqueness of the representing curves. The multiscale noise theorem
shows that there is a multiscale noise model for measures on dyadic sets which produces measures in the
same family, i.e. measures on dyadic sets with finite non-zero volume, even when the binary tree of dyadic
sets is infinite.
Our first contribution is to formulate these three mathematical results in terms of a common statistical
parameter, the product coefficient parameter. The three theorems then provide a mathematical basis for
a new algorithmizable multi-scale methodology for representation of a broad class of real world data sets
as measures, for representation of these measures as Jordan plane curves, enabling visualization of the
data, and for representation of multi-scale noise models for the measures as measures in the same family.
Representation, visualization, and noise models are fundamental problems in data analysis, They are not
typically addressed by a single mathematically based approach. Our second contribution is to algorithmize
the methodology and illustrate it in examples and summaries of several applications to real world network
and sensor data. Descriptions of the numerical algorithms are available in [4] (Appendix 3). The applications
illustrate the utility of the methodology for supervised and unsupervised machine learning.
The dyadic product formula representation was first made explicit for the unit interval in the 1991 Annals
of Math paper “The Theory of Weights and the Dirichlet Problem for Elliptic Equations” authored by R.
Fefferman, C. Kenig and J. Pipher [16] (Weights are positive functions.) In this paper the authors were trying
to prove that certain weights (“harmonic measures”) arising in elliptic PDE lie in the Coifman Fefferman
class A∞. (For background on the structure of Ap weights see [20].) They noted that the A∞ condition
holds if and only if the measure is doubling and a certain L2 condition is satisfied for the coefficients. That
situation is very far from the case of general measures and in particular the L2 condition they studied does
not hold for multifractal measures which typically arise in for many real data sets including streaming data,
images, and videos. Kolaczyk and Nowak also researched multiscale probability models [26]. They give a
version of the product formula representation for general measures and not just dyadic trees on Euclidean
space. Our focus is the dyadic case and the methodology for representation, visualization and noise models.
The multi-scale representation of non-negative measures provided by the product formula is reminiscent
of wavelet representation of functions. The key difference is that it applies to measures on dyadic sets
and provides a multiplicative representation of non-negative measures parameterized by a normalized set of
multi-scale parameters.
Our visualization theorem exploits deep results due to Beurling and Ahlfors [5] and Ahlfors [1] from the
the theory of quasi-conformal mapping. The results enable construction of a Jordan plane curve (a welding
curve) from a measure on the unit circle satisfying mild constraints on its product coefficient parameters and
characterize its uniqueness. The product coefficient parameters in the dyadic product formula representation
of the measure permit a simple method for constructing a pseudo-welding curve approximating to first order
the welding curve determined by the measure. The algorithm for constructing the pseudo-welding curve is
given in [4] (Appendix 3). Mumford and Sharon [31] used welding maps to establish a relationship between
the 2D shape classes of infinitely smooth Jordan curves and the diffeomorphism classes of their welding maps.
Our visualization theorem applies to a much larger class of measure than the class of measures determined
by the shape classes of infinitely smooth Jordan curves.
We exploit the multiplicative model of chaos defined by Kahane[25] [36] to define a multi scale noise
model for measures. We exploit the analysis in Kahane’s proof to obtain noisy measures with finite, non-
zero volume. This noise model is related to Brownian motion. Recent work by Grebenkov, Beliaev and Jones
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[18] provides an exposition of Le´vy’s formulation of Brownian motion in terms of explicit dyadic multi scale
formalisms. They revise Le´vy’s construction of Brownian motion to operate with various Gaussian processes.
A Brownian path is explicitly constructed as a linear combination of dyadic “geometrical features” at multiple
length scales with random weights. Such a representation gives a closed formula mapping of the unit interval
onto the functional space of Brownian paths.
2 Product Formula Representation of Measures on Dyadic Sets
2.1 Dyadic sets and product coefficient parameters
We define a dyadic set X to be a set which has an ordered binary set system consisting of disjoint left and
right child subsets for each parent set, whose union is the parent set. The set X is a parent set and the root
of the ancestor tree. A binary set system can be finite or infinite. A binary set system determines a binary
tree whose nodes are the sets in the binary set system. Sometimes we will refer to the sets in the binary
set system as the dyadic (sub)sets of X. A positive measure µ on a sigma algebra generated by a binary
set system for the dyadic set X is determined by an additive non-negative function on sets in the binary set
system with the constraint µ(X) > 0. In other words, the measure of the left child L(S) plus the measure
of the right child R(S) is the measure of their parent S.
µ(L(S)) + µ(R(S)) = µ(S)
Thus positive measures never take negative values on sets in the sigma algebra generated by the the sets in the
binary set system, but even if the measures of all sets in an infinite binary set system are positive there may
be sets in the generated sigma algebra whose measure is zero (e.g. the measure of a point in the unit interval
is zero even though the measures of all of the dyadic intervals is positive). This is because the sigma algebra
contains all sets generated from sets in the binary set system by countable union, countable intersection and
complementation. If the total volume of the measure is 1, the measure determines a probability distribution
on the sigma algebra of sets generated by the sets in the binary set system. The simplest such measure is
the naive measure dy which assigns dy(X) = 1 and assigns to the left and right children half the measure of
their parent .
dy(L(S)) =
1
2
dy(S)
dy(R(S)) =
1
2
dy(S)
The dyadic product formula representation for a measure µ on a dyadic set X is a product of factors 1+aShS .
There is one factor for each parent set S (i.e. each non-leaf set) in the binary set system. In the factor
1 + aShS , hS is a Haar-like function defined to have value 1 on L(S), −1 on R(S), and 0 on X − S. In each
factor aS is the product coefficient parameter defined as a solution to the following equations:
µ(L(S)) =
1
2
(1 + aS)µ(S) (1)
µ(R(S)) =
1
2
(1− aS)µ(S) (2)
A unique solution to the equations exists if µ(S) 6= 0. If µ(S) = 0 the solution is not unique. To make the
product coefficients unique we adopt the convention that whenever one of the ”halves” of a binary set has
measure zero, the product coefficients for all of the descendant sets of the zero measure ”half” have zero
product coefficients. This convention implies that if µ(S) = 0 the solution aS = 0 is chosen.
The product coefficient aS is the amount by which the relative (conditional) measure of the left “half” of
S exceeds the relative (conditional) measure of the right “half” of S. The use of relative/conditional measure
rather than absolute measure means that the product coefficients are self-rescaling. The product coefficients
are bounded:
− 1 ≤ aS ≤ 1 (3)
Note |aS | = 1 only if either µ (L (S)) = 0 or µ (R (S)) = 0 (but not both).
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2.1.1 Product coefficients for measures on general trees
If a set X has an ordered set system with an ordered tree structure in which the root set is X and the child
sets for a parent set are disjoint whose union is the parent set, we will say that the set X has a tree set
system. A positive measure µ on the sigma algebra generated by the sets in the tree set system is determined
by an additive non-negative function on the sets in the tree set system. We can define a set of n product
coefficients for a parent set S, which has n children Ci, i = 1 . . . n, as the solution to the system of equations
µ(Ci) =
1
n
(1 + xi)µ(S), i = 1 . . . n
n∑
i
xi = 0
If the tree is an ordered binary tree, the two product coefficients are additive inverses of each other and the
convention we use in the previous section chooses the first one. For the remainder of the paper we will focus
on dyadic sets.
2.2 Dyadic product formula representation lemma
Lemma 2.1 (Dyadic Product Formula Representation). Let X be a dyadic set with a binary set system
whose non-leaf sets are B. Let Bn denote the non-leaf dyadic sets which are at distance at most n from the
root X of the dyadic set system.
1. If µ is a positive measure on X with product coefficients aS , S ∈ B, the weak star limit
µ(X)
∏
S∈B
(1 + aShS)dy
of the partial product measures
µn =
∏
S∈Bn
(1 + aShS)dy.
exists and
µ = µ(X)
∏
S∈B
(1 + aShS)dy
2. For any assignment of parameters aS from (−1, 1) and choice of µ(X) > 0 the weak star limit
µ(X)
∏
S∈B
(1 + aShS)dy
of the partial product measures
µn =
∏
S∈Bn
(1 + aShS)dy
exists. The limit measure is positive on all sets S in the binary set system; its product coefficients are
the parameters aS and its total mass (and expected value) is µ(X).
3. For any assignment of parameters aS from [−1, 1] and choice of µ(X) > 0 the weak star limit
µ(X)
∏
S∈B
(1 + aShS)dy
of the partial product measures
µn =
∏
S∈Bn
(1 + aShS)dy
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exists. The limit measure is is positive; its total mass (and expected value) is µ(X). If the parameters
are assigned using the convention that zero value parameters are assigned to the descendant of ”halves”
of a binary set with zero measure, the parameters are the product coefficients.
Proof. The dyadic product formula for non-negative measures using these factors appeared in [16] for X =
[0, 1] and its dyadic intervals of length 2−k, k = 0, 1, ..... We follow their proof to show that it is valid for
the more general case of dyadic sets. Let Bn denote the non-leaf dyadic sets which are at distance at most
n from the root X of the dyadic set system. We first prove the second and third parts of the Lemma. For
any assignment of parameters aS from [−1, 1] the partial product formula∏
S∈Bn
(1 + aShS)dy.
determines a probability measure µn on the sigma algebra determined by the dyadic set system Bn and
its child nodes. Because the probability measures µn all have the same total volume, they converge in the
weak-? sense to a probability measure µ on the original dyadic set system. And this probability measure µ
has the product formula
µ =
∏
S∈B
(1 + aShS)dy
which is infinite if the original dyadic set system tree has infinite depth. The order in the product is assumed
to be lexicographic, by depth in the tree and then left to right in the tree for each depth. Let S denote a
leaf set in Bn. Then the product formula for µn implies that
µn(L(S)) =
1
2
(1 + aS)µn(S) (4)
µn(R(S)) =
1
2
(1− aS)µn(S) (5)
If µn(S) > 0, the equations have a unique solution, so aS is the product coefficient of µn for S. If µn(S) = 0,
there is not a unique solution. We adopt the convention that when the measure of one of the ”halves”
of S is zero, all of the product coefficients for its descendant intervals are zero. Hence if µn(S) = 0, this
convention chooses the solution aS = 0. For m > n, let BSm denote the dyadic set system consisting of S
and its descendants in B at distance m− n from S. Let pm =
∏
T∈BSm
(1 + aThT ) denote the function defined
by the product formula for this dyadic set system. It is a constant function on the children of the leaves of
BSm. And let dySn denote the naive measure on BSm. Then pmdySn is a probability measure (as above) so
µm(S) = µn(S)
∫
S
pm dy
S
n = µn(S)
By the argument above the weak star limit of the product measures pmdy
S
n exists and the volume of S in
the limit measure µ(S) = µn(S). Thus
µ(L(S)) =
1
2
(1 + aS)µ(S) (6)
µ(R(S)) =
1
2
(1− aS)µ(S) (7)
This implies that for sets of positive measure, the parameters in the product formula are the product
coefficients and for sets of zero measure the parameters in the product formula are the product coefficients if
the solution is chosen to be zero. This proves the second and third statements in the Lemma. To prove the
first part, note the the partial product formula measures µn with aS defined to be the product coefficients
of µ define measures on Bn which equal the restriction of µ to Bn . Arguing as above these partial product
measures converge to a measure which equals µ on the dyadic sets which generate the sigma algebra.
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2.3 Links between product coefficients and standard statistics
All of the standard statistics of a measure (e.g., variance, standard deviation, moments, entropies, information
dimensions, as well as the Kullback-Liebler divergence) can be computed via algebraic formulas from the
product coefficients for a measure. These standard statistics can also be computed for scale n approximations
to a measure. Approximation algorithms for some of these are provided in [4] (Appendix 3).
For example, the variance of each partial product measure
µn =
∏
S∈Bn
(1 + aShS)dy
on a set X is a polynomial in the product coefficients whose lowest order term is
var(µn)degree2 =
n∑
s=0
1
2s
∑
S∈Ls
a2S
where Ls is the set of scale s sets, i.e. sets in the binary set system at distance s from the root X. The
formula implies the following approximations to the variance: a200 for n = 0; a
2
00 +
1
2 (a
2
10 + a
2
11) for n = 1;
and a200 +
1
2 (a
2
10 + a
2
11) +
1
4 (a
2
20 + a
2
21 + a
2
22 + a
2
23) for n = 2. Here aij is the product coefficient for the jth
set (interval )at scale i.
The variance of a partial product measure thus is the sum of the variances of the simple single scale
dyadic measures
∏
S∈Ls(1 + aShS)dy because
var(
∏
S∈Ls
(1 + aShS)dy =
1
2s
∑
S∈Ls
a2S
Also note that these simple single scale measures are the products of the even simpler single scale dyadic
measures (1 + aShS)dy, each of which has expected value 1 and variance
1
2s a
2
S .
var((1 + aShS)dy) =
1
2s
a2S
where s is the scale of S. Thus the product coefficients may be viewed as multi-scale signed standard
deviations for simple single scale dyadic measures. The product formula theorem shows that any measure µ
on a dyadic set X is uniquely determined by its expected value (the total mass) and the signed single scale
standard deviations (i.e., product coefficients). Hence the product formula can be viewed as a generalization
of the Gaussian measure which is sufficient to characterize all measures on a dyadic set.
The approximation to the variance above also can be used as a weighted square norm for product
coefficient vectors (for finite scale measures). We will refer to this as the multi-scale variance norm
||µ||2 =
∑
n=0,1,...
2−n
∑
scale(S)=n
a2S (8)
The norm determines a distance between product coefficient vectors and hence a distance between measures
(with the same total mass).
2.4 Exploiting product coefficient parameters for inference and decision
Product coefficients can be computed from data samples and used to infer unknown measures represented
by the data samples. For example, given a set of n samples of points from a dyadic set X and a method for
pre-processing each sample set into measures for each of the dyadic subsets (e.g. counting measure), a set
of product coefficients can be computed for each sample. Let PCi = {aiS : S ∈ B}, i = 1, . . . n denote the set
of product coefficients for the n samples from the dyadic set X with binary set system B. Taking the point
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of view that these are samples of an unknown measure µ the product coefficients PC = {aS : S ∈ B} for µ
can be approximately inferred simply by averaging.
aS =
1
n
(
∑
i=1..n
{aiS}) (9)
Define µ(X) to be the average of the sample volumes of X.
This simple rule can be used because the product coefficients are in [-1,1] so their average is also in this
interval and hence determines a measure. The product formula model for the approximation of the measure
is:
µ(X) =
∏
S∈S
(1 + ashs)dy
S (10)
The error in this approximation depends on the dyadic sampling strategy. Different pre-processing methods
may result in different measures.
Since the product coefficient parameters uniquely distinguish measures determined by samples (after
pre-processing the samples into measures) , they can be used as features for decision rules. This application
is illustrated in Section 2.5.5 for IP network data and validated by visualization using a low-dimensional
diffusion image of the parameter space. It is also summarized in Section 3.3 for LIDAR data. A different
representation method for the data may result in different representations of the data as a measure.
2.5 Examples of product formula measures
Examples of dyadic product formula representations of measures may be obtained by defining a dyadic
structure on a set X consisting of a binary set system on a set X and an additive function on the sets in the
binary set system.
2.5.1 Borel measures on the unit hypercube
A Borel measure on a topological space X is a measure defined on the sigma algebra generated by the
open sets of X, i.e., on sets generated by the operations of countably infinite unions, countably infinite
intersections and complements of open sets. For X = [0, 1], the open sets are open intervals (a, b).
For X = [0, 1] define a binary set system D consisting of the half open interval dyadic intervals I (n, i) =
[i2−n, (i+ 1) 2−n) for i = 0, 1, . . . , 2n − 2 and the closed dyadic intervals I (n, i) = [i2−n, (i+ 1) 2−n] for
i = 2n − 1. Here n is any non-negative integer. This infinite collection of dyadic intervals collection forms a
binary tree: L (I (n, i)) = I (n+ 1, 2i) andR (I (n, i)) = I (n+ 1, 2i+ 1). D generates the same sigma algebra
as the open sets (via the operations of countable union, countable intersection and complementation). This
is the sigma algebra of Borel sets B.
The dyadic measure dy for this binary set system is defined to be the restriction to B of the usual
Lebesgue measure ds on [0, 1] which measures an interval by its length
dx ((a, b)) = dx ([a, b)) (11)
= dx ((a, b]) (12)
= dx(([a, b]) (13)
= b− a (14)
for a < b.
A scale n approximation to a Borel measure is determined by a non-negative step function on the dyadic
sets of length 2−n−1 and the product formula for this measure can be computed using the bottom-up
algorithm described in [4] (Appendix 3).
For higher dimensional unit cubes a binary set system can be obtained by successively halving the sets
along dimensions n, n− 1, . . . , 1 and then iterating this process infinitely. This binary set system generates
the Borel sets on the unit cube. There are many other variants of such dyadic sets systems for higher
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dimensional cubes. Again, scale n approximations to the Borel measure are determined by a non-negative
step function on the dyadic sets of scale n+ 1.
The product formula representation theorem for these dyadic systems can also be used to explicitly
construct Borel measures.
2.5.2 The product formula representation of a Dirac measure on the unit interval
The Dirac measure δx on [0, 1] with unit mass at x ∈ [0, 1) is not a positive Borel measure because it doesn’t
assign a positive measure to all intervals. For a dyadic interval I = I (n, i),
σx (I) = 1 if x ∈ I (15)
σx (I) = 0 if x ∈ Ic = [0, 1]− I (16)
Hence the Dirac measure δx is a non-negative measure on Σ (S), the sigma algebra generated by the dyadic
intervals. Let Jx denote the infinite set of dyadic intervals containing x, so
Jx =
{
I (n, i) =
[
i2−n, (i+ 1) 2−n
)
, i = floor (2nx) , n = 0, 1, . . .
}
(17)
For I = I (n, i) ∈ Jx, define aI =
(
−1floor(2n+1x)
)
, so aI = 1 if x is in the left half of I and aI = −1 if x is
in the right half of I. With this definition, 1 + aIhI = 0 on the half of the interval not containing x. If I is
a dyadic interval and x 6∈ I, then there is an ancestor dyadic interval J of I in the tree of dyadic intervals,
such that x ∈ J and I is in the subtree rooted at the half of J which does not contain x. Hence the definition
of product coefficients implies that aI = 0. Thus all of the product coefficients for δx are in {±1, 0} and the
product formula is
δx =
∞∏
n=0
2n−1∏
i=0
1 + aI(n,i)hI(n,i)dx (18)
where aI = −1floor(2
n+1x) for I = I (n, i) ∈ Jx and aI = 0 for I 6∈ Jx.
2.5.3 Product formula measures determined by feature sets
For a set X, let F be an ordered collection of proper subsets Fi ⊂ X, with the property that
Fi ∈ F → (X − Fi) 6∈ F, i = 1, 2, . . . (19)
and F0 = X.
The sets in F may be referred to as “features”. The features, together with the set X, determine a binary
set system B recursively defined by: The set at level 0 is X; for a node set S at level i, L (S) = Fi+1 ∩ S
and R (S) = (X − Fi+1)∩S. Given a measure µ on Σ (B) the expression of µ as a product formula measure
guaranteed by the theorem shows the proportion of the measure in each intersection of first n feature sets
(and their complements) for 0 ≤ n ≤ card (F). Product coefficients computed for samples of X, using the
binary set system determined by the features, form canonical high-dimensional vectors which can be used
to infer an approximation to the product formula for the measure determined by the set of features and can
be used in decision and learning algorithms. This assumes a pre-processing step which converts samples of
X into dyadic measures on X, e.g. counting measure on X. Even though the full binary tree of dyadic sets
may be very large, the set of nodes corresponding to non-empty sets for measures determined by real-world
samples can be no larger than a constant times the size of the data set. Note that the measure determines
a measure on the nerve simplicial complex determined by the features.
The features above can also be viewed as an ordered set of discrete random variables. The binary set
system B defined above provides a set of generators for the smallest sigma algebra with respect to which all
of the random variables are measurable.
The construction above also implies that non-negative measures on countably generated sigma algebras
have dyadic product formula representations. For this case, let F be an ordered set of generators for the
sigma algebra.
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2.5.4 Wind example: color displays of product coefficients
Product coefficients for measure representing four days of wind speed data from NREL (the National Re-
newable Energy Laboratory) for a single year, a single location (in New Jersey) and a single elevation were
computed for scales 0 to 5. Figure 1 graphs the time series of wind data for the four days. Figure 2 shows
the Whitney tiling visualization of the product coefficients for each of the time series for scales 0 through
5. Scale 0 coefficients are color coded (using the jet convention) in the center and the surrounding annuli
color code coefficients for scales 1 through 5. Clockwise beginning at the upper left the day wheels visualize
the product coefficients for wind series time series for January 16, December 23, March 1, September 27,
respectively. The Jan 16 and Dec 23 wind patterns have relatively little variation, so product coefficients are
small. The Mar 1 and Sep 27 wind patterns have a minimum in early afternoon so the scale 0 coefficients
are > 0 and the first scale 1 coefficient is > 0 while the second scale 1 coefficient is < 0. The Whitney tiling
visualizations reveal that only the first few product coefficients are required to distinguish the shapes of the
four time series.
Figure 1: Time Series for 4 Days of Wind Speed Data
2.5.5 IP data example: source classification using product coefficients as features
In supervised machine learning the goal is to algorithmically define a classification function using samples of
data drawn from a set of unknown probability distributions on the same universe. The classification functions
are typically defined on a finite set of features generated from the raw data set using domain knowledge.
The measures determined by the feature vectors are typically not characterized. Since the Dyadic Product
Representation Lemma applies to all measures on a dyadic set, it is in principle possible to characterize the
measures determined by a set of features vectors by computing the product coefficients (to a scale appropriate
for the data set) and then use the product coefficients as feature inputs to a classification algorithm. This
provides a method for automatically computing a rich set of features sufficient to characterize the measures
represented by the samples (to the scale selected). Another challenge is classification using data from multiple
sources (i.e. multiple universes). If each source universe has a dyadic structure, data samples from different
10
(a) January 16 (b) December 23
(c) March 1 (d) September 27
Figure 2: Day Wheel Visualization of the Wind Speed Time Series
universes can each be represented as vectors of product coefficients, whose values all are in the interval [0, 1].
These product coefficient vectors can be fused by concatenation.
We demonstrated this approach on a data set consisting of IP traffic samples corresponding to port 22
(SSH/SCP service). The question was: would it be possible to construct profiles of the daily traffic which
would enable identification of the IP v4 address? In the pre-processing step, twelve raw features signals were
computed for each IP address for each day: packets inbound (local), packets outbound (local), bytes inbound
(local), bytes outbound (local), degree inbound (local), degree outbound (local), packets inbound (local),
packets outbound (remote), bytes inbound (remote), bytes outbound (remote), degree inbound (remote),
degree outbound (remote). Product coefficients were computed for each of the raw signals for scales 0, 1,
and 2 so that the finest time interval was 3 hours. They formed an 84-dimensional feature vector per IP
per day that represented the daily harmonics for the SSH/SCP service. Each group of 8 product coefficient
feature values was normalized so the the product coefficients for each scale were represented equally. For L2
distance calculations, the assigned weights were: 1 for scale 0 product coefficients,
√
1/2 for scale 1 product
coefficients, and 1/2 for scale 2 product coefficients.
The top 6 IPv4 addresses in terms of number of days active were selected. Each of these happened
to be from different usage groups identified by the IT staff (but not quantitatively characterized). There
were approximately 145 feature vectors for each of the top 6 IP addresses. The Support Vector Machine
algorithm was used to compute 6 binary classification functions: one IP address against all of the other IP
addresses.1 The performance for the classification rules was measured in terms of error rate (the probability
that the classification is incorrect), sensitivity (the probability that the vector of the targeted class is correctly
identified), and specificity (the probability that a vector not belonging to the targeted class is correctly
identified). The performance metrics were computed over 10 runs. In each run the data was randomly split
into two parts: a training dataset comprised of a randomly selected 75% of the data and the test data set
consisting of the remaining 25% of the data. A classification function was computed on the training set and
evaluated on the test set. The average results over 10 runs for Support Vector Machine classification using
the radial basis kernel are presented in Table 1:
1Rauf Izmailov at Applied Communication Sciences did the analysis of the product coefficient data reported in this section.
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Averages of Radial Basis SVM Performance Statistics in Percentages
IPv4 Address ID Sensitivity Specificity Error
ID 1174 93.99 63.68 11.01
ID 2407 97.53 75.48 6.17
ID 1184 95.16 64.21 10.23
ID 2616 97.57 84.69 4.79
ID 1055 99.23 99.07 0.78
ID 2276 97.24 85.14 4.75
Table 1: Radial basis function kernel SVM results
Thus the results implied that for the 6 most active IPv4 addresses it would be practical to approximately
infer the IP address IP IDs from the product coefficient representation of the daily activity profile measures.
Performance metrics for the linear kernel were significantly worse: e.g. an error rate of 30%+ for IP IDS
1184 and 2276.
The two-dimensional diffusion embedding [13, 14, 30] of the product coefficient vectors in Figure 3 visually
illustrates the classification results. The following color map is used: red for IP ID 1055; green for P ID 1174;
blue for P ID 1184; yellow for P ID 2276; magenta for IP ID 2407; cyan for IP ID 2616. The figure illustrates
the classification results obtained in the previous section by showing which of the classes are easy to separate
from others, and which are not so easy to separate (because their measures are more similar). For instance,
the best classification result (with its error rate equal to 0.37% for linear SVM and 0.78% for RBF SVM)
was obtained for “IP ID 1055 vs all others”. In the diffusion embedding Figures 3, the class 1055 is shown in
red, and, indeed, it is fairly easy to see that vectors of this class hardly overlaps with other vectors. The next
best classification result (with its error rate equal to 4.57% for linear SVM and 4.79% for RBF SVM) was
obtained for “IP ID 2616 vs all others”. In the diffusion embedding shown in Figure 3, class 2616 is shown
in cyan, and the vectors of this class, although more overlapping with others than those of class 1055, still
are visually distinguishable from other classes. On the opposite end of the classification error rate, as shown
in the previous section, one of the worst classification results (with its error rate equal to 32.51% for linear
SVM and 10.32% for RBF SVM) was obtained for “IP ID 1184 vs all others”. In the diffusion embedding
in Figure 3, the class 1184 is shown in blue, and, indeed, one can see that linear separation of that class
from others would be very difficult (which is reflected in poor performance of linear SVM), whereas a curved
boundary of RBF SVM decision rule could allow this set of vectors to be classified much better.
Recently, the IP network data was analyzed again using a dyadic tree structured classification algorithm
on the set of product coefficients[32].
3 Measure Visualization
3.1 Background on welding curves and quasi-conformal mapping theory
As we will show in this section, measures on sigma algebras of binary set systems may be represented
(and hence visualized) by Jordan plane curves providing the product coefficient parameters satisfy mild
restrictions. Jordan curves are simple closed curves in the plane. We will characterize the uniqueness of
these representations. This visualization is guaranteed by several deep mathematical theorems in quasi-
conformal mapping theory due to Beurling and Ahlfors [5] and Ahlfors [1].
Let D denote the binary set system on [0, 1] consisting of the half open interval dyadic intervals I (n, i) =
[i2−n, (i+ 1) 2−n) for i = 0, 1, . . . , 2n − 2 and the closed dyadic intervals I (n, i) = [i2−n, (i+ 1) 2−n] for
i = 2n − 1. D can be viewed as a dyadic set system for the unit circle S1 (with zero mapped to 1).
A measure µ on Σ (x, S) the sigma algebra of a binary set system on X, uniquely determines a measure
µS1 on Σ
(
S1, D˜
)
(and vice versa). (The measures have the same product coefficients.) We propose to
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Figure 3: Diffusion embedding (sigma=5).
visualize µ by visualizing the measure µS1 . (The previous wind examples shows that measures on sigma
algebras generated by binary set systems can alternatively be visualized using Whitney tilings.)
The connection between Jordan curves in the plane and measures is made via the welding map. The
welding map for a Jordan curve Γ in the plane is constructed as follows: let F+ be a choice of conformal
map from the unit disk to interior of Γ, and let F− be a choice of conformal map from the outside of the unit
disc {|Z| > 1} to the domain exterior to Γ. Define Φ = F−1− ◦ F+. Then Φ : S1 → S1 is a homeomorphism
of the unit circle to itself, and Φ is called the welding map for Γ. The Jordan curve Γ is a welding curve
for Φ. Because Φ is a homeomorphism its derivative Φ′ is a positive measure µ on the unit circle S1, which
has positive measure on all intervals of positive length. In fact, Φ′ is a finite measure if and only if Φ has
bounded variation. The von Koch snowflake curve is an example of a map of the unit circle whose derivative
is not only a singular Lebesgue measure, but in fact has support on a set of Hausdorff dimension less than
1. Okiwa showed the existence of examples of homeomorphisms of the unit circle which are not welding
maps [33]. Okiwa proved that if the derivative of a homeomorphism of the unit circle scales like two different
powers of θ on adjacent intervals of the unit circle it is not a welding map.
The measure determined by the derivative of the welding map Φ encodes the geometry of the welding
curve Γ. For example, if close to some point z0 on Γ, the curve looks like two intervals having an interior
angle of θ at w0, then there is a point z0 on the circle such that
Φ′ ∼ |z − z0|
2θ−2pi
2pi−θ near z0 (20)
The converse also holds. This type of power singularity for Φ′ is also reflected in its coefficients aI . See [33]
for an early paper with basic properties of welding. Recent works of Astala, Jones, Kupiainen and Saksman
[2] provides new, probabilistic classes of welding maps that arise in Conformal Field Theory.
We exploit important facts from quasi-conformal mapping theory to construct a Jordan curve from a
positive measure on the unit circle. If a measure µ on S1 satisfies the quasi-symmetric condition, i.e. for all
intervals I ⊂ S1
1
C
<=
µ(IL)
µ(IR)
<= C (21)
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where C > 0 is independent of I, where IL and IR denote the left and right halves of the interval I, then it is
the derivative of a homeomorphism Φ : S1 → S1 and the Beurling-Ahlfors extension theorem [5] extends Φ
to be a quasi-conformal mapping F : D → D from the unit disc to itself which solves the Beltrami equation
∂¯F = µ∂F
Here µ is defined to be identically zero, µ ≡ 0 off D, and ||µ||∞ <= 1−(C). It can be shown that Γ = F (S1)
is the welding curve associated to Φ. Furthermore, the welding map Φ is unique in that any other welding
map Φˆ whose derivative is µ is the welding map for a Jordan curve M (Γ) where M : C → C is a Mo¨bius
transformation z → az+bcz+d , ad− bc 6= 0. These facts are proved by Lars Ahlfors in the original version of his
book “Lectures on Quasi-Conformal Mappings” [1].
Note for finite measures the quasi-symmetric condition on a measure is equivalent to the condition that
the absolute values of the product coefficients are strictly bounded away from 1. For measures on sigma
algebras determined by an infinite binary system, the quasi-symmetric condition implies the condition that
the absolute values of the product coefficients are strictly bounded away from 1. In this case if the absolute
values of the product coefficients for both µS1 and µS1 ◦
(
rotation by 2pi3
)
are strictly bounded away from
±1 the measure is quasi-symmetric.
3.2 Measure visualization theorem
Theorem 3.1 (Measure Visualization). For a measure µ on Σ (X, S), the sigma algebra of a binary set
system on X, let µS1 denote the measure on Σ
(
S1, D˜
)
with the same product coefficients.
1. If µS1 is a positive measure represented by a finite product formula and none of its product coefficients
are ±1, then µS1 is the derivative of a welding map Φ : S1 → S1 determined by a Jordan curve Γ,
denoted ΓµS1 , unique up to Mo¨bius transformations.
2. If µS1 is represented by an infinite product formula, and if the product coefficients for both µS1 and
µS1 ◦
(
rotation by 2pi3
)
are strictly bounded away from ±1, (i.e., if there exists  > 0 such that all
product coefficients satisfy |aI | ≤ 1 − ), then µS1 is the derivative of a welding map Φ : S1 → S1
determined by a Jordan curve Γ, denoted ΓµS1 , unique up to Mo¨bius transformations.
Proof notes. This is a non-trivial theorem usually proved by using Lp estimates on the Beurling transform
which transforms a function f : C → C by convolving it with the kernel 1piz2 . This transformation is a
bounded operator on the function space Lp for 1 < p <∞. For L2 the norm of this operator is 1. The proof
is in the original portion of Ahlfors’ book “Lectures on Quasi-Conformal Mappings” [1].
For some measures represented by an infinite product formula which does not satisfy the condition 2 of
the Measure Visualization theorem, there exist multiple non-equivalent welding maps [35]. In fact, if the
Jordan curve in the plane has positive 2D Lebesgue measure (e.g., a Jordan curve which threads through
a Cantor set with positive 2 dimensional Lebesgue measure) then there exist an uncountable number of
non-equivalent welding maps. This is discussed in [22]. A deep theorem is: given any closed set of R2 of
positive measure (e.g., the two sphere S2) there exists a quasi-conformal map f : R2 → R2 that is not a
Mo¨bius transformation but is holomorphic off a closed set and one-to-one on the closed set. [1]. The closed
set can be used to obtain non-unique welding maps.
The visualization theorem applies to positive measures whose product coefficients are strictly bounded
away from 1 in absolute value. To visualize finite real-world measures some of whose product coefficients
have absolute value 1, one can deform the product coefficients slightly to obtain a positive measure. The
visualization of such a deformation should still reveal the binary sets with measure 0, i.e. the disconnected
geometry of the support of the measure.
The discussion preceding the theorem outlines a complex analytic method for computing a welding curve
. However, a first order approximation to a welding curve visualizing a measure can be computed quite
simply using only the product coefficients for the measure µ. We call this approximate visualization curve
the pseudo-welding curve. An algorithm for computing it is given in [4] (Appendix 3).
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An exposition of approaches for constructing welding curves is also given in Mumford and Sharon [31].
Mumford and Sharon[31] were studying 2D shape classes, which they defined to be equivalence classes of
(infinitely) smooth Jordan curves, where curves were equivalent if they differed by translation and scaling.
They proved that these shape classes are the same as the diffeomorphism classes of the welding maps for
the smooth Jordan curves modulo the Mo¨bius transformations and then went on to study the Weil-Peterson
metric on the diffeomorphism classes. They give a clear exposition of the existence theory for welding maps
and summarize computational methods for welding curves. The class of measures determined by the shape
classes is much, much smaller than the class of measures identified in the Visualization Theorem. Most
real world measures (including finite approximations to them) do not determine infinitely smooth Jordan
curves. Mumford and Sharon’s view point is that all shapes cannot be characterized by a fixed finite number
of ”features”. However, if an  > 0 is chosen, a representative infinitely smooth shape curve can be well
approximated by a curve determined by a finite number of product coefficients, where the number of product
coefficients depends on both the geometric properties of the curve and the smoothness.
3.3 Example: pseudo-welding curves for LIDAR data counting measures
We experimented with applying the product formula representation to a counting measure derived from a
set of LIDAR sample data [10]. This data consists of ten sets of discrete points in 3-dimensional space,
representing the surfaces visible to the scanning laser rangefinder in ten nearby scenes. Each point has been
labelled as either “vegetation” or “ground”. For the most part the ground was wavy, but approximately
horizontal, while the vegetation consisted of shrubs, with more vertical extent. Previous work [6] had
examined this same data using a multi-scale SVD approach to build a support vector machine (SVM)
based classification rule that could, with high accuracy, reproduce the vegetation/ground labelling. We
experimented with using product coefficient parameters as features instead of multi-scale SVD parameters.
The experiment showed that decision rules for distinguishing two measures (here “vegetation” and “ground”)
could be approximately inferred from histograms of the product coefficients. While the metrics were not as
good as for multi-scale SVD, the method did provide a transparent rationale for the decision rule.
For our analysis, we translated and scaled the data sets to fit them into the unit cube [0, 1]3, and to
send their median x, y, and z coordinates to the same location (mx,my,mz) in the cube. Each data set
had its own translation vector, but a common set of three scaling factors was chosen. The target median
point and the scaling factors were chosen to make the scaling factors as large as possible. We then applied
the product form decomposition, subdividing the cube sequentially by dimension 1, 2, 3, 1, 2, 3, etc. to the
measure given by point masses of equal weight at each of the data points. While subdividing each dimension
10 times gives 230 coefficients, we only needed to calculate those coefficients that correspond to subdividing
a cell containing at least one data point. A full description of the analysis of the LIDAR data is given in
Appendix 2 of [4].
We constructed pseudo-welding curves, each a piecewise linear curve between the points (0,0) and (0,1),
via a snow-flake like curve construction. The knots of the curve at the ith scale are obtained by raising or
lowering the midpoint of the linear segments of the curve by the value of the corresponding product coefficient
weighted by a factor of 2−s. The full algorithm is described in Appendix 3 of [4]. The corners, or knots,
of the piecewise linear curves correspond to particular coefficients, and so to the corresponding subsets of
the unit cube on which these coefficients represent divisions. We have colored these knots according to the
classifications of the LIDAR points contained in the subsets. Red knots correspond to subsets containing only
ground points, green knots correspond to subsets containing only vegetation points, blue knots correspond
to subsets containing both ground and vegetation points, and black knots correspond to subsets containing
no LIDAR points. (Subsets containing no LIDAR points produce coefficients with value zero.) We can see
that the pseudo-welding curves for the different samples have similar shapes.
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Figure 4: Pseudo-welding curves for the LIDAR data
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4 Multiscale Noise Model
4.1 Definition of a Dyadic Multiscale Noise Model
For the general family of dyadic product formula measures on dyadic sets, very general noise models can
be defined which determine other measures in the samefamily (for each fixed set of noise parameters).
The product coefficients any instance of noisy measure could be computed and compared with the original
parameters. The mathematical subtlety is formulating such a noise model which has finite and non-zero
volume even if the the binary set system is infinite.
Assume we are given a binary set system on a set X. Let B denote the non-leaf node sets and let Bn
denote the non-leaf node sets at distance at most n from the root X. For each scale n first define a dyadic
multiscale noise function
Nn(y) = exp(
∑
S∈Bn
bnShS − (σ2S/2)χS)(y)
In the definition χS is the characteristic function for the set S, {σS : S ∈ B} is the set of noise parameters
for the model and {bnS} is the set of noise coefficients for the model. The noise coefficients are independent
Gaussian random variables with variance σ2S . They are defined by the formula
bnS = σSZS
using a set {ZS : S ∈ B} of independent Gaussian random variables with mean zero and variance 1. If all
sets S with the same scale n have the same noise parameter σS = σn, the noise model is scale dependent.
For each scale n the noise model function determines a measure Nn(y)dy whose expected value (total
mass) is obtained by integration over X (i.e. summation over the level n sets Ln since the noise function for
the level is constant on each level n). The dyadic noise model measure µNn for each scale n is defined to be
the probability measure obtained by dividing by the expected value, if the expected value is non-zero and
finite.
µNn =
1
En
Nn(y)dy
where
En =
∫
X
Nn(y)dy.
The dyadic multiscale noise model measure µN determined by the set of noise parameters {σS : S ∈ B} is
then defined to be the weak star limit of the measures µNn , if the limit exists. Furthermore if the limit
exists, the dyadic product formula representation lemma implies that µN = Ndy. This N is the dyadic
multiscale noise function. This dyadic noise model function can be used to define a noise model measure µN
for a positive measure µ which satisfies mild constraints on their product coefficients. This is made precise
in the following Theorem.
4.2 Multscale noise model theorem
Theorem 4.1 (Multiscale Noise Model ). Let X denote a set with a binary set system with non-leaf sets B
and level n set Bn. Let {σS : S ∈ B} denote a set of noise parameters for B.
1. If sup(
{
σ2
}
) < 2log(2) then almost surely the weak star limit of the measures µNn exists and determines
a non-zero finite measure µN = Ndy on X.
2. If µ is a positive measure on the the sigma algebra generated by B on X with product formula
µ = µ(X)
∏
S∈B
(1 + aShS)dy
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and if |(aS)| <= 1−  and σ2 < /2, almost surely the weak star limit of
µ(X)
1
En
Nn
∏
S∈Bn
(1 + aShS)dy
exists and determines a finite positive measure µN on X.
Proof. Part 1 is the dyadic version of a theorem of Kahane [25, 36]. Peter Jones has observed that Kahane’s
proof also implies part 2 of the theorem.
Following the estimates of Kahane, it can be shown that the expected values of the product coefficients
for µN are approximately the product coefficients of the original measure. The variance of the product
coefficients for µN is bounded by the noise parameters. Formal explicit bounds would permit precision and
specificity estimates for decision theorems based on the product coefficients for samples from a noise model
for a measure. An algorithm for computing maximum likelihood estimates for several scenarios is given in
Appendix C.
The dyadic Gaussian multiscale noise model is a dyadic version of the Gaussian noise model which is
related to the Gaussian Free Field. The Gaussian Free Field is an everywhere divergent random sum which
has ”the same energy at every scale”. In all dimensions it can be defined by Fourier Series. Kahane’s
surprising result [25, 36], which we exploited in the theorem above, states that if the ”variance at each scale’
is less than 2, one can subtract infiinity, exponentiate it, and get non-zero, finite measures - which we refer
to as Gaussian multiscale noise. Brownian motion on the circle S1 is the restriction of the two dimensional
Gaussian Free Field. Recent expository work by Grebenkov, Beliaev and Jones [18] provides an exposition of
Le´vy’s formulation of Brownian motion in terms of explicit dyadic multiscale formalisms. They revise Le´vy’s
construction of Brownian motion to operate with various Gaussian processes. A Brownian path is explicitly
constructed as a linear combination of dyadic “geometrical features” at multiple length scales with random
weights. Such a representation gives a closed formula mapping of the unit interval onto the functional space
of Brownian paths.
5 Summary
In this paper we focused on positive measures defined on dyadic sets which are sets with an ordered binary
tree of subsets. We re-formulated three mathematical results, proved by Fefferman, Pipher and Kenig,
Beurling and Ahlfors, and Ahlfors and Kahane, in terms of a single type of statistical parameter, the
product coefficient parameter. The mathematical results are valid even if the binary trees are infinite. The
re-formulated results provide a mathematical basis for a new algorithmizable multi-scale methodology for
representation of a broad class of real world data sets as measures, for representation of these measures as
Jordan plane curves, enabling two-dimensional multi-scale visualization of the data, and for representation
of multi-scale noise models for the measures as measures in the same family. The approach provides a
single mathematically based methodology for data representation, data visualization, and noise models. We
algorithmized the methodology. Descriptions of the numerical algorithms are available in [4] (Appendix
3). In this paper we also illustrated the computational methodology in examples and summaries of several
applications to real world network and sensor data. The examples illustrate the broad applicability of the
approach and provide links to standard statistics. The applications illustrate the utility of the methodology
for supervised and unsupervised machine learning.
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