Abstract. Many practical optimization problems are constrained black boxes. Covariance Matrix Adaptation Evolution Strategies (CMA-ES) belong to the most successful black box optimization methods. Up to now no sophisticated constraint handling method for Covariance Matrix Adaptation optimizers has been proposed. In our novel approach we learn a meta-model of the constraint function and use this surrogate model to adapt the covariance matrix during the search at the vicinity of the constraint boundary. The meta-model can be used for various purposes, i.e. rotation of the mutation ellipsoid, checking the feasibility of candidate solutions or repairing infeasible mutations by projecting them onto the constraint surrogate function. Experimental results show the potentials of the proposed approach.
Introduction
Constraints typically are not considered available in their explicit formal form, but are assumed to be black boxes: a vector x fed to the black box just returns a numerical or boolean value. The constrained real-valued optimization problem is to find a solution x = (x 1 , x 2 , . . . , x N )
T in the N -dimensional solution space R N that minimizes the objective function f (x), in symbols:
f (x) → min!, x ∈ R N subject to inequalities g i (x) ≤ 0, i = 1, . . . , n 1 , and equalities h j (x) = 0, j = 1, . . . , n 2 .
(1)
The question arises how to cope with constraints that are not given explicitly. Various constraint handling methods for evolutionary computation have been proposed in the last decades. A survey is not possible due to the limited space. Coello [1] or Kramer [4] deliver a good starting point for literature research. Most methods fall into the category of penalty functions, e.g. by Kuri et al. [5] allowing the search process to discover the whole search space, but penalizing the infeasible part. Other approaches are based on decoders, e.g. by Michalewizc [7] or multi-objective optimization, e.g. by Jimenez [3] . Covariance Matrix Adaptation belongs to the most successful black box optimization algorithms in real-valued search spaces. The idea of covariance matrix adaptation techniques is to adapt the distribution of the mutation operator such that the probability to reproduce steps that led to the actual population increases. The CMA-ES was introduced by Ostermeier et al. [8, 2] . All previous CMA-ES implementations make use of death penalty as constraint handling technique. The results of the CMA-ES on problems TR2 and 2.40 1 can be found in table 1 . In comparison to a standard evolution strategy the CMA-ES is able to cope with the low success rates around the optimum of the TR-problem. The average number of infeasible solutions during the approximation is 44%. This indicates that a reasonable adaptation of the mutation ellipsoid takes place. As the TR problem exhibits a linear objective and a linear constraint function we would expect a rate of ≈ 50% infeasible solutions and a decrease of step sizes for an ill-adapted mutation ellipsoid. An analysis of the angle between the main axis of the mutation ellipsoid and the constraint function converges to zero, the same do the step sizes during approximation of the optimum. On problem 2.40 about 64% of the produced solutions are infeasible. 
A Fast Surrogate Model Estimator for Linear Constraints
To construct more powerful constraint handling methods the idea arises to build a meta-model of the constraint function. This meta-model can be used in various kinds of ways. We will use the surrogate model for the rotation of the mutation ellipsoid, checking the feasibility of mutations, and the repair of infeasible mutations of the CMA-ES. In this work we concentrate on linear constraints, but the approach can be extended to the non-linear case.
To efficiently estimate the constraint surrogate function we developed a new efficient constraint boundary estimator based on fast binary search. We assume that our constraint handling method starts with the first occurrence of an infeasible individual. The estimation algorithm for the linear constraint boundary, i.e. a linear hyper-plance h 0 works as follows.
In the first step the surrogate estimator identifies N points on the N -dimensional linear constraint hyper-plane h 0 . For this sake the model-estimator makes use of an N -dimensional hypersphere cutting the constraint boundary. The connection between the infeasible points on the hypersphere and the center of the hypersphere will cut the constraint boundary. When the first infeasible offspring individual (ξ) 1 is produced, the original feasible parent x f is the center of the 1 Problem TR2 is the Sphere function x T x with the linear constraint xi − N > 0, problem 2.40 is a linear function with 6 linear constraints, see Schwefel [9] . corresponding meta-model estimator and the distance becomes radius r of your model-estimator. The approach uses binary search to find the cutting points and takes the following three steps:
1. Generation of random points on the surface of the hypersphere: Point x f is the center of the hypersphere with radius r such that the constraint boundary is cut. N − 1 additional infeasible points ξ i , 1 ≤ i ≤ N − 1 have to be produced. Infeasible points are produced by sampling on its surface until a sufficient number of infeasible points are produced. The points on the surface are sampled randomly with uniform distribution using the method of Marsaglia [6] : At first, N − 1 Gaussian distributed points are sampled
. . , N and scaled to length 1. Further scaling and shifting yields N randomly distributed point on the hypersphere surface Table 2 shows the empirical number of binary search steps to achieve the angle accuracy φ < 1
• with accuracy φ < 0.25
• of the estimated hyperplane h 0 . Each experiment was repeated 100, 000 times, i.e. in each repetition a new test case with a random hyper-plane and random points x f , (ξ) 1 , . . . (ξ) N ∈ R was generated. The error of the angle φ can be estimated by the number of binary search steps: Let φ k be the average angle error after k binary steps and η be the accuracy improvement factor we are able to achieve with one binary search step. The experimental analysis yields the following linear relation between angle accuracy φ and binary search steps k = j − i:
The magnitude of the efficiency factor η, i.e. an improvement of angle accuracy, can be estimated as 0.53 ≤ η ≤ 0.57 from our experiments, see Table 2 . Note, that the number of binary search steps grows slower than the number of dimensions of the solution space. 
Rotation of the Covariance Matrix
Our first idea to exploit the surrogate constraint function was to adapt the covariance matrix itself. Our experiments with correlated Gaussian mutation for ES motivated that step 3 . The covariance matrix C ∈ R N ×N is a positive semidefinite matrix and thus, exhibits a decomposition into an orthonormal matrix B and a diagonal matrix D, such that C = BD 2 B T . In case of approximating the constraint boundary h with normal vector n we adapt the covariance matrix C as follows: The CMA-ES runs as usual until the constraint boundary is met. The algorithm starts the constraint handling technique if 40% of the mutations are infeasible. Figure 3 shows the results of our experimental analysis on TR2 and 2.40. We can observe a slight decrease of necessary fitness function calls of about 5% in average on TR2. This slight speedup is a result of a faster adaptation of C to the constraint boundary. After the adaptation is complete, the optimization process continuous in the usual kind of way. No speedup can be observed on problem 2.40, the CMA-ES was already successful in adapting C to the constraint conditions. 
Checking Feasibility
In a second approach potentially feasible solutions are checked for feasibility with the surrogate model. In particular, this is recommendable if constraint function calls are expensive. For this purpose an exact estimation of the constraint boundary in necessary. Two errors for the feasibility prediction of individual x t are possible:
1. The model predicts x t is feasible, but it is not. Points of this category are examined for feasibility causing an additional constraint function evaluation. 2. The model predicts x t is infeasible, but it is feasible. The individual will be discarded, but may be a very good approximation of the optimum.
We introduce a safety margin δ, i.e. a shift of the estimated constraint boundary into the infeasible direction. The safety margin reduces errors of type 2. We set δ to the distance d of the mutation ellipsoid center c and the estimated constraint boundary h t . The distance between c and the shifted constraint boundary h t becomes 2d. A regular update of the constraint boundary support point p t is necessary. Again, we have to distinguish between two conditions in each iteration. Let d t0 be the distance between the mutation ellipsoid center c t0 and the constraint boundary h t0 at time t 0 and let k be the number of binary search steps to achieve the angle accuracy of δ < 0.25 • .
1. 
with φ = 0.25 · (0.57) 3k causes a re-estimation of h t .
To find the new support point p t we use 4k binary steps on the line between the current infeasible solutions and c t . Table 4 shows significant savings of constraint evaluations with a high approximation capability using the feasibility checking approach. 
Repair of Infeasible Solutions
At last, we propose to repair infeasible mutations by projection onto the constraint boundary h t . We assume the angle error φ that can again be estimated by the number of binary search steps k, see equation 3. In our approach we elongate the projection vector by length δ. Figure 2 illustrates the situation. Let p t be the support point of the hyper-plane h t at time t and let x i be the infeasible solution. Since
The elongation of the projection into the potentially feasible region guarantees feasibility of the repaired individuals. Nevertheless, it might prevent fast convergence, in particular in regions far away from the hyper-plane support point p t , as δ grows with increasing length of d. In our approach we update the center of the hyper-plane for an update of accuracy every 10 generations. The results of the CMA-ES repair algorithm can be found in Table 5 . We observe a significant decrease of fitness function evaluations. The search concentrates on the boundary of the infeasible search space, in particular on the feasible site. Of course, no saving of constraint function evaluations could have been expected. 
Combination of Approaches
At last, we combine all three introduced approaches. Table 6 shows the results of the combined constraint handling techniques on problems TR2 and 2.40. In comparison to the repair approach of Section 5 the number of constraint function calls decreases significantly and the relation between fitness and constraint function evaluations reaches the level of the feasibility check technique in Section 4. In comparison to the results with death penalty, see Table 1 , a significant decrease of objective and constraint function evaluations can be observed. 
Summary and Outlook
We have proposed the first sophisticated constraint handling technique for the CMA-ES. The better the constraints are known, the more information can be investigated during the search process. Surrogate models of the constraint functions turn out to be very useful for handling of constraints. To compute a constraint surrogate function we proposed an efficient algorithm for the estimation of linear constraints based on sampling on the surface of a hypersphere and binary search on the lines into the infeasible part of the search space. Based on this model we used the surrogate constraint function for multiple purposes, i.e. rotation of the covariance matrix, checking of feasibility and repair of infeasible points. Significant savings of fitness and constraint evaluations can be observed. If the effort spent on the surrogate constraint model and the various techniques is profitable, depends on the application scenario. As many constraints in practical applications are not linear, we plan to extend our approach to non-linear constraints. First experiments show that a linear surrogate approximation of non-linear constraints is sufficient and leads to amazingly good results. Furthermore, the approach can be extended concerning the handling of multiple constraints functions. For this purpose, it seems to be reasonable to develop a detailed case sensitive surrogate model.
