We introduce a multidimensional quasi-eigenfunction approximation useful for characterizing and analyzing the responses of discrete linear systems to inputs modeled as AM-FM image functions. A new theorem is presented which provides a global bound on the approximation error, We demonstrate how the approximation may be used to develop discrete AM-FM demodulation algorithms, and show dramatic demodulation examples where the essential structure of natural images is captured using only a small number of AM-FM components.
INTRODUCTION
The use of AM-FM modeling techniques for analysis and representation of nonstationary signals and images has been the subject of intense recent research [l-81. In multi-compo-
nent AM-FM image analysis, a complex-valued image t ( x )
is modeled as a sum of nonstationary, locally coherent AM-FM functions where 31 [.] indicates the 2D Hilbert transform acting in the horizontal direction. The AM-FM analysis problem is concerned with estimating the amplitude modulation functions ak(x) and the frequency modulation functions v p k ( x ) . This is normally accomplished using nonlinear algorithms, making it necessary to isolate the individual components from one another prior to performing the estimation in order to avoid cross-component interference effects. The separation may be effected on a spatio-spectrally localized basis by processing the image with a multiband linear filter bank.
However, the development of frequency demodulation algorithms for filtered components is, in general, quite difficult. Excellent approximate estimation algorithms have been derived by making use of a family of approximations known collectively as quasi-eigenfunction approximations, Since the algorithm (4), (l5) is spatially local, it is only necessary for the filtering operation described in (2) to separate the components from one another on a pointwise basis; the filter response may, in general, be dominated by different image components at different points in the domain. The demodulation algorithm i:s valid for the dominating component, provided that at most one component dominates the response image at each point.
In this paper we present, for the first time, the discrete 2D &EA and a bound on the approximation error. We use the approximation to develop discrete-domain AM-FM demodulation algorithms. This is significant since images almost aEways are acquired as discrete-domain signals, since there are considerable differences between the 1D and 2D discrete bounds, and sincle there are subtleties in discretizing the algorithm (4), ( 5 ) .
THE 2D DISCRETE QEA
We approximate the response of absolutely summable, 2D discrete linear systems to AM-FM inputs and bound the approximation error. Consider a discrete, complex-valued AM-FM image component c(m) = exp [Mm)l (6) and an arbitrary discrete linear system g : 2 ' -+ C with unit pulse response g(m) E k1(Z2) and frequency response G(C2). Henceforth, we write g(m) H G(C2) to indicate that g(m) and G ( 0 ) are a Fourier transform pair. The exact response of G to input c(m) is given by
P€Z2
The quasi-eigenfunction approximation to the response is
where Vp(m) = Vp(x)I,=,.
Note that the form of the &EA in (8) Use the notation C,(F) to denote the supremum of the magnitudes of all line integrals of the vector-valued function F along paths a ( s ) E P", where P" is the space of polynomials with degree less than or equal to n. Thus c n (F) = : : Fn IS, ~( x ) dx/ . (9) Similarly, use the notation Bn(F) to denote the supremum of all line integrals of the magnitude of the vector-valued function F along paths u ( s ) E P": 
Proof: omatted for brevity. The error bound in (12) is global in the sense that it is independent of the spatial coordinates. Note that the term &(Va), the supremum of the magnitudes of all line integrals of Va(x) along straight paths, tends to grow inversely with the smoothness of a(x), and vanishes altogether in the limit as c(m) tends toward a true eigenfunction. The terms 61(Vp,,) and 61(Vpxz), which are the suprema of all line integrals of the gradient magnitudes of the components of the instantaneous frequency vector along straight paths, also tend to grow inversely with the smoothness of cp(x), and vanish as c(m) tends to a true eigenfunction. Hence, the QEA errors will be small when the input is locally coherent. Furthermore, the bound in (12) is tight in the sense that it tends to zero as c(m) tends to an eigenfunction of g(m). Also of interest is the fact that both terms in the bound (12) can be made arbitrarily small through the choice of a filter g(m) that is highly spatially localized. This is true independent of the local coherency of the input c(m).
APPLICATION TO AM-FM IMAGE DEMODULATION
We begin by using the QEA to develop demodulation algorithms for an unfiltered image component. Applying the QEA first to (18), and then to (7), we have
Equating (20) with (22), subject to the QEA error, establishes immediately that both the Sine and Cosine algorithms may be applied directly to the filtered image d ( m ) in (7) to obtain V@(m). In estimating the amplitude modulation of c(m) from d ( m ) , the scaling effects of the filter g(m) must be factored out. Hence, it follows from the QEA that the discrete, filtered amplitude algorithm is
EXAMPLES
In this section we present dramatic new examples of multicomponent AM-FM image analysis and representation. In each example, components were isolated from one another using a spatio-spectrally localized multiband bank of oneoctave Gabor filters in a wavelet-like tesselation [lo] . The modulating functions of individual components were then estimated from the channel responses using the discrete demodulation algorithms (16), (17), and (23). An analysis paradigm called dominant component analysis, or DCA, was described in [5] . The object of DCA is to estimate, at each point in the image, the values of the modulating functions of the component that dominates the local image spectrum at that point. The frequencies so obtained are termed emergent, and characterize the dominant features of the local texture structure. Fig. 1 (a) shows the image Dee. The estimated emergent frequencies are shown in Fig. 1 (b) , where each needle is oriented with the estimated frequency vector and needle length is inversely proportional to the frequency magnitude. Hence, long needles correspond to low spatial frequencies and image features of large spatial extent, while short needles correspond to high spatial frequencies and image features of small spatial extent. A reconstruction of the dominant component of the image from the estimated frequency and amplitude modulation functions (the latter is not depicted) is given in Fig. 1 (c) . While the AM-FM component obtained from DCA is not necessarily locally coherent, it reveals the dominant structure of the image on a spatially local basis using only a single AM-FM component.
The details of an approach for simultaneously estimating the modulating functions of multiple AM-FM image components from the Gabor channel responses was also described in [5] . The image Reptile is shown in Fig. l (d) . Modulating functions for five nonstationary, locally coherent AM-FM components of this image were estimated using (16), (17), and (23) . Reconstructions of the individual components from the estimated modulating functions are shown in Fig. 1 (e) -(g), (i), and 6 ). The effects of smooth, nonstationary variations in both the amplitude and frequency modulating functions are clearly visible. Fig. 1  (h) shows the reconstructed image obtained from the estimated modulating functions of all five components. It is truly remarkable that the essential structure of the image has been effectively captured with such a small number of components.
Similarly, Fig. 1 (k) and (1) show the image Burlap and a reconstruction from the estimated modulating functions of eight nonstationary, locally coherent AM-FM components. Again, this example clearly demonstrates the power of AM-FM modeling to capture the essential and perceptually important structure in a complicated image using only a small number of nonstationary, llocally coherent AM-FM components.
CONCLUSIONS
For the first time, we gave EL discrete multidimensional quasieigenfunction approximation for analyzing the responses of discrete linear systems to AM-FM inputs. We also gave a new theorem bounding the approximation error. Using the approximation, we established discrete algorithms suitable for simultaneously estimating the modulating functions of multiple image components from the responses of linear multiband filters. The filters were required to separate the components from one another on a spatio-spectrally localized basis. We used the discrete demodulation algorithms to estimate modulating functions for the multiple components of three natural images, and demonstrated the power of AM-FM modeling techniques to capture and represent the essential structure of images using fewer than ten components.
