In this article a new approach is considered for implementing operator splitting methods for transport problems, influenced by electric fields. Our motivation came to model PE-CVD (plasma-enhanced chemical vapor deposition) processes, means the flow of species to a gas-phase, which are influenced by an electric field. Such a field we can model by wave equations. The main contributions are to improve the standard discretization schemes of each part of the coupling equation. So we discuss an improvement with implicit RungeKutta methods instead of the Yee's algorithm. Further we balance the solver method between the Maxwell and Transport equation.
Introduction
We motivate our study by simulating thin film deposition processes that can be realized by PE-CVD (plasma enhanced chemical vapor deposition) processes, see [1, 2] . For the deposition process, the influence of the electric fields to the transported gases in a plasma reactor is very important, see [3] . Therefore we deal with a simplified model of a coupled transport and Maxwell equations. While the transport equations modeled the transport of gaseous species and the Maxwell equation the influence of the underlying flow field.
We deal with the following equations     where u is the concentration of the gaseous species, z E is the electric field and , We concentrate on the numerical modeling and simulation of electrical fields, which are coupled with transport equations.
Several methods exist to solve electric field and are of interest.
One method for a stationary case of the electric field is a propagation method (BPM). This is a powerful tool to analyze linear and nonlinear light propagation in axially varying waveguides like directional couplers, tapered waveguides, S-shaped bent waveguides, and optical fibers [4] [5] [6] [7] . The method has its origin in the field of propagation of electromagnetic beams in atmosphere, where the multi-physics modeling was done on the assumption that "the continuous gain medium may be approximated by a series of gain sheets with free propagation between the sheets" [8, 9] . As it will be shown later on, this method is in fact a Strang-Marchuk operator splitting method [10, 11] . Here we first describe the BPM [12] . We introduce the iterative splitting idea to couple ,
Maxwell and Transport equations. Further a splitting analysis is presented. Numerical experiments are presented with respect to decoupled and coupled differential equations. The paper is organized as follows. The discretization methods are described in Section 2. In Section 3, the applied operator splitting methods are presented. The error analysis of the coupled methods is studied in Section 4. The experiments of the new discretization methods and splitting methods are performed in Section 5. At the end of this paper we introduce future works.
Let x  , y  are spatial discretizations, and t  is a time step. We use the following notation
Let  represents a spatial coordinate such as x , . 
Thus the distributions/grid of various components are staggered in space and in time. This is one of the two unique characteristics of the Yee's scheme. The second unique characteristic is that the various spatial derivatives in Equations (8) - (10) are computed across the one spatial cell, i.e. the difference center for the central difference approximation of the spatial derivative is the mid point of one cell length in the corresponding direction of the derivative. Thus the Yee's scheme approximates Equations (8) -(10) at the following points:
Such a staggered uncollocated arrangement gives the Yee's scheme several nice numerical and physical properties, see [13] . Then we get finite-difference approximations as: 
where c is the speed of light in vacuum, see [13] .
• To restrict the unbounded domain to finite domain, one uses absorbing boundary condition like the perfectly matched layers, see [14, 15] [16, 17] . We propose to improve with higher order implicit Runge-Kutta methods with an idea to sparse matrices schemes, which saves additional memory.
Improved Time Discretization Methods for Maxwell Equation
Based on the problem of reconstructing a higher order Yee's algorithm, we deal with separate improvement of the discretization schemes. While the spatial discretization of the Yee's algorithm is a second order difference scheme, the time discretization is also only a second order scheme.
Here we see the deficits of only improving the spatial scheme with higher order schemes and leave the timediscretization with a second order scheme.
We propose an improved time-discretization scheme of higher order and apply fine spatial grids, while the time error is at least larger, see [18] .
We deal with higher order time-discretization methods. Therefore we propose the Runge-Kutta as adapted timediscretization methods to reach higher order results. For the time-discretization we use the following higher order discretization methods.
We deal with the following semi-discretized partial differential equations, such equations are used in each iterative splitting step: 
Remark 2. For the stationary field, we apply a periodic boundary condition, which is sufficient. The Mur absorbing boundary condition, see [5] , is used for the instationary field, while respecting the influence of the changes at the boundaries.
To get a first realization of an open boundary in the case of the line-source we use symmetry and a combination of PBC and Mur's first order ABC. For the boundarys orthogonal to the propagation direction of the field (left-right) it is useful to work with Mur's ABC.
Mur's ABC
We can interpret the electromagnetical field as a wave that has to fulfill the homogeneous wave equation. 
Waves that satisfy only propagate in = 0 To handle    it is comfortable to do a Taylor expansion around 0.
Considering (36) equation (32) turns to
which is Mur's ABC with first order accuracy. As a first attempt to model an open boundary we will use this.
Left boundary (
For the left boundary we have do discretize the following equation:
This can be done with a FDM-scheme as follows.
with
and
his tool does not satisfy completely ly has first order accuracy and even more important it only absorbs the part of the wave that propagates orthogonal to the boundary.
But there are also a few advantages. Mur's ABC h
It is easy to see that t because it on as to be applied only to the z E field because x H and y H are dealt with automatically through the ordinary updatestep. The second advantage of Mur's ABC is the low numeric expense.
For the boundaries parallel to the propagation direction (top and bottom) we use the PBC. The mmetry our setting garanties that the inflow and the outflow of the field equalize each other.
But with the ey sy of e on the next simulations with less sy is discretised and is calcula mmetry it seams to be necessary to use perfectly matched layers. These 3 equations above mark the starting point. The spatial part of each equation ted with the help of the matrix-operators 1 2 1 2 , , , B B C C (centered differences corresponding to the 2 dimensional Yee-lattrice).
In the following we are using the general Butcher-table for (3-stage) Runge-Kutta-methods to get a clear notation.
(43) denote the stepping time and
in (23) -( written i 25) can now be n the followi
where
For a better legibility and because the focused point of time does not change, we write (23) - (25) and (4 ons
Remark 3.
(53) 
Remark 4. The scheme above is only correct for isotropic media because in the not isotropic case i essary to consider t is nec-
of eq ith equat s t
Taking the 6 uations (52) and (53) and putting them together w the 3 ions of (51) lead to he following linear equation system which needs to be solved. 2  1  2  2  2  3   3  1  3  2  3  3   1   2   3 , , , 1   2   3   1  2  2  2  11  12  13  2  2  2  2  21  22  23  3  2  2  2  31 32 
Stability Analysis of the Implicit Discretizations
We deal with the following discretized equation systems:
where i is the iteration index of the coupling scheme. 
The stability is given with in the Theorem 1. Given is the numerical scheme (70) and e assumptions 1. 
So we have an upper bound of the iterative results, gi

Convection-Diffusion Equation
Fo sche e in time.
ven by the previous solution at time n t .
Discretization Methods of the
r the 3 dimensional convection-diffusion equation we apply a second order finite difference me in space nd a higher order discretization schem a     
We apply dimensional splitting to our problem
We use a 1st order upwind scheme for   x   and a 2nd order central difference scheme for For the discretization in time we use several e licit Runge-Kutta and Adam-Bashforth methods, this leads to xp restrictions of the step-size in time but on the other hand the cost of implicit methods is much to high in this 3-dimensional case.
Adam-Bashforth Methods
 
We consider here 
Splitting Methods to Couple Maxwell and Convection Diffusion Equation
We concentrate on the splitting methods, which can be classified as classical and iterative splitti We propose iterative splitting methods by discussing the additive iterative splitting methods, see [20, 21] .
We consider the following the linear problem In the following we analyze the convergence and the rate of the convergence of the method (80) 
where , , : A B A B X X   are given lin s being generators of the 0 C semigroup and 0 c X ear operator  is a given element. The the iteration process (80) - (81) is convergent and the rate of the convergence is of higher order. n B are matrices (i.e. (80) - (81) is a system of ordinary differential equations growth estimation we can use the concept rithmic norm, see e.g. [23] . Hence, for many important of matrices we can p hat portan y of the split subproblems-the iterative splitting m o the exact solution.
Fo
The proof can be found in [22] . Remark 6. When A and ), for the of the logaclasses rove the validity. Remark 7. We note t a huge class of im t differential operators generate a contractive semigroup. This means that for such problems-assuming the exact solvabilit ethod converges in higher order t In the next subsection we present the used time-discretization methods.
Error Analysis: Coupling Methods
r the coupling methods we deal with nonlinear differential equations of the following type: Iterative Operator-Splitting Method as a int Scheme e earize the nonlinear operators, see [2 We re quations of the form:
to satisfy a st method.
A first idea is the fix-point scheme, t
Fix-Po
The iterativ operator-splitting method is used as a fix-point scheme to lin 1,24]. strict our attention to time-dependent partial differential e 
where     , : A u B u X X  are linear and den fined in the real Banach space sely de-X , involving only spatial derivatives of c, see [25] . In the following we discuss the standard iterative operator-splitting methods as a fixpoint iteration method to linearize the operators. 
Experiments
In the following experiments, first we deal with the decoupled equations, means Maxwell and transport equa-.
Maxwell equations in 2D is given [21] .
tions, to verify our methods
In the third experiment, ple we consider a sim PE-CVD process and concentrate on the coupled transport and Maxwell equation.
Test Experiment 1: Maxwell Equation
he time-dependent T as: The relative spatial step is given as
The percentage of the outflow is given as:
The same is also given fo the , We assume to have finite difference schemes in time an evy) condition is important to balance the schemes:
While we are dealing with wave-equations:
For spatial and time discretization h schemes. The control of the particle transport is given by the electric field in Figure 1 . The electric and transport sit nal model in Figure 2 .
In 
Test experiment 2: Convection-Diffusion Equation
We deal with the 2-dimensional advection-diffusion equation and periodic boundary conditions     The given advection-diffusion problem has an analytical solution
which we will use as a convenient initial fun
We use a 1st order upwind scheme for and a 2nd order central difference scheme for The results are given in 6 -11.
. H an control the species in the reactor with a elec . Numerically, it is important to deal with the differfi ent 
Conclusions
We present a coupled model based on Maxwell and Transport equations, that can be applied for simplified transport model for an ionized gaseous species in a PECVD reator. Based the different scale models, we have included the optimal discretization methods for each separate equation. Splitting methods are used to couple the separate equations together. Further, we d cussed the splitting analysis. Numerical examples are presented to discuss the influence of decoupled and coupled systems. In future, we will analyze the validity of the models with physical experiments.
