D j a divisor with simple normal crossings in a Kähler manifold (X, ω 0 ) of complex dimension m ≥ 2. The purpose of this short note is to show that the existence of a Poincaré type metric ̟ with constant scalar curvature in PM [ω 0 ] on X\D implies for all j the inequality s < s D j . Here s denotes the scalar curvature of ̟, whereas s D j denotes the mean scalar curvature associated to
Introduction
As canonical geometric objects, Kähler metrics with constant scalar curvature on compact manifolds have intensively been studied over the past few years. The question of their uniqueness has been settled by works of S.K. Donaldson [Don1] , T. Mabuchi [Mab1] , X.X. Chen [Che] and by Chen and G. Tian [CT] .
On the other hand, about the existence of Kähler metrics with constant scalar curvature (on compact manifolds), fewer is known. Nevertheless, in the projective case, Yau suggested [Yau] a conjecture relating the existence of such metrics among a fixed polarization class with algebro-geometric properties of the polarized manifold. This conjecture has been reformulated by Tian [Tia] and Donaldson [Don2] , and can be stated as:
Conjecture 1 (Yau, Tian, Donaldson) A compact polarized manifold (M, L) is K-stable if, and only if, there exists a Kähler metric with constant scalar curvature in the class c 1 (L). This is still an open question, at least in the "only if" direction. Indeed, the implication "existence of metric with constant scalar curvature implies K-stability" has been proved by J. Stoppa and Mabuchi, see [Sto, Mab2] , and the references within. Concerning the converse, in has been proved so far for toric surfaces by Donaldson [Don3] , but remains a very delicate problem in the general case.
In this respect, the aim of this note is to provide necessary conditions to the existence of a metric with constant scalar curvature among a class of Kähler metrics with cusp singularities along a divisor, which we call metrics of Poincaré type. Considering metrics of Poincaré type takes its interest in that they can appear as limits when working with sequence of smooth metrics. Studying this singular case may also enlighten the smooth case. For example, Donaldson [Don4] suggests the study of Kähler metrics with conical singularities as a method toward the understanding of the existence of smooth Kähler-Einstein metrics in the Fano case; indeed conical singularities vanish when letting their angle go to 2π, but we can recall that they also tend to cusp singularities, when the angle goes to 0.
Let us recall briefly the terminology of Poincaré type Kähler metrics, in the sense of [Auv, part 1] . We consider a divisor D with simple normal crossings in a compact Kähler manifold (X, ω 0 , J) of dimension m ≥ 2 and write its decomposition into smooth irreducible components as D = N j=1 D j . By simple normal crossings we mean that every irreducible component is smooth, and that around a point where exactly k components, D 1 , . . . , D k say, intersect, one has an open set U of holomorphic coordinates (z 1 , . . . , z k , z k+1 , . . . , z m ) such that D ℓ ∩ U = {z ℓ = 0} for all ℓ = 1, . . . , k.
Let us endow each line bundle [D j ] with a smooth hermitian metric | · | j , and denote by σ j ∈ O([D j ]) a holomorphic section such that D j = {σ j = 0}, j = 1, . . . , N. Up to multiplying | · | j by a positive constant or a smooth positive function for those j, we can assume that |σ j | 2 j ≤ e −1 so that ρ j := − log(|σ j | 2 j ) ≥ 1 out of D j ; notice that i∂∂ρ j extends to a smooth real (1,1)-form on the whole X, the class of which is 2πc 1 ([D j ]). We can also assume that |σ j | j is constant near D k when D j ∩D k = ∅. Let λ be a nonnegative real parameter, and set u j := log(λ + ρ j ) = log λ − log(|σ j | 2 j ) . Then for λ big enough,
defines a genuine Kähler form on X\D, that we will take as a reference metric in what follows -we shall also assume that λ = 0, since this is equivalent to replace the | · | j by e −λ | · | j . Indeed if U is a polydisc of coordinates (z 1 , . . . , z m ) around some point of D such that U ∩ D = {z 1 · · · z k = 0}, then ω is mutually bounded near the divisor with
idz j ∧ dz j , and moreover has bounded derivatives at any order with respect to this local model metric. Sharper asymptotics are described in Proposition 1.2 of [Auv] .
Such a metric is complete and has finite volume on X\D, equal to
. We are interested into generalizing the behaviour of our model ω and the reference potential u to a whole class; for this we state: Definition 1.1 Let ω be a locally smooth closed real (1,1) form on X\D. We say that ω is a Kähler metric of Poincaré type in the class Ω = [ω 0 ] dR , denoted by ω ∈ PM Ω , if:
(1) ω is quasi-isometric to ω, i.e. cω ≤ ω ≤ c −1 ω on X\D for some c > 0;
where
Similarly, we denote by PM Ω the space of potentials of such metrics, computed with respect to ω.
A fundamental representant of such a class is the Kähler-Einstein metric Tian and Yau [TY] produce when K[D] is ample and
It is obvious that provided ψ ∈ E such that dd c ψ ω is small enough and ω ∈ PM Ω , then ω + dd c ψ is again a metric lying in PM Ω . In this way PM Ω is nothing but an open neighbourhood of 0 in E, and we will use in what follows the notation
for all ψ ∈ PM Ω . Besides their completeness and finite volume property, the metrics in PM Ω have also in common that their Ricci forms lie in −2πc 1 K[D] (as an L 2 class). Consequently they all have the same mean scalar curvature, which we denote by: 
When D is not smooth and D j intersects other components, the metric induced on D j \ j ′ =j D j ′ is of Poincaré type, hence has its Ricci form in the class 
in terms of classes defined on X.
The present theorem genuinely deals with Poincaré type Kähler metrics specificity, since the constraint it states becomes empty in the compact case. Moreover, it represents a first step toward the notion of K-stability G. Székelyhidi [Sze] suggested for pairs (X, D), formulated to take into account such a Poincaré behaviour. We shall explain these links in next part, first section. Nonetheless, the content of the theorem is rather intuitive, and can just be understood as a negative contribution in the scalar curvature from the component of the metric normal to the divisor, which looks like the Einstein metric of negative Ricci form on Poincaré's punctured disc.
Let us give a few comments about the choice we made in Definition 1.1 for the space of potentials. On the one hand, we asked for a priori L ∞ control on the derivatives of order ≥ 1 because this comes into consideration in the analysis on potentials, especially in a description of X\D near infinity we need to prove our theorem. On the other hand, we allow non-sharp asymptotics near the divisor, to avoid the asymptotically product situation. Indeed, we shall see in part 2, second section, that the existence of an asymptotically product Kähler metric on X\D implies that D carries Kähler metrics with constant scalar curvature, and this implies the K-stability of D, which would not be clearly implied by the K-stability of (X, D). Working with what Poincaré type metrics, on which sharp asymptotics are not required, thus allows us to avoid such an assumption on the divisor. Now in this framework Theorem 1.2 is no more an immediate consequence of the hypothesis, as it would be if dealing with asymptotically product metrics; we also look at this point in part 2.
Finally, let us precise that Theorem 1.2 is the consequence of growth constraints on the potential of a metric of Poincaré type described in Propositions 4.1 and 4.2 below, together with the use of the constant scalar curvature property. Since we need a suitable description of X near D to state those propositions, we shall deal with such a description in part 3, and state our propositions in part 4, as well as we shall show how they imply Theorem 1.2 and give their proofs. For simplicity, we assume that D is smooth until the end of part 4, and deal with the generalization to the simple normal crossings case in part 5.
2 Links with Székelyhidi's suggestions Precisions on asymptotically hyperbolic metrics are given further. Now, by contrast to the K-stability in the compact case, the K-stability for triples (X, D, L) requires two types of conditions:
1. for any test-configuration of (X, D, L), the Futaki invariant is non-negative, and vanishes only for product configurations;
2. one can compute numbers c 0 = 0, c 1 , α 1 = 0 and α 2 for any test-configuration of (X, D, L); we ask for the inequality
Let us say that condition 1 is analogous to the computations involved in the compact case. On the other hand, condition 2 is original, and is meant to guarantee that the metrics in game do have a "Poincaré behaviour" near the divisor; in the following lines, we are looking deeper into this condition. Let us mention now we will not need a precise definition of test-configurations, and that we will not use Futaki invariants; the reader is referred to [Sze] for the details. We just need to know that (X × C, D × C), above (X, D), polarized by the pull-back of L for the obvious projection and with the trivial C * -action, is a test-configuration for (X, D, L) ; this is indeed the trivial one.
In this way we give a few precisions on the numbers c 0 , c 1 , α 1 and α 2 computed for the trivial configuration. By definition, c 0 and c 1 are given by
). Similar computations are used to define α 1 and α 2 , which verify the relation:
There is no difficulty in computing those four terms for our trivial configuration:
Proposition 2.1 Consider the trivial test-configuration for the triple (X, D, L). Then:
). A straightforward computation shows that the inequality
, which is the inequality stated in Theorem 1.2 when D is reduced to one component. Moreover, when D is smooth and admits several components, the inequality of (4) can be obtained as the average of the inequalities of Theorem 1.2.
To sum it up, Theorem 1.2 is a first step toward the implication "existence of asymptotically hyperbolic Kähler metric ⇒ K-stability of (X, D, L)".
Proof of Proposition 2.1. According to Riemann-Roch theorem, for k going to infinity,
There remains to computed k ; now for k big enough H 1 X, L k ⊗ O(−D) = 0, and consequently the sequence
, and
Asymptotically hyperbolic Kähler metrics
Our next comment on Székelyhidi's conjecture will concern more precisely the class of asymptotically hyperbolic near D Kähler metrics. We start by the precise definition, which we take in [Sze] .
Consider an open set U of holomorphic coordinates {z 1 , . . . , z m } around some point of D (assumed smooth) such that D = {z 1 = 0} in U. Then near D an asymptotically hyperbolic metric g looks like a product metriĉ
Here K is a smooth positive function on X, and h U is a smooth extension of a metric on D.
Clearly, asymptotically hyperbolic metrics are of Poincaré type, but they are actually rather specific, because their definition implies that:
1. K is constant on D, and can hence be taken constant near D, the error being included in the o(1) above;
2. if g has constant scalar curvature, so does the metric g| D it induces on D, and s(g) < s(g| D ). Fact 1 is proved by looking at the Kähler form ω g of g; indeed, in the coordinates used above on U, for any j, k ∈ {2, . . . , m},
at any order, in asymptotically hyperbolic sense (or Poincaré, because of mutual bounds). Now the Kähler hypothesis tells us that for any j, k ∈ {2, . . . , m}, ∂ z j ω 11 =
, and hence (K is smooth on X),
Thus K is constant on D ∩ U; since such functions K may depend on the open set of coordinates but have to patch, we deduce that they are constant on any component of D with common value, at least in formula (6).
All this can be reformulated saying that on any U as above, ω g =
for some positive constant A independent of U, the perturbation being understood at any order in asymptotically hyperbolic metric.
Fact 2 readily follows from this latter observation. Indeed, one has ω m g = m
m−1 . The Ricci form ̺ g of g is thus given by
, which develops into
These computations illustrate the intuitive interpretation of Theorem 1.2. Of course, such computations are no longer possible in the absence of asymptotics like those coming from the definition of asymptotically hyperbolic metrics, and this is why we develop hereafter some techniques to get our result in the more general class of Poincaré type Kähler metrics.
A fibration near the divisor
To begin with, let us suppose that D is reduced to one (smooth) component, and denote by σ a defining section for D.
We consider a tubular neighbourhood N A of D (A is a real parameter to be fixed), with projection p, obtained from the exponential map associated to a smooth metric on X, ω 0 say. On N A , an S 1 action comes form the identification of N A with some neighbourhood V of the null section of the normal holomorphic bundle
and this action leaves invariant the projection p : N A ≃ V ⊂ N D → D. Now we complete p by making the function u, which is reduced to log − log(|σ| 2 ) , invariant under the circle action. To be more precise, let T the infinitesimal generator of the action, with flow Φ ϑ . We set:
near D, and extend it smoothly away from the divisor. If we denote the couple (p, t) by q, we have the following diagram:
It is easy to see that t = u up to a perturbation which is a O(e −t ), that is, a O 1 | log |σ|| , as well as its derivatives of any order (in Poincaré type metric). Finally, A and N A are adjusted so that N A \D = {t ≥ A} ⊂ X\D.
We associate to the circle action on N A a connection 1-form η, as follows: if g is of Poincaré type (e.g. g is the Riemannian metric associated to ω) and keeping T as the infinitesimal generator of the action with flow Φ ϑ , we set at any point
where the S 1 of the last integral is the fiber q −1 (x). In this way, for all x ∈ N A , q −1 (x) η = 2π. Moreover, if we consider around some point of D a neighbourhood of holomorphic coordinates (z 1 = re iθ , . . . , z m ) such that D is given by z 1 = 0, one has η = dθ up to a term which is a O(1) as well as its derivatives of any order with respect to ω. Hence if we assume that g denotes the Riemannian metric associated to ω, one has
with g D the metric associated to ω 0 | D , where O e −t is understood at any order in Poincaré metric; this follows from [Auv, Proposition 1.2] . This means for example that Jdt = 2e −t η + O e −t , this O e −t being understood in the same way. One can furthermore use the fibration (7) as follows. Let f ∈ C k,α X\D (in the α = 0 case, which is relevant here, C k,α X\D is defined with help of ∇ ω ; see [Auv, section 1.2] for the definition of such Hölder spaces when α ∈ (0, 1) ); one writes the decompositions
where z = p(x), with:
and Vol(D) computed with respect to g D , hence equal to
by Lelong's formula. Using equation (9) and the definition of C k,α X\D , since the S 1 fibers are of length equivalent to e −t for g, it is not difficult to see that on an open set of holomorphic coordinates as above, if j ≤ k,
as soon D ℓ,j−ℓ denotes a product (j − ℓ) factors of which are equal to e t ∂ θ , and the remaining ℓ factors are in {r| log r|∂ r , ∂ z β , ∂ z β , β ≥ 2}, were r = |z 1 |.
If moreover J D is the complex structure on D, we have that p
by a perturbation which is a O(e −t ) as well as its derivatives at any order. An application of these estimations is that one has, if
Eventually, if we replace f ∈ C k,α X\D by a potential ϕ of a metric in PM Ω , computed with respect to ω, decomposition (9) and estimates (10) and (11) apply again, except that ϕ 0 (t) = O(t), and ∂ j t ϕ 0 = O(1) for all j ≥ 1.
All this description is easily transposable in the case the number N of disjoint components of D is strictly bigger than 1, by working near one component and away from the others; in this case we shall add to the objects above an index j (e.g. t j , η j , ϕ 0,j , etc.) to specify which component of the divisor they refer to.
The key propositions
4.1 Statements, and proof of Theorem 1.2 (smooth divisor case)
We assume again in this part that D is smooth. We come now to the statement of the two key propositions of which Theorem 1.2 is a corollary: assuming ω ϕ := ω + dd c ϕ has constant scalar curvature (hence equal to s = −4πm
at any point), one find constraints on ϕ which will translate into constraints on s. For this, we state first:
Proposition 4.1 (D smooth) Assume ϕ ∈ PM Ω . Fix j ∈ {1, . . . , N}, and consider the compact subdomains {t j ≤ s} ⊂ X\D j . Then s≥0 {t j ≤ s} = X\D j , the integral X\D e t j ω m ϕ diverges to +∞, and:
when s goes to ∞, for j = 1, . . . , N.
We also state:
Proposition 4.2 (D smooth) Assume ϕ ∈ PM Ω . Then:
The proofs are postponed to section 4.2, since we shall see for now how Propositions 4.1 and 4.2 readily imply Theorem 1.2 when D is smooth.
Proof of Theorem 1.2 from Propositions 4.1 and 4.2. Assume ω ϕ = ω + dd c ϕ has constant scalar curvature. Fix j ∈ {1, . . . , N}. Compare equations (12) and (13), after having multiplied the first one by s (which equals s ϕ at every point of X\D). It follows, for s going to ∞:
or (s j − s) s − ϕ 0,j (s) = 2s + O(1) to be more explicit (here and from now on, s j stands for s D j ). Having s j = s, i.e. 2s = O(1), would thus be absurd. It follows that s = s j , and s − ϕ 0,j (s) = 2 s j −s s + O(1). Now, in order to determine the sign of s j − s, we use the divergence of X\D e t j ω m ϕ . Since X\D e t j ω m ϕ is the increasing limit of {t j ≤s} e t j ω m ϕ , from the asymptotics (12), we know that s − ϕ 0,j (s) tends to +∞ when s goes to ∞. This would not be compatible with an inequality s > s j , hence
We thus have proved the inequality m
. To recover the inequality of the theorem, one uses that given (m−1)
Remark 4.3 This proof also gives us a sharper description of the potential ϕ of a Poincaré metric with constant scalar curvature; indeed, in a nutshell, one has ϕ − N j=1 a j t j ∈ C ∞ (X\D), where a j = s j −s−2 s j −s for each j. In other words, we directly pass from "log log" terms (the t j ) to bounded terms in the development of such a potential near the divisor, whereas terms like t 1/2 j are a priori authorized to contribute to potentials of Poincaré type.
Proofs of Propositions 4.1 and 4.2

Proof of Proposition 4.1
Fix j ∈ {1, . . . , N}. The exhaustion s≥0 {t j ≤ s} = X\D j is clear, arising from the construction of t j , and more precisely from the estimate t j = u j + o(1) where we recall that u j = log − log(|σ j | 2 ) and D j = {σ j = 0} in X.
Let us look at the divergence of X\D e t j ω , so that ω m ϕ = ω m−1 +dd c ϕ∧Θ, and that Θ is a closed (m−1, m−1)-form. Our j ∈ {1, . . . , N} is fixed again. By Stokes' theorem, we have for s going to ∞ (assume s is big enough so that D k ⊂ {t j ≤ s} when k = j):
Let us simplify the notation and drop the j indexes; this will not lead to some confusion, since we are precisely dealing with integrals near D j . Now as Θ has type
∧ Θ, and again by Stokes,
To get to (12), we shall analyze the different summands in game. First, e t = ρ j + O(1) at any order, hence dd c (e t ) = dd c ρ j + O(1); now, dd c ρ j is bounded (for ω 0 , and thus for ω, of Poincaré type) since it extends smoothly through D. In this way, as Θ is itself dominated by ω m−1 and ϕ is L 1 for ω, we deduce that {t≤s} ϕdd c (e t )∧Θ converges when s goes to infinity, and in particular is bounded.
Let us pass to {t=s} d c ϕ ∧ Θ. According to derivation formulas (10) and (11), since dt = 0 on {t = s}, one has on this slice
where˙stands for ∂ t , the O being still understood for Poincaré metrics. In this way, we obtain on {t = s}
We shall notice that the latter O(e −s ) is a (2m − 1)-form on {t = s}; we could for example write it as ε(
as the fibers are of length 2π for η, one has
In view of:
• the dependence on s only of ϕ 0 ;
• the equality
for all k ∈ {0, . . . , m − 1} ;
• the boundedness of the component ϕ 1 and its differential; it follows that:
that is: e
Using a similar process, and setting Υ(u) = ω
There remains to analyze {t≤s} e t ω m . We can write, in a neighbourhood of D j ,
, according to (8) (or rather its analogue near D j in the case when D has several components). This we write again
, O(e −t ) understood in the sense of volume forms of metrics of Poincaré type. One more use of the
, we thus have for any s big enough:
(17) The proposition is proved by collecting (14), (15), (16) 
Proof of Proposition 4.2
The techniques we use to get to estimate (13) are exactly similar to those we just used to prove Proposition 4.2. However the starting point is the following formulas for the computation of the scalar curvature: s ϕ = 2(Λ ϕ ̺ ϕ ), or equivalently s ϕ ω m ϕ = 2m̺ ϕ ∧ ω m−1 ϕ 5 Generalization: the simple normal crossings case Assume now D has simple normal crossings. What follows is devoted to provide the necessary adaptation to get Theorem 1.2 in this general case.
We want first to construct circle actions around each component in order to have decompositions similar to (9). For this we need the action around a fixed component to respect the other components. If these actions come from the identification of the normal bundles to tubular neighbourhoods with respect to some exponential map, we need the connection giving this exponential map to provide some orthogonality to intersecting component. In other words, we are asking for a connection with respect to which the crossing components are totally geodesic. We are also asking for the connection to preserve the complex structure J of X, because we also need asymptotics on such an operator.
There are obstructions to asking for such a connection to be the Levi-Civita connection of a smooth Kähler metric defined on some neighbourhood of the divisor. Nevertheless we only need the connection, not the metric, and we can construct it as follows.
Take U = U 1 ⊔· · ·⊔U m a finite open cover of D inX, such that U ∈ U k if, and only if, U is an open set of holomorphic coordinates meeting a codimension k crossing of D, and not meeting any codimension ≥ k + 1 crossing, this for k = 1, . . . , m. Now if a codimension k crossing, D 1 ∩ · · · ∩ D k say, is given by {z 1 = · · · = z k = 0} in U ∈ U k , set ∇ U for the pull-back of the Levi-Civita of the euclidian metric in U. Take moreover a partition of unity (χ U ) U ∈U associated to U, and set
It is clear that
• each intersection made from the D j is totally geodesic for ∇;
• the complex structure J of X is parallel for ∇.
Fix now j ∈ {1, . . . , N}, and set For example, Stokes theorem, which is a key-ingredient in those proofs, work again since the different integrands (with fixed s) in the integration by parts are L 1 with respect to ω| {t j ≤s} . Moreover the O(e −s ) of those proofs were much better that needed, and the present o(1) at our disposal are sufficient to get the final O(1).
Assuming finally that ω ϕ has constant scalar curvature and comparing s times (20) with (21) gives us that s D j > s. This holds for all j = 1, . . . , N, and thus Theorem 1.2 is proved in the simple normal crossings case.
