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Abstract
We show that maximum distance separable (MDS) codes, or more generally nearly MDS codes, for the
Rosenbloom–Tsfasman metric can meet the Gilbert–Varshamov bound for their Hamming weights. The
proof is based on a careful analysis of orbits of a linear group preserving the Rosenbloom–Tsfasman metric.
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1. Introduction
A new approach to the theory of uniformly distributed point sets was developed in the recent
papers [1,8,9]. This approach crucially depends on a speciﬁc version of coding theory where,
unlike the classical coding theory, two basic metrics are involved. One of them is the standard
Hamming metric while the other one is the Rosenbloom–Tsfasman metric introduced in [7].
In the present paper, we address an aspect of such a version of coding theory. Suppose that
a linear code C ⊂ Fq over a ﬁnite ﬁeld Fq with a large Rosenbloom–Tsfasman weight (C) is
given. What can one say about the Hamming weight (C) of this code?
Simple examples show that in general (C) is not controlled by (C). However, it turns out
(see our main Theorem 3.1 in Section 3) that if one considers the orbit of the code C under the
action of a linear group preserving the weight (C), then a portion of codes on this orbit have large
Hamming weights. Furthermore, if C is a maximum distance separable (brieﬂy MDS) code, or
more generally nearlyMDS code for the Rosenbloom–Tsfasman metric, then there exist codes on
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the orbit of C whichmeet the Gilbert–Varshamov bound for their Hamming weights (see Theorem
3.2 below).
We conjecture that point distributions constructed in terms of such speciﬁc codes have a series
of remarkable properties. The author hopes to consider these intriguing questions in forthcoming
papers.
The present paper is organized as follows. In Section 2, preliminary material on coding theory
is discussed. Our main Theorem 3.1 is given in Section 3. This section also contains asymptotic
consequences of Theorem 3.1 given in Theorem 3.2. In Section 4, we consider the structure of
orbits of a group preserving the Rosenbloom–Tsfasman metric, and relying on this consideration,
we complete the proof of Theorem 3.1 in Section 5.
2. Preliminaries
Let Matn,s(Fq) denote the linear space of all matrices with n rows and s columns with entries
from a ﬁxed ﬁnite ﬁeld Fq of q elements. Clearly, the space Matn,s(Fq) is a direct product of n
copies of the space Mat1,s(Fq), so that
Matn,s(Fq) = Mat1,s(Fq) × · · · × Mat1,s(Fq)︸ ︷︷ ︸
n
 Fq,  = ns. (2.1)
By deﬁnition (cf. [4]), the Hamming weight (),  ∈ Matn,s(Fq), is equal to the number of
nonzero entries of the matrix . In this case, (1 − 2) deﬁnes the Hamming metric on the
space Matn,s(Fq).
The Rosenbloom–Tsfasman weight (),  ∈ Matn,s(Fq), is deﬁned as follows. At ﬁrst, let
n = 1 and  = (1, . . . , s) ∈ Mat1,s(Fq). Then, we put (0) = 0, and
() = max{i : i = 0} (2.2)
for  = 0. Now, let
 = (1, . . . ,n)′ =
⎛⎜⎝ 1...
n
⎞⎟⎠ ∈ Matn,s(Fq), j ∈ Mat1,s(Fq), 1jn.
Then, we put
() =
n∑
j=1
(j ). (2.3)
It is easy to check that () = 0 if and only if  = 0, and that the weights (2.2) and (2.3) satisfy
the triangle inequality. Thus, (1 −2) deﬁnes the Rosenbloom–Tsfasman metric on the space
Matn,s(Fq).
Note that deﬁnition (2.2) implies even a stronger inequality
(1 − 2) max{(1), (2)}, 1,2 ∈ Mat1,s(Fq). (2.4)
Thus, the Rosenbloom–Tsfasman metric for n = 1 is an ultrametric.
It is obvious that
()()s(), (2.5)
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and these inequalities cannot be improved on the whole space Matn,s(Fq). Thus, for large s the
metric  is stronger than . For s = 1 the both metrics coincide.
It is remarkable that fundamental concepts related to the Hamming metric can be very naturally
extended to the Rosenbloom–Tsfasman metric (see [2,7,8]).
Following [8], we introduce a group T ns of linear transformations on Matn,s(Fq) preserving the
weight . At ﬁrst, let n = 1, = (1, . . . , s) ∈ Mat1,s(Fq), and Ts denote the group of all lower
triangular s × s matrices over Fq with arbitrary nonzero diagonal elements. From deﬁnition (2.2),
we immediately conclude that the linear mappings
t : Mat1,s(Fq)   → t ∈ Mat1,s(Fq), t ∈ Ts, (2.6)
preserve the weight : we have (t) = ().
Now, let  = (1, . . . ,n)′ ∈ Matn,s(Fq), j ∈ Mat1,s(Fq), 1jn, and
T ns = Ts × · · · × Ts︸ ︷︷ ︸
n
(2.7)
denote a direct product of n copies of Ts . Then, the linear mappings
 : Matn,s(Fq)   = (1, . . . ,n)′ →  = (1t1, . . . ,ntn)′ ∈ Matn,s(Fq), (2.8)
 = (t1, . . . , tn) ∈ T ns ,
preserve the weight : we have () = ().
Obviously, the orders of the groups T ns can be given by
#{T ns } = (q − 1)nsq
ns(s−1)
2 . (2.9)
We write #{ · } for the cardinality of a ﬁnite set.
Note that the full group of linear transformations preserving the Rosenbloom–Tsfasmanweight
is a semidirect product of the group T ns and the group of all permutations of rows in matrices
 ∈ Matn,s(Fq). This claim was conjectured in [8] and proved in [3]. However, in the present
paper we do not use this fact.
Finally, we recall (see [4] for details) that the Hamming ball
Bn,s(r) = { ∈ Matn,s(Fq) : ()r}, r0, (2.10)
has the cardinality
Vq(, r) = #{Bn,s(r)} =
	r
∑
i=0
(

i
)
(q − 1)i , (2.11)
where 	·
 denotes the integer part of a real number, and  = ns as given in (2.1).
Furthermore, for each  ∈ [0, q−1
q
], we have asymptotically
log qVq(, )

= Hq() + o(1), as  → ∞, (2.12)
where log q denotes the log in base q and Hq is the q-ary entropy function: Hq(0) = 0, and
Hq() =  log q(q − 1) −  log q − (1 − )log q(1 − )
for 0 <  q−1
q
.
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Note that Hq() is a continuous monotonic function, increasing on the interval [0, q−1q ] from
0 to 1. Therefore, the inverse function H←q (x) is continuous and monotonic on the interval [0, 1],
increasing from 0 to q−1
q
.
We have listed the main auxiliary facts. Some additional facts will be given in the next section.
3. The main results
A linear code C is a subspace in Matn,s(Fq). The parameter  = ns is called the length of a
code. We will consider only linear codes C = {0}.
Introduce the Hamming and Rosenbloom–Tsfasman (minimum) weights for a linear code
C ⊂ Matn,s(Fq) by
wt (C) = min {wt () : ∈ C\{0}} , (3.1)
where wt denotes any one of the weights  or .
Obviously, the group T ns preserves the weight : we have (C)=(C), ∈T ns , where C={
, :∈C}.
In view of (3.1) and (2.5), we have
(C)(C)s(C). (3.2)
Thus, if the weight (C) is large, the weight (C) is also large. However, as it was mentioned in
the Introduction, our concern here is with the opposite situation when the weight (C) is known
to be large and we are interested in whether the weight (C) can be large as well.
Our main result is the following:
Theorem 3.1. Let C ⊂ Matn,s(Fq) be an arbitrary linear code. Suppose that the inequality
q(C)q
(
q
q − 1
)n
Vq(, d − 1) (3.3)
holds for some positive integer d.
Then, there exists a nonempty subset G(C) ⊂ T ns such that the bound
(C)d (3.4)
holds for all transformations  ∈ G(C).
Furthermore, the cardinality of the subset G(C) satisﬁes the bound
#{G(C)}
#{T ns }
> 1 − q
(
q
q − 1
)n
Vq(, d − 1)q−(C)0. (3.5)
The proof of Theorem 3.1 will be given in Section 5.
Now we wish to derive some asymptotic consequences of Theorem 3.1.
Both weights (C) and (C) (see (3.1)) satisfy the bound
wt (C) − k(C) + 1, (3.6)
where k(C) denotes the dimension of the linear subspace C ⊂ Matn,s(Fq). For the Hamming
weight this is the well-known Singleton bound (see [4]), and for the Rosenbloom–Tsfasman
weight this bound was proved in [7] (see also [1] and [8]).
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If for one of the weights (C) or (C) we have the equality in (3.6),
wt (C) =  − k(C) + 1, (3.7)
then the code C is called MDS code for the corresponding metric.
Trivial MDS codes of dimensions 1, − 1, and  can be easily constructed (say, in the last case
C = Matn,s(Fq)).
Nontrivial MDS codes (of dimension 1 < k(C) < −1) for the Rosenbloom–Tsfasman metric
and s → ∞ exist if and only if qn − 1 (see [8]). The corresponding conditions in the case of
the Hamming metric can be found in [4].
Let us write
(C) =  − k(C) + 1 − (C), (3.8)
where the nonnegative parameter (C) is called the deﬁciency of the code C. Thus, MDS codes
have zero deﬁciency.
Let an inﬁnite sequence of linear codes Cn,s ⊂ Matn,s(Fq), s → ∞, be given. The codes
Cn,s are called the nearly MDS codes for the Rosenbloom–Tsfasman metric if (Cn,s) = o() as
s → ∞.
One can easily construct linear codes Cn,s ∈ Matn,s(Fq) of deﬁciency (Cn,s) = O(n log n)
(see [8]). Obviously, these codes are nearly MDS codes if log n = o(s) as s → ∞.
With more complicated methods of [5], one can construct codes of deﬁciency (Cn,s) = O(n).
Moreover, this bound cannot be improved for large n. Obviously, such codes are always nearly
MDS codes.
The role of both metrics  and  in the context of uniformly distributed point sets is discussed
in detail in [9]. In particular, using the dual codes to linear codes Cn,s ⊂ Matn,s(Fq) of dimension
k(Cn,s) = (n− 1)s and small deﬁciency (Cn,s), one obtains very good distributions of qs points
in the n-dimensional unit cube. If additionally the Hamming weights of the codes Cn,s are large,
then the corresponding distributions of qs points have the minimal order of the Lp-discrepancies
(see [1] and [9]).
In applications to the theory of uniformly distributed point sets, the parameter n is usually
assumed to be ﬁxed while the parameter s → ∞. The situation when s is ﬁxed and n → ∞ is
also of interest for applications but in this case the behavior of the corresponding point distributions
turns out to be very speciﬁc (see [6]). Note that in the last case the metrics  and  are equivalent
(see (2.5) and (3.2)).
For convenience, we normalize various characteristics of a code by the quantity  = ns. More
precisely, we write
̂(C) = (C)

, ̂(C) = (C)

, k̂(C) = k(C)

, ̂(C) = (C)

.
In this notation, relation (3.8) for nearly MDS codes can be written in the form
̂(Cn,s) = 1 − k̂(Cn,s) + 1

− ̂(Cn,s) = 1 − k̂(Cn,s) + o(1), as s → ∞. (3.9)
Recall that in coding theory the parameter k̂( · ) is known as the rate of a linear code. Obviously,
the group T ns preserves the rate: we have k̂(Cn,s) = k̂(Cn,s),  ∈ T ns .
With the above remarks, we have the following corollary of Theorem 3.1.
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Theorem 3.2. Let Cn,s , s → ∞, be an inﬁnite sequence of linear nearly MDS codes for the
Rosenbloom–Tsfasman metric. Suppose also that
(Cn,s)n{1 − log q(q − 1)} + 1, as s → ∞. (3.10)
Then, for all sufﬁciently large s, there exist nonempty subsets G(Cn,s) ⊂ T ns such that the
Gilbert–Varshamov bound (cf . [4])
̂(Cn,s)H←q (1 − k̂(Cn,s)) + o(1), s → ∞, (3.11)
holds for all transformations  ∈ G(Cn,s).
The cardinality of the subsets G(Cn,s) is given by (3.5) with C = Cn,s .
Proof. With the assumption (3.10), we observe that for all sufﬁciently large s, inequality (3.3)
holds for d = 1, at least.
Let Dn,s1 be the largest positive integer such that inequality (3.3) holds for C = Cn,s and
d = Dn,s . Then
q
(
q
q − 1
)n
Vq(,Dn,s) > q
(Cn,s )q
(
q
q − 1
)n
Vq(,Dn,s − 1). (3.12)
Let us put
D̂n,s = Dn,s

.
Taking the log q of each term in the inequalities (3.12) and using the asymptotic formula (2.12),
we ﬁnd that
1
s
{1 − log q(q − 1)} + 1

+ Hq(D̂n,s) + o(1)
> ̂(Cn,s) 1
s
{1 − log q(q − 1)} + 1

+ Hq
(
D̂n,s − 1

)
+ o(1), as s → ∞.
Therefore,
̂(Cn,s) = Hq(D̂n,s) + o(1), as s → ∞,
and
D̂n,s = H←q (̂(Cn,s)) + o(1) = H
←
q (1 − k̂(Cn,s)) + o(1), as s → ∞. (3.13)
In these asymptotic calculations we used the fact that both functions Hq( · ) and H←q ( · ) are
continuous.
By Theorem 3.1, for all sufﬁciently large s, there exist nonempty subsets G(Cn,s) ⊂ T ns such
that the bound
̂(Cn,s, )D̂n,s (3.14)
holds for all transformations  ∈ G(Cn,s).
Substituting the asymptotic formula (3.13) into the bound (3.14), we obtain the inequality
(3.11).
The proof of Theorem 3.2 is complete. 
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4. Orbits of the group T ns on Matn,s(Fq)
First of all, we wish to describe the structure of orbits of the group T ns on the space Matn,s(Fq).
Let n = 1, then we introduce the boxes
a = { ∈ Mat1,s(Fq) : () = a}, a ∈ Qs, (4.1)
in Mat1,s(Fq), where Qs = {0, 1, . . . , s}. For arbitrary n, we put
A =
n∏
j=1
aj =
{
 = (1, . . . ,n)′ ∈ Matn,s(Fq) : (j ) = aj , 1jn
}
, (4.2)
where A = (a1, . . . , an) ∈ Qns .
Obviously, A1 ∩ A2 =  if A1 = A2, and the space Matn,s(Fq) can be represented as a
disjoint union of all A, A ∈ Qns , so that
Matn,s(Fq) =
⋃
A∈Qns
A. (4.3)
The following is an improvement of Proposition 2.2(i) of [2].
Lemma 4.1. (i) The orbits of the group T ns on Matn,s(Fq) coincide with the boxesA, A ∈ Qns .
(ii) The cardinality of the boxes A, A ∈ Qns , is given by
#{A} = (q − 1)(A)qa1+···+an−(A), (4.4)
where (A) denotes the “Hamming weight” of the integer vector A = (a1, . . . , an), given by the
number of nonzero entries of A.
(iii) The stabilizer S(A) = { ∈ T ns : A = A} of a point A ∈ A is a subgroup in T ns of
order
#{S(A)} = #{T
n
s }
#{A} = (q − 1)
ns−(A)q
ns(s−1)
2 −a1−···−an+(A). (4.5)
Proof. (i) First, let n = 1. Then, 0 = {0} and the statement is trivial. If a1, then the box
a consists of all rows  = (1, . . . , s) with j = 0 for j > a, arbitrary j ∈ Fq for j < a
and with arbitrary a ∈ F∗q = Fq\{0}. Write a = (1,a, . . . , s,a) with j,a = j,a , where j,a
is the Kronecker symbol. For a lower triangular matrix t = (tj,i ) ∈ Ts , tj,i = 0 for j > i, we
have at = (t1,a, . . . , ts,a) ∈ a . Thus, a = {at : t ∈ Ts} is an orbit of the group Ts . This
proves the statement (i) for n = 1. In view of formulas (2.1), (2.7), and (4.2), this also implies
the statement (i) for arbitrary n.
(ii) The above description of the structure of boxes a implies the formula
#{a} =
{
1 if a = 0,
(q − 1)qa−1 if 1as. (4.6)
From (4.2), we conclude that
#{A} =
n∏
j=1
#{aj }. (4.7)
Substituting (4.6) into (4.7), we obtain (4.4).
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(iii) Each orbit A, A ∈ Qns , can be identiﬁed with a homogeneous space: AT ns /S(A).
Therefore,
#{A} = #{T
n
s }
#{S(A)} , so that #{S(A)} =
#{T ns }
#{A} , (4.8)
and (4.5) follows from (4.8), (4.4), and (2.9).
The proof of Lemma 4.1 is complete. 
Let two points 1 and 2 in Matn,s(Fq) be given. What is the number of solutions  ∈ T ns of
the equation 1 = 2? We put
N (1,2) = { ∈ T ns : 1 = 2} ⊂ T ns (4.9)
and
(1,2) = #{N (1,2)}. (4.10)
Lemma 4.2. (i) If 1 ∈ A1 , 2 ∈ A2 , and A1 = A2, then (1,2) = 0.
(ii) If 1 ∈ A and 2 ∈ A, then (1,2) = #{S(A)}.
Proof. (i) The statement is a trivial consequence of Lemma 4.1(i).
(ii) Since both points 1 and 2 belong to the same orbit A, we can write 1 = A1,
2 = A2 for a ﬁxed point A ∈ A and some 1, 2 ∈ T ns . Therefore, the equation 1 = 2
takes the form A1 = A2 or A1−12 = A. This gives
(1,2) = #{ ∈ T ns : 1−12 ∈ S(A)} = #{−11 S(A)2} = #{S(A)}.
The proof of Lemma 4.2 is complete. 
Now our interest is with the distribution of points of a code C ⊂ Matn,s(Fq) in boxes A,
A ∈ Qns .
Lemma 4.3. Let C ⊂ Matn,s(Fq) be an arbitrary linear code. Then #{C ∩ 0} = 1, and for
nonzero A = (a1, . . . , an) ∈ Qns
#{C ∩A} = 0 if 0 < a1 + · · · + an < (C),
and
#{C ∩A}qa1+···+an−(C)+1 if a1 + · · · + an(C).
This is Lemma 2.2 of [9]. It is worth noting that the ultrametric inequality (2.4) is crucial for
the proof of this result.
Relying on the above three lemmas, we can easily complete the proof of Theorem 3.1.
5. Proof of Theorem 3.1
Let a linear code C ⊂ Matn,s(Fq) be given. Fix a Hamming ball B(d − 1) ⊂ Matn,s(Fq) of
radius d − 1, where d1 is an integer (see (2.10)).
934 M.M. Skriganov / Journal of Complexity 23 (2007) 926–936
Let us split the group T ns into a disjoint union of two subsets
T ns = G(C) ∪ B(C),
where the subset G(C) of “good” transformations consists of all  ∈ T ns such that 1 = 2 for
all 1 ∈ C\{0} and 2 ∈ B(d − 1)\{0}, and the subset B(C) of “bad” transformations consists
of all  ∈ T ns such that 1 = 2 for at least one pair 1 ∈ C\{0} and 2 ∈ B(d − 1)\{0}.
From these deﬁnitions we immediately conclude that
#{G(C)} + #{B(C)} = #{T ns }, (5.1)
and
(C)d (5.2)
for all transformations  ∈ G(C).
Let us estimate the cardinality of the subset of bad transformations. With deﬁnitions (4.9) and
(4.10), we have
B(C) ⊂
⋃
1,2
{N (1,2) : 1 ∈ C\{0},2 ∈ B(d − 1)\{0}}
and
#{B(C)}
∑
1,2
{(1,2) : 1 ∈ C\{0},2 ∈ B(d − 1)\{0}} . (5.3)
Here, for simplicity, we write
⋃
	{E	 : 	 ∈ O} instead of
⋃
	∈O E	 and
∑
	{f (	) : 	 ∈ O}
instead of
∑
	∈O f (	) if the corresponding region O is rather cumbersome to be indicated under
the symbol for union or summation.
For convenience, we denote by d(C) the sum in (5.3).
Using (4.3), we can write this sum in the form
d(C) =
∑
A1,A2∈Qns
∑
1,2
{
(1,2) : 1 ∈ (C\{0}) ∩A1 ,
2 ∈ (B(d − 1)\{0}) ∩A2
}
. (5.4)
By Lemma 4.2(i), all terms in (5.4) with A1 = A2 vanish. Therefore,
d(C) =
∑
A∈Qns
∑
1,2
{(1,2) : 1 ∈ (C\{0}) ∩A,2 ∈ (B(d − 1)\{0}) ∩A}
=
∑
A∈Qns \{0}
∑
1,2
{(1,2) : 1 ∈ C ∩A,2 ∈ B(d − 1) ∩A} .
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It then follows from Lemma 4.2(ii) and Lemma 4.1(iii) that
d(C) =
∑
A∈Qns \{0}
∑
1,2
{#{S(A)} : 1 ∈ C ∩A,2 ∈ B(d − 1) ∩A}
=
∑
A∈Qns \{0}
#{S(A)}#{C ∩A}#{B(d − 1) ∩A}
= #{T ns }
∑
A∈Qns \{0}
#{C ∩A}
#{A} #{B(d − 1) ∩A}. (5.5)
With Lemma 4.3 we obtain an upper bound for the last sum in (5.5) to give the inequality
d(C)  #{T ns }
∑
A
{
qa1+···+an−(C)+1
(q − 1)(A)qa1+···+an−(A) #{B(d − 1) ∩A} :
A = (a1, . . . , an) ∈ Qns , a1 + · · · + an(C)
}
= #{T ns }q−(C)
∑
A
{
q
(
q
q − 1
)(A)
#{B(d − 1) ∩A} :
A = (a1, . . . , an) ∈ Qns , a1 + · · · + an(C)
}
 #{T ns }q−(C)q
(
q
q − 1
)n∑
A
{
#{B(d − 1) ∩A} : A = (a1, . . . , an) ∈ Qns ,
a1 + · · · + an(C)
}
< #{T ns }q−(C)q
(
q
q − 1
)n ∑
A∈Qns
{#{B(d − 1) ∩A}
= #{T ns }q−(C)q
(
q
q − 1
)n
Vq(d − 1), (5.6)
where Vq(d − 1) is the cardinality of the ball B(d − 1) (see (2.11)).
Combining (5.3) and (5.6), we ﬁnd an upper bound for the cardinality of the subset of bad
transformations, in the form
#{B(C)} < #{T ns }q
(
q
q − 1
)n
Vq(d − 1)q−(C).
Substituting this inequality into (5.1), we ﬁnd the following lower bound for the cardinality of
the subset of good transformations
#{G(C)}
#{T ns }
> 1 − q
(
q
q − 1
)n
Vq(d − 1)q−(C). (5.7)
Suppose that inequality (3.3) of Theorem 3.1 holds. Then, it follows from (5.7) that #{G(C)} >
0, and the subset G(C) is nonempty. Therefore, the bound (5.2) holds for all transformations
 ∈ G(C).
The proof of Theorem 3.1 is complete. 
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