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Abstract
The geometric measure of entanglement is a widely used entanglement measure for quantum pure states.
The key problem of computation of the geometric measure is to calculate the entanglement eigenvalue,
which is equivalent to computing the largest unitary eigenvalue of a corresponding complex tensor. In
this paper, we propose a Jacobian semidefinite programming relaxation method to calculate the largest
unitary eigenvalue of a complex tensor. For this, we first introduce the Jacobian semidefinite programming
relaxation method for a polynomial optimization with equality constraint, and then convert the problem of
computing the largest unitary eigenvalue to a real equality constrained polynomial optimization problem,
which can be solved by the Jacobian semidefinite programming relaxation method. Numerical examples
are presented to show the availability of this approach.
Keywords: Jacobian semidefinite programming relaxation; entanglement eigenvalue; unitary eigenvalue;
polynomial optimization; complex tensor
1 Introduction
Quantum entanglement, first introduced by Einstein and Schiro¨dinger [1, 2], has drawn much attention
in the last decades. There are different measures of entanglement [3, 4, 5] to quantify the minimum
distance between a general state and the set of separable states, and the geometric measure is one of
the most widely used measures for pure states, which was first proposed by Shimony [6] and generalized
to multipartite system by Wei and Goldbart [7].
A key problem to computing the geometric measure of entanglement is to find the entanglement
eigenvalue [8, 9], which can be mathematically formulated as best rank-one approximation problem
to a higher order tensor or a tensor eigenvalue computation problem [10, 11]. The Z-eigenvalue of a
real tensor was first introduced by Qi [12]. If the corresponding tensor of a quantum pure state is a
real symmetric and non-negative tensor, it was shown that the entanglement eigenvalue is equal to
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the largest Z-eigenvalue [11]. However, Ni et al. [8] found that not all largest Z-eigenvalues of real
tensors are the entanglement eigenvalue of pure states. To study geometric measure of entanglement
by complex tensor analysis, Ni et al. [8] introduced the concept of unitary eigenvalue (U-eigenvalue) of
complex tensors and showed that, for a pure state, its entanglement eigenvalue is equal to the largest
U-eigenvalue and the nearest separable state is the corresponding unitary eigenvector (U-eigenvector).
It is shown that the problem of computing eigenvalues or the best rank-one approximation of
a high order tensor is NP-hard [13]. The existing methods mainly focus on real symmetric tensors
[14, 15, 16, 17] or complex symmetric tensors [18]. Che et al. [19] proposed a neural networks method for
computing the best rank-one approximation of tensors. The Jacobian semidefinite relaxation method
can also be used to compute the eigenpairs or the best rank-one problem of tensors. The method by
Lasserre [20] was used to get the largest or smallest eigenvalue. Recently, Nie [21] proposed a method
for computing the hierarchy of local minimums in polynomial optimization, which uses the Jacobian
semidefinite programming (SDP) relaxation method from [22]. Following the method in [22], Cui et
al. [23] computed all real eigenvalues sequentially. Nie and Wang [24] used this method to solve the
best rank-one tensor approximation problem. Hua et al. [25] also used the approach to compute the
geometric measure of entanglement for symmetric pure states. Most of these methods are concentrated
on the computation of the eigenpairs of symmetric tensors. However, there are few studies devoted to
the non-symmetric case.
Motivated by above research and the relationship between quantum states and complex tensors, we
discuss the computing of the entanglement eigenvalues of non-symmetric pure states by the Jacobian
SDP relaxation method. The remainder of this paper is organized as follows. In next section, we
show some preliminaries about complex tensors, geometric measure of quantum entanglement, and
their relationships. In Section 3, we first introduce the Jacobian SDP relaxation technique for equality
constraint; Then, we use the method to compute the largest U-eigenvalues of non-symmetric complex
tensors and their corresponding eigenvectors. In Section 4, numerical examples are carried out for
different kinds of pure states.
2 Preliminaries
2.1 Complex Tensors and U-Eigenvalues
An mth-order complex tensor denoted by A = (Ai1...im) ∈ H = Cn1×···×nm is a multiway array
consisting of numbers Ai1...im ∈ C for all ik = 1, 2, · · · , nk, and k = 1, 2, · · · ,m. A tensor S =
(Si1...im) ∈ Cn×···×n is called symmetric, if its entries Si1...im are invariant under any permutation of
[i1, ..., im]. For A,B ∈ H , the inner product and norm are defined as
〈A,B〉 :=
n1,...,nm∑
i1,...,im=1
A∗i1...imBi1...im , ||A||F :=
√
〈A,A〉,
where A∗i1...im denotes the complex conjugate of Ai1...im .
Given m vectors z(i) ∈ Cni , i = 1, ...,m, a rank-one complex tensor ⊗mi=1z(i) is defined as
(⊗mi=1z(i))i1...im := z(1)i1 · · · z
(m)
im
.
Define the inner product of a tensor and a rank-one tensor as follows:
〈A,⊗mi=1z(i)〉 :=
n1,··· ,nm∑
i1,··· ,im=1
A∗i1···imz
(1)
i1
· · · z(m)im .
By the tensor product, 〈A,⊗mi=1,i6=kz(i)〉 denotes a vector in Cnk , with ik-th component being
〈A,⊗mi=1,i6=kz(i)〉ik :=
n1,··· ,nk−1,nk+1,··· ,nm∑
i1,··· ,ik−1,ik+1,··· ,im=1
A∗i1···ik···imz
(1)
i1
· · · z(k−1)ik−1 z
(k+1)
ik+1
· · · z(m)im .
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A rank-one complex tensor ⊗mi=1z(i) is called the best complex rank-one approximation to A, if it is
a solution of the following optimization problem [8]:
min
z(i)∈Cni ,||z(i)||=1
||A − ⊗mi=1z(i)||2F . (2.1)
Assume that n1 = n2 = · · · = nm = n. Let z = (z1, · · · , zn)T ∈ Cn. The rank-one tensor ⊗mi=1z is
called a symmetric rank-one complex tensor, abbreviated as zm.
A symmetric rank-one complex tensor ⊗mi=1z is called the best symmetric complex rank-one approx-
imation to a symmetric tensor S, if it is a solution of the following optimization problem [8]:
min
z∈Cn,||z||=1
||S − ⊗mi=1z||2F . (2.2)
If A is symmetric, then optimization problem (2.1) is equivalent to (2.2) [8, 26]. It means that the
best symmetric complex rank-one approximation is also the best complex rank-one approximation for
a symmetric complex tensor. In order to solve these optimization problems, Ni, Qi and Bai [8] defined
U-eigenvalue and US-eigenvalue.
A real number λ ∈ R is called a unitary eigenvalue (U-eigenvalue) of A, if λ and a rank-one tensor
⊗mi=1x(i) is a solution pair of the following equation system:
{ 〈A,⊗mi=1,i6=kx(i)〉 = λx(k)∗,
λ ∈ R, x(i) ∈ Cni , ||x(i)|| = 1, i = 1, 2, · · · ,m, k = 1, 2, · · · ,m. (2.3)
For a symmetric tensor S, a real number λ ∈ R is called a unitary symmetric eigenvalue (US-
eigenvalue) of S, if and vector x solve the following equation system:
〈S,⊗m−1i=1 x〉 = λx∗, λ ∈ R, x ∈ Cn, ||x|| = 1. (2.4)
Furthermore, if S is real symmetric tensor, λ is a real number and x is a real vector, {λ, x} solve
the following equation system:
〈S,⊗m−1i=1 x〉 = λx, λ ∈ R, x ∈ Rn, x⊤x = 1, (2.5)
then λ is called a Z-eigenvalue of S.
Note that
||A − ⊗mi=1z(i)||2F = ||A||2F + || ⊗mi=1 z(i)||2F − 〈A,⊗mi=1z(i)〉 − 〈⊗mi=1z(i),A〉. (2.6)
Hence, the minimization problem (2.1) is equivalent to the maximization problem:
max 〈A,⊗mi=1zi〉+ 〈⊗mi=1zi,A〉, s.t. ||z(i)|| = 1, z(i) ∈ Cni . (2.7)
The critical point of the equivalent optimization problem (2.7) is given by


〈A,⊗mi=1,i6=kz(i)〉 = λz(k)
∗
,
〈⊗mi=1,i6=kz(i),A〉 = λz(k),
λ ∈ C, ||z(i)|| = 1, i = 1, 2, · · · ,m,
k = 1, 2, · · · ,m. (2.8)
Since 〈A,⊗mi=1,i6=kz(i)〉 = 〈⊗mi=1,i6=kz(i),A〉∗, (2.3) and (2.8) are the same. Following the fact that
the largest absolute value of U-eigenvalue of the tensor A is the solution of the problem (2.7), the
corresponding rank-one tensor ⊗mi=1z(i) is the best rank-one approximation of A.
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2.2 Multipartite Pure States and their Geometric Measure of Entangle-
ment
An m-partite pure state |ψ〉 of a composite quantum system can be regarded as a normalized ele-
ment in a Hilbert space H = ⊗mk=1Hk, where Hk = Cnk , k = 1, 2, · · · ,m. Assume that {|e(k)ik 〉 :
ik = 1, 2, · · · , nk} is an orthonormal basis of Hk. Then, {|e(1)i1 e
(2)
i2
· · · e(m)im 〉 : ik = 1, 2, · · · , nk; k =
1, 2, · · · ,m} is an orthonormal basis of H . |ψ〉 is defined by
|ψ〉 :=
n1,··· ,nm∑
i1,··· ,im=1
xi1···im |e(1)i1 e
(2)
i2
· · · e(m)im 〉, (2.9)
where xi1...im ∈ C. |ψ〉 is called symmetric, if these amplitudes are invariant under permutations of
the parties. A separable m-partite pure state is denoted as
|φ〉 := ⊗mk=1|φ(k)〉,
where the index k = 1, · · · ,m labels the parts, and
|φ(k)〉 :=
nk∑
ik=1
x
(k)
ik
|e(k)ik 〉.
Denote by Separ(H) the set of all separable pure states |φ〉 inH , subject to the constraint 〈φ|φ〉 = 1.
The geometric measure of a given m-partite pure state |ψ〉 is defined as[7]
EG(|ψ〉) := min|φ〉∈Separ(H) |||ψ〉 − |φ〉||F . (2.10)
Minimization problem (2.10) is equivalent to the following maximization problem:
G(|ψ〉) := max
|φ〉∈Separ(H)
|〈ψ|φ〉|. (2.11)
The maximum of G(|ψ〉) is called the entanglement eigenvalue.
2.3 The Relation of Multipartite Pure States and Complex Tensors
For an m-partite pure state state |ψ〉 defined as in (2.9), the mutliway array consisting of xi1...im can
be denoted by a complex tensor X . We call the tensor X as a corresponding tensor of |ψ〉 under an
orthonormal basis of H . Hence, if an orthonormal basis of H is given, then there is a 1-1 map between
m-partite pure state states and mth-order complex tensors.
Theorem 2.1. Assume that A is an mth-order complex tensor. If λ is a U-eigenvalue of A, then −λ
is also a U-eigenvalue.
Proof. Assume that η = m
√−1. If λ is a U-eigenvalue of A associated with rank-one tensor ⊗mi=1z(i),
then
〈A,⊗mi=1,i6=k(ηz(i))〉 = −λ(ηz(k))∗, k = 1, · · · ,m.
It follows that −λ is also a U-eigenvalue. This completes the proof.  
Theorem 2.2. Assume that X is the corresponding tensor of a multipartite pure state |ψ〉 under a
orthonormail basis as in (2.9). Let λmax be the largest U-eigenvalue of X . Then,
(a) G(|ψ〉) = λmax,
(b) EG(|ψ〉) =
√
2− 2λmax.
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Proof. (a) Assume that λmax is the largest U-eigenvalue of X with a corresponding rank-one tensor
⊗mi=1z(i). Let |φ〉 = ⊗mk=1|φ(k)〉 where |φ(k)〉 =
∑nk
i=1 z
(k)
i |e(k)i 〉 for all k = 1, 2, · · · ,m. By Theorem
2.1, it is known that if λ is a U-eigenvalue of A, then −λ is also a U-eigenvalue. Hence, the maximal
absolute value of U-eigenvalues is also a U-eigenvalue of A. Then we have
λmax = 〈ψ|φ〉 = max|ϕ〉∈Separ(H) |〈ψ|ϕ〉|.
It follows that G(|ψ〉) = λmax.
(b) The second result follows directly from (2.6) and (2.10).  
3 Jacobian SDP Relaxation Method for Calculating Geomet-
ric Measure of Entanglement for Pure States
In this section, we introduce a Jacobian SDP relaxation method and a polynomial optimization method
to compute geometric measure of entanglement for a non-symmetric pure state. The key point of
computing geometric measure of entanglement is to compute the largest U-eigenvalue of non-symmetric
complex tensors. There are many literatures focus on computing eigenvalues or the largest eigenvalue
of a symmetric real tensor. To proceed, we first introduce a Jacobian SDP relaxation method for
equality constraint, and then introduce a polynomial optimization method to compute the largest
U-eigenvalue of a non-symmetric complex tensor via Jacobian SDP relaxation method.
3.1 The Jacobian SDP Relaxation Method for Equality Constraint
Consider a real-valued polynomial optimization problem


minx∈Rn f(x)
s.t. hi(x) = 0, i = 1, 2, ..., r1,
gj(x) ≥ 0, j = 1, 2, ..., r2,
(3.12)
where f(x), hi(x), gj(x) are polynomial functions in x ∈ Rn. Let fmin be its global minimum. The
problem of finding fmin is NP-hard [21]. A standard approach for solving (3.12) is SDP relaxations pro-
posed by Lasserre [20]. It is based on a sequence of sum of squares type representations of polynomials
that are non-negative on its feasible set.
A new SDP type relaxation for solving (3.12) was proposed by Nie [22], and the involved polynomials
are only in x. Suppose the feasible set is non-singular and fmin is achievable, which is true generically.
Nie constructed a set of new polynomials, ϕ1(x), · · · , ϕr(x), by using the minors of the Jacobian of
f, hi, gj , such that (3.12) is equivalent to


minx∈Rn f(x)
s.t. hi(x) = ϕj(x) = 0, i = 1, · · · , r1, j = 1, · · · , r,∏r2
k=1 gk(x)
vk ≥ 0, vk ∈ {0, 1}, k = 1, · · · , r2.
(3.13)
Nie [22] proved that, for all N big enough, the standard N -th order Lasserres relaxation for the above
returns a lower bound that is equal to the minimum fmin. That is, an exact SDP relaxation for (3.12)
is obtained by the Jacobian SDP relaxation method. Recently, Hua et,al. [25] convert the problem
of computing the geometric measure of entanglement for symmetric pure states to a real polynomial
optimization problem and solve it through the Jacobian SDP relaxation method.
Here, we briefly review the equality constrained Jacobian SDP relaxation problem. Let u ∈ R2n,
f(u) be a real homogeneous polynomial function on u with degree m, and g(u) be a real polynomial
function. Consider the following optimization.
max f(u) s.t. g(u) = 0. (3.14)
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Lemma 3.1. [25] The polynomial optimization problem (3.14) is equivalent to
max f(u) s.t. g(u) = 0, hr(u) = 0, 1 ≤ r ≤ 4n− 3, (3.15)
where u ∈ R2n and
hr :=
∑
i+j=r+2
(f ′uig
′
uj
− f ′ujg′ui) = 0, 1 ≤ r ≤ 4n− 3, (3.16)
f ′ui and g
′
ui
denote partial derivatives of f and g for ui, respectively.
Let q(u) be a polynomial with deg(q) ≤ 2N . Assume that y is a moment vector indexed by α ∈ N2n
with |α| ≤ 2N . The N-th order localizing matrix of q is defined as
L(N)q (y) :=
∑
α∈N2n:|α|≤2N
A(N)α yα,
where the symmetric matrices A
(N)
α satisfy:
q(u)[u]d[u]
T
d =
∑
α∈N2n:|α|≤2N
A(N)α u
α,
d = N − ⌈deg(q)/2⌉ and [x]d is the monomial vector:
[u]d := [1, u1, u2, · · · , u2n, u21, u1u2, · · · , u22n, · · · , ud1, ud−11 u2, · · · , ud2n]T .
When q = 1, the L
(N)
1 (y) is denoted by MN (y). Lasserre’s SDP relaxations for solving (3.15) is

ρN := max
α∈N2n:|α|=m
fαyα
s.t L
(N)
g (y) = 0, L
(N)
hr
(y) = 0, (r = 1, ..., 4n− 3)
y0 = 1,MN(y)  0.
(3.17)
Denote fmax as the maximum of (3.15), the sequences {ρN} is monotonicallly decreasing and is
upper bounds for fmax.
Theorem 3.1. [25] When Lasserre’s hierarchy of semidefinite relaxations is applied to solve (3.15),
for all N big enough, the standard N -th order Lasserre’s relaxation for (3.15) returns the maximum
fmax.
3.2 The Jacobian SDP Relaxation Method for the Largest U-Eigenvalue
of a Non-Symmetric Tensor
Let A be a non-symmetric complex tensor. The maximum optimization problem (2.7) is equivalent to
the following optimization problem:
fˆ := max Re(〈A,⊗mi=1z(i)〉)
s.t. ‖z(i)‖ = 1, z(i) ∈ Cni , i = 1, . . . ,m (3.18)
Clearly, the largest U-eigenvalue λ = fˆ and the optimal solution is the corresponding U-eigenvector of
A. Note that any complex number c can be expressed as two real numbers a, b with c = a +√−1b.
So (3.18) can be rewritten as
fˆ := max Re(〈A,⊗mi=1(x(i) +
√−1y(i)〉)
s.t. ||x(i)||2 + ||y(i)||2 = 1, x(i), y(i) ∈ Rni , i = 1, . . . ,m (3.19)
Note that the objective function of (3.19) is a real multilinear function of degree m and dimension
2(n1 + · · ·+ nm). For convenience, let tensor B ∈ R2n1×···×2nm satisfy
〈B,⊗mi=1u(i)〉 = Re(〈A,⊗mi=1(x(i) +
√−1y(i)〉) (3.20)
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with u(i) = (x(i), y(i)) ∈ R2ni for i = 1, . . . ,m. From the previous discussion, problem (3.19) is
equivalent to the following optimization
fˆ := max 〈B, u(1) ⊗ u(2) ⊗ · · · ⊗ u(m)〉
s.t. ‖u(i)‖ = 1, u(i) ∈ R2ni , i = 1, 2 . . . ,m. (3.21)
Since problem (3.21) is a spherical multilinear optimization, to lower the dimension, (3.21) can be
rewritten as
fˆ := max ‖〈B, u(1) ⊗ u(2) ⊗ · · · ⊗ u(m−1)〉‖
s.t. ‖u(i)‖ = 1, u(i) ∈ R2ni , i = 1, 2 . . . ,m− 1. (3.22)
Let f(u) = ‖〈B, u(1)⊗u(2)⊗· · ·⊗u(m−1)〉‖2, gk(u) = ||u(k)||2−1. Similar to (3.15), the optimization
problem (3.22) can be written as
fˆ2 := max f(u)
s.t. gk(u) = 0, hk,r = 0 k = 1, 2 . . . ,m− 1, 1 ≤ r ≤ 4nk − 3. (3.23)
where
hk,r :=
∑
i+j=r+2
((gk)
′
uj
f ′ui − (gk)′uif ′uj ), 1 ≤ r ≤ 4nk − 3, (3.24)
Lasserre’s SDP relaxations for solving (3.23) is


ρN := max
α∈N2n:|α|=2m−2
fαyα
s.t L
(N)
gk (y) = 0, L
(N)
hk,r
(y) = 0 (k = 1, · · · ,m− 1, r = 1, ..., 4nk − 3)
y0 = 1,MN(y)  0.
(3.25)
Theorem 3.2. Let x(i), y(i) ∈ Rni , u(i) = (x(i), y(i)) ∈ R2ni for i = 1, . . . ,m. Let A be an mth-order
complex tensor in Cn1×···×nm and B be an mth-order real tensor in R2n1×···×2nm satisfying (3.20).
Assume that {uˆ(i)|i = 1, · · · ,m − 1} is a maximizer of the optimization problem (3.22) and λ is the
maximal value. Let
uˆ(m) =
〈B, uˆ(1) ⊗ · · · ⊗ uˆ(m−1)〉
λ
, zˆ(i) = xˆ(i) + yˆ(i)
√−1, i = 1, · · · ,m. (3.26)
Then, λ is the largest U-eigenvalue of A and {zˆ(1), · · · , zˆ(m)} is a tuple of corresponding U-eigenvector.
Proof. By the assumption, {uˆ(i)|i = 1, · · · ,m − 1} is a maximizer of the optimization problem (3.22)
and λ is the maximal value. Since again uˆ(m) is defined as in (3.26). Hence, {uˆ(i)|i = 1, · · · ,m} is
a maximizer and λ is the maximal value of the optimization problem (3.21). It follows that {zˆ(i)|i =
1, · · · ,m} is a maximizer and λ is the maximal value of the optimization problem (3.18), which means
that
λ =
〈A,⊗mi=1zˆ(i)〉+ 〈⊗mi=1zˆ(i),A〉
2
. (3.27)
Since λ is the maximal value, (3.27) implies that
〈A,⊗mi=1,i6=kzˆ(i)〉 = λzˆ(k)∗, for k = 1, · · · ,m.
It follows that λ is the largest U-eigenvalue of A and {zˆ(1), · · · , zˆ(m)} is a tuple of corresponding
U-eigenvector. This completes the proof.  
Next, we consider the case that tensor A is partially symmetric. Without loss of generality, we
assume that the tensor is partially symmetric in the first two indices. That is, Ai1i2i3...im = Ai2i1i3...im
for any fixed i3, . . . , im. It is clear that B is also partially symmetric in the first two indices.
Similarly to the proof of Theorem 2.1 in [27], problem (3.19) is equivalent to the following opti-
mization
fˆ := max 〈B, (u(1))2 ⊗ u(3) · · · ⊗ u(m)〉
s.t. ‖u(i)‖ = 1, u(i) ∈ R2ni , i = 1, 3 . . . ,m. (3.28)
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Assume that a tuple of unit vectors {x(1), . . . , x(m)} is a solution of (3.28), then
〈B, x(1) ⊗ x(2) ⊗ · · · ⊗ x(m)〉 = ||〈B, x(1) ⊗ x(2) ⊗ · · · ⊗ x(m−1)〉||
and
x(m) = 〈B, x(1) ⊗ x(2) ⊗ · · · ⊗ x(m−1)〉/〈B, x(1) ⊗ x(2) ⊗ · · · ⊗ x(m)〉.
It follows that
max〈B, u(1) ⊗ u(2) · · · ⊗ u(m)〉 = max ‖〈B, u(1) ⊗ u(2) ⊗ · · · ⊗ u(m−1)〉‖.
Without loss of generality, we assume that n1 ≤ · · · ≤ nm. Since problem (3.28) is a spherical
multilinear optimization, to lower the dimension, (3.28) can be rewritten as
fˆ := max ‖〈B, (u(1))2 ⊗ u(3) ⊗ · · · ⊗ u(m−1)〉‖
s.t. ‖u(i)‖ = 1, u(i) ∈ R2ni , i = 1, 3, · · · ,m− 1. (3.29)
Let f(u) = ‖〈B, (u(1))2 ⊗ u(3) ⊗ · · · ⊗ u(m−1)〉‖2 and gk(u) = ||u(k)||2 − 1. Then, similar to (3.15),
optimization problem (3.29) can be written as
fˆ2 := max f(u)
s.t. gk(u) = 0, hk,r = 0 k = 1, 3, 4, · · · ,m− 1, 1 ≤ r ≤ 4nk − 3. (3.30)
where
hk,r :=
∑
i+j=r+2
((gk)
′
uj
f ′ui − (gk)′uif ′uj ), 1 ≤ r ≤ 4nk − 3, (3.31)
Lasserre’s SDP relaxations for solving (3.30) is


ρN := max
α∈N2n:|α|=2m−2
fαyα
s.t L
(N)
gk (y) = 0, L
(N)
hk,r
(y) = 0(k = 1, 3, 4, · · · ,m− 1, r = 1, ..., 4nk − 3)
y0 = 1,MN(y)  0.
(3.32)
Then, by the discussion of totally non-symmetric tensor, we use Jacobian SDP relaxation method to
solve (3.30) and get the largest U-eigenvalue λ = fˆ and the m corresponding U-eigenvectors. Because
in this case the tensor is partially symmetric, the dimension of (3.29) is much lower than that of (3.22),
which can help us to increase the computational efficiency.
4 Numerical Examples
Theorem 2.2 illustrates that the entanglement eigenvalue of a quantum state |φ〉 can be obtained by
computing the largest U-eigenvalue of the corresponding complex tensor. For non-symmetric case, a
polynomial optimization method can be used to compute the largest U-eigenvalue of a non-symmetric
tensor. In this section, we present numerical examples of using the polynomial optimization method
to find the largest U-eigenvalue of non-symmetric tensors.
The computations are implemented in MATLAB 2014a on a Microsoft Win10 Laptop with 8GB
memory and Intel(R) CPU 2.40GHZ. We use the toolbox Gloptipoly 3 and SDPNAL+ to solve the
SDP relaxation problems.
Example 4.1. Consider a non-symmetric 3-partite state
|ψ〉 = 1
2
|000〉+
√
3
6
(|110〉+ |011〉+ |101〉) + (1
2
+
1
2
√−1)|001〉,
which corresponds a 3-rd order 2 × 2 × 2 complex tensor A, and its non-zero entries are A111 =
1
2 , A221 = A212 = A122 =
√
3
6 , A112 = 12 + 12
√−1. It is clear that A is a partially symmetric tensor
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in the first two indices. By (3.29), the largest U-eigenvalue problem is equivalent to solve the following
optimization
fˆ := max ‖〈B, (u(1))2〉‖ s.t.‖u(1)‖ = 1, u(1) ∈ R4, (4.33)
where u(1) = (u1, u2, u3, u4)
⊤, and
‖〈B, (u(1))2〉‖2 = u
2
1u
2
2
3
+
3u21u
2
3
2
+
u21u
2
4
3
+
u22u
2
3
3
+ · · ·+ 2
√
3u1u2u3u4
3
.
We first convert the optimization problem (4.33) to (3.30) and set u3 = 0 to avoid the situation
of infinite number of solutions, and then we solve the polynomial optimization (3.30). We obtain two
maximizers
uˆ(1) = (−0.9625,−0.2242, 0, 0.1530)⊤ or uˆ(1) = (0.9625, 0.2242, 0,−0.1530)⊤.
and the maximal value fˆ = 0.9317.
Hence, we get the largest U-eigenvalue λ = 0.9317 and two tuples of corresponding U-eigenvectors
zˆ(1) = zˆ(2) = (−0.9625,−0.2242+ 0.1530√−1)⊤,
zˆ(3) = (0.5054 + 0.0213
√−1, 0.6308 + 0.5883√−1)⊤
or
zˆ(1) = zˆ(2) = (0.9625, 0.2242− 0.1530√−1)⊤,
zˆ(3) = (0.5054 + 0.0213
√−1, 0.6308 + 0.5883√−1)⊤
By Theorem 2.2 we obtain the entanglement eigenvalue G(|ψ〉) = λ = 0.9317.
Example 4.2. Consider a non-symmetric 3-partite state
|ψ〉 = 1
6
|000〉+ 2
3
√−1|111〉+ (
√
1
3
+
1
3
√−1)|101〉+
√
3
6
|100〉,
which corresponds a 3rd-order 2-dimension non-symmetric square tensor A with A111 = 16 , A222 =
2
3
√−1, A212 = (
√
1
3 +
1
3
√−1), A211 =
√
3
6 . It is easy to see that A is a totally non-symmetric tensor.
According to the general case, the largest U-eigenvalue problem is equivalent to solve the following
optimization
fˆ := max ‖〈B, u(1) ⊗ u(2)〉‖
s.t. ‖u(i)‖ = 1, u(i) ∈ R4, i = 1, 2. (4.34)
Here u(1) = (u
(1)
1 , u
(1)
2 , u
(1)
3 , u
(1)
4 )
⊤, u(2) = (u(2)1 , u
(2)
2 , u
(2)
3 , u
(2)
4 )
⊤, and
||〈B, u(1) ⊗ u(2)〉||2 = (u
(1)
1 )
2(u
(2)
1 )
2
36
+
(u
(1)
1 )
2(u
(2)
3 )
2
36
+ · · ·+ 4(u
(1)
4 )
2(u
(2)
4 )
2
9
.
We convert the optimization problem (4.34) to (3.23) and set u
(1)
3 = u
(2)
3 = 0 to avoid the situation
of infinite number of solutions. Then, we solve the polynomial optimization (3.23). We get the largest
U-eigenvalue λ = 0.9661 and a tuple of corresponding U-eigenvectors as
zˆ(1) = (−0.0287,−0.9996)⊤, zˆ(2) = (−0.7404,−0.3361− 0.5821√−1)⊤,
zˆ(3) = (0.2248, 0.8439+ 0.4872
√−1)⊤.
By Theorem 2.2, we obtain the entanglement eigenvalue G(|ψ〉) = λ = 0.9661.
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Example 4.3. Consider a non-symmetric 3-partite state with parameter as the following
|ψ〉 =
n∑
i1,i2,i3=1
cos(i1 − i2 + i3) +
√−1 sin(i1 + i2 − i3)√
n3
|(i1 − 1)(i2 − 1)(i3 − 1)〉,
|ψ〉 corresponds to a 3rd-order non-symmetric tensor A ∈ Cn×n×n with
Ai1i2i3 =
cos(i1 − i2 + i3) +
√−1 sin(i1 + i2 − i3)√
n3
.
For n = 2, the largest U-eigenvalue is equivalent to the following optimization problem
max ‖〈B, u(1) ⊗ u(2)〉‖, s.t. ‖u(i)‖ = 1, u(i) ∈ R4, i = 1, 2. (4.35)
Here u(1) = (u
(1)
1 , u
(1)
2 , u
(1)
3 , u
(1)
4 )
⊤, u(2) = (u(2)1 , u
(2)
2 , u
(2)
3 , u
(2)
4 )
⊤.
We convert the optimization problem to (3.23) and set u
(1)
3 = u
(2)
3 = 0 to avoid the situation of
infinite number of solutions. Then, we solve the polynomial optimization (3.23). We get the largest
U-eigenvalue λ = 0.8895 and a tuple of corresponding U-eigenvectors as
zˆ(1) = −(0.6928, 0.6734+ 0.2580√−1)⊤, zˆ(2) = −(0.689, 0.450− 0.5681√−1)⊤,
zˆ(3) = (0.1533 + 0.7083
√−1,−0.4375+ 0.5324√−1)⊤.
By Theorem 2.2, we obtain the entanglement eigenvalue G(|ψ〉) = λ = 0.8895.
Example 4.4. Consider a symmetric 3-partite state with parameter given as
|ψ〉 =
n∑
i1,i2,i3=1
cos(i1 + i2 + i3) +
√−1 sin(i1 + i2 + i3)√
n3
|(i1 − 1)(i2 − 1)(i3 − 1)〉,
|ψ〉 corresponds to a 3rd-order symmetric tensor A ∈ Cn×n×n with
Ai1i2i3 =
cos(i1 + i2 + i3) +
√−1 sin(i1 + i2 + i3)√
n3
.
For n = 2, the largest U-eigenvalue problem is equivalent to solve the following optimization
fˆ := max Re〈A, z3〉, s.t. ‖z‖ = 1, z ∈ C2. (4.36)
We solve the polynomial optimization by SDP relaxation method and obtain the largest U-eigenvalue
λ = 1 and a tuple of corresponding U-eigenvector
zˆ = (0.382051 + 0.59501
√−1,−0.29426+ 0.64297√−1)⊤.
It is easy to verify that A = zˆ ⊗ zˆ ⊗ zˆ. Hence, this is a rank-one tensor, which means that the pure
state |ψ〉 is a separable state. Let
|φ〉 = (0.382051 + 0.59501√−1)|0〉+ (−0.29426+ 0.64297√−1)|1〉.
Then, |ψ〉 = |φ〉 ⊗ |φ〉 ⊗ |φ〉.
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