Combinatorial differential operators in: Faà di Bruno formula, enumeration of ballot paths, enriched rooted trees and increasing rooted trees.
Introduction and preliminaries
Through this article a rooted tree will be thought of as a directed graph by orienting the edges toward the root. Given a rooted tree T on the set of vertices [n], denote by d T (k), k ∈ [n], the indegree of vertex k.
Let φ(x) be formal power series φ(x) = ∞ k=0 φ k
, with φ 0 = 0. We also denote the kth coefficient φ k by φ [k] . Define the φ-weight of a rooted tree T on the set of vertices [n] as the product
Recall that an increasing rooted tree is one whose vertices (with labels in a totally ordered set) increase along any path from the root to the leaves. When φ enumerates a family of structures, w φ (T ) enumerates all the trees obtained by enriching the vertices of T with those structures. For example, if we choose φ(t) = E(t) = e t , since its coefficients as a exponential generating function are all equal to one, the corresponding trees are enriched with a trivial structure. They are called in the literature recursive trees. If instead we choose φ(t) = L(t) =
, the exponential generating function of linear orders, it gives rise to the plane increasing trees. Sometimes they are also called plane recursive trees. For φ(t) = 1 + t 2 we get the complete plane binary trees. More generally, φ(t) = 1 + t r gives us the complete plane r-ary trees. The binary plane trees (non necessarily complete) are obtained from φ(t) = (1 + t)
2 . Increasing trees have a variety of applications. Recursive trees have been used in models of the spread of infections [38] , pyramid schemes [24] , and as a simplified model for de world wide web. Plane recursive trees are a special instance of Albert-Barabási free of scale networks model [2] . Increasing binary trees are closely related to binary search trees and sorting algorithms.
Consider the autonomous differential equation
It is well known that its solution y(t) = A ↑ φ (t) has the following interesting combinatorial interpretation in terms of increasing rooted trees. The coefficient A ↑ φ [n] of the formal power series
is the inventory of the set of φ-enriched increasing rooted trees in n vertices [6, 34, 3, 5] .
Definition 1. The height of a vertex in rooted tree is defined to be its distance from the root, i.e., the number of edges in the unique path from the vertex to the root. The path length of a tree is the sum of the heights of all its vertices.
The height of vertices and the path length are very important statistics, and their distribution in random trees have been studied by a number of authors (see for example [13, 14, 15, 16, 17, 31, 37, 35, 36, 40, 42, 43] and references therein). The path length is of much importance for the analysis of algorithms since it is frequently related to the execution time [29] . However, the solution of differential equations giving rise to the generating functions of families of increasing rooted trees does not give information about those items. We found here a differential equation with an additional parameter q, whose generating function give us the number of trees classified with respect to their path length. The path length polynomial p φ n (q) so obtained is a q-anolog of the coefficient A ↑ φ [n] . A very simple formula for the chain rule for higher derivatives (Faà di Bruno type formula) was found in [20] . We present a proof of it by using the species combinatorial interpretation of differential operators [5, 28, 32, 33, 34] . In particular we use sums of operators of the form x i+1 ∂ i (dart operators) acting on formal power series in a finite number of variables x 0 , x 1 , x 2 , . . . , x n . This lead us to go further and find many other applications to this kind of operators. In this way, by considering sum of dart operators x i+1 ∂ i and of their adjoints x i ∂ i+1 we show that they model the generation of upperdiagonal (ballot) paths, and the special case of Dyck paths. It allows us to get generating functions that give information about the heights at different stages of the path, and to the associated generalized Bell polynomials, that count assemblies of upper diagonal lattice paths, according with their heights. Other versions of lattice paths can be modeled by similar operators.
By considering operators of the from φ(x i+1 )∂ i (Shift corolla operators) we get recursive formulas for the enumeration of increasing trees and forests according with the height (depth) of their vertices. The framework we use here is equivalent to the formalism of weighted species over totally ordered sets. However for simplicity we avoid the use of categorical language, unnecessary in this context.
After obtaining the results of Sections 2, 3, and 4 we realized that the operators considered here are closely related the grammar approach of Chen [8, 18] . However, they are not equivalent. Differential operators that are not derivations, i.e., those that involve higher order partial derivatives, do not have free of context grammar counterpart. In Section 5 we translate, reinterpret and give new proofs in this context of Chen interesting results about enumeration of rooted trees, and Faà di Bruno grammar. Inspired on those, we give a new formula for the enumeration of Cayley's (non rooted) trees. In Section 6 we present a generalized form of all those results using one-parameter groups in the general context of formal power series in an arbitrary number of variables. In this way we obtain a wide scope generalization of Chen's formula (43) , that allows us to enumerate enriched rooted trees associated to differential operators (see Corollary 6).
] be an exponential formal power series
with coefficients in a ring R that contains Q. For a finite totally ordered set of cardinal n, V = {v 1 , v 2 , . . . , v n }, we define F [V ] to be the coefficient f n of the series,
Remark 1. We have to be careful, in the usual notation of species F [V ] denotes a set of combinatorial structures in a family F . Here, as a coefficient of the series F (t), it is an element of the ring R. This coefficient is thought of as the total weight (inventory) of a set of combinatorial structures, or combinatorial configurations belonging to a family W F and having labels in the set V . More precisely, we assume that for every set V , there exists a weighted set W F [V ] such that
There could possible be many families of weighted sets giving rise to different combinatorial interpretations to the same series F (t). But we are sure that there exists at least one, the trivial configurations, i.e., the family of unitary sets
having as weight the coefficient of the series itself
More interesting configuration come into play by defining them directly, or by the use of combinatorial operations on the trivial ones. We use G. Labelle corollas [32, 5] to represent the coefficient
The coefficients of the sum, product, derivative and substitution of formal power series are given by the recipes
The sum in Eq. (5) is over all decompositions of V into a pair of disjoint sets (V 1 , V 2 ),
In Eq. (6), * is a ghost vertex that we add to V as first element. In Eq. (7) the sum is over all the set partitions of the vertices V and we assume that the series G(t) has zero constant term. With the set theoretical notation for the coefficients of a formal power series we can rewrite the weight of a φ-enriched rooted tree, Eq. (1). Recall we assume that the arcs of a rooted tree T are oriented towards the root. In a rooted tree T with vertices in V , denote by T −1 (v) the (possible empty) set of immediate predecessors of v (fiber of v). The weight is now defined by
2 Path length generating function
Let T be an increasing tree with vertices labels in a totally ordered set set V . We define the weight ν φ , in order to include information about the height of their vertices,
where pl(T ) is the path length of T and ht(v) is the height of vertex v in T . We define P φ (t, q) as the exponential generating function of the inventory of the φ-enriched trees according with their path length, which is a polynomial in q,
The sum over all increasing trees with vertices in [n] . The polynomial p φ n (q) is a q-analog of the inventory of φ-enriched increasing trees A
Theorem 1. The generating function P φ (t, q) of the φ-enriched increasing trees with respect to the path length satisfies the differential equation
Proof. The coefficient of
[V ] on a totally ordered set V is equal to P φ [{ * } + V ]. Since the configurations of W P φ [V ] are increasing φ-enriched trees, for a tree T of W P φ [{ * } + V ] the ghost vertex takes the place of the root. The remaining vertices constitute a φ-forest of weighted increasing trees. Their weight is equal to
, since the height of each vertex in T B is one less its original height on T . The total weight of the configurations in
By Eq. (7), it is equal to
and we have
As an immediate consequence we get Corollary 1. Denote by
the generating function of φ-forests of φ-enriched increasing trees enumerated according with their pathlength. We have
Equivalently, the respective coefficients satisfy the identity
Example 1. The path length generating function of the recursive trees (φ = exp) satisfies the equation
Taking derivatives in Eq. (10) we obtain
and from that, the recursive formula
F exp (t, q) = e Pexp(t,q) is the path length generating function of forests of recursive trees. It satisfies the equation
Example 2. The path length generating function of the plane increasing trees (φ = L) satisfies the differential equation
From that we get
and we obtain the recursive formula
is the path length generating function of the linearly ordered forests of increasing plane trees. It clearly satisfies the differential equation
The polynomials f exp n (q) and f L n (q) are respectively those in sequences A126470 and A232433 of the OEIS. We have provided here combinatorial interpretations for both of them. 2 . More generally, the r-ary plane increasing trees are obtained from φ(x) = (1 + x) r =: ρ r (x). Their path length generating function then satisfies
For the binary case we obtain
With this recursive formula, we compute 
From that we get the recursive formula for the path length polynomials
The function tan(t) is the solution of the original autonomous differential equation y ′ (t) = 1 + y 2 , y(0) = 0, which enumerates the alternating permutations of odd length [1] . The polynomials p β n (q) are a new kind of q-analogs of the tangent numbers.
3 Chain rule for higher derivatives and enumeration of lattice paths
Let W and Z be Banach spaces over K, K being either R or C. Assume that we have two functions f : Ψ → Ω and g : Ω → Z, Ψ and Ω being open subsets of K and W respectively. Assume also that f and g have both n continuous Fréchet derivatives, for some n ∈ N. The following formula, alternative to the classical Faà di Bruno's [22] , was obtained in [20] (
where ∆ n is defined recursively as follows
Observe that ∆ j f goes from Ω × X j to Y . The operator ∆ j is called the higher-order directional derivative. To the best of our knowledge the notion of higher-order directional derivatives and Eq. (12) together with two other versions of it, were introduced in [20] . For the classical version of Faà di Bruno and historical remarks see for example [11] , [19] . For multivariate generalizations see [12] , [39] ). We will call Eq. (12) the HMY formula. The HMY formula was required in order to study the spectral Carathéodory-Fejér problem (see [21] ). This problem consists in determining whether there exists an analytical matrix function F on the unit disc D with prescribed derivatives F (j) (0) (1 ≤ j ≤ n) and such that the eigenvalues of F (λ) lie in D for all λ ∈ D. In spite of its simplicity, the HMY formula is not well known to the combinatorialist audience. We first translate it into the context of formal power series. Let R be a ring that contains Q. Define for each n ≥ 1 the operator
The reader may check that the correct translation of the operator ∆ n to this context is as follows
Let F (x) and G(x) be two formal power series with G(0) = 0. Observe that if we apply the operator ∆ n to the formal power series F (x 0 ), we get a formal power series in the variables, x 0 , x 1 , . . . , x n , (∆ n F )(x 0 , x 1 , . . . , x n ). HMY formula then becomes
Closely related to this, Chen [8] defined a grammar to obtain the nth. coefficient z n of the composition of two formal power series P (Q(t)),
. By translating that to the differential operators language we get that
where
F n being the differential operator
We give a combinatorial (bijective) proof of (14) by reducing it to the classical Faà di Bruno formula by means of a combinatorial device that we called dart operators. The dart operator are a special type of corolla operators [34] . They can be readily adapted to give a direct visual proof of (15), as well as to several other identities in [8] and in [18] . By using shift corolla operators, we construct a family of generating functions that enumerates trees and forests of increasing trees according with the height of their vertices. A special kind of them are the r-ary plane increasing trees. For r = 1 we get back the classical Bell polynomials. We begin by giving the combinatorial description of operations among exponential generating function in a finite set of variables, following the colored species conventions as in [41] .
The combinatorics of formal power series in many variables
We shall deal with exponential formal power series in a set of variables x 0 , x 1 , x 2 . . . , x n , over a ring R that contains Q:
In order to write in a more compact way this kind of formal power series we shall use the following notation. Bold letters like k will represent vectors of non-negative integers
The vector of variables (x 0 , x 1 , x 2 , . . . , x n ) will be denoted by x, and the monomial x
The series (16) looks as follows: A colored set, is a pair (V, κ), where V is a finite totally ordered set, and κ is a function from V to the set N. The type or cardinal of (V, κ) is defined to be the vector of the cardinalities of the pre-images by κ of each of the colors,
Similarly as in Remark 1, the coefficient is interpreted as the weight of a family of combinatorial structures, or combinatorial configurations on the set of colored vertices (V, κ).
It is trivial to check that
At the set theoretical level, the coefficient of the series of the partial derivative is the coefficient of the original series on the colored set plus a 'ghost' element colored with the color corresponding to the variable of the partial derivative
Here, { * } + V is the totally ordered set obtained by adding * as first element, and κ +i is the extension of κ that colors * with the color i. the combinatorial formula for the coefficient of the product is given by
where the sum in Eq. (19) is over all decompositions of V into a pair of disjoint sets
The Faà di Bruno formula
Let F (x) and G(x) be two exponential formal power series
, with g 0 = 0. Then, the nth derivative of F (G(x)) is given by
is the partial Bell polynomial. The type of a set partition π is defined to be the tuple k, k i being the number blocks of size i in π. Since
counts the number of partitions of [n] of type k, the Bell polynomials can be written in a set theoretical way as
Expressing the Bell polynomials as an exponential power series,
, where π is a partition of [n] having exactly k blocks, and h is a bijection from π to V such that the color of the image of each block equals its size:
Faà di Bruno formula can be rewritten in a set theoretical way as
Corolla and dart operators
Definition 4. Let φ(x) be a formal power series in a finite number of variables. An operator of the form φ(x)∂ i , for some i = 0, 1, . . . is called a corolla operator. It acts on the coefficients of a formal power series F as follows
The configurations of φ(x) · ∂ i F are then pairs: the first a configuration of φ, and the second a configuration F over a colored set, the first of them a ghost element of color i. This can be represented in a more pictorial way as a φ-enriched corolla standing over the ghost element * (of color i) in the F -configuration (see Fig. 1 ).
As a special case, the operator x j .∂ i is called the dart operator of type (i, j). Since
is a singleton of color j 0 otherwise , the structures of (x j · ∂ i )F can be represented by drawing an edge (dart) from a singleton vertex (of color j) to the ghost element * (of color i) in a configuration of F . (see Fig.  2 ). Such dart is said to be of type (i, j).
For a formal power series on many variables, the configurations of
are configurations of F (x) with (at most) one dart of type (i, i + 1) for some i from 0 to n − 1. We have the following Theorem 2. Let F (x 0 ) be a formal power series in one variable. Then we have the identity
Proof. The operator D 1 adds to the configurations of F a dart of type (0, 1). The operator D 2 = x 2 ∂ 1 + x 1 ∂ 0 adds to the structures of D 1 F or well a dart of type (1, 2), or one of type (0, 1) whose ghost element takes the place of a label of the original structure in F . Since configurations of F (x 0 ) has only vertices of color 0, the ghost element of darts of type (1, 2) has to be on the top of a dart of type (0, 1) already in the structure of D 1 F , forming a tower of darts of size two. Iterating this procedure it can be easily seen that the structures of ∆ n F [V, κ] are configurations of F with k towers of darts, for some k between 1 and n (k-towered F -configurations, see Fig. 3.(a) ). The labels of the ghost elements in each tower increase from bottom to top. The number of ghost elements between bottom and top of each tower is equal to the color of the label on the top. The total number of ghost elements in each structure is equal to n. Let (V 2 , κ 2 ) be the colored set given by the labels on the top of the towers. The towers clearly define a partition on the set of ghost elements, plus a type-preserving bijection from the partition to (V 2 , κ 2 ) (see 
. This correspondence between k-towered Fstructures associated to ∆ n F and configurations of
The following corollary (HMY formula) follows directly from the previous theorem and the Faà di Bruno formula.
Corollary 2. Let F and G be two formal power series such that G(0) = 0. Then the n-derivative of the formal power series F (G(x)) is given by the formula: 
Equivalently, the coefficient ∆ k x n 0 [V, κ] is equal to the number of pairs (f, h), where f is as above, and h is a bijection h : [n] → V such that the color of h(j) equals the size of its preimage by f ,
Proof. By Theorem 2
The monomial x n−j 0 B∈π x |B| is the weight of any function having as preimages the blocks of the partition π, |π| = j. There are (n) j of such functions, which proves Eq. (23) 
is k! times the number of functions that have weight x k (k being the type of (V, κ)). The coefficient k! is exactly the number of bijections h. 
being the series that enumerates simple and connected graphs.
Ballot and Dyck paths
Suppose that we have an election with two candidates. Assume that during the counting of n ballots one of the candidates always stays ahead of the other. Such kind of ballot counting will be called good. Formally a good ballot counting is a function
A good ballot counting will be identified with the signed set
The ballot cardinal of the signed set {v
} is defined to be the sum S n ,
Remark 2. The partial sums S m form a one dimensional lattice walk that never crosses zero. There are two equivalent ways of representing these one dimensional lattice walks.
1. By the graphics {(m, S m )|m = 0, 1, . . . , n}, drew as a two dimensional lattice path with north-east, (1, 1), and south-east, (1, −1), steps. It stays above the x-axis (see Fig. 4 (1) ). ) with respect to the diagonal (see Fig. 4 (2) ).
If S n = 0, the resulting path is called a Dyck path.
Consider the adjoints of dart operators (x i+1 ∂ i ) * = x i ∂ i+1 , i = 0, . . . , n − 1, and their sum D * n = n−1 i=0 x i ∂ i+1 . The ballot operator B n is defined as the sum
The product
has very interesting properties. If the variable x k+1 represents a vertex of height k + 1 in a combinatorial structure, the adjoint (decreasing) dart operator x k ∂ k+1 put a ghost vertex in its place and adds a vertex whose height is decreased by one. The operator P n applied to x 0 may represent any of the two equivalent kinds of lattice paths in Remark 2. We choose the above-diagonal representation, because it is more directly related to the q-analog of Catalan numbers in terms of Dyck paths. The indeterminate x k appearing at each stage of the walk gives us the height of the lattice point with respect to the diagonal y = x (see Fig. 5 ). Specifically,
n,k is the number of n-steps above-diagonal paths from (0, 0) and having final height k = S n . Or equivalently, above-diagonal paths from (0, 0) to (
n,0 is the number of Dyck paths (Catalan number) [10] .
In a similar way we get that
n,k is the number of above-diagonal n-steps paths from (0, j) and having final height k.
We now modify the lattice operators in order to keep track of the information about the height of some points of the path. We set
, and
The parameters q i in the polynomials b
n (x, q) weight the paths according with the heights of the points after horizontal steps. For example, the weight of the path in n (x, q) weights each path according with the area between the path and the diagonal. In particular, the coefficient of
n (x, q) after subindex rising in the q parameters, is the area q-analog of the Catalan number C n (q) [9, 10] . From its definition in Eq. (28), b
n (x, q) satisfies the recursive formula: b
Ballot Partitions
Definition 5. A ballot partition over a (totally ordered) set V , is an ordinary partition on V together with a good ballot on each block of it. Equivalently, each block of the partition is a signed set as in Eq. (24) .
Enumerating the ballot partition according to the ballot cardinals, Eq. (25), we obtain the following generalization of partial and total Bell polynomials:
Similarly as in Theorem 2, we get the following Theorem.
* * * * * * * 1 * Figure 5 : Representation of the action of P 8 on x 0 . Theorem 3. Let F (x 0 ) be a series as in Theorem 2. Then, the series (P n F )(x) satisfy the identity
4 Shift corolla operators and increasing trees Let φ(x) be a formal power series with coefficients in R. Consider the autonomous differential equation with initial condition the indeterminate x,
It is the same autonomous differential as in Eq. (2), but having as initial condition the variable x. The solution has a similar combinatorial interpretation in terms of increasing trees. It is a formal power series in two variables A ↑ φ (t, x) whose coefficients count φ-enriched increasing trees with two sorts of vertices. The variable t corresponding to internal vertices and the variable x to the leaves [34] . The internal vertices are weighted using the coefficients of the formal power series φ(x). If φ[0] = 0, the internal vertices could have indegree zero. When φ[0] = 0, all the internal vertices has positive indegree, and in that case the trees are called extended [29] . Expressing A ↑ φ (t, x) as an exponential generating function in t with coefficients in
is the exponential generating function of increasing φ-enriched trees having n internal vertices, enumerated according with their number of leaves. This generating function does not give information regarding neither the height of the internal vertices nor of the leaves. We obtain that by means of shift corolla operators.
Definition 6. An operator of the form φ(x i+1 )∂ i is called a shift corolla operator of type i + 1. We generalize the operators D n and ∆ n ,
The series T we graft a either a corolla of type 1 or a corolla of type 2 over the tree in the same way as before. The internal ghost vertices increase along any path from the root. The general result follows by induction.
We modify corolla operators in order to keep information about the height of internal vertices, multiplying it by the parameter q i , φ(x i+1 )q i ∂ i . In that way we define the operators
In a similar way as in the proof of Proposition 1 we get Figure 6 : Extended binary trees enumerated by the polynomial T 3 (x 1 , x 2 , x 3 ; q 1 , q 2 ) = 2x From that we get the recursive formula
Le us denote by B φ n,k (x, q) the generating function of forests having exactly k increasing φ-enriched trees as above, with n internal vertices in total. The coefficient B n−1 counts the number of such forest with j r internal vertices of height r, r = 0, 1, 2, . . . , n−1. Again, the elements in the colored set (V, κ) are labels for the leaves whose colors represent their height.
We have the following generalization of Theorem 2.
Theorem 4. Let F (x 0 ) be a series as in Theorem 2. Then, the series ∆ φ,q n F (x; q) satisfy the identity (∆ φ,q n F )(x 0 , . . . , x n ; q 0 , . . . , q n−1 ) = n k=1
. . , x n ; q 0 , . . . , q n−1 ).
Proof. Completely similar to the proof of Theorem 2.
The generating series
counts forests of trees as above, with any number of trees from 1 to n. For F (x 0 ) = e x 0 , from Theorem 4 we obtain the Rodrigues-like formula for Y φ n (x, q).
The following recursive formula can be obtained from equation (40) as it was done in [21] for the ordinary Bell polynomials.
However, a straightforward combinatorial proof can be given to the above recursive formula and to the following one, by using the combinatorial interpretations of Y φ n (x, q) and of B φ n,k (x, q) in terms of forests of increasing trees.
Remark 3. structures without symmetries except the identity (rigid structures), the substitution x n ← x n and q n ← q n gives us the series p φ n (x, q), which is the ordinary generating function of increasing extended trees with unlabelled leaves, according to their internal and external pathlengths (sum of the heights of leaves [29] ).
Example 5. Extended r-ary plane trees. Let r be a positive integer. We consider here rooted trees where each internal node has exactly r ordered children (r-ary plane trees). In this case φ(x) = x r and we are in the case 2 of Remark 3. We use the notation B n (x). The coefficient of x n /n! in
n,k (x) counts the number forests with exactly k trees, having n internal vertices and n i leaves of depth i. Since there are n i ! ways of permuting the labels in the leaves of depth i, obtaining a different labelled forest each time, the coefficient of
n,k (x) counts the same kind of forests, but with unlabelled leaves (see figure 6 , and Table 1 : Generalized partial Bell polynomials for n = 5 and and r = 2.
Enumeration of Cayley's trees
For a (non rooted) tree a on the set of vertices [n] define its weight as follows
where d a (i) is the degree in a of the vertex i. The weight of a rooted tree T is then defined as
Denote by A n (resp. A n ) the set of trees (resp. rooted trees) on n vertices. Recall that for rooted trees, d T (i) denotes the in-degree of vertex i, the edges oriented towards the root. Define the generating functions A n (x) = a∈An w(a) and A n (x) = T ∈An w(T ).
Proposition 3. We have the following identities
Proof. The coefficient A n [V, κ] is the number of pairs (T, h), T being a rooted tree on A n , n = |V |, and h : [n] → V a bijection assigning to each vertex of T a label in V whose color is equal to the in-degree of the vertex, κ(h(i)) = d(i), i = 1, 2, . . . , n. The structures enumerated by D n A n [V, κ] are colored labeled trees with a dart of type (i, i+1) for some i = 0, 1, . . . , n − 1. Now we can use an argument similar to that in [28] used to prove Cayley's theorem on the number of rooted trees. In a darted tree (Fig 7 (a) ), replace the ghost vertex of color i by the real vertex of color i + 1, and mark it with an ingoing arrow. Consider the subtree of T whose root is that marked vertex. The color of marked vertex is equal to its in-degree plus one. The same property is satisfied by all the subtrees whose roots are on the path from the root of T to the marked vertex. Then we have a totally ordered set of such trees (Fig. 7 (b) ). The total order can be replaced by a permutation, and from that we get an endofunction of the same weight, using the ingoing arrow to connect the roots of the trees in the same external cycle (Fig. 7 (c) and (d) ). This construction is clearly reversible. By Corollary 3 the sum of the weights of the endofunctions is equal to ∆ n x n 0 , and we have D n A n (x) = ∆ n x n 0 . Hence D n (A n (x) − ∆ n−1 x n 0 ) = 0 and we get that A n (x) − ∆ n−1 x n 0 is a constant. It has to be zero, because both polynomials have zero constant term. This proves Eq. (43) . To prove Eq. (44) observe that a dart operator acts in a tree by choosing a root and rising its degree by one. The rest of the vertices have colors that indicates their total degree, which is equal to their in-degree plus one. Then (DA n )(x 1 , x 2 , . . . , x n ) is equal to the generating function of the rooted trees with its variables shifted by one, SA n (x 0 , x 1 , . . . , x n−1 ) = A(x 1 , x 2 , . . . , x n ) = S∆ n−1 x n 0 = ∆ n−1 x n 1 . By a similar argument as above (43) was first stated in [8] in the language of grammars, and proved using Prüfer codes (see also [18] for other formulas on similar enumeration problems). Eq. (44) is, to the best of our knowledge, new. Observe that our proof of Eq. (43) relies on similar arguments as given by Joyal [28] in his classical proof of Cayley's formula for the number of trees (see also [32] ). In this case, the polynomial obtained gives information about the degrees of the vertices of the rooted trees, and is equivalent, as it was pointed out by Chen [8] , to the Lagrange inversion formula. We can give a visual proof of identity (15) by considering the dart operators x i+1 ∂ x i and the corolla operators
For example
The dark vertices are associated to the x's and the white ones to the y's. The reader may check that the combinatorial structures obtained after applying the operator Γ n = F n F n−1 . . . F 1 to y 0 (sum of dart and corolla operators as in Eq. (45)) the resulting structures are increasing trees in two kinds of colors, as in Fig. 8 (a) . It is not difficult to see that the weight of them is equal to
which is the coefficient z n = Q(P (t))[n] (Fig. 8 (b) ).
6 One-parameter groups, generalized exponential polynomials, and enumeration of enriched trees
In this section we extend the kind of operators studied in previous sections to an arbitrary number of variables. By considering the group infinitesimaly generated by a differential operator, we define generalized exponential polynomials and establish interesting relationships with different versions of the Lagrange inversion formula. In this way we generalized formula (43) to a wide family of enriched trees.
] be the ring of formal power series in an arbitrary set of variables X (either finite or infinite). The elements of R are of the form
In the sum of above, N X is the set of tuples k = (k x ) x∈X such that k x = 0 for almost every x ∈ X. The conventions for powers and multiple factorials are similar to that at the beginning of Section 3.1. The combinatorics of the coefficients of the series regarding the operations of sum, product and partial derivatives is also similar. These combinatorial operations are interpreted in the same way by using colored sets of the form (V, κ), κ : V → X being a coloration. Here we identify the set of colors with the set of variables itself, and define
Definition 7.
A family G = {G s } s∈S of formal power series in R is said to be summable if for every k, the coefficient G s [k] is zero for almost every s ∈ S. Equivalently, for every colored set (V, κ), we have that G s [V, κ] = 0 for almost every s ∈ S.
Observe that a family {G s (X)} s∈S is summable if and only if the sum s∈S G s (X) is well defined as a formal power series. The notion of summability is very important for the study of series in an infinite number of variables. It is the essential condition in order to perform the operation of substitution. We have the following Lemma. Lemma 1. Assume that G(X) = {G s (X)} s∈S is a summable family. Then for any other, not necessarily summable family H(X) = {H s (X)} s∈S , the product {G s (X)H s (X)} s∈S is also summable.
Proof. We have to prove that for any colored set (V, κ), the set of elements s ∈ S such that (G s .H s )[V, κ] = 0 is finite. By the combinatorial definition of product of formal power series (Eq. (5)) we have that
The result follows from the summability of G and because the union in the right hand side of the equality is over a finite set.
Theorem 5. Let G(X) = {G x (X)} x∈X be a summable family indexed by the set of variables X, and such that for every x ∈ X, G x (X) has zero constant term. Then,
2. Let H(X) be an arbitrary series. Then, the substitution
is a well defined formal power series. Conversely, if H(G x ) x∈X is well defined for every formal power series H(X), then {G x (X)} x∈X is summable.
Proof. The first part of item 2 is a consequence of the Lemma 1 and item 1. The converse part of item 2 follows by taking H(X) = x∈X x. Then, what remains to prove is that the set {k|G k [V, κ] = 0} is finite for every colored set (V, κ). By the same argument used in Lemma 1, the summability of G implies that the set
is finite. Hence, by the definition of product of series we have that
Since G x [∅] = 0 for every x ∈ X, we also have
By Eq. (49) and condition in Eq. (50), we obtain that
which is a finite set.
The coefficient of the substitution H(G x ) x∈X on a colored set (V, κ) has the following combinatorial interpretation (see [41] ):
Where the sum of above ranges over all colored partitions (π,κ), π a partition of V , and κ : π → X a (external) coloring of the blocks of π. The summability of {G x (X)} x∈X ensures that the sum has only a finite number of non vanishing terms.
Definition 8. For a summable family φ(X) = {φ x (X)} x∈S , indexed by a subset S of X, define the operator D φ by
By Lemma 1, this is a well defined operator on R. It is easy to check that it is a derivation. Moreover, it preserves summability, Lemma 2. Let {G z (X)} z∈Z be a summable family. Then for every non negative integer n we have that {(D φ ) n G z (X)} z∈Z is also summable.
Define e tD φ , by
By abuse of language we call e tD φ the group infinitesimaly generated by D φ . The series in (52) is not necessarily well defined as an element of R for particular values of t.
Define the family {F
Remark 4. By representing D φ as sum of corolla operators, and using grafting techniques as in Prop.1 we obtain that the series F φ x (t) has the following combinatorial interpretation. The coefficients (
] in the expansion of F φ x (t) have as configurations increasing trees enriched with the family {φ z (X)} z∈X . More precisely, it counts the number of increasing trees with n internal vertices colored with colors in X, the root colored with x and leaves weighted with their colors (in X). The fiber of an internal vertex colored with color z is enriched (weighted) with the corresponding series φ z (X). Proof. The family {x} x∈X is clearly summable. By Lemma 2, {(D φ ) n x} x∈X is summable for every n ∈ N. Then, {F φ x (t)} x∈X is also summable. For simplicity, when clear from the context, we suppress the super index φ from the family. This summable family completely characterizes the one parameter operator group e tD φ .
Corollary 4.
Let {F x (t)} x∈X be as defined in Eq. (53). Then, for any series H(X) ∈ R we have
Proof. Since D φ is a derivation, e tD φ is a multiplicative map. Then,
which is summable by Theorem 5. We have
Corollary 5. The family {F x (t)} x∈X satisfies the system of differential equations
Proof. The derivative F x (t) is readily computed by interchanging with the one parameter group operator
The latter equality obtained from Corollary 4. 
Generalized exponential polynomials
The generating function Y x n (X) counts the number of forests of non-singleton increasing trees with n internal nodes.
By the definition and Corollary 5, the generating function Y x (t) satisfies the following system of differential equation
As we have that e tD φ e x = e Fx(t) = e x e F + x (t) , we obtain
and the Rodrigues-like formula
From that we get the recursion 
Proof. By Eq. (58) Hence, T n (x) t n n! = e x(e t −1) .
Touchard polynomials enumerate the set partitions according with the number of blocks. The recursive formula becomes the classical
2. More generally, the operator x r D has associated the differential equation y ′ = y r , y(0) = x. It has as solution
the generating function for the r-ary plane increasing trees, the leaves weighted by x. The corresponding exponential polynomials count the forests of such trees. They satisfy the recursion T
n (x)).
Example 7. For the set X = {x 0 , x 1 , x 2 , . . . ; q 0 , q 1 , . . . }, the operator
Clearly, φ(x k+1 )q k is a summable family. The series
is the exponential generating function of the increasing trees T φ n (x, q),
According to Corollary 5, it is the solution to the differential equation
since, by the combinatorial interpretation of T φ n (x, q) in Proposition 2 it is easy to see that
S being the shift operator:
Lagrange inversion
For a formal power series
] with non-zero constant term, define the generating series of F -enriched trees A F (t), by the implicit formula (see [5, 28] )
The configurations of
] are rooted trees weighted with the coefficients of F (X) as follows,
Where the sum is over all rooted trees with vertices in [n].
As was pointed out in [8] , formula (43) is equivalent to the Lagrange inversion formula. That can be stated in terms of the enumeration of F -enriched trees as follows.
Proposition 5.
The coefficient A F [n] is given by the formula
Consider the infinite set X = {x 0 , x 1 , x 2 , . . . }, and let
The F 0 (t)-enriched trees are the same trees enumerated by Eq. (43) . The weight of each vertex v being the variable x d T (v) . Let φ k (X) = x k+1 , a clearly summable family. The derivation
is the extension of D n to an infinite number of variables. We have that
By Corollary 4, F n 0 (t) = e tD x n 0 . Lagrange inversion gives us Formula (43)
Conversely, assuming A F 0 [n] = D n−1 x n 0 and going backwards we obtain
Since the variables x 0 , x 1 , x 2 , . . . are algebraically independent, they can be replace by the coefficients of any other series, and we obtain the Lagrange inversion formula. Lagrange inversion formula for enriched trees series of the form A H(Fx(t)) x∈X (t), F x (t) = e tD x, gives us a powerful computational device.
In particular we have
Proof. By Corollary 4, H n (F x (t)) x∈X = e tD φ H n (X). By the Lagrange inversion formula
There are two simple and important cases of Corollary 6, H(X) = e x and H(X) = 1 1−x . In the first one, we enumerate rooted trees enriched with assemblies (unordered tuples) of configurations enumerated by F x (t), A e Fx(t) [n] . In the second, rooted trees enriched with tuples of structures enumerated by F x (t).
[n]. However, the most interesting examples of enriched trees are obtained by enriching with assemblies of nonempty configurations of F x (t), and with tuples of non-empty configurations of F x (t).
[n].
Theorem 6. We have the formulas
Where in Eq. (66), the formal power series c n,k (X) = A
[n] enumerates the con-
[n] enriched with tuples of F + x (t)-configurations having k blocks in total
Proof. 
To prove Eq. (66), observe that the configurations of [n] having exactly k nonempty blocks in its fibers. If the fiber of a vertex v has k v nonempty blocks, we can put as many empty configurations we want between them (in k v + 1 available positions, k = n v=1 k v ). Since each of the empty sets in the tuple has weight x, the total weight added by the empty configurations is equal to (1 − x) −kv−1 , for each vertex v. Taking the product over all the n vertices of the tree we have that the total weight added by the empty configurations is equal to (1 − x) −n−k . Then we get
[n]
(1 − x) n+k .
Examples and applications
Example 8. For the univariate case, X = {x}, for a series H(x), the trees enriched with H(F x (t)) are counted by As examples of this kind of trees we have (a) For the operator xD, F x (t) = xe t . The coefficient A xe t [n] counts the number of rooted trees with n vertices, each vertex having weight x. We deduce Cayley's formula A xe t [n] = (xD) n−1 x n = n n−1 x n .
(b) For the operator x 2 D,
n!x n+1 t n n! .
The nth coefficient of this series enumerates n-linear orders each of them having weight x n+1 . Then, the coefficient A Fx(t) [n] counts the number of plane trees with n vertices, each vertex and arc having weight x. A few computations give us the formula
[n] = (x 2 D) n−1 x n = n(n + 1) . . . (2n − 2)x 2n−1 = n (n−1) x 2n−1 . [n](1 − x) −(n+k) .
The rooted trees enriched with e
From formulas in Items 2 and 3, we get a couple of interesting results.
Proposition 6. The number of trees, enriched with set partitions, each block weighted with x, is given by the formula A e x(e t −1) [n] = T n−1 (nx),
where T n (x) is the Touchard polynomial. In particular, the number of set partitions enriched trees is given by T n−1 (n).
Proof. By Item 2, A e x(e t −1) [n] = e nx (xD) n−1 e nx . From general Rodrigues-like formula (58) it is easy to see that e nx (xD) k e nx is equal to T k (nx) for arbitrary k.
See [27] , [26] , [30] , [25] where these numbers are interpreted in terms of hypertrees. The bijection between rooted hypertrees (see definition in [25] ) and the present interpretation is easy. Proposition 7. The number of trees on n vertices, enriched with partitions whose blocks are linearly ordered, each block weighted with x, is given by the sum of numerators in the expansion of (xD) n−1 (1 − x) −n in simple fractions.
For example:
(xD) The Bell polynomials Y n−1 (nx 1 , nx 2 , . . . , nx n−1 ) and Y n−1 (nx 2 , nx 3 , . . . , nx n ), respectively enumerate:
1. Rooted trees enriched with set partitions according with the size of their blocks.
2. Rooted hypertrees by the size of their hyper edges (see [25] ).
The sum of the numerators of the decomposition in simple fractions of In this case we obtain F ♮ 0 (t) a generic ordinary formal power series Making x 0 = 1 = h 0 and x n = h n , h n being the homogeneous symmetric function, we get that Pf n (1, h 1 , . . . , h n−1 ) is the Frobenius character of the linear span of parking functions on n − 1 elements (as a representation of the symmetric group G n−1 ) in terms of the homogeneous symmetric functions [23] .
Example 11. Let X = {x 1 , x 2 , x 3 , . . . ; y 0 , y 1 , y 2 , . . . }. The operator
is the extension of F n to the the bicolored infinite number of variables of above. By Eq.
(46) F y 0 (t) = e tF y 0 = P (Q(t)), where P (t) = . It is easy to check that F xn (t) = e tF x n = Q (n) (t).
By the same argument to obtain (46) we get F yn (t) = e tF y n = P (n) (Q(t)).
Now we can use the one parameter group to deduce Faà di Bruno formula, 
