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Abstract
Statistical properties of position-dependent ball-passing networks in real football games are ex-
amined. We find that the networks have the small-world property, and their degree distributions
are fitted well by a truncated gamma distribution function. In order to reproduce these properties
of networks, a model based on a Markov chain is proposed.
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1 Introduction
Scientific studies on sports activities have been carried out in a wide variety of research fields such
as psychology, physiology, biomechanics, and also physics. Among various sports events, football is
one of the major subjects [1]. From the viewpoint of physics, studies with respect to football games
are considered to be classified into the following two types: mechanical and statistical. In the latter
case, goal distribution [2, 3, 4, 5] and outcome prediction of football games [6, 7, 8, 9] have been
studied for example. A football game can be considered as a dynamical system in which game players
interact with each other via one ball. Ball-passing events have been focused on in various statistical
analyses for the collective behavior of players [10, 11], temporal sequences of players’ action [12] and
ball movements[13], and passing sequence to goal [14].
In statistical physics, analysis for complex networks has achieved rapid development recently [15,
16]. The network analysis has already been applied to football games such as a structural property
of ball-passing networks [17, 18], and assessment of players [19, 20]. In the studies of the ball-passing
networks [17, 18], each node and edge of the network represent an individual player and passing of
the ball, respectively. One main conclusion in their studies is that ball-passing networks of football
games have the scale-free property, namely the degree distributions follow the power law. However, in
their network analysis, the total number of nodes were only 11, which was the number of players on a
ground in one team. Clearly, it is too few to judge the power-law behavior of the degree distributions.
In this paper we propose another method for creating a ball-passing network and report statistical
properties of the network. Since each player has his own role corresponding to their home position
and it is important factor for ball passing, we create a position-dependent network in the next section.
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In section 3, the structural properties and the degree distributions of the networks obtained from real
games are examined. We find that the degree distributions can be fitted with a truncated gamma
distribution in common. In section 4, we propose a numerical model based on a Markov chain by
introducing the ball-possession probability. Discussion and conclusion are given in sections 5 and 6,
respectively.
2 Method for creating a ball-passing network
A “position-dependent” network of ball passing, where the position of a player in a soccer field
is considered, was obtained by the following method. In order to specify the position of a player, we
divide the field into 18 areas (six areas along the goal direction, and three areas along the vertical
direction in Fig. 1). Note that this is the same division as used in the FIFA official statistical data
of 2010 World Cup South Africa [21] and in the reference [12]. An area expressed in the coordinate
(x, y) is labeled by the area number Axy = 6(y− 1) +x (1 ≤ x ≤ 6 , 1 ≤ y ≤ 3). A node is assigned to
a player on one of the 18 areas, and labeled by the node number 11(Axy − 1) + u (1 ≤ u ≤ 11). The
total number N of nodes for one team is 198 (= 18× 11).
When one player passes the ball to another player in the game, two nodes corresponding to these
two players are connected by an undirected edge. If more than one passes are made between the same
nodes, multiple edges are allowed. A ball-passing network is obtained as the set of the all passes made
by one team in a game. To be precise, we use the following rules. (i) Only the passes between players
belonging to the same team are considered. (ii) When a player is replaced by a reserved player, the
node for the new player is given the same number as the old player. From Fig. 1, for example, we
obtain the network among the three nodes “159(u = 5)”, “106(u = 7)”, and “131(u = 10)” as shown
in Fig. 2.
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Fig. 1. Soccer field divided into 18 areas.
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Fig. 2. The network obtained from Fig. 1. Each node corresponds to the three players in Fig. 1:
“159(u = 5)”, “106(u = 7)”, and “131(u = 10)”.
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We focus on the following basic properties characterizing the network structure: the total number
M of edges, the degree distribution f(k), the average degree 〈k〉, mean path length `, and clustering
coefficient C. Here, we consider a network with multiple edges in calculation of k and 〈k〉, and a
network with single edges in calculation of ` and C.
3 Analysis of real data
3.1 Structural properties of the networks
We analyzed the five football games summarized in Table 1. The network diagrams of Japan
and North Korea in the game (iii) are shown in Fig. 3. In these networks, all nodes are set on
their own areas (the isolated nodes are excluded). The edges are drawn in grayscale depending on
the multiplicity; the darker one represents higher frequency of passing. The direction of offense is
rightward in both panels. We find some hubs (node “54” in Fig. 3 (a) and node “26” in Fig. 3 (b)
for example).
Table 1. Real game data for the analysis.
Game Place Date Score Competition
(i) Japan vs Vietnam Japan 2011.10.07 1-0 Kirin Challenge Cup
(ii) Japan vs Tajikistan Japan 2011.10.11 8-0 WCup Asian qualifier
(iii) Japan vs North Korea North Korea 2011.11.15 0-1 WCup Asian qualifier
(iv) Spain vs Italy Poland 2012.06.10 1-1 Euro 2012
(v) Germany vs Holland Ukraine 2012.06.13 2-1 Euro 2012
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(b) North Korea
Fig. 3. Network diagrams obtained from the game (iii). The darker edges represent higher frequency
of passing. The yellow circle of each panel represents the hub node which has the maximum degree in
the network. (These figures are created by means of Pajek [22].)
Characteristic values of each network are summarized in Table 2. The mean path length ` and
clustering coefficient C are compared with `rand and Crand of random networks having the same N
and M ; they were calculated by averaging over 1000 samples. It is found that the sum of the edges
of the two teams is almost constant in the five games, although M of each team largely varied. Since
the time of a football game is 90 minutes in typical, the time elapsing from one node receive the ball
and the node pass it to another seemed to be almost constant for all games. The mean path length
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` is about 3.3 ± 0.3, and is close to `rand = 4.4 ± 1.7. The clustering coefficient C of each network is
about ten times greater than that of random network Crand. Therefore, these ball-passing networks
are considered to possess small-world property.
Table 2. Characteristic values of each network.
Game Team M 〈k〉 ` `rand C Crand
(i)
Japan 546 5.5 3.07 3.29 0.25 0.027
Vietnam 278 2.8 3.42 5.00 0.21 0.014
(ii)
Japan 751 7.6 2.75 2.84 0.36 0.038
Tajikistan 139 1.4 3.66 8.53 0.11 0.007
(iii)
Japan 353 3.6 3.52 4.23 0.18 0.018
North Korea 272 2.7 3.49 5.08 0.11 0.014
(iv)
Spain 688 6.9 3.11 2.95 0.29 0.035
Italy 320 3.2 3.43 4.52 0.17 0.016
(v)
Germany 428 4.3 3.39 3.76 0.18 0.022
Holland 501 5.1 3.05 3.44 0.23 0.025
3.2 Degree distribution and Edge-multiplicity distribution
The cumulative degree distributions of the networks are shown in Fig. 4 with single logarithmic
scale. The solid curves in each panel are truncated gamma distributions. Here, the probability density
function f(k) and cumulative distribution function F (k) of the truncated gamma distribution are given
as follows:
f(k) =
1
λνγ(ν, kmax/λ, 0)
kν−1e−
k
λ , (1)
F (k) =
γ(ν, kmax/λ, k/λ)
γ(ν, kmax/λ, 0)
, (2)
where γ(ν, kmax/λ, k/λ) denotes the upper incomplete gamma function with the upper limit of inte-
gration kmax/λ, defined as
γ(ν, kmax/λ, k/λ) =
∫ kmax/λ
k/λ
tν−1e−tdt. (3)
The domain of k is 0 ≤ k ≤ kmax. ν, λ, and kmax are fitting parameters for the real data. From Eq.
(1), ν controls the shape of f(k) exhibiting the power-law behavior, and λ controls the crossover point
between the power-law and the exponential behaviors. The truncated gamma distribution has been
used for a life test [23] and precipitation amount [24] for example.
As shown in Fig. 4, F (k) for each team can be fitted quite well by selecting the values of ν, λ,
and kmax in Eqs. (2) and (3). Actually, the values of ν, λ and kmax for fittings are shown in Table 3.
It is found that the values of ν of each network is about 0.34 ± 0.07, and the curve exhibits power-
law behavior in the low degree part, and exponential behavior in high degree part (see Eq. (1) for
reference).
The cumulative edge-multiplicity distributions of the networks are shown in Fig. 5 with single
logarithmic scale. It is found that each distribution decreases almost exponentially. Then almost 70%
of edges have multiplicity one i.e., single edges, and there are a few high multiple edges.
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Fig. 4. The cumulative degree distribution of each network. The panel (i)-(v) correspond to the five
games in Table 1. Each distribution is in good agreement with the truncated gamma distribution
given as Eq. (2).
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Table 3. The parameters for fittings of each network.
Game Team ν λ kmax
(i)
Japan 0.33 34.6 32.8
Vietnam 0.32 10.4 38.1
(ii)
Japan 0.26 43.3 67.0
Tajikistan 0.31 6.9 13.1
(iii)
Japan 0.35 16.9 23.7
North Korea 0.53 6.3 25.0
(iv)
Spain 0.29 44.0 45.0
Italy 0.35 10.6 185.7
(v)
Germany 0.36 14.3 45.9
Holland 0.33 18.3 51.9
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Fig. 5. The cumulative edge-multiplicity distribution of each network. The panels (i)-(v) correspond
to the five games in Table 1.
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4 Modeling and numerical calculation
In the ball-passing network, the degree of each node represents the sum of the numbers of passing
and receiving. And the sum corresponds to the frequency of ball possession. Therefore, the degree
distribution shown in section 3 can be interpreted as the distribution of ball-possession frequency.
In this section, we assume the sequence of ball passing as a random motion of a ball between nodes
for simplicity. And, we try to reproduce the degree distribution by focusing on “ball-possession
probability” with a Markov-chain model.
4.1 Markov-chain model
We define N nodes in the same way as the section 2, where we treat the two types of field division in
order to take influence of difference in field division on the statistical properties into account. Actually,
we show the cases of N = 198 and 3168 for 3× 6 and 12× 24 divisions, respectively.
Now, we introduce the ball-possession probability a
(t)
i for the node i at time t, and the probability
vector a(t) is defined as
a(t) = [a
(t)
1 , a
(t)
2 , . . . , a
(t)
i , . . . , a
(t)
N ]. (4)
Here, this probability vector is normalized as
N∑
i=1
a
(t)
i = 1. (5)
We assume that the time evolution of a(t) is given as the Markov chain
a(t+1) = a(t)P , (6)
where P is a transition matrix with N ×N elements. Each element Pi→j of P gives the ball-passing
probability from the node i to the node j. The transition matrix is also normalized as
N∑
j=1
Pi→j = 1 (7)
for each i. Note that the transition matrix is not necessarily symmetric.
A single time step of the Markov chain is a stochastic expression of a single passing event. And a
(t)
i
is the average ball-possession probability of node i after t passing events. (Note that this “average”
is the ensemble average for many samples). We assume that the ball-passing statistics after t passing
events in the real data correspond to the a(t) with the same t.
For the initial condition of the time evolution, which corresponds to the kick-off in football games,
we consider the case where the ball passing begins with the player 11 at area (3, 2) in 3 × 6, and at
(12, 6) in 12× 24. This condition corresponds to the case that the 98th (1452nd) element of a(0) has
probability 1 for 3× 6 (12× 24) and the others have probability 0.
For the element Pi→j , we assume the following. (1) If the two nodes i and j represent the same
players, then Pi→j = 0; the dribble is not considered here. (2) Otherwise, namely for i and j showing
different players, Pi→j consists of the two factors:
Pi→j ∝ Qα(rij)×Rβ,ξ(Lj). (8)
Here, Qα(rij) denotes the factor for the distance of passes, and represents the difficulty in completing
a pass dependent on rij , the distance between the two nodes i and j. Rβ,ξ(Lj) denotes the factor for
existence probability of the player receiving a pass. Lj represents the distance of the node j from its
8
home position as shown in Fig. 6. Normalization factor in Eq. (8) is determined to satisfy Eq. (7).
For simplicity, we consider that Qα(rij) is a step function with a threshold distance α
Qα(rij) =
{
1 (rij ≤ α)
0 (rij > α),
(9)
and Rβ,ξ(Lj) is an exponential function with a parameter β and a threshold distance ξ
Rβ,ξ(Lj) =
{
1 (Lj ≤ ξ)
e−β(Lj−ξ) (Lj > ξ).
(10)
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Fig. 6. The home position of each 11 player for the numerical simulation: (i) 3 × 6, (ii) 12 × 24
divisions.
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4.2 Numerical results
We focus on the cumulative distribution G(a) of a(500) defined as the total number of i which
satisfies a
(500)
i ≥ a, and compare it with the truncated gamma distribution. And, we show the
dependence of G(a) on Qα(rij) and Rβ,ξ(Lj). The reason why we set t = 500 is as follows. We have
assumed that the degree of the node i in the ball-passing network after t passing events is proportional
to a
(t)
i with the same t. And the number of passes made in one game is about 500 (see the values of
M in Table 2 for reference).
The dependence of G(a) on Qα(rij) is shown in Fig. 7. There exists a ball-possession probability
above which G(a) rapidly decreases, and it moves to the left when α increases. However, the shape of
G(a) in the small region does not change largely. This property is independent of the field division.
The dependence of G(a) on Rβ,ξ(Lj) is shown in Figs. 8 and 9. Especially for β-dependence shown
in Fig. 9, it is found that G(a) is fitted well by the truncated gamma distribution, and ν decreases
monotonically against β as shown in Tables 4 and 5. Since ν obtained from the real data was about
0.3 for each networks, we can reproduce this value by choosing β appropriately in the model.
Table 4. The parameters for fittings of G(a) with α = 1.5, ξ = 1.0. β is controll parameter (3× 6).
β ν λ amax amin
0.2 5.37 9.6× 10−4 1.1× 10−2 1.7× 10−3
0.4 2.45 2.2× 10−3 1.2× 10−2 8.6× 10−4
0.8 0.93 7.1× 10−3 1.6× 10−2 1.3× 10−4
1.2 0.47 1.9× 10−2 2.0× 10−2 3.9× 10−5
1.6 0.30 4.1× 10−2 2.4× 10−2 8.6× 10−6
Table 5. The parameters for fittings of G(a) with α = 6.0, ξ = 4.0. β is controll parameter (12× 24).
β ν λ amax amin
0.05 4.36 8.0× 10−5 5.9× 10−4 6.1× 10−5
0.1 2.24 1.6× 10−4 7.3× 10−4 2.2× 10−5
0.2 0.85 5.0× 10−4 1.0× 10−3 8.3× 10−6
0.3 0.47 1.1× 10−3 1.3× 10−3 2.2× 10−6
0.4 0.37 1.5× 10−3 1.6× 10−3 1.2× 10−7
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4.3 Networks based on a transitive matrix
By determining Qα(rij) and Rβ,ξ(Lj), the ball-passing probabilities between all pairs of nodes are
obtained. Using this probability, we can make a ball-passing sequence. Actually we created networks
in the way that all pairs of ball-passing and receiving nodes were connected by an undirected edge.
Here, we focus on the networks of Spain, Holland, and North Korea in the real data. We created
networks with the same M as these real networks.
It is found that the values of ` and C are in good agreement with those obtained from real networks
where α, β, and ξ are given as shown in Table 6. This result suggests that the Markov-chain model
can reproduce statistical properties of real data.
Table 6. The values characterizing each network obtained from the numerical simulation.
Real Networks Numerical Results
Team M ` C α β ξ ` C
Spain 688 3.11 0.29 1.0 1.8 1.0 3.24± 0.07 0.28± 0.03
Holland 501 3.05 0.23 1.5 1.7 1.0 2.91± 0.07 0.23± 0.03
North Korea 272 3.49 0.11 1.5 1.0 1.0 3.49± 0.15 0.11± 0.03
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5 Discussion
The main result of our numerical simulation is that G(a) obtained from our model can be fitted
with the truncated gamma distribution as in the case of the degree distribution from the real data. In
addition, we have also found that a network created from our model has similar structural properties
to the real data. Judging from these results, we conclude that our model incorporates essential features
of real football games.
We have also obtained the result that ν decreases monotonically against β. The shape of G(a)
depends mainly on Rβ,ξ(Lj), and the result can be explained qualitatively as follows. When β is small,
passes are made almost at random because the existence probability Rβ,ξ(Lj) of each node has almost
the same value. Then, the values a
(t)
i of all nodes also become almost the same, and the probability
distribution g(a), defined as g(a) ≡ −dG(a)/da, has a peak as shown in Fig. 10. This brings about
the truncated gamma distribution with large ν. However, as β increases, areas where each player can
move become limited. Namely, the number of nodes having small existence probability increases, and
the peak of the distribution moves to the left as shown in Fig. 10. Such a change of the distribution
corresponds to the decreasing of the value of ν in the truncated gamma distribution. Thus, the
value of ν becomes small if β becomes large. It is noted that g(a) without the peak corresponds to
the truncated gamma distribution with ν smaller than 1. We can also explain the reason why G(a)
rapidly decreases where a is large. In section 4, we have found that this behavior appears where ξ is
positive. In such a condition, Rβ,ξ(Lj) is constant in the part of low Lj , and a
(t)
i is less likely to be
large. In other words, the cutoff appeared because of the existence of threshold of the ball possession
probability.
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For simplicity, we have ignored the existence of the opponent team in this paper. However, the
passing sequence of the real game is interrupted by opponent team, and it is the superposition of some
passing sequences beginning with different initial nodes. We can easily take this effect into account.
First, we add one node which represents opponent player to the model, and express it as “opp”.
Second, we change the transitive probability as follows. (1) If the two nodes i and j represent the
same players, then Pi→j = 0. (2) Otherwise, Pi→j is defined as:
Pi→j ∝ (1− g)×Qα(rij)×Rβ,ξ(Lj)
Pi→opp ∝ g
Popp→j ∝ Rβ,ξ(Lj)
Popp→opp = 0,
(11)
where g represents the probability of interruption by a opponent player. Figure 11 shows the depen-
dence of G(a) on parameter β where g = 0.5, α = 1.5 and ξ = 1.0. It is found that G(a) is fitted well
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by the truncated gamma distribution. Namely, we can obtain the same distribution even if there are
the interruption of passing sequences.
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Fig. 11. Dependence of G(a) on parameter β where g = 0.5, α = 1.5 and ξ = 1.0.
The factor Rβ,ξ(Lj) determines the moving distance of each player. In the present study, we
have assumed that Rβ,ξ(Lj) is an exponential function. Other decreasing functions, e.g. linear,
Gaussian, or power-law functions are also considered. Actually, we confirmed that G(a) can be fitted
by the truncated gamma distribution when Rβ,ξ(Lj) is a Gaussian. However, we cannot reproduce
the truncated gamma distribution when Rβ,ξ(Lj) is the linear function and power-function. Detailed
examination for the dependence of G(a) on Rβ,ξ(Lj) is needed.
In section 4, we have also examined the effect of the field division. G(a) follows the truncated
gamma distribution independent of the field division. In the real data analysis, more detailed data
may be obtained if we divide the field more finely. However, the number of passes is constant in one
game, and the degree of each node becomes small when the division is more finely. Hence, it is difficult
to discuss statistical properties of such networks. For our network analysis, 3× 6 division seems to be
suitable way of dividing the soccer field.
Our findings indicate that the degree distributions in the real data reflect the motion of each player
which is characterized by Rβ,ξ(Lj). If it is approximated by the exponential function such as Eq. (10),
we can define the characteristic moving distance Lrelax as Rβ,l(Lrelax) = 1/e. From Eq. (10), it is
expressed as Lrelax = ξ + 1/β. Since we have obtained ν = 0.34 ± 0.07 for each teams in the real
data, Lrelax is calculated as Lrelax = 1.625 for 3× 6 and Lrelax = 6.5 for 12× 24 from the values of β
and ξ in Tables 4 and 5. Therefore, the distance in which each player can move is very limited. In
football games, each team tries to move the ball to the opponent goal in an efficient way. Then, each
player moves around only his own home position, and passes the ball. Namely, this result shows the
characteristics of football that each player has his own role corresponding to their home position. In
the analysis of the real data, we have also examined the edge-multiplicity distribution, and found that
almost 70% of edges have multiplicity one, and there are a few high-multiple edges. The low-multiple
edges seem to correspond to passes which are made at random. On the other hand, the high-multiple
edges are considered to correspond to the routine passes which are related to the strategies of each
team. Figure 12 shows the heat maps obtained from the game (iii). The gradation of shading shows
the sum of degrees of all nodes on one area. The heat map gives some information about strategies
of each team. For example, Japan in the game (iii) uses side areas many times, and it is considered
that this team often uses the side attack. Then, edges on the side areas have high multiplicity in this
case. The heat maps also reflect the activity of each team. Actually, Japan in this game mainly makes
passes in the areas near the opponent-team goal, while North Korea makes a few passes in the areas
near the own-team goal. Then it shows that Japan dominated the game.
Global properties, such as degree distribution and edge-multiplicity distribution, of the ball-passing
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network are similar in different teams and games, but local properties are different. In fact, the degree
distribution of each team follows the same distribution, and the edge-multiplicity distribution decreases
almost exponentially, while the heat maps of each team are different. In this paper, we have mainly
focused on the global properties of networks which do not depend on the details of the game. And,
the local properties which are related to the strategies of each team are also interesting.
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Fig. 12. Heat maps obtained from the game (iii). The gradation of shading shows the sum of degrees
of all nodes on one area.
We comment on relation to the previous studies. Yamamoto and Yokoyama have reported that
ball passing forms a small-world network, and its degree distribution is described by the power-law,
power-law with exponential cutoff, or the exponential distributions [17, 18]. Our position-dependent
network is a natural extension of the networks in the previous ones. Moreover, our analysis reveals
that the degree distribution can be characterized by using the single distribution, truncated gamma
distribution, while several distributions were used for fitting in the previous study.
Finally, some future works are proposed. We can readily obtain directed networks by considering
the directions of passes. The directed network is expected to represent the defense and offense in
football games. For modeling based on Markov chain, a more realistic model can be considered. For
example, since each player mainly moves along longitudinal direction in real football games, some
anisotropic effects should be introduced in Qα(rij) and Rβ,ξ(Lj). Moreover, the method of creating
networks we proposed in this paper can be applied to other ball games such as basketball, rugby, and
handball. From the viewpoint of network analysis, our model is associated with the spatial network
[25], in which the nodes are distributed in a D-dimensional space with density ρ(x), and two nodes
are connected by an edge whenever their distance is less than a given threshold value. Our model
resemble the spatial-network model, in that two nodes i and j can make a pass if their distance rij
is less than α (see Eq. (9) of Qα(rij) for reference); α works as the threshold. The spatial-network
model is deterministic, but our model involves a stochastic rule. We expect that statistical properties
of the ball-passing network are analytically studied as “stochastic spatial network”.
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6 Conculusion
We have created the position-dependent network of ball passing in football games in this paper.
Each network has short path length ` ≈ 3.3 which is close to `rand ≈ 4.4, and high clustering coefficient
C  Crand. Degree distribution is fitted well by the truncated gamma distribution. In the Markov-
chain model, we define the transition probability Pi→j as the product of the two factors for the distance
of passes Qα(rij) and for the existence probability of the player receiving a pass Rβ,ξ(Lj). The ball-
possession probability distribution reproduces the truncated gamma distribution. Also, it is found
that the network created by our model is similar to those from the real data.
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List of Symbols
N the total number of nodes
M the total number of edges
` mean path length
C clustering coefficient
k degree
f(k) probability distribution of degree
F (k) cumulative distribution of degree
ν shape parameter of the truncated gamma distribution
λ scale parameter of the truncated gamma distribution
a
(t)
i ball-possession probability for the node i at time t
a(t) probability vector of a
(t)
i
τ time steps until a(t) reaches the steady state
g(a) probability distribution of a(τ)
G(a) cumulative distribution of a(τ)
Pi→j ball-passing probability from the node i to the node j
P transitive matrix
rij the distance between the two nodes i and j
Lj the distance of the node j from its home position
Qα(rij) the factor for the distance of passes in Pi→j
Rβ,ξ(Lj) the factor for the existence probability of the player receiving a pass
α the parameter in Qα(rij)
β the parameter in Rβ,ξ(Lj)
ξ the parameter in Rβ,ξ(Lj)
Lrelax the characteristic moving distance of each player
g the ball-passing probability to the opponent team
19
