Protein quinary interactions organize the cellular interior and its metabolism. Although the interactions stabilizing secondary, tertiary, and quaternary protein structure are well defined, details about the protein-matrix contacts that comprise quinary structure remain elusive. This gap exists because proteins function in the crowded cellular environment, but are traditionally studied in simple buffered solutions. We use NMR-detected H/D exchange to quantify quinary interactions between the B1 domain of protein G and the cytosol of Escherichia coli. We demonstrate that a surface mutation in this protein is 10-fold more destabilizing in cells than in buffer, a surprising result that firmly establishes the significance of quinary interactions. Remarkably, the energy involved in these interactions can be as large as the energies that stabilize specific protein complexes. These results will drive the critical task of implementing quinary structure into models for understanding the proteome.
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H/D exchange | quinary interactions | protein NMR | protein thermodynamics T he inside of cells is packed with macromolecules whose concentrations reach 300-400 g/L (1). Compared with the ideal (dilute) environments conventionally used to study proteins, crowding inside cells can significantly alter the biophysical landscape of proteins, including their equilibrium thermodynamic stability (2) (3) (4) (5) (6) . Experimental and computational efforts establish that crowding effects arise from a combination of short-range (steric) repulsions and longer-range (often called soft) interactions between macromolecules (7) (8) (9) (10) (11) (12) (13) . Despite a growing number of incell protein studies (2) (3) (4) (5) (6) , there is no quantitative information about the energetics of quinary interactions.
Amide proton exchange experiments have been used for more than 50 y to measure equilibrium protein stability, defined as the Gibbs free energy required to open the protein and expose individual backbone amide protons to solvent, ΔG°′ op (14) . For the B1 domain of protein G (GB1), ΔG°′ op equals −RTln(k obs /k uns ), where R is the gas constant, T is the absolute temperature, k obs is the observed rate of exchange, and k uns is the rate in an unstructured peptide (6) . We know that the cytoplasm does not affect k uns (15) . Most importantly, we know that for exchange under these conditions ΔG°′ op approximates the free energy required to denature the protein, ΔG°′ den (6) . Therefore, these experiments provide a thermodynamically rigorous measure of equilibrium global protein stability. Using this information, we quantified the stability of GB1 at the residue level in Escherichia coli (6) via NMRdetected backbone amide hydrogen/deuterium exchange (16) .
Thermodynamic cycles (17) can be used to quantify the energetics of interactions between proteins in specific protein complexes (17, 18) and between side chains in globular proteins (19, 20) . Briefly, the individual effects of two single-site amino acid changes are compared with the combined effect of both mutations. If the sites interact, the sum of the contributions from the single-site changes will not equal the contribution from the double mutant. The difference between the two values measures the strength of the interaction.
We realized that transferring a variant ("var") from buffer ("buff") to cells ("cell") is analogous to making a second mutation to the protein ( Fig. 1 and SI Appendix, Fig. S1 ). Discrepancies in the horizontal (and vertical) sides of Fig. 1 A negative value of δΔΔG°′ int indicates the introduction of an attractive interaction (relative to WT) upon transferring the mutant from buffer to cells.
Results
Innocuous Mutation in Buffer Is Destabilizing in Cells. We measured the stability of WT GB1 and four variants (I6L, D40K, D40N, and D40A) in buffer and in cells (6) (SI Appendix, Tables S1-S11) . Constant values of ΔΔG°′ op;mut across the primary structure might be expected because ΔG°′ op approximates ΔG°′ den under our conditions, yet small variations are observed (Fig. 2) . The variations arise from two effects. First, there is an inherent uncertainty in k uns , because the values come from model peptides, not GB1. Second, the variation reflects subtle differences in the free energy required to expose each proton. At present, these factors cannot be separated. Therefore, we focus on average values of ΔΔG°′ op;mut and δΔΔG°′ op;int (Table 1 ). The I6L mutation has a modest effect on stability in buffer and in cells ( Fig. 2A) . The D40K mutation gives dramatically different results ( Fig. 2B ): The average effect in cells is 10-fold larger than that in buffer (Table 1) . Thus, a mutation with an innocuous effect in buffer experiences new and significant quinary interactions that alter its stability in cells.
Significance
Globular proteins perform many of the chemical reactions required for life. The prevailing model of globular protein structure, which is based on studies in dilute solutions, emphasizes the requirement for a well-packed hydrophobic interior, but minimizes the importance of the exterior, provided it is hydrophilic. We demonstrate that the exterior plays a significant role when a globular protein is studied under physiologically relevant conditions. By changing a surface residue we show that attractive interactions between the protein surface and the cytosol modulate the stability of the protein, even though the change has a negligible effect in dilute solution. Recognizing and quantifying such intracellular interactions will aid in understanding and manipulating the biological role of proteins.
Strength of Quinary Interactions. We calculated interaction free energies between the protein and the cytoplasm, using the cycle shown in Fig. 1 . Our original implementation (6) of this cycle suggested the presence of quinary interactions between the cytosol and the I6L variant of GB1 that are absent in buffer. The strength of these interactions for I6L is modest (Table 1 ; see also Fig. 4 ) and reasonable considering that the substitution shifts only the position of a surface-exposed, nonpolar (methyl) group (21), such that interactions with the cytoplasm are expected to be similar to those experienced in WT GB1. This result led us to test the hypothesis with a variant predicted to produce a larger effect. Whereas the steric repulsions associated with crowding stabilize proteins (8) , the associated longer-range attractive interactions can be destabilizing (9-13). We also know that both GB1 and most of the proteins in E. coli are negatively charged (22). We reckoned that an appropriate surface charge reversal might increase attractive interactions, decreasing the stability in cells, while maintaining WT stability in buffer. We targeted D40 because it is the only acidic residue in a surface-exposed loop and it lacks intraprotein side chain hydrogen bonds (23). We chose D40K as the mutation because it changes the net charge of the protein by +2.
Most importantly, the interaction energies of the D40K and the I6L mutants are strikingly different (Table 1 and Figs. 3 and 4) . The average interaction free energy caused by the D40K mutation is twice that caused by the I6L change. To further test our ideas, we studied the D40N and D40A variants, which change the charge by +1. As expected, the average interaction free energy decreases as negative charge and polar contacts are removed (Table 1 and Fig. 3) .
We attempted to quantify quinary interactions involving two other surface-exposed charge reversals, E19K and E56K, but their stabilities in cells and buffer were too low for quantification. The most likely reason for the decreased stability is their known participation in intramolecular hydrogen bonds (24). It would also be interesting to examine the effects of chargeenhancing mutations (e.g., K to D or E), which we predict would increase GB1 stability in cells relative to wild type. The difficulty again lies in finding a residue, like D40, that lacks regular secondary structure and H bonding. There are no suitable lysine residues in GB1, and there are no arginine residues. These observations highlight the necessity of choosing side chains, such as that of D40, that are not involved in intraprotein interactions when quantifying quinary interactions.
Structural Changes Are Small. The most important assumption in our analysis is that the structures of the native state and denatured state ensemble of the two proteins are the same in buffer and in cells. This assumption appears to be valid because patterns of H/D exchange data across the sequence in buffer and in cells are similar (i.e., protection factors are consistent) and the in-cell heteronuclear single quantum coherence (HSQC) spectra of GB1 and the variants studied can be overlaid (Fig. 5) . We do not expect that molecular chaperones confound our results because chaperones are required for only a small portion (≤5%) of the proteome (25), and small, rapid folders like GB1 most likely reach their native states without these catalysts.
Discussion
The importance of electrostatic interactions to protein stability was dismissed over 70 y ago, despite several contrary observations (26-28). This situation led to Kauzmann's recognition of the hydrophobic effect (29) as the dominant stabilizing factor (30, 31). Richards' subsequent demonstration that the core of a globular protein is as well packed as crystals of small organic compounds (32) shifted the attention to buried intramolecular interactions and led to the synthesis of these ideas by Lattman and Rose (33), who concluded that changes in the core alter the stability of a protein, but not its fold. Although the focus of protein folding studies moved primarily to core packing and hydrophobicity, McConkey (34) noted that protein isoelectric points are conserved despite the evolutionary driving force of random mutagenesis. Recognizing the key role of protein surface charge, he coined the term "quinary structure" (34) to describe the interactions that organize the inside of cells, and Srere coined the term "metabolon" to describe this organization (35). ΔΔG°′ op,mut,buff −0.8 ± 0.2 0.15 ± 0.09 0.30 ± 0.08 0.14 ± 0.1 ΔΔG°′ op,mut,cell −1.50 ± 0.08 −1.0 ± 0.1
The ability to quantify protein stability in cells now leads us to reassess the role of surface charge-charge interactions. Both large and small stability changes have been observed for intramolecular ion-pair interactions in buffer (36, 37), but our findings demonstrate that these observations are not necessarily applicable in cells, where intermolecular interactions abound between macromolecules in the crowded cellular interior. The effect is large: The D40K interaction free energy (∼1 kcal/mol) accounts for nearly one-fifth of the protein's total stability (∼7 kcal/mol) and is in the range of interaction free energies observed in specific protein-protein complexes (18) . The implications for larger proteins and for the charge-altering posttranslational modifications required for signal transduction (e.g., phosphorylation, acetylation, myristoylization, and sulfation) cannot be ignored. We suggest that surface residues can be as important as core residues to folding and stability when proteins are studied under physiologically relevant conditions. We are not, however, challenging the crucial role of core packing because the structure of the protein appears to be the same in buffer and in cells.
Anfinsen's thermodynamic hypothesis states, "the native conformation is determined by the totality of interatomic interactions . . . in a given environment" and that a protein can be properly understood only "under conditions similar to those for which it was selected-the so-called physiological state" (ref. 38, p. 223). The emphasis on the physiological state has, until recently, been ignored because nearly all studies have been conducted with purified proteins in simple buffered solutions. This void is being filled by studies showing differences between folding in buffer and folding in cells (2) (3) (4) (5) (6) . Here, we have taken the next step by demonstrating that nonspecific, quinary interactions with the cytoplasmic milieu can be modulated in a way that alters protein stability. This observation reveals a role for surface residues that will aid in understanding native protein function. Although Anfinsen precisely stated the existence of such interactions (38), and McConkey (34) and Srere (35) recognized their biological significance, their energetic contribution went unrecognized until now because we were looking in the wrong place: buffer, instead of cells.
Materials and Methods
Vector. The pET11a plasmid containing the T2Q GB1 (WT) gene and its I6L variant have been described (6) . The D40K variant was produced by sitedirected mutagenesis (QuikChange; Agilent) with the following primers: forward 5′ C GAC AAC GGT GTT AAA GGT GAA TGG ACC 3′ and reverse 5′ GGT CCA TTC ACC TTT AAC ACC GTT GTC G 3′ (mutation underlined). The D40N variant made use of the following primers: forward 5′ C GGT GTT AAC GGT GAA TGG ACC 3′ and reverse 5′ C ACC GTT AAC ACC GTT GTC G 3′. The D40A variant made use of the following primers: forward 5′ GGT GTT GCG GGT GAA TGG ACC 3′ and reverse 5′ CGC AAC ACC GTT GTC GTT AGC 3′.
Protein Purification. Isolation and purification of 15 N-enriched WT GB1 and its variants have been described (6) . However, the D40K variant does not bind to the ion exchange column owing to a less negative charge (Z net = −2 compared with Z net = −4 for WT and I6L GB1). Fractions containing D40K GB1 were collected in the wash step of anion exchange chromatography and further purified via size exclusion chromatography.
In-Cell H/D Exchange. The protocol for measuring H/D exchange in E. coli with quenched cell lysates has been reported (6). For WT GB1, aliquots were removed ∼1 h, 2 h, 3 h, 5 h, 8 h, 13 h, and 22 h after initiating exchange. Four samples prepared between 45 min and 3 h were sufficient to capture decay profiles of the destabilized I6L, D40A, D40N, and D40K variants. Data were acquired at 37°C. Consistent with the observations of Waudby et al., we find that intracellular pH decreases with time (39). The internal pH was measured by comparing the shift of the K10 amide proton to the shift of the W43 amide proton by using a titration curve of the protein in buffer (SI Appendix, Fig. S2 ). The pH dropped to ∼5.8 after 2 h. Exchange rates were converted to equilibrium unfolding free energies by using intrinsic rates from SPHERE (pH 5.8, 37°C, alanine as oligopeptide basis) (40). Tables of rates and free energies are found in SI Appendix, Tables S1-S11 and ref. 6 .
In Vitro H/D Exchange. Wild-type GB1 exchange rates measured using a quench step with discrete samples (to mimic the in-cell protocol) yield the same values as those measured with the traditional method involving serial HSQC acquisitions on a single exchange sample. Consequently, the serial method was used here. Experimental details and data analysis have been described (6) . The in vitro H/D exchange data were acquired at pH 5.8 and 37°C in 20 mM citrate buffer and analyzed using the intrinsic rates described above.
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