Therefore, our view is that the arguments articulated by Chetty et al. (2014) and Mazumder (2016) , respectively, for and against the notion that Mazumder (2005) overestimated persistence are inconclusive. Mitnik and Grusky (2017) have shown that the conventionally estimated IGE has been widely misinterpreted: While mobility scholars have assumed that they estimated the elasticity of the expectation of children's income, in the general case they actually estimated the elasticity of the geometric mean of children's income. That the latter is the case follows immediately from exponentiating and taking natural logarithm on the left-hand side of Equation [1] . Recalling that ( ) ≡ exp (ln( )), for any random variable, it is then easy to see that Equation [ 1] is equivalent to [1′] . It immediately follows that 1 is the percentage differential in the geometric mean of children's long-run income with respect to a marginal percentage differential in parental long-run income.
B. Correct interpretation of the conventionally estimated IGE
The parameter 1 is (also) the IGE of the expectation when the population error term satisfies very special conditions (see Santos Silva and Tenreyro 2006; Petersen 2017; Wooldridge 2002:17) , but not otherwise. The parameter 1 would (also) be the elasticity of the conditional expectation of the children's income in the general case if it were the case that (ln | ) = ln ( | ), but this equality does not hold (due to Jensen's inequality).
C. Share interpretation of nonparametric IGEs
In the main text we argued that the nonparametric IGEe provides an approximation to the ratio between the inequality in children's opportunities and the inequality in parental income (the quantity in the right-hand side of Equation [5] ). We show here why that is the case.
From Equation [6]:
(ln ( | )) = SD�F(ln X)�.
A first-order Taylor-series approximation to the variance of the random function (. ) centered around (ln ) gives:
Var�F(ln X)� ≈ � ( ) � .
Intergenerational curves are well approached by third-degree polynomials. We may then write:
ln ( | ) = (ln ) ≈ 0 + 1 ln + 2 (ln ) 2 + 3 (ln ) 3 .
We then have:
( ) � t = E(ln X)
≈ 1 + 2 2 (ln ) + 3 3 [ (ln )] 2 .
[ 1]
Let's denote the nonparametric IGEe by ̅ . We then have:
≈ 1 + 2 2 (ln ) + 3 3 ((ln ) 2 ).
[ 2]
It follows from Equations [C1] and [C2] that ( ) � t = E(ln X)
≈ ̅ − 3 3 (ln ).
As, empirically, 3 is very small (if not statistically indistinguishable from zero), ̅ provides an approximation to ( )
� t = E(ln X)
and therefore to (ln ( | )) (ln ) . Of course, the closer to quadratic the intergenerational curve (i.e., the closer to zero 3 is), the better this approximation will be (and vice versa). With our data,
is approximately six percent smaller than ̅ .
A similar analysis applies in the case of the nonparametric IGEg.
D. Estimation and statistical inference
We provide here a detailed discussion of the estimators employed to estimate the four IGEs in Figure 1 , which were briefly described in the main text. We also provide details on the computation and interpretation of the confidence intervals reported in the main text, and explain why we did not follow the customary approach of including polynomials on children's and parents' age as control variables when estimating IGEs.
Estimators
Figure 2, in the main text, provides a summary of our discussion in this section.
The estimates of the constant IGEg are all the result of estimating the PRF of Equation
[1] by OLS, i.e., of employing the "OLS log-log estimator." This applies to the estimate reported by Chetty et al. (2014) and to the estimates based on the SOI-M data we obtained.
The estimates of the constant IGEe based on the SOI-M data we produced were generated by estimating Equation [2] with the PPML estimator (Santos Silva and Tenreyro 2006) . Like the OLS log-log estimator, the PPML estimator is semiparametric, that is, it makes no assumption regarding the distribution of the dependent variable and is consistent as long as the mean function is correctly specified (Gourieroux, Monfort, and Trognon 1984) .
3
The estimate of the constant IGEe reported by Chetty et al. (2014) is based on a two-step estimator of Equation [2] . In the first step, nonparametric estimates of ln ( | ln ) are generated by binning the children's parental income into 100 equal-sized (centile) bins, computing the mean income of parents and children within each bin, and taking the natural logarithm of those means. In the second step, an estimate of 1 is generated by running an OLS regression of the estimates of ln ( | ln ) on the corresponding ln values.
As indicated in the main text, the estimators of the nonparametric IGEs are all two-step estimators: The first step produces nonparametric estimates of a number of points in the relevant intergenerational curve-i.e., the curve defined by either Equation [6] or Equation [7] -while the second step estimates the average slope of the curve through a numerical approximation based on the estimated points. Across datasets, the estimators only differ on the nonparametric approach used to estimate the points of the intergenerational curves and on the number of points that are estimated and employed in the numerical approximations. 
Computation and interpretation of confidence intervals
In Table 3 we report 95 percent confidence intervals for the IGE estimates. In the case of the IGE estimates from Chetty et al. (2014) , we simply report the confidence intervals implicit in the provided standard errors. In the case of the new estimates of constant IGEs based on the SOI-M data we obtained, we construct confidence intervals based on robust standard errors (which is mandatory with a PML estimator); the standard errors also take into account the clustering of children into families (see, e.g., Rogers 1993 ).
In the case of the estimates of nonparametric IGEs based on the SOI-M data we produced, statistical inference is based on the nonparametric bootstrap with 2,000 bootstrap samples. In the nonparametric context, use of the bootstrap-based percentile method (Efron and Tibshirani 1986) produces "variability bounds" (Racine 2008) or "confidence bands" (Wasserman 2006) , which can be interpreted as approximations to true confidence intervals. For simplicity of terminology, in Table 3 we refer to the resulting intervals as "confidence intervals."
We cannot compute similar (approximate) confidence intervals for the nonparametric IGE estimates based on Chetty et al.'s (2014) data we report, as we do not have access to the underlying microdata (and therefore cannot generate the needed bootstrap results).
Age controls
The relationship between long-run income measures (for instance, lifetime average income) and short-run proxy measures varies with the age at measurement (both for parents and children). For this reason, when estimating the constant IGEg with proxy measures, it has been customary to include polynomials on children's and parents' age as control variables, each indexing the age at which the income measurements were taken. However, Chetty et al.'s (2014) estimates of constant IGEs and our estimates of constant and nonparametric IGEs were produced without including such controls. In both cases, the variability in children's age in the samples is very minor, so controlling for age is unnecessary. In addition, because the age at which parents have their children is not exogenous to their income and the former's age may affect the latter's life chances, Mitnik et al. (2018: Online Appendix K) argued that controlling for parental age is inconsistent with the objective of measuring the gross association between parents' and children's income. In line with this argument and with the comparative purposes of this article, all new estimates we produced were generated without including age controls.
E. Chetty et al.'s (2014) evidence on lifecycle bias: Critical examination
Chetty et al. (2014) claimed that both the (constant) IGEg and the (constant) IGEe stabilize around age 30 and that this entails that their IGE estimates are free of left-side lifecycle bias. 7 However, their evidence for this claim is very problematic. As also argued by Mazumder (2016:113-14) , in order to estimate the (constant) IGEg for children older than 32, Chetty et al.
resorted to auxiliary samples covering cohorts born earlier than those in their core sample. As the parental income of the children from these auxiliary samples is measured in 1996-2000 (i.e., the same period employed to measure parental income in their core sample), when children's age increases the age at which parental income is measured increases as well (e.g., for children age 41, parents' income is measured when parents are about ten years older than for children age 31).
It is well-known that measuring parents' income when they are in their fifties depresses estimates (e.g., Grawe 2006; Haider and Solon 2006; Mazumder 2001 Chetty et al. (2014) claimed that income IGE estimates based on tax data should be less affected by attenuation bias than previously reported in the literature. They provided three arguments: (a) family income fluctuates less than individual earnings across years, (b) income is measured with less error in tax data than in survey data, and (c) the approach Mazumder (2005) employed to deal with missing parental information led him to overestimate the magnitude of attenuation bias. We consider these arguments in turn.
It is generally accepted that family income fluctuates less over time than father's earnings (e.g., Mazumder 2005:250) , so the first argument seems unproblematic. On its part, the second argument can be strengthened considerably. The reason is that it's not really necessary that tax data be measured with less error than survey data for attenuation bias to be less of a problem with the former data. As tax data cover much better than survey data the upper tail of the parental-income distribution, which makes the "signal" larger, it should be enough that tax data do not include more "noise" than survey data (Mitnik 2017a:29-30 ).
This is easiest to see in the case of the constant IGEg. Assuming no lifecycle bias, the standard analysis of attenuation bias in the OLS estimation of this elasticity (e.g., Solon 1992), is
, where is a zero-expectation additive noise in the logarithm of the short-run measure of parental income S with respect to the logarithm of the long-run measure X. This entails that even if ( ) were the same with survey and tax data, the "attenuation factor" multiplying 1 would still be closer to one with tax data due to their better coverage of the upper tail of the parental-income distribution, as this can be expected to lead to a larger value of (ln ). Mitnik (2017a) has shown that a similar analysis applies in the case of the constant IGEe.
The third argument is, of course, closely related to the argument we considered in our Online Appendix A. There is, however, a subtle but consequential difference between the two arguments. In that appendix, the focus was on the estimates Mazumder (2005) We therefore conclude that Chetty et al.'s (2014) claim that, for estimates based on tax income data, attenuation bias should be a less serious problem than previously reported in the literature has clear merit. (in 1996-2000) , the fifteen-year measure pertains to when they are 42-56 years old (in 1996-2010) . But, as we mentioned in Online Appendix E, measuring parents' income when they are old depresses estimates; it is for this reason that it has long been argued that attenuation bias is best reduced by adding parental information from parents' prime-age period, not by adding information when they are in their fifties (Mazumder 2005:247-248) . Moreover, Mazumder (2016:114-115 ) has provided survey-data evidence consistent with his argument, which suggest that adding years of parental information "in the wrong direction" may even reduce estimates if the added years pertain to when the parents are old enough. Mazumder concluded that the results that Chetty et al. (2014) reported were most likely distorted by the increasing noisiness of the additional years of parental information they used in their analysis.
G. Chetty et al.'s (2014) evidence on attenuation bias: Critical examination
Chetty et al. did consider this possibility, but rejected it on the argument that they had provided evidence that "estimates of mobility are not sensitive to varying the age in which parent income is measured over the range observed in our dataset" (2014: Online Appendix E, ftn. 9).
The evidence in question, however, pertains to the rank-rank slope. The rank of parents may remain the same as they get older even as the differences between their incomes increase. As the latter can be expected to raise IGEs, the argument does not hold much water.
In Mitnik et al.'s (2018: Online Appendix H) gender-specific attenuation-bias analyses with tax data, they focused on the IGEe rather than the IGEg. They computed the constant IGEe with parental income measures based on one to nine years of information, and reached three conclusions: (a) attenuation bias is greatly reduced by using nine years of parental information, (b) using five years instead of nine years would result in a non-negligible increase in bias, and (c) although estimates appear to be reaching a plateau once nine years of parental information are employed, it is not possible to rule out that some (downward) bias remains. Mitnik et al.'s evidence is therefore inconsistent with the notion that, with tax-based data, five years of information are enough to eliminate the bulk of attenuation bias.
H. Values used in the mean imputation of income and log income for nonadmin children
The 
I. Additional attenuation-bias results
Given Chetty et al.'s (2014) strong denial that their IGEg estimates are affected by attenuation bias, it seems imperative that we examine whether our empirical findings with regards to attenuation bias are robust to the various ways in which attenuation-bias analyzes can be conducted. This is what we do here, focusing on the constant IGEs (as in the previous literature on attenuation bias) for men and women pooled. We also provide and discuss evidence relevant for assessing whether the estimates based on the SOI-M data we produced using nineyear parental-income measures are likely to be (nearly) free of attenuation bias.
In Table I1 we present estimates of the constant IGEe and IGEg obtained with parental measures based on five, eight and nine years of information. We generated these estimates with children's income measured either in 2004 or 2010-that is, when the children were in their early or late thirties-and using either the "common-rules" or the "common-sample" approach.
Briefly, the common-rules approach uses (nearly) the same sample inclusion rules regardless of the number of years of information employed to compute the parental income measure; in contrast, the common-sample approach uses (nearly) the same sample to generate all estimates, i.e., the sample that is selected when the inclusion rules are applied with a particular n-year parental variable, regardless of the number of years of information actually employed to compute the parental variable used for estimation (for details, see Mitnik et al. 2018 : Online Appendix H).
Here we implemented this approach for = 9 (common-sample approach I) and = 5
(common-sample approach II). 12 In addition, in the case of the IGEg, we generated the estimates shown in Table I1 after assigning nonadmin children $0 income (i.e., dropping them from the analysis, as in Chetty et al. 2014 ), or CPS-based mean log income values (computed after dropping CPS nonadmins with zero income, as in the lower-bound estimates in the second column of Table 3 ).
The results for the three approaches are displayed in Table I1 in contiguous horizontal panels, each of which includes five columns. We start by focusing on the first and third columns of each panel-which show IGE estimates based on five-and nine-year parental-income variables-and on the fourth column-which shows the percent difference between these two estimates. The results in these columns are uniformly inconsistent with Chetty et al.'s (2014) contention that five years of parental information are enough to nearly eliminate attenuation bias.
Regardless of approach, IGE concept, children's ages, and treatment of nonadmin children, the estimates increase substantially-between 7.5 and 9.1 percent for the IGEe, and between 15.7 and 33.0 percent for the IGEg-when switching from the five-year to the nine-year parental measure. Therefore, we can conclude that our evidence that IGE estimates based on five-year parental measures are affected by substantial attenuation bias is very robust.
The second and third columns in each panel allow to compare IGE estimates based on eight-and nine-year parental-income variables, while the fifth column shows the corresponding percent differences. The comparison of estimates based on eight and nine years of information provides some evidence on whether the latter are likely to be (nearly) free of attenuation bias; if this is the case, we should observe that the differences between estimates are very small. The results on this regard differ across IGE concepts, and also across treatments of nonadmin children when estimating the IGEg.
In the case of the IGEe, no difference in estimates is larger than one percent and the differences are half of that or less in the case of the common-rule approach. This is exactly what we would expect if the nine-year estimates had (almost) converged to the long-run estimates of interest, so these findings are a reason for optimism. At the same time, as Mitnik et al. (2018: Online Appendi H) have also pointed out, evidence like this does not allow to rule out that a nonnegligible amount of attenuation bias still remains. 
J. Shapley decompositions of total bias in IGEg estimation
In the main text we indicated that to properly capture the effects of lifecycle, attenuation, functional-form and selection bias on the estimates based on Chetty et al. (2014) data and methodological decisions, all estimates should be obtained with two-year samples, but that proceeding this way was not feasible. Here, we explain why this is the case as well as the alternative approach we used.
The first problem is that, with two-year samples, (a) the relevant mean values for imputation are not the mean annual log income values employed to produce the estimates shown in Table 3 , due to the dependencies between children's income across years, and (b) the auxiliary data that would be needed to compute mean values that take into account those dependencies are not available (the CPS-ASEC data are unsuitable for this purpose). The second problem is that some two-year measures would require using 2009 information to compute them. However, as reported by Mitnik et al. (2018: Online Appendix I) , income data for 2008 and 2009 appear to be seriously affected by the Great Recession, which greatly compressed the income distribution.
Using the 2009 data to compute income IGEs is therefore unadvisable.
As an alternative, we proceeded as follows. As we did in the case of the IGEe, we computed 16 estimates, using in all cases one-year samples. However, before computing the Shapley decompositions, we adjusted all estimates based on samples where nonadmin children's income was assumed to be zero. We did this adjustment separately for estimates of the constant and the nonparametric IGEg, under the assumption that they all underestimate the IGEg by the same amounts that the corresponding estimates based on the SOI-M (one-year) all-biases sample underestimate it (compared to the estimates based on the SOI-M two-year all-biases sample; see Figure 6 ). After introducing these adjustments, we computed the Shapley decompositions as before.
Importantly, with this approach, the total biases are exactly what is wanted in all cases.
The total biases we would like to decompose are in all cases differences between the IGEg estimates based on the SOI-M best sample and the SOI-M two-year all-biases sample. As the adjusted estimates based on the SOI-M (one-year) all-biases sample are identical to the estimates based on the SOI-M two-year all-biases sample, the total biases we actually decompose (differences between the estimates based on the SOI-M best sample and the adjusted estimates based on the SOI-M all-biases sample) are equal to the total biases of interest. We make use of this equivalence in defining total biases in the notes to Table 6 and 7.
Notes
1 For the reason why IV estimates are usually expected to be upward biased in the intergenerational-mobility context, see Solon (1992: Appendix) and Mitnik (2017b:8-10) .
2 See Mitnik (2017b: Eqs. 13 and 14) for a measurement-error model consistent with this argument.
3 See Mitnik (2017c) for how to estimate the constant IGEe using the PPML estimator and the statistical package Stata. 4 The estimated points have been made publicly available by Chetty et al. (2014) ; see the sources in Table 3 for details. 5 The latter under the assumption that, within centiles of parental income, mean and median parental income are approximately the same. converged to the long-run estimates of interest because the years of income information that are being added as we move from the five-year measure to the nine-year measure pertain to the "wrong parental ages" (see our Online Appendix G). The common-sample approach keeps the sample (nearly) fixed when estimating IGEs using five and nine years of parental information. There are two ways of implementing this approach. In the columns under "Common-sample I" the sample inclusion rules are applied with the nine-year parental variable. In the columns under "Common-sample II" the sample inclusion rules are applied with the five-year variable. The common rules approach keeps the sample inclusion rules (nearly) fixed, and applies them with the five-or the nine-year parental variable, as relevant. "% ∆" denotes "percent difference."
