The deep learning approach has been applied to many domains with success. We use deep learning to construct the surrogate function to speed up simulation based optimization in epidemiology. The simulator is an agentbased stochastic model for influenza and the optimization problem is to find vaccination strategy to minimize the number of infected cases. The optimizer is a genetic algorithm and the fitness function is the simulation program. The simulation is the bottleneck of the optimization process. An attempt to use the surrogate function with table lookup and interpolation was reported before. The preliminary results show that the surrogate constructed by deep learning approach outperforms the interpolation based one, as long as similar cases of the testing set have been available in the training set. The average of the absolute value of relative error is less than 0.7 percent, which is quite close to the intrinsic limitation of the stochastic variation of the simulation software 0.2 percent, and the rank coefficients are all above 0.99 for cases we studied. The vaccination strategy recommended is still to vaccine the school age children first which is consistent with the previous studies. The preliminary results are encouraging and it should be a worthy effort to use machine learning approach to explore the vast parameter space of simulation models in epidemiology.
INTRODUCTION
Simulation models are built so that we can experiment with them to gain insight about subjects investigated. With the current success of machine learning, especially deep learning, it is worth exploring about using machine learning technique to learn from the simulation models. We explore the possibility by using the deep neural network to construct a surrogate function as the cost function instead of running real simulation when applying the genetic algorithm to search for effective vaccination strategy in the domain of public health.
Agent-based stochastic simulations have been applied widely for the study of infectious diseases (Germann et al., 2006) (Chao et al., 2010) . Comparing to the mathematical models, the flexibility to easily incorporate detailed disease control strategies into simulation model is one of its strength. However, it still needs a significant amount of computing resources. Epidemiologists usually have to carefully craft the scenarios to demonstrate their points. Vaccination can effectively mitigate the impact of the pandemic flu with an appropriate vaccinating strategy which might depend on an amount of available vaccines. Instead of comparing a few strategies selected by domain experts, we formulate it as an optimization problem and employ genetic algorithms to search for the best vaccination priority. The search space can potentially contain many dimensions, for example, the house-hold structure is one of the important dimensions (Chang et al., 2015) . In this paper, we focus on the dimension of vaccination allocation.
The supply of the vaccine is usually limited, the disease control agency has to decide the amount of vaccine allocated to various groups. Without a doubt, the health care professionals should get the highest priority. Then the agency determined how much to distribute to different age groups. How to determine the number of doses to each age group is an important issue. The objective can also be complicated, for example, one can search for a strategy to minimize economic impact, or to minimize the total number of infected cases. In this paper, the goal is to minimize the total number of infected cases.
For a given scenario, that is the setting of our simulation module, the gene encodes the vaccine distribution among age groups and the fitness function is the total number of infected cases. The fitness evaluation is done by running the simulation module.
Each simulation run takes about 3 minutes, thus the fitness evaluation becomes the bottleneck of the optimization process. Using a faster approximation in place of the true fitness function, in our case the simulation program, is called surrogated-assisted evolutionary computation (Jin, 2011) . The idea was first suggested in the mid-1980s (J.J. Grefenstette, 1985) . A surrogate function combines table lookups and linear interpolation was suggested in (Jian et al., 2016) . In this study, we use the deep neural network to construct the surrogate function and compare it with the previous interpolation based one.
The accuracy is measured by the relative error, that is the difference between the output of surrogate function and the simulation divided by the output of the simulation. The average of the absolute value of the relative errors of the surrogate functions constructed by the deep neural network approach range from 0.18 percent to 0.68 percent for different training sets and testing sets. When the training sets have cases similar to the testing sets, the surrogate constructed by deep neural network usually performs better than the interpolation based one. The search results with the surrogate in place of the simulation system have error margin less than one percent. The rank correlation coefficients of the surrogates are better than 99 percent.
MATERIAL AND METHOD
Our approach to search for the optimal vaccination strategy belongs to the general category of simulation-based optimization (Gosavi, 2015) . We first introduce our simulation software, followed by a description of our optimization procedure.
We use the simulation software developed in our laboratory (Tsai et al., 2010) . Below is a brief description of how the simulation works. It is a stochastic discrete time agent-based model. The mock population of the model is constructed according to national demographics from Taiwan Census 2000 data (http://eng.stat.gov.tw/). The connection between any two individuals indicates the possibility of daily and relatively close contact which could result in a successful transmission of the flu virus. An important virus-dependent parameter is the transmission probability, denoted by p trans . It is the probability that an effective contact results in an infection. An individual can be in one of the following four states, susceptible(S), exposed(E), infectious(I), and recovered(R). when an effective contact happens between an individual in the state S and an individual in the state I, the susceptible individual will become exposed with probability p trans . According to the disease natural history, an exposed individual becomes infectious and an infectious individual becomes recovered, in our setting the average incubation period is 1.9 days and the average infectious period is 4.1 days (Germann et al., 2006) . A contact group is a daily close association of individuals, where every member has a contact probability to have effective contact with all other members in the same group. There are eleven such contact groups in the model, they are communities, neighborhood, household cluster, household, workgroup, high school, middle school, elementary school, daycare center, kindergarten, and playgroup (Chang et al., 2015 Each individual can belong to several contact groups simultaneously at any time. The duration of a simulation run is set at 365 days. Each day has two 12-hour periods, daytime and nighttime respectively. Behaviors of individuals are depicted in Figure 1. During daytime, contact occurs in all contact group. School aged children go to schools. There are around 7.8% school aged children do not go to school in Taiwan. They stay home in our simulation. Preschool children go to a daycare center, kindergarten or playgroup. Young adults and adults go to workgroup. In the nighttime, contact occurs only in communities, neighborhoods, household clusters, and household.
The model parameters are similar to ones in a study by (Germann et al., 2006) , with modifications to fit Taiwan situation better with the help of study outcome in contact diary study (Fu et al., 2012) . We recall that the stochastic variation of the simulation system is reported to be around 0.2 percent (Tsai et al., 2010) .
In this paper, our setting is similar to our previous study about surrogates functions (Jian et al., 2016) :the p t rans is set at 0.1, the vaccine is available 30 days after the index case occurred, total 2.5 million of doses are applied to different age groups according to the priority.. However, we only focus on the case that the vaccine efficacy, V Ei and V Es, are fixed at 0.9 (Basta et al., 2008) . The vaccine is available 30 days after the index case occurred, total available vaccine are all administered to individuals. A vaccination priority is denoted by p = (x 1 , x 2 , ..., x 7 ), where x i is the amount of vaccine for the age group i and it is less than the population of age group i. We use p α to denote vectors with only those value of x α are nonzero and α is a set with numberings of each age group. For example p 2,3 denote the set of vaccination priority with non-zero entries for age group 2 and age group 3 and p i, j,k to denote the set of vectors with 3 non-zero entries. Let p = 0 denote the baseline case with no vaccination. We use Sim(p) to denote the number of infected cases reported by the simulation program with vaccination priority p. = ( 30, 70, 91, 103, 205, 240, 250 ) = ( 10, 20, 40, 77, 121, 210, 250 ) = ( 30, 40, 77, 121, 205, 240, 250 ) = ( 10, 20, 70, 91, 103, 210, 250 ) Random select two numbers: [ , ] Figure 3: Crossover of HSAGA. = ( 3, 25, 70, 90, 150, 200, 250 ) Random select a index, change a random number [83], and re-sort the chromosome. ' = ( 3, 25, 70, 83, 90, 200, 250 ) Figure 4: Mutation of HSAGA.
We use the genetic algorithm to search for the optimal vaccine strategy. A simulated annealing step is introduced to speedup the process.
In the hybrid simulated annealing genetic algorithm (HSAGA), the population is consists of vaccine allocations represented in prefix sum format. That is p = (20, 50, 50, 70, 20, 30, 10) can be rewritten aŝ p = (20, 70, 120, 190, 210, 240, 250) , since the total amount of vaccine is always 2.5 millions the last coordinate can be dropped. The population size is ten, and each iteration begins with simulated annealing step to perturb each candidate, followed by the selection, crossover, and mutation steps. Figure 2 is the flow-chart of the process. For a given allocation, we carried out 5 simulation runs, and the fitness score is the average of the values of the objective function of each run. The best solution of the previous generation and the first nine solutions for this generation become the candidates of next generation. At the beginning of each iteration, we carry out a simulated annealing step for each candidate. It is a temperature controlled mutation, i.e., we mutate each candidate according to the temperature (that is the number of iterations up to the point in our case). The process stops at 200 iterations and the early stop condition is that five consecutive iterations consist of the same candidates. Given two genes (vaccine priorities), the crossover operation is the following: Randomly generate a pair of numbers g 1 , g 2 where 0 ≤ g 1 ≤ g 2 ≤ 250, if the interval [g 1 , g 2 ] covers the same number of chromosomes in both genes, then we exchange the covered part. The segment of chromosomes Figure 3 is an example of the crossover operation. We randomly increase g 1 or decrease g 2 if a direct exchange is invalid, that is the length of covered segments differ. A more detailed description can be found in (Jian et al., 2016) .
The mutation operation is defined as following: Randomly pick index i and randomly generate a number x, replace x i with x and sort the resultant sequence. Figure 4 is an illustration of the mutation operation. 
Surrogates with Deep Learning
Deep learning gained a lot of attention with a few highly publicized success. It is a branch of machine learning, and one of its basic ingredients is the artificial neural network. The word deep referring to the fact that the model is built with multilayer perceptrons(MLP). Each perceptron has a transformation function to produce output to next perceptrons with the inputs from connected perceptrons at the previous stage. During the training phase, the prediction error is determined by the loss function, and the error triggering a weight adjustment procedure, backpropagation is the most commonly applied method.
In our research, we use deep neuron networks (DNN) as the model of the surrogate function. In this study, we use Keras on Theano running on Nvidia GeForce GTX 1080 Graphics Card (Keras, 2015) .
The surrogate function takes the vaccine allocation of seven age groups, p, as the input and the output is the total number of infected cases.
We first applied single perceptron model with the linear function to check if there exist good linear surrogates. The single perceptron model is shown in Figure 5 , in which w i denotes the weight, and b is the bias. We let the activation function to be a linear function, i.e., f (z) = z and the output of the single perceptron model is denoted by
As shown in Figure 6 , the slope approaching zero when the vaccine allocation is approaching the size of the population of that age group. As expected, we can see that the number of infected cases of other age groups is also affected by the amount allocated to one specific age group.
We next move on to the deep neural network with nonlinear activation function. The architecture is shown in Figure 7 . The output of the deep neural 0 500,000 1,000,000 1,500,000 2,000,000 2,500,000 3,000,000 3,500,000 4,000,000 7,000,000 network is denoted by Sur D 2 (p). It is a fully connected architecture, that is the outputs of every neuron in this layer are inputs for every neuron in next layer. We add three hidden layers, and each layer has ∑ 7 i=1 C 7 i = 127 perceptrons, which corresponding to the number of all the combinations of the seven age groups. The activation function is exponential linear units (ELUs), it can handle non-linear relations and outperform the traditional rectified linear unit(ReLU) (Clevert et al., 2015) .
Surrogates with Interpolation
We compare the surrogates learnt by neural networks with the interpolation based ones we constructed before. We first give a brief description of the previous work, and the details can be found in (Jian et al., 2016) .
To apply interpolation, we need a set of reference points, denoted by P t , the values of these points are the simulation results. In other words, points in p t are entries of the lookup table. If p ∈ P t the result, Sim(p), is the total number of infected cases by simulation. If p / ∈ P t , then Sim(p) denote the estimated total number of infected cases by interpolation. We first sampled 26 points for each age group, there are 182 points in total. The 26 points are evenly spaced up to 2.5 mil-5,500,000 6,000,000 6,500,000 7,000,000 7,500,000 8,000,000 8,500,000 9,000,000 0 500,000 1,000,000 1,500,000 2,000,000 2,500,000 total cases doses p1 p2 p3 p4 p5 p6 p7 0
lion doses of vaccine. Figure 8 shows the value of each point. We then define the effect of introducing strategy p i , denoted by ∆(p i ) as following:
To approximate the effect of a point p, we add the effect of each component and denote it by Sur I 1 (p):
If the value of p i is not sampled, the linear interpolation is applied to estimate ∆(p i ). As expected, this simple surrogate does not capture the interaction between age groups well. We build a lookup table with entries in the form of p i, j to capture the interactions between age groups. For each age group i, five evenly spaced values are determined. Given two age groups, we take one value from each group to form a vaccination strategy and carry out the simulation. There are total 21 × 5 × 5 = 525 such points. For a point p = (x 1 , x 2 , ..., x 7 ), we slightly abuse the notation and use p j,k denote the point with the same value as p in j th and k th dimensions and all other dimensions are zero. The adjustment term for the interaction between dimension j and k, denoted by δ(p j,k ), is defined as following:
When p j,k is not sampled, a bilinear interpolation is applied. The surrogate with the two age group interaction adjustment, denoted by Sur I 2 (p), is defined as following:
RESULTS
We collected two sets of points in our previous study. First, the set of base points, p t , which are the points serve as the sampled points while developing interpolation based surrogate. Second, the set of points evaluated during the execution of HSAGA and we denote the set by P h . For this study, we further evaluate a set of points, denoted by P q , which are points have 3 age groups assigned none zero entries. There are C 7 3 = 36 combinations and for each dimension, we evenly sampled 4 points up to the population size of that age group. In other words, the increment is 1/4 of the size of the age group. We also limit the total amount is no more than 4 million doses and each age group gets at most 2.5 million. We note that because of the choice of increment P t P q = / 0. There size of P t is 707, P h is 988, and P q is 1557. Our training and testing data are drawn from these three sets. We set epoch to be 10 thousand, mini-batch to be 10 and we use mean absolute error (MAE) as our loss function and Nadam as optimizer (Dozat, 2015) .
We compare surrogates learnt by DNN with interpolation based surrogates. There are several settings. We always use D a to denote the training set and D b to denote the testing set. The interpolation based surrogate does not have the training phase, only testing set matters for their evaluation. We use the relative error between the output of surrogate and the simulation result and use box plot to visualize the results.
In Figure 9 (a), there is no error for Sur I 2 (p) because the testing data is P t which are the reference base for interpolation. Similarly, the error for Sur I 1 (p) is from points with pattern p j,k . From the fact that Sur D 1 (p) is the result of a thorough training phase and that it has much larger error comparing with Sur D 2 (p), it is safe to say that the relation between vaccine allocation and the total number of infected case reduced is not a simple linear one.
In Figure 9 (b), we note that P h contains points with many non-zero dimensions because the genetic algorithm starts with random points and gradually converge to points concentrating on vaccinating school children. We can see that Sur D 1 (p) and Sur I 1 (p) obviously over-estimate the value, although the spreading patterns are more or less similar in all four cases.
In Figure 9 (c), the testing data P q contains points with 3 non-zero entries. Compared with Figure 9 (a) the over-estimating phenomenon is even more obvious, even Sur I 2 (p) can not remedy the fact that the interaction among three age groups is not captured.
We can see that Sur I 2 (p) is outperformed by Sur D 2 (P) in Figure 9 (a) and 9(c) . The reason is that Relative Error (%) Relative Error (%) Relative Error (%) Relative Error (%) the training data and testing data are in a different category and Sur I 2 (P) is designed to work with those special categories well. In Figure 9 (b) the testing set contains more randomly sampled data, we see Sur D 2 (p) performs better. In the next few experiments, we allow training set to contain the testing set. We are fully aware that training set and testing set should be disjoint in general. But here we want to demonstrate the advantage of the machine learning approach, that is by providing proper training set the performance can be enhanced greatly. As expected, in Figure 9 (d) and Figure 9 (f) we can see Sur D 2 (p) learned a better approximation function and outperforms Sur I 2 (p). In Figure 9 (e), Sur I 2 (p) performs better and we suspect that the testing set, points with three non-zero elements, is very close to the table lookup entries, points with two non-zero elements. And this particular phenomenon deserve further investigation.
A proper evaluation should have the disjoint training set and testing set. We take the union of P t , P h and P q as the sample set. And then partition the whole set into training and testing set. The result is shown in Figure 10 , the percentage on the left is the portion of the training set and left is the testing set. Observing the quartile,Q 1 andQ 3 , of Sur D 2 (p) and Sur I 2 (p), we can see the effect of learning. Also, the width of the spreading pattern decreases as the training data increases. We include all the numerical data for the plot in Table 2 . There are two columns "avg" and "avg of abs", the former is the average of the relative error and the latter is the average of the absolute value of relative error.
We then put Sur D 2 (p) to the application test, and use it as the fitness function in HSAGA to search for the appropriate vaccine strategy. The training set for the function is P t P h P q . The result is shown in Table 3 . Three methods produce similar results and the conclusion confirms to previously reported studies: that the best strategy is to vaccinate school children.
To visualize the vaccine allocations and to facilitate further exploration, a method to encode the allocation by gray level was developed in (Jian et al., 2016) . We briefly recap the method. There are two encoding schemes,volume scheme and ratio scheme. For volume scheme, the color white is to denote zero doses and black for 2.5 million doses. Let x i be the number of doses for age group i, the gray level is computed by the following equation:
For the ratio scheme, the color white to denote zero percent of the age group i vaccinated and black hundred percent and we used #AG i to denote the population of age group i. The gray level is computed by following equation:
After each age group is assigned a gray level according to the equation above, we use a line segment with that gray level to represent vaccination level of each age group, as shown in the top half of Figure 11 . The allocation is then represented by stacking the seven line segment vertically (in the middle part of Figure  11 , we put the line segment horizontally). For a set of ordered allocations, the line segment for each allocation is stitched together according to the ordering. The sequence of allocations is sorted from left to right where the better allocations are on the right hand side. As shown in Table 4 , the visual effect of concentration on school children is obvious.
For genetic algorithms, the rank preserving surrogates are preferred. One metric to measure the fidelity of surrogates is rank correlation coefficient (r s ) (Loshchilov et al., 2010) :
We compute the rank correlation coefficient for all surrogates with all sampled points in the list. The coefficients of Sur D 2 (p) are all above 99 percentage and the numbers are shown in Table 5 , the left column indicate the domain of elements and the Sur D 2 (p) is trained with P a = P t P h P q . Sur D 2 (p) has the best coefficient except the case where all elements are from P t . 
CONCLUSION AND DISCUSSION
We explore the feasibility of using machine learning approach to constructing surrogates as the cost function for optimization schemes. The training data is generated by simulation system. It is natural to suspect that the cost of generating enough training points would be higher than using simulation as the cost function during the optimization process. We thus try to utilize the data points recorded by previous study and discover that those data points can be reused to produce good surrogate by the deep neural network. Our results confirm the finding of previous studies that school children should be vaccinated with high priority. One obvious future direction is to use machine learning to explore the vast landscape of scenarios with various objective functions and constraints. For example, the infectiousness of the virus strand might vary, the available date of vaccine may not be known in advance, and other mitigation strategies such as antiviral treatment and school closure might vary. The objective function can vary too. Instead of minimizing infected cases, one might want to minimize economic cost (Meltzer et al., 1999) . Currently, we the only variables are the amounts of vaccine allocated to different age groups. More parameters will be included as input and we plan to try the convolutional neural network and the recurrent neural network in the future. We hope not only we can construct accurate surrogates with more parameters, but also can gain insight about the delicate interaction between model parameters and outcome by studying the neural networks.
Finally, we envision that an autonomous software searches through the huge scenario space with the help of surrogate function and adaptively executes simulation program to revise the surrogate function to produce higher fidelity surrogate and better search results by applying reinforcement learning methods.
