Abstract-Active players are introducing significant challenges in electric distribution systems management. One of the key components of the distribution system management is state estimator. This paper proposes an efficient and accurate single iteration distribution system state estimation technique only requiring a limited number of real measurement units. A method based on conditional multivariate complex Gaussian distribution (CMCGD) is proposed to include spatial and temporal correlation into estimator and to improve the accuracy of pseudo measurements for unmeasured buses. The quality, accuracy, standard deviation and computational time are improved due to combined spatial and temporal correlation and using an efficient direct solution that only has a single iteration for the solution. Three case studies are used in this paper to examine and demonstrate the effectiveness of the proposed technique.
I. INTRODUCTION OWER system state estimation (SE) has extensively been used for transmission systems operation and control, since its first introduction in 1970 [1] [2] [3] . Unlike transmission networks, SE is not commonly applied to distribution networks due to the lack of real measurements [4] . However, with increasing penetration of distributed energy resources (DERs) like rooftop PVs and electric storage systems in distribution networks, an improved form of distribution system state estimation (DSSE) is becoming desirable [5] [6] [7] . The early development of DSSE goes back to 1990 when the weighted least square (WLS) algorithm was designed and applied to a distribution system [8] [9] [10] [11] . Later in 1996, a DSSE was designed and employed as real time monitoring in distribution management system (DMS) for applications such as: volt/var control considering the impacts of DERs, feeder reconfiguration, battery storage management and protection [12, 13] .
High penetration of DERs in distribution network on one hand, and unpredictable customer loads behavior on the other hand require fast and accurate DSSE methods for online generation and load demand considerations and planning. However, a high number of customer loads and a huge amount of measured data from smart meters make centralized DSSE algorithms complicated with long processing time [14] . Therefore, an enhanced form of DSSE with significant reduction in measurement points, while retaining accurate estimations, can be an attractive alternative. Generally, decreasing the number of measurement points leads to the under-determined system, which means the measurements cannot provide enough information for the state estimation algorithm [15] . This problem can be resolved using pseudo measurements for unmeasured buses, satisfying the distribution network observability conditions [10] . Pseudo measurements can be obtained from advanced metering infrastructure (AMI), historical data or customers' billing data [16] , or they can be calculated based on the nominal customers' load power, consumed power and load profiles in twenty four hours [9] . In the case, when the load in presence of renewable resources the loads do not follow a normal distribution, a Gaussian mixture model with a combination of several normal distributions can represent the load probability density function (PDF) [17] . Although the use of pseudo measurement is becoming an essential part of the DSSE algorithm, the associated error with this type of measurement data is substantial, which can reduce the accuracy and the reliability of the DSSE. This issue can be addressed by considering the spatial correlation between measured and unmeasured points. The impact of correlation between real and pseudo measured data is addressed in [18] . In [19] spatial correlation between loads are used to further increase the accuracy of the estimated PDF of the injected currents in unmeasured buses. In another article, [20] proposed a new method based on artificial neural network (ANN) to train two systems for updating the active and reactive power pseudo measured data based on load profiles, offline power flow analysis and a limited number of real measurement points. ANN is also employed in [21, 22] to model a close loop feedback for continuously monitoring and updating pseudo measured data.
In some of the noted published studies, the spatial correlation is considered, while the impact of temporal correlation is not well addressed in state estimation articles. The temporal correlation represents the fluctuations of measured data according to time, which can further enhance state estimation or forecasting methods accuracy. For instance, in [23] the spatial and temporal correlation of PV power generations are modelled and multivariate predictive distribution of PV power generation is characterized. The generated multivariate predictive distributions describe interdependent generators in contiguous locations. Also, spatial-temporal correlation is considered for load growth forecasting and load demand for Electrical Vehicles (EVs) battery charging in [24, 25] . A new forecasting method is presented in [26] [27] to integrate time and space correlation of existing measured data for a DSSE algorithm. In [28] , spatial-temporal correlation is considered in a Yule-Walker model to forecast the nodal voltage angles. In [28] , the authors noted that if the system is in a quasi-steady state, the nodal voltage angles are strongly correlated in time, and the short term forecasting is not necessary. As noted before, the large amount of required data in a distribution network makes the estimation process computationally time consuming, while active distribution networks in presence of DERs require fast and accurate state estimators, updating in less than one second [29] . To deal with the large amount of measured data a new algorithm based on compressed measurements is proposed in [30] . However, employing iterative DSSE algorithm in this article is not time efficient. Consequently, this paper proposes a direct solution with only one iteration state estimation that can be employed for real time studies including; operational control and protection designs and testing algorithms for distribution networks, with the following main contributions:  Conditional Multivariate Complex Gaussian Distribution (CMCGD) is used to integrate spatial-temporal correlation to estimate all network states including bus voltages, branch currents and injected node currents in one iteration.  A combined spatial-temporal correlation is included as part of the proposed method to increase the number of corrective terms, significantly improving the accuracy of statistical parameters used through pseudo measurements.  Correlation indices are analyzed considering number of loads, time intervals, and DER penetration. This paper is organized as follow: Section II presents the impact of number of customers, type of application and PV penetration on spatial-temporal correlation. The formulation of CMCGD based on spatial-temporal correlation is represented in section III. In section IV the proposed method is applied on three distinct cases to evaluate the effectiveness of the proposed method. Finally, concluding remarks based on the simulation results are stated in the last section.
II. SPATIAL AND TEMPORAL CORRELATION
Correlation is a statistical relationship between two variables which can be represented in time and space. Spatial correlation is computed based on the data form in different locations, while temporal correlation represents the dependency of data based on time [31] . The temporal and spatial correlation are usually defined mathematically as follows [32] :
where , and show covariance, standard deviation and variance, respectively. In spatial correlation and represent two sets of data from different geographic locations, while in temporal correlation the time dependency is also included, i.e. at a given position and time and and between different time interval + . The process of calculating correlation is explained in [32] , showing that the type and the location of loads are key factors in the calculating process. Consequently, the correlation between loads on different buses in a distribution system depends on three other important factors:
1. The number of loads, contributed to load buses, 2. Time interval for which load data is averagely available, 3. DER penetration at load buses. In order to examine the effect of the first factor, the number of loads on two load buses are incrementally increased, and the correlations is computed as shown in Fig. 1 . In order to study the spatial and temporal correlation, the one-minute active power data belonging to one hundred fifty households of real data from Newmarket suburb, Brisbane, Australia are utilized. As shown in Fig. 1 , it is clear that by increasing the number of loads on each bus, the pattern of active powers changes so that load buses become more correlated. As seen in Fig.1 (a) , the spatial correlation between two individual houses is 12% while it increases to 83% for twenty-five houses at each bus. In addition, the temporal correlation in Fig. 1 (b) shows the same characteristic that is increasing from 41% for one house to 92% for twenty-five houses at each bus. The jump with two houses in Fig. 1 (b) is by coincident from the data and does not imply to be a general trend. In order to show the impact of time interval, three sample load buses, each with twenty households are considered. Fig. 2 (a) shows the spatial correlation between load bus 1 and other two buses, for two time intervals of thirty minutes (Snapshot) and half an hour (Mean of thirty one minute samples). The load data for half an hour time interval obtained by averaging 30 one-minute data. As seen, the spatial correlation has changed slightly, for example from 0.77 to 0.80 for one minute and half an hour time intervals, between bus 1 and 2. However, as depicted in Fig. 2 (b), the temporal correlation between time t and thirty minutes earlier as opposed to sixty minutes before t has increased by almost 10% with half an hour average data which is remarkable improvement.
The last important statement is the DER penetration at load buses. To show this effect, five residential areas with different level of PV penetration are considered. Fig. 3 (a) provides the visualization of the correlation between PV outputs. Close proximity PV generators in distribution networks are highly correlated [23] , while this factor for customer loads are near 0.7, as seen in Fig. 3 (b) . Consequently, the correlation of net loads is close to that for customer loads, as depicted in Fig. 3 (c) . In general, the correlation of net load is close to the minimum of load or generation correlation.
III. SPATIAL-TEMPORAL DISTRIBUTION STATE ESTIMATION:
BASICS AND FORMULATION The aim of designing the proposed DSSE is to improve the accuracy of pseudo measured data based on the spatialtemporal dependency, while simultaneously estimating states in one iteration. Here, CMCGD with built-in spatial-temporal correlation is proposed for DSSE.
A. Conditional Multivariate Complex Gaussian Distribution
There are three parameters representing the Multivariate Complex Gaussian Distribution (MCGD), which are the mean value (µ), covariance matrix ( ) and pseudocovariance ( ) matrix, detailed in [33] . and for two sets of variables, i.e. 1 and 2 are as in (2) 
For updating the statistical parameters of a set of unmeasured data [µ, , ] 2 based on the parameters of measured data [µ, , ] 1 , the CMCGD formulation in (3) is employed. 
where (. ) * is the conjugate operation, 1 is the measured 1 , 2 , 22 and 22 are the updated of mean, covariance and pseudocovariance matrices of the unmeasured data and and are the function of covariance and pseudocovariance matrices [34] . It is worth noting that sometimes the measured data from distribution network with DERs cannot be represented by one normal distribution. Hence, Mixed Gaussian Model can be used to model the data, using some similar Gaussian models [17] . Consequently, the components of each Gaussian are updated based on the proposed state estimation method.
B. DSSE Formulation
A state estimation algorithm such as WLS considers minimization of the error between the measured data ( ) and a function (ℎ( )) representing the relation between states (x) and the real measurements (z = ℎ( )), to estimate states [35] . Usually, in this method the states are bus voltage magnitudes and angles, while the measured values are active and reactive power injections/flow power and bus voltages. WLS employs iterative algorithm to estimate states, while the proposed method in this paper is a non-iterative algorithm using a direct solution to estimate the states of the network such as injected/branch currents and bus voltages in one iteration. In the proposed method, the real measured data is from PMUs, whereas pseudo data are generated based on historical data, represented as injected currents ( ) to estimate bus voltages ( ) and branch currents ( ℎ ) as well as improving SD of pseudo measurements themselves. System states are related to each other using a direct power flow algorithm, as in (4):
where DLF matrix is the direct load flow matrix and BIBC is the bus-injection to branch-current matrix. These matrices represent the network connection using line impedance, where details are given in [36] . Consequently, based on equations (4) the network states can directly be estimated by (5):
where ) for different locations and several time steps (t…(t-n)) as represented in (6).
Based on these formulations, the following procedure is applied in this paper to implement DSSE algorithm: 1. The required input data includes pseudo and real measurement data, the calculated spatial-temporal correlation matrix based on (1) and (6) and the network schematics and line impedances to calculate BIBC and DLF matrices. 2. Calculate the mean and SD of the real and imaginary part of every load injected currents. The mean value of the injected currents is calculated directly from the historical data using active and reactive power. It is assumed that the injected currents are calculated with respect to the voltage angle of the reference bus. However, the obtained voltage angle from power flow based on the pseudo measurement data, or the angle of the nearest measurement point can be considered as the voltage angle of each bus [37] . The SD of the real and imaginary part of the pseudo measurement data can be calculated based on the mean values and the measurement errors [38] . 3. Calculate the covariance between the real and imaginary part of the injected currents based on correlation value and SD using (1) [39] . 4. As noted before, the contribution of this paper is to include spatial-temporal correlation in the DSSE algorithm. To integrate spatial-temporal correlation as part of the DSSE algorithm, (5) needs to be revised as in (7):
where represents the number of time steps that are considered in DSSE algorithm. ×( −1) is an unity matrix and 1 is the measured voltage at the reference bus in each time step. and can be calculated using (8):
where the number of successive BIBC and DLF in the new matrices is the same as the number of time steps. 5. Consider µ and µ 1 are the mean injected currents and voltage at bus 1, in a time step. Now, the mean injected and branch currents and bus voltages (µ ) are represented as
where IBV stands for injected/branch currents/voltage of the buses, and is the number of bus. 6. Based on the matrices and , the covariance ( and ) matrices, representing the statistical behavior of all the states of the network and for all time steps is given as in (10) . 
7. By considering temporal correlation, equation (3) 
where (, ) represents an element of the matrix and in covariance and pseudocovariance matrixes represents pervious time steps in these matrixes. From the summation terms, it can be inferred that the corrective terms are increased by increasing the number of the time steps, which make it plausible that the temporal correlation may decrease the error of the estimated states. However, the measured data at time is correlated to the several pervious time steps, which means that, increasing the number of imported data may not be effective to increase the accuracy, and can only increase the computation time. 8. After updating the covariance and pseudocovariance matrices using (10), the real ( , ) and imaginary ( , ) part of the covariance between states can be calculated as in (12) [40]:
9. Finally, based on the results in the previous step the variance ( ) of the magnitude and angle of the states can be written as in (13) .
where
.
In order to decrease the computational complexity and simulation time for real time applications, the first four steps can be computed off-line. For bad data detection, the measurement values out of the range ±3 SD, can be considered as bad data [41] .
IV. SIMULATION RESULTS
In this section, three case studies are considered. The first one is the six bus radial distribution network [36] . In this case study, several operation conditions tested to evaluate the performance of the proposed method. For further study, this algorithm is employed in a larger network such as the 123 node IEEE test feeder [42] . Finally, a distribution network based on the real residential data with PV penetration is studied.
The SD of the states calculated based on the error of the measurement, which turned out to be 3 and 50 percent for real and pseudo measured data, respectively.
It should be noted that the correlation matrix in this study should be positive definite. Therefore, in the cases of real data analysis, Rstudio is employed to find the nearest positive definite correlation matrix [43] .
In order to show the effectiveness of the temporal correlation in the proposed CMCGD spatial-temporal (CST) method, the results of the estimated states are compared with CMCGD spatial (CS) model and WLS algorithm. The average voltage error (AVE), computational time, number of the iteration and the quality of the state estimator calculated based on the SD of the estimated states [17] , are used for comparison. AVE in case study one and two are the average error of buses at one time, while in case study three represents the average estimated error at each bus for one day. AVE criterion has priority in comparison with other three factors, because the control and protection algorithms consider the bus voltages as the input to their algorithms in choosing the accurate decisions and relevant operation procedures. Computational time and iteration are also playing an important role in control and protection applications. Fig. 4 shows a 6-bus radial distribution network. The pseudo measurement of injected currents on each bus provided in Table I . In order to examine the impact of the correlation between the variables in this study, two types of load groups are considered. The buses 2, 3 and 5 are representing the group of residential loads, while 4 and 6 are a combination of several industrial loads. In a distribution networks, same load types are highly correlated in a time interval. The correlation matrix in case 1 is visualized in Fig. 5 , where black to white color shows the highest to lowest correlations. In this case, three scenarios are considered. In the first scenario, only bus number 2 has an injection current measurement, and for other buses, the injected current data considered at 100% loading, as pseudo measurements. In this scenario, as shown on the daily load profile in Fig. 6 , the loading of the system decreases in three steps by; 20, 40 and 60 percent, while DSSE uses 100% magnitudes of pseudo measured data. In order to compare the results of the three methods, i.e. WLS, CS, and CST, four criteria considered as shown in Table II . MATLAB on Intel Core i70-4600 with clock speed 2.7 GHz and 16 GBRAM was used to obtain the results.
A. Case Study 1: 6-bus distribution system

CRPP(t,t-1,t-2) CRPQ(t,t-1,t-2)
CRQP(t,t-1,t-2) CRQQ(t,t-1,t-2) The loading of bus 2 is updated in WLS algorithm, but the other customer loads and the error of the pseudo measured data are not updated, and still the SD of the estimated states is still higher than other two methods in Table II . Consequently, the quality of the measurement in WLS, which is 6.76, is lower than the other two methods, while by updating the SD of the estimated states, this index for the other two methods become 7.41 and 7.42. The number of iteration may increase the simulation time, give rise to 0.03 second computation time in WLS algorithm. However, the computational time in the other two methods is 0.01 second. In the first time step, the load level is 80% and only one new measured data is imported into the algorithms. Hence, the temporal correlation cannot be considered here and the output of CS and CST are the same. The AVE in WLS is 3.9% while this index is 0.3% for both other two methods in the first time step. This difference is because of the fact that in WLS algorithm, the statistical parameters of pseudo measurements are not updated based on the measured input. For the next time step, the system operates at 60% loading, in which the loading of bus number 2 is updated in all algorithms. Additionally, the pervious measured value is kept in CST algorithm. By reducing the loading of the system to 60%, the difference between available pseudo data to the estimator (100% loading) and the real measurement is increased, which causes a rise in the error of WLS to 0.9%. As seen in Table II , the AVE in CST is 0.7%, which is lower than 0.9% for CS. By importing two measured data from two time steps in CST, based on (11), the error of the estimated states in CST becomes lower than CS. In the last time step of the first scenario, the 6-bus system is operating at 40%loading. Again, the measured data in the last two time steps are kept the same for CST. As expected, the average error in WLS is increased to 6.1%. This error is 1.4% and 1.1% for CS and CST, respectively, which shows the effectiveness of employing temporal and spatial correlation into the design for state estimation algorithm. Fig. 7 (a) shows the AVE in the first scenario. It is obvious that by increasing the difference between pseudo measured value and the real measurements, the estimated states errors increases considerably. However, the error of CST is less than those for the two other methods, providing a better accuracy with the same number of measurements
In the second scenario, the loading levels are 80% and 40% in the first two steps and then 60% in the last step. In this scenario, the impact of system load decrease and increase is studied. As shown in Fig. 7 (b) , the CST algorithm is more effective in this scenario as well, compared to other algorithms. As seen in Table III , the average voltage error for 40% and 60% loading are decreased to 1.2% and 0.5%, respectively. While, these errors are 1.4% and 0.9% in CS algorithm and 6.1% and 4.8% in WLS algorithm for the first and second time steps, respectively. Furthermore, the impact of considering more time steps is shown here. For instance, in the first scenario, AVE at 60% loading in the second time step is 0.7%, while by adding one more measured data in the second scenario this error is decreased to 0.5% in the third time step. (a) (b) Fig. 7 . AVE for (a) Scenario 1, (b) Scenario 2.
As noted before, two different load types are considered in the first case study, which are not highly correlated. In the third scenario, another measured device is considered on the industrial load group on bus number 4. The aim of this case study is to show that by spatially distributed measurement points, the error will be decreased significantly. Table IV illustrates the results of the simulation for three time steps. As shown in Fig 8, by adding another measurement point to WLS algorithm, the error is decreased slightly, because in this method, the load group correlation is not considered. However, the impact of considering another measured device on one of the industrial load group is obviously remarkable in CS and CST. In CS method the error in the first scenario is 0.3, 0.9 and 1.4 percent, respectively, while by importing a new measured data on bus 4, errors are decreased to 0.1, 0.4 and 0.8. CST has the same pattern like CS. However, in three steps the error of estimated voltages is decreased to 0.1, 0.3 and 0.6 percent, respectively using the proposed CST algorithm. 
B. Case Study 2: IEEE 123 node test feeder
In order to show the performance of the proposed method in a larger distribution network, IEEE 123 node test feeder is considered in this case study as shown in Fig 9. The load data in [44] is employed as pseudo measured data as 100% loading of this network. The blue area shows the group of residential loads, while the green areas are three industrial states. Then, the correlation matrix is formed with the correlation coefficients as in the first case study. In the second case study, six measurement points are assumed from which one measurement points is considered for each industrial area, installed on buses 28, 77 and 109. Also, for residential loads three measurement points are considered on buses 2, 48 and 69. Three operating load point of 80%, 60% and 40% in three time steps are studied in this case. Table V shows the results for the three algorithms in each time steps. As noted before, in the first simulation, only one measured set of data is available, the results for both CS and CST method are the same. As seen, the computational performance of WLS is low with the running time of 0.12 compared with 0.04 second of the other two algorithms. As expected, by increasing the number of the buses, the quality of the state estimation is decreased and reaches to 2.33, 4.48 and 4.48 for WLS, CS and CST, respectively. Furthermore, the AVE for WLS is around 2% while it is 0.09% for CS and CST. In the second and third time steps, the loading of the distribution network is 60% and 40%. In these time steps, the error is increased for all three algorithms; however, the CST has the lowest error due to using both spatial and temporal correlations among measured data in three time steps. The simulation running time in CST is increased due to the fact that the amount of imported data to this algorithm is three times larger than the CS algorithm. The simulation time difference between these two methods is around 0.03 second that can be managed in the application of state estimation in distribution networks. 
C. Case Study 3
In the third case study, the proposed method is applied to a residential network with PV as shown in Fig. 10 . The residential and PV data from real measurements located in Newmarket suburb, Brisbane, Australia is used for this case study. The load and PV data grouped for five areas, while area 1 has the real measurement. Fig. 11 shows the effectiveness of the proposed method for this network. The period that PV power is injected to the network is shown on Fig 11 with red dashed lines. In addition to AVE, maximum voltage error (MVE) is also considered to compare the performance of three state estimators in dynamic study as shown in Table VI . The high spatial-temporal correlation is the reason for reliable performance of CST compared with other two methods in dynamic state estimation. In this study, the maximum AVEs for WLS and CS are 0.75 % and 0.55%, while in CST it is decreased to 0.31%. Also, the maximum MVE for one day state estimating with CST algorithm is around 1.4%, which is less than 2% and 1.9 % with WLS and CS methods. It is worth noting, the inclusion of PV is expected to decrease the accuracy of DSE. However, the underlying correlation formulation [34] used in this paper together with load and PV grouping procedure would enable updating the net loads of the other areas by using equation (11) . This procedure increases the accuracy of pseudo measured data in unmeasured areas. V. CONCLUSION This paper proposes an efficient direct state estimation method to estimate node voltages, branch currents, and injection currents in distribution networks with renewable resources. The proposed technique considers spatial and temporal correlation based on conditional multivariate complex Gaussian distribution. This method requires only a few real measurements, which significantly reduces hardware measuring devices. The proposed estimator is very efficient and provides results in one computational operation without the need for the iterative procedure. Three case studies were used to examine the proposed method. The results in all three case studies indicate the accuracy and the effectiveness of the proposed technique in this paper.
