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1. Introduction
In 1967, Bregman [4] discovered an effective technique using the so called Bregman distance function
Df (., .) in the process of designing and analyzing feasibility and optimization algorithms. This opened
a growing area of research in which Bregman’s technique was applied in various ways in order to design
and analyze iterative algorithms for solving not only feasibility and optimization problems, but also
algorithms for solving variational inequality problems, equilibrium problems, fixed point problems for
nonlinear mappings and so on (see [1, 7]).
In recent years, several authors are constructing iterative sequences for finding fixed points of nonlin-
ear mappings by using Bregman distances and the Bregman projection; we refer the readers to [12, 14]
and the reference therein. In 2003, Bauschke, Borwein and Combettes [2, 3] first introduced the class of
Bregman firmly nonexpansive mappings which is a generalization of the classical firmly nonexpansive
mappings. A few years before, Reich [27] studied the class of Bregman strongly nonexpansive mappings
and obtained these common fixed points.
Motivated and inspired by the above-mentioned results. We introduce the classes of Bregman gen-
eralized α-nonexpansive mappings and investigate the Ishikawa and Noor iterations for these mappings
and obtain weak and strong convergence theorems for Bregman generalized α-nonexpansive mappings
the result in this paper extend and generalize the result of Suzuki [30] (2008), Pant et al. [24] (2017)
and Naraghirad et al. [19] (2014).
Throughout this paper, we assume that E is a real Banach space with E∗ as its dual space and
norm ‖ · ‖. We denote the value of x∗ ∈ E∗ at x ∈ E by 〈x, x∗〉. When {xn}n∈N is a sequence in E, we
denote the strong convergence and the weak convergence of {xn}n∈N to x ∈ E by xn → x and xn ⇀ x,
respectively. Let C be a nonempty subset of E and T : C −→ E be a map, a point x ∈ C is called
∗Corresponding author.
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a fixed point of T if and only if Tx = x, and the set of all fixed points of T is denoted by F (T ). A
mapping T is said to be
• nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C,
• quasi-nonexpansive if F (T ) 6= ∅ and ‖Tx− y‖ ≤ ‖x− y‖ and for all x ∈ C and y ∈ F (T ),
• condition [30] (C which is also known as a Suzuki - type generalized nonexpansive mapping)
if
1
2
‖x− Tx‖ ≤ ‖x− y‖ implies ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C,
• α-nonexpansive if α < 1
‖Tx− Ty‖2 ≤ α‖Tx− y‖2 + α‖x− Ty‖2 + (1− 2α)‖x− y‖2 for all x, y ∈ C,
• generalized α-nonexpansive [24] if there exists an α ∈ [0, 1) such that
1
2
‖x− Tx‖ ≤ ‖x− y‖ implies ‖Tx− Ty‖ ≤ α‖Tx− y‖+ α‖x− Ty‖+ (1− 2α)‖x− y‖
for all x, y ∈ C.
The nonexpansivity plays an important role in the study of the Ishikawa iteration and the Noor
iteration.
The Ishikawa iteration [13] given by{
yn = βnTxn + (1− βn)xn,
xn+1 = γnTyn + (1− γn)xn, (1.1)
where {βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1.)
And the Noor iteration [21] given by zn = αnTxn + (1− αn)xn,yn = βnTzn + (1− βn)xn,
xn+1 = γnTyn + (1− γn)xn,
(1.2)
where {αn}n∈N,{βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1) satisfying some appropriate
conditions.
The Opial property is a powerful tool to derive weak or strong convergence of iterative sequences.
[22] A Banach space E is said to satisfy the Opial property if the sequence {xn}n∈N in E converges
weakly to x ∈ E, then
lim sup
n−→∞
‖xn − x‖ < lim sup
n−→∞
‖xn − y‖ for all y ∈ E and y 6= x.
In fact, since every weakly convergent sequence is necessarily bounded, we have lim sup
n−→∞
‖xn − x‖
and lim sup
n−→∞
‖xn − y‖ are finite.
The Banach spaces lp(1 ≤ p < ∞) satisfy the Opial property, but the Lp[0, 2pi] (1 ≤ p < ∞, p 6= 2)
spaces do not have.
Working with a Bregman distance Df with respect to f , the following Bregman Opial-like inequality
holds for every Banach space E:
lim sup
n−→∞
Df (xn, x) < lim sup
n−→∞
Df (xn, y),
whenever xn ⇀ x 6= y. See Lemma 3.1 for details. The Bregman-Opial property suggests us to intro-
duce the notions of Bregman generalized α-nonexpansive-like mappings.
Next, we recall the definition of a Bregman distance which is not a distance in the usual sense. Let
E be a Banach space and let f : E −→ R be a strictly convex and Gaˆteaux differentiable function.
The Bregman distance [9] corresponding to f is the function Df : E × E → R defined by
Df (x, y) = f(x)− f(y)− 〈x− y,5f(y)〉 (1.3)
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for all x, y ∈ E. It is clear that Df (x, y) ≥ 0 for all x, y ∈ E. In general, Df is not symmetric and it
does not satisfy the triangle inequality. Clearly, Df (x, x) = 0, but Df (x, y) = 0 may not imply x = y
as it happens, for instance, when f is a linear function on E.
In that case when E is a smooth Banach space, setting f(x) = ‖x‖2 for all x ∈ E, we obtain that
∇f(x) = 2Jx for all for all x ∈ E. Here J is the normalized duality mapping from E into E∗. Hence,
Df (x, y) = φ(x, y) as [23]
Df (x, y) = φ(x, y) := ‖x‖2 − 2〈x, Jy〉+ ‖y‖2,∀x, y ∈ E. (1.4)
If E is a Hilbert space, (1.4) reduces to Df (x, y) = ‖x− y‖2.
Let f : E −→ R be a strictly convex and Gaˆteaux differentiable function, and C ⊆ E be nonempty.
Let T : C −→ E be a mapping. The fixed point set of T is denoted by F (T ) := {p ∈ C : p = Tp}.
• T is said to be Bregman nonexpansive if
Df (Tx, Ty) ≤ Df (x, y),∀x, y ∈ C;
• T is said to be Bregman quasi-nonexpansive if F (T ) 6= ∅ and
Df (p, Tx) ≤ Df (p, x),∀x ∈ C, ∀p ∈ F (T );
• T is said to be Bregman skew quasi-nonexpansive if F (T ) 6= ∅ and
Df (Tx, p) ≤ Df (x, p),∀x ∈ C, ∀p ∈ F (T );
• T is said to be Bregman nonspreading if
Df (Tx, Ty) +Df (Ty, Tx) ≤ Df (Tx, y) +Df (Ty, x),∀x, y ∈ C.
In this paper, we propose a new notion of Bregman generalized α-nonexpansive mappings by using
Bregman distances as follow :
A mapping T is said to be Bregman generalized α-nonexpansive if α ∈ [0, 1) and
Df (Tx, Ty) ≤ αDf (Tx, y) + αDf (x, Ty) + (1− 2α)Df (x, y), ∀x, y ∈ C. (1.5)
Let us give an example of a Bregman generalized α-nonexpansive mapping with nonempty fixed
point set.
Example 1.1. Let f : R −→ R be defined by f(x) = x4. The associated Bregman distance is given by
Df (x, y) = x
4 − y4 − (x− y)(4y3)
= x4 + 3y4 − 4xy3 ∀x, y ∈ R.
We define a mapping T : [0, 0.9]→ [0, 0.9] by
Tx = x2, ∀x ∈ [0, 0.9].
Then T are not an α-nonexpansive mapping and a generalized α-nonexpansive mapping, but it is a
Bregman generalized α-nonexpansive mapping relative toDf in the sense of (1.5). We have F (T ) = {0}.
Plainly, T is not nonexpansive.
However, T is Bregman generalized α-nonexpansive. Indeed, let x ∈ [0, 0.9] be fixed. We define
mapping f : [0, 0.9]→ [0, 0.9] by
f(x, y) = αDf (Tx, y) + αDf (x, Ty) + (1− 2α)Df (x, y)−Df (Tx, Ty), ∀y ∈ [0, 0.9],
4 K. MUANGCHOO1,2, P. KUMAM, Y.J. CHO AND S. DHOMPONGSA
where
Df (Tx, y) = f(Tx)− f(y)− 〈Tx− y,∇f(y)〉
= x8 + 3y4 − 4x2y3.
Df (x, Ty) = f(x)− f(Ty)− 〈x− Ty,∇f(Ty)〉
= x4 + 3y8 − 4xy6.
Df (x, y) = f(x)− f(y)− 〈x− y,∇f(y)〉
= x4 + 3y4 − 4xy3.
Df (Tx, Ty) = f(Tx)− f(Ty)− 〈Tx− Ty,∇f(Ty)〉
= x8 + 3y8 − 4x2y6.
Then
f(x, y) = αDf (Tx, y) + αDf (x, Ty) + (1− 2α)Df (x, y)−Df (Tx, Ty)
= α(x8 + 3y4 − 4x2y3) + α(x4 + 3y8 − 4xy6) + (1− 2α)(x4 + 3y4 − 4xy3)− (x8 + 3y8 − 4x2y6)
Thus we have f(x, y) ≥ 0,∀x, y ∈ [0, 0.9], α ∈ [ 12 , 1) and hence T is a Bregman generalized α-
nonexpansive mapping.
The paper is organize as follows. In Section 2, we collect some basic knowledge of Bregman distances.
In Section 3, using the Bregman-Opial property, we obtain approximation fixed point theorems. In
Sections 4 and 5, we investigate weak and strong convergence of the Ishikawa and Bregman Noor’s type
iteration for Bregman generalized α-nonexpansive mappings. In the last section we show the numerical
example.
2. PRELIMINARIES
In this section, we collect several definitions and results, which are used in the following sections.
Throughout this paper, let E be a real Banach space and let f : E −→ R be a convex function. For
any x in E, the gradient ∇f(x) is defined to be the linear functional in E∗ such that
〈y,∇f(x)〉 = lim
t→0
f(x+ ty)− f(x)
t
, ∀y ∈ E.
The function f is said to be Gaˆteaux differentiable at x if 〈y,∇f(x)〉 ∈ E∗ for all x ∈ E. In this case, we
denote 〈y,∇f(x)〉 by ∇f(x) is well-defined and f is Gaˆteaux differentiable if it is Gaˆteaux differentiable
everywhere on E. The function f is also said to be Fre´chet differentiable at x if for all  > 0, there
exists δ > 0 such that ‖y − x‖ ≤ δ implies
|f(y)− f(x)− 〈y − x,∇f(x)〉| ≤ ‖y − x‖.
The function f is said to be Fre´chet differentiable if it is Fre´chet differentiable everywhere. The function
f is said to be convex on a nonempty subset E of Df if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y), (2.1)
for all x, y ∈ E, α ∈ (0, 1). It is also said to be strictly convex if the strict inequality holds in (2.1) for
all x, y ∈ domg with x 6= y and α ∈ (0, 1).
Let B be the closed unit ball with radius r > 0 centered at 0 ∈ E is denoted by rB of a Banach
space E. A function f : E −→ R is said to be strongly coercive if
lim
‖xn‖→∞
f(xn)
‖xn‖ =∞.
It is also said to be bounded on bounded sets or locally bounded if f(rB) is bounded for each r > 0.
Let SE = {x ∈ E : ‖x‖ = 1} be the unit sphere of E.
Let E is a real Banach space with the norm ‖ · ‖ and the dual space E∗. A function f : E −→ R
is said to be proper if the set {x ∈ E : f(x) < +∞} 6= ∅. And then a function f : E −→ R is said to
be uniformly convex on bounded subsets of E or locally uniformly convex on E, [35] if ρr(t) > 0 for all
r, t > 0, where ρr : [0,+∞)→ [0,+∞], called uniform convexity of f, defined by
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ρr(t) = inf
x,y∈rB,‖x−y‖=t,α∈(0,1)
αf(x) + (1− α)f(y)− f(αx+ (1− α)y)
α(1− α) , ∀t ≥ 0.
It is known ρr(t) are nondecreasing function. The function f is also said to be locally uniformly
smooth on E [35] if the function σr : [0,+∞)→ [0,+∞], defined by
σr(t) = sup
x∈rB,y∈SE ,α∈(0,1)
αf(x+ (1− α)ty) + (1− α)f(x− αty)− f(x)
α(1− α) ,
satisfies
lim
t↓0
σr(t)
t
= 0, ∀r > 0.
For an uniformly convex on bounded subsets of E map f : E −→ R, we have
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)− α(1− α)ρr(‖x− y‖), (2.2)
for all x, y in rB and for all α ∈ (0, 1).
Let E be a Banach space and let f : E −→ R a strictly convex and Gaˆteaux differentiable function.
By (1.3), the Bregman distance satisfies [9]
Df (x, z) = Df (x, y) +Df (y, z) + 〈x− y,∇f(y)−∇f(z)〉, ∀x, y, z ∈ E. (2.3)
In particular,
Df (x, y) = −Df (y, x) + 〈y − x,∇f(y)−∇f(x)〉, ∀x, y ∈ E. (2.4)
Lemma 2.1. [19]. Let E be a Banach space and f : E −→ R a Gaˆteaux differentiable function which
is uniformly convex on bounded subsets of E. Let {xn}n∈N and {yn}n∈N be bounded sequences in E.
Then the following assertions are equivalent.
(1) lim
n−→∞Df (xn, yn) = 0.
(2) lim
n−→∞ ‖xn − yn ‖= 0.
The following result was first proved in [7] (see also [14]).
Lemma 2.2. [11]. Let E be a Banach space and let f : E −→ R be a strictly convex and Gaˆteaux
differentiable function. Suppose that {xn}n∈N is a sequence in E such that xn ⇀ x for some x ∈ E.
Then
lim sup
n→∞
Df (xn, x) < lim sup
n→∞
Df (xn, y),
for all y in the interior of the domain of f with y 6= x.
We call a function f : E −→ (−∞,+∞] lower semicontinuous if {x ∈ E : f(x) ≤ r} is closed for all
r ∈ R. For a proper, convex function and lower semicontinuous f : E −→ R, the subdifferential ∂f of
f is defined by
∂f(x) = {x∗ ∈ E∗ : f(x) + 〈y − x, x∗〉 ≤ f(y), ∀y ∈ E},
for all x ∈ E. It is well known that ∂f ⊂ E×E∗ is maximaly monotone [28]. For any proper convex
function and lower semicontinuous f : E −→ (−∞,+∞], the (Fenchel) conjugate function f∗ of f is
defined by
f∗(x∗) = sup
x∈E
{〈x, x∗〉 − f(x)}, ∀x∗ ∈ E∗.
It is well known that
f(x) + f∗(x∗) ≥ 〈x, x∗〉, ∀(x, x∗) ∈ E × E∗.
It is also known that (x, x∗) ∈ ∂f is equivalent to
f(x) + f∗(x∗) = 〈x, x∗〉. (2.5)
We also know that if f : E −→ (−∞,+∞] is a proper convex function and lower semicontinuous,
then f∗ : E∗ −→ (−∞,+∞] be a proper convex function and weak∗ lower semicontinuous.
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Definition 2.3. [14] Let E be a Banach space. Then a function f : E −→ R is said to be a Bregman
function if the following conditions are satisfied:
(1) f is continuous, strictly convex and Gaˆteaux differentiable;
(2) the set {y ∈ E : Df (x, y) ≤ r} is bounded for all x in E and r > 0.
The following lemma follows from Butnariu and Iusem [6] and Zaˇlinscu [35]:
Lemma 2.4. Let E be a reflexive Banach space and let f : E −→ R be a strongly coercive Bregman
function. Then
(1) ∇f : E −→ E∗ is one-to-one, onto and norm-to-weak∗ continuous;
(2) 〈x− y,∇f(x)−∇(y)〉 = 0 if and only if x = y;
(3) {x ∈ E : Df (x, y) ≤ r} is bounded for all y in E and r > 0;
(4) dom f∗ = E∗, f∗ is Gaˆteaux differentiable function and ∇f∗ = (∇f)−1.
Furthermore, let E be a Banach space and let C is a nonempty, closed convex subset of a reflexive
Banach space E. Let f : E −→ R be a strictly convex and Gaˆteaux differentiable function. Then, we
know from [18] that for x ∈ E and x0 ∈ C, we have
Df (x0, x) = min
y∈C
Df (y, x).
The Bregman projection projfC from E onto C is defined by proj
f
C(x) = x0 for all x ∈ E. It is well
known that x0 = proj
f
C(x) if and only if
〈y − x0,∇f(x)−∇f(x0)〉 ≤ 0, ∀y ∈ C. (2.6)
It is also known that projfC from E onto C has the following property:
Df (y, proj
f
C(x)) +Df (proj
f
C(x), x) ≤ Df (y, x), ∀y ∈ C, ∀x ∈ E; (2.7)
see, for instance, [6] for more details.
Proposition 2.5. [35] Let E be a reflexive Banach space and let f : E −→ R be a convex function
which is bounded on bounded sets. The following assertions are equivalent.
(1) f is strongly coercive and uniformly convex on bounded subsets of E;
(2) dom f∗ = E∗, f∗ is bounded on bounded sets and locally uniformly smooth on E;
(3) dom f∗ = E∗, f∗ is Fre´chet differentiable and ∇f∗ is uniformly norm-to-norm continuous on
bounded subsets of E∗.
Proposition 2.6. [35] Let E be a reflexive Banach space and f : E −→ R a continuous convex function
which is strongly coercive. Then the following assertions are equivalent.
(1) f is bounded on bounded subsets and locally uniformly smooth on E;
(2) f∗ is Fre´chet differentiable and ∇f∗ is uniformly norm-to-norm continuous on bounded subsets
of E.
(3) dom f∗ = E∗, f∗ is strongly coercive and uniformly convex on bounded subsets of E.
Lemma 2.7. [7, 14]. Let E be a reflexive Banach space, let f : E −→ R be a strongly coercive Bregman
function and let V be the function defined by
V (x, x∗) = f(x)− 〈x, x∗〉+ f∗(x∗), ∀x,∈ E,∀x∗ ∈ E∗.
The following assertions hold.
(1) Df
(
x,∇f∗(x∗)) = V (x, x∗), ∀x,∈ E,∀x∗ ∈ E∗.
(2) V (x, x∗) + 〈∇f∗(x∗)− x, y∗〉 ≤ V (x, x∗ + y∗), ∀x,∈ E, ∀x∗, y∗ ∈ E∗.
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It also follows from the definition that V is convex in the second variable x∗ and
V
(
x,∇f(y)) = Df (x, y).
Let C be a nonempty, closed and convex subset of a reflexive Banach space E, and be a bounded
sequence in E. and let f : E −→ R be a lower semicontinuous, strictly convex and Gaˆteaux differentiable
function. For any x ∈ E, we set
Br(x, {xn}) = lim sup
n→∞
Df (xn, x).
The Bregman asymptotic radius of {xn}n∈N relative to C is defined by
Br(C, {xn}) = inf{Br(x, {xn}) : x ∈ C}.
The Bregman asymptotic center of {xn}n∈N relative to C is defined by
BA(C, {xn}) = {x ∈ C : Br(x, {xn}) = Br(C, {xn})}.
Proposition 2.8. Let E be a reflexive Banach space and f : E −→ R be strictly convex, Gaˆteaux
differentiable function, bounded on bounded sets on E. Let C be a nonempty, closed and convex subset
of E. If {xn}n∈N is a bounded sequence of C, then BA(C, {xn}n∈N) = {z} is a singleton.
Proof. In view of the definition of Bregman asymptotic radius, we may assume that {xn}n∈N converges
weakly to z ∈ C. By Lemma 2.2, we conclude that BA(C, {xn}n∈N) = {z}. 
Let S be a nonempty set and let B(S) be the Banach space of all bounded real valued functions
on S with supremum norm. Let E be a subspace of B(S) and let µ be and element of E∗. Then, we
denote by µ(f) the value of µ at f ∈ E. If e(s) = 1 for every s ∈ S, sometimes µ(e) will be denoted by
µ(1). When E contains constants, a linear functional µ on E is called a mean on E if ‖µ‖ = µ(1) = 1.
Theorem 2.9. [31] Let E be a subspace of B(S) containing constants and let µ be a linear functional
on E. Then the following conditions are equivalent:
(1) ‖µ‖ = µ(1) = 1, i.e., µ is a mean on E;
(2) the inequalities
inf
s∈S
f(s) ≤ µ(f) ≤ sup
s∈S
f(s)
hold for each f ∈ E.
Let l∞ be the Banach lattice of bounded real sequences with the supremum norm and let µ be a
linear continuous functional on l∞ and x = (x1, x2, ...) ∈ l∞. Then sometimes. We denote by µn(xn)
the value µ(x).
Theorem 2.10. [31] (The existence of Banach limit) There exists a linear continuous functional µ on
l∞ such that ‖µ‖ = µ(1) = 1 and µ(xn) = µ(xn+1) for each x = (x1, x2, ...) ∈ l∞.
Observation
(1) If {xn}n∈N∈l∞ and xn ≥ 0 for every n ∈ N, then µ(xn) ≥ 0;
(2) If xn = 1 for every n ∈ N, then µ(xn) = 1.
Such a functional µ is called a Banach limit and the value of µ at {xn}n∈N ∈ l∞ is denoted by µnxn.
See, for example [31].
To see some examples of those mappings T satisfying all the stated hypotheses in the following
result, we refer the reader to [12].
Lemma 2.11. [12]. Let E be a reflexive Banach space and let f : E −→ R be strictly convex,
continuous, strongly coercive, Gaˆteaux differentiable function, and bounded on bounded sets on E. Let
C be a nonempty, closed and convex subset of E. Let T : C −→ E be a Bregman quasi-nonexpansive
mapping. Then F (T ) is closed and convex.
Lemma 2.12. [16] Let {an}n∈N be a sequence in R with a subsequence {ani}i∈N such that ani < ani+1
for all i ∈ N. Then there exists another subsequence {amk}k∈N such that for all (sufficiently large)
number k we have
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amk < amk+1 and ak < amk+1.
In fact, we can set mk = max{j ≤ k : aj < aj+1}.
Lemma 2.13. [34] Let {sn}n∈N be a sequence of nonnegative real numbers satisfying
sn+1 ≤ (1− γn)sn + γnδn, ∀n ≥ 1,
where {γn}n∈N and {δn}n∈N satisfy the conditions:
(1) {γn}n∈N ⊂ [0, 1] and Σ∞n=1γn = +∞, or equivalently, Π∞n=1(1− γn) = 0;
(2) lim sup
n−→∞
δn < 0, or
(2)’ Σ∞n=1γnδn <∞.
Then, lim
n−→∞ sn = 0.
3. Approximating Fixed Points
In this section, we obtain a fixed point theorem for a generalized α-nonexpansive mapping with
respect to the Bregman Opial-like property.
Lemma 3.1. Let f : E −→ R be a strictly convex and Gaˆteaux differentiable function. Let C be a
nonempty, closed and convex subset of a reflexive Banach space E. Let T : C −→ E be a Bregman
generalized α-nonexpansive mapping. Then
Df (x, Ty) ≤ Df (x, Tx) + (1− α)Df (x, y) + αDf (Tx, Ty)
+ α〈x− Tx,∇f(y)−∇f(Ty)〉+ 〈x− Tx,∇f(Tx)−∇f(Ty)〉, ∀x, y ∈ C.
Proof. Let x, y ∈ C. In view of (2.3), we have
Df (Tx, Ty) ≤ αDf (Tx, y) + αDf (x, Ty) + (1− 2α)Df (x, y)
= α
[
Df (Tx, x) +Df (x, y) + 〈Tx− x,∇f(x)−∇f(y)〉
]
+ α
[
Df (x, Tx) +Df (Tx, Ty) + 〈x− Tx,∇f(Tx)−∇f(Ty)〉]
+ (1− 2α)Df (x, y)
= αDf (Tx, x) + αDf (x, y) + α〈Tx− x,∇f(x)−∇f(y)〉
+ αDf (x, Tx) + αDf (Tx, Ty) + α〈x− Tx,∇f(Tx)−∇f(Ty)〉
+ (1− 2α)Df (x, y)
= Df (Tx, x) + (1− α)Df (x, y) + αDf (x, Tx) + αDf (Tx, Ty)
+ α〈Tx− x,∇f(x)−∇f(y)〉+ α〈x− Tx,∇f(Tx)−∇f(Ty)〉
= −αDf (x, Tx) + α〈x− Tx,∇f(x)−∇f(Tx)〉
+ (1− α)Df (x, y) + αDf (x, Tx) + αDf (Tx, Ty)
+ α〈Tx− x,∇f(x)−∇f(y)〉+ α〈x− Tx,∇f(Tx)−∇f(Ty)〉
= (1− α)Df (x, y) + αDf (Tx, Ty)
+ α〈x− Tx,∇f(y)−∇f(Ty)〉+ α〈x− Tx,∇f(Tx)−∇f(Ty)〉
= (1− α)Df (x, y) + αDf (Tx, Ty) + α〈x− Tx,∇f(y)−∇f(Ty)〉
This, together with (2.3), implies that
Df (x, Ty) = Df (x, Tx) +Df (Tx, Ty) + 〈x− Tx,∇f(Tx)−∇f(Ty)〉
≤ Df (x, Tx) + (1− α)Df (x, y) + αDf (Tx, Ty)
+ α〈x− Tx,∇f(y)−∇f(Ty)〉+ 〈x− Tx,∇f(Tx)−∇f(Ty)〉.

Proposition 3.2. (Demiclosedness Principle). Let f : E −→ R be a strictly convex, Gaˆteaux differ-
entiable function and bounded on bounded sets function. Let C be a nonempty subset of a reflexive
Banach space E. Let T : C −→ E be a Bregman generalized α- nonexpansive mapping. If xn ⇀ z in C
and lim
n−→∞ ‖Txn − xn ‖= 0,
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Proof. Since {xn}n∈N converges weakly to z and lim
n−→∞ ‖Txn − xn ‖= 0, both the sequences {xn}n∈N
and {Txn}n∈N are bounded. Since ∇f is uniformly norm-to-norm continuous on bounded subsets of
E (see, for instance, [35]), we arrive at
lim
n−→∞ ‖∇f(xn)−∇f(Txn) ‖= 0.
In view of Lemma 2.1, we deduce that lim
n−→∞Df (xn, Txn) = 0.
Set M1 = sup{‖∇f(xn)‖, ‖∇f(Txn)‖, ‖∇f(z)‖, ‖∇f(Tz)‖ : n ∈ N} < +∞.
By Lemma 3.1, for all n ∈ N,
Df (xn, T z) ≤ Df (xn, Txn) + (1− α)Df (xn, z) + αDf (Txn, T z)
+ α〈xn − Txn,∇f(z)−∇f(Tz)〉+ 〈xn − Txn,∇f(Txn)−∇f(Tz)〉
= Df (xn, Txn) + (1− α)Df (xn, z)
+ α[Df (Txn, xn) +Df (xn, T z) + 〈Txn − xn,∇f(xn)−∇f(Tz)〉]
+ α〈xn − Txn,∇f(z)−∇f(Tz)〉+ 〈xn − Txn,∇f(Txn)−∇f(Tz)〉
= Df (xn, Txn) + (1− α)Df (xn, z)
+ αDf (Txn, xn) + αDf (xn, T z) + α〈Txn − xn,∇f(xn)−∇f(Tz)〉
+ α〈xn − Txn,∇f(z)−∇f(Tz)〉+ 〈xn − Txn,∇f(Txn)−∇f(Tz)〉
= Df (xn, Txn) + (1− α)Df (xn, z)
− αDf (xn, Txn) + α〈xn − Txn,∇f(xn)−∇f(Txn)〉
+ αDf (xn, T z) + α〈xn − Txn,∇f(Tz)−∇f(xn)〉
+ α〈xn − Txn,∇f(z)−∇f(Tz)〉+ 〈xn − Txn,∇f(Txn)−∇f(Tz)〉
= (1− α)Df (xn, Txn) + (1− α)Df (xn, z) + αDf (xn, Tz)
+ α〈xn − Txn,∇f(z)−∇f(Txn)〉+ 〈xn − Txn,∇f(Txn)−∇f(Tz)〉
≤ (1− α)Df (xn, Txn) + (1− α)Df (xn, z) + αDf (xn, Tz)
+ α‖xn − Txn‖‖∇f(z)−∇f(Txn)‖
+ ‖xn − Txn‖‖∇f(Txn)−∇f(Tz)‖
≤ (1− α)Df (xn, Txn) + (1− α)Df (xn, z) + αDf (xn, Tz)
+ 2αM1‖xn − Txn‖+ 2M1‖xn − Txn‖
≤ (1− α)Df (xn, Txn) +Df (xn, z)
+ 2αM1‖xn − Txn‖+ 2M1‖xn − Txn‖.
This implies
lim sup
n→∞
Df (xn, T z) ≤ lim sup
n→∞
Df (xn, z),
From the Bregman Opial-like property, we obtain Tz = z. 
To see some examples of those mappings T satisfying all the stated hypotheses in the following
result, we refer the reader to [12].
Theorem 3.3. [12]. Let f : E −→ R be a strictly convex, continuous, strongly coercive,Gaˆteaux
differentiable function, bounded on bounded sets and uniformly convex on bounded subsets of E. Let C
be a nonempty, closed and convex subset of a reflexive Banach space E. Let T : C −→ C be a mapping.
Let {xn}n∈N be a bounded sequence of C and let µ be a mean on l∞. Suppose that
µnDf (xn, Ty) ≤ µnDf (xn, y), ∀y ∈ C.
It follows from Theorem 2.10. Then T has a fixed point in C.
Corollary 3.4. Let f : E −→ R be strictly convex, continuous, strongly coercive, Gaˆteaux differentiable
function, bounded on bounded sets and uniformly convex on bounded subsets of E. Let C be a nonempty,
bounded, closed and convex subset of a reflexive Banach space E. Let T : C −→ C be a Bregman
generalized α-nonexpansive mapping. Then T has a fixed point.
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Proof. Let µ a Banach limit on l∞ and x ∈ C be such that {Tnx}n∈N is bounded. For any n ∈ N
we have
Df (T
nx, Ty) ≤ αDf (Tnx, y) + αDf (Tn−1x, Ty) + (1− 2α)Df (Tn−1x, y), ∀y ∈ C.
Implies that
µnDf (T
nx, Ty) ≤ αµnDf (Tnx, y) + αµnDf (Tnx, Ty) + (1− 2α)µnDf (Tnx, y)
≤ (1− α)µnDf (Tnx, y) + αµnDf (Tnx, Ty).
Thus we have
µnDf (T
nx, Ty) ≤ µnDf (Tnx, y), ∀y ∈ C.
It follows from Theorem 3.3 that F (T ) 6= ∅. 
4. Weak and strong convergence theorems for Bregman generalized α-nonexpansive
mappings
In this section, we prove weak and strong convergence theorems concerning Bregman generalized
α-nonexpansive mappings in a reflexive Banach space.
Lemma 4.1. Let f : E −→ R be a strictly convex and Gaˆteaux differentiable function. Let C be a
nonempty, closed and convex subset of a reflexive Banach space E. Let T : C −→ C be a Bregman skew
quasi-nonexpansive mapping with a nonempty fixed point set F (T ). Let {xn}n∈N and {yn}n∈N be two
sequences defined by the Ishikawa iteration (1.1){
yn = βnTxn + (1− βn)xn,
xn+1 = γnTyn + (1− γn)xn,
such that {βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1). Then the following assertions hold:
(1) max{Df (xn+1, z), Df (yn, z)} ≤ Df (xn, z) for all z in F (T ) and n = 1, 2, ....
(2) lim
n−→∞Df (xn, z) exists for any z in F (T ).
Proof. Let z ∈ F (T ). In view of (2.2), we have
Df (yn, z) = Df (βnTxn + (1− βn)xn, z)
≤ βnDf (Txn, z) + (1− βn)Df (xn, z)
≤ βnDf (xn, z) + (1− βn)Df (xn, z)
= Df (xn, z).
Consequently, we get
Df (xn+1, z) = Df (γnTyn + (1− γn)xn, z)
≤ γnDf (Tyn, z) + (1− γn)Df (xn, z)
≤ γnDf (yn, z) + (1− γn)Df (xn, z)
≤ γnDf (xn, z) + (1− γn)Df (xn, z)
= Df (xn, z).
This implies that {Df (xn, z)}n∈N is a bounded and nonincreasing sequence for all z in F (T ).
Thus we have lim
n−→∞Df (xn, z) exists for any z in F (T ). 
Theorem 4.2. Let f : E −→ R be a strictly convex, Gaˆteaux differentiable function, bounded on
bounded sets and uniformly convex on bounded subsets of E. Let C be a nonempty, closed and convex
subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive and
Bregman skew quasi-nonexpansive mapping. Let {βn}n∈N and {γn}n∈N be sequences in [0, 1). Then
{xn}n∈N be a sequence with x1 ∈ C defined by the Ishikawa iteration (1.1). Assume that
lim
n−→∞ ‖xn − Txn‖ = 0.
(a) If {xn}n∈N is bounded and lim inf
n−→∞ ‖Txn − xn ‖= 0, then the fixed set F (T ) 6= ∅.
(b) Assume F (T ) 6= ∅. Then {xn}n∈N is bounded.
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Proof. By Corollary 3.4, we see that the fixed point set F (T ) of T is nonempty. Assume that {xn}n∈N
is bounded and lim inf
n−→∞ ‖Txn − xn ‖= 0. Consequently, there is a bounded subsequence {Txnk}k∈N
of {Txn}n∈N such that lim
k−→∞
‖Txnk − xnk‖ = 0. since ∇g is uniformly norm-to-norm continuous on
bounded subsets of E (see, for example, [35]), we have
lim
k−→∞
‖∇f(Txnk)−∇f(xnk)‖ = 0.
In view of Proposition 2.8, we conclude that BA(C, {xnk}) = {z} for some z in C.
Let
M2 = sup{‖∇f(xnk)‖, ‖∇f(Txnk)‖, ‖∇f(z)‖, ‖∇f(Tz)‖ : k ∈ N} < +∞.
It follows from Lemma 3.2 that
Df (xnk , T z) ≤ Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (Txnk , T z)
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
+ α[Df (Txnk , xnk) +Df (xnk , T z) + 〈Txnk − xnk ,∇f(xnk)−∇f(Tz)〉]
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
+ αDg(Txnk , xnk) + αDf (xnk , T z) + α〈Txnk − xnk ,∇f(xnk)−∇f(Tz)〉
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
− αDf (xnk , Txnk) + α〈xnk − Txnk ,∇f(xnk)−∇f(Txnk)〉
+ αDf (xnk , T z) + α〈xnk − Txnk ,∇f(Tz)−∇f(xnk)〉
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ α〈xnk − Txnk ,∇f(z)−∇f(Txnk)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
≤ (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ α‖xnk − Txnk‖‖∇f(z)−∇f(Txnk)‖+ ‖xnk − Txnk‖‖∇f(Txnk)−∇f(Tz)‖
≤ (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ 2αM1‖xnk − Txnk‖+ 2M1‖xnk − Txnk‖
≤ (1− α)Df (xnk , Txnk) +Df (xnk , z)
+ 2αM1‖xnk − Txnk‖+ 2M1‖xnk − Txnk‖, for k = 1, 2, ....
This implies
lim sup
n→∞
Df (xnk , T z) ≤ lim sup
n→∞
Df (xnk , z).
From the Bregman Opial-like property, we obtain Tz = z.
Let F (T ) 6= ∅ and let z ∈ F (T ). It follows from Lemma 4.1 that lim
n−→∞ ‖xn − z ‖= 0, exists and
hence {xn}n∈N is bounded. This implies that the sequence {Tyn}n∈N is bounded too. 
Theorem 4.3. Let f : E −→ R be a strictly convex, Gaˆteaux differentiable function, bounded on
bounded sets and uniformly convex on bounded subsets of E. Let C be a nonempty, closed and convex
subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive and
Bregman skew quasi-nonexpansive mapping with F (T ) 6= ∅. Let {βn}n∈N and {γn}n∈N be sequences
in [0, 1), and let {xn}n∈N be a sequence with x1 ∈ C defined by the Ishikawa iteration (1.1). Then
{xn}n∈N converges weakly to a fixed point of T.
Proof. By Corollary 3.4, we see that the fixed point set F (T ) of T is nonempty.It follows from Theorem
4.2 that {xn}n∈N is bounded and lim
n−→∞ ‖Tyn − xn‖ = 0. Since E is reflexive, then there exists a
subsequence {xni}i∈N of {xn}n∈N such that xni ⇀ p ∈ C as i→∞. By Proposition 3.2, p ∈ F (T ).
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We claim that xn ⇀ p as n→∞. If not, then there exists a subsequence {xni}i∈N of {xn}n∈N such that
{xnj}j∈N converges weakly to some q in C with p 6= q. In view of Proposition 3.2 again, we conclude
that q ∈ F (T ). By Lemma 4.1, lim
n−→∞Df (xn, z) exists for all z ∈ F (T ). Thus we obtain by the Bregman
Opial-like property that
lim
n−→∞Df (xn, p) = limi−→∞
Df (xni , p) < lim
i−→∞
Df (xni , q)
= lim
n−→∞Df (xn, q) = limj−→∞
Df (xnj , q)
< lim
j−→∞
Df (xnj , p) = lim
n−→∞Df (xn, p).
This is a contradiction. Thus we have p = q, and the desired assertion follows. 
Theorem 4.4. Let f : E −→ R be a strictly convex, Gaˆteaux differentiable function, bounded on
bounded sets and uniformly convex on bounded subsets of E. Let C be a nonempty, closed and convex
subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive and
Bregman skew quasi-nonexpansive mapping. Let {βn}n∈N and {γn}n∈N be sequences in [0, 1). Then
{xn}n∈N be a sequence with x1 ∈ C defined by the Ishikawa iteration (1.1). Then {xn}n∈N converges
strongly to a fixed point z of T.
Proof. By Corollary 3.4, we see that the fixed point set F (T ) of T is nonempty. In view of Theorem 4.2,
we obtain that {xn}n∈N is bounded and lim inf
n−→∞ ‖Txn− xn‖ = 0. By the compactness of C, there exists
a subsequence {xnk}k∈N of {xn}n∈N such that {xnk}k∈N converges strongly to some z in C. In view of
Lemma 2.1 we deduce that lim
k−→∞
Df (xnk , z) = 0. We can even assume that lim
k−→∞
‖Txnk − xnk‖ = 0,
and in particular, {Txnk}k∈N is bounded. Since ∇f is uniformly norm-to-norm continuous on bounded
subsets of E (see, for example, [35]),
lim
k−→∞
‖∇f(Txnk)−∇f(xnk)‖ = 0.
Let M3 = sup{‖∇f(xnk)‖, ‖Txnk‖, ‖∇f(z)‖, ‖∇f(Tz)‖ : k ∈ N} < +∞. In view of Lemma 3.1, we
obtain
Df (xnk , T z) ≤ Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (Txnk , T z)
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
+ α[Df (Txnk , xnk) +Df (xnk , T z) + 〈Txnk − xnk ,∇f(xnk)−∇f(Tz)〉]
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
+ αDf (Txnk , xnk) + αDf (xnk , T z) + α〈Txnk − xnk ,∇f(xnk)−∇f(Tz)〉
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= Df (xnk , Txnk) + (1− α)Df (xnk , z)
− αDf (xnk , Txnk) + α〈xnk − Txnk ,∇f(xnk)−∇f(Txnk)〉
+ αDf (xnk , T z) + α〈xnk − Txnk ,∇f(Tz)−∇f(xnk)〉
+ α〈xnk − Txnk ,∇f(z)−∇f(Tz)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
= (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ α〈xnk − Txnk ,∇f(z)−∇f(Txnk)〉+ 〈xnk − Txnk ,∇f(Txnk)−∇f(Tz)〉
≤ (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ α‖xnk − Txnk‖‖∇f(z)−∇f(Txnk)‖+ ‖xnk − Txnk‖‖∇f(Txnk)−∇f(Tz)‖
≤ (1− α)Df (xnk , Txnk) + (1− α)Df (xnk , z) + αDf (xnk , Tz)
+ 2αM3‖xnk − Txnk‖+ 2M3‖xnk − Txnk‖
≤ (1− α)Df (xnk , Txnk) +Df (xnk , z)
+ 2αM3‖xnk − Txnk‖+ 2M3‖xnk − Txnk‖
APPROXIMATING FIXED POINTS OF BREGMAN GENERALIZED α-NONEXPANSIVE MAPPINGS 13
for all k ∈ N. It follows lim
k−→∞
‖xnk − Tz‖ = 0. Thus we have Tz = z. In view of Lemmas 4.1 and
2.1, we conclude that lim
n−→∞ ‖xn−z‖ = 0. Therefore, z is the strong limit of the sequence {xn}n∈N. 
5. Bregman Noor’s type iteration for Bregman generalized α-nonexpansive mappings
We propose the following Bregman Noor’s type iteration. Let E be a reflexive Banach space and let
C be a nonempty, closed and convex subset of E. let f : E −→ R be a strictly convex and Gaˆteaux
differentiable function. Let T : C −→ C be a Bregman generalized α-nonexpansive mapping such that
the fixed point set F (T ) is nonempty. Let {xn}n∈N, {yn}n∈N and {zn}n∈N be three sequences defined
by

zn = αn∇f(Txn) + (1− αn)∇f(xn),
yn = ∇f∗[βn∇f(Tzn) + (1− βn)∇f(xn)],
xn+1 = proj
f
C
(∇f∗[γn∇f(Tyn) + (1− γn)∇f(xn)]), (5.1)
where {αn}n∈N, {βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1).
Lemma 5.1. Let f : E −→ R be a strongly coercive Bregman function. Let C be a nonempty, closed
and convex subset of a reflexive Banach space E. Let T : C −→ C be a Bregman quasi-nonexpansive
mapping. Let {xn}n∈N, {yn}n∈N and {zn}n∈N be three sequences defined by (5.1) such that {αn}n∈N ,
{βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1). Then the following assertions hold:
(1) max{Df (w, xn+1), Df (w, yn), Df (w, zn)} ≤ Df (w, xn) for all w in F (T ) and n = 1, 2, ....
(2) lim
n−→∞Df (w, xn) exists for any w in F (T ).
Proof. Let w in F (T ). In view of Lemma 2.7 and (5.1), we conclude that
Df (w, zn) = Df
(
w,αn∇f(Txn) + (1− αn)∇f(xn)
)
= V
(
w,αn∇f(Txn) + (1− αn)∇f(xn)
)
≤ αnV
(
w,∇f(Txn)
)
+ (1− αn)V
(
w,∇f(xn)
)
= αnDf
(
w, Txn
)
+ (1− αn)Df
(
w, xn
)
≤ αnDf
(
w, xn
)
+ (1− αn)Df
(
w, xn
)
= Df
(
w, xn
)
.
Also,
Df (w, yn) = Df
(
w,∇f∗[βn∇f(Tzn) + (1− βn)∇f(xn)
)
= V
(
w, βn∇f(Tzn) + (1− βn)∇f(xn)
)
≤ βnV
(
w,∇f(Tzn)
)
+ (1− βn)V
(
w,∇f(xn)
)
= βnDf
(
w, Tzn
)
+ (1− βn)Df
(
w, xn
)
≤ βnDf
(
w, zn
)
+ (1− βn)Df
(
w, xn
)
= βnDf
(
w, xn
)
+ (1− βn)Df
(
w, xn
)
= Df
(
w, xn
)
.
Consequently, using (2.7) we have
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Df (w, xn+1) = Df
(
w, projfC
(∇f∗[γn∇f(Tyn) + (1− γn)∇f(xn)]))
≤ Df
(
w,∇f∗[γn∇f(Tyn) + (1− γn)∇f(xn)]
)
= V
(
w, γn∇f(Tyn) + (1− γn)∇f(xn)
)
≤ γnV
(
w,∇f(Tyn)
)
+ (1− γn)V
(
w,∇f(xn)
)
= γnDf
(
w, Tyn
)
+ (1− γn)Df
(
w, xn
)
≤ γnDf
(
w, yn
)
+ (1− γn)Df
(
w, xn
)
= γnDf
(
w, xn
)
+ (1− γn)Df
(
w, xn
)
= Df
(
w, xn
)
.
This implies that {Df (w, xn)}n∈N is a bounded and nonincreasing sequence for all w in F (T ). Thus
we have lim
n−→∞Df (w, xn) exists for any w in F (T ). 
Theorem 5.2. Let f : E −→ R be a strongly coercive Bregman function which is bounded on bounded
sets, locally uniformly convex and locally uniformly smooth on E. Let C be a nonempty, closed and
convex subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive
mapping. Let {αn}n∈N, {βn}n∈N and {γn}n∈N be sequences in [0, 1) satisfying the control condition:
∞∑
n=1
γnβnαn(1− αn) = +∞. (5.2)
Let {xn}n∈N be a sequence generated by the algorithm (5.1). Then the following are equivalent.
(1) There exists a bounded sequence {xn}n∈N ⊂ C such that lim inf
n−→∞ ‖Txn − xn‖ = 0.
(2) The fixed point set F (T ) 6= ∅.
Proof. The implication (1) =⇒ (2) follows similarly as in the first part of the proof of Theorem 4.2. For
the implication (2) =⇒ (1), we assume F (T ) 6= ∅. The boundedness of the sequences {xn}n∈N, {yn}n∈N
and {zn}n∈N follows from Lemma 5.1 and Definition 2.3. Since T is a Bregman quasi-nonexpansive
mapping, for any q in F (T ) we have
Df (q, Txn) ≤ Df (q, xn), ∀n ∈ N.
This, together with Definition 2.3 and the boundedness of {xn}n∈N, implies that {Txn}n∈N is bounded.
The function f is bounded on bounded subsets of E and therefore ∇f is also bounded on bounded
subsets of E∗ (see, for example, [[6], Proposition 1.1.11] for more details). This implies the sequences
{∇f(xn)}n∈N, {∇f(yn)}n∈N, {∇f(zn)}n∈N, {∇f(Tzn)}n∈N, {∇f(Tyn)}n∈N and {∇f(Txn)}n∈N are
bounded in E∗.
In view of Proposition 2.6, we have that dom f∗ = E∗ and f∗ is strongly coercive and uniformly
convex on bounded subsets of E∗. Let s2 = sup{‖∇f(xn)‖, ‖∇f(Txn)‖ : n ∈ N} < ∞ and let ρ∗s2 :
E∗ → R be the gauge of uniform convexity of the (Fenchel) conjugate function f∗.
Claim. For any p ∈ F (T ) and n ∈ N,
Df (p, zn) ≤ Df (p, xn)− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖). (5.3)
Let p ∈ F (T ). For each n ∈ N, it follows from the definition of Bregman distance (1.3), Lemma 2.7,
(2.2) and (5.1) that
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Df (p, zn) = f(p)− f(zn)− 〈p− zn,∇f(zn)〉
= f(p) + f∗
(∇f(zn))− 〈zn,∇f(zn)〉 − 〈p− zn,∇f(zn)〉
= f(p) + f∗
(∇f(zn))− 〈zn,∇f(zn)〉 − 〈p,∇f(zn)〉+ 〈zn,∇f(zn)〉
= f(p) + f∗
(
(1− αn)∇f(xn) + αn∇f(Txn)
)− 〈p, ((1− αn)∇f(xn) + αn∇f(Txn)〉
≤ (1− αn)f(p) + αnf(p) + (1− αn)f∗(∇f(xn) + αnf∗(∇f(Txn))
− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖)− (1− αn)〈p,∇f(xn)〉 − αn〈p,∇f(Txn)〉
= (1− αn)[f(p) + f∗(∇f(xn))− 〈p,∇f(xn)〉]
+ αn[f(p) + f
∗(∇f(Txn))− 〈p,∇f(Txn)〉]− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖)
= (1− αn)[f(p)− f(xn) + 〈xn,∇f(xn)〉 − 〈p,∇f(xn)〉]
+ αn[f(p)− f(Txn) + 〈Txn,∇f(Txn)〉 − 〈p,∇f(Txn)〉]
− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖)
= (1− αn)Df (p, xn) + αnDf (p, Txn)− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖)
≤ (1− αn)Df (p, xn) + αnDf (p, xn)− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖)
= Df (p, xn)− αn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖).
In view of Lemma 2.7 and (5.3), we obtain
Df (p, yn) = Df
(
p, βn∇f(Tzn) + (1− βn)∇f(xn)
)
= V
(
p, βn∇f(Tzn) + (1− βn)∇f(xn)
)
≤ βnV
(
p,∇f(Tzn)
)
+ (1− βn)V
(
p,∇f(xn)
)
= βnDf
(
p, Tzn
)
+ (1− βn)Df
(
p, xn
)
≤ βnDf
(
p, zn
)
+ (1− βn)Df
(
p, xn
)
= βnDf
(
p, xn
)− βnαn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖).
In view of 2.7 and (5.3), we obtain
Df (p, xn+1) = Df
(
p,∇f∗[γn∇f(Tyn) + (1− γn)∇f(xn)])
)
= V
(
p, γn∇f(Tyn) + (1− γn)∇f(xn)
)
≤ γnV
(
p,∇f(Tyn)
)
+ (1− γn)V
(
p,∇f(xn)
)
= γnDf
(
p, Tyn
)
+ (1− γn)Df
(
p, xn
)
≤ γnDf
(
p, yn
)
+ (1− γn)Df
(
p, xn
)
= γnDf
(
p, xn
)− γnαnβn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖) + (1− γn)Df(p, xn)
≤ Df
(
p, xn
)− γnαnβn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖).
Thus we have
γnαnβn(1− αn)ρ∗s2(‖∇f(xn)−∇f(Txn)‖) ≤ Df (p, xn)−Df (p, xn+1) (5.4)
Since {Df (xn, z)}n∈N converges, together with the control condition (5.2), we have
lim
n−→∞ ‖∇f(xn)−∇f(Txn)‖ = 0.
Since ∇f∗ is uniformly norm-to-norm continuous on bounded subsets of E∗ (see, for example,[35]),
we arrive at
lim inf
n−→∞ ‖xn − Txn‖ = 0. (5.5)

Theorem 5.3. Let f : E −→ R be a strongly coercive Bregman function which is bounded on bounded
sets, locally uniformly convex and locally uniformly smooth on E. Let C be a nonempty, closed and
convex subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive
mapping with F (T ) 6= ∅. Let {αn}n∈N, {βn}n∈N and {γn}n∈N be three sequences in [0, 1) satisfying the
control conditions Σ∞n=1γnβnαn(1 − αn) = +∞. Let {xn}n∈N be a generated by the algorithm (5.1).
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Then, there exists a subsequence {xni}i∈N of {xn}n∈N which converges weakly to a fixed point of T as
i→∞.
Proof. It follows from Theorem 5.2 that {xn}n∈N is bounded and lim inf
n−→∞ ‖Txn − xn‖ = 0. Since E is
reflexive, then there exists a subsequence {xni}i∈N of {xn}n∈N such that xni ⇀ p ∈ C as i→∞.
In view of Proposition 3.2, we conclude that p ∈ F (T ) and the desired conclusion follows. 
The construction of fixed points of nonexpansive mappings via Halpern’s algorithm [10] has been
extensively investigated recently in the current literature (see, for example, [25] and the references
therein). Numerous results have been proved on Halpern’s iterations for nonexpansive mappings in
Hilbert and Banach spaces (see, e.g., [20, 30, 32]).
Before dealing with the strong convergence of a Halpern-type iterative algorithm, we need the
following lemmas 2.12 and 2.13.
Theorem 5.4. Let f : E −→ R be a strongly coercive Bregman function which is bounded on bounded
sets, locally uniformly convex and locally uniformly smooth on E. Let C be a nonempty, closed and
convex subset of a reflexive Banach space E. Let T : C −→ C a Bregman generalized α-nonexpansive
mapping with F (T ) 6= ∅. Let {αn}n∈N, {βn}n∈N and {γn}n∈N be three sequences in [0, 1) satisfying the
control conditions :
(a) lim
n−→∞ γn = 0.
(b) Σ∞n=1γn = +∞;
(c) 0 < lim inf
n−→∞ βn ≤ lim supn−→∞ βn < 1.
Let {xn}n∈N be a sequence generated by
u ∈ C, x1 ∈ Cchosen arbitrarily,
zn = αn∇f(xn) + (1− αn)∇f(Txn),
yn = ∇f∗[βn∇f(xn) + (1− βn)∇f(zn)],
xn+1 = proj
f
C
(∇f∗[γn∇f(u) + (1− γn)∇f(yn)]), for n ∈ N.
(5.6)
Then the sequence {xni}i∈N defined in (5.6) converges strongly to projfF (T )u as n→∞.
Proof. We divide the proof into several steps. In view of Lemma 2.11, we conclude that F (T ) is closed
and convex. Set
w = projfF (T )u.
Step 1. We prove that {xn}n∈N, {yn}n∈N and {zn}n∈N are bounded sequences in C.
We first show that {xn}n∈N is bounded. Let p ∈ F (T ) be fixed. In view of Lemma 2.7 and (5.6),
we have
Df (p, zn) = Df
(
p, αn∇f(xn) + (1− αn)∇f(Txn)
)
= V
(
p, αn∇f(xn) + (1− αn)∇f(Txn)
)
≤ αnV
(
p,∇f(xn)
)
+ (1− αn)V
(
p,∇f(Txn)
)
= αnDf
(
p, xn
)
+ (1− αn)Df
(
p, Txn
)
≤ αnDf
(
p, xn
)
+ (1− αn)Df
(
p, xn
)
= Df
(
p, xn
)
.
Also,
Df (p, yn) = Df
(
p,∇f∗[βn∇f(xn) + (1− βn)∇f(zn)]
)
= V
(
p, βn∇f(xn) + (1− βn)∇f(zn)
)
≤ βnV
(
p,∇f(xn)
)
+ (1− βn)V
(
p,∇f(zn)
)
= βnDf
(
p, xn
)
+ (1− βn)Df
(
p, zn
)
≤ βnDf
(
p, xn
)
+ (1− βn)Df
(
p, xn
)
= Df
(
p, xn
)
.
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This, together with (5.1), implies that
Df (p, xn+1) = Df
(
p, projfC
(∇f∗[γn∇f(u) + (1− γn)∇f(yn)])
= Df
(
p,∇f∗[γn∇f(u) + (1− γn)∇f(yn)]
)
= V
(
p, γn∇f(u) + (1− γn)∇f(yn)
)
≤ γnV
(
p,∇f(u))+ (1− γn)V (p,∇f(yn))
= γnDf
(
p, u
)
+ (1− γn)Df
(
p, yn
)
≤ γnDf
(
p, u
)
+ (1− γn)Df
(
p, yn
)
≤ γnDf
(
p, u
)
+ (1− γn)Df
(
p, xn
)
≤ max{Df
(
p, u
)
, Df
(
p, xn
)}.
By induction, we obtain
Df
(
p, xn+1
) ≤ max{Df(p, u), Df(p, x1)}, ∀n ∈ N. (5.7)
Let M4 = max{Df
(
p, u
)
, Df
(
p, xn
)
: n ∈ N}. It follows from (5.7) that the sequence {Df (p, xn)}n∈N
is bounded and hence there exists M4 > 0 such that
Df
(
p, xn
) ≤M4, ∀n ∈ N. (5.8)
In view of Definition 2.3, we deduce that the sequence {xn}n∈N, is bounded. Since T is a Bregman
quasi-nonexpansive mapping from C into itself, we conclude that
Df
(
p, Txn
) ≤ Df(p, xn), ∀n ∈ N. (5.9)
This, together with Definition 2.3 and the boundedness of {xn}n∈N, implies that {Txn}n∈N is
bounded. The function f is bounded on bounded subsets of E and therefore ∇f is also bounded
on bounded subsets of E∗ (see, for example, [[6], Proposition 1.1.11] for more details). This, together
with Step 1, implies that the sequences {∇f(xn)}n∈N, {∇f(yn)}n∈N, {∇f(zn)}n∈N and {∇f(Txn)}n∈N
are bounded in E∗. In view of Proposition 2.6, we obtain that dom f∗ = E∗ and f∗ is strongly coercive
and uniformly convex on bounded subsets of E. Let s3 = sup{‖∇f(xn)‖, ‖∇f(Txn)‖ : n ∈ N} and let
ρ∗s3 : E
∗ → R be the gauge of uniform convexity of the (Fenchel) conjugate function f∗.
Step 2. We prove that
Df (w, zn) ≤ Df (w, xn)− αn(1− αn)(1− βn)ρ∗s3
(‖∇f(xn)−∇f(Txn)‖), ∀n ∈ N. (5.10)
For each n in N, in view of the definition of Bregman distance (1.3), Lemma 2.7 and (2.5), we obtain
Df (w, zn) = f(w)− f(zn)− 〈w − zn,∇f(zn)〉
= f(w) + f∗
(∇f(zn))− 〈zn,∇f(zn)〉 − 〈w − zn,∇f(zn)〉
= f(w) + f∗
(∇f(zn))− 〈zn,∇f(zn)〉 − 〈w,∇f(zn)〉+ 〈zn,∇f(zn)〉
= f(w) + f∗
(
(1− αn)∇f(xn) + αn∇f(Txn)
)− 〈w, ((1− αn)∇f(xn) + αn∇f(Txn)〉
≤ (1− αn)f(w) + αnf(w) + (1− αn)f∗(∇f(xn) + αnf∗(∇f(Txn))
− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
− (1− αn)〈w,∇f(xn)〉 − αn〈w,∇f(Txn)〉
= (1− αn)[f(w) + f∗(∇f(xn))− 〈w,∇f(xn)〉]
+ αn[f(w) + f
∗(∇f(Txn))− 〈w,∇f(Txn)〉]
− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
= (1− αn)[f(w)− f(xn) + 〈xn,∇f(xn)〉 − 〈w,∇f(xn)〉]
+ αn[f(w)− f(Txn) + 〈Txn,∇f(Txn)〉 − 〈w,∇f(Txn)〉]
− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
= (1− αn)Df (w, xn) + αnDf (w, Txn)− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
≤ (1− αn)Df (w, xn) + αnDf (w, xn)− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
= Df (w, xn)− αn(1− αn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖).
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Also,
Df (w, yn) = Df
(
w, βn∇f(xn) + (1− βn)∇f(zn)
)
= V
(
w, βn∇f(xn) + (1− βn)∇f(zn)
)
≤ βnV
(
w,∇f(xn)
)
+ (1− βn)V
(
w,∇f(zn)
)
= βnDf
(
w, xn
)
+ (1− βn)Df
(
w, zn
)
≤ βnDf
(
w, xn
)
+ (1− βn)Df
(
w, xn
)
− αn(1− αn)(1− βn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)
= Df
(
w, xn
)− αn(1− αn)(1− βn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖).
In view of Lemma 2.7 and (5.10), we obtain
Df (w, xn+1) = Df
(
w, projfC
(∇f∗[γn∇f(u) + (1− γn)∇f(yn)])
= Df
(
w,∇f∗[γn∇f(u) + (1− γn)∇f(yn)]
)
= V
(
w, γn∇f(u) + (1− γn)∇f(yn)
)
≤ γnV
(
w,∇f(u))+ (1− γn)V (w,∇f(yn))
= γnDf
(
w, u
)
+ (1− γn)Df
(
w, yn
)
≤ γnDf
(
w, u
)
+ (1− γn)[Df
(
w, xn
)− αn(1− αn)(1− βn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖)].
(5.11)
Let M5 = sup{|Df
(
w, u
)−Df(w, xn)|+ αn(1− αn)(1− βn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖) : n ∈ N}.
It follows from (5.11) that
αn(1− αn)(1− βn)ρ∗s3(‖∇f(xn)−∇f(Txn)‖) ≤ Df (w, xn)−Df (w, xn+1) + γnM5. (5.12)
Let
wn = ∇f∗[γn∇f(u) + (1− γn)∇f(yn)].
Then xn+1 = proj
f
C(wn), ∀n ∈ N. In view of Lemma 2.7 and (5.10) we obtain
Df (w, xn+1) = Df
(
w, projfC
(∇f∗[γn∇f(u) + (1− γn)∇f(yn)])
≤ Df
(
w,∇f∗[γn∇f(u) + (1− γn)∇f(yn)]
)
= V
(
w, γn∇f(u) + (1− γn)∇f(yn)
)
≤ V (w, γn∇f(u) + (1− γn)∇f(yn))− γn(∇f(u)−∇f(w))
− 〈∇f∗[γn∇f(u) + (1− γn)∇f(yn)]− w,−γn(∇f(u)−∇f(w))〉
= V
(
w, γn∇f(w) + (1− γn)∇f(yn)
)
+ γn〈wn − w,∇f(u)−∇f(w)〉
≤ γnV
(
w,∇f(w))+ (1− γn)V (w,∇f(yn))+ γn〈wn − w,∇f(u)−∇f(w)〉
= γnDf
(
w,w
)
+ (1− γn)Df
(
w, yn
)
+ γn〈wn − w,∇f(u)−∇f(w)〉
= (1− γn)Df
(
w, yn
)
+ γn〈wn − w,∇f(u)−∇f(w)〉.
(5.13)
Step 3. We show that xn → w as n→∞.
Case 1. If there exists n0 ∈ N such that {Df (w, xn)}∞n=n0 is nonincreasing, then {Df (w, xn)}n∈N is
convergent. Thus, we have Df (w, xn) −Df (w, xn+1) → 0 as n → ∞. This, together with (5.12) and
conditions (a) and (c), implies that
lim
n−→∞ ρ
∗
s3
(‖∇f(xn)−∇f(Txn)‖ = 0.
Therefore, from the property of ρ∗s3 we deduce that
lim
n−→∞ ‖∇f(xn)−∇f(Txn)‖ = 0. (5.14)
Since ∇f∗ = (∇f)−1 (Lemma 2.4) is uniformly norm-to-norm continuous on bounded subsets of E∗
(see, for example, [35]), we arrive at
lim
n−→∞ ‖xn − Txn‖ = 0. (5.15)
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On the other hand, we have
Df (Txn, zn) = Df
(
Txn, γn∇f(xn) + (1− γn)∇f(Txn)
)
= V
(
Txn, γn∇f(xn) + (1− γn)∇f(Txn)
)
≤ γnV
(
Txn,∇f(xn)
)
+ (1− γn)V
(
Txn,∇f(Txn)
)
= γnDf
(
Txn, xn
)
+ (1− γn)Df
(
Txn, Txn
)
≤ γnDf
(
Txn, xn
)
.
This, together with Lemma 2.1 and (5.15), implies that
lim
n−→∞Df (Txn, zn) = 0.
Similarly, we have
Df (zn, wn) ≤ γnDf (zn, u) + (1− γn)Df (zn, zn) = γnDf (zn, u)→ 0 as n→∞.
In view of Lemma 2.1 and (5.15), we conclude that
lim
n−→∞ ‖zn − Txn‖ = 0 and limn−→∞ ‖wn − xn‖ = 0.
Since {xn}n∈N is bounded, together with (2.6) we can assume there exists a subsequence {xni}i∈N of
{xn}n∈N such that xni ⇀ z ∈ F (T ) (Proposition 3.2) and
lim sup
n−→∞
〈xn − w,∇f(u)−∇f(w)〉 = lim
i−→∞
〈xni − w,∇f(u)−∇f(w)〉
= 〈y − w,∇f(u)−∇f(w)〉 ≤ 0.
We thus conclude
lim sup
n−→∞
〈zn − w,∇f(u)−∇f(w)〉 = lim sup
n−→∞
〈xn − w,∇f(u)−∇f(w)〉 ≤ 0.
The desired result follows from Lemma 2.1 and 2.13 and (5.13).
Case 2. Suppose there exists a subsequence {ni}i∈N of {n}n∈N such that
Df (w, xni) < Df (w, xni+1), ∀i ∈ N.
By Lemma 2.12, there exists a non-decreasing sequence {mk}k∈N of positive integers such thatmk →∞,
Df (w, xmk) < Df (w, xmk+1) and Df (w, xk) < Df (w, xmk+1), ∀k ∈ N.
This, together with (5.12), implies that
αmk(1−αmk)(1−βmk)ρ∗s3(‖∇f(xmk)−∇f(Txmk)‖) ≤ Df (w, xmk)−Df (w, xmk+1)+γmkM5 ≤ γmkM5,
∀k ∈ N.
Then, by conditions (a) and (c), we get
lim
k−→∞
ρ∗s3
(‖∇g(xmk)−∇f(Txmk)‖ = 0.
By the same argument, as in Case 1, we arrive at
lim sup
k−→∞
〈wmk − w,∇f(u)−∇f(w)〉 = lim sup
k−→∞
〈xmk − w,∇f(u)−∇f(w)〉 ≤ 0. (5.16)
It follows from (5.13) that
Df (w, xmk+1) ≤ (1− γmk)Df (w, xmk) + γmkDf (w, xmk) + γmk〈zmk − w,∇f(u)−∇f(w)〉. (5.17)
Since Df (w, xmk) ≤ Df (w, xmk+1), we have that
γmkDf (w, xmk) ≤ Df (w, xmk)−Df (w, xmk+1) + γmk〈wmk − w,∇f(u)−∇f(w)〉
≤ γmk〈wmk − w,∇f(u)−∇f(w)〉.
In particular, since γmk > 0, we obtain
Df (w, xmk) ≤ 〈wmk − w,∇f(u)−∇f(w)〉.
In view of (5.16), we deduce that
lim
k−→∞
Df (w, xmk) = 0.
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This, together with (5.17), implies
lim
k−→∞
Df (w, xmk+1) = 0.
On the other hand, we have Df (w, xk) ≤ Df (w, xmk+1), ∀k ∈ N.
This ensures that xk → w as k →∞ by Lemma 2.1. 
6. Numerical example
In this section we discuss the direct application of Theorem 5.4 on a typical example on a real line.
Example 6.1. Let E = R, the set of all real numbers, C = [−1, 1], and let f : R −→ R be defined by
f(x) = 45x
2. Let T : C −→ C be defined by Tx = 15x. Setting {αn} = {n+14n }, {βn} = {n+15n },
{γn} = { 1500n},∀n ≥ 1. Consider the following:
E = R, C = [−1, 1], Tx = 1
5
x, f(x) =
4
5
x2, ∇f(x) = 8
5
x,
f∗(x∗) = sup{〈x∗, x〉 − f(x) : x ∈ E}, f∗(z) = 5
16
z2, ∇f∗(z) = 5
8
z,
αn =
n+ 1
4n
, βn =
n+ 1
5n
, γn =
1
500n
,
zn = αn∇f(xn) + (1− αn)∇f(Txn) = 16n+ 8
25n
xn,
yn = ∇f∗[βn∇f(xn) + (1− βn)∇f(zn)] = n+ 1
5n
xn +
4n− 1
5n
zn,
xn+1 = ∇f∗[γn∇f(u) + (1− γn)∇f(yn)] = u
500n
+
500n− 1
500n
yn.
Given initial values x1 = −0.8 and u = 0.1. Using the software Matlab 2017b, we have the following
Figure 1 and Table 1 which show that {xn}, {zn} and {yn} converge to w = {0} as n→∞.
Figure 1. Plotting of {xn}, {yn} and {zn} converge to w = {0} as n→∞
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No. of iterations zn yn xn ‖xn+1 − xn‖
1 -0.7680000 -0.7808000 -0.7790384 0.0209616
2 -0.6232307 -0.6699730 -0.6692031 0.1098353
3 -0.4996716 -0.5448800 -0.5444501 0.1247530
4 -0.3920041 -0.4301156 -0.4298505 0.1145996
5 -0.3026148 -0.3331513 -0.3329781 0.0968724
6 -0.2308648 -0.2546912 -0.2545730 0.0784051
7 -0.1745643 -0.1928520 -0.1927684 0.0618046
8 -0.1310825 -0.1449618 -0.1449006 0.0478678
9 -0.0978884 -0.1083355 -0.1082892 0.0366113
10 -0.0727704 -0.0805845 -0.0805484 0.0277408
11 -0.0538942 -0.0597097 -0.0596806 0.0208678
12 -0.0397871 -0.0440974 -0.0440733 0.0156073
13 -0.0292918 -0.0324755 -0.0324551 0.0116182
14 -0.0215131 -0.0238578 -0.0238402 0.0086150
15 -0.0157663 -0.0174887 -0.0174730 0.0063671
16 -0.0115322 -0.0127946 -0.0127805 0.0046925
17 -0.0084201 -0.0093435 -0.0093306 0.0034499
18 -0.0061375 -0.0068116 -0.0067997 0.0025309
19 -0.0044663 -0.0049576 -0.0049465 0.0018532
20 -0.0032449 -0.0036023 -0.0035919 0.0013546
21 -0.0023536 -0.0026130 -0.0026032 0.0009887
22 -0.0017039 -0.0018920 -0.0018827 0.0007205
23 -0.0012311 -0.0013671 -0.0013583 0.0005244
24 -0.0008874 -0.0009855 -0.0009771 0.0003812
25 -0.0006379 -0.0007084 -0.0007004 0.0002767
26 -0.0004569 -0.0005074 -0.0004997 0.0002007
27 -0.0003257 -0.0003618 -0.0003544 0.0001453
28 -0.0002309 -0.0002564 -0.0002493 0.0001051
29 -0.0001623 -0.0001803 -0.0001734 0.0000759
30 -0.0001128 -0.0001253 -0.0001187 0.0000547
31 -0.0000772 -0.0000857 -0.0000793 0.0000394
32 -0.0000515 -0.0000572 -0.0000510 0.0000283
33 -0.0000331 -0.0000368 -0.0000307 0.0000202
34 -0.0000200 -0.0000222 -0.0000163 0.0000144
35 -0.0000106 -0.0000118 -0.0000060 0.0000103
36 -0.0000039 -0.0000044 0.0000012 0.0000072
37 0.0000008 0.0000009 0.0000063 0.0000051
38 0.0000041 0.0000045 0.0000098 0.0000035
39 0.0000063 0.0000070 0.0000122 0.0000024
40 0.0000079 0.0000088 0.0000138 0.0000016
41 0.0000089 0.0000099 0.0000148 0.0000010
42 0.0000096 0.0000106 0.0000154 0.0000006
Table 1. Values of zn, yn and xn
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