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Abstract: This paper presents a new predictor-corrector method for finding a local minimum of a twice continuously 
differentiable function. The method successively constructs an approximation to the solution ctuve and determines a 
predictor on it using a technique similar to that used in trust region methods for unconstrained optimization. The 
proposed predictor is expected to be more effective than Euler’s predictor in the sense that the former is usually much 
closer to the solution curve than the latter for the same step size. Results of numerical experiments are reported to 
demonstrate the effectiveness of the proposed method. 
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1. In$roduction 
This paper presents a new continuation method for finding a local minimum of a twice 
continuously differentiable function. The continuation methods have extensively been studied in 
connection with the solution of a system of nonlinear equations and proved to be quite effective 
for enlarging the convergence region of iterative algorithms [2,3,7]. 
In a continuation method, we construct a one-parameter family of problems in which the 
problem under consideration is imbedded. Such a family of probiems may be called homotopy 
and its solution generally constitutes continuous curves in the product space of the variables and 
the parameter. Basic idea of the continuation method is to trace the curve, from a known point to 
the desired solution point. 
A typical technique of path following is a predictor-corrector1 method which is well known in 
the context of solving initial value problems. For example, welmay use Euler’s method to choose 
a predictor along the tangent direction at a point on the curve, and then apply Newton’s 
corrector in order to obtain a solution point on the curve. This method is very simple, but the 
corrector step may fail to converge when the step size used to determine the predictor is too 
large. 
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In this paper, we restrict our attention to the unconstrained minimization problems and 
propose aa effective m&od of locating a predictor near the solution curve. The method 
successively constructs a~ approximation to the solution curve and determines a predictor on it 
using a technique simila: to that used in the trust region methods [4,5,6,8] for unconstrained 
optimization. The proposed predictor is expected to be more effective than Euler’s predictor in 
the sense that the former is usually closer to the solution curve than the latter for the same step 
size. 
Consider the problem of finding a local minimum of a real valued function f on IV, 
min f(x), x E R”. (2 1) . 
This problem may be imbedded into a one-parameter family of problems as follows: 
min H(x, t), XEIR” (2 2) . 
where 
H(x, t) = tf(x) + [$(I - t>] I] x - Q ]] ‘1 
t is a scalar parameter, a is a stating point in W n, and ]] l 11 denotes the Euclidean norm. In (2.2), 
X=Q istheunique minimum of H( x, 0) and the minimum x* of f(x) also minknizes H( x, 1). 
Thus, we can expect to obtain the solution of the original problem (2.1) by numerically tracing 
the solution curve of (2.2) from t = 0 to t = 1. 
In dealing with the solution curve, it would be convenient to introduce the following 
equations: 
h(x, t) = w-f(x) + (1 - t)(x - a) = 0. (2 3) . 
Clearly, the solution curve of (2.2) satisfies the nonlinear equations (2.3). For each t, the 
Hessian of H with respect o x is positive semidefinite at the minimum point of (2.:). 
In the following, we shall suppose the stronger condition that vX h( x, t) = tc2f( x b t (1 - t ) I 
is positive definite on the solution curve. This assumption guarantees that the curve ~ntains no 
turning point with respect o t, that is, the solution curve is monot;nicalQi i;lcr:?siG; in t. 
Furthermore, it is assumed that the solution of (2.3) is a smooth curve of finite length which 
COMeCtS (a, 0) and (x*, 1). A sufficient condition for this is given in Theorem 1 of ‘Watson [9]. 
3. outline of the new method 
The method to be presented in this section aims at constructing a predictor which is 
sufficiently remote from the current point but is still near the solution path. 
Taking a quadr stic approximation of H(x, t) with respect o x at a point zk =ZI (xk, tk) on the 
solution curve of (2.3), we obtain the following formula: 
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The next equation is then derived from this approximation: 
h&(x, t)=t[Vf(xk)+V2f(xk)(x-xk)] +(l-t)(x-a)=O, (3 1) . 
where hk is the derivative of Hk with respect to x. Equation (3.1) is an approximation of (2.3) 
using the Hessian of f(x) at xk, and the point ( xk, tk) is clearly on the solution path of (3.1). 
Moreover, we can expect that the solution curve of (3.1) is much closer to the original solution 
curve as compared with the tangential (linear) approximation to the latter curve. This may be 
explained by the next example, 
f( ) X =+x3+x*-2x, XER. 
Taking (a, 0) = (0,O) as the kitial value, we get the homotopy 
H(x, t)=t(:x’+x*-2x)+[i(l-t)]x*, 
from which we obtain 
h(x, t) = tx* + tx - 2t + x = 0. (3 2) . 
T’hus, we have the approximate homotopy h’(x, t) at z” = (0,O) as 
h’(x, t)=t[vf(O)+v*f(O)(x-O)] +(l-t)x 
= -2t+tx+x. (3 3) . 
Let us find a point which is on the solution curve of the above approximate homotopy and is 
0 
0 
0 - solution path of (3.2) 
- solution path of (3.3) 
- - - - Euler predictor line 
Fig. 1. 
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at a distance of A0 from the current point z ‘. This may be done by solving the system of 
equations 
hO(x, I) = -2r+x+tx=O, ix*+t* =A’. (3 4) . 
If we put A0 = 1 and compute the solution of (3.4) for t ) 0, then we have (x, t) = (0.77,0.63) 
and h( x, t) = 0.37. 
We may also obtain a point z’= (x’, t’), which is at the same distance from z”, on the 
tangential approximation of the true solution path. This point corresponds to the Euler’s 
predictor using step size A’. By direct calculation, we get (x’, t’) = ($6, $6) and h( x’, t’) = 
0.75 (see Fig. 1). 
As illustrated by Fig. 1, the predictor obtained from (3.4) is much closer to the true solution 
curve than the Euler’s predictor. Indeed. the comparison of the values of h(x, t) for the both 
predictors supports this fact. 
As described above, the proposed method requires to find a point on the solution path of (3.1) 
in such a way that the distance from the current point zk is Ak. The point thus obtained is then 
adopted as a predictor. To obtain the predictor, we need to solve a system of nonlinear equations 
like (3.4) by some iterative method. We shall show that this may be done by utilizing a technique 
similar to that of the trust region method for unconstrained minimization. 
4. Description of the new algorithm 
In this section, supposing that zk = (xk, tk) is given on the solution curve of (2.3), we will 
state a method of calculating a new predictor. As suggested in the previous section, we need to 
solve the system of equations 
hk(x, t) = 0, llri x-x’Ii*+(t-tk)* =Ak. 
Let us consider the transformation 
(4 1) . 
y=x-Xk, s = t - tk. (4 2) . 
Substituting (4.2) into (3.1) and taking account of the fact that hk(x, t) = 0 at tk = fx”, tk), we 
may rewrite (3.1) as 
[(v*~(X~)-I)S+t~v*~(~~)+(l-t~)l]y=~[X~-v~(X~)-~]. 
Now, we introduce the notation 
(4 3) . 
B = v*f (x”) - I, A = tkv2f(xk) + (1 - t”)I, 
g=xk- vf(xk)-Q, a = I/s. 
Assuming s # 0, we obtain from (4.1) and (4.3) 
[B+aA]y=g, /llyl~“+l/a’=Ak. (4.4a,b) 
Equations (4.4a, b) form again a system with (n + 1) variables ( y, a) where y E R” and 
a E Iw. We present a procedure for solving (4.4), which is obtained by suitably modifying the 
technique in the trust region methods [5,6,8] for unconstrained optimization. 
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If we fix (Y and denote by y, the solution of (4.4a) with respect to y, then we have 
Y,=(B+aA)-lg. (4 5) . 
Further, putting 7’ = (y,, l/a), we may rewrite (4.4) as the one-dimensional equation 
II ifa II = Ak- (4 6) . 
Note that the matrix A is positive definite by the assumption given in section 2. It then follows 
that II XY II --) 0 as a --) 00. Moreover, it is easy to observe that ]I VQ I] + oo as a --) 0. Thus, (4.6) 
has a positive solution a. Consequently, since a = l/s, it follows from (4.2) that there exists a 
solution (x, t) of (4.1) such that t > t k. Because our aim is to trace a solution curve of (2.3) 
which is monotonic increasing in t, we are merely interested in the positive solutions a of (4.6 ,. 
To solve (4.6), we may apply any of the existing algorithms for solving nonlinear equations. 
However, More and Sorensen [S] suggest hat it is more efficient to apply Newton’s method to 
the equivalent equation 
$44 = 0 
where + is defined 
(4 7) . 
+(a) = Wk - WI E II- 
As noted in [6], the function + behaves almost linearly near a solution of (4.6). The iteration rule 
of Newton’s method for (4.7) is as follows: 
a+=a -#tar+(a)= 
To obtain an explicit formula of (4.8), let us note that 
d II xx II /da = (72 II v, II NdEx/d~) 
= (VII y, II (y,TPY*/dal - l/a3 > 
= -(1/llY,ll)[Y~(B+aA)-‘Ay,+l/a3}* 
Taking account of (4.9), we have 
(4 8) . 
(4 9) . 
[ II Ya iI 2 
da)-‘da) = \ d ll Ja II/da 
II Ya II 2 =- 
, u,‘( B + aA)-‘Ay, + l/a3 
). ( llmlll~~)_ (4.10) 
Therefore, the iteration rule (4.8) can be expressed in terms of y, and a. 
Note that (4. I) may have more than one positive solutions. From the viewpoint of numerical 
stability, it is recommended to find the largest of them, because it corresponds to the solution of 
(4.1) with the smallest t such that t > t k. Thus, in the Newton iterations (4.8), it seems 
appropriate to choose the starting point as a0 = max(O, -X, ), where X, is the smallest 
eigenvalue of A - 1/2BA - ‘j2. 
Once the predictor is found, we then execute the corrector step by the following procedure: 
Let fk = (ak, P) be the predictor obtained by solving (4.1), i.e., 
81 k 
x =xk +y,, t^k = tk + s, (4.11) 
where s = l/a and a is the solution of (4.7) (cf. (4.2)). 
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Fig. 2. 
Let Tk be the hyperplane which is orthogonal to the approximation path (3.1) at point 2&. 
Then the next point zkrl is determined as a pint at which the hyperplane Tk intersects the true 
solution path (see Fig. 2). Specifically, let us denote the ith row of the Jacobian vhk( Zk) by 
( pi, %), where pi E R n and Ti E W, i.e., 
vhk(2k) = [i”v2f(xk) + (1 - ?k)~, vf(xk) + v2f(xk)(ak - xk) - (nk - a)] 
‘Pl 71’ 
P2 72 
= . 
i 
l . . . 
i i, 
Then the hyperplane Tk consists of points (x, t) represented by 
x=zk+ i wipi, 
n 
t=fk+ c wiq (4.12) 
i=l i=l 
where w = ( wl, H’~,= l 0, wn) E Wn. Substituting (4.12) into (2.3), we have the equation in varia- 
bles w 
fi(w)=o, (4.13) 
where 6 is defined by 
~‘+ ~ Wipi, t^k+ ~ Wi7i 
i = 1 i = 1 
The next point zk+l =(xk+l, fk+l ) is then obtained by computing the solution of (4.13) and 
substituting it into (4.12). In our computation, we adopt Newton’s method with initial point 
w = 0 in order to solve (4.13). 
So far, we have not mentioned how to determine the step size Ak. Of course, if we can select Ak 
to be large, then the total number of steps to reach the solution (x*, 1) is small. However, when 
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Ak is excessively large, the obtained predictor may be too remote from the true solution curve to 
guarantee convergence of the Newton iteration in the corrector step. Therefore, we have to adjust 
the value of Ak so as to ensure convergence of the corrector step while trying to reduce the total 
computational effort. This may be done systematically as follows [1,3]: Let N be the maximum 
number of iterations for the Newton corrector, and let pi and & be real numbers such that 
0 < /3i < r8, < 1, e.g. n = 
WO, wl, w*,= l *, 
5, & = 0.3, p2 = 0.7. Suppose the Newton corrector generates points 
which transform via (4.10) into the sequence u”, ul, u*, l l l in llV+‘, i.e. 
,-L r 2’ + i W{pi, fk + i W{Ti ) I j=o, 1,2 ,.... (4.14) 
\ i- 1 i = 1 I 
First we check if I] u* - u1 11 > b2 ]I u1 - u” I]. If this inequality holds, we set Ak = $Ak and return 
to the predictor step (Step 1 in the algorithm described below). Otherwise, we continue the 
Newton iteration. If it fails to converge within N iterations, then we also halve Ak and return to 
the predictor step. On the other hand, if convergence is obtained, i.e., if I] h( uj) II becomes 
sufficiently small for some j G N, then we set the next point zk+i = uj and proceed to the next 
major iteration. In this event, we set Ak+l -- 2Ak if ]I u* - u1 11 < pi I] u1 - u” I], and we set 
Ak + 1 = Ak otherwise. 
On termination of the algorit.hm, we have two points zk = (xk, tk) and zk+l = (xk+l, tk+‘) 
on the solution curve of (2.3) such that tk < 1~ t k+l Because the solution of (2.1) corresponds . 
toapoint z*=( x*, 1) on the curve, we may naturally obtain a good approximation t = (X, 1) to 
z * by interpolating zk and zk+ ‘, i.e., 
X= - I( tk+l - l)Xk -t (1 - tk)xk+‘)/(tk+’ - tk). (4.15) 
It is further possible to compute the exact solution x* of (2.1) by applying Newton’s method to 
the equation vf( x) = 0 with initial point X. 
Summarizing the preceding discussion, we can state the new predictor-corrector method of 
tracing the solution curve as follows: 
Algorithm 
Step 0. Choose A0 > 0 and a E IR”. Set z” = (x0, to) = (a, 0) and k = 0. 
Step I (Predictor step). To determine a value of (Y satisfying (4.6), solve the equation (4.6) by 
applying Newton’s iteration (4.8), where the explicit formula of +‘(QL)-$((Y) is given by (4.9). If 
the iteration is convergent and a solution (Y of (4.6) is obtained, then we determine the predictor 
point z^k = (a’, ik) by (4.11) where y, is given by (4.5). Otherwise, we halve Ak and repeat this 
step with the new value of Ak. 
step 2 (Corrector step). Solve the equation (4.13) by Newton’s method. If the Newton’s 
iteration converges and a solution w of (4.13) is found, then we determine zk+’ = (xk+‘, tk+‘) 
by substituting the values of Wi into (4.12) and select a value of Akc ’ according to the rule 
described above. Otherwise, we halve Ak and return to step 1. 
Step 3. If tk+l 2 1 then stop. Otherwise, set k = k + 1 and return to Step 1. 
Comments. (1) As mentioned previously, it is appropriate to choose the starting point a0 of 
Newton’s iteration for the equation (4.7) in Step 2 as a0 = max( 0, -X, ), where X, is the 
smallest eigerivalue of A - l/*BA -l/* In our numerical experiments given in the next section, we . 
computed those eigenvalues by using subroutine DSEIGl -which was contained in the Scientific 
Subroutine Library (SSL) available at the Data Processing Center, Kyoto University. 
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(2) Newton’s iteration (4.8) requires the calculation of the vector (B + aA)-‘Ay, which 
appears in (4.10). In our numerical experiments, we computed this vector by solving the system 
of linear equations 
[B+aA]q:=Ay, 
using subroutine DLAX which was also contained in SSL. 
(3) The Newton’s iteration in Step 1 may be terminated when the difference of two successive 
values of LY becomes less than some threshold value. This value was set at 10B3 in our numerical 
experiments. 
(4) In the Newton correction in Step 2, it seems suitable to choose the starting point as w = 0. 
In our computational experiments, we terminated the Newton iteration when uj given by (4.14) 
SatiSfkd 
11 h(d) 11 < lo-* 
for some j < ,!V. 
4. Nuntericd experiments 
We solved two problems in order to test the proposed algorithm. The first problem is taken 
from [4, p. 331. The second is called Colville problem number 4 and has proved to be difficult to 
solve by some minimkation methods [9]. The experiments were carried out for some starting 
points and the results were compared with those of a path following method using Euler’s 
predictor. The computer program was written in FORTRAN IV and the runs were &made on a 
FACOM-M382 computer at the Data Processing Center, Kyoto University. 
Example 4.1. 
f(x)=x,4+x,x*+ (1 +x2)*. 
This function has a minimum x* = (0.6959, -1.3479). The computational results for starting 
Table 1 
Jhmple 1: The proposed method ( A0 = 1) 
her. t Xl x2 
0.0 15.0 25.0 
0.0001 14.0000 24.9940 
0.0004 12.C~fa 24.9724 
0.0136 5.4967 24.2277 
0.0364 2.9847 20.6251 
0.1812 2.1768 16.6894 
0.4397 1.2976 8.7234 
0.8510 0.7591 0.7440 
1.5656 0.8062 - 7.2240 
35 msec (CPU time) 
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Table 2 
Example 1: The method with Euler’s predictor ( A0 = 1) 
Iter. t Xl x2 
0 0.0 15.0 25.0 
1 0.0001 14.OOOo 
2 0.0004 12.0001 
3 0.0034 8.0023 
4 0.0340 4.1462 
5 0.0709 3.2160 
6 0.1621 2.2936 
7 0.2733 1.7586 
8 0.5814 1.0439 
9 0.8015 0.7946 
10 1.0900 0.6868 
24.9940 
24.9724 
24.7990 
23.1532 
21.3438 
17.4274 
13.4630 
5.4983 
1.5118 
- 2.4776 
32 msec (CPU time) 
Table 3 
Example >: The proposed method (A0 = 5) 
Iter. I Xl x2 
0 0.0 15.0 25.0 
1 0.0096 6.0753 24.4482 
2 0.1032 2.7835 19.8745 
3 0.2296 1.9335 14.9290 
4 0.6080 1.0054 4.9584 
5 1.3215 0.7279 - 5.0150 
28 msec (CPU time) 
Table 4 
Example 1: The method with Euler’s predictor (A0 = 5) 
Iter. 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
35 msec (CPU time) 
t Xl x2 
0.0 15.0 25.0 
0.0012 10.0003 24.9232 
0.0183 5.0320 23.9730 
0.0600 3.4180 21.8653 
0.1127 2.6858 19.4612 
0.2415 1.8823 14.5179 
0.4076 1.3691 9.5459 
0.6279 0.9782 4.5655 
0.9312 0.7171 - 0.4194 
1.3612 0.7399 - 5.4041 
point x0 = (15, 2s) are shown in Tables 1.4. The CPU time reported in the Tables includes every 
task required to implement the algorithm described in the previous section. For A0 = 1, the 
number of iterations for the proposed algorithm is smaller than that for the method using Euler’s 
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predictor, but the former spends more CPU time than the latter. For A0 = 5, the proposed 
algorithm clearly outperforms the Euler’s method with respect o both CPU time and the number 
of iterations. 
4.2 
f(x) = lOO(x,- x12)* + (1 - x1)2 + 90( xq - x,2), + (1 - x$ 
+10.1((x2 - l)* + (x4 - 1)2) + 19.8(x, - 1)(x4 - 1). 
This function has a minimum X* = (1.0, 1.0, 1.0,l.O). The computational results for starting 
Table 5 
ExmpIe 2: The proposed method (A0 =l) 
Iter. t Xl X2 x3 x4 
0 0.0 0.0 0.0 0.0 0:o 
1 0.0783 0.7971 0.6636 0.7953 0.6639 
2 0.8567 0.9967 0.9938 0.9967 0.9938 
3 1.8560 1.0092 1.0173 1.0092 1.0172 
29 msec (CPU time) 
T&de 6 
Example 2: The met&d with Euler’s predictor ( A0 = 1) 
Iter. t Xl X2 x3 x4 
0 0.0 0.0 0.0 0.0 0.0 
1 0.0044 0.0104 0.0858 0.0103 0.0901 
2 0.0154 0.1282 0.1419 0.1197 0.1506 
3 0.0622 0.7479 0.5954 0.7455 0.5957 
4 0.2254 0.9352 0.8829 0.9348 0.8830 
5 1.4363 1.0060 0.0114 1.0060 1.0113 
34 msec (CPU time) 
Table 7 
Example 2: The proposed method ( A0 = 1) 
Iter. t x1 x2 x3 x4 
0 0.0 2.0 - 2.0 2.0 - 2.0 
1 0.0005 1.2601 - 1.6583 1.2938 - 1.6789 
2 0.0107 0.5809 - 0.2315 0.5922 - 0.2644 
3 0.0682 0.7273 0.4672 0.7292 0.4635 
4 0.7828 0.9919 0.9831 0.9919 0.9830 
5 1.7804 1.0131 1.0274 1.0131 1.0276 
41 msec (CPU time) 
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Table 8 
Example 2: The method with Euler’s predictor ( A0 = 1) 
Iter. 
0 
1 
2 
3 
4 
5 
6 
7 
t 
0.0 
0.0004 
0.0096 
0.0217 
0.0561 
0.1467 
0.5615 
1.5711 
Xl 
2.0 - 
1.3281 
0.5860 
0.5843 
0.6938 
0.8538 
0.9774 
1.0108 
x2 X1 XA 
- 2.0 2.0 - 2.0 
- 1.7075 1.3611 - 1.7258 
- 0.2824 0.5981 - 0.3174 
0.0647 0.5907 0.0461 
0.3999 0.6962 0.3948 
0.7085 0.8545 0.7075 
0.9532 0.9775 0.9531 
1.0227 1.0108 1.0228 
44 msec (CPU time) 
Table 9 
Example 2: The proposed method (A0 = 3) 
Iter. t Xl x2 X3 X4 
0 0.0 2.0 - 2.0 2.0 - 2.0 
1 0.0282 0.6030 0.1610 0.6080 0.1472 
2 0.1838 0.8839 0.7666 0.8844 0.7659 
3 1.6309 1.0115 1.0242 1.0115 1.0243 
32 msec (CPU time) 
Table 10 
Example 2: The method with Euler’s predictor (A0 = 3) 
Iter. t Xl x2 x3 x4 
0.0 2.0 -- 2.0 2.0 - 2.0 
0.0009 1.0329 - 1.4402 1.0660 - 1.4703 
0.0074 0.6044 - 0.4139 0.6190 - 0.4532 
0.0245 0.5917 0.1098 0.5974 0.0934 
0.1026 0.7981 0.6029 0.7993 0.6010 
0.2391 0.9138 0.8251 0.9142 0.8247 
0.5867 0.9796 0.9577 0.9797 0.9576 
2.1078 1.0157 1.03,30 1.0158 1.0333 
50 msec (CPU time) 
points x0 = (0, 0, 0, 0) and x0 = (2.0, - 2.0, 2.0, - 2.0) are given in Tables 5-10. In all cases, the 
proposed method worked more effectively than the method using Euler’s predictor. 
It is noted that, in both examples, we were able to obtain the exact solutions by applying 
Newton’s method to the equation vf( x j = 0 with initial point X given by (4.15). 
Computation of the proposed predictor is costly, compared with the ordinary Euler’s predic- 
tor. However, as shown by the above examples, this drawback may be compensated by the fact 
that the proposed method usually requires a smaller number of steps to reach the solution than 
the method using Euler’s predictor. Therefore, it can be expected that the proposed method 
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protides a useful tool for solving unconstrained minimization problems by the path following 
techniques. 
The authors would like to express their appreciation to Professor H. Mine, Kyoto University 
for his valuable questions and suppori. 
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