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Clinical and epidemiological studies have indicated that elevated intra-individual variability 
(IIV) of reaction time (RT) is a trait phenomenon that indexes vulnerability for a number of 
clinical conditions, including schizophrenia. Persons classified as at-risk of developing 
psychotic disorder also exhibit increases in IIV, which has led to suggestions that IIV may 
represent a potentially useful risk marker for psychosis. However, many aspects of this 
relationship remain unstudied. My aim in presenting this thesis and its component studies 
was to determine the robustness of the relationship from IIV to two manifestations of 
schizophrenia liability—psychotic-like experiences (PLE) and schizotypy. In Chapter 2, the 
predictive validity of IIV for PLE during adolescence was assessed using birth-cohort data. 
Elevated IIV on a stop-signal task at 15 years of age predicted suspected or definite PLE at 
18 years of age, with stronger associations for frequent and severe classifications of PLE. 
Elevated IIV at age 15 also predicted the presence of more persistent PLE. There were no 
associations between any measures of IIV at age 13 and PLE classifications or trajectories. 
Chapter 3 investigated whether elevations in IIV were stronger for PLE or schizotypy, and 
whether relationships were due to affective dysregulation. Increases in IIV were more 
strongly associated with PLE than schizotypy, to a greater extent for complex than simple RT 
tasks. Associations between IIV and PLE did not appear to be due to affective distress. In two 
studies presented in Chapter 4, I sought to determine whether cognitive control mediated the 
relationship between IIV and subclinical psychosis. Here, mediation depended on whether 
self-report or performance-based measures of cognitive control were used. In Study 1, there 
were consistent relationships between the assessed constructs of self-reported executive 
dysfunction, schizotypy, and IIV. Self-reported executive dysfunction appeared to mediate 
the relationship between IIV and schizotypy. In Study 2, elevations in IIV were associated 
with poorer performance on an executive task battery, and endorsement of PLE. However, 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
iii 
cognitive control was not associated with PLE occurrence, nor did it mediate the relationship 
between IIV and risk status. Throughout the thesis, IIV did not appear to be consistently 
related to specific expressions of subclinical symptoms. Overall, these findings suggest that 
IIV is somewhat uniquely able to index liability to psychosis and may represent an interface 
between cognitive functioning and psychotic symptoms. However, its utility as a clinical 
marker appears limited.  
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Chapter 1: General Introduction 
Part One: A Brief Introduction to Subclinical Psychosis 
Experiences such as hallucinations and delusions are well documented throughout 
history. Until the nineteenth century these phenomena were ascribed to supernatural entities, 
such as gods or demons (Kelleher, Jenner, & Cannon, 2010). Today, these experiences are 
generally seen as pathological and symptoms of mental illness. However, recent findings 
have challenged our understandings of psychotic phenomena.  
Early conceptualisations of psychotic illness emphasised boundaries, both between 
the healthy and those afflicted with mental illness, and between types of mental illness 
themselves (Bleuler, 1911/1950; Kraepelin, 1919/1971; Schneider, 1959). In essence, 
psychotic and other psychiatric disorders were seen as categorical, able to be differentiated 
based on diagnostic criteria. This notion factored in the development of diagnostic 
frameworks such as the Diagnostic System of Mental Disorders (DSM; American Psychiatric 
Association, 1952) and International Classification of Diseases (ICD-10; World Health 
Organization, 1992a).  
The approach of forming diagnostic boundaries around psychotic illnesses has merit. 
The signs and symptoms of psychotic illness can be used to assign persons to discrete, 
exclusive categories that are distinct from normal human experience (Potuzak, Ravichandran, 
Lewandowski, Ongür, & Cohen, 2012). This delineation ensures that these disorders are 
readily identifiable, by comparing an individual’s presentation against a checklist of 
symptom criteria. These criteria provide a way to simplify communication between 
practitioners and to assist in decision-making regarding treatment (Kraemer, Noda, & O'Hara, 
2004). In brief, explicit criteria allow for the reliable labelling of symptom combinations and 
provide a basis for practice and research into psychopathology (van Os et al., 1999). 
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However, psychotic phenomena are not limited to psychotic disorders (American 
Psychiatric Association, 2013). They occur in mood disorders (i.e., Bipolar Affective 
Disorder, Major Depressive Disorder), personality disorders, and organic diseases (American 
Psychiatric Association, 2013; World Health Organization, 1992a). Consistent, replicated 
findings have demonstrated that psychotic phenomena are common within the general 
population. They are reported by individuals who do not meet diagnostic thresholds for 
psychosis (Kretschmer, 1926; Meehl, 1962). Furthermore, in non- or subclinical populations, 
psychotic phenomena share neurodevelopmental and environmental risk factors (Kelleher & 
Cannon, 2011) and patterns of co-morbidity with schizophrenia (van Os et al., 1999). They 
also predict later transition to psychotic disorder (Poulton et al., 2000; van Os, Hanssen, Bijl, 
& Vollebergh, 2001; van Os, Linscott, Myin-Germeys, Delespaul, & Krabbendam, 2009).  
Such findings contributed to the development of alternative conceptualisations of 
psychosis-related phenomena in the general population. These include the taxonic (Meehl, 
1962) and dimensional models of schizotypy (Claridge, 1997), as well as the extended 
psychosis phenotype (van Os et al., 2009). Copious research has explored the aetiology and 
consequences of psychotic phenomena in general population or high-risk samples. Compared 
to research with clinical populations, these studies avoid or minimise confounds such as the 
effects of medication, institutionalisation, and neurocognitive decline associated with 
psychotic illness (Nelson, Seal, Pantelis, & Phillips, 2013). They also manage to circumvent 
issues with motivation or cognitive ability that may result from acute symptoms in 
medication-naïve patients experiencing their first episode of psychotic illness (e.g., Barch et 
al., 2001; Barch, Carter, MacDonald, Braver, & Cohen, 2003).  
In summary, research into subclinical psychosis is an exciting, clinically relevant 
avenue that may increase our knowledge of the determinants and aetiology of psychotic 
illness. The following section explores this research framework, firstly by describing the 
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challenges to the categorical conceptualisation of schizophrenia, and secondly by evaluating 
models of subclinical psychosis. 
Schizophrenia and psychotic illness. Schizophrenia is a debilitating disorder 
affecting approximately 0.7% of the population (Tandon, Keshavan, & Nasrallah, 2008). The 
typical age of onset is during late adolescence or early adulthood (Messias, Chen, & Eaton, 
2007), with frequent life-long chronicity and significant costs to the individual, their family, 
and society in general (Knapp, Mangalore, & Simon, 2004; J. C. Saunders, 2003). The life 
expectancy of an individual diagnosed with psychotic illness is up to 20 years less than the 
general population, due to increased risk of suicide and physical health problems (Chang et 
al., 2011; Hannerz, Borgå, & Borritz, 2001; Laursen, Munk-Olsen, & Vestergaard, 2012). 
Due to these factors, schizophrenia is a leading cause of disease-related disability throughout 
the world, and is estimated to account for 2.5% of total disability-adjusted life years and 
4.5% of the total years lost due to disability in persons aged 15 to 44 years (World Health 
Organization, 2001).  
The diagnostic concept of schizophrenia is currently characterised by an array of 
symptoms—hallucinations, delusions, thought disorder, bizarre behaviour, social withdrawal, 
and/or difficulties with activities of daily living (American Psychiatric Association, 2013). 
Three categories bind this breadth of symptoms. Positive symptoms describe an 
embellishment of normal experience and include hallucinations and delusions. Negative 
symptoms contrast with positive symptoms, in that they reflect a decrease in normal 
functions. They may refer to lack of motivation (avolition), poverty of speech (alogia), an 
inability to experience pleasure (anhedonia), or social withdrawal. The final category, 
disorganised symptoms, refers to formal thought disorder (inferred from incoherent speech, 
or word salad), and outbursts of bizarre or agitated behaviour (American Psychiatric 
Association, 2013).  
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The basis of our current understanding of psychotic disorders began with the work of 
Emil Kraepelin (1919/1971). Kraepelin labelled the constellation of behaviours he observed 
in mental asylums as dementia praecox, reflecting his belief that the disorder was a type of 
early onset dementia (Marenco & Weinberger, 2000). Eugene Bleuler (1911/1950) later 
validated Kraepelin’s observations, although he disagreed that this rapid cognitive 
disintegration constituted dementia. Instead, he coined the term schizophrenia, which means 
a splitting of the mind. Bleuler’s description of the disorder influenced the diagnostic criteria 
for schizophrenia listed in the initial edition of the DSM (American Psychiatric Association, 
1952). Kurt Schneider (1959) further developed these criteria, in describing first-rank 
symptoms—auditory hallucinations and delusions. These formed a key part of diagnostic 
criteria from the DSM-III (American Psychiatric Association, 1980) through to the current 
DSM-5 (American Psychiatric Association, 2013), as well as informing the ICD-10 (World 
Health Organization, 1992a).  
Challenges to categorical classifications of schizophrenia. Critiques of categorical 
approaches to psychotic illnesses have been longstanding (Rado, 1953) and have often been 
incorporated into revised diagnostic texts. For instance, the Kraepelinian dichotomy, which 
divides psychotic illness from bipolar disorder, was hugely influential on early classification 
systems. However, evidence of common aetiological and clinical elements between affective 
and psychotic disorders led to the development of the schizoaffective disorder diagnosis in 
the DSM-III-R (American Psychiatric Association, 1987; Murray et al., 2004). The DSM-5 
further de-emphasises distinctions between schizophrenia and other psychotic disorders 
(American Psychiatric Association, 2013). In addition, gradients and dimensional elements 
are incorporated into diagnostic criteria for psychotic illnesses, in an apparent attempt to 
capture heterogeneity in symptom profile and outcome (Heckers et al., 2013).  
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Despite these accommodations, there are a number of unresolved issues with the 
current categorical conceptualisation of psychotic illnesses. One example of a fundamental 
issue involves the heterogeneity within and the overlap between diagnoses. There are five 
characteristic symptoms of schizophrenia under the DSM-5 diagnostic criteria— 
hallucinations, delusions, disorganised speech, catatonic or disorganised behaviour, and 
negative symptoms (American Psychiatric Association, 2013). Only two of these five 
symptoms need be present for a valid diagnosis, with one being either a positive symptom or 
disorganised speech. An implication of this is the possibility that two persons could receive 
an identical diagnosis yet share no symptoms at all (Beck, Rector, Stolar, & Grant, 2011). 
Further, as mentioned earlier, many of these characteristic symptoms are found in other 
psychiatric conditions, including bipolar disorder, severe depression, and personality 
disorders (American Psychiatric Association, 2013). This substantial heterogeneity and 
overlap have led to controversy over whether a dimensional view of symptoms is more 
appropriate than a categorical one (Kendell, 1991). 
A further limitation is the assumption of stability for the diagnosis of a psychotic 
disorder (McGorry, Allott, & Jackson, 2009). A patient may first present with non-specific 
psychological difficulties during a prodrome before developing psychotic symptoms. After 
psychotic symptoms have developed, this patient may meet criteria for a number of 
categorical diagnoses not limited to psychotic disorders. It may not be until a person has 
relapsed multiple times with persistent disability that a stable diagnosis can be made 
(McGorry et al., 2009). Thus, as a patient may meet criteria for a number of different 
disorders across their lifetime, psychotic disorders do not appear to be temporally stable. 
There is a tendency for diagnostic criteria to represent the most chronic and 
debilitating presentations of a disorder. The initial exemplars for many disorders, including 
schizophrenia, were asylum patients (Bleuler, 1911/1950; Kraepelin, 1919/1971; Schneider, 
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1959). The use of severe cases when initially describing a disorder can lead to a selection bias 
termed Berkson’s fallacy. In brief, patients are more likely to be hospitalised if they report a 
number of symptoms, rather than just one. This bias may lead a clinician to incorrectly 
conclude that these symptoms are related in the general population, rather than being 
independently related to the chance of hospitalisation (Berkson, 1946). It has been suggested 
that Berkson’s fallacy may apply to schizophrenia, with positive and negative psychotic 
symptoms representing independent determinants for help-seeking behaviour (Maric et al., 
2004). Rather than truly clustering together, there may be an additive effect that results in the 
combination of positive and negative symptoms being more frequently seen by clinicians, 
and thus grouped together in diagnostic criteria (Allardyce, Suppes, & van Os, 2007).  
Finally, despite a myriad of studies into the physiological correlates of schizophrenia, 
no objective diagnostic tests yet exist, and diagnosis still relies on symptoms and observable 
signs (American Psychiatric Association, 2013; Insel, 2010; Light & Makeig, 2015; Wing & 
Agrawal, 2003; World Health Organization, 1992a). This reliance on signs and symptoms has 
occurred despite overwhelming evidence that certain physiological or genetic factors are 
related to illness risk and expression (Potuzak et al., 2012). These limitations of categorical 
conceptualisations of psychotic disorders have likely hampered diagnosis, treatment, and 
research into psychotic disorders. By emphasising a categorical approach, the true nature of 
the psychosis phenotype may have been obscured. 
The continuum of psychosis. 
Some terminology. These challenges to traditional descriptions of psychotic disorder 
contributed to the development of alternative models of psychosis—including the taxonic 
(Meehl, 1962) and dimensional models of schizotypy (Claridge, 1997), and the extended 
psychosis phenotype (van Os & Linscott, 2012). As with categorical conceptualisations, 
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dimensional models of psychosis and psychotic disorder have met with theoretical criticism. 
However, prior to evaluating these approaches, it is important to discuss some terminology.  
Much of this thesis relates to the presentation of positive psychotic experiences—
comprising delusions, hallucinations, and bizarre experiences—in the general population. 
When discussing the presentation of these symptoms in the absence of a diagnosis, I will use 
the term psychotic-like experiences (PLE). When discussing them with respect to persons 
diagnosed with psychotic illness, they will be termed positive symptoms. Within the 
literature, PLE are also known as psychosis-like symptoms (PLIKs; Kelleher & Cannon, 
2011; Zammit et al., 2009), anomalous experiences (Garety, Kuipers, Fowler, Freeman, & 
Bebbington, 2001), or subclinical psychotic experiences (van Os et al., 2009). PLE fall below 
the threshold of what might lead to diagnosis of a psychotic disorder, and so are considered 
within the range of human experience. The incidence of PLE is determined by a range of self-
report or interview measures, such as the Community Assessment of Psychic Experiences 
(CAPE; Konings, Bak, Hanssen, van Os, & Krabbendam, 2006) and the interview for 
psychosis-like symptoms (PLIKSi; Addington, Stowkowy, & Weiser, 2015; Horwood et al., 
2008).  
Schizotypy is another term related to schizophrenia-liability in the general population, 
that is bound to taxonic (Meehl, 1962) and dimensional (Claridge, 1997) models of 
schizophrenia. In brief, schizotypy represents a set of personality traits distributed among the 
general population that index a latent liability to schizophrenia. Schizotypy traits may include 
behavioural, neurocognitive, or psychopathological features related to this liability (Claridge, 
1997; Meehl, 1962). Schizotypy appears to exhibit a three-factor structure (Wuthrich & 
Bates, 2006). These three factors (cognitive-perceptual, interpersonal, and disorganised) 
mirror the three symptom dimensions for schizophrenia (positive, negative, and disorganised; 
Liddle, 1987; Wuthrich & Bates, 2006). Psychometric measurement of this latent construct is 
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typically achieved using psychometric measures such as the Oxford–Liverpool Inventory of 
Feelings and Experiences (O-LIFE; Mason & Claridge, 2006), the Schizotypal Personality 
Questionnaire (SPQ; Raine, 1991), or the Chapman schizotypy scales (Chapman, Chapman, 
& Kwapil, 1995). 
Schizotypy—a taxonic approach. The taxonic approach to psychosis is based on the 
work of Paul Meehl (1962), who posited that phenotypic variation in the population is 
underpinned by a non-arbitrary latent class, or taxon. Meehl proposed that this taxon 
represents approximately 10% of the general population. Using a term coined by Sandor 
Rado (1953), he labelled this population group “schizotypes”. It was suggested that 
schizotypes have a genetic liability toward developing schizophrenia, which manifests as a 
neurointegrative defect termed schizotaxia. According to Meehl (1962), this inherited 
liability interacts with environmental influences and polygenic potentiators (e.g., 
introversion, anxiety) and leads to various degrees of decompensation from minor 
impairment to diagnosable schizophrenia (Lenzenweger, 2006). Thus, schizotaxia is required, 
but not sufficient, to bring about psychotic illness.  
Meehl’s approach led to the creation of the diathesis–stressor model of schizophrenia, 
in which a genetically influenced aetiology could lead to different variants of presentation—
from full-blown psychosis to subtle behavioural phenotypes that reflect genetic liability. 
These heritable markers were termed endophenotypes, a measurable component “along the 
pathway between disease and distal genotype” (Gottesman & Gould, 2003, p. 636). The 
taxonic approach is sometimes termed quasi-dimensional because the phenotype exists along 
a continuum from apparent normality through to psychosis, despite the categorical nature of 
the genetic vulnerability (Claridge, 1997; Meehl, 1962, 1990).  
Schizotypy—a dimensional approach. In contrast to Meehl’s model, Gordon 
Claridge’s (1997) dimensional model proposed that schizotypy is a component of normal 
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personality that is continuously distributed throughout the population. This view has lent 
itself to a concept of benign schizotypy, which is a neutral expression of schizotypal 
personality that contributes adaptively to creativity and rewarding spiritual beliefs (Rawlings, 
Williams, Haslam, & Claridge, 2008). Claridge (1997) argued that schizotypal traits do not 
directly indicate risk for decompensation into mental illness. Rather, it is only when high 
levels of schizotypy combine with other environmental or genetic potentiators that an 
individual may be considered at risk of psychosis. In this way, the dimensional model 
suggests that psychotic illness arises from a breakdown in the otherwise normal functioning 
of a biological system, rather than from an inherited affliction.  
Contentions and overlaps between approaches. There is a degree of contention as to 
whether schizotypy is taxonic or dimensional in the general population (see Beauchaine, 
Lenzenweger, & Waller, 2008; Bentall, 2006; David, 2010; Grant, Green, & Mason, 2018; 
Kaymaz & van Os, 2010; Lenzenweger, 2010, 2015; Linscott, Lenzenweger, & van Os, 
2010; Potuzak et al., 2012). A large body of empirical research appears to support 
discontinuity at the latent level, either represented by a single taxon, or a threshold above 
which liability occurs (Lenzenweger, 2015). The majority of this evidence for the taxonic 
model comes from taxometric analyses, a statistical procedure used to resolve the underlying 
structure of latent constructs (Korfine & Lenzenweger, 1995; Lenzenweger & Korfine, 1992; 
Linscott et al., 2010; Morton et al., 2017). In taxometric studies of normal population 
samples, the estimated prevalence of schizotaxia falls within the range suggested by Meehl 
(1990). However, others have concluded that there is no clear discontinuity within the 
population (Rawlings et al., 2008; Taylor, Freeman, & Ronald, 2016), and that the prevalence 
of PLE in otherwise healthy populations is much higher than Meehl predicted (Hanssen, Bak, 
Bijl, Vollebergh, & Van Os, 2005; Nelson et al., 2013).  
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Both the taxonic and dimensional approaches share some common features. These 
approaches similarly suggest that liability to psychotic disorder and its related dispositional 
phenotype can be inherited (Grant, Munk, Kuepper, Wielpuetz, & Hennig, 2015; 
Lenzenweger, 2006). This is captured by the concept of schizotaxia in the taxonic model, 
which argues that phenotype-generating processes are either present or absent (Meehl, 1962). 
Although the dimensional view argues that schizotypy is continuously distributed in all 
individuals, this distribution is the result of a multitude of genetic loci that interact (Grant et 
al., 2013) and are additive (Grant et al., 2015). Within both models, schizotypic variance is 
explained through the interaction of these genes with polygenic and environmental 
potentiators (Barrantes-Vidal, Grant, & Kwapil, 2015). The taxonic and dimensional 
approaches provide a framework that has considerable utility for research into psychotic 
disorders, as it limits confounding effects of medication, institutionalisation, and 
neurocognitive decline that commonly affect studies of clinical groups (Nelson et al., 2013) 
The extended psychosis phenotype. More recently, psychosis research has explored 
the distribution of PLE in the general population—agnostically termed the extended 
psychosis phenotype (van Os & Linscott, 2012). Broadly, this symptom-focused approach to 
studying PLE in the general population falls within a precision medicine research strategy 
advocated by the Research Domain Criteria (RDoC) project launched by the National 
Institute of Mental Health (Insel, 2014). This precision approach focuses on core features 
(e.g., positive symptoms), which cross several diagnostic categories, in an attempt to better 
predict prognosis and guide treatment within mental health practice. This is evidently 
appropriate for studies into psychotic symptoms, which are spread over a myriad diagnostic 
categories and associated with different syndromal clusters, in combination with various 
neurocognitive and motivational deficits (Kaymaz & van Os, 2010).  
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Ernst Kretschmer (1926) first suggested that PLE might commonly occur in the 
general population, by proposing that “endogenous psychoses are nothing other than marked 
accentuations of normal types of temperament” (p. 118). Extending this concept, the presence 
of PLE “may be seen as a function of the degree to which the distribution of a continuous 
phenotype, measurable in both healthy and ill individuals, is shifted toward higher values” 
(van Os et al., 2009, p. 179). A suggested distribution of the psychotic continuum is half-
normal, with most people experiencing no or very few symptoms (van Os et al., 2009). 
Moving along this continuum, people are thought to differ with respect not only to frequency 
and intrusiveness of psychotic symptoms, but also the presence of factors that increase their 
need for care (Kaymaz & van Os, 2010), with diagnosis occurring once a certain threshold 
has been reached. Thus, though rates of diagnosis for psychotic disorder are low, the 
prevalence of PLE may be relatively common in non-clinical populations.  
As with models of schizotypy, primary evidence for the extended psychosis 
phenotype includes high rates of PLE reported by the public. The greatest prevalence of PLE 
in the general population occurs during development, with a median of 17% for childhood 
samples (9 to 12 years), decreasing to 7.5% for adolescent samples (13 to 18 years; Kelleher, 
Connor, et al., 2012). This coincides with a window of vulnerability for the development of 
psychotic disorders—as age of onset, though diverse, typically peaks in late adolescence and 
early adulthood (Tandon, Nasrallah, & Keshavan, 2009). In a recent meta-analysis of studies 
derived from 35 cohorts, the median prevalence of psychotic symptoms in the general 
population was estimated at 5.3% (van Os et al., 2009). However, rates varied across the 
cohorts and studies used in this analysis, with the reported interquartile range for prevalence 
between 1.9% and 14.4%. A repeat of this meta-analysis, drawing on prevalence and 
incidence rates from up to 61 cohorts, described similar results (Linscott & van Os, 2013). It 
was determined that design factors, such as the sample size or assessment method used, 
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contributed substantially to the variance in prevalence rates. However, regardless of cohort 
age and size or whether assessment was conducted with self-report or clinical interview, 
prevalence rates of psychotic symptoms were found to be consistently higher than clinical 
rates of psychotic disorder (van Os & Linscott, 2012).  
Correlates and consequences of subclinical psychosis. 
Psychotic-like experiences and psychopathology. Epidemiological research has 
substantially contributed to the understanding of the comorbidities and consequences of PLE. 
The presence of PLE during development frequently foreshadows the development of a 
psychotic disorder in later life. A pivotal paper based on data from the Dunedin 
Multidisciplinary Health and Development Study examined whether self-reported PLE at 11 
years predicted schizophreniform disorder at 26 years (Poulton et al., 2000). Poulton et al. 
(2000) found that children who reported PLE were five to 15 more likely than non-endorsers 
to be diagnosed with a psychotic disorder at 26 years of age. This finding was replicated 
using data from the Avon Longitudinal Study of Parents and Children (ALSPAC) birth 
cohort, where it was found that the risk of psychotic disorder at age 18 was greater in 
children with suspected (OR = 5.7) or definite (OR = 12.7) PLE at age 12 (Niarchou, 
Zammit, & Lewis, 2015). Another birth cohort study based in Queensland, Australia, found 
that auditory hallucinations at age 14 were strongly associated with non-affective psychosis 
at 21 years of age (Welham et al., 2009).  
PLE also appear to be useful markers and indicators of later psychopathology more 
broadly (H. L. Fisher et al., 2013; Poulton et al., 2000). PLE demonstrated associations with 
distress and co-morbidity with symptoms of depression in a community sample of 
adolescents and young adults (Armando et al., 2010). Several studies have demonstrated that 
psychotic experiences are related to concurrent and subsequent suicidal ideation (DeVylder, 
Lukens, Link, & Lieberman, 2015; Kelleher, Cederlöf, & Lichtenstein, 2014; Lindgren et al., 
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2017; Nishida et al., 2010) and suicide attempts (DeVylder et al., 2015; Kelleher et al., 2013; 
Martin, Thomas, Andrews, Hasking, & Scott, 2015). Auditory hallucinations are suggested to 
have stronger associations with psychopathology than other types of PLE. Dhossche, 
Ferdinand, van der Ende, Hofstra, and Verhulst (2002) found that adolescents who reported 
auditory hallucinations had greater risk of later developing a depressive or substance use 
disorder when compared to controls or those endorsing visual hallucinations. Furthermore, a 
study using a general population sample found that auditory hallucinations, but not delusions 
or visual hallucinations, were related to need for psychiatric care (Bak et al., 2005). Finally, 
Welham et al. (2010) found that auditory hallucinations were more strongly related to later 
onset of psychotic disorder than either delusions or visual hallucinations.  
Risk factors across the continuum. A number of investigations have made apparent 
the overlap of the extended psychosis phenotype with schizophrenia risk factors and 
correlates. Established longitudinal risk factors for psychotic disorders that are associated 
with PLE include childhood trauma (Kelleher et al., 2008; Schreier et al., 2009), cannabis use 
(Harley et al., 2010; Moore et al., 2007), urbanicity (van Os & Linscott, 2012), family history 
of mental illness (Polanczyk et al., 2010), motor problems (Kounali et al., 2014), obstetric 
complications (Zammit et al., 2009), sleep difficulties (H. L. Fisher et al., 2014; Thompson et 
al., 2015), and social functioning (Kounali et al., 2014). Persons with PLE have a similar 
pattern of comorbid diagnoses as schizophrenia patients (van Os et al., 2009). PLE and 
psychotic disorder also share a myriad adverse correlates, including alcohol dependence 
(Johns et al., 2004), unemployment and relationship problems (McGrath et al., 2015; Scott, 
Chant, Andrews, & McGrath, 2006), poor social functioning (Kelleher, Devlin, et al., 2014), 
and low household income (McGrath et al., 2015).  
Neurocognitive deficits along the continuum. Common neurocognitive deficits also 
exist for subclinical and diagnosable expressions of psychosis. Neurocognition refers to 
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cognitive functions including memory, perception, attention, visuospatial ability, and 
executive functioning. These functions have associations with specific areas or networks in 
the brain. Neurocognitive deficits refer to a reduction or impairment of these functions, 
presumed to arise due to neurological changes in these areas.  
Some widely-studied neurocognitive risk markers for psychotic disorder include 
measures of attention, working memory, and processing speed (Glahn et al., 2007; Gur et al., 
2006). It is well established that individuals with schizophrenia demonstrate impairments on 
tasks assessing these neurocognitive functions (Heinrichs & Zakzanis, 1998; Reichenberg & 
Harvey, 2007). Subtle yet significant deficits in these domains may also be exhibited 
prodromally (Heinrichs & Zakzanis, 1998) or during a first episode of psychosis (Townsend, 
Malla, & Norman, 2001).  
There also appears to be a significant impairment of executive functioning during a 
first episode of psychosis, as assessed by tasks that require the ability to initiate a strategy, 
inhibit responses, and shift cognitive set (Riley et al., 2000). These executive deficits are 
progressive, as they can precede the development of psychosis (Cannon et al., 2002; 
Cornblatt, Lenzenweger, Dworkin, & Erlenmeyer-Kimling, 1992; Reichenberg et al., 2006). 
Executive deficits are also present, though to a lesser degree, in otherwise healthy relatives of 
persons with schizophrenia (Sitskoorn, Aleman, Ebisch, Appels, & Kahn, 2004) and during a 
psychosis prodrome (Carrión et al., 2013; Hawkins et al., 2008; Lencz et al., 2006; Wood et 
al., 2003). As a result of these findings, neurocognitive deficits, and specifically executive 
deficits, are argued to be a primary deficit of schizophrenia that can also index liability for 
the disorder (Knowles, David, & Reichenberg, 2010). 
Some research has focused on the specific relationship between subclinical psychosis 
and neurocognitive deficits. Numerous studies have provided evidence that PLEs are 
associated with mild cognitive impairments in adolescence (Blanchard et al., 2010; Calkins et 
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al., 2014; Gur, Keshavan, & Lawrie, 2007; Kelleher et al., 2013) and adulthood (Mollon et 
al., 2016). Notably, effect sizes for neurocognitive deficits in studies of PLE appear larger 
than in studies of schizotypy (Chen, Hsiao, & Lin, 1997; Park & McTigue, 1997). The profile 
of hypofrontality in schizophrenia has been replicated in functional magnetic resonance 
imaging (fMRI) studies of adolescents who report PLE (Friston & Frith, 1995). However, 
there is a lack of consensus as to whether the profile of cognitive impairments for PLE differs 
from that found in psychotic disorders, particularly with respect to processing speed deficits 
(Kelleher et al., 2013; Mollon et al., 2016).  
The sheer range of environmental and behavioural risk markers under investigation 
illustrates a key point about the search for behavioural indicators of mental illness. It is 
unlikely that a single risk marker will be sufficient to index liability to a disorder—rather, a 
configuration of markers, each with small and unique effects, may be required (Ritsner, 
2009). The development of such an integrated panel first requires the identification and 
characterisation of these candidate markers, alongside tests of the robustness of their 
relationship to at-risk states.  
In this thesis, I explore the relationship of subclinical psychosis, indexed by PLE and 
schizotypy, to a potentially useful neurocognitive marker—intra-individual variability (IIV) 
of reaction time (RT). Studies into the significance of IIV to psychosis specifically, and 
psychopathology more broadly, have occupied a recent and modest area of the literature. 
However, this belies a long history between the two constructs—particularly as RT studies 
led to the development of psychology into a rigorous scientific discipline. I shall review the 
history and the development of RT paradigms prior to discussing the specific clinical, 
theoretical, and methodological significance of IIV, and its relationship to schizophrenia and 
subclinical psychosis. 
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Part Two: Intra-Individual Variability 
The rise, fall, and rise of mental chronometry. Mental chronometry, or the study of 
RT, is said to have facilitated the development of psychology into a quantitative and 
experimental science (Jensen, 2006). The development of RT paradigms in the early 
nineteenth century provided researchers with the first and closest non-invasive interface 
between brain and behaviour. As a result, scientists could study psychology both 
differentially, focusing on differences in RT between individuals, and experimentally, 
manipulating various external conditions to elicit changes in RT for an individual. This 
development in methodology led pioneering psychologist Wilhelm Wundt to state that mental 
chronometry had supplanted introspection as a methodology for investigations of the mind 
(Blumenthal, 1985).  
For centuries, many scholars believed that the speed of thought was nearly 
instantaneous, and that action was driven by an indivisible mind separate from the body 
(Boring, 1950). In 1850, Hermann von Helmholtz proved these notions incorrect, through an 
elegant modification of techniques used to measure ballistic speeds. Helmholtz (1850) used 
dissected frogs to investigate transmission velocity in motor neurons, and reported an 
estimate not dissimilar to those found today (cited in Schmidgen, 2002). He later estimated 
nerve conduction velocity in humans, although it was difficult to do so with dissected limbs. 
To circumvent this methodological issue, Helmholtz created the simple RT (SRT) paradigm. 
In his version, subjects would respond to a weak electric shock to a limited space of skin by 
moving their hand or teeth (Schmidgen, 2002). Helmholtz described a surprising constancy in 
his results, leading him to deduce that the entire process had distinct components with stable 
durations. He described the three components using the metaphor of a telegraph machine—
the transmission of the “message of an impression”, the cognitive processes of “perceiving 
and willing”, and the transmission of the “message” back to the muscle (Schmidgen, 2002, p. 
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144). He inferred that stimulating different parts of the body would only alter the first 
component, and through a subtractive method discerned that the speed of neural propagation 
was approximately 60 m·s-1 (Posner, 1978). 
These findings spurred a rapid growth in studies of mental chronometry. One branch 
of research involved an extension of Helmholtz’s telegraph metaphor. In his attempts to 
estimate “the duration of mental processes” (Donders, 1969, p. 426), Franciscus Donders 
established two other RT paradigms, alongside a modified version of Helmholtz’s SRT using 
an auditory stimulus (Jensen, 2006). He described the SRT response as an instructed reflex, 
reasoning that subjects simply had to detect the stimulation and execute a response. Donders 
also measured RTs involving choice and discrimination. The choice RT task (CRT) required 
a subject to respond to two distinct stimuli with two distinct responses, such as with their 
right hand to a right foot stimulation, or their left hand to a left foot stimulation. The 
discrimination RT task (DRT) required the subject to respond to a positive stimulus and to 
inhibit responding to all other stimuli—for example, to respond with their right hand to a 
right foot stimulation, and to withhold responding to a left foot stimulation.  
Donders applied a subtractive method to these paradigms in order to measure the 
duration of specific mental operations. He posited that the DRT required stimulus 
discrimination only, whereas the CRT required the subject to correctly select a response, as 
well as discriminate between stimuli. According to Donders, the difference between the DRT 
and CRT corresponded to time required for response selection. Further, by subtracting the 
SRT from the DRT, he could estimate the time required for cognitive process of stimulus 
discrimination (Donders, 1969; D. E. Meyer, Osman, Irwin, & Yantis, 1988).  
Other psychologists were enthusiastic about Donders’ subtractive method. Donders’ 
research influenced Wilhelm Wundt to establish the world’s first psychological laboratory in 
Leipzig, in order to discern distinct stages of information processing (Blumenthal, 1985). 
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Cattell (1886) followed suit with progressively bolder attempts to “determine the speed of 
thought” (as cited in Jensen, 2006, p. 4). Critically, this area of research relied on the 
assumption of pure insertion, which suggests that mental processes can be added to a simpler 
paradigm without altering the pre-existing components (Pachella, 1974; Sternberg, 1969). 
Oswald Külpe, one of Wilhelm Wundt’s students, demonstrated that this assumption was 
flawed. He noted how the addition of a mental task contributed to differences in how a 
participant allocated their attention or prepared their responses, which led to further changes 
in their RT (as cited in D. E. Meyer et al., 1988). This convincing rejection of the subtractive 
method meant that the use of mental chronometry in experimental psychology all but 
disappeared.  
Wundt and his colleagues in Leipzig paid little attention to differences in RTs 
between subjects, which was considered noise and thus averaged out over a number of 
participants (Jensen, 2006). In contrast, Sir Francis Galton in London embraced these 
differences between persons. He sought to determine the association between RT outcomes 
and intelligence, measured using the proxy of occupation—work that led to his being credited 
as being the founder of differential psychology (Buss, 1976; Jensen, 2002). After testing 
approximately 10,000 individuals, he concluded that occupational categories differed very 
little in visual and auditory RT (as cited in Jensen, 2006), and gave up on this line of 
investigation. Other investigators similarly failed to describe individual differences in RTs 
(Sharp, 1899; Wissler, 1901). The results of these studies were cited in many textbooks as 
evidence that differences in simple indices like RTs were not related to higher mental 
abilities such as intelligence (Deary, 1994).  
These early failures were treated as devastating evidence against the notion that 
mental chronometry could play a role in differential or experimental psychology (Jensen, 
2006). For half a century, chronometric exploration of experimental or differential 
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psychology was rare (D. E. Meyer et al., 1988). It took the introduction of mathematical 
theories of information (Shannon, 1948; Shannon & Weaver, 1949) and statistical techniques, 
such as the analysis of variance (R. A. Fisher, 1919; Rao, 1992), to revive the field and, 
interestingly, to find significant results in Galton’s original work (Jensen, 2006). Today, 
psychological research commonly uses classical and contemporary RT paradigms, reflecting 
the continued relevance of mental chronometry to the fields of neurocognition, 
psychopathology, and schizophrenia. 
Reaction time and schizophrenia. Despite some differences in their descriptions of 
schizophrenia, Kraepelin and Bleuler referred to deficits in attention as key components of 
the disorder. For instance, Bleuler states that the “facilitating as well as the inhibiting 
properties of attention are equally disturbed” (Bleuler, 1911/1950, p. 168). Similarly, 
Kraepelin (1919/1971) noted that persons with schizophrenia “lose both inclination and 
ability on their own initiative to keep their attention fixed for any length of time” (p. 69). This 
relationship was briefly investigated using RT paradigms in the early 19th century (E. B. 
Saunders & Isaacs, 1929; Scripture, 1916; Wells & Kelley, 1922), and then more robustly 
researched over four decades by David Shakow and his colleagues (for review see 
Nuechterlein, 1977). The work of Shakow, and the proliferation of studies that followed, 
seemed to demonstrate a general rule—patients with schizophrenia display increased RT 
relative to controls on a wide variety of tasks, with increasingly slowed performance as task 
complexity increases (Schatz, 1998). This finding replicated so frequently that increased RT 
was considered a hallmark of cognitive deficiencies associated with schizophrenia (King, 
1991; Nuechterlein, 1977; Schatz, 1998; Steffy & Waldman, 1993).  
Some authors proposed that this trend of increased RT with task complexity reflected 
a generalised cognitive inefficiency in schizophrenia, rather than domain-specific deficits 
(Gjerde, 1983; Yates, 1966). Later meta-analysis of 40 RT studies found that a general 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
20 
slowness of information processing accounted for 87% of variance in task performance 
(Schatz, 1998). However, additional variance was accounted for by task type, with the 
greatest reductions found on tasks involving selective inhibition and attention, such as the 
Stroop task (Carter, Robertson, & Nordahl, 1992), the continuous performance test (CPT; 
Nuechterlein, Dawson, & Green, 1994; Rosvold, Mirsky, Sarason, Bransome Jr., & Beck, 
1956), the go/no-go task (Nuechterlein, 1983), the oddball task (Rockstroh, Müller, Wagner, 
Cohen, & Elbert, 1994), and the n-back task (Carter et al., 1998). This pattern is distinctive 
from other groups with significant cognitive slowing, such as in older adults. In these 
populations, generalised slowing was suggested to almost exclusively account for variance in 
RT performance.  
Domain specific deficits have been observed in the first-degree relatives of patients 
with psychotic illness (Erlenmeyer-Kimling & Cornblatt, 1978; Rutschmann, Cornblatt, & 
Erlenmeyer-Kimling, 1977). This dysfunction is suggested to be moderately heritable (Chen 
et al., 1998; Cornblatt & Malhotra, 2001), stable (Liu et al., 2002), correlated with 
schizotypal traits (Gooding, Matts, & Rollmann, 2006; Lenzenweger & Korfine, 1994), and 
predictive of the onset of schizophrenia (Erlenmeyer-Kimling et al., 2000). This suggests that 
executive deficits may partly account for increases in IIV for those either diagnosed with or 
at risk of developing psychotic disorder.  
Limitations of mean reaction time. Research into RT slowing in schizophrenia 
forms part of a broad literature that has contributed to our understanding of psychological 
phenomena by emphasising measures of central tendency. However, the use of mean 
summaries of variability is frequently criticised. When within-person variation on a measure 
is large, the mean can lead to incorrect estimates of group differences (Hultsch & 
MacDonald, 2004). The mean may also be a misleading summary of multimodal, 
exponential, or skewed distributions (Balota & Yap, 2011). If using the mean, a researcher 
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may incorrectly conclude that no significant differences exists between two visibly different 
distributions. Figure 1 demonstrates that visible differences in the tail of the distribution do 
not typically result in changes to the mean. These findings have particular relevance to RT 
distributions which are almost exclusively positively skewed (Luce, 1986).  
 
 
As well as poorly describing the data, measures of central tendency may be less 
clinically relevant than other outcome data. This limited utility is perhaps best demonstrated 
by the worst-performance rule in intelligence testing, which suggests that the worst RT trial is 
more predictive of intelligence than other portions of the RT distribution (G. E. Larson & 
Alderton, 1990). Although the mechanisms underlying the worst performance rule have yet 
to be outlined, it has been found for a variety of tasks and participants (Coyle, 2003). 
Similarly, the individual standard deviation (iSD) of RT has larger negative correlations than 
mean RT to psychometric measures of intelligence (Jensen, 2006; G. E. Larson & Alderton, 
Figure 1. Possible differences in distributions and the underlying influences on estimates 
of the mean. Adapted from “Moving Beyond the Mean in Studies of Mental Chronometry: 
The Power of Response Time Distributional Analyses,” by D.A. Balota and M.J. Yap, 
2011, Current Directions in Psychological Science, 20(3) , p. 161. Copyright 2011 by the 
American Psychology Association. 
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1990). These findings led to the examinations into the utility of variability as a clinical 
measure.  
A taxonomy of variability. Broadly, variability is a construct that can exist between 
or within persons (Nesselroade & Cattell, 1988). Between-person variability, or diversity, 
focuses on the assessment of differences between individuals or groups on a single task, and 
constitutes the bulk of psychological research (MacDonald, Nyberg, & Backman, 2006). 
Statistically, there are generally two ways to conceive of within-person variability. Firstly, 
consistency is a term that describes variability of an individual’s performance over separate 
occasions, and is akin to test-retest reliability (L. R. Goldberg, 1978). Secondly, dispersion is 
the variability of performance by a single person across trials on one occasion (MacDonald et 
al., 2006).  
Within-person variability may also exist in a number of forms over the lifespan. The 
processes of neuromaturation, aging, and complex skill acquisition are examples of an 
enduring variability that takes place over months or years. In contrast, fluctuations in mood 
or attention reflect a short-term lability that occurs over minutes, seconds, or days (Li, 
Huxhold, & Schmiedek, 2004). Short-term variability can be either adaptive or maladaptive 
(Ram & Gerstorf, 2009). People exhibit adaptive variability on tasks that require some 
strategy use. For instance, an individual may exhibit learning gains after exposure to a task 
(plasticity), variability as they explore different strategies (diversity), or recovery by adapting 
when optimal performance is challenged (adaptability; Li, Huxhold, et al., 2004). In contrast, 
random processing fluctuation around a maximum level of functioning indicate a maladaptive 
form of variation (MacDonald, Li, & Backman, 2009). Variability in RT performance across 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
23 
trials during a single testing occasion, or dispersion, is the focus of this thesis. From here, this 
type of within-person variability is referred to as IIV1. 
The measurement of intra-individual variability. Initially, the iSD was relied on as 
a summary statistic of IIV, reflecting its popularity as a measure of variability (Jensen, 2006). 
However, results from theoretical investigations indicated that iSD was confounded by the 
mean in several descriptive RT distributions (Wagenmakers & Brown, 2007). Control for 
mean RT in studies of RT variability typically involves two approaches. The first involves 
partialing out mean RT during regression analyses of iSD and other variables (Nesselroade & 
Salthouse, 2004). The second, and perhaps more popular option, involves the calculation of 
an individual coefficient of variation (iCV), which is found by simply dividing the iSD by 
mean RT (Lewontin, 1966). As a result, if the iSD increases linearly with mean RT, the iCV 
will remain constant. Some studies have found that their results depend on whether the metric 
used is iSD or iCV (Birkett et al., 2007; Kaiser et al., 2008). However, with no consensus as 
to which measure more accurately indexes IIV, some authors suggest that studies should 
report findings for both measures (Bellgrove, Hester, & Garavan, 2004; Birkett et al., 2007; 
Kaiser et al., 2008; Stuss, Murphy, Binns, & Alexander, 2003).  
Both partialing out mean RT or calculating iCV tacitly assume a linear and invariant 
relationship between mean RT and iSD (Wagenmakers, Grasman, & Molenaar, 2005). While 
some research has supported this assumption (Wagenmakers & Brown, 2007), other studies 
have found the mean–iSD relationship varies across age groups and individuals, particularly 
in aging populations (Schmiedek, Lövdén, & Lindenberger, 2009). Despite these limitations, 
many studies still use these methods, particularly when participants are young or raw RT data 
                                                 
1 Within the psychosis literature, IIV has been used to refer to inconsistency across a battery of neurocognitive 
tests (Roalf et al., 2012; Cole et al., 2011), and to variable activity in electroencephalography studies (Callicott 
et al., 2003; Shin et al., 2015). As these definitions do not cohere with the focus of this thesis, they will not be 
referred to further. 
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are unavailable. When appropriate, however, indices of variability derived from other models 
of RT data supplant these mean estimates. 
Alternative models of reaction time distribution. A fundamental criticism of 
summary statistics such as the mean RT and iSD is that they inadequately describe the shape 
of an RT distribution. A normal (or Gaussian) distribution satisfactorily fits many natural 
phenomena, and thus the mean and standard deviation describes them completely. However, 
for non-symmetrical distributions, the mean and standard deviation do not adequately 
represent observed data. RT distributions are almost exclusively positive skewed, and this 
skew increases with task complexity. These characteristics are found so consistently as to be 
described as a law of RT distributions (Luce, 1986; Ratcliff, 2002). Outcome measures such 
as the mean, iSD, or iCV are generally unable to index the inherent asymmetry of this data 
(Balota & Yap, 2011).  
The diffusion model. This limitation has led to a variety of alternative methods for 
the analysis of RT distributions. One approach is to use cognitive process models to estimate 
measures of central tendency and variability, alongside other parameters suggested to 
underlie performance in RT tasks. The most popular of these models is the diffusion model 
(Ratcliff, 2002; Ratcliff & Murdock, 1976). The diffusion model is a sequential sampling 
model that derives estimates from response time and accuracy in two-choice response time 
tasks. The model assumes that a participant continuously accumulates information during a 
trial until they reach a response boundary, when they initiate a positive or negative response. 
Stimulus characteristics and individual differences in processing efficiency influence the 
mean rate of accumulation of information, or drift rate. In an experiment, the drift rate would 
vary depending on the difficulty of the experimental condition. There is also variability in the 
drift rate during each trial, which leads to either variable response times or errors.  
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The diffusion model has been modified over time to be more useful in experimental 
situations (Wagenmakers, van der Maas, & Grasman, 2007). However, it still has limited 
applicability in research and clinical practice. The diffusion model is only appropriate for 
two-choice RT tasks, and cannot model paradigms that are more complex. Further, the 
number of trials directly influences the precision of results. This has resulted in many 
experimenters using several thousands of trials per participant (Lerche, Voss, & Nagler, 
2017), which can lead to long administration times and considerable fatigue. Although the 
diagnostic possibilities of this model have been promoted (Lerche & Voss, 2017), the 
developers equally acknowledge the practical constraints, particularly with clinical 
populations characterised by attentional deficits (White, Ratcliff, Vasey, & McKoon, 2010). 
The ex-Gaussian model. Due to these methodological restrictions, many researchers 
use descriptive distributions to summarise RT distributions (van Zandt, 2000). Suggested 
models include the ex-Gaussian and Gumbel distributions, and shifted distributions with a 
parameter-dependent lower bound such as the lognormal, Wald, and Weibull (Cousineau, 
Brown, & Heathcote, 2004; Heathcote, Brown, & Cousineau, 2004). The ex-Gaussian 
distribution in particular is described as having excellent fit to empirical RT distributions 
(Matzke & Wagenmakers, 2009; Ratcliff & Murdock, 1976). The parameters from ex-
Gaussian distributions are more robustly and efficiently extracted than those of either the 
Gumbel or shifted distributions (Brown & Heathcote, 2003; Heathcote, Brown, & Mewhort, 
2002). Finally, the RT literature almost exclusively uses it as a descriptive distribution. As 
such, it will be the sole focus of this review.  
The ex-Gaussian distribution is a positively skewed unimodal amalgam of an 
exponential and Gaussian distribution (Luce, 1986; van Zandt, 2000). Figure 2 shows how 
the exponential and Gaussian distributions combine to generate this skewed distribution. 
Three parameters described the ex-Gaussian distribution: mu (μ) and sigma (δ), the mean and 
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the standard deviation of Gaussian component, and tau (τ), the mean of the exponential 
component. Broadly, increases in mu represent general slowing, and increases in sigma 
represents increased variability of the Gaussian component. Larger tau values indicate greater 
positive skew, and an increased number of slowed responses. These components combine to 
describe different aspects of the ex-Gaussian distribution using the following equations: 
𝑚𝑒𝑎𝑛 = μ +  τ, 
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =  δ2 + τ2, 
and 
𝑠𝑘𝑒𝑤 =  2τ3. 
 
 
Figure 2. Gaussian (A), exponential (B), and ex-Gaussian (C) distributions along with 
parameter estimates. For illustrative purposes only. Adapted from “Word Frequency 
Repetition, and Lexicality Effects in Word Recognition Tasks: Beyond Measures of 
Central Tendency,” by D.A. Balota and D.H. Spieler, 1999, Journal of Experimental 
Psychology: General, 128, p. 33. Copyright 1999 by the American Psychology 
Association. 
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Multiple programs are available to extract ex-Gaussian parameters. Continuous 
maximum likelihood estimation has been historically used for parameter extraction 
(Heathcote, 1996; van Zandt, 2000). The reliable extraction of RT distribution parameters 
using this method requires 100 observations. Recently, this method has been superseded by 
quantile maximum likelihood estimation (Heathcote et al., 2002). Quantile maximum 
likelihood estimation extracts parameters based on quantiles rather than raw data and requires 
as few as 30 observations for reliable estimates. Perhaps surprisingly, parameters extracted 
using this method are shown to have reduced bias and variance compared to those estimated 
using continuous maximum likelihood (Cousineau et al., 2004; Heathcote et al., 2004; 
Heathcote et al., 2002).  
Descriptive plots. In contrast to parametric analyses, descriptive plots require no 
assumptions about theoretical distributions or cognitive processes of the data. Three 
commonly used techniques in the RT literature include the delta, quantile, and centile plot 
(Balota & Yap, 2011). These interrelated techniques may be understood as graphical 
representations of the overall RT distribution of participants within an experimental group 
(Tse, Balota, Yap, Duchek, & McCabe, 2010). The current thesis uses quantile plots. This 
technique involves separating equal proportions of rank-ordered observations into a pre-
determined number of bins and calculating the average RT of each bin. Theoretical 
investigations have determined that changing a single ex-Gaussian parameter while other 
parameters are held constant leads to unique effects on the shape of quantile distributions 
(Balota & Yap, 2011). Thus, cautious inferences may be made from quantile plots presented 
in isolation from parametric analyses (Balota & Yap, 2011).  
Clinical significance of intra-individual variability. From the perspective of 
classical test theory, IIV was historically viewed as a nuisance or statistical artefact 
(Gulliksen, 1950). Initial research findings utilising iSD as an index of IIV served to oppose 
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that view. It became apparent that iSD on RT tasks was of substantial magnitude and 
exhibited test–retest reliability (Hultsch, MacDonald, Hunter, Levy-Bencheton, & Strauss, 
2000; Nesselroade & Salthouse, 2004). This led to the suggestion that IIV may be interpreted 
as a trait-like attribute of an individual (Nesselroade & Salthouse, 2004).  
A body of research in both the experimental and differential psychology literature has 
investigated IIV. This includes efforts to understand how IIV changes across the lifespan and 
relates to various psychopathologies. Behavioural or neuronal studies indicate elevations in 
iSD and iCV are associated with poor physical health (Wu et al., 2011), mortality 
(Batterham, Bunce, Mackinnon, & Christensen, 2014), traumatic brain injury (Stuss, Pogue, 
Buckle, & Bondar, 1994), mild cognitive impairment or dementia (Hultsch et al., 2000), and 
epilepsy (Bruhn & Parsons, 1977). Genetic, imaging, and functional studies have also been 
used to investigate further the neural correlates of IIV. This review will be constrained to 
reviewing findings related to PLE and aspects of the literature that inform the methodology 
or potential inferences of this thesis.  
Structural brain correlates of intra-individual variability. Initial lesion studies 
suggested some regional specificity for elevated IIV to frontal and prefrontal regions. For 
example, persons with lesions to the dorsolateral prefrontal cortex and superior medial frontal 
cortex exhibit elevated iSD and iCV relative to healthy controls or individuals with non-
frontal lesions (Stuss et al., 1994), with variability increasing with task complexity (Stuss et 
al., 2003). These findings converge with reports that persons with frontotemporal dementia 
exhibit greater variability than patients with Alzheimer’s disease, after controlling for disease 
severity (Murtha, Cismaru, Waechter, & Chertkow, 2002).  
Some studies have investigated the relationship between white matter volume and 
IIV. Quantitative measurements of corpus callosum volume can be used to make inferences 
about white matter integrity (Pfefferbaum, Rosenbloom, Serventi, & Sullivan, 2002). In a 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
29 
study of older adults with cognitive disorders, elevations in an iCV-like metric were 
associated with smaller corpus callosum volume (Anstey et al., 2007). Further, there were 
larger associations for the anterior corpus callosum than other regions, consistent with 
reported links between the frontal lobes and IIV. Frontal white matter hyperintensities in 
older adults were also specifically associated with elevated iCV on CRT tasks, but not with 
other measures of cognitive functioning, such as global functioning or perceptual speed 
(Bunce et al., 2007). This suggests IIV reflects a localised rather than generalised cognitive 
deficit, which maps onto frontal regions specifically.  
Functional neuroanatomy of intra-individual variability. The functional 
neuroanatomy of elevated IIV was first studied using a go/no-go task in a healthy adult 
sample (Bellgrove et al., 2004). A go/no-go task is analogous to a DRT, in that an individual 
must respond to a go stimulus and inhibit responses to a no-go stimulus. Within the go/no-go 
task, trials are typically presented rapidly, with go trials occurring more frequently than no-go 
trials. It is suggested that this manipulation elicits prepotent motor activity for the go trial, 
which then has to be inhibited for no-go trials. As a consequence, the go/no-go task is 
generally considered a test of response inhibition (Gomez, Ratcliff, & Perea, 2007).  
Findings indicated that elevated iCV on the go/no-go task was associated with 
increased bilateral activation of the dorsolateral prefrontal cortex (Bellgrove et al., 2004). 
There was more activation of this area during no-go than go trials, with the magnitude of 
activation positively correlated with iCV. As no-go trials require more inhibitory control than 
go trials, this finding indicated that inhibitory control relates to dorsolateral prefrontal cortex 
function. Negative correlations between iCV and the percentage of successfully inhibited 
responses reported in this study further bolsters this finding. 
There has also been investigation into the functional connectivity between the 
dorsolateral prefrontal cortex and the default mode network (DMN). The DMN is a group of 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
30 
medially-located regions, including the posterior cingulate, medial prefrontal cortex, and 
precuneus. These areas are primarily active when individuals are resting, or when mind-
wandering occurs (Binder et al., 1999). DMN activity negatively correlates with activity in 
areas associated with executive functioning or cognitive control (Binder et al., 1999; Raichle 
et al., 2001; Weissman, Roberts, Visscher, & Woldorff, 2006). That is, DMN activity is 
suppressed when one is engaged in a task that requires increased activity of the dorsolateral 
prefrontal cortex and other areas associated with cognitive control (Castellanos et al., 2008). 
A failure to suppress DMN activity has been associated with lapses in attention (Weissman et 
al., 2006), and poor task performance in persons diagnosed with attention deficit 
hyperactivity disorder (ADHD; Castellanos et al., 2008). 
The relationship between IIV and DMN suppression was studied using the Eriksen 
flankers task, a CRT where the stimulus is flanked by distractors (Eriksen, 1995). Quicker 
and more accurate responses are recorded when these flankers are congruent to the stimulus 
than when they are incongruent. This task is generally considered to assess inhibitory control 
(Drollette et al., 2014). Studies using this task report that increased iSD and iCV is related to 
weaker negative associations between the DMN and prefrontal cortex (Kelly, Uddin, Biswal, 
Castellanos, & Milham, 2008).  
A later study used a computerised Stroop task, in which three words (i.e., “RED”, 
“GREEN”, or “BLUE”) were displayed in a congruent (e.g., the word “GREEN” in green 
font) or incongruent (e.g., the word “GREEN” in red font) manner. The Stroop task is 
considered to assess inhibitory control, with faster and more accurate responses found for 
congruent than incongruent trials (Botvinick, Carter, Braver, Barch, & Cohen, 2001). 
Increases in sigma and tau during this task were related to insufficient DMN suppression 
(Fassbender, Scangos, Lesh, & Carter, 2014). These results suggest that elevated IIV not only 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
31 
relates to the functioning of specific cortical areas, but to the functional relationship between 
these regions.  
Genetic correlates of intra-individual variability. Genetics research provides further 
evidence of the relationship between the frontal regions and IIV. Within the frontal cortex, 
the catechol O-methyltransferase (COMT) enzyme is responsible for dopamine degradation 
(Mattay et al., 2003). Neurocomputational models indicate that dopamine affects information 
processing by modulating synaptic activity and enhancing the signal-to-noise ratio in cortical 
regions (Li & Lindenberger, 1999; Oades, 1985; Servan-Schreiber, Bruno, Carter, & Cohen, 
1998). Within these models, reduced dopamine activity leads to increased neural noise, which 
manifests as increased IIV on RT tasks. Two broad variants of the COMT gene exist in the 
human population. Due to higher enzymatic activity, carriers of the Val allele exhibit lower 
extracellular dopamine levels in the prefrontal cortex than Met carriers (T. E. Goldberg et al., 
2003). Carriers of the Val allele exhibit greater iSD on the CPT than carriers of the Met allele 
(Stefanis et al., 2005). Increased expression of the Val allele has been documented in 
populations with ADHD (Eisenberg et al., 1999) and schizophrenia (Egan et al., 2001), 
suggesting a possible genetically-linked mechanism for increased IIV in these populations.  
Intra-individual variability and cognitive domains. There have been some attempts 
to associate specific cognitive functions with ex-Gaussian distribution parameters. These 
included an initial suggestion by Hohle (1965) that the exponential proportion represents 
perceptual processes, and the Gaussian component reflects organisation and execution of the 
motor response. The theoretical basis of this assumption was strongly questioned (Heathcote, 
Popiel, & Mewhort, 1991; Luce, 1986). More commonly, researchers have cautioned against 
functional interpretations for ex-Gaussian parameters, stating that although the distribution 
“describes RT data successfully, it does so without the benefit of underlying theory” 
(Heathcote et al., 1991, p. 394).  
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Nevertheless, empirical data suggests some correspondence between estimates of IIV 
and neural activity. Initial studies into the relationship between IIV and cognitive domains 
appeared to be attempts to clarify the worst performance rule (Coyle, 2003; G. E. Larson & 
Alderton, 1990). A relationship between tau and attentional control was reported by a study 
using a broad battery of cognitive tests (Tse et al., 2010). A later study expanded on this 
study by including further tests of executive functioning, such as attention switching and 
response inhibition (Vasquez, Binns, & Anderson, 2014). The findings supported a specific 
association between executive functioning and tau, rather than sigma, mu, or iSD. Structural 
equation modelling was recently employed to examine the relationship of ex-Gaussian 
parameters and iSD to a broad clinical battery tapping episodic memory, processing speed, 
and cognitive control (Vasquez, Binns, & Anderson, 2018). Whereas the model incorporating 
mean and iSD demonstrated poor fit to the data, the ex-Gaussian model exhibited good fit. 
Inspection of the ex-Gaussian model found that processing speed and executive control were 
strongly associated with tau. Sigma did not have any specific association to any cognitive 
factor.  
In summary, these findings suggest that indices of IIV have somewhat differential 
associations with domains of cognitive functioning. The broadest metrics, iSD and iCV, 
appear to reflect overall processing robustness. In contrast, tau likely reflects the overall 
fidelity of a variety of executive control systems, whereas the Gaussian components—mu and 
sigma—likely relate to the health or efficiency of relatively automatic functions, such as 
informational encoding or motor preparation and execution (Balota & Spieler, 1999; Luce, 
1986; Moret-Tatay et al., 2016). However, given the lack of specificity of such findings, it is 
cogent to again echo the cautions against directly relating differences in these parameters to 
specific cognitive functions (Heathcote et al., 1991; Matzke & Wagenmakers, 2009).  
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Developmental changes in intra-individual variability. The developmental literature 
has explored IIV in some detail (for review, see Haynes, Bauermeister, & Bunce, 2017). A 
number of studies demonstrate that iSD and iCV increase from early to late adulthood 
(Anstey, 1999; Fozard, Vercruyssen, Reynolds, Hancock, & Quilter, 1994; Shammi, Bosman, 
& Stuss, 1998; Williams, Hultsch, Strauss, Hunter, & Tannock, 2005), to a greater extent for 
more complex tasks, provided these tasks do not focus on the assessment of acquired 
knowledge (Bielak, Hultsch, Strauss, MacDonald, & Hunter, 2010; Hultsch, MacDonald, & 
Dixon, 2002; Lövdén, Li, Shing, & Lindenberger, 2007; MacDonald, Hultsch, & Dixon, 
2003). These increases in IIV were associated with age-related changes in physical 
functioning (Anstey, 1999) and cognitive performance (Hultsch & MacDonald, 2004). 
Elevations in iSD and iCV are suggested to precede and predict decreases in mean 
performance on RT measures in older persons (Lövdén et al., 2007).  
However, other researchers have reported that elevations in iSD and iCV in the 
elderly become non-significant (Shammi et al., 1998) or are predominantly abolished after 
controlling for mean RT (Deary & Der, 2005). Such findings contributed to the initial 
application of ex-Gaussian models to differential research of IIV. Within these models, 
healthy older adults exhibit increases in mu and tau relative to young adults (Spieler, Balota, 
& Faust, 1996; West, Murphy, Armilio, Craik, & Stuss, 2002; Williams et al., 2005). This 
suggests that increased inconsistency indexed by iSD or iCV in aging persons is due to a 
general slowing of RT, alongside a greater number of slow responses. These deficits are 
greater on complex tasks that assess executive functions, such as the n-back task (Bielak et 
al., 2010; Lövdén et al., 2007; West, 1999; West et al., 2002). The n-back task requires an 
individual to respond if a stimulus matches a stimulus presented n trials prior, and is 
suggested to assess sustained attention, response inhibition, and working memory (Kirchner, 
1958; Miller, Price, Okun, Montijo, & Bowers, 2009).  
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A relatively smaller literature describes changes in IIV over childhood, with many 
findings presented as peripheral outcomes in studies on ADHD. This research indicates that 
children exhibited faster and less variable responding as they grew older, with more 
pronounced decreases in sigma and tau (Leth-Steensen, Elbaz, & Douglas, 2000; Williams et 
al., 2005). This developmental decrease in IIV is independent of and stronger than the 
relation between age and mean RT. Decreases in iSD have been linked to increases in white 
matter integrity over adolescence (Tamnes, Fjell, Westlye, Østby, & Walhovd, 2012).  
Taken together, these findings indicate that IIV in RT tasks forms an approximately 
U-shaped function over the lifespan, due to changes in tau and sigma components, albeit to 
varying degrees. This pattern approximates developmental changes to grey and white matter 
over the lifespan (Li, Lindenberger, et al., 2004; MacDonald et al., 2006). For example, 
decreases in IIV from childhood to adolescence may be reflect structural changes in the brain, 
particularly the neuromaturation and development of the prefrontal cortex in adolescence 
(MacDonald et al., 2006). Similarly, grey matter atrophy and reductions in white matter 
integrity may mirror the increase of IIV in late adulthood (Li, Lindenberger, et al., 2004). 
These findings provide some tentative support to the suggestion that ex-Gaussian parameters 
are partly dissociable. Decreases in IIV during childhood may be due to general and specific 
processes, evidenced by decreases in sigma and tau, whereas increases in IIV in the elderly 
may be more due to specific process represented by changes in tau (Hultsch & MacDonald, 
2004; Williams et al., 2005).  
Intra-individual variability and dementia. Research using clinical samples of persons 
with Parkinson’s or Alzheimer’s disease extends the literature on IIV in the elderly. Although 
both disorders share some common features, they affect different cortical regions, and differ 
with respect to symptom presentation and progression (Gomez-Tortosa, Newell, Irizarry, & 
Hyman, 1998). By contrasting the performance of both groups, one can make inferences 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
35 
about whether IIV relates to more specific or general neurological deficits. Increases in iSD 
have been reported for both populations relative to controls, with greater differences for more 
complex tasks (Burton, Strauss, Hultsch, Moll, & Hunter, 2006). Controlling for symptom 
severity, patients with Alzheimer’s disease were more inconsistent than patients with 
Parkinson’s disease. Increases in tau were also able to predict later transition to Alzheimer’s 
disease (Tse et al., 2010). In individuals with early-stage Alzheimer’s disease, increases in 
tau appear to be correlated with impairments in executive processes such as working memory 
and attentional control (Tse et al., 2010), and with decreases in white matter volume, 
predominantly in the frontal and prefrontal cortical areas (Jackson, Balota, Duchek, & Head, 
2012). It is important to note that even greater increases in variability are reported to patients 
with frontotemporal dementia relative to patients with Alzheimer’s disease (Murtha et al., 
2002). This suggests that neurodegenerative increases in IIV are due to somewhat specific 
and localised deficits in the frontal regions.  
Intra-individual variability and ADHD. ADHD is broadly characterised by deficits in 
sustained attention, hyperactivity, and impulsivity (American Psychiatric Association, 2013). 
Based on this symptomatology, it is perhaps unsurprising that elevated IIV on RT tasks is 
considered by many to be a core characteristic of the disorder (Kofler et al., 2013). Elevated 
iSD and iCV has been documented for children with ADHD over a wide variety of RT tasks, 
including a CRT paradigm and tasks assessing working memory, attention, and response 
inhibition (Andreou et al., 2007; Johnson et al., 2007; Karatekin, 2004; Uebel et al., 2010). 
Elevated iSD and iCV on a range of tasks positively correlate with inattention and impulsive 
responding (Rommelse et al., 2008; Simmonds et al., 2007; Strandburg et al., 1996). On the 
CPT, a task that assesses sustained and selective attention, iSD was more related to ADHD 
symptoms than any other outcome variable (Epstein et al., 2011). Increases in iSD have been 
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found in adult with ADHD (Hervey, Epstein, & Curry, 2004) and in unaffected first-degree 
relatives (Andreou et al., 2007; Uebel et al., 2010).  
Given these findings, elevated IIV has often been proposed as a trait (Russell et al., 
2006) or endophenotype of ADHD (Castellanos et al., 2005). As a result, papers examining 
ADHD occupy a relatively large portion of the literature on IIV. However, many findings are 
equivocal. In particular, there appear to be contrasting findings on whether elevations of IIV 
in ADHD are specific either to symptom groupings (Buzy, Medoff, & Schweitzer, 2009; 
Epstein et al., 2003; Wåhlstedt, Thorell, & Bohlin, 2009) or to the disorder itself (Geurts et 
al., 2008; Oosterlaan, Logan, & Sergeant, 1998). Further, there appear many divergent 
findings regarding whether elevated IIV is due to ADHD aetiology (Castellanos et al., 2005; 
Castellanos & Tannock, 2002) or is a consequence of secondary deficits (Leth-Steensen et 
al., 2000; Sonuga-Barke & Castellanos, 2007).  
These and other issues were recently the subject of a review (Tamm et al., 2012) and 
meta-analysis of 319 studies (Kofler et al., 2013). The conclusions of these investigations 
indicated that persons with ADHD exhibited greater IIV than their age peers in childhood and 
adulthood, with differences primarily attributed to increases in tau. Reductions in IIV were 
associated with stimulant medication for individuals with ADHD, which complements 
associations between stimulant medication and reductions in observer-reported ADHD 
symptoms (van der Oord, Prins, Oosterlaan, & Emmelkamp, 2008). Based on this review, 
increases in tau may be a potent measure of clinical severity and the overall effect of 
treatments. However, this pattern of performance appears to have little diagnostic utility. 
Despite large to moderate effect sizes, the use of IIV metrics would lead to misclassification 
of 53% of children as healthy (Kofler et al., 2013). Further, individuals with ADHD were 
unable to be distinguished from other clinical groups, indicating that IIV lacks specificity to 
ADHD.  
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Part Three: Intra-Individual Variability and Schizophrenia 
Elevated IIV in schizophrenia appears to be first described by David Shakow (1962). 
While summarising some perceived issues in schizophrenia research, he noted that “groups of 
schizophrenic patients quite consistently give coefficients of variations three times that of 
normal subjects” (Shakow, 1962, p. 18). He deemed this the variability problem, suggesting 
that it would reduce with methodological correction for attitude and symptom presentation. In 
an extensive review of RT and attention in schizophrenia, Keith Nuechterlein (1977) 
described encountering excessive variability in studies of response times with schizophrenia 
patients. However, neither researcher formally investigated this relationship.  
In the years since, clinical and epidemiological studies have examined the relationship 
between IIV and psychotic disorders (Kaiser et al., 2008; Karantinos et al., 2014; Smyrnis et 
al., 2009). This began with a finding that iSD on an SRT was specifically greater for 
individuals with schizophrenia, whereas mean RT was elevated for patients with 
schizophrenia and those with non-psychotic affective disorders (Schwartz et al., 1989). More 
often, however, the study of IIV in schizophrenia involves the use of complex paradigms that 
assess sustained and selective attention, like the CPT and go/no-go task. In these studies 
patients with schizophrenia demonstrated slower mean RT and greater variability than control 
subjects, as indexed by iSD (Islam et al., 2018; Quee, 2012; van den Bosch, Rombouts, & 
van Asma, 1996), iSD and iCV (Kaiser et al., 2008; Rentrop et al., 2010), and iSD, iCV, and 
interquartile range (Birkett et al., 2007).  
Elevated iSD has been reported for schizophrenia patients compared to persons with 
affective disorders on an SRT (Schwartz et al., 1989) and go/no-go task (Kaiser et al., 2008). 
However, iSD on a CPT task (van den Bosch et al., 1996) and iCV on a go/no-go task (Kaiser 
et al., 2008) have been reported as not significantly different for patients with depression and 
schizophrenia relative to controls. The lack of research clarifying this issue is perhaps 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
38 
surprising, given the comorbidity of affective psychopathology with psychotic illness 
(Conley, Ascher-Svanum, Zhu, Faries, & Kinon, 2007; Siris & Bench, 2003), and the 
presence of cognitive impairments in mood disorders (Brand & Jolles, 1987; Marvel & 
Paradiso, 2004; Sax, Strakowski, McElroy, Keck, & West, 1995) 
There are also inconsistent findings with respect to symptom specificity. Among 
patients with schizophrenia, iSD on a CRT was shown to have unique covariation with 
positive and disorganised symptoms after controlling for mean RT (Vinogradov, Poole, 
Willis-Shore, Ober, & Shenaut, 1998). A later study found that increased mean RT on an 
inhibition task was related to negative symptoms only, while iSD was not related to either 
positive or negative symptoms (Shin et al., 2013). Others have described correlations 
between IIV and negative symptoms (O'Gráda et al., 2008) or a null relationships between 
IIV and symptom grouping (Pellizzer & Stephane, 2007). These conflicting findings may be 
due to the use of different symptom classifications or RT paradigms. On the other hand, they 
may reflect the idea that increases in IIV relates to the syndrome as a whole, and not 
necessarily to specific symptoms.  
Investigations into IIV in schizophrenia have often employed saccadic eye movement 
tasks, which measure the latency for a participant to make a saccade, or rapid eye movement, 
from a fixation point in response to a stimulus. Such tasks may include stimulus-elicited 
saccades, which require the movement of the eyes toward a stimulus and are analogous to 
SRT (Iacono, Tuason, & Johnson, 1981), and volitional or anti-saccades, which require the 
movement of the eyes away from a stimulus and are thought to involve more complex 
processing (Everling & Fischer, 1998). The mean RT of patients with schizophrenia appears 
to be unimpaired on stimulus-elicited saccade tasks, even when their mean RT on manual 
measures is impaired (Gale & Holzman, 2000). This has been taken as evidence that an SRT 
is more cognitively demanding than a stimulus-elicited saccadic task, possibly due to 
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motivational aspects and the added requirement of motor planning and cross-modal 
integration (Frith & Done, 1986). The reduced effects of mean RT, motivation, and motor 
planning and integration on saccadic tasks relative to manual RT tasks has contributed to 
their use in schizophrenia research (Smyrnis et al., 2009).  
Patients with schizophrenia exhibit increased mean RT and iSD on tasks requiring 
volitional saccades, which parallels their performance on complex RT tasks (T. J. Crawford 
et al., 1998; Karantinos et al., 2014). Further studies using stimulus-elicited saccades suggest 
this difference may be primarily due to increased inconsistency in responding. In one study 
that estimated an analogue of iCV by dividing the interquartile range by the median RT, iCV, 
but not mean RT, was greater for patients with schizophrenia than healthy controls (Smyrnis 
et al., 2009). A later study defined IIV using an oculomotor decision model (analogous to a 
diffusion model) that estimated the variation in the decision process (i.e., drift rate) leading to 
a stimulus-elicited saccade (Theleritis, Evdokimidis, & Smyrnis, 2014). Elevated IIV on this 
metric, but not mean RT, differentiated patients with schizophrenia from patients with 
obsessive–compulsive disorder and healthy controls.  
A growing body of studies within the schizophrenia literature has fitted ex-Gaussian 
models to RT distributions. One investigation employed a task-switching paradigm that 
required considerable attentional and inhibitory control (Kieffaber et al., 2006). Results 
indicated that mu and tau, but not sigma, were significantly greater in schizophrenia patients 
compared to controls. A significant increase in tau, but not sigma or mu, was observed during 
the frequent go condition of a go/no-go paradigm (Rentrop et al., 2010). An investigation 
utilising a volitional saccade task and SRT found that tau and sigma, but not mu, were 
significantly increased in patients, with tau best differentiating patients from controls 
(Karantinos et al., 2014). Finally, results from a study using a combination two-choice 
oddball n-back task showed an increase in all three parameters, relative to controls (Fish et 
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al., 2018)—although this study was affected by methodological issues, which are discussed in 
a later section.  
Two studies have looked at neural correlates of IIV in schizophrenia. One study found 
that two indices of IIV during a computerised Stroop task—tau, and the sum of tau and 
sigma—were greater for schizophrenia patients than for controls (Fassbender et al., 2014). 
The study compared imaging data between long and short RT, which were calculated based 
on a multiple of tau. Within the schizophrenia group, these longer RTs were associated with a 
reduced activation of the dorsolateral prefrontal cortex, posterior parietal cortex, and middle 
cingulate cortex. Additional temporal analyses of binned RT data found reduced dorsolateral 
prefrontal cortex activation was specific to later portions of the task. Precuneus activity was 
also investigated, due to the association of inefficient DMN suppression with elevated IIV 
(Kelly et al., 2008) and cognitive task performance for patients with schizophrenia (Pomarol-
Clotet et al., 2008). Although there were no between-group differences in precuneus activity, 
the authors suggested this might be due to the design of the task, and that differences may 
occur during inter-stimulus intervals.  
More recently, neural correlates of ex-Gaussian parameters were explored using an 
Eriksen flanker task in schizophrenia patients and healthy controls (Panagiotaropoulou et al., 
2019). Behavioural data showed a significant group effect for iSD, iCV, and all three ex-
Gaussian parameters. Further, iSD, sigma, and tau were not associated with mean RT or 
performance accuracy, suggesting that indices of IIV reflect different parameters of 
behaviour than these metrics. A region-of-interest analysis determined that there were 
negative correlations between IIV, particularly for tau, and activation of a number of task-
related areas for patients and controls. However, elevated tau was associated with hypo-
activity of the dorsolateral prefrontal cortex in the patient group only, indicating some 
regional specificity for IIV differences in schizophrenia patients. 
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Intra-Individual variability and the psychosis continuum. A small group of 
studies has investigated the relationship of IIV to subclinical psychosis. These studies broadly 
comprise two groups. The first grouping includes studies based on a genetic high-risk 
paradigm where participants are unaffected siblings or first-degree relatives of patients with 
schizophrenia. The second grouping, in contrast, may be seen as a psychometric high-risk 
paradigm where participants are persons reporting PLE or elevated schizotypy, or some 
mixture of the two. 
Intra-individual variability in relatives of schizophrenia patients. Studies exploring 
IIV in first-degree relatives of persons with schizophrenia do so under the assumption that it 
represents a heritable trait associated with the disorder—or endophenotype (Gottesman & 
Gould, 2003). In order for elevated IIV to qualify as a candidate endophenotype, the deficit 
would need to be present in unaffected first-degree relatives at a higher rate than in the 
general population. Reported findings thus far provide limited support for this proposal.  
In an investigation using a CPT paradigm, mean RT was more elevated in relatives 
than controls, but there were no differences for either iCV or interquartile range (Birkett et 
al., 2007). Interestingly, relatives showed significantly longer RTs than controls at the 50th 
and 75th percentile. The implication that there may be an increase in very slow responses for 
relatives of schizophrenia patients was explored using the CPT-like rapid visual information 
processing task (Hilti et al., 2010). However, there were no significant differences in mean 
RT, iSD, iCV, or RTs at the 50th or 75th percentile. Further, although the interquartile range 
was reported to be greater for relatives, this was not highly significant (p = .048), and there 
was no adjustment for multiple testing.  
Two papers have used data from the large-scale Genetic Risk and Outcome of 
Psychosis (GROUP) project to assess the congruency of cognitive impairments between 
schizophrenia patients and their siblings (Islam et al., 2018; Quee, 2012). Cognitive subtypes 
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and trajectories were assessed using a battery of tests that included the CPT. As predicted, 
elevated iSD differentiated between patients and controls and was associated with impaired 
cognitive profiles (Quee, 2012) and poor cognitive trajectories in all samples (Islam et al., 
2018). Patients’ cognitive subtypes (Quee, 2012) and trajectories (Islam et al., 2018) were 
also related to those of their siblings, with higher correspondence for poorer performance. 
However, iSD of CPT failed to differentiate between siblings and healthy controls in either 
paper.  
It appears that only one study has examined IIV in first-degree relatives of 
schizophrenia patients using ex-Gaussian modelling (Fish et al., 2018). This study included 
the parameters alongside iSD and iCV derived from performance in a combined oddball n-
back task. However, despite proposing the study as an investigation of endophenotypic 
candidacy, the study did not directly assess differences between siblings and controls. 
Instead, there were two contrasts. The first contrasted a combined patient and sibling group 
with controls; the second contrasted patients with siblings. All three parameters, alongside 
mean RT, iSD, and iCV, were significantly elevated for the combined group relative to 
controls, with no differences between siblings and patients. However, the authors’ inference 
that the siblings perform worse on these metrics than controls may not necessarily be 
accurate. For example, the main text did not report differences in the performance accuracy 
between the combined patient and sibling group and the control group. However, 
supplemental analyses indicated that there was a significant difference between patients and 
controls on this metric. Thus, any conclusions from this study are tentative, due to difficulties 
directly interpreting such oblique contrasts.  
Intra-individual variability and schizotypy. Evidence for a relationship between IIV 
and schizotypy was first presented in a study into schizotypy and hypohedonia (Linscott, 
2007). An undergraduate sample completed a multifaceted measure of schizotypy and 
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hypohedonia, as well as the identical-pairs version of the CPT. In a sample that excluded 
those who achieved median scores on these scales, performance was compared between non-
schizotypal hypohedonic participants, schizotypal non-hypohedonic participants, and controls 
who scored low on both measures. Mean RT and iSD on the CPT was significantly elevated 
for schizotypal participants compared to both other groups, and respectively accounted for 
94% and 98% of the observed between-group variance when compared to the control or 
hypohedonic group. 
The relationship of separate dimensions of schizotypy to IIV was explored in another 
undergraduate sample using iSD on an n-back task (Schmidt-Hansen & Honey, 2009). 
Participants completed a version of the O-LIFE that comprises three subscales assessing 
positive (cognitive-perceptual), negative, and disorganised schizotypy. Separate analyses 
compared high- and low-scorers on each of the subscales of the measure, excluding 
participants scoring within one standard deviation of the mean. Participants with high 
positive schizotypy appeared to have increased mean RT for all conditions of the n-back task 
relative to low-scorers, and elevated iSD on the more demanding 2-back condition only. 
Curiously, low negative schizotypy was more closely associated with increased mean RT and 
iSD than high levels of negative schizotypy. There were no differences in mean RT or iSD 
between high- and low-scorers on the disorganised O-LIFE subscale.  
A somewhat exhaustive correlational study further assessed the relationship between 
schizotypy and iCV, which was calculated from Stroop, flanker and go/no-go tasks (Kane et 
al., 2016). These metrics did not strongly predict schizotypy, with most coefficients less than 
0.10. The strongest correlations tended to occur between tasks with a strong inhibitory 
component (i.e., go/no-go and Stroop) and positive dimensions of schizotypy (i.e., 
suspiciousness, paranoia, and referential thinking). On the assumption that iCV was a proxy 
measure for task-unrelated thought (McVay & Kane, 2012), a post-hoc analysis was 
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conducted to find the relative contributions of task-unrelated thought and iCV to positive 
schizotypy. This comprised a confirmatory factor analysis in which factors representing iCV 
and task-unrelated thought competed to explain unique variance in positive schizotypy. The 
analysis showed that iCV predicted positive schizotypy whereas task-unrelated thought did 
not, suggesting that the association between iCV and positive schizotypy was not due to it 
being an alternative measure of mind-wandering.  
Intra-individual variability and psychotic-like experiences. Despite comprising a 
smaller literature, IIV appears to be more consistently elevated in persons reporting PLE than 
in either schizotypal samples or relatives of schizophrenia patients. The IIV-PLE relationship 
was first investigated using a stop-signal RT task, a modified CRT that requires a participant 
to withhold their response when an auditory cue is presented (Shin et al., 2013). 
Schizophrenia patients and persons reporting attenuated PLE had significantly higher iSD 
than healthy controls. Moreover, although patients exhibited slower RTs, mean RT did not 
differ between the PLE group and controls. Despite this result, positive or negative symptom 
scores did not correlate with either mean RT or iSD in the schizophrenia or PLE group. 
Further evidence for a relationship between IIV and PLE can be gleaned from an 
fMRI study employing a go/no-go task (Fryer et al., 2018). In a methodology akin to that 
employed by Fish et al. (2018), differences between controls and participants reporting PLE 
were inferred through two comparisons—the first involving a combined PLE and 
schizophrenia group, and the second contrasting patients and PLE-endorsers. The results 
were similar to those found by Fish et al. (2018) with median RT and iSD elevated for the 
combined group, and no differences reported between PLE and schizophrenia patients. 
Although the main text did not report further comparisons, a number of supplemental 
analyses contrasted the PLE group with controls using ex-Gaussian parameters. According to 
these analyses, sigma and tau were specifically elevated for the PLE group.  
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Finally, differences in variability may be cautiously inferred from RT measurements 
included in an investigation on emotional processing in subclinical psychosis (Holper et al., 
2016). Participants completed a Stroop task alongside measures of PLE and paranoid 
ideation. Four groups were compared—a high-PLE group, a high-paranoia group, a 
combined group, and controls. Notably, this study did not exclude participants, and controls 
represented the lowest proportion of the sample. RT outcome data included mean RTs 
between 250 ms and 1,500 ms and mean RTs for slow responses—those greater than 1,500 
ms. The means of normal responses and of slow responses were significantly greater for the 
high-PLE and the combined groups—suggesting that slower and more variable responses 
may be associated with PLE.  
Summary  
Based on the present review, it is likely that IIV is a stable and enduring trait that 
indexes the integrity of the prefrontal cortex and overall robustness of executive functions. 
Elevated IIV is reported for clinical conditions characterised by deficits in executive 
functioning and prefrontal cortical integrity, including Alzheimer’s disease (Tse et al., 2010) 
and ADHD (Kofler et al., 2013; Tamm et al., 2012). In healthy populations, changes in IIV 
approximate changes in the integrity of the prefrontal cortex across the lifespan (Li, 
Lindenberger, et al., 2004; MacDonald, Hultsch, & Dixon, 2008). Further, elevated IIV is 
associated with poorer performance on measures of executive functioning such as inhibition 
and attention switching in healthy populations (Tse et al., 2010; Vasquez et al., 2014). 
Evidence of the relationship between IIV and executive functioning is consistent across 
neuroimaging (Bellgrove et al., 2004; Bunce et al., 2007; Fassbender et al., 2014), genetic 
(Stefanis et al., 2005), and neuropsychological studies (Bielak et al., 2010; Lövdén et al., 
2007; Vasquez et al., 2014, 2018). 
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Relative to healthy controls, schizophrenia patients consistently demonstrate elevated 
IIV over a range of tasks, indexed primarily by tau or iCV (Birkett et al., 2007; T. J. 
Crawford et al., 1998; Fassbender et al., 2014; Fish et al., 2018; Islam et al., 2018; Kaiser et 
al., 2008; Karantinos et al., 2014; Kieffaber et al., 2006; Quee, 2012; Rentrop et al., 2010; 
Schwartz et al., 1989; Shin et al., 2013; Smyrnis et al., 2009; Theleritis et al., 2014; van den 
Bosch et al., 1996; Vinogradov et al., 1998). Despite the consistency of this finding across 
independent investigations, much of the profile of this relationship is currently unknown. For 
instance, it is uncertain whether elevations in IIV relate to specific symptoms (Shin et al., 
2013; Vinogradov et al., 1998) or can differentiate patients with schizophrenia from other 
clinical groups (Kaiser et al., 2008; van den Bosch et al., 1996). It appears likely that 
elevations in IIV are related to reduced activity of the dorsolateral prefrontal cortex in 
schizophrenia patients, although this finding has not been extensively explored (Fassbender 
et al., 2014; Panagiotaropoulou et al., 2019).  
As with other correlates of schizophrenia, IIV has been investigated in subclinical 
samples. Broadly, it appears that elevations in IIV, indexed by tau, iCV, or iSD, are more 
consistently reported in samples from those at psychometric rather than genetic high risk of 
schizophrenia (Birkett et al., 2007; Fish et al., 2018; Fryer et al., 2018; Hilti et al., 2010; 
Holper et al., 2016; Islam et al., 2018; Kane et al., 2016; Linscott, 2007; Quee, 2012; 
Schmidt-Hansen & Honey, 2009; Shin et al., 2013). However, as with diagnosable 
schizophrenia, the profile of the relationship between IIV and the psychosis continuum is 
unclear.  
Current Thesis  
My primary aim in this research is to assess the robustness of the relationship between 
IIV and psychometric risk of schizophrenia. In focusing on PLE and positive schizotypy, this 
research takes place within the precision medicine research strategy advocated by the RDoC 
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(Insel, 2014), in that it aims to provide some indication as to whether IIV is a measurable 
behavioural marker that is specifically related to PLE and positive schizotypy. I advance 
several research hypotheses in service of this goal. 
In geropsychological literature, IIV has been heralded as a promising predictive 
marker of declining physical health (Anstey, 1999), dementia onset (Tse et al., 2010), and 
mortality (Batterham et al., 2014). Yet, there has been no assessment of the ability for IIV to 
predict the occurrence of PLE. Study 1 (Chapter 2) aims to address this question using data 
from a birth-cohort study. First, it is hypothesised that elevated IIV will predict both the 
occurrence of PLE and its severity. The repeated measurement of RT and PLE allows for 
novel investigations, including whether any relationship depends on task type, and differs by 
PLE trajectory.  
The accumulated evidence indicates a low positive predictive value of subclinical 
psychosis for schizophrenia. Instead, schizotypy and PLE appear to be useful markers and 
indicators of multiple outcomes, including later affective disorders (Armando et al., 2010; H. 
L. Fisher et al., 2013; Poulton et al., 2000). PLE are also associated with symptoms of 
depression and anxiety in adult (Krabbendam et al., 2005) and adolescent general population 
samples (Armando et al., 2010). This suggests the possibility that the relationship between 
IIV and PLE is artifactual, resulting from higher rates of affective dysregulation in persons 
endorsing PLE. Study 2 (Chapter 3) investigates the relationships between IIV, subclinical 
psychosis, and affective dysregulation, in an attempt to discern whether IIV is specifically 
elevated for persons reporting subclinical psychotic symptoms. This study also explores 
whether there is any symptom specificity in the relationship of IIV to subclinical psychosis, 
due to the equivocal nature of this literature.  
Neurocognitive deficits, specifically of executive functioning, are consistently 
reported in persons reporting PLE, as well as in other samples at high risk of schizophrenia 
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(Blanchard et al., 2010; Calkins et al., 2014; Gur et al., 2006; Kelleher, Clarke, Rawdon, 
Murphy, & Cannon, 2012). Similarly, elevated IIV is associated with poorer performance on 
tests tapping executive functioning (Vasquez et al., 2014, 2018). Thus, it is possible that 
executive functioning mediates the relationship between IIV and PLE. Studies 3 and 4 
(Chapter 4) employ mediational analysis to test the hypothesis that self-report and 
performance-based measures of cognitive control mediate the relationship between IIV and 
subclinical psychosis. Finally, in Chapter 5, conclusions from the experiments are drawn, 
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Chapter 2: Intra-individual Variability and Psychotic-Like Experiences in 
Adolescence 
Introduction 
The investigation of PLE in adolescence has been a recent focus of the psychosis 
literature. PLE are commonly reported at higher rates in adolescent samples than in general 
population samples (Johns et al., 2004; Kelleher, Connor, et al., 2012; Poulton et al., 2000; 
van Os et al., 2001). Although these experiences will be transitory for most young people, the 
presence of PLE may herald later psychotic illness for a substantial proportion (Poulton et al., 
2000; Welham et al., 2009). The clinical significance of PLE extends beyond psychosis as 
well, as adolescents who report PLE are at risk of non-psychotic psychopathology such as 
symptoms of depression (Johns et al., 2004; Nishida et al., 2010; Polanczyk et al., 2010).  
Recent studies suggest that persistence and timing of adolescent PLE are important 
factors in the relationship between PLE and psychopathology. Persistent PLE are more likely 
to be pathological, indexing increased later risk of later mental disorder including psychotic 
illness (Linscott & van Os, 2013; van Os et al., 2009). For example, the likelihood of 
developing a psychotic disorder (Dominguez, Wichers, Lieb, Wittchen, & van Os, 2009) or 
post-traumatic stress disorder (Bartels-Velthuis, van de Willige, Jenner, van Os, & Wiersma, 
2011) are particularly increased if PLE are endorsed over multiple time-points. Further, 
although the frequency of PLE is greater in early adolescent samples, its relationship to 
psychopathology appears to be stronger in middle adolescence, with higher frequency of 
comorbid affective disorder observed for endorsers aged 13- to 15-years-old than for those 
aged 11- to 13-years-old (Kelleher, Connor, et al., 2012).  
Numerous studies have assessed the relationships between prospective risk markers of 
psychosis and adolescent PLE. Imaging studies have shown that adolescents at psychometric 
high risk of psychosis exhibit structural and functional neural abnormalities, including 
aberrant DMN activity (Seidman et al., 2014). These abnormalities resemble those found in 
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schizophrenia patients (Amico et al., 2017; Jacobson et al., 2010; O’Hanlon et al., 2015; 
Yücel et al., 2003). Similarly, adolescents who report PLE frequently exhibit neurocognitive 
deficits (Blanchard et al., 2010; Kelleher, Clarke, et al., 2012; Lindgren et al., 2010). This 
growing body of work is relevant to the development of preventative interventions, as these 
risk markers may help define an intervention target group comprising adolescents at high risk 
of developing schizophrenia.  
In geropsychological literature, IIV has been frequently heralded as a promising 
predictive marker for a number of outcomes, including poor physical health (Anstey, 1999), 
dementia onset (Tse et al., 2010), and mortality (Batterham et al., 2014). However, there has 
been no assessment of the ability for IIV to predict the occurrence of PLE through 
adolescence. Given that IIV is consistently elevated in schizophrenia patients (Birkett et al., 
2007; Fassbender et al., 2014; Kaiser et al., 2008; Karantinos et al., 2014; Rentrop et al., 
2010; Smyrnis et al., 2009; Vinogradov et al., 1998) and is frequently elevated in 
psychometric and genetic high-risk samples (Birkett et al., 2007; Fish et al., 2018; Fryer et 
al., 2018; Hilti et al., 2010; Holper et al., 2016; Islam et al., 2018; Kane et al., 2016; Linscott, 
2007; Quee, 2012; Schmidt-Hansen & Honey, 2009; Shin et al., 2013), investigating its 
suitability as a predictive marker for psychometric risk states in adolescence is certainly 
warranted.  
In this study, I aimed to investigate the interrelationship between IIV and adolescent 
PLE using data from a birth cohort. Birth cohorts provide a unique methodology to study the 
relationship between IIV and PLE, as they permit the investigation of time-varying 
relationships from environmental and behavioural factors to psychometric risk states and the 
expression of diagnosable disorder. Here, I assess the relationship between PLE at 12 and 18 
years, and IIV at 13 and 15 years. This allows for longitudinal explorations of PLE and IIV, 
and the categorisation of different PLE trajectories. First, I estimate the associations between 
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different combinations of PLE endorsements at age 18 and IIV. It is hypothesised that 
elevated IIV at 13 and 15 years will be associated with reports of PLE at 18 years, with 
stronger associations for RT tasks administered at 15 years. Secondly, I investigate whether 
this relationship differed based on the trajectory of PLE. Given the clinical significance of 
persistent PLE, it is hypothesised that persistent PLE will be more associated with elevated 
IIV than absent PLE.  
Method 
Participants. The study sample was drawn from the ALSPAC cohort, a population-
based birth cohort study designed to investigate environmental and genetic factors that 
influence health and development (Boyd et al., 2013; Fraser et al., 2013). Participants were 
the surviving offspring of 14,541 women who were resident in Avon, United Kingdom, with 
expected delivery dates from April 1991 to December 1992. Of these initial pregnancies, 
there were a total of 14,676 foetuses, with 14,062 live births, and 13,988 children surviving at 
12 months. When the oldest children were 7 years old, an additional 713 children were 
recruited, leading to a cohort of 14,684 children who were alive at 1 year of age. This 
included 186 twin pairs. To avoid problems associated with non-independence of 
observations, one twin from each twin pair was randomly excluded from further analysis, 
giving a total sample of n = 14,498. Of these, n = 6,702 (51% female) and n = 4,675 (56% 
female) completed PLE interviews at age 12 years and 18 years, respectively, and n = 5,408 
(51% female) and n = 5,184 (49% female) completed RT tasks at age 13 years and 15 years, 
respectively.  
Parents of the study children completed postal questionnaires about themselves and 
their children’s health and development from the first trimester of pregnancy. In addition, 
from the age of 7 years study children were invited to attend annual assessment clinics, which 
included psychological and physical tests, and face-to-face interviews. Please note that the 
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study website contains details of all the data that are available through a fully searchable data 
dictionary (available at http://www.bris.ac.uk/alspac/researchers/data-access/data-
dictionary/). Ethical approval for the study was obtained from the ALSPAC Ethics and Law 
Committee and the Local Research Ethics Committees, and all participants provided 
informed consent.  
Measures. 
Psychotic-like experiences. PLE were measured using the PLIKSi (Horwood et al., 
2008). The PLIKSi is semi-structured and comprises 12 core questions on the occurrence 
within the last 6 months of hallucinations (visual or auditory), delusions (being spied on, 
persecution, thoughts being read, reference, control, grandiose ability, or other unspecified 
delusions), and thought interference (thought broadcasting, insertion, or withdrawal). 
Questions were derived from the Diagnostic Interview Schedule for Children and the 
psychosis section of the Schedules for Clinical Assessment in Neuropsychiatry, with 
responses coded according to the glossary definitions and rating rules therein (World Health 
Organization, 1992b). Interviewers rated PLE as absent, suspected, or definitely present. 
Rating PLE as definite required a credible example. PLE attributable to sleep or fever were 
disregarded. Inter-rater reliability was substantial to almost perfect (Horwood et al., 2008; 
Zammit et al., 2013).  
The primary outcome measures from the PLIKSi were the presence of suspected or 
definite PLE. Other outcome measures from the PLIKSi at 18 years included the number of 
suspected or definite PLE experiences reported, the frequency of definite PLE (at least 
monthly vs. not), and the occurrence of bizarre PLE. Bizarre PLE, in concordance with 
DSM-5 and ICD-10 criteria, were defined as those involving auditory hallucinations or first-
rank delusions (delusions of control, or delusions of thought broadcast, insertion, or control). 
Participants were classified to one of four PLE trajectories: absent = no PLE at 12 or 18 
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years, emergent = suspected or definite PLE at 18 years and no PLE at 12 years, remitted = 
suspected or definite PLE at 12 years and no PLE at 18 years, and persistent = suspected or 
definite PLE at 12 and 18 years.  
Reaction time. IIV was derived from performance on a battery of RT tasks forming 
the attentional component of the Cognitive Drug Research assessment system (Simpson, 
Surmon, Wesnes, & Wilcock, 1991) administered at 13 years and a stop-signal RT task 
(Handley, Capon, Beveridge, Dennis, & Evans, 2004; Logan & Cowan, 1984) administered 
at 15 years. 
Tests administered at 13 years of age included an SRT task, a CRT task, and a digit 
vigilance task. During the SRT task, the word “YES” appeared in the centre of a computer 
screen 30 times at irregular intervals. Participants were to press a button as quickly as 
possible when “YES” appeared. The CRT task comprised 30 trials during which the 
participant was presented with “YES” or “NO” in the centre of a computer screen at irregular 
intervals. Participants were to respond by pressing a corresponding (“YES” or “NO”) button 
as quickly as possible. In the digit vigilance task, a single digit appeared on the right side of 
the screen, remaining constantly present. A second digit, presented in the centre of the screen, 
changed at a rate of 150 digits per minute. Participants were to press the “YES” button as 
quickly as possible whenever the digits matched. There were 30 targets during this task. 
The stop-signal task comprised two trial types: primary trials and stop-signal trials. 
During primary trials, a smiley face was presented in the centre of the screen for 500 ms 
followed by an “X” or an “O”. Respondents were to press the corresponding button (“X” or 
“O”) as quickly as possible. On stop-signal trials, respondents were to inhibit responding if 
they heard a tone delivered after the “X” or “O” stimulus. Participants completed four blocks 
of trials: the first consisted of 30 primary trials (15 each of “X” and of “O”) used to orient the 
participant to the task; the second consisted of 16 primary and 8 stop-signal trials and was 
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used to familiarise the participant with stop-signals; and the third and fourth blocks were the 
experimental blocks each consisting of 32 primary and 16 stop-signal trials. IIV data were 
derived from primary trials in the experimental blocks. 
Initially, stop-signal tones were delivered at either 150 ms or 250 ms before the mean 
RT. However, the high rates of successful inhibition (87.8%) observed under these conditions 
led to adjustment of the stop-signal delays. First, the subtrahends were decreased to 50 ms 
and 150 ms. As these paradoxically led to higher probabilities of successful inhibition 
(91.7%), two longer values were selected (250 ms and 350 ms and 250 ms and 450 ms), 
which lead to lower probabilities of successful inhibition (83.9%). Preliminary regression 
analyses indicated that these parameters were not associated with significant changes in IIV, 
and thus parameter groups were not analysed separately. 
The outcome measurements from RT tasks were the iSD and iCV from correct trials. 
All RT outcomes were significantly and positively correlated between tests, with bivariate 
Spearman rank-order correlations ranging from rs = .11, p < .001, to rs = .29, p < .001. 
Covariates. A series of potential covariates were identified as being associated with 
IIV, psychotic disorder, or both, and were included in the analyses. IIV has been consistently 
linked with ADHD across a range of cognitive tasks, samples, and age ranges (Kuntsi & 
Klein, 2012). An experienced psychiatrist made DSM-IV diagnoses of ADHD based on all 
the available evidence up to and including the assessment at 7 years of age. This evidence 
included free comments provided by teachers and parents, as well as structured 
questionnaires based on the Development and Well-Being Assessment (Goodman, Ford, 
Richards, Gatward, & Meltzer, 2000). 
The prevalence of schizophrenia in persons with an intellectual disability (IQ < 70) 
has been reported as over three times higher than general population lifetime estimates 
(Morgan, Leonard, Bourke, & Jablensky, 2008). There has also been a reported association 
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between low IQ and PLE in the ALSPAC cohort (Horwood et al., 2008). IQ was assessed 
using the full-scale score on the Wechsler Intelligence Scale for Children – Third Edition 
(Wechsler, Golombok, & Rust, 1992) at around 8 years of age.  
Socioeconomic status was considered a possible confounder and was included in the 
adjusted analyses. Socioeconomic status was assessed using questionnaire data gathered from 
parents when the child was 8 months of age. Socioeconomic status was defined as the highest 
social class based on occupation attained by either parent, with occupation stratified into six 
groups: professional occupations, managerial or technical occupations, skilled non-manual 
occupations, skilled manual occupations, partly skilled occupations, or unskilled occupations.  
An association between cannabis use and subsequent PLE has been reported in the 
ALSPAC cohort (Zammit, Owen, Evans, Heron, & Lewis, 2011) and other studies (Moore et 
al., 2007). Therefore, the number of times the person had consumed cannabis by age 16 was 
measured using data from self-report questionnaires. Other covariates that were included due 
to associations with PLE included urban/rural index (urbanicity) at 11 years, birthweight 
from birth notification and obstetric data, and sex.  
Analysis. Raw iSD and iCV scores were standardised to ensure a common metric 
among measures of IIV. PLE outcomes at 18 years were regressed onto key predictors using 
binomial and ordinal logistic regression in three models. In Model 1, analyses were 
unadjusted. Model 2 adjusted for all listed covariates. Model 3 included the same covariates 
as Model 2 as well as suspected or definite PLE at age 12. PLE trajectory was regressed onto 
key predictors using multinomial logistic regression with absent as the reference category. 
This was performed using an unadjusted model, and a model that adjusted for all covariates. 
Multicollinearity and heteroscedasticity were assessed for all models and influential cases 
were identified using Cook’s distance. The significance threshold was set to p < .05 and, 
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given the tests conducted could be regarded as independent, there was no adjustment for 
multiple testing.  
Attrition and non-response led to different levels of completion for different 
measures. Selective dropout was tested by comparing persons who had answered the PLIKSi 
at 18 years with those who had not. The contribution of attrition to observed associations was 
examined using multiple imputation. Missing data were imputed for participants with 
complete PLIKSi outcomes at 12 years (n = 6,702). The use of multiple imputation assumes 
that outcome data were missing at random, with the probability of missingness dependent on 
other variables (Little & Rubin, 2002). This is distinct from data that is missing completely at 
random, which may be analysed using a complete case analysis. Missing data were imputed 
using fully conditional specification (iterative Markov Chain Monte Carlo algorithm). Using 
an imputation model that included all variables used in principal analyses, 35 datasets were 
created. By comparing analyses before and after imputation, the extent to which missing data 
influenced results could be examined. Statistical analyses and multiple imputation were 
conducted using IBM Statistical Package for the Social Sciences (SPSS) version 23. 
Results 
Descriptive statistics. At age 18 years, 4,675 (32.11%) participants completed the 
PLIKSi. Among these, 428 (9.2%) had had suspected or definite PLE since they were 12 
years of age. For 370 (7.9%) PLE were not attributable to sleep or fever—173 (3.7%) had 
had suspected PLE and 197 (4.2%) definite PLE. In total, 4,022 participants had completed 
the PLIKSi at both 12 and 18 years of age. Of these, 188 (4.7%) had emergent PLE, 367 
(9.1%) had remitted PLE, and 99 (2.5%) had persistent PLE. Participants with persistent PLE 
represented 21.2% of those with suspected or definite PLE at 12 years and 34.5% of those 
with suspected or definite PLE at 18 years.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
57 
Table 1.  
Prediction of Suspected or Definite Psychotic-Like Experiences from Reaction Time 
Variability 
Note. Binomial logistic regression. Reference category is no psychotic-like experiences. OR 
= odds ratio; CI = confidence interval; iSD = individual standard deviation; iCV = individual 
coefficient of variation.  
aUnadjusted analysis. bAdjusted for sex, birthweight, socioeconomic status, ADHD, IQ, 
urbanicity, and cannabis use. cAdjusted for Model 2 covariates plus PLE at 12 years. 
† p < .10. * p < .05. 
 
Compared to those who did not complete the PLIKSi at age 18, those who completed 
the PLIKSi were more often female, came from a higher social class, were less likely to live 
in an urban environment, were less likely to have been diagnosed with ADHD, and had 
higher IQ. Given these differences, analyses of imputed datasets for children who completed 
the PLIKSi at age 12 are reported. Associations derived from complete case analyses were in 
the same direction as the imputed results, with only minor differences in some estimates, and 
so are not reported here. Complete case analyses may be found in Appendix A.  
Prediction of psychotic-like experiences. Tables 1 and 2 show associations between 
RT IIV at ages 13 and 15 and PLE at age 18. Participants with elevated iCV at age 15 were 
more likely to report either suspected or definite PLE, or definite PLE only, at age 18. These 
associations remained after controlling for confounders and for PLE at age 12. Participants 
with elevated iSD at age 15 were also more likely to report suspected or definite PLE at age 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.07  [0.95, 1.22] 1.05  [0.92, 1.20] 1.04  [0.90, 1.19] 
 Digit vigilance iSD 1.07  [0.94, 1.23] 1.07  [0.93, 1.23] 1.06  [0.91, 1.23] 
 CRT iSD 1.02  [0.87, 1.20] 0.99  [0.84, 1.16] 0.99  [0.83, 1.18] 
 SRT iCV 1.11  [0.98, 1.26] 1.09  [0.95, 1.24] 1.08  [0.94, 1.24] 
 Digit vigilance iCV 1.09  [0.95, 1.24] 1.08  [0.94, 1.24] 1.06  [0.92, 1.23] 
 CRT iCV 0.99  [0.85, 1.15] 0.96  [0.82, 1.12] 0.96  [0.81, 1.12] 
15 years    
 Stop-signal iSD 1.15* [1.01, 1.31] 1.12  [0.97, 1.28] 1.09  [0.95, 1.26] 
 Stop-signal iCV 1.17* [1.03, 1.32] 1.17* [1.03, 1.33] 1.15* [1.01, 1.32] 
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18. However, adjustment for confounders attenuated these associations. There were no 
associations between IIV at age 13 and occurrence of PLE at age 18. 
Table 2.  
Prediction of Definite Psychotic-Like Experiences from Reaction Time Variability 
Note. See Table 1 note. Reference category is no or suspected psychotic-like experiences. 
† p < .10. * p < .05. 
 
Table 3.  
Prediction of Number of Psychotic-Like Experiences from Reaction Time Variability 
Note. Ordinal logistic regression. Reference category is no psychotic-like experiences. OR = 
odds ratio; CI = confidence interval; iSD = individual standard deviation; iCV = individual 
coefficient of variation.  
aUnadjusted analysis. bAdjusted for sex, birthweight, socioeconomic status, ADHD, IQ, 
urbanicity, and cannabis use. cAdjusted for Model 2 covariates plus PLE at 12 years. 
* p < .05. 
 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.10  [0.91, 1.32] 1.08  [0.91, 1.30] 1.08  [0.90, 1.29] 
 Digit vigilance iSD 1.05  [0.86, 1.28] 1.05  [0.85, 1.29] 1.04  [0.83, 1.29] 
 CRT iSD 1.04  [0.83, 1.30] 1.01  [0.80, 1.27] 1.01  [0.79, 1.29] 
 SRT iCV 1.16  [0.96, 1.40] 1.14  [0.94, 1.38] 1.14  [0.94, 1.38] 
 Digit vigilance iCV 1.05  [0.86, 1.29] 1.04  [0.84, 1.29] 1.03  [0.82, 1.28] 
 CRT iCV 1.02  [0.82, 1.26] 1.00  [0.80, 1.23] 1.00  [0.79, 1.24] 
15 years    
 Stop-signal iSD 1.14  [0.94, 1.37] 1.09  [0.89, 1.33] 1.06  [0.86, 1.31] 
 Stop-signal iCV 1.19* [1.01, 1.41] 1.18† [1.00, 1.43] 1.16  [0.95, 1.43] 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.07 [0.94, 1.23] 1.07 [0.91, 1.25] 1.05 [0.89, 1.22] 
 Digit vigilance iSD 1.07 [0.95, 1.21] 1.08 [0.94, 1.24] 1.06 [0.92, 1.23] 
 CRT iSD 1.10 [0.94, 1.30] 1.05 [0.88, 1.25] 1.06 [0.91, 1.28] 
 SRT iCV 1.11 [0.96, 1.29] 1.10 [0.93, 1.30] 1.09 [0.91, 1.28] 
 Digit vigilance iCV 1.10 [0.98, 1.24] 1.09 [0.95, 1.26] 1.07 [0.92, 1.24] 
 CRT iCV 1.04 [0.89, 1.22] 1.01 [0.86, 1.19] 1.01 [0.87, 1.21] 
15 years    
 Stop-signal iSD 1.16* [1.01, 1.34] 1.15 [0.98, 1.35] 1.11 [0.93, 1.32] 
 Stop-signal iCV 1.18* [1.03, 1.35] 1.19* [1.03, 1.37] 1.16* [1.00, 1.36] 
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Elevated iCV at age 15 was associated with a greater number of suspected or definite 
PLE at age 18 (Table 3) whereas elevated iCV and elevated iCV and iSD at age 15 were 
associated with more frequent and bizarre PLE at age 18 (Tables 4 and 5). These associations 
persisted when both confounders and PLE at age 12 were included in the model. There were 
no associations between measures of IIV at age 13 and any of the outcome measures for PLE 
at age 18.  
Prediction of persistent psychotic-like experiences. Elevated iSD and iCV at age 15 
were significantly associated with remitted PLE with and without adjustment for confounders 
(Table 6). There were similar findings for persistent PLE, except that adjustment for 
confounders diminished the iSD odds ratio. As relatively few participants (n = 99) 
experienced a persistent trajectory of PLE, this lack of significance for iSD of RT may be due 
in part to widened confidence intervals. There were similar effect sizes for IIV and emergent 
PLE (Table 4)—however, these associations failed to reach significance. 
Table 4.  
Prediction of Frequent Psychotic-Like Experiences from Reaction Time Variability 
Note. See Table 1 note. Reference category is no or infrequent psychotic-like experiences. 




Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.22† [0.99, 1.50] 1.21  [0.95, 1.53] 1.19  [0.93, 1.52] 
 Digit vigilance iSD 1.08  [0.77, 1.54] 1.08  [0.76, 1.54] 1.07  [0.73, 1.57] 
 CRT iSD 0.97  [0.68, 1.38] 0.95  [0.65, 1.37] 0.94  [0.64, 1.39] 
 SRT iCV 1.29* [1.00, 1.65] 1.26† [0.97, 1.65] 1.26† [0.96, 1.65] 
 Digit vigilance iCV 1.09  [0.78, 1.51] 1.08  [0.78, 1.50] 1.07  [0.75, 1.52] 
 CRT iCV 0.98  [0.71, 1.35] 0.96  [0.69, 1.34] 0.95  [0.67, 1.34] 
15 years    
 Stop-signal iSD 1.55* [1.20, 2.00] 1.54* [1.16, 2.05] 1.52* [1.14, 2.04] 
 Stop-signal iCV 1.47* [1.17, 1.85] 1.50* [1.19, 1.89] 1.50* [1.19, 1.91] 




Principal findings. Adolescents with elevated IIV at age 15 were more likely to 
report suspected or definite PLE at age 18, with larger associations where PLE were more 
frequent or severe. Adjusting for confounders had minimal effects on these results, although 
evidence from iCV tended to be stronger than that from iSD. IIV at age 15 predicted both 
remitted and persistent PLE, but predictions of emergent PLE did not reach significance. 
While IIV predicted remitted PLE, it may not predict remission per se. Rather, associations 
may be related to PLE status at age 12, which is reported to confer risk for later psychotic 
disorder (Poulton et al., 2000). There were no associations between any measures of IIV at 
age 13 and PLE characteristics or trajectories.  
Table 5. 
Prediction of Frequent Bizarre Psychotic-Like Experiences from Reaction Time Variability 
Note. See Table 1 note. Reference category is no or none-bizarre psychotic-like experiences. 
† p < .10. * p < .05. 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.17  [0.84, 1.62] 1.14  [0.79, 1.65] 1.13  [0.78, 1.65] 
 Digit vigilance iSD 1.06  [0.73, 1.54] 1.05  [0.71, 1.56] 1.04  [0.70, 1.55] 
 CRT iSD 1.09  [0.67, 1.77] 1.07  [0.64, 1.78] 1.07  [0.62, 1.84] 
 SRT iCV 1.26  [0.87, 1.83] 1.22  [0.82, 1.82] 1.21  [0.80, 1.84] 
 Digit vigilance iCV 1.07  [0.74, 1.56] 1.06  [0.73, 1.55] 1.04  [0.71, 1.54] 
 CRT iCV 1.06  [0.65, 1.74] 1.03  [0.62, 1.71] 1.03  [0.60, 1.75] 
15 years    
 Stop-signal iSD 1.55* [1.09, 2.22] 1.52* [1.05, 2.21] 1.50* [1.01, 2.23] 
 Stop-signal iCV 1.37* [1.05, 1.79] 1.39* [1.05, 1.83] 1.38* [1.02, 1.87] 
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Study limitations. The prospective nature of the study, the sample size, interview-
based measures of PLE, and the ability to control for confounds and baseline PLE together 
suggest that evidence for the link between age 15 IIV and PLE outcomes is robust. Despite 
these strengths, several factors give cause for caution. First, attrition within the ALSPAC 
cohort is high (Niarchou et al., 2015) and dropout between age 12 and 18 was correlated with 
confounding variables including sex and social class. Although multiple imputation is a 
robust method for dealing with attrition, it is sensitive to attrition that is not completely 
random (I. R. White, Royston, & Wood, 2011). However, the results reported in this and 
other studies using imputed data from ALSPAC have not been substantially different from 
those found using complete-case analysis (see supplemental tables in Appendix A; Niarchou 
et al., 2015). 
Another limitation occurred because of organisational constraints on testing sessions. 
Measures of PLE did not occur at the same time as assessment of IIV, leaving unclear the 
degree to which these measures are temporally related. In addition, RT assessment occurred 
at just two time-points, with only one task used at age 15. Whereas this may suggest that the 
link between IIV and PLE is age-dependent, the possibility that the relationship also depends 
on the nature of the RT task cannot be ruled out. Stop-signal RT tasks are used to assess 
executive functions such as response inhibition, whereas the paradigms used at age 13 are not 
(Wright, Lipszyc, Dupuis, Thayapararajah, & Schachar, 2014). Response inhibition is an 
aspect of executive control that is impaired in schizophrenia (Barch, Braver, Carter, Poldrack, 
& Robbins, 2009). Finding an early relationship between IIV and PLE may require 
assessment with a more executively-demanding RT paradigm at age 13. This issue 
notwithstanding, IIV in cognitive performance has a U-shaped relationship with age, with 
decreasing inconsistency throughout childhood and increasing inconsistency throughout 
adulthood, even when controlling for differences in mean performance level (Williams et al., 
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2005). As such, elevated IIV in later adolescence may predict psychopathology with more 
sensitivity than elevated IIV in early adolescence. 
Here, relatively few participants were contained within each PLE trajectory, which 
reduced statistical power within those analyses. For instance, although estimates of 
association were greater for an emergent than for a remitted trajectory, confidence intervals 
for an emergent trajectory were not statistically significant. Further, the small number of 
trials and lack of item-level data prohibits the extraction of ex-Gaussian parameters 
(Cousineau et al., 2004; Heathcote, 1996). However, the benefits of exploring longitudinal 
relationships between IIV and PLE in a birth cohort likely outweigh the limitations associated 
with using a less sensitive estimate of IIV. 
Conclusions. These results extend those obtained from studies of patients with 
schizophrenia (Kaiser et al., 2008; Karantinos et al., 2014; Roalf et al., 2013; Smyrnis et al., 
2009; Vinogradov et al., 1998), those at psychometric risk (Shin et al., 2013), and first-degree 
relatives of schizophrenia probands (Hilti et al., 2010), indicating that in a non-clinical 
population RT variability is an important predictor of PLE. Notably, there were stronger 
associations between these two constructs when PLE was persistent, frequent, or severe.  
IIV is a behavioural indicator of interest for a number of disorders, including 
dementia (Tse et al., 2010), and ADHD (Kofler et al., 2013; Kuntsi & Klein, 2012). It is 
likely that performance variability is one of a number of early indicators of 
neurodevelopmental impairment, indexing a genetically influenced aberration in neural 
transmission, the outcome of which depends on the presence of other factors. A better 
understanding of the longitudinal relationship between IIV and psychotic disorder may 
require a repetition of this study when the ALSPAC cohort reaches early adulthood, the 
typical age for the onset of psychotic illness. 
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As discussed, the positive predictive validity of PLE for psychotic disorder is low (H. 
L. Fisher et al., 2013). PLE are related to a broad range of psychopathological phenomena, as 
well as psychotic illness (van Os, Bijl, & Ravelli, 2000). For instance, adolescent PLE is 
associated with concurrent affective dysregulation (Armando et al., 2010) and the later onset 
of mood disorders (Johnco, Wuthrich, & Rapee, 2014; Nishida et al., 2010; Polanczyk et al., 
2010). Mood disorders and psychotic illness have other commonalities (Ketter, Wang, 
Becker, Nowakowska, & Yang, 2004; Kim-Cohen et al., 2003; Walker, Curtis, Shaw, & 
Murray, 2002), including some reports of elevated IIV (Kaiser et al., 2008). Thus, the 
possibility exists that the relationship between IIV and PLE is artifactual, due to higher rates 
of affective dysregulation in persons endorsing PLE. This is the focus of the following 
chapter. 
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Chapter 3: Intra-individual Variability, Subclinical Psychosis, and Affective 
Dysregulation 
Introduction 
A broad range of psychopathological phenomena is encountered in the general 
population. These include symptoms of affective dysregulation, such as anxiety, depression, 
and stress, as well as PLE. The clinical utility of IIV would be enhanced by a demonstration 
that this metric discriminated PLE from affective dysregulation. Further, it may be useful to 
determine whether elevation of IIV is specific to certain expressions of PLE or schizotypy. 
The purpose of the following chapter is to assess whether IIV demonstrates this specificity to 
PLE, or to certain expressions of subclinical psychosis. However, this first requires a 
discussion of the particular challenges associated with such an evaluation.  
Affective dysregulation and psychosis. Individuals with schizophrenia commonly 
report affective dysregulation. Estimating the comorbidity of psychosis and affective 
dysregulation can be a challenge due to the presence of negative symptoms in psychotic 
disorder, including anhedonia, avolition, and social withdrawal (Siris et al., 1988). One 
review approximated the prevalence of depression in schizophrenia patients at between 6% to 
75% with a modal estimate of 25% (Siris & Bench, 2003). These estimates have been 
replicated (Conley et al., 2007) with variance attributed to the use of point or lifetime 
estimates, and broad (symptom-based) or narrow (syndrome- or diagnosis-based) definitions 
of affective distress.  
As well as being comorbid with psychotic disorder, symptoms of anxiety and 
depression presage onset of the condition. Affective symptoms are commonly reported in 
prodromal psychosis (S. E. Meyer et al., 2005; van Rossum, Dominguez, Lieb, Wittchen, & 
van Os, 2009; Yung & McGorry, 1996), and adults with a psychotic disorder are significantly 
more likely than those without a psychotic disorder to have a diagnosis of anxiety or 
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depression in adolescence (Kim-Cohen et al., 2003). The majority of individuals classified at 
high risk of developing psychotic disorder initially present with anxiety disorder or major 
depression (Addington et al., 2011; Velthorst et al., 2009; Yung, Phillips, Yuen, & McGorry, 
2004). Conversely, PLE are frequently predictive of and comorbid with affective disorders 
(Fusar-Poli et al., 2013; Jeppesen et al., 2015; Kelleher & Cannon, 2011; Wigman et al., 
2012). The emergence of psychotic symptoms in depression, and of depressive 
symptomatology in clinical psychosis, is commonly associated with poorer prognosis of these 
disorders (Park et al., 2014; van Os & Murray, 2013).  
Associations between psychosis and affective dysregulation extend from clinical to 
subclinical symptoms. PLE are associated with symptoms of depression and anxiety in adult 
(Krabbendam et al., 2005) and adolescent general population samples (Armando et al., 2010). 
Models that include affective symptoms are more effective at predicting transition to 
psychotic disorder than those that include PLE only (Chapman, Chapman, Kwapil, Eckblad, 
& Zinser, 1994; Gooding, Tallent, & Matts, 2005; Kwapil, 1998). A recent longitudinal study 
applied a transdiagnostic network paradigm to assess interrelationships between PLE and 
affective symptoms in a general population sample (Wigman, de Vos, Wichers, van Os, & 
Bartels-Velthuis, 2016). Compared to domains comprising depression, anxiety, or stress 
symptoms, items assessing PLE showed the lowest within-domain connectedness (i.e., were 
least often connected to other experiences within the same domain) and exhibited strong 
interconnectedness to domains of affective distress. 
Some have argued the relationship between psychotic symptoms and affective distress 
is not causally related. Rather, associations between affective distress and either PLE or 
psychotic disorder may be a side-effect of medication, due to other comorbidities such as 
substance abuse, or a valid response to psychotic symptoms (Samsom & Wong, 2015). 
Conversely, it has been argued that this relationship is due to a transdiagnostic phenotype 
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underlying psychotic, bipolar, and other psychiatric disorders (van Os & Reininghaus, 2016). 
This transdiagnostic psychosis dimension is suggested to have continuity over subclinical and 
clinical symptom levels, and is complemented by specific affective and non-affective factors 
including positive symptoms, negative symptoms, mania, and depression (Reininghaus, 
Priebe, & Bentall, 2012; van Os, 2015; van Os & Reininghaus, 2016). Within this 
framework, comorbidity between schizophrenia and other diagnoses may be due to reciprocal 
associations between the psychosis dimension and other dimensional liabilities (van Os & 
Linscott, 2012). An alternative viewpoint is that a single psychopathological factor accounts 
for comorbidity among all psychiatric disorders, with non-shared environmental factors 
leading to distinct diagnoses (Caspi et al., 2014; Lahey et al., 2012).  
The existence of a transdiagnostic psychosis phenotype is supported by critiques of 
categorically-defined psychotic disorders, such as poor temporal reliability (McGorry et al., 
2009), the absence of “points of rarity” across different disorders (Andrews et al., 2009), and 
a lack of segregation of non-shared risk factors in family or genetic studies (Lichtenstein et 
al., 2009; Ripke et al., 2014). Recently, classification manuals have incorporated 
transdiagnostic elements. For instance, within the DSM-5, psychosis became a feature of 
several diagnostic groups including obsessive–compulsive disorder (van Os, 2015). Further 
modifications to classification texts could include categorical diagnoses being complemented 
by dimensional scores, or the introduction of a “psychosis spectrum disorder” diagnosis (van 
Os, 2016).  
If transdiagnostic dimensions of psychopathology exist, the interpretation of 
correlates of psychotic symptoms may not be straightforward. For instance, the elevation of 
IIV for patients with schizophrenia compared to healthy controls could be due to a specific 
association between neurocognition and psychotic illness. Alternatively, this link may be due 
to the reciprocal interaction of the psychosis dimension with other proposed nodes within the 
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transdiagnostic network, such as affective distress (van Os & Reininghaus, 2016; Wigman et 
al., 2016).  
There are consistent reports of cognitive impairments in mood disorders, particularly 
in domains of attention, executive functioning, and memory (Brand & Jolles, 1987; Marvel & 
Paradiso, 2004; Sax et al., 1995). Perhaps surprisingly, a minute literature directly assesses 
associations between IIV and affective psychopathology. Research using general population 
samples report associations between iSD on a 2-back task and daily stress (Sliwinski, Smyth, 
Hofer, & Stawski, 2006), and between iSD on a CRT and total scores on a mental health 
questionnaire (Bunce, Tzur, Ramchurn, Gain, & Bond, 2008). Some studies of IIV have 
compared persons diagnosed with schizophrenia to patients with non-psychotic mood 
disorders (Kaiser et al., 2008; Schwartz et al., 1989; van den Bosch et al., 1996). In these 
studies, IIV appears unable to differentiate consistently between persons with affective or 
psychotic disorders.  
Separating correlates of psychosis from affective dysregulation may be even more 
challenging in subclinical populations. As stated, persons reporting PLE often present with 
affective dysregulation (Armando et al., 2010; Krabbendam et al., 2005). Further, it has been 
argued that PLE may be an expression of clinical noise around a non-psychotic syndrome, as 
well as a marker of schizophrenia liability (Yung et al., 2007). Recently, analysis of data 
from the ALSPAC cohort suggested that affective dysregulation and PLE are best 
represented as a bi-factor model with a single underlying factor comprising common mental 
distress, on which PLE are indicative of more severe pathology (Stochl et al., 2015). That is, 
there are both unique and shared aetiologies between affective symptoms and PLE.  
As far as it is known, no studies have attempted to determine the specificity of risk 
markers to PLE. Altogether, this literature suggests multiple challenges to such an estimation, 
and uncertainty of any reported results. However, in order to have some clinical utility, a 
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behavioural marker related to a psychosis risk state should exhibit some degree of specificity. 
It is apparent that making comparisons between affectively dysregulated and PLE groups or 
statistically controlling for affective dysregulation in PLE are unsuitable research strategies. 
Tentatively, a comparison of distressed PLE endorsers and non-endorsers with healthy 
controls may have greater utility, on the basis that these groups may more likely represent 
persons with and without subclinical psychosis in the general population.  
Symptom specificity of intra-individual variability. By comparison, estimating the 
specificity of IIV to certain expressions of psychosis appears less challenging. There have 
been multiple investigations of IIV symptom specificity with schizophrenia patients (O'Gráda 
et al., 2008; Pellizzer & Stephane, 2007; Shin et al., 2013; Vinogradov et al., 1998). Some 
studies have linked elevated IIV with positive and disorganised symptoms (Vinogradov et al., 
1998), whereas others have reported associations with negative symptomatology (O'Gráda et 
al., 2008) or no associations between IIV and symptom grouping (Pellizzer & Stephane, 
2007; Shin et al., 2013). Findings in studies of schizotypy also appear inconsistent, with 
elevated IIV linked to cognitive-perceptual and negative (Schmidt-Hansen & Honey, 2009), 
and to cognitive-perceptual, paranoid, and disorganised schizotypy (Kane et al., 2016). The 
differences between studies may reflect the use of different RT paradigms or symptom 
classifications. The degree to which shared variance between dimensions of schizotypy 
explains the overlapping elevations of IIV is also unknown. Alternatively, elevated IIV may 
represent a deficit that is orthogonal to changes in symptoms. In any case, further exploration 
of the relationship of IIV to symptoms of subclinical psychosis is warranted, particularly with 
respect to PLE, which is yet unstudied.  
The present study. In this study, I aim to explore the relationships between IIV, 
subclinical psychosis, and affective dysregulation. To do this, the IIV of distressed PLE-
endorsers and distressed PLE non-endorsers will be compared to healthy controls. Further, in 
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line with the previous chapter, I test whether elevated IIV is associated with PLE and 
schizotypy, and whether any relationship depends on the complexity of the RT task. It is 
hypothesised that distressed PLE-endorsers, but not distressed PLE non-endorsers, will 
exhibit greater IIV than controls. It is also hypothesised that the previous findings regarding 
IIV, PLE, and task complexity will be replicated. Finally, the specificity of elevations in IIV 
to type of PLE or schizotypy factor will be assessed, although specific hypotheses regarding 
the exact nature of this association are not put forward due to the equivocal nature of this 
literature.  
Methods 
Participants. Undergraduates (n = 500, 17–55 years, 74.8% female) enrolled in first- 
and second-year psychology papers at the University of Otago volunteered as participants. 
Given the relationship between IIV and age, participants 30 years and older were excluded, 
leaving a total sample of 492 participants aged 17 to 29 years (74.8% female). The majority 
identified as New Zealand European (77.4%). The balance identified as Other European 
(19.5%), Asian (19.8%), Māori (7.7%), Pasifika (1.8%), Middle Eastern (1.8%), and Other 
(1.2%). Data from one person who was diagnosed with psychosis were excluded from 
analysis.  
At the conclusion of the study, participants learnt about the research purpose and 
design, and could earn course credit based on assessment of this learning. The study was 
reviewed and approved by the University of Otago Human Ethics Committee (Health) and 
undertaken in accordance with the Code of Ethics of the New Zealand Psychological Society.  
Measures. 
Psychotic-like experiences. PLE were measured using the Psychosis Screening 
Questionnaire (PSQ; Bebbington & Nayani, 1995), which was administered as an interview. 
The PSQ was designed as a brief screening instrument for PLE to be used primarily with 
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non-clinical populations (Bebbington & Nayani, 1995). In this study, a senior postgraduate 
clinical psychology student administered the PSQ under guidance of a registered clinical 
psychologist.  
The PSQ has five sections that screen for common psychotic-like symptoms over the 
past 12 months: hypomania, thought insertion, paranoia, strange experiences, and 
hallucinations. Each section starts with a screening question that, if endorsed, is followed by 
one or two probe questions (Bebbington & Nayani, 1995). Given the specific interest in 
positive PLE, data from the hypomania items were not considered. The primary outcome 
measure from the PSQ was the positive endorsement of one or more psychotic symptoms 
(screen plus probe questions) from the remaining four domains. Secondary analyses included 
the type of PLE as an outcome measure. 
Schizotypal personality. Schizotypy was measured with the Likert version of the SPQ 
(Raine, 1991). The SPQ is a 74-item self-report questionnaire that assesses the nine features 
of schizotypal personality disorder, as defined in the DSM-III-R (American Psychiatric 
Association, 1987; Mason, 2015). Although the SPQ is not a diagnostic instrument, it is 
commonly used to assess schizotypy and is ubiquitous in schizotypy research (Mason, 2015).  
The original structure of the SPQ comprises nine subscales that assess ideas of 
reference, odd beliefs, unusual perceptual experiences, suspiciousness, lack of close 
friendships, constricted affect, social anxiety, eccentric behaviour, and odd speech (Raine, 
1991; Rossi & Daneluzzo, 2002). These subscales may then be combined into three 
factor-scores, comprising the cognitive-perceptual, interpersonal, and disorganised scales. In 
the Likert version, items were rated on a five-point ordinal scale (strongly agree to strongly 
disagree). The internal correlation is higher for the Likert (0.77 to 0.90) than the binary (0.58 
to 0.90) version (Raine, 1991; Wuthrich & Bates, 2006). Outcome measures included the 
three factor-scales and the total scale. Participants were also dichotomised into either a high 
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or low schizotypy group, on the assumption that schizotypy is taxonic with a base rate of 10% 
in the general population. Thus, SPQ scores were standardised and a cut score (z = 1.282) 
was used to classify participants into either group. 
Affective dysregulation. The 21-item version of the Depression Anxiety Stress Scales 
(DASS-21; Lovibond & Lovibond, 1995) was used to measure affective dysregulation within 
the past week. The DASS-21 has three subscales measuring symptoms of depression, anxiety, 
and stress. Each of the subscales consists of items rated on a 4-point severity scale (0 = did 
not apply to me at all, 3 = applied to me very much, or most of the time). Participant scores 
on each subscale were standardised, and attributed severity ratings based on percentile scores 
recommended by Lovibond and Lovibond (1995), with 0–78 classified as normal, 78–95 as 
mild to moderate, and 95–100 as severe. Participants were then dichotomised as normal if all 
subscales were within the normal range and severe if at least one subscale was within the 
severe range. DASS and PLE classifications were combined to create four participant groups: 
non-distressed PLE endorsers, distressed PLE non-endorsers, distressed PLE endorsers, and 
(non-distressed, PLE non-endorsing) controls. 
Reaction time. IIV was derived from performance on a SRT and the continuous 
performance test, identical pairs version (CPT-IP; Cornblatt, Risch, Faris, Friedman, & 
Erlenmeyer-Kimling, 1988). Both tasks were administered on Mac computers and were 
conducted alongside other neuropsychological measures as part of a broader study on 
schizotypy. Written instructions for both tasks were presented on the computer screen prior to 
the tasks.  
For the SRT, participants were instructed to attend to a fixation point in the centre of 
the screen, and to respond as quickly as possible when it was replaced by the stimulus by 
pressing the “B” button on the keyboard. The fixation point was a white cross, and the 
stimulus was a filled green box. The fixation point was presented for a pseudo-random period 
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of 250, 350, 450, 650, or 750 ms before being replaced by the stimulus. The stimulus 
disappeared either when a response was made, or after 700 ms if there was no response. 
Participants were provided with auditory feedback during error trials, with different tones if a 
response was early (before or within 100 ms of stimulus onset), or late (after 700 ms of 
stimulus onset). Following three practice trials, four experimental blocks were conducted, 
each comprising 36 trials. Outcome data from this study were derived from successful 
responses to stimuli, which occurred between 100 to 700 ms from stimulus onset.  
During the CPT-IP task, white four-digit numbers were presented in the centre of a 
black computer screen at a rate of one per second (50 ms stimulus duration). Participants 
were instructed to respond when they saw the same number presented consecutively, by 
pressing the spacebar on a keyboard. In total, there were 160 trials, which included 32 target 
trials, 32 catch trials, and 96 filler trials. For catch trials, one of the four digits differed, and 
for filler trials, the numbers were pseudo-random with no distinct likeness to previous trials. 
No feedback was provided to participants for correct or incorrect trials, and responses within 
100 ms of stimulus onset were excluded.  
The IIV measures used were the iSD and iCV, which were calculated from raw data 
for correct responses on both tasks. RT distribution was also explored by calculating values at 
25 centile intervals for each individual. Other derived measurements of interest included 
mean RT, the sensitivity index (d′), and errors of commission and omission.  
Covariates. A series of potential confounders were identified as being associated with 
IIV, psychotic disorder, or both, and were included in the analyses. Information on these 
confounders was derived from questionnaires presented prior to administration of RT tasks. 
They included age, sex, ethnicity, birthweight, cumulative cannabis use (number of times 
cannabis has been used in lifetime), proximal cannabis use (use within 24 hours of study 
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participation), prior diagnosis of mental disorder, and socioeconomic status (based on 
parental annual income).  
Disingenuous or inattentive responding was assessed using 12-item validity scale, 
with items dispersed across the SPQ, DASS, and several other self-report questionnaires in 
the study protocol. For these 12 items, participants were asked to provide designated 
responses (e.g., Respond to this question by selecting number 3). 
Analysis. Participants were excluded from analyses if there were two or more errors 
on items detecting inattentive responding, if they had fewer than 30% successful responses 
on RT tasks, or if they were multivariate outliers. Multivariate outliers were detected using 
Cook’s distance and leverage (Tabachnick & Fidell, 2013). Assumptions on residuals, 
collinearity, and homoscedasticity were also tested.  
Sociodemographic and other differences between participants who did or who did not 
endorse secondary questions on the PSQ, and between participants rated as having high or 
low schizotypy, were assessed using chi-squared tests and the Mann–Whitney U test. RT data 
underwent a z-score transformation to ensure a common metric among measures of IIV. 
Bootstrapped analyses were then performed. Binomial logistic regression was used to 
estimate the relationship of different metrics of IIV to endorsement of PLE and to schizotypal 
grouping. These analyses were performed separately for PLE and schizotypy, and for iCV 
and iSD, given the collinearity between these variables. Binomial logistic regression models 
were also used to estimate the relationship between IIV and PLE type, with comparisons 
made between endorsement of specific PLEs and non-endorsement of any PLE. The 
relationship between IIV outcomes and each factor of the SPQ were analysed by Spearman 
rank-order correlations, given the marked positive skew of SPQ outcome data. Linear 
regression was used to assess the relationship between SPQ scale scores and IIV metrics. 
Discriminant function analysis was also performed to determine the unique contributions of 
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IIV outcomes to predicting group membership. Multinomial logistic regression was used to 
estimate the relationship between IIV and combined PLE-DASS-21 groupings. Significance 
for all analyses was set to p < 0.05. Statistical analyses were conducted using SPSS 23 and 
Stata version 14.1 (StataCorp, 2015). 
Table 7.  
Summary of Item Endorsement on the Psychosis Screening Questionnaire 
PSQ items  








Hypomania   
Over the past year, have there been times when you felt 
very happy indeed without a break for days on end?  
81.6 359 
Was there an obvious reason for this? 45.2 199 
Did your relatives or friends think it was strange or 
complain about it? 
1.6 7 
Thought insertion    
Over the past year, have you ever felt that your thoughts 
were directly interfered with or controlled by some outside 
force or person? 
36.4 160 
Did this come about in a way that many people would find 
hard to believe, for instance, through telepathy? 
0.9 4 
Paranoia    
Over the past year, have there been times when you felt 
that people were against you? 
52.7 232 
Have there been times when you felt that people were 
deliberately acting to harm you or your interests? 
18.0 79 
Have there been times when you felt that a group of 
people were plotting to cause you serious harm or injury? 
1.1 5 
Strange experiences    
Over the past year, have there been times when you felt 
that something strange was going on? 
42.5 187 
Did you feel it was so strange that other people would find 
it very hard to believe? 
10.9 48 
Hallucinations    
Over the past year, have there been times when you heard 
or saw things that other people couldn’t? 
9.5 42 
Did you at any time hear voices saying quite a few words 
or sentences when there was no-one around that might 
account for it? 
1.4 6 
Any psychotic symptom    
Yes, to one or more probe questions  96.1 423 
Yes, to the secondary question(s) 12.0 53 
Any psychotic symptom excluding mania   
Yes, to one or more probe questions  88.2 388 
Yes, to the secondary question(s) 11.8 52 
 




Descriptive statistics. Participants were excluded if their responses were classed as 
disingenuous or inattentive (n = 38), or they were multivariate outliers (n = 14). Analyses 
were based on 440 participants. A breakdown of responses to the PSQ is provided in Table 7. 
Of the study members with complete data, 52 (11.8%) endorsed experiencing PLE within the 
past year. The greatest number of those reported strange experiences (n = 48), with 
hallucinations (n = 6), paranoia (n = 5), and thought insertion (n = 4) reported less 
frequently. 
Table 8. 
Characteristics of Subgroups Defined by Psychosis Screening Questionnaire Outcome 
Note. 2 for categorical variables, Mann–Whitney U test z-score for continuous variables. 
PSQ = Psychosis Screening Questionnaire; PLE = psychotic-like experiences; DASS-21 = 
Depression Anxiety Stress Scales. 
* p < .05. ** p <.01. 
 
 
Tables 8 and 9 provide demographic information for the sample. Participants were 
predominantly female, of NZ European descent, and ranged in age from 17 to 29 years. 
Compared to those who did not report PLE, those who endorsed psychotic experiences on the 
Characteristic (reference) 
PSQ Outcome  
Absent One or more PLE Cross-tabulation 
% N  %  N    2 
Sex (female) 74.7 290 76.9 40 0.11 
Low income (< $50,000) 12.9 50 23.1 12 3.93* 
Cannabis use (yes) 40.2 156 30.8 16 1.71 
NZ European 80.2 311 78.8 41 0.49 
Māori 8.2 32 3.8 2 1.24 
Other 34.8 135 28.8 15 0.72 
 M  SD  M  SD z 
Age  19.92 1.48 19.81 1.60 0.46 
Birthweight  3.45 0.51 3.42 0.54 0.27 
DASS-21 depression  3.19 3.53 6.38 5.03 -4.44** 
DASS-21 anxiety  3.13 2.96 4.21 4.21 -4.34** 
DASS-21 stress  4.88 3.73 5.18 5.18 5.07** 
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PSQ and those above the 90th percentile on the SPQ were more likely to have a lower 
household income and higher scores on all subscales of the DASS. There were no other 
statistically significant relationships between PSQ or SPQ outcome and demographic 
variables, including birthweight, age, sex, ethnicity, or cumulative cannabis use.  
 
Table 9. 
Characteristics of Subgroups Defined by Schizotypal Personality Questionnaire Outcome 
Note. 2 for categorical variables, Mann–Whitney U test z-score for continuous variables. 
SPQ = Schizotypal Personality Questionnaire; DASS-21 = Depression Anxiety Stress Scales. 
* p < .05. ** p <.01. 
 
Prediction of psychotic-like experiences. Table 10 shows the relationship between 
IIV and both endorsement of PLE and SPQ outcomes. Participants with elevated CPT-IP iCV 
were more likely to report PLE. There were no associations between PLE endorsement or 
high schizotypy and any other IIV metric. 
We examined the unique contributions of IIV on predicting group membership using 
a discriminant function analysis. IIV scores for each RT task were included simultaneously in 
the analysis to determine which of these variables could best predict a participant’s PLE 
Characteristic (reference) 
SPQ Outcome  
Absent One or more PLE Cross-tabulation 
% N  %  N    2 
Sex (female) 75.8 298 68.1 32 1.34 
Low income (< $50,000) 12.7 50 25.5 12 5.69** 
Cannabis use (yes) 40.2 158 29.8 14 1.91 
NZ European 80.2 315 78.7 37 0.54 
Māori 7.1 28 12.8 6 1.24 
Other 33.1 130 42.6 20 1.68 
 M  SD  M  SD z 
Age  19.91 1.50 19.83 1.46 0.39 
Birthweight  3.43 0.51 3.43 0.60 -1.14 
DASS-21 depression  3.05 3.43 7.87 4.62 -6.93** 
DASS-21 anxiety  3.05 2.98 6.75 3.47 -7.01** 
DASS-21 stress  4.87 3.78 9.15 4.77 5.93** 
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grouping. The combined information successfully predicted group membership 
(Wilks Λ = 0.97, χ24  = 12.54, P = 0.01) and correctly classified 58.1% of all cases. Table 11 
presents the standardised coefficients of each predictor. These results indicate that iCV scores 
on the SRT (β = 0.66) and the CPT-IP (β = 0.42) were the best predictors for identifying 
whether a subject reported the absence or presence of subclinical psychotic symptoms. 
CPT-IP distribution was further explored by calculating values at 25 centile intervals 
for each participant (Figure 3, Table 12). Although there appeared a trend toward longer RTs 
at the 99th centile for PLE endorsers than non-endorsers, this difference did not achieve 
statistical significance.  
Table 10.  
Associations between Subclinical Psychosis and Reaction Time Variability 
Parameter  
One or more PLE (vs. none) High schizotypy (vs. not high) 
OR [95% CI] OR [95% CI] 
SRT     
 iSD 1.09 [0.87, 1.36] 1.14 [0.84, 1.54] 
 iCV 1.16 [0.94, 1.43] 1.21 [0.91, 1.62] 
CPT-IP     
 iSD 1.14 [0.91, 1.42] 1.04 [0.77, 1.42] 
 iCV 1.28* [1.03, 1.60] 1.19 [0.87, 1.61] 
Note. Binomial logistic regression. RT = reaction time; SRT = simple reaction time; CPT-IP 
= continuous performance test, identical pairs version; iSD = individual standard deviation; 
iCV = individual coefficient of variation; OR = odds ratio; CI = confidence interval. 
* p < .05.  
 
Table 11.  
Standardised Coefficients of Predictor Variables of the Discriminant Function 
Predictor Standardised coefficient 
iSD for SRT 0.278 
iCV for SRT 0.442 
iSD for CPT-IP 0.368 
iCV for CPT-IP 0.661 
Note. SRT = simple reaction time; CPT-IP = continuous performance test, identical pairs 
version; iSD = individual standard deviation; iCV = individual coefficient of variation. 
 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
79 
Figure 3. Cumulative Reaction Time Distribution (ms) for Continuous Performance Test, 
Identical Pairs Version 
 
Table 12.  
Reaction Time Distribution (ms) for Continuous Performance Test, Identical Pairs Version 
 Centile 
1 25 50 75 99 
Absent PLE 323.15 396.19 454.69 531.63 739.31 
One or more PLE 306.04 395.91 446.63 535.45 762.57 
 
Table 13.  




perceptual Interpersonal Disorganised SPQ Total 
SRT     
 iSD 0.09† 0.08 0.05 0.09† 
 iCV 0.10* 0.07 0.04 0.08† 
CPT-IP     
 iSD 0.03 0.07 0.08† 0.08† 
 iCV 0.06 0.08† 0.09† 0.10* 
Note. Bivariate correlation. Unadjusted analysis. SRT = simple RT task; CPT-IP = 
continuous performance test, identical pairs version; iSD = individual standard deviation; 
iCV = individual coefficient of variation; SPQ = Schizotypal Personality Questionnaire.  
† p < .10. * p < .05.  
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Table 14.  






Interpersonal Disorganised SPQ Total 
 R2 β R2 β  R2 β  R2 β 
Analysis 1 0.01  0.01  0.01  0.01  
 SRT iSD  0.06  0.05  0.02  0.05 
 CPT iSD  0.04  0.06  0.07  0.07 
         
 N 440  440  440  440  
 F (2, 438) 1.34  1.55  1.44  1.81  
Analysis 2 0.01  0.01  0.01  0.01  
SRT iCV  0.07  0.04  0.03  0.06 
CPT iCV  0.07  0.08  0.09  0.09* 
         
 N 440  440  440  440  
 F (2, 438) 2.61  1.86  1.90  2.74  
Note. RT = reaction time; SRT = simple reaction time; CPT-IP = continuous performance 
test, identical pairs version; iSD = individual standard deviation; iCV = individual coefficient 
of variation; SPQ = Schizotypal Personality Questionnaire.  
* p < .05.  
 
 
Table 13 displays correlations between IIV and the SPQ factors. Higher scores on the 
cognitive-perceptual factor was associated with SRT iCV. Increased iCV during the CPT-IP 
was also associated with the SPQ total score. Although trend-level correlations are shown in 
the table, there were no other significant relationships between IIV and any of the other SPQ 
factors. Table 14 shows linear regression analyses for SPQ factor and overall scores. The 
inclusion of iCV did not significantly improve the overall model when entered 
(F(2, 438) = 2.74, p = 0.066), despite CPT-IP iCV being shown as a significant predictor of 
overall SPQ scores. There was no evidence that any metric of IIV improved the regression 
models for SPQ factors, or were related to cognitive-perceptual, interpersonal, or 
disorganisation features.  
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Table 15 shows associations of IIV with type of PLE reported. There was a significant 
association for the paranoia group only. Elevated iCV on the CPT-IP were associated with 
the reporting of paranoia. There were no other significant associations between SRT or CPT-
IP outcomes and type of PLE.  
 
Table 15.  








OR [95% CI] OR [95% CI] OR [95% CI] OR [95% CI] 
SRT     
 iSD 0.56 [0.18, 1.76] 1.13     [0.88, 1.44] 1.15 [0.85, 1.55] 1.38 [0.67, 2.83] 
 iCV 0.80 [0.28, 2.31] 1.25†   [0.98, 1.58] 1.14 [0.85, 1.52] 1.44 [0.74, 2.81] 
CPT-IP     
 iSD 1.35 [0.53, 3.45] 1.24†   [0.97, 1.59] 0.90 [0.65, 1.25] 1.15 [0.50, 2.65] 
 iCV 1.55 [0.61, 3.91] 1.43** [1.11, 1.83] 0.99 [0.72, 1.38 ] 1.28 [0.55, 2.98] 
Note. Binomial logistic regression. Each PLE grouping is compared with absent PLE. RT = 
reaction time; SRT = simple reaction time; CPT-IP = continuous performance test, identical 
pairs version; iSD = individual standard deviation; iCV = individual coefficient of variation; 
PSQ = Psychosis Screening Questionnaire; OR = odds ratio; CI = confidence interval. 
† p < .10. ** p <.01. 
 
 
Table 16.  
Distribution of Participants among Classification Criteria 
DASS-21 Score 
PSQ Outcome  
Absent PLE One or more PLE 
Low 276 63.7% 17 3.9% 
Between 61 13.9% 12 2.7% 
High 51 11.6% 23 5.2% 
Note. Criteria for DASS-21 Score: Low, all subscale scores z < 0.772; between, at least one 
subscale score 0.772 < z < 1.645; no subscale score z > 1.645. High, at least one subscale 
score z > 1.645. DASS-21 = Depression Anxiety Stress Scales. 
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Table 17.  










OR [95% CI] OR [95% CI] OR [95% CI] 
SRT       
 iSD 1.14 [0.81, 1.63] 1.06 [0.80, 1.39] 1.41* [1.00, 1.97] 
 iCV 1.24 [0.88, 1.73] 1.12 [0.86, 1.46] 1.53* [1.10, 2.12] 
CPT-IP       
 iSD 1.19 [0.84, 1.69] 0.96 [0.73, 1.27] 1.59** [1.12, 2.23] 
 iCV 1.25 [0.88, 1.79] 1.11 [0.84, 1.47] 1.80** [1.28, 2.52] 
Note. Multinomial logistic regression. Comparisons are made to combined absent PLE and 
low DASS-21 grouping. RT = reaction time; SRT = simple reaction time; CPT-IP = 
continuous performance test, identical pairs version; iSD = individual standard deviation; 
iCV = individual coefficient of variation; PSQ = psychosis screening questionnaire; DASS-
21 = Depression Anxiety Stress Scales; PLE = psychotic-like experiences; OR = odds ratio; 
CI = confidence interval. 
* p < .05. ** p <.01. 
 
 
Table 16 gives the number of participants meeting and falling between classification 
criteria for the combined PLE and DASS groupings. Table 17 shows relationships between 
IIV and endorsement of these outcomes. Distressed PLE-endorsers exhibited significantly 
higher iSD and iCV on both the SRT and CPT-IP than controls. IIV was not significantly 
elevated for non-distressed PLE endorsers, or distressed PLE non-endorsers compared to 
controls. Post-hoc tests revealed that non-distressed PLE endorsers had lower CPT-IP iCV 
than distressed PLE endorsers did (p = 0.046). Other differences between participant 
groupings were non-significant.  
Discussion 
Principal findings. This study investigated whether elevated IIV relates to PLE and 
schizotypy, whether this relationship is specific to complex RT tasks, and whether this 
relationship has specificity to certain expressions of PLE or SPQ. The absence of any 
consistent relationship between SRT outcomes and subclinical psychosis suggests that 
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associations depend on task complexity. The results suggest that IIV is more strongly 
associated with PLE than schizotypy, with stronger associations for CPT-IP iCV. 
Associations between PLE and CPT-IP iCV appeared to be specific to paranoid experiences 
only. Distressed PLE-endorsers, but not distressed PLE-non-endorsers, exhibited increased 
IIV on the SRT and CPT-IP relative to controls. Despite weak associations between the total 
schizotypy and CPT-IP iCV, there were no specific relationships to any expression of 
schizotypy.  
Limitations. A number of limitations need to be acknowledged. Data were obtained 
from a sample consisting of predominantly female undergraduate students, which deviates 
from a more representative population sample (Newman, Moffitt, Caspi, & Silva, 1998). 
Prior studies have indicated that more educated persons perform better on RT tasks than 
participants with lower levels of education (Anstey, Dear, Christensen, & Jorm, 2005). In this 
study, a number of participants made zero errors during the CPT-IP on hit (n = 32) and catch 
(n = 25) trials. Differences in performance between groups may have been masked by a 
ceiling effect, which occurred despite the use of the more difficult identical pairs version of 
the CPT (Cornblatt et al., 1988), and upper limits for response times. Increasing the number 
of trials could address this issue. This modification would also allow for the evaluation of 
tau-related elevations of IIV for PLE-endorsers, as might be inferred by the trend toward 
longer RTs at the 99th percentile.  
A small number of participants reported PLE. This may have meant that significant 
relationships were occluded by relatively broad confidence intervals for groups of interest, 
particularly for those reporting hallucinations or thought insertions. Thus, it would not be 
advisable to assume any specificity of IIV based on these results. Estimates that are more 
robust would require larger scale studies, or the specific recruitment of at-risk groups. 
Interactions between dimensions of schizotypy and IIV appeared weak or non-significant. On 
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the surface, this appears to be inconsistent with the suggestion by Schmidt-Hansen and 
Honey (2009) or Kane et al. (2016) that IIV predicts multiple dimensions of schizotypy. 
However, the associations reported within those studies were similar to those found here. It is 
unknown whether the differences between these findings are explicable (at least partly) in 
terms of differences in power, numbers of comparisons, and shared variance between 
different schizotypal dimensions. 
Further, it is unlikely that our groupings based on DASS-21 scores and PLE were 
diagnostically homogenous. DASS-21 scores were highly correlated to PLE expression in 
this cohort. Theoretical and clinical findings suggest that pure symptom groupings are 
unlikely to be found due to the mutually influential nature of overlapping dimensional 
liabilities related to these psychopathological constructs (Stochl et al., 2015; van Os & 
Linscott, 2012).  
Symptom overlap presents another challenge to creating pure diagnostic groups. 
Social anxiety and paranoia exhibit high comorbidity in psychiatric (Fornells-Ambrojo & 
Garety, 2009) and general population samples (Lincoln, Peter, Schäfer, & Moritz, 2009). The 
cardinal features of social anxiety and paranoia include expectations of negative responses 
from others, although the nature of this negative response can differ (Freeman, 2007; 
Hofmann, Heinrichs, & Moscovitch, 2004). This issue can lead to subclinical paranoia being 
frequently mischaracterised as anxiety (Freeman et al., 2008). Thus, setting aside the issues 
of aetiological overlap, the ability to create accurate diagnostic groups is limited by the 
ability of available measures to screen for these groups, and by the ability of participants to 
understand subtle differences in psychological phenomena. The use of alternative clinical 
measures, clinical interviewing, and informant-rating scales may help to address this issue.  
Conclusions. Several studies have compared IIV of persons diagnosed with 
schizophrenia to those diagnosed with non-psychotic mood disorders (Kaiser et al., 2008; 
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Schwartz et al., 1989; van den Bosch et al., 1996). All studies report elevated IIV for persons 
with schizophrenia compared to controls. However, the specificity of this relationship has not 
been clarified, as patients diagnosed with major depression exhibited similarly elevated IIV 
when indexed via CPT iSD (van den Bosch et al., 1996) and go/no-go iCV (Kaiser et al., 
2008), but not with SRT iSD (Schwartz et al., 1989) or go/no-go iSD (Kaiser et al., 2008). 
Our findings appear to align with studies that suggest specificity of elevated IIV to psychotic 
symptoms, provided there is some degree of concurrent affective distress.  
Evidence of an association between iCV on an executively demanding RT task and 
PLE is in line with findings reported in the previous chapter, as well as previous studies of 
IIV along the psychosis continuum (Birkett et al., 2007; Shin et al., 2013). As the CPT-IP and 
other complex RT tasks are used to measure sustained attention and response inhibition 
(Conners, Epstein, Angold, & Klaric, 2003), it is suggested that IIV on these tasks reflect the 
stability of executive processes, which is mediated by the prefrontal cortex (Rubia et al., 
2001; Weintraub, 2000). Deficits in executive control are widely reported for persons with 
schizophrenia (Heinrichs & Zakzanis, 1998; Reichenberg & Harvey, 2007) and their non-
affected relatives (Sitskoorn et al., 2004), and in psychometric high-risk samples (Carrión et 
al., 2013; Hawkins et al., 2008; Lencz et al., 2006; Wood et al., 2003). Further, lower IIV is 
associated with greater levels of executive control (Bellgrove et al., 2004; Stuss et al., 2003).  
As such, the degree to which IIV is a novel risk marker for PLE is uncertain. In order 
for IIV to have clinical utility, it should demonstrate some value beyond established measures 
of cognitive control. This necessitates an investigation to determine whether executive 
functioning mediates the relationship between IIV and PLE. This will be the focus of the 
following chapter.  
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Chapter 4: The Role of Executive Functioning 
Introduction 
Findings from neuroimaging, genetic, and neuropsychological studies indicate that 
RT variability and psychotic disorder are robustly associated with executive functioning. 
Therefore, it is possible that executive deficits are responsible for elevations in IIV in those at 
psychometric high risk of schizophrenia. A broad array of performance-based and self-report 
measures are readily available to assess executive functioning in clinical and research 
settings. It would be useful to assess whether these measures explain the relationship between 
IIV and subclinical psychosis, rendering somewhat redundant the use of IIV as a clinical 
measure. The purpose of the following chapter is to assess whether performance-based or 
self-report measures of executive functioning mediate the relationship between IIV and 
subclinical psychosis. However, this first requires a discussion of executive functioning, and 
a review of its relationships with subclinical psychosis and IIV.  
Executive functioning. Executive functions are associated with the prefrontal cortex, 
a notion that is well supported by neuroimaging and lesion studies (Baddeley, 1986; Stuss & 
Levine, 2002). It has been suggested that the lateral prefrontal cortex and hippocampal 
structures primarily subserve the executive functions (D’Esposito, Postle, & Rypma, 2000; 
Petrides, 1995). Attempts to find neural correlates for specific executive tasks have had some 
success. For instance, the dorsolateral prefrontal cortex has been suggested to be involved 
with the mental manipulation of information held in working memory (Friedman & Miyake, 
2017; Stuss, 2011). At the same time, it is apparent that connectivity between the frontal 
lobes and the subcortical and thalamic regions is necessary for optimal performance across all 
executive tasks (Lewis, Dove, Robbins, Barker, & Owen, 2004). These findings are seen as 
evidence that executive functions exhibit “unity and diversity” (Teuber, 1972, p.645).  
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Individual differences at the behavioural, genetic, and neural level cohere with this 
notion that executive processes are domain-general yet highly fractionated (Friedman & 
Miyake, 2017; Teuber, 1972). Patients with frontal lobe injury may exhibit performance 
deficits for some executive tasks, while performing well on others (Godefroy, Cabaret, Petit-
Chenal, Pruvo, & Rousseaux, 1999), and the sizes of intercorrelations between executive 
tasks are often low (Miyake et al., 2000; Salthouse, Atkinson, & Berish, 2003). These 
findings have been taken as evidence that executive functions depend on separable cognitive 
processes (Jurado & Rosselli, 2007). It is worth noting that tasks are also frequently separable 
on the basis of their component non-executive processes (Stuss & Alexander, 2000). As 
executive functions by definition involve the control of lower-level processes, any 
differences in sensory or motor processing may influence performance on a test of cognitive 
control.  
Despite these differences, executive functions have frequently been described as 
having a family resemblance (Teuber, 1972). There have been numerous attempts to derive 
the underlying factor structure of executive functions using latent variable analysis. Latent 
variables capture common variance across multiple measures (Bollen, 2002). This common 
variance does not include random measurement error and excludes variance from lower-level 
processes, to the extent that tasks differ in their reliance on these processes. Prototypical tasks 
used in such studies include the Wisconsin Card Sort Task (WCST; Heaton, Chelune, Talley, 
Kay, & Curtiss, 1993), Trail Making Test, Part B (TMT-B; Reitan & Wolfson, 1985), 
Controlled Oral Word Association Test (COWAT; Strauss, Sherman, & Spreen, 2006; Stuss 
& Benson, 1986), and the Stroop test (Golden & Freshwater, 2002). Such tasks are suggested 
to draw differentially on cognitive control processes including response inhibition (Stroop), 
task-set shifting (TMT-B), and memory updating (WCST), as well as non-executive 
processes such as psychomotor speed (TMT-B) and vocabulary knowledge (COWAT; Chase, 
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Clark, Sahakian, Bullmore, & Robbins, 2008). Large-scale studies (Gläscher et al., 2012) and 
several decades of neuroimaging research (Christoff & Gabrieli, 2000; Owen, 2000; Petrides, 
1995) specifically links performance on this battery to the prefrontal cortex. Postulated factor 
combinations derived from latent variable analyses from batteries including these tasks 
include inhibition only (Barkley, 1997), inhibition and working memory (Pennington & 
Ozonoff, 1996), reasoning and perceptual speed (Salthouse, 1996, 2005), shifting, updating, 
and inhibition (Miyake et al., 2000), and shifting, updating, inhibition, and verbal fluency 
(Fisk & Sharp, 2004). While these studies differ in the factors proposed to underlie executive 
functions, they cohere in the suggestion that separable but moderately correlated constructs 
underlie cognitive control. 
Clinicians typically use test batteries to assess executive dysfunction, mirroring the 
notion that a broad array of measures is necessary to capture its unity and diversity. Batteries 
such as the Delis–Kaplan Executive Function System (D-KEFS; Delis, Kaplan, & Kramer, 
2001) and the Behavioural Assessment of the Dysexecutive Syndrome (BADS; B. A. Wilson, 
Evans, Alderman, Burgess, & Emslie, 1997) comprise a wide variety of standardised tests 
that tap different executive functions. The collation of scores differs between these batteries. 
For instance, the BADS provides an overall profile score. It could be argued that this 
approach presumes the existence of a unifying, central factor underlying executive function 
(or dysfunction), which is analogous to g for intelligence (Jurado & Rosselli, 2007). In 
contrast, the D-KEFS does not provide an overall score, but rather contrast scores, which 
allow clinicians to examine discrepancies between related measures (J. R. Crawford, 
Sutherland, & Garthwaite, 2008).  
Self-report measures of executive functions may also be of value (Barkley & Fischer, 
2011; Johnco et al., 2014; Kamradt, Ullsperger, & Nikolas, 2014). Measures such as the 
Dysexecutive Questionnaire (DEX; B. A. Wilson et al., 1997) and the Frontal Systems 
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Behaviour Scale (Grace & Malloy, 2001) exhibit considerable face validity as they address 
individuals’ everyday experiences of behaviours assumed to be related to executive 
functions. Such measures are particularly useful in the assessment of clinical populations, in 
that they are brief, quick to score and interpret, and can be completed independently.  
Previous findings suggest that self-report measures demonstrate limited convergent 
validity with neuropsychological test batteries of executive function, whether in clinical or 
non-clinical samples (Barkley & Fischer, 2011; Buchanan, 2016; Laws, Patel, & Tyson, 
2008; Toplak, West, & Stanovich, 2013). Although concerning, this lack of association 
between objective and subjective performance is not unique to the field of cognitive control. 
Executive function is defined broadly (i.e., rational goal pursuit), but measured narrowly (i.e., 
with performance-based measures). Compare this to the field of intelligence, which is defined 
by vernacular descriptions (i.e., wisdom and creativity) yet quantified using a full-scale 
intelligence score (Stanovich, 2009). It is suggested that the broad and narrow definitions 
reflect different levels of cognitive functioning, termed the algorithmic and reflective mind 
(Stanovich, 2012). With respect to cognitive control, self-report measures assess the 
reflective mind, by estimating the success of goal-directed behaviour in the real environment. 
In contrast, performance-based measures are able to assess the algorithmic mind, by 
estimating the efficiency of cognitive processes involved in behavioural control, while 
circumventing the issue of rational goal pursuit.  
There is a further psychometric distinction between performance-based and self-
report measures. Test batteries are frequently conducted under optimal conditions, unlike the 
everyday situations surveyed by rating scales. It has been argued that well-structured 
neuropsychological tests in the presence of an examiner can facilitate and contribute to the 
adequate performance of an individual with executive dysfunction (Gioia, Isquith, & 
Kenealy, 2008). In contrast, self-report measures require individuals to estimate the 
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frequency and typicality of behaviours in less structured environments, without specific 
instructions to optimise their ratings. Taken together, this suggests that self-report and 
performance-based measures provide important and relevant information about an 
individual’s executive functioning. However, they likely do so at different cognitive levels. 
As such, these measures are not necessarily equivalent or interchangeable.  
Executive functioning and IIV. As discussed previously, IIV is associated with the 
neural substrates thought to subserve executive function. Elevated IIV is reported for clinical 
conditions characterised by issues with prefrontal cortical integrity, including dementia (Tse 
et al., 2010) and ADHD (Kofler et al., 2013; Tamm et al., 2012). In non-clinical populations, 
changes in IIV approximate changes in the integrity of the prefrontal cortex across the 
lifespan (Li, Lindenberger, et al., 2004; MacDonald et al., 2008). RT variability is associated 
with the structural integrity (Stuss et al., 2003) and functional activation of the dorsolateral 
prefrontal cortex (Bellgrove et al., 2004), and the integrity (Bunce et al., 2007) and volume of 
frontal white matter (Anstey et al., 2007). These relationships appear specific to IIV and 
localised to the frontal lobes. For instance, white matter hyperintensities show no correlations 
with tests of psychomotor speed and global cognition, and non-frontal hyperintensities are 
not associated with increased IIV (Bunce et al., 2007).  
As far as I am aware, no studies have investigated the relationship between IIV and 
self-report measures of cognitive control. However, there are associations between IIV and 
performance-based tasks of executive function. A recent study found poor performance on 
executive tasks such as the WCST, TMT-B, and Stroop were strongly related to tau, but not 
sigma or mu (Vasquez et al., 2018). There were stronger associations reported between tau 
and executive tasks, compared to tasks tapping memory or processing speed. Greater 
variability has negative associations with multiple measures of fluid intelligence (Alderton & 
Larson, 1994; Li, Lindenberger, & Sikström, 2001; Ram, Rabbitt, Stollery, & Nesselroade, 
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2005), a construct that is related to frontal lobe volume and behavioural measures of 
cognitive control (Schretlen et al., 2000). 
Considering the modular, multifactorial nature of cognitive control, increased IIV 
could result from impairments in any number of component executive processes. Deficits in 
IIV have been attributed to fluctuations in executive control (West et al., 2002), increased 
prefrontal broadband noise resulting from inefficient neural processing (Winterer et al., 
2004), and the failure of top-down executive processes to sustain attention (Kaiser et al., 
2008). Despite their differences, each description coheres in suggesting that IIV may reflect 
the overall fidelity of executive functioning.  
Executive functioning and subclinical psychosis. Those at high risk of developing 
schizophrenia frequently exhibit deficits in cognitive control. First-degree relatives of 
patients with psychosis show deficits on tests of executive function (Bhojraj et al., 2010; 
Delawalla, Csernansky, & Barch, 2008; Şevik et al., 2011; Sitskoorn et al., 2004), with task-
related hyperactivation in the dorsolateral prefrontal cortex (Delawalla et al., 2008). A profile 
of hypofrontality is reported in fMRI studies of adolescents who report PLE as well (Friston 
& Frith, 1995). In adolescents, PLE are associated with poor performance on the TMT-B 
(Blanchard et al., 2010; Kelleher, Clarke, et al., 2012) and in computerised batteries of 
executive function (Calkins et al., 2014; Gur et al., 2007).  
The relationship between executive deficits and schizotypy is more equivocal. For 
instance, early reports of deficits on the TMT-B for high schizotypal adults (Chen et al., 
1997; Park & McTigue, 1997; Poreh, Ross, & Whitman, 1995) often failed to replicate (Kim, 
Oh, Hong, & Choi, 2011; Matheson & Langdon, 2008; Mitropoulou et al., 2002). Similarly, 
although some researchers have found schizotypal subjects have an increase in perseverative 
errors on the WCST (Gooding, Kwapil, & Tallent, 1999; Lenzenweger & Korfine, 1994; 
Poreh et al., 1995; Suhr, 1997), others have failed to do so (Condray & Steinhauer, 1992; 
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Jahshan & Sergi, 2007; Lin, Chen, Yang, Hsiao, & Tien, 2000). Similarly, both significant 
(Suhr, 1997) and null associations have been reported between schizotypy and performance 
on the Stroop task (Spitznagel & Suhr, 2002). With respect to self-report measures, high 
schizotypy groups consistently describe greater difficulty with daily executive functions than 
controls, even when there are no observed differences in performance-based measures (Chan 
et al., 2011; Chun, Minor, & Cohen, 2013; Laws et al., 2008). This finding may be surprising, 
since patients with psychotic disorder often show a lack of insight and may underestimate 
executive deficits (Aleman, Agrawal, Morgan, & David, 2006; Evans, Chua, McKenna, & 
Wilson, 1997). These findings indicate that subjective reports may more meaningfully 
capture schizotypy-related executive deficits, if they exist, than objective measures.  
The present study. It appears that associations of psychotic disorder with IIV and 
executive function extend further down the psychosis continuum. Poorer performance on 
executive tasks is associated with increased IIV (Vasquez et al., 2014, 2018) and the 
endorsement of PLE (Blanchard et al., 2010; Calkins et al., 2014; Gur et al., 2006; Kelleher, 
Clarke, et al., 2012). Schizotypy exhibits a more robust relationship with subjective than with 
objective estimation of executive function (Chan et al., 2011; Chun et al., 2013; Laws et al., 
2008), although the relationship between IIV and self-report of executive function appears 
untested. Based on this review, it is presumed that self-reported and performance-based 
measures of cognitive control may explain in part the relationship between IIV and 
subclinical psychosis.  
In the following studies, I explored whether cognitive control mediates the 
relationship between IIV and subclinical psychosis. Study 1 examines whether self-reported 
executive dysfunction, as measured with the DEX, mediates the relationship between CPT-IP 
IIV and SPQ scores. To my knowledge, this study involves the first assessment of the 
relationship between subjective executive dysfunction and IIV. It is hypothesised that 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
93 
increased DEX scores will be associated with elevated IIV and higher SPQ ratings. It is also 
hypothesised that the previous relationships between IIV and schizotypy will be replicated. It 
is further hypothesised that self-reported executive dysfunction will mediate the relationship 
between IIV and schizotypy.  
Study 2 is a mediational analysis of the relationship between PLE, IIV, and 
performance-based measures of schizotypy. This study involves the extraction of ex-
Gaussian parameters of CPT-IP and SRT performance, in an attempt to overcome the 
statistical shortcomings of summary statistics such as the iSD and iCV. A latent variable 
analysis will extract factors representing executive function. This will be based on 
performance on a comprehensive test battery that includes the WCST, TMT-B, Stroop, and 
COWAT, tasks that measure four commonly-discussed executive functions (i.e., inhibition, 
shifting, updating, and verbal fluency; Fisk & Sharp, 2004; Miyake et al., 2000). Further, as 
these tests see routine use in clinical assessment of executive functioning, their use 
appropriately addresses conclusions regarding the clinical redundancy of IIV. In line with 
Study 1, it is hypothesised that increased IIV, and specifically increased tau of CPT-IP, will 
be related to the reporting of PLE and to poor performance on cognitive control tasks. It is 
predicted that the reporting of PLE will also be associated with poor performance on 
executive tasks. It is further hypothesised that poorer performance on cognitive control tasks 
mediates the relationship between IIV and PLE. 
Study 1 
Method. 
Sample. A total of 2,534 experimental sessions were conducted with participants 
recruited from first- and second-year psychology classes at the University of Otago. As some 
volunteers participated on more than one occasion, data were excluded if these were from a 
second or subsequent assessment of the same individual. Data from those over 30 years of 
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age were also excluded. This left a total sample of 1,999 participants aged 17 to 29 years 
(70.0% female). The majority identified as New Zealand European (75.7%). Participants also 
identified as Other European (19.5%), Asian (19.8%), Māori (7.7%), Pasifika (1.8%), Middle 
Eastern (1.8%), and Other (1.2%). At the conclusion of the study, participants learnt about 
the research purpose and design, and could earn course credit based on assessment of this 
learning. The study was reviewed and approved by the University of Otago Human Ethics 
Committee (Health) and undertaken in accordance with the Code of Ethics of the New 
Zealand Psychological Society.  
Measures. 
Schizotypal personality. Schizotypy was measured with the binary version of the SPQ 
(Raine, 1991). Page 71 of this thesis describes this measure in detail. Outcome measures 
included the total ratings on the three factor-scales and the total scale. Participants were also 
dichotomised into either a high or low schizotypy group, on the assumption that schizotypy is 
taxonic with a base rate of 10% in the general population. Thus, SPQ scores were 
standardised and a cut score (z = 1.282) was used to classify participants into either group. 
Continuous performance test, identical pairs version. RT data were derived from 
performance on the CPT-IP (Cornblatt et al., 1988), according to the protocol detailed on 
page 73 of this thesis. The IIV measures used were the iSD and iCV, which were calculated 
from raw data for correct responses on both tasks.  
Executive dysfunction. The DEX (B. A. Wilson et al., 1997) is a self-report 
questionnaire that samples a range of behaviours commonly associated with the dysexecutive 
syndrome. Items include statements such as “I have problems understanding what other 
people mean unless they keep things simple and straightforward” and “I have difficulty 
thinking ahead and planning for the future”. These statements reflect four broad areas of 
likely changes: emotional or personality changes, behavioural changes, motivational changes, 
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and cognitive changes. The frequency of each item is scored on a 5-point (0-4) Likert-scale 
ranging from “never” to “very often”. Internal consistency and reliability of this scale are 
adequate (α = .90), and the scale correlates significantly with the BADS profile score (B. A. 
Wilson et al., 1997). The total score on this measure was used in analysis. 
Covariates.A series of potential confounders were identified as being associated with 
IIV, psychotic disorder, or both, and were included in the analyses. Information on these 
confounders was derived from questionnaires presented prior to administration of RT and 
cognitive control tasks. They included age, sex, cumulative cannabis use (more than five 
times), and ethnicity. Participants were able to report multiple ethnicities, including NZ 
European, Māori, Other European, Indian, Chinese, Samoan, Niuean, Cook Island Māori, 
Tongan, and Other. Given the low number of participants reporting specific ethnicities, these 
were collapsed into three binary variables (labelled NZ European, Māori, and Other) prior to 
analysis. 
Analysis. Participants were excluded from analyses if they had fewer than 30% 
successful responses on RT tasks, more than seven missing responses on the SPQ, more than 
four missing responses on the DEX, or they were multivariate outliers. Missing data for the 
SPQ were prorated based on the items from the same factor; missing data for the DEX were 
prorated based on all DEX items. Cook’s distance and leverage were used to determine if 
multivariate outliers were present (Tabachnick & Fidell, 2013). Assumptions on residuals, 
collinearity, and homoscedasticity were also tested.  
Sociodemographic and other differences between participants rated as having high or 
low schizotypy were assessed using chi-squared tests and the Mann–Whitney U test. RT data 
underwent a z-score transformation to ensure a common metric among measures of IIV. The 
relationship between IIV outcomes, dysexecutive impairment, and SPQ factor and total 
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scores were analysed by Spearman rank-order correlations, given the marked positive skew 
of SPQ outcome data.  
Bootstrapped regression analyses were then performed, using two models. Binomial 
logistic regression was used to estimate the relationship of different metrics of IIV to 
schizotypal grouping. Linear regression was used to assess the relationships between SPQ 
factors and IIV metrics. These analyses were performed separately for CPT-IP iCV and iSD, 
given the collinearity between these variables. The first regression model included IIV 
parameters, and the second model added covariates associated with SPQ status.  
To test the prediction that cognitive control mediates the relationship between RT 
parameters and schizotypal outcomes, hierarchical regression analyses of total and direct 
effects and bootstrapped 95% confidence intervals of the indirect effect were computed using 
the PROCESS macro in SPSS (Hayes, 2018) with 5,000 bootstrapped samples. A confidence 
interval for the indirect effect that excludes zero indicates significant mediation. Significance 
for all analyses was set to p < .05, and the Holm-Bonferroni method was performed to correct 
for multiple comparisons in regression models. Statistical analyses were conducted using 
SPSS version 23 (StataCorp, 2015). 
Results. 
Descriptive statistics. Participants were excluded if their data were missing or 
insufficient (n = 43). There were no multivariate outliers. Therefore, analyses were based on 
1,956 participants. Of these, 1,726 participants (88.2%) were below the SPQ cut-off, and 230 
(11.8%) were above the SPQ cut-off. Table 18 provides demographic information for the 
sample. Participants were predominantly female, of NZ European descent, and ranged in age 
from 17 to 29 years. Those above the 90th percentile on the SPQ were more likely to report 
dysexecutive impairments or to report an “Other” ethnicity, and less likely to report being of 
NZ European descent. There were no other statistically significant relationships between SPQ 
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outcome and demographic variables, including age, sex, or cumulative cannabis use. As a 
result, these covariates were excluded from further analyses.  
Table 18. 
Characteristics of High and Not High Schizotypy Subgroups 
 SPQ Outcome  
 Not high 
(n = 1,726) 
High 
(n = 230) 
Cross-tabulation 
Characteristic 
(reference) % N % N 2 
Sex (female) 70.0 1,209 69.6 160 0.02 
Cannabis use (>5 times) 23.5 405 23.9 55 1.91 
NZ European 78.2 1,349 62.6 144 26.30** 
Māori 6.4 110 7.8 18 0.70 
Other 29.0 501 48.7 112 35.58** 
 M  SD  M  SD z 
Age  19.72 1.57 19.93 1.81 -1.52 
DEX (Sum) 22.70 8.95 34.70 9.35 -15.99** 
Note. 2 for categorical variables, Mann–Whitney U test z-score for continuous variables. 
SPQ = Schizotypal Personality Questionnaire. 
** p < .01.  
 
Table 19.  
Correlations between Schizotypy Subscales and Reaction Time Variability 
Variable 2 3 4 5 6 7 
1. CPT-IP iSD 0.91** 0.04 0.05* 0.02 0.01 0.03 
2. CPT-IP iCV 1.00 0.05* 0.07** 0.03 0.02 0.05* 
3. DEX Total  1.00 0.44** 0.48** 0.54** 0.58** 
4. Cognitive-perceptual   1.00 0.59** 0.48** 0.84* 
5. Interpersonal    1.00 0.46** 0.85** 
6. Disorganised     1.00 0.74** 
7. SPQ Total      1.00 
Note. Bivariate correlation. Unadjusted analysis. RT = Reaction time; SRT = simple RT task; 
CPT-IP = continuous performance test, identical pairs version; iSD = individual standard 
deviation; iCV = individual coefficient of variation; SPQ = Schizotypal Personality 
Questionnaire; DEX = Dysexecutive Questionnaire.  
* p < .05. ** p <.01. 
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Table 20.  
Prediction of High Schizotypy from Reaction Time Parameters 
Parameter 
High schizotypy (vs. not high) 
Unadjusted model Unadjusted model 
ORa [95% CI] ORa [95% CI] 
CPT-IP     
 iSD 1.06 [0.93, 1.21] 1.05 [0.92, 1.19] 
 iCV 1.08 [0.95, 1.23] 1.07 [0.94, 1.22] 
Note. Binomial logistic regression. RT = reaction time; CPT-IP = continuous performance 
test, identical pairs version; iSD = individual standard deviation; iCV = individual coefficient 
of variation; OR = odds ratio; CI = confidence interval. 
bAdjusted for NZ European and Other Ethnicity.  
 
 
Associations with schizotypy. Bivariate Spearman rank-order correlations between 
RT parameters and neuropsychological factors are presented in Table 19. Cognitive-
perceptual features of schizotypy significantly correlated with iSD and iCV. iCV 
significantly correlated with dysexecutive impairments and total schizotypy. There were also 
significant intercorrelations between dysexecutive impairments and all schizotypy outcomes.  
The results of the binomial logistic regression are presented in Table 20. There was no 
evidence of a difference between high- and low-schizotypy participants on IIV. As shown in 
Table 21, iSD and iCV weakly predicted cognitive-perceptual and total schizotypy. However, 
after correcting for multiple comparisons, only the relationship between iCV and cognitive-
perceptual deficits remained significant.  
Mediational analysis. Two analyses were conducted to determine whether 
dysexecutive impairment mediated the relationship of iCV on cognitive-perceptual deficits or 
schizotypy (Figures 4 and 5). In separate models, cognitive-perceptual schizotypy and total 
schizotypy independently regressed onto their predictors, iCV and dysexecutive impairment. 
iCV also predicted the mediator, dysexecutive impairment, in both models. Dysexecutive 
impairment partially mediated the effect of iCV on cognitive-perceptual deficits (mean 
indirect effect = 0.16, 95% CI = 0.05, 0.28) and schizotypy (mean indirect effect = 0.42, 95% 
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CI = 0.10, 0.74). As a mediator, dysexecutive impairment accounted for 37.79% of the 
variance between cognitive-perceptual schizotypy and iCV, and 79.54% of the variance 
between total schizotypy and iCV.  
 
 
Table 21.  






Interpersonal Disorganised SPQ Total 
 R2 β R2 β  R2 β  R2 β 
Step 1 0.01**  0.00  0.00  0.00  
CPT-IP iSD  0.05*  0.02  0.00  0.03 
Step 2 0.03**  0.02**  0.00  0.02**  
CPT-IP iSD  0.05*  0.01  0.00  0.02 
NZ European  -0.09*  -0.10*  0.00  -0.09* 
Other  0.08*  0.03  0.07†  0.07† 
Total R2 0.03**  0.02**  0.02*  0.02**  
Step 1 0.01**  0.00  0.00  0.00*  
CPT-IP iCV  0.07**  0.03  0.01  0.05* 
Step 2 0.03**  0.02*  0.00  0.02**  
CPT-IP iCV  0.07**  0.03  0.01  0.04† 
NZ European  -0.09*  -
0.10** 
 0.00  -0.09* 
Other  0.08*  0.04  0.07†  0.07† 
Total R2 0.03**  0.02**  0.00*  0.03**  
Note. Boldface values are significant after correction for multiple testing. CPT-IP = 
continuous performance test, identical pairs version; iSD = individual standard deviation; 
iCV = individual coefficient of variation; SPQ = Schizotypal Personality Questionnaire.  
† p < .10. * p < .05. ** p < .01 
  





Figure 4. Mediation of Relationship between Reaction Time Variability and Total 
Schizotypy by Dysexecutive Impairment. Parenthetical values are 95% confidence 
intervals for coefficients. Regression coefficients shown are unstandardised. SPQ = 
Schizotypal Personality Questionnaire; DEX = Dysexecutive Questionnaire; CPT-




CPT-IP iCV SPQ Total 
a = 0.59** 
[0.16–1.03] 
b = 0.27** 
[0.25–0.30] 
c = 0.43** 
[0.16–0.69] 
c’ = 0.27*  
[0.03–0.50] 
a = 0.59** 
[0.16–1.03] 
b = 0.71** 
[0.67–0.75] 
c = 0.53* 
[0.01–1.04] 
c’ = 0.11  
[-0.30–0.52] 
CPT-IP iCV CogPer 
DEX Total 
Figure 5. Mediation of Relationship between Reaction Time Variability and Cognitive-
Perceptual Schizotypy by Dysexecutive Impairment. Parenthetical values are 95% 
confidence intervals for coefficients. Regression coefficients shown are unstandardised. 
CPT-IP = continuous performance test, identical pairs version; DEX = Dysexecutive 
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Summary. Here, I sought to determine whether self-reported executive dysfunction 
mediated the relationship between IIV and schizotypy. As hypothesised, subjective executive 
problems correlated with SPQ scores, and modestly correlated with CPT-IP iCV. There was 
no evidence of increased IIV for those above the SPQ cut-off. However, increases in CPT-IP 
iCV were associated with increases in the total SPQ and cognitive-perceptual subscale scores. 
These findings support the hypothesis that self-reported executive dysfunction mediates 
associations between IIV and SPQ scores.  
Study 2 
Method. 
Participants. Undergraduates (n = 205, 17–36 years, 76.6% female) enrolled in first- 
and second-year psychology papers at the University of Otago volunteered as participants. 
The majority of the participants identified as New Zealand European (67.5%). The balance 
identified as Other European (9.9%), Asian (18.2%), Māori (1.5%), Pasifika (1.0%), Middle 
Eastern, Latin American, or African (2.0%). At the conclusion of the study, participants 
learnt about the research purpose and design, and could earn course credit based on 
assessment of this learning. The study was reviewed and approved by the University of Otago 
Human Ethics Committee (Health) and undertaken in accordance with the Code of Ethics of 
the New Zealand Psychological Society.  
Measures. 
Psychotic-like experiences. PLE were measured using the 15-item Positive subscale 
of the Community Assessment of Psychic Experiences (CAPE-P15; Capra, Kavanagh, Hides, 
& Scott, 2013). The CAPE-P15 was developed from the original CAPE-42 (Stefanis et al., 
2002), which assesses positive, negative, and depressive symptoms of psychotic illness in the 
general population (Bukenaite et al., 2017). Analysis of the CAPE-42 indicated that the 20-
item positive subscale predicted psychotic illness better than the complete scale (Addington 
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et al., 2015). Further studies excluded items that were not strongly associated with morbidity 
(Capra et al., 2013), resulting in a 15-item scale with three proposed factors: bizarre 
experiences (BE, seven items), persecutory ideation (PI, five items), and perceptual 
abnormalities (PA, three items). This measure has acceptable internal consistency (α = .79; 
Capra et al., 2013) and its structure has been supported in meta-analyses (Mark & 
Toulopoulou, 2017). Further research into the CAPE-P15 has led to the derivation of cut-off 
scores for identification of people at ultra-high risk of psychosis (Bukenaite et al., 2017). 
The CAPE-P15 was administered via a self-report questionnaire. A four-point Likert 
scale was used to assess the frequency (0 = Never, 3 = Nearly Always) and distress (0 = Not 
Distressed, 3 = Very Distressed) related to each item over the past 12 months. Scores were 
averaged, and individuals with average frequency and distress scores equal to or greater than 
1.47 were classified as being at-risk of psychotic disorder (Bukenaite et al., 2017; Capra et 
al., 2013). In addition to this, a combined Frequency × Distress variable was calculated by 
multiplying the respective scores for frequency and distress on both the subscales and the 
overall measure (Capra, Kavanagh, Hides, & Scott, 2017). Thus, a PLE with no associated 
distress would score 0, and the maximum ratings for both frequency and distress across the 
CAPE‐P15 would produce a total Frequency × Distress score of 135 (i.e., 3  3  15). 
Reaction time. RT data were derived from performance on a SRT and the CPT-IP. 
Both tasks were administered according to the protocol presented on pages 72 to 73 of this 
thesis. The CPT-IP protocol was repeated twice, leading to 320 trials, which included 64 
target trials, 64 catch trials, and 192 filler trials. Outcome data included successful responses 
within 100 ms to 1,000 ms of stimulus onset. Performance was also assessed via the 
sensitivity index (d’). d' is calculated from the overall hit and false-alarm rate via the formula 
d' = z(Hit Rate) – z(False Alarm Rate), where z represents a transformation of the two 
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distributions allowing for comparison of measures with different ranges of absolute values 
(Macmillan & Creelman, 1990).  
Wisconsin Card Sort Task. The computerised WCST (WCST:CV4; Heaton, 2004), 
based on the scoring system of Heaton et al. (1993), was administered to all participants. The 
test consists of 128 cards, each showing a geometric figure. The figures vary on three 
dimensions (i.e., colour, form, and number). During the task, participants are instructed to 
place each card below one of four key cards based on some sorting principle. They are not 
informed of the principle, but the computer provides feedback to the participant to inform 
them if they have used the correct or incorrect rule. After ten correct responses, the sorting 
principle is changed without informing the participant. The task continues until the examinee 
either successfully completes six categories or sorts all 128 cards. The WCST generates 11 
outcome scores that reflect different aspects of participant performance. In this study, the 
outcome variables of interest were the number of trials to successful completion of the first 
category (Trials), and the percentage of perseverative errors. These outcomes are suggested 
to reflect executive functions including set-shifting, inhibition, and updating (Kieffaber et al., 
2006; Stuss & Benson, 1986). Previous studies have indicated that individuals with 
schizophrenia commit more perseverative errors and need more trials to achieve their first 
category than control participants (Everett, Lavoie, Gagnon, & Gosselin, 2001). There is 
some indication that these findings persist to psychometric-risk groups as well (Lenzenweger 
& Korfine, 1994; Tallent & Gooding, 1999). 
Controlled Oral Word Association Test. The COWAT is a measure of verbal fluency 
and is widely used to evaluate frontal lobe functions such as controlled attention and verbal 
fluency (Stuss & Benson, 1986). Participants are instructed to generate as many words as 
possible beginning with particular letters over a 60-second period per trial. The present study 
used the letters C, F, and L. This CFL version is considered to be of greater difficulty than the 
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more common FAS version (Mitrushina, Boone, Razani, & D'Elia, 2005). Tests of internal 
consistency for this version reveal a high coefficient α (r = 0.83), indicating high test 
homogeneity (Ruff, Light, Parker, & Levin, 1996). Test–retest reliability is also quite high, 
with a reliability coefficient of 0.74 after six months had elapsed between administrations 
(Ruff et al., 1996). The outcome variable was the total number of words generated in 
response to the starting letters. 
Trail Making Test, Part B. The Trail Making Test is a sequencing task in which 
respondents connect a series of labelled circles in an ascending order. The current experiment 
used TMT-B, which requires participants to switch between circles labelled with numbers 
and letters in order (i.e., 1 – A – 2 – B – 3 – C …) as fast as possible without making 
mistakes, until they complete the sequence. Participants were provided with these instructions 
by the examiner and advised they would be provided with verbal feedback (“No”) if they 
made a mistake. This condition of the test is particularly effective at evaluating set-shifting, 
inhibition, and the control of attention as well as overall psychomotor speed (Lezak, 1995). 
The outcome measure was the total time to complete this sequence.  
Stroop Colour-Word Test. The Stroop Colour-Word Test (Stroop) is a measure of 
selective attention, response inhibition, and conflict monitoring (Cohen, Dunbar, & 
McClelland, 1990). During the colour-word condition of the Stroop, the participant is 
presented with a list of colour-words that are printed in incongruent fonts (i.e., the word 
“GREEN” is presented in a red font). Participants are instructed to read down each column 
naming the hue rather than reading the word, with the examiner providing a verbal prompt 
(“No”) if an error is made. The Stroop variant used in this experiment is the Golden version, 
which is one of the more common iterations utilised in clinical practice (Golden & 
Freshwater, 2002). The outcome of interest is the performance on the colour-word trial, 
indicated by the number of colour-words correctly named during a 45-second trial.  
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Covariates. A series of potential confounders were identified as being associated with 
IIV, psychotic disorder, or both, and were included in the analyses. Information on these 
confounders was derived from questionnaires presented prior to administration of RT and 
cognitive control tasks. They included age, sex, ethnicity, current cannabis use (at least 
monthly within the past 12 months), prior diagnosis of mental disorder, first-degree relative 
diagnosis of mental disorder, and socioeconomic status (based on parental annual income). 
Disingenuous or inattentive responding was assessed using 3-item validity scale, with items 
dispersed across the self-report questionnaires in the study protocol. Such items included, “I 
often eat cement,” and “I have never used a computer.” 
Analysis. 
Data preparation. No participants reported a prior diagnosis of psychotic disorder or 
gave aberrant responses on the validity scale. Individual results on the WCST were also 
reviewed for poor task engagement or a failure to follow instructions. This was done by 
screening for 30% or greater “other” responses, where the key card shared no features with 
the response card (Somsen, Van der Molen, Jennings, & van Beek, 2000). After visual 
inspection of the WCST outcome-reports suggested that this cut-off might not be sufficient, a 
more stringent criterion was applied. This involved screening standardised outcome data 
using a Bonferroni-corrected decision criterion of α = 0.01 (z = 3.90). This resulted in the 
identification of four participants with a number of “other” responses suggesting marked 
impairment, confusion, or poor task engagement. These records were subsequently omitted 
from analyses. Nine further participants were also dropped: two participants aged over 30 
years, two participants with incomplete data on neurocognitive tasks, and five participants 
with fewer than 30 correct responses on either RT paradigm—the threshold for reliable 
extraction of distribution parameters (Brown & Heathcote, 2003). 
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Parameter extraction. Only RTs on correct trials of the SRT and CPT-IP were 
submitted to analyses, as is standard practice in response-time distributional analysis 
research. To find the optimal values of the ex-Gaussian parameters mu, sigma, and tau, the 
ex-Gaussian distribution was fitted to the CPT-IP and SRT outcome data using the Simplex 
routine (Nelder & Mead, 1965), written in MATLAB source code (Zandbelt, 2014). The best 
fitting parameter values were selected using the quantile maximum likelihood approach. To 
check whether the ex-Gaussian fit was successful, the ex-Gaussian probability density 
function was inspected against the RT distribution for each individual participant. Given pre-
determined cut-offs for the SRT and CPT-IP, and the risk of eliminating potentially useful 
data, further outlier screening was not conducted prior to parameter extraction. 
Outlier detection. Outliers were first screened on a variable-by-variable basis. With 
data that are assumed to follow a normal distribution, outlying data points are most likely to 
be those that deviate from the mean by a particular margin. The Kolmogorov–Smirnov test 
indicated that COWAT, CPT-IP d’, CPT-IP tau, Stroop, and all SRT parameters 
approximated a normal distribution. Other variables underwent square-root (CPT-IP mu, 
CPT-IP sigma) or natural logarithm (TMT-B, PE, Trials) transformations to meet 
assumptions of normality. Univariate outliers were determined to lie 3 SD above or below the 
mean, which resulted in the identification of 18 outlying data points, representing 0.78% of 
the total set, and no more than 1.5% of any given variable. Previous literature has suggested 
that if outliers are fewer than 2% of the total set, data should be “left alone” (Cohen, Cohen, 
West, & Aiken, 2003). Accordingly, these potentially outlying data points were retained 
when testing the study hypotheses. Multivariate outliers were also retained, as heterogeneity 
in performance is expected in experimental psychopathological research, and removal may 
lead to a methodological problem (Lenzenweger, 2010). However, Mahalanobis distances 
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were still calculated, and four multivariate outliers were identified such that their influence 
over any results could be determined.  
Principal axis factoring of cognitive control variables. Principal axis factoring was 
used to extract underlying factors from cognitive control variables. Prior to extraction, three 
variables were reversed (perseverative errors, Trials, TMT), such that higher values 
corresponded to stronger performance on each task. Oblimin rotation was utilised due to the 
assumption that the underlying factors would not necessarily be independent from one 
another. The Kaiser-Meyer-Olkin statistic showed satisfactory partial correlations between 
the items (KMO = 0.71). Bartlett's test of sphericity confirmed that the factor models were 
appropriate for the factor analysis. Kaiser’s criterion of retaining factors with eigenvalues 
greater than one was used (Field, 2005), alongside a parallel analysis using a Monte Carlo 
simulation (Hayton, Allen, & Scarpello, 2004).  
Statistical analysis. Sociodemographic and other differences between participants 
who were above or below the designated CAPE-P15 cut-off score were assessed using chi-
squared tests and the Mann–Whitney U test. Overall test performance for the sample was 
determined by scoring the neurocognitive tests using published normative data. For the 
WCST, t-scores for all variables were calculated using its scoring program. The sensitivity 
index (d') of the CPT-IP was scored with reference to an age-matched sample (Kern et al., 
2008). TMT-B data were converted to T-scores based on data from a general community 
sample stratified by age and education (Tombaugh, 2004). COWAT scores were also 
transformed into T-scores based on normative data from Ruff et al. (1996). Stroop outcome 
data were transformed based on Golden and Freshwater’s (2002) normative data.  
Normalised RT parameters were used within subsequent analyses. These were 
standardised to provide a common metric. Given the subsequent skew of the CAPE-P15 
outcome scores, bootstrapping estimates were calculated using 1,000 simulations. 
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Concerning the extracted factors, comparisons to RT parameters were made via Spearman 
rank-order correlations. The relationship between CAPE-P15 outcome scores and RT 
parameters was assessed using binomial logistic regression in two models, with comparisons 
made between persons above and below the cut-off on the CAPE-P15. The first regression 
model included ex-Gaussian parameters for CPT-IP and SRT. The second model added 
cognitive control variables, and covariates associated with at-risk status. Linear regression 
was used to estimate the relationship between independent variables and both the frequency 
and combined frequency x distress score on the CAPE-P15 subscales and overall measure.  
Mediational models were calculated to examine cognitive factors as potential 
mediators for any significant relationships between RT parameters and psychometric-risk 
status. This was conducted using the PROCESS macro for SPSS (Hayes, 2018) using 5,000 
bootstrapped samples. The PROCESS macro employed a path analytic framework based on 
logistic regression to estimate direct effect and bootstrapped bias-corrected 95% confidence 
intervals of the indirect effect. Total effect was unable to be calculated in this model due to 
the dichotomous outcome. A confidence interval for the indirect effect that does not contain 
zero indicates significant mediation. Significance for all analyses was set to p < 0.05, and the 
Holm–Bonferroni method was performed to correct for multiple testing in regression models. 
Statistical analyses were conducted using SPSS version 23 (StataCorp, 2015). 
Results 
Descriptive statistics. Participants were excluded if they were over 30 years of age 
(n = 2), if their responses on the WCST were markedly impaired (n = 4), if they had missing 
data (n = 2), or they had insufficient responses on RT tasks for parameter extraction (n = 5). 
Therefore, analyses were based on 192 participants. Table 22 provides demographic 
information for the sample. Participants were predominantly female, of NZ European 
descent, and ranged in age from 17.7 to 29.8 years. Of the study members with complete 
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data, 21 (10.9%) were above the CAPE-P15 cut-off. There were no statistically significant 
relationships between risk status and demographic variables, including age, sex, ethnicity, 
household income, or frequency of cannabis use. As a result, these covariates were excluded 
from further analyses. 
Table 22.  
Frequencies and Statistical Significance of Characteristics of the Sample by Psychosis Risk 
Status 
 Risk status  
 Not at risk 
(n = 171) 
At risk 
(n = 21) 
Cross-tabulation 
Characteristic (reference) N % N % 2 
Sex (female) 128 74.9 18 85.7 1.21 
Low income (< $50,000) 28 16.5 5 23.8 0.70 
Cannabis use (> monthly) 50 29.4 5 23.8 0.29 
Ethnicity (NZ European) 117 68.4 13 61.9 0.36 
 Mean SD Mean SD z 
Age  20.25 1.73 20.11 1.34 -0.81 
CAPE-P15 frequency 1.26 0.18 1.72 0.16 7.04** 
CAPE-P15 distress 1.15 0.14 1.73 0.16 7.51** 
Note. 2 for categorical variables, Mann–Whitney U test z-score for continuous variables. 
CAPE-P15 = Community Assessment of Psychic Experiences—Positive 15-item Scale.  
** p < .01  
Table 23.  
Comparison of Psychometric Test Performance between Risk Groups 
 Risk status  
 Not at risk 
(n = 171) 
At risk 
(n = 21) 
Cross-
tabulation 
Variable M SD M SD z 
CPT-IP d’ 2.58 0.87 2.33 0.85 -1.06 
WCST—trials to first correct 13.13 8.29 13.43 4.57 -0.62 
WCST—correct 70.15 8.07 70.43 7.15 -0.23 
WCST—% perseverative errors 8.20 4.63 8.52 3.14 -1.12 
WCST—total errors 15.08 11.95 15.52 10.30 -0.57 
COWAT 39.84 9.76 35.24 9.34 -1.95* 
Stroop colour-word 53.53 8.03 52.05 7.25 -0.62 
TMT-B 43.58 14.59 44.19 12.40 -0.43 
Note. Mann–Whitney U test z-score. CPT-IP = continuous performance test, identical pairs 
version; WCST = Wisconsin Card Sort Task; COWAT = Controlled Oral Word Association 
Task; TMT-B = Trail Making Test, Part B. 
*p < .05.  
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Table 23 presents a comparison of psychometric test performance by risk status. At-
risk participants were more likely than not at-risk participants to have lower outcome scores 
on the COWAT. There were no other significant relationships between risk status and 
neuropsychological variables. Performance on the COWAT was also only negligibly 
different than that of a standardisation sample (Cohen’s d = 0.06; Ruff et al., 1996). The 
remaining deviations from standardisations samples ranged from medium (CPT-IP d’, d = 
0.42) to large (WCST percent perseverative errors, d = 0.69). 
Ex-Gaussian fits. Ex-Gaussian parameters were calculated from an average of 55.1 
correct trials on the CPT-IP and 138.3 correct trials on the SRT (Zandbelt, 2014). Parameter 
recovery was successful for all 192 participants. Chi-squared analysis did not reveal any 
participants with unsatisfactory goodness of fit between estimated quantiles and raw response 
times, suggesting good parameter recovery. This was verified via visual analysis, presented 
for six randomly selected participants in Figures 6 and 7. Visual inspection of these plots 
suggests overall equivalence between derived and directly-observed data. 
Factor analysis. The Kaiser-Meyer-Olkin statistic showed satisfactory partial 
correlations between the items (KMO = 0.71). Bartlett's test of sphericity confirmed that the 
factor models were appropriate for the factor analysis. Factor loadings and percentage of 
variance are shown in Table 24. This indicates that CPT-IP d’, TMT-B, COWAT, and Stroop 
outcome variables primarily loaded onto Factor 1. Factor 1 was labelled speeded control, as 
outcome variables were derived from speeded cognitive control tasks. The remaining WCST 
variables—Trials to First Category and Percentage Perseverative Errors—load onto Factor 2. 
This factor was labelled non-speeded control, to contrast with Factor 1. The corresponding 
factor correlation coefficients indicated that these factors were moderately correlated (r = 
0.41). These factor scores were estimated using regression and were used as new composite 
variables in the remaining analyses.  








Figure 6. Observed vs. expected data probability density functions for three random 
participants. The histogram reflects the observed data, which is overlaid with a line plot 













Figure 7. Observed vs. expected data cumulative density functions for three random 
participants. The scatter plot reflects quantiles of the observed data, which is overlaid with 
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 Table 24.  
Principal Axis Factoring Loadings after Varimax Rotation 
Note. TMT-B = Trail Making Test, Part B; COWAT = Controlled Oral Word Association 
Task; WCST = Wisconsin Card Sort Task; CPT-IP = continuous performance test, identical 
pairs version. 
Table 25.  
Correlations between Neurocognitive Variables and Reaction Time Parameters 
Note. Bivariate correlations. CPT-IP = continuous performance test, identical pairs version; 
SRT = simple reaction time.  
* p < .05. ** p < .01  
 
Correlational analysis. Bivariate Spearman correlations between transformed 
standardised RT parameters and neuropsychological factors are presented in Table 25. 
Significant intercorrelations were found between the three extracted parameters for both 
CPT-IP and SRT, with stronger intercorrelations for CPT-IP. CPT-IP parameters did not 
correlate with SRT parameters. SRT and CPT-IP tau negatively correlated with cognitive 
control factors. Increased CPT-IP sigma was also associated with a decrease in speeded 






TMT-B  0.53  
Stroop 0.57  
COWAT 0.48  
WCST perseverative errors  0.59 
WCST trials to first complete  0.33 
CPT-IP d’ 0.68  
Explained variance 34.75% 17.79% 
Variable 2 3 4 5 6 7 8 
1. CPT-IP mu 0.69** -0.43** 0.13 0.01 -0.03 0.01 0.09 
2. CPT-IP sigma 1.00 -0.35** 0.04 -0.05 0.07 -0.16* 0.01 
3. CPT-IP tau  1.00 0.04 0.01 -0.11 -0.26** -0.17* 
4. SRT mu   1.00 0.18* -0.22** -0.04 0.04 
5. SRT sigma    1.00 -0.26** -0.14 -0.16* 
6. SRT tau     1.00 -0.20** -0.21** 
7. Speeded control      1.00 0.71** 
8. Non-speeded control       1.00 
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control. Visual analysis of the table does not indicate any specific advantage of either CPT-IP 
or SRT parameters in predicting performance on the cognitive control tests. There were no 
other significant associations between RT parameters and cognitive control factors.  
Prediction of psychotic-like experiences. The results of the binomial logistic 
regression are presented in Table 26. Participants classified at risk were more likely to have 
elevated SRT tau in the unadjusted model, and increased CPT-IP tau and SRT tau after 
controlling for cognitive control factors. Although associations were found between risk 
status and CPT-IP mu, these were not significant after correction for multiple testing.  
Table 26.  
Prediction of Risk Status by Reaction Time Parameters. 
Note. Binomial logistic regression. Boldface values are significant after correction for 
multiple testing. CPT-IP = continuous performance test, identical pairs version; SRT = 
simple reaction time; OR = odds ratio; CI = confidence interval.  
aAdjusted for cognitive factors only.  
*p < .05. ** p < .0.1  
 
The relationships of RT parameters to the CAPE-P15 frequency scale and combined 
frequency and distress scale are shown in Tables 27 and 28. Frequency of perceptual 
aberrations was significantly positively associated with CPT-IP tau in both adjusted and 
unadjusted models. Frequency and associated distress of perceptual aberrations were 
associated with increased CPT-IP tau in the adjusted model only. Other associations were not 
significant after controlling for multiple testing. 
Variable 
At risk (vs. not at risk) 
Unadjusted model Unadjusted modela 
OR [95% CI] OR [95% CI] 
CPT-IP mu 0.41*  [0.14, 0.97] 0.41*  [0.13, 0.92] 
CPT-IP sigma 1.10  [0.49, 2.98] 0.96  [0.35, 2.86] 
CPT-IP tau 2.42**  [1.17, 6.75] 2.77**  [1.38-8.80] 
SRT mu 1.43  [0.77, 2.77] 1.34  [0.72, 2.68] 
SRT sigma 0.86  [0.50, 1.35] 0.80  [0.43, 1.28] 
SRT tau 2.43**  [1.56, 5.01] 2.30**  [1.42, 5.05] 
Speeded Control   0.64  [0.24, 1.39] 
Non-Speeded Control   0.99  [0.49, 2.03] 




Prediction of Frequency of Psychotic-Like Experiences from Reaction Time 
Note. Binomial logistic regression. Boldface values are significant after correction for 
multiple testing. CAPE-P15 = Community Assessment of Psychic Experiences—Positive 15-
items Scale; CPT-IP = continuous performance test, identical pairs version; SRT = simple 
reaction time; OR = odds ratio; CI = confidence interval.  
aAdjusted for cognitive factors only.  
† p < .10. *p < .05.  
 
 
Mediational analysis. A mediational analysis assessed whether cognitive control 
could account for the relationship between risk status and both SRT and CPT-IP tau. In the 
mediation model, there was evidence that SRT tau and CPT-IP tau were related to speeded 
control. However, there was no evidence that cognitive control significantly mediated the 
relationship between these metrics and risk status (Figures 8 and 9). Neither speeded control 
(indirect effect = 0.16, 95% CI -0.59, 0.16) or non-speeded control (indirect effect 0.00, 95% 
Variables 
CAPE-P15 outcome 









CPT-IP mu 0.80* [0.67, 0.98] 0.81* [0.67, 1.01] 0.82* [0.68, 1.00] 0.83* [0.67, 0.99] 
CPT-IP 
sigma 
1.05 [0.89, 1.25] 1.02 [0.82, 1.26] 1.20* [1.00, 1.45] 1.21† [0.97, 1.51] 
CPT-IP tau 1.13 [0.96, 1.33] 1.17† [0.99, 1.42] 1.05 [0.87, 1.25] 1.05 [0.87, 1.29] 
SRT mu 1.04 [0.88, 1.20] 1.03 [0.86, 1.19] 1.10 [0.94, 1.26] 1.10 [0.94, 1.26] 
SRT sigma 1.03 [0.89, 1.17] 1.01 [0.88, 1.15] 1.03 [0.89, 1.19] 1.04 [0.90, 1.21] 
SRT tau 1.15 [0.99, 1.39] 1.13 [0.95, 1.36] 1.06 [0.92, 1.23] 1.06 [0.91, 1.23] 
Factor 1  0.90 [0.72, 1.14]  0.99 [0.78, 1.24] 
Factor 2  1.03 [0.88, 1.30]  0.97 [0.80, 1.17] 
   









CPT-IP mu 0.84* [0.71, 0.98] 0.86† [0.72, 1.03] 0.89 [0.70, 1.14] 0.88 [0.70, 1.14] 
CPT-IP 
sigma 
0.94 [0.80, 1.11] 0.91 [0.75, 1.10] 0.92 [0.75, 1.13] 0.84 [0.66, 1.07] 
CPT-IP tau 1.11 [0.95, 1.30] 1.15 [0.97, 1.38] 1.26** [1.09, 1.48] 1.39** [1.20, 1.66] 
SRT mu 0.97 [0.83, 1.14] 0.96 [0.83, 1.13] 1.01 [0.85, 1.21] 0.98 [0.83, 1.15] 
SRT sigma 1.01 [0.89, 1.13] 0.97 [0.86, 1.09] 1.04 [0.92, 1.16] 1.04 [0.92, 1.17] 
SRT tau 1.17† [0.98, 1.44] 1.14† [0.96, 1.35] 1.17† [1.00, 1.40] 1.14 [0.98, 1.37] 
Factor 1  0.94 [0.75, 1.18]  0.73* [0.52, 0.95] 
Factor 2  1.18 [1.02, 0.53]  0.81* [0.65, 0.96] 
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CI -0.11, 0.09) mediated the relationship between CPT-IP tau and risk status. Similarly, 
neither speeded control (indirect effect = 0.07, 95% CI -0.74, 0.28) or non-speeded control 
(indirect effect 0.00, 95% CI -0.09, 0.09) mediated the relationship between SRT tau and risk 
status.  
Table 28.  
Prediction of Combined Frequency and Distress of Psychotic-Like Experiences from 
Reaction Time Parameters. 
 




















CPT-IP mu 0.80* [0.66, 0.97] 0.80* [0.64, 0.96] 0.83* [0.68, 1.01] 0.83† [0.67, 1.00] 
CPT-IP 
sigma 
1.01 [0.84, 1.22] 0.97 [0.76, 1.24] 1.09 [0.90, 1.31] 1.09 [0.87, 1.36] 
CPT-IP tau 1.15† [0.98, 1.36] 1.19† [0.99, 1.44] 1.07 [0.88, 1.29] 1.07 [0.87, 1.31] 
SRT mu 1.14† [0.99, 1.32] 1.13† [0.98, 1.33] 1.16* [1.01, 1.36] 1.16† [1.00, 1.35] 
SRT sigma 1.01 [0.89, 1.14] 1.01 [0.89, 1.14] 1.04 [0.89, 1.21] 1.04 [0.90, 1.22] 
SRT tau 1.22* [1.03, 1.46] 1.21* [1.01, 1.46] 1.13† [0.99, 1.32] 1.14 [0.99, 1.31] 
Factor 1  0.90 [0.71, 1.15]  1.00 [0.77, 1.26] 
Factor 2  0.98 [0.83, 1.23]  0.96 [0.80, 1.15] 
   









CPT-IP mu 0.85† [0.72, 1.00] 0.86† [0.73, 1.02] 0.86 [0.67, 1.13] 0.84 [0.66, 1.09] 
CPT-IP 
sigma 
0.93 [0.76, 1.09] 0.90 [0.71, 1.09] 0.98 [0.75, 1.22] 0.88 [0.67, 1.13] 
CPT-IP tau 1.12 [0.96, 1.34] 1.16 [0.96, 1.45] 1.22* [1.04, 1.42] 1.36* [1.13, 1.65] 
SRT mu 1.07† [0.95, 1.23] 1.07 [0.95, 1.21] 1.04 [0.83, 1.22] 1.01 [0.82, 1.19] 
SRT sigma 0.98 [0.88, 1.09] 0.96 [0.86, 1.05] 1.01 [0.90, 1.10] 1.02 [0.91, 1.12] 
SRT tau 1.21† [1.02, 1.57] 1.18 [1.01, 1.51] 1.18 [0.99, 1.43] 1.15 [0.97, 1.36] 
Factor 1  0.95 [0.74, 1.19]  0.70* [0.52, 0.88] 
Factor 2  1.11 [0.95, 1.46]  0.78* [0.62, 0.92] 









a = -0.16* 
[-0.30, -0.14] 
a = 0.11  
[-0.05, 0.26] 
b = -0.44 
[-1.11, 0.22] 
b = 0.01  
[-0.60, 0.57] 





a = -0.36** 
[-0.52, -0.21] 
a = -0.08 
[-0.25, 0.08] 
b = -0.44 
[-1.11, 0.22] 
b = -0.01  
[-0.60, 0.57] 
c’ = 1.02* 
[0.32, 1.72] 
Figure 8. Mediation of Relationship between SRT Tau and Risk Status by Cognitive Factors. 
Parenthetical values indicate 95% confidence interval for regression coefficients. Regression 
coefficients shown are unstandardised. SRT = simple reaction time. *p < .05. 
 
Figure 9. Mediation of Relationship between CPT-IP Tau and Risk Status by Cognitive 
Factors. Parenthetical values indicate 95% confidence interval for regression coefficients. 
Regression coefficients shown are unstandardised. CPT-IP = continuous performance test, 
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Summary. In Study 2, I sought to determine whether executive functions, as 
measured by a task battery, mediated relationships between IIV and PLE. In line with the 
hypotheses, SRT and CPT-IP tau were elevated for those at psychometric risk of 
schizophrenia. Elevations in CPT-IP tau also appeared to be specifically related to reports of 
perceptual aberrations. These findings reflect the notion that an increase in tau, rather than 
sigma, is related to reporting of PLE. SRT and CPT-IP tau also correlated with executive 
control, which is in line with previous findings in neurocognitive literature and suggests that 
increases in IIV relate to executive deficits. However, there was no consistent evidence that 
risk status was associated with cognitive control, nor that cognitive control mediated the 
relationship between IIV and risk status. This suggests that the relationship between IIV and 
PLE is not specifically due to individual differences in executive functions. 
General Discussion 
Principal findings. These studies were designed to examine whether subjective or 
objective estimation of executive functioning mediates relationships between IIV and 
subclinical psychosis. Previously reported associations between IIV and subclinical psychosis 
were replicated, as CPT-IP and SRT tau were related to PLE, and CPT-IP iCV was related to 
total schizotypy. There appear to be specific associations between CPT-IP IIV and cognitive-
perceptual features of subclinical psychosis, as evidenced in regression analyses by 
associations between iCV and the cognitive-perceptual subscale of the SPQ, and between tau 
and the perceptual aberrations subscale of the CAPE-P15. 
All SPQ outcomes were moderately and consistently associated with self-reported 
executive dysfunction. However, of the objective measures, only COWAT performance was 
associated with PLE-related risk status. No other associations between PLE outcomes and 
either test outcomes or cognitive control factors reached statistical significance.  
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CPT-IP iCV and iSD correlated with subjective estimations of executive functioning, 
and both SRT and CPT-IP tau correlated with cognitive control factors. Findings suggest that 
subjective estimation of executive dysfunction mediated the relationships of CPT-IP iCV 
with total and cognitive-perceptual features of schizotypy. However, there was no evidence 
that cognitive control factors mediated the relationships of CPT-IP or SRT tau with PLE.  
Study limitations. A number of limitations need to be acknowledged. Concerns 
regarding the representativeness and low frequency of PLE in undergraduate samples have 
been previously discussed. In addition to these issues, there are likely to be fewer cognitive 
control deficits among an undergraduate sample than a community sample. For instance, 
Tombaugh (2004) reports that a general sample of persons 18 to 24 years of age exhibited a 
mean TMT-B time of 48.97 seconds, significantly longer than the time taken here (t = 3.62, p 
= 0.00). Furthermore, the subjective and objective measures used here were created to assess 
executive dysfunction, rather than cognitive control in high functioning populations. It is 
evident that these measures are frequently used with non-clinical groups, and variability in 
performance is exhibited in these populations. However, a reduction of range may have 
attenuated correlations found here, particularly between cognitive control factors and PLE in 
Study 2.  
This issue of reduced variance may be resolved with a different or more 
comprehensive battery of executive tasks, one that is more sensitive to subtle deficits in 
cognition. The use of a greater number of tasks may have also led to the derivation of latent 
variables similar to those described in previous empirical studies (Barkley, 1997; Fisk & 
Sharp, 2004; Miyake et al., 2000; Pennington & Ozonoff, 1996; Salthouse, 1996, 2005). A 
fine-grained dissociation of executive processes could potentially contribute to definitive 
statements about the relationship of these processes to subclinical psychosis and IIV. 
However, the purpose of this project is to establish the whether IIV has clinical utility in the 
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assessment of PLE, rather than to explore theoretical issues with cognitive control. 
Disentangling the relative contributions of executive functions to subclinical psychosis and 
performance variability could be the focus of future research. 
Any inferences in Study 2 are dependent on the validity of extracted RT parameters. 
As detailed by Cousineau et al. (2004), parameter estimates deviate from their true values due 
to correlated errors introduced by fitting routines, as well as factors including the number of 
observations and the presence of outliers. In this study, the intercorrelations for CPT-IP mu 
and sigma (r = 0.69) were particularly high, whereas SRT mu and sigma (r = 0.18) were not. 
This discrepancy may be partly due to the number of targets for the SRT (n = 144) relative to 
the CPT-IP (n = 64). It is unknown whether CPT-IP parameter errors contributed to the weak 
associations found between PLE and cognitive control factors. However, CPT-IP tau 
exhibited a different pattern of correlations with other variables despite being strongly 
correlated with sigma (r = -0.43). This suggests that errors associated with the parameter 
estimation process are unlikely to have catastrophically influenced the study results. 
Nevertheless, these issues demonstrate the constraints of parameter extraction and the 
necessity of caution when interpreting significant results. 
The accuracy of self-report measures of executive dysfunction may also be 
questioned. Self-report is influenced by differences in how individuals judge their own 
behaviour (Freund & Kasten, 2012). Asonognosia, or a lack of insight into deficits, is also 
well documented for individuals with psychotic disorder (Aleman et al., 2006; Evans et al., 
1997). In non-clinical samples, subjective executive dysfunction is shown to correlate with 
dimensions of personality such as neuroticism rather than performance-based measures 
(Buchanan, 2016). Thus, populations both with and without marked deficits may inaccurately 
estimate their own executive dysfunction. Despite this issue, Study 1 replicated previous 
findings that high-schizotypy groups report greater executive deficits than controls (Chan et 
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al., 2011; Chun et al., 2013; Laws et al., 2008). This is in line with the notion that a person 
reporting high schizotypy may maintain a degree of insight about executive difficulties. 
Nevertheless, it is likely that the ecological validity of subjective measures of executive 
function could be improved by experience sampling approaches, a within-day assessment 
technique that randomly prompts subjects to complete brief questionnaires (R. Larson & 
Csikszentmihalyi, 2014). Looking ahead, these methodologies may assist in identifying other 
factors that increase the predictive validity of subjective measures as risk-markers for the 
development of psychotic disorders. 
Conclusions. IIV appears to be a consistent, though modest, correlate of 
psychometric-risk of psychosis. It is still uncertain why this is the case. Objective measures 
of executive function fail to account for the relationship between IIV and PLE. Furthermore, 
although subjective estimation of executive dysfunction mediates the relationship between 
schizotypy and IIV, it cannot fully explain this relationship. Other factors may account for 
the elevation of IIV along the extended psychosis phenotype. In the meantime, this research 
supports the use of IIV as a risk marker of emerging psychosis. It also highlights the need to 
improve our understanding of subjective estimations of executive functions, and its 
relationship to both subclinical psychosis and measures such as IIV. This pursuit may 
potentially improve identification of, and targeted interventions for, individuals prone to 
psychosis.  
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Chapter 5: General Discussion 
In presenting this thesis, my aim was to clarify the robustness of the association 
between subclinical psychosis and IIV. A review of the literature indicates that IIV is a trait 
phenomenon that indexes vulnerability for a number of clinical conditions including 
Alzheimer’s disease and ADHD. IIV is also elevated for schizophrenia patients and those at 
psychometric risk of schizophrenia. Converging evidence suggested that elevations in IIV 
across the extended psychosis continuum are due to deficits in frontally-mediated executive 
control, but this possibility had remained unexamined. Additional shortcomings of the 
research into IIV and subclinical psychosis were identified. Specifically, it was uncertain 
whether IIV exhibited predictive validity for subclinical psychosis, whether a dose–response 
relationship existed between the constructs, or whether associations depended on task 
complexity. Furthermore, there were inconsistent findings regarding symptom specificity, 
and no studies had previously investigated whether IIV could be used to differentiate 
psychosis risk from affective dysregulation.  
The studies in this thesis were designed to address these gaps in the literature. The 
studies involved the use of birth cohort data and the recruitment of young adult 
undergraduate samples. Assessment of PLE, schizotypy, and IIV was undertaken, and 
executive function and affective distress was evaluated, with a view to testing several core 
hypotheses: 
(1) IIV predicts the occurrence of PLE, with stronger association for frequent, severe, or 
persistent manifestations. 
(2) The relationship between IIV and PLE depends on RT task complexity. 
(3) Elevated IIV is specifically related to the occurrence of PLE, rather than affective 
dysregulation. 
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(4) Self-report and performance-based measures of schizotypy mediate the relationship 
between IIV and subclinical psychosis. 
The assessment of symptom specificity was exploratory, due to the inconsistent nature of the 
literature. 
Tests of these hypotheses yielded several key outcomes. First, the predictive validity 
of IIV for PLE was verified. Next, this relationship was investigated in relation to task 
complexity, symptom specificity, affective dysregulation, and cognitive control. Findings are 
briefly summarised here by way of an overview. The remainder of this chapter will address 
and interpret these findings in light of published literature, address limitations of the general 
research approach, and draw overall conclusions.  
Overview of Findings 
In Chapter 2, analyses of data from the ALSPAC cohort showed elevated IIV on a 
stop-signal task at 15-years of age predicted suspected or definite PLE three years later, with 
stronger associations for frequent and severe classifications of PLE. Elevated IIV at age 15 
also predicted the persistence of PLE. There were no associations between any measures of 
IIV at age 13 and PLE classifications or trajectories. However, it is uncertain whether this 
absence of evidence at age 13 was due to task simplicity or time of administration. 
In Chapter 3, using interview and self-report outcomes from a modest undergraduate 
sample, IIV was more strongly associated with PLE than schizotypy, to a greater extent for 
CPT-IP than for SRT outcomes. Consistent with the hypothesis, distressed PLE-endorsers, 
but not distressed PLE non-endorsers, exhibited elevated IIV relative to controls. This 
indicates that the relationship between IIV and subclinical psychosis is not due to affective 
dysregulation. The findings do not suggest any specific relationship between IIV and 
subclinical symptoms.  
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I sought to determine whether cognitive control mediated the relationship between IIV 
and subclinical psychosis in two studies presented in Chapter 4. Here, mediation depended on 
whether self-report or performance-based measures of cognitive control were used. In Study 
1, subjective estimates of executive dysfunction correlated with SPQ scores and with CPT-IP 
iCV. Increases in CPT-IP iCV were associated with increases in the total and cognitive-
perceptual schizotypy. Self-reported executive dysfunction appeared to mediate the 
relationship between IIV and schizotypy. In Study 2, elevations in SRT and CPT-IP tau were 
associated with poorer performance on an executive task battery, and psychometric-risk of 
schizophrenia. However, contrary to the hypotheses, cognitive control was not associated 
with PLE occurrence, nor did it mediate the relationship between IIV and risk status.  
Interpretation of the Findings  
Overall, the results of these studies demonstrate a consistent, though modest, 
association between IIV and psychometric risk of psychosis. This relationship is more 
consistently found for more complex RT paradigms, and more severe classifications of PLE. 
Objective and subjective measures of executive function fail to fully account for this 
relationship, which suggests that more work is needed to clarify its aetiological basis. The 
study of other neurocognitive candidates is required to achieve these goals. At present, these 
findings suggest that IIV is somewhat uniquely able to index liability to psychosis and might 
represent an interface between cognitive functioning and psychotic symptoms. 
With regard to past literature, the current findings are consistent with research 
describing elevated IIV for schizophrenia patients (Birkett et al., 2007; T. J. Crawford et al., 
1998; Fassbender et al., 2014; Fish et al., 2018; Islam et al., 2018; Kaiser et al., 2008; 
Karantinos et al., 2014; Kieffaber et al., 2006; Quee, 2012; Rentrop et al., 2010; Schwartz et 
al., 1989; Shin et al., 2013; Smyrnis et al., 2009; Theleritis et al., 2014; van den Bosch et al., 
1996; Vinogradov et al., 1998). They also support the idea that elevated IIV is associated 
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with psychometric risk of schizophrenia (Fish et al., 2018; Fryer et al., 2018; Kane et al., 
2016; Schmidt-Hansen & Honey, 2009; Shin et al., 2013).  
Prediction of subclinical psychosis. In Chapter 2, findings of an association between 
PLE and IIV are expanded on by demonstrating that a dose–response relationship exists, with 
stronger associations for more severe and persistent classifications of PLE. As noted, PLE are 
generally a common and transitory phenomenon, and do not necessarily precede psychotic 
illness (Hanssen et al., 2005; van Os et al., 2009). The persistence of PLE is hypothesized to 
reflect more serious underlying psychopathological processes, and to increase the likelihood 
of later impairment by psychotic illness (Dominguez et al., 2009; van Os et al., 2009). This 
premise underlies the proneness-persistence-impairment model of psychotic illness, which 
offers a research strategy complementing one derived from the extended psychosis phenotype 
(van Os et al., 2009). The link between IIV and persistence of PLE suggests that it is a 
clinically salient functional impairment related to schizophrenia liability. 
The results of Chapter 3 indicate that the relationship between IIV and PLE is not 
specifically due to affective dysregulation in PLE-endorsers. Research into the specificity of 
IIV to schizophrenia has been inconsistent, as some papers report similarly elevated IIV 
reported for patients with major depression (Kaiser et al., 2008; van den Bosch et al., 1996), 
while other do not (Schwartz et al., 1989). My findings appear to align with studies that 
suggest specificity of elevated IIV to psychotic symptoms, provided there is some degree of 
concurrent affective distress. Expanding on this, it could be argued that IIV reflects a non-
shared variable underlying a factor representing positive symptoms within a transdiagnostic 
framework for psychosis (van Os & Reininghaus, 2016). This is a hypothesis that merits 
further investigation but would depend on the strengthening of evidence into transdiagnostic 
models of psychotic illness.  
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Throughout this thesis, IIV was more consistently related to PLE than schizotypy, 
which is consistent with the reviewed literature (Fish et al., 2018; Fryer et al., 2018; Kane et 
al., 2016; Schmidt-Hansen & Honey, 2009; Shin et al., 2013). This does not appear to be due 
to reduced power or a dilution of the relationship between IIV and schizotypy. Throughout all 
studies, similar prevalence rates were found for PLE (7.9% to 11.8%) and high schizotypy 
(10.6% to 11.8%). These prevalence rates also align with empirically derived estimates of 
schizotypy and PLE occurrence in the general population (Kelleher et al., 2013; Linscott & 
van Os, 2013; van Os et al., 2009). 
The difference between the relationships of IIV with PLE and schizotypy is perhaps 
surprising given PLE and schizotypy are both indicators of psychotic illness. Furthermore, 
the concept of PLE overlaps with positive or cognitive-perceptual schizotypy, which 
essentially assesses perceptual aberrations and disordered thinking (Pedrero & Debbané, 
2017). However, the approaches differ in two fundamental ways. First, schizotypy reflects a 
latent personality organisation, whereas PLE reflect temporally discrete symptoms. Second, 
schizotypy is a heterogenous entity that includes interpersonal and disorganised dimensions, 
alongside cognitive-perceptual features. In contrast, PLE solely reflects the subclinical 
occurrence of positive symptoms (Debbané & Barrantes-Vidal, 2014). The disparity between 
associations for PLE and schizotypy supports the notion that IIV relates to state rather than 
trait manifestations of schizophrenia liability. These results also emphasise the worth of the 
symptom focused RDoC research approach in determining correlates of psychiatric illness 
(Insel, 2014; Insel et al., 2010).  
It is unknown whether the finding that IIV indexes subclinical states rather than 
schizotypal traits can be generalised. Samples in Chapters 3 and 4 were drawn from 
undergraduate populations, with exclusions made on the basis of age. As a result, the 
variance in age was low, with most participants under 21 years of age. A recent study 
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examined the longitudinal latent state–trait structure of subclinical psychosis (Rössler, 
Hengartner, Ajdacic-Gross, Haker, & Angst, 2013). This revealed that the relative 
importance of symptom states and schizotypal traits to subclinical psychotic expression 
varies as a function of age. Importantly, between 20 to 21 years of age, the occurrence of 
PLE explained greater variance in subclinical psychosis expression than schizotypy. That is, 
over this time period, the variance in psychosis liability was more strongly associated to 
occasion-specific symptoms than to stable dispositional traits. In contrast, the variance of 
subclinical psychosis expression was more strongly related to schizotypy traits at 27 years of 
age. Thus, IIV may index PLE as a function of schizophrenia liability, rather than being 
specifically related to PLE. Determining whether IIV relates to PLE specifically or 
schizophrenia liability more generally will require longitudinal analyses or the recruitment of 
older samples. 
Prediction of specific symptoms. Exploratory analyses did not consistently indicate 
a relationship between IIV and specific expressions of subclinical psychosis. In Chapter 3, 
CPT-IP iCV was associated with paranoia, but due to a lack of power it is not certain that 
non-significant findings for other expressions of PLE should be generalised. No associations 
were found for specific expressions of schizotypy in this chapter. In Chapter 4, associations 
were found between IIV and cognitive-perceptual schizotypy, and to hallucinatory PLE. 
These findings complement the inconsistency of literature into the specificity of IIV to 
clinical (O'Gráda et al., 2008; Pellizzer & Stephane, 2007; Shin et al., 2013; Vinogradov et 
al., 1998) or subclinical (Kane et al., 2016; Schmidt-Hansen & Honey, 2009) psychotic 
symptoms.  
The relationship between IIV and psychosis-risk states appears robust. It is uncertain 
why this relationship does not consistently extend to a symptom groups from which these risk 
classifications are derived. As discussed, there are trade-offs between granularity and power 
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when assessing sub-classifications of symptoms, particularly in moderately-sized general 
population samples. A reduction in power led to broad confidence intervals in Chapter 3, 
preventing the ability to draw clear conclusions with respect to IIV and types of PLE. 
However, conflicting results occur throughout the reviewed literature despite sample size.  
As with categorical diagnostic criteria, the bounds around symptoms are primarily 
derived from a priori clinical knowledge. However, even specific types of PLE are frequently 
heterogenous, with diverse phenomenology involving content, modality, affect, onset, and 
frequency (Daalman et al., 2011; Waters & Fernyhough, 2017; Woods, Jones, Alderson-Day, 
Callard, & Fernyhough, 2015). Psychotic symptoms also represent the phenotypic endpoint 
of a tangled aetiological landscape, the result of numerous causal mechanisms that frequently 
overlap (Rollins et al., 2019). Furthermore, introducing symptomatic subdivisions appears 
not to improve the prognostic performance of psychosis-risk classifications (Fusar-Poli et al., 
2019). It is likely that accurately assessing whether IIV relates to granular aspects of PLE 
will require further clarification of the transdiagnostic network structure of the psychosis-risk 
state.  
It is also uncertain whether accurate assessment of PLE and schizotypy symptoms 
was achieved. Self-report measures such as the SPQ and CAPE-P15 are frequently used in 
clinical research. However, the reliability of these measures depends on the accurate and 
honest assessment of subjective experience. For instance, such measures are vulnerable to 
self-report biases, such as social desirability bias (Moritz, Andresen, Naber, Krausz, & 
Probsthein, 1999; Shean, Bell, & Cameron, 2007). There were also clear differences in 
schizotypy expression based on demographic factors. In Chapter 4, Study 2, persons with 
high schizotypy were more likely to report identifying as a minority ethnicity. These 
differences might reflect true differences in schizotypy expression, perhaps due to greater 
exposure to psychosis risk factors including trauma and prejudice associated with minority 
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identities (Schiffman, Ellman, & Mittal, 2019). At the same time, it may be that 
environmental or contextual factors can lead to the endorsement of items that are either 
normative within certain populations (e.g., belief in superstitions, religious convictions), or 
accurately appraised but not necessarily indicative of psychopathology (e.g., paranoia; Kline 
et al., 2016; Schiffman et al., 2019; C. Wilson et al., 2016). Each of these factors can lead to 
disparities among groups, false-positives, and non-significant associations between subjective 
and behavioural measures. However, it is not clear that clinical interviews would be a more 
valid or reliable method, as they are also subject to systematic variance and biases (Linscott 
& van Os, 2013). It would perhaps be beneficial for future assessments of this relationship to 
not restrict assessment to either self-report or interview-based assessment.  
Task complexity. More consistent relationships between IIV and subclinical 
psychosis were found for simple than for complex RT tasks. The outcomes from different RT 
paradigms showed weak to moderate intercorrelations, indicating that there is some shared 
variance between these tasks. This likely reflects the use of common cognitive processes, 
such as discrimination and motor speed, regardless of task complexity (Jensen, 2006). 
However, the component processes of simple and complex RT tasks are also suggested to 
differ. For instance, previous studies report that RT task complexity is positively related to 
executive function and dorsolateral prefrontal cortex activity (Barch et al., 1997; Cohen et al., 
1997; Vaportzis, Georgiou-Karistianis, & Stout, 2013).  
Indeed, there appeared to be stronger relationships between cognitive control and 
CPT-IP than SRT outcomes in mediational analyses. However, the relationship between SRT 
tau and speeded control in Chapter 4, Study 2 was still significant. It is probable that some 
executive processes, such as basic attention, underlie SRT tau. Basic attention is considered a 
first-level executive process that involves the effortful use of simple attentional resources, 
such as discerning the occurrence or non-occurrence of a stimulus (Lezak, Howieson, & 
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Loring, 2012; Owen, 2000). It is likely that stable performance on this task required simple 
attentional resources. Thus, one could reasonably infer that executive deficits are a primary 
contributor to elevations of SRT tau for persons with liability for schizophrenia. The 
remainder of Chapter 4 comprised a more in-depth investigation of this notion. 
The role of cognitive control. In Chapter 4, Study 2, IIV was moderately correlated 
with speeded and non-speeded cognitive control, as tested by a battery whose 
neuroanatomical basis has been clarified by large-scale studies (Gläscher et al., 2012). This is 
consistent with our hypotheses and in line with literature that details associations between IIV 
and performance-based measures of executive functioning (Bellgrove et al., 2004; Stuss et 
al., 2003). It is possible that stronger correlations between CPT-IP tau and speeded control 
are due to sustained attention, given that this is a common cognitive process for CPT-IP and 
the tasks underlying that factor. However, other processes also underlie these tests, including 
set shifting, and the inhibition of prepotent responses (Miyake et al., 2000; Waszak, Hommel, 
& Allport, 2005). Thus, we cannot clarify whether stronger relationships between IIV and 
speeded control are due to specific aspects of executive cognition. This is also beyond the 
focus of this thesis, although clarifications regarding the relationship between IIV and 
executive functions would be a useful addition to the literature. 
However, cognitive control factors were not associated with PLE. Similarly, cognitive 
control factors failed to account for the relationship between IIV and PLE. This is contrary to 
the hypotheses, but perhaps in line with the mixed findings reported on objective executive 
functioning in subclinical psychosis (Chen et al., 1997; Kim et al., 2011; Matheson & 
Langdon, 2008; Mitropoulou et al., 2002; Park & McTigue, 1997; Poreh et al., 1995). Despite 
moderate correlations between CPT-IP tau and cognitive control factors, a significant portion 
of the variance of IIV remained unexplained. This indicates that some other cognitive 
function may mediate the relationship between IIV and PLE.  
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I propose two candidate mediators to explain the relationship between IIV and PLE. 
First, working memory may mediate the IIV-PLE relationship. Some studies have described 
strong correlations between tau and working memory (Schmiedek, Oberauer, Wilhelm, Süß, 
& Wittmann, 2007; Tse et al., 2010). As with cognitive control, working memory has 
associations with subclinical psychosis. Individuals in a psychosis prodrome exhibit working 
memory deficits (Eastvold, Heaton, & Cadenhead, 2007), and working memory can predict 
the later conversion to diagnosable psychotic disorder (Pukrop et al., 2007). Working 
memory performance can also differentiate healthy controls from symptomatic high-risk 
groups (Pflueger, Gschwandtner, Stieglitz, & Riecher-Rössler, 2007; Smith, Park, & 
Cornblatt, 2006).  
A second candidate mediator of the IIV-PLE relationship may be task-unrelated 
thought, a measurable behavioural disruption that reflects a propensity for mind-wandering 
(Smallwood & Schooler, 2006). Impairments of perceptual and motivational salience are well 
documented in psychotic disorder (Kapur, 2003). These disruptions may be particularly 
pronounced in tasks requiring sustained attention. Task-unrelated thought also correlates 
significantly, although imperfectly with iCV (McVay & Kane, 2010). Other potential 
mediators may also be considered. However, the paucity of research into how cognition 
relates to either subclinical psychosis or IIV limits the suggestion of viable neurocognitive 
candidates.  
In Chapter 4, Study 1, self-reported executive dysfunction was robustly associated 
with total and cognitive-perceptual schizotypy. This lends support to previous findings of 
subjective executive deficits in schizotypal samples (Laws et al., 2008). Self-reported 
measures of executive dysfunction appear to account for the link between IIV and 
schizotypy. It appears that these findings are novel. It is certainly curious that subjective, and 
not objective, executive dysfunction mediated the relationship between IIV and subclinical 
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psychosis. Despite ruling out multicollinearity, it is possible the relative strength of 
correlations between schizotypy and subjective estimation of executive deficits affected the 
mediational analysis. Independent replication is necessary before strong assertions can be 
made about this result. Nevertheless, these findings tentatively indicate that, for an individual 
at risk of psychosis, subjective experiences of executive deficits explain the relationship 
between IIV and schizotypy. 
Other literature details the predictive validity of subjective executive deficits. Self-
reported executive dysfunction is predictive of academic performance in children and 
adolescents (Baars, Nije Bijvank, Tonnaer, & Jolles, 2015; Samuels, Tournaki, Blackman, & 
Zilinski, 2016), and of cognitive decline in older persons (Hohman, Beason-Held, Lamar, & 
Resnick, 2011). Notably, IIV also appears highly predictive of cognitive deficits, and can 
index risk of cognitive decline in the elderly up to six years in advance (MacDonald et al., 
2003). One might infer from this literature that subjective deficits precede objective deficits 
in executive functions. That is, measurable executive dysfunction may only appear at the 
distal end of the psychosis continuum, scarcely preceding transition to psychotic disorder. In 
this case, subjective estimations of executive deficits may serve as a more appropriate risk-
marker for the development of first-episode psychosis. This may explain the contrasting 
results found here.  
Alternatively, the relationship may be explained entirely by another factor 
independent from dysexecutive impairment, such as boredom proneness. Boredom proneness 
reflects the tendency for an individual to lack sufficient enthusiasm and interest in their 
surroundings, and to experience tedium (Watt & Hargis, 2010). Unsurprisingly, the DEX 
samples aspects of boredom proneness with items such as “I seem lethargic, or unenthusiastic 
about things” (B. A. Wilson et al., 1997). Boredom proneness correlates with IIV across a 
range of tasks (Dunn, Heggestad, Shanock, & Theilgard, 2018; Wang, Ding, & Kluger, 
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2014). Boredom proneness also appears to be greater for individuals with schizophrenia 
(Gerritsen, Goldberg, & Eastwood, 2015; Newell, Harries, & Ayers, 2012; Todman, 2003), a 
relationship that appears distinct from increases in avolition (Gerritsen et al., 2015). Thus, it 
is possible that boredom proneness, or another candidate construct, accounts for the shared 
variance between IIV, PLE, and subjective executive dysfunction.  
Estimations of variability. Throughout this thesis, more consistent relationships with 
subclinical psychosis were found when iCV, rather than iSD, was used to estimate variability. 
This coheres with prior studies in IIV and psychosis (Birkett et al., 2007; Kaiser et al., 2008), 
as well as theoretical investigations that indicate iCV more closely approximates variability 
(Lewontin, 1966; Wagenmakers & Brown, 2007). In brief, this suggests that iCV is a more 
sensitive index of schizophrenia liability than iSD, perhaps due to it better approximating RT 
variability. However, there is a trade-off between the ease with which iCV can be calculated 
and the degree to which it adequately represents RT distributions (van Zandt, 2000). This 
issue led to the development of sophisticated alternative methods to extract distribution 
parameters, including quantile maximum likelihood estimation (Heathcote et al., 2002; 
Zandbelt, 2014), which was used in Chapter 4, Study 2.  
The possibility that ex-Gaussian parameters would differ in their association with 
subclinical psychosis was suggested by quantile analysis in Chapter 3. Although differences 
between quantiles were not significant, the likelihood of elevated tau for at-risk individuals 
was inferred from visual analysis. This association was confirmed in Chapter 4, Study 2, as 
CPT-IP tau was elevated for persons classified as at-risk of developing psychosis. Elevations 
of go/no-go tau have been previously reported for PLE-endorsers (Fryer et al., 2018). 
However, Fryer et al. (2018) also reported a significant association with sigma, a relationship 
that was not found here. It is unknown the degree to which the association between sigma and 
PLE in Fryer et al. (2018) was due to correlated error, as intercorrelations between 
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parameters were not reported. Irrespective of these differences, these findings are in line with 
previously-reported findings that iCV and tau are associated with psychometric high risk of 
schizophrenia, particularly for PLE.  
General Limitations 
Some limitations pertaining to each study have been discussed at length within their 
respective chapters. However, there were some broader concerns about this project, which are 
reviewed here. 
An overarching concern across all studies regards the low rate of endorsement of 
PLE or high schizotypy. This limitation is not unique to this thesis. Within the subclinical 
psychosis literature, there is a tendency to statistically impose categorical boundaries on 
measures of schizotypy or PLE, which can result in a loss of statistical power and increased 
likelihood of Type II errors (MacCallum, Zhang, Preacher, & Rucker, 2002). In the present 
research, we have noted where these issues are of greater concern and have preserved 
dimensionality of schizotypy through complementary regression and correlational analyses. 
However, this research would benefit from either larger sample sizes, or more tailored 
recruitment of groups potentially at psychometric risk of psychotic illness.  
The relationship between IIV and subclinical psychosis occupies a small corner of 
the psychosis literature. As was highlighted in Chapter 1, different clinical assessment tools 
and RT paradigms are used throughout the literature on IIV in subclinical psychosis. This is 
perhaps partly due to the incidental nature of some findings, as they are unrelated to the main 
purpose of the studies from which they are drawn. Similarly, different clinical assessment 
tools and RT paradigms are used throughout this thesis, as data were primarily drawn from 
investigations for which the assessment of IIV and subclinical psychosis were not a primary 
concern. Optimistically, the consistency of our findings across studies suggests that 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
135 
relationships are generalisable across rating scales, RT paradigms, and sampling populations. 
However, replication of the current results with fixed measures and paradigms is warranted. 
Future Directions 
As discussed, replications of the present research would usefully include consistent 
measures, longitudinal analyses, specific recruitment of at-risk groups, and larger sample 
sizes. A number of other directions for future research also arise out of the current project. 
For instance, the main focus of this thesis concerned the relationship between IIV and 
positive expressions of psychotic symptoms in the general population. Although this was by 
design, it precluded investigation into whether IIV correlated with negative symptoms and 
experiences. The inclusion of measures assessing these constructs, or the incorporation of 
transdiagnostic models encompassing other core dimensions of psychotic illness, could 
usefully expand on the research presented here. 
The overall modest relationship between IIV and subclinical psychosis indicates that 
IIV would not necessarily be a useful clinical predictor of schizophrenia liability. However, 
IIV does appear to be a behavioural marker that is consistently related to psychosis-risk 
states. Further studies using measures of IIV could provide unique information about the 
aetiology of psychotic illness and psychotic risk states. Functional neuroimaging studies 
could usefully demonstrate the neural correlates of this relationship. This could be 
complemented by neuropsychological studies to determine whether elevated IIV relates to 
specific deficits in areas including working memory and task-unrelated thought. Ultimately, 
this may contribute to the delineation of a behavioural marker that is more strongly related to 
schizophrenia liability.  
Concluding Remarks 
A broad literature indicates that there are many shared correlates of subclinical and 
clinical expressions of psychosis. This finding has led to a recent explosion of research into 
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potential prospective risk markers for psychotic illness. This thesis fits within this effort, in 
its assessment of the nature of the relationship between IIV and psychotic-risk states. 
This goal has been met to some extent. The findings within this thesis highlight that 
IIV is consistently associated with subclinical expressions of psychosis. This association is 
stronger for persistent and severe expressions of subclinical psychosis and is not due to 
affective dysregulation. However, evidence for the explanatory role of executive function in 
the relationship between IIV and subclinical psychosis was inconsistent. This indicates that 
further research is needed to clarify why IIV is elevated in psychotic-risk states. This would 
usefully incorporate other neurocognitive candidates, use functional neuroimaging 
techniques, or take place within transdiagnostic research frameworks.  
Together, these findings indicate that IIV is, at present, somewhat uniquely able to 
index liability to psychosis. However, its ability to do so is slight. Thus, it is unlikely to 
become a prominent risk marker for psychotic illness. However, just as PLE on its own is 
insufficient to indicate risk for psychotic illness, the value of IIV is not found in its use as an 
objective measure of psychiatric risk. Rather, the value of IIV lies in what it can tell us about 








Addington, J., Cornblatt, B. A., Cadenhead, K. S., Cannon, T. D., McGlashan, T. H., Perkins, 
D. O., . . . Woods, S. W. (2011). At clinical high risk for psychosis: Outcome for 
nonconverters. American Journal of Psychiatry, 168, 800-805.  
Addington, J., Stowkowy, J., & Weiser, M. (2015). Screening tools for clinical high risk for 
psychosis. Early Intervention in Psychiatry, 9, 345-356.  
Alderton, D. L., & Larson, G. E. (1994). Cross-task consistency in strategy use and the 
relationship with intelligence. Intelligence, 18, 47-76.  
Aleman, A., Agrawal, N., Morgan, K. D., & David, A. S. (2006). Insight in psychosis and 
neuropsychological function: Meta-analysis. The British Journal of Psychiatry, 189, 
204-212.  
Allardyce, J., Suppes, T., & van Os, J. (2007). Dimensions and the psychosis phenotype. 
International Journal of Methods in Psychiatric Research, 16, S34-S40.  
American Psychiatric Association. (1952). Diagnostic and statistical manual of mental 
disorders (1st ed.). Washington, DC: Author. 
American Psychiatric Association. (1980). Diagnostic and statistical manual of mental 
disorders (3rd ed.). Washington, DC: Author. 
American Psychiatric Association. (1987). Diagnostic and statistical manual of mental 
disorders (3rd ed., revised). Washington, DC: Author. 
American Psychiatric Association. (2013). Diagnostic and statistical manual of mental 
disorders (5th ed.). Washington, DC: Author. 
Amico, F., O’Hanlon, E., Kraft, D., Oertel-Knöchel, V., Clarke, M., Kelleher, I., . . . 
Heneghan, M. (2017). Functional connectivity anomalies in adolescents with 
psychotic symptoms. PloS One, 12, 169364.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
138 
Andreou, P., Neale, B. M., Chen, W. A. I., Christiansen, H., Gabriels, I., Heise, A., . . . 
Banaschewski, T. (2007). Reaction time performance in ADHD: Improvement under 
fast-incentive condition and familial effects. Psychological Medicine, 37, 1703-1715.  
Andrews, G., Goldberg, D. P., Krueger, R. F., Carpenter, W. T., Hyman, S. E., Sachdev, P., 
& Pine, D. S. (2009). Exploring the feasibility of a meta-structure for DSM-V and 
ICD-1: Could it improve utility and validity? Psychological Medicine, 39, 1993-2000.  
Anstey, K. J. (1999). Sensorimotor variables and forced expiratory volume as correlates of 
speed, accuracy, and variability in reaction time performance in late adulthood. Aging, 
Neuropsychology, and Cognition, 6, 84-95.  
Anstey, K. J., Dear, K., Christensen, H., & Jorm, A. F. (2005). Biomarkers, health, lifestyle, 
and demographic variables as correlates of reaction time performance in early, 
middle, and late adulthood. The Quarterly Journal of Experimental Psychology 
Section A, 58, 5-21.  
Anstey, K. J., Mack, H. A., Christensen, H., Li, S.-C., Reglade-Meslin, C., Maller, J., . . . 
Sachdev, P. (2007). Corpus callosum size, reaction time speed and variability in mild 
cognitive disorders and in a normative sample. Neuropsychologia, 45, 1911-1920.  
Armando, M., Nelson, B., Yung, A. R., Ross, M., Birchwood, M., Girardi, P., & Nastro, P. F. 
(2010). Psychotic-like experiences and correlation with distress and depressive 
symptoms in a community sample of adolescents and young adults. Schizophrenia 
Research, 119, 258-265.  
Baars, M., Nije Bijvank, M., Tonnaer, G., & Jolles, J. (2015). Self-report measures of 
executive functioning are a determinant of academic performance in first-year 
students at a university of applied sciences. Frontiers in Psychology, 6, 1131.  
Baddeley, A. (1986). Working memory. Oxford, UK: Clarendon Press. 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
139 
Bak, M., Myin-Germeys, I., Delespaul, P., Vollebergh, W., de Graaf, R., & van Os, J. (2005). 
Do different psychotic experiences differentially predict need for care in the general 
population? Comprehensive Psychiatry, 46, 192-199.  
Balota, D. A., & Spieler, D. H. (1999). Word frequency, repetition, and lexicality effects in 
word recognition tasks: Beyond measures of central tendency. Journal of 
Experimental Psychology: General, 128, 32-55.  
Balota, D. A., & Yap, M. J. (2011). Moving beyond the mean in studies of mental 
chronometry: The power of response time distributional analyses. Current Directions 
in Psychological Science, 20, 160-166.  
Barch, D. M., Braver, T. S., Carter, C. S., Poldrack, R. A., & Robbins, T. W. (2009). 
CNTRICS final task selection: Executive control. Schizophrenia Bulletin, 35, 115-
135.  
Barch, D. M., Braver, T. S., Nystrom, L. E., Forman, S. D., Noll, D. C., & Cohen, J. D. 
(1997). Dissociating working memory from task difficulty in human prefrontal cortex. 
Neuropsychologia, 35, 1373-1380.  
Barch, D. M., Carter, C. S., Braver, T. S., Sabb, F. W., MacDonald, A., Noll, D. C., & 
Cohen, J. D. (2001). Selective deficits in prefrontal cortex function in medication-
naive patients with schizophrenia. Archives of General Psychiatry, 58, 280-288.  
Barch, D. M., Carter, C. S., MacDonald III, A. W., Braver, T. S., & Cohen, J. D. (2003). 
Context-processing deficits in schizophrenia: diagnostic specificity, four-week course, 
and relationships to clinical symptoms. Journal of Abnormal Psychology, 112, 132-
143.  
Barkley, R. A. (1997). Behavioral inhibition, sustained attention, and executive functions: 
Constructing a unifying theory of ADHD. Psychological Bulletin, 121, 65-94.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
140 
Barkley, R. A., & Fischer, M. (2011). Predicting impairment in major life activities and 
occupational functioning in hyperactive children as adults: Self-reported executive 
function (EF) deficits versus EF tests. Developmental Neuropsychology, 36, 137-161.  
Barrantes-Vidal, N., Grant, P., & Kwapil, T. R. (2015). The role of schizotypy in the study of 
the etiology of schizophrenia spectrum disorders. Schizophrenia Bulletin, 41, S408-
S416.  
Bartels-Velthuis, A. A., van de Willige, G., Jenner, J. A., van Os, J., & Wiersma, D. (2011). 
Course of auditory vocal hallucinations in childhood: Five-year follow-up study. The 
British Journal of Psychiatry, 199, 296-302.  
Batterham, P. J., Bunce, D., Mackinnon, A. J., & Christensen, H. (2014). Intra-individual 
reaction time variability and all-cause mortality over 17 years: A community-based 
cohort study. Age and Ageing, 43, 84-90.  
Beauchaine, T. P., Lenzenweger, M. F., & Waller, N. G. (2008). Schizotypy, taxometrics, 
and disconfirming theories in soft science. Personality and Individual Differences, 44, 
1652-1662.  
Bebbington, P., & Nayani, T. (1995). The psychosis screening questionnaire. International 
Journal of Methods in Psychiatric Research, 5, 11-19.  
Beck, A. T., Rector, N. A., Stolar, N., & Grant, P. (2011). Schizophrenia: Cognitive theory, 
research, and therapy. New York, NY: Guilford Press. 
Bellgrove, M. A., Hester, R., & Garavan, H. (2004). The functional neuroanatomical 
correlates of response variability: Evidence from a response inhibition task. 
Neuropsychologia, 42, 1910-1916.  
Bentall, R. P. (2006). Madness explained: Why we must reject the Kraepelinian paradigm 
and replace it with a ‘complaint-orientated’approach to understanding mental illness. 
Medical Hypotheses, 66, 220-233.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
141 
Berkson, J. (1946). Limitations of the application of fourfold table analysis to hospital data. 
Biometrics Bulletin, 2, 47-53.  
Bhojraj, T. S., Diwadkar, V. A., Sweeney, J. A., Prasad, K. M., Eack, S. M., Montrose, D. 
M., & Keshavan, M. S. (2010). Longitudinal alterations of executive function in non-
psychotic adolescents at familial risk for schizophrenia. Progress in Neuro-
Psychopharmacology and Biological Psychiatry, 34, 469-474.  
Bielak, A. A. M., Hultsch, D. F., Strauss, E., MacDonald, S. W. S., & Hunter, M. A. (2010). 
Intraindividual variability in reaction time predicts cognitive outcomes 5 years later. 
Neuropsychology, 24, 731-741.  
Binder, J. R., Frost, J. A., Hammeke, T. A., Bellgowan, P. S. F., Rao, S. M., & Cox, R. W. 
(1999). Conceptual processing during the conscious resting state: A functional MRI 
study. Journal of Cognitive Neuroscience, 11, 80-93.  
Birkett, P., Sigmundsson, T., Sharma, T., Toulopoulou, T., Griffiths, T. D., Reveley, A., & 
Murray, R. (2007). Reaction time and sustained attention in schizophrenia and its 
genetic predisposition. Schizophrenia Research, 95, 76-85.  
Blanchard, M. M., Jacobson, S., Clarke, M. C., Connor, D., Kelleher, I., Garavan, H., . . . 
Cannon, M. (2010). Language, motor and speed of processing deficits in adolescents 
with subclinical psychotic symptoms. Schizophrenia Research, 123, 71-76.  
Bleuler, E. (1911/1950). Dementia praecox or the group of schizophrenias. New York, NY: 
International Press. 
Blumenthal, A. (1985). Wilhelm Wundt: Psychology as a propaedeutic science. In C. E. 
Buxton (Ed.), Points of view in the modern history of psychology (pp. 19-50). 
Orlando, FL: Academic Press, Inc. 
Bollen, K. A. (2002). Latent variables in psychology and the social sciences. Annual Review 
of Psychology, 53, 605-634.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
142 
Boring, E. G. (1950). A history of experimental psychology (2nd ed.). New York, NY: 
Appleton-Century-Crofts. 
Botvinick, M. M., Carter, C. S., Braver, T. S., Barch, D. M., & Cohen, J. D. (2001). Conflict 
monitoring and cognitive control. Psychological Review, 108, 624-652.  
Boyd, A., Golding, J., Macleod, J., Lawlor, D. A., Fraser, A., Henderson, J., . . . Davey 
Smith, G. (2013). Cohort profile: The ‘children of the 90s’—the index offspring of 
the Avon Longitudinal Study of Parents and Children. International Journal of 
Epidemiology, 42, 111-127.  
Brand, N., & Jolles, J. (1987). Information processing in depression and anxiety. 
Psychological Medicine, 17, 145-153.  
Brown, S., & Heathcote, A. (2003). QMLE: Fast, robust, and efficient estimation of 
distribution functions based on quantiles. Behavior Research Methods, Instruments, & 
Computers, 35, 485-492.  
Bruhn, P., & Parsons, O. A. (1977). Reaction time variability in epileptic and brain-damaged 
patients. Cortex, 13, 373-384.  
Buchanan, T. (2016). Self-report measures of executive function problems correlate with 
personality, not performance-based executive function measures, in nonclinical 
samples. Psychological Assessment, 28, 372-385.  
Bukenaite, A., Stochl, J., Mossaheb, N., Schäfer, M. R., Klier, C. M., Becker, J., . . . Russo, 
D. A. (2017). Usefulness of the CAPE-P15 for detecting people at ultra-high risk for 
psychosis: Psychometric properties and cut-off values. Schizophrenia Research, 189, 
69-74.  
Bunce, D., Anstey, K. J., Christensen, H., Dear, K., Wen, W., & Sachdev, P. (2007). White 
matter hyperintensities and within-person variability in community-dwelling adults 
aged 60–64 years. Neuropsychologia, 45, 2009-2015.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
143 
Bunce, D., Tzur, M., Ramchurn, A., Gain, F., & Bond, F. W. (2008). Mental health and 
cognitive function in adults aged 18 to 92 years. The Journals of Gerontology Series 
B: Psychological Sciences and Social Sciences, 63, 67-74.  
Burton, C. L., Strauss, E., Hultsch, D. F., Moll, A., & Hunter, M. A. (2006). Intraindividual 
variability as a marker of neurological dysfunction: A comparison of Alzheimer's 
disease and Parkinson's disease. Journal of Clinical and Experimental 
Neuropsychology, 28, 67-83.  
Buss, A. R. (1976). Galton and the birth of differential psychology and eugenics: Social, 
political, and economic forces. Journal of the History of the Behavioral Sciences, 12, 
47-58.  
Buzy, W. M., Medoff, D. R., & Schweitzer, J. B. (2009). Intra-individual variability among 
children with ADHD on a working memory task: An ex-Gaussian approach. Child 
Neuropsychology, 15, 441-459.  
Calkins, M. E., Moore, T. M., Merikangas, K. R., Burstein, M., Satterthwaite, T. D., Bilker, 
W. B., . . . Mentch, F. (2014). The psychosis spectrum in a young US community 
sample: Findings from the Philadelphia Neurodevelopmental Cohort. World 
Psychiatry, 13, 296-305.  
Cannon, M., Caspi, A., Moffitt, T. E., Harrington, H., Taylor, A., Murray, R. M., & Poulton, 
R. (2002). Evidence for early-childhood, pan-developmental impairment specific to 
schizophreniform disorder: Results from a longitudinal birth cohort. Archives of 
General Psychiatry, 59, 449-457. doi:10.1001/archpsyc.59.5.449 
Capra, C., Kavanagh, D. J., Hides, L., & Scott, J. (2013). Brief screening for psychosis-like 
experiences. Schizophrenia Research, 149, 104-107.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
144 
Capra, C., Kavanagh, D. J., Hides, L., & Scott, J. G. (2017). Current CAPE‐15: A measure of 
recent psychotic‐like experiences and associated distress. Early Intervention in 
Psychiatry, 11, 411-417.  
Carrión, R. E., McLaughlin, D., Goldberg, T. E., Auther, A. M., Olsen, R. H., Olvet, D. M., . 
. . Cornblatt, B. A. (2013). Prediction of functional outcome in individuals at clinical 
high risk for psychosis. JAMA Psychiatry, 70, 1133-1142.  
Carter, C. S., Perlstein, W. M., Ganguli, R., Brar, J., Mintun, M., & Cohen, J. D. (1998). 
Functional hypofrontality and working memory dysfunction in schizophrenia. 
American Journal of Psychiatry, 155, 1285-1287.  
Carter, C. S., Robertson, L. C., & Nordahl, T. E. (1992). Abnormal processing of irrelevant 
information in chronic schizophrenia: Selective enhancement of Stroop facilitation. 
Psychiatry Research, 41, 137-146.  
Caspi, A., Houts, R. M., Belsky, D. W., Goldman-Mellor, S. J., Harrington, H. L., Israel, S., . 
. . Poulton, R. (2014). The p factor: One general psychopathology factor in the 
structure of psychiatric disorders? Clinical Psychological Science, 2, 119-137.  
Castellanos, F. X., Margulies, D. S., Kelly, C., Uddin, L. Q., Ghaffari, M., Kirsch, A., . . . 
Biswal, B. (2008). Cingulate-precuneus interactions: A new locus of dysfunction in 
adult attention-deficit/hyperactivity disorder. Biological Psychiatry, 63, 332-337.  
Castellanos, F. X., Sonuga-Barke, E. J. S., Scheres, A., Di Martino, A., Hyde, C., & Walters, 
J. R. (2005). Varieties of attention-deficit/hyperactivity disorder-related intra-
individual variability. Biological Psychiatry, 57, 1416-1423.  
Castellanos, F. X., & Tannock, R. (2002). Neuroscience of attention-deficit/hyperactivity 
disorder: The search for endophenotypes. Nature Reviews: Neuroscience, 3, 617-628.  
Cattell, J. M. (1886). The time taken up by cerebral operations. Mind, 11, 220-242.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
145 
Chan, R. C. K., Yan, C., Qing, Y.-H., Wang, Y., Wang, Y.-N., Ma, Z., . . . Yu, X. (2011). 
Subjective awareness of everyday dysexecutive behavior precedes ‘objective’ 
executive problems in schizotypy: A replication and extension study. Psychiatry 
Research, 185, 340-346.  
Chang, C.-K., Hayes, R. D., Perera, G., Broadbent, M. T. M., Fernandes, A. C., Lee, W. E., . 
. . Stewart, R. (2011). Life expectancy at birth for people with serious mental illness 
and other major disorders from a secondary mental health care case register in 
London. PloS One, 6, 19590.  
Chapman, L., Chapman, J., & Kwapil, T. R. (1995). Scales for the measurement of 
schizotypy. In A. Raine, T. Lencz, & S. A. Mednick (Eds.), Schizotypal personality 
(pp. 79-106). New York, NY: Cambridge University Press. 
Chapman, L., Chapman, J., Kwapil, T. R., Eckblad, M., & Zinser, M. (1994). Putatively 
psychosis-prone subjects 10 years later. Journal of Abnormal Psychology, 103, 171-
183.  
Chase, H. W., Clark, L., Sahakian, B. J., Bullmore, E. T., & Robbins, T. W. (2008). 
Dissociable roles of prefrontal subregions in self-ordered working memory 
performance. Neuropsychologia, 46, 2650-2661.  
Chen, W. J., Hsiao, C. K., & Lin, C. C. H. (1997). Schizotypy in community samples: The 
three-factor structure and correlation with sustained attention. Journal of Abnormal 
Psychology, 106, 649-654.  
Chen, W. J., Liu, S. K., Chang, C.-J., Lien, Y.-J., Chang, Y.-H., & Hwu, H.-G. (1998). 
Sustained attention deficit and schizotypal personality features in nonpsychotic 
relatives of schizophrenic patients. American Journal of Psychiatry, 155, 1214-1220.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
146 
Christoff, K., & Gabrieli, J. D. E. (2000). The frontopolar cortex and human cognition: 
Evidence for a rostrocaudal hierarchical organization within the human prefrontal 
cortex. Psychobiology, 28, 168-186.  
Chun, C. A., Minor, K. S., & Cohen, A. S. (2013). Neurocognition in psychometrically 
defined college schizotypy samples: We are not measuring the “right stuff”. Journal 
of the International Neuropsychological Society, 19, 324-337.  
Claridge, G. (1997). Schizotypy: Implications for illness and health. Oxford, UK: Oxford 
University Press. 
Cohen, J. D., Cohen, P., West, S. G., & Aiken, L. S. (2003). Applied multiple 
correlation/regression analysis for the social sciences (3rd ed.). Hillsdale, NJ: 
Erlbaum. 
Cohen, J. D., Dunbar, K., & McClelland, J. L. (1990). On the control of automatic processes: 
A parallel distributed processing account of the Stroop effect. Psychological Review, 
97, 332-361.  
Cohen, J. D., Perlstein, W. M., Braver, T. S., Nystrom, L. E., Noll, D. C., Jonides, J., & 
Smith, E. E. (1997). Temporal dynamics of brain activation during a working memory 
task. Nature, 386, 604-608.  
Condray, R., & Steinhauer, S. R. (1992). Schizotypal personality disorder in individuals with 
and without schizophrenic relatives: Similarities and contrasts in neurocognitive and 
clinical functioning. Schizophrenia Research, 7, 33-41.  
Conley, R. R., Ascher-Svanum, H., Zhu, B., Faries, D. E., & Kinon, B. J. (2007). The burden 
of depressive symptoms in the long-term treatment of patients with schizophrenia. 
Schizophrenia Research, 90, 186-197.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
147 
Conners, C. K., Epstein, J. N., Angold, A., & Klaric, J. (2003). Continuous Performance Test 
performance in a normative epidemiological sample. Journal of Abnormal Child 
Psychology, 31, 555-562.  
Cornblatt, B. A., Lenzenweger, M. F., Dworkin, R. H., & Erlenmeyer-Kimling, L. (1992). 
Childhood attentional dysfunctions predict social deficits in unaffected adults at risk 
for schizophrenia. The British Journal of Psychiatry, 161, 59-64.  
Cornblatt, B. A., & Malhotra, A. K. (2001). Impaired attention as an endophenotype for 
molecular genetic studies of schizophrenia. American Journal of Medical Genetics, 
105, 11-15.  
Cornblatt, B. A., Risch, N. J., Faris, G., Friedman, D., & Erlenmeyer-Kimling, L. (1988). The 
Continuous Performance Test, Identical Pairs version: I. new findings about sustained 
attention in normal families. Psychiatry Research, 26, 223-238.  
Cousineau, D., Brown, S., & Heathcote, A. (2004). Fitting distributions using maximum 
likelihood: Methods and packages. Behavior Research Methods, Instruments, & 
Computers, 36, 742-756.  
Coyle, T. R. (2003). A review of the worst performance rule: Evidence, theory, and 
alternative hypotheses. Intelligence, 31, 567-587.  
Crawford, J. R., Sutherland, D., & Garthwaite, P. H. (2008). On the reliability and standard 
errors of measurement of contrast measures from the D-KEFS. Journal of the 
International Neuropsychological Society, 14, 1069-1073.  
Crawford, T. J., Sharma, T., Puri, B. K., Murray, R. M., Berridge, D. M., & Lewis, S. W. 
(1998). Saccadic eye movements in families multiply affected with schizophrenia: 
The Maudsley Family Study. American Journal of Psychiatry, 155, 1703-1710.  
D’Esposito, M., Postle, B. R., & Rypma, B. (2000). Prefrontal cortical contributions to 
working memory: Evidence from event-related fMRI studies. In W. X. Schneider, A. 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
148 
M. Owen, & J. Duncan (Eds.), Executive control and the frontal lobe: Current issues 
(pp. 3-11). Berlin, Heidelberg: Springer. 
Daalman, K., van Zandvoort, M., Bootsman, F., Boks, M., Kahn, R., & Sommer, I. (2011). 
Auditory verbal hallucinations and cognitive functioning in healthy individuals. 
Schizophrenia Research, 132, 203-207.  
David, A. S. (2010). Why we need more debate on whether psychotic symptoms lie on a 
continuum with normality. Psychological Medicine, 40, 1935-1942.  
Deary, I. J. (1994). Sensory discrimination and intelligence: Postmortem or resurrection? The 
American journal of psychology, 95-115.  
Deary, I. J., & Der, G. (2005). Reaction time, age, and cognitive ability: Longitudinal 
findings from age 16 to 63 years in representative population samples. Aging, 
Neuropsychology, and Cognition, 12, 187-215.  
Debbané, M., & Barrantes-Vidal, N. (2014). Schizotypy from a developmental perspective. 
Schizophrenia Bulletin, 41, S386-S395.  
Delawalla, Z., Csernansky, J. G., & Barch, D. M. (2008). Prefrontal cortex function in 
nonpsychotic siblings of individuals with schizophrenia. Biological Psychiatry, 63, 
490-497.  
Delis, D. C., Kaplan, E., & Kramer, J. H. (2001). Delis-Kaplan Executive Function System 
technical manual. San Antonio, TX: The Psychological Corporation. 
DeVylder, J. E., Lukens, E. P., Link, B. G., & Lieberman, J. A. (2015). Suicidal ideation and 
suicide attempts among adults with psychotic experiences: Data from the 
collaborative psychiatric epidemiology surveys. JAMA Psychiatry, 72, 219-225.  
Dhossche, D., Ferdinand, R., van der Ende, J., Hofstra, M. B., & Verhulst, F. (2002). 
Diagnostic outcome of self-reported hallucinations in a community sample of 
adolescents. Psychological Medicine, 32, 619-627.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
149 
Dominguez, M. D. G., Wichers, M., Lieb, R., Wittchen, H.-U., & van Os, J. (2009). Evidence 
that onset of clinical psychosis is an outcome of progressively more persistent 
subclinical psychotic experiences: An 8-year cohort study. Schizophrenia Bulletin, 37, 
84-93.  
Donders, F. C. (1969). On the speed of mental processes. Acta Psychologica, 30, 412-431.  
Drollette, E. S., Scudder, M. R., Raine, L. B., Moore, R. D., Saliba, B. J., Pontifex, M. B., & 
Hillman, C. H. (2014). Acute exercise facilitates brain function and cognition in 
children who need it most: An ERP study of individual differences in inhibitory 
control capacity. Developmental Cognitive Neuroscience, 7, 53-64.  
Dunn, A. M., Heggestad, E. D., Shanock, L. R., & Theilgard, N. (2018). Intra-individual 
response variability as an indicator of insufficient effort responding: Comparison to 
other indicators and relationships with individual differences. Journal of Business and 
Psychology, 33, 105-121.  
Eastvold, A. D., Heaton, R. K., & Cadenhead, K. S. (2007). Neurocognitive deficits in the 
(putative) prodrome and first episode of psychosis. Schizophrenia Research, 93, 266-
277.  
Egan, M. F., Goldberg, T. E., Kolachana, B. S., Callicott, J. H., Mazzanti, C. M., Straub, R. 
E., . . . Weinberger, D. R. (2001). Effect of COMT Val108/158Met genotype on 
frontal lobe function and risk for schizophrenia. Proceedings of the National Academy 
of Sciences, 98, 6917-6922.  
Eisenberg, J., Mei‐Tal, G., Steinberg, A., Tartakovsky, E., Zohar, A., Gritsenko, I., . . . 
Ebstein, R. P. (1999). Haplotype relative risk study of catechol‐O‐methyltransferase 
(COMT) and attention deficit hyperactivity disorder (ADHD): Association of the 
high‐enzyme activity val allele with adhd impulsive‐hyperactive phenotype. American 
Journal of Medical Genetics, 88, 497-502.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
150 
Epstein, J. N., Erkanli, A., Conners, C. K., Klaric, J., Costello, J. E., & Angold, A. (2003). 
Relations between continuous performance test performance measures and ADHD 
behaviors. Journal of Abnormal Child Psychology, 31, 543-554.  
Epstein, J. N., Langberg, J. M., Rosen, P. J., Graham, A., Narad, M. E., Antonini, T. N., . . . 
Altaye, M. (2011). Evidence for higher reaction time variability for children with 
ADHD on a range of cognitive tasks including reward and event rate manipulations. 
Neuropsychology, 25, 427-441.  
Eriksen, C. W. (1995). The flankers task and response competition: A useful tool for 
investigating a variety of cognitive problems. Visual Cognition, 2, 101-118.  
Erlenmeyer-Kimling, L., & Cornblatt, B. (1978). Attentional measures in a study of children 
at high-risk for schizophrenia. Journal of Psychiatric Research, 14, 93-98.  
Erlenmeyer-Kimling, L., Rock, D., Roberts, S. A., Janal, M., Kestenbaum, C., Cornblatt, B., . 
. . Gottesman, I. I. (2000). Attention, memory, and motor skills as childhood 
predictors of schizophrenia-related psychoses: The New York High-Risk Project. 
American Journal of Psychiatry, 157, 1416-1422.  
Evans, J. J., Chua, S. E., McKenna, P. J., & Wilson, B. A. (1997). Assessment of the 
dysexecutive syndrome in schizophrenia. Psychological Medicine, 27, 635-646.  
Everett, J., Lavoie, K., Gagnon, J.-F., & Gosselin, N. (2001). Performance of patients with 
schizophrenia on the Wisconsin Card Sorting Test. Journal of Psychiatry and 
Neuroscience, 26, 123-130.  
Everling, S., & Fischer, B. (1998). The antisaccade: A review of basic research and clinical 
studies. Neuropsychologia, 36, 885-899.  
Fassbender, C., Scangos, K., Lesh, T. A., & Carter, C. S. (2014). RT distributional analysis of 
cognitive-control-related brain activity in first-episode schizophrenia. Cognitive, 
Affective, & Behavioral Neuroscience, 14, 175-188.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
151 
Field, A. (2005). Discovering statistics using SPSS (2nd ed.). London, UK: Sage 
Publications, Inc. 
Fish, S., Toumaian, M., Pappa, E., Davies, T. J., Tanti, R., Saville, C. W. N., . . . Smyrnis, N. 
(2018). Modelling reaction time distribution of fast decision tasks in schizophrenia: 
Evidence for novel candidate endophenotypes. Psychiatry Research, 269, 212-220.  
Fisher, H. L., Caspi, A., Poulton, R., Meier, M. H., Houts, R. M., Harrington, H., . . . Moffitt, 
T. E. (2013). Specificity of childhood psychotic symptoms for predicting 
schizophrenia by 38 years of age: A birth cohort study. Psychological Medicine, 43, 
2077-2086.  
Fisher, H. L., Lereya, S. T., Thompson, A., Lewis, G., Zammit, S., & Wolke, D. (2014). 
Childhood parasomnias and psychotic experiences at age 12 years in a United 
Kingdom birth cohort. Sleep, 37, 475-482.  
Fisher, R. A. (1919). The causes of human variability. The Eugenics Review, 10, 213-220.  
Fisk, J. E., & Sharp, C. A. (2004). Age-related impairment in executive functioning: 
Updating, inhibition, shifting, and access. Journal of Clinical and Experimental 
Neuropsychology, 26, 874-890.  
Fornells‐Ambrojo, M., & Garety, P. A. (2009). Understanding attributional biases, emotions 
and self‐esteem in poor me paranoia: Findings from an early psychosis sample. 
British Journal of Clinical Psychology, 48, 141-162.  
Fozard, J. L., Vercruyssen, M., Reynolds, S. L., Hancock, P. A., & Quilter, R. E. (1994). Age 
differences and changes in reaction time: The Baltimore Longitudinal Study of Aging. 
Journal of Gerontology, 49, 179-189.  
Fraser, A., Macdonald-Wallis, C., Tilling, K., Boyd, A., Golding, J., Davey Smith, G., . . . 
Lawlor, D. A. (2013). Cohort profile: The Avon Longitudinal Study of Parents and 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
152 
Children: ALSPAC mothers cohort. International Journal of Epidemiology, 42, 97-
110.  
Freeman, D. (2007). Suspicious minds: The psychology of persecutory delusions. Clinical 
Psychology Review, 27, 425-457.  
Freeman, D., Gittins, M., Pugh, K., Antley, A., Slater, M., & Dunn, G. (2008). What makes 
one person paranoid and another person anxious? The differential prediction of social 
anxiety and persecutory ideation in an experimental situation. Psychological 
Medicine, 38, 1121-1132.  
Freund, P. A., & Kasten, N. (2012). How smart do you think you are? A meta-analysis on the 
validity of self-estimates of cognitive ability. Psychological Bulletin, 138, 296-321. 
doi:10.1037/a0026556 
Friedman, N. P., & Miyake, A. (2017). Unity and diversity of executive functions: Individual 
differences as a window on cognitive structure. Cortex, 86, 186-204.  
Friston, K. J., & Frith, C. D. (1995). Schizophrenia: A disconnection syndrome. Clinical 
Neuroscience, 3, 89-97.  
Frith, C. D., & Done, D. J. (1986). Routes to action in reaction time tasks. Psychological 
Research, 48, 169-177.  
Fryer, S. L., Roach, B. J., Ford, J. M., Donaldson, K. R., Calhoun, V. D., Pearlson, G. D., . . . 
Woods, S. W. (2018). Should i stay or should i go? FMRI study of response inhibition 
in early illness schizophrenia and risk for psychosis. Schizophrenia Bulletin, 45, 158-
168.  
Fusar-Poli, P., Borgwardt, S., Bechdolf, A., Addington, J., Riecher-Rossler, A., Schultze-
Lutter, F., . . . Yung, A. (2013). The psychosis high-risk state: A comprehensive state-
of-the-art review. JAMA Psychiatry, 70, 107-120.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
153 
Fusar-Poli, P., Stringer, D., Durieux, A. M. S., Rutigliano, G., Bonoldi, I., De Micheli, A., & 
Stahl, D. (2019). Clinical-learning versus machine-learning for transdiagnostic 
prediction of psychosis onset in individuals at-risk. Translational Psychiatry, 9, 259-
270.  
Gale, H. J., & Holzman, P. S. (2000). A new look at reaction time in schizophrenia. 
Schizophrenia Research, 46, 149-165.  
Garety, P. A., Kuipers, E., Fowler, D., Freeman, D., & Bebbington, P. E. (2001). A cognitive 
model of the positive symptoms of psychosis. Psychological Medicine, 31, 189-195.  
Gerritsen, C. J., Goldberg, J. O., & Eastwood, J. D. (2015). Boredom proneness predicts 
quality of life in outpatients diagnosed with schizophrenia-spectrum disorders. 
International Journal of Social Psychiatry, 61, 781-787.  
Geurts, H. M., Grasman, R. P. P. P., Verté, S., Oosterlaan, J., Roeyers, H., van Kammen, S. 
M., & Sergeant, J. A. (2008). Intra-individual variability in ADHD, autism spectrum 
disorders and Tourette's syndrome. Neuropsychologia, 46, 3030-3041.  
Gioia, G. A., Isquith, P. K., & Kenealy, L. E. (2008). Assessment of behavioral aspects of 
executive function. In V. Anderson, R. Jacobs, & P. J. Anderson (Eds.), Executive 
functions and the frontal lobes: A lifespan perspective (pp. 213-236). New York, NY: 
Psychology Press. 
Gjerde, P. F. (1983). Attentional capacity dysfunction and arousal in schizophrenia. 
Psychological Bulletin, 93, 57-72.  
Glahn, D. C., Almasy, L., Blangero, J., Burk, G. M., Estrada, J., Peralta, J. M., . . . Nicolini, 
H. (2007). Adjudicating neurocognitive endophenotypes for schizophrenia. American 
Journal of Medical Genetics Part B: Neuropsychiatric Genetics, 144, 242-249.  
Gläscher, J., Adolphs, R., Damasio, H., Bechara, A., Rudrauf, D., Calamia, M., . . . Tranel, D. 
(2012). Lesion mapping of cognitive control and value-based decision making in the 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
154 
prefrontal cortex. Proceedings of the National Academy of Sciences, 109, 14681-
14686.  
Godefroy, O., Cabaret, M., Petit-Chenal, V., Pruvo, J.-P., & Rousseaux, M. (1999). Control 
functions of the frontal lobes. Modularity of the central-supervisory system? Cortex, 
35, 1-20.  
Goldberg, L. R. (1978). The reliability of reliability: The generality and correlates of intra-
individual consistency in responses to structured personality inventories. Applied 
Psychological Measurement, 2, 269-291.  
Goldberg, T. E., Egan, M. F., Gscheidle, T., Coppola, R., Weickert, T., Kolachana, B. S., . . . 
Weinberger, D. R. (2003). Executive subprocesses in working memory: Relationship 
to catechol-O-methyltransferase Val158Met genotype and schizophrenia. Archives of 
General Psychiatry, 60, 889-896.  
Golden, C. J., & Freshwater, S. M. (2002). Stroop Color and Word Test: Revised examiner’s 
manual. Wood Dale, IL: Stoelting. 
Gomez, P., Ratcliff, R., & Perea, M. (2007). A model of the go/no-go task. Journal of 
experimental psychology. General, 136, 389-413.  
Gomez-Tortosa, E., Newell, K., Irizarry, M., & Hyman, B. T. (1998). Clinical and 
neuropathological features of dementia with Lewy bodies. American Journal of 
Alzheimer's Disease, 13, 284-290.  
Gooding, D. C., Kwapil, T. R., & Tallent, K. A. (1999). Wisconsin Card Sorting Test deficits 
in schizotypic individuals. Schizophrenia Research, 40, 201-209.  
Gooding, D. C., Matts, C. W., & Rollmann, E. A. (2006). Sustained attention deficits in 
relation to psychometrically identified schizotypy: Evaluating a potential 
endophenotypic marker. Schizophrenia Research, 82, 27-37.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
155 
Gooding, D. C., Tallent, K. A., & Matts, C. W. (2005). Clinical status of at-risk individuals 
five years later: Further validation of the psychometric high-risk strategy. Journal of 
Abnormal Psychology, 114, 170-175.  
Goodman, R., Ford, T., Richards, H., Gatward, R., & Meltzer, H. (2000). The development 
and well‐being assessment: Description and initial validation of an integrated 
assessment of child and adolescent psychopathology. Journal of Child Psychology 
and Psychiatry, 41, 645-655.  
Gottesman, I. I., & Gould, T. D. (2003). The endophenotype concept in psychiatry: 
Etymology and strategic intentions. American Journal of Psychiatry, 160, 636-645.  
Grace, J., & Malloy, P. F. (2001). Frontal Systems Behavior Scale: Professional manual. 
Lutz, FL: Psychological Assessment Resources, Inc. 
Grant, P., Green, M. J., & Mason, O. J. (2018). Models of schizotypy: The importance of 
conceptual clarity. Schizophrenia Bulletin, 44, S556-S563.  
Grant, P., Kuepper, Y., Mueller, E., Wielpuetz, C., Mason, O., & Hennig, J. (2013). 
Dopaminergic foundations of schizotypy as measured by the German version of the 
Oxford-Liverpool Inventory of Feelings and Experiences (O-LIFE)—a suitable 
endophenotype of schizophrenia. Frontiers in Human Neuroscience, 7, 1-11.  
Grant, P., Munk, A. J. L., Kuepper, Y., Wielpuetz, C., & Hennig, J. (2015). Additive genetic 
effects for schizotypy support a fully-dimensional model of psychosis-proneness. 
Journal of Individual Differences, 36, 87-92.  
Gulliksen, H. (1950). Theory of mental tests. New York, NY: John Wiley & Sons. 
Gur, R. E., Calkins, M. E., Gur, R. C., Horan, W. P., Nuechterlein, K. H., Seidman, L. J., & 
Stone, W. S. (2006). The consortium on the genetics of schizophrenia: 
Neurocognitive endophenotypes. Schizophrenia Bulletin, 33, 49-68.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
156 
Gur, R. E., Keshavan, M. S., & Lawrie, S. M. (2007). Deconstructing psychosis with human 
brain imaging. Schizophrenia Bulletin, 33, 921-931.  
Handley, S. J., Capon, A., Beveridge, M., Dennis, I., & Evans, J. S. B. T. (2004). Working 
memory, inhibitory control and the development of children's reasoning. Thinking & 
Reasoning, 10, 175-195.  
Hannerz, H., Borgå, P., & Borritz, M. (2001). Life expectancies for individuals with 
psychiatric diagnoses. Public Health, 115, 328-337.  
Hanssen, M., Bak, M., Bijl, R., Vollebergh, W., & Van Os, J. (2005). The incidence and 
outcome of subclinical psychotic experiences in the general population. British 
Journal of Clinical Psychology, 44, 181-191.  
Harley, M., Kelleher, I., Clarke, M., Lynch, F., Arseneault, L., Connor, D., . . . Cannon, M. 
(2010). Cannabis use and childhood trauma interact additively to increase the risk of 
psychotic symptoms in adolescence. Psychological Medicine, 40, 1627-1634.  
Hawkins, K. A., Keefe, R. S. E., Christensen, B. K., Addington, J., Woods, S. W., Callahan, 
J., . . . Breier, A. (2008). Neuropsychological course in the prodrome and first episode 
of psychosis: Findings from the PRIME North America Double Blind Treatment 
Study. Schizophrenia Research, 105, 1-9.  
Hayes, A. F. (2018). Introduction to mediation, moderation, and conditional process 
analysis: A regression-based approach (2nd ed.). New York, NY: Guilford Press. 
Haynes, B. I., Bauermeister, S., & Bunce, D. (2017). A systematic review of longitudinal 
associations between reaction time intraindividual variability and age-related 
cognitive decline or impairment, dementia, and mortality. Journal of the International 
Neuropsychological Society, 23, 431-445.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
157 
Hayton, J. C., Allen, D. G., & Scarpello, V. (2004). Factor retention decisions in exploratory 
factor analysis: A tutorial on parallel analysis. Organizational Research Methods, 7, 
191-205.  
Heathcote, A. (1996). RTSYS: A DOS application for the analysis of reaction time data. 
Behavior Research Methods, Instruments, & Computers, 28, 427-445.  
Heathcote, A., Brown, S., & Cousineau, D. (2004). QMPE: Estimating Lognormal, Wald, 
and Weibull RT distributions with a parameter-dependent lower bound. Behavior 
Research Methods, Instruments, & Computers, 36, 277-290.  
Heathcote, A., Brown, S., & Mewhort, D. J. K. (2002). Quantile maximum likelihood 
estimation of response time distributions. Psychonomic Bulletin & Review, 9, 394-
401.  
Heathcote, A., Popiel, S. J., & Mewhort, D. J. K. (1991). Analysis of response time 
distributions: An example using the Stroop task. Psychological Bulletin, 109, 340-
347.  
Heaton, R. K. (2004). Wisconsin Card Sorting Test: Computer version 4. Odessa, FL: 
Psychological Assessment Resources, Inc. 
Heaton, R. K., Chelune, G. J., Talley, J. L., Kay, G. G., & Curtiss, G. (1993). Wisconsin Card 
Sorting Test manual: Revised and expanded. Odessa, FL: Psychological Assessment 
Resources, Inc. 
Heckers, S., Barch, D. M., Bustillo, J., Gaebel, W., Gur, R. E., Malaspina, D., . . . Tsuang, M. 
T. (2013). Structure of the psychotic disorders classification in DSM‐5. Schizophrenia 
Research, 150, 11-14.  
Heinrichs, R. W., & Zakzanis, K. K. (1998). Neurocognitive deficit in schizophrenia: A 
quantitative review of the evidence. Neuropsychology, 12, 426-445.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
158 
Helmholtz, H. v. (1850). Ueber die methoden, kleinste zeittheile zu messen, und ihre 
anwendung für physiologische zwecke. Philosophical Magazine, 6, 313-325.  
Hervey, A. S., Epstein, J. N., & Curry, J. F. (2004). Neuropsychology of adults with 
attention-deficit/hyperactivity disorder: A meta-analytic review. Neuropsychology, 
18, 485-503.  
Hilti, C. C., Hilti, L. M., Heinemann, D., Robbins, T. W., Seifritz, E., & Cattapan-Ludewig, 
K. (2010). Impaired performance on the Rapid Visual Information Processing task 
could be an endophenotype of schizophrenia. Psychiatry Research, 177, 60-64.  
Hofmann, S. G., Heinrichs, N., & Moscovitch, D. A. (2004). The nature and expression of 
social phobia: Toward a new classification. Clinical Psychology Review, 24, 769-797.  
Hohle, R. H. (1965). Inferred components of reaction times as functions of foreperiod 
duration. Journal of Experimental Psychology, 69, 382-386.  
Hohman, T. J., Beason-Held, L. L., Lamar, M., & Resnick, S. M. (2011). Subjective 
cognitive complaints and longitudinal changes in memory and brain function. 
Neuropsychology, 25, 125-130.  
Holper, L. K. B., Aleksandrowicz, A., Müller, M., Ajdacic-Gross, V., Haker, H., Fallgatter, 
A. J., . . . Rössler, W. (2016). Distribution of response time, cortical, and cardiac 
correlates during emotional interference in persons with subclinical psychotic 
symptoms. Frontiers in Behavioral Neuroscience, 10, 172.  
Horwood, J., Salvi, G., Thomas, K., Duffy, L., Gunnell, D., Hollis, C., . . . Harrison, G. 
(2008). IQ and non-clinical psychotic symptoms in 12-year-olds: Results from the 
ALSPAC birth cohort. The British Journal of Psychiatry, 193, 185-191.  
Hultsch, D. F., & MacDonald, S. W. S. (2004). Intraindividual variability in performance as a 
theoretical window onto cognitive aging. New Frontiers in Cognitive Aging, 65-88.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
159 
Hultsch, D. F., MacDonald, S. W. S., & Dixon, R. A. (2002). Variability in reaction time 
performance of younger and older adults. The Journals of Gerontology Series B: 
Psychological Sciences and Social Sciences, 57, 101-115.  
Hultsch, D. F., MacDonald, S. W. S., Hunter, M. A., Levy-Bencheton, J., & Strauss, E. 
(2000). Intraindividual variability in cognitive performance in older adults: 
Comparison of adults with mild dementia, adults with arthritis, and healthy adults. 
Neuropsychology, 14, 588-598.  
Iacono, W. G., Tuason, V. B., & Johnson, R. A. (1981). Dissociation of smooth-pursuit and 
saccadic eye tracking in remitted schizophrenics: An ocular reaction time task that 
schizophrenics perform well. Archives of General Psychiatry, 38, 991-996.  
Insel, T. R. (2010). Rethinking schizophrenia. Nature, 468, 187-193.  
Insel, T. R. (2014). The NIMH research domain criteria (RDoC) project: Precision medicine 
for psychiatry. American Journal of Psychiatry, 171, 395-397.  
Insel, T. R., Cuthbert, B., Garvey, M., Heinssen, R., Pine, D. S., Quinn, K., . . . Wang, P. 
(2010). Research domain criteria (RDoC): Toward a new classification framework for 
research on mental disorders. The American Journal of Psychiatry, 167, 748-751.  
Islam, M. A., Habtewold, T. D., van Es, F. D., Quee, P. J., van den Heuvel, E. R., Alizadeh, 
B. Z., . . . van Beveren, N. J. (2018). Long‐term cognitive trajectories and 
heterogeneity in patients with schizophrenia and their unaffected siblings. Acta 
Psychiatrica Scandinavica, 138, 591-604.  
Jackson, J. D., Balota, D. A., Duchek, J. M., & Head, D. (2012). White matter integrity and 
reaction time intraindividual variability in healthy aging and early-stage Alzheimer 
disease. Neuropsychologia, 50, 357-366.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
160 
Jacobson, S., Kelleher, I., Harley, M., Murtagh, A., Clarke, M. C., Blanchard, M. M., . . . 
Cannon, M. (2010). Structural and functional brain correlates of subclinical psychotic 
symptoms in 11-13 year old schoolchildren. NeuroImage, 49, 1875-1885.  
Jahshan, C. S., & Sergi, M. J. (2007). Theory of mind, neurocognition, and functional status 
in schizotypy. Schizophrenia Research, 89, 278-286.  
Jensen, A. R. (2002). Galton’s legacy to research on intelligence. Journal of Biosocial 
Science, 34, 145-172.  
Jensen, A. R. (2006). Clocking the mind: Mental chronometry and individual differences. 
Amsterdam: Elsevier. 
Jeppesen, P., Clemmensen, L., Munkholm, A., Rimvall, M. K., Rask, C. U., Jørgensen, T., . . 
. Skovgaard, A. M. (2015). Psychotic experiences co-occur with sleep problems, 
negative affect and mental disorders in preadolescence. Journal of Child Psychology 
and Psychiatry, 56, 558-565.  
Johnco, C., Wuthrich, V. M., & Rapee, R. M. (2014). Reliability and validity of two self-
report measures of cognitive flexibility. Psychological Assessment, 26, 1381-1387.  
Johns, L. C., Cannon, M., Singleton, N., Murray, R. M., Farrell, M., Brugha, T., . . . Meltzer, 
H. (2004). Prevalence and correlates of self-reported psychotic symptoms in the 
British population. The British Journal of Psychiatry, 185, 298-305.  
Johnson, K. A., Kelly, S. P., Bellgrove, M. A., Barry, E., Cox, M., Gill, M., & Robertson, I. 
H. (2007). Response variability in attention deficit hyperactivity disorder: Evidence 
for neuropsychological heterogeneity. Neuropsychologia, 45, 630-638.  
Jurado, M. B., & Rosselli, M. (2007). The elusive nature of executive functions: A review of 
our current understanding. Neuropsychology Review, 17, 213-233.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
161 
Kaiser, S., Roth, A., Rentrop, M., Friederich, H.-C., Bender, S., & Weisbrod, M. (2008). 
Intra-individual reaction time variability in schizophrenia, depression and borderline 
personality disorder. Brain and Cognition, 66, 73-82.  
Kamradt, J. M., Ullsperger, J. M., & Nikolas, M. A. (2014). Executive function assessment 
and adult attention-deficit/hyperactivity disorder: Tasks versus ratings on the Barkley 
Deficits in Executive Functioning scale. Psychological Assessment, 26, 1095-1105.  
Kane, M. J., Meier, M. E., Smeekens, B. A., Gross, G. M., Chun, C. A., Silvia, P. J., & 
Kwapil, T. R. (2016). Individual differences in the executive control of attention, 
memory, and thought, and their associations with schizotypy. Journal of Experimental 
Psychology: General, 145, 1017-1048.  
Kapur, S. (2003). Psychosis as a state of aberrant salience: A framework linking biology, 
phenomenology, and pharmacology in schizophrenia. American Journal of 
Psychiatry, 160, 13-23.  
Karantinos, T., Tsoukas, E., Mantas, A., Kattoulas, E., Stefanis, N. C., Evdokimidis, I., & 
Smyrnis, N. (2014). Increased intra-subject reaction time variability in the volitional 
control of movement in schizophrenia. Psychiatry Research, 215, 26-32.  
Karatekin, C. (2004). A test of the integrity of the components of Baddeley's model of 
working memory in attention‐deficit/hyperactivity disorder. Journal of Child 
Psychology and Psychiatry, 45, 912-926.  
Kaymaz, N., & van Os, J. (2010). Extended psychosis phenotype–yes: Single continuum–
unlikely. Psychological Medicine, 40, 1963-1966.  
Kelleher, I., & Cannon, M. (2011). Psychotic-like experiences in the general population: 
Characterizing a high-risk group for psychosis. Psychological Medicine, 41, 1-6.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
162 
Kelleher, I., Cederlöf, M., & Lichtenstein, P. (2014). Psychotic experiences as a predictor of 
the natural course of suicidal ideation: A Swedish cohort study. World Psychiatry, 13, 
184-188.  
Kelleher, I., Clarke, M. C., Rawdon, C., Murphy, J., & Cannon, M. (2012). Neurocognition 
in the extended psychosis phenotype: Performance of a community sample of 
adolescents with psychotic symptoms on the MATRICS neurocognitive battery. 
Schizophrenia Bulletin, 39, 1018-1026.  
Kelleher, I., Connor, D., Clarke, M. C., Devlin, N., Harley, M., & Cannon, M. (2012). 
Prevalence of psychotic symptoms in childhood and adolescence: A systematic 
review and meta-analysis of population-based studies. Psychological Medicine, 42, 
1857-1863.  
Kelleher, I., Corcoran, P., Keeley, H., Wigman, J. T. W., Devlin, N., Ramsay, H., . . . Hoven, 
C. (2013). Psychotic symptoms and population risk for suicide attempt: A prospective 
cohort study. JAMA Psychiatry, 70, 940-948.  
Kelleher, I., Devlin, N., Wigman, J. T. W., Kehoe, A., Murtagh, A., Fitzpatrick, C., & 
Cannon, M. (2014). Psychotic experiences in a mental health clinic sample: 
Implications for suicidality, multimorbidity and functioning. Psychological Medicine, 
44, 1615-1624.  
Kelleher, I., Harley, M., Lynch, F., Arseneault, L., Fitzpatrick, C., & Cannon, M. (2008). 
Associations between childhood trauma, bullying and psychotic symptoms among a 
school-based adolescent sample. The British Journal of Psychiatry, 193, 378-382.  
Kelleher, I., Jenner, J. A., & Cannon, M. (2010). Psychotic symptoms in the general 
population–an evolutionary perspective. The British Journal of Psychiatry, 197, 167-
169.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
163 
Kelly, A. M. C., Uddin, L. Q., Biswal, B. B., Castellanos, F. X., & Milham, M. P. (2008). 
Competition between functional brain networks mediates behavioral variability. 
NeuroImage, 39, 527-537.  
Kendell, R. E. (1991). The major functional psychoses: Are they independent entities or part 
of a continuum? Philosophical and conceptual issues underlying the debate. In A. 
Kerr & H. McLelland (Eds.), Concepts of mental disorder: A continuing debate (pp. 
1-16). London, UK: Gaskell. 
Kern, R. S., Nuechterlein, K. H., Green, M. F., Baade, L. E., Fenton, W. S., Gold, J. M., . . . 
Seidman, L. J. (2008). The MATRICS Consensus Cognitive Battery, part 2: Co-
norming and standardization. American Journal of Psychiatry, 165, 214-220.  
Ketter, T. A., Wang, P. W., Becker, O. V., Nowakowska, C., & Yang, Y.-S. (2004). 
Psychotic bipolar disorders: Dimensionally similar to or categorically different from 
schizophrenia? Journal of Psychiatric Research, 38, 47-61.  
Kieffaber, P. D., Kappenman, E. S., Bodkins, M., Shekhar, A., O'Donnell, B. F., & Hetrick, 
W. P. (2006). Switch and maintenance of task set in schizophrenia. Schizophrenia 
Research, 84, 345-358.  
Kim, M.-S., Oh, S. H., Hong, M.-H., & Choi, D. B. (2011). Neuropsychologic profile of 
college students with schizotypal traits. Comprehensive Psychiatry, 52, 511-516.  
Kim-Cohen, J., Caspi, A., Moffitt, T. E., Harrington, H., Milne, B. J., & Poulton, R. (2003). 
Prior juvenile diagnoses in adults with mental disorder: Developmental follow-back 
of a prospective-longitudinal cohort. Archives of General Psychiatry, 60, 709-717.  
King, H. E. (1991). Psychomotor dysfunction in schizophrenia. In S. R. Steinhauer, J. H. 
Gruzelier, & J. Zubin (Eds.), Handbook of schizophrenia, vol. 5: Neuropsychology, 
psychophysiology and information processing, (pp. 273-301). New York, NY: 
Elsevier. 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
164 
Kirchner, W. K. (1958). Age differences in short-term retention of rapidly changing 
information. Journal of Experimental Psychology, 55, 352-358.  
Kline, E., Millman, Z. B., Denenny, D., Wilson, C., Thompson, E., Demro, C., . . . 
Schiffman, J. (2016). Trauma and psychosis symptoms in a sample of help-seeking 
youth. Schizophrenia Research, 175, 174-179.  
Knapp, M., Mangalore, R., & Simon, J. (2004). The global costs of schizophrenia. 
Schizophrenia Bulletin, 30, 279-293.  
Knowles, E. E. M., David, A. S., & Reichenberg, A. (2010). Processing speed deficits in 
schizophrenia: Reexamining the evidence. American Journal of Psychiatry, 167, 828-
835.  
Kofler, M. J., Rapport, M. D., Sarver, D. E., Raiker, J. S., Orban, S. A., Friedman, L. M., & 
Kolomeyer, E. G. (2013). Reaction time variability in ADHD: A meta-analytic review 
of 319 studies. Clinical Psychology Review, 33, 795-811.  
Konings, M., Bak, M., Hanssen, M., van Os, J., & Krabbendam, L. (2006). Validity and 
reliability of the CAPE: A self‐report instrument for the measurement of psychotic 
experiences in the general population. Acta Psychiatrica Scandinavica, 114, 55-61.  
Korfine, L., & Lenzenweger, M. F. (1995). The taxonicity of schizotypy: A replication. 
Journal of Abnormal Psychology, 104, 26-31.  
Kounali, D., Zammit, S., Wiles, N., Sullivan, S., Cannon, M., Stochl, J., . . . Heron, J. (2014). 
Common versus psychopathology-specific risk factors for psychotic experiences and 
depression during adolescence. Psychological Medicine, 44, 2557-2566.  
Krabbendam, L., Myin-Germeys, I., Hanssen, M., de Graaf, R., Vollebergh, W., Bak, M., & 
van Os, J. (2005). Development of depressed mood predicts onset of psychotic 
disorder in individuals who report hallucinatory experiences. British Journal of 
Clinical Psychology, 44, 113-125.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
165 
Kraemer, H. C., Noda, A., & O'Hara, R. (2004). Categorical versus dimensional approaches 
to diagnosis: Methodological challenges. Journal of Psychiatric Research, 38, 17-25.  
Kraepelin, E. (1919/1971). Dementia praecox and paraphrenia. Melbourne, FL: Robert E 
Krieger Publishing Company, Inc. 
Kretschmer, E. (1926). Physique and character. New York, NY: Harcourt and Brace. 
Kuntsi, J., & Klein, C. (2012). Intraindividual variability in ADHD and its implications for 
research of causal links. In S. C. Stanford & R. Tannock (Eds.), Behavioral 
neuroscience of attention deficit hyperactivity disorder and its treatment (pp. 67-91). 
Berlin, Heidelberg: Springer. 
Kwapil, T. R. (1998). Social anhedonia as a predictor of the development of schizophrenia-
spectrum disorders. Journal of Abnormal Psychology, 107, 558-565.  
Lahey, B. B., Applegate, B., Hakes, J. K., Zald, D. H., Hariri, A. R., & Rathouz, P. J. (2012). 
Is there a general factor of prevalent psychopathology during adulthood? Journal of 
Abnormal Psychology, 121, 971-977.  
Larson, G. E., & Alderton, D. L. (1990). Reaction time variability and intelligence: A “worst 
performance” analysis of individual differences. Intelligence, 14, 309-325.  
Larson, R., & Csikszentmihalyi, M. (2014). The experience sampling method. In M. 
Csikszentmihalyi (Ed.), Flow and the foundations of positive psychology: The 
collected works of Mihaly Csikszentmihalyi (pp. 21-34). Dordrecht: Springer. 
Laursen, T. M., Munk-Olsen, T., & Vestergaard, M. (2012). Life expectancy and 
cardiovascular mortality in persons with schizophrenia. Current Opinion in 
Psychiatry, 25, 83-88.  
Laws, K. R., Patel, D. D., & Tyson, P. J. (2008). Awareness of everyday executive 
difficulties precede overt executive dysfunction in schizotypal subjects. Psychiatry 
Research, 160, 8-14.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
166 
Lencz, T., Smith, C. W., McLaughlin, D., Auther, A. M., Nakayama, E., Hovey, L., & 
Cornblatt, B. A. (2006). Generalized and specific neurocognitive deficits in 
prodromal schizophrenia. Biological Psychiatry, 59, 863-871.  
Lenzenweger, M. F. (2006). Schizotaxia, schizotypy, and schizophrenia: Paul E. Meehl's 
blueprint for the experimental psychopathology and genetics of schizophrenia. 
Journal of Abnormal Psychology, 115, 195-200.  
Lenzenweger, M. F. (2010). Schizotypy and schizophrenia: The view from experimental 
psychopathology. New York, NY: The Guilford Press. 
Lenzenweger, M. F. (2015). Thinking clearly about schizotypy: Hewing to the schizophrenia 
liability core, considering interesting tangents, and avoiding conceptual quicksand. 
Schizophrenia Bulletin, 41, S483-S491.  
Lenzenweger, M. F., & Korfine, L. (1992). Confirming the latent structure and base rate of 
schizotypy: A taxometric analysis. Journal of Abnormal Psychology, 101, 567-571.  
Lenzenweger, M. F., & Korfine, L. (1994). Perceptual aberrations, schizotypy, and the 
Wisconsin card sorting test. Schizophrenia Bulletin, 20, 345-357.  
Lerche, V., & Voss, A. (2017). Retest reliability of the parameters of the Ratcliff diffusion 
model. Psychological Research, 81, 629-652.  
Lerche, V., Voss, A., & Nagler, M. (2017). How many trials are required for parameter 
estimation in diffusion modeling? A comparison of different optimization criteria. 
Behavior Research Methods, 49, 513-537.  
Leth-Steensen, C., Elbaz, Z. K., & Douglas, V. I. (2000). Mean response times, variability, 
and skew in the responding of ADHD children: A response time distributional 
approach. Acta Psychologica, 104, 167-190.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
167 
Lewis, S. J. G., Dove, A., Robbins, T. W., Barker, R. A., & Owen, A. M. (2004). Striatal 
contributions to working memory: A functional magnetic resonance imaging study in 
humans. European Journal of Neuroscience, 19, 755-760.  
Lewontin, R. C. (1966). On the measurement of relative variability. Systematic Zoology, 15, 
141-142.  
Lezak, M. D. (1995). Neuropsychological assessment (3rd ed.). Oxford, UK: Oxford 
University Press. 
Lezak, M. D., Howieson, D., & Loring, D. (2012). Neuropsychological assessment (5th ed.). 
New York, NY: Oxford University Press. 
Li, S.-C., Huxhold, O., & Schmiedek, F. (2004). Aging and attenuated processing robustness. 
Gerontology, 50, 28-34.  
Li, S.-C., & Lindenberger, U. (1999). Cross-level unification: A computational exploration of 
the link between deterioration of neurotransmitter systems and dedifferentiation of 
cognitive abilities in old age. In L.-G. Nilsson & J. Markowitsch (Eds.), Cognitive 
neuroscience of memory (pp. 103-146). Seattle, WA: Hogrefe & Huber. 
Li, S.-C., Lindenberger, U., Hommel, B., Aschersleben, G., Prinz, W., & Baltes, P. B. (2004). 
Transformations in the couplings among intellectual abilities and constituent 
cognitive processes across the life span. Psychological Science, 15, 155-163.  
Li, S.-C., Lindenberger, U., & Sikström, S. (2001). Aging cognition: From neuromodulation 
to representation. Trends in Cognitive Sciences, 5, 479-486.  
Lichtenstein, P., Yip, B. H., Björk, C., Pawitan, Y., Cannon, T. D., Sullivan, P. F., & 
Hultman, C. M. (2009). Common genetic determinants of schizophrenia and bipolar 
disorder in Swedish families: A population-based study. The Lancet, 373, 234-239.  
Liddle, P. F. (1987). The symptoms of chronic schizophrenia: A re-examination of the 
positive-negative dichotomy. The British Journal of Psychiatry, 151, 145-151.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
168 
Light, G. A., & Makeig, S. (2015). Electroencephalographic biomarkers of psychosis: Present 
and future. Biological Psychiatry, 77, 87-89.  
Lin, C. C. H., Chen, W. J., Yang, H. J., Hsiao, C. K., & Tien, A. Y. (2000). Performance on 
the Wisconsin Card Sorting Test among adolescents in Taiwan: Norms, factorial 
structure, and relation to schizotypy. Journal of Clinical and Experimental 
Neuropsychology, 22, 69-79.  
Lincoln, T. M., Peter, N., Schäfer, M. R., & Moritz, S. (2009). Impact of stress on paranoia: 
An experimental investigation of moderators and mediators. Psychological Medicine, 
39, 1129-1139.  
Lindgren, M., Manninen, M., Kalska, H., Mustonen, U., Laajasalo, T., Moilanen, K., . . . 
Therman, S. (2017). Suicidality, self‐harm and psychotic‐like symptoms in a general 
adolescent psychiatric sample. Early Intervention in Psychiatry, 11, 113-122.  
Lindgren, M., Manninen, M., Laajasalo, T., Mustonen, U., Kalska, H., Suvisaari, J., . . . 
Therman, S. (2010). The relationship between psychotic-like symptoms and 
neurocognitive performance in a general adolescent psychiatric sample. 
Schizophrenia Research, 123, 77-85.  
Linscott, R. J. (2007). The latent structure and coincidence of hypohedonia and schizotypy 
and their validity as indices of psychometric risk for schizophrenia. Journal of 
Personality Disorders, 21, 225-242.  
Linscott, R. J., Lenzenweger, M. F., & van Os, J. (2010). Continua or classes? Vexed 
questions on the latent structure of schizophrenia. In W. F. Gattaz & G. Busatto 
(Eds.), Advances in schizophrenia research 2009 (pp. 333-355). New York, NY: 
Springer. 
Linscott, R. J., & van Os, J. (2013). An updated and conservative systematic review and 
meta-analysis of epidemiological evidence on psychotic experiences in children and 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
169 
adults: On the pathway from proneness to persistence to dimensional expression 
across mental disorders. Psychological Medicine, 43, 1133-1149.  
Little, R. J. A., & Rubin, D. B. (2002). Statistical analysis with missing data (2nd ed.). New 
York, NY: Wiley. 
Liu, S. K., Chiu, C.-H., Chang, C.-J., Hwang, T.-J., Hwu, H.-G., & Chen, W. J. (2002). 
Deficits in sustained attention in schizophrenia and affective disorders: Stable versus 
state-dependent markers. American Journal of Psychiatry, 159, 975-982.  
Logan, G. D., & Cowan, W. B. (1984). On the ability to inhibit thought and action: A theory 
of an act of control. Psychological Review, 91, 295-327.  
Lövdén, M., Li, S.-C., Shing, Y. L., & Lindenberger, U. (2007). Within-person trial-to-trial 
variability precedes and predicts cognitive decline in old and very old age: 
Longitudinal data from the Berlin Aging Study. Neuropsychologia, 45, 2827-2838.  
Lovibond, S. H., & Lovibond, P. F. (1995). Manual for the Depression Anxiety Stress Scales 
(2nd ed.). Sydney, NSW: Psychology Foundation. 
Luce, R. D. (1986). Response times: Their role in inferring elementary mental organization. 
New York, NY: Oxford University Press. 
MacCallum, R., Zhang, S., Preacher, K., & Rucker, D. (2002). On the practice of 
dichotomization of quantitative variables. Psychological Methods, 7, 19-40.  
MacDonald, S. W., Hultsch, D. F., & Dixon, R. A. (2003). Performance variability is related 
to change in cognition: Evidence from the Victoria Longitudinal Study. Psychology 
and Aging, 18, 510-523.  
MacDonald, S. W., Hultsch, D. F., & Dixon, R. A. (2008). Predicting impending death: 
Inconsistency in speed is a selective and early marker. Psychology and Aging, 23, 
595-607.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
170 
MacDonald, S. W., Li, S.-C., & Backman, L. (2009). Neural underpinnings of within-person 
variability in cognitive functioning. Psychology and Aging, 24, 792-808.  
MacDonald, S. W., Nyberg, L., & Backman, L. (2006). Intra-individual variability in 
behavior: Links to brain structure, neurotransmission and neuronal activity. Trends in 
Neurosciences, 29, 474-480.  
Macmillan, N. A., & Creelman, C. D. (1990). Response bias: Characteristics of detection 
theory, threshold theory, and nonparametric indexes. Psychological Bulletin, 107, 
401-413.  
Marenco, S., & Weinberger, D. R. (2000). The neurodevelopmental hypothesis of 
schizophrenia: Following a trail of evidence from cradle to grave. Development and 
Psychopathology, 12, 501-527.  
Maric, N., Myin-Germeys, I., Delespaul, P., de Graaf, R., Vollebergh, W., & van Os, J. 
(2004). Is our concept of schizophrenia influenced by Berkson’s bias? Social 
Psychiatry and Psychiatric Epidemiology, 39, 600-605.  
Mark, W., & Toulopoulou, T. (2017). Validation of the Chinese version of Community 
Assessment of Psychic Experiences in an adolescent general population. Asian 
Journal of Psychiatry, 26, 58-65.  
Martin, G., Thomas, H., Andrews, T., Hasking, P., & Scott, J. G. (2015). Psychotic 
experiences and psychological distress predict contemporaneous and future non-
suicidal self-injury and suicide attempts in a sample of Australian school-based 
adolescents. Psychological Medicine, 45, 429-437.  
Marvel, C. L., & Paradiso, S. (2004). Cognitive and neurological impairment in mood 
disorders. Psychiatric Clinics, 27, 19-36.  
Mason, O. J. (2015). The assessment of schizotypy and Its clinical relevance. Schizophrenia 
Bulletin, 41, S374-S385.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
171 
Mason, O. J., & Claridge, G. (2006). The Oxford-Liverpool Inventory of Feelings and 
Experiences (O-LIFE): Further description and extended norms. Schizophrenia 
Research, 82, 203-211.  
Matheson, S., & Langdon, R. (2008). Schizotypal traits impact upon executive working 
memory and aspects of IQ. Psychiatry Research, 159, 207-214.  
Mattay, V. S., Goldberg, T. E., Fera, F., Hariri, A. R., Tessitore, A., Egan, M. F., . . . 
Weinberger, D. R. (2003). Catechol O-methyltransferase Val158Met genotype and 
individual variation in the brain response to amphetamine. Proceedings of the 
National Academy of Sciences, 100, 6186-6191.  
Matzke, D., & Wagenmakers, E.-J. (2009). Psychological interpretation of the ex-Gaussian 
and shifted Wald parameters: A diffusion model analysis. Psychonomic Bulletin & 
Review, 16, 798-817.  
McGorry, P. D., Allott, K., & Jackson, H. J. (2009). Diagnosis and the staging model of 
psychosis. In H. J. Jackson & P. D. McGorry (Eds.), The recognition and 
management of early psychosis: A preventive approach (2nd ed. ed., pp. 17-27). New 
York, NY: Cambridge University Press. 
McGrath, J. J., Saha, S., Al-Hamzawi, A., Alonso, J., Bromet, E. J., Bruffaerts, R., . . . 
Fayyad, J. (2015). Psychotic experiences in the general population: A cross-national 
analysis based on 31,261 respondents from 18 countries. JAMA Psychiatry, 72, 697-
705.  
McVay, J. C., & Kane, M. J. (2010). Does mind wandering reflect executive function or 
executive failure? Comment on Smallwood and Schooler (2006) and Watkins (2008). 
Psychological Bulletin, 136, 188-197.  
McVay, J. C., & Kane, M. J. (2012). Drifting from slow to “d’oh!": Working memory 
capacity and mind wandering predict extreme reaction times and executive control 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
172 
errors. Journal of Experimental Psychology: Learning, Memory, and Cognition, 38, 
525-549.  
Meehl, P. E. (1962). Schizotaxia, schizotypy, schizophrenia. American Psychologist, 17, 827-
838.  
Meehl, P. E. (1990). Toward an integrated theory of schizotaxia, schizotypy, and 
schizophrenia. Journal of Personality Disorders, 4, 1-99.  
Messias, E. L., Chen, C.-Y., & Eaton, W. W. (2007). Epidemiology of schizophrenia: Review 
of findings and myths. Psychiatric Clinics of North America, 30, 323-338.  
Meyer, D. E., Osman, A. M., Irwin, D. E., & Yantis, S. (1988). Modern mental chronometry. 
Biological Psychology, 26, 3-67.  
Meyer, S. E., Bearden, C. E., Lux, S. R., Gordon, J. L., Johnson, J. K., O'Brien, M. P., . . . 
Cannon, T. D. (2005). The psychosis prodrome in adolescent patients viewed through 
the lens of DSM-IV. Journal of Child & Adolescent Psychopharmacology, 15, 434-
451.  
Miller, K. M., Price, C. C., Okun, M. S., Montijo, H., & Bowers, D. (2009). Is the n-back 
task a valid neuropsychological measure for assessing working memory? Archives of 
Clinical Neuropsychology, 24, 711-717.  
Mitropoulou, V., Harvey, P. D., Maldari, L. A., Moriarty, P. J., New, A. S., Silverman, J. M., 
& Siever, L. J. (2002). Neuropsychological performance in schizotypal personality 
disorder: Evidence regarding diagnostic specificity. Biological Psychiatry, 52, 1175-
1182.  
Mitrushina, M., Boone, K. B., Razani, J., & D'Elia, L. F. (2005). Handbook of normative 
data for neuropsychological assessment (2nd ed.). New York, NY: Oxford University 
Press. 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
173 
Miyake, A., Friedman, N. P., Emerson, M. J., Witzki, A. H., Howerter, A., & Wager, T. D. 
(2000). The unity and diversity of executive functions and their contributions to 
complex “frontal lobe” tasks: A latent variable analysis. Cognitive Psychology, 41, 
49-100.  
Mollon, J., David, A. S., Morgan, C., Frissa, S., Glahn, D. C., Pilecka, I., . . . Reichenberg, A. 
(2016). Psychotic experiences and neuropsychological functioning in a population-
based sample. JAMA Psychiatry, 73, 129-138.  
Moore, T. H., Zammit, S., Lingford-Hughes, A., Barnes, T. R. E., Jones, P. B., Burke, M., & 
Lewis, G. (2007). Cannabis use and risk of psychotic or affective mental health 
outcomes: A systematic review. The Lancet, 370, 319-328.  
Moret-Tatay, C., Leth-Steensen, C., Irigaray, T. Q., Argimon, I. I. L., Gamermann, D., Abad-
Tortosa, D., . . . Navarro-Pardo, E. (2016). The effect of corrective feedback on 
performance in basic cognitive tasks: An analysis of RT components. Psychologica 
Belgica, 56, 370-381.  
Morgan, V. A., Leonard, H., Bourke, J., & Jablensky, A. (2008). Intellectual disability co-
occurring with schizophrenia and other psychiatric illness: Population-based study. 
The British Journal of Psychiatry, 193, 364-372.  
Moritz, S., Andresen, B., Naber, D., Krausz, M., & Probsthein, E. (1999). 
Neuropsychological correlates of schizotypal disorganisation. Cognitive 
Neuropsychiatry, 4, 343-349.  
Morton, S. E., O’Hare, K. J. M., Maha, J. L. K., Nicolson, M. P., Machado, L., Topless, R., . . 
. Linscott, R. J. (2017). Testing the validity of taxonic schizotypy using genetic and 
environmental risk variables. Schizophrenia Bulletin, 43, 633-643.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
174 
Murray, R. M., Sham, P. C., van Os, J., Zanelli, J., Cannon, M., & McDonald, C. (2004). A 
developmental model for similarities and dissimilarities between schizophrenia and 
bipolar disorder. Schizophrenia Research, 71, 405-416.  
Murtha, S., Cismaru, R., Waechter, R., & Chertkow, H. (2002). Increased variability 
accompanies frontal lobe damage in dementia. Journal of the International 
Neuropsychological Society, 8, 360-372.  
Nelder, J. A., & Mead, R. (1965). A simplex method for function minimization. The 
Computer Journal, 7, 308-313.  
Nelson, M. T., Seal, M. L., Pantelis, C., & Phillips, L. J. (2013). Evidence of a dimensional 
relationship between schizotypy and schizophrenia: A systematic review. 
Neuroscience & Biobehavioral Reviews, 37, 317-327.  
Nesselroade, J. R., & Cattell, R. B. (1988). Handbook of multivariate experimental 
psychology (2nd Ed.). New York, NY: Plennum Press. 
Nesselroade, J. R., & Salthouse, T. A. (2004). Methodological and theoretical implications of 
intraindividual variability in perceptual-motor performance. The Journals of 
Gerontology Series B: Psychological Sciences and Social Sciences, 59, 49-55.  
Newell, S. E., Harries, P., & Ayers, S. (2012). Boredom proneness in a psychiatric inpatient 
population. International Journal of Social Psychiatry, 58, 488-495.  
Newman, D. L., Moffitt, T. E., Caspi, A., & Silva, P. A. (1998). Comorbid mental disorders: 
Implications for treatment and sample selection. Journal of Abnormal Psychology, 
107, 305-311.  
Niarchou, M., Zammit, S., & Lewis, G. (2015). The Avon Longitudinal Study of Parents and 
Children (ALSPAC) birth cohort as a resource for studying psychopathology in 
childhood and adolescence: A summary of findings for depression and psychosis. 
Social Psychiatry and Psychiatric Epidemiology, 50, 1017-1027.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
175 
Nishida, A., Sasaki, T., Nishimura, Y., Tanii, H., Hara, N., Inoue, K., . . . Itokawa, M. (2010). 
Psychotic‐like experiences are associated with suicidal feelings and deliberate self‐
harm behaviors in adolescents aged 12–15 years. Acta Psychiatrica Scandinavica, 
121, 301-307.  
Nuechterlein, K. H. (1977). Reaction time and attention in schizophrenia: A critical 
evaluation of the data and theories. Schizophrenia Bulletin, 3, 373-428.  
Nuechterlein, K. H. (1983). Signal detection in vigilance tasks and behavioral attributes 
among offspring of schizophrenic mothers and among hyperactive children. Journal 
of Abnormal Psychology, 92, 4-28.  
Nuechterlein, K. H., Dawson, M. E., & Green, M. F. (1994). Information‐processing 
abnormalities as neuropsychological vulnerability indicators for schizophrenia. Acta 
Psychiatrica Scandinavica, 90, 71-79.  
O'Gráda, C., Barry, S., McGlade, N., Behan, C., Haq, F., Hayden, J., . . . Donohoe, G. (2008). 
Does the ability to sustain attention underlie symptom severity in schizophrenia? 
Schizophrenia Research, 107, 319-323.  
O’Hanlon, E., Leemans, A., Kelleher, I., Clarke, M. C., Roddy, S., Coughlan, H., . . . Tiedt, 
L. (2015). White matter differences among adolescents reporting psychotic 
experiences: A population-based diffusion magnetic resonance imaging study. JAMA 
Psychiatry, 72, 668-677.  
Oades, R. D. (1985). The role of noradrenaline in tuning and dopamine in switching between 
signals in the CNS. Neuroscience & Biobehavioral Reviews, 9, 261-282.  
Oosterlaan, J., Logan, G. D., & Sergeant, J. A. (1998). Response inhibition in AD/HD, CD, 
comorbid AD/HD+ CD, anxious, and control children: A meta-analysis of studies 
with the stop task. The Journal of Child Psychology and Psychiatry and Allied 
Disciplines, 39, 411-425.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
176 
Owen, A. M. (2000). The role of the lateral frontal cortex in mnemonic processing: The 
contribution of functional neuroimaging. Experimental Brain Research, 133, 33-43.  
Pachella, R. G. (1974). The interpretation of reaction time in information processing research. 
In B. H. Kantowitz (Ed.), Human information processing: Tutorials in performance 
and cognition (pp. 41-82). Hillsdale, NJ: Erlbaum. 
Panagiotaropoulou, G., Thrapsanioti, E., Pappa, E., Grigoras, C., Mylonas, D., Karavasilis, 
E., . . . Smyrnis, N. (2019). Hypo-activity of the dorsolateral prefrontal cortex relates 
to increased reaction time variability in patients with schizophrenia. NeuroImage: 
Clinical, 101853.  
Park, S.-C., Lee, H.-Y., Sakong, J.-K., Jun, T.-Y., Lee, M.-S., Kim, J.-M., . . . Park, Y. C. 
(2014). Distinctive clinical correlates of psychotic major depression: The 
CRESCEND study. Psychiatry Investigation, 11, 281-289.  
Park, S.-C., & McTigue, K. (1997). Working memory and the syndromes of schizotypal 
personality. Schizophrenia Research, 26, 213-220.  
Pedrero, E. F., & Debbané, M. (2017). Schizotypal traits and psychotic-like experiences 
during adolescence: An update. Psicothema, 29, 5-17.  
Pellizzer, G., & Stephane, M. (2007). Response selection in schizophrenia. Experimental 
Brain Research, 180, 705-714.  
Pennington, B. F., & Ozonoff, S. (1996). Executive functions and developmental 
psychopathology. Journal of Child Psychology and Psychiatry, 37, 51-87.  
Petrides, M. (1995). Impairments on nonspatial self-ordered and externally ordered working 
memory tasks after lesions of the mid-dorsal part of the lateral frontal cortex in the 
monkey. Journal of Neuroscience, 15, 359-375.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
177 
Pfefferbaum, A., Rosenbloom, M., Serventi, K. L., & Sullivan, E. V. (2002). Corpus 
callosum, pons, and cortical white matter in alcoholic women. Alcoholism: Clinical 
and Experimental Research, 26, 400-406.  
Pflueger, M. O., Gschwandtner, U., Stieglitz, R. D., & Riecher-Rössler, A. (2007). 
Neuropsychological deficits in individuals with an at risk mental state for psychosis - 
Working memory as a potential trait marker. Schizophrenia Research, 97, 14-24.  
Polanczyk, G., Moffitt, T. E., Arseneault, L., Cannon, M., Ambler, A., Keefe, R. S. E., . . . 
Caspi, A. (2010). Etiological and clinical features of childhood psychotic symptoms: 
Results from a birth cohort. Archives of General Psychiatry, 67, 328-338.  
Pomarol-Clotet, E., Salvador, R., Sarro, S., Gomar, J., Vila, F., Martinez, A., . . . Capdevila, 
A. (2008). Failure to deactivate in the prefrontal cortex in schizophrenia: Dysfunction 
of the default mode network? Psychological Medicine, 38, 1185-1193.  
Poreh, A. M., Ross, T. P., & Whitman, R. D. (1995). Reexamination of executive functions in 
psychosis-prone college students. Personality and Individual Differences, 18, 535-
539.  
Posner, M. I. (1978). Chronometric explorations of mind. Englewood Heights, NJ: Erlbaum. 
Potuzak, M., Ravichandran, C., Lewandowski, K. E., Ongür, D., & Cohen, B. M. (2012). 
Categorical vs dimensional classifications of psychotic disorders. Comprehensive 
Psychiatry, 53, 1118-1129.  
Poulton, R., Caspi, A., Moffitt, T. E., Cannon, M., Murray, R., & Harrington, H. L. (2000). 
Children's self-reported psychotic symptoms and adult schizophreniform disorder: A 
15-year longitudinal study. Archives of General Psychiatry, 57, 1053-1058.  
Pukrop, R., Ruhrmann, S., Schultze-Lutter, F., Bechdolf, A., Brockhaus-Dumke, A., & 
Klosterkötter, J. (2007). Neurocognitive indicators for a conversion to psychosis: 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
178 
Comparison of patients in a potentially initial prodromal state who did or did not 
convert to a psychosis. Schizophrenia Research, 92, 116-125.  
Quee, P. J. (2012). Cognitive functioning in schizophrenia: Structure and clinical correlates. 
Groningen: University of Groningen. 
Rado, S. (1953). Dynamics and classification of disordered behavior. American Journal of 
Psychiatry, 110, 406-416.  
Raichle, M. E., MacLeod, A. M., Snyder, A. Z., Powers, W. J., Gusnard, D. A., & Shulman, 
G. L. (2001). A default mode of brain function. Proceedings of the National Academy 
of Sciences, 98, 676-682.  
Raine, A. (1991). The SPQ: A scale for the assessment of schizotypal personality based on 
DSM-III-R criteria. Schizophrenia Bulletin, 17, 555-564.  
Ram, N., & Gerstorf, D. (2009). Time-structured and net intraindividual variability: Tools for 
examining the development of dynamic Characteristics and processes. Psychology 
and Aging, 24, 778-791.  
Ram, N., Rabbitt, P., Stollery, B., & Nesselroade, J. R. (2005). Cognitive performance 
inconsistency: Intraindividual change and variability. Psychology and Aging, 20, 623-
633.  
Rao, C. R. (1992). RA Fisher: The founder of modern statistics. Statistical Science, 7, 34-48.  
Ratcliff, R. (2002). A diffusion model account of response time and accuracy in a brightness 
discrimination task: Fitting real data and failing to fit fake but plausible data. 
Psychonomic Bulletin & Review, 9, 278-291.  
Ratcliff, R., & Murdock, B. B. (1976). Retrieval processes in recognition memory. 
Psychological Review, 83, 190-214.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
179 
Rawlings, D., Williams, B. R., Haslam, N., & Claridge, G. (2008). Taxometric analysis 
supports a dimensional latent structure for schizotypy. Personality and Individual 
Differences, 44, 1640-1651.  
Reichenberg, A., & Harvey, P. D. (2007). Neuropsychological impairments in schizophrenia: 
Integration of performance-based and brain imaging findings. Psychological Bulletin, 
133, 833-858.  
Reichenberg, A., Weiser, M., Caspi, A., Knobler, H. Y., Lubin, G., Harvey, P. D., . . . 
Davidson, M. (2006). Premorbid intellectual functioning and risk of schizophrenia 
and spectrum disorders. Journal of Clinical and Experimental Neuropsychology, 28, 
193-207.  
Reininghaus, U., Priebe, S., & Bentall, R. P. (2012). Testing the psychopathology of 
psychosis: Evidence for a general psychosis dimension. Schizophrenia Bulletin, 39, 
884-895.  
Reitan, R. M., & Wolfson, D. (1985). The Halstead-Reitan neuropsychological test battery: 
Theory and clinical interpretation. Tucson, AZ: Neuropsychology Press. 
Rentrop, M., Rodewald, K., Roth, A., Simon, J., Walther, S., Fiedler, P., . . . Kaiser, S. 
(2010). Intra-individual variability in high-functioning patients with schizophrenia. 
Psychiatry Research, 178, 27-32.  
Riley, E. M., McGovern, D., Mockler, D., Doku, V. C. K., ÓCeallaigh, S., Fannon, D. G., . . . 
Morris, R. G. (2000). Neuropsychological functioning in first-episode psychosis—
evidence of specific deficits. Schizophrenia Research, 43, 47-55.  
Ripke, S., Neale, B. M., Corvin, A., Walters, J. T. R., Farh, K.-H., Holmans, P. A., . . . 
Huang, H. (2014). Biological insights from 108 schizophrenia-associated genetic loci. 
Nature, 511, 421-427.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
180 
Ritsner, M. (2009). The handbook of neuropsychiatric biomarkers, endophenotypes and 
genes: Volume I: Neuropsychological endophenotypes and biomarkers. New York, 
NY: Springer. 
Roalf, D. R., Gur, R. C., Almasy, L., Richard, J., Gallagher, R. S., Prasad, K., . . . Gur, R. E. 
(2013). Neurocognitive performance stability in a multiplex multigenerational study 
of schizophrenia. Schizophrenia Bulletin, 39, 1008-1017.  
Rockstroh, B., Müller, M., Wagner, M., Cohen, R., & Elbert, T. (1994). Event-related and 
motor responses to probes in a forewarned reaction time task in schizophrenic 
patients. Schizophrenia Research, 13, 23-34.  
Rollins, C. P. E., Garrison, J. R., Simons, J. S., Rowe, J. B., O'Callaghan, C., Murray, G. K., 
& Suckling, J. (2019). Meta-analytic evidence for the plurality of mechanisms in 
transdiagnostic structural MRI studies of hallucination status. EClinicalMedicine, 8, 
57-71.  
Rommelse, N. N. J., Altink, M. E., Oosterlaan, J., Beem, L., Buschgens, C. J. M., Buitelaar, 
J., & Sergeant, J. A. (2008). Speed, variability, and timing of motor output in ADHD: 
Which measures are useful for endophenotypic research? Behavior Genetics, 38, 121-
132.  
Rossi, A., & Daneluzzo, E. (2002). Schizotypal dimensions in normals and schizophrenic 
patients: A comparison with other clinical samples. Schizophrenia Research, 54, 67-
75.  
Rössler, W., Hengartner, M. P., Ajdacic-Gross, V., Haker, H., & Angst, J. (2013). 
Deconstructing sub-clinical psychosis into latent-state and trait variables over a 30-
year time span. Schizophrenia Research, 150, 197-204.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
181 
Rosvold, H. E., Mirsky, A. F., Sarason, I., Bransome Jr., E. D., & Beck, L. H. (1956). A 
continuous performance test of brain damage. Journal of Consulting Psychology, 20, 
343-350.  
Rubia, K., Russell, T., Overmeyer, S., Brammer, M. J., Bullmore, E. T., Sharma, T., . . . 
Taylor, E. (2001). Mapping motor inhibition: Conjunctive brain activations across 
different versions of go/no-go and stop tasks. NeuroImage, 13, 250-261.  
Ruff, R. M., Light, R. H., Parker, S. B., & Levin, H. S. (1996). Benton Controlled Oral Word 
Association Test: Reliability and updated norms. Archives of Clinical 
Neuropsychology, 11, 329-338.  
Russell, V. A., Oades, R. D., Tannock, R., Killeen, P. R., Auerbach, J. G., Johansen, E. B., & 
Sagvolden, T. (2006). Response variability in attention-deficit/hyperactivity disorder: 
A neuronal and glial energetics hypothesis. Behavioral and Brain Functions, 2, 30-55.  
Rutschmann, J., Cornblatt, B., & Erlenmeyer-Kimling, L. (1977). Sustained attention in 
children at risk for schizophrenia: Report on a continuous performance test. Archives 
of General Psychiatry, 34, 571-575.  
Salthouse, T. A. (1996). The processing-speed theory of adult age differences in cognition. 
Psychological Review, 103, 403-428.  
Salthouse, T. A. (2005). Relations between cognitive abilities and measures of executive 
functioning. Neuropsychology, 19, 532-545.  
Salthouse, T. A., Atkinson, T. M., & Berish, D. E. (2003). Executive functioning as a 
potential mediator of age-related cognitive decline in normal adults. Journal of 
Experimental Psychology: General, 132, 566-594.  
Samsom, J. N., & Wong, A. H. C. (2015). Schizophrenia and depression co-morbidity: What 
we have learned from animal models. Frontiers in Psychiatry, 6, 1-13.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
182 
Samuels, W. E., Tournaki, N., Blackman, S., & Zilinski, C. (2016). Executive functioning 
predicts academic achievement in middle school: A four-year longitudinal study. The 
Journal of Educational Research, 109, 478-490.  
Saunders, E. B., & Isaacs, S. (1929). Tests of reaction-time and motor inhibition in the 
psychoses. American Journal of Psychiatry, 86, 79-112.  
Saunders, J. C. (2003). Families living with severe mental illness: A literature review. Issues 
in Mental Health Nursing, 24, 175-198.  
Sax, K. W., Strakowski, S. M., McElroy, S. L., Keck, P. E., & West, S. A. (1995). Attention 
and formal thought disorder in mixed and pure mania. Biological Psychiatry, 37, 420-
423.  
Schatz, J. (1998). Cognitive processing efficiency in schizophrenia: Generalized vs domain 
specific deficits. Schizophrenia Research, 30, 41-49.  
Schiffman, J., Ellman, L. M., & Mittal, V. A. (2019). Individual differences and psychosis-
risk screening: Practical suggestions to improve the scope and quality of early 
identification. Frontiers in Psychiatry, 10, 1-6.  
Schmidgen, H. (2002). Of frogs and men: The origins of psychophysiological time 
experiments, 1850–1865. Endeavour, 26, 142-148.  
Schmidt-Hansen, M., & Honey, R. C. (2009). Working memory and multidimensional 
schizotypy: Dissociable influences of the different dimensions. Cognitive 
Neuropsychology, 26, 655-670.  
Schmiedek, F., Lövdén, M., & Lindenberger, U. (2009). On the relation of mean reaction 
time and intraindividual reaction time variability. Psychology and Aging, 24, 841-857.  
Schmiedek, F., Oberauer, K., Wilhelm, O., Süß, H.-M., & Wittmann, W. W. (2007). 
Individual differences in components of reaction time distributions and their relations 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
183 
to working memory and intelligence. Journal of Experimental Psychology: General, 
136, 414-429.  
Schneider, K. (1959). Clinical psychopathology (M. W. Hamilton, Trans. 5th ed.). New 
York, NY: Grune and Stratton. 
Schreier, A., Wolke, D., Thomas, K., Horwood, J., Hollis, C., Gunnell, D., . . . Duffy, L. 
(2009). Prospective study of peer victimization in childhood and psychotic symptoms 
in a nonclinical population at age 12 years. Archives of General Psychiatry, 66, 527-
536.  
Schretlen, D., Pearlson, G. D., Anthony, J. C., Aylward, E. H., Augustine, A. M., Davis, A., 
& Barta, P. (2000). Elucidating the contributions of processing speed, executive 
ability, and frontal lobe volume to normal age-related differences in fluid intelligence. 
Journal of the International Neuropsychological Society, 6, 52-61.  
Schwartz, F., Carr, A. C., Munich, R. L., Glauber, S., Lesser, B., & Murray, J. (1989). 
Reaction time impairment in schizophrenia and affective illness: The role of attention. 
Biological Psychiatry, 25, 540-548.  
Scott, J., Chant, D., Andrews, G., & McGrath, J. J. (2006). Psychotic-like experiences in the 
general community: The correlates of CIDI psychosis screen items in an Australian 
sample. Psychological Medicine, 36, 231-238.  
Scripture, E. W. (1916). Reaction time in nervous and mental diseases. Journal of Mental 
Science, 62, 698-719.  
Seidman, L. J., Rosso, I. M., Thermenos, H. W., Makris, N., Juelich, R., Gabrieli, J. D. E., . . 
. Whitfield-Gabrieli, S. (2014). Medial temporal lobe default mode functioning and 
hippocampal structure as vulnerability indicators for schizophrenia: A MRI study of 
non-psychotic adolescent first-degree relatives. Schizophrenia Research, 159, 426-
434.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
184 
Servan-Schreiber, D., Bruno, R. M., Carter, C. S., & Cohen, J. D. (1998). Dopamine and the 
mechanisms of cognition: Part I. A neural network model predicting dopamine effects 
on selective attention. Biological Psychiatry, 43, 713-722.  
Şevik, A. E., Anil Yaǧcǧoilu, A. E., Yaǧcǧoǧlu, S., Karahan, S., Gürses, N., & Yildiz, M. 
(2011). Neuropsychological performance and auditory event related potentials in 
schizophrenia patients and their siblings: A family study. Schizophrenia Research, 
130, 195-202.  
Shakow, D. (1962). Segmental set: A theory of the formal psychological deficit in 
schizophrenia. Archives of General Psychiatry, 6, 1-17.  
Shammi, P., Bosman, E., & Stuss, D. T. (1998). Aging and variability in performance. Aging, 
Neuropsychology, and Cognition, 5, 1-13.  
Shannon, C. E. (1948). A mathematical theory of communication. Bell System Technical 
Journal, 27, 379-423.  
Shannon, C. E., & Weaver, W. (1949). The mathematical theory of information. Urbana, IL: 
University of Illinois Press. 
Sharp, S. E. (1899). Individual psychology: A study in psychological method. The American 
Journal of Psychology, 10, 329-391.  
Shean, G., Bell, E., & Cameron, C. D. (2007). Recognition of nonverbal affect and 
schizotypy. The Journal of Psychology, 141, 281-292.  
Shin, Y. S., Kim, S. N., Shin, N. Y., Jung, W. H., Hur, J.-W., Byun, M. S., . . . Kwon, J. S. 
(2013). Increased intra-individual variability of cognitive processing in subjects at 
risk mental state and schizophrenia patients. PLoS One, 8, 78354.  
Simmonds, D. J., Fotedar, S. G., Suskauer, S. J., Pekar, J. J., Denckla, M. B., & Mostofsky, 
S. H. (2007). Functional brain correlates of response time variability in children. 
Neuropsychologia, 45, 2147-2157.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
185 
Simpson, P. M., Surmon, D. J., Wesnes, K. A., & Wilcock, G. K. (1991). The Cognitive 
Drug Research computerized assessment system for demented patients: A validation 
study. International Journal of Geriatric Psychiatry, 6, 95-102.  
Siris, S. G., Adan, F., Cohen, M., Mandeli, J., Aronson, A., & Casey, E. (1988). 
Postpsychotic depression and negative symptoms: An investigation of syndromal 
overlap. American Journal of Psychiatry, 145, 1532-1537.  
Siris, S. G., & Bench, C. (2003). Depression and schizophrenia. In S. R. Hirsch & D. R. 
Weinberger (Eds.), Schizophrenia (2nd ed. ed., pp. 142-167). Oxford, UK: Blackwell 
Publishing. 
Sitskoorn, M. M., Aleman, A., Ebisch, S. J. H., Appels, M. C. M., & Kahn, R. S. (2004). 
Cognitive deficits in relatives of patients with schizophrenia: A meta-analysis. 
Schizophrenia Research, 71, 285-295.  
Sliwinski, M. J., Smyth, J. M., Hofer, S. M., & Stawski, R. S. (2006). Intraindividual 
coupling of daily stress and cognition. Psychology and Aging, 21, 545-557.  
Smallwood, J., & Schooler, J. W. (2006). The restless mind. Psychological Bulletin, 132, 
946-958.  
Smith, C. W., Park, S., & Cornblatt, B. (2006). Spatial working memory deficits in 
adolescents at clinical high risk for schizophrenia. Schizophrenia Research, 81, 211-
215.  
Smyrnis, N., Karantinos, T., Malogiannis, I., Theleritis, C., Mantas, A., Stefanis, N. C., . . . 
Evdokimidis, I. (2009). Larger variability of saccadic reaction times in schizophrenia 
patients. Psychiatry Research, 168, 129-136.  
Somsen, R. J. M., Van der Molen, M. W., Jennings, J. R., & van Beek, B. (2000). Wisconsin 
card sorting in adolescents: Analysis of performance, response times and heart rate. 
Acta Psychologica, 104, 227-257.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
186 
Sonuga-Barke, E. J. S., & Castellanos, F. X. (2007). Spontaneous attentional fluctuations in 
impaired states and pathological conditions: A neurobiological hypothesis. 
Neuroscience & Biobehavioral Reviews, 31, 977-986.  
Spieler, D. H., Balota, D. A., & Faust, M. E. (1996). Stroop performance in healthy younger 
and older adults and in individuals with dementia of the Alzheimer's type. Journal of 
Experimental Psychology: Human perception and performance, 22, 461-479.  
Spitznagel, M. B., & Suhr, J. A. (2002). Executive function deficits associated with 
symptoms of schizotypy and obsessive-compulsive disorder. Psychiatry Research, 
110, 151-163.  
Stanovich, K. E. (2009). What intelligence tests miss: The psychology of rational thought. 
New Haven, CT: Yale University Press. 
Stanovich, K. E. (2012). On the distinction between rationality and intelligence: Implications 
for understanding individual differences in reasoning. In K. J. Holyoak & R. G. 
Morrison (Eds.), The Oxford handbook of thinking and reasoning (pp. 343-365). New 
York, NY: Oxford University Press. 
StataCorp. (2015). Stata statistical software: Release 14.1. College Station, TX: Stata 
Corporation. 
Stefanis, N. C., Hanssen, M., Smirnis, N. K., Avramopoulos, D. A., Evdokimidis, I. K., 
Stefanis, C. N., . . . van Os, J. (2002). Evidence that three dimensions of psychosis 
have a distribution in the general population. Psychological Medicine, 32, 347-358.  
Stefanis, N. C., van Os, J., Avramopoulos, D. A., Smyrnis, N., Evdokimidis, I., & Stefanis, 
C. N. (2005). Effect of COMT Val158Met polymorphism on the Continuous 
Performance Test, Identical Pairs version: Tuning rather than improving performance. 
American Journal of Psychiatry, 162, 1752-1754.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
187 
Steffy, R. A., & Waldman, I. (1993). Schizophrenics’ reaction time: North star or shooting 
star. In R. Cromwell & C. Snyder (Eds.), Schizophrenia: Origins, processes, 
treatment, and outcome (pp. 111-134). New York, NY: Oxford University Press. 
Sternberg, S. (1969). The discovery of processing stages: Extensions of Donders' method. In 
W. G. Kosta (Ed.), Attention and performance (pp. 276-315). Amsterdam: North 
Holland Publishing Co. 
Stochl, J., Khandaker, G. M., Lewis, G., Perez, J., Goodyer, I. M., Zammit, S., . . . Jones, P. 
B. (2015). Mood, anxiety and psychotic phenomena measure a common 
psychopathological factor. Psychological Medicine, 45, 1483-1493.  
Strandburg, R. J., Marsh, J. T., Brown, W. S., Asarnow, R. F., Higa, J., Harper, R., & 
Guthrie, D. (1996). Continuous-processing-related event-related potentials in children 
with attention deficit hyperactivity disorder. Biological Psychiatry, 40, 964-980.  
Strauss, E., Sherman, E. M. S., & Spreen, O. (2006). A compendium of neuropsychological 
tests: Administration, norms, and commentary (3rd ed.). New York, NY: Oxford 
University Press. 
Stuss, D. T. (2011). Functions of the frontal lobes: Relation to executive functions. Journal of 
the International Neuropsychological Society, 17, 759-765.  
Stuss, D. T., & Alexander, M. P. (2000). Executive functions and the frontal lobes: A 
conceptual view. Psychological Research, 63, 289-298.  
Stuss, D. T., & Benson, D. F. (1986). The frontal lobes. New York, NY: Raven Press. 
Stuss, D. T., & Levine, B. (2002). Adult clinical neuropsychology: Lessons from studies of 
the frontal lobes. Annual Review of Psychology, 53, 401-433.  
Stuss, D. T., Murphy, K. J., Binns, M. A., & Alexander, M. P. (2003). Staying on the job: 
The frontal lobes control individual performance variability. Brain, 126, 2363-2380.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
188 
Stuss, D. T., Pogue, J., Buckle, L., & Bondar, J. (1994). Characterization of stability of 
performance in patients with traumatic brain injury: Variability and consistency on 
reaction time tests. Neuropsychology, 8, 316-324.  
Suhr, J. A. (1997). Executive functioning deficits in hypothetically psychosis-prone college 
students. Schizophrenia Research, 27, 29-35.  
Tabachnick, B. G., & Fidell, L. S. (2013). Using multivariate statistics (6th ed.). Needham 
Heights, MA: Allyn and Bacon. 
Tallent, K. A., & Gooding, D. C. (1999). Working memory and Wisconsin Card Sorting Test 
performance in schizotypic individuals: A replication and extension. Psychiatry 
Research, 89, 161-170.  
Tamm, L., Narad, M. E., Antonini, T. N., O’Brien, K. M., Hawk, L. W., & Epstein, J. N. 
(2012). Reaction time variability in ADHD: A review. Neurotherapeutics, 9, 500-508.  
Tamnes, C. K., Fjell, A. M., Westlye, L. T., Østby, Y., & Walhovd, K. B. (2012). Becoming 
consistent: Developmental reductions in intraindividual variability in reaction time are 
related to white matter integrity. Journal of Neuroscience, 32, 972-982.  
Tandon, R., Keshavan, M. S., & Nasrallah, H. A. (2008). Schizophrenia,“just the facts”: 
What we know in 2008 part 1: Overview. Schizophrenia Research, 100, 4-19.  
Tandon, R., Nasrallah, H. A., & Keshavan, M. S. (2009). Schizophrenia,“just the facts”: 
What we know in 2008 part 4: Clinical features and conceptualization. Schizophrenia 
Research, 110, 1-23.  
Taylor, M. J., Freeman, D., & Ronald, A. (2016). Dimensional psychotic experiences in 
adolescence: Evidence from a taxometric study of a community-based sample. 
Psychiatry Research, 241, 35-42.  
Teuber, H. L. (1972). Unity and diversity of frontal lobe functions. Acta Neurobiologiae 
Experimentalis, 32, 615-656.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
189 
Theleritis, C., Evdokimidis, I., & Smyrnis, N. (2014). Variability in the decision process 
leading to saccades: A specific marker for schizophrenia? Psychophysiology, 51, 327-
336.  
Thompson, A., Lereya, S. T., Lewis, G., Zammit, S., Fisher, H. L., & Wolke, D. (2015). 
Childhood sleep disturbance and risk of psychotic experiences at 18: UK birth cohort. 
The British Journal of Psychiatry, 207, 23-29.  
Todman, M. (2003). Boredom and psychotic disorders: Cognitive and motivational issues. 
Psychiatry: Interpersonal and Biological Processes, 66, 146-167.  
Tombaugh, T. N. (2004). Trail Making Test A and B: Normative data stratified by age and 
education. Archives of Clinical Neuropsychology, 19, 203-214.  
Toplak, M. E., West, R. F., & Stanovich, K. E. (2013). Practitioner Review: Do performance-
based measures and ratings of executive function assess the same construct? Journal 
of Child Psychology and Psychiatry, 54, 131-143.  
Townsend, L. A., Malla, A. K., & Norman, R. M. G. (2001). Cognitive functioning in 
stabilized first-episode psychosis patients. Psychiatry Research, 104, 119-131.  
Tse, C.-S., Balota, D. A., Yap, M. J., Duchek, J. M., & McCabe, D. P. (2010). Effects of 
healthy aging and early stage dementia of the Alzheimer's type on components of 
response time distributions in three attention tasks. Neuropsychology, 24, 300-315.  
Uebel, H., Albrecht, B., Asherson, P., Börger, N. A., Butler, L., Chen, W., . . . Schäfer, U. 
(2010). Performance variability, impulsivity errors and the impact of incentives as 
gender‐independent endophenotypes for ADHD. Journal of Child Psychology and 
Psychiatry, 51, 210-218.  
van den Bosch, R. J., Rombouts, R. P., & van Asma, M. J. O. (1996). What determines 
continuous performance task performance? Schizophrenia Bulletin, 22, 643-651.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
190 
van der Oord, S., Prins, P. J. M., Oosterlaan, J., & Emmelkamp, P. M. G. (2008). Efficacy of 
methylphenidate, psychosocial treatments and their combination in school-aged 
children with ADHD: A meta-analysis. Clinical Psychology Review, 28, 783-800.  
van Os, J. (2015). The transdiagnostic dimension of psychosis: Implications for psychiatric 
nosology and research. Shanghai Archives of Psychiatry, 27, 82-86.  
van Os, J. (2016). “Schizophrenia” does not exist. BMJ, 352, i375.  
van Os, J., Bijl, R., & Ravelli, A. (2000). Strauss (1969) revisited: A psychosis continuum in 
the general population? Schizophrenia Research, 45, 11-20.  
van Os, J., Gilvarry, C. M., Bale, R., van Horn, E., Tattan, T., & White, I. (1999). A 
comparison of the utility of dimensional and categorical representations of psychosis. 
Psychological Medicine, 29, 595-606.  
van Os, J., Hanssen, M., Bijl, R. V., & Vollebergh, W. (2001). Prevalence of psychotic 
disorder and community level of psychotic symptoms: An urban-rural comparison. 
Archives of General Psychiatry, 58, 663-668.  
van Os, J., & Linscott, R. J. (2012). Introduction: The extended psychosis phenotype—
relationship with schizophrenia and with ultrahigh risk status for psychosis. 
Schizophrenia Bulletin, 38, 227-230.  
van Os, J., Linscott, R. J., Myin-Germeys, I., Delespaul, P., & Krabbendam, L. (2009). A 
systematic review and meta-analysis of the psychosis continuum: Evidence for a 
psychosis proneness–persistence–impairment model of psychotic disorder. 
Psychological Medicine, 39, 179-195.  
van Os, J., & Murray, R. M. (2013). Can we identify and treat “schizophrenia light” to 
prevent true psychotic illness? BMJ, 346, f304.  
van Os, J., & Reininghaus, U. (2016). Psychosis as a transdiagnostic and extended phenotype 
in the general population. World Psychiatry, 15, 118-124.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
191 
van Rossum, I., Dominguez, M.-d.-G., Lieb, R., Wittchen, H.-U., & van Os, J. (2009). 
Affective dysregulation and reality distortion: A 10-year prospective study of their 
association and clinical relevance. Schizophrenia Bulletin, 37, 561-571.  
van Zandt, T. (2000). How to fit a response time distribution. Psychonomic Bulletin & 
Review, 7, 424-465.  
Vaportzis, E., Georgiou-Karistianis, N., & Stout, J. C. (2013). Dual task performance in 
normal aging: A comparison of choice reaction time tasks. PloS One, 8, 60265.  
Vasquez, B. P., Binns, M. A., & Anderson, N. D. (2014). Staying on task: Age-related 
changes in the relationship between executive functioning and response time 
consistency. The Journals of Gerontology Series B: Psychological Sciences and 
Social Sciences, 71, 189-200.  
Vasquez, B. P., Binns, M. A., & Anderson, N. D. (2018). Response time consistency is an 
indicator of executive control rather than global cognitive ability. Journal of the 
International Neuropsychological Society, 24, 456-465.  
Velthorst, E., Nieman, D. H., Becker, H. E., van de Fliert, R., Dingemans, P. M., Klaassen, 
R., . . . Linszen, D. H. (2009). Baseline differences in clinical symptomatology 
between ultra high risk subjects with and without a transition to psychosis. 
Schizophrenia Research, 109, 60-65.  
Vinogradov, S., Poole, J. H., Willis-Shore, J., Ober, B. A., & Shenaut, G. K. (1998). Slower 
and more variable reaction times in schizophrenia: What do they signify? 
Schizophrenia Research, 32, 183-190.  
Wagenmakers, E.-J., & Brown, S. (2007). On the linear relation between the mean and the 
standard deviation of a response time distribution. Psychological Review, 114, 830-
841.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
192 
Wagenmakers, E.-J., Grasman, R. P. P. P., & Molenaar, P. C. M. (2005). On the relation 
between the mean and the variance of a diffusion model response time distribution. 
Journal of Mathematical Psychology, 49, 195-204.  
Wagenmakers, E.-J., van der Maas, H. L. J., & Grasman, R. P. P. P. (2007). An EZ-diffusion 
model for response time and accuracy. Psychonomic Bulletin & Review, 14, 3-22.  
Wåhlstedt, C., Thorell, L. B., & Bohlin, G. (2009). Heterogeneity in ADHD: 
Neuropsychological pathways, comorbidity and symptom domains. Journal of 
Abnormal Child Psychology, 37, 551-564.  
Walker, J., Curtis, V., Shaw, P., & Murray, R. M. (2002). Schizophrenia and bipolar disorder 
are distinguished mainly by differences in neurodevelopment. Neurotoxicity 
Research, 4, 427-436.  
Wang, C., Ding, M., & Kluger, B. M. (2014). Change in intraindividual variability over time 
as a key metric for defining performance-based cognitive fatigability. Brain and 
Cognition, 85, 251-258.  
Waszak, F., Hommel, B., & Allport, A. (2005). Interaction of task readiness and automatic 
retrieval in task switching: Negative priming and competitor priming. Memory & 
Cognition, 33, 595-610.  
Waters, F., & Fernyhough, C. (2017). Hallucinations: A systematic review of points of 
similarity and difference across diagnostic classes. Schizophrenia Bulletin, 43, 32-43.  
Watt, J. D., & Hargis, M. B. (2010). Boredom proneness: Its relationship with subjective 
underemployment, perceived organizational support, and job performance. Journal of 
Business and Psychology, 25, 163-174.  
Wechsler, D., Golombok, S., & Rust, J. (1992). The Wechsler Intelligence Scale for 
Children. In (3rd ed. ed.). London, UK: The Psychological Corporation. 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
193 
Weintraub, S. (2000). Neuropsychological assessment of mental state. In M.-M. Mesulam 
(Ed.), Principles of behavioral and cognitive neurology (2nd ed. ed., pp. 121-173). 
New York, NY: Oxford University Press. 
Weissman, D. H., Roberts, K. C., Visscher, K. M., & Woldorff, M. G. (2006). The neural 
bases of momentary lapses in attention. Nature Neuroscience, 9, 971-978.  
Welham, J., Scott, J., Williams, G., Najman, J., Bor, W., O’Callaghan, M., & McGrath, J. J. 
(2009). Emotional and behavioural antecedents of young adults who screen positive 
for non-affective psychosis: A 21-year birth cohort study. Psychological Medicine, 
39, 625-634.  
Welham, J., Scott, J., Williams, G. M., Najman, J. M., Bor, W., O’Callaghan, M., & 
McGrath, J. J. (2010). The antecedents of non‐affective psychosis in a birth‐cohort, 
with a focus on measures related to cognitive ability, attentional dysfunction and 
speech problems. Acta Psychiatrica Scandinavica, 121, 273-279.  
Wells, F. L., & Kelley, C. M. (1922). The simple reaction in psychosis. American Journal of 
Psychiatry, 79, 53-59.  
West, R. (1999). Age differences in lapses of intention in the Stroop task. The Journals of 
Gerontology Series B: Psychological Sciences and Social Sciences, 54, 34-43.  
West, R., Murphy, K. J., Armilio, M. L., Craik, F. I. M., & Stuss, D. T. (2002). Lapses of 
intention and performance variability reveal age-related increases in fluctuations of 
executive control. Brain and Cognition, 49, 402-419.  
White, C. N., Ratcliff, R., Vasey, M. W., & McKoon, G. (2010). Using diffusion models to 
understand clinical disorders. Journal of Mathematical Psychology, 54, 39-52.  
White, I. R., Royston, P., & Wood, A. M. (2011). Multiple imputation using chained 
equations: Issues and guidance for practice. Statistics in Medicine, 30, 377-399.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
194 
Wigman, J. T. W., de Vos, S., Wichers, M., van Os, J., & Bartels-Velthuis, A. A. (2016). A 
transdiagnostic network approach to psychosis. Schizophrenia Bulletin, 43, 122-132.  
Wigman, J. T. W., van Nierop, M., Vollebergh, W. A. M., Lieb, R., Beesdo-Baum, K., 
Wittchen, H.-U., & van Os, J. (2012). Evidence that psychotic symptoms are 
prevalent in disorders of anxiety and depression, impacting on illness onset, risk, and 
severity—implications for diagnosis and ultra–high risk research. Schizophrenia 
Bulletin, 38, 247-257.  
Williams, B. R., Hultsch, D. F., Strauss, E. H., Hunter, M. A., & Tannock, R. (2005). 
Inconsistency in reaction time across the life span. Neuropsychology, 19, 88-96.  
Wilson, B. A., Evans, J. J., Alderman, N., Burgess, P. W., & Emslie, H. (1997). Behavioural 
assessment of the dysexecutive syndrome. In P. Rabbitt (Ed.), Methodology of frontal 
and executive function (pp. 232-243). East Sussex, UK: Psychology Press. 
Wilson, C., Smith, M. E., Thompson, E., Demro, C., Kline, E., Bussell, K., . . . Schiffman, J. 
(2016). Context matters: The impact of neighborhood crime and paranoid symptoms 
on psychosis risk assessment. Schizophrenia Research, 171, 56-61.  
Wing, J. K., & Agrawal, N. (2003). Concepts and classification of schizophrenia. In S. R. 
Hirsch & D. R. Weinberger (Eds.), Schizophrenia (2nd ed. ed., pp. 1-14). Oxford, 
UK: Blackwell Publishing. 
Winterer, G., Coppola, R., Goldberg, T. E., Egan, M. F., Jones, D. W., Sanchez, C. E., & 
Weinberger, D. R. (2004). Prefrontal broadband noise, working memory, and genetic 
risk for schizophrenia. American Journal of Psychiatry, 161, 490-500.  
Wissler, C. (1901). The correlation of mental and physical tests. The Psychological Review: 
Monograph Supplements, 3, 1-62.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
195 
Wood, S. J., Pantelis, C., Proffitt, T., Phillips, L. J., Stuart, G. W., Buchanan, J.-A., . . . 
McGorry, P. D. (2003). Spatial working memory ability is a marker of risk-for-
psychosis. Psychological Medicine, 33, 1239-1247.  
Woods, A., Jones, N., Alderson-Day, B., Callard, F., & Fernyhough, C. (2015). Experiences 
of hearing voices: Analysis of a novel phenomenological survey. The Lancet 
Psychiatry, 2, 323-331.  
World Health Organization. (1992a). The ICD-10 classification of mental and behavioural 
disorders: Clinical descriptions and diagnostic guidelines. Geneva, Switzerland: 
Author. 
World Health Organization. (1992b). Schedules for clinical assessment in neuropsychiatry. 
Geneva, Switzerland: Author. 
World Health Organization. (2001). The World Health Report 2001: Mental health: new 
understanding, new hope. Geneva, Switzerland: Author. 
Wright, L., Lipszyc, J., Dupuis, A., Thayapararajah, S. W., & Schachar, R. (2014). Response 
inhibition and psychopathology: A meta-analysis of go/no-go task performance. 
Journal of Abnormal Psychology, 123, 423-439.  
Wu, C.-T., Pontifex, M. B., Raine, L. B., Chaddock, L., Voss, M. W., Kramer, A. F., & 
Hillman, C. H. (2011). Aerobic fitness and response variability in preadolescent 
children performing a cognitive control task. Neuropsychology, 25, 333-341.  
Wuthrich, V. M., & Bates, T. C. (2006). Confirmatory factor analysis of the three-factor 
structure of the Schizotypal Personality Questionnaire and Chapman schizotypy 
scales. Journal of Personality Assessment, 87, 292-304.  
Yates, A. J. (1966). Psychological deficit. Annual Review of Psychology, 17, 111-144.  
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
196 
Yücel, M., Wood, S. J., Phillips, L. J., Stuart, G. W., Smith, D. J., Yung, A., . . . Pantelis, C. 
(2003). Morphology of the anterior cingulate cortex in young men at ultra-high risk of 
developing a psychotic illness. The British Journal of Psychiatry, 182, 518-524.  
Yung, A. R., & McGorry, P. D. (1996). The prodromal phase of first-episode psychosis: Past 
and current conceptualizations. Schizophrenia Bulletin, 22, 353-370.  
Yung, A. R., Phillips, L. J., Yuen, H. P., & McGorry, P. D. (2004). Risk factors for psychosis 
in an ultra high-risk group: Psychopathology and clinical features. Schizophrenia 
Research, 67, 131-142.  
Yung, A. R., Yuen, H. P., Berger, G., Francey, S., Hung, T.-C., Nelson, B., . . . McGorry, P. 
D. (2007). Declining transition rate in ultra high risk (prodromal) services: Dilution or 
reduction of risk? Schizophrenia Bulletin, 33, 673-681.  
Zammit, S., Kounali, D., Cannon, M., David, A. S., Gunnell, D., Heron, J., . . . Lewis, G. 
(2013). Psychotic experiences and psychotic disorders at age 18 in relation to 
psychotic experiences at age 12 in a longitudinal population-based cohort study. 
American Journal of Psychiatry, 170, 742-750.  
Zammit, S., Odd, D., Horwood, J., Thompson, A., Thomas, K., Menezes, P., . . . Lewis, G. 
(2009). Investigating whether adverse prenatal and perinatal events are associated 
with non-clinical psychotic symptoms at age 12 years in the ALSPAC birth cohort. 
Psychological Medicine, 39, 1457-1467.  
Zammit, S., Owen, M. J., Evans, J. J., Heron, J., & Lewis, G. (2011). Cannabis, COMT and 
psychotic experiences. The British Journal of Psychiatry, 199, 380-385.  
Zandbelt, B. (2014). Exgauss: A MATLAB toolbox for fitting the ex-Gaussian distribution to 
response time data. figshare.  
 
 
INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
197 
Appendix A: Complete Case Analyses for Chapter 2 
Supplementary Table 1.  
Prediction of Suspected or Definite Psychotic-Like Experiences from Reaction Time 
Variability 
Note. Binomial logistic regression. Reference category is no psychotic-like experiences. OR 
= odds ratio; CI = confidence interval; iSD = individual standard deviation; iCV = individual 
coefficient of variation.  
aUnadjusted analysis. bAdjusted for sex, birthweight, socioeconomic status, ADHD, IQ, 
urbanicity, and cannabis use. cAdjusted for Model 2 covariates plus PLE at 12 years. 
† p < .10. * p < .05. 
Supplementary Table 2.  
Prediction of Definite Psychotic-Like Experiences from Reaction Time Variability 
Note. See Supplementary Table 1 note. Reference category is no or suspected psychotic-like 
experiences. 
† p < .10. * p < .05. 
  
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.17 [0.88, 1.41] 1.10 [0.86, 1.42] 1.06 [0.82, 1.37] 
 Digit vigilance iSD 1.10 [0.92, 1.32] 1.11 [0.92, 1.34] 1.07 [0.88, 1.30] 
 CRT iSD 0.97 [0.78, 1.21] 0.96 [0.76, 1.20] 0.96 [0.76, 1.22] 
 SRT iCV 1.11 [0.92, 1.34] 1.10 [0.90, 1.33] 1.08 [0.88, 1.32] 
 Digit vigilance iCV 1.15 [0.96, 1.38] 1.16 [0.97, 1.40] 1.08 [0.91, 1.35] 
 CRT iCV 0.96 [0.78, 1.17] 0.94 [0.77, 1.16] 0.93 [0.76, 1.16] 
15 years    
 Stop-signal iSD 1.14 [0.97, 1.35] 1.15 [0.96, 1.37] 1.10 [0.92, 1.31] 
 Stop-signal iCV 1.23* [1.06, 1.43] 1.24* [1.06, 1.46] 1.20* [1.01, 1.42] 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.15 [0.85, 1.56] 1.11 [0.80, 1.54] 1.07 [0.76, 1.49] 
 Digit vigilance iSD 1.14 [0.90, 1.43] 1.15 [0.91, 1.47] 1.11 [0.86, 1.43] 
 CRT iSD 0.97 [0.72, 1.31] 0.95 [0.70, 1.29] 0.95 [0.70, 1.30] 
 SRT iCV 1.16 [0.91, 1.48] 1.12 [0.87, 1.45] 1.11 [0.86, 1.45] 
 Digit vigilance iCV 1.18 [0.93, 1.50] 1.20 [0.93, 1.53] 1.13 [0.88, 1.46] 
 CRT iCV 0.99 [0.75, 1.29] 0.95 [0.72, 1.26] 0.96 [0.72, 1.26] 
15 years    
 Stop-signal iSD 1.13 [0.90, 1.42] 1.11 [0.88, 1.41] 1.05 [0.83, 1.35] 
 Stop-signal iCV 1.22* [1.00, 1.49] 1.21 [0.98, 1.49] 1.17 [0.93, 1.46] 




Supplementary Table 3.  
Prediction of Number of Psychotic-Like Experiences from Reaction Time Variability 
Note. See Supplementary Table 1 note. Reference category is no or suspected psychotic-like 
experiences. 




Supplementary Table 4.  
Prediction of Frequent Psychotic-Like Experiences from Reaction Time Variability 
Note. See Supplementary Table 1 note. Reference category is no or infrequent psychotic-like 
experiences. 
† p < .10. * p < .05. 
  
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.08 [0.91, 1.28] 1.11 [0.87, 1.43] 1.07 [0.83, 1.38] 
 Digit vigilance iSD 1.05 [0.92, 1.20] 1.12 [0.93, 1.34] 1.08 [0.89, 1.31] 
 CRT iSD 0.99 [0.85, 1.16] 0.95 [0.76, 1.19] 0.96 [0.76, 1.21] 
 SRT iCV 1.08 [0.94, 1.24] 1.10 [0.91, 1.34] 1.09 [0.89, 1.33] 
 Digit vigilance iCV 1.07 [0.94, 1.22] 1.17 [0.97, 1.41] 1.12 [0.92, 1.36] 
 CRT iCV 0.97 [0.84, 1.12] 0.93 [0.76, 1.15] 0.94 [0.76, 1.15] 
15 years    
 Stop-signal iSD 1.15* [1.02, 1.30] 1.14† [0.96, 1.36] 1.09† [0.91, 1.30] 
 Stop-signal iCV 1.17* [1.04, 1.32] 1.24* [1.06, 1.46] 1.20* [1.02, 1.43] 
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.42† [0.97, 2.08] 1.40 [0.93, 2.12] 1.33 [0.86, 2.04] 
 Digit vigilance iSD 1.19 [0.85, 1.66] 1.21 [0.86, 1.71] 1.14 [0.77, 1.68] 
 CRT iSD 0.83 [0.52, 1.32] 0.79 [0.48, 1.30] 0.78 [0.47, 1.32] 
 SRT iCV 1.45* [1.05, 1.99] 1.44* [1.03, 2.02] 1.44* [1.01, 2.07] 
 Digit vigilance iCV 1.23 [0.86, 1.74] 1.25 [0.87, 1.80] 1.14 [0.77, 1.69] 
 CRT iCV 0.89 [0.59, 1.34] 0.84 [0.55, 1.27] 0.82 [0.54, 1.25] 
15 years    
 Stop-signal iSD 1.34† [0.97, 1.85] 1.35† [0.95, 1.90] 1.28 [0.89, 1.83] 
 Stop-signal iCV 1.36* [1.06, 1.74] 1.40* [1.07, 1.84] 1.39* [1.03, 1.87] 




Supplementary Table 5. 
Prediction of Frequent Bizarre Psychotic-Like Experiences from Reaction Time Variability 
Note. See Supplementary Table 1 note. Reference category is no or none-bizarre psychotic-
like experiences. 
† p < .10. * p < .05. 
  
Parameter 
Model 1a Model 2b Model 3c 
OR [95% CI] OR [95% CI] OR [95% CI] 
13 years    
 SRT iSD 1.39 [0.87, 2.23] 1.28 [0.77, 2.13] 1.19 [0.69, 2.03] 
 Digit vigilance iSD 1.03 [0.65, 1.65] 1.05 [0.65, 1.70] 0.96 [0.57, 1.62] 
 CRT iSD 0.88 [0.50, 1.54] 0.83 [0.46, 1.51] 0.85 [0.46, 1.58] 
 SRT iCV 1.37 [0.91, 2.07] 1.29 [0.84, 1.99] 1.29 [0.82, 2.05] 
 Digit vigilance iCV 1.07 [0.67, 1.70] 1.08 [0.67, 1.73] 0.95 [0.57, 1.57] 
 CRT iCV 0.92 [0.56, 1.53] 0.86 [0.51, 1.45] 0.87 [0.52, 1.46] 
15 years    
 Stop-signal iSD 1.31 [0.89, 1.94] 1.28 [0.85, 1.92] 1.22 [0.80, 1.88] 
 Stop-signal iCV 1.32† [0.98, 1.77] 1.32† [0.96, 1.83] 1.31 [0.91, 1.88] 
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Appendix B: Instruction Screens from CPT-IP 
 
Figure B1. Instruction screen one from Continuous Performance Test, Identical Pairs Version 
. 
 
Figure B2. Instruction screen two from Continuous Performance Test, Identical Pairs Version 
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Appendix C: Instruction Screens from SRT 
 
Figure C1. Instruction screen one from Continuous Performance Test, Identical Pairs Version 
 
 
Figure C2. Instruction screen two from Continuous Performance Test, Identical Pairs Version 
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Appendix D: Demographic Questionnaire 
 
INSTRUCTIONS 
The following questions ask about demographics, that is, who you are and the circumstances you live 
in. Please work through this questionnaire at your own pace. If you have any questions, however 




1 When were you born?              
DAY  MONTH   YEAR   
 
2 Are you . . .   biologically male?  
 biologically female? 
 biologically intersex? 
 
 
3 Which ethnic group do 
you belong to? 
Tick boxes of all that apply to you: 
 Māori  
 New Zealand European 
 Other European (English, Dutch, Scottish, Australian, 
American, etc.) 
 Samoan  
 Cook Island Māori  




 Other . . . Please print: _____________________________ 
 
4 If you ticked more than one 
ethnic group in Question 4, 
which ethnic group do you 
most closely identify with?  
Draw a circle around ONE of your responses to Question 6 
 
  




5 Within what range is your parents’ 




 $0 to $25,000 
 $26,000 to $50,000 
 $51,000 to $75,000 
 $76,000 to $100,000  
 $101,000 to $150,000  
 $151,000 to $200,000  
 More than $200,000 
 
 








 NO  



















 NO  






INTRA-INDIVIDUAL VARIABILITY AND SUBCLINICAL PSYCHOSIS 
 
205 
Appendix E: Cannabis Use Questionnaire 
INSTRUCTIONS 
The following questions ask you about your use of cannabis (marijuana, hashish, pot, weed, ganja). 
Please work through this questionnaire at your own pace. If you have any questions, however small 
you think these may be, please speak to the person conducting this study. 
 
Please remember that the information you give to this study will be kept confidential and 
separate from information that could be used to identify you. This information is being collected 
for research purposes only, and will NOT be passed on to the university or other people or 
agencies. We are collecting information on cannabis use so that we can understand more about the 
relationship between cannabis use and personality. 
 
 
1  Have you ever used cannabis 
in any form? 
Tick one: 
 YES . . . Please go to the next questionnaire. 
 NO . . . Please answer the questions below. 
 
2  When did you first use cannabis?             
DAY  MONTH   YEAR   
 
3  When did you last use cannabis?             
DAY  MONTH   YEAR   
 
4 How many times have you 
used cannabis? 
Tick one: 
 Once only – Go to the next questionnaire. 
 2 – 5 times – Go to the next questionnaire. 
 More than 5 times – Please answer the questions below. 
 
5   What method would you 
typically use to take 
cannabis?  
 
Please print: _____________________________________ 
  
6 How frequently have you 
used cannabis over the past 
twelve months? 
Tick one: 
 Almost every day 
 3 to 4 days a week 
 1 to 2 days a week 
 1 to 3 days a month 
 Less than once a month 
 
 
 
