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TEST VECTORS FOR FINITE PERIODS AND BASE CHANGE
U. K. ANANDAVARDHANAN AND NADIR MATRINGE
Abstract. Let E/F be a quadratic extension of finite fields. By a result of Gow, an
irreducible representation π of G = GLn(E) has at most one non-zero H-invariant
vector, up to multiplication by scalars, when H is GLn(F) or U(n, E/F). If π does
have an H-invariant vector it is said to be H-distinguished. It is known, from the
work of Gow, that H-distinction is characterized by base change from U(n, E/F), due
to Kawanaka, when H is GLn(F) (resp. from GLn(F), due to Shintani, when H is
U(n, E/F)). Assuming π is generic and H-distinguished, we give an explicit descrip-
tion of the H-invariant vector in terms of the Bessel function of π. Let ψ be a non-
degenerate character of NG/NH and let Bπ,ψ be the (normalized) Bessel function of π
on the ψ-Whittaker model. For the H-average
Wπ,ψ =
1
|H| ∑
h∈H
π(h)Bπ,ψ
of the Bessel function, we prove that
Wπ,ψ(In) =
dim ρ
dimπ
·
|GLn(E)|
|GLn(F)||U(n, E/F)|
,
where ρ is the representation of U(n, E/F) (resp. GLn(F)) that base changes to π when
H is GLn(F) (resp. U(n, E/F)). As an application we classify the members of a generic
L-packet of SLn(E) that admit invariant vectors for SLn(F). Finally we prove a p-adic
analogue of our result for square-integrable representations in terms of formal degrees
by employing the formal degree conjecture of Hiraga-Ichino-Ikeda [HII08].
1. Introduction
Let F = Fq be the finite field of q elements for a prime power q. Let E = Fq2.
For a connected reductive group G defined over F, the question of which irreducible
representations of G(E) admit a non-trivial G(F)-invariant vector has been extensively
studied [Gow84, Pra99, Lus00]. A representation of G(E) which admits such a vector
is said to be G(F)-distinguished. Of particular interest is the multiplicity free situation
in which case there is a one dimensional space of G(F)-fixed vectors on an irreducible
distinguished representation of G(E). Gow proved that this is the case when G =
GL(n) or G = U(n) [Gow84].
Let σ be the Frobenius automorphism given by σ(x) = xq for x ∈ E. We continue
to denote by σ the involution on GLn(E) which is applying σ entry wise. Define the
involution τ on GLn(E) by
gτ = J tg−σ J−1,
where J is the longest Weyl element in GLn(E) consisting of 1’s on the anti-diagonal
and 0’s elsewhere. Note that GLn(F) is the fixed points of σ and we take U(n, E/F)
to be subgroup of GLn(E) consisting of the fixed points of τ.
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Let π be an irreducible representation of GLn(E). If ι is an involution on GLn(E),
we define the representation πι by πι(g) = π(gι). Assume πι ∼= π. Then there is a
linear transformation, say Tι, unique up to a scalar multiple, on the space of π such
that
π(g) ◦ Tι = Tι ◦ π(g
ι).
Let ι be either σ or τ. It is known that there exists an irreducible representation ρ of
Gι = {g ∈ GLn(E) | g
ι = g}
such that
Trace [π(g)Tι ] = Trace [ρ(gg
ι)],
for a suitable normalization of Tι. We say that the ι-invariant representation π of
GLn(E) is the base change lift of the representation ρ of Gι or that ρ base changes
to π. This is the work of Shintani when ι = σ [Shi76], and Kawanaka when ι = τ
[Kaw77]. We remark that Kawanaka assumes the characteristic p to be odd, so it is
understood that we have the same assumption whenever we deal with base change
from U(n, E/F).
It follows from the work of Gow [Gow84] that distinction is characterized by base
change. An irreducible representation π of GLn(E) is distinguished with respect to
GLn(F) if and only if it is a base change lift from U(n, E/F) and it is distinguished
with respect to U(n, E/F) if and only if it a base change lift from GLn(F).
The main aim of this paper is to take the next step after Gow’s result which is
to describe the unique invariant vector explicitly in a given model for the repre-
sentation. We assume that the representation is generic, that is to say that it has a
Whittaker model, and we answer this question on the Whittaker model. We do this
for the symmetric pairs (G,H) considered by Gow, namely, (GLn(E), GLn(F)) and
(GLn(E), U(n, E/F)).
Recall that an irreducible representation π of GLn(E) contains a non-degenerate
character ψ of N(E) at most once by a well-known result of Gelfand and Graev
[GG62]. The irreducible representation π is said to be ψ-generic if it does contain
such a ψ and the unique realization of π in the representation induced from N(E) to
G(E) of ψ is called the ψ-Whittaker model of π, denoted by W(π,ψ). An irreducible
representation of G(E) is generic with respect to one non-degenerate character of
N(E) if and only if it is generic with respect to any non-degenerate character of N(E).
Throughout this paper we fix the character ψ that we work with; we choose ψ so that
it is trivial on restriction to the group NH of unipotent upper triangular matrices in
H. This is equivalent to saying that ψτ = ψ (resp. ψσ = ψ) when H = GLn(F) (resp.
U(n, E/F)). Now if πι ∼= π thenW(π,ψ) = W(πι,ψ), by the uniqueness of the Whit-
taker model, and the ι-twisted intertwining operator Tι can be realized on W(π,ψ)
as
Tι(W) = W
ι,
where W ι(g) = W(gι).
For an irreducible generic representation π of GLn(E), observe that there is a unique
vector Bπ ∈ W(π,ψ), up to multiplication by scalars, such that
Bπ(mgn) = ψ(mn)Bπ(g),
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for g ∈ GLn(E), and m, n ∈ N(E), by the multiplicity one result of Gelfand and
Graev [GG62]. This space is investigated by Gelfand in [Gel70], and in particular
such a vector, called the Bessel function of π, has an explicit description in terms of
the character of π [Gel70, Proposition 4.5]. If χπ denotes the character of π then the
Bessel function is given by
Bπ(g) =
1
|N(E)| ∑
n∈N(E)
ψ−1(n)χπ(gn).
Note that Bπ(In) = 1. Thus, in the multiplicity free situation of (GLn(E),N(E),ψ)
considered by Gelfand-Graev [GG62], the unique ψ-invariant vector in the ψ-Whittaker
model can be explicitly described and this is in terms of the character of π.
The main theorem of this paper is an explicit description of the unique vector in the
multiplicity free situation of (GLn(E),H, 1), where H is either GLn(F) or U(n, E/F),
considered by Gow [Gow84]. For an irreducible generic representation of GLn(E), we
do this on the Whittaker model in terms of the Bessel function of π. Note that given
any Whittaker functionW inW(π,ψ), the sum of its H-translates, namely ∑
h∈H
π(h)W,
is obviously H-invariant, so the point is to choose a Whittaker vector W so that this
sum is non-zero. Equivalently, we are interested in the (obviously H-invariant) linear
form on W(π,ψ) given by
W 7→ ∑
h∈H
W(h),
and in finding a vector on which this linear form is non-vanishing. Such a vector
is called a test vector for the linear form. We show that the Bessel function is a test
vector for this linear form. In fact we derive a formula for the value of this linear
form at the Bessel function. It is striking that our formula involves base change and
thus not only that base change characterizes distinction [Shi76, Kaw77, Gow84], but
the relationship between distinction and base change is even deeper and it reflects at
the level of a test vector!
Theorem 1.1. Let π be an irreducible generic representation ofGLn(E) which is distinguished
with respect to H which is either GLn(F) or U(n, E/F). Let H′ denote U(n, E/F) when
H = GLn(F), and GLn(F) when H = U(n, E/F). Let ρ be the representation of H′ that
base changes to π. Let ψ be a non-degenerate character of N(E)/NH . Let W(π,ψ) be the
ψ-Whittaker model of π, and let Bπ ∈ W(π,ψ) be the Bessel function of π. Consider the
H-invariant linear form on W(π,ψ) given by
λ(W) =
1
|H| ∑
h∈H
W(h).
Then, λ(W) is independent of the non-degenerate character ψ of N(E)/NH , and
λ(Bπ) =
dim ρ
dimπ
·
|GLn(E)|
|GLn(F)||U(n, E/F)|
.
Corollary 1.2. The unique, up to multiplication by scalars, non-trivial H-invariant vector
Wπ ∈ W(π,ψ) is given by
Wπ = ∑
h∈H
π(h)Bπ .
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Moreover, if Λ is the ψ-Whittaker functional on π then Λ(Wπ) 6= 0.
Remark 1. In [Mao01], Mao has investigated the H-Bessel function associated to a ψ-
generic H-distinguished representation of a group G where (G,H) is a multiplicity
one symmetric pair. According to [Mao01, Proposition 3], there exists απ ∈ G such
that
iπ(g) =
1
|N||H| ∑
n∈N
∑
h∈H
ψ−1(n)χπ(απhgn),
is non-zero and any H-Bessel function is a multiple of this function. It is easy to see
that απ 6= 1 if ψ is non-trivial on N ∩ H. If ψ is trivial on N ∩ H, one consequence of
Theorem 1.1 is that απ can be chosen to be 1 in the cases of (G,H) considered in this
paper. Indeed, with απ = 1,
iπ(g) = λ(π(g)Bπ),
and Theorem 1.1 evaluates iπ(1) to be non-zero.
The next theorem concerns the symmetric pair (GLn(E), GLn(F)). This theorem is
a consequence of Theorem 1.1 as well as Proposition 2.1. To state the theorem we
introduce the linear functional on W(π,ψ) given by
ℓ(W) =
1
|GLn(F)|
∑
p∈P(F)
W(p),
where P(F) denotes the mirabolic subgroup of GLn(F). The linear form is obviously
P(F)-invariant. Observe that it is GLn(F)-invariant precisely when π is distinguished
with respect to GLn(F) and the dimension of the space of P(F)-fixed vectors of π is
one dimensional; such irreducible representations are said to be relatively cuspidal
and they afford a nice characterization (cf. Corollary 5.7). Thus, if π is a relatively
cuspidal representation of GLn(E) then both the linear forms λ and ℓ on W(π,ψ)
are GLn(F)-invariant and hence they differ by a scalar. We compute this scalar in the
following theorem.
Theorem 1.3. Let π be a relatively cuspidal representation of GLn(E). Let ρ be the represen-
tation of U(n, E/F), necessarily cuspidal, that base changes to π. Then,
λ =
|GLn(E)/N(E)|
|U(n, E/F)/N(F)|
·
dim ρ
dimπ
· ℓ.
Though most of this paper concerns only with finite fields, a comparison with the
corresponding picture for p-adic fields may be illuminating. For a quadratic exten-
sion K/k of p-adic fields, multiplicity one is true only for (GLn(K), GLn(k)) and not
for (GLn(E), U(n,K/k)). For the purposes of comparison we restrict ourselves to the
former symmetric pair in which case the unique invariant linear form can be explicitly
realized on the Whittaker model for any irreducible generic distinguished represen-
tation and there exists an explicit test vector for this invariant form. For more details,
we refer to [AM17]. Suffices to say here that the mirabolic subgroup P(k) of GLn(k)
plays a crucial role in the p-adic setting whereas it is of not much use in the finite
field case. The point is that the space of P(F)-invariants on an irreducible represen-
tation of GLn(E) can be quite large in general (see Example 1). Note also that over
a p-adic field, every irreducible representation with a Whittaker model has a Kirillov
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model and vice-versa, while over a finite field only the cuspidal representations have
a Kirillov model. Ultimately the finite field case is different due to semisimplicity
of representations and this lack of non-trivial extensions is related to the lack of a
non-trivial absolute value (see Proposition 5.5 and Remark 7). In §5, we redo the
Bernstein-Zelevinsky theory over finite fields in order to shed light on these differ-
ences and this section may be of independent interest as well. As is to be expected,
the Bernstein-Zelevinsky approach takes a particularly simple form in the case of
finite fields.
The p-adic case dealt with in [AM17, §7] plays an important role in the study of dis-
tinction for the symmetric pair (SLn(K), SLn(k)) [AP18]. Closely following the meth-
ods of [AP18], our main theorem can be used to characterize the members of a generic
L-packet of SLn(E) that admit SLn(F)-invariant vectors in terms of ψ-genericity. We
refer to §6 for the precise result.
In §7, we prove a p-adic analogue of Theorem 1.1 for square-integrable represen-
tations for the symmetric pair (GLn(K), GLn(k)), where K/k is a quadratic extension
of p-adic fields. Since we are dealing with square-integrable representations an ex-
act analogue of the linear form λ of Theorem 1.1 is known to exist and we show
that its value at suitably chosen Whittaker functions of a square-integrable GLn(k)-
distinguished representation π is given by d(ρ)/d(π), up to a non-zero constant not
depending on the representations, where ρ is the square-integrable representation of
U(n,K/k) that base changes to π, and d(ρ) (resp. d(π)) denotes the formal degree of
the representation ρ (resp. π) (cf. Remark 9).
In fact it is more illuminating to state the p-adic analogue of Theorem 1.3. We do
this now. Let π be a square-integrable representatio of GLn(K) which is distinguished
with respect to GLn(k). The p-adic analogues of the linear forms of Theorem 1.3 do
exist and are invariant under GLn(k) [Fli88, AKT04, Kab04]. Thus, the two GLn(k)-
invariant forms on W(π,ψ) are given by
λ(W) =
∫
k×N(k)\GLn(k)
W(h)dh,
and
ℓ(W) =
∫
N(k)\P(k)
W(h)dh.
Theorem 1.4. Let π be a square-integrable representation of GLn(K) which is distinguished
with respect to GLn(k). Let ρ be the square-integrable representation of U(n,K/k) that base
changes to π, stably or unstably depending on the parity of n. For W ∈ W(π,ψ), we have
λ = c · ǫ(1/2,π, r,ψ) ·
d(ρ)
d(π)
· ℓ,
where c is a positive constant that does not depend on the representations ρ and π, and
ǫ(1/2,π, r,ψ) ∈ {±1} is the Asai root number of π.
The constant c > 0 is intimately related to the formal degree conjecture of Hiraga,
Ichino, and Ikeda [HII08] for the groups GLn(K) and U(n,K/k). The Asai root number
is expected to take the value 1 under the assumptions of Theorem 1.4 and this is
indeed known if π is a cuspidal representation [AKM+18, Theorem 1.2]. Note that
in its finite analogue, namely Theorem 1.3, the constant c is made explicit and has an
6 U. K. ANANDAVARDHANAN AND NADIR MATRINGE
especially nice form. Consequently Theorem 1.3 is indicative of a finite field analogue
of the the formal degree conjecture of [HII08] (cf. Remark 10).
2. Preliminaries
Let F = Fq and E = Fq2 . Define σ on E by σ(x) = x
q. We define the involution σ
on G = GLn(E) by
σ((aij)) = (a
σ
ij)
and the involution τ on GLn(E) by
gτ = J tg−σ J−1,
where J is the longest Weyl element in GLn(E) consisting of 1’s on the anti-diagonal
and 0’s elsewhere. For an involution ι of GLn(E), let
Gι = {g ∈ GLn(E) | g
ι = g}.
We have Gσ = GLn(F), and we define U(n, E/F) to be Gτ.
Let π be an irreducible representation of GLn(E). The representation π is said to
be distinguished with respect to a subgroup H if it has an H-invariant vector. We
know that an irreducible representation π of GLn(E) has at most a one dimensional
space of Gι-invariant vectors where ι is either σ or τ [Gow84, Theorem 2.1, Theorem
3.6]. Define the representation πι of GLn(E) by πι(g) = π(gι). It is known that π is
distinguished with respect to Hσ if and only if π ∼= πτ and it is distinguished with
respect to Hτ if and only if π ∼= πσ [Gow84, Theorem 2.4, Theorem 3.6].
Let π ∼= πι. There exists a linear transformation Tι, which is unique up to a scalar
multiple, on the space of π such that
π(g) ◦ Tι = Tι ◦ π(g
ι).
Let ι be either σ or τ. It is known that there exists an irreducible representation ρ of
Gι such that
Trace [π(g)Tι] = χρ(gg
ι),
for a suitable normalization of Tι. Here χρ denotes the character of ρ. Note that gg
ι is
conjugate to an element of Gι, by Lang’s theorem, and therefore χρ(ggι) makes sense.
The ι-invariant representation π of GLn(E) is said to be the base change lift of the
representation ρ of Gι. When ι = σ, base change is established by Shintani [Shi76,
Theorem 1], and this is done by Kawanaka when ι = τ [Kaw77, Theorem 4.1 (b)]. We
note that Kawanaka assumes that the characteristic of F is odd.
Let N = N(E) be the subgroup of GLn(E) consisting of unipotent upper triangular
matrices. If ψ is a non-degenerate character of N then we know that the induced
representation IndGNψ is multiplicity free [GG62]. This is called the Gelfand-Graev
representation. An irreducible representation π of GLn(E) is said to be generic if it
appears in the Gelfand-Graev representation. The ψ-Whittaker model of π is given
by the vector space
W(π,ψ) = {W : G → C | W(ng) = ψ(n)W(g) for g ∈ G, n ∈ N},
on which π acts as
π(g′)W(g) = W(gg′).
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It follows that if π is generic then the space
{B ∈ W(π,ψ) | π(n)B = ψ(n)B}
is one dimensional. By [Gel70, Proposition 4.5], the function defined by
Bπ(g) =
1
|N(E)| ∑
n∈N(E)
ψ−1(n)χπ(gn)
belongs to W(π,ψ). Note that Bπ(In) = 1. This is called the Bessel function of π.
Let ψ be a non-degenerate character of N(E) such that ψ = ψι. Note that such a
character can be constructed starting from a non-trivial additive character ψ0 of F.
Define the character ψ of E to be
ψ(x) =
{
ψ0(Trace(x)) if ι = σ,
ψ0(Trace(∆x)) if ι = τ,
where ∆ ∈ E is of trace zero. Continue to denote by ψ the character of N(E) given by
ψ((xij)) = ψ(
n−1
∑
i=1
xi,i+1).
Observe that ψ = ψι. Now if π is irreducible and generic such that π ∼= πι, we have
W(π,ψ) = W(πι,ψ), by the uniqueness of the ψ-Whittaker model. We may realize
the ι-twisted intertwining operator Tι on W(π,ψ) as
Tι(W) = W
ι,
where W ι(g) = W(gι).
The most crucial property of the Bessel function that we will appeal to is the fol-
lowing lemma by Gelfand [Gel70, Proposition 4.9] (see also [Nie14, Lemma 2.14]). Let
n = n1 + · · ·+ nk be a partition of n into positive terms. Let a1, . . . , ak ∈ E
×. Let
gn1,...,nk(a1, . . . , ak) =

0 0 . . . 0 a1 In1
0 0 . . . a2 In2 0
. . . . . . . . . . . . . . .
. . . ak−1 Ink−1 0 0 0
ak Ink 0 0 0 0

Proposition 2.1. Let π be an irreducible generic representation of GLn(E) and let Bπ be
its (normalized) Bessel function. If Bπ(aw) 6= 0, where a is a diagonal matrix and w is a
permutation matrix, then
aw = gn1,...,nk(a1, . . . , ak),
for some ai ∈ E
×, ni ∈ N, 1 ≤ i ≤ k.
3. Proof of Theorem 1.1
Let π be an irreducible generic representation of GLn(E) which is distinguished
with respect to Gι. Let κ be the involution opposite to ι. By which we mean κ = τ if
ι = σ and κ = σ if ι = τ. Thus, π ∼= πκ . Recall that Gι = GLn(F) when ι = σ and
Gι = U(n, E/F)) when ι = τ. The proof is uniform and does not distinguish these
two cases. Let ψ : N(E) → C× be a non-degenerate character such that ψ = ψκ . Let
Bπ ∈ W(π,ψ) be the Bessel function of π in its ψ-Whittaker model.
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Our interest is in evaluating
λι(Bπ) =
1
|Gι|
∑
h∈Gi
Bπ(h).
Note that λι is well-defined since ψ = ψκ. Let Xκ be the set of norm one elements
with respect to the involution κ; i.e.,
Xκ = {g ∈ GLn(E) | gg
κ = 1}.
The strategy is to consider
µκ(Bπ) =
1
|Gι|
∑
g∈Xκ
Bπ(g),
which is easier to evaluate and to claim that λι(Bπ) = µκ(Bπ).
Let A be the maximal torus of GLn(E) consisting of diagonal matrices and let W be
the group of permutation matrices representing the Weyl group of GLn(E). We first
observe the following easy lemma.
Lemma 3.1. The following two sets are equal
{aw ∈ Gι ∩ AW | Bπ(aw) 6= 0} = {aw ∈ Xκ ∩ AW | Bπ(aw) 6= 0}.
Proof. By Proposition 2.1, aw is of the form gn,a = gn1,...,nk(a1, . . . , ak), however
tgn,a =
Jgn,a J
−1 and the result follows. 
The next lemma is about the shape of the Bruhat cells.
Lemma 3.2. Let ι be σ or τ. If g ∈ Xi then g = nawn
−ι for some n ∈ N(E), a ∈ A,w ∈W.
Moreover wwι = 1.
Proof. One could argue as in the proof of [Fli92, Proposition 3] invoking Lang’s theo-
rem but for the sake of brevity it is easier to use the said result instead. According to
[Fli92, Proposition 3],
GLn(E) =
⊔
N(E)AηwGι,
where the union is over w ∈ W such that wwι = 1 and ηw satisfies ηwη−ιw = w, and the
double coset is independent of the choice of the representative. Now, if g ∈ Xι then
g = αα−ι for α ∈ GLn(E), by Lang’s theorem, and writing α = nbηwh , it follows that
g = (nbηwh)(nbηwh)
−ι = nbwb−ιn−ι = nawn−ι,
for some a ∈ A. 
Now we can see the equality of the linear forms λι and µκ on the Bessel function.
Lemma 3.3. Let ι, κ ∈ {σ, τ} be opposite involutions. Let ψ = ψκ . Let λι and µκ be the
linear forms defined on W(π,ψ) by
λι(W) =
1
|Gι|
∑
h∈Gi
W(h) & µκ(W) =
1
|Gι|
∑
g∈Xκ
W(g).
Then,
λι(Bπ) = µκ(Bπ).
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Proof. By the Bruhat decomposition for the group Gι and Lemma 3.2 and its proof, we
are led to look at h = n1awn
−1
2 and g = nawn
−κ with Bπ(aw) 6= 0 of the following
form: w ∈W is such that wwκ = 1 and a ∈ A is of the form bwb−κw−1 for b diagonal,
n1 and n2 are from the subgroup Nι of unipotent upper triangular matrices in Gι and
n ∈ N(E). Since ψ = ψκ ,
ψ(n1) = ψ(n
−1
2 ) = 1 & ψ(nn
−κ) = 1,
the proof of the lemma boils down to check that
{n1awn
−1
2 | Bπ(aw) 6= 0, aw ∈ Gι ∩ AW, n1, n2 ∈ Nι}
and
{nawn−κ | Bπ(aw) 6= 0, aw ∈ Xκ ∩ AW, n ∈ N(E)}
have the same cardinality. Because aw ∈ Gι ∩ AW if and only if aw ∈ Xκ ∩ AW by
Lemma 1, and because Nι × Nι and N(E) have the same cardinality (when ι = τ
this can be checked at the Lie algebra level, using the exponential), it is enough to
show that the stabilizers of aw in Nι × Nι and N(E) with Bπ(aw) 6= 0, for w such that
wwκ = 1 and a = bwb−κw−1 have the same cardinality. Noticing that nawn−κ = aw if
and only if b−1nb fixes w, and that n1awn
−1
2 = aw if and only if (a
−1n1a, n2) fixes w,
we can suppose that a = 1. To conclude, denoting by ℓ the length on W with respect
to the set of simple reflections, one checks that
|StabNι×Nι(w)| = |StabN(E)(w)| = q
(n2)−ℓ(w).

To complete the proof of Theorem 1.1 it remains to evaluate µκ(Bπ). We state this
as the next lemma.
Lemma 3.4. Let π be an irreducible generic representation of G = GLn(E) which is a base
change lift of a representation ρ of Gκ. Then,
∑
g∈Xκ
Bπ(g) =
dim ρ
dimπ
· |Xκ |
Proof. Since ρ base changes to π, we have the character identity
Trace [π(g)Tκ ] = χρ(gg
κ),
for any g ∈ GLn(E). Now consider the operator
T = ∑
g∈Xκ
π(g)Tκ
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defined on the space of π. If x ∈ GLn(E), observe that
Tπ(x) = ∑
g∈Xκ
π(g)Tκπ(x)
= ∑
g∈Xκ
π(g)π(xκ)Tκ = ∑
g∈Xκ
π(gxκ)Tκ
= ∑
y∈Gκ\GLn(E)
π(y−1yκxκ)Tκ
= ∑
y∈Gκ\GLn(E)
π(x(yx)−1(yx)κ)Tκ
= ∑
g∈Xκ
π(xg)Tκ = ∑
g∈Xκ
π(x)π(g)Tκ
= π(x)T.
It follows, by Schur’s lemma, that T is a scalar, say c(π). Thus, we have,
∑
g∈Xκ
π(g)Tκ = c(π) · I.
Taking trace on both sides,
∑
g∈Xκ
χρ(gg
κ) = c(π) · dimπ.
But the left hand side is
∑
g∈Xκ
χρ(1) = dim ρ · |Xκ |.
Now we have evaluated the scalar c(π) to be the right hand side of the identity in
the lemma. To complete the proof we apply the operator identity
∑
g∈Xκ
π(g)Tκ = c(π) · I
to the Bessel function Bπ and evaluate the resulting function at the identity matrix.
The right hand side gives
c(π)Bπ(In) = c(π) · 1 = c(π),
whereas the left hand side gives, by observing that TκBπ = Bπ (since ψ = ψκ and by
the uniqueness of the Bessel function),
∑
g∈Xκ
π(g)TκBπ(In) = ∑
g∈Xκ
π(g)Bπ(In) = ∑
g∈Xκ
Bπ(g).
This completes the proof of the lemma. 
Proof of Theorem 1.1. Theorem 1.1 follows by clubbing Lemma 3.3 and Lemma 3.4, and
by observing that |Xκ | =
|GLn(E)|
|Gκ |
. 
Remark 2. In the split case, i.e., when E = F⊕ F, we will be looking at π⊗π or π⊗π∨
and the base changing representation is π. So the quotient of the dimensions on the
right hand side of Theorem 1.1 is 1/ dimπ. The quotient of the group orders cancel
out as
GLn(E) = GLn(F)×GLn(F)
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and the subgroups involved are
H = {(g, g) | g ∈ GLn(F)}
and
U = {(g,wtg−1w−1) | g ∈ GLn(F)}.
Note that
Bπ,ψ(w
tg−1w−1) = Bπ,ψ(g),
and thus in both the cases, i.e., distinction with respect to H and with respect to U,
Theorem 1.1 takes the form
1
|GLn(F)|
∑
g∈GLn(F)
Bπ,ψ(g)Bπ,ψ(g) =
1
dimπ
.
However, this can be proved by rather elementary means as well and it does not
require the strategy employed in the paper. Indeed this identity follows immediately
from the definitions by an application of [Gel70, Lemma 5.1].
Remark 3. An appealing way of stating the identity of Theorem 1.1 is as follows:
dimπ
dim ρκ
· λι(Bπ) =
dimπ
dim ρι
· λκ(Bπ) =
|G|
|Gι||Gκ|
.
Both sides have three quantities related respectively to G, Gι, and Gκ.
Remark 4. The crux of the proof of Theorem 1.1 is the equality of the linear forms λι
and µκ defined on W(π,ψ). The form λι is obviously Gι-invariant. Though not that
obvious it is not difficult to see that the form µκ is in fact a ψ-Whittaker functional.
Indeed,
µκ(π(n)W) =
1
|Gι|
∑
g∈Xκ
W(gn)
=
1
|Gι|
∑
g∈Xκ
W(nκ(n−κgn))
=
1
|Gι|
∑
g∈Xκ
W(nκg),
by sending g to nκgn−1 ∈ Xκ . Thus,
µκ(π(n)W) = ψ
κ(n)µκ(W) = ψ(n)µκ(W),
since ψ = ψκ. Thus we are equating the value at the ψ-Bessel function of a Gι-invariant
functional and a ψ-Whittaker functional.
Remark 5. Though it is not obvious to conclude λι(Bπ) 6= 0 for each irreducible generic
distinguished representation it is quite easy to conclude that not all λι(Bπ) are 0. This
follows from orthogonality relations as follows. From the identity,
Bπ(g) =
1
|N(E)| ∑
n∈N(E)
ψ−1(n)χπ(gn),
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it follows easily that
∑
π∈Gˆ
dimπ λι(Bπ) =
1
|N|
1
|Gι|
∑
π∈Gˆ
∑
n∈N
∑
h∈Gι
dimπ ψ−1(n)χπ(hn)
=
1
|N|
1
|Gι|
∑
n∈N
∑
h∈Gι
ψ−1(n)
(
∑
π∈Gˆ
dimπ χπ(hn)
)
=
1
|N|
1
|Gι|
∑
n∈N
∑
h∈Gι
ψ−1(n)χreg(hn)
=
|G|
|Gι||Nι|
,
where reg is the regular representation of G and Gˆ is the set of all irreducible repre-
sentations of G. Note that by Theorem 1.1,
∑
π∈Gˆ
dimπ λι(Bπ) = ∑
π∈Gˆ
dimπ
dim ρ
dimπ
|G|
|Gι||Gκ|
=
|G|
|Gι||Gκ|
∑
π∈Gˆgen
dim ρ
=
|G|
|Gι||Gκ|
∑
ρ∈Gˆ
gen
κ
dim ρ
=
|G|
|Gι||Gκ|
|Gκ |
|Nκ |
=
|G|
|Gι||Nι|
,
as |Nι| = |Nκ |. In the above, Hˆgen stands for the set of irreducible generic represen-
tations of H. Note that the injectivity of the base change map is used in the third
step.
Remark 6. The Bessel function is known to be a spectral projector. That is, if W is any
ψ-Whittaker function on G, its projection to W(π,ψ) is given by
PπW(x) =
dimπ
|G| ∑
g∈G
W(g)Bπ(xg
−1).
Now the most natural ψ-Whittaker function on the group G is given by
W1(g) =
{
ψ(n) if g = nh ∈ NGι,
0 otherwise.
Observe that
PπW1 = dimπ ·
|Nι|
|G| ∑
h∈Gι
π(h)Bπ = dimπ ·
|Nι||Gι|
|G|
Wπ.
Thus, Corollary 1.2 asserts that W1 projects non-trivially to each irreducible generic
distinguished representation π.
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Proof of Theorem 1.3. It is enough to evaluate the linear forms λ and ℓ at any one Whit-
taker vector and we do this on the Bessel function. Now the proof follows by clubbing
Theorem 1.1 with Proposition 2.1. Indeed, by Proposition 2.1,
ℓ(Bπ) =
1
|GLn(F)|
· |N(F)|,
and thus by Theorem 1.1, λ and ℓ differ by
|GLn(E)|
|N(F)||U(n, E/F)|
=
|GLn(E)/N(E)|
|U(n, E/F)/N(F)|
.

4. Comparison with the p-adic case
In this section K/k is a quadratic extension of p-adic fields and we consider the
symmetric space (GLn(K), GLn(k)). Let N, P, and ψ have similar meanings as in §1.
For details we refer to [AM17] and the references therein.
An irreducible admissible representation π of GLn(K) is GLn(k) distinguished if
HomGLn(k)(π, 1) 6= 0. As in the finite field case it is known that the above space is
one dimensional when π is distinguished. We also know that there is an integral rep-
resentation for the invariant linear form and that it can be realized on the Whittaker
spaceW(π,ψ) by
ℓ(W) =
∫
N(k)\P(k)
W(p)dp.
The linear form ℓ is known to be not identically zero.
Suppose π an irreducible admissible representation GLn(K) which is distinguished
with respect to GLn(k). The key input in concluding that the obviously P(k)-invariant
linear form ℓ on π is in fact GLn(k)-invariant is the following identity
HomGLn(k)(π, 1) = HomP(k)(π, 1),
due to Youngbin Ok.
Ok’s identity is the relative version of a well-known result due to Bernstein on P-
invariant distributions [Ber84, Theorem A]. As Bernstein remarks, there are several
places in this work where the fact that the underlying field is p-adic and not finite
plays a crucial role [Ber84, p. 53, p. 62].
Similarly, Ok’s identity is also not true over a finite field. A simple counterexample
may be constructed by looking at a distinguished principal series representation of
GL2(E). So let π = Ps(χ1, χ2) be the principal series representation of GL2(E) induced
from the character of the Borel subgroup given by
χ
((
a b
0 d
))
= χ1(a)χ2(d),
where χ1 6= χ2 are characters of E
×. We assume χ1|F× = χ2|F× = 1 so that π is
distinguished with respect to GL2(F). By Mackey theory,
Ps(χ1, χ2)|GL2(F)
= Ind
GL2(F)
E×
[χ1χ
q
2]
⊕
Ps(χ1|F× , χ2|F× ),
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and by our assumption the second summand is Ps(1, 1) which is the direct sum of
the trivial representation and the Steinberg representation of GL2(F). The first sum-
mand is the direct sum of all the twists of the Steinberg representation. Therefore
dimHomP(F)(π, 1) = 3 whereas dimHomGL2(F)(π, 1) = 1.
In fact, in the p-adic case, by [AKT04, Theorem 1.1] and more generally by [Mat14,
Propositions 2.4 and 2.5], one has dimHomP(F)(π, 1) = 1 for any irreducible unitary
representation of GLn(E), even if it is not distinguished. Again the above example
shows that it is not true when F is finite, and the reason is that more factors of
the Bernstein-Zelevinsky filtration can support a P(F)-invariant linear form in the
setting of the paper because the absolute value is trivial. In the next section we take
a closer look at this phenomenon of higher multiplicity for P(F)-invariant vectors. In
particular Example 1 at the end of §5 generalizes the above example.
5. A Bernstein-Zelevinsky treatment of Gelfand’s theory for GLn(Fq)
In this section, we will introduce the so called Bernstein-Zelevinsky ([BZ76]) func-
tors Φ−, Φ+, Ψ−, and Ψ+, for representations of the linear group and its mirabolic
subgroup over finite fields, and establish their basic properties. Of course, the argu-
ments of Bernstein and Zelevinsky can considerably be simplified due to the fact that
we work with finite groups, for example there is no need to introduce sheafs, and this
is what we will do. We denote by R(G) the category of finite dimensional complex
representations of a finite group G. We recall that if H is a subgroup of G, if (π,V) is
an object in R(G), and if θ is a character of G, then one has
V = VH,θ ⊕V(H, θ),
where VH,θ is the vectors in v which transform by θ under the action of H, and
V(H, θ) = 〈π(h)v − θ(h)v, h ∈ H, v ∈ V〉.
Denoting by NG(θ) the subgroup of the normalizer NG(H) of H which stabilizes θ,
VH,θ = V/V(H, θ) and V
H,θ are canonically isomorphic as NG(θ)-modules, and we
will use both the models, depending on which is more convenient for the computa-
tions. In particular, a representation admits a non zero (H, θ)-equivariant linear form
on its space if and only if VH,θ 6= 0.
Let Pn = Pn(E) be the mirabolic subgroup of Gn = GL(n, E) so that Pn = Gn−1Un,
where
Un =
{(
In−1 X
1
)
⊂ Gn
}
.
Here, G0 is the trivial group by convention. We denote the character group of Un by
Ûn. Any π ∈ R(Un) can be written as
π =
⊕
θ∈Ûn
πUn,θ.
Note that if π is in fact the restriction to Un of an object in R(Pn) then all πUn,θ , with
θ 6= 1, are isomorphic Un-modules, as all the non-trivial characters ofUn are conjugate
under Gn−1. We denote by θn the character ofUn defined by θn(u) = ψ(un−1,n). Notice
that NPn(θn) = Pn−1. We set:
Ψ+ : R(Gn−1) → R(Pn), with Ψ
+(V) = V, and letting Un act trivially on V.
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Ψ− : R(Pn) → R(Gn−1), with Ψ
−(V) = VUn,1 ≃ VUn,1.
Φ+ : R(Pn−1) → R(Pn), with Φ
+(V) = IndPnPn−1.Un(V ⊗ θn).
Φ− : R(Pn) → R(Pn−1), with Φ
−(V) = VUn,θn ≃ VUn,θn .
We have the following basic proposition (cf. [BZ77, Proposition 3.2]).
Proposition 5.1. We have the relations:
(1) Φ−,Φ+,Ψ+,Ψ− are exact and commute with taking the contragredient.
(2) Φ+ and Φ− are left and right adjoint of each other, and so are Ψ+ and Ψ−.
(3) Φ− ◦Ψ+ = 0 and Ψ− ◦Φ+ = 0.
(4) Φ− ◦Φ+ ≃ Id and Ψ− ◦Ψ+ ≃ Id.
(5) For any π ∈ R(Pn), we have
π ≃ Φ+ ◦Φ−(π)⊕Ψ+ ◦Ψ−(π),
where
Ψ+ ◦Ψ−(π) ≃ πUn ,1
and
Φ+ ◦Φ−(π) ≃
⊕
θ∈Ûn−{1}
πUn,θ.
Proof. Property (1) is standard. Property (2) is also standard and follows from Frobe-
nius reciprocity, for example let us do the verification for the adjointness of Φ− and
Φ+. We have
HomPn−1(π,Φ
−(τ)) = HomPn−1.Un(π ⊗ θn, τ),
seeing Ψ− as a co-invariant functor. Applying Frobenius reciprocity, we get
HomPn−1.Un(π ⊗ θn, τ) ≃ HomPn(Φ
+(π), τ),
hence
HomPn−1(π,Φ
−(τ)) ≃ HomPn(Φ
+(π), τ).
The property
HomPn−1(Φ
−(τ),π) = HomPn(τ,Φ
+(π))
follows from Property (1). For Property (3), by definition on has Ψ+(π) = Ψ+(π)Un ,1,
hence
Φ− ◦Ψ+(π) = (Ψ+(π)Un ,1)Un,θn = Ψ+(π)Un ,1 ∩Ψ+(π)Un ,θn = {0}.
To see that Ψ− ◦ Φ+(τ) = 0, observe that a function on Pn which transforms at the
same time by θn and 1 under the right action of Un must vanish. For Property (4),
the part Ψ− ◦ Ψ+ = Id is immediate. On the other hand, a map f in Φ+(V) which
transforms by θn under the right action of Un has its support contained in NPn(θn) =
Pn−1 by an easy computation. This implies that Φ
− ◦Φ+(V) is the subspace of Φ+(V)
consisting of functions with support in Pn−1, and this subspace is clearly isomorphic
to V by the map f 7→ f (In). Finally, let us check Property (5). If π ∈ R(Pn), then
it is immediate that Ψ+ ◦ Ψ−(π) = πUn,1. On the other hand, W = Φ−(V) = VUn,θn
viewed as a representation of Pn−1, is in fact naturally a representation of Pn−1.Un,
which obviously satisfies W ⊗ θn = W. But then
Φ+(W) = IndPnPn−1.Un(W) =
⊕
t∈Pn−1.Un\Pn
t.W ≃
⊕
t∈Pn−1.Un\Pn
VUn,θ
t
n ,
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where θtn(x) = θn(t
−1xt). Now Pn−1.Un\Pn ≃ Pn−1\Gn−1, which itself identifies with
Ûn − {1} by the map t 7→ θtn, so we proved that
Φ+ ◦Φ−(V) ≃
⊕
θ∈Ûn−{1}
VUn,θ.

Now if τ is in R(Pn) (or in R(Gn), considering its restriction to Pn), we define τ(k)
to be the representation Ψ− ◦ (Φ−)k−1 of Gn−k. It follows from Proposition 5.1, as in
[BZ77, §3.5], that we have the following decomposition of representations of Pn by
Pn-submodules.
Proposition 5.2. For τ ∈ R(Pn), we have:
τ ≃
n⊕
k=1
(Φ+)k−1 ◦Ψ+(τ(k)).
Notice that by Property (4) of Proposition 5.1, the functors Ψ+ and Φ+ take irre-
ducible representations to irreducible representations, hence Proposition 5.2 has the
following corollary.
Corollary 5.3. A representation τ of Pn is irreducible if and only if τ ≃ (Φ+)k−1 ◦ Ψ+(ρ)
for some 1 ≤ k ≤ n, where ρ an irreducible representation of Gn−k (which is equal to π
(k)).
By definition, if τ is in R(Pn), then Hom(τ(n)),C) is the space of Whittaker func-
tionals on τ. In particular, an irreducible representation π is generic if and only if
π(n) 6= 0, in which case it is one dimensional by a famous theorem of Gelfand-Graev
[GG62].
Now we have:
Proposition 5.4. If π is an irreducible generic representation of Gn then the map
ResP : W 7→W|Pn
fromW(π,ψ) to K(ψ) = IndPnNnψ is surjective, and it is in fact up to scalar the only non-zero
element of HomPn(π, Ind
Pn
Nn
ψ).
Proof. This map is clearly a non-zero element of HomPn(π, Ind
Pn
Nn
ψ). But IndPnNnψ =
(Φ+)n−1 ◦Ψ+(1), hence using Property (2) of Proposition 5.1, we obtain that
HomPn(π, Ind
Pn
Nn
ψ) ≃ Hom(π(n), 1) ≃ C.
This gives the second part of the statement. 
We now recover the fact that the cuspidal representations are generic ([Gel70, The-
orem 8]) and have a Kirillov model but it costs nothing to include it where we are
now.
Proposition 5.5. A cuspidal representation π of Gn is generic and ResP is an isomorphism
between π|Pn and Ind
Pn
Nn
ψ.
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Proof. By Proposition 5.2, it is enough to prove that π(k) = {0} for 1 ≤ k ≤ n− 1. Let
Hn−k,k be the subgroup of Gn of matrices
h(x, n) =
(
In−k x
n
)
,
with n ∈ Nk, and ψk be the character Hn−k,k defined by ψk(h(x, n)) = ψ(n). Then
π(k) ≃ πHn−k,k,ψk . But clearly πHn−k,k,ψk ⊂ πUn−k,k,1, and this last space is zero by the
cuspidality of π. 
Remark 7. In the p-adic case, the map
ResP : W(π,ψ) → K(π,ψ) = {W|P | W ∈ W(π,ψ)}
is injective for all generic representations, and not just for cuspidal representations as
in Proposition 5.5. This essentially relies on the fact that there is a non-trivial absolute
value in this case (see the crucial step [BZ77, §4.8]).
Finally, we will give the finite Pn version of a very useful result of Kable [Kab04,
Proposition 1] (see also [Fli93, Appendix]). In the following, a prime in the superscript
denotes the F-points; P′n = Pn(F), U
′
n = Un(F), etc.
Proposition 5.6. If τ is a representation of Pn−1, then
HomP′n(Φ
+(τ), 1) ≃ HomP′n−1
(τ, 1).
Similarly,
HomP′n(Φ
+(ρ), 1) ≃ HomG′n−1
(ρ, 1).
In particular, (Φ+)k−1Φ+(ρ) is P(F)-distinguished if and only if ρ is distinguished. More-
over,
HomP′n(Ind
Pn
Nn
ψ, 1) ≃ C.
Proof. By Mackey theory, we have
Φ+(τ)|P′n =
⊕
s∈Pn−1.Un\Pn/P
′
n
Ind
P′n
(Pn−1.Un)s∩P
′
n
(τ ⊗ θn)
s.
Hence by Frobenius reciprocity, we get:
HomP′n(Φ
+(τ), 1) ≃ ∏
s
Hom(Pn−1.Un)s∩P′n((τ ⊗ θn)
s, 1).
Notice that (Pn−1.Un)
s ∩ P′n = P
s
n−1.Un ∩ P
′
n and (τ ⊗ θn)
s = τs ⊗ θsn, because s nor-
malizes Un. We also have
Pn−1.Un\Pn/P
′
n ≃ Pn−1\Gn−1/G
′
n−1,
and the map g 7→ θ
g
n identifies Pn−1\Gn−1 with Ûn − {1}. Hence θ
s
n describes the set
of G′n-orbits in Ûn − {1} when s varies in Pn−1.Un\Pn/P
′
n. Now it is easily checked
that the orbit of θn is exactly the set of non-trivial characters of Un which are trivial
on U′n. In particular, θ
s
n is not trivial on U
′
n when s 6= 1. This implies that for s 6= 1,
Hom(Pn−1.Un)s∩P′n(τ
s ⊗ θsn, 1) ⊂ HomU′n(τ
s ⊗ θsn, 1) = 0.
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Therefore,
HomP′n(Φ
+(τ), 1) ≃ Hom(Pn−1.Un)′(τ⊗ θn, 1) ≃ HomP′n−1.U
′
n
(τ⊗ θn, 1) ≃ HomP′n−1(τ, 1).
The last statement follows at once from the first, since
IndPnNnψ = (Φ
+)n−1 ◦Ψ+(1).
The other statements are immediate. 
We give some applications of this proposition, notice already that it immediately
implies that HomPn ′(π, 1) has at least dimension one when π is generic. First we
classify generic distinguished representations with multiplicity one for P′n-invariant
linear forms (we recall that it is all of them in the p-adic setting). We use × to denote
parabolic induction.
Corollary 5.7. Let π be a distinguished generic representation of Gn. Then
HomPn′(π, 1) ≃ C
if and only if π is either cuspidal distinguished, or π ≃ ρ∨× ρσ for ρ cuspidal with ρ∨ 6≃ ρσ.
Proof. A generic representation of Gn can uniquely be written under the form of a
commutative product
π = St(m1, ρ1)× · · · × St(m, ρr),
where ρi is cuspidal and not isomorphic to ρj for i 6= j, and St(mi, ρi) is the generic
summand of ρ
(mi)
i . It is moreover distinguished (i.e., π
∨ = πσ) if and only if one can
order the St(mi, ρi)’s so that St(mi+1, ρi+1)
σ ≃ St(mi, ρi)
∨ for i = 1, . . . , s for s ≤ ⌊r/2⌋
and St(mk, ρk) is distinguished (i.e., ρk is σ-self-dual) for k ≥ 2s + 1. Now take ρ
a cuspidal representation of Gl, and n = ml. The nonzero derivatives of St(m, ρ)
are the St(m, ρ)(al) for a = 1, . . . ,m; indeed they are by definition submodules of
the Jacquet modules πUi,n−i corresponding to standard unipotent subgroups Ui,n−i
of type (n − i, i) for i = 1, . . . , n, and the only such nonzero Jacquet modules are
for i = al. Moreover, as St(m, ρ) is the generic summand of St(m − a, ρ) × St(a, ρ),
we deduce by adjointness that St(m− a, ρ)⊗ St(a, ρ) is a summand of St(m, ρ)Un−al,al ,
hence that St(m− a, ρ) is a summand of St(m, ρ)(al). Notice that if ρ is distinguished,
then St(k, ρ) as well for all k. The above discussion, together with the given shape of
distinguished generic representations, the Leibniz rule for derivatives ([BZ77, Lemma
4.5], the proof of which applies in our setting), Proposition 5.2, and Proposition 5.6,
proves the result. 
We now give a general example of high multiplicity of P(F)-invariant linear forms
in irreducible representations.
Example 1. Let ρi be a representation of Gni(E), cuspidal and distinguished by Gni(F).
Suppose moreover that for i 6= j, one has ρi 6≃ ρj. Then the representation
π = ρ1 × · · · × ρr
of Gn(E) (with n = ∑i ni) is irreducible, generic and distinguished. We already no-
ticed that the nonzero derivative of a cuspidal representation ρ of Gn is ρ
(n), which is
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isomorphic to C according to Proposition 5.5. Hence by the Leibniz rule for deriva-
tives, the non-zero derivatives π(k) of π are obtained for k of the form ni1 + · · ·+ nil
for i1 < · · · < il , in which case π
(k) = ⊕mkj=1πk,j, where mk is the number of sequences
i1 < · · · < il satisfying ni1 + · · · + nil = k, and πk,j is the irreducible representa-
tion ∏i 6=i1,...,il ρi corresponding to the j-th sequence satisfying the property. All πk,j
are again distinguished, and so HomPn(F)((Φ
+)k−1Φ+πk,j, 1) is isomorphic to C by
Proposition 5.6. Finally Proposition 5.2 tells us that
dimHomPn(F)(π, 1) =
n
∑
k=1
mk.
6. The case G = SL(n)
The symmetric space (SLn(K), SLn(k)), where K/k is a quadratic extension of p-adic
fields, is well understood [AP03, AP18]. In particular, if π is an irreducible admis-
sible generic representation of SLn(K) and if some member of the L-packet of π is
distinguished with respect to SLn(k), then it follows that the SLn(k)-distinguished
representations of the L-packet of π are precisely the representations which are ψ-
generic [AP18, Theorem 5.6 (2)]. A crucial ingredient to the proof of this statement
is the explicit determination of the GLn(k)-invariant functional on the irreducible ad-
missible representation of GLn(K) which gives rise to the L-packet of π (which can
be assumed to be GLn(k)-distinguished) which we recalled in §4. This was what was
lacking in the case of finite fields (cf. [AP18, Remark 4]). All the other ingredients
required are known to be true for finite fields as well [AP18, §3]. Thus, closely follow-
ing the methods of [AP18], as a corollary to the main theorem of this paper, we get
the following theorem.
Theorem 6.1. Let π be an irreducible generic representation of SLn(E) which is distinguished
with respect to SLn(F). Then an irreducible representation π′ of SLn(E) from the L-packet of
π is distinguished with respect to SLn(F) if and only if π′ is ψ-generic for a non-degenerate
character ψ of N(E)/N(F).
Remark 8. There should be a theorem for the symmetric pair (SLn(E), SU(n)) analo-
gous to Theorem 6.1. However the details which are checked for (SLn(E), SLn(F)) in
[AP18] will have to be checked. We leave these out as it will be a digression from the
main theme of this paper.
7. A p-adic analogue of Theorem 1.1
Let K/k be a quadratic extension of p-adic fields. Our interest is in distinction
for the symmetric pair (GLn(K), GLn(k)) for square-integrable representations which
is related to stable (resp. unstable) base change from the quasi-split unitary group
U(n,K/k) when n is odd (resp. even), by the Flicker-Rallis conjecture, now a theorem
by the work of Mok [Mok15]. In this section we prove a p-adic analogue of Theorem
1.1, which is in fact a consequence of the formal degree conjecture of Hiraga, Ichino,
and Ikeda [HII08].
For unexplained notations in this section, we refer to [AKT04, Kab04, HII08, AM17].
We fix a non-degenerate additive character ψ of K/k. Note that such a character arises
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from a non-trivial additive character ψ0 of k as
ψ(x) = ψ0(Trace(∆x)),
where ∆ ∈ K is of trace zero. We normalize the Haar measures as in [HII08].
The formal degree conjecture relates in a precise way the formal degree of an elliptic
tempered representation to the absolute value of its adjoint γ-factor at s = 0 [HII08,
Conjecture 1.4]. We are interested in two cases of this conjecture, namely, for the
groups GLn(K) and U(n,K/k), when the representation is square-integrable. The
GLn(K) case is known and the case of U(n,K/k) is known for n ≤ 3 [HII08, Theorem
3.1 and Theorem 8.6], and a proof for arbitrary n has been recently announced by
Beuzart-Plessis, thus proving Proposition 8.5 of [HII08] without the assumptions over
there. Note that [HII08] employs the Langlands-Shahidi γ-factor whereas we argue
with the Rankin-Selberg γ-factors but then these two different definitions do coincide,
up to a root of unity, which is what is of relevance in this section, in the cases at hand.
For the γ-factor for pairs the said equality is due to Shahidi (cf. [Sha84, Theorem 5.1]
whereas for the Asai γ-factor the equality up to a root of unity was proposed in [AR05,
Remark 3.5], however executing this strategy requires a careful normalization of the
Rankin-Selberg γ-factor in the Asai case (cf. [AKM+18, Theorem 9.29 and Remark
9.33]).
Let π be a square-integrable representation of GLn(K) which is distinguished with
respect to GLn(k). Let ρ be the (unique) representation of U(n,K/k) that base changes
to π. When n is odd, we consider the stable base change, whereas we consider the
unstable base change when n is even. Notice that [HII08, Section 8] is written for n
odd so the unstable base change does not appear there. Notice as well that the p-
adic unitary group we consider is defined with respect to a matrix J′ with alternating
1’s and −1’s on the anti-diagonal. We denote the formal degrees by d(π) and d(ρ)
respectively. Note that these depend on the choices of the Haar measures which in
turn depend on the choice of the additive characters.
There are three γ-factors that will play a role; the one for the pair (π,π∨), and the
Asai and the twisted Asai γ-factors. We denote these respectively by γ(s,π × π∨,ψ),
γ(s,π, r,ψ), and γ(s,π, r′,ψ). Here, r is the Asai representation and r′ = r ⊗ ωK/k,
where ωK/k is the quadratic character of k
× associated to K/k.
Let the notation ∼ mean an equality up to a positive explicit constant that does not
depend on the representations involved. We have
|γ(s,π, r,ψ)| ∼
∣∣∣γLS(s,π, r,ψ0)∣∣∣ ,
and ∣∣γ(s,π, r′,ψ)∣∣ ∼ ∣∣∣γLS(s,π, r′,ψ0)∣∣∣ ,
where γLS(·) denotes the Langlands-Shahidi definition of the corresponding gamma
factors (cf. [AKM+18, Theorem 9.29 and Remark 9.33]).
Now the formulas for the formal degrees are as follows. By [HII08, Theorem 3.1],
d(π) =
1− q−1
n
∣∣∣∣lims→0 γLS(s,π × π∨,ψ)1− q−s
∣∣∣∣ ,
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and, by [HII08, Proposition 8.5], and by the forthcoming work of Beuzart-Plessis men-
tioned earlier,
d(ρ) =
1
2
∣∣∣γLS(0,π, r′,ψ0)∣∣∣ .
Thus, we have,
d(π) ∼
∣∣∣∣lims→0 s−1γ(s,π × π∨,ψ)
∣∣∣∣(1)
and
d(ρ) ∼
∣∣γ(0,π, r′,ψ)∣∣ .(2)
Let Z(s,W, ϕ) be the zeta integral that defines the Asai γ-factor via the Rankin-
Selberg method [Fli93, Kab04]. We have [Kab04, Proposition 2],
Z(1− s, W˜, ϕ̂) = γ(s,π, r,ψ)Z(s,W, φ),
where W˜(g) = W(J tg−1) and ϕ̂ is the Fourier transform of ϕ. Since π is square-
integrable there are two natural candidates for GLn(k)-invariant linear forms on the
Whittaker model W(π,ψ). One is the analogue of the linear form in Theorem 1.1
given by the convergent integral [Kab04]
λ(W) =
∫
k×N(k)\GLn(k)
W(h)dh,
which is obviously GLn(k)-invariant but non-vanishing precisely when π is distin-
guished, and the other, for which the finite field analogue is not very useful for the
reasons detailed in §4 and §5, is given by the convergent integral [AKT04, AM17]
ℓ(W) =
∫
N(k)\P(k)
W(p)dp,
which is known to be always non-vanishing but GLn(k)-invariant precisely when π is
distinguished (cf. §4).
It follows from the proof of [Kab04, Theorem 4] that
lim
s→0
sZ(s,W, ϕ) = c1 · ϕ(0) · λ(W),
where c1 is a certain volume depending on the measures, and from the proof of
[AKT04, Theorem 1.4] that
Z(1, W˜, ϕ̂) = c2 · ϕ(0) · ℓ(W˜) = c2 · ϕ(0) · ℓ(W),
where c2 is a certain volume depending on the measures. Note that the last equality
in the above identity is highly non-trivial and this is [AM17, Theorem 6.3].
Therefore we conclude that
λ = c · lim
s→0
sγ(s,π, r,ψ)−1 · ℓ,
where c = c2/c1. In other words,
λ ∼ lim
s→0
sγ(s,π, r,ψ)−1 · ℓ,(3)
From the well-known factorization
γLS(s,π × πσ,ψ0 ◦ TraceK/k) = γ
LS(s,π, r,ψ0)γ
LS(s,π, r′,ψ0),
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it follows that
|γ(s,π × πσ,ψ)| ∼ |γ(s,π, r,ψ)|
∣∣γ(s,π, r′,ψ)∣∣ .(4)
Noting that π∨ ∼= πσ (since π is GLn(k)-distinguished), we get∣∣∣∣lims→0 sγ(s,π, r,ψ)−1
∣∣∣∣ ∼ |γ(0,π, r′,ψ)||γ(0,π × πσ,ψ)| ∼ d(ρ)d(π) .(5)
On the other hand,
lim
s→0
sγ(s,π, r,ψ)−1 =
lim
s→0
sL(s,π, r)
L(1,π∨, r)
· ǫ(0,π, r,ψ)−1
= ǫ(1/2,π, r,ψ) · q
− f (π,r,ψ)/2
k ·
lim
s→0
sL(s,π, r)
L(1,π∨, r)
,
where f (π, r,ψ) is the Asai conductor of π with respect to ψ. It follows from an ap-
plication of Corollary 7.6 of [AKM+18] that the ratio of L-values in the above identity
is positive. Thus, (3) and (5) together imply that
λ ∼ ǫ(1/2,π, r,ψ) ·
d(ρ)
d(π)
· ℓ.
Note that the unwritten positive proportionality constant can be made completely
explicit from the discussion above and its computation ultimately relies on the validity
of the formal degree conjecture for GL(n,K) and Un(K/k). Also, it is expected that
ǫ(1/2,π, r,ψ) = 1,
when π is a square-integrable representation of GLn(K) which is distinguished with
respect to GLn(F) (cf. [Ana08, Theorem 1.1]), and this is known in particular when π
is assumed to be cuspidal (cf. [AKM+18, Theorem 1.2]).
We summarize the above arguments in the following theorem.
Theorem 7.1. Let π be a square-integrable representation of GLn(K) which is distinguished
with respect to GLn(k). Let ρ be the square-integrable representation of U(n,K/k) that base
changes to π, stably or unstably depending on the parity of n. For W ∈ W(π,ψ), we have
λ(W) ∼ ǫ(1/2,π, r,ψ) ·
d(ρ)
d(π)
· ℓ(W).
Moreover, if π is cuspidal,
λ(W) ∼
d(ρ)
d(π)
· ℓ(W).
Remark 9. By [AM17, Theorem 1.1], we know that the Whittaker function
Wπ =
1
L(1,πu, r)
Wessπ ,
where Wessπ is the essential vector defined by Jacquet, Piatetski-Shapiro, and Shalika,
and πu is a certain unramified standard module attached to π, has the property that
ℓ(Wπ) = 1. We note that L(1,πu, r) = 1, except when π is a unitary unramified twist
of the Steinberg representation. Thus, in particular, for Wπ = Wessπ /L(1,πu, r), we get
λ(Wπ) ∼ ǫ(1/2,π, r,ψ) · d(ρ)/d(π).
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Remark 10. In the finite field GL(n) setting, notice that the Bessel function indeed satis-
fies ℓ(Bπ) = 1 for ℓ suitably normalized. Hence, Theorem 1.1, in the (GLn(E), GLn(F))
case, is the analogue of Remark 9, and Theorem 1.3 is the exact analogue of Theorem
7.1. The suppressed constant of Theorem 7.1 is also made explicit in Theorem 1.3.
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