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Abstract—This paper presents a constrained deep adaptive
dynamic programming (CDADP) algorithm to solve general
nonlinear optimal control problems with known dynamics. Unlike
previous ADP algorithms, it can directly deal with problems
with state constraints. Both the policy and value function are
approximated by deep neural networks (NNs), which directly
map the system state to action and value function respectively
without needing to use hand-crafted basis function. The pro-
posed algorithm considers the state constraints by transforming
the policy improvement process to a constrained optimization
problem. Meanwhile, a trust region constraint is added to
prevent excessive policy update. We first linearize this constrained
optimization problem locally into a quadratically-constrained
quadratic programming problem, and then obtain the optimal
update of policy network parameters by solving its dual problem.
We also propose a series of recovery rules to update the policy
in case the primal problem is infeasible. In addition, parallel
learners are employed to explore different state spaces and
then stabilize and accelerate the learning speed. The vehicle
control problem in path-tracking task is used to demonstrate
the effectiveness of this proposed method.
Index Terms—Reinforcement learning, Adaptive dynamic pro-
gramming, Optimal control, State constraint.
I. INTRODUCTION
DYNAMIC programming (DP) is a theoretical and effec-tive tool in solving discrete-time (DT) optimal learning
problems with known dynamics [1]. The optimal value func-
tion for DT systems is based on solving the DT Hamilton-
Jacobi-Bellman (HJB) equation, also known as the Bellman
optimality equation, which develops backward in time [2].
However, due to the curse of dimensionality, running DP
directly to get the optimal solution of DT HJB is usually
computationally untenable for complex nonlinear DT systems
[3]. The adaptive dynamic programming (ADP) algorithms
were first proposed by Werbos as a way to overcome this
difficulty by solving an approximate solution of DT HJB
forward in time [4], [5]. ADP has several synonyms, including
approximate DP [6], reinforcement learning (RL) [7], and
neuro-DP [8].
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ADP methods are usually implemented as an actor-critic
architecture which involves a critic parameterized function for
value function approximation and an actor parameterized func-
tion for policy approximation [9]–[13]. Recently, deep neural
networks (NNs) have been widely used as approximators of
both value function and policy due to its strong fitting ability,
and achieve state-of-the-art performance on many control tasks
[7], [14]. Most ADP methods adopt iterative methods as
primary tools to adapt both value and policy networks by
iteratively solving the DT HJB equation [10]. Generalized
policy iteration (GPI), which contains PI and value iteration
as special cases, is an important iterative framework widely
used in ADP [7]. There are two revolving iteration procedures
for GPI framework: 1) policy evaluation, which makes the
value function consistent with the current policy, and 2)
policy improvement, which improves the policy to reduce the
corresponding value function.
Over the last few decades, many ADP methods of finding
optimal control solution for DT systems with known dynamics
have emerged. Chen and Jagannathan (2008) proposed an ADP
method to find nearly optimal control state feedback laws for
affine nonlinear DT systems by iteratively solving the general-
ized HJB equation. The value function was approximated by
a linear combination of artificially designed basis functions,
while the policy was directly derived from the value function
[15]. Both actor and critic NNs were utilized by Al-Tamimi et
al. (2008) to develop a value-iteration-based algorithm for DT
systems, and it was shown that the algorithm could converge
to the optimal value function and policy as long as the control
coefficient matrix was known [16]. Furthermore, Wei et al.
(2016) established a new termination criteria to guarantee the
effectiveness of the iterative policy NN for value iteration ADP
algorithms [17]. Liu et al. (2015) proposed a GPI algorithm for
DT nonlinear systems, and the admissibility property of NN
policy could also be guaranteed as long as the initialized policy
was admissible [18]. To relax the need of system dynamics
knowledge, Dierks et al. (2009) introduced a model NN to
learn the unknown system dynamics. Then ADP training was
undertaken using only the learned NN model [19]. In addition,
model-free algorithms such as DQN, DDPG, A3C, PPO, have
also been widely used to solve DT optimal learning problems
[20]–[24].
It should be pointed out that most existing ADP techniques
have a common shortcoming: they are not feasible for optimal
learning problems with state constraints. This is because the
gradient descent method is only suitable for solving uncon-
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2strained policy optimization problem. For practical applica-
tions, however, most controlled systems must be subject to
some state restrictions. Taking vehicle control in the path-
tracking task as an example, in addition to considering the
tracking performance, certain state functions of the vehicle
must be constrained to the stability zone to prevent vehicle
instability problems [25]. Model predictive control (MPC)
is a commonly used control method to solve control input
online while satisfying a set of constraints [26]. However,
compared with ADP, complex systems such as nonaffine
nonlinear models are still a big challenge for MPC.
In this paper, a new ADP algorithm, called constrained
deep ADP, is developed to solve optimal learning problems
of DT general nonlinear systems with nonaffine constrained
inputs. Both the actor and critic are approximated by deep
NNs to build a map from the system state to action and
value function respectively. No hand-crafted basis function is
needed in this case. The proposed algorithm considers the state
constraints by transforming the policy improvement process to
a constrained optimization problem. Meanwhile, a trust region
constraint is added to allow large update step without violating
the monotonic improvement condition. We first linearize this
constrained optimization problem locally into quadratically
constrained linear program problem, and then obtain the
optimal update of policy NN parameters by solving its dual
problem. We also propose a series of recovery rules to update
the policy in case that the primal problem is infeasible. In
addition, parallel learners are employed to explore different
state spaces and then to stabilize and accelerate the learning
speed.
The paper is organized as follows. In Section II, we provide
the formulation of the DT optimal learning problem, followed
by the general description of GPI algorithm. Section III
presents the constrained ADP algorithm. In Section IV, we
present a simulation example that show the generality and
effectiveness of the CDADP algorithm for DT system. Section
V concludes this paper.
II. METHEMATICAL PRELIMINARIES
A. DT HJB Equation
Consider the general time-invariant dynamical system
xk+1 = f(xk, uk) (1)
with state x ∈ Rn, control input u ∈ Rm, and f : Rn×Rm →
Rn. We assume that f(xk, uk) is Lipschitz continuous on a
compact set Ω that contains the origin, and that the system is
stabilizable on Ω, i.e. there exists a continuous policy pi(x),
where u = pi(x), such that the system is asymptotically stable
on Ω. The system dynamics f(xk, uk) is assumed to be known,
it can be nonlinear and nonaffine analytic functions, NNs,
or even a Matlab/Simulink model (only if ∂f∂u is known).
Moreover, the system input u can be either constrained or
unconstrained. Given the policy pi(x), define its associated
infinite horizon value function
V pi(xk) =
∞∑
j=k
γj−kl(xj , pi(xj)) (2)
where l(x, u) : Rn × Rm → R is the utility function, and
γ ∈ (0, 1) is the discount factor.
Eq. (2) can be written as
V pi(xk) =
k+N∑
j=k
γj−kl(xj , pi(xj)) + γNV pi(xk+N+1) (3)
which is the well-known Bellman equation (BE).
Then the optimal learning problem can now be formulated
as finding a policy such that the value function Eq. (2)
associated with systems Eq. (1) is minimized for all xk. The
minimized value function V ∗(xk) defined by
V ∗(xk) = min
pi
V pi(xk) (4)
satisfies the DT HJB equation or Bellman optimality equation
(BOE)
V ∗(xk) = min
pi
{ k+N∑
j=k
γj−kl(xj , pi(xj)) + γNV ∗(xk+N+1)
}
(5)
Meanwhile, the optimal control pi∗ can be derived as
pi∗ = arg min
pi
{ k+N∑
j=k
γj−kl(xj , pi(xj))+γNV ∗(xk+N+1)
}
, ∀xk
(6)
In order to find the optimal control solution for the problem,
one only needs to solve Eq. (5) for the value function and
then substitute the solution into Eq. (6) to obtain the optimal
control. However, due to the nonlinear nature of DT HJB,
finding its solution is generally difficult or impossible.
B. Generalized Policy Iteration
The proposed algorithm for DT optimal learning problems
used in this paper is motivated by GPI techniques [7]. GPI
is an iteration method widely used in model-based or model-
free ADP (or RL) problems to find the approximate solution
of BOE. GPI usually employs actor-critic (AC) architecture
to approximate both the policy and value function. In our
work, both the value function and policy are approximated
by deep NNs, called respectively the value network (or critic
network) V (x;w) and the policy network (or actor network)
pi(x; θ), where w and θ are network parameters. These two
networks directly build a map from the raw system states to
the approximated value function and control respectively; in
this case, no hand-crafted basis function is needed.
GPI involves two interacting processes: 1) policy evaluation,
which drives the estimated value function towards the true
value function for current policy based on Eq. (3), and 2)
policy improvement, which improves the policy with respect
to current estimated value function based on Eq. (6).
Defining the accumulated future cost of state xk as G =∑k+N
j=k γ
j−kl(xj , pi(xj ; θ)) + γNV (xk+N+1;w) , the policy
evaluation process of DPI proceeds by iteratively minimizing
the following loss function:
L(w) = E
xk∼Ω
{1
2
(G− V (xk;w))2
}
(7)
3where G−V (xk;w) is usually called temporal difference (TD)
error. Therefore the update gradient for the value network is:
dL
dw
= − E
xk∼Ω
{
(G− V (xk;w))dV (xk;w)dw
}
(8)
In the policy improvement step, the parameters θ of policy
network are updated to minimize the objective function
J(θ) = E
xk∼Ω
{
G
}
(9)
Denoting dxk+idθ as φi,
duk+i
dθ as ψi, the update gradient for
policy network is:
dJ
dθ
= E
xk∼Ω
{ k+N∑
j=k
γj−k
dl(xj , uj)
dθ
+ γN
dV (xk+N+1;w)
dθ
}
= E
xk∼Ω
{ k+N∑
j=k
γj−k
[∂l(xj , uj)
∂xj
φj−k +
∂l(xj , uj)
∂uj
ψj−k
]
+ γN
∂V (xk+N+1;w)
∂xk+N+1
φN+1
}
(10)
where
φi+1 =

0 , i = −1
∂f(xk+i, uk+i)
∂xk+i
φi +
∂f(xk+i, uk+i)
∂uk+i
ψi , else
ψi+1 =
∂pi(xk+i; θ)
∂xk+i
φi +
∂pi(xk+i; θ)
∂θ
Any off-the-shelf NN optimization methods can be used to
update these two NNs, including stochastic gradient descent
(SGD), RMSProp, Adam [27]. Taking the SGD method as
an example, the updating rules of the value network and the
policy network in the Kth iteration are:
wK+1 = −αc dLdw + wK
θK+1 = −αa dJdθ + θK
(11)
where αc and αa denote the learning rate of value and policy
network, respectively.
III. CONSTRAINED GPI
A. Constrained policy improvment
One drawback of the policy update rule mentioned above
is that it is not suitable for optimal learning problems with
state constraints. For practical applications, however, most
controlled systems must be subject to some state restrictions.
Although the state constraints can be added to the objec-
tive function as penalty, it is often difficult to choose the
appropriate hyper-parameter values to balance the constraint
requirements with the control objectives. Also, it is still
impossible to ensure that the policy satisfies the constraints.
Therefore, in this paper, the state constraints of future N + 1
steps are introduced to transfer the policy improvement process
into a constrained optimization problem. Assuming there are
M state constraints, the τ th state constraints can be formulated
as:
JCτ (xk+i+1) ≤ bτ , i ∈ [0, N ] (12)
where JCτ (xk+i+1) : Rn → R is the τ th state constraint
bounded above by boundary bτ .
In addition, inspired by the work of trust region policy
optimization (TRPO) [28], we also add a policy constraint to
avoid excessive policy update, so as to take larger update steps
in a robust way without violating the monotonic improvement
guarantee. This is because that the monotonic improvement
condition of J(θ) can only be guaranteed when the policy
changes are not very large because V (x;w) is an estimate.
We define the following function
Dp(θ; θK)
.
= Ex∼Ω[(pi(x; θ)− pi(x; θK))2] (13)
to measure the difference between the new policy and the old
policy. Then, the policy constraint is described as:
Dp(θ; θK) ≤ δ (14)
where δ > 0 is the corresponding step size bound. The policy
constraint is also called the trust region (TR) constraint.
Therefore, the policy improvement process can be formu-
lated as the following constrained optimization problem:
θK+1 = arg min
θ
J(θ)
s.t. xk+i+1 = f(xk+i, pi(xk+i; θ)), i ∈ [0, N ]
JCτ (xk+i+1) ≤ bτ , τ ∈ [1,M ]
Dp(θ; θK) ≤ δ
(15)
where M is the state constraint number. A proof of conver-
gence for constrained PI based on a tabular setting is presented
in Appendix A. Of course, the convergence results can be
extended to the case of GPI framework and deep NN models
according to [7].
B. Approximate solution
For policies with high-dimensional parameter spaces like
NNs, directly solving problem (15) may be impractical be-
cause the computational cost and the nonlinear characteristics
of NN. However, for small step sizes δ, the objective function
of problem (15) and state functions JCτ in Kth iteration can be
well-approximated by linearizing around current policy pi(θK)
using Taylor’s expansion theorem. Denoting ∆θ = θ − θK , it
follows that:
J(θ) ≈ J(θK) + (dJdθ
∣∣∣
θ=θK
)T∆θ
JCτ (xk+i+1) ≈ JCτ (xk+i+1)|θ=θK + (
dJCτ
dθ
∣∣∣
θ=θK
)T∆θ
where
dJCτ
dθ
=
∂JCτ (xk+i+1)
∂xk+i+1
φi+1
In addition, the Dp and its gradient are both zero at θ = θK ,
therefore the trust region constraint is well-approximated by
second-order Taylor expansion:
Dp(θ; θK) ≈ Dp(θK ; θK) + ∂Dp(θ; θK)
∂θ
∣∣∣
θ=θK
+
1
2
∆θTH∆θ
=
1
2
∆θTH∆θ
4where H is the Hessian of Dp. Since Dp(θ; θK) is always no
less than 0, H is always positive semi-definite and we will
assume it to be positive-definite in the following.
Denoting g = dJdθ /‖ dJdθ ‖2, cτ =
dJCτ
dθ /‖ dJCτdθ ‖2, and zτ =
(JCτ |θ=θK − bτ )/‖ dJCτdθ ‖2. With C
.
= [c1, c2, ..., cM ] and z
.
=
[z1, ..., zM ]
T , the approximation to problem (15) is:
min
∆θ
gT∆θ
s.t. z + CT∆θ ≤ 0
1
2
∆θTH∆θ ≤ δ
(16)
Denoting the optimal solution of problem (16) as ∆θ∗, the
new updating rule for policy improvement process is
θK+1 = ∆θ
∗ + θK (17)
Although (16) is a convex constrained optimization prob-
lem, directly solving it will take lots of computation time and
resources because the number of variables ∆θ is very large
(usually over 10 thousand). Since H is assumed to be positive
definite, this problem can also be solved using dual method
when feasible. Assume that problem (16) is feasible, then its
Lagrange function can be expressed as
La(∆θ, λ, ν) = g
T∆θ+λ(
1
2
∆θTH∆θ−δ)+νT (z+CT∆θ)
(18)
Then the dual to (16) is:
max
λ≥0,ν≥0
min
∆θ
La(∆θ, λ, ν) (19)
The gradient of La w.r.t. parameters ∆θ is:
∇∆θLa(∆θ, λ, ν) = g + λH∆θ + Cν (20)
When ∇∆θLa(∆θ, λ, ν) = 0, we have
∆θ = −H
−1(g + Cν)
λ
, λ > 0 (21)
By taking Eq. (21) into (19), the dual to (16) can be expressed
as:
max
λ>0,ν≥0
− 1
2λ
(µ+ νTSν + 2νT r)− λδ + νT z (22)
where µ = gTH−1g, S = CTH−1C, r = CTH−1g. Let
L(λ, ν)
.
= − 1
2λ
(µ+ νTSν + 2νT r)− λδ + νT z (23)
then we can rewrite Eq. (22) with
min
λ>0,ν≥0
[−L(λ, ν)] (24)
Problem (24) is a bound-constrained convex optimization
problem with only M + 1 variables, which is also equal to
the number of constraints in problem (15) but much smaller
than its variable number. Therefore, compared with problem
(15), the optimal solution of problem (24) can be solved more
easily and efficiently by using off-the-shelf algorithms such as
L-BFGS-B, truncated Newton method [29], [30]. If λ∗, ν∗ are
the optimal solutions to the duality, θK+1 can be updated as
θK+1 = −H
−1(g + Cν∗)
λ∗
+ θK (25)
C. Feasibility
Due to the approximation errors, the optimal solution to
the problem (16) ∆θ∗ of the Kth iteration may be a bad
update and then a new policy piθK+1 that fails to satisfy state
constraints may be produced. This may cause problem (16) of
the K+1th to be infeasible. In other words, the feasible region
of (16) would be empty, i.e., ΘA ∩ ΘB = ∅, where ΘA =
{∆θ : z + CT∆θ ≤ 0}, and ΘB = {∆θ : 12∆θTH∆θ ≤ δ}.
Hence, before solving the dual problem (24), we construct
the following optimization problem to determine whether the
feasible region is empty:
min
∆θ
1
2
∆θTH∆θ
s.t. z + CT∆θ ≤ 0
(26)
Denoting the optimal solution to problem (26) as ∆θmin,
then the minimum trust region boundary that makes problem
(16) feasible is δmin = 12∆θmin
TH∆θmin and it is clear that{
ΘA ∩ΘB = ∅, δmin > δ
ΘA ∩ΘB 6= ∅, δmin ≤ δ
(27)
The value δmin can efficiently obtained by solving the
following dual problem:
max
ν≥0
−ν
TSν
2
+ νT z (28)
If νf is the optimal solution of problem (28), then δmin =
−νfTSνf2 + νfT z.
It is known from Eq. (27) that the magnitude of the value
δ directly affects the feasibility of the problem (16). Denoting
the expected TR boundary as δa, if δmin < δa, we can directly
solve problem (24) with δ = δa. For the infeasible case,
i.e., δmin ≥ δa, a recovery method is needed to calculate
a reasonable policy update. By introducing the recovery TR
boundary δb which is slightly greater than δa, we propose
two recovery rules according to the value of δmin: 1) If
δb > δmin > δa, we solve problem (24) with δ = δb for λ∗
and ν∗; 2) If δmin ≥ δb, we recover the policy by adding the
state constraints as a penalty to the original objective function:
min
∆θ
((1− η)gT + η
M∑
j=0
αjcj
T )∆θ
s.t.
1
2
∆θTH∆θ ≤ δb
(29)
where η is the hyper-parameter that trades off the importance
between the original objective function and the penalty term,
ατ is the weight of the τ th state constraint that is calculated
by:
ατ =
pτe
zτ∑M
j=0 pje
zj
(30)
where pτ = 5 if zτ > 0, pτ = 1 otherwise, which penalizes
violations of the ith state constraint. Defining gpT = (1 −
η)gT + η
∑M
j=0 αjcj
T , the dual to (29) can be expressed as:
max
λ>0
−µp
2λ
− λδb (31)
5where µp = gpTH−1gp. In this case, we can easily find the
policy recovery rule:
θK+1 = −
√
2δb
µr
H−1gp + θK (32)
Inspired by the ideas used in multi-threaded variants of
deep RL, we used multiple parallel agents to explore different
state spaces, thereby removing correlations in the training set
and stabilizing the learnign process [22]. During learning, we
apply value function and policy updates on the state set which
contains current observation states of these parallel agents. All
the state constraints of these parallel agents are stored in the
constraints buffer. Due to the computational burden caused by
estimating the matrices C, S and solving the problem (24),
the speed of the strategy optimization process will decrease as
the state constraints number increases. For each iteration, we
only consider M state constraints randomly selected from the
constraints buffer. The diagram and pesudo-code of CDADP
are shown in Fig. 1 and Algorithm 1.
Algorithm 1 CDADP algorithm
Initial with arbitrary θ, w and state x0 ∈ Ω
repeat
for each agent do
Rollout N + 1 steps from xk with policy piθ
Receive and store xk+i, i ∈ [1, N + 1]
end for
Update the value network with:
dw = Exk
{
(G− V (xk;w)) dV (xk;w)dw
}
Solve dual problem (28) for δmin
if δmin < δb then
if δmin < δa then
Set δ = δa
else
Set δ = δb
end if
Solve dual problem (24) for λ∗, ν∗
Update policy network with:
θK+1 = −H
−1(g+Cν∗)
λ∗ + θK
else
Solve problem (31) and update policy network with:
θK+1 = −
√
2δb
µr
H−1gp + θK
end if
until Convergence
IV. SIMULATION
To evaluate the performance of our CDADP algorithm, we
choose the vehicle lateral and longitudinal control in the path-
tracking task as an example. It is a nonaffine nonlinear systme
control problem with state constraints [31].
The expected trajectory is a circle with the radius R = 50m,
and the control objective is to maximize the vehicle speed,
while maintaining small tracking error and ensuring that the
vehicle state stays within the stability region. The system states
and control inputs of this problem are listed in Table I, and the
TABLE I: State and control input
state Lateral velocity vy [m/s]
Yaw rate at center of gravity (CG) r [rad/s]
Longitudinal velocity vx [m/s]
Yaw angle between vehicle & trajectory φ [rad]
Distance between CG & trajectory y [m]
input Front wheel angle δ [rad]
Longitudinal acceleration ay [m/s2]
vehicle parameters are listed in Table II. Note that the system
frequency used for simulation is different from the sampling
frequency f . The vehicle is controlled by a saturating actuator,
where δ ∈ [−0.35, 0.35] and ax ∈ [−2.5, 2.5]. The vehicle
dynamics are:
x =

vy
r
vx
φ
y
 , u =
[
δ
a
]
, xk+1 =

Fyf cos δ+Fyr
m − vxr
aFyf cos δ−bFyr
Iz
ax + vyr
r − vx cosφ−vy sinφR−y
vx sinφ+ vy cosφ

1
f
+ xk
(33)
where Fyf and Fyr are the lateral tire forces of the front and
rear tires respectively [32]. The lateral tire forces are usually
approximated according to the Fiala tire model:
Fy# =

− C# tanα#
(C2#(tanα#)2
27(µ#Fz#)2
− C# |tanα#|
3µ#Fz#
+ 1
)
,
|α#| ≤ |αmax,#|
µ#Fz#,
|α#| > |αmax,#|
where α# is the tire slip angle, Fz# is the tire load, µ# is
the lateral friction coefficient, and the subscript # ∈ {f, r}
represents the front or rear tires. The slip angles can be cal-
culated from the geometric relationship between the front/rear
axle and the center of gravity (CG):
αf = arctan(
vy + ar
vx
)− δ, αr = arctan(vy − br
vx
)
The notation αmax,# represents the tire slip angle when the
tire fully-sliding behavior occurs, calculated as:
αmax,# =
3µ#Fz#
C#
Assuming that the rolling resistance is negligible, the lateral
friction coefficient of the front/rear wheel is:
µ# =
√
(µFz#)2 − (Fx#)2
Fz#
where Fxf and Fxr are the longitudinal tire forces of the front
and rear tires respectively, calculated as:
[Fxf , Fxr] =
{
[0,max], ax ≥ 0
[
max
2
,
max
2
], ax < 0
(34)
The loads on the front and rear tires can be approximated
by:
Fzf =
b
a+ b
mg, Fzr =
a
a+ b
mg
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Fig. 1: CDADP diagram.
TABLE II: Vehicle parameters
Front wheel cornering stiffness Cf 88000 [N/rad]
Rear wheel cornering stiffness Cr 94000 [N/rad]
Distance from CG to front axle a 1.14 [m]
Distance from CG to rear axle b 1.40 [m]
Mass m 1500 [kg]
Polar moment of inertia at CG Iz 2420 [kg·m2]
Tire-road friction coefficient µ 1.0
Sampling frequency f 40 [Hz]
System frequency 200 [Hz]
To ensure vehicle stability, the yaw rate r at the CG, and the
slip angles α# should be subject to the following constraints:
−rmax ≤r ≤ rmax
−αmax,f ≤αf ≤ αmax,f
−αmax,r ≤αr ≤ αmax,r
where rmax = µrgvx .
The utility function is:
l = −0.015vx + 0.04y2 + 0.1δ2 + 0.00012a2x
Therefore, the policy optimization problem of this example
can be formulated as:
min
θ
E
xk∼Ω
{ k+N∑
j=k
γj−kl + V (xk+N+1;w)
}
s.t. xk+i+1 = f(xk+i, pi(xk+i; θ)), i ∈ [0, N ]∣∣∣rvx
µr
∣∣∣
k+i+1
≤ g∣∣∣αf
µf
∣∣∣
k+i+1
≤ 3Fzf
Cf∣∣∣αr
µr
∣∣∣
k+i+1
≤ 3Fzr
Cr
Dp(θ; θK) ≤ δ
(35)
where
∣∣∣ rvxµr ∣∣∣k+i+1,∣∣∣αfµf ∣∣∣k+i+1 and ∣∣∣αrµr ∣∣∣k+i+1 are the state
constraint functions of state xk+i+1 bounded above by g,
3Fzf
Cf
and 3FzrCr respectively. It is clear that the form of this problem
is the same as that of problem (15), which means that we can
train the vehicle control policy using the proposed CDADP
algorithm.
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Fig. 2: Training performance.
In this paper, the value function and policy are represented
by 5-layer fully-connected NNs, which have the same architec-
ture except for the output layers. For each network, the input
layer is composed of the states, followed by 5 hidden layers
using exponential linear units (ELUs) as activation functions
with 25 units per layer. The output of value network is a linear
unit, while the output layer of the policy network is set as a
tanh layer with two units, multiplied by the matrix [0.35, 2.5]
to confront bounded controls. We use Adam method to update
the value network V (x;w) with the learning rate of 8×10−4.
Other hyper-parameters of this problem are shown in Table
III.
We compare the CDADP algorithm with three other variants
of the ADP algorithms, namely GPI, TRADP (i.e., GPI with
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Fig. 3: Performance comparison of algorithms. (a) Policy performance. (b) Difference between |r| and its boundary. (c)
Difference between |αr| and its boundary. (d) Difference between |αf | and its boundary.
TABLE III: Hyper-parameters
agent number 256
prediction step size N 30
state constraints number M 10
discounted factor γ 0.98
TR boundary δa 0.0033
recovery TR boundary δb 0.0063
penalty factor η 0.8
trust region constraint), and penalty TRADP (P-TRADP, i.e.,
update policy network by directly solving problem (29) with
η = 0.2, 0.4, 0.6 respectively). Note that TRADP can be
considered as a special case of P-TRADP, in which η = 0.
Fig.2 shows the mean and 95% confidence interval of policy
performance for 20 different training runs. The policy per-
formance for each iteration is measured by the undiscounted
accumulated cost function of 400 steps (10s) during the
simulation period staring from random initialized state. As
shown in the figure, the convergence speed of CDADP is one
of the fastest, while that of GPI is slowest. According to the
study of Schulman et al. [28], the monotonic improvement
condition of J(θ) can only be guaranteed when the policy
changes are not very large because V (x;w) is an estimate.
Therefore, the policy learning rate of tradition GPI algorithm is
usually very small (2×10−4 in this paper), which leads to slow
learning speed. On the other hand, the TR constraint allows
the policy to take larger adaptive update steps in a robust
way without violating the monotonic improvement guarantee.
This is why the algorithms with the TR constraint learn faster
and more stably than GPI. In addition, CDADP also considers
state constraints, which can effectively reduce the state space,
thereby further improving the learning speed.
In addition to the training speed, we also compare the algo-
rithms from the constraint compliance and policy performance.
Fig. 3 shows the boxplots of the relevant indicators for 20 dif-
ferent runs obtained during the simulation for each algorithm.
In particular, Fig. 3a shows the accumulated cost of 500 steps
obtained through the learned policy, and Fig. 3b, 3c and 3d
show the differences between maximum values of |r|, αr, αr
and their bounds in the simulation process, respectively. As
shown in these figures, in addition to the CDADP algorithm,
the cumulative cost increases as the penalty factor η increases,
while the difference between the state function and its bound is
reversed. And when η = 0.6, the performance of the strategy
becomes very poor because the constraint term accounts for
too much of the objective function in problem (29). Even so,
for the P-TRADP algorithm with η = 0.6, the situation in
which the controlled system violates the constraint still exists.
8In fact, only CDADP meets the three state constraints in all
runs. Although the loss function of CDADP is slightly higher
than other algorithms except P-TRADP with η = 0.6, the
performance of these methods are obtained at the expense
of violating constraints. Fig.4 shows the evolution of some
vehicle parameters controlled by one of the trained CDADP
policies. The learned policy can make the vehicle track the
circle with higher speed vx and smaller tracking error y
without violating the constraints (rmax, αmax,f , αmax,r).
V. CONCLUSION
This paper proposes a constrained deep adaptive dynamic
programming (CDADP) algorithm to solve general nonlinear
nonafine discrete-time learning problems with known dynam-
ics. Unlike previous ADP algorithms, it can deal with problems
with state constraints. Both the policy and value function are
approximated by deep neural networks (NNs), which directly
map the system state to action and value function respec-
tively without needing to use hand-crafted basis function. We
transform the policy improvement process into a constrained
optimization problem to consider the state constraints. Mean-
while, a trust region constraint is added to allow large update
step without violating the monotonic improvement condition.
In order to solve this problem, we first linearize it locally
into a quadratically constrained linear program problem, then
determine its feasibility by calculating the minimum trust
region boundary. For the feasible case, the optimal update of
policy NN parameters is obtained by solving its dual problem.
We also propose a series of recovery rules to update the policy
in case the primal problem is infeasible. In addition, parallel
learners are employed to explore different state spaces and
then to stabilize and accelerate the learning speed. We apply
our algorithm and five other baseline algorithms to the vehicle
control problem in path-tracking task, which is a nonlinear
nonaffine system optimal learning problem with multiple state
constraints. The results show that CDADP has the fastest
learning speed and is the only algorithm that can satisfy all
the state constraints during simulation.
APPENDIX A
PROOFS OF CONSTRAINED POLICY ITERATION
In a version of constrained PI for a tabular setting, we
maintain two tables to estimate policy pi and the corresponding
value function V pi respectively. In the policy evaluation step of
constrained PI, we want to compute the value V pi according to
Bellman equation (3). For a fixed policy piK , the corresponding
value function V piK can be computed iteratively, starting from
any initialization function and repeatedly applying the Bellman
update rule given by:
Vi+1(xk) =
k+N∑
j=k
γj−kl(xj , piK(xj)) + γNVi(xk+N+1) (36)
where γ ∈ (0, 1). The convergence of policy evaluation shown
below has been proved and described in previous studies [7].
Lemma 1. (Policy Evaluation). For a fixed policy piK , con-
sider the Bellman backup rule in Eq. (36) and a mapping
V0 : S → R, then the sequence Vi will converge to the value
function V piK as i→∞.
Proof. Define  = ‖V1(x)−V2(x)‖∞. According to Eq. (36),
it follows that
|V2(xk)−V1(xk)| = γN |V1(xk+N+1)−V0(xk+N+1)| ≤ γN 
Similarly, we have
|Vi+1(xk)− Vi(xk)| = γN |Vi(xk+N+1)− Vi−1(xk+N+1)|
≤ γiN 
Therefore, limi→∞ |Vi+1(x)−Vi(x)|∞ = 0, which also means
that V∞ satisfies the Bellman equation (3). So, the sequence
Vi converges to the value function V piK as i→∞.
Define JpiK (xk, piK(xk)) =
∑k+N
j=k γ
j−kl(xj , piK(xj)) +
γNV piK (xk+N+1). In the constrained policy improvement
step, we update the policy by solving the following constrained
optimization problem:
piK+1(xk) = arg min
piK(xk)
JpiK (xk)
s.t. xk+i+1 = f(xk+i, uk+i), i ∈ [0, N ]
JCτ (xk+i+1) ≤ bτ , τ ∈ [1,M ]
(piK+1(xk)− piK(xk))2 ≤ δ
(37)
For this projection, we can show that the new policy piK+1
has a lower value function V piK+1 than the old policy V piK .
The proof borrows heavily from policy improvement theorem
of Q-learning and soft Q-learning [7], [33]–[35].
Definition 1. (Feasible State and Policy). A state xk is defined
as feasible, denoted by xk ∈ Ψ with respect to system (1), if
there is a policy that can ensure the system satisfies all the
state constraints described in problem (37). If a policy pi works
for ∀xk ∈ Ψ, it is defined as feasible policy, denoted by pi ∈ Π.
Lemma 2. (Constrained Policy Improvement). Given a pol-
icy piK ∈ Π, and the new policy piK+1 is updated by
solving the problem (37) for ∀xk ∈ Ψ. Assume that state
xk+1 = f(xk, piK(xk)) ∈ Ψ with respect to system (1). Then
V piK+1(xk) ≤ V piK (xk),∀xk ∈ Ψ.
Proof. Because piK ∈ Π and xk ∈ Ψ, problem (37) is feasible
for ∀xk. Then we can show that
V piK (xk) = l(xk, piK(xk)) + γV
piK (x′k+1)
≥ l(xk, piK+1(xk)) + γV piK (xk+1)
= l(xk, piK+1(xk)) + γl(xk+1, piK(xk+1))
+ γ2V piK (x′k+2)
≥ l(xk, piK+1(xk)) + γl(xk+1, piK+1(xk+1))
+ γ2V piK (xk+2)
...
≥
∞∑
j=k
γj−kl(xj , piK+1(xj))
= V piK+1(xk)
where xk+j+1 = f(xk+j , piK+1(xk+j)) and x′k+j+1 =
f(xk+j , piK(xk+j)) for j ∈ N. So, V piK (xk) decreases mono-
tonically.
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Fig. 4: Simulation example.
Theorem 1. (Constrained Policy Iteration). Through repeated
application of policy evaluation and constrained policy im-
provement, any policy pi0 ∈ Π will converge to the optimal
policy pi∗ ∈ Π, such that V ∗(xk) ≤ V pi(xk) for all pi ∈ Π
and xk ∈ Ψ.
Proof. Let piK be the policy at iteration K. We can find V piK
follows from Lemma 1. By Lemma 2, the sequence V piK is
monotonically decreasing. Since V piK is bounded below for all
pi and γ ∈ (0, 1) (the utility function l(x, u) is also bounded),
piK and V piK will converge to some pi∗ and V pi
∗
. At conver-
gence, it must follow that Jpi
∗
(xk, pi
∗(xk)) ≤ Jpi∗(xk, pi(xk))
for all pi ∈ Π and xk ∈ Ψ. Using the same iterative argument
as in Eq. (38) of Lemma 2, it is clear that V pi
∗
(xk) ≤ V pi(xk)
for all pi ∈ Π and xk ∈ Ψ. Hence pi∗ is optimal in Π.
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