Quantum control of molecular fragmentation in strong laser field by Zohrabi, Mohammad
QUANTUM CONTROL OF MOLECULAR FRAGMENTATION IN STRONG LASER
FIELDS
by
MOHAMMAD ZOHRABI
B.S., University of Tehran, IRAN, 2003
M.S., Institute for Advanced Studies in Basic Sciences, IRAN, 2006
AN ABSTRACT OF A DISSERTATION
submitted in partial fulfillment of the
requirements for the degree
DOCTOR OF PHILOSOPHY
Department of Physics
College of Arts and Sciences
KANSAS STATE UNIVERSITY
Manhattan, Kansas
2014
Abstract
Present advances in laser technology allow the production of ultrashort (.5 fs, approaching
single cycle at 800 nm), intense tabletop laser pulses. At these high intensities laser-matter interac-
tions cannot be described with perturbation theory since multiphoton processes are involved. This
is in contrast to photodissociation by the absorption of a single photon, which is well described
by perturbation theory. For example, at high intensities (&5 × 1013 W/cm2) the fragmentation
of molecular hydrogen ions has been observed via the absorption of three or more photons. In
another example, an intriguing dissociation mechanism has been observed where molecular hydro-
gen ions seem to fragment by apparently absorbing no photons. This is actually a two photon
process, photoabsorption followed by stimulated emission, resulting in low energy fragments. We
are interested in exploring these kinds of multiphoton processes.
Our research group has studied the dynamics and control of fragmentation induced by strong
laser fields in a variety of molecular targets. The main goal is to provide a basic understanding of
fragmentation mechanisms and possible control schemes of benchmark systems such as H+2 . This
knowledge is further extended to more complex systems like the benchmark H+3 polyatomic and
other molecules. In this dissertation, we report research based on two types of experiments. In
the first part, we describe laser-induced fragmentation of molecular ion-beam targets. In the latter
part, we discuss the formation of highly-excited neutral fragments from hydrogen molecules using
ultrashort laser pulses. In carrying out these experiments, we have also extended experimental
techniques beyond their previous capabilities.
We have performed a few experiments to advance our understanding of laser-induced frag-
mentation of molecular-ion beams. For instance, we explored vibrationally resolved spectra of
O+2 dissociation using various wavelengths. We observed a vibrational suppression effect in the
dissociation spectra due to the small magnitude of the dipole transition moment, which depends
on the photon energy — a phenomenon known as Cooper minima. By changing the laser wave-
length, the Cooper minima shift, a fact that was used to identify the dissociation pathways. In
another project, we studied the carrier-envelope phase (CEP) dependences of highly-excited frag-
ments from hydrogen molecules. General CEP theory predicts a CEP dependence in the total
dissociation yield due to the interference of dissociation pathways differing by an even net number
of photons, and our measurements are consistent with this prediction. Moreover, we were able to
extract the difference in the net number of photons involved in the interfering pathways by using a
Fourier analysis. In terms of our experimental method, we have implemented a pump-probe style
technique on a thin molecular ion-beam target and explored the feasibility of such experiments.
The results presented in this work should lead to a better understanding of the dynamics and
control in molecular fragmentation induced by intense laser fields.
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dissociation spectra due to the small magnitude of the dipole transition moment, which depends
on the photon energy — a phenomenon known as Cooper minima. By changing the laser wave-
length, the Cooper minima shift, a fact that was used to identify the dissociation pathways. In
another project, we studied the carrier-envelope phase (CEP) dependences of highly-excited frag-
ments from hydrogen molecules. General CEP theory predicts a CEP dependence in the total
dissociation yield due to the interference of dissociation pathways differing by an even net number
of photons, and our measurements are consistent with this prediction. Moreover, we were able to
extract the difference in the net number of photons involved in the interfering pathways by using a
Fourier analysis. In terms of our experimental method, we have implemented a pump-probe style
technique on a thin molecular ion-beam target and explored the feasibility of such experiments.
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1.1 Overview
Understanding molecular structure and dynamics is an essential part of molecular science studies.
More than a century ago, early experiments led by von Laue, the Braggs (father and son), Pauling,
and others explored the nature of chemical bonds by X-ray crystallography [1–7], which resulted
in the 1914 Nobel Prize [8]. Advances in X-ray crystallography contributed significantly to the
understanding of the molecular structure of DNA and its replication mechanism [9, 10]. Chemical
reactions are dynamical processes in which the structure of a system changes on a fast time scale.
In 1940s and 1950s, chemical reactions were studied on the milli- to micro-second time scales [11–
15]. In the late sixties and seventies, chemical reactions in solutions were studied with picosecond
resolution [16–21]. In the 1960s, chemical reaction studies using molecular beams were developed,
which later earned the 1986 Nobel Prize for Herschbach, Lee and Polanyi [22].
In the past 30 years, the advent of ultrafast pulses of light has allowed scientists to study chem-
ical reactions on the femtosecond (fs) and attosecond1 (as) time scales. Pioneering experiments by
Zewail et al. [23, 24] used the pump-probe experimental technique, in which a pump pulse initiates
1A femtosecond and an attosecond are 10−15 and 10−18 seconds, respectively.
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a dynamical process and a second pulse (probe) is used to examine the evolution of the process.
This area of science in which the molecular reaction dynamics are studied on extremely short time
scales (fs) is referred to as femtochemistry and was awarded the 1999 Nobel Prize in chemistry [25].
Nowadays, ultrashort laser pulses are so intense that perturbation theory approaches describing
the laser-matter interaction break down, leading to nonlinear phenomena, namely multiphoton
processes. The simplest diatomic molecule consist of two protons bound by an electron, namely
hydrogen molecular ion. Most of the experiments have used H2 and its isotopic D2 molecules as a
target in a laser field. In particular, the hydrogen molecular ion is produced by ionizing the neutral
H2 molecules. In most of the experiments, the same laser pulses are used to study laser interaction,
in which the interpretation of results from first step ionization followed by dissociation or ionization
can be difficult. In the early 90s, Bucksbaum et al. [26] reported molecular bond softening (BS) in
H+2 from H2 target due to interaction with strong laser fields, resulting in dissociation to H
++H.
Photodissociation of H+2 following the absorption of a single photon is well studied [27–29]. 800 nm
laser pulses can photodissociate H+2 from high vibrational levels but not from the lower vibrational
levels. Therefore, a molecule with lower vibrational states dissociates via absorption and stimulated
emission of several photons. Finally, in the case of H+2 , the bond is softened and the molecule is
fragmented by absorption of net one photon [26]. Bucksbaum et al. [30] also demonstrated that
molecules can absorb a net number of photons larger than the minimum necessary to dissociate.
This phenomenon is referred to as above-threshold dissociation (ATD) and is well studied [26, 31–
37].
The development of ultrashort tabletop laser systems has enabled researchers to explore and
control molecular dynamics induced by the laser field [38–48]. Recently, control of molecular
dynamics by using excited vibrational or rotational nuclear wavepackets has been realized [49–51].
The control aspect of molecular reactions has drawn great attention within the atomic, molecular,
and optical physics (AMO) community. Several control schemes have been introduced in the weak-
and strong-field regimes [38, 40, 42–44, 52–59] and two examples are given below.
Tannor, Rice, and Koslof [42–44] suggested a “pump-dump” process, in which a first laser
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pulse is used to excite a ground electronic state to a higher electronic state (pump). A second
laser pulse stimulates emission back to a lower electronic state (dump). Careful control of the
timing between the two pulses can be used to enhance the production of specific final products. In
addition to the timing between the laser pulses, optimizing the shape of the laser pulses is used to
achieve optimal control. For more on optimal control theory see Refs. [52, 60–69], and references
therein. In a different approach, Shapiro and Brumer [38, 52–54] proposed a control scheme
through interference between different pathways leading to a specific final state. By tailoring the
spectral phase of the laser pulse, i.e. pulse shaping, one can enhance or suppress the final product.
Nowadays, tailoring the amplitude and phase of ultrashort laser pulses is accomplished by various
pulse shaping methods [70].
In both of the control schemes described above, one can identify the control parameters for a
given system and implement them to achieve control over the process of interest. However, in a
different approach, one can search through parameter space and use the outcome of the process
as feedback to optimize the results. In this approach, a genetic or self-learning algorithm can
be beneficial. For instance, pulse-shaping techniques become a practical tool when self-learning
feedback loop algorithms are employed and is referred to as adaptive femtosecond control [40, 55–
59]. In short, the experimental outcome is utilized as a feedback for the learning algorithm, in which
the amplitudes and/or phases of the laser pulses are adjusted. Thus, the final objective is achieved
in an iterative way. For example, this method was successfully applied to control photodissociation
in the gas and liquid phases [40, 57]. Recently, this method was extended to strong-field control
of the isomerization dynamics in acetylene molecules [71]. The drawback of this method is that
extracting the physics involved in the process leading to control remains challenging. Therefore,
studying systems that are better understood can be a good way to pursue control experiments. A
few examples of these studies are reviewed below.
Control employing simple shaped laser pulses, for example chirped pulses, is used in several
experiments. For instance, experiments using a shaped femtosecond laser pulse show a strong
chirp dependence in the ionization yield of sodium dimers [72]. Prabhudesai et al. [73] explored
3
H+2 dissociation and observed an up and down shift in the kinetic energy release kinetic energy
release (KER) of specific vibrational levels that corresponds to different chirp signs. The follow-up
study of Natan et al. [74] reported an enhancement in the strong-field dissociation yield of low-lying
vibrational levels (v≤6) of H+2 by varying the magnitude and sign of the chirp.
Another class of studies uses the relative phase between two-color laser fields or the carrier-
envelope phase (CEP) as a control parameter. Control of molecular reactions using these parame-
ters has been predicted [75–78] and observed [48, 79–90]. In the case of a two-color field, control is
achieved by varying the relative phase between the two frequencies [48, 75–90]. Sheehy et al. [48]
observed spatial asymmetry in the emission direction of ionic fragments of HD as a function of
this relative phase following the dissociation of HD+. Another type of control is known as chan-
nel asymmetry and relates to control of the dissociation products, or branching ratios, which are
distinguishable in a heteronuclear molecule. For instance, HD+ may preferentially dissociate to ei-
ther H++D(1s) or H(1s)+D+ [75, 76]. This channel asymmetry, to our knowledge, has never been
observed in CEP or two-color control experiments. In fact, Sheehy et al. [48] specifically report no
channel asymmetry in a two-color experiment on HD (532 nm and 1064 nm) which is in agreement
with theory [75]. Control of spatial asymmetry in various molecular targets has been observed by
other groups using two-color laser fields [48, 79, 81, 85, 87, 88] or CEP [80, 82–84, 89, 90].
Finally, it is essential to note that this introduction is general, while more specific background
relevant to each project is given at the beginning of each section due to the wide range of work
covered.
1.2 Our Focus
At J.R. Macdonald Laboratory, our group focuses mainly on investigating the interaction between
ultrashort laser pulses and molecular ion-beam targets. For this purpose, we have studied bench-
mark diatomic systems, such as H+2 , for which the theoretical treatment is nearly exact [36, 89, 91–
96]. This research has been extended to the fragmentation of benchmark polyatomic targets such
as H+3 , D
+
3 ,and D2H
+ [97–101]. We have also explored the laser-induced fragmentation of more
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complex molecular ion-beam targets such as, O+2 , N
+
2 , CO
+, NO+, CO2+, NO2+, N2O
+, CO+2
etc. [37, 102–105]. The overall goal of these studies is to understand the mechanism underlying
the laser-induced molecular fragmentation of benchmark systems and utilizing this knowledge to
explore more complex system.
Our group’s research has not been limited to molecular ion-beam targets. For instance, in a
collaborative work led by Eric Wells from Augustana College, we have implemented a closed-loop
feedback method in which the pulse shape was adjusted using a genetic algorithm supplied with
experimental feedback from a velocity map imaging (VMI) apparatus [71, 106–109]. In another
study, our group has explored the production mechanism of highly excited D∗ fragments from D2
molecules employing a time-of-flight (TOF) method [98]. In these measurements, we examined the
frustrated tunneling ionization (FTI) mechanism introduced by Manschwetus et al. [110] as well
as other production mechanisms such as electron recollision. Our measurements of D∗ formation
include a study of dependence on pulse duration, intensity and ellipticity as well as the angular
distribution dependence of D∗ formation.
In particular, my research has been focused on a variety of projects that have the common
theme of controlling molecular processes. I was involved in two families of experiments as de-
scribed in this dissertation. In the early part of my research, I was focused on understanding and
controlling laser-induced fragmentation in molecular ion-beam targets. For instance, in the exper-
iment carried out on dissociation of an O+2 target, we implemented the knowledge gained from
our previous study [102] to explore the Cooper minima in the vibrationally resolved dissociation
spectra of O+2 using various wavelengths (784 nm, 392 nm, and 261 nm). In another study, we
investigated the chirp dependence in the dissociation of HD+ which leads to two distinguishable
final products, namely H++D(1s) and H(1s)+D+. In the second phase of my research, I studied a
neutral hydrogen molecule target for which the CEP dependence of the formation of highly excited
fragments was explored. One of our goals was to examine theoretical predictions of CEP depen-
deces by Esry and coworkers [76, 111, 112] for a complex system such as a D2 Rydberg series. In
addition, I used Fourier analysis to extract information about the difference in the net number of
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photons involved in the interfering pathways. In parallel to my research, I attempted to advance
our experimental capabilities by improving the flux of second-harmonics as well as generating third
harmonics via difference-frequency generation. Lastly, I implemented the pump-probe technique
to study laser-induced fragmentation on molecular ion-beam targets.
1.3 Document Structure
Our goal was to gain an understanding of nuclear dynamics induced by ultrashort laser pulses. For
this purpose various laser parameters were varied. One of our tasks is to identify the proper control
parameters. A few of these parameters are bandwidth, wavelength, chirp, relative phase between
multi-color, time delay of pump-probe pulses, pulse shaping by changing the spectral phase and/or
amplitude, and carrier-envelope phase (CEP). The basic concepts of the laser systems and various
pulse characterization methods used in this work are described in Chapter 2. This dissertation is
comprised of two main research efforts associated with the two families of experiments conducted.
Chapter 3 covers the experimental results from laser-induced dissociation of molecular ion-beam
targets. In Chapter 4, control via the CEP has been observed experimentally in the fragmentation
of D2 molecules into Rydberg deuterium fragments.
More specifically, Chapter 3 focuses on laser-induced molecular dissociation. The chapter starts
by describing the imaging method used for these studies followed by the experimental results using
different laser parameters and targets. The experimental results within this chapter are composed
of:
Section 3.3 – Vibrationally-resolved structure in O+2 dissociation using a few wavelengths
Section 3.4 – Rudimentary coherent control
– Effective bandwidth narrowing – linear chirp effect in dissociation of H+2
– Chirp effect in zero photon dissociation of HD+
Section 3.5 – Branching ratios in the dissociation of HD+ using a “single-color” laser field
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Section 3.6 – Control over dissociation of a molecular-ion beam by a two-color laser field
Section 3.7 – Developing pump-probe studies of molecular ion-beam fragmentation
Each section includes a brief introduction followed by a short section describing the relevant ex-
perimental details. Then we discuss the results of each study with a brief summary.
Chapter 4 presents the results of control via the carrier-envelope phase of D∗ formation in D2
fragmentation. In the beginning we present the method used for measuring these highly excited
fragments. A general theory of CEP [111] dependences attributes the oscillations of these observ-
ables to interference between dissociation pathways involving a different net number of photons.
Finally, in Chapter 5, the conclusion and perspectives for future work are given.
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Synopsis. Experimental studies of molecular fragmentation in a strong field have been im-
proved greatly by the advancement of laser systems in the past decades. One of the prime in-
struments used for these studies is the amplified Ti:Sapphire laser source. This light source is
commercially available with pulse durations of 20–100 fs and pulse energies of a few mJ to a few
hundred mJ [113–119]. Nowadays, the central wavelength and spectral bandwidth of a laser pulse
can be modified by a number of nonlinear techniques. Generating ultrashort laser pulses of about
5 fs is accomplished through a nonlinear process called self-phase modulation (SPM) [120, 121].
The experiments in this work have been carried out using femtosecond laser pulses at a few wave-
lengths and various pulse durations. In this chapter, the general principle of a femtosecond kHz
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Ti:Sapphire laser system is briefly described. In addition, the nonlinear process leading to the
generation of the second and third harmonics of the fundamental frequency of the laser pulse is
explained. The technique used for generating ultrashort laser pulses from a Ti:Sapphire laser is
presented. Multiple pulse characterization methods, which are used in this work to character-
ize different laser pulses, are summarized. Lastly, the characterization of carrier-envelope phase
(CEP) of ultrashort laser pulses using the stereo above-threshold ionization (ATI) spectrometer is
discussed [122, 123].
2.1 Introduction
All the experiments presented in this work use femtosecond laser systems located at the JRM
laboratory. The electric field of the laser pulses can be written in both the time and frequency
domains. For convenience, the electric field is represented by a complex quantity, however the
measured electric fields are real [120]. The electric field can be written as
E˜(ω) =
∫ ∞
−∞
E(t)e−iωt dt =
∣∣∣E˜(ω)∣∣∣ eiΦ(ω)
E(t) =
1
2pi
∫ −∞
∞
E˜(ω)eiωt dω,
(2.1)
where
∣∣∣E˜(ω)∣∣∣ represent the spectral amplitude, and Φ(ω) and is the spectral phases. The complex
field in the frequency domain is the Fourier transform of the temporal field. Because E(t) is a
real function and E˜(ω) = E˜∗(ω). For a Gaussian laser pulse, the relation between the frequency
bandwidth measured at full-width at half-maximum (FWHM), ∆ω, and pulse duration (FWHM),
∆τ , is given by a time-bandwidth product [124], ∆ω∆τ ≥ 0.4412pi or c∆λ∆τλ2 ≥ 0.441, where c is the
speed of light, λ is the central wavelength and ∆λ is the spectral bandwidth in nm. The constant,
0.441, depends on the pulse shape (see Ref. [124]).
For a given spectral bandwidth, the shortest laser pulse duration, the so-called Fourier-transform
limited (FTL) pulse duration, is calculated by the time-bandwidth product. For a FTL laser pulse,
all the frequency components have zero phase difference with respect to the central frequency.
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2.2 Femtosecond kHz Laser Systems
Two laser systems were used for the work presented in this dissertation. Both lasers systems,
located in the James R. Macdonald Laboratory, are based on a Ti:Sapphire oscillator and a
Ti:Sapphire multipass amplifier. The first is a homemade laser system named the Kansas light
source (KLS). This system generates linearly s-polarized1 laser pulses, duration of 25–30 fs FWHM
in intensity, with 2 mJ energy at a repetition rate of 2 kHz and a central wavelength of ∼790 nm.
The second laser system, which we call PULSAR, produces linearly p-polarized ultrashort laser
pulses, 21 fs FWHM in intensity, with 2 mJ energy at a repetition rate of 10 kHz and a central
wavelength around 800 nm. The schematic layout of our optics table is described in Appendix A.
The operating principles of Ti:Sapphire oscillators and amplifiers for these two systems are
briefly described in the following section. Following that, a concise description of how to generate,
compress and characterize few-cycle laser pulses is given.
2.2.1 Oscillator
The femtosecond laser pulses are generated by pumping a Ti:Sapphire crystal with a continuous
532 nm laser beam. The laser pulses are generated through a mechanism called Kerr-lens mode-
locking [125, 126], in which the nonlinear medium behaves as a lens for a laser beam with a Gaussian
intensity profile. In other words, the refractive index of the medium, n, depends on the intensity
of the laser field, n(I) = n0 + In2 [120]. Here, n0 is the low-field value of the refractive index at
some center frequency, ω0, n2 is the nonlinear refractive index, which is material dependent, and
I is the laser pulse intensity. In most laser materials n2 > 0, and hence the laser pulse increases
the refractive index.
The laser pulses, in both of our systems, are generated in a Kerr-lens mode-locked Ti:Sapphire
oscillator with a repetition rate of ∼80 MHz and output power of a few hundred mW (see Table 2.1
for more specific details). The group-velocity dispersion (GVD) is compensated by a pair of prisms
in the PULSAR oscillator and a pair of chirped mirrors in the KLS oscillator. The oscillator output
1s- and p-polarized light are linearly polarized, with electric fields perpendicular and parallel to the optics table,
respectively.
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KLS PULSAR
Repetition rate (MHz) 78 75.2
Average power (mW) 350 >300
Bandwidth (nm) 90 80
Pulse energy (nJ) 4.5 4
Pulse duration (fs) 12 14
Central wavelength (nm) 790 780
Table 2.1: Typical operation parameters for the KLS and PULSAR oscillators.
is split into two pulse trains. Half of the beam is used to seed the amplifier and the other half is
sent toward a f-2f interferometer used for CEP stabilization [127–132]. A typical spectrum of the
PULSAR oscillator during mode-locked operation is shown in Fig. 2.1(a).
2.2.2 Multipass Amplifier and Compressor
The laser pulses generated by the oscillator are too weak (few nJ) to use for the strong-field
experiments presented in this dissertation. These pulses need to be amplified while maintaining the
spectral bandwidth of the oscillator pulses. The amplification is based on the concept introduced
by Strickland and Mourou [133], which is called chirped-pulse amplification (CPA). The amplifier
can be divided into a few main components: a stretcher, a multipass amplifier, and a compressor.
A detailed description of a CPA femtosecond laser system can be found in Ref. [124]. A schematic
view of a laser system using the CPA concept is shown in Fig. 2.2. In such a system, the laser pulses
provided by the oscillator are stretched in time to avoid damage to the amplifier gain medium. A
grating-based stretcher is used in both of our systems, to stretch the pulses to tens of ps.
Figure 2.1: Typical PULSAR spectra measured after the (a) oscillator and (b) amplifier.
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Figure 2.2: A schematic view of the evolution of pulse duration and amplitude during chirped-pulse
amplification (CPA).
After the stretcher, a single pulse is selected out of many by a Pockels cell [134] to reduced the
repetition rate. For instance, in the case of the KLS, 2 pulses are amplified out of 78000 pulses from
the oscillator, resulting in a repetition rate of 2 kHz. These “lucky” pulses are further amplified
through the multipass amplifier. In both of our systems, the amplifier gain medium consists of a
Ti:Sapphire crystal, which is pumped by a Nd:YAG laser. In the KLS, the amplification occurs by
passing the stretched pulses fourteen times through the gain medium. After the first seven passes,
a second Pockels cell is introduced to block the amplified spontaneous emission (ASE). For more
details on the KLS system and its application see Refs. [115, 135–139].
In the PULSAR system, the amplification takes place in two stages [113]. In the first stage,
the seed beam is stretched and selected though a Pockels cell to maintain a 10 kHz repetition
rate. The beam is then amplified in a fourteen pass amplifier with a Ti:Sapphire gain medium.
The pulse energy is 1 mJ after this stage. A second Pockels cell is introduced to reduce the ASE.
The beam is further amplified through a second Ti:Sapphire crystal in a bowtie-shaped amplifier
with 5 passes to acquire 2 mJ of pulse energy. In the KLS, the Ti:Sapphire crystal is cooled down
by a liquid nitrogen reservoir. This reservoir needs to be refilled every 8–10 hours. However, the
PULSAR crystals are cooled down using a closed-loop, liquid helium cryogenic cooler. This allows
for continuous operation of PULSAR under stable conditions.
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The chirped output pulses are sent to a grating-based compressor to reduce the pulse duration
to approximately the Fourier-transform limit (FTL). In principle, a pair of gratings will add
enough negative GVD to compensate for the chirp introduced by the stretcher and propagation
through the whole system.
2.2.3 Spectral Broadening
An intense ultrashort laser pulse can cause self phase modulation (SPM) by traveling through a
medium, which is a nonlinear effect due to the variation of the index of refraction with the intensity
of the laser pulse [120]. In other words, the index of refraction depends on the temporal intensity
profile of the laser pulse, n(ω, I) = n0(ω) +n2I(t) (see Section 2.2.1). The intensity dependence of
the refractive index leads to a nonlinear phase shift, given by φ(t) = ω0t−kz = ω0t−(2pi/λ0)n(I)z,
where ω0 and λ0 are the carrier frequency and wavelength. SPM induces a frequency chirp in
the temporal profile of the laser pulse resulting in spectral broadening. The chirp after laser
propagation of distance L can be written as,
ω(t) =
∂φ(t)
∂t
= ω0 − 2pin2L
λ
∂
∂t
I(t). (2.2)
The concept of spectral broadening through SPM in a hollow-core fiber (HCF) filled with
gas was first introduced by Nisoli et al. [121]. This method is widely used for the generation of
ultrashort high energy laser pulses [140–144]. In an optical fiber, the index of refraction of the core
is higher than the index of refraction in the cladding, resulting in total internal reflection [145].
This is one of the main reasons for using these fibers for communication purposes. The light can
travel a long distance with no losses even if the fiber is bent. In contrast, in a HCF the index
of refraction is higher in the cladding, the light is guided through the fiber by grazing incidence
reflection from the walls [146, 147]. The light can then escape through the walls of the fiber, causing
such a fiber to be lossy. Therefore, the HCF must be kept straight so that the fundamental mode
can propagate in the fiber with minimum losses.
Marcatili and Schmeltzer [148] calculated the modes for a hollow-core fiber with a radius a in
cylindrical coordinates, with the assumption of a  λ. The EH11 mode has the lowest loss, and
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the intensity profile of this mode can be written as,
IEH11(r) = I0J
2
0 (
2.405r
a
), r < a, (2.3)
where J0 is the zeroth-order Bessel function, and I0 is the peak intensity [148]. A Gaussian beam
intensity profile is usually defined as IGaussian(r) = I0exp(−2r2r20 ), where I0 is the peak intensity
and r0 is the radius of the Gaussian beam at the focus. To achieve the maximum transmission
(coupling) through the fiber, Abrams [149] calculated the optimum focus size for a Gaussian beam
coupling. The optimal focus size for the most efficient coupling was found to be r0 = 0.64a [149–
151].
In our setup, the laser is focused by a spherical lens at the entrance of a meter long single mode
HCF filled with a noble gas. The schematic of our HCF setup used with the PULSAR laser is
shown in Fig. 2.3(a). For a Gaussian beam, the spot size at the focus is related to the beam radius
as r0 = λf/pid, where d is the beam radius before the focusing lens and f is the focal length of the
lens [152]. We can easily calculate the focusing distance needed to obtain maximum efficiency,
f =
0.64pida
λ
. (2.4)
We used a HCF with a core diameter of 250 µm and a focal length of 1.5 m to achieve maximum
coupling efficiency. Air fluctuation and temperature gradients cause laser beam pointing instability.
To improve the pointing stability at the entrance of the HCF, the laser beam is split after the
focusing lens with a beamsplitter. The reflected beam is sent through a beam-pointing stabilization
unit from TEM Messtechnik [153] for the PULSAR laser. (The KLS uses a homemade stabilization
unit called ALPS, which was developed by Prof. DePaola’s group [154]). In the stabilization unit,
a small portion of the beam reaches two detectors, which form a straight line. The position of
the beam on each detector is calibrated. Each detector acts as an iris and the feedback from each
detector controls the mirror before and after the focusing lens (M1 and M2 in Fig. 2.3(c)). The
mirrors are equipped with stepper motors and piezo-based actuators for slow and fast adjustment,
respectively.
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Figure 2.3: (a) Simplified schematic of spectral broadening through HCF and chirped mirror
compressor at PULSAR. M: mirror; L:lens; I:iris; CM:chirped mirrors; BS:beamsplitter; W:glass
wedge. (b) The amplifier spectrum. (c) The HCF spectrum after the chirped mirrors.
The main spectral broadening in the HCF occurs due to SPM. In addition, traveling a long
distance in the nonlinear medium of the fiber will cause positive dispersion. A set of chirped mirrors
(7 pairs) is used to introduce negative dispersion to compensate for the positive dispersion caused
by the fiber, as shown schematically in Fig. 2.3(a). Typically, the laser pulses are negatively chirped
after all the chirped mirrors to allow fine tuning “on target”. The amount of negative dispersion
can be calculated for the optical elements used in the path to the experimental apparatus (thickness
of glass, length of propagation in the air, etc.). However, the dispersion can be optimized in the
main experimental chamber by introducing a pair of movable wedges. By using this fine tuning
approach, several experimental setups at different distances from the short-pulse source can use
the beam simultaneously.
Argon and neon are used in the HCF setup to spectrally broaden the amplified laser pulses. To
avoid ionization, the input laser peak intensity should be smaller than the ionization threshold of
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the gas used in the the HCF. Neon has a higher ionization potential than argon and can be used
to broaden laser pulses with higher input pulse energy. An input pulse energy of 0.9 mJ is used
with the neon-filled HCF at a pressure of 2 bar to generate a broad spectrum with pulse energy
of 0.4 mJ. A typical spectrum from the neon-filled HCF is shown in Fig. 2.3(c). The original
spectrum of the amplifier is plotted in Fig. 2.3(b) with a bandwidth of 60 nm FWHM. This pulse
is spectrally broadened to FWHM > 200 nm as shown in Fig. 2.3(c). Different tools can be used
to characterize the pulse duration as explained in section 2.5.
2.3 Frequency Doubling and Tripling Using Intense Femtosecond
Laser Pulses
2.3.1 Nonlinear Optics
This section provides a brief introduction to nonlinear optics, specifically nonlinear frequency con-
version. Ultrashort laser pulses can have a high intensity inside a medium. At low intensity, the
polarization, P , depends linearly on the electric field, E, as P = χE, where χ is the electric suscep-
tibility. At high intensity, this linear relationship breaks down. One can expand the polarization
into higher orders of electric field [120, 152],
P (E) = χ(1)E + χ(2)E2 + χ(3)E3 + ..., (2.5)
For simplicity, both E and P are written as scalar quantities. The second and third terms are
the nonlinear part of the polarization. The coefficients χ(n) are high-order nonlinear optical sus-
ceptibilities. The nonlinear polarization is the source term in the nonlinear wave equation [120].
As a result, new frequencies can be generated through the dependence on the higher orders of
the electric field. The simplest nonlinear process can be generated through the second-order
susceptibility, χ(2). By assuming an electric field E = E0e
−iωt, the second-order polarization,
P (2)(E) = χ(2)E20e
−i(2ω)t, acquires a contribution at twice the fundamental frequency ω. This
process is called second-harmonic generation (SHG) [155].
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Nonlinear Processes χ(n) Phase Matching Condition Descriptions
sum-frequency generation
(SFG)
χ(2) ωs = ω1 + ω2 Two frequencies ω1 and ω2 are added
to yield the signal at ωs
difference-frequency gen-
eration (DFG)
χ(2) ωs = ω1 − ω2 Two frequencies ω1 and ω2 are sub-
tracted to yield the signal at ωs
second-harmonic genera-
tion (SHG)
χ(2) ωs = 2ω1 Frequency doubling of ω1
third-harmonic generation
(THG)
χ(3) ωs = 3ω1 Frequency tripling of ω1
third-harmonic generation
through SHG + SFG
χ(2) ωs = 2ω1 + ω1 Frequency tripling of ω1 by SHG plus
SFG with ω1
optical parametric gen-
eration/amplification
(OPG/OPA)
χ(2) ωs = ωp − ωi The signal is the difference between the
pump and idler
Table 2.2: List of few well-known nonlinear processes.
2.3.2 Second Harmonic Generation
By employing the proper nonlinear medium, intense laser pulses can be frequency-doubled. The
second harmonic (SH) yield depends quadratically on the intensity of the original beam. The
choice of χ(2) will affect the SH yield. For instance, the second-order susceptibility χ(2) vanishes
for crystals with an inversion symmetry. Some of the most common materials with second-order
susceptibility include Beta-barium borate (BBO), potassium dihydrogen phosphate (KDP), lithium
niobate (LiNbO3), quartz, barium titanate (BaTiO3) and lithium triborate (LBO) [156]. There
are several nonlinear processes which lead to a conversion of light frequencies as listed in Table 2.2.
In the work presented in this dissertation, we used the sum-frequency generation (SFG) process
to generate second-harmonics and we used SFG to generate third-harmonics. The second-harmonic
is generated through a phase matching process. For a SFG process, the phase matching condition
is simply written as, k3 = k1 + k2, or n3ω3 = n1ω1 + n2ω2. For the SHG process (ω3 = 2ω1), the
phase matching condition reduces to n(ω3) = n(ω1). To fulfill this equation, we use birefringent
crystals.
The description of a birefringent crystal can be found in Ref. [120]. The simplest birefringent
crystal is a uniaxial crystal consisting of an ordinary and extraordinary axis. The uniaxial bire-
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Figure 2.4: The typical measured (a) SHG and (b) THG spectra.
fringent crystals have refractive indices that depend on the polarization of the incident light. The
refractive index in a polarization direction perpendicular to the optical axis of the crystal is no,
which is not angle dependent. The beam that propagates on this axis is called the ordinary beam
(o-beam), whereas the polarization of an extraordinary beam (e-beam) lies in the principal plane.
The refractive index depends on the angle the crystal was cut, and it can be determined by the
index ellipsoid [120, 157].
The phase matching condition can be satisfied through several approaches [120, 158]. In one
approach, known as angle tuning, the axis of the crystal is rotated to match the laser beam polar-
ization direction. In a different approach, phase matching is fulfilled by adjusting the wavelengths
of the laser beams (wavelength tuning), or by temperature tuning of the birefringence of the crys-
tal. For the SHG process, we used the angle tuning approach for a negative uniaxial BBO crystal.
In this case, the ω3 can be an extraordinary wave and ω1 is an ordinary wave resulting in the phase
matching condition of ne(2ω, θ) = no(ω). A type-I BBO crystal with a cut angle of 29.2
◦ and a
thickness of 250 µm is used to generate second-harmonic laser pulses. As discussed earlier, the
polarization direction of the fundamental wave and the second harmonic signal are perpendicular
to each other for this crystal as they propagate on different optical axes. We use a polarization-
sensitive harmonic separator (sometimes called a dichroic beamsplitter) to further separate the
fundamental frequency pulses from the second-harmonic laser pulses. The incident beam is col-
limated to half of its original size to enhance the second-harmonic generation. We were able to
achieve 30–40% conversion efficiency. Figure 2.4(a) shows the spectrum of the second harmonic
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Figure 2.5: Time delay between the fundamental and second-harmonic for (a) a BBO crystal with
250 µm thickness and 29.2◦ cut angle and (b) a calcite crystal with 2 mm thickness and 152◦ cut
angle.
pulses measured with a fiber optic spectrometer from CVI Melles Griot [159]. The second-harmonic
laser pulses are sent toward a portable SD-FROG for pulse characterization, which is discussed in
detail in section 2.5.2.1.
For a type-I BBO crystal with normal incidence, the time delay between the fundamental
wavelength and second-harmonic pulses is calculated to be 194 fs/mm [156, 160]. The time delay
between the fundamental and second harmonic for a given BBO crystal cut angle and thickness
can be calculated as a function of incident angle. We follow the derivation in Ref. [157] and have
written a short code that calculates this time delay. Figure 2.5(a) shows the relative time delay
between the fundamental and second-harmonic pulses as a function of incidence angle for a BBO
crystal with 250 µm thickness and 29.2◦ cut angle. It’s clear that normal incidence results in
a −55 fs time delay. The negative sign means that the second-harmonic pulse lags behind the
fundamental pulse. The importance of this time delay becomes more clear as both of the laser
pulses (fundamental and second-harmonic) are needed to perform an experiment. For instance,
third-harmonic generation requires both the fundamental and second-harmonic laser pulses, as
is discussed in detail in the next section. Another example is the generation of a collinear two-
color beam for molecular fragmentation studies, which is described in section 2.4. For two-color
experiments, a proper adjustment of the time delay between the fundamental and second-harmonic
frequencies is essential.
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Figure 2.6: The schematic setup for third harmonic generation from the fundamental laser wave-
length. The laser propagates from left to right, as shown by an arrow (see text for more details).
2.3.3 Third Harmonic Generation
To generate ultrashort laser pulses with a central wavelength at 266 nm, a combination of SHG
and SFG processes is used. A schematic of a collinear setup for third-harmonic generation (THG)
is shown in Fig. 2.6. The first step is the generation of the second-harmonic as described above.
In the second step, a calcite plate is used to adjust the time delay between the fundamental and
the second-harmonic pulse. For this purpose, the calcite is tilted by a few degrees, as shown
schematically by an arrow in Fig. 2.6. After the calcite the second-harmonic pulses are ahead of
the fundamental laser pulses in time. A zero-order half waveplate is used to rotate the fundamental
polarization by 90◦ from s- to p-polarized light. The passage through the waveplate causes the
two pulses to nearly overlap in time. The calcite plate is used for fine tuning of the time delay
between the fundamental and second-harmonic pulses. Figure 2.5(b) shows the relative time delay
between the fundamental and second harmonic as a function of incident angle for a calcite plate
with the same properties as the one used in the experiment.
To generate the THG efficiently, the polarization of the fundamental and second-harmonic have
to be horizontal and the time delay between the two pulse has to be minimized. The two pulses
are overlapped temporally and spatially in a type-I BBO crystal with a thickness of 20 µm and cut
angle of 44.3◦ to generate THG through the SFG process. The THG pulse is then separated from
the fundamental and second harmonic by using 4 reflective dichroic beamsplitters. The conversion
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Figure 2.7: The schematic two-color setup; the laser propagates from left to right (see text for
more details).
efficiency of the THG process is only a few percent. For instance, a 1.3 mJ laser pulse at 800 nm
is used to generate THG pulses with 15 µJ pulse energy (conversion efficiency of 1.1%). The
typical spectrum of the THG laser pulses measured with a fiber optic spectrometer from CVI
Melles Griot [159] is shown in Fig. 2.4(b) with a central wavelength at 263 nm. The THG laser
pulses generated in this section are used to study the dissociation of an O+2 molecular-ion beam
as discussed in section 3.3.4. The detail alignment procedure for third-harmonic production is
described in Appendix B.
2.4 Generation of Two-Color Laser Pulses
The schematic setup to generate a two-color laser field in a collinear geometry is depicted in
Fig. 2.7. The setup consists of a BBO crystal for SHG, a calcite plate to adjust the delay between
the fundamental and the second-harmonic light and a zero-order λ/2 waveplate at 800 nm in order
to rotate the polarization of the fundamental by 90◦ and the second-harmonic pulse by 180◦. The
two laser pulses are temporally overlapped after propagation through 1 mm fused silica (entrance
window). By tilting the calcite plate, the relative phase between the fundamental and second-
harmonic field is controlled from 0 to pi. As a result, the maximum of the two-color electric field
can point in the positive or negative direction. Examples of such fields are shown in Fig. 2.7 for
relative phases of 0 and pi.
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Figure 2.8: Autocorrelator schematics (a) intensity autocorrelator and (b) interferometric auto-
correlator.
2.5 Pulse Characterizations
During the past decades, several methods have been employed to characterize ultrashort laser
pulses. In all of these methods, the goal is to reconstruct the electric field of the laser through
different algorithms. The basic principles of the methods that we have used in the lab are intro-
duced in this section. In the first and second subsections, I will focus on the autocorrelation and
frequency resolved optical gating (FROG) techniques, respectively.
2.5.1 Autocorrelation
In the autocorrelation technique, the pulse duration of laser pulses can be characterized by over-
lapping two replicas of the pulse in a nonlinear medium, as a function of the delay, τ , between
them. Several autocorrelation methods exist, such as the intensity and interferometric autocor-
relators, shown schematically in Fig. 2.8(a) and (b), respectively. In an intensity autocorrelator
the two laser pulses are crossed at an angle in a nonlinear medium such as a BBO crystal, while
in an interferometric autocorrelator the two replicas are overlapped in a nonlinear medium in a
collinear geometry (see Fig. 2.8(a) and (b)). The second-harmonic yield is then measured as a
function of delay between the two pulses. For the experiments described in this dissertation, the
interferometric autocorrelation was used to characterize the pulse duration.
The laser pulse electric field can be generally written as E(t) = E(t)ei[ωt+ϕ(t)], where E(t) is the
pulse envelope, ω is the carrier frequency and ϕ(t) is the phase of the pulse. The interferometric
autocorrelation signal I(τ) for an electric field E(t) can be written as [161]:
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I(τ) =
∞∫
−∞
∣∣∣∣[E(t) + E(t− τ)]2∣∣∣∣2dt. (2.6)
Using the electric field defined earlier the signal can be expanded to:
I(τ) =
∞∫
−∞
∣∣∣∣2E4(t) + 4E2(t)E2(t− τ)
+ 4E(t)E(t− τ)[E2(t) + E2(t− τ)]cos[ωτ + ϕ(t)− ϕ(t− τ)]
+ 2E2(t)E2(t− τ)cos[2(ωτ + ϕ(t)− ϕ(t− τ))]
∣∣∣∣dt.
(2.7)
For zero delay the signal reduces to,
I(τ = 0) = 16
∞∫
−∞
E4(t)dt, (2.8)
and for delays far from overlap, the signal can be written as,
I(τ →∞) = 2
∞∫
−∞
E4(t)dt. (2.9)
From the ratio of Eq. 2.8 and Eq. 2.9, we can see that the contrast for the autocorrelation
signal is 8:1. For a chirped Gaussian laser pulse, the electric field can be written as E(t) =
e[−2ln2(1+ib)(
t
T
)2]−iωt, where b is the chirp parameter and T is defined as the FWHM of the enve-
lope. For a Gaussian pulse the autocorrelation signal is expressed as,
I(τ) = 1 + 2 e[−2ln2(
τ
T
)2]
+ 4 e[−2ln2
b2+3
4
( τ
T
)2] cos[−2ln2 b
2
(
τ
T
)]cos[ωτ ]
+ e[−2ln2(b
2+1)( τ
T
)2] cos[2ωτ ].
(2.10)
For FTL Gaussian laser pulses(no chirp, b=0), the autocorrelation signal is reduced to,
I(τ) = 1 + 2 e[−2ln2(
τ
T
)2]
+ 4 e[−
3
2
ln2( τ
T
)2] cos[ωτ ]
+ e[−2ln2(
τ
T
)2] cos[2ωτ ].
(2.11)
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Figure 2.9: Second order interferometric autocorrelation trace. A measured autocorrelation trace
for FTL laser pulses is plotted as the grey curve. The corresponding calculated autocorrelation
trace is plotted (dashed line – blue curve) by assuming a flat phase across the spectrum (Eq. 2.11).
The result of the fit is 27 fs FWHM for a Gaussian pulse with central wavelength of 800 nm.
This equation consists of three terms, a DC term (1st), which does not oscillate, an oscillatory
term (2nd) with carrier frequency of ω, and an oscillatory term (3rd) with carrier frequency of 2ω.
The last two terms result in constructive and destructive interference leading to the autocorrelation
trace. The interferometric autocorrelation trace measured for FTL laser pulses is shown in Fig. 2.9.
The autocorrelation trace is obtained using an autocorrelator from Femtolasers [162]. The ratio of
the peak to background is 8:1 as expected from our earlier discussion. The measured trace shows
a clear oscillation as a result of the interference between the 2nd and 3rd terms in Eq. 2.11. To
estimate the FWHM of pulses used in the experiment, we can use the analytical expression given
by Eq. 2.11 with the assumption that the spectral phase is constant across the laser pulse. Based
on Eq. 2.11, we can generate an autocorrelation trace to fit the experimental trace with the FWHM
as a fit parameter. Figure 2.9 shows the fit as a dashed line (blue). We find that the FWHM of
the intensity is 27 fs with central frequency of 800 nm. Figure 2.10 presents an autocorrelation
trace for a short pulse generated through spectral broadening in HCF using the PULSAR laser as
described earlier. The fit shows an autocorrelation trace for 6 fs FWHM of intensity with central
frequency of 740 nm. The interferometric autocorrelation include some practical limitations. For
instance, Yamane et al. [163] pointed out the bandwidth limitation of the SHG for pulses shorter
than 5 fs. The autocorrelation methods are not very sensitive to laser pulse shapes. Ambiguity of
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Figure 2.10: Second order interferometric autocorrelation trace. A measured autocorrelation trace
for FTL laser pulses is plotted as the grey curve. The corresponding calculated autocorrelation
trace is plotted (dashed line – blue curve) by assuming a flat phase across the spectrum (Eq. 2.11).
The result of the fit is 6 fs FWHM for a Gaussian pulse with central wavelength of 740 nm.
ultrashort pulse shapes retrieved from the autocorrelation was studied by Chung and Weiner [164].
To sum up, we can use the interferometric autocorrelator to characterize pulse duration and
chirp of the ultrashort laser pulses. The analytical expression (Eq. 2.10) is used to estimate the
pulse duration and the amount of chirp in the measured spectrum. Similar information can be
obtained by means of another technique called Frequency Resolved Optical Gating (FROG), which
is described below.
2.5.2 FROG
More information about the laser pulse can be obtained by measuring the spectrally resolved
autocorrelation signal. For instance, instead of measuring the yield of the SHG signal as a function
of delay for the intensity autocorrelator measurements described earlier, one can measure the
spectrum of the SHG signal as a function of delay between two pulses [165]. This technique is
called frequency resolved optical gating (FROG) and can be used to fully characterize ultrafast
laser pulses [165–168]. There are various different schemes of FROG which are widely used [169].
These self-referencing techniques use the original pulse E(t) to gate itself by separating it into two
identical replicas and crossing them within a nonlinear medium as described earlier. The measured
signal is spectrally resolved as a function of the relative delay τ between the two replicas. The
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final FROG trace (i.e., spectrogram) is a 2D map of pulse intensity as a function of delay time and
frequency (or wavelength). Some of the well-known FROG methods are SHG-FROG, PG-FROG
and SD-FROG. The SHG-FROG has a temporal ambiguity, in which one can not distinguish
between negatively and positively chirped laser pulses. In the experiments performed in this work,
we used the SHG-FROG and SD-FROG methods described below to characterize our laser pulses.
2.5.2.1 SHG-FROG
The schematic of a SHG-FROG is similar to the schematic of the autocorrelator as shown in
Fig. 2.8(a), in which the detector used for autocorrelator measurements has been replaced by a
spectrometer. In a SHG-FROG configuration, we measure the spectrum of the second harmonic
signal as a function of delay. This is called the spectrogram of the autocorrelation between two
pulses. The mathematical expression for a SHG-FROG signal is written as,
ISHGFROG(ω, τ) =
∣∣∣∣∣∣
∞∫
−∞
E(t)E(t− τ)e−iωtdt
∣∣∣∣∣∣
2
, (2.12)
where E(t) is the pulse electric field. An iterative deconvolution algorithm is used to reconstruct
the electric field, magnitude and phase of the laser pulse [170, 171]. However, some ambiguities
exist in this process. The iterative process does’t always result in a unique solution, and the
SHG-FROG is insensitive to time inversion. There are many different variants of SHG-FROG
available with different properties, such as a scanning SHG-FROG, single-shot SHG-FROG and
an interferometric version [172–174]. We used a scanning SHG-FROG as well as a single-shot
SHG-FROG for the work presented in this dissertation [172].
Figure 2.11(a) shows a measured FROG trace for FTL laser pulses with central frequency of
790 nm acquired by using a single-shot SHG-FROG. Figure 2.11(b) is the corresponding recon-
structed temporal intensity profile (normalized to 1) and phase obtained by using the iterative
algorithm. The result is a pulse duration of 25 fs FWHM in intensity.
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Figure 2.11: (a) Measured FROG trace for FTL laser pulses using a single-shot SHG-FROG.
(b) The corresponding reconstructed temporal intensity profile (normalized to 1) and phase as a
function of time with FWHM of 25 fs.
2.5.2.2 SD-FROG
To characterize the second harmonic pulses from the SFG process described in Section 2.3.1,
we employed a SD-FROG setup [167, 175]. The SD stands for self-diffraction and uses a third-
order nonlinear process. The SD-FROG we used has a similar configuration as the intensity
autocorrelator discussed earlier, where the nonlinear medium is a thin piece of quartz (or other
third-order nonlinear medium such as fused silica). The two laser beams are focused in this
nonlinear medium and overlapped temporally and spatially. Due to the nonlinear Kerr effect,
the index of refraction changes as a function of intensity, n = n0 + n2I (see Section 2.2.1). The
interference between the two pulses induces a sinusoidal intensity pattern, often called a transient
refractive index grating [169]. Each beam is then diffracted from this grating within the medium.
The spectrometer is used to measure the spectrum of one of the diffracted signals as a function of
delay between the two incident pulses. The result is a FROG trace, which is shown in Fig. 2.12.
SD-FROG requires a relatively high pulse energy and can be applied in various spectral regions.
The SD-FROG has been used to characterize short laser pulses in the deep UV region [175]. Since
the self diffraction is not a phase-match process [176], the angle between the beams must be kept
small (.2◦) and the nonlinear medium has to be thin (.100 µm) [168, 177]. Figure 2.12(a) shows
a typical SD-FROG trace for SHG laser pulses with central wavelength of 395 nm. The SHG
signal is produced by propagation through a 250 µm BBO type I crystal. The SHG signal is
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Figure 2.12: (a) Measured SD-FROG trace for the SHG signal. (b) The corresponding retrieved
temporal intensity profile (normalized to 1) and phase as a function of time with FWHM of 53 fs.
separated from the fundamental beam by using a polarization-sensitive harmonic separator 1 mm
thick. The beam propagates through a few meters of air and 1 mm of fused silica to interact with
an ion beam target. A small portion of this beam is sent toward our portable SD-FROG setup for
characterization.
The measured trace is positively chirped as the “red” spectral components precede the “blue”
components for the measured UV laser pulses. This is due to the travel through several optical
elements and air. This extra chirp can be compensated by using a proper set of chirped mirrors.
A commercial FROG3 program, based on an iterative FROG algorithm, is used to reconstruct
the electric field amplitude and phase in the time and frequency domain. Figure 2.12(b) shows
the retrieved temporal intensity amplitude and phase in the time domain. The parabolic shape of
the phase indicates a positive chirp. The reconstructed intensity profile results in a pulse duration
of ∼53 fs FWHM, which is longer than the predicted FTL laser pulse due to the positive chirp
described earlier.
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2.6 Carrier Envelope Phase Tagging
2.6.1 Definition of the Carrier-Envelope Phase
The electric field of an ultrashort laser pulse can be described mathematically as
E(t) = E0(t)cos(ω t+ ϕ), (2.13)
where E0(t) represents the envelope of the pulse and is normally written as a Gaussian function,
e−
t2
τ2 . The carrier-envelope phase (CEP), ϕ, corresponds to the offset phase between the maximum
of the intensity envelope and the maximum of the electric field. Figure 2.13 shows the schematic of
an ultrashort laser pulse for two different CEP values. There are several methods to measure the
CEP of laser pulses. The two best-known methods for characterizing the CEP of ultrashort laser
pulses are f-2f interferometry and stereo-ATI electron detection. In the measurement presented in
this work, we used a stereo-ATI technique implemented by our previous group member Nora G.
Kling [123, 178].
2.6.1.1 The f-2f Interferometer
The optical method called f-2f interferometry relies on the spectral interference of a low (frequency
doubled) and a high frequency component of the laser-pulse spectrum. By overlapping these
frequency components spectrally, an interference pattern emerges, which contains information
about the CEP. There are several variants of f-2f available to measure the CEP of an oscillator
beam or an amplified beam (before and after HCF). The CEP information can be retrieved
by employing Fourier transform spectral interferometry Fourier transform spectral interferometry
(FTSI) [179]. More details can be found in Refs. [180, 181].
The first measurement of the CEP of a many-cycle femtosecond laser pulse was introduced by
Jones and coworkers [129], followed by several other experiments [131, 142, 182, 183]. Nowadays,
this method is widely used for few- and chirped many-cycle laser pulses. Recently, the CEP
characterization was carried out for optical parametric amplifier (OPA) laser pulses at 1.8 µm
wavelength [184, 185]. As mentioned earlier, we use a stereo-ATI spectrometer method described
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Figure 2.13: Schematic of an ultrashort laser pulse electric field (red) and envelope (blue) for two
different CEPs (a) ϕ=0 and (b) ϕ = pi2 .
briefly below to characterize CEP in this work.
2.6.1.2 Stereo-ATI Spectrometer
A stereo-ATI spectrometer is a setup used to determine the CEP of ultrashort laser pulses through
measuring the recollision electron in the ionization of a noble gas. The recollision process can
be illustrated by a three-step model2 [186–188], corresponding to a high-order above threshold
ionization (ATI) peak in the photoelectron spectrum [189–191].
In the three-step model, the returning electron is scattered from the parent ion and gains kinetic
energy up to 10Up, where Up =
I
4ω2
is the pondermotive energy, I is the laser intensity and ω is
the laser central frequency. These electrons are highly sensitive to the shape of the electric field
and thus the CEP. The instrument consists of two microchannel plate (MCP) detectors assembled
back-to-back. The left and right photoelectron distributions are measured for each laser shot along
the polarization axis. Figure 2.14(a) shows the schematic of the setup.
The asymmetry parameter is defined as A = NL−NRNL+NR ∼= sin(ϕ + ϕ0). Herein, NL and NR are
the integrated electron yields on the left and right detector, respectively. Furthermore, the ATI
spectrum appears to be sinusoidal with respect to the phase and the phase is energy dependent [122,
2In the first step, the electron tunnels through the potential barrier. In the 2nd step, the electron accelerates in
the laser field and then gets rescattered from the parent ion.
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Figure 2.14: (a) Schematic of CEP phasemeter used in this dissertation (adapted from Ref. [123]).
(b) The asymmetry parameters for two different energy ranges are plotted versus each other. Each
point corresponds to a certain CEP value.
123, 192–194]. The CEP can be retrieved as,
ϕ ∼= arcsin(αNL −NR
NL +NR
)− ϕ0, (2.14)
where α is a scaling factor to ensure the argument in the arcsin ranges from -1 to 1. However, the
CEP determined this way has an ambiguity of pi. To determine the CEP without ambiguity, the
asymmetry for two energy regions can be compared [192]. For this purpose, the asymmetry for
one energy region is plotted versus the other as shown in Fig. 2.14(b) [122, 123, 192, 193]. Each
point on this plot represent a certain CEP value. The method to extract the CEP from the angle
θ in Fig. 2.14(b) is described in Refs. [178, 195, 196]. For the experimental results presented in
Chapter 4, the stereo-ATI was used to trace the CEP of every laser shot.
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3.1 Introduction
In this chapter, we will present our results using various molecular ion-beam targets with different
laser parameters. The experimental results are composed of:
• Vibrationally-Resolved Structure in O+2 Dissociation Using a Few Wavelengths
• Rudimentary Coherent Control
– Effective Bandwidth Narrowing — Linear Chirp Effect in Dissociation of H+2
– Chirp Effect in Zero Photon Dissociation of HD+
• Branching Ratios in the Dissociation of HD+ Using an Intense Ultrafast “Single-Color” Laser
Field
• Control over Dissociation of a Molecular Ion Beam by Two-Color Laser Field — ω–2ω
• Pump-probe Studies of Molecular Ion-beam Fragmentation
3.2 Experimental Method
The experimental results presented in this chapter are based upon the laser-induced molecular
dissociation imaging (LIMDI) technique developed by Ben-Itzhak’s group [91, 92, 197, 198]. In
this method, coincidence 3D momentum imaging is implemented to study fragmentation of a
molecular-ion beam induced by intense ultrashort laser pulses. Using a molecular ion-beam target
has a few advantages and disadvantages, which will be discussed briefly. The molecular-ion beam
can be used to study benchmark molecules, such as one-electron diatomic molecules, H+2 , and the
simplest polyatomic molecule, H+3 , as well as their isotopologues. For the benchmark H
+
2 molecules,
accurate theoretical treatment of the interaction with a strong laser field is feasible [199–202].
Moreover, fragmentation of H+3 in an intense laser field has been studied [97–101, 203–207]. The
neutral H3 is unstable in its ground state; therefore exploring H
+
3 as an ion-beam target in the
laboratory is essential.
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Typically, H+2 is generated in strong-field studies by ionizing H2 during the laser pulse (See,
for example, previous experimental and theoretical studies of H+2 [26, 199, 200, 208–210]). In this
case, the H+2 initial vibrational states are populated coherently. Starting with an H
+
2 ion-beam
target results in a well-defined Franck-Condon distribution of initial vibrational levels [28, 211].
These states are populated incoherently.
The target molecular ions have a few keV of kinetic energy, and as a result the neutral fragments
can be detected. In other words, dissociation processes can be studied in a kinematically complete
manner. One of the main disadvantages of using ion-beam targets is their low target density in
comparison with neutral targets. For instance, in a typical ion-beam experiment the target density
is about ∼105 molecules/cm3, while the density of a neutral target is estimated to be around
∼1012 molecules/cm3. Therefore, time dependent studies that require high statistics data could
be challenging when using ion-beam targets. We will discuss two examples of such measurements
performed on ion-beam targets later in this chapter.
The main components needed to perform this kind of experiment are (i) an intense ultrafast
laser system, (ii) an ion source to generate the molecular ion-beam target and the related ion
optics, (iii) a method for crossing the laser with the molecular-ion beam, (iv) a momentum imaging
apparatus to measure the breakup fragments, and lastly (v) a procedure to convert the measured
signals to the 3D initial momentum of each breakup channels. The characteristics of the laser
system used in our measurements were described in the previous chapter. The schematic diagram
of our experimental apparatus is shown in Fig. 3.1(a) and (b), and the various elements are
described in the following section.
3.2.1 Ion Source
The molecular ions are generated via fast electron impact ionization in an electron cyclotron res-
onance (ECR) ion source [212–214]. It is worth mentioning that the electron impact ionization
mechanism produces ions through vertical transitions, in which the vibrational population approx-
imately follows the Franck-Condon factors [28, 211]. To extract the molecular ions, the ion source
is held on a positive acceleration voltage in the range of 5–28 kV. A constant flow of gas is leaked
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into the source through a dosing valve1 to maintain the constant ion current. The beam current is
monitored with a movable Faraday cup (FC) along the beam line. The first Faraday cup (labeled
as FC1 in Fig. 3.1) measures the total current produced by the ion source. The ion source produces
a variety of ion species and the total current at the output of the source is between 20 and 200 µA,
which depends on conditions of the source such as the target gas, the pressure in the source and
the electron impact energy.
The desired beam of ions is momentum-selected by a magnetic field (labeled as M1 in Fig. 3.1).
By adjusting the magnetic field, the molecular ions of momentum p and charge q are deflected to
pass through a four-jaw slit and collected in a Faraday cup (FC2). We record the beam current at
various places along the beam line as a function of the magnetic field strength (monitored with a
Hall probe).
3.2.2 Ion Optics
We use two quadrupole lenses to focus the beam at the interaction region. A quadruple lens consists
of four hyperbolic electrodes placed symmetrically around the beam axis [215]. These lenses are
typically assembled as doublets or triplets to focus the beam in both transverse directions [216].
In the schematic drawings in Fig. 3.1(a) and (b), the quadrupole lenses are labeled as Q1 and
Q2. The first quadrupole lens is mounted close to the source while the 2
nd quadrupole lens is
after the second magnet, M2. The quadrupole lenses are implemented to produce a collimated
beam with a cross section of about 0.8×0.8 mm2 in the last Faraday cup (FC4). This FC4 is
mounted on an XY-manipulator stage, which can be adjusted to collect the ion beam. In addition
to the quadrupole lenses, we use a series of electrostatic deflectors (consisting of parallel plates and
labeled DP in Fig. 3.1(a) and (b)) to steer the ion beam in the horizontal and vertical directions.
The ion-beam current is measured during the tuning process with different Faraday cups along the
beam path. For instance, a current of ∼2 nA is measured on the Faraday cup FC4 for a 10 keV
H+2 ion beam.
To reduced the rate of scattered particles on the detector, the ion beam is chopped in syn-
1Pfeiffer, UDV 046
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chronization with the laser pulses. This chopper, shown in Fig. 3.1, is comprised of parallel plates
mounted on four-jaw slits to produce a movable deflector. This configuration allows the chopper
to be close to the ion beam. By applying a weak voltage to the plates, the ions are deflected away
from the defined path. When the voltages are switched off, the ion beam returns to the path that
was being tuned previously. In our experiment, the ion beam is present a few µs before the laser
pulses arrive at the interaction region and stays on for a few µs after the laser pulse.
3.2.3 Imaging Set-up
Following acceleration and momentum-selection of the molecular ions, the ion beam is transported
to the laser interaction region, where it is crossed orthogonally by the focused laser beam, with
the laser polarization oriented perpendicular to both beam directions. The choice of ion beam
energy is a compromise, low enough to improve the KER resolution but high enough to assure an
acceptable detection efficiency, especially for the neutral fragments.
A static electric field is applied in the interaction region using a longitudinal spectrometer
(marked as imaging spectrometer (IS) in Fig. 3.1(a) and (b)), in order to accelerate the charged
molecular fragments toward a time- and position-sensitive detector [217] such that all fragments,
neutral and ion, are separated by time-of-flight (TOF) and measured in coincidence. The schematic
of the setup is shown in Fig. 3.1(a). This method is called longitudinal field imaging (LFI) [197,
198]. The measurement relies on the fragments having sufficient dissociation energy transverse to
the ion-beam direction to separate them from the Faraday cup (FC4) — with the drawback that
those with insufficient energy (KER. 0.1 eV) are blocked.
We further improved this imaging method by adding a transverse static electric field (provided
by an imaging deflector, in Fig. 3.1(b)) after the imaging spectrometer to deflect the charged
fragments in position. This allows the measurement of low KER down to near 0 eV (limited by the
energy resolution). This method is called longitudinal and transverse field imaging (LATFI) [198],
and is depicted in Fig. 3.1(b). The primary molecular-ion beam is deflected and collected in FC4.
The dissociation fragments are measured in coincidence in both methods, thus enabling the
unambiguous identification of different fragmentation channels, such as H+ + H dissociation or
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Figure 3.2: Density plot of coincidence TOF gated using momentum conservation for HD+ frag-
mentation induced by 33 fs FTL linearly polarized (s-polarized) laser pulses with 4×1015 W/cm2
peak intensity.
H+ + H+ ionization [91, 92]. A typical coincidence TOF spectrum of HD+ fragmentation by
ultrashort laser pulses is shown in Fig. 3.2. The horizontal axis is the TOF of the first hit and the
vertical axis represents the TOF of the second hit. True coincidence events lie along diagonals,
which are labeled accordingly. The figure clearly demonstrates the separation of dissociation and
ionization channels.
Figure 3.3(a) and (c) show typical TOF spectra using the LFI and LATFI methods, respectively,
while Fig. 3.3(b) and (d) present the position spectra for each of these methods. The polarization
is parallel to the detector in the LFI method, while the polarization is along the beam axis in the
LATFI method. The TOF for each fragmentation channel, in Fig. 3.3(c), consists of two peaks,
a forward (toward) and a backward (away) peak with respect to the detector, as expected. In
addition, the fragments are separated in position as shown and labeled in Fig. 3.3(d).
3.2.4 Coincidence 3D Momentum Imaging
Our coincidence 3D momentum imaging technique allows us to cleanly separate the dissociation
channel of interest from other dissociative ionization channels. For this channel, we evaluate the
momenta of both dissociating fragments from the TOF and position information, recorded event-
by-event, therefore retrieving the complete kinematic information about the process under study.
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Figure 3.3: (a) TOF and (b) position spectra for a HD+ molecular ion-beam target fragmented by
a strong-field linearly polarized laser using the LFI method (see text). (c) TOF and (d) position
spectra for a HD+ molecular ion-beam target fragmented by a strong-field linearly polarized laser
using the LATFI method (see text). The polarization direction is parallel (perpendicular) to the
detector plane in the LFI (LATFI) method as marked on (b) and (d).
From these momenta the KER and direction of the dissociating fragments (θ, φ) relative to the laser
polarization are determined (see further details in our previous publications [91, 92, 102, 197, 218]).
All of the time signals generated from the detector (TOF from the MCP and position signals
from the delay-line anode) are measured with respect to the signal generated from a photodiode
that is triggered by the laser pulses. The true time of each hit can be written as tj = TOFj − td,
where td is the time difference between the time the laser pulse intersects the ion beam and the
photodiode signal (including the associated time difference due to electronics) [197]. Therefore,
the true TOF for each hit is measured from the interaction to the detector with an accuracy of
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about 200 ps. The position of a hit, (xj , yj), is reconstructed from the time delay between signals
arriving at the two ends of each wire, xj = (tL− tR)Cx and yj = (tU − tD)Cy, where tL, tR, tU , and
tD are the timing signals from the ends of the x and y wires. Cx,y are proportional to the signal
propagation speeds (scaling factors) determined by using a well-known pattern (mask) in front of
the detector; for more details see Ref. [197].
The basic idea of 3D momentum imaging can be comprehended by applying no voltages to the
imaging spectrometer and the imaging deflector. This method, sometimes referred to as “field-free
imaging” or “fast-ion-beam photofragment spectroscopy”, is discussed in previous studies [96, 219–
224]. We briefly describe this method for two-body fragmentation in this section. Moreover, this
method can easily be extended to three or more fragments .
The interaction point, where the laser crosses the ion beam, is defined as the z-axis origin.
The measured (x,y) origin is set to be the center of the beam spot on the imaging detector. The
(x,y) for the first and second hit on the detector can be evaluated from the TOF and position
information. The equations for the x and y coordinates are the same; for simplicity, we only write
the x-equations of the two fragments hitting the detector,
x1 − x0i = (v0xi + v′1x)t1 (3.1a)
x2 − x0i = (v0xi + v′2x)t2, (3.1b)
where t1, x1 and t2, x2 are the measured time and position of each hit, respectively, and x0i and
v0xi are the position and center-of-mass (CM) velocity (x-components) of a specific molecular ion
at the dissociation point. Lastly, v′1x and v′2x are the dissociation velocities along the x direction
for each fragment in the CM system. The two dissociation velocities are related by momentum
conservation in the CM system,
m1v
′
1x +m2v
′
2x = 0, (3.2)
where m1 and m2 are the masses of the first and second fragment. There are four unknowns, v
′
1x,
v′2x, v0xi and x0i , in these three equations (3.1a, 3.1b and 3.2). To solve these equations, we need
to eliminate one variable. As the interaction volume defined by the tightly focused laser beam and
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sub-1 mm ion beam is small, we can approximate the fragmentation position for each molecule
with its average value, x0i . Substituting v
′
2x = −m1m2 v′1x (from momentum conservation Eq. 3.2)
into Eq. 3.1b and subtracting from Eq. 3.1a yields,
v′1x =
x1 − x2
t1 + βt2
+
v0xi(t2 − t1)
t1 + βt2
, (3.3)
where β ≡ m1m2 is the mass ratio of the fragments. The solution for v0xi can be evaluated as,
v0xi =
1
1 + β
[
x2
t2
+ β
x1
t1
]. (3.4)
The y-velocity components, v0yi and v
′
1y, can be evaluated in a similar manner. The z-component
of the velocity can be evaluated from the measured TOF,
t1 =
d− zi
v0zi + v
′
1z
(3.5a)
t2 =
d− zi
v0zi + v
′
2z
, (3.5b)
which are the first and second hit on the detector, respectively. Here d is the distance from
the interaction region to the detector, zi is the location of the dissociation of a specific molecule
within the interaction volume, and v0zi is the beam velocity of each molecule. The z-momentum
conservation in CM is given by,
m1v
′
1z +m2v
′
2z = 0. (3.6)
The dissociation velocities along z are linked as v′2z = −m1m2 v′1z. Again we have four unknowns,
hence to solve these equations we replace zi with its average value zi. The solutions for velocities
along the z direction are given by,
v′1z =
1
1 + β
(
d− zi
t1
− d− zi
t2
), (3.7)
and
v0zi =
1
1 + β
(
β(d− zi)
t1
− d− zi
t2
). (3.8)
We impose a reflection symmetry on the measured v′1z distribution in order to specify the value of
zi. After finding all the velocity components for a specific molecule, we can compute the momenta
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of its fragments given by p1j = m1v
′
1j , where j = x, y, or z. From the momenta of both fragments,
we evaluate the kinetic energy release (KER) and the direction of the dissociating fragments (θ, φ)
relative to the laser polarization.
It is important to note that the different reaction channels cannot be distinguished by using the
“field-free imaging” described above. For instance, the dissociation channel is not differentiated
from the ionization channel. To overcome this difficulty, we introduce a weak longitudinal electric
field around the interaction region to accelerate the ionic fragments relative to their charge-to-
energy ratio. The electric field is provided by a spectrometer, which is schematically shown in
Fig. 3.1 and labeled as an imaging spectrometer (IS). This static electric field modifies and
separates the different fragmentation channels by their TOF as shown in Fig. 3.2.
The longitudinal electric field does not affect the (x,y) velocity components, expect for a minor
correction which is discussed in detail in Refs. [197, 198]. In contrast, the z-velocity component is
substantially affected by the longitudinal electric field due to the modification of the TOF formula.
The TOF in the presence of an electric field can be modeled as:
t1 =
2d1
v0zi
1
η1
[
√
(1 + u1z)2 + η1(1− z′i)− (1 + u1z)] +
d2
v0zi
1√
(1 + u1z)2 + η1(1− z′i)
, (3.9)
where d1 and d2 are the lengths of the electric field region and field-free region, respectively
(d = d1 + d2). z
′
i ≡ zi/d1 is the scaled location of the fragmentation point, and u1z ≡ v′1z/v0zi is
the scaled dissociation velocity of the first fragment in the CM frame. Lastly, the ratio of potential
and kinetic energy is defined as, η1 ≡ 0.8qVs/12m1v20zi , where Vs is the spectrometer voltage and
q is the charge of the ion. We use SIMION [225] simulations to reproduce the measured TOF
accurately and compare it with the model formula. The model formula given above reproduces
the TOF to better than the accuracy of our experimental apparatus (∼100 ps). We can evaluate
the v′1z and v0zi velocities by using the same approximation as before, namely replacing zi by its
average value, zi. The z-direction equations are more complex, so we solve them numerically.
To summarize this section, the ion-atom break-up involves Eqs. 3.9, 3.5b and 3.6, while the
ion-ion break-up channel includes Eq. 3.9 twice (for both first and second hits) and Eq. 3.6. These
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Figure 3.4: Measured 3D momentum distribution of H+ fragments of HD+ dissociation into H++D.
Laser polarization is along kˆ, the peak intensity ∼ 2 × 1014 W/cm2, the pulse duration 65 fs
(positively chirped from a 23 fs FTL pulse), with a central wavelength of 790 nm. Note that the
structures match the vibrational states of the HD+ molecule, adapted from Ref [104].
equations are solved numerically to find the velocity of each fragment in the molecular frame. As
an example, the reconstructed 3D momentum of H+ from HD+ dissociation into H++D is shown
in Fig. 3.4, where the linearly polarized laser field is along kˆ. The laser and ion beams propagate
along jˆ and iˆ, respectively, and the detector is in the jˆ-kˆ plane. The structures along kˆ in the
momentum distribution are the products of different vibrational levels of the parent molecular ion.
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3.3 Vibrationally-Resolved Structure in O+2 Dissociation Using a
Few Wavelengths
Synopsis. Part of this section is based on Ref. [104], in which laser-induced dissociation of O+2
is studied in the strong-field limit using LFI method (see Section 3.2.3). In this study, linearly
polarized laser pulses are used with central wavelengths of 784, 392 and 260 nm, pulse durations
of 40–130 fs, and a peak intensity range of ∼1013–1015 W/cm2. The measured kinetic energy
release spectra from dissociation of O+2 reveal vibrational structure in strong field dissociation of
multielectron molecules, which persists over a wide range of laser intensities. By evaluation of the
potential energy curve (PEC), we assign the spectral energy peaks to dissociation of the ν=10–15
vibrational states of the metastable a 4Πu state via the dissociation pathway |a 4Πu〉 → |f 4Πg−1ω〉
— a mechanism equivalent to bond softening (BS) in H+2 . Careful inspection unveils an apparent
suppression in the dissociation of particular vibrational peaks, which is a manifestation of the
well-known Cooper minima effect [95, 104].
3.3.1 Introduction
Intense ultrashort laser pulses have many applications in the physical, chemical and biological
sciences as they provide an opportunity to manipulate reaction dynamics. In particular they
have proven invaluable for imaging and controlling molecular dynamics through their nonlinear
interaction with molecules (e.g., [80, 87]). Typically, however, molecular imaging in strong laser
fields has been limited to electronic states (e.g., [81, 95, 226–229]), as high-resolution studies of
individual vibrational (ν) states in strong fields are challenging and thus rare. The ability to
perform ν-state specific studies opens the door to better control of molecular reactions as each ν-
state can react in a different way to the strong laser field [230]. With advances in time- and position-
sensitive imaging detectors, and better imaging techniques such as reaction microscopes [231, 232]
and velocity map imaging (VMI) [233, 234], experimentalists are in a better position to target
ν-state selective studies at low laser intensities.
One place to look for vibrational structure, which survives the strong-field interaction with
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a molecule, is in the dissociative ionization of H2. This process involves dissociation dynamics
of the intermediate one-electron H+2 molecule. Generally, only two electronic states are involved
in H+2 dissociation dynamics, the 1sσg ground state and the 2pσu first excited state. Higher
lying electronic states can be neglected in most cases, though they do occasionally play a role
(see, e.g., [36, 98, 235, 236]). In spite of the simplicity of, and the multitude of studies on,
H2 [91, 199, 200], observations of vibrational structure in its dissociative ionization, such as that
by Zariyev et al. [237], are extremely rare. Indeed, that study was carried out using relatively long
laser pulses (160 fs) that have a narrow bandwidth, which is good for spectral resolution but not
amenable to time-resolved imaging experiments.
In contrast, vibrational resolution studies of H+2 ion beam targets are considerably more com-
mon [73, 92, 94, 95, 238–241] than other multielectron molecular-ion beam. Typically, the high ν
states of H+2 dissociate by one-photon excitation to the repulsive 2pσu state on the low-intensity
leading edge of the laser pulse, a fact that helps preserve the vibrational energy structure upon
dissociation. It is less intuitive that vibrationally-resolved structure will appear in dissociation of
more complex diatomic molecules driven by strong fields. This is in contrast to the abundance
of vibrationally resolved spectra in beam fragment photodissociation studies (see, for example,
Refs. [219, 242, 243]). However, the nature of dissociation under the influence of a weak or strong
field is different, the first being a single photon process while the latter is strongly affected by
multi-photon phenomena [199, 200]. It worth mentioning that the vibrational structure studies in
strong laser field is originated from absorption and stimulated emission of many photons resulting
in dissociation with net one photon.
Normally the multitude of potential energy curves and possible dissociation pathways, even in
relatively simple systems like N+2 or O
+
2 , can lead to overlap in KER peaks, that simply inhibit
the observation of vibrational structure. Arguably this is the main reason for the absence of
vibrationally-resolved spectra in such molecules to date.
In light of these issues, it is perhaps surprising that we do observe vibrational structure in
strong-field dissociation of a multielectron molecular ion, O+2 — as we present here. Using intense
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784 nm, 392 nm and 260 nm laser pulses we demonstrate clearly the presence of structure in the
KER spectrum, following dissociation of an O+2 ion beam target, that can be assigned to specific
ν states.
Our choice of O+2 to look for vibrational structure is triggered by the fact that we have explored
this system previously with an intense laser, particularly its dissociation as an ion beam [102, 197].
From this earlier work we believe that we can identify a large number of its dissociation pathways.
Unfortunately, at that time our imaging resolution for the ion beam fragments was insufficient
to discern vibrational peaks in KER had they been present. After significant development of
our crossed-beam coincidence 3D momentum imaging setup we can measure vibrationally-resolved
KER spectra using shorter laser pulses in H+2 [95] and also in low energy dissociation of O
+
2 ,
presented in this work.
3.3.2 Experimental Method
The laser used for these studies is KLS system (see Section 2.2) operating at 1.5 kHz repetition
rate, with an output central wavelength of 784 nm, a Fourier-transform-limited pulse duration of
40 fs (FWHM in intensity), and a pulse energy of up to 1 mJ. The pulses can be converted in
wavelength to 395 and 266 nm using a second and third harmonic generation β-barium borate
crystal (see Section 2.3.1). The linearly polarized pulses are focused onto the O+2 ion beam target
using an f=203 mm off-axis parabolic mirror, generating intensities up to 4×1015 W/cm2.
Figure 3.5(a) and (b) show the complex electronic structure of O+2 . The PECs are adapted
from Ref. [244]. For our O+2 ion beam measurements, oxygen gas was ionized by electron im-
pact in an electron cyclotron resonance (ECR) ion source. This produced O+2 ions with about a
third of the molecules in the metastable lowest quartet state, a 4Πu, with a lifetime longer than
a millisecond [245] and the remaining two-thirds in the doublet ground state, X 2Πg (see, for
example, [246, 247]). The electron impact ionization mechanism produces ions through vertical
transitions, in which the vibrational population approximately follows the Franck-Condon fac-
tors [28, 211]. The approximately Franck-Condon vibrational populations of these two electronic
states are evaluated by the Franck-Condon overlap integral [248, 249] as shown in Figs. 3.6(a) and
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Figure 3.5: O+2 Born-Oppenheimer potential energy curves adapted from Ref. [244]. The (a)
doublet and (b) quartet states are separated for visualization.
(b). As will be shown later, the main channel of interest in this study involves the dissociation of
the a 4Πu state.
3.3.3 Results and Discussion
Typical dissociation spectra for O+2 are shown in Fig. 3.7. The angle θ is between the molecular
dissociation axis and the laser polarization. This spectrum is rich in structure and many of the
dissociation pathways responsible for the features have been identified in our earlier work [102], as
well as by others (e.g., Ref. [251]). Specifically, the peak labeled β at about 1.5 eV can be assigned
to the more complex dissociation pathway |a 4Πu〉 → |f 4Πg − 1ω〉 → |4Σ+u − 2ω〉.
The peak labeled α at about 2.3 eV reported earlier [102] is due to three-photon absorption via
the pathway |a 4Πu〉 → |f 4Πg−3ω〉 [102]. This peak is not clearly seen in this work. Additionally,
the peak labeled γ at about 0.7 eV is associated with dissociation of the O+2 a
4Πu state to the
4Σ+u state dressed by three photons, although the exact pathway connecting these states requires
further work. A few dissociation pathways that are consistent with the KER peak labeled γ in
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Figure 3.6: Diabatic dressed potential energy curve (PEC) diagrams of O+2 depicting the main
dissociation pathways (see text) of the (a) X 2Πg doublet ground state and (b) a
4Πu lowest quartet
state, yielding low KER. The PECs were taken from Ref. [244]. The vibrational populations,
shown in the insets, are the Franck-Condon factors for vertical electron-impact ionization in the
ion source. We used the phase-amplitude method [250] to evaluate the vibrational wave functions
needed for the overlap integrals. A schematic vibrationally-resolved low KER spectrum is also
shown in each panel.
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Figure 3.7: (a) KER-cosθ density plot of O+2 dissociation in a 784 nm, 40 fs, 4×1015 W/cm2 laser
pulse. (b) the KER spectrum evaluated by integrating over all angles in panel (a). The labeled
KER peaks are associated with the following dissociation pathways (see text and Refs. [102, 104]):
(α) |a 4Πu〉 → |f 4Πg − 3ω〉, (β) |a 4Πu〉 → |f 4Πg − 1ω〉 → |4Σ+u − 2ω〉, (γ) see text, and the
feature of main interest here (δ) |a 4Πu〉 → |f 4Πg − 1ω〉 for ν= 10–15 — depicted in Fig. 3.6(b).
Adapted from Ref. [104]
Figs. 3.7 and 3.8 have been proposed in Ref. [251], namely:
(i) |a 4Πu〉 → |2 4Π+g − 3ω〉,
(ii) |a 4Πu〉 → |f 4Π+g − 1ω〉 → |2 4Π+g − 3ω〉,
(iii) |a 4Πu〉 → |f 4Π+g − 1ω〉 → |2 4Π+u − 2ω〉 → |2 4Π+g − 3ω〉.
While these features are interesting in their own right, the focus of the present work is on
the series of closely spaced, narrow, low-KER peaks labeled δ that have been reported earlier
by our group [104]. For visualization, we zoom in on the KER spectrum below 0.8 eV as shown
in Fig. 3.8(a). Based on their energy we suggest that all the KER peaks labeled δ are due to
dissociation of the ν= 11–15 states bound in the a 4Πu potential, along the pathway |a 4Πu〉 →
|f 4Πg − 1ω〉 [see Fig. 3.6(b)]. This is a net one-photon bond softening process similar to the
one commonly observed in H+2 [26, 237]. Specifically, the peaks are centered about the energies
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one would expect for dissociation by absorption of a 784 nm photon, marked by vertical ticks on
Fig. 3.8(a).
The data in Fig. 3.8 is in good agreement with a fit function consisting of the sum of Gaussian
peaks centered at the expected positions for a 4Πu(v) (ν= 11-15) to f
4Πg transitions, and a couple
of additional peaks at higher KER (specifically the γ peak and one additional Gaussian to represent
the tail extending to lower KER from the peak(s) centered around 1.0 eV in Fig. 3.7(a). A common
width was used for the first 5 δ peaks as expected for similar transitions [226], while the width of
the remaining 2 peaks were free parameters. Note that the lowest expected KER peak (ν= 10)
cannot be measured in our spectrometer apparatus due to losses of very low KER fragments in
the Faraday cup, and for the same reason the centroid of the ν= 11 peak is slightly shifted to a
higher energy (the magnitude of this shift is consistent with the one expected when convoluting
the response function due to Faraday cup losses with the ν= 11 Gaussian). We overcome this issue
by repeating our measurement with our LATFI imaging setup [198]. Additionally, the dissociation
of the ν=12 state appears to be suppressed relative to the other states (see discussion below).
To verify the pathway assigned above we present in Fig. 3.8(b) the angular distribution associ-
ated with events within the δ peaks. The measured angular distribution (open circles) conforms well
to a cos2 θ distribution as expected for a net one-photon Π→Π (∆Λ = 0) transition (see [102, 251]).
Moreover, all the peaks in the low-KER feature δ have approximately the same intensity depen-
dence and angular distribution as would be expected for net one-photon transitions between the
same electronic states.
While so far we have discussed only dissociation pathways involving the metastable a 4Πu state
of O+2 , we can exclude the X
2Πg ground state from being responsible for the structure δ for several
reasons. Firstly, we identify the most probable dissociation pathways originating from the X 2Πg
state, shown in Fig. 3.6(a), as
(i) |X 2Πg〉 → |A 2Πu − 1ω〉 → |2Σ+g − 2ω〉 , and (ii) |X 2Πg〉 → | 2Σ+u − 1ω〉 → |2Σ+g − 2ω〉 ,
following the procedures described in Ref. [102].
Both these pathways involve consecutive one-photon transitions and would yield the same KER
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Figure 3.8: (a) The low KER spectrum of O+2 dissociating into O
++O in a 784 nm, 40 fs,
4×1015 W/cm2 laser pulse. The fit function (thick red line), consisting of the γ (dashed ma-
genta line) and δ (dashed green line) contributions (see text), is in good agreement with the data
(open red circle). A tail of the peak centered around 1 eV [see, Fig. 3.7] is also visible at high
KER (dash-dot magenta line). Note that the ν= 12 is suppressed relative to the other states (see
text). The blue vertical ticks at the top mark the expected positions for dissociation of the X 2Πg
state, following the pathways shown in Fig. 3.6(a) (see text) — note that these KER values do not
match the data as well as those associated with the a 4Πu state. (b) A polar plot of the O
++O
dissociation direction relative to the laser polarization (the distribution was reflected about the
polarization axis to generate the bottom part of the polar plot). Error bars are smaller than the
symbols. The solid red line is a cos2 θ distribution that fits the data well, while the dashed blue
line indicates a sin2 θ cos2 θ distribution which does not match the data (see text).
since they connect the same initial and final states. In principle, the resulting KER distribution
would exhibit vibrational structure over a similar energy range to the δ peaks. However, as can
be seen from Fig. 3.8(a), the predicted peak positions for the dissociation of the a 4Πu state
match the data considerably better than those of the X 2Πg state. Furthermore, as evident in
Fig. 3.6(a) the Franck-Condon population of the X 2Πg ν states involved (ν=16–19) is negligible
as the population is strongly peaked near the bottom of the well [see Fig. 3.6(a)]. Secondly, the
suggested dissociation pathways of the X 2Πg state should have a sin
2 θ cos2 θ angular distribution,
as they involve one parallel (∆Λ = 0) and one perpendicular (∆Λ = 1) transition [102], but such
a distribution is inconsistent with the measured data, shown in Fig. 3.8(b). Finally, the fact
that the measured low-KER feature δ change slowly with laser intensities (we observe it down
to 4×1013 W/cm2, the lowest we have measured) also supports its assignment as a one-photon
51
transition, unlike the net two-photon transition involving the X 2Πg state, which we would expect
to drop faster with intensity [102].
With this insight at 784 nm, we are able to predict the outcome of dissociation driven by intense
395 nm laser pulses. At 395 nm one expects that all the bound low ν states of a 4Πu should decay
by |a 4Πu〉 → |f 4Πg − 1ω〉 as the crossing between a 4Πu and the dressed |f 4Πg − 1ω〉 state is
near the minimum of the a 4Πu potential, as shown in Fig. 3.9(a). The predicted positions of the
KER peaks are indicated by the vertical ticks in Fig. 3.9(c). Indeed, they show good agreement
with the measured KER spectrum in Figs. 3.9(b) and 3.9(c). This is further illustrated by the
nice fit of the sum of Gaussian peaks with a common width centered at the expected positions or,
as shown in Fig. 3.9(c), allowing only for a small (11 meV) common shift to compensate mainly
for experimental uncertainties. The fit function also includes a couple of Gaussian peaks (due to
other dissociation pathways) on either side of the δ feature as their tails overlap somewhat with
this feature. Additionally, the angular distributions are similar to those for 784 nm confirming the
proposed net one-photon dissociation pathway.
Careful inspection of Fig. 3.9(c) reveals an apparent suppression in the dissociation of particular
ν states, namely ν= 3 and 5, relative to their neighbors, given that the initial vibrational population
in the a 4Πu state is smooth as seen in Fig. 3.6(b). We believe that the |a 4Πu(vi)〉 → |f 4Πg− 1ω〉
transitions for ν= 3 and 5 are suppressed due to the small magnitude of the dipole transition
moments coupling these states at this photon energy (Cooper minima) — a phenomenon we have
observed in H+2 dissociation [95]. The same holds for the suppressed dissociation of ν= 12 at
784 nm shown in Fig. 3.8(a). In the upcoming section, we discuss our ongoing investigation of this
vibrational suppression phenomenon in more detail by using laser pulses with different wavelengths.
52
Figure 3.9: (a) Diabatic dressed potential energy curve diagram of O+2 depicting the |a 4Πu〉 →
|f 4Πg− 1ω〉 dissociation pathway in a 395 nm laser field. A schematic vibrationally-resolved KER
spectrum is also shown in the panel. (b) Measured KER-cosθ density plot of O+2 dissociation
in a 395 nm, 40 fs, 1×1014 W/cm2 laser pulse. (c) the KER spectrum evaluated by integrating
over all angles in panel (b). The measured peaks are in agreement with the position expected for
|a 4Πu〉 → |f 4Πg − 1ω〉 transitions from ν= 0 – 8 — marked by the vertical ticks. The nice fit to
the data (thick blue line) consists of Gaussian peaks representing the above transitions (dashed
green lines) and a couple of free Gaussian peaks on either side of the δ feature (dot-dashed red
line, see text). Note that a couple of peaks (ν= 3 and 5) are suppressed in the spectrum (see
Section 3.3.4).
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3.3.4 Investigating Cooper Minima in Dissociation of O+2 in Strong-
Field
Several years ago, we reported an observation of suppressed dissociation of specific H+2 vibrational
states in intense laser pulses [95]. A calculation of H+2 including nuclear rotation [252, 253] reveals
a suppression at ν=12 and 13 in agreement with our findings [95]. The suppression is caused
by the small dipole coupling matrix element between the relevant states. This phenomenon is a
manifestation of the well-known Cooper minima effect, which has been studied in photoionization
processes [254]. The dynamics of H+2 in a strong laser field have been also interpreted by first-order
perturbation theory [95]. We implement a similar approach to O+2 dissociation via the net one
photon dissociation pathway, |a 4Πu〉 → |f 4Πg − 1ω〉, which exhibits vibrational structure in the
KER spectrum.
In our treatment, first-order time-dependent perturbation theory is used to compute transition
probabilities for molecules excited from a bound electronic state to a dissociative state, for example
|a 4Πu〉 → |f 4Πg − 1ω〉 in our O+2 case. This is computed by
dPν
dE
= pi
2ln2
(∆ω)2
I |Dν(E)|2 exp
[
−
(
2
√
ln2(ω − ωfi)
∆ω
)2]
, (3.10)
where |Dν(E)|2 is the square of the dipole-matrix element, I is the laser peak intensity, ∆ω is
the laser bandwidth for a Gaussian laser pulse and ωfi = E − Eν . The dipole-matrix elements
can be written as Dν(E) = 〈ψfE(R) |D(R)|ψav(R)〉, where ψfE(R) is the nuclear continuum wave
function of the final state and ψav(R) is the vibrational wave function of the initial state. The dipole
coupling between the |a 4Πu〉 and |f 4Πg〉 electronic states, D(R) = 〈Φf4Πg(R; r)|z|Φa4Πu(R; r)〉, is
taken from Ref. [244]. The phase-amplitude method [250] is used to evaluate the bound vibrational
wavefunctions of the |a 4Πu〉 state and also to calculate the continuum wavefunctions, ψfE(R), at
specific energies on |f 4Πg〉.
Figure 3.10 shows |Dν(E)|2 for each vibrational state ν as a function of KER. The dips in
|Dν(E)|2, appearing as a white honeycomb structure, are the result of poor overlap between the
continuum and bound wave functions as a function of KER. The solid curves show the expected
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Figure 3.10: Square of the amplitude of the dipole-matrix elements (|Dν(E)|2) for O+2 as a func-
tion of ν and KER. The curves show the expected KER for various wavelengths and the shaded
area along these curves represent the FWHM of bandwidth estimated from the measured spectra
for different wavelengths. For presentation purposes, the calculated |Dν(E)|2 at different ν are
interpolated to generate a smooth map.
KER for O+2 photodissociation at 784 nm, 392 nm and 260 nm. The shaded areas along these
curves represent the FWHM of bandwidth estimated from the measured laser spectra. We can see
that the laser bandwidth acts as a filter on the |Dν(E)|2 map. The total dissociation probability,
PD, is then determined by PD =
∫
dP
dE dE. The evaluated transition probabilities for different laser
parameters are shown in Fig. 3.11. We repeated our measurement for three different wavelengths by
using our imaging-deflector method, which enables measurement of KER down to near 0 eV [198].
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Figure 3.11(a) shows the measured KER (symbol) for dissociation of O+2 into O
++O using
784 nm, 40 fs laser pulses with a peak intensity of ∼2×1015 W/cm2. Vertical lines (bars) in each
graph represent the calculated transition probability, PD, for different vibrational levels. The
initial vibrational population in the |a 4Πu〉 state is computed by the Franck-Condon principle, i.e.
as the overlap integral of the vibrational ground state of O2 and the vibrational states bound in
the |a 4Πu〉 potential of O+2 . To determine the correct measured probabilities (proportional to the
yield), our calculated transition probabilities are weighted by the vibrational level population of
the |a 4Πu〉 electronic state, Pν . The darker bars in Fig. 3.11 represent the weighted probabilities
for different initial vibrational levels and wavelengths. The calculated probability is scaled to the
largest peak in the measured KER. The measured KER spectrum using 784 nm wavelength, shown
in Fig. 3.11(a), reveals a dominant peak at 37 meV corresponding to the photodissociation of the
ν=10 state. This peak was lost in our previous measurements presented earlier [see section 3.3.3
Fig. 3.8(a)], as the fragment with low KER cannot escape the Faraday cup. The KER structures
measured above 0.1 eV are similar to the earlier results presented in Section 3.3.3. The calculated
probabilities (vertical bars) shown in Fig. 3.11(a) match the KER spectrum “qualitatively”. There
is a small energy shift between the calculated results and the measured KER, which can be due to
our experimental energy calibration.
It is worth noting that the experimental results are acquired at higher intensity, namely in
the strong-field (& 1012 W/cm2) regime, for which perturbation theory is not expected to provide
quantitative results. In Ref. [95], the robustness of vibrational suppression predicted by first-order
perturbation theory was examined by solving the full-dimensional time-dependent Schro¨dinger
equation (TDSE) in the Born-Oppenheimer representation. The comparison reveals that the pre-
dictive power of perturbation theory can be used for qualitative comparison, especially when
predicting the Cooper minima locations.
We conducted similar measurements employing shorter wavelengths provided by SHG and
THG, following the procedure described in Section 2.3.1. Figure 3.11(b) shows the measured KER
for positively chirped laser pulses of 392 nm, 52 fs pulse duration and a peak intensity of about
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Figure 3.11: Experimental KER distributions of O+2 dissociation for laser pulses at (a) 784 nm,
I0∼2×1015 W/cm2, (b) 392 nm, I0∼2×1014 W/cm2, and (c) 260 nm, I0∼3(±1)×1012 W/cm2. (a)–
(c) Dissociation probabilities are calculated by using first-order perturbation theory for the relevant
central wavelength, as shown by vertical lines. The dissociation probabilities weighted by Franck-
Condon factors are shown in darker color and narrower bars. The width of these bars has no
physical meaning. Arrows indicate the suppression positions in the experimental results.
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2×1014 W/cm2. The dissociation probabilities are calculated for a one-photon transition between
|a 4Πu〉 and |f 4Πg〉 states with a photon energy of 3.16 eV (392 nm). The dissociation probabilities,
plotted as vertical bars in Fig. 3.11(b), are in reasonable agreement with the measured KER —
indicating vibrational suppression at ν=3. However, the experimental results show a minimum at
∼ 1.1 eV, where the calculated dissociation probability is not negligible. In addition, the Franck-
Condon dissociation probability does not match the experimental results, suggesting that the
Franck-Condon initial population on |a 4Πu〉 state breaks down. In modeling the Frank-Condon
population, we disregard the possibility of populating |a 4Πu〉 state through radiative decay from
higher quartet states.
Finally, by employing THG, we measured the KER distribution, as shown in Fig. 3.11(c), with
a central wavelength of 260 nm (∼4.76 eV), a pulse duration of about 130 fs positively chirped, and
a peak intensity of ∼(3± 1)× 1012 W/cm2. The KER is shifted by an IR photon energy compared
to SHG results as expected. A few minima are predicted by the perturbation theory around ν=2, 6
and 11. In this case too, the computed dissociation probability resembles the experimental results.
It is worth mentioning that Prabhudesai et al. [73] measured the kinetic energy release from H+2
using positively and negatively chirped laser pulses. They found that the KER of these vibrational
peaks are shifted up or down depending on the sign of the chirp. Repeating our measurements
with FTL laser pulses can shed light on the shift in KER due to the chirped laser pulses, resulting
in a better agreement between the calculated probabilities and our measurements.
3.3.5 Summary and Outlook
In summary, vibrationally resolved KER dissociation spectra of a multielectron molecule, O+2 , by
intense ultrashort laser pulses have been measured. The vibrational structure observed persists over
a wide range of laser intensities. We have identified the structure as arising from the dissociation of
a subset of vibrational states (ν=10–15) of the metastable a 4Πu state via the dissociation pathway
|a 4Πu〉 → |f 4Πg − 1ω〉 for 784 nm photons. In effect this structure is equivalent to that observed
previously for bond softening dissociation of H+2 , although it can be considered as somewhat of
a surprise that it survives for a multielectron system considering the complexity of the potential
58
energy curves of O+2 (see, e.g., [102, 104]).
In addition, we studied vibrationally resolved spectra of O+2 dissociation using shorter wave-
lengths of 261 and 392 nm. We observed the vibrational suppression effect in the dissociation
spectra due to the small magnitude of the dipole transition moment, which depends on the pho-
ton energy — a well-studied phenomenon known as Cooper minima. We employed first-order
perturbation theory to qualitatively understand the vibrational suppression in O+2 .
With the ability to perform vibrationally resolved studies, one is in a better position to carry
out strong-field control experiments targeting specific vibrational states and ultimately leading to
a higher level of control. For example, one can envision a pump-probe study of the dissociative
ionization of O2. Since dissociation of individual ν states of this molecule can be imaged [104], the
effects of the pump pulse on vibrational population [223] or imaging the beat vibrational period
from the superposition of neighboring ν states [255, 256] can be studied in detail.
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3.4 Rudimentary Coherent Control: Bandwidth Effect in Disso-
ciation of H+2 and HD
+
Synopsis. A coincidence 3D momentum imaging method is employed to study the fragmentation
of H+2 and HD
+ following interaction with an intense IR 7–25 fs FTL laser pulse. The broad
bandwidth of the FTL pulse prevents observation of the vibrational peaks that one would expect
to measure using longer FTL laser pulses ∼100 fs. However, by chirping the pulse either positively
or negatively, while maintaining a fixed bandwidth, the measured vibrational structure is clearly
resolved. The kinetic energy release of these vibrational peaks are shifted up or down depending
on the sign of the chirp [73, 74, 257]. We will address the question of why the vibrational structure
is observed in spite of the broad bandwidth of the chirped laser pulses. In addition, very slow
fragmentation of HD+, produced by a two-photon process called zero-photon dissociation (ZPD),
is studied. The sign of the chirped laser pulses is used to control the ZPD process in dissociation
into either H++D or H+D+.
3.4.1 Introduction
Manipulating molecular dynamics and the outcome of chemical reactions, i.e. coherent control,
are important objectives of laser-matter interaction studies [23, 38, 53, 200, 258]. In a nutshell,
controlling molecular fragmentation can be accomplished by tailoring the electric field of the laser
pulse. In the last decade, rapid advancement in laser technology has made it possible to partially
achieve this control goal. To name a few examples of such work, Assion et al. used a pulse shaper
to optimize the branching ratios of different photodissociation reaction channels in organometallic
chemistry [40]. Prokhorenko et al. studied isomerization of retinal molecules by modulating the
phases and amplitudes of spectral components in the photoexcitation pulse [259]. More recently,
De et al. used a two-color electric field to demonstrate the alignment and orientation of CO
molecules [260]. Numerous other coherent control schemes have been developed, e.g. [52, 61, 261–
263].
Our strategy to achieve and understand coherent control of molecular processes relies on the
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use of the benchmark molecule H+2 , for which accurate theoretical treatment of the interaction
with a strong laser field is feasible. Typically, H+2 is generated in strong-field studies by ionizing
H2 during the laser pulse. (See, for example previous experimental and theoretical studies of
H+2 [26, 199, 200, 208–210]). In contrast, we start with an H
+
2 ion-beam target prepared with a
Franck-Condon distribution of vibrational levels [211]. The other key component of this study
is the use of simply shaped pulses [73, 264], for which the laser field variation with time is well
known, to conclusively elucidate the molecular response to different electric fields.
In the previous studies [73, 74, 257], pulses shaped through the application of a quadratic
phase function exemplify how the effective frequency sweep (also known as chirp) can be used to
manipulate the dissociation dynamics of H+2 . Prabhudesai et al. [73] observed a shift in the kinetic
energy release (KER) of specific vibrational levels that corresponds to the chirp sign — these
findings are supported by theory [73, 265]. Later, Natan et al. [74] reported that the magnitude
and sign of the chirp can be used as a tool to enhance the strong-field dissociation yield from the
low lying vibrational levels (ν≤6) of H+2 . The mechanism they proposed manifests itself in the
ability to dynamically control the induced avoided crossing using the instantaneous frequency.
In this work, two complementary experiments are presented. The first extends our understand-
ing of molecular dynamics driven by chirped pulses, focusing on how such pulses can be used to
reduce the width of the peaks in the measured KER spectra, therefore improving one’s ability to
resolve vibrational structure. Explicitly, the vibrational structure lost in interactions with broad
bandwidth Fourier transform limited (FTL) pulses can be retrieved through chirping the pulse,
despite maintaining the same spectral components.
The second experiment focuses on controlling a stimulated Raman process known as zero
photon dissociation (ZPD) [208, 266–268]. In this process, the molecule falls apart by absorbing
a zero net number of photons. Recently, the ZPD process seen in the benchmark molecules such
as H+2 and H
+
3 has been studied in extensive detail [99, 198]. We discuss how chirp can be used as
a tool to manipulate the dissociation dynamics of HD+ with low KER. The combination of both
sets of results provides a more comprehensive qualitative insight into the molecular response in an
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intense laser field.
3.4.2 Experimental Method
The H+2 and HD
+ molecular ions are generated via electron impact ionization, then accelerated
(∼7 and 10 keV, respectively), mass selected, and electrostatically focused and steered to form
a well-collimated beam. The FTL laser pulses with central wavelength near 800 nm, and tem-
poral duration of 25 fs (at 10 kHz from PULSAR) and 7 fs (at 2 kHz from KLS), are focused
perpendicularly onto the target using a 250 mm spherical mirror and a 200 mm off-axis parabolic
mirror, respectively. The dissociation fragments are measured in coincidence. The positions of
the fragment impacts on the detector and their time of flight (TOF) are used to evaluate the full
three-dimensional (3D) momentum of each fragment as discussed earlier.
3.4.3 Effective Bandwidth Narrowing — Linear Chirp Effect in
Dissociation of H+2
Below, we discuss how a linear chirp effect in bond softening of H+2 can affect the vibrational
structure observed in the KER spectrum compared to that obtained for a FTL pulse with similar
frequency components. Later, we discuss how the laser pulse chirp controls the ZPD process in
fragmentation of HD+.
The energy resolution of the momentum imaging technique employed in this work is sufficient to
clearly observe the vibrational structure in the KER spectrum for H+2 dissociation, as demonstrated
in previous work [92, 94, 95]. It is evident from those experiments, and also from the work of
others [238, 239], that the bandwidth of the laser pulse, relative to the vibrational spacing of
the molecule, plays a critical role in the attainable resolution. Typically, the ∼50 fs FTL pulses
used have a spectral bandwidth of about ∆λFWHM ∼18 nm (or ∆Eλ ∼ 36 meV). This leads to an
overall energy resolution of ∆E =
√
(∆Eλ)2 + (∆EKER)2, when convolved with the instrumental
energy resolution, ∆EKER, by assuming a one photon process in the perturbation regime. If ∆E
is sufficiently smaller than the vibrational energy spacing, the individual ν-levels can be resolved.
Since pulse properties are interdependent, reducing the temporal duration of the pulse requires
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a larger bandwidth. This subsequently increases ∆Eλ and broadens the KER peaks, eventually
washing out any vibrational structure. Averaging over the laser intensity within the interaction
region has a similar effect on the vibrational structure in the KER spectrum due to shifting
of the KER peaks to lower energy with increasing intensity [92, 238]. This KER shift coupled
with the broader range of intensities averaged over as the intensity increases leads to reduced
energy resolution. It is therefore expected that vibrational structure would vanish with increasing
bandwidth (shorter pulses) and increasing laser intensity (i.e., field strength).
The experimental results for dissociation of H+2 , in 25 fs (FWHM of intensity) FTL laser pulses
with a bandwidth of ∆λFWHM = 38 nm (∆Eλ ∼ 73 meV), are shown in Fig. 3.12. The top
panels show the yield as a function of KER and cos θ, where θ is the angle between the measured
momentum of the proton and the laser polarization. The lower panels show the KER spectrum
integrated along the laser polarization in a cone with an angle of 32◦ (| cos θ| > 0.85).
Although the spectral bandwidth of 73 meV is still below the vibrational energy spacing, it
acts to obscure vibrational resolution and effectively washes out any vibrational structure. This
is especially evident below 0.8 eV (ν≤8) where multiphoton effects play an important role in
driving dissociation. Also, the vibrational structures in the KER are limited by detector resolution.
For the current experimental conditions, the instrumental error in the KER is estimated to be
∆EKER(eV) ' 0.06
√
KER(eV) , which is about 60 meV at a KER of 1 eV (see details in Ref.
[92]). Remarkably, the vibrational structure in the low-KER range (≤0.8 eV) reappears for a pulse
chirped positively to about 60 fs, as shown in Fig. 3.12 (c) and (d). Although not shown here, this
phenomenon occurs irrespective of chirp sign. Given that this pulse, stretched to about 60 fs, has
the same frequency components as the FTL pulse, it seems puzzling that the vibrational structure
can be observed. This seems to suggest that the bandwidth driving dissociation is effectively
narrower for the chirped pulses. The question is, what is the mechanism responsible for this KER
peak narrowing? The answer turns out to be, heuristically speaking, a combination of the early
dissociation of H+2 in the laser pulse and the narrower range of frequencies within that time range.
The spectral phase φ(ω) can be used to define the group delay, which describes the relative
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Figure 3.12: (a) and (c) KER-cos θ density plot of H+2 dissociation in a 790 nm, (a) 25 fs FTL and
(c) positively chirped 60 fs laser pulse. (b) and (d) the KER spectra evaluated, from (a) and (c)
respectively, by integrating θ over a cone with an angle of 32◦ along the laser polarization. The
error bars are smaller than the symbols. The intensities are depicted in the figure.
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Figure 3.13: Schematic diagram illustrating (i) a Gaussian fit to the measured power spectrum
I(ω), which is normalized to 1, (ii) the applied quadratic phase function φ(ω) with φ
′′
= 500 fs2
(red dashed), and (iii) the resulting linear group delay Tg(ω) (blue dot-dashed), which subsequently
leads to a “frequency sweep” within the pulse (see text).
temporal delay of each spectral component, as Tg(ω) =
δφ
δω [269]. For the shortest pulses, i.e. FTL
pulses, the spectral phase φ(ω) is constant and each frequency has an equal probability during the
pulse duration. If an additional quadratic phase function 12φ
′′
(ω−ω0)2 is added, the corresponding
Tg(ω) is linear, leading to a linear increase in frequencies with time (frequency sweep), known as
chirp [120]. This concept is shown schematically in Fig. 3.13 for the experimental pulse parameters.
Figure 3.13 presents a Gaussian fit to the measured power spectrum I(ω) for 800 nm, 25 fs laser
pulses (color-shaded peak). The spectral pulse intensity has been normalized to 1. A quadratic
phase function, φ
′′
(ω − ω0)2, is applied in the spectral domain, where φ′′ is chosen to be 500 fs2
(red dashed) resulting in a positively chirped laser pulse duration of 60 fs.
We return to the temporal behavior of H+2 dissociation — a key ingredient of our explanation.
Based on our previous theoretical studies, it is known that an H+2 target dissociates early in a
sufficiently intense laser pulse, that is, well before the pulse reaches its peak intensity [73]. The time-
dependent dissociation probabilities of H+2 in a 120 fs (FWHM) FTL pulse with 2×1013 W/cm2
were calculated by numerically solving the time-dependent Schro¨dinger equation (TDSE) [92] (see
ν=7–9 in Fig. 3.14). One should note that these calculations do not include rotation, and as a
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Figure 3.14: Calculated time-dependent dissociation probability for a few vibrational levels of H+2 ,
using a 30 fs FTL laser pulse positively and negatively chirped to 120 fs . Negative (dashed-blue)
and positive (solid-red) chirps are plotted for the peak intensity ∼2×1013 W/cm2 with the intensity
envelope depicted by the blue-shaded peak.
result the dissociation probability saturates at lower intensities than would be the case if rotation
were included. Therefore, our calculations were conducted at a lower intensity than the one used
in the experiment. This also compensates partly for the intensity variation over the interaction
volume. These relatively simple calculations demonstrate that the ν=7–9 states are depleted before
the peak of the pulse [see Fig. 3.14] — an important point in the interpretation of our observation.
Specifically, the early dissociation saturation of the ν=7–9 states implies that a limited range of
frequencies, situated on the leading edge of the linearly chirped pulse, are responsible for dissocia-
tion, while the contribution of frequencies at the pulse trailing edge is suppressed. This combination
of temporal redistribution of frequencies in a chirped pulse and early dissociation in the pulse lead
to the peak narrowing observed in the KER spectrum, shown in Fig. 3.12(d). Furthermore, this
simplistic model conforms to the observation reported by Prabhudesai et al. [73], which demon-
strates a shift in the KER spectra in the direction of the chirp due to the frequency sweep in
the pulse. A quantitative comparison of the exact time range and the corresponding frequencies
involved in the process depends on the parameters of the specific laser pulse and requires an in-
creasingly sophisticated calculation, which includes intensity averaging and is beyond the scope of
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this work. However, it is important to note that the exact time window where saturation occurs
is not critical for our qualitative model explaining the “effective bandwidth narrowing” caused by
the H+2 dissociation early in a chirped pulse.
The foundation of our empirical model, describing how vibrational structure ordinarily ob-
scured for an FTL pulse can be retrieved by introducing a frequency sweep, comes from first-order
perturbation theory. This is the case for the interpretation of many other phenomena controlled
by chirped pulses [95, 270, 271], which have been effectively used as a tool to control numerous
processes, including selective population transfer in two-level and three-level atomic systems as
well as tracking the evolution of vibrational wavepackets [264, 272–275].
To summarize this section, the combination of the early dissociation of H+2 in the intense laser
pulse and the reduced frequency range within the leading edge of a chirped pulse results in the
narrowing of the measured KER peaks, giving the appearance of improved energy resolution. In
the following section, we extend the notion that the interplay between the molecular response to
the field and the frequency distribution in the pulse can be used to manipulate the KER spectra
by providing an example of control in the low-KER dissociation of HD+.
3.4.4 Chirp Effect in Zero Photon Dissociation of HD+
The H+2 molecular ion, due to its simplicity, has been a benchmark system for developing our
understanding of the interaction of strong laser fields with molecules [199, 200, 209, 267]. In spite
of this intensive research effort surprising phenomena still emerge even for this simplest molecule,
in big part due to the rapid advances in laser technology providing shorter, more intense and better
controlled laser pulses.
One such intriguing phenomenon, the dissociation of H+2 by a strong rapidly changing laser field
with the net absorption of zero number of photons, was suggested a couple of decades ago by the
calculations of Giusti-Suzor and Mies [266] and the experimental work of Posthumus, Frasinski and
co-workers [208, 267]. However, clear experimental and theoretical evidence for this zero-photon
dissociation (ZPD) process has only recently been reported [198, 276]. The mechanism responsible
for ZPD, illustrated schematically in Fig. 3.15(a), involves two photons, specifically the absorption
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Figure 3.15: Born-Oppenheimer PECs of the H+2 ground and first excited electronic states il-
lustrating the stimulated Raman scattering process responsible for ZPD. The absorption of the
photon is indicated by a vertical upward arrow, while the emission of a photon is shown as a
downward arrow. (b) Measured KER distribution for H+2 dissociating into H
++H using 10 and
35 fs laser pulses with a peak intensity of 1013 W/cm2. Both sets of plots are normalized at their
peak. Adapted from Gaire et al. [198].
of a more energetic photon followed by the stimulated emission of a less energetic photon, both
within the bandwidth of the laser pulse. This is known as stimulated Raman scattering as shown
in Fig. 3.15(a). The energy difference between the two photons overcomes the binding of the
molecular ion and the excess energy leads to a small KER upon dissociation. This model suggests
that only vibrational states bound by less than the bandwidth energy can undergo ZPD. Moreover,
it leads to the expectation that a large bandwidth, presently available by pulse compression to a
few femtoseconds, will enhance the ZPD yield as has been recently demonstrated [198, 276].
The calculation performed by Anis and Esry [253], using the 3D time-dependent Schro¨dinger
equation for H+2 in the Born-Oppenheimer representation, shows similar results between the exper-
iment and theory [198, 276]. For instance, these calculations confirm that the ZPD is significantly
enhanced for laser pulses with larger spectral bandwidth. It is worth mentioning that the benefit
of theory becomes clear in assigning the origin of different structures in the KER spectrum. The
effect of the pulse duration is qualitatively explored in our measurement. Figure 3.15(b) presents
our measured KER distribution for H+2 dissociating into H
++H using 10 and 35 fs laser pulses
with a peak intensity of 1013 W/cm2. The results suggest that the broad spectral bandwidth is
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necessary to produce the ZPD effect.
This two-photon picture, which is supported by complete quantum mechanical calculations [253],
leads to the intuitive notion that the ZPD yield could be controlled by chirping the laser pulse [198].
More precisely, a negative chirp of an ultrashort (i.e., large bandwidth) laser pulse will increase
the chances for absorbing a more energetic photon first and stimulating emission of a lower energy
photon second, in comparison to a transform limited pulse, therefore enhancing the ZPD probabil-
ity. Likewise, a positive chirp should accomplish the opposite and, therefore, allow us to suppress
ZPD.
In this section, we demonstrate exactly this kind of control over ZPD in HD+. We have
measured ZPD of an HD+ beam target in intense laser pulses chirped from a 7 fs FTL pulse.
We have also solved numerically the time-dependent Schro¨dinger equation for H+2 in the Born-
Oppenheimer representation. The calculation includes nuclear rotation while excluding ionization.
It turns out that ionization is negligible at the intensity used in this study [252].
Figure 3.16(a) shows the results of the theoretical calculation for H+2 dissociation [277]. The
dissociation probability density is shown as a function of KER for various laser parameters. The
solid line displays the dissociation probability density for 8 fs FTL pulses with a peak intensity
of 1013 W/cm2. The dashed and dash-dotted lines display the dissociation probability density for
positively and negatively chirped laser pulses from the 8 fs FTL laser pulses, respectively. The inset
shows the zoomed in version for the low KER region (0–0.25 eV) in order to show the difference
between different pulse parameters. From Fig 3.16(a), it is clear that the ZPD contribution near
0 eV reduces for the positively chirped pulse (dashed line), while the dissociation probability for
negatively chirped laser pulses (dash-dotted line) shows enhancement in comparison to the FTL
(solid line) results.
The measured KER for dissociation of HD+ using 7 fs laser pulses with the peak intensity
of 2×1013 W/cm2 is shown in Fig. 3.16(b). The positively chirped laser pulses are generated by
adding extra glass to the optical path, while the negatively chirped laser pulses are produced by
reducing the amount of glass required to generate an FTL pulse at the interaction point. The
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Figure 3.16: (a) Dissociation probability density of H+2 as a function of KER calculated for FTL
8 fs and 33 fs positively and negatively chirped from FTL 8 fs laser pulses at 1013 W/cm2. (b)
Measured KER distribution for HD+ dissociating into H++D and H+D+ using 7 fs FTL, 15 fs
positively and negatively chirped laser pulses. The FTL is at an intensity of 2×1013 W/cm2 and
the chirped laser pulses have a peak intensity of 1×1013 W/cm2.
dissociation of HD+ leads to two distinguishable final products, namely H++D and H+D+. The
energy gap between these two channels at the separated atom limit is only 3.7 meV [278–280]. The
dissociation yields from both channels are added together and plotted as a function of energy with
respect to the lowest dissociation limit (H++D) to mimic the expected behavior of H2+. Results of
our measurement show considerable differences between FTL and chirped laser pulses. The main
peak around 0.8 eV is due to bond softening. There are some differences in this KER region which
will be discussed in detail in the next section.
As shown in Fig. 3.16(b), for negatively chirped pulses the relative ZPD yield is higher than
the ZPD yield for FTL and positively chirped laser pulses. Moreover, the positively chirped
laser pulses show a suppression in the ZPD yield. Our findings follow the simple interpretation
introduced earlier. For a negatively chirped laser pulse, the blue end of the spectrum is leading
in the pulse. Following the stimulated Raman picture, we expect to absorb a higher frequency
photon (more energetic) early in the pulse and emit a lower frequency photon (lower in energy)
later within the negatively chirped pulse. As a result a ZPD yield would be more favorable for
such a laser pulse. By reversing the order of photon energy within the pulse (going to a positively
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chirped laser pulse), we would expect a suppression in the ZPD yield as shown in Fig. 3.16(b).
Both experiment and theory are in good quantitative agreement, showing ZPD enhancement for
negatively chirped laser pulses and suppression for positively chirped pulses.
To summarize this section, we have shown that by rearranging the frequency components within
a pulse (chirp), we can control the ZPD yield. Moreover, a negatively chirped pulse is used to
enhance the ZPD yield associated with the dissociation of high vibrational states (v ≥10). This
idea is further examined by solving the TDSE for different chirp parameters of the laser pulse.
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3.5 Branching Ratios of HD+ Dissociated by Intense Ultrafast
“Single-Color” Laser Fields
Synopsis. We have studied laser-induced dissociation of molecular-ion beams using a coincidence
3D momentum imaging technique. Here, we focus mainly on the simplest heteronuclear molecule,
HD+, (using 25-65 fs laser pulses) as a model for more complex systems. We use deuterium tagging
to distinguish the different final products and thus study how to control one outcome over another.
The preference for HD+ to dissociate into either H++D or H+D+ is a good example of this kind
of control — usually referred to as controlling the branching ratios (BR). One would expect the
H++D dissociation channel, associated with the HD+ electronic ground state, to be similar to
the H+D+ dissociation when produced by the bond-softening mechanism [94]. This is mainly
due to the high kinetic energy released through bond-softening in comparison to the energy gap
between the two dissociation limits [280]. Our measured branching ratio contradicts this prediction,
exhibiting differences between these two channels in the KER region (0.5-1.2 eV). Furthermore,
theoretical calculations show asymmetry in the branching ratio for several laser parameters in
various KER regions. In addition, our measured branching ratios using broad bandwidth laser
pulses show the expected dominance of dissociation into the electronic ground state, H++D, over
dissociation into H+D+ for very slow fragmentation (0-0.2 eV), similar to what is observed in
ground state dissociation (GSD) initiated by the half-cycle pulse of a swift proton (ion) [281–283].
3.5.1 Introduction
One of the goals of laser-matter studies is to coherently control molecular fragmentation [38, 53,
54]. Achieving control over chemical reactions requires a comprehensive knowledge about the
system of interest. The technological achievements in the past decade allow us to study molecular
fragmentation on well-defined potential-energy surfaces using ultrashort laser pulses. For instance,
controlling spatial asymmetry is explored in dissociative ionization of neutral molecules by altering
the CEP of a few cycle laser field [80, 82–84, 284–286]. In addition, the relative phase of a
two-color laser field is used to control spatial asymmetry as well as molecular alignment and
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Figure 3.17: Potential energy curves of HD+ showing the splitting of the 1sσ and 2pσ states at
large internuclear distance, R. The inset shows the Born-Oppenheimer potential energy curves.
For the description of the pathways α, β, α′ and β′, see text.
orientation [45, 48, 75, 79, 81, 88, 260, 287–291].
One of the most important aspects of control is the manipulation of the yield of the final product
in a chemical reaction. This idea of controlling the branching ratio of the final products has been
studied extensively [23, 40, 56, 292–296]. The molecular hydrogen ion isotopologue, HD+, is
the simplest heteronuclear diatomic molecule and exhibits two distinguishable dissociation limits,
separated by 3.7 meV, namely H++D(1s) and D++H(1s) [278–281]. The two lowest adiabatic
potential energy curves (PEC) of HD+ (the 1sσ ground state and the 2pσ first-excited state) are
plotted in Fig. 3.17. The mass difference between the proton and the deuteron results in an energy
gap due to a so-called Born-Oppenheimer approximation breakdown.
Figure 3.17 shows the 1sσ and 2pσ PECs at large internuclear distance, while the sketched
arrows indicate transitions between these states due to strong non-adiabatic coupling around
12 a.u. [280]. The non-Born-Oppenheimer, charge-exchange coupling will further mix the chan-
nels independent of the laser field via pathways α′ and β′ as shown in Fig. 3.17. For instance,
the dissociation process originating on the 2pσ state through absorption of n photons, labeled as
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pathway α, can go through a radiationless transition to the lower state, 1sσ, shown schematically
by pathway α′, and interfere with dissociation initiated on the 1sσ state, pathway β, and vice
versa. Based on the accumulated phase along the dissociation pathways, interference can be con-
structive or destructive. As a result by varying laser parameters, such as chirp, we can control
the interference on an individual dissociative channel and therefore control the branching ratio of
the final dissociation products. Normally, dissociation energies of more than ∼50 meV produce
an equal mixture of the two states [282, 297] due to the small energy gap of 3.7 meV, making the
asymmetry observed at such high KER even more surprising.
The behavior of the benchmark molecule, HD+, in a strong laser field remains challenging for
theorists as very few ab initio calculations have been performed. The full quantum-mechanical
treatment involves permanent dipole coupling in conjunction with non-adiabatic coupling terms [76,
280, 281, 298–303]. In the following sections, we present experimental and theoretical evidence of
such a control mechanism on the branching ratio of HD+ dissociation by FTL and chirped laser
pulses.
3.5.2 Experimental Method and Data Analysis
The longitudinal and transverse field imaging (LATFI) method is employed (see Section 3.2.3) to
study dissociation of an HD+ ion beam target experimentally using chirped laser pulses. In this
method, the charged and neutral fragments are separated in time and position [see Fig. 3.3(c) and
(d)]. Laser pulses of 25 fs with a 795 nm central wavelength are provided at a 2 kHz repetition
rate by the KLS laser system. The laser pulses are further chirped positively or negatively by
adjusting the distance between the KLS compressor gratings. The laser pulses are focused to a
peak intensity of 2.5×1014 W/cm2 by an off-axis parabolic mirror with a focal length of 203 mm.
Recall, the dissociation and ionization channels (H++D, H+D+ and H++D+) are measured in
coincidence and distinguished from each other (see Sec. 3.2.3 and Fig. 3.2).
The reconstructed 3D momenta for the dissociation channels are shown in Fig. 3.18. The top
row shows the 3D momentum for dissociation of HD+ into H++D. The laser direction is along kˆ,
which is along the ion beam direction, while iˆ and jˆ are in the plane of the detector. The bottom
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Figure 3.18: The 2D map of counts as a function of momentum components for the H++D channel
is plotted from (a) to (c) where the axes are (a) Pi and Pj , (b) Pk and Pj , and (c) Pk and Pi.
The H+D+ channel is plotted from (d) to (f) with (d) Pi and Pj , (e) Pk and Pj , and (f) Pk and
Pi axes. The laser polarization is along the kˆ direction. Arrows point to the losses in the spectra
caused by the Faraday cup and the rod holding it.
row shows similar results for dissociation into H+D+. The H+ and D+ fragments are deflected
along the jˆ direction by a static electric field [see Fig. 3.3(d)]. As a result, some portion of the
fragments is lost, as shown by arrows in Fig. 3.18(a) and (d), due to the “shadow” that the Faraday
cup casts on the position spectra.
To compare these two channels quantitatively, only events within a cone, with an angle of 18◦
along the polarization direction, are accepted. In this case, the momenta distributions for both
channels do not suffer from any losses due to our detection method, as shown in Fig. 3.19. In
addition, the theoretical calculations introduced later are performed for aligned HD+ molecules,
which makes the comparison between theory and experiment more valid.
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Figure 3.19: The 2D map of counts as a function of momentum components. The counts are
integrated within a cone angle of 18◦ around the laser polarization. The H++D channel is plotted
from (a) to (c), as a function of (a) Pi and Pj , (b) Pk and Pj , and (c) Pk and Pi. The H+D
+
channel is plotted from (d) to (f), as a function of (d) Pi and Pj , (e) Pk and Pj , and (f) Pk and
Pi. The laser polarization is along the kˆ direction.
3.5.3 Results
From the measured 3D momenta, the KER are calculated for individual channels. As mentioned
earlier, the energy gap between the two dissociation limits in HD+ is only 3.7 meV [278–281].
The KER on the upper channel (H+D+) are shifted by 3.7 meV, such that all energies are
measured with respect to the lowest dissociation limit ,i.e. the H++D(1s) channel. Figure 3.20(a)
shows the number of dissociation events as a function of energy for 25 fs FTL laser pulses with
a peak intensity of 2.5×1014 W/cm2, while Fig. 3.20(b) shows the results for laser pulses of 65 fs
positively chirped from 25 fs FTL with a peak intensity of 1.0×1014 W/cm2.
The measured energy spectrum for FTL laser pulses does not show any structure in this energy
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Figure 3.20: Measured number of dissociation events as a function of energy for (a) 25 fs
FTL and (b) 65 fs positively chirped laser pulses with peak intensities of 2.5×1014 W/cm2 and
1.0×1014 W/cm2, respectively. The error bars appear as shaded areas and denote the statistical
error in the data.
range. In contrast, the measured energy for 65 fs positively chirped laser pulses reveals vibrational
structure similar to the H+2 (discussed in Section 3.4). Moreover, there are significant differences
between dissociation into H++D (blue diamonds) and H+D+ (red circles) for both laser pulses.
The differences in the dissociation probability can be associated with the permanent dipole and
non-adiabatic coupling of HD+ (see Section 3.5.4).
To quantify our results, the branching ratios defined as
BR[H++D] =
N[H++D]
N[H++D] +N[H+D+]
BR[H+D+] =
N[H+D+]
N[H++D] +N[H+D+]
,
(3.11)
are evaluated. Here, N is the number of counts within a cone angle of 18◦ around the laser polariza-
tion. The results for the branching ratios of the two channels are displayed in Fig. 3.21(a) and (b)
for the FTL and positively chirped laser pulses, respectively. As stated earlier, one would expect
the branching ratio of dissociation to either H++D or H+D+ to be 50% for energies significantly
larger than the energy gap between the two dissociation limits (E 3.7 meV) [278–281]. However,
Figure. 3.21(a) and (b) show a significant asymmetry in the branching ratio between these two
channels. Moreover, the asymmetry changes with dissociation energy. In particular, the branching
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Figure 3.21: Branching ratio for dissociation of HD+ into H++D and H+D+ channels for (a)
25 fs FTL and (b) 65 fs positively chirped laser pulses with peak intensities of 2.5×1014 W/cm2
and 1.0×1014 W/cm2, respectively. For better comparison, a 50% offset is subtracted from the
branching ratios to ensure oscillation around zero as displayed by a second axis in grey. The error
bars appear as shaded areas and denote the statistical error in the data.
ratio for the H++D channel at the low energy region (≤0.4e V) increases for positively chirped
laser pulses in comparison to FTL pulses. For instance, at 0.1 eV the offset-subtracted branching
ratio of dissociation to the H++D increases from 6% for FTL pulses to 12% for positively chirped
laser pulses, a factor of 2 enhancement. This is also evident in Fig 3.20(a) and (b), which shows
the number of dissociation events in each channel as a function of energy.
Transitions between the 1sσ and 2pσ states can be categorized into radiative and nonradiative
(radiationless) transitions. The transition dipole moment between the 1sσ and 2pσ increases from
the equilibrium internuclear distance (∼2 a.u.) and peaks around 11 a.u. [see Fig. 3.22(a)]. This
radiative coupling rapidly falls to zero after passing the internuclear distance of 12 a.u. and
becomes insignificant above R =15 a.u. [280]. Radiative transitions between the 1sσ and 2pσ
states occur when the transition dipole moment matrix elements are significant. In comparison,
the permanent dipole moments are diminished at small internuclear distance (R ≤8 a.u.), as shown
in Fig. 3.22(a). However, the permanent dipole moments diverge above R ∼9.5 a.u. The permanent
dipole moment becomes important at large internuclear distances resulting in radiative transitions
while the transition dipole moments are insignificant at large internuclear distance.
The non-adiabatic coupling is important when the energy gap between two potential energy
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Figure 3.22: (a) Transition dipole moment (1sσ-2pσ, solid curve) and permanent dipole moment
(1sσ–1sσ dashed curve, 2pσ-2pσ dashed dotted curve) of HD+, including the nuclear contribution,
(b) the non-adiabatic coupling between 1sσ and 2pσ states, P1sσ−2pσ(R), calculated by Esry and
Sadeghpour [280]. (c) Dissociation probability on 1sσ and 2pσ as a function of time from an
initial state ν=8 is calculated by turning the non-adiabatic coupling (NAC) terms on and off. The
dissociation probabilities illustrate the effect of non-adiabatic coupling terms resulting in mixing
between the 1sσ and 2pσ states (see text). Adapted from [305].
curves become small. In this case, the Born-Oppenheimer approximation breaks down and the
rate for non-adiabatic transitions depends on the energy gap. In the HD+, the non-adiabatic
coupling is effective in a narrow region of R(∼10–15 a.u.) resulting in nonradiative transitions,
which cause mixing between the 1sσ and 2pσ states. The non-adiabatic coupling between the two
lowest potential curves of HD+, 1sσ and 2pσ, is depicted in Fig. 3.22(b). The branching ratio
observed between dissociating into either H++D or H+D+ originates from the contribution of
various transition probabilities. The relative transition probabilities can be controlled by various
laser parameters to some extent. For instance, recently branching ratios in the dissociation of
HCl+ and HD+ were studied theoretically as a function of pulse duration, laser intensity and
wavelength [303, 304]. For deeper understanding of our experimental findings, the theoretical
treatment of this system was carried out by Rigsbee and Esry [305] as discussed below.
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3.5.4 Theory
The calculations carried out by Rigsbee and Esry [305] are based on solutions to the time-dependent
Schro¨dinger equation (TDSE)
ı
∂
∂t
~F (R, t) = [H0(R) + V(R, t)] ~F (R, t), (3.12)
where H0(R) denotes the field-free Hamiltonian, V(R, t) describes the laser-molecule interaction,
~F (R, t) is the radial wavefunction, and R is the internuclear distance. The calculations of the
field-free Hamiltonian and dipole matrix elements have been outlined in detail in Ref. [280]. Here,
we provide a short description of the essential details that pertain to the present work. To capture
more physics found in HD+, the model extends beyond the standard Born-Oppenheimer (BO)
approximation by explicitly including the symmetry breaking terms in the adiabatic Hamiltonian.
The resulting mixture of gerade and ungerade symmetries gives adiabatic potentials that have
the correct asymptotic thresholds and exhibit avoided crossings which give rise to non-adiabatic
transitions. The field-free Hamiltonian takes the form
H0(R) = − 1
2µ
(
I
∂2
∂R2
+ 2P(R)
∂
∂R
+ Q(R)
)
+ U(R), (3.13)
where µ is the nuclear reduced mass, I is the unit matrix, U(R) are the adiabatic potential
energy curves, and P(R) and Q(R) are the first- and second-order radial coupling terms. The
diagonal matrix elements of Q give corrections to our potential that yield the upper-bound for the
vibrational energies of the the lowest electronic channel. The off-diagonal elements of P describe
the coupling between the electronic states. The adiabatic potentials are plotted in Fig. 3.17. The
non-adiabatic coupling is the strongest roughly around 12 a.u. (atomic units are used throughout
unless specified otherwise), as shown in Fig. 3.22(b). Here we note that these couplings are field-free
and can alter the dissociation probability in a given channel significantly.
From Eq. 3.13 it is clear that nuclear rotation is neglected in the calculation. The essential
physics that we explore in this section does not depend significantly on nuclear rotation. Further-
more, the laser parameters allow us to only consider the lowest two dissociation channels, 1sσ and
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2pσ, and neglect ionization. The laser-molecule interaction is
V(R, t) = D(R)E(t), (3.14)
where D(R) is the dipole matrix which includes both permanent and transition dipole terms, and
E(t) is the electric field given by
E(t) = E0 e
−
(
t2
τ2
)
cos (ω t). (3.15)
Here ω is the central laser frequency and τ =
√
2 ln 2 τFWHM , with τFWHM the FWHM pulse
duration. The initial wavefunction is chosen to correspond to a single vibrational state of HD+.
This state is propagated until a time that the electric field is negligible and the probability transfer
due to the coupling of the 1sσ and 2pσ states has ceased. At the end of propagation, the solution of
the TDSE is projected onto energy-normalized scattering states to obtain the energy spectrum of
the dissociating fragments. These states are obtained by matching numerical solutions of the time-
independent Schro¨dinger equation (TISE) for the continuum nuclear wavefunctions to asymptotic
solutions which take the form of energy-normalized plane waves outgoing on a single dissociation
channel.
Figure 3.22(c) demonstrates the non-adiabatic coupling (NAC) effect for the dissociation from
an initial vibrational state, ν=8, where the dissociation probability changes by roughly 50% after
the electric field has become negligible. Non-adiabatic coupling causes the dissociation probability
of both channels to change significantly after the laser pulse. This coupling in addition to the
small asymptotic energy separation of the HD+ potentials poses considerable challenges when one
wishes to discern the pathway the molecule took to dissociate. In particular, signs indicating
pathways involving permanent dipole transitions overlap with pathways involving electronic and
non-adiabatic transitions.
The Franck-Condon averaged dissociation probabilities, calculated as a function of energy for
FTL 25 fs and positively chirped 65 fs laser pulses, are shown in Fig. 3.23(a) and (b), respectively.
There are clear differences in the energy spectrum between FTL and positively chirped pulses, as
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Figure 3.23: The Franck-Condon averaged dissociation probability as a function of energy is cal-
culated for (a) a FTL 25 fs and (b) a 65 fs positively chirped pulse with a peak intensity of
5×1013 W/cm2 and 1×1013 W/cm2, respectively. The branching ratios of HD+ dissociation as a
function of energy are calculated for (c) a FTL 25 fs and (d) a 65 fs positively chirped pulse.
discussed in Section 3.4. Moreover, the branching ratio shows a preference to dissociate into the
H+D+ channel for a wide range of energies (0.1–0.65 eV for FTL and 0.35–1.0 eV for positively
chirped laser pulses). The calculated branching ratio is a few percent off from 50%, and it is
sensitive to the pulse duration and intensity variation of the laser pulses. One would expect
that the intensity-averaging “washes out” these features due to the intensity dependence of the
branching ratio. However, the experimental results reveal a prominent asymmetry in the branching
ratios for various laser parameters.
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The calculations are in qualitative agreement with the measured branching ratios in the sense
that the theoretical calculations reveal differences in dissociation probability to either of these
channels. Nevertheless, the dissociation probabilities are highly sensitive to the laser parameters.
An investigation of the effect of chirp as well as the effect of longer pulses may shed more light
on whether or not control over the product branching ratios is feasible with chirped pulses. It is
worth mentioning that recently a few theoretical works have been reported on the branching ratios
of HD+ and HCl+ [303, 304]. These studies suggest that the strength of different interactions
(transition dipole, permanent dipole, and non-adiabatic coupling) can be responsible for control
of the final product.
3.5.5 Pathways
To provide an explanation for our findings, we use the Floquet light-dressed potential curves [199,
306, 307] of HD+ at 790 nm, as displayed in Fig. 3.24. The permanent dipole moment in HD+
causes extra dissociation pathways. For instance, HD+ can dissociate through the crossing marked
by 2ω in Fig. 3.24. The molecule can break apart either directly along the two-photon pathway,
|1sσ−0ω〉→|2pσ−2ω〉, or along the adiabatic net one-photon pathway, |1sσ−0ω〉 → |2pσ−2ω〉 →
|1sσ − 1ω〉. The importance of the permanent dipole moment becomes clear when dissociation
initiated from the permanent dipole moment (2ω crossing) can interfere with the bond-softening
path from |1sσ − 0ω〉 → |2pσ − 1ω〉, through the 1ω crossing.
Dissociation through the permanent dipole pathway, |1sσ − 0ω〉 → |2pσ − 2ω〉 → |1sσ − 1ω〉,
results in a KER of ∼0.2 eV. This pathway overlaps in energy with the one-photon dissociation of
ν=6. Furthermore, the dissociation through 1sσ and 2pσ gets mixed due to non-adiabatic coupling
around R ∼12 a.u. As a result, understanding the branching ratio between these two dissociation
limits can be complex due to competition between different couplings (transition dipole, permanent
dipole and non-adiabatic coupling).
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Figure 3.24: Dressed Born-Oppenheimer potential energy curves as a function of internuclear
distance R for HD+. The solid arrows show the adiabatic dissociation pathways and the labels
denote the electronic states dressed by n photons. The short-dashed arrows depict transition due
to non-adiabatic coupling around R ∼12 a.u. The permanent dipole moment in HD+ results in
dissociation pathways such as |1sσ − 0ω〉→|2pσ − 2ω〉→|1sσ − 1ω〉.
3.5.6 Channel Asymmetry in Zero Photon Dissociation of HD+
In this section, we explore the channel asymmetry in the zero-photon dissociation (ZPD) process
of HD+ using broad spectral bandwidth 7 fs laser pulses. This stimulated Raman process leading
to ZPD is observable because of the broad spectral bandwidth provided by short laser pulses,
as discussed earlier in section 3.4.4. Previously, we demonstrated that the chirp laser parameter
can be used to enhance or suppress the ZPD process (see Section 3.4.4). Figure 3.25 displays
the measured energy distribution for HD+ dissociation using ∼16 fs pulses (a) negatively and (c)
positively chirped from 7 fs FTL laser pulses with a peak intensity of 1×1013 W/cm2 and (b) ∼7 fs
FTL with a peak intensity of 2×1013 W/cm2. The branching ratios for various laser parameters
are evaluated as a function of energy in Fig. 3.25(d)–(f).
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Figure 3.25: Measured energy distribution for HD+ dissociation using (a)∼16 fs negatively chirped
from 7 fs FTL pulses with a peak intensity of 1×1013 W/cm2, (b) ∼7 fs FTL with a peak intensity
of 2×1013 W/cm2 and (c) ∼16 fs positively chirped from 7 fs FTL pulses with a peak intensity
of 1×1013 W/cm2. The error bars denote the statistical uncertainty in the data and are smaller
than the symbols. Branching ratios are evaluated from the energy distribution for the same (d)
negatively chirped, (e) FTL and (f) positively chirped laser pulses presented in panels (a)-(c).
It is clear that in the ZPD region (≤0.2 eV) the break up preferentially leads to the lowest
dissociation channel, H++D. However, the results show no significant chirp dependence. The
channel asymmetry and total yield are calculated as
Ach =
N[H++D] −N[H+D+]
N[H++D] +N[H+D+]
Y = N[H++D] +N[H+D+],
(3.16)
where N is the number of counts for each channel. The channel asymmetry is simply defined as
the difference between the branching ratios presented in Fig 3.25(d)–(f). The measured channel
asymmetries for FTL and chirped laser pulses are plotted in Fig. 3.26(a). It is obvious that channel
asymmetry in HD+ is a function of dissociation energy. However, the results show no clear chirp
dependence, possibly because of the poor statistics in the ZPD region, as shown by the evaluated
error bars in Fig 3.26(a).
On the other hand, the total yield shown in Fig. 3.26(b) follows the theoretical prediction dis-
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Figure 3.26: The (a) channel asymmetry and (b) total yield (sum of both channels) as a function
of energy for negatively chirped, FTL and positively chirped laser pulses with the same laser
parameters as in Fig. 3.25(a)-(c)
cussed in the earlier section [see Fig. 3.16(a)]. In brief, the ZPD process is enhanced for negatively
chirped laser pulses in comparison to FTL laser pulses with the same bandwidth. Heuristically
speaking, by using negatively chirped laser pulses, one would expect to absorb a higher energy
photon early in the pulse followed by stimulated emission of lower energy photons resulting in
enhancement of the ZPD process — associated with a simplistic stimulated Raman picture. This
reasoning suggests that reversing the order of absorbed and emitted photons (positively chirped
laser pulse) should lead to suppression of the ZPD process in agreement with the experimental
results shown in Fig 3.26(b). Future experimental studies using broader bandwidth laser pulses
(4–5 fs) and higher repetition rates may reveal the chirp dependence in the channel asymmetry.
In addition, theoretical calculations can be used to guide our experimental work by suggesting the
optimum laser parameters needed to measure such a channel asymmetry.
3.5.7 Summary and Outlook
In summary, we have taken a major stride forward by demonstrating control of the final product
in the dissociation of the simplest heteronuclear molecule, HD+, using intense single-color laser
fields. Dissociation of HD+ molecules are studied experimentally and theoretically using intense
ultrashort 25 fs FTL and positively chirped 65 fs laser pulses (similar results are observed for
negatively chirped pulses and are not shown for brevity). The permanent dipole moment allows
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transitions within the same electronic state [see Fig. 3.22(a)], therefore opening new pathways for
dissociation. Deviation from equal break up into H++D or H+D+ was observed both in experiment
and theory. Theory and experiment suggest that control of the branching ratio is possible using
various laser parameters, and more investigation is necessary to achieve better control over the
final product.
We show experimentally that the H++D channel, associated with the HD+ electronic ground
state, dominates over dissociation into H+D+ for very slow fragmentation (low KER) of HD+
produced by a two-photon process called (net) zero-photon dissociation (ZPD), as expected.
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3.6 Control over Dissociation of a Molecular Ion Beam by Two-
Color Laser Field — ω–2ω
Synopsis. In the first two-pulse, pump-probe style experiment of its kind2, control over the
dissociation of a molecular-ion beam is demonstrated by using the phase delay between the 790
and 395 nm components of an intense two-color laser field. A clear spatial asymmetry is detected
in the emission direction of D+2 and HD
+ dissociation fragments. The results are interpreted in
terms of an interference between vibrationally-resolved dissociation pathways and are qualitatively
well reproduced by 3D time-dependent Schro¨dinger equation calculations carried out by Esry and
coworkers.
3.6.1 Introduction
Strong-field laser control of molecular reactions is becoming practicable nowadays. Control has
been predicted [75–78] and realized [48, 79–90] by varying the relative phase of a two-color laser
field [75] or the carrier-envelope phase (CEP) of a few-cycle laser pulse [76]. So far, most of the
experimental work has been carried out on gas targets of neutral molecules where relatively high
target densities are possible. Pushing laser control to the domain of molecular ion-beam targets
opens the door to the exploration of a whole new range of systems as exemplified by the recent
strong-field experiments on H+3 [97, 203].
By comparison with neutral targets, however, molecular-ion beam work is still fairly new. It
is less than a decade since the pioneering groups of Figger [238, 309] and Williams [310] first
introduced molecular-ion beams to intense ultrafast lasers. In fact, only within the past few years
have more frequent studies emerged [73, 91, 239]. In this section we take a major stride forward
by demonstrating the first systematic control experiments on D+2 and HD
+ beams using intense
two-color laser fields.
The difficulties with ion beams stem from their low densities. For example, our typical beam has
∼105 molecules/cm3, which is dramatically lower than a conventional neutral jet that has >1011
2This section is based on a manuscript by J. McKenna et al. [308]
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molecules/cm3. The lower count rates that result make scanning the phase of a two-color field or
CEP-stabilized pulse challenging, particularly if the fragments are to be measured in coincidence
as carried out here. Despite this hurdle, there are several key advantages to ion beams (in addition
to new systems to explore) that make them attractive from the perspective of strong-field control
experiments (see Section 3.2).
One advantage is in identifying the origin of control. The control exercised over neutral
molecules is due to the interference of channels excited by either electron recollision following
ionization of the neutral (e.g. [80]) or multiphoton absorption (e.g. [83]), which are difficult to
separate if their kinetic energy release (KER) is similar. With ion beams, electron recollision can
be eliminated, making it easier to explore control by multiphoton processes. Additionally, ionic
and neutral fragments can be measured in coincidence allowing dissociation events to be distin-
guished from ionization [91]. Another advantage is that vibrationally resolved dissociation spectra
are quite common for ion beams (e.g. [73, 95, 238]), whereas for neutral targets they are rare [209].
Hence, one can cleanly observe which initial vibrational states ν are controlled, as will be shown
here. Furthermore, without the need to ionize the neutral molecule within the same laser pulse, it
is possible to explore control at lower intensities.
Two different types of control are predicted. The first affects a spatial asymmetry in the
direction of ionic and neutral fragments following dissociation [75–78], and has been observed in
several experiments already [48, 79–90]. The second type produces a channel asymmetry and
relates to control of the dissociation products, which are clearly distinguishable in a heteronuclear
molecule. For example, HD+ may preferentially dissociate to either H++D(1s) or H(1s)+D+ [75,
76]. This channel asymmetry, to our knowledge, has never been observed in CEP or two-color
control experiments. In fact, Sheehy et al. [48] specifically report no channel asymmetry in a two-
color experiment on HD (532 nm and 1064 nm), despite seeing a spatial asymmetry—seemingly in
agreement with theory [75].
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3.6.2 Experimental Methods
In this section, we experimentally demonstrate spatial asymmetry types of control. By varying the
relative phase between temporally-overlapped 790 nm and 395 nm pulses, we control the spatial
asymmetry in the dissociation of D+2 , measured using coincidence 3D momentum imaging (see
Section 3.2) [91]. The details of the two-color configuration can be found in Section 2.4. In
short, the two-color field is generated collinearly from a Ti:sapphire laser; 30 fs, 2 mJ, 790 nm
pulses at 1.5 kHz [139]. The pulses are frequency-doubled to create orthogonally polarized 395 and
790 nm light. The relative phase between these ‘two-color’ pulses is controlled using a birefringent
calcite crystal with the 395 nm polarization aligned to the extraordinary (fast) axis and the 790 nm
polarization aligned to the ordinary (slow) axis. Rotation of the calcite crystal about the optical
axis introduces a delay between the two pulses, i.e. a relative phase. The 790 nm polarization is
subsequently rotated to the same axis as the 395 nm and focused onto the ion beam target using
an f = 203 mm off-axis parabolic mirror. A small deviation between the polarization direction of
790 nm light and the calcite crystal axis results in unwanted polarization rotated by 90◦. The
outcome is an unclear momentum distribution which is identified as an artifact, as described in
Appendix C.
The 7 keV D+2 or HD
+ beam (current 3 nA; cross-section ∼0.6×0.6 mm2) is crossed with fo-
cused laser pulses that dissociate the molecular ions. The resulting fragments, ions and neutrals,
are imaged using a time- and position-sensitive detector that provides kinematically complete in-
formation on the dissociation. By varying the relative phase between 790 nm and 395 nm pulses,
we control the spatial asymmetry in the dissociation of the D+2 molecular ion-beam target. Similar
spatial asymmetry is also seen in HD+, however no channel asymmetry between H++D(1s) and
H(1s)+D+ is observed. This is due to the different symmetries in the two dissociation products,
which results in a delay independent signal and will be discussed later. Due to the clarity of the
experimental data it is immediately apparent which dissociation pathways give rise to the control
interference. Even so, we justify our interpretation by solving the 3D time-dependent Schro¨dinger
equation including nuclear rotation. The theory results qualitatively agree well with experiment.
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3.6.3 Results and Discussions
3.6.3.1 D+2
The interfering pathways can be conveniently identified in the diabatic Floquet Born-Oppenheimer
potentials [200] shown in Fig. 3.27. Figure 3.27 displays the lowest Born-Oppenheimer potentials,
1sσg and 2pσu, of D
+
2 in the diabatic Floquet representation (light-dressed states) for a mixed
790 nm and 395 nm field. The curve labels, ±nω, indicate the absorption (–) and emission (+) of
n photons, where ω refers to the frequency of 790 nm light. Hence, the absorption of one 395 nm
photon equates to –2ω. Following dipole selection rules, however, one should associate even parity
nuclear angular momentum N states (N even) with the 1sσg channel and odd parity (N odd) with
2pσu, independent of n.
In the figure, three pathways are labeled. Pathway α denotes absorption of one 790 nm photon
with the v ∼13 states of D+2 dissociating by bond softening [26, 31, 200] through the |1sσg−
0ω〉→|2pσu−1ω〉 crossing. Intensities above roughly 1012 W/cm2 can drive dissociation from states
down to v∼7 along this pathway. Pathway β is the 395 nm equivalent of α: v∼8 dissociates via
the |1sσg−0ω〉→|2pσu−2ω〉 crossing. Pathway γ is a direct result of mixing the 790 nm and 395 nm
fields and corresponds to the absorption of one 395 nm photon followed by the stimulated emission
of one 790 nm photon, i.e. |1sσg−0ω〉→|2pσu−2ω〉→|1sσg−1ω〉.
The recipe for observing an asymmetry is well-documented by earlier theoretical studies of
Esry and coworkers [111, 112]. To recap, for a given initial ν state there needs to be two (or
more) dissociation pathways that lead to different final channels (i.e. one to 1sσg and the other
to 2pσu) and that contribute at the same KER. Additionally, if the amplitudes of these pathways
are similar, then the asymmetry will be large. The obvious candidates for an interference from
the pathways shown in Fig. 3.27 are pathways α and γ. For example, v∼8 may dissociate along α
leading to |2pσu− 1ω〉, or along γ leading to |1sσg − 1ω〉, both overlapping with KER'0.3 eV and
having odd and even nuclear parity, respectively.
Knowing the interfering pathways allows us to predict the periodicity of any observable in ωτ
where τ is the time delay between the pulses [311]. If m 395 nm photons are absorbed along one
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Figure 3.27: Diabatic Floquet Born-Oppenheimer potentials of D+2 . The potential energy curves
are adapted from Ref. [280]. For simplicity, nuclear rotation has not been included.
pathway and m′ along the other, then their interference contributes a periodicity of pi/|m−m′| to
the asymmetry. Since pathway α has net absorption of m=0 395 nm photons and pathway γ has
net absorption of m′=1 395 nm photon, the asymmetry will exhibit sinusoidal behavior in ωτ with
period pi. That is, if Aα and Aγ are the amplitudes for pathways α and γ at a given KER along
the laser polarization, then the “up” and “down” signals we expect are, respectively,
|Aα ±Aγ |2 = |Aα|2 + |Aγ |2 ± 2|Aα||Aγ | cos(φ+ 2ωτ), (3.17)
where φ is the ωτ -independent phase difference between α and γ [311]. Interestingly, Eq. (3.17)
suggests that φ can be directly measured at ωτ=0.
Kinetic energy release and angular distributions for D+2 dissociation are shown in Fig. 3.28 for
(a) 790 nm (6×1014 W/cm2), (b) 395 nm (4×1012 W/cm2) and (c) a mixed two-color field of the
790 nm and 395 nm pulses. Figure 3.28(d) is integrated over all angles. Dissociation at 790 nm
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Figure 3.28: KER-cosθ (θ relative to laser polarization) plots for dissociation of D+2 for (a) 790 nm,
6×1014 W/cm2, (c) 395 nm, 4×1012 W/cm2, and (c) a mixed two-color field for the pulses used in
(a) and (b). The 1D KER distributions corresponding to (a–c) are shown in (d). Error bars denote
statistical uncertainty.
comes from pathway α in Fig. 3.27 while dissociation at 395 nm comes from pathway β (see
discussion above). The signature of pathway γ in the mixed two-color field is the two prominent
peaks marked by vertical arrows in Figs. 3.28(c) and (d). These peaks at KER=0.21 and 0.35 eV
relate to dissociation of v∼8 and 9, respectively, and are absent when only 790 or 395 nm pulses
are used. To observe an up-down asymmetry it is important that v∼8 and 9 can also dissociate via
pathway α by bond softening. This is evidenced by the aligned feature below 0.5 eV in Fig. 3.28(a)
at 790 nm.
The asymmetry presented here originates from the interference of pathways α and γ at
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Figure 3.29: Two-color measurements using 790 nm, 6×1014 W/cm2 pulses mixed with 395 nm,
4×1012 W/cm2 pulses: D+2 asymmetry for (a) ν ∼8 (0.14<KER<0.27 eV) and (b) ν ∼9
(0.27<KER<0.42 eV), respectively. The curves in (a) and (b) are sinusoidal fits with pi peri-
odicity. Error bars denote statistical uncertainty. Theoretical D+2 asymmetry for v∼8 and 9 for
790 nm intensities of (c) 1012 W/cm2 and (d) 1013 W/cm2 with 395 nm 10% of these, for the same
θ range as experiment (0.4<| cos θ|<0.9).
KER.0.5 eV. By varying the relative phase of the 790 nm and 395 nm pulses we control the
interference and thus population transfer between the states, thereby controlling the observed
asymmetry. In a classical picture, as the electron oscillates between the nuclear centers of the
dissociating D+2 it is impeded and localized on one nucleus or the other by the rise of an inter-
atomic potential barrier as R increases. The phase of the two-color field determines the phase of
the electron oscillation and hence which nucleus it ends up on when the oscillation ceases.
The up-down asymmetry parameter is defined as in Refs. [80, 89] as the difference in D+ counts
in the up and down directions normalized to their sum, A=(Pu−Pd)/(Pu+Pd), where Pu and Pd
denote the number of events with D+ emission “up” (cos θ>0) and “down” (cos θ<0), respectively.
To enhance the spatial asymmetry, A, the results are integrated over 0.4<| cos θ|<0.9 so that
the contribution from 790 nm light within this range is reduced (see Fig. 3.28(a); the 790 nm
results in a dissociation tail along the laser polarization and at low KER). Figure 3.29(a) and (b)
present the normalized asymmetry parameter for D+2 dissociation. The spectra in Fig. 3.28(c) are
integrated over KER and cosθ for the ν∼8 (0.14<KER<0.27 eV) and ν∼9 (0.27<KER<0.42 eV)
peaks, generating the asymmetries shown in Fig. 3.29(a) and (b).
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To help understand the D+2 results, the time-dependent Schro¨dinger equation is solved by Esry
and coworkers including nuclear vibration and rotation but neglecting ionization [252, 253]. This
treatment provides complete KER-cos θ distributions. Our goal was to compare the experimental
results and the calculations qualitatively. To achieve a quantitative comparison between the theory
and the experiment, one would need to match all the experimental conditions as well as performing
intensity averaging. Therefore, without intensity averaging, these distributions cannot be directly
compared with experiment. Nevertheless, they provide important qualitative confirmation of our
interpretation. For instance, the periodicity of the asymmetry oscillation is exactly reproduced by
theory. Moreover, the calculations predict φ from Eq. (3.17) to be essentially the same for v∼8
and 9 as indicated by the theoretical asymmetry plotted in Figs. 3.29(d)—in agreement with the
experiment.
The ∼pi phase shift between Figs. 3.29(c) and (d) also shows that φ is intensity-dependent,
suggesting that the intensity averaging inherent in the experiment is the reason that the observed
asymmetry in Figs. 3.29(a) and (b) is not larger. Theory also shows that the asymmetry amplitude
is larger for v∼9 than for v∼8 as observed marginally in the experiment and as is consistent with
|Aα|2 being closer to |Aγ |2 for v∼9 than for v∼8.
3.6.3.2 HD+
Since controlling the spatial asymmetry of D+2 break-up is now understood in depth, fragmenta-
tion of HD+ is explored using a two-color laser field. The requirement that two pathways interfere
to produce an asymmetry is further explored by the plots of the asymmetry parameter for frag-
mentation of HD+. Being heteronuclear, HD+ can dissociate to H++D and H+D+ which are
distinguishable due to electron localization, making it non-trivially different from D+2 . Impor-
tantly, we observe asymmetry for each channel of HD+ at KER<0.5 eV much like that for D+2 as
shown in Figs. 3.30(a) and (b) for the same conditions and cuts as used in Fig. 3.29(a) and (b),
where “up” and “down” now refer to the direction of the single proton, whether it is in H+ or H.
The spatial distribution thus varies with delay for both electron localizations (H++D and H+D+),
demonstrating that spatial asymmetry is not equivalent to electron localization.
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Figure 3.30: Two-color measurements using 790 nm, 6×1014 W/cm2 mixed with 395 nm,
4×1012 W/cm2 pulses: HD+ asymmetry for fragmentation into (a) H++D and (b) H+D+ channel,
with KER<0.5 eV. The curves in (a) and (b) are sinusoidal fits with pi periodicity. Error bars
denote statistical uncertainty.
The physical origin of the up-down asymmetry is also the same as D+2 , resulting from a coherent
superposition of population on 2pσ and 1sσ states via pathways α and γ, respectively. The case
of HD+, however, is special as the 2pσ and 1sσ states have a small energy splitting of∼3.7 meV
at R→∞ [278–281], as shown in Fig. 3.31.
Population on 1sσ at R→∞ therefore leads to the H++D(1s) channel (as shown by pathway
γ in Fig. 3.31), while population on 2pσ leads to the H(1s)+D+ channel, the pathway labeled as α
in Fig. 3.31. In addition, HD+ exhibits a strong non-adiabatic coupling at R∼12 a.u. [280], which
Figure 3.31: Blowup of the −1ω threshold of the diabatic Floquet Born-Oppenheimer potentials
of HD+ [280], showing the correction to these potentials for HD+ [280]. Pathways are described
in the text.
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Figure 3.32: The channel asymmetry as a function of delay between the 790 nm and 395 nm laser
pulses for the same laser parameters as in Fig. 3.30. The dashed line represents the mean value of
the measured channel asymmetry. The error bars denote the statistical uncertainty in the data.
results in mixing the 1sσ and 2pσ states via pathway α′ and γ′ independent of the laser field (see
Section 3.5 for more details), as shown schematically in Fig. 3.31. The phase of a two-color field can
affect the mixing ratio due to the interference of the pathways marked in Fig. 3.27 leading to the
possibility of controlling the dissociation channel of the molecule. However, the results displayed
in Fig. 3.32 show no noticeable channel asymmetry as a function of delay within the error bars, as
predicted by theory [75].
In the case of HD+, the probabilities of dissociation to either channel (H++D(1s) or H(1s)+D+)
are written as |Aoα′+Aeγ |2 and |Aoα+Aeγ′ |2, respectively. The superscripts e and o corresponds to even
and odd nuclear parity. These amplitudes depend on the energy and angle θ (the angle between
laser polarization direction and fragmentation velocity). To evaluate the channel asymmetry, the
total probabilities have to be integrated over all angles,
∫
dΩ|Aoα′ +Aeγ |2 =
∫
dΩ
[
|Aoα′ |2 + |Aeγ |2 + 2|Aoα′ ||Aeγ |cos(φα′γ + 2ωτ)
]
= |aoα′ |2 + |aeγ |2,∫
dΩ|Aoα +Aeγ′ |2 =
∫
dΩ
[
|Aoα|2 + |Aeγ′ |2 + 2|Aoα||Aeγ′ |cos(φαγ′ + 2ωτ)
]
= |aoα|2 + |aeγ′ |2.
(3.18)
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The interference term is overall odd, and therefore the channel probabilities show no ωτ depen-
dence [312].
3.6.4 Summary
We have successfully controlled the dissociation of a molecular-ion beam via a classic Brumer-
Shapiro [38, 52, 53] two-color scheme. The application of a unique combination of experimental
techniques to the benchmark systems D+2 and HD
+ have allowed us to unambiguously identify the
pathways that interfere to produce the control. We have overcome the challenges faced by two-pulse
experiments on ion beams, and our work represents a first step in this unexplored territory. We
expect that with continued development of ion beam systems it will soon be feasible to carry out
time-resolved imaging and control experiments. Such experiments using ion beams complement
studies on neutral molecules and pave the way for exploration of the dynamics of other benchmark
systems like HeH+ and H+3 in strong ultrafast fields.
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3.7 Pump-probe Studies of a Molecular Ion Beams
Synopsis. In a follow-up study to the two-color experiment (Section 3.6), a pump-probe technique
is implemented for studies of the dynamics of molecular ion-beam targets. In a typical pump-probe
experiment, the pump pulse ionizes a neutral target and creates a wavepacket. Then, the probe
pulse images the wavepacket evolution at different delay times with respect to the pump pulse.
In the case of an ion-beam target, the ionization step via a pump pulse is unnecessary so a weak
pump pulse can be used to excite or initiate dissociation, and a stronger probe pulse is used to
further dissociate or ionize the molecular ion. To demonstrate that such experiments are feasible
in spite of the low target density of an ion-beam target, the pump-probe technique is utilized to
study fragmentation dynamics in D+2 and HD
+ molecular-ion beams.
3.7.1 Introduction
Experimentally, the pump-probe technique has been used to explore molecular dynamics [23, 313,
314]. Depending on the system under study, a pump pulse initiates the dynamics on a specific
molecular state, which is then probed by a second laser pulse. The probe pulse is applied after a
certain time delay to map the time evolution of the system under investigation. The characteristics
of the probe pulse can be modified based upon the objective. For instance, the intensity of the
probe pulse can be adjusted to study dissociation or ionization processes. For example, studies
focused on Coulomb-explosion imaging use high intensity probe laser pulses [315–317]. The pulse
duration of the pump and probe pulses can be designed to examine time-dependent processes with
the proper time resolution. One of the applications of such time-resolved pump-probe studies is
to control the reaction dynamics of a chemical or biological system [314, 318].
More than two decades ago, Zewail and coworkers employed femtosecond laser pulses to ex-
cite and probe the time evolution of a nuclear wavepacket in sodium iodide molecules [23, 313].
Stapelfeldt and coworkers used the pump-probe method in conjunction with the Coulomb explo-
sion (CE) technique to image the motion of nuclear wavepackets [319]. In the past decades,
multitudes of such experimental and theoretical works have been performed as evidenced in
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Refs. [227, 240, 255, 301, 315, 316, 320–338]. However, all of the experimental studies carried
out started from a neutral molecular target. In this section, we present two preliminary pump-
probe measurements of molecular ion-beam targets. In the first example, the dissociation of D+2 is
investigated by 5 fs pump and probe laser pulses. In the second example, the ionization of HD+ is
explored using 25 fs laser pulses. These examples demonstrate the feasibility of performing pump-
probe studies of molecular ion-beam targets and point out the difficulties in such measurements.
The main challenge of these experiments is linked to the low target density of our ion-beam tar-
get. For instance, the ionization rate of an HD+ ion-beam target into H++D+ fragments is about
1–2 Hz using a 10 kHz laser system. As a result, performing a pump-probe scan of up to 200 fs
with 5 fs delay per step can take up to 40 hours to acquire a few thousand counts in the whole
KER range. Bunching the molecular-ion beam into few-ns bunches is under development, where
an improvement of the target density by at least an order of magnitude is expected. This can
further enhance the data collection rate and make the pump-probe studies manageable.
3.7.2 Experimental Method
To perform the experiments described above, synchronized pump and probe laser pulses are ob-
tained using a Mach-Zehnder interferometer, as illustrated schematically in Fig. 3.33(a). The in-
coming laser beam is split into two. The choice of beam splitter results in different ratios between
the power in the two beams. Most of our measurements have been performed with a few percent
(4–10%) of the total power in the pump and 60–80% in the probe. The two beams recombine on the
second beam splitter; however, a portion of the power is lost through this recombination process.
For instance, in one configuration, the pump carries 4% of the total power, while the probe has
64% of the total power. To perform a pump-probe experiment, the stability of the interferometer
is vital. For this purpose, the interferometer was built as one piece on a small breadboard. This
helps with the stability of the interferometer as well as making it portable.
The time delay between the two pulses is controlled by a linear translation stage from Physik
Instrumente [339] with sub-femtosecond resolution (position resolution of 0.2µm — 1 fs corresponds
to ∼0.3µm). The stage can travel up to 25 mm, i.e. ∼80 ps; however, the pump-probe scanning
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Figure 3.33: (a) Schematic of Mach-Zehnder interferometer. The reflecting mirrors are labeled by
M, flipping mirror labeled as FM and the beam splitters are labeled as BS. (b) Interferometric
fringes for H+2 production from H2 residual-gas target. The fringe pattern is caused by the con-
structive and destructive interference of the pump and probe laser pulses as a function of time
delay. (c) The power measured after the interaction region as a function of time. The overlap be-
tween the pump and probe pulses appears as a fluctuation of power in the spectrum, as indicated
on the graph.
range in the present measurement is limited by the low density of the target, i.e. the low counting
rate.
The initial spatial overlap is found by examining the focal spot of the combined beams with
a lens at near-field. To align the Mach-Zehnder interferometer, one can adjust the mirrors in
one of the arms while maintaining the other arm fixed. In this case, the spatial overlap can be
checked at near- and far-field by walking the beam using two mirrors in one of the arms (M1 and
M2 for example in Fig. 3.33(a)). The final spatial overlap is found by imaging the focal spot of
the pump and probe, separately and together, on the CCD camera [340]. The initial temporal
overlap is determined by observing the interference pattern of the two pulses on the CCD camera.
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Furthermore, the temporal overlap between the pump and the probe pulses is examined in the
interaction region using an interferometric method with H2 residual gas in which the ionization
yield is measured as a function of delay between the pump and probe laser pulses [341, 342], as
shown in Fig. 3.33(b). In addition, the power of the pump and probe are monitored and recorded
after the interaction region. The measured power is shown in Fig. 3.33(c) as a function of time
through out the whole experiment. It is evident that the overlap between the pump and probe
appears as a fringe pattern on the power measurement, as indicated in Fig. 3.33(c). Lastly, the pulse
durations of the pump and probe pulses after the Mach-Zehnder interferometer are characterized
using an autocorrelator (see Section 2.5).
The 7 keV D+2 or 9 keV HD
+ beam (current 2 nA; cross-section ∼0.6×0.6 mm2) is crossed
with the focused laser beam. The resulting fragments, ions and neutrals, are imaged using a
time- and position-sensitive detector that provides kinematically complete information on the
dissociation. The dissociation or ionization is measured using coincidence 3D momentum imaging
(see Section 3.2) [91] as a function of time delay between the pump and the probe laser pulses.
3.7.3 Results
Two measurements are conducted in this section, the first focusing on the dissociation of D+2 . In the
other measurement, the above threshold Coulomb explosion process is explored in the ionization
of HD+.
3.7.3.1 D+2
Typical kinetic energy release and angular distribution spectra for D+2 breakup are displayed in
Fig. 3.34(a) using 5 fs laser pulses with a peak intensity of ∼8×1013 W/cm2. Figure 3.34(b) shows
the KER distribution integrated over all angles. One can observe clearly the ZPD (0.0–0.2 eV) in
Fig. 3.34(b) for such short laser pulses, confirming our earlier discussion on bandwidth dependence
of the ZPD process (see Section 3.4.4).
Figure 3.35(a) is the density plot of the measured dissociation of D+2 as a function of KER
and delay time between the pump and probe laser pulses. In the present experiment, 5 fs pump
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Figure 3.34: (a) Density plot of counts vs. KER and cosθ for D+2 dissociation at 740 nm, 5 fs, and
a peak intensity of ∼8×1013 W/cm2 (log scale). (b) A histogram of counts vs. KER for the same
laser parameter integrated over all angles. Error bars in (b) denote statistical uncertainty. Color
bar numbers are written in powers of ten.
and probe pulses with intensities of ∼ 7×1012 W/cm2 and ∼ 8×1013 W/cm2, respectively, are
used. The zero time delay, determined using the method described in the previous section, was
further verified in Fig. 3.35(c) showing that dissociation is enhanced in the KER region (0.2≤KER
(eV)≤0.3) corresponding to above-threshold dissociation (ATD) when the pulses are overlapped,
since ATD depends strongly on the field strength. The yield in low energy region (KER≤0.2 eV),
referred to as the ZPD region, is shown in Fig. 3.35(d). This energy region shows a weak oscillation
as a function of delay time. The yield shows an oscillation at positive time delay, followed by
reduction in the yield at longer time delays.
In the bond-softening region (0.8–0.9 eV), oscillations are more pronounced for both negative
and positive time delays [see Fig. 3.35(b)]. These oscillations may be associated with the evolution
of a vibrational wavepacket similar to that observed in the previous studies of neutral molecules (see
Refs. [315, 316, 323, 327, 334]). A possible interpretation of these oscillations can be summarized as
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Figure 3.35: (a) Density plot of D+2 dissociation counts vs. KER and the delay time between the
pump and probe laser pulses (log scale). The peak intensities of the pump and the probe pulses
are ∼ 7×1012 W/cm2 and ∼ 8×1013 W/cm2, respectively. (b) – (d) The yield as a function of
delay time over the specified range in the KER. Error bars denote statistical uncertainty. Color
bar numbers are written in powers of ten.
an interference between different vibrational wavepackets generated by the pump or the probe laser
pulse. For instance, a weak pump pulse dissociates a portion of the population, resulting in a bound
wavepacket which will be dissociated later by the probe laser pulse. These vibrational wavepackets
interfere constructively and destructively. However, our results suggest that the oscillation is
stronger for negative time delays, when the strong field initiates the process. This suggests that
future experiments should extend to longer delay times in both directions and employ different
pump and probe intensities.
To recover the frequencies (or periods) of oscillation in the dissociation observed in Fig. 3.35(a),
a Fourier transform analysis is performed on the 2D map as shown in Fig. 3.36(a). Figure 3.36(b)–
(e) show the power spectrum as a function of frequency for various KER slices labeled on the
individual panels. Due to the small time-delay range of the measured data, the Fourier analysis
has poor resolution. For convenience, the results in Fig. 3.36 are converted to period, as shown in
Fig. 3.37. The results reveal a dominant oscillation with a period of 20 fs in the bond-softening
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Figure 3.36: (a) Power spectrum of the Fourier transform as a function of frequency and KER for
dissociation of D+2 with laser parameters listed in Fig. 3.35. (b)–(e) Power spectra as a function
of frequency for the specified KER ranges. Color bar numbers are written in powers of ten.
Figure 3.37: (a) Power spectrum of the Fourier transform as a function of period and KER for
dissociation of D+2 with laser parameters listed in Fig. 3.35. (b)–(e) Power spectra as a function
of period for the specified KER ranges. Color bar numbers are written in powers of ten.
105
region. The measured low- and high-KER regions [Fig. 3.37(b) and (e)] reveal other frequencies
involved.
We used the frequencies obtained through the Fourier analysis to fit our measured data. As
an example, the bond-softening region is fit with three sinusoidal functions with fixed frequencies
retrieved from the Fourier analysis, as shown in Fig. 3.38. Comprehensive calculations may help
us understand the source of oscillations in this fundamental quantum system.
Figure 3.38: Integrated yield in the KER region of 0.8–0.9 eV is fit with three exponentially
damped sinusoidal function (dashed line) with damping amplitude and three fixed frequencies of
12.9, 32.2, and 51.1 THz retrieved from the Fourier analysis.
3.7.3.2 HD+
In the second example, we study the time evolution in the ionization of an HD+ molecular ion-
beam target. Structure in KER spectra measured near the ionization appearance intensity of the
simplest diatomic molecules has been explored experimentally and theoretically [226, 228, 239, 343].
A simple model based on Floquet potentials was proposed by Esry and coworkers [226] to assign
this structure to resonance multiphoton ionization along different dissociation pathways. This
mechanism is referred to as above threshold Coulomb explosion (ATCE) and is illustrated in
Fig. 3.39, which shows the Born-Oppenheimer curves of H+2 in the diabatic Floquet representation.
In the Floquet representation, the emission and absorption of n photons (±nω) translates into the
up or down shift of the potential energy curves. For instance, the bond softening (BS) process
occurs via absorption of 1 photon through the pathway |1sσg〉→|2pσu − 1ω〉. Above threshold
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Figure 3.39: (a) The diabatic Floquet potential energy curves for H+2 dressed by net absorbed
number of photons nω for 790 nm light. Bond softening (BS) and above threshold dissociation
(ATD) paths are marked with arrows. (b) The same as (a), but including the dressed 1/R ionization
potential curves. (Adapted from Ref. [226])
dissociation (ATD) [32, 36] occurs through the absorption of 3 photons via the |1sσg〉→|2pσu−3ω〉
pathway or the absorption of 3 photons followed by the stimulated emission of a photon via the
|1sσg〉→|2pσu − 3ω〉→|2sσg − 2ω〉 pathway.
In addition to the diabatic Floquet potentials of the lowest 1sσg and 2pσu states of H
+
2 , one can
dress the ionization curves, i.e. |1/R−nω〉, as shown in Fig. 3.39(b). In this picture, a wave packet
dissociating through BS can ionize at different internuclear distances via |1/R−13ω〉 to |1/R−10ω〉
resulting in structure in the KER spectrum. To study the time evolution of the nuclear wave packet,
a weak pump pulse is used to initiate the dissociation via bond softening. A more intense probe
pulse ionizes the dissociating wave packet at various delay times with respect to the pump pulse.
In this method, we are able to map the crossing resonances of dressed 1/R−nω potentials with the
dissociation pathways, resulting in ionization with different numbers of photons. One would expect
to observe an enhancement in the KER structure corresponding to different numbers of photons
when the pump-probe delay matches the travel time of the nuclear wave packet on the 2pσu curve
to the corresponding crossing. For instance, in the case of H+2 potentials, dissociation from ν=9
reaches the 1/R−12ω crossing in 8.5 fs. The travel time for the 1/R−11ω and 1/R−10ω crossing is
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estimated to be 23.5 fs and 130 fs, respectively [226]. To resolve these structures corresponding to
the first two crossings in a pump-probe style experiment, ultrashort laser pulses would be crucial.
Figure 3.40: (a) Density plot of counts vs. KER and cosθ for HD+ ionization at 790 nm, 25 fs,
and a peak intensity of ∼1.3×1014 W/cm2 (log scale). (b) A histogram of counts vs. KER for the
same laser parameters integrated over all angles. Error bars denote statistical uncertainty. Color
bar numbers are written in powers of ten.
Typical KER and angular distribution spectra for HD+ ionization are shown in Fig. 3.40(a)
using 25 fs laser pulses with a peak intensity of ∼1.3×1014 W/cm2. Figure 3.40(b) shows the KER
distribution integrated over all angles. This result resembles the structures observed in Ref. [226],
however, the intensity and pulse durations are different. In the present experiment, 25 fs pump and
probe pulses with intensities of 1.4×1012 W/cm2 and 1.3×1014 W/cm2, respectively, are employed.
Figure 3.41(a) is the density plot of measured KER for ionization of HD+ as a function of time
delay between a weak pump and a strong probe laser pulse. The pump-probe scan reveals a weak
dependence on time delay. To better explore the ATCE model, the effect of the probe laser pulses
is subtracted from the map as displayed in Fig. 3.41(b).
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Figure 3.41: (a) Density plot of counts vs. KER and the delay time between the pump and
probe laser pulses for HD+ ionization. The peak intensities of the pump and the probe pulses are
∼1.4×1012 W/cm2 and ∼1.3×1014 W/cm2, respectively. (b) Density plot of counts vs. KER and
the delay time between the pump and probe laser pulses for HD+ ionization after subtracting the
probe laser pulses.
The first two crossings between dissociation through 1ω bond softening and 1/R curves occur
at ∼ 10 and ∼ 27 fs in the HD+ molecule. Experimentally, we are not able to resolve these two
crossings, since we were using 25 fs pulses and for other technical reasons were unable to run
with shorter pulses. Crossing at a larger internuclear distance, R∼ 50 a.u., estimated to occur at
160 fs, results in an enhancement in the ionization yield at the KER below 3.0 eV. However, our
measurements do not show such an enhancement at larger time delay. Given the poor statistics
of the current measurement, we were not able to accomplish our goal of exploring the ATCE
model in HD+. However, we have taken a major stride forward by demonstrating the feasibility of
performing a pump-probe study on a thin molecular ion-beam target. This measurement remains
challenging due to the low rate in this ionization channel (1–2 Hz using a 10 kHz laser system)
and the low target density of the ion-beam.
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3.7.4 Summary
In this section we have implemented a pump-probe scheme to explore the nuclear dynamics in
both dissociation and ionization of a molecular ion-beam target. Both examples demonstrate the
feasibility of such an experiment and identify the difficulties caused mainly by the low target
density. By increasing the scan range of time delays in the dissociation experiment and treating
the problem theoretically, we should be able to extract information about the nuclear dynamics
of the system. In contrast, studying the ATCE in the ionization of HD+ is still limited by the
counting rate.
Our group is currently working on improving the target density using two different approaches.
In the first approach, the target density is improved by bunching the molecular beam. In this
case, a portion of the continuous ion-beam is compressed in space by using a pulsed electric field
synchronized with laser pulses. The goal is to achieve a factor of 10 gain in the beam current
density. In the second approach, our group is assembling a new ion source (duoplasmatron),
which is expected to provide higher current densities, thus improving our future measurements
significantly.
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Carrier-Envelope Phase Dependences
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Deuterium Fragments
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4.1 Introduction
The first measurement demonstrating carrier-envelope Phase (CEP) control on the dissociation of
a diatomic molecule was reported by Kling et al. [80]. Specifically, the emission direction of D+ ions
was controlled using a few femtosecond CEP-stabilized laser pulse. This experiment illustrates the
ability to control electronic motion in molecules by employing CEP-stabilized laser pulses. The
observation shows an asymmetry in the emission direction of energetic D+ ions emerging from
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D2 molecules, which depends on CEP. The results were explained using the electron-recollision
process [77, 80]. However, the experiment done by Kling et al. left several questions unanswered,
which were later investigated by others. For instance, does the first ionization step play an impor-
tant role in the asymmetry? Why is there no asymmetry for the low energy D+ ions, despite the
prediction by earlier theoretical calculations [76, 230]? Can one use the carrier envelope phase of
laser pulses as a control knob in more complex molecules? Some of these questions were answered
by the follow-up experiment carried out by Kremer et al. [83]. They observed asymmetric proton
emission at low KER, which was predicted by Roudnev and Esry [76, 230]. Furthermore, CEP has
been used to control electronic and nuclear dynamics in more complex diatomic molecules, such
as carbon monoxide [84, 344, 345] and DCl [346], and small polyatomic molecules [285, 347].
Recently, the CEP dependence of dissociating molecules was studied both experimentally and
theoretically in great detail for an ion-beam target [89, 90]. In these experiments, the H+2 target
is prepared through electron-impact ionization in an ion source. The ion-beam target has a well
defined initial vibrational population following a Franck-Condon distribution [211]. Experiments
performed on the neutral target also assume a Franck-Condon initial distribution of the interme-
diate H+2 . However, the measured vibrational population of H
+
2 produced by a laser favors the
lower vibrational states rather than the Franck-Condon distribution [223], for some experimental
conditions. Moreover, the necessity of modeling the laser-induced ionization step is crucial as it
cannot be solved exactly for strong laser fields. State-of-the-art H+2 calculations including nuclear
rotation and intensity averaging [253, 324] can be used to describe experimental findings from H+2
molecular-ion beams. The asymmetry observed in the low energy fragments from dissociation of
H+2 is in agreement with theoretical calculations performed for the experimental conditions. More
details can be found in Refs. [89, 90].
4.1.1 Theory
In order to understand the experimental results presented in this chapter, a brief description of
the general theory developed by Esry and coworkers [111, 112] would be beneficial. The material
presented in this section is adapted from the Hua and Esry [112] two-channel model, which has a
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simple derivation. Although this model is not directly applicable to our experiment, it gives insight
into the origin of the observed CEP dependences. In this model, the time-dependent Schro¨dinger
equation (TDSE) is solved numerically in the Born-Oppenheimer representation by including the
two lowest electronic states, 1sσg and 2pσu, of H
+
2 . The molecular axis is fixed parallel to the
laser polarization to simplify the calculations. The details of such a calculation are given in
Ref. [111, 112]. The total Hamiltonian of a system can be written as H(ϕ; t) =h0+V (ϕ; t), where
h0 is the field-free Hamiltonian and the laser-matter interaction is V (ϕ; t) =−d ·E(t)cos(ωt+ ϕ),
where E(t) is the laser pulse envelope, ω is the carrier frequency, and ϕ is the CEP. The electric
field is periodic in ϕ which results in a periodic Hamiltonian. As a result the wavefunction of the
system is periodic in ϕ. Therefore, the nuclear wavefunction can be expanded in a Fourier series
in terms of the CEP, ϕ.
F (R, t) =
∞∑
n=−∞
einϕF n(R, t). (4.1)
Here n is the net number of photons. The amplitudes F n(R, t) can be rewritten as
F n(R, t) = e
−inωtGn(R, t). (4.2)
By substituting these expressions into the Schro¨dinger equation, one can find an equation inde-
pendent of CEP, which means that it is sufficient to solve the TDSE once to get the whole CEP
dependence. There is no approximation used in obtaining this equation, and it can be generalized
to any system. The amplitudes Gn can be read as n-photon amplitudes; more details are given
in Refs. [111, 112]. In the case of H+2 , the difference between dissociating on the gerade 1sσg and
ungerade 2pσu states will define the asymmetry. To calculate the observables such as asymmetry
and total dissociation yield we can calculate the dissociation probability on atomic channels A and
B. For a given momentum, k, the dissociation into these different atomic channels can be labeled
as |Ak〉 and |B k〉, which represent the p+H and H+p channels, respectively. These states can be
written asymptotically as a superposition of outgoing plane waves, |g E〉 on the gerade 1sσg state
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and |uE〉 on the ungerade 2pσu state,
|(A,B), k〉 = 1√
2
(e−i δg |g E〉 ± e−i δu |uE〉), (4.3)
where δg,u are the energy-dependent scattering phase shifts and |g E〉 and |uE〉 are the energy-
normalized gerade and ungerade eigenstates, respectively. The dissociation probability for being
on either channel can be found by projecting the wavefunctions onto the localized states
dPA,B
dE
= |〈(A,B), k|F 〉|2 = 1
2
∣∣∣∣∣ ∑
n even
einϕeiδg〈gE|Fn〉 ±
∑
n odd
einϕeiδu〈uE|Fn〉
∣∣∣∣∣
2
. (4.4)
We can follow the derivation of Esry and coworkers in the supplementary material of Ref.[89] and
Ref. [253] to write the full-dimensional (including nuclear rotation) differential probability density
per unit energy per unit angle for dissociating on an asymptotic curve,
∂2P
∂ E∂ θk
= 2pi
∣∣∣∣∣∣∣
∑
J even
n even
CnJgYJ0(θk)e
inϕ +
∑
J odd
n odd
CnJu YJ0(θk) e
inϕ
∣∣∣∣∣∣∣
2
, (4.5)
where CnJp = CnJp(E) = (−i)Je−iδJp〈EJp|FnJp〉 with (p = g, u) and θk is the angle between k
and the laser polarization direction. The partial wave expansion is used for a plane wave to write
the differential probability in terms of spherical harmonics with initial state M = 0 [89, 253]. The
|FnJp〉 represent 1sσg and 2pσu wavefunctions with total orbital angular momentum J while |EJp〉
is the energy-normalized scattering state. It’s important to note that the first term has even parity
while the second term has odd parity.
4.1.1.1 Asymmetry and Yield
An experimental observable for D2 dissociation is the momentum distribution of D
∗ fragments.
Other observables like kinetic energy release (KER) distributions can be extracted from the mo-
mentum distribution, which will be discussed later. From the momentum or KER we can calculate
the new observables such as asymmetry and yield. These observables will be the main focus of
our discussion later on. In the experiment, the asymmetry is defined as the difference between the
number of D∗ fragments emitted to the left and the right direction, determined by whether cosθk
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is positive or negative, respectively. In the theory we can write the dissociation probability for
going to the left or right as
∂2P
∂ E∂ θk
∣∣∣∣
L,R
= 2pi
∣∣∣∣∣∣∣
∑
J even
n even
CnJgYJ0(θk)e
inϕ ±
∑
J odd
n odd
CnJu YJ0(θk) e
inϕ
∣∣∣∣∣∣∣
2
, (4.6)
and the asymmetry is
A(KER,ϕ) =
∫ pi/2
0
∂2P
∂ E∂ θk
∣∣∣∣
L
dθk −
∫ pi
pi/2
∂2P
∂ E∂ θk
∣∣∣∣
R
dθk
= 4piRe
∑
J even
n even
∑
J ′ odd
n′ odd
C∗n′J ′uCnJge
i(n−n′)ϕ
[ ∫ pi/2
0
YJ ′0YJ0dθk −
∫ pi
pi/2
YJ ′0YJ0dθk
]
.
(4.7)
The yield is defined as the total dissociation probability represented by P(KER,ϕ),
P(KER,ϕ) =
∫ pi/2
0
∂2P
∂ E∂ θk
∣∣∣∣
L
dθk +
∫ pi
pi/2
∂2P
∂ E∂ θk
∣∣∣∣
R
dθk
= 2pi
∑
J even
n even
|CnJg|2
[ ∫ pi/2
0
|YJ0|2dθk +
∫ pi
pi/2
|YJ0|2dθk
]
+ 2pi
∑
J odd
n odd
|CnJu|2
[ ∫ pi/2
0
|YJ0|2dθk +
∫ pi
pi/2
|YJ0|2dθk
]
+ 4piRe
∑
J even
n even
∑
J ′ even
n′ even
C∗n′J ′gCnJge
i(n−n′)ϕ
[ ∫ pi/2
0
YJ ′0YJ0dθk +
∫ pi
pi/2
YJ ′0YJ0dθk
]
+ 4piRe
∑
J odd
n odd
∑
J ′ odd
n′ odd
C∗n′J ′uCnJue
i(n−n′)ϕ
[ ∫ pi/2
0
YJ ′0YJ0dθk +
∫ pi
pi/2
YJ ′0YJ0dθk
]
.
(4.8)
Expressions (4.7) and (4.8) show some interesting features. The CEP dependence in the asymmetry
originates from the interference between n-photon pathways ending up with the same final energy
in the same θk integration range with ∆n = n − n′ being odd. In contrast, the CEP dependence
of the total dissociation yield emerges from the interference of distinct n-photon pathways with
∆n = n− n′ being even. The lowest order asymmetry will happen between pathways differing by
only one photon while higher order behavior can not be ignored. The normalized asymmetry can
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be written as a series of cos(∆nϕ) function as follows,
A(KER,ϕ)
〈P(KER,ϕ)〉ϕ ≡
1
〈P(KER,ϕ)〉ϕ
∞∑
∆n= 1,3,5,...
a∆ncos(∆nϕ+ ϕ∆n)
=
1
〈P(KER,ϕ)〉ϕ (a1cos(ϕ+ ϕ1) + a3cos(3ϕ+ ϕ3) + ...),
(4.9)
where ∆n = n − n′ is the difference between the net number of photons of the two pathways
involved in the interference, 〈P(KER,ϕ)〉ϕ is defined as
∫ 2pi
0 P(KER,ϕ)dϕ, a∆n is the asymmetry
amplitude for a given ∆n channel, and ϕ∆n is an offset phase.
The total dissociation yield, P(KER,ϕ), can be simplified in a similar manner as a linear
combination of cos(∆nϕ) terms divided by a ϕ-independent term.
P(KER,ϕ)
〈P(KER,ϕ)〉ϕ ≡ 1 +
2
〈P(KER,ϕ)〉ϕ
∞∑
∆n= 0,2,4,...
a∆ncos(∆nϕ+ ϕ∆n)
= 1 +
2
〈P(KER,ϕ)〉ϕ (a2cos(2ϕ+ ϕ2) + a4cos(4ϕ+ ϕ4) + ...).
(4.10)
In the case of H+2 interacting with a laser, part of the population can be transferred from 1sσg to
2pσu by absorption of three photons (n=3) following the dipole-selection rules. This population
can dissociate through 2pσu and is referred to as above-threshold dissociation(ATD) [31, 32, 36,
200, 237]. During this process a part of the population can be moved to 1sσg − 2ω by stimulated
emission of a photon. This will result in dissociation on 1sσg with n
′=2. One would expect to
observe a CEP dependent asymmetry as a result of interference between these two channels with
cos(ϕ) oscillation. Recently, these interferences have been observed experimentally and compared
with theoretical predictions quantitatively for a H+2 ion-beam target [89, 90].
For H+2 , the cos(2ϕ) oscillation in the dissociation yield, P(KER,ϕ), is originated from in-
terference between net zero-photon dissociation on 1sσg and the net two-photon dissociation on
1sσg. To acquire such an interference effect, we need to ensure that the bandwidth of the laser can
support an overlap between the KER from n=0 and n′=2. However, this simplistic picture might
not hold in a multiphoton regime in which the system can absorb and emit many photons. In this
regime, the KER peaks are strongly distorted and the overlap between the KER peaks from the
net 0 and net 2 photon pathways can result in yield oscillation due to the shift and broadening in
116
KER distributions.
From the discussion above, we can conclude a few important points. The formalism presented
here is general, and it can be extended to more complex systems. By measuring the asymmetry
and yield dependences on CEP for a given system, one can find the net number of photons involved
in the interference process. This can be done through a Fourier transform analysis as ∆n and ϕ
are conjugate variables.
As mentioned earlier, a large spectral bandwidth is necessary to observe such a pathway inter-
ference. A small number of cycles or a short laser pulse duration are not essential for observing
interference effects. We will show that a 21 fs laser pulse chirped from a 5 fs FTL pulse can be
used to observe asymmetry in the dissociation of D∗ fragments. Lastly, the higher-order effects
are expected to appear at high intensity with a large bandwidth, which will be discussed in more
detail later in this chapter.
4.1.2 Singly- and Doubly-Excited States of H2
Dissociation and ionization of the simplest diatomic molecule, H+2 , has been studied extensively
in recent decades [26, 31, 32, 200, 237]. Studying wave-packet dynamics in the dissociation of
H+2 , by employing methods such as pump-probe spectroscopy, has made it possible to observe the
vibrational motion of the molecules [315, 327]. However, the neutral parent molecule, H2, is far
more challenging to study both theoretically and experimentally. This molecule is a good candidate
for studying electron-electron correlation and its coupling to nuclear motion. The manifestation
of electron-electron correlation is evident in the production of the doubly-excited molecule, H∗∗2 ,
in which both electrons are excited with the same laser pulse.
The potential energy curves (PEC) of some doubly-excited states of H2 are shown in Fig. 4.1.
These doubly-excited states, labeled as the Q1 and Q2 series, lie above the first and second ion-
ization threshold of H2, where the Q1 states are built on the first excited state of H
+
2 ,
2Σ+u (2pσu),
and the Q2 states are built on the second excited state of H
+
2 ,
2Πu (2ppiu) [348].
A large number of calculations were performed for the energy levels of doubly-excited states
of H2 and their resonance widths [349–353]. One of the early attempts at calculating potential
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Figure 4.1: Potential energy curves of H2 and H
+
2 showing some of the doubly-excited Q states.
Thin dashed curves: Q states of 1Σ+u symmetry; thin continuous curves: Q states of
1Πu symmetry.
Thick curves: H+2 states. The PECs were adapted from Bozek et al. [354].
energy curves, resonance widths, and dipole transition moments from the ground state of H2 to
the Q1 states was performed by Bottcher and Docken [349]. Guberman performed calculations on
several Q1 and Q2 singlet and triplet doubly-excited potential energy curves using a configuration
interaction (CI) method [350]. More recently, Ferna´ndez and Mart´ın computed energies and reso-
nance widths of these states based on the Feshbach method, which involves L2B-spline functions
as a basis set for molecular continuum states [351–353].
In a diabatic picture, the Q1 and Q2 doubly-excited states have 2pσu(nlλ) and 2ppiu(nlλ)
configurations and are embedded in the ionization continuum, as shown in Fig. 4.1. The Q1
states are sometimes referred to as autoionizing states. These states have a finite lifetime, i.e. the
molecule ejects an electron into the 1sσg continuum due to the resonances [355]. These autoionizing
states can lose their autoionizing character at large internuclear distances, R & 4 a.u. [353]. Q1
states cross the 1sσg(nlλ) Rydberg series and dissociate into two neutral fragments, H(1s)+ H(n
′l′)
with n′ ≥ 2 (see Fig. 4.2), while Q2 states can dissociate into H(2l′)+ H(n′l′) at large internuclear
distances. The autoionization time of these doubly-excited states of H∗∗2 are calculated as a function
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Figure 4.2: (color lines) Potential energy curves of Q1 and Q2
1Σ+u and
1Πu states of H2. The
ground state of H2 is depicted as a solid black line. The ground state and 1
st excited state of
H+2 are shown as dashed lines. The Franck-Condon region is shaded with a vertical band. The
dissociation limits for the first four Q1 and Q2 states in each symmetry are labeled. The 1sσg(nlλ)
Rydberg series are depicted as green solid line and dissociate into two neutral fragments. The
electronic PECs were obtained from Jose´ Luis Sanz-Vicario et al. [368].
of internuclear distance by Sa´nchez and Mart´ın [352, 356]. The lifetimes of higher Q1 states drop
significantly at larger internuclear distances (R &4 a.u.). Q3 and Q4 are the higher doubly-excited
states and will not be discussed here. To distinguish the doubly-excited states with the same
symmetry, a convention has been used such that the lowest state in the Q1 series is labeled as
Q1
1Πu(1) while the second lowest state can be written as Q1
1Πu(2) and so on [350].
The coupling between the doubly-excited states and the 1sσg(nlλ) Rydberg series plays a crucial
role in the dissociation of H2 into two neutral hydrogen atoms [357, 358]. Dissociation into neutral
fragments on Q1 states can compete with the autoionization process. The autoionization lifetimes
of some of these Q1 states are larger than the dissociation times, and therefore they can dissociate
diabatically producing two neutral fragments. The lowest Q1 state makes the main contribution
in the autoionization process, while the higher doubly-excited states in the Q1 series dissociate to
neutral fragments [359]. High kinetic energy H(2s), H(n = 3, 4 and higher) fragments [358, 360–
365] have been observed in electron-impact dissociation of H2 as well as in photodissociation
studies [366, 367].
Recently, doubly-excited levels of hydrogenic molecules have been investigated both experimen-
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tally and theoretically [87, 354]. In these studies, photons with a well defined energy are employed
to excite the molecules directly into a doubly-excited state. In the case of the hydrogen molecule,
an incident photon energy of about ∼26 eV is needed to access the lowest lying doubly-excited Q1
states [354]. Photodissociation of hydrogen molecules was first studied at the synchrotron facili-
ties, at which a well defined photon energy was attainable [369]. However, nowadays other light
sources are available for experiments on singly- and doubly-excited states such as free electron
lasers (FELs) and high-harmonic generation (HHG) sources [87, 369]. In addition, ab initio calcu-
lations of the dissociation process via autoionization of Q1 and Q2 states in a XUV-IR pump-probe
manner have been studied and compared to the experimental results with qualitative agreement
[87]. Most of the recent studies are focused on detecting a charged fragment resulting from the
autoionization of doubly-excited states in an H2 molecule populated by a well defined single photon
provided by a synchrotron or HHG source.
4.1.2.1 Pathway Leading to H∗
Fragmentation of H2 and its isotopologues in an intense laser field through multiphoton processes
is still under investigation. The multiphoton processes involved in dissociation as well as a large
number of potential energy curves (PEC) result in complicated theoretical treatments. The theo-
retical approach needs to consider the correlated motion of strongly interacting particles. In this
chapter, we will explore the production of excited neutral fragments from H2 interacting with
CEP-tagged few-femtosecond laser pulses. Here is the list of possible processes through which
excited neutral fragments can be produced:
H2 + n~ω → H∗2 → H(1) + H(n), (4.11)
→ H+∗2 + e− → H(n) + H+ + e−, (4.12)
→ H∗∗2 → H+∗2 + e− → H(n) + H+ + e−, (4.13)
→ H(n) + H+ + e−, (4.14)
→ H(n) + H(n′). (4.15)
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The first process corresponds to the production of a singly-excited molecule, which can dissociate
into two neutral fragments, one excited and the other in its ground state. The 2nd process, (4.12),
is a multiphoton ionization leading to an excited state of H+2 , which consequently breaks into
an excited neutral fragment and a proton. The last process, (4.13–4.15), will produce a doubly-
excited H2 molecule [354], which can either autoionize and dissociate or directly dissociate into
several possible fragments as listed above. Some of these processes and their related dissociation
outcomes are labeled on the PECs shown in Fig. 4.1. The vertical dashed lines represent the
“Franck-Condon” region in which the molecular target can go through a vertical transition [370].
As shown in Fig. 4.1, these doubly-excited PECs are strongly repulsive in the Franck-Condon
region producing “fast” fragments, although dissociation through the Rydberg series below the
H+2 ground state curve can also result in “slow” fragments.
The doubly-excited states embedded in the ionization continuum of the hydrogen molecule are
also called Rydberg states [366]. We labeled the Rydberg states below 2Σ+u (2pσu) as Q1 states
earlier. Some of these Rydberg states exist below the H+2 ground state,
2Σ+g (1sσg) and are referred
to as singly-excited states. Some of these Rydberg states are approximately a replica of the 1sσg
PECs, as shown in blue for two different symmetries in Fig. 4.2. The lowest Q1 state correlates
with the n = 2 limit, H(1s)+H(2s, p), also illustrated in Fig. 4.2.
Previous theoretical studies on H2 using photon energies of 25 to 36 eV predict populating
the Q1
1Σ+u states, which subsequently autoionize to 1sσg and produce an ionic fragment with an
energy range between 0 and 10 eV [354, 355]. In the experiment of Sansone et al., H+ fragments
with energies ranging between 2–7 eV were measured [87]. In addition, Q1 states can directly
dissociate into the highly excited Rydberg levels with an energy of 7–10 eV per fragment. At
photon energies of 31 eV and above, direct ionization to the Q2
1Πu becomes possible resulting in
higher fragment energies of 5–15 eV [87].
These “spaghetti-like” PECs are good candidates for studying interference through different
dissociation pathways. We chose this simple diatomic molecule with a complicated structure to
examine the general theory of CEP dependences developed by Esry and coworkers [111, 112, 253].
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The general theory of CEP effects predicts the oscillation of an experimental observable such as
asymmetry or yield through interference of different dissociating pathways. One would expect to
extract photon pathway information without a prior knowledge of the exact pathway involved in
the process. A laser-induced dissociation of D2 provides an excellent test bed for the general theory
that was introduced in an earlier section.
4.1.3 Goals
In the measurements presented in this chapter, control via the CEP is investigated by observing
asymmetry in the excited fragment direction from dissociated D2 molecules. Oscillation in the total
dissociation yield is also reported. A general theory of CEP dependences, developed by Esry and
coworkers, attributes these oscillations to interference of dissociation pathways involving a different
net number of photons [111, 112]. The complexity that arises from the density of Rydberg states
of the D2 molecule can be a good test bed to study CEP control in laser-induced dissociation of
D2 into excited D
∗ fragments. We defined the goals of this study to be:
• Examine the theoretical prediction in a complex system such as the D2 Rydberg series
– Measure the asymmetry and yield CEP dependences
– Study higher-order effects, i.e. larger ∆n
• Study the importance of bandwidth vs. pulse duration on the CEP dependent asymmetry
and yield
• Study state-selective CEP dependences
We find out that our experimental results are in good agreement with theoretical predictions for
the periodicity observed in the asymmetry and yield as a result of interference between different
photon pathways. We will discuss the Fourier analysis approach to extract information about
higher-order photon pathways.
The theory developed by Esry and coworkers [111, 112] also predicts that the CEP effects de-
pend on the laser bandwidth rather than the laser pulse duration or electric-field asymmetry [371].
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To prove this point, we repeated our measurement of long-lived D∗ fragments by chirping the FTL
5 fs laser pulses both positively and negatively. In the course of the present work, the asymme-
try and yield oscillations are observed for chirped laser pulses of up to 8 cycles indicating the
importance of spectral bandwidth.
In addition, by implementing a field ionization method, we were able to detect highly excited
D∗ fragments for a limited range of excited states. This allows for CEP control studies of small
subsets of D∗ states, i.e. Rydberg D(nl) with principle quantum number n on the order of 19–
44. The key findings will be discussed in section 4.3 after a brief description of the experimental
method.
4.2 Experimental Method
Our goal is to measure the CEP dependence of D∗ formation from D2 molecules in intense 5 fs
laser pulses. The laser pulses are characterized using an autocorrelator (see Section 2.5). For this
purpose, short pulses are produced and the CEP for every laser shot is measured as discussed earlier
in section 2.2.3. In addition to the D∗ dissociation yield we are interested in the asymmetry, which
is determined by measuring D∗ fragments ejected in both directions along the laser polarization of
the linearly polarized pulses.
4.2.1 Laser
The PULSAR Ti:Sapphire laser was used to produce pulses (centered at 785 nm with a bandwidth
of 62 nm) with sub 25 fs duration and 2 mJ energy at 10 kHz, which in turn were used to generate
the ultrashort laser pulses for this study. The details of this laser system are described in more
detail in section 2.2 and thus only a brief summary is given here. The laser pulses are coupled into
a hollow-core fiber (250 µm core diameter, 1 m long) using a 1.5 m focusing lens. The hollow-core
fiber (HCF) is filled with 99.99% Argon to a pressure of 0.7 bar. The laser pulses are spectrally
broadened through self-phase modulation (SPM) [372] with a bandwidth ranging from about 450
to 1000 nm. The measured spectrum is shown in Fig. 4.3 with a central wavelength of 730 nm. A
set of negative chirped mirrors (7 pairs) are used to compensate for the positive dispersion caused
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Figure 4.3: The broadened spectrum with central wavelength of 730 nm and pulse energy of 200 µJ
generated using an Ar-filled hollow-core fiber. The spectrum is weighted by the spectrometer
efficiency to estimate the central wavelength.
by propagation along the fiber and the other optics elements.
The laser pulses are focused on the effusive gas target of D2 by a f =75 mm spherical mirror
mounted inside the vacuum chamber on an XYZ manipulator. A laser beam will obtain a phase
shift of pi by propagating through a focus, which is denoted as the Gouy phase shift (sometimes
called “the phase anomaly near focus”) [373]. The Gouy phase shift for a laser beam propagating
along the z direction is described by the expression:
ϕ(z) = −arctan( z
zR(λ)
), (4.16)
where zR is the Rayleigh range, which depends on the wavelength λ [374]. The Rayleigh range is
defined as the distance from the focus to the place where the beam area is doubled. The Gouy
phase effect introduces a pi shift in the CEP [374]. In order to minimize the Gouy phase shift for
the CEP-tagged laser interacting with the D2 gas target, the interaction region was set at 1 mm
in front of the laser focus (twice our Rayleigh range). In addition, the larger interaction volume
provides a higher count rate.
The laser pulses are chirped negatively after bouncing off of the chirped mirrors in order to
compensate for the dispersion effect due to transmission of the entrance window of the experimental
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apparatus. Thus, chirp compensation is essential in generating ultrashort laser pulses at the
interaction region. This dispersion is fine tuned by introducing a pair of thin fused silica wedges
before the experimental apparatus. By adjusting the thickness of the fused-silica wedges precisely,
we can ensure that Fourier-transform limited (FTL) laser pulses are generated at the interaction.
To do so, we maximized the relative yield of Ar2+ versus Ar+ generated from an Argon gas target
in the TOF apparatus by using our Wiley-McLaren spectrometer [375].
To monitor the CEP of every laser pulse, we employed a single-shot stereographic above-
threshold ionization (ATI) phase meter1 [123, 192, 193]. The CEP of every laser shot is measured
in conjunction with the fragmentation of molecules in the TOF apparatus. A broad bandwidth
beamsplitter is used to separate the laser beam. A small portion (20% of the power) of the laser
beam is then focused by a f =250 mm spherical mirror into a Xe-filled gas cell of the phase meter.
Based on a classical model, there are two major mechanisms that generate an ATI spectrum [188,
376]. The electrons generated through the ionization process can be labeled as either direct or
recollision electrons. The direct electrons exhibit a weak CEP dependence and can gain up to
two times the pondermotive energy within the laser field. Pondermotive energy, Up, is the cycle
averaged kinetic energy of a free electron in the laser field which can be written as a function of
laser intensity and the wavelength,
Up[eV ] = 0.09337 I[
W
cm2
]λ2[m2]. (4.17)
A small fraction of the ionized electrons return and rescatter from the ionic core. These electrons
can gain large kinetic energies, up to 10Up, and form a plateau in the high energy part of the ATI
spectrum. These electrons are more sensitive to CEP while the direct electrons show smaller
CEP sensitivity. The high energy ATI part of the spectrum is a good candidate for measuring
CEP effects [122]. To determine the CEP, we record the TOF of electrons ionized from Xe gas
and emitted in both directions along the laser polarization. The field-free TOF spectrometers are
shielded by µ-metal around the entire path to reduce any stray magnetic field. The direct electrons
carry smaller kinetic energy and can be blocked by introducing a negative voltage on the meshes
1We used the phase meter implemented by Nora G. Kling in our lab [178]
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Figure 4.4: (a) The PAP measured for many laser shots (over 3 hours of free running laser) with
5 fs pulse duration, where θ here is related to ϕ through a linear transformation, (b) histogram of
θ and (c) histogram of ϕ.
in front of each TOF detector (-28.0 Volts).
We quantify the CEP for every laser pulse by introducing an asymmetry parameter for a given
electron energy region, A =
Nleft−Nright
Nleft+Nright
in which Nleft and Nright are the number of electrons
emitted toward the left and right detector, respectively. The asymmetry is calculated for two energy
regions. We then plot the asymmetry for one energy interval against the asymmetry for another,
slightly higher, energy interval. This will result in a phase ellipse, which is commonly known
as a “phase potato” or “parametric asymmetry plot” parametric asymmetry plot (PAP) [122,
123, 192, 193]. A typical PAP, from our measurements, is shown in Fig. 4.4(a). Each laser shot
represents a point on this graph with a corresponding angle θ. The angle θ defined in Fig. 4.4(a),
is directly related to the CEP ϕ, while the radius (distance from A1, A2 origin) is correlated with
the amplitude of the asymmetry and the pulse duration [196].
To extract the CEP we need to transform the spectrum in Fig. 4.4(b) to a new angle, ϕ, for
which a flat distribution is expected. This is based on the assumption that the CEP for a free
running laser is randomly distributed over the course of the measurement. The details of this
transformation are described elsewhere [178, 195]. Fig. 4.4(b,c) show the histogram for θ and ϕ,
respectively. After the transformation, the CEP value for each laser shot is equal to the angle ϕ.
As explained earlier in section 2.5, there are several optical methods to characterize the pulse
duration of ultrashort laser pulses. One of the practical methods is called interferometric autocor-
relation. This method is based on a Mach-Zehnder interferometer in which the original laser pulse
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interferes with a delayed copy of itself in a nonlinear medium, such as a BBO (Beta Barium Borate)
crystal. We used our interferometric autocorrelator (FEMTOMETERTM from FEMTOLASERS)
to estimate the upper limit of the pulse duration to be 6 fs [162]. By taking the Fourier transform
of the measured spectrum, we estimated the lower limit of the pulse duration to be 3 fs. One
can use the radius of the PAP to estimate the pulse duration for every laser shot. However, this
method requires calibration by means of another optical measurement such as SPIDER, which is
described in Refs. [195, 196].
4.2.2 Fragmentation Imaging
This section describes the time-of-flight (TOF) apparatus used to measure the excited neutral
fragments. In addition we will explain the method in which these fragments can be detected
directly.
4.2.2.1 Apparatus
The experimental setup, shown schematically in Fig. 4.5, consists of two detectors facing each
other with an effusive gas jet target in between them. The laser beam is focused onto the gas jet
by a spherical mirror inside the vacuum chamber. The polarization of the laser is set parallel to
the time-of-flight (TOF) axis of the apparatus. D∗ fragments traveling to both sides are detected
by the “left” and “right” detector as described below. This design is similar to the experimental
arrangement used in Doppler-Free spectroscopy of several diatomic molecules, namely N++2 , O
++
2 ,
NO++ and CO++ [377–380]. In addition, this setup is similar to the Stereo-ATI phase meter
described in section 2.6.
An effusive gas jet of atoms or molecules, D2 in our case, is introduced into the setup via a
hypodermic needle. The base pressure of the chamber is about 1 × 10−9 Torr without gas load,
and it increases to 3 × 10−8 Torr by introducing a gas load of D2 molecules. The target density
is adjusted by using a leak valve, to ensure detection of 0.1-0.2 hits in every laser shot. This
low detection probability reduces the chance of random coincidences. The system also includes
a removable TOF spectrometer in a Wiley-McLaren configuration [375] as shown schematically
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Figure 4.5: Schematic diagram of the time-of-flight apparatus. Located on the left is an MCP detec-
tor in a chevron configuration with a backgammon anode. The MCPs and anode are schematically
shown as dark plates and labeled accordingly. There are two high transmission meshes in front of
the detector, which are labeled as M1 and M2, respectively. The right detector is an equivalent
detector with the same configuration. The laser beam is focused in the chamber by a spherical
mirror. The target is injected through a hypodermic needle effusive gas-jet from the top as shown
schematically in grey.
in Fig. 4.6. This allows us to measure ions for calibration purposes in this project, as described
earlier. The spectrometer is made up of four parallel rings covered with high transmission meshes
(90%). These parallel meshes define an interaction region from which the charged particles are
extracted toward the detector. Subsequent acceleration and drift regions are used to focus all
the charged particles from the interaction region in time. This spectrometer enables detection of
charged particles on both detectors (namely left and right) by flipping the voltages.
4.2.2.2 Direct Detection of Excited Fragments - Field Ionization Method
It is more difficult to study laser-induced dissociation which results in neutral fragments, since the
final products cannot be directed toward the detectors as is typically done with ions. As described
earlier, the laser interacting with the hydrogen molecules produces a few excited neutral fragments.
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Figure 4.6: Side view of the apparatus with a double sided Wiley-McLaren time-of-flight spectrom-
eter inserted for calibration measurements. The distances between different elements are shown
on the figure.
These atomic fragments can be produced in low- or highly-excited Rydberg states with short and
long lifetimes, respectively. In our setup it is possible to detect H∗(n) species with a long lifetime
as they carry enough potential energy to be detected by a conventional microchannel plate (MCP)
detector. On the other hand, some of the H∗(n) with small principal quantum number n are
difficult to detect as they are mostly short-lived, and therefore these species will decay to H(1s)
before reaching the detector (except H(2s), which can not decay to H(1s) by emitting a single
photon – although, H(2s) can decay to H(1s) by the emission of two photons, and the lifetime is
about 1/7 of a second). Several methods exist for detecting such a short-lived Rydberg state, in
which the fluorescence photon emitted from the excited fragments can be measured. More detail
can be found in [358, 381–385] and references within.
There are two common ways, destructive and nondestructive, to measure the long-lived Rydberg
states of atoms and molecules. In the nondestructive method, introduced by Mohapatra et al. [386],
the highly excited Rydberg states (up to n = 124) are detected optically using electromagnetically
induced transparency electromagnetically induced transparency (EIT). Another method to detect
Rydberg states is to apply a static electric field on the system of interest, commonly known as
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the field ionization method [387]. In a highly excited Rydberg state, the electron is loosely bound,
so by applying a weak electric field the target atom can be ionized. The ions or the electrons
produced through field ionization can be detected using conventional methods, such as standard
MCP detectors.
By employing the field ionization method one can select different subsets of the principle quan-
tum numbers, n, by adjusting the electric field strength. For instance, the electric field that can
ionize fragments in the Rydberg state nFI will ionize all fragments with n ≥nFI with a probability
close to unity. The ionization probability for a hydrogen atom in a static electric field, calculated
classically by Rakovic and Chu [388], is plotted in Fig. 4.7(a). The figure shows the results for
treating the hydrogen atom as a two-dimensional or three-dimensional system (see Ref. [388] for
more details). The calculations are in qualitative agreement with previous experimental stud-
ies [389, 390]. We used the 3D result to estimate the electric field strength needed to field ionize
a subset of n states and perform a state-selective CEP dependence measurement.
In Fig. 4.7(b), the electric field strength is plotted as a function of principle quantum number n
for which the probability of ionization for a hydrogen atom in a static electric field is 0.5 (solid line)
or between 0.1 to 0.9 (shaded area). We used that as an estimate for n ≥nFI , as for most n above
nFI the field ionization probability is close to unity. As seen in Fig. 4.7(b), a few hundred volts per
cm is sufficient to field ionize a hydrogen atom with n ' 44 and above. For this purpose, a pair of
uniform high transparency meshes (90%) are placed in front of each detector labeled M1 and M2
as shown in Fig. 4.5. By applying a strong uniform static electric field between the two meshes the
excited D∗ fragments with principle quantum number n ≥ nFI are field ionized with probability
close to unity as described earlier. The resulting ions, D+, are now rejected by applying a higher
positive potential on the 2nd mesh, M2, and the remaining D
∗(n ≤nFI) are detected by the MCP
detectors. It is also possible to set the potentials to measures both ions and the remaining D∗.
As discussed above, we can control the excited fragment states of the D∗(n ≤nFI) arriving at
the detector by the choice of the M1 and M2 potentials. These excited D
∗ fragments are measured
by the detector through field ionization within the MCP channels. Alternatively, these fragments
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Figure 4.7: (a) Probability of ionization, w, for a hydrogen atom in a static field with intensity f
is plotted as a function of the parameter fn40, where n0 is an initial principal quantum number.
This calculation is performed for a classical hydrogen atom in 2D and 3D [388]. All quantities are
given in atomic units. (b) Electric field strength, f , for probability of ionization to be 0.5 (solid
line) or between 0.1 to 0.9 (blue shade), is plotted as a function of principle quantum number, n,
for the hydrogen atom.
are detected directly if their internal excitation energies are higher than the work function of the
MCP (∼4.5 eV) [391]. For example, excited D∗ fragments with principle quantum number n = 2
carry 10.2 eV internal excitation energy, which can activate the standard MCP detectors2 through
two essential ionization mechanisms, which are similar to those described in [392] for metal surfaces.
The first mechanism is an electron detachment near the surface due to an inelastic collision and
the other mechanism is referred to as charge exchange, in which the surface captures the Rydberg
electron. Both of these processes result in a free electron, which undergoes amplification within
the MCP channels. The MCP stack will generate an avalanche of electrons that can be translated
into a detector signal.
Hence, one can achieve a state-selective measurement by using a proper electric field to field
ionize and reject a portion of the Rydberg population and to detect the leftover subset of D∗(n ≤
nFI) with our MCP detector by the processes described earlier. Moreover, we can subtract different
subsets of n to acquire CEP dependence information on narrow subsets of n between nFI and n
′
FI .
2The excited D∗ fragments with principle quantum number of 2 to 44, D∗(2 ≤n ≤44), are measured.
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4.2.3 Data Analysis
This section describes the techniques used to evaluate the kinetic energy release (KER) distribution
of the D∗ fragment from the experimental TOF spectra. Later on in this section we will define
asymmetry and yield and related topics used to evaluate these observables.
4.2.3.1 Time-of-Flight
The TOF for each fragment is measured with respect to a photodiode signal produced by the laser
pulse. Thus, the absolute TOF, i.e. the time it takes the particle to reach the detector starting
from the instant of the laser-molecule interaction, is measured, not just the relative TOF, as is
commonly the case [375, 393–395]. The measured TOF signals are collected in event mode for
a window of up to 50 µs (limited by the time-to-digital converter (TDC) used – CAEN V1290)
on the left and right detectors. The TOF signals go through a fast-timing preamplifier and a
constant fraction discriminator constant-fraction discriminator (CFD), and are recorded via a
time-to-digital converter (TDC). In conjunction with the TOF signal on each detector, the CEP
values for every laser shot are measured. A summary of the electronics used in this experiment is
given in Appendix G.
In Fig. 4.8 we present a typical TOF spectrum of D∗(n≤ 44) reaching the left detector obtained
from 5 fs linearly polarized laser pulses. The electric field between the field ionization meshes is
chosen to detect excited fragments with principle quantum numbers of 44 and below. The right
detector gives similar results that are not shown here. Figure 4.8 shows the absolute TOF of the
fragments, in which the TOF is measured from the moment they are created by the interaction
with a laser pulse until they impact the detector, as defined earlier. The absolute TOF of a neutral
fragment can be written as
tneutral = tTDC − (tphoton − D
c
), (4.18)
where tTDC is the TOF for a fragment recorded relative to the timing signal from a photo-diode
which is monitoring the laser pulses in the experiment, tphoton is the TOF measured for photons
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Figure 4.8: Typical D∗(n ≤ 38) time-of-flight spectrum from D2 dissociation integrated over all
CEP values using linearly polarized 5 fs laser pulses with a peak intensity of I0=8×1013 W/cm2.
generated by scattering the laser beam from our effusive jet needle relative to the timing signal
from a photo-diode, D is the distance between the effusive jet needle and the detector, and c is
the speed of light. This simple imaging equation is similar to what we have used in our ion beam
molecular dissociation imaging [91, 197].
4.2.3.2 KER Calculation
Hereafter, we use true times, denoted by tL and tR for the left and right detectors, respectively.
The measured TOFs on the left and right detectors, at the distance L and R from the interaction
point located at zi relative to the effusive jet needle (see Fig. 4.6), are given by
tL =
L+ zi
vL − vcm , (4.19)
and
tR =
R− zi
vR + vcm
, (4.20)
respectively, where vL and vR are the center of mass velocity components of fragments along the
TOF axis, and vcm is the z-velocity component of the target molecule due to its thermal motion.
We introduce a free parameter, zi, as the position of the laser focus along z is not well determined.
This parameter can be set to a small value to assure the TOFs from the left and right detectors
(integrated over all CEP values) match each other.
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Figure 4.9: A histogram of counts vs. KER for D2 dissociating into D
∗(n ≤ 38) fragments
integrated over all CEP values using linearly polarized 5 fs laser pulses with a peak intensity of
I0=8×1013 W/cm2.
In this chapter we study a single hit per event on each detector. For instance, at a given
CEP value (tagged by our phase meter), one of our detectors, either left or right, registers a
hit. To evaluate the dissociation energy for uncorrelated fragments we assume that the center
of mass velocity is very small in comparison with the dissociation velocity. For example, for a
KER of 1 eV in D2 dissociation vcm/vR,L ≤ 0.16 assuming the target gas is at room temperature.
The directional flow of the gas is perpendicular to the TOF axis, which effectively leads to lower
temperature gas. Therefore, by neglecting the vcm in Eqs. (4.19) and (4.20), we can solve these
equations approximately for the dissociation velocity vL and vR.
vL ' L+ zi
tL
, (4.21)
and
vR ' R− zi
tR
. (4.22)
By using these velocities and conservation of linear momentum, we calculate both the mo-
mentum and therefore the KER of an excited fragment on each detector. The TOF shown in 4.8
is converted into KER as displayed in Fig. 4.9. Kinetic energy release values below 0.2 eV were
not measured, as can be seen in Fig. 4.9, due to the limitation on the TOF window size of 50
134
µs. A brief description of error in the measured KER and the other sources of errors is given in
Appendix D. There are several features in the KER spectrum which can be inferred by dividing
the spectrum into a few different energy regions. For instance, we observe several broad peaks
above 6 eV in the KER spectrum. These peaks can be correlated to the doubly-excited manifold
of D∗∗2 , namely the Q1 and Q2 Rydberg series, while the KER peaks below 6 eV can be associated
with the autoionizing series Q1 as well as the singly-excited states of D
∗
2.
4.2.3.3 Efficiency Correction
The measured number of events on the left and right detectors can be written as
ML,R (KER, ϕ) = εL,R (KER) NL,R (KER, ϕ) ,
where εL,R (KER) is the total detection efficiency and NL,R (KER, ϕ) is the number of events
reaching the left- and right-side detectors, respectively. The difference in the detection efficiency
for the left and right detectors results in an offset in the asymmetry and yield. However, theory
predicts no difference between left and right detectors once the events are integrated over all the
CEP values. A symmetric angular distribution is expected about the laser polarization for left and
right. In other words, we expect
NR (KER) = NL (KER) ,
which leads to a scaling factor as a function of KER
η (KER) =
εR (KER)
εL (KER)
=
MR (KER)
ML (KER)
. (4.23)
By using this scaling factor, the offset due to the detection efficiency is corrected. The details are
described in Appendix E.
4.2.3.4 Yield Evaluation - Normalization and Offset
In the present work, the yield is defined as the number of D∗ fragments emitted toward the left and
right detectors within a cone having a 15◦ angle with respect to the laser polarization direction,
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Figure 4.10: (a) Raw yield of D∗ fragments emitted along the laser polarization as a function of
KER and CEP. (b) Normalized yield. (c) Normalized yield after offset subtraction.
NL(KER, ϕ) + NR(KER, ϕ), where NL,R(KER, ϕ) is the number of events reaching the left and
right detectors for a given KER and phase value. The raw yield map for D∗ fragments as a function
of KER and phase is shown as a density plot in Fig. 4.10(a). In this yield map, the dominant
low KER peak (≤2 eV) is obscuring the oscillation in the high KER peaks (≥5 eV). One way to
reveal these structures is to evaluate the normalized yield by dividing the yield by its cycle average,
〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ = 12pi
∫ 2pi
0 (NL(KER, ϕ) +NR(KER, ϕ)) dϕ, as follows:
P(KER, ϕ) = NL(KER, ϕ) +NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ . (4.24)
Figure 4.10(b) reveals interesting structure that will be discussed in more detail in the next section.
The normalized yield map oscillates about 1 as shown by the colorbar in Fig. 4.10(b). We can
ensure that the final yield map oscillates around zero by removing this offset of 1 as follows:
P(KER, ϕ) = NL(KER, ϕ) +NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ −
〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ
〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ . (4.25)
Figure 4.10(c) shows the normalized yield map after offset subtraction. More details can be found
in Appendix F.
4.2.3.5 Asymmetry Evaluation - Normalization and Offset
The asymmetry is defined as the difference between D∗ fragments emitted toward the left and
right detectors within a cone having a 15◦ angle with respect to the laser polarization direction,
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Figure 4.11: (a) Raw asymmetry map of D∗ fragments emitted along the laser polarization as a
function of KER and CEP. (b) Normalized asymmetry. (c) Normalized asymmetry after offset
subtraction.
NL(KER, ϕ)−NR(KER, ϕ). Figure 4.11(a) presents such an asymmetry map as a function of KER
and ϕ. We can normalize the asymmetry in a similar manner as described for the yield:
A(KER, ϕ) = NL(KER, ϕ)−NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ . (4.26)
The results are shown in Fig. 4.11(b). The asymmetry map oscillates close to 0, but to ensure the
oscillation is about zero exactly we introduce an offset correction to our asymmetry map, as
A(KER, ϕ) = NL(KER, ϕ)−NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ −
〈NL(KER, ϕ)−NR(KER, ϕ)〉ϕ
〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ , (4.27)
where the asymmetry cycle average, 〈NL(KER, ϕ)−NR(KER, ϕ)〉ϕ, is defined as
1
2pi
∫ 2pi
0
(NL(KER, ϕ)−NR(KER, ϕ)) dϕ.
The derivation of the offset correction is described in Appendix F. It is worth mentioning that
the asymmetry offset is KER dependent while the yield offset was KER independent. The final
asymmetry map after offset subtraction is shown in Fig. 4.11(c).
4.2.3.6 CEP Cycle Duplication
The CEP-tagged data, which goes from 0 to 2pi, is commonly duplicated and plotted from 0 to 4pi
for visualization. In our case, the high statistics data allows us to divide the data into 2 individual
data sets. The CEP is distributed randomly within these two data sets. The two sets are analyzed
separately, then one of these sets is shifted by 2pi and the results are combined together and plotted
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Figure 4.12: Normalized (a) asymmetry and (b) yield after offset subtraction of D∗ fragments
emitted along the laser polarization as a function of KER and CEP for peak intensity of
I0=4×1013 W/cm2 and pulse duration of 5 fs.
as one distribution from 0 to 4pi, as shown in Fig. 4.12(a) and (b). All the results in this chapter
are presented in a similar manner.
4.3 Exploring Pathway Interference – Theory vs. Experiment
4.3.1 Yield CEP Dependences
The theoretical treatment by Hua and Esry [112] predicts a weak CEP effect in the total dissociation
yield of non-rotating H+2 using 5.9 fs, 10
14 W/cm2 laser pulses as discussed earlier in section 4.1.1.
The recent experiment performed on an H2 target by Xu et al. observed an oscillation with a
modulation depth of up to 5% in the yield of H+ + H [284]. Furthermore, Rathje et al. used
4.5 fs laser pulses with a H+2 ion-beam target to show a yield oscillation with CEP for 2 different
KER regions, 0.1–0.5 eV and 1.75–2.0 eV [90]. To our knowledge, Refs. [90, 284] are the only
experiments in which yield oscillation has been reported. A maximum yield oscillation amplitude
of a few percent (∼5%) is reported in both measurements [90, 284].
For the data presented in this section, the electric field between the two field-ionizing meshes
is chosen to ensure detection of excited fragments with principle quantum numbers of 38 and
below, D∗(n ≤ 38), as described earlier. As discussed in the theory section 4.1.1, one would expect
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Figure 4.13: (a) The corresponding yield map of D∗(n ≤ 38) fragments emitted along the laser
polarization as a function of KER and CEP with 5 fs, 8×1013 W/cm2 laser pulses. (b) and (c) The
yield parameter integrated over the indicated energy regions and fit to sinusoidal curves (see text).
the yield to oscillate as a cos(∆nϕ) where ∆n=0,2,4,.... The ∆n=0 contribution has no CEP
dependence, and is removed from the yield map by the offset subtraction. At a glance, the main
oscillation in the yield has ∆n=2 periodicity in agreement with the theoretical prediction presented
in section 4.1.1. These oscillations result from an interference of different photon pathways differing
by net two-photons on the same final molecular channel [112].
Figure 4.13(a) shows the yield CEP dependences for D∗(n ≤ 38) fragments using 5 fs CEP-
tagged linearly polarized laser pulses with intensity 8×1013 W/cm2. A clear CEP-dependent yield
is observed in the low KER region (0–4 eV). In addition, a stronger yield modulation is detected
in the higher KER region 7–10 eV. The yields within two narrow KER regions are shown in
Fig. 4.13(b) and (c) as a function of CEP. More accurately, Fig. 4.13(b) presents the yield for the
KER region 2.4–2.8 eV as a function of CEP while Fig. 4.13(c) shows the results for a slice at a
higher KER region of 7.0–7.6 eV. The yield was fit to a sinusoidal function, P(ϕ) = αcos(2ϕ+ϕ0) —
where α is the yield amplitude and ϕ0 is an offset. The fits are plotted as solid lines in Fig. 4.13(b)
and (c). The dominant oscillation, ∆n=2, is reflected within these fits in Fig. 4.13(b) and (c),
although the low KER region does not fit a cos (2ϕ) very well. Moreover, the tilt in the yield map
results from the relative phase between the different interfering pathways and strongly depends on
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Figure 4.14: (a) The corresponding asymmetry map of D∗(n ≤ 38) fragments emitted along the
laser polarization vs. KER and CEP with 5 fs, 8×1013 W/cm2 laser pulses. (b) and (c) the
asymmetry parameter integrated over the indicated energy regions and fit to sinusoidal curves (see
text).
KER. This tilt in the yield map can lead to broadening and shifting effects in a narrow region of
KER.
4.3.2 Asymmetry CEP Dependences
The density plot of the asymmetry map is shown as a function of KER and CEP in Fig. 4.14(a)
for D∗(n ≤ 38) fragments. A broad oscillation pattern is observed across all KER ranges. Fig-
ure 4.14(b) and (c) show the asymmetry parameter for two KER regions as labeled on the figure.
The results are fit with a sinusoidal function, A(ϕ) = αcos(ϕ + ϕ0), and the fits are plotted as
solid lines in Fig. 4.14(b) and (c). The prominent oscillation in the asymmetry map has a ∆n=1
periodicity as predicted by theory, while the low KER region has a hint of a higher oscillation
frequency. A close look at the asymmetry map reveals higher order oscillations related to a higher
net number of photons involved in the interference pathways. We will discuss this in the upcoming
section.
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Figure 4.15: The corresponding (a) asymmetry and (b) yield as shown in Fig. 4.13 and Fig. 4.14,
integrated over the indicated energy regions, are fit to linear combinations of sinusoidal functions
plotted as solid red lines (see text).
4.3.3 Higher-Order CEP Effects
Figure 4.15(a) and (b) are the asymmetry and yield, respectively, plotted as a function of CEP and
integrated over a KER region of 2.4–2.8 eV. One way to evaluate the net number of photons involved
in generating an interference pattern for this KER region would be to fit a linear combination of
α∆ncos(∆nϕ+ ϕ∆n) terms with ∆n being odd for the asymmetry and even for the yield.
We fit the asymmetry parameter with a sinusoidal function with lower- and higher-order ∆n
terms, A(ϕ) = α1cos (ϕ + ϕ1) + α3cos (3ϕ + ϕ3). The result of this fit is shown in Fig. 4.15(a)
with the amplitude ratio of α3/α1 = 0.47 and R
2 = 0.98 for KER region 2.4–2.8. The fitting
parameters depend weakly on the choice of KER region. We fit the yield map in a similar way with
the sinusoidal function, P(ϕ) = α2cos(2ϕ+ ϕ2) + α4cos(4ϕ+ ϕ4). The fit results in an amplitude
ratio of α4/α2 = 0.1 with R
2= 0.63 which is a relatively poor fit as observed in Fig. 4.15(b).
The uncertainty caused by the choice of width in the KER region can account for such poor fit
results. The tilt in the yield map, due to the relative phase of the interfering pathways, can appear
as a shift in the yield parameter and increase the width of the peaks. However, the asymmetry
parameter shows no tilt in the KER region of 2.4–2.8 eV and fitting with a higher-order sinusoidal
function clearly shows a strong higher-order CEP effect resulting from interference of pathways
differing by ∆n=3 on different molecular channels. The other approach to assess the number
of photons involved in the interference process would be to perform a Fourier analysis. As we
described earlier in the theoretical section, the CEP and net-number of photons are conjugates of
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each other and therefore mathematically connected by a Fourier transform.
4.3.3.1 Fourier Analysis
Fourier analysis has been used widely in many areas of physics. The Fourier transform is an
important theoretical tool which has been developed to preform a transformation on analytical
functions. In practice, our experimental data are composed of discrete samples of signal, and as a
result the Fourier transform can be used to compute a discrete set of frequencies. In the frequency
domain, the frequency interval from one point to the next is ∆f = 1/(N∆τ), where N is the
number of samples and ∆τ is the sampling interval. We can rewrite this equation in term of the
angular frequency as, ∆ω = 2pi/(N∆τ), in which ∆τ and ∆ω are conjugate variables. In our case,
the measured CEP is measured between 0 to 2pi, so unlike a time series measurement in which the
data is collected for a long interval, we need to increase our measured CEP range to acquire better
resolution in the ∆n domain. Having a limited CEP range will result in δ(∆n) = 2pi/(Nδϕ) = 1.
In other words, we can resolve between net-number of photons differing by one in our Fourier
analysis. In principle we would like to satisfy the condition in which our resolution is higher than
the frequency of the signal under study.
In order to distinguish between two different net-number of photons in our spectrum we must
satisfy δ(∆n)| ∆n1−∆n2 |. We can improve the resolution in the ∆n domain by increasing the
CEP interval length. The two dimensional asymmetry or yield map is duplicated to acquire a higher
resolution ∆n through a discrete Fourier transformation. However, in this method the random
noise for an individual data set is getting duplicated, which introduces an amplified noise signal.The
result is randomly generated spikes at every integer value of ∆n. To avoid these unwanted spikes
in the Fourier transform spectrum, we can change our approach in duplicating our data. The high
statics of our data set allows us to split the raw data into several equally sized subsets. We analyze
each subset individually to generate a yield and asymmetry map. Further, all of these subsets
are added together in a random order to ensure no spurious time dependent oscillation from the
measurement can affect our findings. The procedure described above is shown schematically in
Fig. 4.16.
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Figure 4.16: The extension of the asymmetry map data to acquire a higher resolution in the Fourier
transform (see text).
The Fourier transform power spectrum of the asymmetry map as a function of KER and the
Fourier frequency (∆n in our case) is shown as a 2D density plot in Fig. 4.17(a). The dominant
feature appears at ∆n=1 for a broad range of KER, although a narrow region of KER (2.4–2.8
eV) shows higher-order oscillation effects at ∆n=3. Figure 4.17(b) and (c) show the power spectra
for given KER regions as labeled on the figure. Figure 4.17(b) shows clear peaks at net one and
three photons. In contrast, no higher-order contribution can be seen for the higher KER slice
(7.0–7.6 eV) as shown in Fig. 4.17(c). However, there is a weak spurious peak at net two photon
which will be discussed below.
Figure 4.18(a) presents the Fourier analysis for the yield map presented earlier and Fig-
ure 4.18(b) and (c) are the power spectra for KER slices discussed earlier. As expected from
the theoretical prediction, the ∆n=2 is the main contribution in the CEP oscillation of the yield,
which can be observed in the Fourier analysis. However, there are some other frequencies present
in the Fourier spectrum of the yield map, such as ∆n=1 at both KER region, and a weak spike
at ∆n=3 for the low KER region (2.4–2.8 eV). There is a hint of a faint higher-order frequency
oscillation, ∆n=4, at the (7.0–7.6 eV) KER slice.
A few explanations can be provided for the inconsistency between our findings and the theoret-
ical predictions. Referring to our earlier discussion of the theory in section 4.1.1, the asymmetry
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Figure 4.17: (a) Density plot of the Fourier transform of the asymmetry map shown in Fig. 4.14
is plotted as a function of KER and ∆n. (b) and (c) The power spectra for two different KER
regions as labeled on the figure (see text).
and yield are defined as A(KER, ϕ) = ∫ pi/20 ρ(KER, θ)Ldθk − ∫ pipi/2 ρ(KER, θ)Rdθ and P(KER, ϕ) =∫ pi/2
0 ρ(KER, θ)Ldθk +
∫ pi
pi/2 ρ(KER, θ)Rdθ, respectively, where ρ(E, θ) is the differential probability
density per unit energy per unit angle for dissociation [253]. It is important to note that the integra-
tion is performed over the whole upper and lower halves of the distribution, and more importantly
the integration has been done symmetrically. In other words, in our experiment the acceptance
cone along the laser polarization for detecting D∗ fragments on the left and right detector should
be exactly equal.
In the experiment the data is collected within a small cone with an angle of 15◦ with respect
to the laser polarization direction, which enhances the asymmetry or yield amplitude [253]. In
Figure 4.18: (a) Density plot of the Fourier transform of the yield map shown in Fig. 4.13 is plotted
as a function of KER and ∆n. (b) and (c) The power spectra for two different KER regions as
labeled on the figure (see text).
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Figure 4.19: Amplitude and phase extracted from the Fourier analysis for (a) ∆n=1 and (b) ∆n=3.
The grey pattern in the background shows the KER averaged over all CEP for D2 dissociating
into D∗(2≥ n ≤38) fragments.
addition, the data is not collected exactly symmetrically as the laser polarization can be a few
degrees away from the TOF axis, and the interaction can occur slightly away from the center of
the apparatus. As a result the integration within the cones on the left and right are not exactly
symmetric. Any deviation from the symmetrical integration may introduce spurious frequencies
in our Fourier analysis.
Lastly, amplitude and phase of the pathways differing by 1 and 3 are extracted from the Fourier
analysis and plotted as a function KER. Figure 4.19(a) shows the extracted amplitude (solid line)
and phase (dashed line) of the asymmetry map [Fig. 4.14(a)] as a function of KER for ∆n=1. The
grey pattern in the background shows the KER averaged over all CEP for D2 dissociating into
D∗(2≥ n ≤38) fragments to indicate where dissociation probability is significant. The amplitude
of the ∆n=1 is small in the KER region of 2–4 eV, although the amplitude is dominant at 8.5 eV
as shown in Fig. 4.19(a). Figure 4.19(b) displays the extracted amplitude and phase for ∆n=3. A
∆n=3 peak is clearly visible in the 2–3 eV range. The extracted amplitude and phase for different
∆n can be used to help understanding the origin of these interfering pathways.
In summary, the CEP dependence in the fragmentation of D2 molecules into D
∗ has been studied
using ultrashort linearly polarized laser pulses. The asymmetry exhibits a dominant oscillation with
periodicity of ∆n=1, resulting from interference between pathways differing by net-one photon. On
the other hand, the D∗ yield shows an oscillation with periodicity of ∆n=2, which is in agreement
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with the theoretical prediction of Esry and coworkers [76, 111, 112]. Finally, we introduce a Fourier
analysis method to extract information linked to interference pathways with higher numbers of
photons involved.
4.4 CEP Effects with Multicycle Laser Pulses
In this section, we demonstrate the CEP dependence of the dissociation of D2 into D
∗ by multicycle
chirped laser pulses. Intuitively, changes in the CEP would appear to have less of an effect on
multicycle laser pulses in comparison to few-cycle laser pulses. One would expect to observe
weaker CEP effects when using multicycle laser pulses based on the idea that the directionality
of the electric field is responsible for the asymmetry effect. This simplistic idea does not hold
for multicycle pulses. Recent theoretical calculations on H+2 show a strong CEP dependence in
the electron localization asymmetry [371, 396]. The CEP dependence of the asymmetry in the
emission direction of ATI electrons in xenon gas has been measured using 30 fs CEP stabilized
laser pulses [397].
The CEP effects in the strong- and weak-field regime have been studied in great detail [76, 111,
112, 192, 230, 324, 398–403]. The origin of CEP effects in these regimes is demonstrated to be a
quantum mechanical interference between different multiphoton pathways [111, 192, 371, 404, 405].
The broad spectral bandwidth of the laser plays a crucial rule in these CEP studies. Given the
discussion above, the question is, how does a multicycle chirped laser pulse influence the CEP
dependences in the dissociation of D2 into D
∗ fragments? To answer this question, we repeated
our previous measurements while chirping the laser pulses negatively and positively (sometimes
referred to as up- and down-chirp) but maintaining the spectral bandwidth fixed to the same level
as our 5 fs FTL laser pulses.
We control the amount of chirp by introducing a variable glass thickness into the beam
path. The positive and negative chirp is acquired by precisely adjusting a pair of fused-silica
wedges. The pulse duration can be estimated by assuming a Gaussian chirped pulse [406],
τ = τo
√
1 + 16 ln(2)2
β22
τ4o
, where τo is the initial FTL pulse width (FWHM) in fs, τ is the final
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Figure 4.20: Chirp dependence of the asymmetry. The asymmetry map of D∗(n ≤ 38) frag-
ments using ∼10 fs, (a) negatively and (c) positively chirped laser pulses with a peak intensity of
4×1013 W/cm2. (b) The asymmetry map of D∗(n ≤ 38) fragments using FTL ∼5 fs laser pulses
with a peak intensity of 4×1013 W/cm2. By adding or removing 0.5 mm of fused silica glass in the
optical path, we generate positively and negatively chirped laser pulses from FTL 5 fs laser pulses,
respectively.
pulse width (FWHM) in fs and β2 is the second-order dispersion, or chirp, in fs
2. For instance, a
5 fs FTL laser pulse can propagate through 0.5 mm of fused silica with a β2 of 36.9 fs
2 at 800 nm
to generate ∼10 fs positively chirped laser pulses.
Figure 4.20(b) shows the asymmetry map for D∗(n ≤ 38) fragments using FTL 5 fs laser pulses
with a peak intensity of 4×1013 W/cm2. Figure 4.20(a) and (c) show the asymmetry map for ∼10 fs
negatively and positively chirped laser pulses, respectively, with an intensity of 4×1013 W/cm2.
Due to the broad spectral bandwidth of our laser pulses, the CEP dependence in the asymmetry
map persists for a wide range of KER for negatively and positively chirped laser pulses. However,
the KER is smaller in comparison to FTL pulses for both chirps. This is clear in the asymmetry
maps shown in Fig. 4.20(a) and (c) as the asymmetry vanished above ∼12 eV. To compare nega-
tively and positively chirped laser pulses, we can point out that the asymmetry in the low KER
region (≤1 eV) with both chirps shows a dominant oscillation with ∆n=1 periodicity, while this
asymmetry is slightly stronger for negatively chirped pulses in the higher KER region (7–10 eV).
To quantify our results, we plot the asymmetry amplitudes for the low and high KER regions
as shown in Fig. 4.21(a) and (b). In the low KER region the asymmetry amplitude is dominant for
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Figure 4.21: The corresponding asymmetries as shown in Fig. 4.20, integrated over the indicated
energy regions (a)–(b), are fit to a sinusoidal function with periodicity of ∆n=1. The symbols
indicate different pulse parameters (see text).
positively chirped laser pulses as plotted in Fig. 4.21(a). The asymmetry amplitude is ∼6 times
larger for positively chirped pulses in comparison to negatively chirped and FTL laser pulses.
Figure 4.21(b) shows the asymmetry amplitude for KER 7.4–9.4 eV, and the FTL laser pulses
reveal a dominant oscillation with periodicity of ∆n=1. The asymmetry amplitude in this KER
region for negatively chirped pulse is slightly larger than the positively chirped laser pulses by a
factor of ∼2.
We also repeated our measurements for longer chirped laser pulses (∼21 fs), again maintaining
the spectral bandwidth of the 5 fs FTL laser pulses. The ∼21 fs positively and negatively chirped
pulses are generated by propagation through a different thickness of fused silica. 1 mm of fused
silica imparts 36.9 fs2 of linear chirp. The asymmetry maps for D∗ fragments from the dissociation
of D2 interacting with ∼21 fs negatively chirped, positively chirped and FTL laser pulses are
depicted in Fig. 4.22(a)–(c), respectively. The asymmetry map for positively chirped laser pulses
shows a clear oscillation at ∼2.0 eV with periodicity of ∆n=1. In contrast, the asymmetry is
marginally visible at a higher KER region (7–9 eV) for negatively chirped pulses.
The yield maps for ∼10 fs and ∼21 fs negatively and positively chirped laser pulses are shown
in Fig. 4.23. Figure 4.23(b) and (e) show the yield maps for 5 fs FTL pulses with peak intensities
of 4×1013 W/cm2 and 1.8×1013 W/cm2, respectively. The FTL results display a ∆n=2 oscillation
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Figure 4.22: Chirp dependence of the asymmetry. (a) and (c) The asymmetry map of D∗(n ≤ 38)
fragments using ∼21 fs, negatively and positively chirped laser pulses, respectively, with a peak
intensity of 1.8×1013 W/cm2. (b) The asymmetry map of D∗(n ≤ 38) fragments using FTL ∼5 fs
laser pulses with a peak intensity of 1.8×1013 W/cm2. By adding or removing 1.0 mm of fused silica
glass in the optical path, we generate positively and negatively chirped laser pulses respectively
from FTL 5 fs laser pulses.
in a wide range of KER. The yield map for ∼10 fs negatively chirped laser pulses (Fig. 4.23(a)),
exhibits a clear oscillation with ∆n=2 periodicity around 6.5 eV. The negatively chirped laser pulses
with pulse duration of ∼21 fs reveal a weaker oscillation at around 5 eV with ∆n=2 periodicity.
However, the yield maps for positively chirped laser pulses show no clear oscillation as shown in
Fig. 4.23(c) and (f).
To summarize this section, we would like to point out that due to the wide spectral bandwidth
of our 5 fs laser pulses, the interference of different photon pathways persists even with chirped
multicycle laser pulses, which agrees with the theoretical prediction of Wang et al. for H+2 dissoci-
ation [371]. This indicates that the bandwidth plays a crucial role in comparison with the number
of cycles available in the pulse.
149
Figure 4.23: The yield maps of D∗(n ≤ 38) fragments using ∼10 fs (a) negatively and (c) positively
chirped laser pulses with a peak intensity of 4×1013 W/cm2. The yield maps of D∗(n ≤ 38)
fragments using ∼21 fs (d) negatively and (f) positively chirped laser pulses with a peak intensity of
1.8×1013 W/cm2. The corresponding yield maps for the 5 fs FTL laser pulses with peak intensities
of 4×1013 W/cm2 and 1.8×1013 W/cm2 are shown in (b) and (e), respectively.
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4.5 State-Selective CEP Dependences
As described earlier, all of the measurements in the previous sections were presented for a subset
of excited fragments with D∗(n ≤ 38). In this section we will study the asymmetry and yield CEP
dependences for distinct subsets of quantum number n. The important question that we would like
to address is, How does the CEP dependence of asymmetry or yield change for different n subsets?
By choosing an appropriate electric field strength between the two meshes (M1 and M2), we were
able to ionize and reject the higher part of the population. As a result, a well-defined subset of
quantum number n can be measured. The list of voltages and associated quantum numbers used
in these measurements is given in appendix H.
Figure 4.24(a)–(f) shows the asymmetry maps for the different subsets labeled on each graph
using FTL 5 fs pulses with an intensity of 8×1013 W/cm2. The asymmetry gets stronger as
nmax increases. Furthermore, the structure in the low KER region changes significantly. We plot
the asymmetry amplitude, αasymmetry, for different subsets of n, as shown in Fig. 4.26(a). The
asymmetry amplitude for the high KER region (7.4≤ KER(eV) ≤9.4) increases sharply with n, for
the lower n subsets. The asymmetry amplitude does not appear to vary for n above 27. For the
KER region of 2.2≤ KER(eV) ≤3.2, the asymmetry amplitude varies smoothly and saturates at
n=38. Figure 4.25(a)–(f) present the yield maps for the same subsets of n. The yield maps show
a similar behavior, namely that the amplitude of the yield increases for a higher subset of n. To
quantify this, we plot the yield amplitude, αyield, as a function of n for two KER regions, as shown
in Fig. 4.26(b). For the higher KER region (7.4–9.4 eV), the increase in the yield amplitude is
almost exponential, while the low KER region (2.2–3.2 eV) shows no substantial change by varying
n.
As another example of the information that can be extracted from the data, we show the phase
offset between different KER slices from the highly structured 2D asymmetry and yield maps of
D∗(n ≤ 38) fragments (Fig. 4.24(e) and 4.25(e)). This relative phase shift, ϕ0, is plotted as a
function of KER in Fig. 4.27(a) and (b) by fitting a sinusoidal function, cos(∆nϕ + ϕ0), with
∆n=1 periodicity across the asymmetry and yield. Note that this relative phase shift is accurate
151
Figure 4.24: (a)–(f) The asymmetry maps of various subsets of excited fragments, D∗(nmax), after
interacting with 5 fs linearly polarized laser pulses with a peak intensity of 8×1013 W/cm2.
Figure 4.25: (a)–(f) The yield maps of various subsets of excited fragments, D∗(nmax), after
interacting with 5 fs linearly polarized laser pulses with a peak intensity of 8×1013 W/cm2.
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Figure 4.26: (a) The asymmetry parameter amplitude as a function of subset n for two KER
regions. (b) The yield parameter amplitude as a function of subset n for two KER regions (see
text). The error bars are smaller that the symbols.
along the KER distribution, even though the CEP measured is not absolute. Each interfering
pathway accumulates a specific phase along the path, and knowing the phase difference between
two KER regions can be used to distinguish between the interfering pathways involved in the
process. Therefore, a proper theoretical calculation for this relatively complicated system can be
used to identify the specific interfering pathways that underlie each relative phase shift extracted
from the data.
Figure 4.27: The (a) asymmetry and (b) yield parameter phase shifts for D∗(n ≤ 38) fragments as
a function of KER. The error bars are smaller that the symbols.
4.5.0.2 Quantum State Slices - D∗(n− n′)
We would like to study a narrow distribution of n states to learn more about how the asymmetry
and yield of specific n states depend on CEP. For this purpose, we need to subtract the asymmetry
or yield map of two different measurements, which allows us to address a specific range of n values.
However, each measurement has a slightly different CEP offset, due to regular fluctuations in
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Figure 4.28: The (a) asymmetry and (c) yield parameters within the KER region of 8–8.2 eV
for various subsets of n as indicated in the legend. The (b) asymmetry and (d) yield parameters
presented in (a) and (c) after offset correction (see text).
the short pulse. The PAP conditions change during different measurements, which results in an
offset between different data sets. In the current measurement, we cannot distinguish between an
offset due to changes in the CEP tagging condition or a real offset change due to the response
of a different narrow slice of n states. The proper way to perform a state-selective measurement
is to record all data sets for different n subsets with the same phase potato. This is one of the
goals for our near future experiments, and some technical developments to accomplish this goal
are underway.
We decided to analyze our current data sets based on a specific assumption. The assumption
is that the relative offset phase between different subsets of n is negligible at high KER, since the
high KER peak most likely originates from a re-collision process or frustrated tunneling ionization
(FTI) [98, 110]. Based on this assumption, we can correct the offset by matching the CEP structure
at a KER of ∼8 eV. Figure 4.28(a) shows the asymmetry parameter around a KER region of 8-
8.2 eV for different subsets of n (labeled in the legend). Figure 4.28(b) shows the same asymmetry
parameter after offset correction of the different subsets. The same correction matches the offset
phase in the yield at this KER region, as shown in Fig. 4.28(c) and (d).
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Figure 4.29: The asymmetry parameter within the KER regions of (a) 1.4–3.2 eV and (b) 13–14
eV is plotted for two slices in n to n′ states (Fig.4.30 (d) and (e)).
We generate the asymmetry map of different slices n to n′, as shown in Fig. 4.30(a)–(f). Narrow
slices in the quantum number n reveal interesting structure. For instance, there is an outstanding
asymmetry that appears at large KER (≥8 eV), which is shown in Fig. 4.30(a)–(c). In addition,
this high KER region exhibits a clear CEP offset between 27 ≤ n ≤ 31 and 31 ≤ n ≤ 38. In
Fig. 4.30(d) and (e), the low KER region (≤4 eV) uncovers a strong asymmetry with a hint of
higher oscillation frequencies.
We plot the asymmetry parameter for two KER regions of subsets 27≤n ≤31 and 31≤n≤38,
as shown and labeled in Fig. 4.29(a) and (b). We fit the asymmetry parameter with a sinusoidal
function, α1cos (ϕ + ϕ1) + α3cos (3ϕ + ϕ3), as described earlier, and the results are plotted as
solid lines. The asymmetry parameter at a KER region of 1.4–3.2 eV clearly exhibits a dominant
oscillation with ∆n=1 and a high order oscillation of ∆n=3. The amplitude ratio is α3/α1=0.87
(0.85) with R2=0.96 (0.98) for subsets of 27 ≤ n ≤ 31 (31 ≤ n ≤ 38). The ratio of amplitudes
shows minimal changes, while the phase between different net numbers of photons varies. For
instance, the offset phase for ∆n=3, ϕ3, does not change between subsets of 27 ≤ n ≤ 31 and
31 ≤n ≤ 38, while the relative offset phase for ∆n=1 between the two subsets changes by ∼ pi/5.
The asymmetry parameter at a larger KER (13–14 eV) is plotted in Fig. 4.29(b) and shows similar
phase shifts as described for Fig. 4.29(a). The slice around 38≤n ≤44 does not show any dominant
feature in the asymmetry map.
The yield map for different slices reveals similar features as described for asymmetry and is
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depicted in Fig. 4.31(a)–(f). These preliminary results show promising features within different
slices in n based on the assumption we made earlier. In the near future, we would like to repeat
our measurements, by switching between different field ionization conditions resulting in distinct
subsets of n, without changing the conditions of our phase tagging apparatus.
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Figure 4.30: The asymmetry maps as a function of KER and ϕ for different slices in subsets of n
labeled accordingly. The laser parameters are the same as Fig. 4.24.
Figure 4.31: The yield maps as a function of KER and ϕ for different slices in subsets of n labeled
accordingly. The laser parameters are the same as Fig. 4.24.
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4.6 Summary and Outlook
In summary, we have conducted an in-depth study on the CEP dependence of Rydberg series of
hydrogenic molecules by using an intense ultrashort laser pulse. In part one, we performed the
detailed measurements of laser-induced dissociation of D2 molecules into excited neutral fragments,
D∗(n).
In the second part, our measurements of long-lived D∗ fragments exhibit strong oscillations of
the asymmetry and yield with CEP in both low- and high-energy dissociation. As predicted by
theory [76, 111, 112], the periodicity of the oscillations shows a 1-photon difference between the
interfering pathways in the asymmetry and a 2-photon difference in the yield. Moreover, at some
dissociation energies we identify smaller contributions from interfering dissociation paths with
a larger net photon-number difference. Furthermore, we Fourier transform the CEP-dependent
observables to gain insight into the interfering photon pathways involved in the D∗ formation.
We have investigated the CEP dependences of asymmetry and yield maps of these excited D∗(n)
fragments by using multicycle chirped laser pulses of ∼10 and ∼21 fs. This resulted in distinct
changes in the KER distribution. The asymmetry and yield oscillation is fairly robust, elucidating
the importance of quantum mechanical interference due to broad spectral bandwidth [371, 396].
Finally, for the first time, we have examined the CEP dependences in a narrow subset of
quantum states, n to n′. These narrow slices of n show interesting features as a function of CEP.
By careful analysis of these slices, we can extract information about the relative phase shifts
between different subsets of n as well as the asymmetry and yield amplitudes. To understand
the exact significance of these measurements, further theoretical work is required to quantify our
findings.
For further studies of CEP dependences in the dissociation of excited fragments of D2, a two-
electron theoretical model would be beneficial. We can use the Fourier analysis of asymmetry
and yield as feedback to optimize the experimental conditions. For instance, we can ensure our
results are exactly integrated symmetrically about the laser polarization direction by examining
the Fourier map of asymmetry and yield. Improving our experimental apparatus will enable us
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to measure the position information of each hit on the detector, which can give us insight into
interference in the momentum distribution of fragments and the importance of these interferences
for different angular distributions. In addition, a coincidence measurement between an ionic frag-
ment and an excited neutral (D++D∗(n)) can shed light on the interfering pathways involved in
the process.
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Chapter 5
Summary and Outlook
In this dissertation, we have described fragmentation dynamics and control of a variety of molecular
targets driven by strong laser fields. All of the projects discussed in this dissertation have been
summarized in the respective sections detailing the work. For brevity, the detailed conclusions will
not be repeated here. One of the main objectives of this work was to provide a basic understanding
of control mechanisms by exploring benchmark systems such as H+2 . This understanding was
carried over to more complex systems such as O+2 and neutral hydrogen molecules.
For instance, our previous understanding was examined by exploring dissociation pathways in
O+2 induced by fundamental, second- and third-harmonic wavelengths. We previously observed a
suppressed dissociation of H+2 vibrational states in intense laser pulses, which is a manifestation
of the well-known Cooper minima effect [95]. This was further investigated in O+2 dissociation by
careful inspection of the Cooper minima position. Different wavelengths result in a shift of the
Cooper minima, which may be used to identify the dissociation pathways. This idea has been
suggested by Brett Esry, and work to extend it to other molecules is underway.
In another example, a general CEP theory [111] was examined by measuring the yield of
highly-excited deuterium fragments from D2 molecules. The general CEP theory predicts that
the asymmetry in D∗ emission along the laser polarization is due to the interference of n-photon
pathways that differ by an odd number of photons, while the CEP dependence of the total dis-
sociation yield emerges from the interference of n-photon pathways differing by an even number
of photons. Our experimental results confirm this theoretical prediction. In addition, the asym-
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metry also exhibits higher frequency oscillations, which involve interference of pathways differing
by the net absorption of three photons or more. Similarly, the total yield shows high-order effects
resulting from interference of pathways differing by net four photons. Moreover, we have used
Fourier analysis to extract information related to these high-order photon pathways involved in D∗
formation. These high-order effects are predicted to be stronger at longer wavelengths, suggesting
a natural extension of these studies into the mid-IR in the near future.
To achieve the goal of control several different experimental methods were employed. For
instance, to study the CEP dependence of D2 fragmentation into highly-excited D
∗, two detectors
facing each other with an effusive gas jet target in between were employed. This setup was
further modified to enable state-selective measurements. Future D∗ formation experiments will
benefit by incorporating a coincidence-imaging technique in which an ionic fragment and an excited
neutral [D++D∗(n)] will be measured in coincidence, while the imaging will provide 3D momentum
distribution of these fragments.
In the ion-beam studies, we implemented pump-probe style experiments, such as two-color, on
ion-beam targets. We were successful in controlling the dissociation of molecular-ion beams using
the relative phase between two-color laser pulses in spite of the low target density. The results were
interpreted as an interference between vibrationally-resolved dissociation pathways. Our two-color
experiments can be further expanded to other fundamental systems such as H+3 and HeH
+, if the
ion-beam target current density is increased. In fact, steps toward more complex systems have
begun and analysis of O+2 dissociation in a two-color field is in progress.
In addition, we implemented a pump-probe technique to study fragmentation dynamics on
benchmark molecular ion-beam targets in order to check the feasibility of these challenging ex-
periments. The dissociation yield reveals interesting structure as a function of delay between the
pump and probe pulses, and more theoretical work is needed to understand these dynamics. In
contrast, the ionization results are currently limited by the low counting rate. A higher target
density is essential to the succuss of these experiments. We plan to produce this improvement
either by upgrading the ion source or bunching the ion beam.
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The ability to perform vibrationally resolved measurements on H+2 and O
+
2 can motivate fur-
ther pump-probe studies. For instance, the effect of a pump pulse on the vibrational population
can be studied by probing the beating frequency between neighboring vibrational levels. These
pump-probe style experiments on ion-beam targets will be further improved by the enhancements
mentioned in the previous paragraph.
Every project described in this work can be further explored by taking advantage of our new
laser capability at longer wavelengths (1100–2200 nm). For instance, the current study on D2
fragmentation into highly excited D∗ has shown some interesting results. One possible mechanism
for D∗ production is through electron recollision. It is known that for longer wavelengths the
electron can gain more energy from the laser field through the pondermotive force. We can explore
the population of the D∗ excited states by using longer laser wavelengths. Moreover, the rate of
fragmentation is high for these D∗ excited states. Thus, in future studies the laser pulses can be
tailored to control the population of these excited states using genetic algorithms.
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Appendix A
Optics Layout
The schematic layout of our optics table (provided by Ben Berry) is shown in Fig. A.1.
Figure A.1: The schematic layout of our optics table.
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Appendix B
Third Harmonic Generation
In section 3.3.4, we studied laser-induced dissociation of O+2 using laser pulses with various wave-
lengths. Careful inspection unveils an apparent suppression in the dissociation of particular vi-
brational states — observed in the kinetic energy release KER spectra of O+2 dissociation. This
phenomenon is a manifestation of the well-known Cooper minima effect [93, 95, 104]. The sup-
pression is caused by the small dipole coupling matrix element between the relevant states leading
to dissociation. The dynamics of O+2 in the strong laser field can be interpreted by first-order
perturbation theory. We implemented such a theory to study the vibrational suppression observed
in O+2 dissociation via the net one photon dissociation pathway, |a 4Πu〉 → |f 4Πg − 1ω〉. In that
study, we also employed THG as a source of laser pulses with a central wavelength of 260 nm
(∼4.76 eV) to measure the KER distribution from O+2 dissociation. In this appendix, we describe
the alignment procedure required to generate THG laser pulses.
The schematic of the THG apparatus is shown in Fig. B.1(c) and Fig. 2.6 in section 2.3.3. We
used a collinear setup to generate THG from the fundamental IR laser pulses. Three steps are
necessary to generate THG laser pulses as shown in Fig. B.1(a)–(c). The setup consists of two BBO
crystals, a zero-order half waveplate, a calcite crystal and four harmonic separators. The first step
is to set the zero-order waveplate angle and minimize the fundamental laser pulses at the output
by using a power meter as shown in Fig. B.1(a). The zero-order waveplate is necessary as described
later. To generate the THG signal, the fundamental wave and second harmonic signal need to have
similar polarization direction (parallel to the table in our case). In the second step, we generate
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Figure B.1: (a)–(c) The schematic layouts for third harmonic generation from the fundamental
laser wavelength. The laser propagates from right to left, as shown by an arrow (see text for more
details).
the second harmonic by using a BBO crystal (type-I BBO d=250 µm, θ=29.2◦). The angle and
tilt of the BBO crystal can be adjusted by separating the fundamental pulses from the associated
second harmonic and maximizing the second harmonic output power as shown schematically in
Fig. B.1(b). For this purpose the compressor grating position of the driving laser can be adjusted
to maximize the second harmonic generation. We were able to achieve 28–34% conversion efficiency
repeatedly.
In the last step, we mix the fundamental 800 nm and generated second harmonic pulses inside
the a second BBO crystal (type-I BBO d=1 mm, θ=44.3◦). In order to generate the third harmonic
efficiently, we need to ensure that the polarization of fundamental and second harmonic pulses are
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parallel to each other (parallel to the table in our case) as well as minimizing the time delay between
the pulses. After the first BBO crystal, the fundamental laser pulse and the second harmonic have
perpendicular polarizations. The zero-order half waveplate rotates the polarization of the800 nm
pulse by 90◦ without rotating the polarization of the 400 nm pulse.
The 800 and 400 nm pulses have a time delay, which is caused by propagation through the BBO
crystal and the zero-order waveplate. For a type-I BBO crystal (θ=29.2◦) with normal incidence,
the time delay between the fundamental wavelength and second-harmonic pulses is calculated to
be 194 fs/mm [156, 160] (i.e. ∼50 fs in our 250 µm BBO crystal). A calcite crystal (d=2 mm)
is used to compensate the time delay between the two pulses. The calcite crystal, like the BBO
crystal, is made of negative uniaxial material (no > ne), and thus it can be used to introduce a
delay to the fundamental beam (o-ray) with respect to the second harmonic (e-ray). By adjusting
the tilt angle of the calcite crystal with respect to the laser beam propagation, we can compensate
and fine-tune the temporal delay between the two pulses. The overall efficiency of the THG process
is 2-3% relative to the input energy of the fundamental laser pulse.
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Appendix C
Investigating the Momentum
Distribution in the Two-color
Experiment
In section 3.6, we describe our experimentally demonstrated control over spatial asymmetry in
the dissociation of molecular-ion beam targets. By varying the relative phase between temporally-
overlapped 790 nm and 395 nm pulses, we control the spatial asymmetry in the dissociation of D+2
and monitor it using coincidence 3D momentum imaging. The measured momentum distribution
of D+ fragments from the dissociation of D+2 using 790 nm laser pulses is shown in Fig. C.1.
Figure C.1: Measured momentum distribution of D+ fragments of D+2 dissociation into D
++D
using 800 nm laser pulses. Laser polarization is along the kˆ direction, and the laser propagation
direction is along jˆ as labeled by an arrow.
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In the case of D+2 dissociation, breakup is strongly aligned along the laser polarization direction,
kˆ, indicated by a dashed circle in Fig. C.1. In addition to the expected dissociation along the field,
which is visible within the dashed circle, the momentum distribution reveals an unexpected four
lobe structure perpendicular to the laser polarization direction. This structure is present when the
experiment is repeated with only one color, 790 nm. Molecules that dissociate perpendicular to the
laser polarization direction should result in a ring structure in the momentum distribution. How-
ever, the observed structure (indicated by arrows in Fig C.1) does not resemble a ring. Moreover,
the Faraday cup is along the iˆ direction, resulting in losses along that axis. This suggests that the
outer part of the measured momentum distribution might originate from dissociation along the
electric field along the iˆ direction, and we address that issue here.
To resolve the issue described above, we repeated the measurements using the two-color
collinear setup shown in Fig. C.2(a). For simplicity, the optics needed to generate SHG are
physically removed from the collinear setup (the BBO and one of the calcite crystals) as shown
schematically in Fig. C.2(b). We used the configuration shown in Fig. C.2(b) to investigate the
structure in the momentum distribution of D+2 dissociation.
Figure C.3 shows the measured power transmitted for both polarization directions through a
calcite crystal as a function of angle of the calcite crystal. Calcite is a uniaxial birefringent crystal
consisting of an ordinary and extraordinary axis. The input polarization angle was kept fixed,
perpendicular with respect to the optics table, and the rotation angle of the calcite crystal in the
plane perpendicular to the propagation direction of the laser, ξ, is varied as shown in Fig. C.3. For
ξ=0 the input light has only a vertical polarization component. However, changing the calcite angle
by 10◦ results in a mixture of both polarization directions. In this case, 10% of the laser power
has horizontal polarization resulting in a weak dissociation perpendicular to the main dissociation
caused by the dominant vertical-polarization field.
We repeated the measurements using 790 nm laser pulses with vertical polarization traversing
a calcite with ξ =0 and 15◦. Figure. C.4(a) and (b) show the momentum distribution of D+
fragments for these two angles. It is clear that Fig. C.4(b) resembles the momentum distribution
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Figure C.2: (a) The schematic two-color collinear setup. (b) The schematic two-color collinear
setup without the BBO crystal and one of the calcite crystals. Looking down on the table and
dots represent the polarization perpendicular to the optics table (s-polarized).
from the two-color measurements as a result of mixing polarization components perpendicular to
each other.
Once the origin of this unexpected angular distribution in the momentum spectra of our two-
color measurements was understood, we were able to analyse the data by selecting the events
parallel to the laser polarization direction (i.e. those within the dashed circle in Fig. C.1). Recalling
the results from section 3.6.3.1, mixing the two-color pulses leads to a spatial asymmetry, which
originates from interference of dissociation pathways α and γ at KER below 0.5 eV.
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Figure C.3: (a) The schematic of IR light propagated through the calcite crystal with rotation
angle ξ (b) Measured power for both IR polarizations through a calcite crystal as a function of
rotation angle in the plane perpendicular to the propagation direction of the laser. The solid lines
are sinusoidal fits.
Figure C.4: Measured momentum distribution of D+ fragments from D+2 dissociation into D
++D
for calcite angle (a) 0◦ and (b) 15◦, respectively.
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Appendix D
Error Sources and Estimates
The sources of uncertainty and error analysis for measurements employing the coincidence 3D
momentum imaging method (Chapter 3) were previously described by Gaire in Ref [198] Appendix
A. In Chapter 4, we presented measurements of the CEP dependence of D∗ formation from D2
molecules in intense 5 fs laser pulses. We evaluate the kinetic energy release (KER) distributions
of the D∗ fragments from the measured TOF spectra as described in section 4.2.3. For a given
KER and CEP value, we calculated the asymmetry and total dissociation yield (see sections 4.2.3.5
and 4.2.3.4). In this appendix, we estimate the uncertainty in these quantities.
D.1 Kinetic Energy Release
The dissociation velocities, vL and vR, are defined in Eqs. 4.21 and 4.22 as
vi ' di ± z
ti
, (D.1)
where d is the measured distance from the interaction point located at z relative to the center of
the effusive jet needle to the detector (see Fig. 4.6) and t is the true TOF. The subscript, i, denote
the left and right detectors, L and R.The uncertainty in the dissociation velocity is given by
(∆vi)
2 =
(
∂vi
∂di
∆di
)2
+
(
∂vi
∂ti
∆ti
)2
, (D.2)
or explicitly
(∆vi)
2 =
(
∆di
ti
)2
+
(
(di ± z)∆ti
t2i
)2
, (D.3)
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where ∆di and ∆ti are the uncertainties in the measured distances and TOF to the left and right
detectors, respectively. The KER upon dissociation for a homonuclear molecule is given by
KER =
1
2
(m1 +m2)v
2
i , (D.4)
The uncertainty in the KER can be written as ∆KER =
√(
∂KER
∂vi
∆vi
)2
= ∂KER∂vi ∆vi. We can
simplified ∆KER as
∆KER = (m1 +m2)vi∆vi = KER
2∆vi
vi
, (D.5)
The relative error can be written as
∆KER
KER
= 2
∆vi
vi
. (D.6)
For dL ∼157.7 mm with uncertainty ∆dL ∼0.5 mm, and tL ∼8.1 µs for D∗ fragments with un-
certainty ∆tL ∼1 ns, we get vL=0.0197 mm/ns with uncertainty ∆vL ∼0.00006 mm/ns, i.e.
∆vL
vL
∼0.3%. This results in KER of 8.1 eV with ∆KER∼9 meV, i.e. ∆KERKER ∼0.11%.
D.2 Angular Acceptance
The geometry of the apparatus can be a source of error in the experiment described in Chap-
ter 4.2.3.5. Figure 4.6 displays a side view of the apparatus. The angular acceptance of D∗
fragments is limited by the size of the detector and the distance of the detector from the interac-
tion point. In the experiment described in Chapter 4, this angle along the laser polarization was
estimated to be 15◦ for detecting D∗ fragments and should be exactly equal for both detectors. Any
deviation from this angle can result in inconsistency between experimental results and theoretical
predictions.
In the experiment, the data is not collected exactly symmetrically, as the laser polarization can
have a slight angle with respect to the TOF axis. Also, the interaction point can be slightly shifted
from the center of the apparatus. As a result, the integration within the cones on the left and
right sides are not exactly equal. This issue could be resolved by improving our detection method.
For instance, adding a position-sensitive anode to both detectors could be used to generate a
symmetric distribution about the polarization axis, i.e., with a similar angular acceptance range
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on each detector. This position information can be further used to align the apparatus.
D.3 Asymmetry and Yield
The asymmetry (yield) is defined (see sections 4.2.3.5, 4.2.3.4 and Appendix E) as the difference
(sum) between the number of D∗ fragments emitted toward the left and right detectors within a
cone having a 15◦ angle with respect to the laser polarization direction,
A(KER, ϕ) = η(KER)ML(KER, ϕ)−MR(KER, ϕ)〈η(KER)ML(KER, ϕ) +MR(KER, ϕ)〉ϕ , (D.7)
where ML,R(KER, ϕ) is the number of measured events reaching the left and right detectors,
respectively, for a given KER and CEP value. The number of measured events on the left and right
detectors integrated over all the CEP values is defined as ML,R(KER) ≡ 〈ML,R(KER,ϕ)〉ϕ. The
relative detection efficiency of the two detectors can be written as η (KER) = εR(KER)εL(KER) =
MR(KER)
ML(KER)
,
in which no difference is expected between the left and right detectors once the events are integrated
over all the CEP values, NR (KER) = NL (KER). In our case, the asymmetry and total yield can
be simplified to
A(KER, ϕ) = η(KER)ML(KER, ϕ)−MR(KER, ϕ)
2MR(KER)
(D.8)
and
P(KER, ϕ) = η(KER)ML(KER, ϕ) +MR(KER, ϕ)
2MR(KER)
, (D.9)
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respectively. The uncertainty in the asymmetry is given by
∆A(KER, ϕ) =
[( ∂A
∂ML(KER, ϕ)
∆ML(KER, ϕ)
)2
+
( ∂A
∂MR(KER, ϕ)
∆MR(KER, ϕ)
)2
+
( ∂A
∂MR(KER)
∆MR(KER)
)2
+
( ∂A
∂η(KER)
∆η(KER)
)2] 12
,
or explicitly
∆A(KER, ϕ) =
[(
η(KER)
2MR(KER)
∆ML(KER, ϕ)
)2
+
(
1
2MR(KER)
∆MR(KER, ϕ)
)2
+
(
η(KER)ML(KER, ϕ)−MR(KER, ϕ)
2M2R(KER)
∆MR(KER)
)2
+
(
ML(KER, ϕ)
2MR(KER)
∆η(KER)
)2] 12
.
(D.10)
The uncertainty in the yield results in a similar equation,
∆P(KER, ϕ) =
[(
η(KER)
2MR(KER)
∆ML(KER, ϕ)
)2
+
(
1
2MR(KER)
∆MR(KER, ϕ)
)2
+
(
η(KER)ML(KER, ϕ) + MR(KER, ϕ)
2M2R(KER)
∆MR(KER)
)2
+
(
ML(KER, ϕ)
2MR(KER)
∆η(KER)
)2] 12
,
(D.11)
where ∆η/η can be written as
√[
∆ML(KER)
ML(KER)
]2
+
[
∆MR(KER)
MR(KER)
]2
. ∆ML,R are given by the statistical
uncertainty in the measured data, i.e. ∆ML(KER) =
√
ML(KER). Using Eq. D.10, we can
evaluate the error for a given KER and CEP. For instance, from Fig. 4.14 presented in Chapter 4,
we can evaluate the error in the asymmetry for KER=8.6 eV and CEP=1.2pi. Here, the asymmetry
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is ∼0.2, and the corresponding error is estimated to be ∆A=0.03. The relative error in the
asymmetry is then about ∆AA = 15%. For clarity of presentation, we did not show the error bars
in the asymmetry and yield maps in Chapter 4. We can evaluate the uncertainty in the yield in a
similar manner. For the same KER and CEP noted above, the yield is 0.2, and the relative error
in the yield is about ∆PP = 33%.
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Appendix E
Correcting the Offset in the
Asymmetry and Yield
In section 4.2.3.5 and 4.2.3.4, we discussed the asymmetry and total dissociation yield of D∗
formation from D2 molecules. The difference in the detection efficiency for the left and right
detectors results in an offset in the asymmetry and yield. However, theory predicts no difference
between left and right detectors once the events are integrated over all the CEP values.
The offset in the total yield can be corrected as explained below. Recall that the measured
number of events on the left and right detectors in the D∗ case is given by
ML,R(KER, ϕ) = εL,R(KER) NL,R(KER, ϕ), (E.1)
where εL,R(KER) is the total detection efficiency on the left or right side for a given KER value,
respectively, and NL,R(KER, ϕ) is the true number of events. We can define the total yield as a
function of the true number of events
P(KER, ϕ) = NL(KER, ϕ) +NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ (E.2)
where the cycle average yield, 〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ, is defined as
1
2pi
∫ 2pi
0
(NL(KER, ϕ) +NR(KER, ϕ)) dϕ.
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Substituting Eq. E.1 into Eq. E.2 yields
P(KER, ϕ) =
1
εL(KER)
ML(KER, ϕ) +
1
εR(KER
MR(KER, ϕ)
〈 1εL(KER)ML(KER, ϕ) +
1
εR(KER
MR(KER, ϕ)〉ϕ
(E.3)
which can be written as
P(KER, ϕ) = η(KER)ML(KER, ϕ) +MR(KER, ϕ)〈η(KER)ML(KER, ϕ) +MR(KER, ϕ)〉ϕ , (E.4)
where η (KER) ≡ εR (KER) /εL (KER) is the relative detection efficiency of the two detectors, on
the left and right sides.
To determine η (KER) we divide ML (KER) by MR (KER) (i.e. the KER spectrum of the right
side by that of the left-side averaged over all the CEP) and get
MR (KER)
ML (KER)
=
εR (KER) NR (KER)
εL (KER) NL (KER)
.
However, theory predicts no left-right difference once the events are integrated over all CEP values.
Therefore
NR (KER)
NL (KER)
= 1
leading to
η (KER) ≡ εR (KER)
εL (KER)
=
MR (KER)
ML (KER)
. (E.5)
Finally, using the expression for η(KER) above the total yield can be corrected to eliminate the
offset using Eq. E.4.
The offset in the spatial asymmetry can be corrected following a similar procedure. Explicitly
we write
A(KER, ϕ) = NL(KER, ϕ)−NR(KER, ϕ)〈NL(KER, ϕ) +NR(KER, ϕ)〉ϕ , (E.6)
which after a few lines of algebra yields
A(KER, ϕ) = η(KER)ML(KER, ϕ)−MR(KER, ϕ)〈η(KER)ML(KER, ϕ) +MR(KER, ϕ)〉ϕ . (E.7)
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Appendix F
Centering CEP-Dependent
Asymmetry and Yield Oscillations
About Zero
In section 4.2.3.5 and 4.2.3.4, we discussed the asymmetry and total dissociation yield of D∗
formation from D2 molecules. The asymmetry is typically defined [80, 81, 88] as
A′(KER, ϕ) = NL(KER, ϕ)−NR(KER, ϕ)
NL(KER, ϕ) +NR(KER, ϕ)
,
then A′ (KER,ϕ) might include a CEP effect due to the denominator (i.e. yield) and not just the
asymmetry. Therefore, we use the cycle average value for the denominator, which yields
A(KER, ϕ) = NL(KER, ϕ)−NR(KER, ϕ)∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ
,
With this definition, A(KER, ϕ) – which we call a normalized left-right difference – is not guaran-
teed to oscillate around zero, but may oscillate around an arbitrary number given by∫ 2pi
0
A(KER, ϕ) dϕ =
∫ 2pi
0
NL(KER, ϕ)−NR(KER, ϕ)∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ
dϕ,
which can be rewritten as∫ 2pi
0
A(KER, ϕ) dϕ = 1∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ
∫ 2pi
0
[NL(KER, ϕ)−NR(KER, ϕ)] dϕ.
Note that the first term depends only on KER.
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It is clear from the expression above that the asymmetry parameter, A(KER, ϕ), is very likely
to oscillate around an arbitrary number that depends on any artificial left-right asymmetry in
the detection system (caused by, for example, detector efficiencies, difference in the solid angles or
alignment and, etc.), which we know is far from being perfect. Therefore, an additional correction is
needed to assure that the oscillations will be around zero. The correct definition of the asymmetry
parameter, which oscillates about zero, requires subtraction of the cycle averaged normalized left-
right difference, and is given by
A(KER, ϕ) = [NL(KER, ϕ)−NR(KER, ϕ)]∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ
−
1
2pi
∫ 2pi
0 [NL(KER, ϕ)−NR(KER, ϕ)] dϕ∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ
.
It can be rewritten in a simpler (see Eq. 4.27 in section 4.2.3.5) form as
A(KER, ϕ) = [NL(KER, ϕ)−NR(KER, ϕ)]−
1
2pi
∫ 2pi
0 [NL(KER, ϕ)−NR(KER, ϕ)]dϕ∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)]dϕ
.
To verify that the expression above oscillates around zero, we integrate it over one cycle∫ 2pi
0
A(KER, ϕ)dϕ =∫ 2pi
0
[NL(KER, ϕ)−NR(KER, ϕ)]− 12pi
∫ 2pi
0 [NL(KER, ϕ)−NR(KER, ϕ)] dϕ∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)]dϕ
dϕ = 0
Finally, one should note that this definition of the asymmetry has some similarities to the expression
we have for the yield parameter,
P(KER, ϕ) = [NL(KER, ϕ) +NR(KER, ϕ)]−
1
2pi
∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)]dϕ∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)]dϕ
.
To verify that this final expression will oscillate around zero we integrate it over one cycle
∫ 2pi
0
P(KER, ϕ)dϕ =∫ 2pi
0
[NL(KER, ϕ) +NR(KER, ϕ)]− 12pi
∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)] dϕ∫ 2pi
0 [NL(KER, ϕ) +NR(KER, ϕ)]dϕ
dϕ = 0
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Appendix G
Electronics
The electronics for the measurements employing the laser-induced molecular dissociation imaging
LIMDI method is described previously in Nora Kling’s Ph.D. thesis [178] Appendix A. Figure G.1
illustrate the electronics used in the D∗ measurements from D2 molecules presented in Chapter 4.
Figure G.1: Electronics and connections for experiments presented in Chapter 4.
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Appendix H
Voltages Applied for State-Selective
Measurements of D∗(nl)
In section 4.5.0.2, we employed the field ionization method to select different subsets of the principle
quantum numbers, n, by adjusting the electric-field strength between a pair of meshes placed in
front of the detectors (see Fig. 4.5). For instance, the electric field that can ionize fragments in
the Rydberg state nFI will ionize all fragments with n ≥ nFI with a probability close to unity.
The ionization probability for a hydrogen atom in a static electric field, calculated classically by
Rakovic and Chu [388], is plotted in Fig. 4.7(a). By choosing an appropriate electric field strength
between the two meshes (M1 and M2), we were able to ionize and reject the higher part of the
population. As a result, a well-defined subset of quantum number n can be measured. Table H.1
shows the mesh and detector voltages with associated measured quantum numbers,
M1 (V) M2 (V) MCPfront (V) MCPback (V) Anode (V)
2 ≤ n ≤ 19 100 1500 -200 1830 1930
2 ≤ n ≤ 23 150 800 -200 1830 1930
2 ≤ n ≤ 27 150 500 -200 1830 1930
2 ≤ n ≤ 31 150 350 -100 1930 2030
2 ≤ n ≤ 38 0 85 -100 1930 2030
Table H.1: Table of voltages used on the detectors and meshes with the associated measured
quantum numbers. The voltage difference on the MCP stack is kept constant at 2030 V to keep
the amplification of the detector fixed.
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