In convex stochastic optimization, convergence rates in terms of minimizing the objective have been well-established. However, in terms of making the gradients small, the best known convergence rate was O(ε −8/3 ) and it was left open how to improve it. In this paper, we improve this rate to O(ε −2 ), which is optimal up to log factors.
Introduction
In convex optimization and machine learning, the classical goal is to design (possibly stochastic) algorithms for fast convergence of the objective values, that is, a point x with f (x) − f (x * ) ≤ ε. In contrast, the rate of convergence for the gradients, that is, the number of iterations T needed to find a point x with ∇f (x) ≤ ε, is "addressed very rarely" and sometimes requires new algorithmic ideas [18] .
In particular, in the full-gradient setting, accelerated gradient descent is only suboptimal for this new goal (at least in the worst case), and additional tricks are needed to get the fastest convergence rate [18] . We review these tricks in Section 1.1.
Unfortunately, in the stochastic setting, to the best of our knowledge, tight bounds are not known for finding points with small gradients. The best recorded rate was T ∝ ε −8/3 [9] . In this paper, we show that using the same tricks of Nesterov [18] , this can be improved to T ∝ ε −5/2 . More interestingly, there is a new trick to add so that this rate can be further improved to T ∝ ε −2 log 3 1 ε , which is optimal up to log factors.
Motivation. Studying the rate of convergence for the gradients can be important at least for the following two reasons.
• In many situations, points with small gradients fit better our final goals.
A motivating example given by Nesterov [18] is as follows. Consider the dual approach for solving min y∈Q {g(y) : Ay = b} with convex Q and strongly convex g(y). The dual problem is min x {f (x)} where f (x) def = min y∈Q {g(y) + x, b − Ay }. Let y * (x) ∈ Q be the (unique) * The task of minimizing gradients in convex first-order optimization was formally studied by Nesterov [17] . On October 4, 2017, the analogous task but for convex stochastic optimization was raised as an open question (by us) at a UC Berkeley Simons workshop "Fast Iterative Methods in Optimization." minimizer of the internal problem, then g(y * (x)) − f (x) = x, ∇f (x) ≤ x · ∇f (x) . In other words, "the gradient value ∇f (x) serves as the measure of feasibility and optimality of the primal solution."
Another example is matrix scaling [4, 7] , where given a non-negative matrix A ∈ R n×m , we want to find positive diagonal matrices X ∈ R n×n , Y ∈ R m×m such that XAY is close to being doubly-stochastic. There are several ways to define a convex objective f (·) for this problem, 1 but in nearly all the choices, "how close XAY is to being doubly stochastic" is captured by ∇f (x) ≤ ε as opposed to the objective value.
• Designing algorithms to find points with small gradients can potentially help us understand non-convex optimization better and design faster non-convex machine learning algorithms.
Without strong assumptions, the general non-convex convergence theory is always in terms of finding points with small gradients (i.e., approximate stationary points or local minima). For instance, to find a point x with ∇f (x) ≤ ε, the state-of-the-art stochastic method converges in T ∝ ε −10/3 iterations [12] , or T ∝ ε −3.25 under the second-order smoothness assumption [2] . A major research direction in non-convex optimization is to improve upon such rates.
For such reason, to understand non-convex stochastic optimization better, perhaps we should first figure out the best rate for convex stochastic optimization. In particular, if new algorithmic ideas are needed in designing such convex methods, can we also apply them to the non-convex world?
Review: Full-Gradient Setting
In the Mathematical Optimization Society Newsletter of 2012 [18] , Nesterov formally discussed the difference between rates of convergence for objective values vs. for gradients, and introduced two algorithms. We review this discussion as follows. Suppose f (x) is a Lipschitz smooth convex function with smoothness parameter L. Then, it is well-known that accelerated gradient descent (AGD) [15, 16] 
) gradient computations of ∇f (x). To turn this objective value guarantee into a gradient guarantee, we can apply the smoothness property of f (x) which gives ∇f (x) 2 ≤ L(f (x) − f (x * )). This means
• to get a point x with ∇f (x) ≤ ε, AGD converges in rate T ∝ L ε . In this newsletter [18] , Nesterov proposed two different tricks to improve upon such rate.
Nesterov's First Trick: GD After AGD. Recall that starting from a point x 0 , if we perform T steps of gradient descent (GD)
) (see for instance [5, 13] ). In addition, if this x 0 is already the output of AGD for another T iterations, then it satisfies
Putting the two inequalities together, we have min
T 3 . We call this method "GD after AGD," and it satisfies • to get a point x with ∇f (x) ≤ ε, "GD after AGD" converges in rate T ∝ L 2/3 ε 2/3 . Nesterov's Second Trick: AGD After Regularization. Alternatively, we can also regularize f (x) by defining g(
2 . This new function g(x) is σ-strongly convex, so AGD converges linearly, meaning that using
log L ε gradients we can find a point x satisfying 1 For instance, f (x, y) = i,j Ai,je [7] and f (y) = i log( j Ai,je y j ) − 1 y in [4] . algorithm gradient complexity T online convex
(see Corollary 4.3)
(see [9] 
Finally, if we choose σ ∝ ε, then this implies ∇f (x) ≤ ∇g(x) + ε ≤ 2ε. We call this method "AGD after regularization," and it satisfies
• to get a point x with ∇f (x) ≤ ε, "AGD after regularization" converges in rate T ∝
Recall that Nesterov constructed hard-instance functions f (x) so that, when dimension is sufficiently high, first-order methods require at least T = Ω( L/δ) computations of ∇f (x) to produce a point x satisfying f (x) − f (x * ) ≤ δ (see his textbook [15] ). Since
to find a point x with ∇f (x) ≤ ε. In other words,
• to get a point x with ∇f (x) ≤ ε, "AGD after regularization" is optimal (up to a log factor).
Our New Task: Online Stochastic Setting
Now we consider the stochastic setting where the convex objective f (x) def = E i [f i (x)] and the algorithm can only compute stochastic gradients ∇f i (x) at any point x for a random i. Let T be the number of stochastic gradient computations. It is well-known that stochastic gradient descent (SGD) finds a point x with f (x) − f (x * ) ≤ δ in (see for instance textbooks [6, 10, 19] )
(Ignoring lower-order terms in ε.) Both rates are asymptotically optimal in terms of decreasing objective values, and V is an absolute bound on the variance of the stochastic gradients. Using the same argument
Apparently, these rates are not optimal. We investigate in three different approaches to improve upon such rates. The first two approaches are based on Nesterov's two tricks, and the third approach requires some new insight.
Approach 1: SGD after SGD. Recall that in Nesterov's first trick, he replaced the use of the inequality ∇f (x) 2 ≤ L(f (x) − f (x * )) by T steps of gradient descent. Now, in the stochastic setting, can we replace this inequality with T steps of SGD? We call this algorithm SGD1 and it finds a point x with ∇f (x) ≤ ε in (ignoring lower-order terms in ε)
We prove this result in Section 5 using the general language of composite function minimization. This allows us to have an additional "proximal" term ψ(x) and minimize ψ(x) + f (x). For instance, if ψ(x) = 0 if x ∈ Q and ψ(x) = +∞ if x ∈ Q for some convex Q, then we can solve the constrained minimization of f (x) over Q. Note that the rate T ∝ ε −8/3 , in the special case of ψ(x) ≡ 0, was also shown by Ghadimi and Lan in 2015 [9] . Their algorithm is more involved because they also attempted to tighten the lower order terms. The rate T ∝ 1 σ 1/2 ε 2 does not seem to be published before. 2 Approach 2: SGD after regularization. Recall that in Nesterov's second trick, he defined
2 as a regularized version of f (x), and applied the strongly-convex version of AGD to minimize g(x). Can we apply this trick to the stochastic setting?
Note that the parameter σ has to be on the magnitude of ε because ∇g(x) = ∇f (x) + σ(x − x 0 ) and we wish to make sure ∇f (x) = ∇g(x) ± ε. Therefore, if we apply SGD1 to minimize g(x) to find a point ∇g(x) ≤ ε, the convergence rate is T ∝ 1 σ 1/2 ε 2 = 1 ε 2.5 . To sum up, we call this resulting algorithm SGD2, and it finds a point x with ∇f (x) ≤ ε in (ignoring lower-order terms in ε)
We prove this result in Section 7 also using the general proximal language. To the best of our knowledge, this T ∝ 1 ε 5/2 rate was never published before. 3 Approach 3: SGD and recursive regularization. In the second approach, the additional factor ε 0.5 is completely due to the choice of σ ∝ ε which ensures σ(x − x 0 ) ≤ ε.
Intuitively, if somehow x 0 were sufficiently close to x * (and thus were also close to the approximate minimizer x), then we could perhaps choose σ ε so that σ(x − x 0 ) ≤ ε still holds. In other words, an appropriate warm start x 0 could help us break the ε −2.5 barrier and get a better convergence rate. However, how to find such x 0 ? We find it by constructing a "less warm" starting point and so on. This process is summarized by the following algorithm which recursively finds the warm starts.
Starting from
and x s is an approximate minimizer of f (s−1) (x) that is simply calculated from the naive SGD. We call this method SGD3, and prove that it finds a point x with ∇f (x) ≤ ε in (ignoring lower-order terms in ε)
Again, such rates do not seem to be known before. They are nearly optimal because V/ε 2 is clearly a lower bound: even to decide whether a point x has ∇f (x) ≤ ε or ∇f (x) > 2ε requires V/ε 2 samples of the stochastic gradient. 4
2 This rate T ∝ 1 σ 1/2 ε 2 was once mentioned in another paper of the same author [2, version 1], but removed since version 3 and merged into this paper. The focus of [2] is for non-convex optimization so is independent of this paper.
3 This rate T ∝ 1 ε 5/2 was once mentioned in another paper of the same author [2, version 2], but removed since version 3 and merged into this paper. The focus of [2] is for non-convex optimization so is independent of this paper.
(see [18] )
(see [18] ) Following tradition, in these complexity bounds, we assume the smoothness parameters as constants, and only show the dependency on n, ε and the condition number κ = L σ ≥ 1 (if the objective is strongly convex).
Perhaps interestingly, our dependence on the smoothness parameter L (or the dependence on the condition number κ def = L/σ if strongly convex) is only polylogarithmic as opposed to polynomial in all previous results.
Other Related Work
Offline Stochastic Setting. One can also ask the question of finding a point x with small gradient when the convex function f (x) = 1 n n i=1 f i (x) is a finite sum of functions. This is known as the finite-sum stochastic or offline stochastic setting. In this setting, the number of stochastic gradient computations -which we denote as the gradient complexity T in the rest of this papercan depend on n.
For instance, if each f i (x) is L-smooth and f (x) is σ-strongly convex, then the gradient complexity T can be made T ∝ O n + nL/σ · log 1 δ to achieve a point with f (x) − f (x * ) ≤ δ, see for instance the Katyusha method [1] . Since this is a linear-convergence rate, it translates to T ∝ O n + nL/σ · log L ε for finding a point with ∇f (x) ≤ ε. If f (x) is not strongly convex, then one can apply Nesterov's second trick to regularize f (x) and then apply Katyusha. This gives gradient complexity
In both cases, the offline stochastic method is no slower than the full-gradient ones (such as AGD), and known to be optimal [20] . We summarize them in Table 2 for comparison purpose only.
Graduated Regularization. Of course, the idea of gradually changing the parameter σ for the weight of the regularizer is not totally new. For instance, when reducing weakly-convex optimization to strongly-convex optimization (both in terms of convergence in objective value), one can keep halving the value of σ for a logarithmic number of rounds [3] . In contrast, we are doubly the value of σ in SGD3. To the best of our knowledge, the analysis in [3] (and the references therein) cannot be applied to this paper.
Preliminaries
Throughout this paper, we denote by · the Euclidean norm. We use i ∈ R [n] to denote that i is generated from [n] = {1, 2, . . . , n} uniformly at random. We denote by ∇f (x) the gradient of function f if it is differentiable, and ∂f (x) any subgradient if f is only Lipschitz continuous. We denote by I[event] the indicator function of probabilistic events. Recall some definitions on strong convexity and smoothness (and they have other equivalent definitions, see textbook [15] ).
Recall the following property about gradient mapping -see for instance [21, Lemma 3.7] )
The following definition and properties of Fenchel dual for convex functions is classical, and can be found for instance in the textbook [19] . 
Problem Formalization
Throughout this paper, we minimize the following convex stochastic composite objective 
We emphasize that all the assumptions are classical. In the rest of the paper, we define T , the gradient complexity, as the number of computations of ∇f i (x). We search for points x so that the gradient mapping G F,η (x) ≤ ε for any η ≈ 1 L . Recall from Definition 2.2 that if there is no proximal term (i.e., ψ(x) ≡ 0), then G F,η (x) = ∇f (x) for any η > 0. We want to study the best tradeoff between the gradient complexity T and the error ε.
We say an algorithm is online if its gradient complexity T is independent of n. This tackles the big-data scenarios when n is extremely large or even infinite (i.e., f (x) = E i [f i (x)] for some random variable i). The stochastic gradient descent (SGD) method and all of its variants studied in this paper are online. In contrast, gradient descent, accelerated gradient descent [15, 16] , and Katyusha [1] are offline methods because their gradient complexity depends on n (see Table 2 ).
Review: SGD with Objective Value Convergence
Recall that stochastic gradient descent (SGD) repeatedly performs proximal updates of the form
where α > 0 is some learning rate, and i is chosen in 1, 2, . . . , n uniformly at random per iteration. Note that if ψ(y) ≡ 0 then x t+1 = x t − α∇f i (x t ). For completeness' sake, we summarize it in Algorithm 1. If F (x) is also known to be strongly convex, to get the tightest convergence rate, one can repeatedly apply SGD with decreasing learning rate α. We summarize this algorithm as SGD sc in Algorithm 2.
The following theorem describes the rates of convergence in objective values for SGD and SGD sc respectively. Their proofs are classical (and included in Appendix A); however, for our exact statements, we cannot find them recorded anywhere. 6 Theorem 4.1. Let x * ∈ arg min x {F (x)}. To solve Problem (3.1) given a starting vector
as long as α < 1/L. In particular, if α is tuned optimally, it satisfies
As a sanity check, if V = 0, the convergence rate of SGD matches that of GD. (However, if V = 0, one can apply accelerated gradient descent of Nesterov [14, 15] instead for a faster rate.)
To turn Theorem 4.1 into a rate of convergence for the gradients, we can simply apply Lemma 2.3 which gives
is L-smooth, optimal choice α = Θ min
i ← a random index in [n];
3: 
Corollary 4.3. Treating V, L, x 0 − x * as constants, classical SGD finds x with
is σ-strongly convex for σ > 0.
Approach 1: SGD After SGD
In this section, we generalize Nesterov's first trick to the stochastic setting. Namely, instead of directly turning a point x with good objective value into one with small gradient using (4.1), we wish to apply multiple steps of SGD to prune it. More specifically, recall in Nesterov's first trick, he started from x and applied T steps of GD for pruning. This implies
, and thus gives a point x that has a gradient T times smaller than before; in contrast, in (4.1) we only had
In our stochastic setting, we start from x that is calculated from either SGD or SGD sc . Then, we apply T 1 steps of SGD, each with mini-batch size b = T /T 1 . We show that it satisfies
and use this to replace the use of inequality (4.1). We summarize the resulting algorithms as SGD1 and SGD1 sc , and prove the following theorem (see Appendix B):
S ← a uniform random subset of [n] with cardinality T /T 1 ;
4:
i∈S ∇f i (x t ), y }; 5: end for 6: return x = x t where t ∈ [T 1 ] is uniformly chosen at random. 
Remark 5.2. We note that all expected guarantees of the form
≤ ε throughout this paper can be made into high-confidence bound by repeating the algorithm multiple times, each time estimating the value of G F,η (x) using roughly O( V ε 2 ) stochastic gradient computations, and finally outputting the point x that leads to the smallest value G F,η (x) .
is also σ-strongly convex for σ > 0.
In the special case ψ(x) ≡ 0, Theorem 5.1a is simple to prove among experts. For instance, when ψ(x) ≡ 0, this T ∝ ε −8/3 rate was recorded by Ghadimi and Lan [9] using a more involved algorithm. 7 To the best of our knowledge, we are not aware of Theorem 5.1b recorded anywhere. 7 Ghadimi and Lan showed this T ∝ ε −8/3 rate using an accelerated version of SGD [9] . Note that acceleration only helps in reducing lower-order terms in the convergence rate, but is unnecessary for achieving
L is the smoothness parameter of
An Auxiliary Lemma on Regularization
In this section, we study a regularized objective
where x 1 , . . . , x S are fixed vectors in R d . By definition G(x) is σ-strongly convex with σ def = S s=1 σ s . The following lemma says that, if we find an approximate stationary point x of G(x), then it is also an approximate stationary point of F (x) up to some additive error.
Lemma 6.1. Let x * be the unique minimizer of G(y), and x be an arbitrary vector in the domain of {x ∈ R d : ψ(x) < +∞}. Then, for every η ∈ 0, 1 L+ σ , we have
We include the proof in Appendix C, but remark here that Lemma 6.1 should be easy to prove in the special case of ψ(x) ≡ 0. Indeed,
Above, inequalities x and y both use the triangle inequality; and inequality z is due to the σ-strong convexity of g(x) (see for instance [15, Sec. 2.1.3]).
Approach 2: SGD After Regularization
In this section, we generalize Nesterov's second trick to the stochastic setting. Namely, we replace F (x) with its regularized version G(x) = F (x) + σ 2 x − x 0 2 for some small σ > 0, and then apply our new SGD1 sc method (and Theorem 5.1b) to find a point with vanishing gradient for G(x). This leads to a stationary point for F (x) as long as σ is small, owing to Lemma 6.1.
We summarize the result as follows:
Theorem 7.1. Suppose x * ∈ arg min x {F (x)} and σ ∈ (0, L/2]. To solve Problem (3.1) given a starting vector
• If σ is also appropriately chosen, then we find
(For the same reason as Remark 5.2, the above expected guarantee can be made in high confidence.)
Proof of Theorem 7.1. Let x * G be the (unique) minimizer of G(·), which may be different from x * . Applying (1) Theorem 5.1b on G(x), (2) Lemma 6.1 with S = 1 and x 1 = x 0 , and (3) inequality (a + b) 2 ≤ 2a 2 + 2b 2 , we have
Now, by definition
This proves the first item. The second item is by appropriately tuning σ ∈ (0, L/2].
This gives a T ∝ O(ε −2.5 ) convergence rate that does not seem to be recorded before.
Approach 3: SGD and Recursive Regularization
In this section, we borrow Nesterov's idea to add regularizers. Unlike the previous section, this time we add a logarithmic number of regularizers, each centered at a different but carefully chosen point. Specifically, given parameters σ 1 , . . . , σ S > 0, we define functions
where each x s (for s ≥ 1) is an approximate minimizer of F (s−1) (x). If F (x) is σ-strongly convex, then we choose S ≈ log 2 L σ and let σ 0 = σ and σ s = 2σ s−1 . To calculate each x s , we apply SGD sc for T S iterations. This totals to a gradient complexity of T . We summarize this method as SGD3 sc in Algorithm 6.
If F (x) is not strongly convex, then we regularize it by G(x) = F (x)+ σ 2 x−x 0 2 for some small parameter σ > 0, and then apply SGD3 sc . We summarize this final method as SGD3 in Algorithm 7.
We prove the following main theorem:
σ s ← 2σ s−1 ;
5:
6: end for
Theorem 8.1. Let x * ∈ arg min x {F (x)}. To solve Problem (3.1) given a starting vector
If σ is appropriately chosen, then we find x with E[ G F,η (x) ] ≤ ε in gradient complexity
Proof of Theorem 8.1a
Recall that
Before proving Theorem 8.1a, we first state a few simple statements regarding the relationship between the objective-optimality of x s and several point distances.
Claim 8.3. Suppose for every s = 1, . . . , S the vector x s satisfies
Proof of Claim 8.3.
, and inequality y is due to the strong convexity of
. Here, inequality x is due to the strong convexity of F (s) (x), and inequality y is because of the minimality of x * s−1 . Taking expectation we have E[
Then by triangle inequality we have
Using the parameter choice of σ s = 2σ s−1 , and plugging in Claim 8.3a and Claim 8.3b, we have
Proof of Theorem 8.1a. We first note that each F (s−1) (x) is at least σ s−1 -strongly convex and, when writing as
t=1 σ t ≤ 3L Lipschitz smooth. Therefore, applying Theorem 4.1b, we have
If s = 1, this means (recalling x 0 = x 0 and
If s > 1, this means
This means, to satisfy (8.1), it suffices to choose δ s so that
Using Lemma 2.3 which implies
Plugging this into Lemma 6.1 (with G(x) = F (S−1) (x)) and Claim 8.3c, we have
Proof of Theorem 8.1b
Proof of Theorem 8.1b.
and let x * G be the (unique) minimizer of G(·). Note that x * G may be different from x * which is a minimizer of F (·). Applying Theorem 8.1a on G(x) and Lemma 6.1 with S = 1 and x 1 = x 0 , we have
This completes the proof.
A.1 Proof of Theorem 4.1a
The following inequality is classically known as the "regret inequality" for proximal mirror descent [5] , and its proof is classical:
Proof. Recall that the minimality of x t+1 = arg min y∈R d { 1 2α y − x t 2 + ψ(y) + w, y } implies the existence of some subgradient g ∈ ∂ψ(x t+1 ) which satisfies
Combining this with ψ(u) − ψ(x t+1 ) ≥ g, u − x t+1 , which is due to the convexity of ψ(·), we immediately have
Rearranging this inequality we have
Proof of Theorem 4.1a. We have the following derivation which is completely classical
Above, inequality inequality x uses the fact that f (·) is L-smooth; inequality y uses the convexity of f (·); inequality z uses Fact A.1 and inequality { uses Young's inequality a, b ≤ 1 2 a 2 + 1 2 b 2 . Next, we telescope the above inequality for t = 0, 1, . . . , T − 1 and use E i ∇f i (x) − ∇f (x) 2 ≤ V:
Therefore, if we choose α ≤ 1 2L to balance the two terms, we have x =
A.2 Proof of Theorem 4.1b
Proof of Theorem 4.1b. Since F (x) is σ-strongly convex, the proof of Theorem 4.1a tells us by applying SGD once for T iterations, we can obtain a point, denoted by x 1 , satisfying
Now, following the idea of [11] , we repeatedly apply Theorem 4.1a to get the tightest result.
In particular, we first apply (A.1) for N = T 8L/σ rounds, each with α k = 1/2L and T k = 4L/σ. By induction, (A.1) ensures that we can obtian a point x N satisfying
Next, we apply (A.1) for K = log 2 (σT /16L) additional rounds, k = 1, 2, . . . , K, each time with
Finally, notice that the total gradient complexity is at most
This finishes the proof.
B Proofs for Section 5
Theorem 5.1. Let x * ∈ arg min x {F (x)}. To solve Problem (3.1) given a starting vector x 0 ∈ R d and η = 
B.1 Proof of Theorem 5.1a
The following fact says the variance of a random variable decreases by a factor m if we choose m independent copies and average them. It is trivial to prove.
, and S is a non-empty, uniform random subset of [n] . Then
Proof of Theorem 5.1a. We first apply Theorem 4.1a and obtain a point
, with total gradient complexity T . Next, we start from x 1 and perform T 1 iterations of SGD, each time with mini-batch size T /T 1 : that is, in each iteration t = 1, . . . , T 1 , we update
and S is a uniform random subset of [n] for each iteration t, with cardinality |S| = T /T 1 . Note that T 1 steps of mini-batch SGD only requires gradient complexity
We wish to show that, focusing on one iteration from x t to x t+1 , we have
To prove (B.1), we denote by x = x t and by z = arg min
We have by definition G F,η (x) = 1 η (x − z) and z S = x t+1 . For analysis purpose, let g(y) def = 1 2η y 2 + ψ(y) and recall the definition of Fenchel dual g * (β) = max y {y β − g(y)}. Proposition 2.5 says ∇g * (β) = max y {y β − g(y)}. This implies z = ∇g * ( x η − ∇f (x) and z S = ∇g * ( x η − ∇f S (x) . Therefore, using the property that g * (·) is η-smooth (because g(y) is 1/η-strongly convex, see Proposition 2.6), we have
Next, we derive that
Above, x uses the smoothness of f (·); y uses the definition of z S which implies ψ(z S )+ ∇f S (x), z S + 1 2η z S − x 2 ≤ ψ(x) + ∇f S (x), x ; z uses Young's inequality; { uses η ≤ 1 4L ; | uses AM-GM; } uses (B.2).
Next, we apply Fact B.1 (by letting v i = ∇f (x) − ∇f i (x)) and derive
where the last inequality uses our assumption E i ∇f (x) − ∇f i (x) 2 ≤ V. Plugging this back to (B.3), we finish the proof of (B.1).
Finally, we telescope (B.1) for all t = 0, 1, . . . , T 1 − 1 and use η = Θ(1/L) to derive that
There are two cases: L x 0 − x * ≥ √ VT and L x 0 − x * ≤ √ VT .
• In sum, we conclude ♣ ≤ O
so if we randomly output x 1 , . . . , x T 1 , we have the desired bound.
B.2 Proof of Theorem 5.1b
Proof of Theorem 5.1b. We use the same proof of Theorem 5.1a, except that we use F (
Ω(T ) σ x 0 − x * 2 from Theorem 4.1b instead of Theorem 4.1a. Therefore,
we have
After choosing T 1 ∈ [1, T ] to balance the two terms, and noticing L ≥ σ and T ≥ L/σ, we have
If we randomly output x 1 , . . . , x T 1 , we have the desired result.
C Proofs for Section 6
Recall Next, recall the following property about gradient mapping (see Lemma 2.3 with y = x * ):
Using G(x * ) ≤ G(z), the non-negativity of G G,η (x) 2 , and Young's inequality | G G,η (x),
Finally, combining (C.1), (C.2), and (C.3), we have the desired result.
