Few biogeographic patterns have been as well documented as the latitudinal gradient in species richness. For North American plants, the decrease in number of species from the subtropics to the arctic is well established (Stevens 1989 , Currie 1991 , Qian 1999 , but becomes less defined as the spatial grain of species richness decreases (e.g., Monk 1967 , Glenn-Lewin 1977 . There is considerable interest among biogeographers and community ecologists as to whether clear latitudinal patterns are manifest at relatively fine spatial resolutions, where the signature of local processes such as historical disturbances or fine-scale environmental variation could obscure broad-scale geographic drivers of richness (Rahbek and Graves 2001, Whittaker et al. 2001) . Because adequate data have generally been lacking, however, there remained until recently no systematic attempt to address the latitudinal gradient of plant richness for the full extent of the United States using relatively fine-scale data. examined native and exotic vascular plant species richness at the county level for the 48 conterminous U.S. states in relation to latitude, climate, topographic and biotic factors, and human disturbance. By comparing a variety of multifactor models explaining native and exotic plant richness, concluded that: (1) there is no relationship between native plant richness and latitude at the county level; (2) the strongest single predictor of exotic species richness is native species richness; and (3) bird species richness, a surrogate for habitat heterogeneity, is the best predictor of native plant richness. If true, these observations would represent a major advance in the study of plant diversity patterns, as they would suggest scale thresholds where broad-scale geographic patterns are no longer manifest due to the increasing importance of other factors such as local habitat heterogeneity. However, we argue that these conclusions are inaccurate, stemming from uncritical evaluation of completeness in the data set and from artifacts deriving from inappropriate data transformation. Furthermore, we analyze a more appropriate data set to the issue of county-level patterns of native and exotic species richness, and obtain different results than that of .
A major conclusion of Stohlgren et al. ( :2301 is that ''regression analyses showed no relationship between latitude and native plant species density (richness).'' We assert that this result is an artifact of two major deficiencies in their study; namely, that (1) their data set of county richness values underestimates true county richness, and (2) richness values were incorrectly transformed to account for variation in survey area. Plant data used by come from the Biota of North America Program (BONAP), a collection of taxon occurrences from the literature and from herbarium surveys recorded by county . These data are widely regarded as the ''standard plant data set for many government and non-government agencies'' (Stohlgren et al. :2299 , and we agree that this is the most comprehensive collection of plant occurrence records for North America. However, records for many counties were not themselves collected with the aim of providing complete floristic lists of counties (see Palmer 1995) . Thus, although some counties are well collected, others remain less well described for a variety of reasons (such as low survey effort). In addition to adding error to the assessment of county-level richness patterns (thereby undermining the signal of geographic pattern in the data), variation in floristic completeness among counties could cause spurious correlations between native and exotic richness; as well-surveyed counties are more likely to contain more occurrences of both native and exotic species. The use of such data for the analysis of richness patterns is appropriate if researchers make sufficient attempts to correct for, or are at least be able to quantify, the variation in floristic completeness among counties. give no assessment of data quality in their analysis. Moreover, the only attempt made to reduce the bias associated with including poorly surveyed counties is the removal of 114 counties with fewer than 100 occurrences. This procedure is both insufficient (114 is ,4% of the data set) and flawed, in that occurrences are a function of both survey effort and actual floristic richness; omission of counties based on low occurrences will spuriously remove legitimate but less rich county richness estimates.
The conclusions of the paper are further eroded by the decision of to model plant species ''density,'' rather than raw richness values, by simply dividing county richness by county area (see Gotelli and Colwell 2001) . Species richness and area are not linearly related but are most commonly described by the power function S ¼ cA z (Arrhenius 1921 , Rosenzweig 1995 . The transformation applied by essentially assumes that the richness accumulation rate with area (z) is 1, which is a minimum of 4-5 times higher than that commonly reported for county-and state-sized areas (typically between 0.1 and 0.2; Rosenzweig 1995). As a result, larger counties are heavily penalized in their species richness estimates (particularly those in western states and eastern states like Florida and Maine) while those in states of small counties (e.g., Georgia, Indiana, Ohio) get spuriously high values. As there are clear geographic gradients in county size in the United States, this transformation severely inhibits from uncovering true geographic patterns of county-level richness. It comes as no surprise, then, that this flawed and geographically biased transformation leads to conclude that there is no latitudinal pattern in richness at the U.S. county level.
The flawed area transformation of richness values also leads to a spuriously strong correlation between native and exotic richness, and between native plant and bird richness. Because all three variables (native plant richness, exotic plant richness, bird richness) are transformed in the same way, they have a built-in correlation that, as we demonstrate, inflates the strength of each relationship. Moreover, with identical transformation, the correlation of these variables is maintained, while their fit to other potentially strong variables (such as climate factors) is diminished, giving the appearance that climate variables are worse predictors of diversity than these ''biotic'' variables. In addition, counties that are well surveyed for native species are likely to be well surveyed for exotic species, contributing to an artificially high correlation between these variables. Our revised analysis suggests that native and exotic species richness at the county level are far less correlated than suggested by the analysis of . Indeed, even assert that native and exotic plant richness patterns are explained by very different models; considering this plus artifacts introduced by data transformation, we assert that native and exotic plant richness at the county level are unlikely to be as tightly coupled (R 2 ¼ 0.9) as they report. To provide a more accurate assessment of plant richness patterns at the county level, we have taken a subset of data from the Floras of North America Project (Withers et al. 1998 , Palmer 2005 ) to address the countylevel latitudinal pattern with more adequate data. The database of the Floras project includes .2700 areas that were surveyed specifically for documenting the vascular flora of a defined location. Although no flora is a perfect representation of the total taxonomic richness of a particular area, taxonomic completeness is usually a goal of a floristic survey (Palmer et al. 1995) . Each record summary from the Floras project includes total vascular plant species, exotic species, area, geographic location, and date of publication. From this database we selected floras that are roughly county sized, between 50 km 2 and 25 000 km 2 with a mean of 2965 km 2 (conterminous U.S. county range is from 59 to 52 000 km 2 with a mean of 2500 km 2 ). We excluded floras that were small islands or peninsulas or did not represent contiguous areas, those that were entirely within wetlands, and those that were published before 1950. Our final set includes 600 floras covering the full extent of North America north of Mexico, including 541 from the conterminous United States (Fig. 1 ). Note that spatial gaps in Fig. 1 do not necessarily indicate historical gaps of botanical exploration; the floras could have been written before 1950, or for larger (e.g., state) or smaller areas. In addition, although more recent floras should generally be more complete floras, there is no temporal trend in exotic richness in our post-1950 data set (P . 0.12 in a linear model of log(exotic richness) over time; see also Palmer [2005] ).
To evaluate the latitudinal gradient in native plant species richness we first standardized richness estimates to a common area using an empirically derived speciesarea relationship. We used the common log transformation of the power law, log S ¼ log c þ z(log A), to estimate parameter z via linear regression of the 600 observed area and richness values. Our calculated z (¼0.158) was then used to transform all richness estimates to that of the geometric mean area in our data set (equivalent to 1074 km 2 ), using the formula log S c ¼ z(log A mean -log A) þ log S. We then modeled corrected native richness (log S c ) in response to latitude and longitude, for both the full 600 flora data set and the conterminous U.S. subset of 541 floras corresponding to the spatial extent of the Stohlgren et al. (2005) study (Fig. 2) .
For both the full data set and the conterminous U.S. subset, best-fit regression models evaluated by the Akaike Information Criterion include third-order terms for both latitude and longitude (Table 1) , and explain 31% and 14% of county-level variance in native richness for North America and the conterminous United States, respectively. Latitude and longitude are significant predictors of native richness, although the nature of their effects depends on which data set is used (Table 1) . The latitudinal gradient is much stronger when Canada and Alaska are included (Fig. 2) ; when confined to the latitudes of the conterminous United States, richness decreases weakly and monotonically with latitude, while significant higher order effects emerge with a larger latitudinal range. Significant third-order effects of longitude are detectable in both data sets, where richness is significantly higher along eastern and western coasts. Similar models, but for exotic species richness, contain significant effects of longitude but not latitude.
Although native and exotic species richness are correlated in our data set, the tightness of this relationship is much less than that reported by . When we standardize exotic richness to a constant area (using a fitted z value of 0.212 relating exotic richness and flora area), native richness explains 44% of the variance in area-standardized exotic richness at the county level (Fig. 3) , as opposed to the 90% reported by . If instead we use the approach of of dividing raw native and exotic richness values by flora area, the variance in exotic richness explained by native richness is artificially enhanced to 74%. Combined with the likely variation in completeness of county lists in the BONAP data, the flawed area transformation of both native and exotic richness by produces native-exotic richness correlations that are much higher than we believe actually exist in county-level distribution patterns. Although native and exotic plant richness are likely to respond similarly to many environmental factors, we find it likely that other human and historical factors will ultimately prove to be the most powerful predictors of exotic species distributions (Rejma´nek 2004, Taylor and Irwin 2004) .
We conclude that, contrary to the conclusions of , there is a significant relationship between latitude and native plant richness at the county level for the conterminous United States. The latitudinal gradient is stronger when latitudes above the conterminous United States are considered, which represents a spatial extent not addressed by . Nonetheless, reestablishment of a well-known global pattern at a relatively fine spatial resolution for plants of the United States suggests that broad-scale richness drivers such as climate still play a considerable role in the structure of county-sized plant assemblages. This does not preclude a significant role for landscape heterogeneity and environmental favorableness in the fine-scale distribution of species richness: to the contrary, we foresee significant advancement in the under- Note: Richness was log-transformed. *P , 0.05; **P , 0.01; ***P , 0.001.
FIG. 3.
Relationship between exotic and native plant species richness in 600 county-sized floras from North America, assessed by independently standardizing native and exotic richness to a constant area using an empirically derived species-area relationship. The line represents linear leastsquares regression.
standing of richness patterns with the increasing availability of geospatial data and a modeling approach that considers the strong scale dependence of richness patterns. Although we commend for highlighting the dependence of diversity patterns on scale, a key issue in contemporary ecology (Crawley and Harral 2001, Fridley et al. 2005, Palmer, in press), we caution that data transformation must be theoretically sound and completeness must be addressed if we are to understand the scale dependence of ecological phenomena. We welcome the opportunity to respond to the comments of our colleagues, Fridley et al. (2006) , on our recent paper ) regarding plant species invasions along latitudinal gradients. We agree on many aspects of this important line of research. In fact, the two major findings that they report from their analysis of floras are consistent with our main points: (1) that latitude explains very little of variation in native species richness in the conterminous United States; and (2) that native plant species richness is one of the strongest predictors of nonnative species richness. We were not surprised that our conclusions were robust to a different data set and a different data transformation.
_______________________________
These acknowledgments notwithstanding, we are concerned with the assertion by Fridley et al. (2006) that our study was characterized by ''uncritical evaluation of completeness in the data set'' and that our ''inappropriate data transformation'' (simple species density) resulted in spurious patterns of covariation. We show that these two criticisms do not apply to our data and derive, in part, from their peremptory specification of the species-area functional form. We finish by commenting briefly on their analysis of latitudinal effects, the implications of using different floristic databases, and their overall findings, which largely confirm the most important patterns in our paper.
The issue of incomplete county records
It has long been known that the completeness of biotic surveys will affect how species counts covary with area (Williams 1943, Turner and Tjørve 2005) . Therefore, we find ourselves in agreement with Fridley et al. (2006) that survey completeness can affect the inferences drawn from species-area data. However, we disagree with their characterization of the Biota of North America Program (BONAP) database as being composed of records that ''. . . were not themselves collected with the aim of providing complete floristics lists of counties.'' Indeed, decades of field research coupled with intense herbarium and museum specimen assessment from collections throughout North America, along with the critical review of vast quantities of published and unpublished monographs, floristic revisions, and county-level summaries of vascular plants were incorporated into BONAP to make our county-level data sets as ''comprehensive'' as possible. However, as understood by most floristicians, due to the complexity of floristics, even our smallest counties can never be completely inventoried. We freely admitted this in our paper stating: ''Due to incomplete data on current species distributions, we assumed that the patterns of past introductions are only a first approximation of current introduction patterns'' (Stohlgren et al. :2299 . In the absence of a probabilistic sample, it is unlikely that the issue of floristic completeness can be addressed in any kind of rigorous manner (Bunge and Fitzpatrick 1993, Stohlgren et al. 1997 ).
What we find most disconcerting about their claim that the patterns we report are an artifact of incomplete floristic surveys is that Fridley et al. (2006) offer no evidence that their floras (as compiled by Palmer [2005] ) are, by some measure, more complete than those compiled in BONAP. We suspect that their failure to quantify completeness is due, in large part, to the absence of a ''. . . widely accepted method to predict the completeness of a species list'' (Palmer et al. 1995:343) , at least as derived from typical floristic data. The patterns reported in were based upon nearly 2.3 3 10 6 county-level records of native species among counties with !100 native plant counts in the database (i.e., an average of 757 native plant species per county). This count appears comparable to the floras compiled by Palmer (2005) . Regardless of the record count, unsubstantiated claims by Fridley et al. (2006) of floristic incompleteness (our data) or completeness (their data) do little to advance the difficult task of biodiversity assessments.
The criticisms of Fridley et al. (2006) would have benefited from evidence showing: (1) a systematic bias in the BONAP data set due to incomplete sampling of some counties; and (2) that the systematic bias in completeness significantly influenced our model results. If the claims of Fridley et al. (2006) were accurate, then one might predict that the patterns of covariation that we observed would change under a reanalysis focused on the most complete county floras. We have recently reanalyzed our data in such a fashion (Jarnevich et al. 2006 ) and found no evidence of bias attributable to survey incompleteness in BONAP. Jarnevich et al. (2006) relied on 177 counties with the most complete floras (307 162 occurrence records; an average of 1735 species per county). The 177 counties were selected as the four greatest county floras in 44 of the 48 conterminous states (Georgia, Maryland, and Mississippi had less complete statewide data at the time of analysis and were dropped from the data set, and we included one of the three counties that comprise the state of Delaware), and with the same simple density transformation the following corroborative results were found: (1) the same general patterns of covariation between native and nonnative species densities emerged, as we previously reported, with nearly identical models and predictor variables; and (2) the strongest predictor of county-level nonnative species density was native species density (fit with the same polynomial model as in ; R 2 ¼ 0.92; P , 0.0001). No other factor or suite of factors came close to predicting nonnative species densities.
Thus, the modeling results presented in were largely unchanged whether we used a small sample (n ¼ 177) of well-studied counties or a large sample (n ¼ 3004) of well-studied to moderately sampled counties.
Effect of area and area-corrected transformations Fridley et al. (2006) correctly assert that species richness and area are often not linearly related but are commonly described by the power function S ¼ cA z (Arrhenius 1921 , Rosenzweig 1995 . However, Fridley et al. (2006) fail to acknowledge that species-area relationship research has been largely phenomenological, and that assuming that the power function is the appropriate specification for all species-area data without testing other functional forms is perhaps symptomatic of ''unwarranted confidence'' (Connor and McCoy 1979:795) . Past attempts to specify the form of the species-area relationships based on theory (Fisher et al. 1943 , Preston 1962 , MacArthur and Wilson 1963 , Hubbell 2001 ) have, as yet, failed to offer a general explanation. Thus, the search for a canonical model specification has largely eluded ecology (Lomolino 2000 , Tjørve 2003 , Whittaker 2006 , and it has been difficult to specify the functional form a priori (Williams 1964, Palmer and White 1994) . In a reexamination of 100 species-area data sets, Connor and McCoy (1979:795) found that the species-area function was best fit by the untransformed model (i.e., species counts were linearly related to area) in 35 cases. Furthermore, only 36 of the remaining 65 data sets were best fit by the log-log approximation of the power function.
Given the uncertainty surrounding the functional form of the species-area relationship, we took an empirical approach to model specification rather than assuming a priori that any one functional form took precedence. In a paper completed prior to the publication of , we examined the effect of area on species richness (see Stohlgren et al. 2006 ) and evaluated a number of competing models. Here, we tested three competing linear specifications of the species-area relationship: untransformed, semilog, and log-log (Table 1) . We used two general criteria to evaluate these specifications. First, we looked at indicators of model fit. Because the dependent variables across these three specifications change scale (arithmetic scale for the untransformed and semilog specification; log scale for the log-log specification), fit statistics are not directly comparable (Scott and Wild 1991, Anderson-Sprecher 1994) . Comparability was achieved by backtransforming the predictions from the log-log model and estimating R 2 (using
2 as recommended by Kva˚lseth [1985] ) and the F statistic in the original arithmetic units using the method of Duan (1983) to correct for backtransformation bias. We could have reported Akaike's information criterion for each model using the equation given in Burnham and Anderson (2002:63) for the least-squares case, but since it is derived from the residuals and the number of estimated parameters for each specification is the same, it resulted in identical model rankings.
Second, we examined the residuals for departure from the assumed normal distribution based on the Anderson-Darling test where larger values of the test statistic (A 2 ) indicate a greater departure from normality (Stephens 1974) . Because least-squares regression is robust to deviations from normality as long as the errors are not severely asymmetric (Vasu 1979) , we also looked at skewness (c 1 ) to quantify the asymmetry in the error distribution (skewness ¼ 0 for any symmetric distribution). These comparisons were carried out on the ''full county'' (n ¼ 3004) and ''well-sampled county'' (n ¼ 177) data sets using native species richness as the response variable.
We found the untransformed model to fit the county richness data relatively well, while the other two specifications resulted in poorer fits (Table 1) . For native plants, area accounted for 16% and 40% of the variation in species counts for the full and well-sampled county data sets, respectively. For the semilog specification, area accounted for 11% and 34% of the variation in species counts; for the log-log specification, area accounted for 13% and 36% of the variation in species counts for the full and well-sampled county data sets, respectively.
Based on the Anderson-Darling test (A 2 ), there was evidence that error distributions were nonnormal for all model specifications, with the log-log specification deviating from normality to a greater degree than either the semilog or untransformed models (Table 1) . Furthermore, the log-log specification had the greatest degree of asymmetry for both the full and well-sampled data sets. For the well-sampled data set, it is notable that the error distributions for the untransformed and semilog specifications did not deviate from a symmetric distribution (P . 0.32), while the errors under the loglog specification were asymmetrical (P , 0.001). Similar patterns were observed for exotic species, but exotic richness was only weakly correlated with area (full data set: R 2 , 0.007; well-sampled data set: R 2 , 0.14). We ) is reported as an index of asymmetry and H 0 : c 1 ¼ 0 (i.e., the distribution of e is symmetric) is tested using the procedure defined by Sokal and Rohlf (1981:174). concluded that: (1) an untransformed linear function between area and species richness fit the data better than either of the transformed specifications; and (2) the use of a simple density transformation (richness per area) was justified to remove the slight ''area effect'' we saw in the full county data set.
Latitudinal effects
We reanalyzed simple correlations between latitude and native plant richness using the transformation of Fridley et al. (2006) and our simple density transformation for 3004 counties. We restricted our analysis to the main effect of latitude and chose not to replicate the more complicated formulation in Fridley et al. (2006) involving third-order polynomial and interaction terms of both latitude and longitude (a formulation that is addressing much more than the simple latitudinal gradient that we addressed in our paper, and a formulation that is atypical of most latitudinal gradient analyses [see Rosenzweig 1995:25] ). Latitude was significant (P , 0.05) but weak in all tests, explaining 2% of the variation in native species regardless of the transformation used. Fridley et al. should not be surprised by weak positive or negative relationships between species richness and latitude given the synthesis by Hillebrand (2004) of nearly 600 latitude studies, especially considering the latitude range of 208-308 of our study (cf. Hillebrand 2004:203, Fig. 6 ). We were not surprised that by adding points in Canada and Alaska, Fridley et al. (2006) detected a stronger latitudinal gradient than we reported. However, this pattern (see Fig. 2 in Fridley et al.) is largely driven by the points above 488 latitude, which is an interesting but irrelevant ''comment'' on our analysis.
The contrasting data set of floras
Apart from survey completeness and data transformation, there are at least three other factors that may explain why the two analyses differ: (1) differences in the basic sample units; (2) differences in sample size (and the environmental gradients covered); and (3) the level of standardization of taxonomy. In the observation unit is a county, whereas in Fridley et al. (2006) the observation unit is a vaguely defined countysized unit. The sample sets likely contain differences within and across units in land use, land cover, physiography, climate, and other factors. The much smaller sample size of Fridley et al. (541 floras compared to 3004 counties) may not adequately represent the complex vegetation patterns in the United States that are affected by biotic, environmental/topographic, and human variables (where ''area'' plays a relatively minor role ).
A potentially important factor accounting for the different findings is the underlying taxonomy used to generate species counts. Fridley et al. (2006) recognize that ''no flora is a perfect representation of the total taxonomic richness of a particular area'' (also see Palmer et al. 1995) . However, they fail to mention that all floras can be greatly affected by the taxonomic expertise of the field crews (usually over decades), the specific area surveyed or not surveyed, the level of intensity of the survey, the ability to detect the species in the area, and the taxonomic standards employed. We note that Palmer (2005:387) did not standardize his floras to a common nomenclature so that species names used in one flora, based on local taxonomic keys, may not be similar or consistent with the same taxon in another flora. Differences in taxonomic classification systems alone can alter species counts of a particular area by scores, if not hundreds, of entries. BONAP, on the other hand, has established and published its international taxonomic standard, which accounts for virtually all scientific names in use for the past century. A fundamental feature of our research is the ability to cross spatial scales (i.e., plot scales to subcontinental scales) using BONAP as a consistent taxonomic standard. Without a consistent taxonomic standard, accurate species richness comparisons between any two geographic areas are problematic.
A more definitive treatment of why the analyses presented in and Fridley et al. (2006) differ would require a detailed comparison of the underlying criteria for accepting floras into the respective data sets, an analysis of the potential effects of using varying nomenclature, and subjecting the data set of Fridley et al. to the same competing species-area formulations as we have done.
In summary, the selection of an appropriate speciesarea curve is largely an empirical exercise. Theory does not unambiguously support any one species-area functional form. Therefore, an empirical examination of the data seems the most appropriate way to select a ''best'' species-area relationship. Based on our data, species richness appeared to covary with county area in a linear fashion, and area accounted for a small proportion of the total variation in plant species counts at the full county data set. Fridley et al. (2006) do not offer the fit statistics associated with competing speciesarea formulations based on their floras. In the absence of that comparison it is difficult for us to argue that their transformation is incorrect for their data set, but they are incorrect in asserting that their log-log transformation is appropriate for our data (Table 1) .
A more interesting and urgent problem in ecology is quantifying patterns of nonnative species richness and abundance. To that end, we are finding much stronger evidence that simple native species richness and density are strong predictors of nonnative species richness and density at plot , county , Jarnevich et al. 2006 , state , and regional scales .
