Abstract-This paper uses stochastic fluid models (SFMs) for control and optimization (rather than performance analysis) of communication network nodes processing two classes of traffic: one is uncontrolled and the other is subject to threshold-based buffer control. We derive gradient estimators for packet loss and workload related performance metrics with respect to threshold parameters. These estimators are shown to be unbiased and directly observable from a sample path without any knowledge of underlying stochastic characteristics of the traffic processes. This renders them computable in online environments and easily implementable for network management and control. We further demonstrate their use in buffer control problems where our SFM-based estimators are evaluated based on data from an actual system.
those queueing theory can deal with, as well as the need to explicitly model buffer overflow phenomena which typically defy tractable analytical derivations. The SFM paradigm allows the aggregation of multiple events, associated with the movement of individual packets over a time period of a constant flow rate, into a single event associated with a rate change. It foregoes the identity and dynamics of individual packets and focuses instead on the aggregate flow rate. SFMs have recently been shown to be especially useful for analyzing various kinds of high-speed networks [1] [2] [3] [4] [5] [6] [7] [8] .
For the purpose of performance analysis with quality of service (QoS) requirements, the accuracy of SFMs depends on traffic conditions, the structure of the underlying system, and the nature of the performance metrics of interest. For the purpose of control and optimization, on the other hand, as long as a SFM captures the salient features of the underlying "real" system it is possible to obtain solutions to performance optimization problems even if we cannot estimate the corresponding performance with accuracy. In short, a SFM may be too "crude" for some performance analysis purposes, but able to capture sensitivity information for control purposes. This point of view is taken in [8] , where a SFM is adopted for a single traffic class network node in which threshold-based buffer control is exercised. For the problem of determining a threshold (measured in packets or bytes) that minimizes a weighted sum of loss volume and buffer content, it is shown that a solution based on a SFM recovers or gives close approximations to the solution of the associated queueing model. Since solving such problems usually relies on gradient information, estimating the gradient of a given cost function with respect to key parameters, such as the aforementioned threshold, becomes an essential task. Perturbation analysis (PA) methods [9] , [10] are therefore suitable, if appropriately adapted to a SFM viewed as a discrete-event system [11] . This approach has been used in [12] , where incoming traffic rates were the parameters of interest, and in [8] , where threshold parameters are optimized to solve buffer control problems. In [8] , in particular, it was shown that infinitesimal perturbation analysis (IPA) yields remarkably simple nonparametric sensitivity estimators for packet loss and workload metrics with respect to threshold or buffer size parameters in a single-node SFM with a single incoming traffic stream. In addition, the estimators obtained are unbiased under very weak structural assumptions on the defining traffic processes.
In this paper, we consider a single node SFM with two traffic streams: one traffic stream is uncontrolled and the other is sub-0018-9286/03$17.00 © 2003 IEEE ject to threshold-based buffer control (see Fig. 1 ). Thus, we model a typical network node where the controlled stream represents a source of new traffic into the network at that node and the uncontrolled stream represents "interfering traffic," i.e., traffic originating at other nodes on its way to various destinations. This is an essential step toward the study of a complete network, which is the ultimate objective of this line of research. We assume that incoming traffic is not dependent on the threshold parameter being controlled, so that we limit ourselves to network settings operating with protocols such as user datagram protocol (UDP), but not transmission control protocol (TCP). However, traffic streams formed by multiplexing multiple TCP sources may be approximately independent of this threshold.
Interestingly, this model also captures the operation of the differentiated services (DS) protocol that has been proposed for supporting QoS requirements [13] [14] [15] . In a DS setting, packets arriving at a DS supporting domain are marked and aggregated into streams according to their classification. Subsequently, in all other nodes of the domain, all stream packets are treated according to that classification irrespective of the flow that they belong to. Thus, our model represents the handling of any one of the "assured forwarding" classes, where our two traffic classes correspond to different drop priorities; the uncontrolled stream corresponds to high priority (green) packets which are dropped only if the total buffer capacity is exceeded, while the controlled stream corresponds to low priority (yellow) packets which are dropped when the buffer exceeds a given threshold value . Otherwise, packets are treated alike. In this paper, we limit ourselves to a single controlled stream and assume an infinite capacity buffer. The natural extensions to a finite buffer model and to multiple controlled streams are possible and are the subject of ongoing work [16] .
We point out that a central theme in the network management approach we propose is the fact that it is based on data directly available online, thus, requiring little or no information regarding the characteristics of traffic and service processes involved. Such measurement-based approaches have been proposed for network control (e.g., [17] and [18] ), but the one we propose is a control strategy exclusively based on sensitivity analysis, capitalizing on the discovery that sample-path gradient information can be obtained online by extremely simple, often nonparametric, and unbiased estimators. On the other hand, the variance of gradient estimators may be high, leading to a tradeoff between fast and simple algorithms potentially yielding high-variance estimators. Our experience with sample path optimization reveals that fast convergence toward the optimal region of the minimum is often obtained by high-variance estimators based on few samples; however, this is an issue that requires further research.
The contributions of this paper are as follows. First, we derive IPA gradient estimators for performance metrics related to loss and workload levels (from the latter, fluid-based expected delay metrics can also be obtained; see [19] ) with respect to the threshold parameter in a model with two traffic streams, one controlled and one uncontrolled. Compared to the nonparametric estimators derived for the single-stream SFM in [8] , the estimators in the two-class case generally depend on traffic rate information, but not on the stochastic characteristics of the ar- rival and service processes involved. In addition, the estimators can be evaluated based on data observed on a sample path of the actual (discrete-event) system. Thus, we may use the SFM to obtain a gradient estimator whose form only is used, while the associated value at any operating point is obtained on line from real system data. Readers familiar with IPA will also notice that the form of the estimators derived for this type of system is quite different from the "classical" ones (e.g., see [9] and [10] ). These estimators are also shown to be unbiased, a substantially more challenging task than in the single traffic class model studied in [8] . Finally, we use these estimators to illustrate how to solve buffer control problems in a two-class network setting.
The paper is organized as follows. First, in Section II, we present our model and define performance metrics and parameters of interest. In Section III, we derive an IPA estimator for the sensitivity of the expected loss rate with respect to the controlled traffic stream's threshold parameter. In Section IV, we repeat this process for the workload as a performance metric. In Section V, we establish the unbiasedness of the estimators derived. In Section VI, we show how the SFM-based derivative estimates can be used on line using data from the actual system (not the SFM) in order to solve buffer control problems. Finally, in Section VII we outline future research directions motivated by this work.
II. STOCHASTIC FLUID MODEL (SFM) SETTING
The SFM studied in this paper is based on the model described in [8] where a single node and single traffic stream was considered. In our case, as shown in Fig. 1 , there are two "classes" of traffic: controlled (class 1) and uncontrolled (class 2). A threshold is associated with class 1 traffic, which has a time-varying arrival rate . Uncontrolled traffic has a timevarying arrival rate . A control policy is exercised so that when the total buffer content reaches a threshold , class 1 traffic is rejected, while class 2 traffic is not affected. The two traffic streams share a common FIFO buffer assumed of infinite size. The service rate is also time-varying and denoted by . In addition, let denote the loss rate when the buffer content exceeds the designated threshold level , and let denote the buffer content at time . The notational dependence on indicates that we will analyze performance metrics as functions of the given .
We are interested in studying sample paths of the SFM over a time interval for a given fixed . We assume that the processes , , and are independent of (thus, we consider network settings operating with protocols such as UDP, but not TCP) and they are right-continuous piecewise continuously differentiable w.p. 1. Note that a typical sample path can be decomposed into two kinds of alternating intervals: empty periods and buffering periods. Empty periods (EPs) are intervals during which the buffer is empty, while buffering periods (BPs) are intervals during which the buffer is nonempty. Observe that during an EP, the system is not necessarily idle since the server may be active, processing traffic supplied to it at a rate that does not exceed , i.e., . Viewed as a discrete-event system, an event in a sample path of the above SFM may be either exogenous or endogenous. Of particular interest, as we will see, is any event that causes the difference function or to change sign. For our purposes, we identify two exogenous events:
an event where the buffer ceases to be empty, and an event where the buffer content leaves the value after it has maintained it for some finite length of time. An endogenous event is defined to occur whenever: the buffer becomes empty, the buffer content reaches the value and then maintains it for some finite length of time, and the buffer content crosses the value from either below or above.
We will assume that the real-valued parameter is confined to a closed and bounded (compact) interval ; to avoid unnecessary technical complications, we assume that for all . Let be a random function defined over the underlying probability space . Strictly speaking, we write to indicate that this sample function depends on the sample point , but will suppress unless it is necessary to stress this fact. In what follows, we will consider two performance metrics, the Loss Volume and the Cumulative Workload (or just Work)
, both defined on the interval as follows: (1) (2) where, for simplicity, we assume that . Observe that is the Expected Loss Rate over the interval , a common performance metric of interest (from which related metrics such as Loss Probability can also be derived). Similarly, is the Expected Buffer Content over . We may then formulate optimization problems such as the determination of that minimizes a cost function of the form (3) where represents a rejection cost due to class 1 loss (other cost functions are also possible, depending on network control objectives, e.g., workload minimization subject to some predefined loss rate constraint). In order to accomplish this task, we use stochastic approximation techniques [20] and rely on estimates of and provided by the sample derivatives and for use with these techniques. Accordingly, our objective is the estimation of the derivatives of and , which we will pursue through IPA techniques [9] , [10] . Henceforth, we shall use the "prime" notation to denote derivatives with respect to , and will proceed to estimate the derivatives and . The corresponding sample derivatives are denoted by and , respectively.
III. IPA FOR LOSS VOLUME WITH RESPECT TO THRESHOLD Our objective here is to estimate the derivative through the sample derivative which is commonly referred to as the IPA estimator; comprehensive discussions of IPA and its applications can be found in [9] and [10] . The IPA derivative-estimation technique computes along an observed sample path . An IPA-based estimate of a performance metric derivative is unbiased if . Unbiasedness is the principal condition for making the application of IPA useful in practice, since it enables the use of the sample (IPA) derivative in control and optimization methods that employ stochastic gradient-based techniques.
We will proceed by studying a sample path of the SFM over . For a fixed , the interval is divided into alternating EPs and BPs. Suppose that a sample path consists of buffering periods denoted by , , in increasing order. Thus, given a BP , its starting point is one where the buffer ceases to be empty, i.e., there is a change in sign of the difference function from nonpositive (hence, the buffer was empty) to positive; this corresponds to the exogenous event defined earlier. Since this function is locally independent of , the starting point of is locally independent of . The ending point of generally depends on . Denoting these points by and , respectively, we express as , , for some random integer which is also locally independent of . Then, by (1), we may write (4) and by differentiating with respect to we obtain (5) assuming that this sample derivative exists (we return to this issue later in this section). Let us now focus on a typical and drop the index in order to simplify notation. Thus, the BP in question is denoted by . Define the function as (6) and we shall concentrate on evaluating . For notational convenience, we define the instantaneous net inflow rates
, be the event times of all exogenous and endogenous events ( as previously defined) in the BP. Note that and . Fig. 2 shows a typical BP in a sample path of our SFM. According to the different levels of buffer content, we can divide the BP into periods (intervals) (9) so that each belongs to one of the following three sets. To simplify the notation, we also define the open intervals , .
A. Partial Loss Period Set
During such periods, the buffer content is and class 1 traffic experiences partial loss. In particular (10) and (11) where (11) indicates that the total incoming traffic exceeds the processing capacity while the uncontrolled traffic rate is by itself below processing capacity. Therefore, the loss rate of class 1 is (12) Formally, we define as follows: (13) where the end point of each period is locally independent of , since the time when the buffer content leaves depends only on a change in sign of the net inflow function or , as seen in (11); this corresponds to the exogenous event defined earlier.
In Fig. 2 , and are examples of partial loss periods within a BP.
B. Full Loss Period Set
In a full loss period, the buffer content is (excluding the starting point ) and all class 1 traffic is lost and (14) and we have
Examples of full loss periods are and in Fig. 2 . Note that in the former the full loss period starts upon crossing , whereas in the latter it follows a partial loss period and is locally independent of .
C. No Loss Period Set
During such periods the buffer content is (excluding the starting point ) and no loss occurs:
and (17) and we have (18) ( 19) Examples of such periods are , , , and in Fig. 2 . Then, returning to (6), we can rewrite as (20) where is the usual indicator function, and
Since we are concerned with the sample derivative we have to identify conditions under which it exists (and, therefore, also exists). Observe that any exogenous event time (corresponding to and as defined in the previous section) is locally independent of , whereas any endogenous event time (corresponding to , , and ), is generally a function of . The derivative exists as long as is not a jump point of the net inflow function or . Excluding the possibility of the simultaneous occurrence of two (exogenous or endogenous) events, the only situation preventing the existence of , hence and the sample derivative , involves some such that or while ; in such cases, the one-sided derivative of still exists and can be obtained through a finite difference analysis (as in [8] : As already mentioned, is independent of , so recalling (12) and, upon taking derivatives w.r.t , we have (22) 2)
: In this case, we have , so that (23) In addition, in a full loss period we have , and it follows from (15) that so that, taking derivatives, we obtain
By adding the left-hand side of (24) to the right-hand side of (23), we get Next, returning to (21) , note that only terms in and contribute to , i.e., we need to evaluate the derivatives in (22) and (25). Observe that these depend only on the traffic rates at the end points and of the corresponding intervals where one of the events takes place. Moreover, (24), (26), and (27) provide relationships between these quantities. Therefore, we only need to focus on these particular event points and ignore all system activity in between them. This also explains why IPA in this case is not dependent on the stochastic characteristics of the arrival and service processes. Another useful observation is that always starts and ends with a period in the no loss set , while in between the sequence of periods , , can be arbitrary as long as no adjacent periods are from the same set.
We may now proceed by seeking a solution to the set of equations (24), (26), and (27), allowing us to obtain all and in (22) and (25), leading to an evaluation of in (21). As we shall see, if a BP contains at least one partial loss period, the associated IPA estimator is simply 1 (independent of all model parameters), which is the exact same result obtained in [8] for the case of a single controlled traffic class. In contrast, if a BP consists only of periods in the sets and , then the IPA estimator does depend on some traffic rate values; we shall show, however, that its value is always limited to [ 1, 0] .
Let us begin by simplifying notation even further through the introduction of the following, defined for :
The following lemma shows that all event time derivatives of interest are expressed in terms of and ; by convention, we shall set . Moreover, we establish the fact that after a partial loss period occurs, all ensuing event time derivatives are . Lemma III.1: Suppose that , is the first partial loss period in a BP. Then, the following hold. 1) For :
where if is even, and if is odd, and (33) where if is even, and if is odd, and .
2) For all
Proof: See the Appendix. Remark: Readers familiar with IPA applied to event times will notice that the estimators (31)-(33) are quite different from the "classical" form encountered in standard queueing systems (e.g., see [9] and [10] ). In particular, IPA derivatives for event times evaluated over a buffering period of a queueing system are sums of terms reflecting the effect of some parameter perturbation on the accumulated traffic processed during this buffering period. Here, however, we see in (32) and (33) expressions with a multiplicative effect of perturbations over specific crucial events, i.e., events that cause a buffer overflow.
The following lemma establishes a property of the ratios and which turn out to play a role in the eventual evaluation of in Lemma III. where is the (random) number of buffering periods contained in , including a possibly incomplete last buffering period. Proof: The result follows from Lemma III.3, using the definitions in (39) and (40).
The expression in (41) provides the IPA estimator for the loss metric defined in (1). We shall prove the unbiasedness of this estimator in Section V. Note that , shown previously, does not depend on any distributional information regarding the traffic arrival and service processes and involves only flow rates at event times which may be estimated on line. From an implementation standpoint, (40) requires observing events , , and within a BP and the corresponding rates of , , and at their occurrence times, so that we can evaluate and . If BPs include at least one partial loss period, then the only implementation requirement is that such a period be detected and the contribution of this entire BP is simply 1.
IV. IPA FOR WORK WITH RESPECT TO THRESHOLD
In this section, we derive the IPA estimator for the Cumulative Workload (or simply Work) defined in (2) by carrying out an analysis similar to that of the previous section under Assumption 1. First, note that we can write (42) where, as before, we consider BPs , . Differentiating with respect to , we obtain (43) where the sample derivative exists under Assumption 1. Then, focusing on a particular and dropping the index , we define
Taking the derivative with respect to yields
since the BP ends at , hence . To evaluate , we consider all possible cases regarding the location of in the BP. Case 1) . In this case
and we see that is independent of , therefore
Case 2) , i.e., belongs to a partial loss period. Therefore, and and (57) with the understanding that if the th BP contains no partial loss period, then . Theorem IV.1: The sample derivative is given by (58) where is the (random) number of buffering periods contained in , including a possibly incomplete last buffering period. Proof: The result follows from Lemma IV.1, using the definitions in (56) and (57).
The expression in (58) provides the IPA estimator for the work metric defined in (2) . Its implementation requires the same information as that for the loss metric with the addition of timers to measure the duration of periods within each BP observed in , as well as if one or more partial loss periods are included, with the first one starting at .
V. IPA ESTIMATOR UNBIASEDNESS
We now prove the unbiasedness (as defined in Section III) of the IPA derivatives and obtained previously. Note that we do not concern ourselves with the issue of estimator consistency which involves letting , since it is hard to justify steady state in the setting we are considering; rather we concentrate on obtaining reliable shorter-term sensitivity information tracking the behavior of the network and seeking to continuously improve its performance.
In general, the unbiasedness of an IPA derivative is ensured by the following two conditions (see [21, 
where the last inequality is again due to Lemma V.2. Equations (64) and (65) show that the performance measures of interest are Lipschitz continuous and the proof is complete. Remark: For the more commonly used performance metrics (the Expected Loss Rate over ) and (the expected buffer content over ), the Lipschitz constants become and 1, respectively. As , the former quantity typically converges to the exogenous event rate.
VI. OPTIMAL BUFFER CONTROL USING SFM-BASED IPA ESTIMATORS
Let us return to the buffer control problem with cost function (3), illustrating one of several possible means to quantify network performance objectives by trading off the expected loss rate (with a rejection penalty ) of class 1 for the expected queue length. The optimal threshold parameter, , may be determined through a standard stochastic approximation algorithm (66) where is a step size sequence and is an estimate of evaluated at and based on information obtained from a sample path of the SFM denoted by . In our case, the gradient estimator is the IPA estimator of based on (41) and (58), evaluated over a simulated sample path of length . The estimation is followed by a control update performed through (66) based on the value of . Details on stochastic approximation algorithms, including conditions required for convergence to an optimum (generally local, unless the form of the cost functions ensures the existence of a single optimum) may be found, for instance, in [20] . However, as already mentioned in the previous section, recognizing the absence of steady state in networks, our main concern is with tracking network performance and seeking continuous improvements as operating conditions change.
The interesting observation here is that the same estimator may be used in the real system as follows. We can observe all events involved in the evaluation of and in (58), (41), i.e., the starting and ending points of partial loss, full loss, and no loss periods on a sample path of the actual system (denoted by ). Assuming that at these event times the arrival rates of both class 1 and class 2 traffic, as well as the service rate, are known (otherwise, they have to be measured on line), then the threshold parameter is updated as follows: (67) where the only difference from (66) is that data are obtained from (a sample path of the "real" system) instead of (as sample path of the SFM which one can only simulate). In other words, the form of the IPA estimators is obtained by analyzing the system as a SFM, but the associated values are based on real data. Recall that our analysis over an interval was based on the convention that . Thus, after a control update in (67) the state should be reset to 0. In the case of off-line control, this simply amounts to simulating the system after resetting its state to 0. In the more interesting case of online control, we can take advantage of the following simple observation. Looking at (40) and (57), note that both estimators depend only on the portion of a BP that starts at , i.e., the first time the buffer reaches the value (if at all); all data since the BP starts and prior to this event are irrelevant to the gradient estimator . The implication is that any initial value may be used without affecting the IPA gradient estimates obtained over an interval at the th iteration of (67). If the th iteration ends at time and the state is , then the next iteration immediately starts. Otherwise, one may either wait until a value below is observed and initiate the next iteration or simply proceed right away, thus, incurring an initialization (transient) error in the estimate (which is negligible for large values of as also seen in the numerical results obtained when this approach is taken). Fig. 3 shows the results of the application of this scheme to a single-node SFM with two traffic classes (as in Fig. 1 ) where the service process is assumed deterministic with remaining constant throughout the simulation and the service rate is 20 000 packets per second, which corresponds approximately to a 10 Mb/s link processing 512 b packets. The arrival rate process is piecewise constant; each interval over which remains constant is exponentially distributed with rate parameter 25 (i.e., a mean of 0.04 s) and the corresponding traffic rate value is uniformly distributed over [1000,14000] packets per second. Similarly, is piecewise constant and each interval over which remains constant is exponentially distributed with rate parameter 100 (i.e., a mean of 0.01 s) and the corresponding traffic rate value is uniformly distributed over [2000, 22000] packets per second. Both class 1 and class 2 packet interarrival times are exponentially distributed. The rejection cost is , and the simulation length in between control updates in (67) is s. For simplicity, the step size is kept constant with . This is consistent with our earlier point that our concern is with tracking network performance rather than seeking some optimal threshold value assuming a stationary setting; in the latter case, we would choose a decreasing sequence that satisfies standard conditions (e.g., see [20] ), whereas by maintaining a fixed value we are able to respond to changes captured by varying cost sensitivities. In Fig. 3 , 'J (DES)' denotes cost curves obtained by estimating over different discrete values of , 'J (SFM)' denotes curves obtained by estimating over different values of , and 'Opt.Algo.' represents the optimization process (67), where we maintain real-valued thresholds throughout. All cost curves are obtained by averaging 30 sample paths, while the 'Opt.Algo' curve is obtained by executing (67) only once. During a simulated sample path, packets are generated according to the characteristics described above so that arrival rates are known when their values are required in (41) and (58). In order to detect events that start or end a partial loss, full loss, or no loss period, we simply observe the state of the buffer. When the buffer content increases and reaches the value , we look at the values of , , and at that time. If and , we identify the start of a partial loss period; if , this implies the start of a full loss period, and so on. Based on this information, we can calculate the IPA estimator along the sample path until we reach the end of a control update interval . At this point, the threshold is updated and the process repeats. As seen in Fig. 3 , the threshold value obtained through (67) using the SFM-based gradient estimator based on (41), (58) either recovers the optimal threshold or is very close to it. Similar results have been obtained for many examples involving different arrival processes and traffic intensities.
Finally, in order to investigate the effect of the parameter in the optimization process, we implemented (67) with estimated over shorter interval lengths s and s. The results are shown in the second plot of Fig. 3 , compared with the original s. As expected, the variance of the cost at each step increases with shorter estimation intervals and becomes very large for estimation intervals as short as s. However, the sensitivity estimates are still sufficient to drive threshold adjustments toward the optimal cost (which we did not actually attempt to achieve). We should also point out that the class 1 loss probabilities on the 'J (DES)' cost curve for threshold values above 2000 (where the algorithm operates after the first few steps) are of the order of .
VII. CONCLUSION AND FUTURE WORK
Our ultimate goal in using IPA for SFMs is to develop an approach for on-line network-wide control that is efficient and does not require any node decomposition assumptions. Toward this goal, we have considered in this paper an SFM of a communication network node with two traffic classes, one uncontrolled and one subject to threshold-based buffer control. Our objective is to control the threshold parameter so as to optimize performance captured by combining loss and workload metrics. We have developed IPA estimators for these metrics with respect to the threshold and shown them to be unbiased. The simplicity of the estimators derived and the fact they are not dependent on knowledge of the traffic arrival or service processes makes them attractive for online control and optimization. For a class of buffer control problems, we have shown how to use an optimization scheme (and illustrated it through numerical examples) for a discrete-event model (viewed as a real, queueing-based single-node system) using the IPA gradient obtained from its SFM counterpart. It is worth pointing out that there is no IPA derivative for the discrete-event model, since its associated control parameter is discrete.
As in our earlier work [8] , where we considered a SFM for a single node and single traffic class, we have found that SFMs provide means for determining optimal control parameter settings (rather than attempting to use them for performance analysis). The presence of multiple traffic classes complicates the analysis required, but still yields simple IPA estimators. The model we have considered here assumes infinite buffer capacity; this assumption can be relaxed and our results can be extended to account for a finite buffer, which also directly leads to an extension of the analysis to more than two traffic classes. This is the subject of ongoing work (see [16] ).
As already mentioned, our ongoing research is geared toward the use of SFMs and IPA methods for network-wide control and optimization. This requires analyzing the effect of perturbation propagation across network nodes, each node modeled as shown in Fig. 1 , with the ability to control incoming traffic while also accommodating interfering (uncontrolled) traffic that has originated elsewhere in the network. Thus, we envision an on-line network congestion control capability that does not require node decomposition and is general in the sense that it does not require knowledge of the traffic and service processes involved and only limited rate information. Toward the same goal, our ongoing work is also considering how to develop IPA methods that include network feedback effects (i.e., allowing arriving traffic processes to depend on the buffer content in different ways) and how to allow for the possibility of packet processing other than through the usual first-in-first-out discipline.
APPENDIX
Proof of Lemma III.1: Let us first consider periods prior to . We start with the observation that before the first partial loss period at , we must alternately observe no loss periods in and full loss periods in . Moreover, the first period must belong to . and respectively, therefore the change in the state of the two sample paths is identical, given by (18) . As a result for all where the last inequality is by assumption. Similarly, , since . Next, we assume that for all and show that for all by considering all nine possible cases previously mentioned.
1)
: Using (59), we immediately get .
2)
: The change in the state of the two sample paths is identical given by (15) , therefore, for , where the inequality is due to the continuity of and the induction hypothesis. Similarly, , since . 3)
: By a similar argument as in 2), .
4)
: Since due to (59) and due to (60), we get that . By the induction hypothesis and the continuity of , , therefore we must have . Since , it follows that . In order to have a full loss period in the perturbed sample path, we must have i.e., , therefore (see (15) ). However, since the nominal sample path is in a partial loss period, for all [see (11) ], yielding a contradiction. As a result, this case cannot possiblly occur.
5)
: From (59), we have and from (60),
. Therefore, we immediately get . To prove that , note that since the perturbed sample path is in a partial loss period, for all . Moreover, since the nominal sample path is in a full loss period, we must have [see (15) ]. Therefore, since and by the induction hypothesis, it follows that for all . 6)
: Using an argument similar to 4), we can show this is also an impossible case.
7)
: Using an argument similar to 5), we can show for all . 8)
: Using an argument similar to 4), we can show this is also an impossible case. 9)
: From (61) , and from (59), . It follows that . To prove that , note that since the nominal sample path is in a partial loss period we must have . Therefore, since the perturbed sample path is in a no loss period, we have ([see (18) ] for all . Since and by the induction hypothesis, it follows that for all .
Proof of Lemma V.2: Consider a BP and observe that and since and are the beginning and end points of this BP, respectively. The proof is by induction over all buffering periods . Since the nominal and perturbed sample paths start out at the same initial state, for the first buffering period we have , therefore, using Lemma V.1, we get for all . Next we assume that for all and show that for all . The interval corresponds to an empty period in the nominal sample path. Therefore, and for all , and, by continuity, . It follows that (69) since, in general, the perturbed state over the nominal sample path empty period is such that . The right-hand side is , since and . Therefore, . From the induction hypothesis and the continuity of , we know that , therefore . Moreover, in view of (69) and Using Lemma V.1, the proof is complete.
