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Abstract
The services that define our personal and professional lives are increasingly accessed through
digital devices, which store extensive records of our behaviour. An individual’s psychological
profile can be accurately assessed using offline behaviour, and I investigate if an automated
machine learning system can measure the same psychological factors, only from observing
the footprints of online behaviour, without observing any offline behaviour or any direct
input from the individual.
Prior research shows that psychological traits such as personality can be predicted using
these digital footprints, although current state-of-the-art accuracy is below psychometric
standards of reliability and self-reports consistently outperform machine-ratings in exter-
nal validity. I introduce a new machine learning system that is capable of doing five-factor
personality assessments, as well as other psychological assessments, from online data as ac-
curately as self-report questionnaires in terms of reliability, internal consistency and external
and discriminant validity, and demonstrate that passive psychological assessment can be a
realistic option in addition to self-report questionnaires for both research and practice.
Achieving this goal is not possible using conventional dimensionality reduction and linear
regression models. Here I develop a supervised dimensionality reduction method capable
of intelligently selecting only useful parts of data for the relevant prediction at hand which
also does not lose variance when eliminating redundancies. In the learning stage, instead of
linear regression models, I use an ensemble of decision trees which are able to distinguish
scenarios where the same observations on digital data can mean different things for different
individuals.
This work highlights the interesting idea that similar to how a human expert who is able to
assess personality from offline behaviour, an expert machine learning system is able to assess
personality from online behaviour. It also demonstrates that big-5 personality are predictors
of how predictable users are in social media, with neuroticism having the greatest correlation
with unpredictability, while openness having the greatest correlation with predictability.
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Chapter 1
Introduction
It is not yet possible to directly measure psychological latent traits, such as personality; in-
stead, the vast majority of research and practice use self-report psychometric questionnaires.
These questionnaires are very effective in predicting important life outcomes [106, 121], such
as happiness, spirituality, physical health, peer, family and romantic relationships, occupa-
tional choice and performance, political and ideological values, and criminality. As a result,
self-report questionnaires continue to be very widely used for both research and in practice.
However, self-report psychometric questionnaires are disadvantageous for two reasons. First,
the reliability of a psychometric questionnaire is directly related to the length of the question-
naire. Measuring a broad trait such as conscientiousness typically takes at least 10 questions
[58]. As a result, to measure multiple traits researchers often ask participants to complete
hundreds of questions. The inventories used in business are also long, auch as NEO-PI-R
(240 questions) [29] or MMPI [59]. Brief questionnaires for various psychometric tests do
exist however they often have a narrower focus than longer questionnaires. Brief question-
naires with longer focus tend to not be as psychometrically strong as longer questionnaires.
Several brief personality questionnaires are developed, such as FIPI with 5 items and TIPI
with 10 items [57], and BFI-10 [120]. These tests are not as accurate as longer scales, such
as NEO-PI-R or BFI-44 [78] in terms of test-retest reliability, internal consistency (in multi-
item tests), and external and discriminant validity. Therefore, brief measures are only used
when there are severe time constraints.
The second major disadvantage of self-report psychometric questionnaires is that they are
prone to biases and inaccuracies. For instance in recruitment, job-seekers are incentivised to
self-enhance to present themselves in a positive light when the outcome depends upon the
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questionnaire’s results [21, 150]. This is known as the self-enhancement bias [89]. Memory is
also imperfect, people more easily recall more recent and primary events compared to events
that occur in the middle [102]. Also, a test-taker’s mood influences their result. There is also
a reference-group effect where test takers compare themselves with their own social circle
rather than the general population [100].
Personality are patterns of thought and behaviour that are stable over time and distinguish an
individual from another [116] and is very informative of an individual. Five-factor personal-
ity model, also known as the Big 5 personality, is the most widely-used and accepted form of
personality representation [26, 53, 138] and has a very strong predictive power of important
behaviour and life outcomes [106]. Online social networks store records of user behaviour
in the form of pages that users like, people they make friendships with, public figures they
follow and interactions they make with each other. So I hypothesise that a machine learning
system can make accurate judgements of personality traits by looking at these footprints. In
this thesis I perform studies to investigate this hypothesis.
This thesis focuses on development and critical analysis of new proof-of-concept psychome-
tric tests that do not require any active participation from the test-taker. The judgement is
done usingmachine learning to learn patterns from data that the users leave behind on Face-
book that can be indicative of howusers would respond to a psychometric questionnaire. The
tests include five-factor personality, satisfaction with life, depression and self-monitoring.
These traits correlate well with life outcomes and online behaviour. Critical analysis of these
tests include comparison of machine-rated psychological traits with self-reports in terms of
reliability, internal consistency, discriminant validity and external validity.
1.1 Introducing passive psychometrics
Ideally, when accurate psychological assessment is needed, a multi-item well established test
from highly valid and reliable inventories should be used. However in reality, longer tests are
less convenient and users, especially online, do not stay on a website long enough to respond
to long questionnaires [122]. When assessment is part of a service, such as personalising
a website or providing recommendations to users, asking users to complete psychometric
questionnaires is not optimal in terms of user experience. Users lose interest on services
when the initial setup time is longer.
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Passive psychometrics is defined as psychological assessments which do not involve active
participation from the test-taker and judgements are done only by looking at the data left
behind by the user. In the context of this thesis, passive psychometrics is done by making
predictions of psychological traits from the digital data that users leave on online social net-
works, specifically Facebook 1. Accurate passive psychometrics solves the problem of length
with self-report questionnaires, as they do not require active involvement of the participant
at all. This also means they do not allow self-enhancement bias, memory andmood effects to
influence the prediction of latent traits, as data is left on social networks for a long period of
time. In terms of research, making psychometrics faster makes data collection faster, easier
to scale and cheaper to run.
Prediction of psychological traits from digital data is not a new concept. Large amounts of
data are stored on major social networks which give valuable insight of the way people use
such services and various studies [86, 50, 117, 152, 109, 146, 15, 131, 30] have demonstrated
that individual differences such as personality, well-being, political views, religious beliefs,
values, depression, history of drug use, addiction, and demographics are predictable from
digital footprints that users leave on social networks such as Facebook, Twitter 2 and Qzone
3. While these studies demonstrate that such predictions are possible and are often useful,
they do not measure such traits as accurately as long self-report questionnaires.
Youyou et al. [152] demonstrated the most accurate passive assessment of five-factor per-
sonality model from the pages that users like on Facebook, with mean correlation of 𝑟 = .52
with self-reports for the five-factor personality model, split-half correlations of 𝑟 = .62 and
a lower predictive power of external variables compared to self-reports. These are accurate
predictions, however they do not reach the psychometric standards of self-reports in terms
of reliability, internal consistency and external validity. Goldberg et al. [50] predicted per-
sonality from Facebook pages that the user has liked, status updates and all other personal
and friends data, with mean correlations of 𝑟 = .56 with self-reports, however did not report
any measurements on internal consistency, discriminant or external validity and used a very
small sample.
In this thesis I will introduce methodology which builds upon the existing literature of pre-
diction of desired information from social networks and use them to predict the five-factor
personality and will assess the psychometric properties of the assessment in terms of cor-
1https://www.facebook.com
2https://www.twitter.com
3http://qzone.qq.com/
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relation with self-reports, internal consistency and external and discriminant validity. This
also presents an opportunity to extend the research in the five-factor personality traits, and
I will discuss how the traits compare in terms of predictability and their power to explain an
individual’s predictability.
1.2 Thesis outline
This thesis uses data collected by the MyPersonality project [86]. MyPersonality was a Face-
book application which operated from 2007 until 2012 and provided the users with various
psychometric tests with feedback. Millions of users on Facebook used the application and
consented for their Facebook data to be used for research. In chapter 2, I introduce MyPer-
sonality and its psychometric tests and will introduce the history of relevant concepts to this
thesis such as personality traits. There have been prior attempts at prediction of personality
traits from Facebook data, some used the same dataset that I do in this thesis. In chapter 3, I
examine the findings of these studies, their methodology and I provide a critical analysis.
With success and popularity of online social networks such as Facebook and Twitter, these
websites contain a rich collection of data for most of their active users. They include user
profiles, status updates, interactions of users with each other, expressions towards data gen-
erated by other users (sharing, liking or commenting), expressing interests towards people or
pages (following, or liking), andmany others. This data is extremely large, usually messy and
unstructured. Even after typical cleaning and structuring, the data is still very large, highly
sparse and usually a large portion of it provide little value. Chapter 4 addresses challenges
in using large datasets from social network for prediction of valuable information, it reviews
the current methodologies of reducing dimensions of large data, explains their shortcomings
and introduces a new method of dimensionality reduction and feature selection that I name
Entropic Component Allocation, or ECA that removes redundancy, noise and preserves a high
degree of relevant variance to the task at hand.
Reduced dimensioned data needs to bematched with personality scores from theMyPerson-
ality project to train the predictive models. The trained models will then be able to provide
accurate predictions based on the patterns that they have learned from the data. Chapter 5
explains how the predictive models work, the design decisions and how each one can con-
tribute to a better prediction. This model is compared with models in literature and other
alternative choices such as deep learning. This model, combined with reduced dimensioned
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data using ECA is then used to predict five-factor personality scores for users of Facebook,
based on the pages that they have liked.
Chapter 6 assesses the validity of the personality predictions as a psychometric test using the
same metrics that are used to assess new self-report psychometrics tests: reliability, internal
consistency, external validity and discriminant validity. Not all personality traits can be pre-
dicted with the same level of accuracy, and not all personality traits offer the same predictive
power to explain why a user is more or less predictable. In chapter 7, I explore these differ-
ences in detail and run further studies in order to investigate why these observations are the
way they are. I also investigate the per-item predictability of the five-factor models to learn
answers to which items are more predictable and answers to which items are the hardest to
predict.
To investigate if other commonly used outcome variable are also predictable from data from
Facebook, in chapter 8 I expand the scope of the thesis and focus on developing three new
passive psychometric tests for self-monitoring, depression and satisfactionwith life, using the
same methodology that I developed for the passive five-factor personality test. Personality
itself is often used to predict these variables and I investigate if they can be accurately assessed
directly from pages that users like on Facebook. I examine the validity of these passive tests
by measuring their agreement with self-reports, by examining their internal consistency and
external validity.
Chapter 9 provides general discussion about the findings in prior chapters, it also outlines
limitations of the passive method compared to self-reports, as well as concerns for privacy,
and discusses an outlook for how passive psychometrics can be incorporated into both re-
search and practice, alongside traditional self-report questionnaires. I also discuss the impli-
cations of this work for personality theory, how these findings can add to our understanding
of the five-factor model.
Finally, chapter 10 summarises the contributions of this thesis.

Chapter 2
Data Source: MyPersonality
MyPersonality was a Facebook application developed by Dr David Stillwell and Dr Michal
Kosinski [86, 85], initially released in 2007 and collected data until 2012. The application
provided well-known psychometric tests to users of Facebook and offered immediate feed-
back, as well as offering the users with the option to opt into sharing their Facebook data for
research. Over 7.5 million users completed at least one psychometric test on MyPersonality,
and over 3.5million users shared information on their Facebook profiles with the application.
Data collected from the profile of Facebook users include the user’s demographics (age, gen-
der, relationship status, location, hometown, religious views, political views and education),
their Facebook network (friendships), the pages that the user has liked on Facebook (referred
to as Facebook Likes) and their status updates.
Psychometric tests provided by the MyPesonality application to Facebook users include a
five-factor personality test, IQ test, satisfaction with life, Schwartz’s Values, CES-D depres-
sion, self-monitoring, delay discounting, sensational interests, and morality foundations.
Creation of MyPersonality application, collection and validation of the dataset have been done
by David Stillwell and Michal Kosinski, and are not part of this dissertation. All analysis, pre-
dictive models in the following sections and chapters and all text in this chapter are produced
by Arman Idani.
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2.1 Personality
Personality are patterns of thought and behaviour that are stable over time and distinguish
an individual from another [116] and is very informative of an individual. The way to assess
personality has not always been clear. Even in modern times we are still unable to directly
measure psychological traits such as personality, in a way that we measure a lot of physical
characteristics such as weight, height or blood pressure. We have not yet invented an MRI
machine for personality 1. Therefore, there has always been a debate about how personality
should be measured.
Early attempts at measuring personality focused mostly on physical measurements. In fact,
there was a widely subscribed idea during the 1800s called phrenology which claimed that
measurements of a human skull are the key to unlocking the mysteries how the individual’s
mind works and how individuals differ from one another. Of course, phrenology is now
widely considered to be a pseudoscience. Another historical attempt at measuring person-
ality was centred on physical appearance. Sheldon et al. [129] argued that body types deter-
mine behaviours and interests such as being assertive or intellectual. This is also now widely
considered to be a pseudoscience.
More recently however, personality ismeasured and discussed in terms of traits [3, 24]. Traits
can be seen as measurements of personality that are stable throughout an individual’s life. To
make personality traits as useful and informative as possible, they should ideally be indepen-
dent from each other and correlate well with behaviour and life outcomes. Together, traits are
able to predict how an individual behaves and thinks in various circumstances and explain
differences in behaviour among different individuals.
Allport [4], one of the pioneers of trait theory, looked through words commonly used in
language to describe people and grouped them into three families, cardinal, central and sec-
ondary traits, each describing the level of importance of each trait. However, they were still
a very large number of overlapping traits. In the following years, by removing redundancy
and looking for latent factors, modern models of personality were developed. For a person-
ality trait to be useful, it needs to be reliably measurable across different people varying in
age, gender, culture or life experience, and be able to predict their behaviour, thoughts and
outcomes.
1This is an area of research, however [143, 22].
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In recent decades, the five-factor personalitymodel has beenwidely accepted as the preferred
form of representing personality [51].
2.1.1 Five-factor personality model
Five-factor personality model, also known as the Big 5 personality, is the most widely-used
and accepted form of personality representation [26, 53, 138] and has a very strong predictive
power of important life outcomes [106]. The five personality traits are shown to be relatively
stable overtime [28, 27] and are found to be universal among multiple cultures [99]. The five
traits are called Openness to experience, Conscientiousness, Extraversion, Agreeableness and
Neuroticism.
Openness to experience
Openness to experience shows an appreciation for new experiences, adventures, curiosity
and ideas. It represents a need for variety and novelty. Individuals with high openness
to experience have more diverse interests and are more creative, and individuals with low
openness to experience show interest towards more familiar and known experiences. Some
word markers used to describe openness are creative vs. uncreative, curious vs. uninquisitive,
knowledgeable vs. ignorant and deep vs. shallow [52].
In terms of social network usage, individuals with higher levels of openness tend to share
more information about themselves [6], and are move likely to have online activities such
as blogging, posts to page timelines and general social media use [25, 56]. As a hypothe-
sis, I expect openness to be correlated with predictability, as having more activities on social
networks will leave more digital footprints, which makes the data that will be used for pre-
dictions larger and richer.
Conscientiousness
Conscientiousness shows a need for being efficient, disciplined, neat and thorough. Individ-
uals with high conscientiousness show desire to perform a task well, are more organised in
their daily lives and are more successful in academic and workplace performance, and have
higher job satisfaction [69, 79]. Some word markers used to describe conscientiousness are
10 Data Source: MyPersonality
organised vs. disorganised, economical vs. wasteful, thorough vs. careless, cautious vs rash and
reliable vs unreliable [52].
In terms of social network usage, individuals with higher levels of conscientiousness use so-
cial networks less often [149, 125]. This gives us the expectation that conscientiousness will
be negatively correlated with predictability.
Extraversion
Extraversion shows energetic behaviour, being talkative and outgoing. Extraverts have a pref-
erence for social stimulation and are generally gregarious. They usually have good social
skills, have a lot of friends, and enjoy social experiences such as parties, demonstrations and
games. Individuals with low extraversion (i.e. introverts) have a more solitary behaviour
and prefer activities such as reading, writing and fishing. Some word markers used to de-
scribe extraversion are talkative vs. silent, assertive vs. compliant, demonstrative vs. reserved,
enthusiastic vs apathetic and energetic vs lethargic [52].
In terms of social network usage, extraverts use Facebook more often than introverts [149,
56]. This also can indicate that extraverts, similar to individuals with high degrees of open-
ness, are easier to predict than introverts.
Agreeableness
Agreeableness is the tendency to be cooperative and loving with others rather than being
suspicious and competitive. People with high agreeableness have a forgiving attitude and
compliant behaviour, meaning that they get along well with others. They consider intention
of others to be more noble and trust people easier. Those scoring low on agreeableness tend
to bemore suspicions of others and consider themmore dishonest. Somewordmarkers used
to describe agreeableness are warm vs. cold, kind vs. unkind, flexible vs stubborn, cooperative
vs. uncooperative and agreeable vs. quarrelsome [52].
In terms of social network usage, agreeableness does not correlate with more or less usage
of social networks [123]. Agreeable individuals are however, more likely to present a truer
picture of themselves [91].
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Neuroticism
Neuroticism is the tendency to experience negative emotions such as depression, anger, anx-
iety and moodiness. Individuals with high neuroticism are more susceptible to stress and
easily feel hopeless, irritated, worried and threatened. They generally have low self-esteem,
pessimistic attitudes and irrational beliefs. Some word markers used to describe neuroti-
cism are relaxed vs. nervous, peaceful vs. volatile, uninhibited vs fearful, imperturbable vs
high-strung and unemotional vs emotional [52].
In terms of social network usage, neuroticism is positively correlatedwith acceptance seeking
on Facebook [127] and neurotic people have a tendency to present a more ideal image of
themselves on Facebook [91]. I hypothesise that neurotic individuals are more difficult to
predict than individuals with low neuroticism, because manipulating your Facebook data to
present a different image adds bias, which makes the data less useful for predictions.
All the hypotheses and expectations in this section will be tested against observed data in
chapter 7.
2.1.2 Personality assessment
Self-reports are the most widely-usedmethod of five-factor personality assessment. They are
highly reliable longitudinally [27], are internally consistent [51] and have excellent power in
prediction of external factors and life outcomes [121].
Traditionally,most psychological assessmentswere done using pen-and-paper questionnaires
in face-to-face settings. These tests required the test-giver to fill the questionnaire, and an
administrator to score and interpret the results for the test-taker. With the invention and
widespread adoption of computers in academic institutions in the 20th century, they became
accessible to psychologists and psychometricians as tools for data analysis and computations.
The first step of incorporating computers into psychological assessment was the introduc-
tion of Computer-based Test Interpretations, also known as CBTIs [46]. This is when the
computer took over the interpretation part of the job from the administrator. At the time
computers did not even have monitors, and the interpretations were done by scanning input
data from cards and printing the scores and descriptive statements on paper. The first of such
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systems was developed at the Mayo Clinic 2 which computerised the MMPI personality test
[112].
When computers became faster and more user-friendly, they began to be able to take over
the administrative part of the test as well. Elmwood et al. [37] developed a test for assess-
ing intelligence without an examiner in 1972. This was the first online computerised test, the
first time that computers took over the role of the test administrator completely. Shortly later
in 1974, Lushene et al. [96] developed an online MMPI personality test. This test demon-
strated excellent correlation between online and pen-and-paper tests and excellent test-retest
reliability.
Computerising psychological assessment provided a lot of benefits compared to traditional
pen-and-paper tests. The psychometricians no longer needed to spend any time scoring and
interpreting the results of a test manually for each individual, and this made psychological
assessment cheaper, faster and easier to scale. Computerised tests provided new opportu-
nities to make the psychological assessment process even more efficient. One of the major
progress in this area is the introduction of Computer Adaptive Testing, or CAT [144], where
the questions adapt to the individual’s answers. CATs use paradigms such as Item Response
Theory in order to present the individual with an item that captures the maximum amount
of information useful to measure the required trait while avoiding items where the amount
of information captured is minimum [38].
While in the 20th century, automation of personality assessment actually meant that the role
of the administrator is automated, passive psychometrics aims to automate the role of both
administrator and test-taker. Computerising psychological assessment provided a lot of ben-
efits compared to traditional pen-and-paper tests. The psychometricians no longer needed
to spend any time scoring and interpreting the results of a test manually, and this made psy-
chological assessment cheaper, faster and easier to scale. Passive psychometrics is a progress
in the same direction, by not asking the test-taker of any commitment of their time or energy,
the assessment can be even cheaper, even faster and even easier to scale.
Passive psychometrics is the complete automation of personality assessment.
2http://www.mayoclinic.org
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2.2 MyPersonality’s assessment of five-factor personality
MyPersonality used the International Personality Item Pool (IPIP) proxy [55] for the NEO-
PI-R questionnaire [29] to provide a test for five-factor personality model. Questionnaires of
20 items (4 items per trait) to 100 items (20 items per trait) were presented to users.
Users responded to questionnaires by choosing one of multiple-choice answers. Table 2.1
shows potential responses to an item on MyPersonality’s personality test.
I tend to vote for liberal political candidates...
Very
inaccurate
Somewhat
inaccurate
Neither inaccurate
nor accurate
Somewhat
accurate
Very
accurate
Table 2.1 Potential responses to an item on the personality test
2.2.1 Openness to experience
The 20 items used to assess the openness to experience trait are outlined in table 2.2.
Scoring is done by assigning a scale of 1 to 5 to potential answers. When necessary, items
are keyed negatively. The personality scores are calculated as the mean of the scores for each
individual item.
There are several items present from the IPIP artistic sensibilities scale that capture the aes-
thetics NEO-PI-R facet of openness (items 5-8). The fantasy facet is also captured in items 1
and 2, which are present on the IPIP imagination scale. There are three items that capture the
values facet (items 18-20). An individuals sense of adventurousness is also captured in items
9 and 10, which relate to the actions facet of openness. Items 11-17 are from the intellect scale
and capture the ideas facet. However, these items do not capture the feelings facet, as they
include no items from the emotionality scale. This shows that the openness trait captured by
these items are more weighed towards values, intellect and aesthetics facets compared to the
feelings and actions facets.
The 20-item IPIP openness scale correlates highly with the NEO-PI-R scale, at 𝑟 = .92 [54].
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Number Item
1 Have a vivid imagination
2 Enjoy wild flights of fantasy
3 Rarely look for a deeper meaning in things
4 Believe in the importance of art
5 Do not like art
6 Do not like poetry
7 Do not enjoy going to art museums
8 Can say things beautifully
9 Get excited by new ideas
10 Enjoy hearing new ideas
11 Have difficulty understanding abstract ideas
12 Enjoy thinking about things
13 Avoid philosophical discussions
14 Am not interested in theoretical discussions
15 Am not interested in abstract ideas
16 Have a rich vocabulary
17 Carry the conversation to a higher level
18 Tend to vote for conservative political candidates
19 Tend to vote for liberal political candidates
20 Believe that too much tax money goes to support artists
Table 2.2 MyPersonality’s items to assess Openness to experience
2.2.2 Conscientiousness
The 20 items used to assess the conscientiousness trait are outlined in table 2.3.
Scoring is done by assigning a scale of 1 to 5 to potential answers. When necessary, items
are keyed negatively. The personality scores are calculated as the mean of the scores for each
individual item.
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IPIP Scale Item
1 Complete tasks successfully
2 Follow through with my plans
3 Finish what I start
4 Don’t see things through
5 Mess things up
6 Make a mess of things
7 Do things according to a plan
8 Make plans and stick to them
9 Shirk my duties
10 Leave things unfinished
11 exacting in my work
12 Do just enough work to get by
13 Waste my time
14 Find it difficult to get down to work
15 Get chores done right away
16 Need a push to get started
17 Am always prepared
18 Carry out my plans
19 Pay attention to details
20 Don’t put my mind on the task at hand
Table 2.3 MyPersonality’s items to assess Conscientiousness
All six NEO-PI-R facets of conscientiousness are captured by the 20 items. The self-efficiency
scale (items 1-4) measures the competence facet of conscientiousness. The order facet is
measured using the orderliness scale, by items 5-8. Items 9 and 11measure dutifulness while
item 10measures achievement starving. Self-discipline is measured by items 13-18. items 19
and 20 measure the cautiousness facet. While there are items measuring all facets, the mea-
sured conscientiousness is weight more towards self-discipline and self-efficiency compared
to achievement starving and cautiousness.
The 20-item IPIP conscientiousness scale correlates highly with the NEO-PI-R scale, at 𝑟 =
.88 [54].
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2.2.3 Extraversion
The 20 items used to assess the extraversion trait are outlined in table 2.4.
Scoring is done by assigning a scale of 1 to 5 to potential answers. When necessary, items
are keyed negatively. The personality scores are calculated as the mean of the scores for each
individual item.
Number Item
1 Feel comfortable around people
2 Make friends easily
3 Am hard to get to know
4 Keep others at a distance
5 Cheer people up
6 Warm up quickly to others
7 Avoid contact with others
8 Talk to a lot of different people at parties
9 Am the life of the party
10 Don’t talk a lot
11 Start conversations
12 Keep in the background
13 Have little to say
14 Don’t like to draw attention to myself
15 Know how to captivate people
16 Find it difficult to approach others
17 Am skilled in handling social situations
18 Would describe my experiences as somewhat dull
19 Do not mind being the centre of attention
20 Retreat from others
Table 2.4 MyPersonality’s items to assess Extraversion
There are several items from the friendliness scale that capture the warmth facet of extraver-
sion such as items 1-6. Items 7-11 capture gregariousness. An individual’s assertiveness is
captured in items 12-14 and 20. Positive emotions facet is captured in items 15, 16 and 18.
2.2 MyPersonality’s assessment of five-factor personality 17
The activity level and excitement seeking facets are less present in the items, although some
items (such as item 9) can be seen as multifaceted as well.
The 20-item IPIP extraversion scale correlates highly with the NEO-PI-R scale, at 𝑟 = .88
[54].
2.2.4 Agreeableness
The 20 items used to assess the agreeableness trait are outlined in table 2.5.
Number Item
1 Believe that I am better than others
2 Insult people
3 Get back at others
4 Am out for my own personal gain
5 Have a sharp tongue
6 Trust what people say
7 Make people feel at ease
8 Have a good word for everyone
9 Contradict others
10 Respect others
11 Sympathise with others feelings
12 Am concerned about others
13 Suspect hidden motives in others
14 Cut others to pieces
15 Treat all people equally
16 Believe that others have good intentions
17 Hold a grudge
18 Make demands on others
19 Accept people as they are
20 Am easy to satisfy
Table 2.5 MyPersonality’s items to assess Agreeableness
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Scoring is done by assigning a scale of 1 to 5 to potential answers. When necessary, items
are keyed negatively. The personality scores are calculated as the mean of the scores for each
individual item.
The trust facet of agreeableness is captured by items on the trust scale of the IPIP item pool
(items 6, 13 and 16). The altruism facet is captured by items 7, 8 and 12. The compliance
facet is captured by the items from the cooperation scale (items 3, 5, 9, 14, 17, 18 and 20).
Items 1 captures the modesty facet. Items 11, 12 and 15 capture the tender-mindedness facet
of agreeableness. The morality facet is not explicitly captured, although item 15 can be seen
as relevant. This demonstrates that the test is weighted more towards the cooperation and
sympathy facets of agreeableness than the morality or modesty facets.
The 20-item IPIP agreeableness scale correlates highly with the NEO-PI-R scale, at 𝑟 = .90
[54].
2.2.5 Neuroticism
The 20 items used to assess the neuroticism trait are outlined in table 2.6.
Scoring is done by assigning a scale of 1 to 5 to potential answers. When necessary, items
are keyed negatively. The personality scores are calculated as the mean of the scores for each
individual item.
Items 8, 13, 14 and 20 capture the anxiety facet of neuroticism. Anger hostility facet is rep-
resented by items 10, 15 and 18. Items 2-4, 7, 9, 17 and 19 measure the depression facet.
The vulnerability facet is measured by items 1, 12 an 16. This shows that the test is more
weighed towards measuring depression, anxiety and anger scales of neuroticism compared
to impulsivity and self-consciousness.
The 20-item IPIP neuroticism scale correlates highly with the NEO-PI-R scale, at 𝑟 = .93
[54].
2.2 MyPersonality’s assessment of five-factor personality 19
Number Item
1 Panic easily
2 Dislike myself
3 Have frequent mood swings
4 Am often down in the dumps
5 Am filled with doubts about things
6 Remain calm under pressure
7 Feel comfortable with myself
8 Worry about things
9 Am very pleased with myself
10 Rarely get irritated
11 Feel threatened easily
12 Am not easily frustrated
13 Fear for the worst
14 Am relaxed most of the time
15 Seldom get mad
16 Get stressed out easily
17 Often feel blue
18 Rarely lose my composure
19 Seldom feel blue
20 Am not easily bothered by things
Table 2.6 MyPersonality’s items to assess Neuroticism
2.2.6 MyPersonality’s internal consistency
Table 2.7 shows the comparison of the internal consistency of the five-factor personality
scores of the MyPersonality project, reported by Kosinski [84] compared to the 100-item
IPIP, as reported by author [54]. The sample size of MyPersonality was 182,922 users who
responded to the 100-item questionnaire.
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Cronbach’s Alpha Reliability
Trait MyPersonality IPIP
Openness .85 .89
Conscientiousness .92 .90
Extraversion .93 .91
Agreeableness .88 .85
Neuroticism .93 .91
Table 2.7 Cronbach’s Alpha Reliability of the MyPersonality dataset [84] compared to IPIP as
reported by author [54].
The measurements of personality by MyPersonality are as internally consistent as measure-
ments by Goldberg et al. [54].
2.3 Inclusion criteria
Overall, 182,922 users responded to a 100-item questionnaire (20 items per trait) and their
personality scores have been computed based on their responses to the items on the ques-
tionnaire. The criteria for inclusion of users in the upcoming studies in this thesis was based
on the number of pages that they liked, referred to as Facebook Likes. Only users with more
than 100 Likes were included. This is to ensure that users without much experience on the
platform are not picked. The average number of Liker per included user is 196, which is less
than the average number of Likes of Facebook users, as reported by Youyou et al. [152], so
in a similar practical test most users can be included.
Users who did not have any information about their age and gender were also excluded. The
demographics collected for the users are: Age, gender, relationship status, education, loca-
tion, hometown, and number of friends. Overall, 98,515 worldwide volunteers were passed
the inclusion criteria and were used in the studies in upcoming chapters.
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2.4 Ethics of using online data
Collection of data on a large scale from social networks presents challenging questions in
terms of ethics and respecting the privacy of users, and issues relating to consent.
The goal of all social networks is to provide a medium which facilitates the sharing of infor-
mation between individuals. More people are using social networks now than ever before.
With over 2 billion active users on Facebook [42] and record highs on other social networks
[139, 76], more and more footprints of behaviour are being left online at a lightning fast rate
and at a great volume. Data on social networks is now becoming the largest and perhaps
even most detailed records of human behaviour in existence, as users spend an average of
two hours per day on social media and messaging applications and websites in 2017 [49].
Social networks are often considered to be the natural custodians of all of these records, keep-
ing them safe in their data centres. This presents an equilibrium that allows the users to
continue having access to services and features that they rely on, in exchange for the social
network to use their data in in order to present them targeted advertisement to generate the
revenue they need to run the social network and be profitable. As users continue to use social
networks at an ever-increasing rate, it is a reasonable conclusion that such a trade-off seems
reasonable to most users.
Making online social data sources publicly available is becoming more and more common.
We can use data from social networks to predict very sensitive information fromusers, which
is the central aim of this thesis, which also has been shown in literature [86]. Therefore, mak-
ing a dataset public can practically be the same as sharing a list of individuals with their pri-
vate and sensitive information on the internet. The individual might have consented for their
data to be used for research however they often are not aware of how rich and informative of
their private information that data is.
Recently, security breaches in social networks have become justifiably publicised and users
are increasingly worried about their data finding its way into the public domain and into the
wrong hands, with great concern over the release of sensitive information (such as name, de-
mographics, phone number, address and passwords) and a rather lack of focus on footprints,
usually available publicly, that can be used to predict many of the same sensitive information
very accurately. Recent papers [86, 152] have brought public and media attention to this
overlooked area of online privacy.
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However, there are research advantages in making data from social networks publicly avail-
able. As the data is usually large, analysis and interpreting the data is often a major task and
it is benefited when more researchers have access to the data. Consent remains a complex
and difficult to explore subject of discussion about data from social networks. I argue that a
traditional understanding of consent in research involving human subjects cannot apply to
research done on footprints of users on social networks. Currently, consent is usually done to
the time of data collection. The users allow their data to be used for research and researchers
will feel free to use it for any research in the future, or to share it with other researchers. This
is probably the only practical way when it comes to data from social networks. It is unfeasible
for researchers to ask tens or hundreds of thousands of users for consent before doing every
single study on the same data.
One way to address this challenge is to process the data in a way that reconstruction of the
identifiable information becomes impossible or very computationally intensive. These pro-
cesses include anonymising and randomising of the datasets. I argue that this should be done
at the time of collection and it should be standard in all social network data collection tasks
and ethics guidelines should emphasise its importance for research on social networks and
online data collection in general. This way, the users can consent their data to be used for
a wide range of research while having the peace of mind that what is learned from the data
will not be released with identifiable information that can track back to them. This process
is discussed in further detail in section 9.4.3.
The American Psychological Association 3 [87] and the American Association for the Ad-
vancement of Science 4 [5] have guidelines about internet-based research involving human
subjects, however issues relating to the challenging aspects of consent and general privacy
of users are not discussed. These guidelines were published in 2004 and 1999 respectively,
belonging to a different era of the internet before widespread popularity of social networks.
The British Psychological Association 5 has updated their ethics guidelines about internet-
mediated research in 2017 [135] where issues related to consent are discussed. They suggest,
in accordance to their own guidelines about non-internet based research involving human
subjects [134], that consent needs to be sought for all observations of non-public behaviour.
The classification of online data as public or private is not straight-forward. Offline behaviour
is often considered public when it is expected to be observed by strangers [134]. However,
3http://www.apa.org
4https://www.aaas.org
5http://www.bps.org.uk
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individuals usually expect a degree of privacy on social networks. When a user shares some-
thing on social media to their friends, the post is still visible to the social network itself, who
are technically strangers. There are also legal considerations, as often footprints stored on
social networks or online discussion forums are legally owned by the social network itself.
This is not the case for Facebook [41], however it is the case for Twitter who claims legal
ownership of the tweets that people send [140]. Can individuals consent to sharing data for
research that they don not legally own? Can the social network company itself release data
that they do not own for research? Should they release data that they own, without consult-
ing the users? These questions further demonstrate the complexities of the issue of consent
in internet-based research involving human subjects.
2.5 Summary
In this chapter I introduced MyPersonality, a Facebook application developed by Dr David
Stillwell and Dr Michal Kosinski. It offered psychometric tests to Facebook users and pro-
vided feedback. It operated for about 6 years and millions of users took the tests and opted
into sharing data on their Facebook profiles for research. MyPersonality is a dataset that rep-
resents Facebook users well in terms of demographics, and its psychometric tests are shown
to be as reliable and valid as traditional pen-and-paper tests.
Later in this thesis, I use the MyPersonality dataset to evaluate the methods introduced in
chapters 4 and 5. The passive personality test, introduced and examined in chapter 6, as well
as the self-monitoring, depression and satisfaction with life tests introduced in chapter 8 use
data from the MyPersonality project.

Chapter 3
Literature Review
In this chapter, I review the literature of passive personality assessment and explain the pub-
lished work that focus on prediction of personality traits from social media.
The first major work of predicting five factor personalty traits from Facebook was done by
Kosinski et al. [86]. This was done as part of MyPersonality project, which is the same data
used in this thesis. This study used a narrower inclusion criteria and limited their users to
American ones. Therefore, their sample size was limited to 58,000 users. There is however
a large amount of overlap between the users in this thesis and the users in Kosinski’s study.
Table 3.1 reports the correlation between the predicted personality traits in Kosinski’s study
and the self-report personality scores.
Trait Correlations
Openness .43
Conscientiousness .29
Extraversion .40
Agreeableness .30
Neuroticism .30
Table 3.1 Correlations between predicted personality scores and self-report personality
scores, reported by Kosinski et al. [86].
In terms of methodology, this study reduced the dimensioned of the Facebook Likes using
Singular Value Decomposition [32] and kept the 100 most informative components. The
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reduced dimensioned data was used to train a linear regression model which made the pre-
dictions. This study was the first of its kind to investigate if Facebook data can be used to
predict a wide range of private traits and other attributes, such as age, gender, sexual orienta-
tion, intelligence, satisfaction with lie and substance use from a wide range of users (58,000).
They demonstrated that Facebook as a social communications platform is also a useful source
of information for psychological assessment. They did not study further psychometric prop-
erties of the predicted personality scores, such as internal consistency, external validity or
discriminant validity.
Youyou et al. [152] further studied the MyPersonality dataset and examined how accurate
predicted personality is compared to judgements made by friends, co-workers and spouse.
They found their predictions to be as accurate as a spouse judgement of personality, and
less accurate than self-reports. This study is also limited to Facebook users in the United
States and their sample size is 86,220 throughout the study. There is a large overlap between
the users in this study and the users studied in this thesis. Table 3.2 reports the correlation
between the predicted personality traits in Youyou’s study and the self-report personality
scores, for users with more than 200 Facebook Likes.
Trait Correlations
Openness .65
Conscientiousness .52
Extraversion .55
Agreeableness .56
Neuroticism .49
Table 3.2 Correlations between predicted personality scores and self-report personality
scores, reported by Youyou et al. [152].
In terms of methodology, this study used a LASSO feature selection method embedded with
a linear regression model. LASSO method is useful at extracting non-zero parameters from
highly sparse datasets and demonstrated an improvement over the unsupervised dimension-
ality reduction method used by Kosinski et al. [86]. With mean correlation of 𝑟 = .56 be-
tween predicted personality traits and self-report personality traits, this study demonstrated
that improvements inmethodology can lead tomore accurate predictions of personality from
online social networks. This study also reported internal consistency of the predicted five-
factor personality, at mean split-half correlations of 𝑟 = .62 for the five personality traits. In
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terms of external validity, the predicted personality scores were less able to predict outcome
variables such as values, sensational interests, life satisfaction and self-monitoring compared
to self-report personality.
Park et al. [109] also studied MyPersonality dataset and investigated the possibility of au-
tomation of personality assessment by using social media language as the basis of predic-
tions. They captured the status updates of over 66,000 Facebook users from MyPrsonality
who had completed the five-factor personality test, performed linguistic feature extraction
on the texts that users posted on socialmedia, reduced dimensions and used the features with
linear regression models to produce personality predictions, which were compared against
the self-reports. This study did not perform cross-validation, however they used separate
training and testing subsamples of users. Table 3.3 reports the correlation between the pre-
dicted personality traits in Park’s study from social media language and the self-report per-
sonality scores.
Trait Correlations
Openness .43
Conscientiousness .37
Extraversion .42
Agreeableness .35
Neuroticism .35
Table 3.3 Correlations between predicted personality scores and self-report personality
scores, reported by Park et al. [109].
This study did not report an assessment of internal consistency of the predicted personality
scores, but they reported external and discriminant validity of the predicted personality com-
pared to self-report personality. Table 3.4 shows the discriminant validity of the predicted
personality scores from language on social media compared to self-reports.
With a mean discriminant validity of 𝑟 = .28, the personality traits predicted in Park’s study
are more related to each other compared to self-reports, at mean 𝑟 = .18. Park also re-
ported the external validity of the predicted personality traits compared to the self-report
personality, and found that their predictions of personality from language on social media
had great agreement with the predictions of self-report personality in terms of predicting
external variables. Table 3.5 outlines the level of agreement between the predictive power of
predicted personality from language on Facebook and self-report personality in Park’s study.
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Self-Reports Predicted
O C E A N O C E A N
Self-Reports
O
C .00
E .13 .19
A .07 .17 .19
N -.08 -.31 -.34 -.36
Predicted
O .43 -.12 -.08 -.05 .00
C -.25 .37 .16 .17 -.17 -.25
E -.07 .12 .42 .10 -.15 -.17 .33
A -.07 .17 .13 .35 -.14 -.12 .44 .27
N .05 -.17 -.18 -.13 .35 .06 -.41 -.43 -.34
Table 3.4 Comparison of the discriminant validity of personality assessed through language
on social media with self-report personality, from Park et al. [109]. Values represent corre-
lation (𝑟). O, Openness; C, Conscientiousness; E, Extraversion; A, Agreeableness; N, Neu-
roticism;
Trait Correlations
Openness .83
Conscientiousness .86
Extraversion .83
Agreeableness .90
Neuroticism .96
Table 3.5 Agreement between the predictive power of predicted personality from language
on Facebook and self-report personality, reported by Park et al. [109].
MyPersonality is the only publicly available Facebook dataset that contains a wide range of
Facebook data of the users as well as the results of their psychometric questionnaires. How-
ever, there are smaller studies that have looked into the prediction of personality from social
network data. One of the earlier works of predicting big-5 personality from Facebook was
done by Golbeck et al. [50]. In this study, they predicted big-5 personality traits from a wide
collection of Facebook data. They made a Facebook application to administer a 45-item BFI
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[78] questionnaire. The application collected all profile information of the participants in-
cluding personal information, activities, Facebook network structure (friendships and pages
they liked) and status updates. The size of their sample was only 279 users. Table 3.6 reports
the correlation between the predicted personality traits in Golbeck’s study and the self-report
personality scores.
Trait Correlations
Openness .65
Conscientiousness .59
Extraversion .55
Agreeableness .48
Neuroticism .53
Table 3.6 Correlations between predicted personality scores and self-report personality
scores, reported by Golbeck et al. [50].
At a mean correlation of 𝑟 = .56 between the predicted and self-report personality tests, this
is a very large level of agreement. However, there are several important points to consider.
First, the number of users were only limited to 279. This is much lower than MyPersonality
studies and more prone to include biases. The amount of data used per user was also sig-
nificantly more. Second, in their methodology description, it appears that they performed
dimensionality reduction on all users before splitting the samples into training and testing
subsets for their cross-validation. This increases the risk of overfitting, as the dimensionality
reduction method can cause data leakage between the training and testing subsets. This sus-
picion is increased with the knowledge that the study was only limited to 279 users. Moving
on from the risk of overfitting in these results, studies by Kosinski et al. [86] and Youyou et al.
[152] primarily focused on using Facebook Likes, and the study by Park et al. [109] focused
on social media language, Golbeck’s study used a combination of features from Facebook.
Therefore, the results are not comparable. Golbeck did not report internal consistency, ex-
ternal validity or discriminant validity.
Wald et al. [145] administered a 45-item BFI [78] test to 537 Facebook users and collected
their demographics and status updates fromFacebook. They constructed aword countmethod
of dimensionality reduction and feature extraction from natural language [115] to prepare
data for analysis. Instead of predicting personality scores, they only tried to predict whether
a user belongs to the bottom 5% or the top 10% of the users when ranked based on their
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self-report personality scores, and reported an overall successful allocation rate of 37% of
the users.
Predicting personality from social media is a new area of research. The ideas of a social
network have existed for a long time, but modern social networks have only become widely
used with the increased access to computing devices and high-speed internet. At the time of
writing this thesis, MyPersonality is the only dataset that has high quality Facebook data as
well as highly valid self-report data for Facebook users. None of the published studies were
able to demonstrate reliability, internal consistency, external validity or discriminant validity
for the predicted personality scores in a similar standard to the self-report personality scores.
In the following chapters, I introduce new methodology to enhance the predictive power of
the machine learning models, and investigate if the enhanced predictions made in this thesis
demonstrate psychometric properties in terms of reliability, internal consistency, external
and discriminant validity.
Chapter 4
Dimensionality Reduction
Data captured on social networking websites is very large and is often referred to as Big Data.
There are hundreds ofmillions of active users onwidely-used online social networks andwith
the incredibly large amount of content on these websites and services, potential for variance
among users is effectively limitless. As a result, such data needs to be made smaller when
preparing them for machine learning. This is done by simply removing obviously unwanted
pieces of information often referred to as cleaning, but after cleaning, more sophisticated
dimensionality reduction methods are often necessary.
Section 4.1 explains the existingmethods of dimensionality reduction that are widely used in
research and practice. They are very effective at performing certain tasks, but they also have
their shortcomings which are explained. Section 4.2 introduces a dimensionality reduction
method named Entropic Component Allocation, or ECA, which overcomes the shortcomings
of existing methods for the purpose of accurate prediction of individual differences from
large and highly sparse datasets such as data from social networks. In sections 4.3 and 4.4, I
perform several studies to evaluate ECA compared to two widely used existing methods of
dimensionality reduction on two separate datasets from social networks. All methods have
their advantages and weaknesses, in section 4.5 I review ECA critically, where it excels and
where it does not. Finally, I summarise this chapter in section 4.6.
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4.1 Conventional methods
Signal-to-noise ratio is a concept often used in communication engineering where signals
are being transmitted through wires, optical cables or antennas. All mediums of information
transfer add a certain amount of noise to the information. When the signal is weak, the noise
becomes stronger than finer points of the signal and an information loss occurs. The aim is
always to build mediums where the amount of noise induced onto the signal is minimised,
or use algorithms to correct for errors induced during transmission. While originally aimed
for communication channels, the concept has been used in many fields such as photography,
biology, and data science. In datasets with very large amounts of data per user, most of the
data is often classified as noise, or irrelevant for a specific task. The data that is useful for
each task is often classified as signal. While actual calculation of a signal-to-noise ratio is not
a common practice in data science, the terms provide a useful method of communication
about the relevant and non-relevant parts of any dataset.
In terms of the methodology used for reducing dimensions, dimensionality reduction meth-
ods can be categorised as supervised or unsupervised methods. Unsupervised methods re-
duce the dimension of the data without requiring a class variable to be tested against. Their
aim is often to preserve variance of the original data while reducing the dimensions by elim-
inating redundancies. Supervised methods require a class label, a variable by which they
assess if any specific part of the data is relevant or not. This usually involves measuring the
statistical relationship between the class variable and other variables which the aim is to re-
duce. They do not aim to preserve variance however, the aim is to improve the predicting
power, reduce noise, and sometimes reduce redundancy.
In terms of the outputs of the reducing dimensionmethods, they can be categorised as either
feature extraction methods, or feature selection methods.
Feature extraction methods aim to convert the initial data into a new domain where the data
is compressed into fewer dimensions, often referred to as components. They are used in a
wide variety of applications such as image processing, speech recognition, natural language
processing, EEGand fMRI analysis of brain activity and social network analysis. Widely-used
algorithms are Principal Component Analysis [73], Latent Semantic Indexing with Singular
Value Decomposition [32], Latent Drichlete Allocation [16, 61] and Non-Negative Matrix
Factorization [93]. Typically, feature extraction methods are unsupervised, although a su-
pervised variant of LatentDrichleteAllocation has been introduced for classification of topics
for documents [98]. Several supervised variants of semantic indexing and principal compo-
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nents have also been developed [153, 13, 8, 7, 132], however they are simply picking linearly
correlated components after unsupervised reduction. Linear Discriminant Analysis [45] can
provide supervised feature extraction by maximising the separation between predictors of
the class variable and minimising variance within predictors of the class variable, however
its utility is limited to predictors with linear correlations to the class variable.
Feature selection methods on the other hand simply aim to select relevant variables from the
main data. The variables that are related to the class variable are kept, and variables that are
not related or those that are redundant are omitted. Feature selection methods are almost
always supervised.
Feature selection algorithms can be categorised in three groups: filters [95], wrappers [82]
and embedded. Filter-based feature selection methods select features based solely on the re-
lationship between the variable and the class. The relationship can be a simple correlation
[65, 83], information gain with respect to class [151] or any other relationship or goodness
of fit measurement. Wrapper systems typically pick a subset of variables, develop a learning
model and evaluate the predictability of the class using that model, and use a searching al-
gorithm to look for new variables to add or subtract to the subset in order to optimise the
results of the evaluations. Embedded systems work in a similar way to wrappers, however
instead of treating the predictive model as a black learning box, they allow feedback between
the model and variable selection during the training phase. This presents the advantage of
optimisations, and disadvantage of being more restrictive in the choice of predictive model
as the one used in the embedded algorithmmust also be used for training. Wrapper systems
offer better compatibility with various predictive models. Themain advantage of filter-based
feature selection methods is speed and simplicity. Their main disadvantage is their inability
to remove redundancies from the data. Wrapper and embedded algorithms do remove re-
dundancies as variables that add little to the evaluation of the model are not picked, but they
are significantly more time consuming, and not picking variables chosen to be redundant
can also result in loss of variance among signal parts of the data especially in highly sparse
datasets, and they often only respond well to the model they have been evaluated with.
Comparatively, feature extraction algorithms offer a higher degree of versatility due to their
unsupervised nature. Their output is useful for any analysis and prediction, in fact some
datasets release the extracted features to other researchers instead of unreduced data. On the
other hand, the unsupervised nature preserves variance found in the data non-discriminantly
which for most applications increases noise. The noises confuses machine learning models
and they will usually either need a lot more internal complexity to account for them, or they
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are completely unable to. Feature selectionmethods on the other hand, are better at removing
noise from the data, as they only keep variables which have a direct relationship with the class
variable and eliminate redundancies. However, by eliminating redundancies, a trade-off is
made where non-negligible portions of signal are also lost as those variables chosen to be
redundant often can include useful information.
4.1.1 Usage in literature
There are several studies that looked into prediction of individual differences from online
social networks. All of the studies use some form of dimensionality reduction method, as
the data is too large to analyse otherwise.
In studies that involved theMyPersonality dataset, Kosinski et al. [86] used a latent semantic
indexing with singular value decomposition feature extraction algorithm to reduce Facebook
Likes from MyPersonality dataset into 100 components, and used the reduced dimensioned
data combined with a linear regression model to predict various private traits such as age,
gender, martial status, substance use history and relationship status. Youyou et al. [152]
used an embedded LASSO feature selection method, combined with linear regression as its
embedded model to directly predict personality scores from MyPersonality data. Park et al.
[109] predicted personality scores from status updates, and reduced the dimensions of the
status updates by using bag-of-word reduction methods, widely-used in natural language
processing.
In studies that involved other datasets, Golbeck et al. [50] used language features, demo-
graphics and preferences to predict personality scores. Language features were reduced using
the Linguistic Inquiry andWordCount (LIWC)method [115]. It’s amethod that analyses the
text and provides various features in different categories, such as word counts, psychological
processes, personal concerns and relativity of the tenses with respect to time.
4.2 Entropic Component Allocation
The aim is to develop a new dimensionality reduction method that is supervised and pre-
serves only the variance relevant to the class variable (removes noise), is able to not only
keep variables which are linearly related to the class variable, but also variables that can be
used to discriminate between the users to generate decision trees, and does not lose useful
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information even from redundant variables while also eliminates redundancies. In this sec-
tion, class refers to the variable which we are trying to predict. Attribute refers to the features
that exist in the data, and user refers to each sample of the data.
Entropic Component Allocation is a supervised hybrid feature selection and extraction sys-
tem, designed for the specific purpose of maximising predictability from data captured in
online social networks such as Facebook. ECA aims to excels at three key tasks:
1. Minimising redundancy, while preserving relevant variance, even if hidden within
seemingly redundant variables
2. Maximising removal of noise from the data
3. Maximising capture of both features that correlate with the class, and features that are
useful to discriminate between the users in order to build decision trees.
ECA can be computed in an exhaustive way (easier to understand, but more computationally
intensive), or in a randomised way which is faster to compute. Algorithm 1 presents the
pseudocode for the exhaustive ECA. A step-by-step explanation of each step is provided in
section 4.2.1. Section 4.2.3 explains how optimisations can make ECA faster to compute.
Algorithm 1 Exhaustive ECA Pseudocode
1: procedure Exhaustive-ECA
2: 𝑛 ← number of attributes
3: 𝑐 ← class variable
4: 𝐶 ← 𝑛 × 𝑛 correlation matrix for each two attributes
5: for all attributes (𝑚) do:
6: 𝑖 ← InfoGain (𝑚, 𝑐, 𝑎𝑙𝑙)
7: if 𝑖 > 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑎 then
8: Preserve attribute𝑚
9: else
10: Split users based on𝑚
11: if InfoGain (𝑚, 𝑐, 𝑠𝑝𝑙𝑖𝑡) − InfoGain (𝑚, 𝑐, 𝑎𝑙𝑙) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑏 then
12: Preserve attribute𝑚
13: for all Preserved attributes (𝑝) do
14: for Preserved attribute (𝑞) do
15: if 𝐶(𝑝, 𝑞) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑐 then
16: Add 𝑞 to vector 𝑃
17: 𝑅 ← Compression of 𝑃 using SVD to preserve 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑑 of variance.
18: Output 𝑅 as a component
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4.2.1 Entropic Component Allocation: Step-by-Step
In this section I explain the high-level step by step process of exhaustive ECA.
We have 𝑛 number of attributes per user. First we compute the 𝑛× 𝑛 correlation matrix, this
is used to find redundancies among attributes (line 4).
For each attribute, we need to see if the existence of that attribute adds something to the use-
ful data with respect to class 𝑐, in other words, is the attribute in question part of signal, or can
it be dismissed as noise. There are several ways make this assessment, such as simply look-
ing for a correlation [65]. However the concept of mutual information [107] continuously
outperforms other methods in detecting relationships between variables [66, 80].
Mutual information of two variables (or sets of variables) refers to the mutual dependence
among the two sets of variables. It can be used in the context of finding whether attribute
𝑚 adds something to the whole dataset within the context of predicting the class 𝑐. First,
mutual information between 𝑐 and all parameters, including 𝑚, is calculated. Then mutual
information between 𝑐 and all parameters, excluding𝑚, is calculated. They can then be com-
pared and the amount of Information Gained by having 𝑚 within the data can be computed
(simply the ratio of two previous data). This is done in line 6. If the information gain is more
than 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑎, attribute𝑚 can be preserved. In information theory terminology, variable
𝑚 adds meaningful entropy to the dataset. Using information gain ratios for feature selection
are not novel to this algorithm however, other implements do exist [114], however this is
where they usually end the task.
While the introduced method up until this stage, as well as the one reported in literature
[114], finds attributes that are directly relevant to the class, it is unable to find attributes
that have value in discriminating the users into different groups, which can be useful for
predictive models to predict the class variable. Those data are especially useful in training
decision trees, where based on different attributes, the data can be split into smaller parts
and different models can be trained for different parts of the data. Part of the novelty of ECA
is in its power to preserve attributes that are useful to train decision trees. To achieve this,
the same concept of information gain ratio is used, in a slightly different way.
For each attribute𝑚, the users can be split into two parts. If the attribute is nominal (𝑡𝑟𝑢𝑒 or
𝑓𝑎𝑙𝑠𝑒), the users can easily be split based on the value of 𝑚, and information gain ratios of
the splits can be calculated and compared to the information gain ratio of the whole dataset.
This is the same principle that is used to train decision trees [118], however I use it to de-
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tect variables that are useful for decision trees. Any attribute which can split the data while
increasing information gain more than 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑏 is preserved. If the attribute is numeric,
the median is used to discriminate the users into two equal subgroups, and information gain
ratios on the split are computed. Using the Newton–Raphson method, the optimal position
of the discrimination is iteratively found to maximise information gain ratio, and the max-
ima is compared to the information gain ratio of the whole dataset. If the gain is more than
𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑏, the variable is preserved. This section is embedded into line 11.
Finally, redundancy is amajor problemwith typical feature selection systems. The algorithm,
until this point, has not accounted for any redundancies in the preserved attributes. Multiple
attributes might be well-correlated with each other, and they can be removed to avoid redun-
dancy, however removing the variables can cause useful information to be lost. For example,
on Facebook there can be multiple pages dedicated to various politicians in the UK Labour
Party. These pages will be correlatedwith each other, as the same users who like some of these
pages are likely to like the rest, therefore a lot of the pages might seem redundant. However
data is imperfect, users do not like all the pages and whichever page is chosen as the repre-
sentative, it will miss users who have liked only other pages. In this context, dimensionality
reduction algorithms which preserve most of variance do have a theoretical advantage.
To use this advantage, among the preserved attributes, I look into attributes that are corre-
lated with each other, more than 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑐, and they are compressed into fewer variables
using conventional unsupervised dimensionality reduction algorithms, here latent semantic
indexing with singular value decomposition (stochastic implementation in Apache Mahout
[105]) while 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑑 of variance is preserved, represented in lines 15-17.
ECA is an intuitive dimensionality reductionmethod designed specifically for big social net-
work datasets which are highly sparse, to be used with state-of-the-art decision tree classifi-
cation or regression models.
4.2.2 Tuning parameters
Like most machine learning methods, ECA has parameters which need to be tuned. In algo-
rithm 1, four thresholds were introduced that are the parameters of ECA.
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑎, introduced in line 7 is the amount of information gain from a variable that war-
rants it being preserved. This is assigned as a percentage of the overall information gain.
The right percentage is usually a function of how large the dataset is in terms of the number
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of attributes, and what level of compression is being aimed for, which should be judged by
the level of sparsity in the data. If a target compression ratio is desired, all attributes can be
ranked based on their information gain and the number of desired attributes can be chosen.
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑏, introduced in line 11 works in a similar way. Its intention is to find attributes that
can discriminate between other attributes with respect to a class, which is useful in training
decision trees. Tuning 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑏 is about how deep and complex we wish our decision trees
to be in the next stages. Big learner trees typically require a lower level of threshold here be-
cause they needmore find-tuned discriminatory variables, whereas smaller or weaker learner
trees do not need a low threshold and will function well with a higher threshold, therefore
fewer features will be selected.
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑐, introduced in line 15 chooses the level of acceptable correlation between two at-
tributes to consider them potentially redundant. It needs to be viewed within the context of
the sparsity of the data. The more sparse the data is, the higher the correlation limit needs to
be.
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑑, introduced in line 17 chooses the percentage of the variance that is desired to
be kept among potentially redundant attributes. It needs to be selected as high as possible
since the items are already correlating. Usually 95% of variance is a reasonable rule of thumb
however, based on the sparsity of the dataset, it might need adjusting as well.
As is the case with tuning parameters of any dimensionality reduction method, an under-
standing of the properties of the data at hand is necessary, and usually it will also involve
some degree of trial-and-error.
4.2.3 Computational complexity and optimisations
Dimensionality reduction using singular value decomposition (SVD) is currently widely-
used in analysing big datasets from social networks. Computational complexity of typical a
SVD compression of an𝑚 × 𝑛matrix (𝑚 users by 𝑛 attributes) is𝑂(𝑚𝑖𝑛(𝑚.𝑛􏷡, 𝑚􏷡.𝑛)). This
is considered a time consuming computation, especially in datasets where there are hun-
dreds of thousands, or millions of users and attributes with many non-zero values. ECA has
a computational complexity of 𝑂(𝑚.𝑛􏷡), and in comparison with SVD, it is less computa-
tionally intensive when the the number of users (𝑚) are more than attributes (𝑛), and it is
more computationally intensive when there are more attributes than users.
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There are various implementations of SVD where the computation is much more optimised
[72, 155, 71]. They work by using approximation methods to compute the matrix instead of
directly calculating it and they improve speeds of calculations by orders of magnitude. The
most computationally intensive part of ECA is the computation of the correlation matrix
and the correlation matrix can be approximated by randomisation instead of being directly
computed [154], or we can compute it from an estimated covariance matrix [34].
Another way to speed up computation of ECA is to only compute correlations between at-
tributes when necessary (more formally, in a lazy way). This ensures that correlations be-
tween non-preserved attributes are not computed. However, due to the supervised nature
of ECA, multiple runs of ECA are required if the aim is to predict multiple classes, and con-
structing the correlation matrix beforehand which can be used for all future runs of ECA
might be more optimal. Algorithm 2 provides the pseudocode for lazy ECA.
Algorithm 2 Lazy ECA Pseudocode
1: procedure Lazy-ECA
2: 𝑛 ← number of attributes
3: 𝑐 ← class variable
4: for all attributes (𝑚) do:
5: 𝑖 ← InfoGain (𝑚, 𝑐, 𝑎𝑙𝑙)
6: if 𝑖 > 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑎 then
7: Preserve attribute𝑚
8: else
9: Split users based on𝑚
10: if InfoGain (𝑚, 𝑐, 𝑠𝑝𝑙𝑖𝑡) − InfoGain (𝑚, 𝑐, 𝑎𝑙𝑙) > 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑏 then
11: Preserve attribute𝑚
12: for all Preserved attributes (𝑝) do
13: for Preserved attribute (𝑞) do
14: if 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑝, 𝑞) > 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑐 then
15: Add 𝑞 to vector 𝑃
16: 𝑅 ← Compression of 𝑃 using SVD to preserve 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑑 of variance.
17: Output 𝑅 as a component
4.3 Study 1: ECA evaluation on Facebook
In this section, I evaluate ECA using a big social dataset, and compare it with an unsuper-
vised conventional method: randomised SVD, and a wrapper subset selection system [82]
using a random forest decision tree as its learning model [20], and using a greedy forward
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stepwise selection and backwards stepwise elimination [23]). This search algorithm is an
improvement over traditional sequential feature selection search algorithms [2], due to its
added randomness which helps avoid the search algorithm getting trapped in a local min-
ima. The randomised SVD is implemented using Apache Mahout [105] while the wrapper
feature selection method is implemented in Weka [64]. Appendix A includes further details
about these frameworks.
The purpose of this study is to investigate if, and to what extent, ECA provides an advantage
over existing widely-used methods.
4.3.1 Sample
The data used for the evaluation is part of MyPersonality project. It includes Facebook Likes
of 40,000 American users and is used to predict age, gender, relationship status, and voting
preferences. The users satisfy the inclusion criteria outlined in section 2.3. The reduction in
the number of users from 98,515 users has been made only to speed up machine learning
experiments. The decision to keep American users was made to keep the users contextually
relevant to each other, as the same number of users from worldwide would have made the
data less contextually rich.
4.3.2 Method
As for the predictive model, classification and regression by random forest decision trees are
used [20]. The model is implemented using the Scikit-learn framework [113]. Appendix A
includes further details about this framework. For continuous classes such as age, prediction
accuracy is measured using Pearson’s correlation between the predicted values and the actual
values from the dataset. For nominal classes such as gender and relationship status, area-
under-curve is used to measure prediction accuracy. To avoid overfitting bias, all analysis
have been 10-fold cross validated. The users have been split into 10 bins, 9 are used for
training and 1 for testing, and the process is repeated until all bins have been tested. The
outcomes of all folds are averaged to produce the final result.
The criteria for comparison is the number of features required to make accurate predictions.
The methods were tested for 10, 50, 100, 250 and 500 features. Feature refers to the size
of the output of the dimensionality reduction method. 100 features is a parameter choice
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for SVD dimensionality reduction of Facebook Likes used in literature [86]. 500 features
is usually the maximum number of features that can reasonably be incorporated in linear
models from online social networking data. It also corresponds to capturing about 90% of
variance from this dataset using an SVD dimensionality reduction method. 250 features is
used to investigate howmodels perform as the number of features are increased, on their way
to 500. 10 and 50 features are picked to examine how well different methods perform where
the aim is to reduce features and simplify models.
4.3.3 Results
Figure 4.1 shows the correlation between the predicted age and the user’s self-report age,
using the three dimensionality reduction methods. Age is a very predictable variable from
online social networks, because people of different ages often have different interests and this
is visible from the pages that they like on Facebook.
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Fig. 4.1 Comparison of SVD, Wrapper and ECA in predicting age, Correlation.
All methods are able to reduce dimensions of the data in a way that the learner models can
make accurate predictions on age. However, the number of features needed tomake accurate
predictions varies significantly. For example, ECA at 250 features is able to provide the same
level of prediction accuracy for age as SVD is at 500 features.
Figure 4.2 shows the area-under-curve between the predicted gender and the user’s self-
report gender, using the three dimensionality reduction methods. Like age, gender is also
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highly predictable from Facebook Likes. For example, liking pages aboutvideo games is an
indicator of someone being male while liking pages about cosmetics is an indicator of some-
one being female. This is observable from the data directly, and is reported in literature as
well [86].
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Fig. 4.2 Comparison of SVD, Wrapper and ECA in predicting gender, Area Under Curve.
At 500 features, all methods are able to achieve a similar and very high level of prediction
accuracy. However, the same pattern is observed as ECA is able to achieve its highest level of
accuracy with fewer features.
Figure 4.3 shows the area-under-curve between the predicted relationship status and the
user’s self-report relationship status, using the three dimensionality reduction methods.
Predicting relationship status is often a complicated process, because it is a variable that can
change. Digital footprints on online social networks are accumulated over a long period
of time, often years or even more than a decade in the case of Facebook. During this time
frame, the relationship status of people can change. However, the results show that it is still
highly predictable. Critically though, the predictions should be seen as the prediction of the
relationship status during the majority of the time that the user has been part of Facebook,
rather than the relationship status at the immediate moment of data collection.
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Fig. 4.3 Comparison of SVD, Wrapper and ECA in predicting relationship status (single or
not single), Area Under Curve.
Even at 100 features, ECA is able to outperform other methods at 500 features. This is the
effect of noise in the data in the case of SVD dimensionality reduction. It preserves vast
majority of variance at higher number of features, but the noise in the datamakes it unfeasible
or impossible for the learner model to extract the relevant useful information. This is where
ECA excels, by feeding clearer inputs to the learner models, they can perform better while
being more efficient as well, as they are working with fewer features.
Figure 4.4 shows the area-under-curve between the predicted voting preferences and the
user’s self-report voting preferences, using the three dimensionality reductionmethods. Vot-
ing preferences are very predictable from online social networks because they are often the
most widely-used mediums of communication between the people and their favourite polit-
ical parties, politicians and news sources.
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Fig. 4.4 Comparison of SVD, Wrapper and ECA in predicting voting preferences (liberal or
conservative), Area Under Curve.
The same pattern follows here as well. ECA, due to its intelligent method of not preserving
noise, achieves higher levels of accuracy at fewer features. It performs better than feature
selection methods because it does not dismiss redundant attributes completely, instead it
compresses them into new features that preserve the variance even among the redundant
variables.
As all tests demonstrate, ECA is capable of arriving at accurate predictions with significantly
fewer features compared to SVD or wrapper feature selection systems. This is intuitive. SVD
is an unsupervised dimensionality reduction system, therefore the variables are optimised to
carry most of the original variance, rather than most of the signal (compared to noise) when
it comes to predicting a specific class. ECA in comparison only preserves variance relevant
to the class variable which it is trying to predict, as explained in section 4.2.1. Therefore it
is able to arrive at accurate predictions with fewer features, and outperform SVD in most
instances.
Compared to wrapper-based feature selection systems, ECA is more accurate because wrap-
per feature selection systems remove seemingly redundant attributes from the data which
dismisses some variance of signal, on the other hand ECA combines seemingly redundant
attributes while preserving this variance.
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4.4 Study 2: ECA evaluation on MovieLens
MovieLens 1 is a non-commercial personalised movie recommendation service. Users are
able to log into the website, rate different movies, and the website provides recommendations
of new movies based on the ratings.
The purpose of this study is to investigate if the advantages of ECA, shown in section 4.3
when it came to a dataset from Facebook, also apply to a non-Facebook, yet sparse, dataset.
4.4.1 Sample
A dataset of 1 million ratings, of 6000 users on 4000 movies has been provided by their de-
velopers [68]. The dataset includes not only movie ratings, but also age group, gender and
occupation of the users.
MovieLens records age in the ranges as described in table 4.1 and records occupation in one
of 20 options, as listed in table 4.2.
Age Group
Under 18
18-24
25-34
35-44
45-49
50-55
56+
Table 4.1 MovieLens datasaet, ranges of age
4.4.2 Method
In this section I use the same ECA, SVD and wrapper-based dimensionality reduction sys-
tems and the same predictive model as in section 4.3 to predict age and occupation of users
from their movie ratings.
1https://www.movielens.org
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Writer Unemployed Tradesman/craftsman Technician/engineer
Self-employed Scientist Sales/marketing Retired
Programmer Lawyer K-12 student Homemaker
Executive/managerial Doctor/health care Customer service College/grad student
Clerical/admin Artist Academic/educator Other
Table 4.2 MovieLens dataset, list of occupations
To predict age, I use the mean of each age group for training, and use regression to predict a
numeric age value. The value is classified as correct if it is in the correct range and false if it
is in the wrong range. I use classification to predict each occupation. I use the percentage of
correctly classified instances as the evaluation measurement for age and occupation.
The criteria for comparison is the number of features required to make accurate predictions.
The methods were tested for 2, 5, 10, 25 and 50 features. 50 features is where SVD collects
99% of the variance in the dataset, and at 25 features it collects 80% of the variance. 2, 5 and
10 features are picked to compare the efficacy of methods at extracting useful information in
as few features as possible.
4.4.3 Results
Figure 4.5 shows the classification accuracy between the predicted gender and the user’s self-
report age, using the three dimensionality reduction methods. Age is found to be more diffi-
cult to predict frommovie preferences than it is from online social networks. This is intuitive
because online social networks include data not only about movies, but about many other ar-
eas of potential interest as well.
ECA is able to achieve the maximum accuracy with as few as only 5 features, while with SVD
it only achieves the same level at 50 features. This is the same pattern that was observed in
section 4.3.
Table 4.6 shows the classification accuracy between the predicted occupation and the user’s
self-report occupation, using the three dimensionality reduction methods.
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Fig. 4.5 Comparison of SVD, Wrapper and ECA in predicting age, Prediction Accuracy.
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Fig. 4.6 Comparison of SVD, Wrapper and ECA in predicting occupation, Prediction Accu-
racy.
The same patterns can be observed here as ECA is capable of reaching more accurate pre-
dictions with fewer features, while the overall accuracy with maximum number of features is
similar between ECA and SVD, ECA reaches them with fewer features. This is because this
MovieLens is a much smaller dataset compared to Facebook, therefore noise in the data will
not become a major factor in terms of prediction accuracy, and most of the benefits of ECA
become limited to decreasing the number of features for predictive models.
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4.5 ECA advantages and weaknesses
Being able to achieve the same level of accuracy with a fewer number of features is very
beneficial in machine learning, as a lower number of features translate to needing less com-
putational resources for training the models. This is a major systems advantage as training
decision trees usually has a computational complexity of𝑂(𝑚.𝑛􏷡), where𝑚 is the number of
users in the training data and 𝑛 is the number of attributes. Therefore, needing fewer features
translates to significantly faster training times.
As an example, as outlined in figure 4.2, to predict gender from Facebook Likes using SVD
it takes 500 features, when ECA is able to achieve that level of accuracy in 100 features. This,
theoretically, can lead to a training time with ECA that is only 4% of the training time of the
same model with SVD, at the same level of accuracy. This was a best-case scenario but in all
cases, ECA is able to achieve better prediction accuracy at fewer features compared to other
methods. We also observe that ECA can lead to more accurate results in a lot of instances,
this is due to the fact that highly compressed yet unsupervised and noisy datamakes it harder
for decision trees to learn rules from, which translates to more complex decision trees which
can often become unfeasible for many applications.
While ECA is very effective in big social data, especially data with high redundancy or high
levels of noise, ECA is fairly ineffective in data that does not have any redundancy or is not
noisy at all. This includes data that are pre-processed to only include relevant information
(often medical datasets), or data that has redundancy removed from it using expert human
knowledge. In a way, ECA is only useful when it is not feasible to use expert human knowl-
edge to filter and prepare the data.
ECA is not a very fast algorithm, especially as it has to be computed for every class separately.
Compared to SVD which is computed once and used on as many classes as possible, ECA
adds a great amount of computation to the analysis. However, the most time consuming
process in ECA is the computation of the correlationmatrix, which is at𝑂(𝑚.𝑛􏷡) for a dataset
of𝑚 users by 𝑛 attributes, which needs to be computed only once as it is independent of the
classes. Therefore, the next iterations are only at 𝑂(𝑛􏷡). This is still slower than SVD which
does not require further analysis for new classes. However, as long as decision tree predictive
models are used, this can still translate to a lower combined dimensionality reduction and
model training time.
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4.6 Summary
Unsupervised dimensionality reduction methods such as singular value decomposition usu-
ally aim to preserve as much variance in the data as possible by combining attributes into
a smaller number of features, often referred to as components. They are more effective at
reducing dimensions of datasets that mostly include relevant information and little noise,
however the preserving of all variance non-discriminatinglymakes themdisadvantageous for
very large, sparse datasets such as those often gathered from online social networks. Super-
vised feature selection methods remove noise, but also remove redundancy by erasing seem-
ingly redundant variables. This also removes the useful information hidden inside seemingly
redundant variables. This is a challenge for highly sparse datasets such as data from social
networks because variables often are not perfectly redundant.
ECA can be defined as a supervised feature selection system that instead of removing redun-
dant variables, it uses an unsupervised dimensionality reduction method to preserve most
variance among redundant variables. This is in contrast with other attempts at combining
supervised learning with unsupervised dimensionality reduction algorithms, cited in sec-
tion 4.1, where they first use an unsupervised algorithm to reduce the dimensions, and then
only preserve components that fit well with the class variable. This does little to remove noise
from the dataset as the noise is often embedded into reduced variables with the signal and
they are compressed into the same components. ECA prioritises elimination of noise and
compresses data only after noise is removed.
Advantages of ECA can be summarised as a systems advantage where accurate predictions
can happen with fewer features, and a prediction advantage where lack of noise makes pre-
dictive models more capable of providing accurate predictions from the cleaner data that
they are presented with. I can summarise limits of ECA as being mostly useful for noisy
and sparse datasets, its slower speed and its supervised nature, which necessitates repeating
dimensionality reduction for every class variable. In chapter 5, ECA will be used to reduce
dimensions of Facebook Likes for the prediction of five-factor personality traits.

Chapter 5
Predictive Models
This thesis focuses on assessment of individual differences using data from Facebook. In
chapter 4, I introduced ECA, the method that is capable of reducing dimensions of the large
data collected fromFacebook, while removing noise andmaintaining useful information that
might be hidden among seemingly redundant attributes. In machine learning, to get from
reduced dimensioned data to prediction of class variables, we need predictive models. In
this chapter, I explain how accurate assessments of five-factor personality model are made
from the reduced dimensioned data, and discuss technical details of my proof-of-concept
personality prediction machine learning system. This chapter mostly focuses on technical
aspects of the machine learning system, chapter 6 is where the psychometric properties of a
personality test developed using machine learning methods introduced in this chapter and
chapter 4 are investigated in terms of reliability, internal consistency and discriminant and
external validity.
In section 5.1, I review the predictive models of existing attempts in literature at predict-
ing personality from online social networks. Section 5.2 explains key differences between
the model used in this projects and prior works. In section 5.3, I implement conventional
methods of predicting five factor personality from Facebook data, and compare them with
the method explained in this chapter. This is done in the form of ablative analysis where the
effect of each model decision on the overall prediction power is investigated. I also compare
this system with a deep learning methodology that was investigated but not picked as the
preferred method. Finally, I summarise this chapter in section 5.5.
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5.1 Conventional predictive models
All prior published work into predicting five-factor personality from Facebook data have
used linear regression models as their predictive model [86, 117, 152, 109, 146, 15, 131, 30].
Linear regression models are easy to understand, usually perform well and do not require
heavy optimisations, therefore they are often the go-to models for predicting desired infor-
mation from big social data.
However, vanillamachine learningmodels used in prior research are not optimal for accurate
assessment of psychological traits from Facebook data. There are several reasons for this. I
categorise the reasons into three groups, and explain each in details in sections 5.1.1, 5.1.2
and 5.1.3, as well as introducing ways that my model will differ from them.
5.1.1 Direct personality prediction
In a traditional self-report personality test, several items are presented to the user. A sample
item is provided in table 2.1 with the choices offered to the individual. Once the user has
responded to all items, the test is scored by averaging all responses to compute scores for
each personality trait. MyPersonality dataset includes both the computed personality scores,
and the individual responses to each item. So instead of predicting the final personality score
directly from the data, as prior research have done [86, 152], I use the item-level data to train
the predictive models and use them to predict the answers to each item on the questionnaire
for the test users, to construct answers to a personality questionnaire that the user would have
provided if they had been given a self-report personality test.
This is advantageous for several reasons. First, responses to a lot of items measuring person-
ality traits are easily inferable from a user’s footprints on Facebook. For example, a person’s
voting preferences, or their interest towards arts or philosophy, are part of their five-factor
personality assessment, and they are predictable from the pages that they like on Facebook.
This allows the models to be trained for each specific item, rather than a trait as a whole
and the model records a more detailed understanding of patterns in data relating to each
personality trait compared to directly predicting an overall personality score.
Second, just as the reliability of self-report measurements of personality increase with the
length of questionnaires, online prediction of personality also becomes more accurate as the
more finer detailed information from the user are used during the training of the machine
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learning models. So instead of using a personality score as one reference point for training,
responses of a user to a 20-item test for each personality trait are used for training. This allows
the models to capture up to 20 times more information.
Finally, using individual questions enables a detailed understanding of what facets of each
personality trait are predictable from online data and what facets are not. This knowledge
helps to determine if a passive method of measurement of personality is suitable for a spe-
cific application. Direct prediction of final personality scores do not allow for this level of
understanding. This is further investigated in chapter 7.
5.1.2 Linear regression models
Generally, linear regression models are useful for finding linear direct relationships between
different observations, in this context, between liking certain pages on Facebook and being
more likely score a certain way in a personality test. This is why all prior work use linear re-
gression models [86, 117, 152, 109, 146, 15, 131, 30]. For example, A linear regression model
for this task is the one presented by Kosinski et al. [86] where Facebook Likes are compressed
into a smaller set of 100 dimensions using Singular Value Decomposition (SVD), then a lin-
ear regression model is trained on the data to find the right coefficients of a linear function
that can directly map the SVD components onto the desired personality trait, for example,
openness to experience. Linear regression models are often used for their versatility among
a wide range of applications. However in this context, they present two key disadvantages.
First, personality is defined as patterns of behaviour, not patterns of digital leftovers of be-
haviour. Facebook Likes on the other hand, are not user behaviour, they are digital leftovers
of user behaviour. Using a single linear function to map digital leftovers into a personality
score does treat personality as a pattern of digital leftovers of behaviour rather than patterns
of behaviour. Having liked a page on Facebook is not a behaviour, it is a digital leftover of a
behaviour. The behaviour is, for example, getting news updates from a favourite celebrity or
getting football scores of a favourite club. The existence of a Like in the user’s data is what
is left over from the behaviour, but the behaviour itself is truly latent. The data does not say
why a user has liked a page on Facebook, only that they have liked it.
For example, Bobmay like FCBarcelona’s Facebookpage to get the scores for footballmatches
when there is a match as he does not have time to read sports news websites or watch the
football matches. He checks his Facebook feed at nights and this is a great way to ensure that
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he receives the information when it is fresh, but without intruding his lifestyle. Jason likes
the same page because he wants to show to his friends that he is a fan of the club, because he
thinks it is part of being socially accepted, but really has no interest in the club’s results or its
news. Carlos on the other hand, likes the page because he wants to know exactly when tickets
to the matches and parties go on sale, as he cannot miss those events. Three very different
behaviours which could be indicators of very different types of personality, as Carlos is likely
an extravert who enjoys parties and likes to watch sports games in person and socialise with
friends, while Jason is likely a neurotic individual who is trying to present an ideal and more
likeable image of himself on Facebook, and Bob is simply a conscientious person who likes
to organise the way he receives news updates. However, the digital leftover for all three users
is the same, they all liked FC Barcelona’s Facebook page.
Treating the liking FC Barcelona’s Facebook page as a direct predictor of personality will
automatically make the assumption that people who like this page do it for the same reasons,
because in the end of the training of the models, a constant coefficient will be assigned to
this specific observation. This illustrates that we need judgements of personality, rather than a
calculation of personality scores. A system capable of passive assessment of personality needs
to be able to distinguish between different behaviours that might leave similar footprints.
Second, linear models are also not able to discriminate between users on the basis of their
data. There is a rich literature about cross age, gender and cultural differences in personality.
An individual’s demographics are obtainable from their profiles (or can be predicted very
accurately from their Facebook Likes, as demonstrated in section 4.3), and users with similar
discriminating features can be grouped together and separate models can be trained for each
of them. This is the basis of decision trees which solves both problems.
5.1.3 Pages that are not liked
In MyPersonality dataset, for each Facebook page, for each user there exists a binary value.
That value shows whether the user has liked the page or not. This presents challenges as a
lack of like does not necessarily mean a lack of interest, or a dislike. There are hundreds of
thousands of pages on Facebook and it is not possible for any user to express interest towards
all pages. Grouping all the not liked pages together means telling the model to treat them
equally.
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For example, a usermight like the following pages: BarackObama,Hillary Clinton andBernie
Sanders. The user has not liked the pages Donald Trump, Ted Cruz and Michelle Obama.
Telling themodel that the attitude of the user towards Donald Trump, Ted Cruz andMichelle
Obama is the same, by classifying all three as not liked, is intuitively wrong. Instead, based on
the pages that the user has liked, it is possible to rate other pages at potential likes, or potential
dislikes. There is no ground truth to compare them against, however. Because Facebook does
not allow users to express an expression of dislike towards pages. The role that potential
dislikes can play in predictions is further investigated in section 5.2.1.
5.2 Predictive Model
In this section I describe how internal structure of my prediction model works. The step-by-
step process is described in figure 5.1.
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Fig. 5.1 Overall structure of the prediction model
First a matrix of 𝑚 users by 𝑛 Likes is constructed. Then a stage of ECA, as described in
chapter 4, is performed to reduce the dimensions and to remove unrelated and redundant
information from the data. This is repeated 100 times for each of the 100 items on theMyPer-
sonality’s IPIP personality questionnaire. The output of ECA is used to train gradient boosted
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classifiers for each one of the 100 IPIP items, which are then used to predict the answers a
user would have given to each item on a IPIP five-factor personality test.
IPIP Five-factor personality tests use the mean of the responses to items, keyed positively
or negatively, to compute personality scores. While this scoring system works very well for
self-report traditional psychometrics tests, it does not work well for predicted responses to
personality items. It is because the level of accuracy of the predictions differ for different
items. Some items are easier to predict than others, and some items are easier to predict for
different users, based on their demographics. This is further investigated in chapter 7. As a
result, different weights need to be used for different items based on the profile of the user.
Figure 5.2 shows the structure of the method used to score the test and guide the users to the
right regression model.
I tend to vote conservative
I am the life of the party
I dislike myself
I panic easily
I don’t talk a lot
I avoid philosophical discussions
I do just enough work to get by
I waste my time
I contradict others
I seldom get mad
I cheer people up
…
I leave things unfinished
Fig. 5.2 Overall scoring structure of the prediction model
The decision trees are not only able to learn to assign different weights to different items dur-
ing training, but they also learn to find patters within the demographics of users that explain
differences in the model’s predictive power for each item for various groups and scores each
group according to their optimal items. The actual personality scores are calculated from
the predicted responses to questionnaires, demographics are used only to train the decision
trees.
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Thefinal output of the system is a single personality score, to be compared against self-reports
for evaluation. This is investigated in chapter 6.
5.2.1 Dislikes
As explained in section 5.1.3, I do not treat all pages that are not liked in the same way, as
Facebook pages are only liked when a user visits them and not liking a page does not neces-
sarily mean a lack of interest. I developed a user-based collaborative filtering recommender
system for Likes, and added themost unlikely recommendations as pages that the user would
not have liked, and added them to the data as values of −1, as shown in figure 5.1. The rest
of the possible pages are treated as unknown.
Admittedly, there is no way to evaluate if the so-called dislikes are actually pages that the user
would dislike if Facebook had provided that option. They are instead, pages that the user is
least likely to find useful had they been presented to them in a recommender system. They
are, in a way, only here to avoid the pages that correlate negatively with the user’s interests
to be mistaken as pages that the user has no genuine interest towards. As an example, a user
that likes multiple pages from Democratic Party politicians in the United States would get a
−1 score for very conservative politicians, while they would get an unknown for, for example,
football players in East Asia that they have expressed no interest towards.
Since there is no ground truth, it is very important to only add a certain number of dislikes
to the user’s data. Adding too much would increase the risk of adding noise to the data, since
the dislikes cannot be evaluated independently. The number of disliked pages that are added
for each user is fixed at 20 percent of the number of pages that they have liked. This number
has been chosen via trial-and-error. A comparison of the effect of adding more or less than
20 percent is studied later, in section 5.3.1.
I used Apache Mahout [105] to develop this recommender system, further explanations of
the framework is presented in appendix A. User-based recommender systems calculate the
similarity between different users and recommend itemsmost used by themost similar users.
Instead of picking pages that are best fits for recommendation, pages that are worst fits are
picked as so-called dislikes. This ensures that dislikes are only picked from pages that are
contextually relevant to the user. I used the log likelihood ratio test to measure similarity and
differences to account for surprise and coincidence.
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5.2.2 Classification and regression models
Prior studies [86, 117, 152, 109, 146, 15, 131, 30] used liner regression models for predict-
ing personality traits from digital data. In short, I did not use linear regression models for
the following reasons: (a) personality is latent patterns of behaviour, rather than patterns
of footprints of behaviour, which a model with direct link (linear or higher polynomial de-
grees) between the Facebook data and the personality scores incorrectly assumes; (b) linear
regressionmodels do not allow the use of dichotomous variables such as gender, location and
cultural differences in a discriminatory way; and (c) they do not take to account that people
may leave the same footprint for very different behavioural reasons which can be related to
latent psychological traits.
Decision trees
Instead of linear regression, I use decision trees. Itmeans that instead of training one function
to predict the desired results (answer to each personality question, or a personality score) for
all users, it uses various trained classification or regressionmodels for various groups of users,
and the rules of the tree, learned from the data, are used to guide the users to the right model.
This is intuitive: Humans take into account demographics whenmaking psychological judge-
ments from behaviour. It’s only natural that an artificial intelligent judge of personality
should do the same. For example, a 70-year-old who listens to classical music might just be
average for his age, whereas a young person who listens to classical music might be consid-
ered to be rather open-minded and introverted, given his peer group. This pattern is actually
visible in the data. Another example is that liking sports related pages is a strong indicator of
extraversion only for under 27s whereas it is not indicative of personality traits for older peo-
ple. Perhaps this is because young people actually play sports in teams whereas older people
are sports fans who might not necessarily watch with friends.
Training of decision trees is the process of constructing the rules that can divide the users
into different groups, and is done using the principle introduced by the C4.5 algorithm [118]
which uses the same concept of Information Gain as described in chapter 4. The choice of
Information Grain as the criteria to select features in ECA is coupled with using the same
algorithm to train the decision trees. In otherwords, the features are selected and constructed
to be used to train decision trees.
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Gradient boosting
In machine learning, a strong learner is defined as one predictive model where its output cor-
relates to a high degree with the class variable. A linear regression model or a large decision
tree are examples of strong learners. A weak learner is a predictive model that correlates to a
smaller degree with the class variable. Multiple weak learners can be added together to con-
struct a strong learner. This method is called boosting and models utilising this method are
called additive models. Robert E. Schapire [126] demonstrated the strength of using multi-
ple weak learners in highly sparse datasets. Gradient boosting [48] combines the boosting
technique with decision trees, meaning that decision trees are trained to be weak learners,
and a combination of decision trees are used to construct a strong learner, which provides
the predictions.
More formally, there are 𝑚 weak learners, ℎ𝑚(𝑥), where each learner is a decision tree of a
fixed size. 𝐹(𝑥) is the final strong learner. 𝛾 is the weight that is assigned to each weak learner.
𝐹(𝑥) =
𝑀
􏾜
𝑚=􏷠
𝛾𝑚ℎ𝑚(𝑥) (5.1)
Where the model is calculated step-wise:
𝐹𝑚(𝑥) = 𝐹𝑚−􏷠(𝑥) + 𝛾𝑚ℎ𝑚(𝑥) (5.2)
At each stage, a weak learner is chosen that minimises a loss function 𝐿. 𝑦 is the class variable
that we are trying to predict.
𝐹𝑚(𝑥) = 𝐹𝑚−􏷠(𝑥) + argmin
𝑛
􏾜
𝑖=􏷠
𝐿(𝑦𝑖, 𝐹𝑚−􏷠(𝑥𝑖) − ℎ(𝑥)) (5.3)
The minimisation problem is solved numerically using the gradient steepest descent algo-
rithm. The weight of each weak learner is calculated using the line search algorithm:
𝛾𝑚 = argmin
𝑛
􏾜
𝑖=􏷟
𝐿(𝑦𝑖, 𝐹𝑚−􏷠(𝑥𝑖)) − 𝛾
𝜕𝐿(𝑦𝑖, 𝐹𝑚−􏷠(𝑥𝑖))
𝜕𝐹𝑚−􏷠(𝑥𝑖)
(5.4)
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The role of loss function is to measure the prediction error at each stage of the recursion.
Huber’s loss function [75] is used for regression tasks during the scoring. Prediction of the
likely responses to personality questionnaires is done as a classification task, even though
the responses are not independent classes. As shown in table 2.1 in a sample personality
questionnaire, users have the option to choose from the range of very inaccurate, somewhat
inaccurate, neither accurate nor inaccurate, somewhat accurate and very accurate. A typical
classification loss function will treat all incorrectly predicted values in the sameway, however
the distance between possible choices should be taken into account. To achieve this I use the
Hinge loss function, while the penalty becomes compounded as the distance between the
predicted class and the label class increases.
Gradient boosting decision trees were implemented using the Scikit-learn framework [113].
Further explanation of the framework is provided in appendix A.
5.3 Ablative analysis
In this section I examine the effect of each model design decision in the overall predictive
power of the model. This section is not the psychometric evaluation of the entire system,
as that is covered in chapter 6. Here, the basis of the evaluation of the machine learning
models is their pure predictive power in predicting five-factor personality scores. Predictive
power of the models are measured by correlating their predictions with self-reports using
Pearson’s correlation. This helps us measure howmodels compare in the amount of variance
of the desired variable that they are able to account for in their predictions. These findings are
reported as enhancements towards the baseline, as the values of the correlations themselves
are not the focus of this chapter. This is done to avoid confusion with chapters 6 and 7, where
these correlations will be examined using psychometric standards of reliability and validity.
5.3.1 Study 1: Analysis of the effect of dislikes
As explained in section 5.2.1, I used a user-based collaborative filtering recommender system
to predict a set of pages that are the least useful options to be recommended to a user, here
referred to as dislikes. These pages are added to the user’s data as−1 to distinguish them from
not-liked pages. In this section, I investigate the effect that adding these values to the dataset
has to the predictive performance of the models.
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Sample
25,000American Facebook users fromMyPersonality dataset have been chosen for this study.
The users satisfy the inclusion criteria outlined in section 2.3. The reduction in the number
of users from 98,515 users has been made only to speed up machine learning experiments.
The decision to keep American users was made to keep the users contextually relevant to
each other, as the same number of users from worldwide would have made the data less
contextually rich.
Method
Predictive power is compared when no dislikes are added to the data, when dislikes equal to
10% of the user’s overall liked pages are added, when 20% are added, when 50% are added,
and when 100% are added. All models have been trained with their respective percentage of
dislikes added. To avoid overfitting bias, all analysis have been 10-fold cross validated. The
users have been split into 10 bins, 9 are used for training and 1 for testing, and the process
is repeated until all bins have been tested. The outcomes of all folds are averaged to produce
the final result.
Results
Table 5.1 shows the comparative predictive power of the model, with and without dislikes.
The results have been normalised to the baseline.
Trait No dislike 10% 20% 50% 100%
Openness 1 1.02 1.05 1.01 .97
Conscientiousness 1 1.01 1.04 1.04 .98
Extraversion 1 1.03 1.06 1.02 .94
Agreeableness 1 1.02 1.04 1.01 .96
Neuroticism 1 1.01 1.02 .98 .94
Mean 1 1.02 1.04 1.01 .96
Table 5.1 Ablative analysis of adding dislikes to dataset
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Since there was no ground truth to evaluate dislikes, it initially came at a surprise that adding
them are helpful. However, we should look at them as away ofmaking data cleaner, as it helps
relevant but not-liked pages to not be confused with genuinely irrelevant pages. So dislikes
can be defined as a group of contextually relevant pages that are not liked, and are not likely to
be liked, as they are picked from the worst recommended pages by the recommender system.
Adding dislikes equal to 20 percent of the user’s likes adds something to the predictions,
however, addingmoremakes the predictions less accurate as the recommendationsmay start
to be less accurate and relevant. This is most likely because genuinely irrelevant pages are
added to relevant-but-not-liked pages at that point. Overall, they help increase the variance
accounted for by the models by about 8%.
Comparatively among the five personality traits, dislikes add a similar amount of predictive
power to themodels, except in the case of Neuroticismwhere the amount of added predictive
power is less compared to other traits. A detailed analysis of overall predictibility of various
traits is performed in chapter 7.
5.3.2 Study 2: Comparison of predictive models
In this study I compare the predictive power of linear regression, a strong learner decision
tree (without boosting), and gradient boosting decision trees.
The purpose of this study is to test whether the rationale presented in sections 5.1.1 and
5.1.2 about disadvantages of linear regression models for personality research will translate
to practical results as well. It also tests whether the consensus [126] about the suitability of
using a combination of weak learners compared of strong learners on sparse datasets will
hold on Facebook data, which is highly sparse.
Sample
25,000American Facebook users fromMyPersonality dataset have been chosen for this study.
The users satisfy the inclusion criteria outlined in section 2.3. The reduction in the number
of users from 98,515 users has been made only to speed up machine learning experiments.
The decision to keep American users was made to keep the users contextually relevant to
each other, as the same number of users from worldwide would have made the data less
contextually rich.
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Method
I have implemented the three predictive models for the analysis of the effectiveness of using
decision trees and gradient boosting compared to simple linear regression models. All other
model decision are as described in figure 5.1. To avoid overfitting bias, all analysis have been
10-fold cross validated. The users have been split into 10 bins, 9 are used for training and 1
for testing, and the process is repeated until all bins have been tested. The outcomes of all
folds are averaged to produce the final result.
Results
Table 5.2 shows normalised predictive power of different models compared to the baseline.
Decision Trees
Trait Baseline Without boosting With boosting
Openness 1 1.30 1.79
Conscientiousness 1 1.34 1.89
Extraversion 1 1.43 1.65
Agreeableness 1 1.63 1.92
Neuroticism 1 1.23 1.63
Mean 1 1.39 1.78
Table 5.2 Comparison of different predictive models
I chose the baseline as the linear regression model as it is the most widely used model in
literature. Using a strong learner decision tree as the predictive models improves upon the
predictive powers of the linear regression model, because of the reasons outlined in section
5.1.2. A model that is able to discriminate between users based on rules learned from data
can point the users to better optimised regression and classification functions based on their
own data. Overall, for all five traits combined, using a strong learner decision tree can add
about 93% to the variance accounted for.
Moving fromone big decision tree to a gradient boostedmethod further increases the predic-
tive power of the models. This is inline with the literature of using gradient boosted methods
for sparse datasets [126]. A combination of many weak learners are able to capture finer
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details of the sparse data easier than a big learner can. Compared to a strong learner, we
observe an increase in variance accounted for of about 64%. Compared to linear regression,
this increases the variance accounted for by 217%.
Comparatively among the five personality traits, using a big learner decision tree (without
boosting) improves upon the predictability of all five traits, most for agreeableness and ex-
traversion and least for openness and neuroticism. A decision tree looks for patterns in the
data to divide the users into smaller groups and uses separate regression models to calculate
their personality scores, this can indicate that for agreeableness and extraversion, there exist
more markers in social networking data that can split the users for the predictive models to
train for separately compared to neuroticism or openness. However, a strong caveat here is
that this can be a factor of the way the trees are trained. Different algorithms that use different
criteria for construction of the decision tree might lead to different results. The predictability
of personality traits is discussed in chapter 7.
Among the five personality traits, prediction of agreeableness and conscientiousness are best
aided by the use of a combination of weak learners as decision trees. The least aided traits
are neuroticism and extraversion. There is however, less variance among the added benefit
of gradient boosted decision trees (𝜎􏷡 = .014) compared to a strong learner decision tree
(𝜎􏷡 = .019). This can be attributed for their better ability to manage sparse datasets.
5.3.3 Study 3: Comparison with direct prediction
In this study I compare the prediction power of models when item-level data are predicted
first, and the score is predicted from them, and when the five-factor personality traits are
predicted directly. This is to provide a comparison between my approach and prior work in
literature and to investigate if training the models with finer, more focused data is beneficial
to the overall accuracy of the predictions.
Sample
25,000American Facebook users fromMyPersonality dataset have been chosen for this study.
The users satisfy the inclusion criteria outlined in section 2.3. The reduction in the number
of users from 98,515 users has been made only to speed up machine learning experiments.
The decision to keep American users was made to keep the users contextually relevant to
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each other, as the same number of users from worldwide would have made the data less
contextually rich.
Method
In this study I use all other ideas presented in my prediction models, including gradient
boosted regression trees, to directly predict personality scores from ECA components. This
gives insight as to how significant is the benefit of predicting responses to a personality items
compared to directly predicting personality scores. To avoid overfitting bias, all analysis have
been 10-fold cross validated. The users have been split into 10 bins, 9 are used for training
and 1 for testing, and the process is repeated until all bins have been tested. The outcomes of
all folds are averaged to produce the final result.
Results
Table 5.3 shows results of this analysis.
Trait Direct
prediction
Predicting
individual items
Increase in
variance accounted for
Openness 1 1.31 71%
Conscientiousness 1 1.65 172%
Extraversion 1 1.15 32%
Agreeableness 1 1.35 82%
Neuroticism 1 1.59 153%
Mean 1 1.41 99%
Table 5.3 Comparison of different learner models
Overall, using item-level data to train the models is very beneficial to the predictive mod-
els, as they are able to look for patterns in the data for specific items and then compute the
personality scores accordingly. There is 99% increase in the variance accounted for all the
traits.
Comparatively among the five personality traits, neuroticism and conscientiousness aremost
helped by using the item-level data. Neuroticism and conscientiousness are also traits that
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highly correlate with life outcomes and are easier to predict from behaviour. This indicates
that using the item-level data to train the predictive models helps utilise footprints of be-
haviour on Facebook which are indicators of a user having various degrees of neuroticism
or conscientiousness that would otherwise have been missed. Extraversion is least helped by
the item-level data. The most likely explanation is that the greater predictor for extraversion
in Facebook data is the size of the user’s social network. It correlates well with most of the
items from the item-level data as well as the personality score itself.
5.3.4 Study 4: Comparison with state-of-the-art
Current the best published accuracy for prediction of personality from Facebook data is re-
ported by Youyou et al. [152]. That paper also uses MyPersonality dataset. The purpose of
this study is to compare the level of correlation of predicted personality traits with self-report
personality traits of my method and the best published.
Sample
98,515 worldwide Facebook users from MyPersonality dataset have been chosen for this
study. The users satisfy the inclusion criteria outlined in section 2.3. There is a cross-section
between the users inmy study and Youyou’s, however there are also differences. Youyou used
users with more than 200 Facebook Likes in her study. The inclusion criteria for inclusion in
my study is only 100 Facebook Likes. So the method in this thesis would work with a wider
segment of the Facebook population.
Method
All ideas explained in this chapter are used in the predictions for this study, to compare them
to current state-of-the-arts. This includes using item-level data for training, using gradient
boosted decision trees and using dislikes. To avoid overfitting bias, all analysis have been
10-fold cross validated. The users have been split into 10 bins, 9 are used for training and 1
for testing, and the process is repeated until all bins have been tested. The outcomes of all
folds are averaged to produce the final result.
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Results
Table 5.4 shows the results of Youyou et al. [152] compared to the predictions made by the
models developed in this chapter.
Trait Previous best [152] This
prediction
Increase in
variance accounted for
Openness .65 .77 40%
Conscientiousness .52 .68 71%
Extraversion .55 .71 67%
Agreeableness .56 .72 65%
Neuroticism .49 .58 40%
Mean .56 .70 52%
Table 5.4 Correlations with self-reports, comparative analysis
with previous best
All the improvements proposed in this thesis combined add about 52% to the overall vari-
ance accounted for compared to the best published results in literature. This is for users with
a lower limit of inclusion criteria (100 Likes compared to 200 in Youyou’s study [152]). Con-
scientiousness, extraversion and agreeableness weremost helped by themethods proposed in
this thesis, while models for openness and neuroticism gained less predictive power over the
best published outcomes. Comparative analysis of predictability of various traits is provided
in chapter 7.
5.4 Alternative model: Deep learning
An alternative way to do personality predictions is to use deep learning. Deep learningmod-
els see only high-level data abstractions (such as a personality score) and construct a graph-
based internal structure of a model automatically in a data-driven way [14]. This comes in
contrast to models that have their internal structure designed by expert knowledge in the
specific domain, such as the model introduced in this chapter.
In a traditional personality test, each item is used to assess a certain aspect of an individual’s
personality (e.g. political opinions and interest toward arts are aspects of Openness). I use an
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internal hierarchal model because a lot of aspects of personality, such as the people’s political
preferences or interest towards arts are very well represented in their Facebook Likes and
digital footprints in general. I use the items of a personality questionnaire as our hidden
layer as I will be able to do supervised learning of hidden layers from people’s responses to
each question during training. Theoretically, an automated deep learning algorithm should
be able to learn similar hierarchal interactions mainly from the data, assuming that enough
data exists.
There are various approaches to deep learning. The choice of the approach is often based
on the data and task at hand. Perhaps the most widely used and publicised architecture is
Convolutional Neural Networks (CNNs), widely used in computer vision [88, 90], but also
for speech recognition as they are very effective at dealing with time-series data [92]. This is
because they engineer higher-ordered features using convolution operations based on con-
volution theorem in mathematics, which relates the time and space domains together. An
example of the use of convolution is the Fourier transform [19], where signals can be con-
verted from the time domain into the frequency domain. Fourier transform is widely con-
sidered to be one of the most influential algorithms in history, and its variants were also the
key algorithms in historical computer vision methodology [67].
Outside of computer vision, when it comes to highly sparse datasets, Unsupervised Pre-
trained Networks (UPNs) tend to be very helpful [39]. Engineering higher order features
from highly sparse datasets as the pretraining stage is similar to treating the first set of hid-
den layers as principal components and the rest of the architecture is learned from there,
which this part can be supervised. Deep Belief Networks (DBNs) [94] are UPNs which allow
for a hierarchical layered architecture without allowing the layers to communicate, this is
important as we prefer the engineered features to include less dependency and therefore, less
redundancy. We also want independent predictors of personality in these methods. To put
this theory to test, I developed a multi-layered Deep Belief Network, learned using Hinton’s
greedy algorithm [70] to compare with the model introduced in this chapter. To ensure this
model is suitable, I used this deep learning architecture to predict demographics details of
age, gender, relationship status and voting preferences from Facebook Likes, the same vari-
ables predicted in section 4.3 and found excellent predictive power.
After engineering features, the most optimised layered structure is the use of four layers with
size of each layer is 50. Larger or deeper models begin to overfit at 100,000 users. Overfitting
is observed when increasing the complexity of the structure results in increased correlations
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of the predicted values with the class variable of samples from the training subset, but corre-
lation of predicted values with the class variable in the testing subset is decreased.
Table 5.5 shows the correlations of the predicted personality traits with self-reports, for both
the deep learning method and the method introduced in this chapter. The same sample of
98,515 worldwide Facebook users from the MyPersonality dataset were used for both meth-
ods. The users satisfy the inclusion criteria outlined in section 2.3.
The deep learningmodel is implemented using theDeepLearning4J framework [31]. Further
explanation of the framework is in appendix A.
Trait Deep learning This
prediction
Increase in
variance accounted for
Openness .71 .77 18%
Conscientiousness .60 .68 28%
Extraversion .66 .71 16%
Agreeableness .62 .72 35%
Neuroticism .49 .58 40%
Mean .62 .70 27%
Table 5.5 Comparative analysis with deep learning
In my experiments, while deep belief networks do outperform the previous best reported
scores [152], reported in section 5.3.4. However even with close to 100,000 users, deep
learning methods are not able to outperform models constructed by expert psychological
knowledge. Therefore we can conclude that they require an even larger sample size to be
well-trained and remove the need for expert psychological knowledge in model construc-
tion. Larger sample sizes are necessary to investigate if deep learning models are able to
outperform expert models for prediction of personality traits from Facebook.
5.5 Summary
In this chapter I have introduced the predictivemodels of themachine learning system. There
are several improvements to the liteature, they include using gradient boosted decision trees
compared to linear regression models, using item-level data to train the models in order to
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be able to predict a user’s potential responses to a questionnaire instead of predicting their
personality scores directly, and by not mixing contextually relevant but not-liked pages with
non-relevant pages to provide a cleaner data.
All the enhancements introduced in this chapter, combinedwith ECA, as introduced in chap-
ter 4, make the machine learning system capable of doing judgements of personality that can
demonstrate psychometric properties in a way that a self-report questionnaire does. This is
investigated in chapter 6.
Chapter 6
A Passive Personality Test
In chapter 4, I introduced ECA, a method to effectively reduce the dimensions of the highly
sparse data of online social networks while eliminating noise, reducing redundancies and
keeping maximum variance among only relevant variables. In chapter 5, I explained how
the predictive model works, and how its predictive power is increased by the enhancements
that were introduced. In this chapter, I demonstrate that personality predictions made by
a machine learning system using the methodology described chapters 4 and 5 can demon-
strate strong psychometric properties of reliability, internal consistency, external validity and
discriminant validity.
For simplicity, I refer to personality predictions of my method asMachine Learning predic-
tions, or ML-rated personality. Personality scores computed by a traditional 100-item IPIP
questionnaire of the same users is reported as self-report personality.
6.1 Sample
Data used for this analysis is collected by theMyPersonality project, as introduced in chapter
2. It consists of 98,515 volunteers (worldwide) who completed a 100-item IPIP personality
questionnaire. It includes Facebook Likes and the following demographics: Age, gender,
relationship status, education, location, hometown, and number of friends.
Inclusion criteria is explained in section 2.3. To summarise, all users in this study have a
minimum of 100 Likes. This ensures that users who have very recently joined the network
are not included. The mean number of Likes of the users used in this study is 194, which is
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fewer than the average number of Likes of Facebook users, as reported by Youyou et al. [152],
so this method works for most users.
6.2 Cross-validation
I apply a 10-fold cross-validation to avoid overfitting bias in the results. The users are ran-
domly divided into 10 subsets, 9 subsets are used for training and one subset for evaluation.
This is repeated 10 times to make personality predictions of the whole dataset. Separation of
the training and testing subsets is done at step zero, before construction of the models and
before dimensionality reduction. This ensures that there is no information leak between the
training and testing subsets.
6.3 Analysis of reliability and validity
In order to assess the psychometric properties of the ML-rated personality traits, I use four
different studies: Self-ML agreement in order to measure the reliability of the test, split-
half correlations to measure internal consistency, external validity to measure the predictive
power of the ML-rated personality in terms of other life outcomes, and discriminant validity
to ensure that the traits that are designed to be independent from each other, are indeed so.
6.3.1 Self-ML agreement
The self-ML agreement is the primary way to measure accuracy of the predictions, and it
is the criteria by which the model was designed and trained. I use test-retest correlation
after 1 year to measure reliability of the self-report questionnaire. Figure 6.1 demonstrates
the correlations of ML-predicted personality with self-reports, and compares them to 1-year
test-retest correlation of self-reports.
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Fig. 6.1 Comparison of Self-ML agreement and 1 year test-retest correlation of self-reports.
The results are corrected for attenuation. Themean were averaged using Fisher’s r-to-z trans-
formation.
Generally, Psychometric rules of thumb require a personality questionnaire to have a relia-
bility between 𝑟 = .7 and 𝑟 = .9 in order to measure a trait reliably for an individual [124] for
application in services tailored at individuals such as career advice, recruitment and finan-
cial services. Here we observe that ML-rated personality satisfies this condition and is only
worse than 1-year test-retest correlations of a self-report test by a small margin. It should
also be noted that Facebook data used in these predictions are not time stamped, and are
accumulated over a long period of time, years or even more than a decade. However, the
new Facebook Graph API includes time stamped data as well. So practically, only recent
Likes can be used for prediction, or can be given a stronger weight compared to older data,
to simulate amore recent personality test which should theoretically improve accuracy of the
predictions.
Openness is the most predictable trait. This might be because of the way social networks are
used as mediums of expression and discussion about politics, philosophy and arts. There are
many pages on Facebook dedicated to these subjects and liking them is a great indicator of
higher degrees of openness.
Contentiousness, extraversion and agreeableness are predictable to about the same degree.
Neuroticism is the least predictable trait and the only trait with correlations of less than 𝑟 = .7.
This trend is unanimous in literature of predicting personality from Facebook Likes [86, 152]
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and might be because the options to leave evidence of low or higher levels of neuroticism are
limited on Facebook Likes. Neuroticism however, is better apparent from linguistic cues [97]
and Park et al. [109] was able to predict neuroticism at the same level of accuracy as other
traits from Facebook status updates.
Further investigation of the predictability of the traits, as well as an analysis of facet-level and
item-level predictability is performed in sections 7.1 and 7.2.
6.3.2 Split-half correlations
As a further estimate of reliability I use split-half correlations to measure the internal con-
sistency of the ML-rated personality traits. I randomly split the Likes of each user into two
subsets of equal size and use each one separately to predict their personality traits and cor-
related their results. The users in this pool had at least 300 Likes. Overall, we can observe in
table 6.1 that we are moving into the range of the accuracy of traditional psychometrics tests
on individual level where has not been possible before. Youyou et al. [152] reported a mean
split-half correlation of 𝑟 = .62, which is the best reported result in literature.
Split-half correlations
Trait ML-rated Self-report
Openness .79 .87
Conscientiousness .67 .89
Extraversion .73 .91
Agreeableness .71 .90
Neuroticism .54 .88
Mean .70 .89
Table 6.1 Split half correlations of ML-predicted and self-report personality. The mean was
averaged using Fisher’s r-to-z transformation.
Similar to self-ML agreements, openness shows a better scale reliability compared to the rest
of the traits (𝑟 = .79). This can be explained by the nature of Facebook, as a large amount
of what people do on Facebook is following news and politics, it is reasonable to expect that
splitting a person’s Likes into half would still involve pages that can lead the model into the
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right predictions. Facebook is also a big online forum for discussions and activity towards
arts, another important indicator for openness.
Extraversion, conscientiousness and agreeableness have relatively similar split-half correla-
tions (around 𝑟 = .70), which is acceptable but lower than ideally desired. This demonstrates
a higher dependency of the predictive models to the inclusion of pages that are highly im-
portant to the predictions, compared to openness. Neuroticism, the least predictable trait in
terms of Self-ML agreements, also has the lowest rate of split-half correlations. This indicates
that compared to other traits, Facebook pages that are indicative of lower or higher degrees
of neuroticism are more unique, since the data that they contain is missed when the Likes
are split into half.
These statements however, should come with certain caveats. The way the dimensions of the
data are reduced, and the way the predictive models work can affect the variance among the
split-half correlations of different traits. None of the prior work report the per-trait split-half
correlation of the five-factors personality traits that are predicted from online social net-
works, therefore there is no point of outside comparison. However, changing the parameters
of the model can help with this investigation.
Optimising the methods for better internal consistency
Low levels of split-half correlations indicate the possibility of existence of pages on Facebook
that are highly beneficial to the prediction, and their removal from one of the halves lowers
the overall split-half correlations. This can be a byproduct of the way the dimensions of the
data are reduced, since that is when noise removal and handling of redundancy happens. In
section 4.2.2, I explained how the parameters of the Entropic Component Allocation (ECA),
the dimensionality reduction method introduced in chapter 4, need to be adjusted. In this
section, I investigate if ECA can be adjusted in a way to improve internal consistency, and
I also investigate if the variance among the internal consistency of different ML-rated traits
changes as parameters of ECA are tuned.
To reduce dependency to single points in the data, 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑐 needs to be decreased. This
allows more variables to be be seen as redundant, which is counter-intuitive to the task,
however since the model preserves variance among redundant variables, this reduces the
chance of their dismissal. 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑑 needs to be increased, to ensure that the added variance
among the redundant variables are preserved. I reduced 𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑐 by 20%, and increased
𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑𝑑 from 95% to 99%. This is an optimised value achieved from doing several exper-
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iments. This resulted a 7% increase in the number of features. Table 6.2 shows the split-half
correlations of ML-rated predictions with the adjusted parameters.
Split-half correlations
Trait ML-rated Self-report
Openness .79 .87
Conscientiousness .70 .89
Extraversion .74 .91
Agreeableness .72 .90
Neuroticism .64 .88
Mean .72 .89
Table 6.2 Optimised split-half correlations of ML-predicted and self-report personality. The
mean was averaged using Fisher’s r-to-z transformation.
Overall, split-half correlations have been increased to 𝑟 = .72. The only significant change is
in neuroticism, where it has been increased from 𝑟 = .54 to 𝑟 = .64. This came at the expense
of more features, which means slower training and testing, and a slight reduction in self-ML
agreements, which now averages to 𝑟 = .69. This demonstrates that being less rigorous in
allowing variables into the models might help improve internal consistency, at the expense
of added training time.
This demonstrates that optimisations in dimensionality reduction algorithms or predictive
models can influence the internal consistency of the personality assessment. This is a very
interesting finding which demonstrates that sole focus on enhancing correlations with self-
reports might not be the best way to build more reliable tools of passive psychological as-
sessment. This also presents a challenge in methods, as machine learning models, such as
decision trees or linear regression models, utilise a loss function as part of their training pro-
cess. The role of the loss function is to evaluate the predictive performance of the model
during training. Loss functions almost always measure the error in prediction of the class
variable, which the model aims to minimise. Therefore the training model is always guided
to maximise correlations between the predicted outcome and the observed outcome, in this
case between the predicted personality and self-reports. This shows that enhancing the inter-
nal consistency of passive psychometric tests might require creating entirely new loss func-
tions dedicated to focusing on internal consistency. This is a very interesting area of further
research into the methods of passive psychological assessment.
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6.3.3 External validity
A third and perhaps most important measurement of validity of a test is its predictive power
of external variables. Five-factor personality has been demonstrated to have a good ability to
predict consequential life outcomes [106]. In this section, each of the five-factor personality
traits are used to predict a series of external factors. These include: satisfaction with life, sen-
sational interests, impulsivity, self-monitoring, Schwartz’s values and depression. These data
were collected during the MyPersonality project and were cross-referenced with the users
from the inclusion criteria (section 2.3).
Figure 6.2 outlines the predictive power ofML-rated openness compared to self-report open-
ness.
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Fig. 6.2 Comparison of the predictive power ofML-rated openness and self-report openness.
The correlation coefficient on the lower right side of the graph is the correlation between the
predictive power of ML-rated and self-report openness, after applying the r-to-z transforma-
tion to the original correlation coefficients of the predictions.
There is excellent agreement between the accuracy of the predictions of external factors by
ML-rated openness compared to self-report openness. Self-report openness is better at pre-
dicting violent occultism and credulousness while ML-rated openness is slightly better at
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predicting intellectual activities and power. However at an overall 𝑟 = .97, ML-rated open-
ness is as good as self-report openness in terms of external validity.
Figure 6.3 outlines the predictive power of ML-rated conscientiousness compared to self-
report conscientiousness.
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Fig. 6.3 Comparison of the predictive power of ML-rated conscientiousness and Self-Report
conscientiousness. The correlation coefficients in the lower right side of each graph is the cor-
relation between the predictive power of ML-rated and self-report conscientiousness, after
applying the r-to-z transformation to the original correlation coefficients of the predictions.
Figure 6.4 outlines the predictive power of ML-rated extraversion compared to self-report
extraversion.
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Fig. 6.4 Comparison of the predictive power of ML-rated extraversion and self-report ex-
traversion. The correlation coefficients in the lower right side of each graph is the correlation
between the predictive power of ML-rated and self-report extraversion, after applying the
r-to-z transformation to the original correlation coefficients of the predictions.
There is excellent agreement between the accuracy of the predictions of external factors by
ML-rated extraversion compared to self-report extraversion. For almost all external validity
variables, they have a relatively similar predictive powers. At an overall 𝑟 = .93, ML-rated
extraversion is as good as self-report extraversion in terms of external validity.
Figure 6.5 outlines the predictive power of ML-rated agreeableness compared to self-report
agreeableness.
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Fig. 6.5 Comparison of the predictive power ofML-rated agreeableness and self-report agree-
ableness. The correlation coefficients in the lower right side of each graph is the correlation
between the predictive power of ML-rated and self-report Agreeableness, after applying the
r-to-z transformation to the original correlation coefficients of the predictions.
There is excellent agreement between the accuracy of the predictions of external factors by
ML-rated agreeableness compared to self-report agreeableness. Self-report agreeableness is
better at predicting violent occultism, intellectual activities, life satisfaction and security. ML-
rated agreeableness is slightly better at predicting self-monitoring, tradition and wholesome
interests. However at an overall 𝑟 = .92, ML-rated agreeableness is as good as self-report
agreeableness in terms of external validity.
Section 6.3.1 showed that neuroticism was the least predictable trait. Figure 6.6 outlines the
predictive power of ML-rated neuroticism compared to self-report neuroticism. For almost
all external validity variables, they have a relatively similar predictive powers. At an overall
𝑟 = .98, ML-rated neuroticism is as good as self-report neuroticism in terms of external
validity.
This demonstrates that the slightly lower self-ML agreement and split-half correlations of
neuroticism compared to other traits does not translate to a lower level of agreement with
self-reports in terms of prediction of outcomes variables.
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Fig. 6.6 Comparison of the predictive power of ML-rated neuroticism and self-report neu-
roticism. The correlation coefficients in the lower right side of each graph is the correlation
between the predictive power of ML-rated and self-report neuroticism, after applying the
r-to-z transformation to the original correlation coefficients of the predictions.
With 𝑟 ranging from .92 to .98, in terms of external validity, ML-rated personality has a very
similar predictive power compared to self-report personality. It is important to note that
the correlation coefficients reports how close ML-rated personality and self-report person-
ality are able to predict external factors, these are not correlations with the external factors
themselves. Table 6.3 covers the actual values of correlations with external variables.
Per-trait comparisons of external validity between self-reports andpredicted personality from
Facebook Likes have not been reported in literature. However, Park et al. [109] reported
the external validity of the predicted personality traits compared to the self-report personal-
ity, and found that their predictions of personality from language on social media had great
agreement with the predictions of self-report personality in terms of predicting external vari-
ables. Table 3.5 outlines the level of agreement between the predictive power of predicted per-
sonality from language on Facebook and self-report personality in Park’s study compared to
the findings of this section.
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Youyou et al. [152] reported a lower combined predictive power of their predicted personality
traits compared to self-reports. Table 6.3 demonstrates the combined predictive power of all
ML-rated personality scores, compared to self-report personality scores. The mean 𝑟 = .43
for ML-rated personality demonstrates equal or better external validity compared to self-
report personality of mean 𝑟 = .40.
Predictions by personality
Group Item ML-rated Self-report
Life Satisfaction .47 .50
Sensational Interests
Wholesome interests .33 .31
Intellectual activities .53 .52
Violent occultism .41 .28
Militarism .46 .26
Credulousness .39 .26
Mean .42 .33
Impulsivity .48 .53
Self-monitoring .44 .39
Schwartz’s values
Conformity .15 .17
Tradition .20 .14
Benevolence .17 .13
Universalism .27 .21
Self-direction .19 .14
Stimulation .22 .21
Hedonism .17 .12
Achievement .07 .11
Power .26 .27
Security .05 .12
Mean .18 .16
Depression .41 .38
Mean .43 .40
Table 6.3 Comparison of external validity of ML-rated personality with self-report person-
ality. Predictions are linear regressions using the big five traits as predictors. The results are
averaged using Fisher’s r-to-z transformation and weighted by sample size.
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6.3.4 Discriminant validity
Discriminant validity indicates how far a trait that is meant to be independent from other
traits is indeed so. Table 6.4 shows how the self-report and ML-rated personality traits cor-
relate with each other.
Self-Reports ML-rated
O C E A N O C E A N
Self-Reports
O
C .04
E .14 .17
A .04 .19 .17
N -.06 -.30 -.34 -.34
ML-rated
O .77 -.08 -.09 -.02 -.01
C -.09 .68 .14 .13 -.12 -.03
E -.07 .11 .71 .11 -.15 .10 .21
A -.03 .12 .14 .72 -.12 -.07 .20 .23
N -.02 -.12 -.13 -.09 .58 -.05 -.22 -.24 -.31
Table 6.4 Comparison of the discriminant validity of ML-rated personality with self-report
personality. Values represent correlation (𝑟). O, Openness; C, Conscientiousness; E, Ex-
traversion; A, Agreeableness; N, Neuroticism;
ML-rated personality shows better discriminant validity in 6 out of 10 possible relationships
between the personality traits. This includes the correlations of neuroticism with all four
traits, and correlations of conscientiousness with all traits except agreeableness. The over-
all mean is calculated for self-report personality (mean 𝑟 = .18) and ML-rated personality
(mean 𝑟 = .17), and shows that the ML-rated personality traits are equal or better at only
measuring the trait that they intend to measure.
Park et al. [109] reported the discriminant validity of their predicted personality scores com-
pared to self-reports, as reported in table 3.4. Withmean discriminant correlations of 𝑟 = .28
in various traits in Park’s predictions, theML-rated personality traits in this study are less de-
pendant on each other compared to traits predicted from language features of status updates
on Facebook.
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6.4 Discussion
6.4.1 Reliability and validity
Using machine learning methods described in chapters 4 and 5, to predict five-factor per-
sonality from Facebook Likes (mean 𝑟 = .70) improved upon the previously best published
accuracy (mean 𝑟 = .56) [152] - an increase in variance accounted for of 52%. Previous
studies [86, 152, 109] only used participants from the United States, so the prediction in this
thesis are on a more diverse sample from worldwide, with fewer average Likes per user. The
increase in accuracy is valuable for practice since it differentiates between a prediction that
is good enough for analysis at group level (e.g. research into the differences between groups
or communities) and a prediction that is good enough at the individual level (accurate and
reliable assessment of one’s personality for a wide variety of applications). As well as being
reliable, a psychometric test needs to be demonstrated to be valid in predicting external fac-
tors. Predictions of a range of outcomes showed that predicted personality is as externally
valid as self-report tests (mean 𝑟 for 19 outcomes = .43 compared to .40 for self-report). In
terms of discriminant validity, ML-rated personality traits were demonstrated to be more
as independent from other ML-rated traits as self-reports traits are independent from each
other.
Overall, openness was the the most reliable trait to predict from Facebook, in terms of agree-
ment with self-reports and internal consistency. This can be attributed to the fact that Face-
book is a major medium for access to politics, news and arts, therefore users leave more
footprints that share informations about their attitudes towards the subject, and as a result
the prediction of openness becomes more reliable. This is in contrast to other mediums of
personality judgement, for example career performance, where conscientiousness is the trait
that is easier to predict. This is further investigated in chapter 7.
In terms of external validity, all ML-rated traits demonstrated a similar level of predictive
power to self-reports in predicting external and outcome variables, with an agreement of 𝑟
ranging from .92 to .98.
6.4.2 Bias
Normally in psychometric testing, item responses are scored the sameway for all participants.
In fact, psychometricians use differential item functioning to look for item that are biased
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against demographics such as gender and ethnicity [136]. The goal is to produce a test whose
result depends only on the latent trait being measured, as opposed to the demographics of
the test taker. Sometimes to control for bias, questionnaires use different norms for different
groups, for example the Empathy Quotient Scale uses different norms for males and females
[11]. The machine learning models introduced here remove bias earlier in the process, by
using decision trees to intentionally look for differences in the meaning of Likes for different
groups and producing different prediction models for those people. This corrects for bias
using rules learned from the big data. Critically though, this method controls for the bias
only as far as the gold standard test is unbiased, as the predictionmodel is trained to produce
those scores. Therefore, predictions from digital footprints cannot replace high quality self-
report questionnaires; instead, they make their application more practical by using existing
digital data to simulate their use.
Psychological assessment by digital data overcomes several disadvantages of self-reports,
such as mood and memory influences as data is recorded over a long period of time, self-
enhancing becomes much more difficult as shaping digital data to present an enhanced ver-
sion to the model is typically very difficult without deep understandings of how the predic-
tion models work (unlike self-reports where the test-taker can simply lie). Reference-group
effect is also removed as the prediction models do not take into account the social circle of
the individual.
6.4.3 Application limitations
The reliance of this method on digital data can be a limiting factor in deployment, as not
everyone uses online services, however in the modern world, it is difficult to avoid making
digital footprints, as they include an individual’s use of online social networks, their cellphone
records, their browsing and search histories, their e-mails, and their purchases as recorded
by credit or loyalty cards.
Facebook has recorded over 2 billion monthly active users in 2017, and 1.32 billion daily
active users in June 2017 [42]. Twitter has reported 313 million monthly active users [139],
Instagram has reported over 500 million monthly active users [76]. Other social networks
such as Qzone, LinkedIn 1, Google+2 and Tumblr3 have reported hundreds of millions of
1https://www.linkedin.com
2https://plus.google.com
3https://www.tumblr.com
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active users as well. While a specific social network might become more or less popular
as fashion dictates, it is likely that businesses and society will collect increasingly large and
detailed records of individuals’ behaviour.
Another major limitation of the method is the need for training data for the specific so-
cial network, and for a large number of users. Expanding this functionality to a new social
network will require new studies where users of the new social network need to perform
personality tests and their data needs to be collected, only then we are able to train similar
predictive models that can provide passive psychometrics. Progress of time is also a limita-
tion, as data on social networks also changes with time. What is fashionable and popular at
a certain time might not be so in a few years or decades. This translates to a constant need
for data collection and cross-examination, which can be done as the service is being used but
also might require completely new data collection when after a long time.
Further discussions on limitations of the passive approach, including ethical concerns are
covered in chapter 9.
6.4.4 Convenience
Themost important advantage of passive psychological assessment usingmachine learning is
convenience for both participants and administrators. It allows a test to be pushed tomillions
of people quickly, and it requires no time commitment from the participants. Researchers
who want to record an individual’s personality for a study can only request access to their
social networking data, rather than asking the individual to complete long questionnaires,
and in practice, an employer can easily request access to social networking data of the job
seekers and infer their personality instead of requiring them to participate in self-report tests,
which itself is prone to self-enhancement bias.
6.5 Summary
In this chapter, I used the methodology introduced in chapters 4 and 5 to construct a proof-
of-concept machine learning system capable of accurate personality predictions. The pre-
dicted personality scores were assessed in terms of correlations with self-reports, internal
consistency, external validity and discriminant validity and were found to be very similar to
self-reports in terms of their psychometric properties.
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While this chapter mostly focused on investigating psychometric properties of the outcomes
of the machine learning system, chapter 7 investigates why the predictions are the way they
are. This includes analysis of predictability of various traits, predictability item-level data,
and how personality scores relate to predictability of users on Facebook.

Chapter 7
Analysis of Predictability
In chapters 4 and 5, I introduced a dimensionality reduction method and predictive learning
models that are capable of accurate prediction of personality of users from social networking
data. In chapter 6, I investigated the psychometric properties of the outcomes of the ma-
chine learning system when used to predict five-factor personality in terms of reliability and
validity.
Five factor personality is very effective in predicting behaviour and important life outcomes
[106, 121], such as happiness, spirituality, physical health, peer, family and romantic relation-
ships, occupational choice and performance, political and ideological values, and criminality.
This is partly why this research started, to examinewhether it is possible to go from footprints
of behaviour (online in the work of this thesis) to accurate assessment of personality.
Being able to predict personality scores presents a unique opportunity to investigate if the
five-factor personality traits can predict a new outcome that has not been studied before,
which is online predictability.
In section 7.1, I examine the level of predictability for each of the personality traits and com-
pare them to the literature. In this section I also investigate why neuroticism is the most
difficult trait to predict, as observed in chapter 6, and draw a new study which further inves-
tigates a potential answer. In section 7.2, I perform new studies to investigate the per-item
perfectibility for each of the 100-items of MyPersonality’s personality test, from the IPIP in-
ventory and discuss the results. In section 7.3, I investigate what role demographics and per-
sonality play in explaining how predictable a specific user is and perform relevant studies.
Finally, section 7.4 summarises the findings.
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7.1 Predictability of the five-factor model
When it comes to predicting behaviour and important life outcomes, different traits are bet-
ter or worse at predicting different things. Conscientiousness is best able to predict aca-
demic [104] and work performance [12]. My own analysis in section 6.3.3 showed that both
ML-rated and self-report neuroticism are best at predicting depression and life satisfaction.
Overall, conscientiousness is the most predictable trait from behaviour. This brings about
the expectation that the two traits should be easiest to predict here, as well. However, this
was not observed in chapter 6. Table 7.1 shows the correlations between the ML-rated and
self-report personality traits, as discussed in chapter 6.
Trait Self-ML agreement
Openness .77
Conscientiousness .68
Extraversion .71
Agreeableness .72
Neuroticism .58
Table 7.1 Correlation of ML-rated and self-report five-factor personality model
Openness is the easiest trait to predict and neuroticism is the most difficult trait to predict.
This is not a method-dependent limitation, as this pattern exists in all predictions made in
chapter 5 with different model decision. Table 7.2 shows the correlation between predicted
and self-report personality traits in literature.
Study O C E A N
Kosinski et al. [86] .43 .29 .40 .30 .30
Youyou et al. [152] .65 .52 .55 .56 .49
Park et al. [109] .41 .26 .36 .41 .39
Golbeck et al. [50] .65 .59 .55 .48 .53
Table 7.2 Correlation ofML-rated and self-report five-factor personality models in literature.
O, Openness; C, Conscientiousness; E, Extraversion; A, Agreeableness; N, Neuroticism;
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Across all studies, openness is the easiest trait to predict, which is inline with the results of
this thesis as well. As explained in earlier chapters, this is most likely the result of the way
Facebook is used as a medium for accessing news, politics and an online forum to access and
discuss topics of arts. Kosinski et al. [86] reported conscientiousness as themost difficult trait
to predict, with agreeableness and neuroticism being only slightly easier. Kosinski’s study
is also based on MyPersonality and used a lot of the same users as this thesis, but with a
narrower inclusion criteria, as described in chapter 3. Similarly, another study which used
MyPersonality is Youyou et al. [152]. It also reports neuroticism as the most difficult trait to
predict.
Park et al. [109] uses MyPersonality, but instead of Facebook Likes, they use the user’s status
updates to train their models. They found conscientiousness to be the most difficult trait to
predict. Golbeck’s study also primarily uses language features on social media and it finds
agreeableness to be most difficult to predict.
There is no other literature focusing on the predictability of personality traits from Facebook
data. However, having access to personality scores and predicted personality, I can investigate
if personality traits themselves correlate with predictability of users. This is what I investigate
in the next study in section 7.1.1.
7.1.1 Study 1: Can personality explain predictability?
Five-factor personality traits are very informative about the behaviour and life outcome of
the individuals, as outlined earlier in the chapter. Here I investigate if they can also explain
predictability of users. This is to test the hypotheses outlined in section 2.1.1.
Previous literature suggested that individuals with higher scores on openness and extraver-
sion use social networks such as Facebook more often and share more information about
themselves [6, 56, 6, 149], which translates to leaving more footprints which in turn can
make the predictive models more powerful. In this section, I investigate if openness and
extraversion are indeed correlated with higher degrees of predictability. Conscientiousness
is negatively correlated with the use of social networks [125, 149], but it is positively corre-
lated with being organised and efficient online [127], therefore it is interesting to see how
conscientiousness relates to predictability.
Agreeableness is not correlated with using social networks more or less often [123], but it
is related to how users present themselves on social media. Highly agreeable individuals
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tend to present a more accurate picture of themselves on social media and [91] and are less
concerned with self-presentation [127]. Neuroticism is correlated with seeking acceptance
on social media [127] and presenting an ideal image rather than a true image of the self [91].
This can complicate personality judgements from the data, as data artificially tuned to look
a different way can indeed confuse the predictive models.
Sample
The entire 98,515 that were tested in chapter 6 were involved in this study. They all satisfied
in the inclusion criteria outlined in section 2.3.
Methods
Using methodology explained in chapter 5, the ML-predicted personality scores of all the
users have been predicted from their respective cross-validation iteration and are compared
with their self-report personality to calculate the prediction error. Self-report personality
traits are then used in a linear regression model to predict the prediction error for each trait
and goodness of fit is measured using 𝑅􏷡.
Results
Table 7.3 illustrates the predictive power of each personality trait in explaining the errors
observed for each prediction of each personality trait.
Neuroticism proves to be the greatest predictor of prediction error in personality predictions.
It is positively correlated with prediction error for all five personality traits. This means neu-
rotic people are the most unpredictable in terms of their personality traits from online social
networks. This makes sense as presenting yourself in an ideal rather than realistic way, a ten-
dency that neurotic individuals have on Facebook [127], will add noise to the Facebook data
andmake it less useful for predictions. Ross et al. [123] reports that neuroticism is positively
correlated with using the Facebook wall compared to other features, this can also contribute
as in this thesis I am only using Facebook Likes for the predictions.
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Openness 𝑁 .08(−) .09(−) .06(+) 𝑁
Conscientiousness .09(−) 𝑁 𝑁 .04(−) 𝑁
Extraversion .02(−) .05(−) 𝑁 .02(−) 𝑁
Agreeableness 𝑁 𝑁 𝑁 𝑁 𝑁
Neuroticism .07(+) .12(+) .12(+) .03(+) .09(+)
Table 7.3 Results of analysis of predictability of users as a function of their personality trait
in terms of 𝑅􏷡. All are statistically significant at 𝑝 < .01,𝑁 means no statistical significance.
Openness is negatively correlated with prediction error of conscientiousness and extraver-
sion. Therefore, the people who score high on an openness scale can have more accurate
predictions for their conscientiousness and extraversion from Facebook data while their pre-
dictions for agreeableness is less accurate. This ismostly inlinewith expectations, as openness
is correlated with an increased usage of social networks and users who use social networks
more often will leave more footprints which means more data for predictive models. Agree-
ableness has no effect on the prediction accuracy of any traits. Extraverts are also slightly
more likely to have accurate predictions of openness, conscientiousness and agreeableness.
Conscientious individuals use social networks less often, however according to these re-
sults, they are not less predictable. In fact conscientiousness is positively correlated with
predictability of openness and agreeableness. This might be due to the way conscientious in-
dividuals use Facebook. Conscientious individuals are more careful when they use Facebook
[91, 101] and are less interested in attention seeking and ideal self-presentation [127]. This
can indicate that their footprints on Facebook are more authentic and informative of their
private traits compared to individuals with lower conscientiousness.
The relationship between personality traits and predictability has not been studied in litera-
ture, therefore I can make no direct comparisons. However, to investigate if any of the above
outcomes can be related the choice of predictivemodel rather than being indicative of aspects
of personality theory, I repeat the above test with the use the a strong learner decision tree
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instead of gradient boosting. This results in less accurate predictions, however the patterns
should be similar if the results are thought to be universal, the two methods were compared
directly in section 5.3.2. Table 7.4 shows the results of this investigation.
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Openness 𝑁 .09(−) .10(−) 𝑁 𝑁
Conscientiousness .07(−) 𝑁 𝑁 .05(−) 𝑁
Extraversion 𝑁 .07(−) 𝑁 𝑁 𝑁
Agreeableness 𝑁 𝑁 𝑁 𝑁 𝑁
Neuroticism .09(+) .11(+) .12(+) .04(+) .10(+)
Table 7.4 Results of analysis of predictability of users as a function of their personality trait,
using a strong learner instead of a combination of weak learners, in terms of 𝑅􏷡. All are
statistically significant at 𝑝 < .01,𝑁 means no statistical significance.
We observe the same pattern for neuroticism, however extraversion is no longer correlated
with prediction accuracy of openness or agreeableness. Openness is also no longer negatively
correlated with prediction accuracy of agreeableness. Other patterns are similar to the find-
ings of table 7.3. Therefore, we can conclude that the findings do translate across different
predictive models.
In addition to being a statement about personality theory and five-factor’s predictive power in
life outcomes and external variables, this is also a statement about Facebook as a communica-
tionmedium and a platform for social psychology research. These findings demonstrate that
Facebook is a less effective medium for accurate psychological assessment of highly neurotic
individuals. In other words, the footprints which they leave on Facebook are less useful. In
contrast, Facebook is a more effective medium for individuals who score high on openness,
conscientiousness and extraversion.
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With neuroticism being the greatest predictor of unpredictability, it becomes an interesting
question as to what extent the predictions for less neurotic individuals aremore accurate than
the results for the entire population.
7.1.2 Study 2: Low neuroticism and predictability
In this study, I investigate the reliability of the ML-rated personality for users with low neu-
roticism and compare that to the entire user-base. The purpose of this study is to see how
much more accurately are we able to predict all five factor personalities for peoples who
have lower than average neuroticism. Ideal self-presentation, in contrast to authentic self-
presentation, is a pattern that is positively correlated with neuroticism, and this is a risk in
personality prediction. A similar risk also exists in self-report questionnaires in terms of
self-enhancement bias [89]. Self-enhancement is also positively correlated with neuroticism
[110].
Sample
Out of the 98,515 users who we investigated in chapter 6, only the half in the lowest 50 per-
centiles of the neuroticism scale are included.
Methods
Using methodology explained in chapter 5, the ML-rated personality scores of the users has
been predicted and compared with their self-report personality. To avoid overfitting bias, all
analysis have been 10-fold cross validated. The users have been split into 10 bins, 9 are used
for training and 1 for testing, and the process is repeated until all bins have been tested. The
outcomes of all folds are averaged to produce the final result.
Results
Table 7.5 shows the results of the self-ML agreement of five-factor personality model, for all
users and users with lower than average neuroticism.
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Self-ML agreement
Trait All users Low neuroticism users
Openness .77 .85
Conscientiousness .68 .79
Extraversion .71 .80
Agreeableness .72 .77
Neuroticism .58 .71
Table 7.5 Correlation of ML-rated and self-report five-factor personality model, for all users
and users with lower than average neuroticism
Overall predictive accuracy for all traits has improved significantly. Neuroticism is still the
most difficult trait to predict, even for individuals with lower than average neuroticism. How-
ever, for users with lower than average neuroticism, we observe a relatively similar levels of
correlation betweenML-rated and self-report openness, conscientiousness and extraversion.
Table 7.6 shows the results of the split-half correlations of ML-rated personality, for all users
and users with lower than average neuroticism.
Split-half correlations
Trait All users Low neuroticism users
Openness .79 .87
Conscientiousness .67 .80
Extraversion .73 .84
Agreeableness .71 .82
Neuroticism .54 .80
Table 7.6 Split-half correlations of ML-rated personality, for all users and users with lower
than average neuroticism
These findings demonstrate that for users with lower than average neuroticism, the tests are
more internally consistent for all five factors. These are more or less equal to the internal
consistency of the self-reports, which demonstrates that for users who are less neurotic, we
observe better psychometric properties. This confirms the idea that Facebook, as a medium
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for collection of social networking data, is not only less effective at capturing the sort of be-
haviour that might be indicative of neuroticism, but is also less effective at capturing all sorts
of behaviour for users that are highly neurotic, due to their tendency to self-present ideally
rather than authentically.
To investigate how effective Facebook is at collecting footprints that might be indicative of
various aspects of personality traits, in the next section I investigate the predictability of a
user’s responses to each item on MyPersonality’s five-factor personality test.
7.2 Per-item predictability
We observed that openness is the most predictable trait while neuroticism is the least pre-
dictable, while conscientiousness, extraversion and agreeableness are predictable to relatively
the same degree. Recalling from chapter 5, personality predictions are done by first predict-
ing a user’s potential responses to a personality questionnaire. In the following studies, I
analyse the accuracy of the predictions for each individual item.
7.2.1 Study 1: Predictability of openness
Openness to experience shows an appreciation for new experiences, adventures, curiosity
and ideas. Social networks offer an avenue for expression of such interests. For example,
users can show their interest towards arts, philosophy, political liberalism, or adventures in
the form of Facebook Likes.
Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
section 2.3. The reduction in the number of users from 98,515 users has been made only to
speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich. The personality questionnaire for
openness includes 20 items where the users have the choice of answering them by selecting
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whether the statement in the item applies to them is Very inaccurate, Somewhat accurate,
Neither accurate nor inaccurate, Somewhat accurate, and Very accurate.
A discussion of how well MyPersonality’s openness questionnaire actually captures the trait
openness is presented in chapter 2.
Methods
I use ECA, as described in chapter 4 to reduce the dimensions and eliminate noise from
the raw data, and use the learning model outlined in figure 5.1 and chapter 5 to predict the
response of the users to each individual item. Accuracy is measured by the percentage of
times that the model is able to predict the right choice for the item, known as precision.
Results
Table 7.7 shows all 20 personality items with respect to Openness, and how accurately they
can be predicted.
The most predictable items on the openness scale are items about political opinions and vot-
ing preferences, and interests towards arts. This might be easily explained by the abundance
of pages on Facebook relating to those topics. By liking or not liking those pages, the user
records a clear footprint in their digital data that can be used to accurate predict their re-
sponses to those items in a personality questionnaire. This is the best explanation as to why
we are able to predict openness more accurately than other traits.
Items about interest towards philosophy, literature and abstract ideas are less predictable than
voting preferences or arts, but are still very predictable. This can be because there are pages
decided to such activities, but they are less common and less widely-used than pages relating
to arts and politics.
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Rank Item Prediction Accuracy
1 Tend to vote for conservative political candidates 58%
2 Tend to vote for liberal political candidates 56%
3 Believe in the importance of art 49%
4 Do not enjoy going to art museums 45%
5 Do not like art 45%
6 Believe that too much tax money goes to support artists 44%
7 Have a rich vocabulary 43%
8 Am not interested in theoretical discussions 42%
9 Am not interested in abstract ideas 41%
10 Avoid philosophical discussions 40%
11 Do not like poetry 35%
12 Have difficulty understanding abstract ideas 35%
13 Rarely look for a deeper meaning in things 34%
14 Enjoy wild flights of fantasy 33%
15 Carry the conversation to a higher level 31%
16 Have a vivid imagination 30%
17 Get excited by new ideas 30%
18 Can say things beautifully 29%
19 Enjoy hearing new ideas 29%
20 Enjoy thinking about things 27%
Table 7.7 Analysis of predictability of Openness items. Precision.
Finally, items about attitude of the user towards hearing about things, thinking about things,
their imagination and getting excited about ideas are the least predictable items, and this can
be because capturing such interests on social networking websites is rather difficult. Note
that data about user-user interactions on Facebook (status updates, likes, comments or shar-
ing other status updates) have not been used in this thesis, which can theoretically improve
prediction accuracy for items such as I enjoy hearing new ideas, or I can say things beautifully.
Even in the least predictable items on the openness scale, the prediction accuracy is better
than random (20%), which demonstrates that while intuitively a lot of those items might
not seem inferable from typical activity on Facebook, the data collectively can determine
responses towards those items, to some degree.
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At the facet-level, itemsmeasuring the values and aesthetics facets are most predictable. This
is to be expected as a lot of Facebook pages are about arts and politics. The items measur-
ing the ideas facet are also very predictable, due to abundance of pages on Facebook about
philosophy and literature. The items measuring the actions and fantasy facets are least pre-
dictable. Thismight be because the questionnaire wasweighed less towards adventurousness.
The relative unpredictability of the fantasy facet compared to other facts might suggest that
Facebook is a less suitable and successful medium of sharing information on people’s imagi-
nations, compared to arts and politics.
7.2.2 Study 2: Predictability of conscientiousness
Conscientiousness shows a need for being efficient, disciplined, neat and thorough. While
intuitively difficult to understand from digital data, collectively Facebook data provides sig-
nificant insight into how a user might respond to items on a conscientiousness scale on a
five-factor personality test.
Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
section 2.3. The reduction in the number of users from 98,515 users has been made only to
speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich. The personality questionnaire for
conscientiousness includes 20 items where the users have the choice of answering them by
selecting whether the statement in the item applies to them is Very inaccurate, Somewhat
accurate, Neither accurate nor inaccurate, Somewhat accurate, and Very accurate.
A discussion of how well MyPersonality’s conscientiousness questionnaire actually captures
the trait conscientiousness is presented in chapter 2.
Methods
I use ECA, as described in chapter 4 to reduce the dimensions and eliminate noise from
the raw data, and use the learning model outlined in figure 5.1 and chapter 5 to predict the
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response of the users to each individual item. Accuracy is measured by the percentage of
times that the model is able to predict the right choice for the item, known as precision.
Results
Table 7.8 shows all 20 personality items with respect to Conscientiousness, and how accu-
rately they can be predicted.
Rank Item Prediction Accuracy
1 Do just enough work to get by 42%
2 Waste my time 38%
3 Find it difficult to get down to work 37%
4 Mess things up 36%
5 Make a mess of things 35%
6 Get chores done right away 33%
7 Finish what I start 33%
8 Leave things unfinished 33%
9 Carry out my plans 32%
10 Shirk my duties 31%
11 Make plans and stick to them 31%
12 Do things according to a plan 30%
13 Don’t put my mind on the task at hand 30%
14 Complete tasks successfully 29%
15 Follow through with my plans 29%
16 Am exacting in my work 29%
17 Need a push to get started 27%
18 Am always prepared 24%
19 Don’t see things through 23%
20 Pay attention to details 21%
Table 7.8 Analysis of predictability of conscientiousness items. Precision.
Most predictable conscientiousness items are about general attitude towards work and use of
time. This is intuitive, as there are many pages on Facebook dedicated with tips and guides
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about being efficient at work, time saving and organization. These pages are good indicators
of a person being more conscientious.
Least predictable items are about a person’s attitude towards attention, motivation and task
completion. Especially as the lowest items tend to approach the level of accuracy of a random
guess, this demonstrates that Facebook Likes are not able to capture relevant information
about howwell an individual pays attention to detail, or if they need a push to get started. On
the other hand, being self-motivated and attention to details are big determinants of success
at work, therefore behaviour that is captured from a person’s work outcome is more likely to
capture data that is useful for prediction of responses to these items compared to Facebook
data. Thismight explainwhy conscientiousness is the greatest trait at predictingwork-related
performance, while it is not the easiest to predict from footprints on Facebook.
All facets of conscientiousness seem to be predictable to about the same level, as items repre-
senting their corresponding IPIP scale seem to be evenly distributed among the predictability
rankings.
7.2.3 Study 3: Predictability of extraversion
Extraversion shows energetic behaviour, being talkative and outgoing. Footprints relative
to partying, size of friendship network, and liking pages related to such activities should
intuitively be patterns of such traits.
Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
section 2.3. The reduction in the number of users from 98,515 users has been made only to
speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich. The personality questionnaire for
extraversion includes 20 items where the users have the choice of answering them by select-
ing whether the statement in the item applies to them is Very inaccurate, Somewhat accurate,
Neither accurate nor inaccurate, Somewhat accurate, and Very accurate.
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A discussion of how well MyPersonality’s openness extraversion actually captures the trait
extraversion is presented in chapter 2.
Methods
I use ECA, as described in chapter 4 to reduce the dimensions and eliminate noise from
the raw data, and use the learning model outlined in figure 5.1 and chapter 5 to predict the
response of the users to each individual item. Accuracy is measured by the percentage of
times that the model is able to predict the right choice for the item, known as precision.
Results
Table 7.9 shows all 20 personality items with respect to extraversion, and how accurately they
can be predicted.
The most predictable extraversion items are the ones about the attitude towards parties and
social situations. This can be because people generally record their social activities on social
networks, and more extraverted people use do it more often.
The least predictable extraversion items are about how a person feels. People usually don’t
leave footprints on social networking websites that involves insight into, for instance, if they
know how to captivate people. As such, these items are least predictable. Similar to openness
and conscientiousness, even the least predictable items are indeedmuch better than a random
guess, which indicates that digital footprints on social networks, while intuitively might not
seem rich enough to have insights insights into a user’s feelings about social interactions,
include latent insight that are used to make such predictions.
At the facet-level, most itemsmeasuring gregariousness are in the tophalf of the table, demon-
strating that gregariousness is the most predictable facet of extraversion on Facebook. Other
facets however, seem to be predictable to a similar degree.
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Rank Item Prediction Accuracy
1 Am the life of the party 46%
2 Talk to a lot of different people at parties 44%
3 Am skilled in handling social situations 43%
4 Feel comfortable around people 39%
5 Don’t talk a lot 38%
6 Would describe my experiences as somewhat dull 37%
7 Start conversations 36%
8 Find it difficult to approach others 36%
9 Make friends easily 35%
10 Retreat from others 34%
11 Keep in the background 34%
12 Am hard to get to know 33%
13 Keep others at a distance 33%
14 Avoid contact with others 33%
15 Cheer people up 32%
16 Have little to say 32%
17 Don’t like to draw attention to myself 31%
18 Know how to captivate people 31%
19 Do not mind being the centre of attention 30%
20 Warm up quickly to others 30%
Table 7.9 Analysis of predictability of extraversion items. Precision.
7.2.4 Study 4: Predictability of agreeableness
Agreeableness is the tendency to be cooperative and loving with others rather than being
suspicious and competitive. Facebook is not a collaborative work platform, although online
collaborative work platforms do exist, and those services have pages on Facebook.
Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
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section 2.3. The reduction in the number of users from 98,515 users has been made only to
speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich. The personality questionnaire for
agreeableness includes 20 items where the users have the choice of answering them by select-
ing whether the statement in the item applies to them is Very inaccurate, Somewhat accurate,
Neither accurate nor inaccurate, Somewhat accurate, and Very accurate.
A discussion of how well MyPersonality’s agreeableness questionnaire actually captures the
trait agreeableness is presented in chapter 2.
Methods
I use ECA, as described in chapter 4 to reduce the dimensions and eliminate noise from
the raw data, and use the learning model outlined in figure 5.1 and chapter 5 to predict the
response of the users to each individual item. Accuracy is measured by the percentage of
times that the model is able to predict the right choice for the item, known as precision.
Results
Table 7.10 shows all 20 personality items with respect to Agreeableness, and how accurately
they can be predicted.
Themost predictable items are about a user’s actions towards others, such as insulting people,
getting back at them, having a sharp tongue and working for personal gain. We can theoret-
ically assume that such behaviour will leave footprints on mediums of communication such
as Facebook, as there are pages on Facebook dedicated to such activities. Intuitively under-
standing of why some items are least predictable is more difficult. In general, these items are
about beliefs, such as believing if others have good intentions, or they are about the sort of
behaviour that Facebook provides no instrument to capture, such as holding a grudge.
At the facet level, the item on the modesty facet and most items on the cooperation facets are
easier to predict. However, the item about holding the grudge also belongs to the coopera-
tion facet however, it is one of the least predictable items. This is probably because insulting
people, getting back at them and having a sharp tongue leaves footprints on Facebook as they
are actions, however holding a grudge is a mental process, which leaves very little footprints
on social networks.
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Rank Item Prediction Accuracy
1 Believe that I am better than others 42%
2 Insult people 39%
3 Get back at others 37%
4 Am out for my own personal gain 35%
5 Have a sharp tongue 34%
6 Trust what people say 32%
7 Make people feel at ease 32%
8 Have a good word for everyone 31 %
9 Contradict others 31 %
10 Respect others 30%
11 Sympathise with others feelings 30%
12 Am concerned about others 30%
13 Suspect hidden motives in others 29 %
14 Cut others to pieces 28%
15 Treat all people equally 28 %
16 Believe that others have good intentions 27%
17 Hold a grudge 27 %
18 Make demands on others 25 %
19 Accept people as they are 24%
20 Am easy to satisfy 22%
Table 7.10 Analysis of predictability of agreeableness items. Precision.
7.2.5 Study 5: Predictability of neuroticism
Neuroticism, or emotional stability in its reverse form, is the tendency to experience negative
emotions such as depression, anger, anxiety and moodiness.
Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
section 2.3. The reduction in the number of users from 98,515 users has been made only to
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speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich. The personality questionnaire for
neuroticism includes 20 items where the users have the choice of answering them by select-
ing whether the statement in the item applies to them is Very inaccurate, Somewhat accurate,
Neither accurate nor inaccurate, Somewhat accurate, and Very accurate.
A discussion of how well MyPersonality’s neuroticism questionnaire actually captures the
trait neuroticism is presented in chapter 2.
Methods
I use ECA, as described in chapter 4 to reduce the dimensions and eliminate noise from
the raw data, and use the learning model outlined in figure 5.1 and chapter 5 to predict the
response of the users to each individual item. Accuracy is measured by the percentage of
times that the model is able to predict the right choice for the item, known as precision.
Results
Table 7.11 shows all 20 personality items with respect to Neuroticism, and how accurately
they can be predicted.
Thepredictability of itemsmeasuring the depression facet varies, items aboutmood swings or
feeling down are more predictable whereas items about feeling blue are the least predictable.
It is conceivable thatmood swings aremore likely to leave footprints compared to feeling blue,
explaining the difference in predictability. Items on other facets are more difficult to predict
compared to depression, with the item about not being bothered by things to be completely
unpredictable, as its predictability rate is at the level of random chance.
As shown earlier, neuroticism is the least predictable trait as a whole, and its items are also
least predictable. The items mostly refer to how an individual feels, rather than what they
do. Looking through the items, it is not difficult to understand why Facebook is not a great
medium for collecting footprints that might indicate various degrees of neuroticism, as these
items are very seldom represented in the form of Facebook Likes.
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Rank Item Prediction Accuracy
1 Panic easily 40%
2 Dislike myself 39%
3 Have frequent mood swings 36%
4 Am often down in the dumps 36%
5 Am filled with doubts about things 35 %
6 Remain calm under pressure 34%
7 Feel comfortable with myself 33%
8 Worry about things 33 %
9 Am very pleased with myself 33 %
10 Rarely get irritated 32%
11 Feel threatened easily 32 %
12 Am not easily frustrated 32%
13 Fear for the worst 32 %
14 Am relaxed most of the time 32 %
15 Seldom get mad 31%
16 Get stressed out easily 30%
17 Often feel blue 29 %
18 Rarely lose my composure 28%
19 Seldom feel blue 28 %
19 Am not easily bothered by things 19%
Table 7.11 Analysis of predictability of neuroticism items. Precision.
The studies by Park et al. [109] and Golbeck et al. [50] were able to predict neuroticism less
inaccurately, with respect to their overall level of accuracy of their own predictions, com-
pared to this thesis, the study by Youyou et al. [152] and the study by Kosinski et al. [86].
Interestingly, the first two studies use linguistic features from Facebook status updates to pre-
dict personality scores whereas this thesis and the two latter studies use Facebook Likes. This
might indicate that status updatesmight includemore relevant information useful for predic-
tion of neuroticism than other traits, as we have demonstrated that Facebook Likes havemore
relevant information for prediction of other traits compared to neuroticism. In fact there is
evidence for this in literature. Mairesse et al. [97] tried to predict the five-factor models from
non-social anonymous corpora of texts and found neuroticism to be the second-easiest trait
to predict, after openness. It is however unclear whether adding data from status updates to
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the current models in this thesis would enhance the model’s predictive power for prediction
of neuroticism, as the highest reported correlation of predicted neuroticism with self-report
neuroticism is achieved in this thesis.
7.2.6 Discussion
Various social networks exist for various types of communications and relationships. The
types of behaviour commonon a social network determineswhich personality traits or which
facets of each trait are more predictable using digital footprints stored on the social network.
Facebook is not only a social network focusing on interpersonal relationships, but it is also
a major source for communication of news. A survey by the Pew Research Center 1 in 2017
showed that 67% of Americans get at least some of their news from social media and Face-
book is the most widely used social media for news [40]. This behaviour leaves footprints
about a person’s values, and items representing the values facet of openness are the most
predictable in the entire item pool.
Facebook is also the world’s largest social network for personal relationships. Friends catch
up with each other on Facebook or plan events together. This is the sort of behaviour that
leaves footprints, and items representing the gregariousness facet of extraversion are also the
most predictable items among the extraversion items but also among the entire item pool.
Overall, the hypothesis that actions-based items are more predictable than items inquiring
about thoughts and beliefs seems to be a visible pattern from the observations. This makes
intuitive sense as well, as actions are more likely to leave footprints than thoughts or beliefs
and the basis of the predictions in this thesis is the footprints left on social networks.
7.3 Demographics and predictability
Prior sections in this chapter investigated whether prediction accuracy correlates with per-
sonality traits, and found out that neuroticism is negatively correlated with the accuracy of
the predictions for all five personality traits. In this section, I investigate if demographics are
correlated with predictability.
1http://www.pewresearch.org
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Sample
In this study I use 25,000 American Facebook users from the MyPersonality dataset who
completed the personality questionnaire. The users satisfy the inclusion criteria outlined in
section 2.3. The reduction in the number of users from 98,515 users has been made only to
speed up machine learning experiments. The decision to keep American users was made to
keep the users contextually relevant to each other, as the same number of users from world-
wide would have made the data less contextually rich.
Methods
Using methodology explained in chapter 5, the ML-rated personality of the users has been
predicted and compared with their self-report personality. The error in personality predic-
tions is root mean squared among all five personality traits. Demographics data are used in
linear regression and goodness of fit is measured using 𝑅􏷡.
Results
• Age is positively correlated with predictability at 𝑝 < .005 and 𝑅􏷡 = .16. Therefore,
older users are more predictable than younger users on Facebook. This might be ex-
plained by the fact that social networks are amore important part of the lives of younger
people, therefore there can be a stronger incentive to do focus on self-presentation.
• Gender is not correlated with predictability. Men and women are equally predictable.
𝑝 > .05.
• Being in a relationship is slightly negatively correlated with predictability. Note that
Facebook data is accumulated over time and could include data from the time when
the relationship status of users could have been different. 𝑝 < .01 and 𝑅􏷡 = .09.
• Having a college degree is negatively correlated with predictability of personality traits.
𝑝 < .01 and 𝑅􏷡 = .10.
• Location is not correlated with predictability. This includes both current location and
hometown. 𝑝 > .05.
In short, older people are easier to predict while people in relationships and people with
college degrees are more difficult to predict.
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7.4 Summary
Personality is a great predictor of behaviour and life outcomes. By observing behaviour and
life outcomes, it is possible to make judgements about personality. This thesis focuses on
making personality judgements by observing footprints of a user’s behaviour on Facebook.
This chapter focused on the reasons behind the variance in predictive accuracy among the
five-factor personality traits. Openness is the most predictable trait while neuroticism is the
least predictable trait. In fact, neuroticism is the largest predictor of predictability itself, users
who are highly neurotic aremore unpredictable with it comes to the prediction of any of their
five personality traits. This seems to be because of the tendency of highly neurotic individuals
to present an ideal rather than realistic image of themselves on Facebook.
To investigate it further, I assessed the reliability of the ML-rated personality scores while
excluding users who had higher than average neuroticism, and found out stronger reliability
across the measurement of all five personality traits in terms of correlations with self-reports
and internal consistency. This indicates that themore neurotic people are, the less useful their
Facebook data is for prediction of their personality, and overall, for psychology research. This
informs us of a limitation in Facebook’s role as a platform for social psychology research.
Personality is not the only predictor of behaviour and life outcome. The methodology out-
lined in chapters 4 and 5 is very capable of predicting personality and demonstrates psy-
chometric properties similar to a 100-item self-report personality test. The question arises
whether the same methodology can be employed to design other passive psychometric tests,
using Facebook data. I investigate this question in chapter 8.

Chapter 8
New Passive Psychometric Tests
In chapter 6, I developed a proof-of-concept passive personality test that infers the user’s five-
factor personality scores only from digital data. In this chapter, I extend the same principle to
three other psychometric tests, in order to examine the extent to which other psychometric
tests can be made passive only from social networking data and to investigate if the methods
of making passive psychological assessment that I introduced in earlier chapters are indeed
universal, or whether they only apply to personality traits.
Users spend a lot of times on online social networks, this includes times that a user feels well,
as well as times that the user does not. Therefore it is a reasonable assumption that the social
network captures information about a user’s well-being. Satisfaction with Life scale [33] is a
way to measure an individual’s overall life satisfaction. It correlates well with personality and
is often used as a life outcome variable. In fact, I used life satisfaction among the outcome
variables to test the ML-rated personality scores against the self-report personality scores, as
a way to measure the external validity of the machine learning system’s personality predic-
tions. Section 8.1 develops a passive psychometric test for the Satisfaction with Life scale,
and I assess the reliability of the test by measuring the correlations of the predicted satisfac-
tion with life score with self-reports and by measuring the split-half correlations to test its
internal consistency and comparing it to reported literature. I examine the validity of the
predicted satisfaction with life scores by correlating and comparing the predicted scores and
self-reports with the big-5 personality traits, to measure its external validity.
Another way to examine well-being is by investigating the users for depression. Section 8.2
develops a passive psychometric test for the CES-D Scale [119]. Depression was also used as
an outcome variable in investigating the external validity of the passive personality test, in
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chapter 6. The psychometric properties of the passive depression test are assessed in a similar
way to the passive satisfaction with life test.
As a function of their size, online social networks allow the users to virtually perform any of a
limitless choice of actions. Therefore even in the online world, an individual exhibits a degree
of self-control towards their actions. The Self-monitoring Scale measures self-observation
and control in social situations [130]. It is interesting to investigate if the same trait can
be predicted using an individual’s digital footprints on Facebook. Section 8.3 focuses on the
development of a passive self-monitoring test. The psychometric properties of the passive test
for the self-monitoring scale are assessed in a similar way to the prior tests for satisfaction
with life and depression.
8.1 Satisfaction with Life
Diener et al. [33] developed the Satisfaction with Life Scale, SWL, in 1985. It measures global
life satisfaction. It’s a test that demonstrates high internal consistency, and correlates well
with other subjective measurements of well-being. The satisfaction with life scale provides
five items, outlined in table 8.1.
Satisfaction with Life items
1 In most ways, my life is close to ideal
2 The conditions of my life are excellent
3 I am satisfied with my life
4 So far I have gotten the important things I want in life
5 If I could live my life over, I would change almost nothing.
Table 8.1 Items in the Satisfaction with Life Scale.
Responders have the option to respond to the item in 7 scales: Strongly disagree, disagree,
somewhat disagree, neither agree nor disagree, somewhat agree, agree, and strongly agree.
Kosinski et al. [86] is the only study in literature that predicted satisfaction with life using
Facebook data, and showed a correlation of 𝑟 = .17 between the predicted and self-report
satisfaction with life scores. Their study uses MyPersonality dataset as well, with a narrower
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inclusion criteria as only users in the United States were used. While useful, this level of
agreement is not good enough for a psychometric test.
8.1.1 Sample
MyPersonality provided the users with the option to opt into taking the five-item Satisfac-
tion with Life test. Data from 43,419 worldwide users were used. These users had the same
inclusion criteria as explained in section 2.3.
8.1.2 Method
Figure 8.1 illustrates the overall structure of the predictive model used for making the satis-
faction with life assessment. The model uses the same configuration as the model developed
for predicting five-factor personality. In fact, the only change is that it is now predicting items
on a satisfaction with life scale, instead of items on a personality test.
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Fig. 8.1 Overall structure of the prediction model for Satisfaction with Life scale
The scoring mechanism follows a similar structure as the scoring mechanism for personality
assessments. The scoring structure is illustrated in figure 8.2.
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In most ways, my life is close to 
ideal
The conditions of my life are 
excellent
I am satisfied with my life
So far I have gotten the 
important things I want in life
If I could live my life over, I 
would change almost nothing.
Fig. 8.2 Scoring structure of the prediction model for Satisfaction with Life scale
Similar to the personality test, the demographics are used only to train decision trees and
guide the users to the right regression models, and are not used to compute the final satis-
faction with life scores.
8.1.3 Results
Thepsychometric properties of the test are assessed bymeasuring Self-ML agreements, inter-
nal consistency and external validity. I applied a 10-fold cross-validation to avoid overfitting
bias in the results. The users are randomly divided into 10 subsets, 9 subsets are used for
training and one subset for evaluation. This is repeated 10 times to make satisfaction with
life predictions of the entire dataset.
Self-ML agreement
Table 8.2 shows the level of agreement between the predicted satisfaction with life scores and
self-reports.
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Self-ML correlation
Satisfaction with Life .71
Table 8.2 Reliability of the Satisfaction with Life predictions.
The temporal reliability of the satisfaction with life scale has been studied, and short term
test-retest correlations of satisfaction with life scale range from .6 to .8 have been observed
in literature [111]. With a self-ML agreement, at 𝑟 = .71, the predictions demonstrate psy-
chometric properties, within the range reported by the literature.
Internal consistency
Similar to five-factor personality traits, I use split-half correlations to measure the internal
consistency of the predicted scores. For each individual user, the Likes are split into two
random subsets, the subsets are used to predict Satisfaction with Life scores. The scores pre-
dicted fromeach subset of the user’s likes are correlatedwith each other. The literature reports
Cronbach’s alpha range of .79 to .89 for the Satisfaction with Life scale [111].
Split-half correlations
Satisfaction with Life .77
Table 8.3 Internal consistency of the Satisfaction with Life predictions.
With split-half correlations of 𝑟 = .77, the satisfaction with life score predictions made from
Facebook data have acceptable internal consistency.
External validity
In chapter 6, I used self-report satisfaction with life as an outcome variable, to assess the ex-
ternal validity of the ML-rated personality traits in comparison with self-report personality
trait. The reversal of that process should also work, by using self-report personality traits as
outcome variables to assess the external validity of ML-rated satisfaction with life in compar-
ison to self-report satisfaction with life.
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Table 8.4 shows the results of the external validity analysis of the ML-rated satisfaction with
life scale and its comparison to the self-report satisfaction with life scale.
Satisfaction with Life
Traits ML-rated Self-report
Openness .04 .05
Conscientiousness .34 .30
Extraversion .19 .25
Agreeableness .20 .24
Neuroticism -.44 -.47
Table 8.4 Correlation between self-report personality and ML-rated and self-report SWL,
external validity. All are statistically significant at 𝑝 < .01.
At at overall agreement of 𝑟 = .99, the external validity of the ML-rated satisfaction with life
is the same as the self-report satisfaction with life.
Discussion
The ML-rated satisfaction with life scores are as reliable and as internally consistent as self-
reports and provide the same degree of external validity in terms of correlation with external
outcomes.
Tests with lower temporal reliability usually measure variables that are prone to change in a
person’s life. It is important to note that the Facebook data used here are not time stamped,
and they are a collection of data that have been gathered over a long period of time. Facebook
was founded in 2004 and MyPersonality collected data until 2012 and as a result, data of a
single user can be collected at any point in a timespan of over 8 years. Therefore, similar to the
prediction of relationship status in section 4.3, this test measures satisfaction with life during
the entirety of a user’s active history on the social network, instead of the immediate moment
of data collection. This limitation can be overcome by using time-stamped data from social
networks. Facebook’s graph API has only recently allowed for this feature.
Our ability to provide passive assessment of satisfaction with life using only Facebook data
demonstrates that Facebook, as a platform for social interactions, indeed is able to capture
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information relevant to the user’s subjective well-being. In recent years, Facebook has al-
lowed users to express their feelings by adding a section dedicated to feelings and activities
to a user’s timeline. The users can use this feature to express a feeling of excitement, sadness,
depression, happiness, love and anxiety. However, this is a newer feature and the data used
for this study did not include them. The fact that accurate assessment of satisfaction with
life is possible only from Facebook Likes shows that the way users choose the pages they like
gives us insight into their well-being.
8.2 Depression
The CES-D Scale is a widely-used self-report scale for depression [119]. The test consists of
20 items, as outlined in table 8.5.
Users are given the following options for each item: Rarely or none of the time (less than 1 day
per week), some or a little of the time (1-2 days per week), occasionally or a moderate amount
of the time (3-4 days per week), andmost or all of the time (5-7 days per week).
There is literature to connect the use of online social networks to depression. Pantic et al.
[108] reported that the time spent on online social networks is related to the risk of depression
in young adults. However, there are also studies that do not confirm these results. Jelenchick
et al. [77] found no supporting evidence to form a relationship between the use of online
social networks and depression. Choudhury et al. [30] found that the language used on
social networks can be used as a predictor for depression. No prior study has used Facebook
Likes to assess depression. This is the goal of this study.
8.2.1 Sample
MyPersonality provided the users with the option to opt into taking the 20-item CES-D test.
Data from 3,290 users were used. These users had the same inclusion criteria as explained in
section 2.3.
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CES-D scale items
1 I was bothered by things that usually don’t bother me
2 I did not feel like eating; my appetite was poor
3 I felt that I could not shake off the blues even with help from my family and friends
4 I felt that I was just as good as other people
5 I had trouble keeping my mind on what I was doing
6 I felt depressed
7 I felt that everything I did was an effort
8 I felt hopeful about the future
9 I thought my life had been a failure
10 I felt fearful
11 My sleep was restless
12 I was happy
13 I talked less than usual
14 I felt lonely
15 People were unfriendly
16 I enjoyed life
17 I had crying spells
18 I felt sad
19 I felt that people disliked me
20 I could not get “going”
Table 8.5 Items in the CES-D scale for depression.
8.2.2 Method
Figure 8.3 illustrates the overall structure of the predictive model used for making the as-
sessment. The model uses the same configuration as the model developed for predicting
five-factor personality.
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Fig. 8.3 Overall structure of the prediction model for CES-D scale
The scoring mechanism follows a similar structure as the scoring mechanism for personality
assessments. The scoring structure is illustrated in figure 8.4.
I felt fearful
My sleep was restless
I talked less than usual
I felt depressed
People were unfriendly
…
I could not get “going”
Fig. 8.4 Scoring structure of the prediction model for CES-D scale
122 New Passive Psychometric Tests
The demographics are only used to train decision trees and guide the users to the right re-
gression models, and are not used to compute the final CES-D score.
8.2.3 Results
Thepsychometric properties of the test are assessed bymeasuring Self-ML agreements, inter-
nal consistency and external validity. I apply a 10-fold cross-validation to avoid overfitting
bias in the results. The users are randomly divided into 10 subsets, 9 subsets are used for
training and one subset for evaluation. This is repeated 10 times to make depression predic-
tions of the whole dataset.
Self-ML agreement
Self-ML correlation
CES-D .63
Table 8.6 Reliability of CES-D predictions.
The temporal reliability of the CES-D scale has been adequate, as the test-retest correlations
at short intervals have been reported as 𝑟 = .69 at four weeks, and 𝑟 = .59 at eight weeks.
So the reliability is within the range reported in literature. This demonstrates that the CES-D
score predictions made from Facebook data are almost as accurate as retaking the test within
a 4-8 week time frame. Note that these predictions are only trained on 3,290 users and while
predictions accuracy is adequate, having access tomore users would improve the predictions.
Internal consistency
Split-half correlations are used to measure internal consistency, in a similar way to previ-
ous tests. For each individual user, the Likes are split into two random subsets, the subsets
are used to predict CES-D scores. The predicted scores are then correlated with each other.
The literature reports the Cronbach’s alpha and split-half correlations of about .85 in general
populations [119].
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Split-half correlations
CES-D .82
Table 8.7 Internal consistency of CES-D predictions.
With split-half correlations of 𝑟 = .82, CES-D score predictions made from Facebook data
have excellent internal consistency.
External validity
In chapter 6, I used self-report depression scores as an outcome variable, to assess the ex-
ternal validity of the ML-rated personality traits in comparison with self-report personality
trait. The reversal of that process should also work, by using self-report personality traits as
outcome variables to assess the external validity of ML-rated depression in comparison to
self-report depression.
Table 8.8 shows the results of the external validity analysis of the ML-rated depression and
its comparison to the self-report depression.
CES-D
Traits ML-rated Self-report
Openness .03 .05
Conscientiousness -.14 -.20
Extraversion -.15 -.13
Agreeableness -.05 -.11
Neuroticism .42 .38
Table 8.8 Correlation between self-report personality and ML-rated and self-report CES-D
depression scale, external validity. All are statistically significant at 𝑝 < .01.
ML-rated depression was not as good as self-report depression in predicting agreeableness
and conscientiousness while it was better at predicting neuroticism compared to self-report
depression. At at overall agreement of 𝑟 = .98, the external validity of the ML-rated depres-
sion is the same as the self-report depression.
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Discussion
TheML-rated depression scores are as reliable, as internally consistent and provide the same
degree of power in prediction of external outcomes as self-report depression scores.
The depression test was trained on a smaller dataset compared to the satisfaction with life test
(3,290 for depression compared to 43,419 for satisfactionwith life). Itmay explain the slightly
weaker psychometric properties, however the results were still within the range reported in
literature.
Similar to the satisfactionwith life test, our ability to provide passive assessment of depression
using only Facebook data demonstrates that Facebook, as a platform for social interactions,
indeed is able to capture information relevant to the user’s subjective well-being.
8.3 Self-monitoring
Snyder’s Self-monitoring scale is a measurement of self-observation and control in social
situations [130]. It consists of 25 items as outlined in table 8.9. The user rates the questions
as true or false.
Self-monitoring has been shown to connect to fitness, behaviour in romantic relationships,
and it correlates with the five-factor personality traits, as shown in chapter 6, as it was used
as an outcome variable in investigating the external validity of the passive personality test. In
this section I investigate if data left in the form of Facebook Likes can help with assessment
of an individual’s self-monitoring.
8.3.1 Sample
MyPersonality provided the users with the option to opt into taking the 20-item CES-D test.
Data from 18,731 users were used. These users had the same inclusion criteria as explained
in section 2.3.
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Snyder’s Self-monitoring items
1 I find it hard to imitate the behaviour of other people.
2 My behaviour is usually an expression of my true inner feelings, attitudes,and beliefs.
3 At parties and social gatherings, I do not attempt to do or say things thatothers will like.
4 I can only argue for ideas which I already believe.
5 I can make impromptu speeches even on topics about which I have almost noinformation.
6 I guess I put on a show to impress or entertain people.
7 When I am uncertain how to act in a social situation, I look to the behaviour ofothers for cues.
8 I would probably make a good actor.
9 I rarely seek the advice of my friends to choose movies, books, or music.
10 I sometimes appear to others to be experiencing deeper emotions than I actually am.
11 I laugh more when I watch a comedy with others than when alone.
12 In groups of people, I am rarely the centre of attention.
13 In different situations and with different people, I often act like very different persons.
14 I am not particularly good at making other people like me.
15 Even if I am not enjoying myself, I often pretend to be having a good time.
16 I’m not always the person I appear to be.
17 I would not change my opinions (or the way I do things) in order to please someoneelse or win their favour.
18 I have considered being an entertainer.
19 In order to get along and be liked, I tend to be what people expect me to be ratherthan anything else.
20 I have never been good at games like charades or improvisational acting.
21 I have trouble changing my behaviour to suit different people and different situations.
22 At a party, I let others keep the jokes and stories going.
23 I feel a bit awkward in company and do not show up quite as well as I should.
24 I can look anyone in the eye and tell a lie with a straight face (if for a right end).
25 I may deceive people by being friendly when I really dislike them.
Table 8.9 Items in the Snyder’s Self-monitoring scale.
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8.3.2 Method
Figure 8.5 illustrates the overall structure of the predictive model used for making the as-
sessment. The model uses the same configuration as the model developed for predicting
five-factor personality.
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Fig. 8.5 Overall structure of the prediction model for Snyder’s Self-monitoring scale
The scoring mechanism follows a similar structure as the scoring mechanism for personality
assessments. The scoring structure is illustrated in figure 8.6.
The demographics are only used to train decision trees and guide the users to the right re-
gression models, and are not used to compute the final Self-monitoring score.
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Fig. 8.6 Scoring structure of the prediction model for Snyder’s Self-monitoring scale
8.3.3 Results
Thepsychometric properties of the test are assessed bymeasuring Self-ML agreements, inter-
nal consistency and external validity. I apply a 10-fold cross-validation to avoid overfitting
bias in the results. The users are randomly divided into 10 subsets, 9 subsets are used for
training and one subset for evaluation. This is repeated 10 times to make self-monitoring
predictions of the whole dataset.
Self-ML agreement
Self-ML correlation
CES-D .67
Table 8.10 Reliability of Snyder’s self-monitoring predictions.
Snyder reported excellent test-retest reliability of 𝑟 = .83 [130]. The self-ML agreement of
𝑟 = .67 is an adequate correlation with self-reports.
128 New Passive Psychometric Tests
Internal consistency
Split-half correlations are used to measure internal consistency, in a similar way to previous
tests. For each individual user, the Likes are split into two random subsets, the subsets are
used to predict Self-monitoring scores. The predictions are then correlated with each other.
Split-half correlations
Self-monitoring .70
Table 8.11 Internal consistency of Self-monitoring predictions.
With split-half correlations of 𝑟 = .70, Self-monitoring score predictions made from Face-
book data have acceptable internal consistency.
External validity
In chapter 6, I used self-report self-monitoring scores as an outcome variable, to assess the
external validity of theML-rated personality traits in comparisonwith self-report personality
trait. The reversal of that process should also work, by using self-report personality traits as
outcome variables to assess the external validity of ML-rated self-monitoring in comparison
to self-report self-monitoring.
Table 8.12 shows the results of the external validity analysis of the ML-rated self-monitoring
and its comparison to the self-report self-monitoring.
Self-monitoring
Traits ML-rated Self-report
Openness .10 .13
Conscientiousness -.10 -.09
Extraversion .29 .32
Agreeableness -.10 -.07
Neuroticism 𝑁 𝑁
Table 8.12 Correlation between self-report personality and ML-rated and self-report Self-
monitoring scale, external validity. All are statistically significant at 𝑝 < .01. 𝑁 means no
statistical significance.
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At at overall agreement of 𝑟 = .99, the external validity of the ML-rated depression is the
same as the self-report depression.
Discussion
TheML-rated depression scores are as reliable, as internally consistent and provide the same
degree of power in prediction of external outcomes as self-report depression scores.
Our ability to provide passive assessment of self-monitoring using only Facebookdata demon-
strates that Facebook, as a platform for social interactions, indeed is able to capture informa-
tion relevant to the user’s ability to self-control.
8.4 Discussion
The samemodel structure andmethodology used tomake personality assessment fromFace-
book data was successfully used to make assessments of satisfaction with life, depression and
self-monitoring scales. This demonstrates that psychological assessment without administer-
ing questionnaires is not only limited to five-factor personality, and can be very accurate for
a wide variety of psychometric tests. The fact that the same models, without any further op-
timisation or adjustments, were able to design new passive psychometric tests for new scales
is evidence for the universality of the methods developed in chapters 4 and 5 and in their
efficacy to be used as basis of passive psychometric tests in the future as well. As a caveat,
the methods are designed to maximise the predictive power when it comes to online social
networking data. Developing passive psychometrics from other sources will likely require
optimisations and adjustments.
Findings of this chapter are further evidence that Facebook, as a social interactions plat-
form, is capable of being a platform for social psychology research as well. The footprints
left on Facebook are not only useful for prediction of demographics and personality, but also
well-being and self-observation and control in social situations. Critically though, whether
data from a specific social network is suitable for accurate psychological assessment of cer-
tain traits remains relatively unknowable in advance, as intuitive understanding of what lies
in the data is not often possible given the variety of ways the users use social networks and
complexity of the predictionmodels. Results in this chapter however demonstrates that traits
that have a high predictive power in a person’s behaviour in social settings, such as person-
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ality or self-monitoring, usually leave their clues in the digital footprints left by a user on
social networks, and machine learning methods are able to pick up the clues and construct
an accurate psychological profile for the user. This introduces concerns for privacy of the
users, as this fact is often not well-known. The general discussion about the findings of this
thesis, as well as the discussion about its implication on privacy of users on social networks
are covered in chapter 9.
Chapter 9
General Discussion
The aim of this work was to demonstrate that reliable, accurate and valid psychological as-
sessments are possible without any direct input from the participant. This has only been
made possible with the growth in popularity of online social networking websites such as
Facebook, Twitter, Instagram and Qzone in the past decade where users from all over the
world spend a considerable amount of time every single day. Digital footprints are records
of an individual’s behaviour, and by looking at the records of behaviour we canmake accurate
judgements about their private psychological traits.
There has not been prior work in literature that demonstrates psychometric properties for
predicted personality scores from online social networks in terms of reliability, internal con-
sistency and external validity. Youyou et al. [152] published the most accurate predictions in
literature, with correlations between self-report and predicted personality of a mean 𝑟 = .56
across the five-factor personality model. This falls short of psychometric standards. They
measured internal consistency using split-half correlations of 𝑟 = .62, which is a reasonable
level of internal consistency however, it still falls short of the internal consistency of self-
report personality tests, at about mean 𝑟 = .89. Finally, their predicted personality had less
predictive power to predict external variables compared to self-reports.
Overcoming these limitations required methodological advancements. Traditional dimen-
sionality reduction methods, widely used for compressing the very large dimensions of data
from social networks, have a trade-off between removing noise and preserving useful vari-
ance. This is due to the unsupervised nature of dimensionality reduction methods that pre-
serve variance, such as Principal Component Analysis [73], Latent Semantic Indexing with
Singular Value Decomposition [32], Latent Drichlete Allocation [16, 61] and Non-negative
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Matrix factorization [93], and non-prioritisation of preserving variance in supervised feature
selection methods, such as filter [95] and wrapper [82] based feature selection algorithms.
Attempts to overcome this trade-off [153, 13, 8, 7, 132] have been mostly focused on adding
a later supervised feature selection stage, after reducing dimensions using an unsupervised
algorithm. This does little to remove noise from the data, as the initial unsupervised stage
convolutes the signal and noise, making it embedded deep within the components in the
new variable space. This is why such methods have not become status-quo in online social
network research.
I overcome this challenge by first selecting features that are not deemed to be noise with-
out any focus on redundancies, and instead of picking one parameter to represent a series of
seemingly redundant variables, I then use an unsupervised dimensionality reduction algo-
rithm to preserve all variance in the series of redundant variables. This ensures that relevant
data are notmissed during the dismissal of seemingly redundant variables. Since all attributes
containing noise have already been removed, the unsupervised learning stage does not em-
bed noise among the reduced dimensioned data, unlike prior attempts explained earlier. The
inner workings and evaluation of this method are covered in chapter 4.
Once the data’s dimensions are reduced, we need to train predictive models. The use of linear
regressionmodels is almost unanimous in literature [86, 117, 152, 109, 146, 15, 131, 30]. They
are picked often because they are simple to understand and implement, they perform rea-
sonably well and they do not require a lot of tuning and optimisations. Their use is however,
disadvantageous for several reasons: (a) personality is latent patterns of behaviour, rather
than patterns of footprints of behaviour, which a direct regression model (linear or higher
polynomial degrees) incorrectly assumes; (b) linear regression models do not allow the use
dichotomous variables such as gender, location and cultural differences in a discriminatory
way; and (c) they do not take to account that people may leave the same footprint for very
different behavioural reasons which can be related to latent psychological traits. To over-
come these challenges, I used decision trees which are able to use markers in our datasets to
discriminate between the users, and develop separate predictive models for groups of users
based on the rules learned from the data. I also made the data cleaner by separating contex-
tually relevant Facebook pages that the user has not liked from completely irrelevant pages.
Finally, instead of predicting personality traits directly from Facebook data, I predict the
user’s potential responses to each item on a personality questionnaire, this allows the predic-
tive models to look for much finer patterns in the data that can help predictions in the end.
Chapter 5 details the description of the predictive models, and section 5.3 provides bench-
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marks to determine the contribution that each enhancement to the models have made to the
overall predictions.
Being able to provide accurate predictions (in terms of correlations with the observation) is
not the only factor in determining whether a psychometric test is valid. The results of a new
test not only need to correlate well with the results of existing tests, but they also need to be
internally consistent. Meaning that a personality judgement made using a portion of user’s
data on Facebook need to correlate well with judgementsmade with a different portion of the
data. This is to ensure that there is no single point in data that is mostly responsible for the
predictions. Personality predictions produced in chapter 6were shown to have a good level of
internal consistency, at 𝑟 = .70. In terms of external validity, predicted personality scores had
the same level of predictive power as self-reports in predicting behavioural and life outcomes
such as values, sensational interests, life satisfaction and depression. This is very important
as in practice, outputs of a personality test need to be able to predict individual outcomes,
otherwise the test would be of little value. In terms of correlations with self-reports, internal
consistency and external validity, the predicted personality in this thesis outperform the best
published results in literature, as described in section 5.3.4. Finally, to determine the level
of independence of traits from each other, a discriminant validity analysis was performed
and the predicted personality traits were found to be as independent from each other, as
self-report personality traits are from each other.
9.1 Personality
To recall from chapters 6 and 7, we found openness to be the most predictable trait from
Facebook data, and neuroticism to be the least predictable trait. This might seem at odds
with general expectations, as conscientiousness and neuroticism are considered to be easiest
to predict from behaviour. This is an interesting observation because Facebook, as a social
communication medium and a social psychology research platform, is shown to be not as
good at capturing records of behaviour that might indicate various degrees of neuroticism as
it is for openness. To further investigate this issue, I investigated how the prediction accu-
racy differs for users with different personality traits and found neuroticism to be the great-
est predictor of predictability of users on social media. The users who score higher on the
neuroticism scale are the most difficult users to predict, and users who score lower on the
neuroticism scale are the easiest users to predict. This observation indicates that the foot-
prints that highly neuritic people leave on social networks are not as easy to decipher as the
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footprints that people with lower levels of neuroticism leave. This might be due to the ten-
dency of neurotic individuals to present an ideal self rather than an authentic and realistic
one on social media [127]. Similar to self-enhancement bias in a traditional self-report ques-
tionnaire [89], also correlated with neuroticism [110], self-enhancement on social networks
adds bias to the data because the user no longer likes pages genuinely, and instead is trying
to create an ideal image of themselves to present to the world.
It may also be a possibility that we need more sophisticated machine learning models to be
able to construct personality profiles for users with higher levels of neuroticism. Indeed gra-
dient boosted decision trees were able to capture neuroticism a lot better than linear regres-
sionmodels (accounting for an extra 165% of variance). The deep learningmodel introduced
in section 5.4 also found neuroticism to be the least predictable trait. This pattern is also re-
ported in the two other studies in literature that predicted personality scores from Facebook
Likes [86, 152]. Therefore, it seems to be universal pattern. It might indeed be possible that
more sophisticated machine learning models, probably trained with larger datasets, will be
able to decipher footprints left by highly neurotic users better and provide more accurate re-
sults compared to the ones reported in this thesis, however such models are also likely to be
able to do the same for all other users and traits as well, and it is expected that the same trend
will be observed.
This observation can give us new insight into the way neurotic people behave on social net-
works. Ross et al. [123] reports that neuroticism is positively correlated with using the Face-
book wall, that is where users post their status updates. This is inline with other studies
[109, 50], discussed earlier in chapter 7, that found neuroticism to be among the easier to
predict traits from status updates. This is inline with literature that neuroticism is easier to
predict from text-based sources [97].
I believe the reason neuroticism itself is the least predictable trait is due to the nature of
Facebook and the use of Facebook Likes as the primary factor for predictions in this thesis.
As investigated in section 7.2.5, questions on a self-report neuroticism scale do not connect
well with the options users have on Facebook in the form of pages. For example, the user will
not like a page on Facebook that can indicate whether a user has frequent mood swings, or
whether they worry about things, or whether they feel threatened easily. This is in contrast
with the most predictable trait, openness, where there are numerous pages about politics,
arts or philosophy. This is also the case for extraversion, as information about a person’s
attitude towards social situations, parties or friendships is captured by a social network that
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primarily focuses on such interactions. Extraversion is also the second easiest trait to predict,
after openness.
While neuroticism was the least predictable trait from Facebook data, it should still be noted
that in terms of the predictive power of the predicted neuroticism compared to self-report
neuroticismwhen it comes to external variables, there was an agreement of 𝑟 = .98, therefore
predicted values of neuroticism are still very useful for research and practice.
9.2 Methods
Linear regression models, used almost unanimously in literature [86, 117, 152, 109, 146, 15,
131, 30], were shown to be less than fully effective at deciphering patterns in Facebook data
that more sophisticated decision trees were able to do. This observation means that generat-
ing separate classification and regressionmodels for subgroups of users enhances the predic-
tive power of the models compared to using a single model for everyone. Therefore, this is
evidence that not only entirely different behaviours by the users can leave identical footprints
on social networks, but that they also leave markers in other parts of their data that can be
used to make the right judgement about what those footprints mean, whether the markers
are part of on their demographics or parts of other attributes in their Facebook data. This is
the beauty of finding thesemarkers in a data-driven way instead ofmanually separating users
into separate groups based on our suspicions and intuitions. While our suspicions might be
correct and our intuitive grouping of users might enhance predictive power, we can argue
that if our intuitions are correct then there is evidence for them in the data and a data-driven
method can learn the same things, assuming our data is large enough to account for all or
most of the variances that users might have.
This is the promise of deep learning. That expert domain knowledge is not required in con-
struction of the models, as deep neural networks are able to learn them only from the data.
This idea has been successfully applied to the field of computer vision [88, 90]. Now there is
a trend that tends to dismiss the idea that domain knowledge is useful when applying ma-
chine learning to a new research area, claiming a deep neural network will be able learn the
same wealth of knowledge from the data itself. While this claim might actually be true, the
real question is how large should a sample size be so that hidden layered structures learned
automatically from the data become more knowledgeable than the wealth of prior research
and literature in the domain. This is a question that needs addressing in various fields. In
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my experiments with deep learning, discussed in section 5.4, I was able to outperform the
previous best published predictions. Deep learning could indeed have been the method of
choice for the central work in this thesis, however I also observed that a model incorporat-
ing domain knowledge, while still benefiting from rules learned from the data, was the best
performing model in terms of its predictive power. So the conclusion is that with a sample
size of nearly 100,000 users from Facebook, domain knowledge is still beneficial to the pre-
dictions compared to the completely data-driven approaches. This might change at 150,000
or 200,000 users, or at 1,000,000 users. That investigation requires a larger sample size.
The most noticeable shortcoming of the predicted personality compared to self-report per-
sonality was the internal consistency of neuroticism, at split-half correlations of 𝑟 = .54.
Further optimisations and adjustments to the methods brought it up to 𝑟 = .64 which is a
considerable gain. However more importantly this demonstrates that methodology makes a
noticeable different to internal consistency. This raises the question of how can we optimally
train our machine learning models to optimise their predictions for higher levels of inter-
nal consistency, given that the loss functions of all training algorithms centre around tests
that measure fitness of predictions with the class variable. This might indicate that we need
major methodology advancements in terms of machine learning training algorithms for pas-
sive psychological assessments before we are able to completely meet the scale reliability of
high-quality self-report questionnaires. I believe the development of a loss function coupled
with gradient boosting which is capable of optimising the training process to produce highly
internally consistent predictions is the research area that needs most attention in terms of
methodology for future progress.
9.3 Limitations
The greatest limitation of this approach is the need for high quality training data. It is impos-
sible tomove to a new social network and immediately begin to predict personality scores for
their users. We need a large project, such as MyPersonality, to collect high quality training
data from tens of thousands of users. This means a large investment in time and resources. It
took years for MyPersonality to collect this amount of information. In contrast, we can give
a traditional self-report questionnaire to individuals immediately and provide psychological
assessment. It takes more of an individual user’s time compared to passive assessment, but
the project overall might take less time. In terms of the quality of the predictions, a passive
psychometric test is only as good as the gold-standard test that was used for its training, as
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it is aiming to reproduce those outcomes. Therefore, if the original test suffers from a lack of
reliability or suffers from biases, the passive test will suffer as well.
The lack of need for users to provide any active participation in their psychological assess-
ment is amajor benefit of this method because it saves time for both the test giver and the test
taker, but it can also be a limitation. In section 7.2, we observed that items on a personality
questionnaire that are about feelings are more difficult to predict because Facebook Likes are
not a great way to capture these thoughts when a user is using the social network. A direct
response from the user might be useful in these instances. Therefore, passive psychomet-
rics will never replace self-reports, instead it is an extra tool that we can use to capture the
traits easier and faster, while still having very good reliability and validity for a wide range of
applications.
Another major limitation for this work is privacy concerns and ethics. This research demon-
strated that footprints of users on social networks is a very rich source of information, a
source that we can use to construct very accurate psychological and demographic profiles
for the user. A lot of users are not comfortable to hand over these profiles of themselves to
others, especially when they learn of their true predictive power. In contrast, a self-report
questionnaire is very focused and only captures the data a user directly sees and consents to.
The user can stop a self-report test at any time, ignore any question or ask for clarification.
When a user is filling a satisfaction with life questionnaire, they know they are not sharing in-
formation about their demographics or personality traits, however in a passive psychometrics
system the same data is used for all assessments. Therefore, a test labelled as a satisfaction
with life test can indeed also examine personality, depression, demographics, even sexual
orientation or history of substance use [86], all from the same Facebook data. Section 9.4
focuses on the privacy aspect of passive psychometrics and research on social networks in
general.
9.4 Privacy
Social networks are created to facilitate transfer of information between individuals. As a
side-effect of facilitating the medium of information transfer, the social network itself be-
comes a third party that sees all transferred information. It is often been viewed as the cost
of the service, as social networks are almost always free to the end-user. The users are paying
138 General Discussion
for the service with their data, and the data is used to facilitate targeted advertisement to the
individual. This equilibrium often works well with satisfaction of all involved parties.
Growingly though, studies are demonstrating that data stored on online social networks,
emails, even on mobile phones are rich sources of private information that the user might
not be aware of, or can intuitively understand. This thesis demonstrated that accurate assess-
ment of a person’s private individual traits such as personality and self-monitoring abilities,
and their mental health status such as satisfaction with life and depression is possible only
from data that is often even publicly accessible on their Facebook profiles. I also accurately
predicted an individual’s age, gender and relationship status from only their Facebook Likes.
Kosinski et al. [86] demonstrated that sexual orientation, relationship status of parents, drug
and alcohol use habits, religion, smoking habits and intelligence can be predicted from only
Facebook data.
People are often uncomfortable when they are asked private information, and they expect
their personal andmental boundaries to be respected. Not all people would willingly disclose
information about their sexual orientation, history with substances, and certainly not a lot
of people willingly fill long psychometric questionnaires. Most users do not understand that
their profiles on online social networks are equally rich sources of private information and
often people are unaware of their privacy settings, and their data is constantly being shared
with various other websites and applications. While this presents interesting research and
product design opportunities, it also confirms the urgency of attempts to grapple with users’
privacy on online social networks as it is a significant concern.
Public awareness about privacy and security has been increasing in recent years. It is an
effective tool to not only shape policies of governments and corporations, but also encourage
individuals to become more cognizant of the reality of private data in an online world. The
case of Edward Snowden [60, 10] is a great example of the power of increase in awareness. The
social and political awareness about government surveillance has been significantly increased
and not only violations of privacy are much better reported, but also individuals are more
aware of their rights, and corporations havemade adjustments to their policies to allow users
more control towards their privacy.
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9.4.1 Privacy concerns in passive psychometrics
As discussed in section 9.3, in contrast to self-report questionnaires, the user can have very
little control or knowledge about what is actually being tested in a passive psychometric
test. In this thesis I used the same data, Facebook Likes, to predict age, gender, relation-
ship status, voting preferences, five-factor personality, satisfaction with life, depression and
self-monitoring. A nefarious website claiming to provide prediction of relationship status
from Facebook Likes can indeed end up using the same data for prediction of an entire set
of demographics and psychological traits to sell to potential advertisers and the user has no
way of ever knowing about it.
Technologically, there are ways to address this problem. For example, pushing the analysis to
the client-side (web browser ormobile phone) instead of server can help give users assurances
that they are in control of what is being tested and what is being communicated with the
servers. This is not currently common however, as client computer hardware are usually
less powerful than computing servers, and analysis are usually resource intensive and energy
consuming, and most of the clients use mobile devices (laptops, tablets or mobile phones)
which are battery powered. However, this could be an interesting trade-off between privacy
and utility.
There are non-nefarious incentives for service providers to want to continue having access
to the data of their users. As long as the users continue sharing their data with the service
provider, predictivemodels can continue to be updated to provide evenmore accurate results,
and adapt to changes in the data, as new content is uploaded daily and historical content
sometimes become inactive and irrelevant. A predictivemodel that is not adapted to changes
in its social network will lose its predictive power as the trends and fashionable content often
changes quickly on these websites.
Transparency and consent are the key factors in overcoming the privacy concerns of passive
psychometrics. The users need to know how their data is being used, what is being kept by
the server and how the server will continue using these records in the future. They still have
no control, as they cannot stop in the middle of the test, but they should become aware of the
risks so that they can make informed decisions.
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9.4.2 Privacy-preserving online services
It is often assumed that online social networks having unrestricted access to user data is the
only way. It might not necessarily be so. It was once assumed that financial services and
banking systems having unrestricted access to an individual’s finances, and controlling the
ledger centrally is the only possible way, however advancements in cryptocurrencies such as
BitCoin1 [103] have demonstrated that there are no technological limitations against decen-
tralised financial services and ledgers.
I believe a similar concept can be applied to data stored on social networks. Currently, the
data for each user is stored unencrypted on the data centres used by online social networks.
The social network uses a database to store which other users have permission to access the
data, based on user friendships, followerships and privacy settings. The social network itself
sees and controls all of the data. This control can be given back to the user without sacri-
ficing functionality of a social network. This can be achieved using the concept of broadcast
encryption [44]. It is the method of broadcasting an encrypted message in a way that it can
be decrypted by any of a group of decryption keys. This concept is used in Advanced Access
Control System [17], the standard which manages the control access to Blu-Ray disks and
other digital content. Each Blu-Ray player has a unique private decryption key hardcoded
into their microprocessor. Each Blu-Ray disk is encrypted in a way that it can be decrypted
by any of the millions of decryption keys stored in current and future Blu-Ray players.
This principle, applied to social networks, will look like:
• Each user on the network has their own private and public encryption and decryption
key pair. The private keys are stored on local devices.
• User Bob’s data are encryptedwith his own public key, and are stored on social network
servers. They can only be decrypted by Bob’s own private key.
• Bob befriends User Alice. Data of Bob are now multicast encrypted and stored on the
server so that they can be decrypted with Bob or Alice’s private keys.
• Bob befriends new users, the data continues to be multicast encrypted so they are de-
cryptable by all who are supposed to do so.
• Bob unfriends Alice. Bob’s data gets re-encrypted which no longer allows for decryp-
tion with Alice’s private key.
1https://www.bitcoin.org/
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This ensures that the data is not seen, at any stage, by the online social network itself.
This principle applied in its most restrictive form, however, removes the ability of the online
social network to provide any targeted advertisement. This significantly hurts their ability to
generate revenue. Privacy is not about maximising restrictions to access to data, it is about
being in control of access. The user can set which parts of the data they are willing to share
with the social network for the purpose of advertisement, or service personalisation, and
those parts of the user data can bemulti-cast encrypted to allow the social network to decrypt
them as well.
9.4.3 Privacy-preserving machine learning
There has been a recent shift towards adding privacy preservation into data mining and ma-
chine learning [1].
It is generally expected that big social data are anonymised. It involves changing the data in a
non-reversible way, so that the identity of the people involved in the study are not recogniz-
able. TheMyPersonality dataset is anonymised. Users are identified with user IDs that do not
correspond to their IDs on Facebook. No identifiable information such as names, pictures
or email addresses are used in this thesis.
Randomisation methods [1] add noise to the data to remove identifiability from certain at-
tributes. The noise itself has a high enough variance thatmakes recovery of original attributes
impossible, but their distribution can be recovered. Randomisation methods are simple and
data-independent, and they can be performed at the time of collection to ensure privacy. The
major drawback is that the optimal probability distribution of noise added to the data, while
independent of the data itself, is dependant on the type of learning model used to analyse
the data [156]. Various privacy-preserving learning models, such as a Naive Bayes classifier
[141] and a decision tree algorithm [142] have been developed.
These methods are not perfect and adversarial attacks on anonymisation and randomisation
methods are possible. Some hashing functions are considered broken, which include widely
used functions such as MD5 [148] or SHA-1 [147]. Various randomisation noise distribu-
tions have been shown to be broken too, as fairly-accurate estimation of original values has
been demonstrated to be possible [74].
Datasets involved with medical data have always been concerned with privacy of users. The
Datafly System [133] in 1997 was an automated system designed to remove identifiable in-
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formation frommedical data at the time of access. Information such as name, social security
numbers and address were removed, and other identifiable features such as age and gender
were made ambiguous by adding noise. The same approach can be used to data from social
networks, for the purposes of research.
Lack of universal and widely subscribed guidelines on anonymising and randomising data is
a major concern with needs to be addressed with urgency.
9.5 Role of passive psychometrics
Earlier in this chapter, I discussed the limitations of passive psychometrics. The question
remains what role do I see for the future of passive psychometrics. In general, passive psy-
chometrics is about making psychological measurements easier, faster, cheaper to scale and
less inconvenient for the test-taker without sacrificing reliability and validity. This means
where big social data are available and platform allows it, whether in research and practice,
psychometric tests such as those of personality, self-monitoring or well-being can be com-
pletely automated without the need for active participation of the test-taker or administrator.
In social psychology and personality research, passive psychometric allows for much faster
data collection compared to administering self-reports. As an example, a researcher who in-
tends to study the effect of big-5 personality traits on consumer behaviour, an area of interest
in research [81], can collect purchase history data for a large number of users only by asking
them to allow connection to their Amazon2 and Facebook accounts. Then the researcher can
extract consumer behaviour data from the Amazon data and use a similar methodology as
this thesis to predict big-5 personality traits, and perform their analysis. In contrast, a tra-
ditional way to perform this research would have been to bring users in for interviews (or
invite them to an online questionnaire), inquire about their purchase history and consumer
behaviour and administer a personality test. The passivemethod can allow for not only faster
research production, but also allows the behaviour to be examined on a much larger scale,
without the financial and time investments necessary to do a large self-report study.
Outside of research, there are benefits for passive personality assessment as well. An inter-
esting area of potential application is in online recommender systems. Currently, the most
prevalent problem in recommender systems for movies, music, books or general products is
the cold start problem (also known as new user problem). This is when a user joins a new
2http://www.amazon.com
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network and the network is not aware of the any of the user’s preferences. For example, when
a user join amovie subscription service such as Netflix 3, Netflix is unable to provide any cold
start personalised recommendations. Once the user starts using the service or starts to rate
movies, recommendations become possible.
Several studies have demonstrated that five-factor personality information enhances the per-
formance of recommender systems, especiallywith the cold start problem [137, 36, 43]. How-
ever, these have not been very practical solutions since accurate assessment of a new user’s
personality required administering of questionnaires, which are not optimal in terms of user
experience on a website that they have just joined. However, with passive assessment, the
user only has to log into the service with their social networking credentials and agree to
share the data with the new website that they have joined, and their personality can be as-
sessed instantly, and new relevant personalised recommendations can be provided to the
user.
Passive personality predictions can also provide a similar advantage to online shopping.
Bosnjak et al. [18] reported the role that five-factor personality plays in online shopping
behaviour. By accurately predicting personality when a user starts using a new online store,
the store can provide recommendations or customise the experience, which benefits both the
user and the store.
9.6 Summary
The most interesting idea that stems from this work is that reliable and valid passive psy-
chometric tests are possible, and digital footprints on online social networking websites can
be the data for such predictions. This develops a new direction in psychometrics where new
tests can be developed that are accurate enough to be used at individual level in both research
and practice, but are not time consuming and slow for both the test taker and administrator.
Passive psychometric is not without its disadvantages. It requires high quality training data
which is difficult and costly to acquire, its reliability and validity are limited to the reliability
and validity of the gold-standard test that it is trained to reproduce, and there are added
privacy and ethics concerns compared to self-report questionnaires.
3http://www.netflix.com
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Methodological contributions in this work demonstrate that analysis of big social data can
benefit frommethods designed and tuned specifically for big social data compared to reusing
broader methods used in multiple disciplines. Especially with the introduction of ECA in
chapter 4, I demonstrated that preparation of data for the predictive models is very impor-
tant and vanilla feature selection or dimensionality eduction algorithms either do not capture
enough useful information, or embed too much noise in the data which either overwhelms
the predictive models which reduces their predictive power or require much more sophisti-
catedmodels to decipher the useful information from them that translates to additional need
for computing resources and time. Moving on from linear regression models onto models
that can group users separately based on the rules learned from the data is beneficial for
prediction of traits in social media.
Chapter 10 summarises on contributions of this work to the fields of personality psychology,
psychometrics and machine learning.
Chapter 10
Conclusions
The present thesis looked at user data stored on Facebook as the sole source of informa-
tion for assessment of five-factor personality traits. It used machine learning to provide the
predictions. Facebook was found to be an accurate source of information for assessment of
five-factor personality. Predicted personality traits from Facebook were found to be reliable,
internally consistent and equally as good as self-report personality in terms of the predic-
tion of external variables. Openness and extraversion were the most predictable traits from
Facebook, which is expected because social networks are mediums of communication that
enable social interactions, access to news and recent events. In contrast, neuroticism was the
least predictable trait, which may suggest that Facebook pages are less powerful at capturing
behaviours indicator of neuroticism compared to other traits.
This work extends on the past work on the five-factor personality by investigating the rela-
tionship between personality and predictability on social networks. Individuals with higher
scores on openness and extraversion were easier to predict. Previous research also suggested
that openness and extraversion are correlated with an increased use of Facebook, which
translates to leaving more footprints for the predictive models to use and have and lower
levels of motivation for inauthentic self-presentation. Both these findings are beneficial for
being easier to predict. Highly neurotic users were the most difficult users to predict, this
supports prior findings that neurotic individuals have a higher interest in ideal rather than
authentic self-presentations, therefore adding bias to their Facebook data.
To further investigate data stored on Facebook as a source of reliable and valid passive psy-
chological assessment, passive tests for self-monitoring, depression and satisfaction with life
were also developed. These scales were chosen because they often relate to well-being and
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behaviour in social situations, which should theoretically influence the way a user conducts
themselves on social networks. These are also often outcome variables used in assessment
of external validity of other tests. Predicted scores for satisfaction with life, depression and
self-monitoring were shown to be as reliable, internally consistent and externally valid as
self-report scores. This provides further evidence that Facebook data is psychologically rich
and accurate passive psychological assessments across a wide range of scales is possible.
This thesis extends the past work on prediction of personality traits from Facebook by pro-
ducing a methodology capable of more accurate predictions, by examining psychometric
properties of personality predictions and by demonstrating methodology’s versatility and
universality by not only being able to create a passive personality test, but also self-monitoring,
depression and satisfaction with life tests.
These findings suggest that focusing on social networks as a source of data for constructing
psychological profiles is an interesting and fruitful area of research, but also presents chal-
lenges in terms of ethics, privacy and issues relating to consent. A major limitation of this
method is the need for high-quality self-reports and its corresponding social network data
to be used for training.
In terms of machine learning, this thesis expands the research into methods to reduce di-
mensions of highly sparse very large datasets by demonstrating that supervised learning in
dimensionality reduction does not need to come at the expense of poor forms of redundancy
removal and preserving of variance can indeed be a method of removing redundancies for
highly sparse datasets, while avoiding the embedding of noise deep in the reduced dimen-
sioned data. This translates to cleaner and more relevant data for the predictive models.
This thesis added to the growing evidence that a combination of weak learners are better at
dealing with highly sparse datasets compared to single strong learners. It also demonstrated
that in a choice between automated learning of internal hidden layers (deep learning), and
the use of expert human knowledge and literature to construct the model structure, the ex-
pert models can still outperform deep learning at about 100,000 users. However, the trained
deep learning model did outperform the best published result in literature. Therefore, it is
conceivable that with larger sample sizes, deep learningwill be able to outperform themodels
constructed in this thesis.
This work also demonstrated that internal consistency of passive personality assessment is
not necessarily correlated with the level of agreement between predicted personality and self-
reports and it is possible to sacrifice a small degree of correlations between predicted and
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self-report values in order to gain a larger degree of internal consistency. This demonstrates
the need for new training algorithms for machine learning models which can tune their loss
function to measure internal consistency of the model’s predictions during training, rather
than training solely to maximise goodness of fits measurements between their predictions
and self-reports. This can be the next area for further improving the methodology of passive
psychometrics .
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Appendix A
Frameworks
Appendix A lists various frameworks that are used as part of this thesis.
A.1 Apache Mahout
ApacheMahout1 [105] is an open-source Java2 and Scala3 library and toolkit for implement-
ing scalablemachine learning algorithms, developed andmaintained by the Apache Software
Foundation4.
A.1.1 Singular Value Decomposition
Mahout implements a randomised SVD computation using the probabilistic approximate
matrix decomposition reported by Halko et al. [62, 63].
A.1.2 Recommender systems
Mahout implements scalable user-based collaborative filtering algorithms [9]. They work
by finding similarity between users and make recommendations to user 𝐴 based on what
the most similar users to user 𝐴 has liked, or disliked, that user 𝐴 has not expressed any
1https://mahout.apache.org
2https://www.java.com
3http://www.scala-lang.org
4https://www.apache.org
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interest towards. Themost important aspect of a user-based recommender system is the way
similarity between users is judged. Ted Dunning’s Log Likelihood Ratio (LLR) [35] accounts
for surprise and coincide performs really well in order tomeasure similarity between users in
a binary dataset. Table A.1 demonstrates the simple principle behind LLR. This is the same
principle used in finding similarities between documents.
User A NOT User A
User B 𝑋𝐴𝐵 𝑋𝐴𝐵
NOT User B 𝑋𝐴𝐵 𝑋𝐴𝐵
Table A.1 Similarity and difference between two users on Facebook
𝑋𝐴𝐵 denotes the number of pages on Facebook that both User A and User B have liked.
𝑋𝐴𝐵 denotes the number of pages that User A has not liked, but User B has liked. 𝑋𝐴𝐵
denotes the number of pages thatUser A has liked, butUser B has not liked. Finally,𝑋𝐴𝐵
denotes the number of pages that neither User A nor User B have liked. 𝐿𝐿𝑅 measures
the amount of independence observed using entropy method developed by Shanon [128].
A.2 Weka
Weka5 [64] is an open-source Java framework that packages a lot of widely used machine
learning algorithms, and maintained by the Machine Learning Group at the University of
Waikato.
A.2.1 Wrapper subset selection
Weka implements the wrapper subset selection method introduced by Kohavi et al. [82]. It
also implements the Greedy search algorithmwith forward stepwise selection and backwards
stepwise elimination [23].
5http://cs.waikato.ac.nz/ml/weka/index.html
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A.2.2 J48
J48 is an open-source implementation of the C4.5 algorithm [118] for training decision trees
in Weka.
A.3 Scikit-learn
Scikit-learn 6 [113] is an open-source machine learning library for Python 7.
A.3.1 Random forest
Scikit-learn implements Boreiman’s random forest algorithm for classifications [20]. Ran-
dom forest is an ensemble model (uses a combination of weak learners compared to a single
strong learner, as described in section 5.2.2).
A.3.2 Gradient boosting
Scikit-learn implements Friedman’s approximation algorithm for training of gradient boosted
decision trees [48, 47].
A.4 DeepLearning4J
DeepLearning4J 8 [31] is an open-source and scalable deep learning library for Java and Scala.
A.4.1 Deep belief networks
A deep belief network is a multi-layer neural network with hidden layers. DeepLearning4J
implements Hinton’s greedy algorithm for supervised training of deep belief networks [70].
6http://www.scikit-learn.org
7https://www.python.org
8http://www.deeplearning4j.org/

