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| INTRODUCTION
Basal cell carcinoma (BCC) is the most common type of skin cancer with more than 4 million cases diagnosed in the United States every year. 1, 2 Although BCC rarely metastasizes, it can be highly disfiguring and destructive to the underlying tissue at its advanced stage.
Advanced BCC can have a huge negative impact on patients' physical well-being while also causing a psychological burden due to visible Over the last two decades, dermoscopy has been established as a routine technique for detailed examination of pigmented and nonpigmented skin lesions. Using a combination of high-quality optical lens with polarized filter or with a drop of immersion oil, dermoscopy allows for evaluation of skin microstructures, not visible to the naked eye. 3 High-magnification dermoscopic images of skin surface and subsurface are non-invasive and inexpensive to obtain, which makes dermoscopy a suitable option for computer-aided early skin cancer detection techniques.
In dermoscopic examination of BCC, vascular structures are key diagnostic factors. 4 Their presence in the lesion has been strongly associated with this cancer. 5 Considering the significant role of vascular patterns in diagnosis and further management of BCC, accurate detection and evaluation of cutaneous blood vessels is a critical step in early BCC detection framework.
Although arborizing vessels are considered as the most charac- This includes not only segmentation of the lesion but also detection and segmentation of vascular structures within the lesion. Considering the variability in geometry and architecture of lesional vasculature, this can be a very challenging task. Because of such challenges, previous studies on computer-aided detection of BCC mostly focus on a single vascular pattern. [8] [9] [10] [11] Techniques from non-cutaneous domains such as retinal vasculature are also limited in terms of adaptability to skin as such variety in structure, color, and patterns of blood vessels are rarely present in other domains. [12] [13] [14] [15] As an attempt to fill this gap, the main directly from the data. Considering the significant role of patient profile information in the diagnosis process, we also propose a fusion strategy to combine both visual and clinical information for more accurate diagnosis.
The rest of the paper is organized as follows. Section 2 gives details on the methodology, including vascular feature learning using deep autoencoders, kernel application, feature map generation, and feature fusion for BCC classification. Section 3 discusses the dataset and experimental setup. Results and discussion are provided in section 4. Finally, section 5 presents conclusion and future work. 
| MATERIALS AND METHOD

| Unsupervised vascular kernel learning through sparse autoencoder
In order to extract comprehensive vascular properties of the lesions, the first step of the proposed framework involves unsupervised datadriven feature learning. For this purpose, we extract patches of different BCC and non-BCC lesions and feed them as input to our unsupervised deep feature learning platform to directly learn features from the image data. We propose sparse autoencoder (SAE) as our feature learning tool. SAE is a self-replicating network that tries to regenerate its input at the output. 18 Therefore, a SAE tries to learn an identity function approximation. By imposing size constraints on the network, we can force the network to discover and learn a compact representation of the underlying characteristics of the image data and therefore generate a data-driven feature set based on the nature of the original data. which measures and penalizes the difference between the distributions of average activation ρ j of neuron j and the desired activation ρ as in Equation (2). β is the sparsity control parameter and D is the number of hidden layer neurons.
As no label is required for each image patch, this is an unsupervised learning process. After the training phase, data-driven feature set is obtained and stored.
| Kernel application and feature maps generation
After unsupervised learning phase, we employ the trained neuron weights of SAE as filters or kernels. Each set of neuron weights is treated
as a kernel that will be convolved with each image to build feature maps.
On a new image dataset of BCC and non-BCC lesions, each kernel is applied to the whole lesion image through convolution. Convolution determines the value of each pixel, by multiplying the current pixel value and it neighboring pixels by the values of the kernel matrix as in Equation (3): where f c is the new central pixel value, f i,j is the image pixel value at position (i,j), k i,j is the kernel coefficient value at the corresponding position and K is the total sum of the kernel coefficients. As demonstrated in Figure 4 , the kernel slides through every single pixel of the image and new pixel values are calculated. A feature map is generated as a result of each kernel application, representing how each spatial section of the image responds to the pattern of that specific filter.
Therefore, each input image yields a set of m feature maps, where m is the total number of learned kernels from the SAE.
| Pooling and condensed feature maps
Kernel application generates a large number of feature maps to be used as input to the BCC classification framework. As this process dramatically increases the size of inputs to the classifier, we used a pooling strategy to reduce the dimensionality of the feature maps. For this purpose, each feature map is divided into spatial regions determined by pool dimension. Regions are then summarized into a more compact space through averaging the values of pixels within them. Figure 5 demonstrates the pooling operation implemented on a sample feature map. 
| Feature fusion for BCC detection through softmax classifier
The resulting condensed feature maps build the visual feature set for the classification framework. For an inclusive computer-aided diagnosis, this visual feature set is integrated with patient profile information to build a comprehensive feature set. The overall feature set is then fed into a softmax classifier for classifying BCC vs non-BCC. Softmax classifier is an extended form of logistic regression that takes the feature vectors as the input and generates a value between 0 and 1 interpreted as the target class probability. The feature fusion framework is demonstrated in Figure 6 .
| EXPERIMENTAL SETUP
| Dataset
The dataset used in this paper consists of 1199 RGB dermoscopy images of BCC and non-BCC lesions. The data were obtained from Vancouver Skin Care Centre (Dermlite smartphone dermoscope with polarized light, ie, "dry" dermoscopy), The University of Missouri, and Atlas of dermoscopy by Argenziano. 20 Confirmed diagnosis is given by histopathology.
Lesions cover a variety of different cutaneous conditions including basal cell carcinoma, sebaceous hyperplasia, seborrheic keratosis and dysplastic nevi. Three hundred images were used for data-driven feature learning through SAE and the remaining 899 images (299 BCC and 600 non-BCC)
were employed for BCC classification and performance evaluation. These 899 images were further divided randomly into a training and a test set.
The classification results are reported from only the test set.
| Training set preparation and labeling
Three hundred images were randomly selected among the dataset for constructing the feature sets. Images were resized to 258 × 258 pixels to standardize across datasets. For data-driven feature learning, we extracted patches of both BCC and non-BCC images from the training image set. Patches were chosen such that they contain different structural and architectural properties of lesions. Specifically, BCC patches were outlined to include different patterns and types of BCC vascular structures. The size of the patches was set to 32 × 32 pixels, so that it is large enough to contain part of a vascular structure or lesion architecture while being small enough to avoid computational complexity. The final feature learning set consists of 10345 patches derived from BCC lesions (4248 patches) and non-BCC lesions (6097 patches). This set is then used in the SAE framework for data-driven unsupervised feature learning.
| Parameter setting
Considering that each image patch consists of 3 channels (R, G, and B), the size of each input patch to the feature learning SAE is 
| Patient profile
Patient profile information consists of lesion location, lesion size, lesion elevation (a binary variable indicating whether the lesion is flat or elevated) along with age and gender of the patients. Figure 7 demonstrates a demographic of patient profile of the dataset. This information is integrated with the visual features of the SAE and fed to the classifier.
| RESULTS AND DISCUSSION
All implementations were performed using MATLAB 2015a on a PC (Intel core i7 with 16GB RAM) and GeForce GTX NVIDIA Graphics Processor Unit. Half of the remaining 899 images is used for training of the softmax (449 images including 149 BCC and 300 non-BCC) randomly selected from the dataset and the performance is tested on the remaining 450 images. Once the network is trained and weight parameters are tuned, predicting new images is fast and is done in real time.
| BCC classification results
The learned weights from the SAE are treated as kernel parameters and are convolved with images followed by average pooling. After convolution and average pooling, condensed feature maps are integrated with patient data and fed to the classifier for classification. As it can be seen from Table 1 , integrating the condensed feature maps with patient information increases the diagnosis accuracy of BCC. The BCC lesions of our dataset are mostly of the nodular type, in which the presence of blood vessels is a significant biomarker. However, with more data available, the proposed method is capable of learning more accurate features and demonstrating better performance. Figure 9 demonstrates a set of feature representations that is learned by the unsupervised SAE framework. As shown in Figure 9 , the SAE framework has learned a feature set that represents the does not rely on high-level handcrafted feature extraction, it can potentially be used in fast screening diagnostic settings.
| Feature visualization
