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Abstract
Let P be the class of all finite posets. For P,Q ∈ P, let H(P,Q) and
S(P,Q) be the sets of order homomorphisms and of strict order homo-
morphisms from P to Q, respectively. From an earlier investigation we
know, that for R,S ∈ P, the relation “#S(P,R) ≤ #S(P, S) for all
P ∈ P” implies “#H(P,R) ≤ #H(P, S) for all P ∈ P”. Now we ask
for the inverse: For which posets R,S ∈ P does the existence of a poset
P ∈ P with #S(P,R) > #S(P, S) imply the existence of a poset Q ∈ P
with #H(Q,R) > #H(Q,S)? We prove that this is true for posets P,R,
and S belonging to certain classes. In particular, the implication holds
for all flat posets R and S.
Mathematics Subject Classification:
Primary: 06A07. Secondary: 06A06.
Key words: poset, homomorphism, strict, Hom-scheme, G-scheme, cover
weight, selecting cover weight.
1 Introduction
Based on a theorem of Lova´sz [5] and an own observation [1, Theorem 5], the
author [2, 3, 4] has worked about homomorphism sets under the aspect:What is
it in the structure of finite poests R and S that results in #H(P,R) ≤ #H(P, S)
for every finite poset P? (H(P,Q) denotes the set of homomorphisms from the
poset P to the poset Q.) Three nontrivial examples for such pairs of posets are
shown in Figure 1. More can be found in [2], where a detailed survey over the
research about homomorphism sets and its results is also presented.
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Figure 1: Three examples for posets R and S with #H(P,R) ≤ #H(P, S) for
every finite poset P [2].
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The systematic examination of the phenomenon “#H(P,R) ≤ #H(P, S) for
every finite poset P” in [2, 3, 4] is based on the concept of the strong Hom-
scheme from R to S. In the case of existence, such a Hom-scheme defines a one-
to-one mapping ρP : H(P,R) → H(P, S) for every finite poset P ∈ Pr, where
Pr is a representation system of the non-isomorphic finite posets. Postulating
regularity conditions for the way, how ρP maps homomorphims from H(P,R)
to H(P, S), gave rise to the definition of the strong G-scheme and the strong
I-scheme. The relations R v S (there exists a strong Hom-scheme from R to
S), R vG S (existence of a strong G-scheme), and R vI S (existence of a strong
I-scheme) turned out to be partial order relations on Pr [2, Theorems 2 and 3].
[2] focused on the development of the basic concept and on the theory of
strong I-schemes, whereas [3] dealt with calculation and cancellation rules for
strong Hom-schemes, strong G-schemes and strong I-schemes with respect to the
direct sum, ordinal sum, and product of posets. Subject of [4] was the theory
of strong G-schemes. As it turned out [4, Theorem 1], the relation R vG S is
equivalent to #S(P,R) ≤ #S(P, S) for all P ∈ Pr, where S(P,Q) denotes the
set of strict homomorphisms from P to Q - a surprising result if one looks at
the original definition of the relation R vG S: #H(P,R) ≤ #H(P, S) for every
P ∈ Pr, and for every ξ ∈ H(P,R), the image-homomorphism ρP (ξ) ∈ H(P, S)
preserves the connectivity components of the pre-images of ξ.
By definition of the relations v and vG, we have
R v S ⇔ ∀P ∈ P : #H(P,R) ≤ #H(P, S),
R vG S ⇒ R v S, (1)
and due to [4, Theorem 1], we have
R vG S ⇔ ∀P ∈ P : #S(P,R) ≤ #S(P, S). (2)
Combining these results, we get
∀P ∈ P : #S(P,R) ≤ #S(P, S)
⇒ ∀P ∈ P : #H(P,R) ≤ #H(P, S).
In this article, we ask for the inverse implication: For which posets R,S ∈ P do
we have
∃P ∈ P : #S(P,R) > #S(P, S)
⇒ ∃Q ∈ P : #H(Q,R) > #H(Q,S),
which is equivalent to R v S ⇒ R vG S.
Our approach is the following. In the case of R 6vG S, there exists a poset
P with #S(P,R) > #S(P, S) according to (2). On the basis of P , we construct
a sequence P` of posets, ` ∈ N, in such a way that #H(P`, Q) is an exponential
function with exponent ` for every Q ∈ P. If the leading term of the exponential
function has the form s(P,Q) · p(P )` with p(P ) not depending on Q, then
s(P,R) > s(P, S) results in #H(P`, R) > #H(P`, S) for large values of `, hence
in R 6v S. We pay particular attention to the dependency of s(P,Q) on the
cardinality of sets of strict homomorphisms from P to Q.
In Section 2.1, fundamental terms of order theory are recalled, whereas Sec-
tion 2.2 contains definitions of non-standard objects. The subject of Section 3
2
are cover weights. A cover weight of a poset P is a mapping w : lP → N0, where
lP is the set of pairs (x, y) of points of P with y covering x. For a cover weight
w of P , we construct a sequence P (w)` of posets, for which #H(P (w)`, Q) is an
exponential function with exponent `. We show in the Theorems 1 and 2, that
for many homomorphisms selecting cover weights exist; for a homomorphism ξ
with a ξ-selecting cover weight w of P , the leading term of #H(P (w)`, Q) is
determined by the development of the cardinality of a subset of H(P (w)`, Q)
which is closely related to ξ. Based on these results, it is shown in the main
Theorem 3 that for posets R v S with certain properties, a less/equal relation
can be established between cardinalities of homomorphism sets related to them.
In Section 4, Theorem 3 is applied. In Theorem 4, it is shown that for posets
R,S ∈ P with certain properties, R v S implies #S(P,R) ≤ #S(P, S) for all
posets P belonging to a certain class of posets. In particular, R v S ⇔ R vG S
for all flat posets R and S. In Theorem 5, we show that for posets P and Q with
certain properties, the relation between #S(P,Q) and the size of a superset of
S(P,Q) depends on P only. Using this result, we present in Theorem 6 a variant
of Theorem 4 with modified conditions.
Section 5 contains supplementary material: a formal definition and result,
and a proof not belonging to the main line of this article.
2 Preparation
2.1 Basics
Let X be a set. A reflexive, antisymmetric, and transitive relation ≤ ⊆ X×X is
called a partial order relation; the pair P = (X,≤) is called a partially ordered
set or simply a poset. As usual, we write x ∈ P for x ∈ X and x ≤ y for
(x, y) ∈≤. For A ⊆ X, the poset P |A ≡ (A,≤ ∩ (A×A)) is called the poset
induced on A. We write Q ⊆ P , iff Q = P |A for a subset A ⊆ X.
P is the class of all finite posets without the empty poset (∅, ∅). In what
follows, we write always ≤P for the partial order relation of a poset P ∈ P,
but if P is clear from the context, we may skip the subscript P in ≤P and all
relations derived from ≤P .
For a set X, the diagonal (relation) is defined as ∆X ≡ {(x, x) | x ∈ X }.
For any poset P = (X,≤P ), we define
<P ≡ ≤P \ ∆X .
We call z ∈ X an isolated point of P , iff z /∈ {x, y} for all (x, y) ∈<P . For
(x, y) ∈<P , we say that y covers x iff x ≤P z ≤P y ⇒ z ∈ {x, y} holds for all
z ∈ X. We call
lP ≡ {(x, y) ∈<P | y covers x}
the cover relation of P . For every A ⊆ X we have
lP ∩ (A×A) ⊆ lP |A . (3)
Let X be a set and R ⊆ X×X. With R denoting the set of all transitive
relations S ⊆ X×X with R ⊆ S, the transitive hull Tr(R) ≡ ∩R of R is
the (set-theoretically) smallest transitive relation on X containing R. If R is
reflexive, then also its transitive hull is reflexive; however, antisymmetry of R is
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in general not preserved. (x, y) ∈ Tr(R) is equivalent to the existence of points
a1, . . . , aI ∈ X with x = a1, y = aI , and (ai, ai+1) ∈ R for all i ∈ I − 1.
A poset P = (X,≤P ) with #X = k is called an antichain and notated as
Ak, iff ≤P = ∆X , and it is called a chain iff x ≤P y or y ≤P x for all x, y ∈ X.
A1 is called a singleton. For any chain K, we denote with ⊥K and >K the
minimum and maximum of K, and we notate its points by indexing the symbol
of the chain: K1 < K2 < . . . < K#K . We call a subset K ⊆ X a chain in P iff
the induced poset P |K is a chain, and we call a chain K in P a maximal chain
in P iff K ⊆ K ′ ⇒ K = K ′ for all chains K ′ in P . The cardinality of a chain
is called its length, and the largest length of a chain in P is called the height of
P and denoted by hP .
The following observation will be useful in several proofs:
Lemma 1. Let P ∈ P, and let Xh be the set of the points of P belonging to
a chain of length hP . There exists a function g : X
h → hP with the following
property: If K is a chain in P of length hP with x ∈ K, then x = Kg(x).
Proof. Let K and K ′ be chains of length hP containing x. There exist i, j ∈ hP
with Ki = x = K
′
j . In the case of i 6= j, one of the chains K1 < . . . < Ki = x =
K ′j < . . . < K
′
hP
or K ′1 < . . . < K
′
j = x = Ki < . . . < KhP has a length greater
than hP . Thus, i = j.
Let P ∈ P, x, y ∈ A ⊆ P . We say that x and y are connected in A, iff
there are a0, a1, . . . , aI ∈ A, I ∈ N0, with x = a0, y = aI and ai−1 <P ai or
ai <P ai−1 for all i ∈ I. We call a non-empty subset A of P a connected subset
of P iff all x, y ∈ A are connected in A. A non-empty connected subset A of
P is called a connectivity component of P iff A ⊆ B ⇒ A = B holds for each
connected subset B ⊆ P .
Let P = (X,≤P ) and Q = (Y,≤Q) be posets. A mapping ξ : X → Y is
called a homomorphism, iff x ≤P y implies ξ(x) ≤Q ξ(y) for all x, y ∈ P . A
homomorphism ξ is called strict iff it fulfills additionally x <P y ⇒ ξ(x) <Q ξ(y)
for all x, y ∈ P . We use the following symbols:
H(P,Q) ≡ {ξ : X → Y | ξ is a homomorphism from P toQ} ,
S(P,Q) ≡ {σ ∈ H(P,Q) | σ is strict } .
We write ξ : P → Q instead of ξ : X → Y for a homomorphism ξ ∈ H(P,Q).
Isomorphism between posets is indicated by the symbol “'”.
Let ξ ∈ H(P,Q). For A ⊆ X and B ⊆ Y with ξ[X] ⊆ B, let ξ|A : P |A →
Q and ξ|B : P → Q|B denote the pre-restriction and post-restriction of ξ to
P |A and Q|B , respectively. The same notation is used for the pre- and post-
restriction of mappings between sets.
Strict homomorphisms play an important role in what follows. Therefore,
we want to assure ourself a fundamental fact: S(P,Q) 6= ∅ ⇔ hP ≤ hQ. For
every strict homomorphism σ ∈ S(P,Q), the image σ[K] of a chain K in P is
a chain in Q with the same length as K. Therefore, S(P,Q) = ∅ if hQ < hP .
The inverse is true, too. Let K be a chain of length m ≥ hP . For every x ∈ P ,
let λ(x) be the maximal length of a chain K ′ in P with x = >K′ . Then the
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mapping
Λ : P → K, (4)
x 7→ Kλ(x)
is a strict homomorphism from P to K. Therefore, hQ ≥ hP ⇒ S(P,Q) 6= ∅.
In the case of X ∩Y = ∅, the ordinal sum of the posets P and Q is the poset
P ⊕Q ≡ (X ∪Y,≤P ∪ ≤Q ∪ (X×Y )). We get the diagram of P ⊕Q by putting
the diagram of Q on top of the diagram of P and connecting every maximal
point of P with every minimal point of Q.
For a set Z and a poset P = (X,≤P ), we write f ≤ g for mappings f, g :
Z → X iff f(z) ≤P g(z) for all z ∈ Z. Together with this relation, the set of
mappings from Z to P is a poset.
For x ∈ P , the ideal or downset ↓ x and the filter or upset ↑ x created by x
in P are defined as
↓x ≡ {y ∈ P | y ≤P x} ,
↑x ≡ {y ∈ P | x ≤P y } ,
and for (x, y) ∈≤P , the interval [x, y] is defined as
[x, y] ≡ (↑ x) ∩ (↓ y) = {z ∈ P | x ≤P z ≤P y } .
The cardinality of [x, y] is denoted by
ι(x, y) ≡ #[x, y].
For P,Q ∈ P, and ξ ∈ H(P,Q), we use the notation
ιξ(x, y) ≡ ι(ξ(x), ξ(y)) = #[ξ(x), ξ(y)]
for all x, y ∈ P . We regard ι and ιξ as mappings from ≤P to N. In what
follows, our focus is frequently on the pre-restriction of ιξ to subsets M of lP .
In order to unburden the notation, we define for all P,Q ∈ P, M ⊆≤P , and all
ξ ∈ H(P,Q)
ιξ,M ≡ (ιξ) |M .
For all ξ ∈ H(P,Q), we have
ξ ∈ S(P,Q) ⇔ ιξ(x, y) ≥ 2 for all (x, y) ∈ lP . (5)
Finally, we need some notation and terminology not related to order theory.
0 ≡ ∅,
n ≡ {1, . . . , n} for every n ∈ N.
In the proof of Theorem 5, we regard n as a chain of length n equipped with
the natural order.
For any set X, the mapping oX : X → N0 is the zero-mapping with oX(x) =
0 for all x ∈ X.
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Figure 2: Three homomorphisms, only the first one belonging to H×(P,Q).
Let I ∈ N, let a1, . . . , aI be positive real numbers, and let 0 < x1 < . . . < xI
be pairwise different positive real numbers. We call the mapping
f : N0 → R
` 7→
I∑
i=1
ai · x`i
an exponential function (with exponent `), and we call (aI , xI) its leading term.
For two exponential functions f and g with leading terms (a, x) and (b, y),
respectively, we have f(`) > g(`) for all sufficiently large values of ` if x > y or
if x = y and a > b.
2.2 Additional concepts
All material presented so far is standard, but we need some additional concepts.
C denotes the class of all posets P ∈ P for which [x, y] is a chain for every
(x, y) ∈≤P . Amongst others, C contains all posets of height 1 and 2 and all
posets whose diagrams (regarded as graphs) are forests; in particular, all chains
belong to C. For a chain K in P ∈ P of length m and ξ ∈ H(P,Q) with Q ∈ C,
we have
m−1∑
i=1
ιξ(Ki,Ki+1) = ιξ(K1,Km) +m− 2. (6)
We call posets P1, . . . , PI ∈ P a C-coverage of P ′ ∈ P iff
Pi ⊆ P ′ for all i ∈ I
and
I⋃
i=1
lPi = lP ′ . (7)
Additionally, we define
• For P ∈ P, let P× be the poset we get by removing all isolated points
from P . By KP , we denote the set of maximal chains in P×, and by KhP
we denote the set of maximal chains in P× with length hP .
• For a given P ∈ P, we define
lLP ≡
⋃
K∈L
lK for all L ⊆ KP ,
lhP ≡
⋃
K∈KhP
lK .
6
• For P,Q ∈ P, P not an antichain, and L ⊆ KP , we define HL×(P,Q) as
the set of homomorphisms ξ ∈ H(P,Q) with the following poperty: for
every K ∈ L, the image ξ(K) is contained in a chain K ′ in Q of length hQ
with ⊥K′ ,>K′ ∈ ξ(K). Furthermore, SL×(P,Q) ≡ HL×(P,Q)∩S(P,Q). In
order to simplify the notation, we write
H×(P,Q) ≡ HKP× (P,Q),
S×(P,Q) ≡ SKP× (P,Q).
For an example, see Figure 2.
Immediate conclusions are:
• For every P ∈ P, the set KP is a C-cover of P .
• In the case of Q ∈ C and hP ≥ 2, a homomorphism ξ ∈ H(P,Q) belongs
to HL×(P,Q) iff ιξ(⊥K ,>K) = hQ for every K ∈ L. We have H∅×(P,Q) =
H(P,Q) for all Q ∈ P.
• S×(P,Q) 6= ∅ for all Q ∈ P with hQ ≥ hP ≥ 2. Let K be a maximal chain
in Q. With the strict homomorphism Λ : P → K defined in (4), we get
an element of S×(P,Q) by
x 7→
{
KhQ , if x is maximal in P ;
Λ(x), otherwise .
In consequence, SL×(P,Q) 6= ∅ for all L ⊆ KP .
Finally, we summarize closely related homomorphisms into sets. Let P, P ′
be finite posets with P ⊆ P ′. We define for all Q ∈ P and all ξ ∈ H(P,Q)
[ξ]P ′ ≡ {ξ′ ∈ H(P ′, Q) | ξ = ξ′|P } .
For every ξ′ ∈ H(P ′, Q), we have ξ′|P ∈ H(P,Q) and ξ′ ∈ [ξ′|P ]P ′ . Furthermore,
[ξ]P ′ ∩ [ζ]P ′ = ∅ for ξ, ζ ∈ H(P,Q) with ξ 6= ζ. Therefore, {[ξ]P ′ | ξ ∈ H(P,Q)}
is a partition of H(P ′, Q) iff [ξ]P ′ 6= ∅ for all ξ ∈ H(P,Q), and in this case
H(P,Q) is a representation system of the partition.
3 Cover weights
3.1 Definition and basic properties
Our main instrument in this study are cover weights and posets constructed by
means of them:
Definition 1. For a finite poset P = (X,≤P ), we call a mapping w : lP → N0
a cover weight of P , and we define
D(w) ≡ {(x, y) ∈ lP | w(x, y) > 0} .
We call w positive iff D(w) = lP . Given a cover weight w of a finite poset
P , we construct the posets P (w)`, ` ∈ N0, by inserting for every (x, y) ∈ lP
an antichain of size ` · w(x, y) between x and y. The inserted antichains are
pairwise disjoint, and they are disjoint from X.
7
  
 
 
 
25 
Figure 3: A poset P ' A1 ⊕ A2 and the posets P (w)1 and P (w)2 resulting for
the cover weight w with w(x, y) = 1 and w(x, z) = 2.
In P (w)`, we thus have for every (x, y) ∈ lP
[x, y] ' A1 ⊕A`·w(x,y) ⊕A1
An example is shown in Figure 3. A formal definition of P (w)` and the proof
that it is a poset are given in Definition 6 and Proposition 1 in Section 5.
For ξ ∈ H(P,Q), all homomorphisms contained in [ξ]P (w)` coincide on P .
They differ only in the way how they map the respective antichain A`·w(x,y)
inserted between covering points xlP y to the interval [ξ(x), ξ(y)]. Obviously,
[ξ]P (w)` 6= ∅ and
#[ξ]P (w)` = piw(ξ)
` (8)
where
piw(ξ) ≡
∏
(x,y)∈lP
ιξ(x, y)
w(x,y).
We have P = P (w)0 and P ⊆ P (w)` for every ` ∈ N0, and in consequence,
the set
{
[ξ]P (w)` | ξ ∈ H(P,Q)
}
is a partition of H(P (w)`, Q) with representa-
tion system H(P,Q), hence
#H(P (w)`, Q) =
∑
ξ∈H(P,Q)
#[ξ]P (w)` . (9)
In particular, #H(P (w)`, Q) is an exponential function with exponent `.
Because isolated points of P do not belong to any cover relation, they do
not affect the value of piw(ξ) and do not contribute to the size of [ξ]P (w)` . They
can be neglected in what follows. It should be mentioned that the concepts and
results presented in this article are still valid (but become trivial) if P is an
antichain: in this case, there exists only the trivial cover weight w∅ ≡ (∅, ∅,N)
(written as a mapping), and for all Q ∈ P and all ξ ∈ H(P,Q), we have
ιξ = (∅, ∅,N) and piw∅(ξ) = 1. In Theorem 1 and all other propositions involving
HL×(P,Q), we postulate that P is not an antichain.
Obviously, for all P,Q,Q′ ∈ P and all ξ ∈ H(P,Q), ζ ∈ H(P,Q′),
ιξ,D(w) ≤ ιζ,D(w) ⇒ piw(ξ) ≤ piw(ζ), (10)
and “<” and “=” on the left side imply “<” and “=” on the right side, respec-
tively.
The following lemma shows how a cover weight of a poset can be constructed
by referring to a C-coverage:
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Lemma 2. Let P ∈ P, and let P1, . . . , PI be a C-coverage of P . For every
i ∈ I, let wi be a cover weight of Pi. We define for every (x, y) ∈ lP
W (x, y) ≡
∑
i∈I
(x,y)∈lPi
wi(x, y).
Then W is a cover weight of P with
piW (θ) =
I∏
i=1
piwi(θ|Pi) (11)
for every θ ∈ H(P,Q), Q ∈ P. We have W 6= olP iff wi 6= olPi for an i ∈ I.
Proof. Due to (7), W is a cover weight of P . Trivially, W 6= olP iff wi 6= olPi
for an i ∈ I. Defining
w′i(x, y) ≡
{
wi(x, y), if (x, y) ∈ lPi ,
0 otherwise.
for all i ∈ I and all (x, y) ∈ lP , we get for all Q ∈ P, θ ∈ H(P,Q)
piW (θ) =
∏
(x,y)∈lP
ιθ(x, y)
W (x,y)
=
∏
(x,y)∈lP
I∏
i=1
ιθ(x, y)
w′i(x,y)
=
I∏
i=1
∏
(x,y)∈lP
ιθ(x, y)
w′i(x,y)
=
I∏
i=1
∏
(x,y)∈lPi
ιθ(x, y)
wi(x,y)
=
I∏
i=1
piwi(θ|Pi).
3.2 Selecting cover weights
Definition 2. Given P ∈ P, Q ∈ P, and ζ ∈ H(P,Q), we call a cover weight
w of P ζ-selecting within H(P,Q) iff, for all ξ ∈ H(P,Q),
piw(ξ) ≤ piw(ζ) (12)
with equality iff ιξ,D(w) = ιζ,D(w).
The zero-mapping olP is for every Q ∈ P and every ζ ∈ H(P,Q) a ζ-
selecting cover weight of P within H(P,Q).
The motivation for introducing selecting cover weights becomes visible in
the next corollary which results directly from (9) and (8):
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Corollary 1. For P,Q ∈ P and ζ ∈ H(P,Q), let w be a ζ-selecting cover
weight of P within H(P,Q). Then #H(P (w)`, Q) is an exponential function
with exponent ` and leading term
(iζ , piw(ζ))
where iζ is the number of homomorphisms ξ ∈ H(P,Q) with ιξ,D(w) = ιζ,D(w).
In the next two propositions, we see how a selecting cover weight within
H(P,Q) acts on homomorphism sets H(P,Q′) and H(P ′, Q) with Q′ and P ′
closely related to Q and P , respectively.
Corollary 2. Let P ∈ P, Q ∈ P, ζ ∈ H(P,Q), and let w be a ζ-selecting cover
weight of P within H(P,Q). If a one-to-one homomorphism  : Q′ → Q exists
for Q′ ∈ P, then, for every ξ ∈ H(P,Q′),
piw(ξ) ≤ piw(ζ) (13)
with equality iff ιξ,D(w) = ιζ,D(w).
Proof. Let ξ ∈ H(P,Q′). For (x, y) ∈≤P , we have ιξ(x, y) = #[ξ(x), ξ(y)] =
#([ξ(x), ξ(y)]) ≤ #[(ξ(x)), (ξ(y))] = ι◦ξ(x, y), thus ιξ ≤ ι◦ξ. Therefore
piw(ξ)
(10)
≤ piw( ◦ ξ)
(12)
≤ piw(ζ)
with “=” in the first inequality iff ιξ,D(w) = ι◦ξ,D(w) and “=” in the second
inequality iff ι◦ξ,D(w) = ιζ,D(w). Therefore, “=” in (13) implies ιξ,D(w) =
ιζ,D(w). The inverse is trivial.
Lemma 3. Let P ∈ P, Q ∈ P, and ζ ∈ H(P,Q), and let P1, . . . , PI be a C-
coverage of P . Let J ⊆ I, and for every j ∈ J , let wj be a positive ζ|Pj -selecting
cover weight of Pj within H(Pj , Q).
With wi ≡ olPi for every i ∈ I \ J , and with W defined as in Lemma 2, W
is a ζ-selecting cover weight of P within H(P,Q). We have W 6= olP iff J 6= ∅.
Proof. Because of Lemma 2, W is a cover weight of P with W 6= olP iff J 6= ∅.
Furthermore,
D(W ) =
⋃
j∈J
lPj . (14)
For every ξ ∈ H(P,Q),
piW (ξ)
(11)
=
∏
j∈J
piwj (ξ|Pj )
(12)
≤
∏
j∈J
piwj (ζ|Pj )
(11)
= piW (ζ),
with equality iff ιξ|Pj ,D(wj) = ιζ|Pj ,D(wj) for all j ∈ J . But for every θ ∈ H(P,Q),
we have for every j ∈ J
ιθ|Pj ,D(wj) =
(
ιθ|Pj
)
|D(wj) =
(
ιθ|Pj
)
|lPj = (ιθ) |lPj .
Because of (14), (ιξ) |lPj = (ιζ) |lPj for all j ∈ J is equivalent to ιξ,D(W ) =
(ιξ) |D(W ) = (ιζ) |D(W ) = ιζ,D(W ).
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Our key in constructing positive selecting cover weights is Gibb’s inequality
from information theory:
Lemma 4 ([6, Lemma 1]). Let x1, . . . , xn and y1, . . . , yn be positive numbers
with
∑n
i=1 xi ≤
∑n
i=1 yi. Then
n∏
i=1
xi
yi ≤
n∏
i=1
yi
yi
with equality iff xi = yi for every i ∈ n.
Theorem 1. Let K be a chain of length n ≥ 2, let Q ∈ C with hQ ≥ n, and
let ζ ∈ H×(K,Q). Then ιζ,lK is a positive ζ-selecting cover weight of K within
H(K,Q).
Proof. We start with the case that Q is a chain of length m ≥ n. Let ζ ∈
H×(K,Q) and ξ ∈ H(K,Q). Then
n−1∑
i=1
ιξ(Ki,Ki+1)
(6)
= ιξ(K1,Kn) + n− 2 ≤ m+ n− 2 =
n−1∑
i=1
ιζ(Ki,Ki+1),
where the last equality is due to (6) and ζ ∈ H×(K,Q). With Lemma 4, we
conclude that for w ≡ ιζ
piw(ξ) =
n−1∏
i=1
ιξ(Ki,Ki+1)
ιζ(Ki,Ki+1)
≤
n−1∏
i=1
ιζ(Ki,Ki+1)
ιζ(Ki,Ki+1) = piw(ζ),
with equality iff ιξ,lK = ιζ,lK . Thus, ιζ,lK is a positive ζ-selecting cover weight
of K within H(K,Q).
Now let Q ∈ C be arbitrary with hQ ≥ n. Due to Q ∈ C, the interval
Iθ ≡ [θ(K1), θ(Kn)]
is a chain in Q for every θ ∈ H(K,Q). We define
θ′ ≡ θ|Iθ .
for every θ ∈ H(K,Q).
Let ζ ∈ H×(K,Q). Then #Iζ = hQ ≥ n, and according to our result
achieved so far, w ≡ ιζ′,lK = ιζ,lK is a positive ζ ′-selecting cover weight of K
within H(K, Iζ).
Now let ξ ∈ H(K,Q). We have #Iζ = hQ ≥ #Iξ. There exists thus a
one-to-one homomorphism from Iξ to Iζ . With Corollary 2, we conclude
piw(ξ) = piw(ξ
′) ≤ piw(ζ ′) = piw(ζ)
with equality iff ιξ,lK = ιζ,lK , and the theorem is proven.
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Theorem 2. Let P ∈ P, Q ∈ C with 2 ≤ hP ≤ hQ, and let L ⊆ KP . For
ζ ∈ HL×(P,Q), we define for all (x, y) ∈ lP
V LP (ζ)(x, y) ≡ ιζ(x, y) ·# {K ∈ L | (x, y) ∈ lK } .
Then V LP (ζ) is a ζ-selecting cover weight of P within H(P,Q). We have V LP (ζ) 6=
olP iff L 6= ∅.
Proof. Let ζ ∈ HL×(P,Q). For every K ∈ L, the mapping wK ≡ ιζ,lK is, accord-
ing to Theorem 1, a positive ζ|K-selecting cover weight of K within H(K,Q).
With wK ≡ olK for all K ∈ KP \ L, we get for every (x, y) ∈ lP ,
V LP (ζ)(x, y) =
∑
K∈L
(x,y)∈lK
ιζ,K(x, y) =
∑
K∈L
(x,y)∈lK
wK(x, y)
=
∑
K∈KP
(x,y)∈lK
wK(x, y).
Now apply Lemma 3.
3.3 The main theorem
Definition 3. For P,Q ∈ P with hP ≥ 2 and L ⊆ KP , we define
IP,Q ≡
{
ιξ,lP
∣∣ ξ ∈ H×(P,Q)} ,
ILP,Q ≡
{
ιξ,lLP
∣∣ ξ ∈ HL×(P,Q)} .
Furthermore, for ζ ∈ H(P,Q) and T ∈ P, we define
JP,T (ζ) ≡ {ξ ∈ H(P, T ) | ιξ,lP = ιζ,lP } ,
J LP,T (ζ) ≡
{
ξ ∈ H(P, T )
∣∣∣ ιξ,lLP = ιζ,lLP } .
For all ξ ∈ J LP,T (ζ), ζ ∈ H(P,Q), we have J LP,T (ξ) = J LP,T (ζ) and V LP (ξ) =
V LP (ζ). Furthermore, J ∅P,T (ξ) = H(P, T ) for all ξ ∈ H(P,Q).
Lemma 5. Assume that P ∈ P is not an antichain. Let R ∈ C, σ ∈ S×(P,R),
and ξ ∈ HL×(P,R) with L ⊆ KP . Then, for all S ∈ C with hS = hR
JP,S(σ) ⊆ S×(P, S),
J LP,S(ξ) ⊆ HL×(P, S).
Proof. We start with the proof of the second inclusion. Let ζ ∈ J LP,S(ξ), and let
K ∈ L be a chain of length m. Due to R,S ∈ C, the intervals [ξ(K1), ξ(Km)]
and [ζ(K1), ζ(Km)] are chains in R and S, respectively. Therefore
ιζ(K1,Km) +m− 2 (6)=
m−1∑
i=1
ιζ(Ki,Ki+1) =
m−1∑
i=1
ιξ(Ki,Ki+1)
(6)
= ιξ(K1,Km) +m− 2 = hR +m− 2,
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where ιξ(K1,Km) = hR is due to ξ ∈ HL×(P,R). Therefore, ιζ(K1,Km) = hR =
hS , hence ζ ∈ HL×(P, S).
Let σ ∈ S×(P,Q). We have already proven JP,S(σ) ⊆ H×(P, S). But due
to (5), this means JP,S(σ) ⊆ S×(P, S).
Theorem 3. Let R,S ∈ C, with hR = hS and R v S. Let P ∈ P with hP ≥ 2.
Then, for all L ⊆ KP and all ξ ∈ HL×(P,R),
ιξ,lLP ∈ I
L
P,S ⇒ #J LP,R(ξ) ≤ #J LP,S(ξ). (15)
In particular,
ILP,R ⊆ ILP,S ⇒ #HL×(P,R) ≤ #HL×(P, S),
[ ∀σ ∈ S×(P,R) : ισ,lP ∈ IP,S ] ⇒ #S×(P,R) ≤ #S×(P, S).
Proof. Let ξ ∈ HL×(P,R) with ιξ,lLP ∈ ILP,S . There exists a ζ ∈ HL×(P, S) with
ιζ,lLP = ιξ,lLP . Due to Theorem 2, W ≡ V LP (ξ) = V LP (ζ) is a cover weight of P
which is ξ-selecting within H(P,R) and ζ-selecting within H(P, S).
According to Corollary 1, #H(P (W )`, R) is an exponential function with
exponent ` and leading term
(
#J LP,R(ξ), piW (ξ)
)
, and #H(P (W )`, S) is an
exponential function with exponent ` and leading term
(
#J LP,S(ζ), piW (ζ)
)
=(
#J LP,S(ξ), piW (ξ)
)
. Now R v S enforces #J LP,R(ξ) ≤ #J LP,S(ξ).
Assume ILP,R ⊆ ILP,S . According to (15), we have #J LP,R(ξ) ≤ #J LP,S(ξ) for
all ξ ∈ HL×(P,R). Now the second proposition follows, because due to Lemma
5, the set
{J LP,R(ξ) ∣∣ ξ ∈ HL×(P,R)} is a partition of HL×(P,R), whereas the
corresponding set
{J LP,S(ξ) ∣∣ ξ ∈ HL×(P,R)} is a collection of disjoint subsets of
HL×(P, S).
Now let ισ,lP ∈ IP,S for all σ ∈ S×(P,R), thus #JP,R(σ) ≤ #JP,S(σ) for all
σ ∈ S×(P,R) according to (15). Using Lemma 5 again, #S×(P,R) ≤ #S×(P, S)
follows just as the previous proposition.
4 Cardinalities of sets of strict homomorphisms
In this section, we apply Theorem 3 on two combinations of classes of posets
P on the one side and R and S on the other side. We start with a simple
observation:
Corollary 3. Let P,Q ∈ P with hP = hQ. For every σ ∈ S(P,Q), we have
ισ,lhP = z, where z : l
h
P → N0 is the constant mapping with (x, y) 7→ 2 for all
(x, y) ∈ lhP . Furthermore, S(P,Q) ⊆ J LP,Q(σ) ∩HL×(P,Q) for L ≡ KhP .
Proof. Let σ ∈ S(P,Q). Every (x, y) ∈ lhP belongs to a chain of length hP in
P , and hQ = hP yields ισ(x, y) = 2, thus ισ,lhP = z. S(P,Q) ⊆ J LP,Q(σ) follows,
and σ ∈ HL×(P,Q) is trivial due to hP = hQ.
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Figure 4: Illustration for the proof of Lemma 6.
4.1 Posets P ∈ P(n)× , Q ∈ C
Definition 4. For every n ∈ N, let P(n)× be the class of the finite posets P of
height n in which every point of P× belongs to a chain of length n.
Obviously, P
(2)
× is the class of all posets of height 2.
Lemma 6. Let P ∈ P(n)× with n ≥ 2 and Q ∈ P with hQ ∈ {n, n + 1}. Then,
for every ξ ∈ H(P,Q),
ξ ∈ S(P,Q) ⇔ ξ(x) < ξ(y) for all (x, y) ∈ lhP . (16)
Proof. “⇒” is trivial. Assume ξ(x) < ξ(y) for all (x, y) ∈ lhP , and let (x, y) ∈
lP \ lhP . Because of P ∈ P(n)× , there exist chains K and K ′ of length n with
x ∈ K and y ∈ K ′, hence x = Kg(x) and y = K ′g(y) with g as in Lemma 1.
y = Kg(x)+1 is not possible due to (x, y) /∈ lhP . We are thus in the situation
shown in Figure 4.
Now K∗ ≡ K1 < . . . < Kg(x) = x l y = K ′g(y) < . . .K ′n is a chain in P
of length g(x) + 1 + n − g(y). Due to (x, y) /∈ lhP , we have #K∗ < n, hence
g(x) + 1 < g(y).
According to our assumption, we have ξ(Ki) < ξ(Ki+1) and ξ(K
′
i) < ξ(K
′
i+1)
for all i ∈ n− 1. Assume ξ(x) = ξ(y). Then ξ(K ′1) < . . . < ξ(K ′g(y)) = ξ(y) =
ξ(x) = ξ(Kg(x)) < . . . < ξ(Kn) is a chain in Q of length g(y) +n− g(x) ≤ hQ ≤
n+ 1, thus g(y) ≤ g(x) + 1. Therefore, ξ(x) < ξ(y).
Theorem 4. (a) Let R,S ∈ C with hR = hS = n ≥ 2. Then
R v S ⇒ #S(P,R) ≤ #S(P, S) for all P ∈ P(n)× .
(b) Let R,S ∈ P with hR = hS = n ≤ 2. Then
R v S ⇔ R vG S.
Proof. (a) Let P ∈ P(n)× , Q ∈ C with hQ = n, and σ ∈ S(P,Q). According
to Corollary 3, we have ιξ,lhP = z and S(P,Q) ⊆ J LP,Q(σ) with L ≡ KhP . But
due to (16), we have ιξ,lhP = z ⇒ ξ ∈ S(P,Q) for all ξ ∈ H(P,Q), thus
J LP,Q(σ) ⊆ S(P,Q). Therefore, J LP,Q(σ) = S(P,Q).
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Let now σ ∈ S(P,R), τ ∈ S(P, S). Then ισ,lhP = z = ιτ,lhP ∈ ILP,S and
σ ∈ HL×(P,R) according to Corollary 3, and Theorem 3 delivers
#S(P,R) = #J LP,R(σ) ≤ #J LP,S(σ) = #J LP,S(τ) = #S(P, S).
(b) For every Q ∈ P with hQ = 1, we have
#H(P,Q) = (#Q) number of connectivity components of P ,
#S(P,Q) =
{
(#Q)#P if hP = 1,
0 otherwise .
which (according to the definition of “v” and (2)) shows R v S ⇔ #R ≤
#S ⇔ R vG S in the case of n = 1. Let n = 2. Then R,S ∈ C. “⇐” is
due to (1). Assume R 6vG S. Because of (2), there exists a poset P ∈ P with
#S(P,R) > #S(P, S). Due to S(P,R) > 0, we have hP ≤ hR = 2. In the
case of hP = 1, we have #H(P,R) = #S(P,R) > #S(P, S) = #H(P, S), hence
R 6v S. And in the case of hP = 2, we have P ∈ P(2)× and hR = hS = 2, thus
R 6v S according to (a).
In the proof of Theorem 4(a), Equivalence (16) plays an important role. In
Proposition 2 in Section 5, we will show that it in fact characterizes the posets
contained in P
(n)
× . We achieve thus no progress by replacing the condition “for
all P ∈ P(n)× ” in Theorem 4(a) by “for all P ∈ P with hP = n fulfilling (16)”.
We postpone the proof because it does not belong to the main line of this article.
4.2 Posets P ∈ P(n∗)× , Q ∈ C ∩Pn×
In Theorem 4, we have used the conditions P ∈ P(n)× , R,S ∈ C, and hR = hS =
n ≥ 2. In Theorem 6, we will prove a similar result, but with weaker require-
ments on P and stronger ones on R and S. We need additional definitions. For
P = (X,≤P ) ∈ P with hP ≥ 2, we define
• Xh is the set of points of P× belonging to the chains of length n, and X∗
is the set of points of P× not contained in Xh:
Xh ≡
⋃
KhP ,
X∗ ≡ P× \Xh =
(⋃
KP
)
\Xh.
• For every x ∈ X∗,
– L(x) is the set of the maximal points of Xh ∩ ↓x;
– U(x) is the set of the minimal points of Xh ∩ ↑x.
• Ph ≡ P |Xh and P ∗ ≡ P |X∗ are the posets induced by Xh and X∗,
respectively.
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Figure 5: Five posets P ∈ P(n∗)× and their sets Z(P ). The leftmost poset is an
element of P
(5)
× , thus Z(P ) = ∅; for the other ones, the elements of Z(P ) are
encircled.
• Now we define
≤PT ≡ Tr (lP∗ ∩lP ) ∪ ∆X∗ .
Because of ≤PT ⊆≤P∗ , the relation ≤PT is antisymmetric, hence a partial
order relation on X∗. We set PT ≡ (X∗,≤PT ) and define Z(P ) as the set
of the connectivity components of PT .
The following lemma clarifies the difference between P ∗ and PT :
Lemma 7. Let P ∈ P with hP ≥ 2. For (x, y) ∈<P∗ , (x, y) /∈ <PT is
equivalent to: (x, y) /∈ lP , and for every chain x lP c1 lP . . . lP cm lP y
in P , there exists a j ∈ m with cj ∈ Xh.
Proof. “⇒”: Let (x, y) ∈<P∗ \ <PT . (x, y) /∈ lP is due to (x, y) ∈ lP (3)⇒
(x, y) ∈ lP∗ ⇒ (x, y) ∈<PT . Let xlP c1 lP . . .lP cm lP y be a chain in P .
According to the definition of ≤PT , there exists a j ∈ m− 1 with (cj , cj+1) /∈
lP∗ , and (3) yields cj ∈ Xh or cj+1 ∈ Xh, because the points are not isolated.
“⇐”: Assume that (x, y) ∈<P∗ fulfills the conditions. (x, y) /∈ lP delivers
the existence of a chain xlP c1lP . . .lP cmlP y in P . Every such chain contains
an element of Xh; there exists thus always a j ∈ m− 1 with (cj , cj+1) /∈ lP∗ .
In consequence, there exists no sequence (bi, bi+1) ∈ lP∗ ∩lP , i ∈ I − 1, with
x = b1 and y = bI , hence (x, y) /∈ Tr (lP∗ ∩lP ) = <PT .
Definition 5. For n ≥ 2, we define
• P(n∗)× is the class of finite posets P of height n for which, for every Z ∈
Z(P ), there exist `Z , uZ ∈ Xh with
∪z∈ZL(z) ∪ Z ∪ ∪z∈ZU(z) ⊆ [`Z , uZ ]. (17)
• Pn× is the class of finite posets of height n for which every maximal chain
in P× has length n, i.e., for which KP = KhP .
Of course, Pn× ⊆ P(n)× , and additionally P(n)× ⊆ P(n∗)× because of Z(P ) = ∅
for P ∈ P(n)× . Five examples are shown in Figure 5. The leftmost poset P in
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the figure is an element of P
(5)
× , hence Z(P ) = ∅. For the second and third one,
Z(P ) contains a singleton and a chain of length 2, respectively. For the fourth
poset, Z(P ) consists of two singletons, because the connection between the two
encircled points is cut in the step from P ∗ to PT . For the last poset, Z(P )
contains a single poset with N-shaped diagram.
Let P ∈ P(n∗)× , Z ∈ Z(P ). `Z ∈ Xh and (17) imply L(z) 6= ∅ for all z ∈ Z.
We have a <P z for every a ∈ L(z), and there exists no additional element of
Xh between a ∈ L(z) and z. For U(z) and uZ , the statements are dual. The
elements of the sets ∪z∈ZL(z) and ∪z∈ZU(z) thus tightly encapsulate the set Z.
In the most simple case, L(z) = {`Z} and U(z) = {uZ} for all z ∈ Z ∈ Z(P ),
as in the second, third, and fourth poset in Figure 5.
Theorem 5. Let P ∈ P(n∗)× with n ≥ 2. There exists a real number 0 < φP ≤ 1
for which with L ≡ KhP
#S(P,Q) = φP ·#J LP,Q(σ)
for every Q ∈ C ∩Pn× and every σ ∈ S(P,Q).
Proof. Let Q = (Y,≤Q) ∈ C ∩Pn× and σ ∈ S(P,Q). According to Corollary 3,
we have ισ,lhP = z. The proof is divided in three parts, and ξ ∈ J LP,Q(σ) is fixed
in the first two of them.
1) Let Z ∈ Z(P ). Setting L ≡ {`Z} ∪ ∪z∈ZL(z) and U ≡ {uZ} ∪ ∪z∈ZU(z),
we show that K(ξ, Z) ≡ [ξ(`Z), ξ(uZ)] is a chain in Q containing ξ[L], ξ[Z], and
ξ[U], and that, for all a ∈ L and all b ∈ U, the positions of the points ξ(a) and
ξ(b) within K(ξ, Z) do not depend on ξ, σ, or Q; furthermore, also the length
of K(ξ, Z) does not depend on ξ, σ, or Q
Let x ∈ L∪ U. The point x belongs to Ph; there exist thus a chain K ∈ KhP
with x ∈ K, hence x = Kg(x) according to Lemma 1. Because of ιξ,lhP = z, the
chain ξ[K] has length n in Q with ξ(x) = ξ[K]g(x).
Because of Q ∈ C and (17), the interval K(ξ, Z) is a chain containing ξ[L],
ξ[Z], and ξ[U]. There exists a maximal chain inQ containing. Owing toQ ∈ Pn×,
every maximal chain K∗ ⊇ K(ξ, Z) has length n, and due to ξ(x) = ξ[K]g(x),
Lemma 1 yields ξ(x) = K∗g(x) for every such chain K
∗. The chain K(ξ, Z)
depends of course on ξ, σ, and Q, but with
fZ(z) ≡ g(z)− g(`Z) + 1 for all z ∈ Z,
we have ξ(x) = K(ξ, Z)fZ(x); the position of ξ(x) within K(ξ, Z) does thus not
depend on ξ, σ, or Q. Furthermore, the length of K(ξ, Z) is kZ ≡ fZ(uZ), and
it does not depend on ξ, σ, or Q, too.
2) Let Z ∈ Z(P ). For every z ∈ Z, we define
mZ(z) ≡ max {fZ(a) | a ∈ L(z)} ,
MZ(z) ≡ min {fZ(b) | b ∈ U(z)} .
Furthermore, for every chain C of length kZ , we define HmZ ,MZ (Z,C) as the
set of homomorphisms θ ∈ H(Z,C) for which, for all z ∈ Z,
CmZ(z) ≤ θ(z) ≤ CMZ(z).
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We have ξ|Z ∈ HmZ ,MZ (Z,K(ξ, Z)). For θ ∈ HmZ ,MZ (Z,K(ξ, Z)), we define
the mapping ζ : X → Y by
ζ(x) ≡
{
ξ(x), if x ∈ X \ Z;
θ(x), if x ∈ Z.
We show ζ ∈ J LP,Q(σ), starting with the proof of ζ ∈ H(P,Q). Let x, y ∈ P
with x <P y. In the cases x, y ∈ X \ Z and x, y ∈ Z, ζ(x) ≤ ζ(y) is trivial. Let
x ∈ X \Z and y ∈ Z. x is not an isolated point, thus x ∈ Xh ∪X∗. In the case
of x ∈ Xh, there exists an a ∈ L(y) with x ≤P a <P y, thus
ζ(x) = ξ(x) ≤ ξ(a) = K(ξ, Z)fZ(a) ≤ K(ξ, Z)mZ(y)
(∗)
≤ θ(y) = ζ(y). (18)
Now let x ∈ X∗. There exists a Z ′ ∈ Z(P ) with x ∈ Z ′. We have (x, y) ∈<P∗ ,
but (x, y) /∈ <PT , because Z and Z ′ are different connectivity components of
PT due to x ∈ X \ Z. According to Lemma 7, we have (x, y) /∈ lP , and every
chain xlP c1 lP . . .lP cm lP y contains an element of Ph. There exists thus
a c ∈ Ph with x <P c <P y, and there exists an a ∈ L(y) with c ≤P a <P y.
As above, we get
ζ(x) = ξ(x) ≤ ξ(a) = K(ξ, Z)fZ(a) ≤ K(ξ, Z)mZ(y)
(∗)
≤ θ(y) = ζ(y). (19)
The proof for x ∈ Z, y ∈ X \Z runs analogous. ζ ∈ H(P,Q) is now shown, and
ζ|X\X∗ = ξ|X\X∗ delivers ιζ,lhP = z, hence ζ ∈ J LP,Q(σ).
3) Finally, we count homomorphisms. For ξ ∈ J LP,Q(σ), we define
〈ξ〉 ≡ {ζ ∈ J LP,Q(σ) ∣∣ ζ|X\X∗ = ξ|X\X∗ } . (20)
Ξ is a representation system of this partition of J LP,Q(σ).
Let ξ ∈ Ξ and ζ ∈ 〈ξ〉. For every Z ∈ Z(P ), `Z , uZ ∈ Xh delivers ζ(`Z) =
ξ(`Z) and ζ(uZ) = ξ(uZ), hence K(ζ, Z) = K(ξ, Z). The elements of 〈ξ〉 differ
thus only in the way, how they map the sets Z ∈ Z(P ) into the chains K(ξ, Z).
According to the previous part, we have therefore
#〈ξ〉 =
∏
Z∈Z(P )
#HmZ ,MZ
(
Z, kZ
)
,
a number not depending on ξ, σ, or Q.
A necessary condition for the strictness of an ζ ∈ 〈ξ〉 is that ζ|Z is strict for
all Z ∈ Z(P ), with K(ξ, Z)mZ(z) < ζ(z) < K(ξ, Z)MZ(z) for all z ∈ Z. And this
condition is sufficient, too. Let x, y ∈ P with x <P y. In the case of x, y ∈ Xh,
the equation ιζ,lhP = z yields ζ(x) < ζ(y), and in the case of x, y ∈ Z ∈ Z(P ),
ζ(x) < ζ(y) is due to the strictness of ζ|Z . For x ∈ Xh, y ∈ X∗, we get “<” in
the inequality marked with (∗) in (18); x ∈ X∗, y ∈ Xh is analogous. Finally,
for x ∈ Z ′, y ∈ Z with Z ′, Z ∈ Z(P ) and Z ′ 6= Z, we have “<” in the inequality
marked with (∗) in (19).
For every Z ∈ Z(P ) and for every chain C of length kZ , let SmZ ,MZ (Z,C)
be the set of homomorphisms θ ∈ S(Z,C), for which, for all z ∈ Z,
CmZ(z) < θ(z) < CMZ(z).
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There are
∏
Z∈Z(P ) #SmZ ,MZ
(
Z, kZ
)
strict homomorphisms contained in
〈ξ〉, and also this number does not depend on ξ, σ, or Q. Because of σ ∈ 〈σ〉,
the number is greater than zero.
According to Corollary 3, we have S(P,Q) ⊆ J LP,Q(σ). Therefore,
#J LP,Q(σ) = #Ξ ·
∏
Z∈Z(P )
#HmZ ,MZ
(
Z, kZ
)
,
#S(P,Q) = #Ξ ·
∏
Z∈Z(P )
#SmZ ,MZ (Z, kZ),
hence #S(P,Q) = #J LP,Q(σ) ·
∏
Z∈Z(P )
#SmZ ,MZ
(
Z, kZ
)
#HmZ ,MZ
(
Z, kZ
) .
Theorem 6. Let R,S ∈ C ∩Pn× with n ≥ 2. Then
R v S ⇒ #S(P,R) ≤ #S(P, S) for all P ∈ P(n∗)× .
Proof. Let P ∈ P(n∗)× , L ≡ KhP . According to Corollary 3, we have σ ∈
HL×(P,R) and ισ,lhP = z = ιτ,lhP for every σ ∈ S(P,R), τ ∈ S(P, S). In the
case of R v S, Theorem 3 delivers #J LP,R(σ) ≤ #J LP,S(σ) = #J LP,S(τ), and
Theorem 5 yields
#S(P,R) = φP ·#J LP,R(σ) ≤ φP ·#J LP,S(τ) = #S(P, S).
5 Supplement
In Definition 1, the posets P (w)` have been introduced in an informal manner.
This section contains a formal definition and the proof that P (w)` is indeed a
poset; furthermore, we show that Equivalence (16) in Lemma 6 is equivalent to
P ∈ P(n)× .
Definition 6. Let P = (X,≤P ) ∈ P, let w a cover weight of P , and let ` ∈ N0.
For every (x, y) ∈ lP , let B`(x, y) be a set of cardinality `·w(x, y) in such a way,
that the sets B`(x, y), (x, y) ∈ lP , are pairwise disjoint with X ∩ B`(x, y) = ∅
for all (x, y) ∈ lP . We define
X` ≡ X ∪
⋃
(x,y)∈lP
B`(x, y),
≺` ≡ lP ∪
⋃
(x,y)∈lP
(
({x} ×B`(x, y)) ∪ (B`(x, y)× {y})
)
,
≤` ≡ Tr(≺`) ∪∆X` ,
P (w)` ≡ (X`,≤`) .
Proposition 1. P (w)` is a poset.
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Proof. We have to show that ≤` is antisymmetric. Obviously, ≺` is antisym-
metric.
Let x, y ∈ X` with x <` y and y <` x. We have to achieve a contradiction.
There exist I,K ∈ N and a0, . . . , aI+K ∈ X` with x = a0 = aI+K , y = aI
and (ai−1, ai) ∈≺` for all i ∈ I +K. Assume ai /∈ X for i ∈ I +K − 1.
There exists a unique pair (y, z) ∈ lP with ai ∈ B`(y, z), and we conclude
ai−1 = y, ai+1 = z, hence (ai−1, ai+1) ∈ lP . By eliminating in this way all
points ai ∈ X` \X with i ∈ I +K − 1, we get points b0, . . . , bJ , J ∈ N0, with
x = b0 = bJ and (in the case of J ≥ 1) (x, b1) ∈≺` and (in the case of J ≥ 2)
(bJ−1, x) ∈≺` and (bj , bj+1) ∈ lP for all j ∈ J − 2.
In the case of J ≥ 1, at most one ai ∈ X` \X has been eliminated between
bj−1 and bj for each j ∈ J , thus I +K ≤ 2 · J (observe that the sequence of the
ai starts with a0 = x = b0 and ends with aI+K = x = bJ).
Assume J ≥ 2:
• If x ∈ X, then (x, b1), (bJ−1, x) ∈ lP , thus x <P x, a contradiction.
• Let x /∈ X. There exist y, z ∈ X with (y, b1), (bJ−1, z) ∈ lP and
x ∈ B`(y, b1) ∩ B`(bJ−1, z) ⇔ (y, b1) = (bJ−1, z) ⇒ (bJ−1, b1) ∈ lP in
contradiction to (b1, bJ−1) ∈≤P .
We conclude J ≤ 1, thus I + K ≤ 2, hence I = K = 1. Now we get
(x, y), (y, x) ∈≺`, the final contradiction.
In the proof of Theorem 4(a), Equivalence (16) plays an important role. We
show that it characterizes the posets contained in P
(n)
× :
Proposition 2. Let P ∈ P with hP = n ≥ 2. Assume that for every Q ∈ P
with hQ ∈ {n, n+ 1} and every ξ ∈ H(P,Q)
ξ(x) < ξ(y) for all (x, y) ∈ lhP ⇒ ξ ∈ S(P,Q).
Then P ∈ P(n)× .
Proof. We define for every x ∈ P
κ↓(x) ≡ max
{
#(K∩ ↓ x) ∣∣K ∈ KhP }+ 1,
κ↑(x) ≡ −max
{
#(K∩ ↑ x) ∣∣K ∈ KhP }+ 1 + n.
κ↓ and κ↑ are both elements of H(P, n+ 1). Assume (x, y) ∈ lhP . There exists
a chain K ∈ KhP with Kκ↓(x) ≤ x. Furthermore, there exists a chain K ′ ∈ KhP
with x = K ′g(x) and y = K
′
g(x)+1 with g as in Lemma 1, thus g(x) ≤ κ↓(x).
Now K1 l . . . l Kκ↓(x) ≤ x = K ′g(x) l . . . l K ′n is a chain in P of length at
least κ↓(x) + n − g(x) ≤ n, hence κ↓(x) ≤ g(x). Therefore, κ↓(x) = g(x), and
κ↓(x) + 1 ≤ κ↓(y) follows. In the same way, we show κ↑(x) < κ↑(y).
Now assume P /∈ P(n)× . There exists an x ∈ P× which does not belong to
any chain in KhP . In particular,
{(a, b) ∈ lP | a = x or b = x} ⊆ lP \lhP .
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Due to x ∈ P×, there exists a y ∈ P with (y, x) ∈ lP or (x, y) ∈ lP . In the
first case, we get
κ↓(x) = max {κ↓(a) | a ∈ P with (a, x) ∈ lP } ,
and there exists an a ∈ P with alP x and κ↓(a) = κ↓(x), thus κ↓ /∈ S(P, n+ 1).
In the second case, we prove κ↑ /∈ S(P, n+ 1) in the same way.
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