Many photography websites such as Flickr, 500px, Unsplash, and Adobe Behance are used by amateur and professional photography enthusiasts. Unlike content-based image search, such users of photography websites are not just looking for photos with certain content, but more generally for photos with a certain photographic "aesthetic". In this context, we explore personalized photo recommendation and propose two aesthetic feature extraction methods based on (i) color space and (ii) deep style transfer embeddings. Using a dataset from 500px, we evaluate how these features can be best leveraged by collaborative filtering methods and show that (ii) provides a significant boost in photo recommendation performance.
INTRODUCTION
Personalized aesthetic-based photo recommendations can help photography websites better serve the needs of amateur and professional photographers. Content-based image search does not fully satisfy the needs of such users since they are usually not interested in content alone. Instead, they are often looking for photos with certain photographic aesthetics, which may include monochromaticity, light contrast, and style. While there has been research on automatic assessment of image aesthetics (e.g., [2, 3] ) and clothing recommendation leveraging aesthetic features (e.g., most recently [8] ), this work is not appropriate for personalized photo recommendation for photography enthusiasts as we detail in Section 2.
In this paper, we conduct experiments on a dataset from 500px. We propose two feature extraction approaches to obtain aesthetic features from photos without manual annotation. The first approach extracts features from the Hue-Saturation-Value (HSV) channels of a photo since these align with human perception of brightness and whiteness [1] . The second approach extracts deep style embeddings from photos [4] . Empirically, we show that the use of deep style embeddings as side information outperforms a variety of baselines.
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RELATED WORK
Many existing works in the literature on image aesthetic assessment are based on Photo.Net [2] or datasets from the DPChallenge, like AVA [3] . These datasets were annotated with semantic and aesthetic labels and rated by users unidentifiable to researchers. For the purposes of this paper, it is not clear that these annotators align with the photography enthusiast community. Further, these works explored (non-personalized) image classification tasks.
Some previous work has leveraged stylistic and aesthetic image features for personalized recommendation of fashion products. For example, [6] used style-based features derived from deep embeddings for personalized clothing recommendation. Alternatively, [8] incorporated simple binary aesthetic features (e.g., if the images are aesthetically pleasing to the public or not). In contrast, we focus on extracting rich aesthetic photo features such as color composition and texture-based deep style embeddings of [4] that we conjecture may better relate to photography enthusiast preferences.
APPROACH
Photo recommendation can be formalized in the usual matrix view: given a set of m users, a set of n photos, and the observed interaction of users with photos R ∈ {0, 1} (1 indicates a positive interaction, and 0 indicates no observed interaction) with shape of m × n, we want to rank the top-k images that a user may positively interact with in the future.
One variant 1 of item-item Nearest Neighbor Collaborative Filtering (I-NN) [5] predicts user i's interaction with photo j aŝ
where ϕ(j) is a vector of information for item j, and Sim(ϕ(j), ϕ(k)) defines similarity between photos j and k; multiple similarity functions Sim are available such as Cosine, Pearson, and Euclidean. If there is side information p j available, in addition to the rating column r :, j in matrix R, it is expressed as
where θ is a relative weighting hyperparameter that can be tuned through cross-validation. Next we describe two aesthetic feature extraction methods.
HSV Color-Embedding. The HSV color space was designed to capture the human perception of color [1] . It has been used in (nonpersonalized) photo aesthetic assessment [2] . In contrast with the traditional RGB color space, HSV separates out luminance from color information. We represent the HSV (or RGB) color-embedding p j of photo j as a concatenated histogram vector of the three HSV (or RGB) channels illustrated in Figure 1 . Style Embedding. Histograms extracted from HSV or RGB channels are intuitive, but fail to capture more complex photo properties such as style (e.g., textures). Fortunately, recent research in neural style transfer [4] shows that stylistic information of an image can be extracted with a deep convolutional neural network. Specifically, the style embedding p j is the vectorized form of the Gram matrix of a specific layer (determined through experimentation) from an inference performed on the photo j using a VGG-19 network [7] .
RESULTS
We conduct our experiments on a dataset from 500px, an online photography website. The dataset contains 225,922 users and 300,000 photos. We prepared five temporally-split triples of train, validation, and test sets from this dataset. The validation set is used to tune hyperparameters, which are θ in (2) and the similarity measure (either Cosine, Euclidean, or Pearson). We evaluate three different ranking metrics: Precision@10, R-Precision, and Average Precision.
The baseline models used in the experiment are the following: (1) Random: photos are ranked in a random order.
(2) Popular: photos are ranked by popularity (most likes). (3) I-NN : item-based nearest neighbour as covered in Section 3. (4) I-NN-Meta: I-NN with photo metadata (p j ), which includes categories, keywords, and "Editor's Choice" labels. The novel photo recommendation models (including typical hyperparameter settings from validation-based tuning) that we compare against the baselines are I-NN-HSV (θ = 0.01, Cosine), I-NN-RGB (θ = 0.04, Cosine), and I-NN-Style (θ = 0.20 weights the sum of Euclidean on style vectors and Cosine on interaction vectors), which use aesthetic features from the HSV and RGB color channels, and deep style embeddings [4] , respectively, as defined in Section 3.
Next, we experimentally answer a few research questions.
Is HSV better than RGB? In Table 1 , we note that I-NN-HSV outperforms I-NN-RGB indicating that HSV color features may provide better similarity information for photo recommendation than RGB as we conjectured. However, color information may not help at all since neither outperformed the best baseline I-NN.
What is the best layer of VGG and best distance metric for determining style-based similarity? We set up an experiment with multiple sets of photos that are aesthetically similar to each other based on human annotation. We extract the style vectors from all photos with one specific layer of VGG-19 and then apply one of the similarity measures (Cosine, Euclidean, and Pearson) to compute the similarity between style vectors. We select the top k pairs of photos based on similarity scores and determine how many of these pairs were in the same aesthetic set (denoted as the Precision@k Figure 2 : Evaluation of VGG-19 layer and metric for style extraction that maximizes recommendation performance. Which photo recommender performs best overall? Table 1 provides comparative results. As noted earlier, I-NN performs best among baselines and outperforms three methods that use photorelated information: I-NN-Meta, I-NN-HSV, and I-NN-RGB. However, the best performer overall by a substantial margin is I-NN-Style that uses photo aesthetic information derived from style embeddings.
CONCLUSION
Our results show that color and explicit metadata side information for photos do not help photo recommendation performance. However, style embeddings derived from layer 8 of VGG-19 provide a significant boost, demonstrating the importance of aesthetic style features in recommendation for photography enthusiasts.
