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1Chapter 1
Introduction
Combustion is one of the oldest technologies for human beings to obtain energy in the form
of heat. Nowadays, combustion of fossil- and biomass fuels provides nearly 80% of the global
energy supply and still will be the main method for conversion of energy in the foreseeable
future [1]. Since the fossil fuel resources are limited and the emissions of combustion con-
tribute greatly to environmental pollution, scientists are motivated to study the process of
combustion in order to improve the efficiency and to reduce pollutant formation. Beside the
aspect of energy conversion, combustion is used in many processes of particulate material
synthesis - since ancient times for synthesis of soot for ink pigments [2], nowadays well
known as carbon black. In the recent past combustion became an important synthesis route
for metal-oxide nanoparticles with a wide range of applications. Materials made via the
flame-assisted synthesis route are typically thin solid films from chemical vapor deposition
(CVD) [3] or particles of nanosize structure with diameters below 100 nm. Nanomaterials
are highly interesting for many applications due to their unique physical and chemical prop-
erties. Their melting temperature, optical or magnetic properties and the catalytic efficiency
are strongly affected by their size and often differ from properties of the bulk material [4].
The applications of nanoparticles include optical magnetic recording [5], magnetic resonance
imaging [6], gas sensors [7], catalysis [8], biolabeling and bioseperation [9, 10]. Furthermore,
the particles can be used for creation of bulk devices with desired microscopic structures for
optimized physical properties [11]. Gas phase synthesis of particles for technical scales can
be realized in flow reactors, where the energy is supplied by wall-heating, plasma-heating
or by combustion, while the combustion route is of highest relevance due to its efficiency
and robustness. Nanoparticles produced at highly industrial scales are carbon black, tita-
nia pigments and fumed silica - all of them from combustion processes, with great purity
and at high production rates. The process itself follows always a similar path. The dopant
(e.g. compounds of metal) in gaseous or liquid state (in following referred to as precursor)
is burned directly or added into the fuel. The high temperature in the flame environment
drives the decomposition of the precursor, which is followed by the chemical reaction be-
tween the precursor-decomposition products and the flame intermediate species into the
vapor of particle monomer molecules. When subsequently the temperature drops, the su-
2 CHAPTER 1. INTRODUCTION
persaturation causes formation of nuclei or clusters, followed by growth to nanoparticles due
to coagulation and coalescence.
The combustion itself is basically a sequence of elementary chemical reactions with heat
release by transforming the fuel and oxidizer into combustion products. Knowledge of the
involved chemical reactions is essential for modeling of many effects of the combustion, such
as flame ignition, flame quenching, pollutant formation and heat release. In all technical
flames the thermochemical process is coupled with complex fluid mechanical phenomena,
such as turbulence and strong buoyancy, which increase the difficulties in the fundamen-
tal study of the reactions. Therefore, laboratory-scale flames and experiments are designed
such that the dimensionality of the flow problem is reduced and fluid mechanical effects
are minimized. Thus, a widely used experimental setup is the premixed, laminar flat flame
[12], stabilized either at the cooled burner matrix (burner stabilized) [13, 14] or a cooled
plate placed downstream (stagnation-point stabilized) [15]. The flat flames are operated at
atmospheric pressure, or in order to increase the spatial resolution of the measurements,
at low-pressures. Well-defined conditions of such flames with respect to the flow field, tem-
perature profile, gas concentration, as well as spatial uniformity are advantages for the
measurement and numerical modeling. Concentrations of the combustion intermediates can
be measured as a function of height above the burner (HAB), which are the input for the
validation and optimization of reaction mechanisms [16]. All these properties of flat flames
make them an attractive tool for the investigation of particle producing flames. The lack
of a comprehensive understanding of the reaction kinetics in the combustion of nanoparti-
cle precursors is the driving force for laboratory-scale investigations. Premixed flat flames
doped with the precursor within a well-controlled reactor provide a variety of adjustable
operating conditions in terms of temperature, pressure and precursor concentration and are
therefore suitable for the investigation of particle synthesis [17, 18].
The flat flame is assumed to be steady and one-dimensional. The set of conservation equa-
tions describing the reacting flow can be reduced into a set of ordinary differential equations
and very efficient numerical solution methods can be employed. Unfortunately, the assump-
tion of a one-dimensional, ideal flow is strongly violated by reactor housing, buoyancy and
invasive diagnostic techniques. Diagnostic techniques for the combustion characterization
can be classified in two groups: optical techniques and probe techniques. Optical techniques
are non-intrusive techniques with high temporal and spatial resolution, and can simultane-
ously measure in many points. Widely used techniques for the measurement of flow field are
laser Doppler and particle imaging velocimetry (PIV) [19], whereas temperature and species
concentration can be measured by laser-induced fluorescence (LIF) [20] and Rayleigh scatter-
ing [21]. However, they are mostly expensive and have difficulties to yield quantitative data.
In addition to optical techniques, probe techniques are also extensively used in combustion
research. Among them, molecular beam sampling is an attractive technique for the capture
of gas samples along the flame centerline. Normally, a molecular beam can be formed by the
traveling of the samples through the sampling nozzle and the rapid gas expansion to a low
pressure (10−3 mbar), thereby quenching the reactions. For the study of flame structure,
the molecular beam technique followed by a mass analyzer and a detector is widely used
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due to its high sensitivity, great spatial resolution and ability to detect nearly all radicals
of the reacting gas simultaneously. However, this technique is intrusive and strongly affects
the flame. The probe nozzle, typically a quartz cone with an orifice at the tip, can distort
the flame thermodynamically and aerodynamically, resulting in a geometric modification
of the flame structure [22, 23]. The same issue arises for the molecular beam technique in
combination with particle mass spectrometry in the measurement of clusters at low height
above the burner [12]. These effects induced by the sampling nozzle cause the significant de-
viation of the measurements from the 1-D ideal modeling results. In addition to the probing
effect, other thermodynamical and fluid dynamic effects, like buoyancy [24] or heat loss of
the flame due to the presence of reactor housing [25] can also influence the measurements
and lead to uncertainties in the experimental results.
The present work investigates experiments in laminar, premixed particle producing
flames at atmospheric or at low pressure in a reactor. The focus lies on the uncertainties in-
duced by thermodynamic effects, aerodynamic effects and invasive measurement techniques
in the experiments. It could be demonstrated that the simulation results are extremely
helpful, first to improve the understanding of flow and temperature fields with regards to a
variety of experimental setups, second to provide a better interpretation of the measurements
under a variety of fluid mechanical effects, and finally to serve as a complementary tool to
close the gap between the ideal one dimensional model assumption and the experimental
measurements.
This thesis will be structured as follows: chapter 1 presents a brief introduction and mo-
tivation of the thesis. Chapter 2 gives a detailed description of the theoretical background of
combustion, and a state-of-the-art overview of approaches for the kinetic modeling. Chapter
3 focuses on the gas-phase synthesis of nanoparticles, where the fundamental theory includ-
ing nucleation, coagulation and coalescence is introduced. Further the population balance
equation for the description of particle dynamics is discussed with its simplified form and
several modeling approaches. Chapter 4 introduces basics of the numerical simulations in
terms of spatial and temporal discretization schemes, pressure-velocity coupling and oper-
ator splitting, followed by a short introduction to the software frameworks Openfoam and
Cantera. Flame and particle models implemented in this thesis are validated in chapter
5. Further, the robustness and reliability of these models are tested in the simulation of
premixed flames, non-premixed flames and zero dimensional particle synthesis. Chapter 6
discusses the configuration of a set of experimental setups, namely the molecular beam
mass spectrometry for ambient flames, the flame reactor for the study of flame structure,
two reactor systems for the investigation of iron particle synthesis, a stagnation-flame for
the measurements of soot particle size and a flame reactor exploring the synthesis process of
silicon oxide particles. For each experiment, the potential effects that may cause the bias in
the measurements are discussed individually. In chapter 7 the simulation results are shown
and discussed. The last chapter draws a conclusion and gives an outlook for the future work.

5Chapter 2
Physics of the laminar flame
In this chapter, the theoretical background and modeling of laminar flames is presented.
Beginning with the basic conservation equations that determine the flow-, temperature-
and species field, formulations of thermochemical and transport properties, i.e. heat capac-
ity, viscosity, thermal conductivity and molecular diffusivity are discussed. In the end, the
chemical kinetics for the description of combustion is introduced and its modeling methods
are illustrated.
2.1 Conservation equations
Molecular dynamics of fluids are normally not of interest in industrial applications. Hence,
the fluid is assumed to be a continuum, and the interactions between the molecules are
described by semi-empirical constitutive equations. Only the mean quantities of the flow
are considered. Therefore, motion of the fluid can be governed by a set of partial differential
equations, resolving the conserved quantities. An isothermal, incompressible flow can be fully
described by the conservation equations of mass and momentum. To describe a reactive flow,
other additional conservation equations, i.e. of species and of energy, are required.
2.1.1 Conservation of mass
Mass can be neither created nor destroyed. Conservation of mass, also referred to as con-
tinuity equation, ensures that the temporal change of density at a point is equal to the
convective transport of mass. The equation can be expressed in its differential form:
∂ρ
∂t
+∇ · (ρu) = 0 (2.1)
where ρ is the density and u the velocity vector of the flow. For constant density, the equation
can be simplified to ∇· (u) = 0, a volume continuity equation. Nevertheless, for combustion
problems, the density can vary significantly due to strong temperature gradients, despite
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the overall low Mach-number and a nearly isobaric pressure field. Equation 2.1 is used in
the present study.
2.1.2 Conservation of momentum
Conservation of momentum is derived from Newton’s first and second laws: the velocity of
a flow remains constant unless external forces act upon the fluid element; the change of
momentum of a flow is equal to the sum of the external forces. The balance equation for
the momentum in differential form can be written as:
∂
∂t
(ρu) +∇ · (ρuu) = ∇ · τ −∇p+ ρg (2.2)
On the left hand side (LHS) of this equation, the local change of momentum in time and
the convective transport of momentum is presented. The first term on the right hand side
(RHS) accounts for the stress tensor τ that relates to the deformation of the fluid. The
remaining terms on the RHS take account of the pressure gradient ∇p and the volume force
ρg acting on the fluid. For Newtonian fluids, τ may be expressed as:
τ = µ(∇u+ (∇u)T − 2
3
I∇ · u) (2.3)
The dynamic viscosity and the identity tensor are referred to as µ and I, respectively. For
incompressible fluids, τ may be simplified to:
τ = µ(∇u+ (∇u)T ) (2.4)
Inserting Equation 2.3 into Equation 2.2 leads to the well-known Navier-Stokes equation:
∂
∂t
(ρu) +∇ · (ρuu) = ∇ · µ(∇u+ (∇u)T − 2
3
I∇ · u)−∇p+ ρg (2.5)
The Navier-Stokes equations are numerically directly solved without any model. This type
of simulation is named resolved laminar simulation.
2.1.3 Conservation of species
Balance equations for species are required for combustion simulations, where production,
consumption, and mixing of the species occur at the same time. The species in reactive flow
is represented by its mass fraction, defined as a ratio of the partial mass mi of species i to
the total mass of the reactive gas m:
Yi =
mi
m
(2.6)
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Each species in the reactive gas needs to be tracked individually. As shown in Equation
2.7, the balance of species i relates the change of mass fraction Yi due to local change in time,
the transport processes and the source term regarding either production or consumption w˙i:
∂
∂t
(ρYi) +∇ · (ρYi(u+ Vi)) = w˙i (2.7)
The term w˙i of species i is determined from chemical kinetics. The diffusive velocity of
species is denoted by Vi, which will be discussed in detail in subsection 2.2.2.
2.1.4 Conservation of energy
The energy in reactive flows can be defined by different quantities, where sensible enthalpy
hs is preferred in this study, as it only depends on the temperature change of the reactive
flow. The specific sensible enthalpy of a single species is defined as:
hsi = hi − h◦i =
∫ T
T0
(cp,idT ) (2.8)
Here, h◦i denotes the formation enthalpy of the species i under standard conditions (1 atm
and 273 K); hi is the specific species enthalpy and cp,i the specific heat capacity of the species
i at constant pressure. The sensible enthalpy of the mixture (hs =
∑
i hsiYi) is calculated as
the mass weighted sum of the sensible enthalpies of pure species. The transport equation of
sensible enthalpy is written as [26]:
∂
∂t
(ρhs) +∇ · (ρuhs) = Dp
Dt
+∇ · (τu) +∇ · (α∇hs) +∇(ρ
N∑
i=1
hsiYiVi) + w˙T + Q˙ (2.9)
On the LHS of this equation, the accumulation term and the convection term are present.
The RHS of the equation states the change of sensible enthalpy in regards to different effects.
The first two terms account for the effects of pressure variation due to volume compression
and viscous heating, respectively. The third term describes the heat conduction, with α being
the thermal diffusivity. The fourth term corresponds to the change of sensible enthalpy due
to the diffusion of species with different sensible enthalpies. The remaining terms w˙T and
Q˙ are source terms respectively responsible for the heat released or consumed by chemical
reactions and external effects, such as radiation. The heat released from combustion w˙T is
determined from chemical kinetics and depends on the species reaction rate w˙i. It is written
as:
w˙T = −
N∑
i=1
h◦i w˙i (2.10)
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2.2 Thermochemical and transport properties of the
mixture
As introduced in the last section, the thermochemical and transport quantities, i.e. the
heat capacity, the viscosity, the thermal conductivity of the gas mixture and the diffusion
coefficient of the mixture components are essential for the description of reactive flows. For
pure species, the heat capacity, the viscosity and the thermal conductivity can be calculated
from the kinetic gas theory [27]. The calculation of transport coefficients can be a major
time consuming factor in multi-dimensional simulations. The main strategies to overcome the
problem of direct calculation are tabulation and polynomial function fitting. The latter was
used in the present work. For the gas mixture, the thermochemical and transport properties
are determined from pure species properties and local species concentration. In the following,
the heat capacity, the viscosity and the thermal conductivity are introduced by a mixture
averaged method and the diffusion coefficient is determined by both mixture averaged- and
multicomponent method.
2.2.1 Heat capacity, viscosity and thermal conductivity
In the present work, the heat capacity at constant pressure is calculated from the following
equation:
cp =
N∑
i=1
cpiYi (2.11)
Here cpi stands for the heat capacity at constant pressure for pure species.
The viscosity is determined from a formula first proposed by Wilke [28] and modified by
Bird et al. [29]. This formula is expressed as:
µ =
N∑
i=1
Xiµi∑N
j=1 Xjφij
(2.12)
Here
φij =
1√
8
(
1 +
Wi
Wj
)−1/2(
1 +
(
µi
µj
)1/2(
Wj
Wi
)1/4)2
(2.13)
In the equations above, X(·), µ(·), and W(·) denote the mole fraction, the pure species viscosity
and the molecular mass, respectively. The subscripts refer to the species index.
The thermal conductivity is calculated based on the formula proposed by Mathur and
Saxena [30], as a function of the mole fraction Xi and the thermal conductivity λi:
λ =
1
2
(
N∑
i=1
Xiλi +
1∑N
i=1Xi/λi
)
(2.14)
The description of the mass diffusion coefficient will be discussed in the following subsection.
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2.2.2 Mass diffusion
The species diffusion flux ρYiVi in Equation 2.7, can be calculated using either the multicom-
ponent or mixture-averaged approaches. The diffusion velocity Vi in the multicomponent
method is derived from the Stefan-Maxwell formulation. Neglecting volumetric forces acting
on the species and the Soret effect caused by the temperature gradient, the Stefan-Maxwell
formula gives:
∇Xi =
N∑
j=1
XiXj
Dij
(Vj − Vi) + (Yi −Xi)
(∇p
p
)
(2.15)
Here, Dij accounts for the binary diffusion coefficient shown in Equation 2.20. The equation
above represents a linear system of size N2, and its mathematical solution is expensive in
terms of computational resources. To overcome this issue, the calculation of the diffusion
velocity can be simplified using the mixture-averaged approach. First, by assuming only two
species in the system and neglecting the pressure gradient, Equation 2.15 is simplified to:
∇X1 = X1X2
D1,2
(V2 − V1) (2.16)
Due to the conservation relations X1 + X2 = 1 and X1V1 + X2V2 = 0, Equation 2.16 is
simplified as:
V1X1 = −D12∇X1 or V1Y1 = −D12∇Y1 (2.17)
which is known as Fick’s law [31] with the binary diffusion coefficient D12 of species 1 into
species 2. For a gas mixture, the diffusion of species i needs to be considered regarding all
the other species of the mixture, and Equation 2.17 is transformed to:
ViYi = −Dmi∇Yi (2.18)
Here,
Dmi =
1− Yi∑
j 6=iXj/Dji
(2.19)
In this equation, the binary diffusion coefficient is derived from the kinetic gas theory using
the Chapman-Enskog theorem:
Dji =
1.863 · 10−3√T 3(Wi +Wj)
pσ2ijΩij
(2.20)
Here, σij is the mean collision diameter and Ωij the collision integral. Both are dependent
on the temperature and change with the species combinations. They are determined by ex-
periments or kinetic theory. The calculation of the temperature dependent binary diffusion
coefficients and pure species transport properties can be very time consuming. Usually per-
formed prior to a simulation, these material properties are tabulated or fitted in polynomial
expressions.
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2.2.3 Global conservation of species
The sum of partial masses must preserve the total mass (Equation 2.1). However, the
mixture-averaged approach for the approximation of mass diffusion cannot ensure the con-
servation. This issue and the solution approaches are discussed in the following section. The
sum of all the transport equations for species is:
N∑
i
∂
∂t
(ρYi) +
N∑
i
∇ · (ρYiu) = −
N∑
i
∇ · (ρYiVi) +
N∑
i
w˙i (2.21)
Based on the fact that the sum of mass fractions must be unity (
∑N
i Yi = 1), and that
all the species have the same convective velocity u, the LHS of the equation above can be
considered as mass conservation equation, leading to the following expression:
∂ρ
∂t
+∇ · (ρu) = −
N∑
i
∇ · (ρYiVi) +
N∑
i
w˙i = 0 (2.22)
In the above equation,
∑N
i w˙i must be zero, based on mass conservation. The term
∑N
i ∇ ·
(ρYiVi) should be zero, if the diffusion velocity Vi of species i is calculated in the detailed
way, namely the multicomponent method. However, the mixture averaged approximation
may lead to
∑N
i ∇ · (ρYiVi) = −
∑N
i ∇ · (ρDmi∇Yi) 6= 0. To ensure the conservation of
species, two methods are widely used in the numerical simulations.
In the first method, only N − 1 species are calculated in the transport equation. The
remaining species is determined from the equation YN = 1−
∑N−1
i Yi. Therefore, the incon-
sistency caused by the mixture averaged method is accumulated into the remaining species
that is usually chosen as an abundant species (e.g. nitrogen or argon). However, care should
be taken for flows that are not highly diluted, where the mass fraction of inert species is
not large. Moreover, for reactive flows, the species may diffuse with significantly different
velocities. Therefore, the first method can predict species with notable error.
The second method introduces an external term (correction velocity Vc) in the diffusion
velocity of the species transport equation to enforce
∑N
i ∇ · (ρYiVi) to be zero. In this
method, the diffusion flux can be expressed as:
YiVi = −Dmi∇Yi + YiVc (2.23)
and Vc is defined as:
Vc =
N∑
i
Dmi∇Yi (2.24)
Finally, substituting Equation 2.23 into Equation 2.7 yields the species transport equation
that satisfies the global species conservation:
∂
∂t
(ρYi) +∇ · (ρYiu) = ∇ · ρDmi∇Yi −∇ · (ρYiVc) + w˙i (2.25)
It should be stressed that in this work, the mentioned two methods are used together, as
suggested from the book [26].
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2.3 Chemical reaction
The following section will give a brief introduction to the modeling of chemically reacting
flows and a range of approaches for modeling reaction kinetics.
2.3.1 Reaction kinetics
Combustion releases heat by converting chemical bond energy into thermal energy. This
process can be described by a global irreversible exothermic chemical reaction and be written
as:
Fuel + Oxidizer Product
Here the fuel and oxidizer burn as a flame into the products. However, in reality the com-
ponents of the fuel and the oxidizer may not be simply rearranged to form the products.
Instead, the molecules of the reactants decompose into smaller molecules or atoms, which
are then converted into new species. Therefore a set of elementary reactions forming a re-
action mechanism, is required to consider the development of all critical species involved in
the combustion process.
A detailed reaction mechanism is complex and depends on the type of fuel. For example,
hydrogen flames can be fully described by 8 reactions and less than 30 species, as proposed
by Li et al. [32], whereas a detailed mechanism for methane contains over 1000 reactions of
more than 100 species [33]. Another example is the complex detailed mechanism developed
by De Witt et al. [34] for the simulation of tetra-decane combustion, which is comprised
of 479,206 reactions and 19,052 species. Nevertheless, not all species influence the global
scheme, and the size of the reaction mechanism can be reduced. For example, if only the
thermochemical state of the combustion is relevant (temperature of exhaust gas), the fol-
lowing 4-step mechanism proposed by Jones and Lindstedt [35] is often sufficient for the
simulation of a methane flame.
2 CH4 + O2 2 CO + 4 H2
CH4 + H2O CO + 3 H2
CO + H2O CO2 + H2
2 H2 + O2 2 H2O
The set of reactions above contains irreversible and reversible reactions, indicated by
unidirectional arrow and bidirectional arrow, respectively.
In its abstract form, the set of chemical reactions containing Nr reactions with N species
can be written as:
N∑
i=1
ν
′
i,rχi
N∑
i=1
ν
′′
i,rχi with r ∈ {1...Nr} (2.26)
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where χi is the chemical symbol for species i, and for each reaction r, ν
′
r and ν
′′
r refer to
molar stoichiometric coefficients for reactant and product respectively. The expression of
reaction rate (Equation 2.27) depends on the molar concentration of species [Xi], which is
the ratio of partial density and molecular weight ([Xi] =
ρYi
Wi
). In addition, the reaction rate
is also calculated from reaction coefficients for forward and backward reactions, denoted by
kf,r and kb,r respectively.
RRr = kf,r
N∏
i=1
[Xi]
ν
′
i,r − kb,r
N∏
i=1
[Xi]
ν
′′
i,r (2.27)
The reaction coefficient for the forward reaction is calculated from an Arrhenius temperature
dependency:
kf,r = ArT
βr exp(−Er/RrT ) (2.28)
Here, the frequency factor, the temperature exponent, the activation energy and the uni-
versal gas constant for the r-th reaction are referred to as Ar, βr, Er and Rr, respectively.
The reverse reaction coefficient is determined from the forward reaction coefficient kf,r
and equilibrium constant by the mass action law:
kb,r =
kf,r
Kc,r
(2.29)
where the equilibrium constant depends on the entropy ∆S◦r , the enthalpy ∆H
◦
r , the pressure
p and the temperature T :
Kc,r = exp
(
∆S◦r
R
− ∆H
◦
r
RT
)( p
RT
)∑N
i=1(ν
′
i,r−ν
′′
i,r)
(2.30)
The specific amount of consumed or produced species per time unit can be calculated from
the corresponding equations.
w˙i = Wi
Nr∑
r=1
(ν
′
i,r − ν
′′
i,r)RRr (2.31)
2.3.2 Modeling of the reaction kinetics
As introduced in the previous subsection, chemical mechanisms can be described at different
levels of complexity for the modeling of reactive flows, depending on the target of the
investigation. In general, the modeling of kinetics can be separated in two groups: fast
chemistry and finite rate chemistry. The fast chemistry assumes that chemical reactions
occur instantaneously and hence are not kinetically controlled [27]. In contrast, the finite
rate chemistry implies a kinetically controlled process. To chose the suitable model for
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a simulation, the dimensionless parameter Damko¨hler number can be introduced, which
depends on the flow time scale τf and the chemical times scale τc:
Da =
τf
τc
(2.32)
The flow time scale τf may be defined in many ways, according to the characteristics of the
investigated system. For instance, τf can be considered as a characteristic mixing time for a
diffusion flame. The interpretation of the Da number is the following: if the chemical time
τc is much smaller than the flow time τf , the Damko¨hler number tends to infinity, and fast
chemistry can be considered. When the chemical time is comparable with the flow time, the
Damko¨hler number becomes near unity, and the finite rate chemistry needs to be accounted
for. In the following, fast and finite chemistry approaches are briefly introduced, with the
focus on the finite rate chemistry, as it is used in the present work.
Fast chemistry
For fast chemistry, the chemical reactions are limited only by mass diffusion or mixing. This
treatment of the chemical reactions is suitable for the description of cases that are limited
by diffusion. For example, in turbulent diffusion flames, fuel oxidation and heat release are
governed by turbulent transport and mixing. The overall characteristics of such a flame can
be sufficiently predicted assuming the fast chemistry. For modeling of fast chemistry, the
method of infinitely fast reaction and chemical equilibrium are widely used. They are briefly
introduced in the following.
The approach of infinitely fast reaction consists of one or more specified reactions that
take place infinitely fast. The definition of ‘infinitely fast’ means that reactants are converted
into products immediately after the mixing of fuel and oxidizer. This process is also known
as ‘mixed is burned’. Typical models therefore are the Eddy break-up model [36, 37] and
the Eddy-Dissipation model [38]. In these two models, the combustion process is described
by the turbulent mixing.
The chemical equilibrium approach requires more computationally effort than the in-
finitely fast reaction approach. By assumption of chemical equilibrium, the concentration
of reactants and products do not change with time. This state is achieved when forward
reactions proceed with the same rate as reverse reactions. In 1873, Gibbs [39] defined the
Gibbs free energy, an important property to assess the chemical equilibrium state. Once
the Gibbs free energy attains its minimum value, the chemical equilibrium of the system is
obtained. For a gas-phase system with N species, the total Gibbs free energy is defined as:
G =
N∑
i=1
ni ·
(
G◦f,i +RT ln
pk
p◦
)
=
N∑
i=1
ni ·
(
G◦f,i +RT lnXi
)
(2.33)
where ni stands for the number of moles for species i and G
◦
f,i is the energy of formation
under the standard condition for species i. Hence the Gibbs free energy at constant temper-
ature and pressure is a function of ni. Finally, the concentration of species at equilibrium
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state is obtained through minimization of Gibbs free energy with the limitation of mass
conservation. Such a problem can be solved by several methods [40]; a frequently used one
is that of “undetermined Lagrange multipliers” [41]. Although computing the chemical equi-
librium is more complex, the assumption of chemical equilibrium and the assumption of the
infinitely fast chemistry often yield the similar results for the combustion system. Except
for the partial conversion of reactants to products, the effect of chemical equilibrium needs
to be accounted for. For a temperature dependent exothermic reaction system, the chemical
equilibrium may shift to reactants at high temperature, since the complete consumption of
reactants only occurs at relatively low temperature.
Both the infinitely fast chemistry and the chemical equilibrium model can often predict
the major species in combustion systems with satisfying accuracy. However, these two models
are not suitable for predicting minor species such as carbon monoxide, nitrogen oxides and
sulfur oxides.
Finite rate chemistry
Finite rate chemistry models are developed for combustion processes that are kinetically
controlled. Based on the degree of the complexity, the finite rate chemistry approaches can
be divided into global reactions, reduced mechanisms and detailed mechanisms.
The simplest way to describe finite rate chemistry is by global reaction. Here, the re-
actions are described by one or several Arrhenius expressions. The global reaction is an
attractive method for industrial applications, as it has high computational efficiency if it is
combined with the CFD simulations involving the description of complex fluid dynamics.
Moreover, this model is applied when the knowledge of detailed chemistry is not available.
Nevertheless, it should be stressed that the applications of global reactions are normally
constrained within a narrow region of operation conditions (temperature and pressure) for
which the global reactions are developed. Errors may arise from using global reactions be-
yond these conditions.
The detailed reaction mechanism is a collection of elementary reactions, including the
rate at which the chemical process proceeds at the molecular level. Typically, the reac-
tion mechanism provides chemical information as a list of species and reactions, where the
rate coefficient for each elementary reaction is given. Furthermore, transport coefficients
for each species are necessary if the problem addresses transport phenomena. In addition,
the thermochemical data (heat capacity, standard enthalpy and entropy) for each species
must be given in order to calculate the reverse rate constant from the given forward rate
constants. Due to the advances in experimental methods over the past two decades, nu-
merous databases containing thermodynamic data are now available. Interested readers are
referred to several important sources, such as thermochemical kinetics from Benson [42],
thermochemical data of organic compounds developed by Pedley et al. [43], the Chemkin
thermodynamic database given by Kee et al. [44] and the JANAF thermochemical tables
from Chase et al. [45]. Although databases have been improved, thermodynamic data for
some key species are still not available. Hence many methods are developed to estimate
these data. A review of some estimation procedures is given by Senkan [46].
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Since the 1980s, the detailed reaction mechanisms have become an important tool for
the analysis of combustion and high temperature processes because of the rapid growth of
powerful computer resources. Kinetic modeling using detailed reaction mechanisms coupled
with simple fluid dynamics shows its advantages in the prediction and understanding of
the combustion system under conditions that are dangerous, expensive or difficult to be
attained in laboratories. Additionally, due to the fact that detailed reaction mechanisms
contain the full set of elementary reactions covering a wide range of operating conditions
and combustion phenomena, they are usually used as a reference to validate the simplified
chemistry models.
Even though the detailed reaction mechanisms describe the overall chemical processes
accurately, the computational cost may become prohibitive for simulations with complex
fluid dynamics. For such cases, reduced mechanisms are used. Reduced mechanisms are
smaller than detailed mechanisms in the number of species and reactions while they still
provide reasonable accuracy under specific conditions.
Over the past three decades, mechanism reduction techniques have been comprehensively
developed and investigated [47, 48, 49, 50]. Three groups of widely used reduction techniques
are briefly introduced in the following.
In the first group, redundant species and/or reactions that have no contribution to the
given modeling target are removed from a detailed mechanism, which in turn leads to a
skeletal mechanism that describes the minimum subset of the full mechanism under specific
conditions. In order to identify which species and reactions are kinetically important for
the modeling, a combination of path flux analysis [51] and sensitivity analysis [52] are
commonly used. The reaction path represents atom flux between the species through the
elementary reactions, thereby identifying the critical species and the reactions that are
responsible for formation and consumption of reactants, intermediates and products. The
sensitivity analysis is used to evaluate the change in species concentration induced by the
small change in reaction rate. In this way, the reactions which limit the overall process
are found. An alternative to eliminate the species and their associated reactions is the
genetic algorithm, inspired by the mechanism of evolution and natural genetics. The genetic
algorithm identifies a better sub-mechanism based on one or several objective functions in an
iterative modeling of the homogenous reactor or one dimensional laminar flame. The number
of species and reactions in the sub-mechanism is fixed and specified at the beginning of each
step. During the iterative process, the performance of the sub-mechanism is compared with
the detailed mechanism and the species in the sub-mechanism are manipulated to gain a
better simulation result. After a certain number of iterations, if no further improvement can
be found, the best sub-mechanism that represents the detailed mechanism is obtained. A
review about mechanism reduction using this algorithm is given by Tomlin et al. [53], Lu
et al. [54] and Sikalo et al. [55]. The genetic algorithm works particular well for mechanism
optimization, as introduced by Sikalo et al. [56].
The second group of reduction techniques are lumping approaches [57, 58, 59], where
similar species and reaction pathways are grouped into sets, thereby reducing the number of
variables that need to be tracked. Normally, the species are grouped if they have the similar
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thermal and transport properties. In addition, the lumping algorithm can be also used to
bundle the species having similar diffusivity. The work of Lu et al. [60] demonstrates that
such methods can reduce simulation time, as the calculation of differential species diffusivity
is very cpu-time consuming.
The third group of reduction techniques is developed based on the time-scale analysis.
One widely used method is the classic quasi-steady state assumption (QSSA) [61], which
identifies the “fast” radicals that quickly reach quasi-steady state, where the radical produc-
tion balances the radical consumption. Hence, the concentration of species are coupled into
algebraic equations and the simulation time is significantly reduced by removing the trans-
port equations for “fast” species. Another popular method is the intrinsic low-dimensional
manifold method (ILDM) [62, 63], which assumes a quick convergence of the reaction tra-
jectory to a low-dimensional manifold that represents the reduced mechanism by a small
number of species. Other methods like the computational singular perturbation (CSP) [64]
and the principal component analysis (PCA) [65] are able to distinguish “fast” reactions
and “slow” reactions by the means of the Jacobian matrix.
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Nanoparticle synthesis from the
gas-phase
The first part of this chapter introduces the main mechanisms affecting formation and
growth of nanoparticles. In the second part, the modeling approaches for the population
balance equation, that describes the particle dynamics, are discussed. In the last part, two
specific models, Prakash’s [66] and Kruis’ [67] model, which are implemented in the present
work, are presented in detail.
3.1 Governing mechanisms
The synthesis of nanoparticles is a complex process involving many physical and chemical
mechanisms. The governing mechanisms for the synthesis of nanoparticles are nucleation,
coagulation and coalescence. Figure 3.1 shows the processes of nanoparticles formation from
the gas-phase flame. The synthesis processes follow the sequence of nucleation, coagulation
and coalescence [68].
3.1.1 Nucleation
Nucleation is the first step of the particle formation [69, 70, 68], and will be described in
an example of laminar flame-assisted synthesis from the gas phase in the following. For the
synthesis, a precursor is added into laminar, premixed, flat flames. The precursor vapour is
mixed together with the fresh gas and fed into the reactor system. After ignition, the flame
heats up the precursor vapour that may further decompose or react with the intermediate
species of the flame, leading to a supersaturated state of precursor vapour. This state is non-
equilibrium for the precursor vapour and tends to equilibrium by forming particles through
homogenous or heterogeneous nucleation [70].
Homogenous nucleation occurs without a preferential nucleation site (nuclei or crystals)
[69]. It is a spontaneous and random process. The exact formation of nuclei is complex
and uncertain. The classical theory of nucleation was studied by Gibbs [71], Volmer [72],
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Figure 3.1: Classic processes of nanoparticle synthesis in a flat flame.
Becker and Do¨ring [73] and others. Their work focused originally on the condensation of a
vapour to a liquid, and was extended to crystallization of melts and solutions. This process
is shortly introduced as follows: after the appearance of microscopic droplets (nuclei), the
condensation of vapour takes place on the droplet surface. However, due to the high vapour
pressure, the droplets may evaporate rapidly. As a result, the formation and the evaporation
occur simultaneously. The stable droplet can finally be formed by coagulation or in the en-
vironment of high supersaturation. The formation of nuclei is likely a sequence of molecular
addition [74]:
A + A A2
A2 + A A3
...
An–1 + A An
where An is called critical cluster, and further molecular addition to it causes nucleation
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and growth of the nuclei.
The process of homogeneous nucleation can be thermodynamically described by the
change of total free energy of a nucleus, which is the sum of surface free energy and the bulk
free energy. For a spherical nucleus with radius r, it can be written as:
∆G = 4pir2γ +
4
3
pir3∆Gv (3.1)
where γ and ∆Gv refer to the surface energy and the free energy of the bulk nucleus,
respectively. The free energy of the nucleus depends on the temperature T , the Boltzmann’s
constant kB, the supersaturation ratio S and the molar volume vm:
∆Gv =
−kBT ln(S)
vm
(3.2)
The change of the free energy attains a maximum for the nucleus with a critical radius rcrit
(see Figure 3.2). This maximum free energy is the barrier that the nucleus needs to pass
through to achieve the stable state.
In differential form, Equation 3.1 is written as:
d∆G
dr
= 8pirγ + 4pir2∆Gv = 0 (3.3)
By rearranging Equation 3.3, the critical radius rcrit is obtained, which is the smallest size
for a stable nuclei:
rcrit = − 2γ
∆Gv
=
2γvm
kBT lnS
(3.4)
Heterogeneous nucleation occurs if the solution contains the impurities of another phase.
Here, the nuclei are formed on the surface of the foreign particles. According to the classic
nucleation theory, the change of free energy is highly dependent on the surface free energy.
Unlike the homogeneous nucleation, contact between the nuclei and the foreign particle
surfaces violates the spherical shape of the nuclei. As illustrated in Figure 3.3, the decreasing
contact angle Θ leads to the decreasing free surface area of the nuclei, which in turn results
in a decreasing barrier energy. A correction factor φ, as a function of contact angle, needs
to be multiplied with the barrier energy for the homogenous nucleation to account for the
mentioned contact effect, resulting in:
∆Gheterocrit = φ∆G
homo
crit with φ =
(2 + cos θ)(1− cos θ)2
4
(3.5)
Due to the decreased change of the free energy, the heterogeneous nucleation occurs more
often than homogenous nucleation.
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Figure 3.2: Free energy change for homogeneous nucleation.
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Figure 3.3: Surface area of nuclei decrease with the reduced contact angle.
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3.1.2 Coagulation
Particles collide due to their random motion and stick together due to intermolecular forces.
This process is well known as particle coagulation [68, 75, 76] and leads to a decrease in
the total number of particles and an increase of the particle size. Coagulation of particles
is affected by thermal motion (Brownian motion), laminar shear, turbulence, and external
forces (gravity and electrical force). In this thesis, the coagulation of nanoparticles is mainly
determined by the Brownian motion, which will be addressed in detail. The collision rate of
two particles with different size, denoted by i and j, can be calculated as [68]:
Nij = βi,jninj (3.6)
where β is the collision frequency function and ni and nj denote the total particle number
of particles. The collision frequency function is characterized by the Knudsen number (Kn),
which is a ratio of molecular free path length of the fluid to the particle radius. For particle
sizes much larger than the molecular free path length (Kn < 0.1), the particles are in
continuum regime, whereas for particles smaller than the molecular free path (Kn > 10),
the particles are in free molecular regime. The collision frequency in the continuum regime
is expressed as a function of temperature T , viscosity of the fluid µ and the collision radius
rc:
βi,j =
2kBT
µ
(
1
rci
+
1
rcj
)(rci + rcj) (3.7)
For a monodisperse system (rci = rcj), this equation reduces to β =
8kBT
µ
. In the free
molecular regime (Kn > 10), where the particles and the fluid hardly interact, the particles
behave like molecules and follow the kinetic gas theory. The collision frequency is then
written as:
βi,j = pi(dci + dcj)
2
√
kBT
2pi
[
1
mpi
+
1
mpj
]
(3.8)
In the above equation, the collision diameter and the particle mass are denoted by dc and
mp respectively. A transition regime is defined by 0.1 < Kn < 10, there is no exact definition
for the collision frequency of the particles in this regime. However, Fuchs [77] proposed an
interpolation method to cover the regime from the continuum to the free molecule. This
method will be discussed in section 3.2.2.
3.1.3 Coalescence
Sintering or coalescence takes place once two solid spherical particles coagulate [78, 79, 80].
This process changes the structure and the surface area of particles. The driving force for
sintering is the reduction of the surface energy. Variation of the surface area causes the
gradients in vapor pressure, surface stress and chemical potential, which in turn results
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in material transport into the neck region that joins the two particles (see Figure 3.4).
Mechanisms of material transport include surface diffusion, grain boundary diffusion, lattice
diffusion, evaporation and condensation, and depend on the material properties and the
operating environment.
rs
rp
Figure 3.4: Sketch of two sintering particles.
The early phase of sintering can be described by a classical sintering model, where the
increase of the neck radius rs, relative to the initial spherical particle radius rp, is given by:(
rs
rp
)n
=
B(T )t
rmp
(3.9)
Here, B(T ) is a temperature dependent coefficient, the exponent m and n are determined
by the type of material transport. In the case of surface diffusion, m and n are set to 7 and
4 respectively. However, the above equation is restricted to the early stage of sintering with
a neck radius ratio of rs/rp < 0.3. Despite of this limit, Equation 3.10 can still be used to
calculate the characteristic time for neck growth:
τs =
dmp
B(T )
(3.10)
Koch and Friedlander [81] proposed a first order equation to describe agglomerate sinter-
ing. In their equation, the change of aggregate surface area a depends on the sintering
characteristic time τs and the minimum aggregate surface area as.
∂a
∂t
=
1
τs
(a− as) (3.11)
In contrast to Equation 3.9 for the early sintering stage, Equation 3.11 is valid from the
equilibrium to the final sintering stage. However, a general model covering the whole range
of the sintering process does not exist.
The characteristic time for sintering highly influences the particle morphology. If the sin-
tering process is much faster than the coagulation process, full sintering occurs and spherical
particles are formed. Due to a decrease of the gas temperature and growth of the particle
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size, the coagulation rate may become comparable with the sintering rate. As a result, par-
ticles cannot sinter completely and form aggregates with a branched structure. The particle
morphology is varied with the irregular shape, and further affects the particle mobility,
scattering and functionality. The evolution of the particle morphology is too complex for a
mathematical description. Nevertheless, the aggregates have a fractal morphology that can
be described by the fractal dimension Df . With the fractal dimension, the number of pri-
mary particles in an aggregate is calculated from the aggregate diameter da and the primary
particle diameter dp:
np = A
(
da
dp
)Df
(3.12)
The coefficient A depends on the aggregate diameter and the Knudsen number. The fractal-
like concept is simple and does not cover all the possible aggregate structures. However, it
is an appropriate model for many aerosol processes.
3.2 Population balance equation
During the formation of particles from the gas phase, processes such as coagulation, coales-
cence and particle transport determine the change of the particle size distribution function
n in time and space. The general dynamic equation (GDE) is used to fully describe these
processes. By applying proper initial and boundary conditions, this equation can be solved
to obtain the accurate particle size distribution function n. Hence, by the means of param-
eter study, the GDE provides an effective route for the design and optimization of aerosol
process conditions. The GDE includes terms related to convection, diffusion, growth and
coagulation of particles, and can be written as:
∂n
∂t
+∇ · nu−∇ ·Dp∇n =
[
∂n
∂t
]
growth
+
[
∂n
∂t
]
coagu.
−∇ · cn (3.13)
where Dp is the particle diffusion coefficient. The velocity of gas and particle is respectively
denoted by u and c, the latter results from external forces. The first term on the RHS is
the growth term:[
∂n
∂t
]
growth
=
∂I
∂v
(3.14)
Here, the particle current I is a sum of diffusion and migration in the space of particle
volume v. The second term on the RHS is known as a coagulation term, which depends
on β, the collision frequency function, also known as a coagulation kernel. The coagulation
term is written as:[
∂n
∂t
]
coagu.
=
1
2
∫ v
0
β(v˜, v − v˜)n(v˜)n(v − v˜)dv˜ −
∫ ∞
0
β(v˜, v)n(v)n(v˜)dv˜ (3.15)
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The first term on the RHS accounts for the particle collisions between two classes of particles
with the particle volume v˜ and v. A factor 1/2 ensures that the same particle collision does
not count twice. The second term on the RHS presents the loss rate of particles with size v
due to the collision with all other particles. Inserting Eq. 3.14 and Eq. 3.15 into Eq. 3.13,
leads to a GDE in the continuous form:
∂n
∂t
+∇ · nu−∇ ·Dp∇n = ∂I
∂v
+
1
2
∫ v
0
β(v˜, v − v˜)n(v˜)n(v − v˜)dv˜
−
∫ ∞
0
β(v˜, v)n(v)n(v˜)dv˜ −∇ · cn (3.16)
The GDE is a type of population balance equation (PBE) in a integro-differential form
and its analytical solution can be found for few special configurations only. In order to
solve the PBE numerically, Equation 3.16 needs to be modeled into simple expressions.
Common models are the discrete model, the sectional model, the method of moments and
the monodisperse model. Detailed introductions for these models are found in the book of
Friedlander [68]. Here, just a brief introduction will be given in the following pages. Figure
3.5 shows the distribution function of the particle size related to the different models. The
sub-figures are put in decreasing order of computational cost and simulation accuracy for
the individual model.
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Figure 3.5: Distribution function of particle size for a) the discrete, b) the sectional, c) the
moments and d) the monodisperse model.
The discrete model describes the particle sizes as discrete variables, which comprise
of different numbers (i = 1, 2...N) of monomers. For each particle size, an individual con-
servation or transport equation needs to be solved. Normally, the nucleation term in these
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differential equations is described in detail, containing the number of formed monomers,
dimers, trimers and so on. The discrete model yields the exact solution of Eq. 3.16 when
the number of discrete variables tends to infinity. However, due to the high computational
cost, the discrete model is usually limited to the particle size distribution in a small range
(up to 200 monomers). For larger size ranges, the computational cost becomes prohibitive
and the simpler models are required.
The sectional model approximates the particle phase space into classes (bins) or
sections, where the particle properties, i.e. particle size, surface area and volume are assumed
to be constant. For each section, differential equations are solved to obtain the characteristics
(number, surface or volume concentration) of the particles. Depending on the target of
investigation, the characteristic of interest changes. For example, the optical characteristic
can be better represented as the conservation of surface area rather than volume [82]. Due
to the particle growth during the simulation, the particle size distribution, as illustrated
in Figure 3.5b, changes its form extensively. Thus, the number and width of sections need
to be selected according to the particle distribution. Normally, a large number of sections
in the model yields accurate simulation results but increases the computational cost. An
alternative to the sectional model is the nodal approach, in which the particle distribution
is represented by a number of discrete nodes. A widely used nodal model proposed by
Prakash et al. [66] is implemented in this work, the details of this model are introduced in
section 3.2.1.
The discrete-sectional model is a combination of the sectional model and the discrete
model. In this combined model, the size range is divided into two parts: sectional and
discrete. The interaction of monomers and small clusters with the limited size are calculated
in discrete model, for an accurate description of early particle formation. The sectional model
is applied for the bigger particles or clusters to reduce the computational cost. Even though
the discrete-sectional model is computationally more efficient than the discrete model, its
application is still limited for the discrete sizes up to 100 and the sections up to 100 [70].
The method of moments uses the low order moment of the particle size distribution
to describe the process of the particle formation. The moments are integrals of the distribu-
tion function. Different particle parameters can be obtained from the different moments, for
example 0th, 2nd and 3rd moment represent respectively, the total number concentration, the
total surface area concentration and the total volume concentration. Rather than the calcu-
lated distribution function in discrete and sectional models, the method of moments requires
the closure by assuming the shape of the particle size distribution function. As shown in the
investigations by Pratsinis et al. [83] and Bensberg et al. [84], for many of practical cases a
reasonable shape assumption is the log normal distribution function, which is characterised
by the particle concentration, the geometric volume and the standard deviation. By apply-
ing the method of moments, the PBE is converted into transport equations for the moments
of the distribution function. As a result, the complex equation system is reduced to a small
number of moment equations, leading to a highly decreased computational cost. The accu-
racy of this method strongly depends on the selection of a presumed distribution function.
The method of moments is not feasible for cases where the presumed distribution function
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does not correlate with the real distribution. Nevertheless, once the distribution shape is
known and can be expressed as an analytic function, this method features an attractive and
efficient model for the description of the main physical and chemical phenomena (collision,
coalescence and deposition) in the process of the particle formation.
The monodisperse model assumes a log-normal particle size distribution in the
method of moments. Monodisperse means that the model assumes all the particles hav-
ing the same size at the same spatial location and the same time. Although the assumption
is a strong simplification, the monodisperse model is still able to capture the main physical
phenomena that affect the growth of aggregates. As a result, a time and space dependent
mean particle size can be obtained. Compared to the other models introduced above, the
monodisperse model requires the least computational resources. This is a big advantage
for the simulations of complex flow with the particle formation. A further advantage is its
simple structure, which makes the programming straightforward. The monodisperse model
is specified by different terms that describe formation, growth and transport of the particle.
In the presented work, the model developed by Kruis et al. [67] is employed and extended,
the details are discussed in section 3.2.2.
3.2.1 Prakash’s model
Prakash’s model [66] extends the coagulation equation developed by Lehtinen [85] and mod-
ifies the sectional method from Gelbard [86]. The model describes chemical and physical
phenomena including nucleation due to supersaturation, surface growth due to evapora-
tion/condensation of monomers and coagulation of the particles. Rather than the finite-size
sections used in the sectional model, the particle size domain in Prakash’s model is discre-
tised into a number of discrete nodes, which represent particles of a fixed particular size.
As a result, the integral appearing in the coagulation/growth term reduces to the sum of
nodal based variables (particle number concentration), leading to a simplification of the
calculation.
To be consistent with the applied monodisperse model, the modeling of nucleation and
surface growth in Prakash’s model are put aside, and the coagulation is introduced in detail.
A general transport equation including the accumulation term, the convection term, the
diffusion term and the source term for the particle number concentration in the node k,
is presented in Equation 3.17, with Dp being the particle diffusion coefficient, and wk the
source term:
∂Nk
∂t
+ u · ∇Nk −∇ · (Dp∇N) = wk (3.17)
The particle diffusion coefficient Dp depends on the Boltzmann constant kB, the temperature
T , the fluid viscosity µ and the particle diameter dp:
Dp = kBT
Cc
3piµdp
(3.18)
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Here, Cc is the slip correction factor, which ensures Dp covering the range from continuum
to free molecular regime. It is defined as an interpolation formula:
Cc =
5 + 4Kn + 6Kn2 + 18Kn3
5−Kn + (8 + pi)Kn2 (3.19)
For the calculation of the Knudsen number Kn, here the mean free path is given by:
λ = kBT/
√
2pid2pp (3.20)
The characteristic length scale is the particle radius. The term wk accounts for coagulation
between the particles and is given by:
wk =

−
Ns∑
i=1
βi1NiN1, k = 1
1
2
Ns∑
i=1
Ns∑
j=1
χijkβijNiNj −
Ns∑
i=1
βikNiNk, k > 1
(3.21)
(3.22)
Equation 3.21 relates to the monomers (k = 1) and Equation 3.22 to the particles larger
than the monomers (k > 1). The particle number is reduced due to collisions, represented
by the negative terms in the two equations. Simultaneously, the number of the particles
within the node k increases due to the collisions of the small particles, which is indicated
by the first term in the lower equation. A factor 1/2 ensures that the same particle collision
does not count twice. The coagulation frequency βij for the collision between two particles
with the volume vi and vj is expressed as follows, whereρp is the particle density:
βij =
(
3
4pi
) 1
6
(
6kBT
ρp
) 1
2
(
1
vi
+
1
vj
) 1
2
(v
1
3
i + v
1
3
j )
2 (3.23)
This expression works well for the free molecule regime. However, for a wide region from the
continuum to the free molecule regime, the Fuchs interpolation needs to be applied. As shown
by Wagner et al. [87], the Fuchs interpolation agrees well with the experimental results, and
can successfully describe the Brownian coagulation. This interpolation is formulated as:
βij = 2pi(dpi+dpj)(Dpi+Dpj)
[
dpi + dpi
dpi + dpj + 2(g2i + g
2
j )
1
2
+
8(Dpi +Dpj)
(dpi + dpj)(C2i + C
2
j )
1
2
]−1
(3.24)
In the equation above, the parameter gi for a particle i is written as:
gi =
[(dpi + li)
3 − (D2pi + l2i )
3
2 ]
3dpili
− dpi (3.25)
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where the mean free path of a particle i is referred to as li:
li =
8Dpi
piCi
(3.26)
The particle velocity Ci for a particle i is calculated as:
Ci =
√
8KBT
piρpvi
(3.27)
Due to the collision of two particles (vi and vj), a new particle is formed with a volume
of vi + vj. For particles with a size between two bins, the splitting operator χijk is used to
preserve the total particle mass, and defined as follows:
χijk =

vk+1 − (vi + vj)
vk+1 − vk ; if vk ≤ vi + vj ≤ vk+1,
(vi + vj)− vk−1
vk − vk−1 ; if vk−1 ≤ vi + vj ≤ vk,
0; otherwise
(3.28)
3.2.2 Kruis’ model
A popular monodisperse model is Kruis’ model [67], which describes the growth of the ag-
gregate volume and the surface area by considering simultaneous coagulation and sintering.
The primary particle size and the aggregate size are assumed to be monodisperse at the
same point in space and time. The structure of the aggregates is taken into account by a
mass fractal dimension Df .
At the early stage of the particle evolution, the coalescence is much faster than the
coagulation, resulting in spherical particles. It increases the particle size and the coagulation
rate. After the coagulation rate becomes comparable to the sintering rate, the particles
cannot maintain a spherical shape and the aggregates are formed with a different structure.
The number concentration of aggregates N decreases due to collision between aggregates
with the collision frequency β, and can be described by:
∂N
∂t
= −1
2
βN2 (3.29)
The change of the surface area of an aggregate is mainly affected by coagulation and sin-
tering, expressed as:
∂a
∂t
= − 1
N
∂N
∂t
a− 1
τ
(a− as) (3.30)
The first term on the RHS accounts for the increase of surface area due to coagulation and
the second term for decrease due to sintering. The characteristic sintering time is τ , its
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formula will be introduced later. The surface area of a spherical aggregate is denoted by as,
and is expressed as:
as =
(
v
v0
) 2
3
a0 (3.31)
Here, v0 and a0 are the monomer volume and the surface area respectively. The increase of
an aggregate volume va due to the coagulation can be written as:
∂va
∂t
= − 1
N
∂N
∂t
va (3.32)
The collision frequency β in Equation 3.38 is calculated using the Fuchs interpolation, which
depends on the diffusion coefficient Dp, the particle velocity C, the parameter g and the
collision radius rc:
β = 8piDprc
(
rc
2rc +
√
2g
+
√
2Dp
Crc
)−1
(3.33)
The parameter g accounts for the transition from the free molecular regime to the continuum
regime. The collision radius is chosen instead of the solid sphere radius because of the
irregular shape of the aggregate, and is calculated as:
rc =
3V
A
(
A3
36piNV 2
)
1
Df (3.34)
The total volume concentration and the total surface concentration of particles are referred
to as V and A, respectively. The mass fractal dimension Df ranges from 1.8 to 3, account-
ing for the shape of open clusters to spherical aggregates. The diffusion coefficient Dp is
calculated as:
Dp =
kBT
6piµrc
[
5 + 4Kn + 6Kn2 + 18Kn3
5−Kn + (8 + pi)Kn2
]
(3.35)
Here, kB, T , µ and Kn refer to the Boltzmann constant, the temperature, the viscosity of
fluid and the Knudsen number, respectively. The particle velocity C , the parameter g, and
the mean free path of particle l are calculated respectively based on Equation 3.27, 3.25 and
3.26.
The characteristic sintering time depends on the primary particle size dp = 6V/A and
temperature, which is defined as [88]:
τ = Adp exp(
Ta
T
) (3.36)
The pre-exponential factor A and the activation temperature Ta are determined from the
experiments.
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So far, Kruis’ model was developed to describe the collision and sintering of aggregates.
However, the formation of new particles in not taken into account by Kruis’ model. In order
to fully describe the evolution process from the gas phase to final aggregates, Kruis’ model
is extended with a nucleation term. Assuming that the monomers are stable particles, the
nucleation rate I can be converted from the production rate of the related species, such as
Fe2O3 for iron oxide particles:
I = −∂Yi
∂t
ρNA/M (3.37)
Here, ρ is the density, NA the Avogadro’s number and M the molar mass of the species.
The monomers are assumed to be stable particles due to the lack of reliable information on
the early stage of particle formation. However, this assumption has been applied by several
researchers [89, 90].
In order to capture the transport processes of nanoparticles, the three differential equa-
tions are modified and extended by including convective transport, diffusive transport and
nucleation [91]. Rather than the volume and the surface area of the aggregate, the total
volume concentration V = N · v and the total area surface concentration A = N · a of
particles are calculated. The three differential equations are:
∂N
∂t
+∇ · (uN)−∇ · (Dp∇N) = −1
2
βN2 + I (3.38)
∂V
∂t
+∇ · (uV )−∇ · (Dp∇V ) = Iv0 (3.39)
∂A
∂t
+∇ · (uA)−∇ · (Dp∇A) = −1
τ
(A−Nas) + Ia0 (3.40)
In the above equations, the diffusion coefficient Dp is determined by Equation 3.35. Kruis’
model or its extended version have been applied for numerous studies of particle dynamics
in different material systems. In the work of Kruis et al. [67], the monodisperse model is
applied for the particle growth of silicon. Pratsinis et al. [90], Heine et al. [92], Jeong et al.
[93] and Schild et al. [94] used the extended model for the investigation of TiO2 synthesis.
Gro¨hn et al. [95], Weise et al. [96] and Tsantilis et al. [97] applied this model in the spray-
assisted synthesis process. The particle growth of Fe2O3 is studied by Wlokas et al. [91] and
by Kowalik et al. [98], using the extended version of Kruis’ model. In the works mentioned
above, the simulation results are compared with the experimental measurements or more
complex models, such as the sectional model and the method of moments, and a satisfactory
agreement is achieved. The model provides an insight into the synthesis process and works
well for an essential parameter study for the control of the synthesis process.
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Chapter 4
Numerical approach
In order to describe the behaviour of a reactive flow, the transport equations need to be
solved in the computational domain. These partial differential equations are non-linear and
their analytical solution is thus not feasible except for very few, simple generic flow con-
figurations. To obtain an approximate solution, the transport equations are discretized in
space and time, resulting in a set of algebraic equations that are numerically solved by the
computer. Spatial discretization is carried out by the finite volume method (FVM), and
introduced in section 4.1. Section 4.2 presents the time discretization in terms of explicit-
and implicit schemes. The subsequent section addresses the coupling technique used for
pressure and velocity. Operator splitting for the simulations, suffering from multiple-time
scales is discussed in section 4.4. Finally, two software frameworks, Openfoam and Cantera
are shortly introduced.
4.1 Spatial discretization
By applying the finite volume method, the numerical domain is divided into a number of
finite volumes (cells) that fill the domain and don’t overlap with each other.
structured grid (i,j countable)
X
Y δx
δy
1 4
2 3
unstructured grid (indirectly adressed)
i,j
i,j-1 i+1,j-1
i+1,j
i+1,j+1i,j+1i-1,j+1
i-1,j
i-1,j-1
Figure 4.1: Schematic of the 2-D structured and unstructured grid.
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Numerical grids can be generally categorized as structured and unstructured, as sketched
in Figure 4.1. A structured grid may comprise of rectangular elements (2D) or hexahedral
elements (3D), which are represented by their index i, j or i, j and k, respectively. The unique
index of each element indicates its location in the Cartesian space in x, y direction for 2D
and in x, y, z direction for 3D. Moreover, the location of each cell can be calculated from the
locations of its neighbours based on their center distance along the x-direction (δx) and the
y-direction (δy). This simple connectivity between neighbouring cells is easily programmed
and saves memory space of the computer. However, the structured grid may be difficult to
describe the complex geometries. Therefore, unstructured grids are widely used for complex
geometries due to the possible irregular shape of the cells. The connectivity between the
unstructured cells are defined in a list, which contains the information of vertices, faces and
boundaries. For both structured- and unstructured grids, the control volumes are connected
by the internal faces, and the numerical grid is bounded by the boundary faces. The variables
required for the governing equations can be stored either at the volume centers or at the
face centers, depending on the employed algorithm. For the present work, the “collocated”
arrangement is used, therefore all the variables are stored at the center of the cell.
4.1.1 Integral of transport equations
As aforementioned, the transport equations can be approximated in a system of algebraic
equations, which can be solved by a computer. A general transport equation of generic
quantity Φ is taken as an example to explain the process of spatial discretization.
∂
∂t
(ρΦ)︸ ︷︷ ︸
accumulation
+∇ · (ρuΦ)︸ ︷︷ ︸
convection
+∇ · (ρΓ∇Φ)︸ ︷︷ ︸
diffusion
= w˙Φ︸︷︷︸
source
(4.1)
Here, Γ is the general diffusivity of Φ. The integration of Equation 4.1 over a volume yields:
∫
V
∂
∂t
(ρΦ)dV +
∫
V
∇ · (ρuΦ)dV +
∫
V
∇ · (ρΓ∇Φ)dV =
∫
V
w˙ΦdV (4.2)
By applying Gauss’ theorem,∫
V
∇ · ΦdV =
∫
S
Φ · ndS (4.3)
the convective- and diffusive terms can be expressed as fluxes over surfaces, leading to:
∂
∂t
∫
V
(ρΦ)dV +
∫
S
∇ · (ρuΦ) · ndS +
∫
S
∇ · (ρΓ∇Φ) · ndS =
∫
V
w˙ΦdV (4.4)
Up to now, the equation can still provide an exact solution, although only applicable
for some simple generic configurations. To express this equation in an algebraic form, an
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approximation is made: the volume integrals of quantity Φ are approximated as the product
of its value at the midpoint of the cell ΦM and the cell volume δV . A volume integral is
thus expressed as:∫
V
ΦdV ≈ ΦMδV (4.5)
Although other higher order approximation schemes exist, this equation is sufficient for 2nd
order accuracy in space. Similarly, the surface integrals can be express as:∫
S
Φ · ndS ≈
∑
f
ΦfnfδS (4.6)
Here, Φf denotes the value of Φ at the face. The face normal and the face area is represented
by nf and δS respectively. Applying Equation 4.5 and 4.6 to Equation 4.4 leads to:
∂
∂t
(ρΦM)δV +
∑
f
(ρufΦf ) · nfδS︸ ︷︷ ︸
convection
+
∑
f
(ρΓ∇Φf ) · nfδS︸ ︷︷ ︸
diffusion
= w˙Φ,MδV (4.7)
The values of quantities stored at the cell faces (indicated by the subscript (∗)f ) of the
control volume are still unknown. Hence, further approximations are needed to obtain the
value on the cell faces from the quantities stored on the cell centers by interpolation. In the
next subsections, approximations for the convective- and diffusive fluxes will be introduced.
4.1.2 Approximation of the convective flux
The convective mass flux through a face of a control volume is known as:
F = ρufnfδS (4.8)
Using this expression, the convective flux of Φ can be simplified into:∑
f
(ρufΦf ) · nfδS =
∑
f
FΦf (4.9)
The face value Φf can be determined by different schemes, which are discussed in the
following.
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Upwind differencing (UD)
For upwind differencing, the value of Φf is fixed to a value stored at the center point of the
upstream cell. For a control volume, its own and neighbor cell center are denoted by P and
N. Given a face f between them and a flux F through the face f , the differencing scheme
is defined by:
Φf =
{
ΦP if F ≥ 0
ΦN if F < 0
(4.10)
As a first order scheme, upwind differencing yields larger truncation errors compared to
higher order schemes. Further, this scheme may cause significant numerical diffusion that
distort the solution of flames, where physical diffusion drives the combustion process [99].
Nevertheless, it ensures the boundedness of the solution and therefore avoids the amplifica-
tion of numerical oscillation.
Central differencing (CD)
The central differencing is a simple linear interpolation of ΦP and ΦN :
Φf = ψxΦP + (1− ψx)ΦN (4.11)
Here, the interpolation factor ψx is calculated from the distance between f and N and the
distance between P and N :
ψx =
|xN − xf |
|xN − xP | (4.12)
Compared to the upwind scheme, central differencing is second order accurate and thus sup-
presses the numerical diffusion. However, its truncation error can cause numerical instability.
In particular, for the transport of scalars, the diffusion may be too small to compensate for
numerical oscillations. As a result, the simulation may become unstable.
Blended differencing (BD)
In order to preserve a bounded and accurate solution, the blended differencing scheme is
developed as a linear combination of the upwind- and the central differencing. This scheme
inherits the advantages of the two differencing schemes above and it is written as:
Φf = (1− γ)Φf (UD) + γΦf (CD) (4.13)
Here, γ is a blending factor, which can be set constant for all the faces of the grid. It varies
between zero and one, and controls the numerical diffusion in the simulation. By setting
γ = 0 and γ = 1, the blended differencing is reduced to upwind differencing and central
differencing, respectively. Alternatively, the blended factor may be calculated adaptively
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using the Total Variation Diminishing (TVD) [100] or the Normalized Variable Approach
(NVA) [101, 102]. For the detailed discussion on these two approaches, interested readers
are referred to the references [103, 104, 105, 106].
Besides TVD and NVA schemes, other approaches exist for low-diffusive, non-oscillatory
scalar transport. Well-known ones are the Flux Corrected Transport (FCT) [107] and the
Essentially Non-Oscillatory (ENO) schemes [108]. Due to the complexity and slightly higher
computational cost of these approaches, they are not applied here.
4.1.3 Approximation of the diffusive flux
The diffusive flux is known in Equation 4.7,∑
f
(ρΓ∇Φf ) · nfδS (4.14)
where the gradient ∇Φf remains unknown. For an orthogonal mesh, the vector through the
center points P and N is parallel to the face normal nf . Therefore, the gradient is given by:
∇Φf = ΦN − ΦP|xN − xP | (4.15)
However, the mesh is not orthogonal in most practical cases. Equation 4.15 needs to be split
into orthogonal contribution I and non-orthogonal correction II:
nf · ∇Φf = J · ∇Φf︸ ︷︷ ︸
I
+K · ∇Φf︸ ︷︷ ︸
II
(4.16)
in this equation, the following condition must be satisfied:
J +K = nf (4.17)
There are many approaches to determine the vector J , as introduced in details in the
literature [104, 109]. With the calculated J , the vector K is obtained from Equation 4.17.
4.2 Temporal discretization
Temporal discretization is used for the accumulation term in the transport equations. Ap-
plying the temporal integral and inserting Equation 4.9 in Equation 4.7, a “semi-discretized”
form of the transport equation is obtained:∫ t+δt
t
[
∂
∂t
(ρΦM)δV +
∑
f
FΦf +
∑
f
(ρΓ∇Φf ) · nfδS
]
δt =
∫ t+δt
t
[w˙Φ,MδV ] δt (4.18)
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Many methods have been developed during the years to solve the time integral. For most of
these methods, the center value ΦM , the face value Φf and the gradient δΦ are assumed to
be constant during the time step ∆t. The temporal discretization schemes are distinguished
based on the evaluation of these three values, from the new or the old time. Three of them
will be introduced in the following. For the following subsection, the superscript ◦ denotes
“old” and n stands for “new”.
Explicit
In the explicit schemes, the spatial terms are discretized using values from the previous
time step (old) to calculate the values at the current time (new). A common scheme is the
forward Euler method, where the fully discretized transport equation is expressed as:
ρ
ΦnM − Φ◦M
δt
δV +
∑
f
FΦ◦f +
∑
f
(ρΓ∇Φ◦f ) · nfδS = w˙Φ◦,MδV (4.19)
The Euler explicit scheme yields first order accuracy in time. Other high order explicit
schemes like the Runge-Kutta scheme are preferred for practical cases with a strong transient
behaviour. A stability criterion for explicit schemes is the CFL number:
CFL =
Uf · δt
|xN − xP | (4.20)
Explicit schemes tend to become unstable when the CFL number is larger than unity.
Therefore, for a stable simulation run, CFL ≤ 1 needs to be satisfied:
Implicit
Implicit schemes use values from the new time step. A common scheme is the backward
Euler method, where the fully discretized transport equation is written as:
ρ
ΦnM − Φ◦M
δt
δV +
∑
f
FΦnf +
∑
f
(ρΓ∇Φnf ) · nfδS = w˙Φn,MδV (4.21)
This scheme is of first order accuracy in time, unconditionally stable and ensures the bound-
edness of the solution. Compared to the explicit scheme, the Euler implicit scheme allows
relatively big time steps, which makes it attractive for cases with weakly transient behaviour
or for steady state solutions.
Implicit-explicit hybrid
For an implicit-explicit hybrid scheme, the value of the spatial terms is evaluated from both
the previous and the current time step, using a trapezoidal rule. A common approach is the
Crank-Nicolson method, where the temporal integral is:∫ t+δt
t
Φdt =
1
2
(Φ◦ + Φn)δt (4.22)
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Using Equation 4.22, the fully discretized form of the transport equation is given by:
ρ
ΦnM − Φ◦M
δt
δV+
1
2
∑
f
FΦ◦f +
1
2
∑
f
(ρΓ∇Φ◦f ) · nfδS
+
1
2
∑
f
FΦnf +
1
2
∑
f
(ρΓ∇Φnf ) · nfδS
=
1
2
w˙Φ◦,MδV +
1
2
w˙Φn,MδV (4.23)
The Crank-Nicolson method is of second order accuracy in time.
With the aforementioned spatial and temporal discretization schemes, a linear algebraic
equation for each control volume can be obtained. A general form of the linear algebraic
equation is:
aPΦ
n
P +
∑
N
aNΦ
n
N = RP (4.24)
The coefficients aP and aN are determined by the prefactors of Φ. The value of Φ
n
P depends
on the values of the neighbouring cells. The source term is denoted by RP . This type of
linear algebraic equation system can be expressed in a matrix form
[A][Φ] = [R], (4.25)
Here, A is a sparse square matrix with coefficient aP on the diagonal and aN off the diagonal.
There are many efficient approaches to solve such a sparse matrix system, and interested
readers are referred to the literature [104].
4.3 Pressure-Velocity Coupling
The transport equations for continuity and momentum, the Navier-Stokes equations, pro-
vide four equations with four unknowns: velocities in three directions and pressure. The
pressure is coupled with the velocity in the transport equation of momentum, therefore
neither pressure nor velocity can be solved solely. Moreover, the continuity equation does
not contain the information of pressure. Due to the lack of an independent equation for
the pressure, a straightforward solution of the pressure is not feasible. Therefore, pressure-
velocity algorithms are proposed to overcome the aforementioned issue. The most common
pressure-velocity algorithms are the “semi-implicit method for pressure linked equations”
(SIMPLE) [110] and the “pressure implicit with splitting of operators” (PISO) [111].
The SIMPLE algorithm employs the coupled relation of the velocity and the pressure
to build a pressure correction equation that enforces the mass conservation and obtains the
pressure field. The velocity is then corrected by the calculated pressure gradient. However,
after calculation of the pressure correction, the velocity and the velocity flux may not satisfy
the momentum balance. The calculation needs to be repeated iteratively until the balance
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is satisfied. The PISO algorithm evolved from the SIMPLE algorithm. It overcomes the
mentioned shortcomings of the SIMPLE algorithm with two correction steps: the neighbour
and the skewness correction. In the neighbour correction, the iterative calculations are moved
into PISO loops. The PISO algorithm takes slightly longer run time per iteration than the
SIMPLE algorithm, but reduces the number of iterations required for convergence, especially
for transient cases. The skewness correction is used for the skew meshes. Due to the skewness
of skewed cells, the pressure correction struggles to satisfy the conservation of the momentum
equation in a single step. Therefore, an iterative process similar to the neighbour correction
is needed. The pressure gradient is recalculated after the initial solution of the pressure
correction and the momentum flux is updated using the pressure gradient. This iterative
process can reduce the convergence difficulties induced by the skewness of the cells.
In this thesis, the PISO algorithm is applied to the investigated problems. The procedure
of this algorithms is shown as follows:
(a) Predict velocity flux: momentum equations are calculated using the pressure field from
the previous time step, since the exact pressure field at the current time step is not
known yet. A genetic form of the momentum equation, taking the gradient of pressure
as a source term S(p)f is expressed as [104]:
apuf = H(u)−
∑
N
S(p)f (4.26)
with the transport term
H(u) = −
∑
N
aNuN +
u◦
∆t
(4.27)
rearranging Equation 4.26, the velocity fluxes are calculated as:
uf =
(
H(u)
ap
)
f
−
(
1
ap
)
f
(∇p)f (4.28)
(b) Solve the pressure correction equation: the pressure correction equation is constructed
by enforcing the velocity from the momentum equation to satisfy the continuum equa-
tion. The predicted velocity from the first step is used to calculateH(u). The pressure
gradient is updated according to Equation 4.29
∇ ·
(
1
ap
∇p
)
= ∇ ·
(
H(u)
ap
)
=
∑
f
S ·
(
H(u)
ap
)
f
(4.29)
(c) Correct velocity flux: the face flux F is calculated from:
F = S · uf = S ·
[(
H(u)
ap
)
f
−
(
1
ap
)
f
(∇p)f
]
(4.30)
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(d) Reconstruct the velocity: the velocity is updated with the new pressure field explicitly:
up =
H(u)
ap
− 1
ap
∇p (4.31)
These steps are repeated for the prescribed number of steps or until a convergence criterion
is satisfied.
4.4 Operator Splitting
Multi-physics problems are usually modeled by a set of linear or non-linear differential
equations. Often, many of them are mathematically stiff systems, which span a big range
of time scales that differ by orders of magnitude. For example, the modeling of a methane
flame may cover the time scales for the NOx formation (10 s), gas transportation (1 ms),
and formation of some critical radicals (1 µs). Due to the complexity of the system, a unique
numerical method, which can provide an accurate solution to every physical process within
a reasonable integration time, does not exist. Operator splitting method is designed to solve
the problem [112, 113]. This method splits the spatial differential operator into a sum of
sub-operators with respect to different physical phenomena. The relatively simple form of
sub-operators can be solved by easy numerical approaches.
In order to introduce the splitting scheme properly, the system of ordinary differential
equations is simplified into a form consisting of two operators M and S, where φ is the
unknown quantity and φ0 is the given initial condition of φ:
dφ(t)
dt
= Mφ(t) + Sφ(t), 0 < t < T
φ(0) = φ0
The simplest operator splitting method is the sequential splitting. According to the work
of Csomo´s et al. [114], this method is defined in the following sequence:
dφ1(t)
dt
= Sφ1(t), (n− 1)τ < t ≤ nτ
φ1((n− 1)τ) = φspl((n− 1)τ)
dφ2(t)
dt
= Mφ2(t), (n− 1)τ < t ≤ nτ
φ2((n− 1)τ) = φ1(nτ)
with φspl(nτ) = φ2(nτ)
n = 1, 2, 3...N
40 CHAPTER 4. NUMERICAL APPROACH
where φspl(t) is the solution of the whole system on the mesh. The sequential splitting divides
the time interval into N steps with a time step size τ . At each time-step, two simple sub-
problems are solved. The sub-problems are connected via initial conditions. This method is
of first order accuracy and unconditionally stable. It is illustrated in a schematic diagram
in Figure 4.2.
tn-1
tn
φn-1spl
φn1
φn1
φnspl
MS
Figure 4.2: Sketch of the sequential splitting scheme.
The following, simple splitting technique is applied in the present work. The transport
equation for species involved in the laminar flame model is split into the two sub-operators.
For the first sub-operator, the chemical source terms is solved for each individual cell as a
zero-dimensional batch reactor. The kinetic equations are integrated over a time step ∆t
using the Radau-IIA method [115]. The reaction rate in the species transport equation is
calculated from the change of molar concentration C:
w˙i = Mi
Ci(t0 + ∆t)− Ci(t0)
∆t
(4.32)
In the second sub-operator, the flow transport is calculated based on equation 2.7 using
the time step ∆t, which is much larger than the characteristic chemical time step. This
technique highly reduces the overall computational time.
Many other more complex splitting techniques have been developed during the years,
here two of them are briefly introduced for the future development of the operator splitting
in Openfoam. The first one is the Strang-Marchuk splitting [116, 117], where three sub-
problems are solved in a sequence at each time step [114]:

dφ1(t)
dt
= Sφ1(t), (n− 1)τ < t ≤ (n− 1
2
)τ
φ1((n− 1)τ) = φspl((n− 1)τ)
dφ2(t)
dt
= Mφ2(t), (n− 1)τ < t ≤ nτ
φ2((n− 1)τ) = φ1((n− 1
2
)τ)
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
dφ3(t)
dt
= Sφ3(t), (n− 1
2
)τ < t ≤ nτ
φ3((n− 1
2
)τ) = φ2(nτ)
with φspl(nτ) = φ3(nτ)
n = 1, 2, 3...N
The Strang-Marchuk splitting theory is of second order accuracy and unconditionally stable
if the operators M and S are positive definite matrices. The procedure of this splitting
technique is shown in Figure 4.3.
tn-1
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φn-1spl
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S
Figure 4.3: Sketch of the Strang-Marchuk splitting scheme.
For the system with more than two operators, the operators can be arranged in different
ways:
L = M1 +M2 +M3 = (M1 +M2) +M3 = M1 + (M2 +M3) (4.33)
The second splitting technique is the so called “weighted sequential splitting”, where
two sequential splittings are applied in different order:
φ(t)
dt
= Θ(Mφ(t) + Sφ(t)) + (1−Θ)(Sφ(t) +Mφ(t)) (4.34)
In the above equation, terms like Mφ(t)+Sφ(t) and Sφ(t)+Mφ(t) are calculated following
the procedure of the sequential splitting. If the weighting factor Θ is set to 1/2, the splitting
technique becomes a symmetrically weighted sequential splitting.
For all the operator splitting techniques, the different numerical approaches may cause
significant numerical errors and splitting errors. The splitting errors are the deviation of the
solution obtained by using sub-operators, compared to the solution obtained by using the
original operator. The splitting error has been theoretically estimated and more information
can be found in [114]. The interaction of splitting and numerical errors can result in a new
order of error.
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4.5 Openfoam
The modeling of laminar flames and nanoparticle formation was implemented in Openfoam
(Open source Field Operation And Manipulation). It is a C++ library that is free and open
source under the GNU General Public License. This library is used to solve the partial
differential problems describing continuum mechanics, fluid dynamics, financial processes
and general multi-physics problems. The functionality of Openfoam includes pre-processing,
solving and post-processing, similar to most commercial CFD packages. For pre-processing,
Openfoam provides, unstructured mesh generators (blockMesh and snappyHexMesh) and
data manipulation tools (mapFields and transformPoints). For solving the partial differ-
ential problems, libraries and executable are designed in Openfoam to supply numerous
capabilities, such as transport and thermophyiscal models, the Lagrangian particle tracking
and the discretization of the partial differential equations. Furthermore, the dynamic mesh-
ing, the solution of various ODE solvers and the solution of matrix equations with tensor
and field operations are available in Openfoam. Different types of boundary conditions are
implemented to model geometric constraints (symmetry, empty, wedge and cyclic) and to
provide integral parts of the numerical solution (fixedValue and zeroGradient). By apply-
ing the message passing interface (MPI), Openfoam is able to run a large scale problem in
parallel on an “unlimited” number of computational cores. For post-processing, the results
are saved in formates that can be visualized via ParaView or EnSight. More details about
the structure of Openfoam are introduced in the thesis of Jasak [104].
The aforementioned capabilities provided by the library are used to develop applications,
which are grouped into solvers and utilities. The solver solves the differential equations
combining the problem related models, while the utilities are used to create the mesh,
set up the case and post-process the results. Under the C++ framework, library files are
compiled separately into a binary executable, known as shared object file, which can be
further linked to applications. Therefore, it is possible to implement a new library or solver
in Openfoam without recompiling the whole code.
The implementation of a partial differential equation in Openfoam is straightforward: a
general transport equation,
∂ρU
∂t
+∇ · φU −∇ · µ∇U = −∇p
is represented in Openfoam syntax as:
solve(fvm::ddt(rho, U) + fvm::div(phi, U)
−fvm::laplacian(mu, U) == −fvc::grad(p));
The syntax above starts with “solve”, a function that creates and solves the algebraic equa-
tion in the form of a matrix. The operators fvm::ddt, fvm::div, fvm::laplacian and fvc::grad
represent the time derivative, divergence, laplacian and gradient, respectively, for discretiza-
tion of the finite volume method. The function fvm stands for the implicit treatment, fvc
for the explicit treatment. Moreover, the operator “==” is used in Openfoam to enforce a
value assignment on the boundary patches.
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Openfoam developments in the present thesis
For the simulation of laminar reacting flows, additional routines for the calculation of species
diffusion coefficients were implemented into Openfoam as part of this thesis, which are based
on a library provided by Novaresio [118]. In this library, the species diffusion coefficient was
calculated based on either a mixture-averaged equation (2.19) or the Stefan-Maxwell equa-
tion (2.15). Additionally, the correction velocity (Equation 2.24) was implemented to ensure
global conservation of species. The detailed calculation of laminar flames also require an ac-
curate description of the viscosity and the heat conductivity of the gas mixture. Therefore,
the formulations proposed by Wilke [28] and by Mathur & Saxena [30] were implemented
in the library named thermophyisicalModels. Besides the modifications in the libraries, two
solvers, namely myMultiRegionSpFoam and modifiedReactingFoam were implemented to
calculate the laminar flame with and without conjugate heat transfer, respectively. With
these modifications and implementations, Openfoam can simulate one-dimensional laminar
flames as accurately as Cantera (as described in the next section), but lacks grid adaptivity.
4.6 Cantera
One-dimensional, laminar flames can be simulated using Cantera, an open-source reaction
kinetics library originally developed in C++ by Goodwin [119]. In Cantera, numerous models
for the simulation of chemically reacting systems, such as time-dependent perfectly stirred
reactors or laminar, one-dimensional flames are implemented. Cantera covers the calculation
of thermodynamic and transport properties of gases using the models described in chapter 2
and the calculation of the finite rate chemistry. Furthermore, models including electrochem-
ical energy conversion and storage, fuel cells, batteries, plasmas and thin film deposition are
also implemented.
To run a simulation, the models need to be called via an interface which can be accessed
via C++, Python, Matlab or Fortran 90. This interface is a text file, where the employed
models, the initial grid, the operation condition, the path for the input reaction kinetics and
the solution criteria are defined. Cantera reads the reaction mechanisms in a CTI format,
where the species names, the reactions and the corresponding Arrhenius’ coefficients, the
NASA polynomials for the calculation of thermodynamic properties (heat capacity, enthalpy
and entropy) and the Lenard-Jones coefficients for the calculation of transport properties
(viscosity, thermal conductivity and diffusion coefficient) are presented in a sequence. Can-
tera covers the functionality of the popular Chemkin II package using a modern software
development paradigm.
For the work in this thesis, the temperature-dependent viscosity and the heat conductiv-
ity of pure species were determined by Cantera for a wide range of temperatures and were
approximated with 5th order polynomials for use in Openfoam. Furthermore, these data
and the reaction mechanisms were converted into a format suitable for Openfoam.
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Chapter 5
Validation of the flame and
nanoparticle models
The accurate prediction of unperturbed flames is crucial for studies of uncertainties in
experiments against presumed one dimensional, ideal models. Furthermore, the formation
of nanoparticles highly depends on the temperature and the composition of the gas phase,
as well as the residence time that is a result of the flow velocity. Therefore, as an important
step towards the investigation of perturbed flames and the synthesis of nanoparticles, the
robustness and the reliability of the implemented laminar flame model were verified in
this chapter. First the model was validated by one-dimensional burner stabilised flames
calculated by Cantera. Two different fuels, methane and hydrogen, were investigated and
various chemical mechanisms were employed. The same fuels will also be used later on in
section 6. The model was further examined by a simulation of a non-premixed hydrogen
flame. The results obtained from the two dimensional simulation were compared against
experimental results. At the end of the chapter, Prakash’s- and Kruis’ model for the synthesis
of nanoparticles were verified by a zero dimensional numerical experiment. The simulation
results were compared with reference data [120].
5.1 Premixed Flame
The flame model is first tested against 1-D Cantera simulations of premixed hydrogen and
methane flames with different equivalence ratios (from lean to rich) under the ambient
conditions (T = 300 k, p = 1 bar). The equivalence ratio of 0.6, 1 and 1.4 are results of the
mixture composition as outlined in table 5.1. For the simulations in Cantera, the mass flow
rate per unit area at the inlet for all the flames is set to 0.1 kg/m2s. The corresponding
velocity at the inlet used in Openfoam is shown in table 5.1. These simulations were carried
out using a quasi one dimensional grid constructed by one cell in lateral direction. The grid
extends 3 mm in axial direction containing 800 cells, each with a size of 0.004 mm.
Hydrogen flames have been extensively investigated by many researchers and several
reaction mechanisms are available from the literature [32, 121, 122]. The consistency of
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Table 5.1: Equivalence ratio, and the corresponding gas composition for the hydrogen flames.
φ XH
2
XO
2
XN
2
Uin
0.6 0.375 0.3125 0.3125 0.124
1 0.5 0.25 0.25 0.154
1.4 0.5834 0.2083 0.2083 0.18
those chemical mechanisms for hydrogen flames was checked. A stoichiometric flame (φ=1)
was calculated using three different chemical mechanisms from Li et al. [32], Burke et al.
[121] and Conaire et al. [122]. The calculated temperatures with different mechanisms are in
good agreement, as shown in Figure 5.1 (left). Figure 5.1 (right) shows the mole fraction of
the intermediate species OH. A discrepancy is found for the mole fraction of OH calculated
using the different mechanisms, especially downstream of the flame. However, the magnitude
and the position of the peak mole fraction are well predicted. Moreover, an overall good
agreement is achieved between results from Openfoam and Cantera.
Figure 5.2 shows the simulated flames with various equivalence ratios using the mech-
anism from Li et al. [32] to test the implemented flame model. The simulation results cal-
culated by Openfoam agree well with the results obtained from Cantera for all the flames.
The results are shown in Figure 5.2 for temperature, velocity, mole fraction of H2O and
intermediate species H. The slight deviation of the H mole fraction may be caused by the
different numerical schemes and different numerical implementation of the boundary con-
ditions in the two frameworks. The differences appear at very small concentrations of the
species (mass fraction in order of 1 × 10−3 or less), which makes this quantity sensitive to
the accuracy of the numerical solution. However, both numerical solvers, implemented in
Cantera and in Openfoam respectively are stable and consistent.
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Figure 5.1: Temperature and mole fraction of OH of the simulated stoichiometric H2 flame
using chemical mechanisms from Li et al. [32], Burke et al. [121] and Conaire et al. [122],
lines: Openfoam, symbols: Cantera (every 5th point is shown)
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Figure 5.2: Temperature, velocity, mole fraction of CO2 and H of the simulated H2 flames
with different equivalence ratio using Li’s mechanism, lines: Openfoam, symbols: Cantera
(every 5th point is shown)
Table 5.2: Equivalence ratio, and the corresponding gas composition for the methane flames.
φ XCH
4
XO
2
XN
2
Uin
0.6 0.13 0.435 0.435 0.017
1 0.2 0.4 0.4 0.018
1.4 0.26 0.37 0.37 0.0186
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Figure 5.3: Temperature and mole fraction of OH of the simulated stoichiometric CH4 flame
using the chemical mechanisms GRI 1.2 [123] and DRM [124], lines: Openfoam, symbols:
Cantera (every 5th point is shown)
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Figure 5.4: Temperature, velocity, mole fraction of CO2 and H of the CH4 flames with
different equivalence ratios using the DRM mechanism, lines: Openfoam, symbols: Cantera
(every 5th point is shown)
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Table 5.2 shows the composition and the inlet velocity of the simulated methane flames.
The numerical grid had a length of 10 mm and contained 3200 cells with a cell size of
0.003 mm. The well-defined GRI 1.2 mechanism [123] and its reduced version DRM [124]
were used. As shown in Figure 5.3, simulation results with different mechanisms are similar.
The results calculated by Openfoam are compared with those predicted by Cantera, and
good agreement is achieved with respect to the profiles of temperature, axial velocity and
mole fractions of CO2 and H. Nevertheless, the aforementioned difference of the numerical
implementations account for slight deviations.
5.2 Non-Premixed Flame
The second test-case is a non-premixed atmospheric, laminar H2\O2\N2 flame, which was
investigated experimentally and numerically by Toro et al. [125]. The solution of a hydrogen
flame is highly sensitive to the quality of the laminar flame models, because the fast reactions
and the high diffusion of atomic hydrogen occur at the same time. In addition, compared
to the simulation of other flames, the detailed mechanism of the hydrogen flame is small in
the size of species and reactions, and requires relatively low computational effort. Therefore,
this flame was chosen to validate the model implementations in a 2-D simulation.
Figure 5.5: Contour plot of the simulated non-premixed flame, left: Distribution of mole
fraction of OH and temperature, right: distribution of mole fraction of H2O and H2.
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In the experiment, the flame was stabilised above a burner that supplies the fuel stream
surrounded by the coflow air. The fuel was a mixture of hydrogen and nitrogen (1:1), which
was provided through a stainless steel tube with an inner diameter of 0.9 cm. The air
coflow annulus had an inner diameter of 9.5 cm. Both fuel and coflow exited the burner
with the same velocity. In the work of Toro et al. [125], flame structures were studied with
the exit velocity of 18 cm/s, 27 cm/s and 50 cm/s individually, where in this work the
flame with the velocity of 50 cm/s was replicated. The mole fraction of stable species was
measured with spontaneous Raman scattering, whereas the temperature was measured with
spontaneous Raman Scattering and coherent anti-Stokes Raman scattering individually, and
a good agreement was achieved between these two methods. The measurements were carried
out along centerline and radial lines at varied distance above the burner.
The simulation domain used in this work (Figure 5.5) extended downstream of the jet
exit for 14 cm to ensure a fully developed flame. Upstream of the jet exit, 0.8 cm were
included in the domain, a sufficient length to obtain the velocity profile at the jet exit.
The computational grid consisted of 15,600 cells. To check the convergence of the solution,
the simulation was repeated on a coarse mesh consisting of 8000 cells and nearly the same
simulation results were obtained. Due to the fact that in the experiment the fuel stream was
diluted in mole ratio (H2:N2 = 1:1) to decrease the heat loss from the flame to the burner,
the burner outer surface was assumed to be adiabatic. Unlike the simulations performed
by Toro et al. [125], the radiation and the thermal diffusion of species were not taken into
account in our model.
Figure 5.6: Comparison between the simulation results (lines) and the experimental mea-
surements (symbols) along the centerline and the radial lines at 3 mm, 10 mm and 20 mm
above the burner.
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Figure 5.5 shows the 2-D contour plots for the temperature and the mole fraction of
OH, H2O and H2. As observed in the experiment, the flame is stabilised above the burner
(see mole fraction of OH). The H2 and O2 are fed into the reaction zone where the mixing
and the combustion take place simultaneously. The main product of the combustion, H2O,
is produced in the flame and shown in Figure 5.5 (right). The highest temperature of the
gas phase is nearly 2000 K. The simulation results along four sampling lines (indicated by
blue lines in 5.5) are presented in Figure 5.6. Experimental results are compared against
the simulation results in terms of the temperature and the mole fraction of stable species
(H2, O2, N2 and H2O). A good agreement is achieved, although the measured temperature
axial profile drops slightly faster than the simulated one. Nevertheless, as aforementioned,
the radiation effect, which may contribute to the additional heat loss from the flame, was
not taken into account in the simulation.
5.3 Test for Nanoparticle synthesis
In the last test case, the nanoparticle synthesis models were tested via an artificial zero
dimensional simulation for the synthesis of TiO2. This test case was originally carried out
by Spicer et al. [120] to validate a moving sectional model. The simulation was conducted
at atmospheric pressure for different temperatures ranging from 1000 to 1800 K. Further,
different initial volume fractions of a mixture of TiCl4 and O2 were set from 0.001 to 0.5. This
test case originally aimed to investigate the impact of the gas phase and surface oxidation
of TiCl4 on the particle formation. For the validation of the implemented Prakash-model,
to simplify the reaction model only the gas phase oxidation was considered and the surface
oxidation was neglected. The formation of TiO2 from the reaction of TiCl4 and O2 was
described by a one-step mechanism:
TiCl4 + O2 TiO2 + 2 Cl2 (5.1)
The reaction rate of the reaction above is calculated as:
dC
dt
= −kC (5.2)
The concentration of TiCl4 is denoted by C and the overall oxidation rate constant k is
written as [90]:
k = 8.26× 104 exp
(−10, 681
T
)
(5.3)
Figure 5.7 shows the particle size distribution (PSD) under the operating condition
T = 1400K and φ = 0.1 for varied time instances. The simulations employing Prakash’s
model were performed individually using 10, 30, and 50 bins with a diameter spacing factor
of 3, 1.5 and 1.2, respectively. Even with different resolutions, the simulations indicate a
similar trend at the different time instances. At the initial stage, a large number of monomers
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(TiO2) are formed from the gas-phase oxidation of TiCl4. Particles grow and form a bimodal
distribution after t = 0.01s, due to the coagulation. The particle continues growing in size
and a self-preserving form is reached at t = 1s. The calculated PSD becomes accurate
with an increasing number of bins and a decreasing space ratio, but leads to an increased
computational cost as well. The simulation results using 50 bins shows the best agreement
compared to the reference results by Spicer et al. [120], where the same space ratio for the
bins is used.
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Figure 5.7: Particle size distribution at different time for T = 1400 K and φ = 0.1
In order to test the sensitivity of the simulation results to the spacing ratio, simulations
using 50 bins with slightly changed spacing ratios (1.2 “+/ − 10%”) were performed. As
shown in Figure 5.8, the deviation of the PSD using varied spacing ratios are noticeable. It
should be stressed that for the calculation of the PSD using Prakash’s model, the spacing
ratio needs to be carefully chosen (sufficiently low) to obtain a convergent solution.
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Figure 5.8: Particle size distribution for T = 1400K, φ = 0.1 using 50 bins accounting for
diameter spacing factors of 1.1, 1.2 and 1.3.
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Figure 5.9: Evolution of the volume-based average diameter of particles for T = 1400 and φ =
0.1, square points: reference simulation results by Spicer et al. [120], black lines: simulation
results using Prakash’s model with 10 bins at the spacing ratio of 3, dashed lines: simulation
results using Kruis’ model, where the sintering effect is not taken into account.
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Figure 5.9 shows a comparison between Kruis’ model and Prakash’s model using volume-
based average particle diameters from the simulations with different temperatures and equiv-
alence ratios. It is an interesting finding that even coarse bins yield the same profile of the
average diameter of the particles as fine bins. All the simulation results agree with the ref-
erence data. It seems that the time evolution of the average particle diameters is robust
against the setting of bins. A second sharp increase of the particle size is observed for all
the presented cases. Compared to other cases, with a low temperature and concentration of
TiCl4 (T = 1000 K, φ = 0.01), the increase of the average particle diameter becomes slow
and the sharp increase take place after 1 s. Although Kruis’ model predicts similar results
as Prakash’s model for small particle sizes up to 10 nm, Kruis’ model underpredicts the
particle size when particles grow sharply. Nevertheless, for the investigated case in sections
7.5 and 7.3, the formed particles have a limited size ranging from 0.5 to 10 nm. Therefore,
Kruis’ model is still suitable there.
As a summary for this chapter on the validation of the flame model, the simulation results
of Openfoam were first compared against the 1-D Cantera calculation of premixed flames.
The overall agreement suggested the reliability of the detailed calculation of chemistry using
Openfoam. It was interesting to notice that for the calculation of the hydrogen flames, even
well-established reaction mechanisms [32, 121, 122] predicted fairly different profiles of OH
downstream of the flame. Due to the computational efficiency of the mechanism proposed
by Li et al. [32], this mechanism was chosen for further simulations of hydrogen flames.
In the second step, the flame model was further tested against the experimental data of
a non-premixed hydrogen flame, where the transport behavior of the gas phase species re-
quired detailed description. A satisfactory agreement between the simulation results and the
experimental measurements gave evidence that the mixture-averaged models mentioned in
Chapter 2 were well implemented in Openfoam. In the last step, the monodisperse model
(Kruis’ model) and the sectional model (Prakash’s model) were validated against the ar-
tificial case for TiO2 synthesis designed by Spicer et al. [120]. Compared to the reference
data obtained by Spicer et al. [120], both Kruis’ model and Prakash’s model implemented in
Openfoam provided similar results. Although Kruis’ model underpredicted the particle size
once the particles became bigger than 10 nm, Kruis’ model is still suitable for the simulation
of nanoparticle synthesis reactors later on, since the investigated nanoparticles were limited
to the size range 0.5 ∼ 10 nm.
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Uncertainties in the experiment
Experimental uncertainties and errors affect the findings from experiments. For example
in a the flame reactor, the flame can be affected by the intrusive measuring techniques
(thermocouple, sampling probe) at low HAB. Furthermore, the geometric configuration of
the reactor may modify the flow field and heat transfer may occur between the reactor
housing and the flame. In most cases, these errors are hard to be reduced, but often, they
can be quantified and corrected by a detailed calculation.
This chapter first presents a mass spectrometry sampling technique for premixed, atmo-
spheric flames, where the sampling nozzle affects the flame, as well as the perforated burner
plate that may cause the non-ideality of the 1-D assumption. A short introduction of a pre-
mixed flame within a low pressure reactor is given in section 6.2. Here a mass spectrometry
sampling technique similar to the one in the first experiment is applied and the buoyancy
effect becomes crucial for the investigated operating condition. In section 6.3, the probing
nozzle effect on the early iron particles is discussed. The section 6.4 shows the experimental
setup for the investigation of soot particles, in which the sampling orifice in the center of
the stagnation plate may notably perturb the flow. In the last section, several measuring
techniques used in the study of silicon-dioxide particle synthesis, as well as the discontinuity
of the measured temperature caused by the reactor housing, are introduced.
6.1 Effect of alignment of sampling nozzle and
perforated plate on the ambient flame [22]
This section was previously published in ‘Combustion and Flame, 162 (5), L. Deng, A. Kempf, O. Hase-
mann, O. P. Korobeinichev and I. Wlokas, Investigation of the sampling nozzle effect on laminar flat flames,
1737-1747 (2015)’ and is reprinted with permission. The author L. Deng implemented the detailed models
for viscosity and thermal conductivity of the gas phase and diffusive transport of species and a solver cou-
pling the conjugate heat transfer to a reactive gas flow, ran all simulations, wrote the paper and generated
all figures. The author O. Hasemann generated the reduced mechanism. The author O. P. Korobeinichev
provided the experimental results and contributed discussions and proof-reading. The authors A. Kempf
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and I. Wlokas contributed guidance, corrections, discussions and proof-reading.
For the study of the flame structure, gas samples are usually taken by a sonic quartz
nozzle, which is inserted into the region of interest of the flame. In a typical experiment, the
burner is moved in the axial direction, relative to the sampling nozzle, to measure spatially
resolved concentrations of every species as a function of height above the burner (HAB).
However, the technique is invasive and the sampling nozzle does affect the flame, so further
calibration and additional measurements of temperature are needed to preserve the precision
of the experiment.
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symmetry
Figure 6.1: Sketch of the experimental setup used by Korobeinichev et al. [13]. The OH
concentration field indicates the shape and location of the methane flame and the extension
of the computational domain. Image is not exactly to scale. Reprinted with permission [22].
It is important to examine what is already known about the continuous sampling of a
flame at ∼ 2000 K through a small orifice into a mass spectrometer. The fact that there
has to be sonic flow, with a Mach number of unity, in the narrowest part of the orifice
leads to a considerable cooling (by up to 300 K) of the sample [14, 126]. However, before
reaching the inlet hole, the flame gases have to move close to the tip of the relatively
cool sampling nozzle and consequently there is a further cooling of the sample in thermal
boundary layers [127, 128, 129]. This cooling is bigger for a smaller orifice [130], but has
been measured to be as much as 400 K [129, 130]. After passing through the orifice, the
sample expands supersonically and almost adiabatically [126] in the first vacuum chamber,
where the temperature can fall to ∼ 400− 500 K before collisions cease.
Interestingly the cooling in the supersonic expansion is greater for a larger inlet orifice
[130]. The residence times in the thermal boundary layer and supersonic expansion are
Deng et al. Combust. Flame (2015), reprinted with permission.
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both of the order of 0.1 µs [131], so that ionic reactions like HCl + e− = H + Cl− and
NH+4 + H2O = NH4 + H2O [132] are fast enough to be equilibrated in the flame, in the
thermal boundary layer and also in the earliest part of the supersonic expansion. In these
cases the mass spectrometer measures ratios of ion concentrations for the point, where
an equilibrium freezes. It appears that boundary layer cooling dominates for inlet orifices
smaller than 100− 150 µm in diameter, but for larger orifices the cooling is entirely in the
supersonic expansion. For these larger inlet orifices other effects such as scattering in the
first chamber can be important [133]. In addition to the sample being cooled by a probe,
there is a disturbance to the flame’s flow field [134, 135].
simulation domain
symmetry planes
flame
5 mm
3 mm
0.5 mm 0.2 mm
Figure 6.2: The perforated plate of the burner, and the computational domain for simulation
of the flow through the plate. Reprinted with permission [22].
Smith [136] examined the sampling nozzle’s effect on an H2/O2/Ar flame, doped with
HCN by measuring the concentration of the CN radical using probes with differently sized
orifices. In order to quantify the gas dynamic effect of the sampling nozzle, Yi and Knuth
[137] expressed the shift in concentration profiles as a function of the orifice diameter,
the Reynolds number and the Schmidt number. However, due to the complexity of the
sampling system, an accurate prediction of all the effects could not be obtained. Alongside
these theoretical studies, many experiments have been conducted to analyze the problem
[138, 23, 139, 140]. An investigation on the interaction of a sampling probe on a narrow
flame by Korobeinichev et al. [138] confirmed the need for a detailed study of the probe
effects. Thus, based on their work, Korobeinichev et al. [138] suggested a semi-empirical
relation for the point of sampling being shifted in the axial direction to compensate for
the probe effects. The effects of a sampling nozzle on the structure of a low-pressure flame
were studied by Hartlieb et al. [23], who measured the concentrations of OH and NO using
laser-induced fluorescence. Struckmeier et al. [139] have focused on the cooling of a flame
gas by a sampling probe at different axial positions along a flat, premixed, low pressure
flame. Recently, Skovorodko et al. [140] have presented a numerical study of probe-induced
perturbations of a CH4/O2/Ar flame for comparison with experimental measurements by
Korobeinichev et al. [13]. They used a finite difference method, a heat source model, and
Deng et al. Combust. Flame (2015), reprinted with permission.
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the measured temperature of the probe surface.
Furthermore, the perforated plate on which the flame was stabilized can also cause
deviations from perfect one-dimensionality, especially near the burner. Several groups have
examined the flow through plates, perforated to generate turbulence [141, 142, 143]. Somers
and de Goey [144] completed a two-dimensional numerical study to consider perturbations
originating from holes with different diameters for a stoichiometric methane-air flame. In
the context of the heat flux method for measuring flame speeds, Bosschart and de Goey
[145] have investigated a perforated plate burner. Recently, Konnov et al. [146] investigated
2-D effects in a flat flame burner by means of computational fluid dynamics, but the burner
plate was modeled as a porous plug.
In the present work, the setup of Korobeinichev et al. [13] and Knyazkov et al. [147,
148] was analyzed for the burning of a CH4/O2/Ar flame and another of H2/O2/N2. These
measurements, used to verify the simulation methods employed, were made at atmospheric
pressure which is exceptionally high for this type of diagnostic.
The experimental setup for the methane flame is shown in Figure 6.1. A similar setup was
operated for the hydrogen flame. This set-up used an axis-symmetric quartz sampling probe
with a tip diameter of 0.24 mm and an orifice diameter of 0.08 mm, which is sufficiently
small for any effects of the supersonic expansion to be ignored [1]. The conical probe had
inner and outer angles of 40◦ and 51◦ respectively and was fixed to a water cooled base plate.
For the methane flame measurements, the distance from the burner surface to the probe
was varied from 0.17 mm to 3.59 mm. The diameter of the burner plate was 16 mm and the
velocity of the unburned gas was 0.157 m/s at a temperature of 368 K. The mole fractions
of CH4/O2/Ar were 0.06/0.15/0.79, corresponding to an equivalence ratio of Φ = 0.8 and
resulting in an adiabatic flame temperature of 1855 K. For the hydrogen flame experiment,
burner distances from 0.4 mm to 2.8 mm were considered. The diameter of the burner plate
was 24 mm and the velocity of the unburned gas was 0.425 m/s at a temperature of 333
K. The molar composition of 0.165/0.075/0.76 for H2/O2/N2 yields an equivalence ratio of
Φ = 1.1 and an adiabatic temperature of 1476 K. Both burners were open to the atmosphere
and an ambient pressure of 101325 Pa was assumed for the simulations. The orientation of
the burners was ‘upright’.
The perforated plate, 3 mm thick, had holes of 0.5 mm in diameter, spaced 0.7 mm apart
center to center, as shown in Figure 6.2. The region upstream of the perforated plate was
filled with 3 mm (diameter) metal beads to homogenize the flow. The perforated plate and
the computational domain are sketched in Figure 6.2.
The simulation results of adiabatic, one-dimensional, laminar flame models, as imple-
mented e.g. by PREMIX [44] or Cantera [119] cannot capture the effect of the sampling
nozzle and have therefore shown a clear deviation from the measurements. The present
study applies a detailed simulation to determine the effect of the sampling nozzle on the
flame and to explore whether a bias is induced by the perforated plate on the burner’s face.
In addition, a simulation work-flow is suggested for the detailed calculation of perturbed
laminar flames in order to enhance the interpretability of experimental measurements, ob-
tained from mass spectroscopy with molecular beam sampling.
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6.2 Effect of buoyancy and sampling nozzle in a low
pressure flame reactor
The work in this section is going to be submitted to the journal Combustion and Flame. L. Deng developed
the code and the flame model and ran all simulations. Y. Karakaya from the Chair of Thermodynamics,
Institute for Combustion and Gas Dynamics, University Duisburg-Essen conducted the experiments.
Another experiment using the sampling mass spectrometry on the CH4/O2/Ar flames was
conducted at the Chair of Thermodynamics, Institute for Combustion and Gas Dynamics,
University Duisburg-Essen. They used a McKenna type burner, installed in a low-pressure
housing. The burner diameter is 60 mm, the operating pressure was set to 16 kPa. The
orientation is upwards. The reactor consists of a combustion-, an expansion- and an analysis
chamber, each with a diameter of 250 mm.
60 mm
250 mm
flame
combution 
chamber
burner
34
 m
m
outlet
sampling 
probe
Figure 6.3: The low pressure flame reactor (left), and a sketch of the combustion chamber
(right).
Figure 6.3 illustrates the combustion chamber of the reactor, containing optical windows,
vacuum pump connection and four exhaust gas outlets. In addition, a sampling nozzle was
mounted at the top of the combustion chamber to extract the gas samples at different HAB.
This probe was made of nickel, with a thickness of 0.2 mm. The distance between the burner
and the probe can be varied in a range of 0 − 300 mm. Through the orifice (0.55 mm in
diameter) of the nozzle, the molecular beam was formed in the expansion chamber and
passed to the mass spectrometer. In the present work, the mentioned experimental setup
was used for the analysis of flames with an equivalence ratio of 0.8, 1 and 1.2 individually.
For all the flames, the fresh gas was fed into the burner at a flow rate of 4 standard liter
per minute (slm). The flow rate for mixture components is shown in table 6.1.
As illustrated by Weise et al. [149], the design of a reactor for nanoparticle synthesis is
normally very straightforward. However, the fluid dynamic and thermodynamic processes
within the reactor are complex and may modify the flow- and temperature fields. Therefore,
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Table 6.1: Equivalence ratio, and the corresponding flow rate for mixture components.
φ CH4[slm] O2[slm] Ar[slm]
0.8 0.57 1.43 2
1 0.67 1.33 2
1.2 0.75 1.43 2
2D/3D CFD simulations are required to evaluate the influence from the fluid dynamic and
thermodynamic processes.
The simulations showed that also in the upward-giving configuration, buoyancy affects
the flow field, especially at large heights above the burner, which are of interest for particle
forming flames. The probing effect, as mentioned in the studies of flame structure, has to
be considered in the simulation. Details of the simulation and the results are presented in
section 7.2.
6.3 Effect of alignment of sampling nozzle on the
formation of early iron particles [12]
This section was previously published in ‘CrystEngComm 17 (36), S. Kluge, L. Deng, O. Feroughi, F.
Schneider, M. Poliak, A. Fomin, V. Tsionsky, S. Cheskis, I. Wlokas, I. Rahinov, T. Dreier, A. Kempf, H.
Wiggers and C. Schulz, Initial reaction steps during flame synthesis of iron-oxide nanoparticles, 6930-6939
(2015)’ and figures are reprinted with permission. The author L. Deng developed the detailed models for
viscosity and thermal conductivity of the gas phase and diffusive transport of species, ran all simulations
and generated parts of the figures. The author S. Kluge conducted the PMS and QCM measurements for
the Duisburg reactor, wrote the paper and generated most parts of figures. The author O. Feroughi con-
ducted the LIF measurements for the Duisburg reactor. The authors F. Schneider, M. Poliak, A. Fomin
and V. Tsionsky conducted the experiments for the Tel Aviv reactor. The authors S. Cheskis, I. Wlokas,
I. Rahinov, T. Dreier, A. Kempf, H. Wiggers and C. Schulz contributed guidance, corrections, discussions
and proof-reading.
Investigation of iron-oxide nanoparticles is important for researchers due to their wide
range of application, including optical magnetic recording, magnetic resonance imaging, gas
sensors, and bioseperation. Interested readers are referred to the review article of Lu et al.
[150]. Flame-assisted synthesis is an attractive way to produce iron-oxide nanoparticles with
tailored particle properties. It provides many advantages, e.g. high production rate, great
purity of the product and most importantly, an easily scalable route to large-scale industrial
production [151, 152].
Many research groups worldwide investigated the effects of combustion conditions on the
formation of iron-oxide nanoparticles. Janzen et al. [153] studied the effect of the different
amount of precursor loadings on the formation of iron-oxide nanoparticles. In their work,
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
CHAPTER 6. UNCERTAINTIES IN THE EXPERIMENT 61
Figure 6.4: Experimental setup of Duisburg reactor.
nanoparticles in a size region of 4-12 nm were synthesized in a low pressure, premixed
H2/O2/Ar flame. Zachariah and coworkers [154] operated a premixed CH4/O2/N2 flame
doped with two different precursors to obtain silicon coated iron-oxide nanoparticles. Besides
premixed synthesis flames, several studies were performed using non-premixed flames as well.
Buyukhatipoglu et al. [155] investigated the effects of flame temperature, additive loading
and flame configuration on the size of iron-oxide nanoparticles formed inside a methane
diffusion flame. In the work of Kumfer et al. [156], the flame was fed by an injection of
oxidizer into a surrounding hydrocarbon fuel. They explored the temperature effect on the
particle size by varying the stoichiometric mixture fraction.
Recently, early iron particle formation has been observed by Feroughi et al. [157] and
Poliak et al. [18] in a non-premixed and a premixed Fe(CO)5 doped CH4/O2 flame, re-
spectively. The study of Feroughi et al. [157] proposed a reaction mechanism combining
iron-oxide formation by Wlokas et al. [91] and iron-cluster formation by Wen et al. [158].
This mechanism was also used in the work of Poliak et al. [18], where they measured the
deposition of particulate material using a PMS combined with a quartz crystal microbalance
(QCM). Their measurements were qualitatively confirmed by one-dimensional simulations
of the doped flame.
This work presents methods to investigate the initial steps toward the particle formation.
Two reactor systems were investigated using several measurement techniques to obtain
extensive information for the validation of CFD simulations and the kinetic model of the
precursor. For the first reactor system, the Duisburg reactor (DU-R), the mass flow rate
of condensed material, the temperature and the iron atom concentration were measured
by QCM, NO-LIF thermometry and laser-induced fluorescence (LIF), respectively. In the
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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second reactor system, the Tel Aviv reactor (TA-R), in addition to the PMS measurement
for the mass flow rate, the temperature was measured by OH-LIF and the concentration of
FeO by intra-cavity laser absorption spectroscopy (ICLAS).
A water-cooled sintered matrix was placed in the DU-R of 100 mm in diameter with
four windows that provide optical accesses for the LIF measurement. To extract the gas
samples, a sampling nozzle was used, which was made of nickel (BeamDynamics model 2)
with a 0.5 mm orifice. The bottom-to-top flame was fed by the fresh gas (400 sccm H2, 400
sccm O2 and 600 sccm Ar), leading to an equivalence ratio of 0.5 at a pressure of 3000 Pa.
In the TA-R, a top-to-bottom flame was burnt on a McKenna burner with a diameter of 60
mm. A stainless steel sampling nozzle with a 0.5 mm orifice was used here. The fresh gas,
constituting of 450 sccm CH4, 900 sccm O2 and 1-51 sccm N2 was injected into the burner
at a pressure 4000 pa. For the both reactor systems, part of the argon was replaced by
Fe(CO)5 to add precursor into the flame. The precursor concentration was varied between
0-200 ppm for DU-R experiments and 20-920 ppm for Tel Aviv experiments. The setup and
the working strategy of LIF measurement will be described in subsection 6.5.
Numerical simulations were conducted to consider the impact of the geometric config-
uration of the reactor and the sampling nozzle on the flame, and further on the evolution
of nanoparticles. The monodisperse model was used to simulate formation and growth of
the iron-oxide particles. The simulation results were compared with the experimental data
to enhance the interpretability of the experimental measurements. Section 7.3 discusses the
simulation and the results of the described experimental configurations.
6.4 Effect of stagnation-plate and sampling orifice on
an ambient flame [159]
Most parts of this section were previously published in ‘Combustion and Flame 162 (10), J. Camacho, C.
Liu, C. Gu, H. Lin, Z. Huang, Q. Tang, X. You, C. Saggese, Y. Li, H. Jung, L. Deng, I. Wlokas and H.
Wang, Mobility Size and Mass of Nascent Soot Particles in a Benchmark Premixed Ethylene Flame, 3810-
3822 (2015)’ and figures are reprinted in chapter 7 with permission. The author L. Deng implemented the
detailed models for viscosity and thermal conductivity of the gas phase and diffusive transport for species,
ran all CFD simulations and 1-D Cantera simulations and generated parts of the figures. The author J.
Camacho conducted the experiments at University Stanford, wrote the paper and generated most parts
of figures. The author C. Liu conducted the experiments at Stanford University. The authors C. Gu and
H. Lin conducted the experiments at Shanghai Jiao Tong University. The authors Q. Tang conducted the
experiments at Tsinghua University. The author C. Saggese ran all 1-D OPPDIF simulations. The author
Y. Li conducted the experiments at University of California Riverside. The authors Z. Huang, X. You, H.
Jung, I. Wlokas and H. Wang contributed guidance, corrections, discussions and proof-reading.
For the investigation of soot particle formation in the premixed laminar flame, an often
used facility [160, 15, 161, 162] is a combination of burner stabilized stagnation (BSS) flame,
micro-orifice probe sampling and scanning mobility particle sizer (SMPS). The burner setup
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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is shown in Figure 6.5, where the flame burns on a water-cooled burner towards a circular
plate cooled by water. In the center of the plate, a micro-orifice is drilled for sampling. The
boundary condition of the flame can be fully specified, since the plate acts as a stagnation
surface downstream the flame. In this way, the flame can be simulated using one dimensional
tools, such as OPPDIF [163], PREMIX [44] and Cantera [119], which in turn enables a direct
comparison between the simulation results and the measurements. The combination of BSS
flame and SMPS provides valuable data for understanding chemical and physical processes
of soot particle formation and further contributed to refined theoretical and experimental
modeling.
Figure 6.5: The burner stabilized flame and the stagnation plate with a sampling orifice in
the center (from the University of Stanford).
The target flame was the benched flame (Flame C3 [161]) at atmospheric pressure,
burning the fresh gas (16.3% C2H4, 23.7% O2 and 60% Ar) with an equivalence ratio of
2.97. The fresh gas was fed into the burner with a velocity of 8 cm/s at standard conditions
(298 K and 1 atm), whereas a shroud of nitrogen with a velocity 43.6 cm/s was injected
to isolate the flame from the ambient air. In the laboratory at Stanford, the measurements
dependency on the burner size was first checked by two different burner diameters (5 and
7.6 cm). As no significant difference was observed, further measurements (see section 7.4)
were conducted using the burner with a diameter of 5 cm. The material for the outer
body was brass, whereas the plug plate was made of bronze. The plug was a porous plate
with a pore size of 20 µm and a thickness of 1.3 cm. In order to specify the temperature
boundary condition at the burner and the stagnation surface for the numerical modeling, a
thermocouple with a wire diameter of 130 µm and a bead size of 300 µm were used. The
thermocouple surface was coated with a mixture of Y/BeO to prevent surface catalysis.
Radiation correction was taken into account following the procedure of Shaddix [164]. The
uncertainty in the corrected temperature at the lowest measured temperature was around
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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±5 K, whereas the uncertainty may reach ±90 K at the peak temperature. The temperature
at the burner surface was obtained via extrapolation of the axial temperature data towards
the burner surface, where the closest distance to the burner surface was the radius of the
thermocouple bead.
The flow stagnation surface used here is an aluminum disc (8 cm in diameter and 1.3 cm
in thickness), in which a stainless steel tubular sampling probe with a thin-wall (0.635 cm)
was embedded. The disc was water cooled and the temperature of the stagnation surface
was measured by a type-K thermocouple. For the measurement, the stagnation surface can
be moved along the axial direction of the flame as a function of HAB with an accuracy of
±0.025 cm. The soot samples were extracted from the flame through the sampling orifice
with a diameter of 127 µm, and they were rapidly diluted with a cold flow of nitrogen at 30
L/min (298 K and 1 atm) to reduce particle coagulation. The pressure-drop across the orifice
controls the flow rate into the orifice and was measured by two manometers upstream and
downstream of the sampling orifice. Furthermore, the dilution ratio was given as a function
of the pressure drop.
The described sampling method was applied on the same flame in Stanford, Tsinghua and
Shanghai Jiao Tong universities. Here, two dimensional CFD simulations were conducted
based on the Stanford experiment to evaluate the impact from the sampling orifice on the
flame and further on the measurement. Due to the pressure drop across the sampling orifice,
the velocity through the orifice under dilution increases by a factor of 100 and a spherical
volume of the sampling zone is formed in the vicinity of the orifice. Hence, the flow field and
the temperature can be highly influenced. Two dimensional CFD simulations were carried
out to understand the nature of the sampling method and to examine how strong it affects
the boundary condition of the one dimensional stagnation flame formulation. In section
7.4, detailed discussions and suggestions are given by the comparison of experimental- and
simulation results with the consideration of the probing effect.
6.5 Effect of geometric configuration of the reactor
on the flame [25]
This section was previously published in ‘Proceedings of the Combustion Institute, O. M. Feroughi, L.
Deng, S. Kluge, T. Dreier, H. Wiggers, I. Wlokas and C. Schulz, Experimental and numerical study of a
HMDSO-seeded premixed laminar low-pressure flame for SiO2 nanoparticle synthesis (2016)’ and figures are
reprinted with permission. The author L. Deng implemented the detailed models for viscosity and thermal
conductivity of the gas phase and diffusive transport of species and Kruis’ model, ran all simulations and
generated parts of the figures. The author O. M. Feroughi conducted the LIF measurements, wrote the
paper and generated most parts of figures. The author S. Kluge conducted the PMS measurements. The
authors T. Dreier, H. Wiggers, I. Wlokas and C. Schulz contributed guidance, corrections, discussions and
proof-reading.
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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The synthesis of silicon dioxide (SiO2) nanoparticles was studied in a lean H2/O2/Ar
flame doped with hexamethyldisiloxane (HMDSO). The properties of nanoparticles depend
on the temperature of the flame, since it is strongly related to thermo-decomposition of the
precursor and to the particle formation, and therefore of great interest. In the current work,
the temperature of the gas-phase was measured by multi-line NO laser-induced fluorescence
(LIF). For the measurement, a small amount of NO (around 100 ppm) was doped in the
flame with negligible influence on the flame chemistry.
Figure 6.6: Configuration of the flame reactor. Distribution of the temperature (top) and
the mole fraction of OH (bottom).
An important intermediate species during the formation of SiO2 particles is SiO, which
is formed after the decomposition of the precursor and the nucleation and formation of the
particles. Since this intermediate links the gas-phase chemistry and the particle formation
and growth, the measured SiO concentration serves as a valuable input for the development
of models and the simulation validation. A series of studies [165, 166, 167, 168, 169, 170,
171] has been conducted focusing on the SiO LIF measurement during different chemical
and physical processes (e.g. dry oxidation, chemical vapor deposition and flame assisted
synthesis) of particle formation in various material systems. For this work, LIF excitation
emission measurement for SiO was carried out on the H2/O2/Ar flame mentioned above,
following the procedures introduced in [172]. The size distribution of SiO2 particles was
measured by PMS using molecular beam sampling. This PMS system has been established
and successfully used for the previous studies [173, 12] for the measurement of particle size
distributions in low pressure flame.
As illustrated in Figure 6.6, within a cylindrical reactor (300 mm in length and 100 mm
in diameter), an H2/O2/Ar flame was stabilized on a water-cooled sintered stainless-steel
burner with a diameter of 36 mm at a pressure of 3 kPa. The flame was sustained by a
feeding of 700 sccm H2, 900 sccm O2, 300 sccm Ar and 200 ppm of HMDSO, leading to
an equivalence ratio of 0.39 and a gas velocity of 1m/s. The burner head can be moved in
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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a range of 0-210 mm so that the optical measurements and the molecular beam sampling
were obtained as a function of HAB. For optical access, four fused silica windows (50 mm
in diameter) were equally distributed around the reactor side and flushed by the inert gas.
A sampling nozzle in combination with a skimmer (both made of nickel and 0.5 mm
in orifice diameter) were used to form a molecular beam that propagated into the analysis
chamber, where physical and chemical processes of particles were frozen due to the gas
expansion with a pressure of ∼ 10−4 Pa. The charged particles travel through an electric
capacitor, where they are deflected according to their mass and charge. By varying the
voltage of the capacitor, the particles with the different charge/mass are classified and
passed through an outer slit. Finally, these particles reach a Faraday-cup detector and the
deflection voltage is measured. The mass of particles is calculated assuming completely
fused, spherical particles within the molecular beam.
The measurements of temperature were carried out at five burner positions, leading
to a variety of modified geometric configurations, which may cause the discontinuity in the
temperature field. Therefore, simulations were performed separately according to the burner
positions to quantify the uncertainties of the measurements. The sampling probing effect was
not taken into account for the modeling of the particle synthesis, as the PMS measurements
were conducted far downstream of the flame. Simulation results were compared with the
measurements for the validation of the proposed kinetic model of SiO/SiO2 formation. The
measurements and the simulation results are presented in section 7.5.
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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Simulations and results
Simulations and results are discussed in the same order as the experiments introduced in
the previous chapter.
7.1 Effect of alignment of sampling nozzle and
perforated plate on the ambient flame [22]
This section was previously published in ‘Combustion and Flame, 162 (5), L. Deng, A. Kempf, O. Hase-
mann, O. P. Korobeinichev and I. Wlokas, Investigation of the sampling nozzle effect on laminar flat flames,
1737-1747 (2015)’ and is reprinted with permission. The author L. Deng implemented the detailed models
for viscosity and thermal conductivity of the gas phase and diffusive transport of species and a solver cou-
pling the conjugate heat transfer to a reactive gas flow, ran all simulations, wrote the paper and generated
all figures. The author O. Hasemann generated the reduced mechanism. The author O. P. Korobeinichev
provided the experimental results and contributed discussions and proof-reading. The authors A. Kempf
and I. Wlokas contributed guidance, corrections, discussions and proof-reading.
This section presents the simulations and the results for a premixed CH4/O2/Ar and a
premixed H2/O2/N2 burnt on a perforated-plate burner. The objective of the simulation is
to investigate the perturbation induced by the sampling nozzle and the perforated plate.
The experimental setup was introduced in section 6.1.
In addition to the modeling of reactive flow, the heat transfer within the solid needs to be
taken into account. This was described by the transient Fourier equation (7.1) for unsteady
heat conduction. This equation was solved together with the conservation equations of the
reacting fluid. In Eq. (7.1), c and k indicate the specific heat capacity and the thermal
conductivity of the solid respectively.
∂
∂t
(ρcT )−∇ · (k∇T ) = 0 (7.1)
The surface of the quartz probe was assumed to be chemically inactive. However, the reaction
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kinetics were affected by the presence of the wall through a longer residence time and heat
transfer to the wall.
The transient simulation coupled the calculation of the chemical source term and the
convective and the diffusive transport in the fluid with the heat conduction in the solid.
Such computations suffer from a wide variation in the time scales governing the different
physical phenomena involved. For a steady solution of the heat distribution within the solid
nozzle, the transient term in equation (7.1) is zero, so that the specific heat capacity of the
solid could be reduced, to shorten the convergence time.
Kinetic modeling
The reaction kinetics of the H2/O2 system was described using the mechanism by Li et al.
[32], consisting of 8 reacting species and 25 reactions. The detailed mechanism was employed
for the one-dimensional, the two-dimensional and the three-dimensional simulations.
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Figure 7.1: Species profiles in a freely propagating flame predicted with GRI3.0 and the
new reduced mechanism. The unburned gases composition corresponds to the investigated
methane flame. Reprinted with permission [22].
For the CH4/O2 system, the one-dimensional simulations were performed initially with
the GRI 3.0 mechanism [123], which consists of 35 species and 219 reactions, excluding the
C/N/O subsystem. The GRI mechanism required large computational times for the two-
dimensional simulations and was not suitable for the simulations of different probe positions.
Thus, a reduced mechanism was developed from the methane combustion mechanism by
Cremer [174] and from the mechanism by O’Conaire et al. [122] as a hydrogen sub-system,
using a genetic algorithm based reduction and optimization methods developed by Sikalo
et al. [55]. The resulting reduced mechanism contains 14 reacting species and 26 reactions
and was optimized to match the temperature profile and species’ concentrations calculated
with GRI 3.0 for an equivalence ratio of 0.7 < Φ < 0.9 at atmospheric conditions. Good
Deng et al. Combust. Flame (2015), reprinted with permission.
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agreement between the GRI 3.0 and the new mechanism was achieved, as demonstrated
for a freely propagating flame in Figure 7.1 for a fresh gas composition of the investigated
methane flame. It must be noted that the aim of the reduction/optimization was to stay
consistent with the reference mechanism used in the one-dimensional simulations, regardless
of the quality of the reference mechanism.
Simulation
The overall simulation strategy required the investigation of all possible violations of the
one-dimensionality of the flame, which is usually perturbed by the geometry and other
properties of the experimental setup. The investigated flames are open to the atmosphere,
which reduces the relevant geometric features to the perforated burner plate and the probing
nozzle attached to the water cooled flange.
The CFD simulations of the flame-probe configuration were conducted in a two di-
mensional computational domain containing a fluid and a solid part. The axis-symmetric
wedge had an extent of one element in the angular direction, as Openfoam requires a three-
dimensional integration domain. The extent in the radial direction was chosen to be 20
mm, ensuring a sufficient distance between the burner and the boundary of the integration
domain. The domain length was varied from 13.67 mm to 17.09 mm for the methane flame
and from 13.9 mm to 15.9 mm for the hydrogen flame, depending on the burner and probe
position.
The mass flow rate from the experiments [13, 147, 148] was set at the inlet where diffusion
of species was suppressed. The temperature at the outer surface of the probe resulted from
the coupled simulation. The inner surface was considered as adiabatic, neglecting heat losses
due to radiation and convection at the very low gas density on the inside of the nozzle. The
pressure at the outer boundaries of the integration domain was set to 101325 Pa, as all
experiments were performed with burners, which were open to the atmosphere. The outlet
pressure at the orifice was set to 60150 Pa for the methane flame and 63855 Pa for the
hydrogen flame, resulting from the assumption of a critical mass flow rate through the
choked orifice in the nozzle.
These simulations were performed for five significant probe locations in both, the methane
flame (0.17, 0.32, 0.73, 1.06, 3.59 mm HAB [13]), and the hydrogen flame (0.4, 0.6, 0.8, 1.4,
2.4 mm HAB [147, 148]). All simulations were performed with Openfoam on a hexahedral
mesh ranging from 37740 to 47980 cells; each case required a run time of 1 week utilizing 12
cores (AMD Abu Dhabi 6344, 2600 MHz). The effects induced by the perforated burner were
simulated on a three-dimensional computational grid (19950 cells), which exploits various
symmetry planes as shown in Figure 6.2. The domain extended 5 mm downstream from
the perforated plate, to consider the distortion of the flame. The thickness of the reaction
zone was 0.66 mm for the hydrogen flame and 0.8 mm for the methane flame, based on the
steepest temperature gradient. The uniform inlet velocity corresponded to the mass flow
rate in the experiments [13, 147, 148]. At the outer burner’s outer surface, the temperature
was calculated from the coupled heat flux simulation. The temperatures at the inlet and
Deng et al. Combust. Flame (2015), reprinted with permission.
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at the aligned boundary of the solid part of the computational domain were set to values
measured in the corresponding experiments (368 K for the methane flame and 333 K for the
hydrogen flame). The run time for each simulation was approximately 5 days on 12 cores.
The 2-D/3-D simulations of the methane flame were conducted using a reduced mech-
anism to reduce computational cost. To obtain species’ concentrations from the detailed
mechanism, a post-processing procedure was applied by relying on the assumption that the
temperature field is calculated with a good accuracy even when the reduced mechanism is
used: First, the CFD simulation of the flame was performed with the reduced mechanism,
which yielded the flow and temperature fields. These fields were used in Cantera to cal-
culate the chemical state along a streamline, using a detailed mechanism. (This approach
is widely applied where the temperature profiles can be obtained from the experiments.)
One-dimensional simulations based on temperature profiles reconstructed with CFD have
been presented by Weise et al. [149] or Wlokas et al. [91] in the past.
Results and discussion
Although the robustness and validity of the finite rate chemistry solver implementation in
Openfoam was tested in Chapter 5, the 2-D modeling of investigated flame needs to be
validated here. It was realized by comparing the results of three different simulations of the
ideal burner-stabilised H2/O2/N2 flame: an initial simulation was conducted in Openfoam
in one dimension, a second one in Openfoam in two dimensions, and a third one in one
dimension using Cantera. All three results in Figure 7.2 demonstrate a good agreement of
the three methods. The small deviations are mainly due to the lower grid resolution of the
Openfoam simulations and due to the slightly different treatment of the inflow boundary
conditions in Cantera. The good agreement of the temperature field is particularly relevant
for the species post processing that was previously outlined and inspires confidence that the
burner- and probe-induced effects on the flame can be simulated with good accuracy.
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Figure 7.2: Mole fraction of OH and the temperature as function of height above burner
(HAB) simulated with Cantera and with Openfoam for the hydrogen flame. Reprinted with
permission [22].
The sampling probe causes aerodynamic effects (flow acceleration and hence reduced
residence time) and thermal effects (heat transfer to and from the nozzle) on the flow, the
Deng et al. Combust. Flame (2015), reprinted with permission.
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temperature and the species fields. In order to distinguish between the thermal and the
aerodynamic effects, different temperature boundary conditions were applied for the probe:
an adiabatic, an isothermal and the conjugate heat transfer model between the gas phase and
the solid probe. The results for the hydrogen flame are shown in Figure 7.3 in comparison to
the idealized one-dimensional flame (see also Figure 7.2). The isothermal boundary condition
had a strong impact on the temperature and the OH mole fraction profile, whereas the
adiabatic and the conjugate heat transfer model showed a smaller deviation from the ideal,
unperturbed flame. From the results in Figure 7.3 one may conclude that the distortion of
the flame (up to HAB of 0.7 mm) is caused by aerodynamic effects since the adiabatic and
the conjugate heat transfer model show a similar deviation from the ideal 1-D flame. The
aerodynamic and the thermal effects can be individually distinguished only near the orifice
(above HAB of 0.7 mm in Figure 7.3), where the accelerated gas is cooled. This cooling has
little effect on the OH mole fraction (compared to the adiabatic probe), as the residence
time in this area is short due to the strong acceleration of the fluid. The overall effect on
the species’ concentrations is considerable – deviations of up to 25 % are observed.
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Figure 7.3: Mole fraction of OH and the temperature as function of height above burner
(HAB) at the burner axis in presence of a sampling probe for the hydrogen flame. Reprinted
with permission [22].
As the measurements in the atmospheric flame were conducted at a very small HAB, the
perforation of the burner plate had to be considered in order to account for the magnitude
of possible deviations. Figure 7.4 shows the simulation results considering the perturba-
tions induced by the perforated plate for the methane and for the hydrogen flame. From
the velocity fields in the vicinity of the burner surface, the streamlinepatterns indicate a
“weak” recirculation or wake caused by the solid parts of the perforated plate. This wake
zone thickens the temperature and the stable species’ concentration (H2O) layer. For the
intermediate species of OH, CH3 or H, this aerodynamic effect is weak, leading to a very ho-
mogeneous concentration field. Figure 7.4 shows a uniform temperature field above the plate
and hence a negligible thermal impact from the perforated plate. This result confirms the
findings by Somers et al. [144]. The simulation results along three parallel lines, which are
indicated in Figure 7.4, are presented in Figure 7.5. Near the burner surface, the variation
in the mole fractions of H2, CH4 and H2O for the three lines has the same quantity as the
Deng et al. Combust. Flame (2015), reprinted with permission.
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deviation between experiment and the various models (see Figure 7.10). For probe positions
very close to the burner surface, the probe suction affects an area that covers the entire
center to center distance between the holes and thus may lead to some compensation of the
inhomogeneity of the burner. However, compensation effects could not be quantified, as the
history of the sample after passing the orifice remains unknown. In the present study, the
position of the probe tip relative to the single holes of the burner surface is not accounted
for, but the simulation sheds light on some disagreement between experiment and the ideal-
ized one-dimensional simulation. The problem of inhomogeneous flow in the vicinity of the
burner surface does not occur for sinter matrix burners. The subsequent simulations were
performed assuming an ideal burner and conjugate heat transfer between the solid probe
and the gas for a steady state flow.
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Figure 7.4: Qualitative pattern of the velocity, the temperature and the mole fraction of
H2O, OH and CH3 field for the CH4/O2 flame, and the mole fraction of H2O, OH and H
field for the H2/O2 flame respectively. Reprinted with permission [22].
The impact of the probe on the temperature field is displayed in Figure 7.6. The large
distortions in the temperature field are mainly a result of convective transport, not of dif-
fusion or heat conduction. This conclusion is also supported by the results shown in Figs.
7.7 and 7.8 for both flames, where the strong effect of the aerodynamic distortion on the
radical species’ concentrations is clearly visible. Figures 7.7 and 7.8 show passive Lagrangian
particles that enter the domain every 0.1 ms (for the hydrogen flame) and every 0.15 ms
(for the methane flame). The particles indicate that the zone where the assumption of one-
dimensionality is violated, is restricted to a spherical volume with a radius of roughly 3
Deng et al. Combust. Flame (2015), reprinted with permission.
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Figure 7.5: Species mole fractions from simulation of the investigated CH4/O2 flame and the
H2/O2 flame above the perforated plate, along lines a, b, and c as displayed in Figure 7.4.
The solid line indicates the unperturbed flame above an ideal flat flame burner. Reprinted
with permission [22].
orifice diameters. However, it must be stressed that this affected volume is the region from
which the sampled gas is taken. Figure 7.9 shows the magnitude of velocity for different dis-
tances between the burner and the probe. The area of high acceleration and short residence
time corresponds to the observation made with Lagrangian particles. Furthermore, for the
short residence times of the probe in the flame the thermal distortion becomes significant –
and more importantly: less quantifiable.
Figures 7.7 and 7.8 show heat conduction in the probe (arrows). Interestingly, the tip
can actually be hotter than the surrounding gas. This weak effect may be relevant when
measurements are taken on the cold side of the flame. Another weak effect on the concen-
trations of species is the gas dynamic cooling caused by the acceleration of the flow up to
the local speed of sound in the orifice plane. Assuming a constant cp of the sample during
Deng et al. Combust. Flame (2015), reprinted with permission.
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Figure 7.6: Temperature field for a probe position of 3.59 mm over the burner surface. The
temperature of the probe tip (solid) reaches 1570 K, while the gas temperature at the probe
orifice reached 1720 K. Reprinted with permission [22].
the isentropic and adiabatic acceleration up to the speed of sound, an additional cooling of
∼ 150 K can be expected. This temperature difference is notable, but the corresponding
residence time is also very short (see Figure 7.9), so that the impact on species’ concentra-
tions measurements is expected to be small. A more detailed investigation of the flow in the
direct vicinity of the orifice is not possible using the low-Mach number approach and would
require a solution scheme for a fully compressible formulation of the conservation equations.
Deng et al. Combust. Flame (2015), reprinted with permission.
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Figure 7.7: Simulation of the CH4/O2 flame: temperature field and streamline pattern on the
left-hand and CH3 radical concentration field on the right-hand side for probe positions of
0.32 mm, 0.73 mm and 1.06 mm above the burner surface. The sample history is visualized by
the Lagrangian particles entering the domain in steps of 0.15 ms. Reprinted with permission
[22].
An important aspect of the simulations was the steady state assumption for the heat
conduction in the solid parts. A transient simulation of one second physical time would
require approximately 5 weeks of computational time on the 12 cores, while the thermal
steady state of the experimental setup takes up to several minutes of real time. Thus, the
thermal distortion is minimized in the experiment and can be quantified by simulations only
if the probe remains long enough in the flame.
A comparison of the simulation results and the measurements are shown in Figure 7.10
and in Figure 7.11 for the methane and hydrogen flames respectively. The classical, one-
dimensional model of the burner-stabilized, laminar flame without correction was not able
to reproduce the measurements. The raw results of species mole fractions in the orifice
plane, calculated with Openfoam have already shown a good agreement despite the low grid
resolution.
The CFD simulations of the methane flame were conducted using a reduced mechanism.
The impact of simplification of the reaction mechanism must be analyzed and compensated
for. This was achieved in a post processing step where the one-dimensional equations of the
laminar flame were solved with Cantera using the GRI 3.0 reaction mechanism, employing
Deng et al. Combust. Flame (2015), reprinted with permission.
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Figure 7.8: Simulation of the H2/O2 flame: temperature field and streamline pattern on the
left-hand and H radical concentration field on the right-hand side for probe positions of 0.4
mm, 0.6 mm and 0.8 mm above the burner surface. The sample history is visualized by the
Lagrangian particles entering the domain in steps of 0.1 ms. Reprinted with permission [22].
the velocity and temperature fields obtained with Openfoam along a streamline. This pro-
cedure resulted in the best agreement between simulation and experiment. Interestingly, the
deviation of the simulations from the experimental measurements near the burner surface
is of similar magnitude as the spread of the concentrations of species in the simulations of
the perforated burner plate, displayed in Figure 7.5. However, a detailed and quantifiable
study of this effect would require additional measurements.
The methane flame was investigated previously by Skovorodko et al. [140]. Their obser-
vations, including a downstream shift of the flame, were qualitatively similar to the results
presented here. (It should be noted that the simulation strategy employed by Skovorodko and
colleagues was very different and required much more ad hoc assumptions and sophisticated
measurements of boundary conditions.) In the present study, the number of assumptions
was minimized to the unknowns of the experimental setup and quantities that are inacces-
sible by the physical model employed. These are: a) the relative position of the orifice to
the burner plate holes, b) the assumption of a critical flow state in the orifice plane, and c)
no heat flux through the inner surface of the nozzle.
The extensive simulations of a hydrogen and methane flame provided detailed insight into
Deng et al. Combust. Flame (2015), reprinted with permission.
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Figure 7.9: The velocity field for different probe positions (methane flame) shows the strong
distortion of one-dimensionality, but also the boundary layer at the probe and the area of
high acceleration; the color coding is logarithmic and clipped at 100 m/s. Reprinted with
permission [22].
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Figure 7.10: Species mole fractions from simulations of the investigated CH4/O2 in compar-
ison to experiments [13]. The species mole fractions from perturbed flame (solid line) were
calculated in one-dimensional simulations using the “reconstructed” temperature profiles of
the flame. Reprinted with permission [22].
Deng et al. Combust. Flame (2015), reprinted with permission.
78 CHAPTER 7. SIMULATIONS AND RESULTS
experiment
perturbed unperturbed, 1D
HAB / mm
perturbed raw
M
ol
e 
fra
ct
io
n 
   
10
-
3  
 0
 30
 90
 150
 0.6  1.2  1.8  2.4  3  0
 30
 90
 150
 0.6  1.2  1.8  2.4  3
 0
 0.6  1.2  1.8  2.4  3  0
 2
 4
 6
 0.6  1.2  1.8  2.4  3
H2
H2O
OH H
Figure 7.11: Species mole fractions from simulations of the investigated H2/O2 in comparison
to experiments [147, 148]. The species mole fractions from perturbed flame (solid line) were
calculated in one-dimensional simulations using the “reconstructed” temperature profiles of
the flame. Reprinted with permission [22].
the perturbation effects caused by the invasive probing technique. The CFD, using detailed
transport models, was shown to reconstruct the temperature field with good accuracy. Com-
plementary CFD enables a better interpretation of species’ concentrations measurements in
the absence of temperature and flow field measurements, and also allows assessment of the
experimental uncertainties. The findings may be summarized as follows:
(a) assuming the probe has a cold, isothermal surface leads to an overprediction of the
probe perturbation effect. This means that a short residence time of the probe in the
flame reduces the reproducibility of the measurements and a thermal steady state of
the experimental setup should be achieved before the measurement is taken. For a long
residence time of the probe in the flame, the adiabatic and the conjugate heat transfer
boundary conditions lead to a similar prediction of the perturbation of the species’
concentration. The presence of an adiabatic probe causes small deviations in the flame
temperature but a significant impact on the measured species’ concentrations.
(b) The aerodynamic cooling due to the acceleration has little effect on species’ concen-
trations.
(c) The geometric distortion (stretching) of the flame caused by the suction is the domi-
nant mechanism for the perturbations caused by the probe.
(d) It was shown that accurate temperature profiles along the probe axis, either from CFD
Deng et al. Combust. Flame (2015), reprinted with permission.
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or measurements, are indispensable for one-dimensional simulations of the experimen-
tal setup.
Considering the wide variety of nozzle types, operating conditions and the complex
interaction of the non-linear physical phenomena involved, it seems unlikely that a simple
scaling rule or correction formula can describe the impact of the probing nozzle with good
accuracy.
7.2 Effect of buoyancy and sampling nozzle in a low
pressure flame reactor
The work in this section is going to be submitted to the journal Combustion and Flame. L. Deng developed
the code and the flame model, ran all simulations. Y. Karakaya from the Chair of Thermodynamics, Insti-
tute for Combustion and Gas Dynamics, University Duisburg-Essen conducted the experiments.
The simulations and the results for premixed CH4/O2/Ar flames in a low-pressure reactor
will be discussed here. The configuration of the experimental setup was introduced in section
6.2. The effect of buoyancy and sampling nozzle were evaluated.
The geometric configuration of reactor may affect the flow field and cause the deviations
from axisymmetry that can not be addressed by 2-D simulations. To investigate whether
the 3-D setup of the reactor can be reduced to the 2-D configuration for the simulation, the
consistency of fluid dynamic behavior between 2-D and 3-D simulation needs to be proven.
This is realized by 2-D and 3-D simulations using simply a hot gas emerging from the burner
surface neglecting chemical reactions. It is the first and necessary step towards the detailed
studies of combustion in a reactor using 2-D simulation.
Kinetic modeling
The reaction mechanism used for the simulation of the CH4/O2/Ar flame was DRM 22
[124], which is a reduced mechanism based on GRI 1.2 [123]. This mechanism constitutes 22
species and 104 reactions, as a suitable mechanism offering a compromise between modeling
accuracy and computational cost.
Simulation
The simulation domain for the 3-D simulations was a pseudo 3-D grid (398,376 cells) that
represented a quarter of the experimental configuration. For the study of 3-D effects, the
domain was extended by 125 mm (diameter of the reactor) in radial direction. On the inlet,
a mass flow rate boundary condition, corresponding to the volume flow rate fed into the
reactor, was applied, while the temperature was set to 400 K. The pressure in the reactor was
equal to 16,000 Pa. An adiabatic boundary condition was applied on the sampling nozzle
outer surface, which appears realistic due to the thin thickness (10 µm) of the sampling
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nozzle and hence the little heat conduction it permits. The nozzle orifice was closed, as the
influence of the open orifice was studied in the later 2-D simulations.
The simulation required the heat release from the chemical reaction. Since the modeling
of finite rate chemistry for a methane flame was prohibitive for the 3-D simulation and
detailed knowledge of the combustion was not relevant for the study of the geometric effect,
a volumetric heat source was used to provide the energy that heats the gas to the desired
temperature. Replacing the term that accounts for the heat release from the reaction (w˙T )
with a fixed heat source (Q˙c), and neglecting the terms considering viscous heating, species
diffusion and chemical reaction, the energy conservation equation 2.9 was simplified as:
∂
∂t
(ρhs) +∇ · (ρuhs) = Dp
Dt
+∇ · (α∇hs) + Q˙c (7.2)
A similar approach had been employed by Weise et al. [149] in a 3-D reactor simulation
and Skovorodko et al. [140] in a 2-D simulation. The buoyancy force resulting from the
density gradient was taken into account by a volume force density term in the momentum
transport equation.
Two types of 2-D simulations were carried out. The first type of 2-D simulations were
used to compare with the 3-D simulation to evaluate the geometric effect. These simulations
employed the heat source and the same boundary conditions as the 3-D simulation. The
second type of 2-D simulations calculated the detailed chemistry to investigate the alignment
of the probe nozzle on the target flame. For the first type of simulations, a quasi 2-D
computational domain, which featured a symmetric wedge with an extent of one cell in
the angular direction, was used. The axial extent of the domain was 150 mm, which was
sufficient for solving the flow field downstream. For the second type of simulations, the
differences were the following: the length of the domain was varied in a range of 1, 2.25, 3.25
and 25 mm, as these values were relevant measuring positions in the experiment, leading to
a total grid cell number from 19,660 to 30,655. The nozzle orifice was open with a pressure
of 12,000 pa that was calculated from the assumption of a critical mass flow rate through
the choked orifice in the nozzle.
Results and discussion
The computed velocity and the temperature fields from the 2-D and 3-D simulation, with
and without gravity, are shown in Figure 7.12. The results from the 2-D and 3-D simulations
are in good agreements, which suggests the suitability of the 2-D simulation to capture the
3-D geometric constraints. Further in Figure 7.12, it can be seen that the structure of the
velocity and the temperature field calculated without gravity are similar to the 1-D flame
predictions that were shown in section 5.1. This proofs one of the most important features of
the present flame, that the simple flame structure enables a 1-D modeling approach. A sharp
velocity and temperature rise due to the heat release from the volumetric heat source can be
observed close to the burner surface. The temperature and the velocity attain a peak value
at roughly 5 mm above the burner, after which they continuously decrease due to the gas
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expansion. In contrast to the behavior discussed above, the simulations considering gravity
show a two-step axial velocity increase and a relatively flat temperature profiles downstream
(see Figure 7.13). This effect results from the buoyancy force and violates the pseudo 1-D
assumption, especially far downstream from the burner. However, due to the fact that the
flame species are usually sampled at low HAB, the top wall of the reactor is closer towards
the burner and thus shortens the flow path and limits the evolution of the flow. Therefore,
the buoyancy force hardly affects the measurement of species concentrations in these cases.
This is proven by the comparison of simulation results between a 1-D, unperturbed Cantera
simulation and a 2-D simulation with the sampling position at 25 mm (see Figure 7.17
and 7.18 ). Nevertheless, for the measurements of the particle distribution function under
such a flow condition, the buoyancy effect may become relevant, since the measurements
are normally conducted downstream of the flame. Due to the fact that the modified velocity
affects the residence time of the particles and the temperature affects the particle formation,
gravity was taken into account in the next two simulations regarding the particle formation
and growth.
Figure 7.12: The velocity and the temperature field from 2-D and 3-D simulation, top:
simulation without gravity, bottom: simulation with gravity.
The simulated temperature and species OH and H were found to provide a consistent
picture of the physics. However, simulation results for CH3 have shown a strange behavior,
e.g. under the probing effect, the mole fraction of CH3 for the whole flame was increased,
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Figure 7.13: Axial velocity and temperature from 3-D simulation with and without buoyancy
effect.
even at the position far away from the orifice (see Figure 7.14). This inconsistency could be
addressed to the reduced reaction mechanism used for the simulations. In order to prove this,
simulations were carried out in Cantera with the velocity and temperature profile along the
streamlines from Openfoam simulations, as indicated in Figure 7.14 left. Simulation results
along the different streamlines show a similar behavior. As an example, simulated CH3
mole fractions along one streamline were displayed in Figure 7.15 and two inconsistencies
appear here. First, the mechanism DRM 22 shows a significant inconsistency in comparison
to the original mechanism GRI 1.2 for the simulation using the velocity and temperature
profile from Openfoam with the closed orifice. It seems that the CH3 prediction was not
the focus in the mechanism reduction and validation for the investigated flow conditions.
Second, the mechanism DRM 22 is more sensitive to the very slightly changed velocity
profile compared against the mechanism GRI 1.2. Thus, as shown in Figure 7.14 and 7.15,
the CH3 concentration increases significantly with the open orifice. Nevertheless, tests using
the original mechanism (GRI 1.2) have shown a consistent picture for CH3 and consistent
CH3 mole fractions were predicted for the cases with open and closed orifice.
Figure 7.14: Strange (unphysical) behavior of CH3 mole fractions with open (left) orifice in
comparison to closed (right) orifice.
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Figure 7.15: Prediction of CH3 mole fraction using different mechanisms for the investigated
case. Left: simulated CH3 mole fraction using GRI 1.2 and DRM 22 mechanism with the ve-
locity and temperature profiles from 2-D simulation with open and closed orifice. Middle: the
velocity profiles from 2-D simulations with open and closed orifice. Right: the temperature
profile from the 2-D simulations with open and closed orifice.
Figure 7.16 shows the computed temperature and the mole fraction fields of OH and
H from the stoichiometric flame affected by the sampling nozzle at different positions. At
the farthest position of 25 mm above the burner, the sampling nozzle hardly influences the
flame, and thus a flat unperturbed flame can be seen in the left column of Figure 7.16. As
shown in the top of Figure 7.16, the closer nozzle position leads to a cooler temperature field,
due to a stronger convective heat loss to the cool top wall of the reactor. Correspondingly,
the mole fraction of the species decrease as the sampling nozzle approaches the burner sur-
face. Furthermore, the aerodynamic effects induced by the sampling nozzle can significantly
modify the flame shape. Taking the mole fraction OH as an example, the sampling nozzle
at the position 3.25 mm above the burner lifts the flame away from the burner. In contrast,
the sampling nozzle at the position of 1 mm pushes the flame towards the burner surface.
A similar behavior is also found for other radicals. The mentioned aerodynamic effects are
the main mechanisms that causes the deviations in comparison to the unperturbed flame.
Most interesting are the simulation results along the centerline, where the species samples
are captured.
A comparison of the simulation results and the measurements, in terms of temperature
and species mole fractions, for all the flames are shown in Figures 7.17 and 7.18, respectively.
For the results from the 2-D simulations with the nozzle position of 25 mm, agreement is
achieved compared with an unperturbed 1-D Cantera simulation. It demonstrates again the
robustness and the reliability of the implemented flame models and the irrelevance of the
buoyancy effect for a distance between the sampling nozzle and the burner surface of less
than 25 mm. The diamond points indicate the simulation data sampled by the sampling
nozzle. As illustrated in Figure 7.17, a significant cooling effect of the sampling nozzle is
identified in the measurements. This effect is also well predicted by the 2-D simulations. The
highest temperature in the measurement is shown for the stoichiometric flame (Φ = 1). Not
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Figure 7.16: Temperature and mole fraction of OH and H from the 2-D simulations con-
cerning various sampling nozzle positions.
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Figure 7.17: Axial temperature from simulation in comparison to experiments. The tem-
perature from unperturbed flame was calculated in 1-D Cantera simulation (solid red line)
and the temperature from perturbed flame was calculated in 2-D simulations (black dashed
lines).
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Figure 7.18: Mole fraction of CH4, O2, CO2 and H2O from simulations in comparison to
experiments. The species mole fractions from unperturbed flame were calculated in 1-D
Cantera simulation (solid red line) and the species mole fractions from perturbed flame
were calculated in 2-D simulations (black dashed lines).
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surprisingly, both 1-D Cantera simulations and 2-D Openfoam simulations also predicted the
highest temperature for the stoichiometric flame. For all the flames, overall good agreement
is shown in the profiles of the temperature and the mole fractions of CH4, O2 and H2O.
A notable deviation appears in the profile of the CO2 mole fraction for the flames with
equivalence ratios of 0.8 and 1, though the trend of the CO2 mole fraction is predicted well.
Another significant discrepancy is in the mole fraction of CH4 for the stoichiometric flame
upstream, where the simulation underpredicted the measurements. It is possible that the
deviations are due to uncertainties in the flow rate controller for the fresh gas inflow, where
a 5% bias may exist.
A detailed study of the buoyancy effect on laminar, premixed flat-flames at low pressure
was presented by Weise et al. [149]. They found that the buoyancy force lifts the center of the
flame upwards in the horizontally aligned reactors, which violated the assumed 1-D model.
Since then, all reactor setups within the NETZ building were adjusted vertically. However,
as shown in the current work, another aspect of the buoyancy effect that accelerates the
flow field and modifies the temperature field was found in a vertically aligned reactor. This
highlights the importance of a parameter study by simulating the flame reactors. Care
must also be taken when choosing operating conditions for the investigated flame to avoid
unexpected buoyancy effects. A significant probing effect is shown for the investigated flame,
so that the complementary 2-D simulation including the sampling probe is indispensable for
the comparison of the experimental measurement and the modeling prediction.
7.3 Effect of alignment of sampling nozzle on the
formation of early iron particles [12]
This section was previously published in ‘CrystEngComm 17 (36), S. Kluge, L. Deng, O. Feroughi, F.
Schneider, M. Poliak, A. Fomin, V. Tsionsky, S. Cheskis, I. Wlokas, I. Rahinov, T. Dreier, A. Kempf, H.
Wiggers and C. Schulz, Initial reaction steps during flame synthesis of iron-oxide nanoparticles, 6930-6939
(2015)’ and figures are reprinted with permission. The author L. Deng implemented the detailed models for
viscosity and thermal conductivity of the gas phase and diffusive transport of species, ran all simulations
and generated parts of the figures. The author S. Kluge conducted the PMS and QCM measurements for
the Duisburg reactor, wrote the paper and generated most parts of figures. The author O. Feroughi con-
ducted the LIF measurements for the Duisburg reactor. The authors F. Schneider, M. Poliak, A. Fomin
and V. Tsionsky conducted the experiments for the Tel Aviv reactor. The authors S. Cheskis, I. Wlokas,
I. Rahinov, T. Dreier, A. Kempf, H. Wiggers and C. Schulz contributed guidance, corrections, discussions
and proof-reading.
The simulations and the results for a premixed H2/O2/Ar in the DU-R and a premixed
CH4/O2/N2 in TA-R will be discussed in this section. Both flames were doped with Fe(CO)5
for the formation of iron-oxide particles. The flame configurations and the experimental
approaches were introduced in section 6.3.
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Kinetic modeling
The addition of iron-oxide precursor influences the flame chemistry, due to the presence of
iron atoms. The previous studies of Linteris et al. [175] found an increasing heat release
if the lean premixed hydrogen flame was doped with iron pentacarbonyl in a low pressure
environment. Such an effect needs to be taken into account in reaction mechanisms by in-
volving the main reaction path of flame radicals and metal species interaction. Recently,
based on the mechanism developed by Wen et al. [158] and Wlokas et al. [91], in the work
of Feroughi et al. [157] a sub-mechanism of Fe(CO)5 was proposed. This sub-mechanism
involves the pyrolysis of Fe(CO)5, the formation of iron clusters, the interaction of flame
radicals with iron-containing species, and the formation of iron-oxide molecules. Further-
more, the Fe(CO)5 sub-mechanism can be added to other flame reaction mechanisms for the
simulation of nanoparticle synthesis in different assisted flames.
In the present work, the iron sub-mechanisms was combined with the C1 mechanism
proposed by Li et al. [32] and with the DRM-22 mechanism [124] for the simulations of a
H2/O2/Ar flame within the DU-R and for the simulations of a CH4/O2/N2 flame within
the TA-R, respectively. These mechanisms are computational expensive, further reductions
were thus required to obtain efficient skeletal mechanisms with a satisfied accuracy. By
applying a genetic algorithm method proposed by Sikalo et al. [55], the mechanisms were
finally reduced to the size of 40 species and 66 reactions for the hydrogen flame and 50
species and 140 reactions for the methane flame. The reduced mechanisms were validated
by comparing the simulation results in terms of laminar flame speed, adiabatic flame tem-
perature, total iron-cluster mole fractions and mole fraction of iron-oxide against the results
of the detailed mechanism. Cantera allows 1-D simulations using much bigger mechanisms,
so that the iron sub-mechanism is added to GRI3.0 [123] to predict much more accurate
species concentration.
Simulation
A reactor similar to the DU-R and the TA-R has been already investigated in subsection
7.2, proving that a quasi-2D rotationally symmetric computational domain is sufficient to
capture the influence of the reactor housing and the sampling probe on the flame. For the
DU-R, the simulations were conducted with the burner-probe distance of 2, 4, 6, 8, and 10
mm to account for the perturbation induced by the probe. The grids were in a range of
34,000 to 51,800 cells. An adiabatic boundary condition was applied on the outer surface
of the probe, as it was made of nickel and had a thickness of 10 µm. The temperature on
the outer boundary was set equal to 300 K to mimic the heat losses through the reactor
housing.
For the TA-R, a numerical domain similar to the one for the DU-R was used. Due to
the large reactor diameter of the TA-R, the radial extent of the numerical domain was set
smaller to reduce the computational cost by decreasing the grid size. Therefore, an inlet-
outlet boundary condition was applied on the outer boundary to allow inflow of cool gases
into the domain.
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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To avoid the errors caused by the reduced skeletal mechanism, a post processing step sim-
ilar to the approach in section 7.1 was applied. In this step, the 1-D equations of the laminar
flames were solved with Cantera using the detailed mechanism, employing the temperature
profiles along the streamlines calculated from Openfoam. This approach may compensate
for the bias of the species prediction caused by the reduced mechanism.
Results and discussion
The iron atoms and the CO are formed from the decomposition of Fe(CO)5 in the flame.
The iron atoms react in a catalytic cycle with flame radicals (H and OH) and thus affect the
combustion chemistry. Therefore, in the first step, the impact of addition of Fe(CO)5 on the
temperature without invasive probing was investigated. Figure 7.19 shows the significant
difference of the computed temperature fields for the DU-R flame with and without 300
ppm Fe(CO)5. The addition of Fe(CO)5 in the fresh gas clearly increases the temperature
in the vicinity of the burner.
Figure 7.19: Computed temperature of DU-R flame, top: doped with 300 ppm Fe(CO)5,
bottom: undoped. Reprinted with permission [12].
In the experiment, the temperature was measured via multiline NO-LIF thermometry
for varied positions of the sampling nozzle. Figure 7.20 shows the measured temperature
profiles of the flame doped with 0 ppm, 100 ppm and 200 ppm Fe(CO)5. The sampling
position here is 8 mm above the burner, where the probe hardly influenced the temperature
field. The temperature along the centerline was obtained by an average over a region ± 1.5
mm around the axis and plotted to indicate the influence of the different concentration of
the precursor. It is clear that the temperature of the flame increases with the increasing
concentration of Fe(CO)5.
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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Figure 7.20: Measured axial temperature of DU-R flame with 0, 100, and 200 ppm Fe(CO)5.
Reprinted with permission [12].
Figure 7.21 shows the computed and the measured temperature field for the probe posi-
tion of 8 mm HAB. While the temperature fields are very similar in the region between the
burner and the probe, they don’t match well in the absolute value, because the simulation
suffers from the uncertainties in the temperature boundary setting on the burner surface.
However, both the modeling prediction and the measurement demonstrate that at this probe
position, the effect of the probe on the temperature is quite weak.
Figure 7.21: Comparison of computed temperature (left) with multiline NO-LIF measured
temperature (right) for the DU-R flame doped with 200 ppm Fe(CO)5 under the perturbation
of probe at 8 mm above the burner. Reprinted with permission [12].
The initial formation of particles is strongly linked to Fe atoms, which are generated from
the decomposition of Fe(CO)5. This process is very sensitive to the experimental conditions,
due to the limited thermal stability of Fe(CO)5. In the experiment, the spatial distributions
of iron atoms were measured close to the burner by Fe-LIF imaging employing laser excita-
tion around 225.15 nm. In order to investigate the probe induced perturbation on the iron
atom concentration, the measurements were conducted for the probe position of 5 mm, 7
mm and 9 mm, individually. The first two millimeters were not accessible by the laser sheet
because of geometric constraints.
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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As illustrated in Figure 7.22, both simulation and measurement show a strong impact
of the probe nozzle (HAB= 5mm) on the field of Fe concentration. In the vicinity of the
nozzle orifice, the velocity increases and the Fe concentration decreases significantly.
Figure 7.22: Comparison of the computed iron atom concentration (left) with the Fe-LIF
measurements (right) for the DU-R flame doped with 200 ppm Fe(CO)5 under the pertur-
bation of probe at 5 mm above the burner. Reprinted with permission [12].
Figure 7.23 presents the measured Fe concentration within the flame doped with 100
ppm and 200 ppm Fe(CO)5. Similar to the measured temperature field, the probe hardly
influences the Fe concentration field at high HAB of 9 mm, whereas for low HAB, such as
5mm and 7mm, the suction of the probe significantly affects the local Fe concentration field.
Figure 7.23: Measured semi-quantitative iron atom concentration within the DU-R flame
doped with 100 ppm (left) and 200 ppm (right) Fe(CO)5 at the probe position of 5 mm
(bottom), 7 mm (middle) and 9 mm (top). Reprinted with permission [12].
FeO is one of the most important products of Fe and reacts further towards iron-oxide
particles. In the present work, the FeO concentration in the TA-R was measured by ICLAS
in the 611 nm band range. Compared to the DU-R flame, the increased size of the burner
and relatively higher pressure in the TA-R result in a reduced cold gas velocity and a shorter
reaction zone, and a different spatial distribution of the species. Even though the setups for
the two reactors are slightly different, their results can be compared qualitatively.
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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Figure 7.24 shows the dependence of the measured FeO absorbance profile and the mul-
tiline OH-LIF measured temperature profile on the HAB. Further shown is the computed Fe
and FeO mole fraction of the 1-D Cantera simulation using the measured temperature profile
as an input. The computed FeO mole fraction is in good agreement with the measurements.
An interesting finding is the structure of the Fe profile. The Fe concentration rises suddenly
within the first millimeter downstream from the burner head, due to the initial pyrolysis of
Fe(CO)5 at early stage of reaction. Nevertheless, the immediate drop of Fe concentration
after the first peak is somewhat unclear. It might be attributed to the formation of iron
clusters, which is followed by the thermal decomposition of iron clusters that release iron
atoms starting from about 3 mm HAB. Therefore, the second peak is formed at roughly 6
mm from the burner head. It is worth mentioning that the formation of FeO is not related to
the sink of Fe atoms, as the Fe concentration is five times higher than the FeO concentration.
Figure 7.24: Comparison between computed FeO concentration (red line) and ICLAS mea-
surements (open circles) for the TA-R flame doped with 900 ppm Fe(CO)5. Measured tem-
perature (blue line) and computed iron atom concentration (black line) are also plotted.
Reprinted with permission [12].
The spatial distribution of computed temperature and Fe concentration of the TA-R
flame with probe position of 7 mm is displayed in Figure 7.25. As mentioned, the sequence
of early decomposition of Fe(CO)5, the formation of iron atoms and the growth of iron
clusters leads to a two-peak structure of the Fe concentration within the TA-R flame. The
2-D simulated Fe concentration is shown on the RHS of Figure 7.25, confirming such a
structure in the 1-D simulation. The 2-D simulation over-predicts the temperature of the
flame. This might be attributed to the uncertainties in the temperature boundary condition
at the probe surface.
The PMS and the QCM were used in TA-R to investigate the nucleation within the
flame. For the TA-R, the flames doped with Fe(CO)5 show a strong luminosity arising
from a narrow region in the vicinity of the flame front. This effect arises probably due to the
blackbody radiation from hot, nascent nanoparticles. This observation is consistent with the
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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Figure 7.25: Computed temperature and iron atom concentration field for TA-R flame with
a probe 7 mm away from the burner. The early formation of Fe-particle precursors is in
a good agreement with 1-D simulation, while the temperature is over-predicted. Reprinted
with permission [12].
QCM measurement in the vicinity of the burner head, where substantial nanoparticles were
found in the preheated zone. The mass concentration of those particles drop at roughly 6
mm downstream of the burner head, as shown in Figure 7.26 left. The Measurements of PMS
at varied HAB were carried out simultaneously to the QCM measurements. Based on the
measured current dependence on the deflected voltage, a probability density distribution of
the mean mass of the particles is derived and shown in Figure 7.26 right. It can be seen that
the mean mass of the particle is consistent with the measured particle mass concentration
and the maximal nanoparticle mean mass decreases four-fold over 5 mm close to the flame
front. The phenomena that the early nanoparticles vanish once they pass the flame front,
might be explained by their evaporation/oxidation in the high temperature area downstream
of the flame, as suggested in the work of Fomin et al. [176]. Another interesting feature in
Figure 7.26 left is a slight increase of the QCM signal starting from 50 mm away from the
burner head. Here, nucleated species measured by the QCM cannot originate from Fe or
FeO, due to the disappearance of Fe atoms and FeO from 25 mm HAB in the measurement
of ICLAS (see Figure 7.24). Assuming that neither FeO nor Fe is the origin of condensable
species, condensation occurs most probably from Fe(OH)2 and FeOOH, and leads to iron-
oxide polymorphs that are commonly observed from the flame synthesis.
The PMS was also applied for the DU-R, and a similar behavior of early particles was
observed. As shown in Figure 7.27 left, the condensed species measured by QCM exit only
in a very narrow region from 1 mm to 8 mm HAB. Further shown are the computed mass
concentration profiles of Fen (n= 2-8) that indicates all iron mass except for the iron atoms
or gaseous species. The unperturbed 1-D flame simulation using Cantera with the detailed
chemistry yields a similar shape of the measured condensed species. In order to investigate
the perturbation by the probe nozzle and better interpret the measurements, 2-D Openfoam
simulations were conducted for probe positions of 2, 4, 6, 8, and 10 mm. Simulation results
were extracted from five sampling positions at the center of the probe orifice. They show good
agreement with the measurements and a clear shift compared to the unperturbed Fen profile,
due to the suction of the probe. Further, the mass concentration of Fen was reconstructed by
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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Figure 7.26: Measurements of nanoparticle mass concentration. Left: QCM signal propor-
tional to nanoparticle mass concentration as a function of HAB for TA-R. Right: scale-up of
the peak of nanoparticle formation along with the PMS measured mean mass of positively
and negatively charged nanoparticle. Reprinted with permission [12].
1-D Cantera flame model using the aforementioned post processing methodology with the
detailed mechanism. An improved result can be observed compared to the measurements.
The agreement between the simulations and the measurements suggests that the condensed
species sampled by the QCM in the short region of 2-8 mm HAB consist of iron nanoparticles.
Similar to Figure 7.24, the temperature measured with multiline NO-LIF was used as
an input for the 1-D Cantera simulation to calculate Fe and FeO concentration (see Figure
7.27 right). For the concentration of Fe atoms, a good agreement is found compared to
the Fe-LIF measurement. The calculated FeO concentration is nearly 10 times less than Fe
concentration.
A combined experimental and modeling approach was presented in the current work to
investigate the important steps towards the initial formation of iron nanoparticles in two
reactor systems. Moreover, the probing effect on flame temperature and concentration of
Fe atoms were evaluated. The consistent findings in two reactor systems are discussed in
the following. The Fe(CO)5 precursor is easily decomposed after leaving the burner surface.
When the concentration of Fe(CO)5 added to the flame is sufficiently high, the decompo-
sition of Fe(CO)5 provides enough iron atoms for a homogenous nucleation, which occurs
a few millimeters downstream of the burner head, and leads to a substantial amount of
iron nanoparticles that could be detected by the PMS and the QCM. Simultaneously FeO
molecules are formed at a ratio of ∼ 20% related to the iron atom concentration. These
nanoparticles travel with the gas flow and pass through the flame front, where the tem-
perature is high enough (up to 1700 K) to decompose both the iron nanoparticles and the
FeO molecules. Further downstream as the temperature decreases, the nucleated species are
formed again. Due to the fact both the Fe and the FeO molecules almost vanish at this
position, most likely the nanoparticles originate from other molecules, such as FeOOH and
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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Figure 7.27: Measurements of nanoparticle mass concentration in DU-R. Left: normalized
QCM signal (symbols/dotted line) as a function of HAB for DU-R doped with 200 ppm
Fe(CO)5, simulated Fen species concentration from 1-D unperturbed Cantera simulation
(blue line), 2-D Openfoam simulation (red line) and reconstructed 1-D simulation (black
line). Right: normalized LIF measured Fe concentration (symbols) for 100 ppm and 200
ppm Fe(CO)5, computed Fe and FeO concentration by 1-D simulation using multiline NO-
LIF measured temperature profile as an input. Reprinted with permission [12].
Fe(OH)2. The sampling nozzle significantly modifies the temperature field and the concen-
tration field of Fe in the vicinity of the burner. This effect becomes weak once the sample
nozzle is moved to the higher position (> 9 mm) relative to the burner surface. Based on
a post processing approach, the Fen concentration is calculated and shows good agreement
comparing against the experimental measurements.
7.4 Effect of stagnation-plate and sampling orifice on
an ambient flame [159]
Most parts of this section were previously published in ‘Combustion and Flame 162 (10), J. Camacho,
C. Liu, C. Gu, H. Lin, Z. Huang, Q. Tang, X. You, C. Saggese, Y. Li, H. Jung, L. Deng, I. Wlokas and
H. Wang, Mobility Size and Mass of Nascent Soot Particles in a Benchmark Premixed Ethylene Flame,
3810-3822 (2015)’ and figures are reprinted with permission. The author L. Deng implemented the detailed
models for viscosity and thermal conductivity of the gas phase and diffusive transport for species, ran all
CFD simulations and 1-D Cantera simulations and generated parts of the figures. The author J. Camacho
conducted the experiments at University Stanford, wrote the paper and generated most parts of figures. The
author C. Liu conducted the experiments at Stanford University. The authors C. Gu and H. Lin conducted
the experiments at Shanghai Jiao Tong University. The authors Q. Tang conducted the experiments at
Tsinghua University. The author C. Saggese ran all 1-D OPPDIF simulations. The author Y. Li conducted
Kluge et al. CrystEngComm (2015), figures are reprinted with permission.
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the experiments at University of California Riverside. The authors Z. Huang, X. You, H. Jung, I. Wlokas
and H. Wang contributed guidance, corrections, discussions and proof-reading.
In this section, the simulations and the results for a burner stabilized stagnation flame
will be shown. The configuration of the flame and the experimental approaches were in-
troduced in section 6.4. The simulation focused on the influence of the sampling orifice on
the flame. Furthermore, the effects from the sampling orifice on the relevant species for
soot particles formation were evaluated. At the end, two suggestions are proposed for the
improvement of the 1-D modeling approach for the soot particles in future work.
Kinetic modeling
The mechanism USC Mech II is a H2/CO/C1-C4 kinetic model consisting of 111 species and
784 reactions [177]. This mechanism includes a comprehensive reaction model for ethylene
combustion and was chosen for 1-D simulations. For 2-D simulations, the computational
cost of the USC Mech II is prohibitive so that its reduced 32-species mechanism developed
by Luo et al. [178] was employed.
Simulation
The experimental configuration was modeled first by a 1-D stagnation flame at two uni-
versities using two different methods: a modified version of OPPDIF [163] at Stanford, and
Cantera [119] at Duisburg. For OPPDIF simulations, the transport equations were dis-
cretized by the conventional differencing techniques and the species diffusion was modeled
using a multicomponent approach, taking thermal diffusion into account. Heat release rates
and transport properties were determined by Sandia CHEMKIN [44] and TRANFIT [179],
respectively. Heat loss induced by radiation of CO2 and H2O were taken into account as
well. The OPPDIF features an adaptive mesh that resolves the flame with roughly 200 cells.
In contrast to the OPPDIF simulations, the Cantera simulations employed a mixture-
averaged formula for the calculation of species diffusion and thermal diffusion was not con-
sidered. Furthermore, the radiative heat loss from CO2 and H2O was not considered.
The 2-D axisymmetric simulations were conducted using Openfoam. The methods for
the numerical solution have been discussed in chapter 2 and 4. Here, it is worth mentioning
again that the simulations focus on the prediction of the flame and the flow field. Neither soot
formation nor the radiative heat loss from the gas species or soot particles were considered in
the 2-D simulation. The simulation domain was an axisymmetric wedge with a radial extent
of 50 cm, including the coflow region. The simulations were carried out at five relevant
sampling position (Hp = 0.55, 0.6, 0.7, 0.8 and 1.0 cm), where the case of Hp = 1 cm
was resolved on a grid of 56,200 cells with 10 cells across the orifice. In order to check the
convergence of the solution, the simulation was repeated on a coarse grid of 12,300 cells and
a low orifice resolution (5 cells). Nearly the same flame temperature and velocity field were
obtained.
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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In order to obtain the boundary condition for the experimental condition, the burner
temperature was set to the extrapolated gas temperature measured in the vicinity of the
burner surface. The stagnation surface was treated as a no-slip wall, whose temperature was
measured by a plate-embedded thermocouple. The flow at inlet was a uniform plug flow with
the mass flux given by the cold gas velocity and the gas composition in the experiment. For
the 1-D simulations, the species flux were determined from a weighted function of convective
flux and diffusive flux (m˙′′εk = m˙′′Yk+Jk), well know as Robin boundary condition, whereas
the diffusive flux was suppressed for the 2-D simulations. However, these two approaches
yielded the similar species fluxes. For the 2-D simulations, the stagnation plate with and
without the sampling orifice was simulated. In the presence of the orifice, a pressure drop
corresponding to the experimental condition was imposed on the orifice to form a finite flow
through the orifice.
Results and discussion
The comparison between the measured and the computed axial flame temperature with
the stagnation plate at various positions is shown in Figure 7.28. By applying the 1-D stag-
nation flame model in Cantera, the temperature profile predicted by the 32-species skeletal
mechanism was first compared against the temperature profile calculated by the USC Mech
II to check the accuracy of the reduced mechanism. An agreement among the computed
temperatures and the low computational cost of the 32-species mechanism suggests its suit-
ability for the 2-D simulations. The overlap of the computed temperatures from all 1-D
simulations shows a satisfying agreement between the models implemented in Cantera and
OPPDIF, which even employ the slightly different physical models (the species diffusion and
the radiative heat loss). Moreover, the agreement between the 2-D simulations with a closed
orifice and the 1-D simulations indicates that the investigated flame can be well predicted
by a pseudo 1-D stagnation flow model. Also observed in Figure 7.28 is that the computed
temperatures match the measured temperatures well except in the post-flame region. The
discrepancy might be attributed to the changes in the emissivity of the thermocouple result-
ing from soot deposition on surface. Another potential uncertainty is the drag on the wire
caused by the flow. The effect of the drag may decrease significantly when the measurements
were performed in the vicinity of the burner surface. In contrast to all other simulation re-
sults, the 2-D simulations considering the orifice predicted a relatively higher temperature
downstream the flame (up to 300 K). This might be explained by the aerodynamic effect
induced by the sampling orifice. Instead of the cold stagnation plate, a finite flow with high
temperature passes through the orifice and leads to a increased temperature profile in the
vicinity of the orifice. More details for the probing effect will be discussed in the following.
A strong temperature gradient is shown on the LHS of Figure 7.29, indicating a strong
cooling effect of the stagnation plate. On the RHS, the mole fraction of CH3 is displayed
to present the position of a flat flame. Figure 7.29 top presents the sampling zone for the
soot samples. Due to a pressure drop of 0.01 bar at the orifice (the dilution ratio of ∼400),
the gas velocity exceeds linearly 50 m/s in the orifice, leading to a half spherical sampling
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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Figure 7.28: Comparison of the measured (symbols, [161]) and computed (lines) tempera-
ture profile of the stagnation flame. 2D, w/o orifice: 2-D simulations without the influence
from orifice flow, 2D, w orifice: 2-D simulations considering orifice flow, Cantera, USC: 1-D
Cantera simulations using reaction mechanism USC-Mech II, Cantera, 32 species: 1-D simu-
lations using 32-species skeletal mechanism, OPPDIF, USC: 1-D OPPDIF simulation using
reaction mechanism USC-Mech II, EXP: measurements.
zone with a radius around 2 mm. Hence, instead of a single value at a sampling point in the
center of the orifice, the experimental result becomes an averaged sampled value over the
whole sampling zone. It is important to notice that the assumed 1-D stagnation flow model
is only valid outside the sampling zone.
To further evaluate the aforementioned sampling effects, the results of the 1-D stagnation
flame simulation and the 2-D simulation with a flow through the orifice are compared. The
temperatures and the axial velocities along the centerline of the flame for Hp = 0.8 cm are
shown in Figure 7.30. Two significant effects highlight the influence of the orifice. The first
effect (thermodynamic effect) is the slightly higher temperature of the post flame computed
by the 2-D simulation at the “stagnation point”, as already shown in Figure 7.28. The second
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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Figure 7.29: The temperature field (LHS) and mole fraction of CH3 (RHS) for Hp = 0.8
cm shows the strong impact of the stagnation plate on the flame. The sampling zone (LHS:
temperature, RHS: velocity) is scaled up to indicate the influence of the sampling orifice.
Figure 7.30: Comparison of the temperature along centerline and the axial velocity for
Hp = 0.8 cm from the 1-D stagnation flame simulation and from the 2-D simulation with
an orifice flow. Reprinted with permission [159].
effect (aerodynamic effect) is a drastic increase of the axial velocity, due to the convective
orifice flow.
In order to distinguish the thermodynamic effect and the aerodynamic effect on the
relevant species for the formation of soot particles, two separate 1-D Cantera simulations
were carried out. The first applies the temperature profile and the second uses both the
temperature and the velocity profiles from Figure 7.30. A big advantage of this approach is
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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that the simplification error of the reduced mechanism can be compensated by detailed 1-D
simulations of ethylene flame using USC-Mech II. As illustrated in Figure 7.31, compared to
the unperturbed 1-D ideal flame simulation, the simulation employing the “reconstructed”
temperature profile shows a significant deviation downstream of the flame, due to the tem-
perature increase (around 200 K) there. Notably, the thermodynamic effect on the C6H4 is
extremely strong, and the deviation attains around 30 %. However, this bias is reduced by
the aerodynamic effect, whereas for other species shown in Figure 7.31 the suction of the
sampling nozzle enhances the distortion. These findings shed light on the further investiga-
tions of probing effects on the PSDF. A modeling of the PSDF using the 1-D stagnation flow
model taking the convective flow through the orifice into account should yield an accurate
result against the experiment.
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Figure 7.31: Mole fractions of the relevant species for the formation of soot particles for
different cases, unperturbed: results calculated from ideal stagnation model, perturbed, T:
results calculated from 1-D simulation using the “reconstructed” temperature profile of
the flame, perturbed T/U:results calculated from 1-D simulation using the “reconstructed”
temperature profile and velocity profile of the flame.
Figure 7.32 shows a comparison between the convective flow time (the time a fluid
element needs to pass through the centerline of the flow) for the 1-D simulation and for the
2-D simulation with orifice flow. For the current case with a dilution ratio of ∼ 400, the
soot samples passing through the orifice need several milliseconds. For other varied dilution
ratios, the flow rate through the orifice may lead to different sizes of the sampling zones
and a range of the residence time of the samples. However, in the experiments [159] it was
found that the PSDF is insensitive to the dilution ratio. This might be explained by the
surface reaction or the slow coagulation that can hardly affect the PSDF when the samples
approach the orifice.
Further efforts are needed to develop a proper 1-D model that is suitable for this type of
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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Figure 7.32: Comparison of the convective flow time obtained from the 1-D stagnation flame
simulation and from the 2-D simulation with a orifice flow. Reprinted with permission [159].
experiments. The presented work yields two suggestions that can improve the comparison
between the measurements and the model prediction. First, as mentioned, the modeling of
the PSDF should take into account the convective flow through the orifice. Second, the 1-D
pseudo stagnation flow model is valid along the centerline up to the last 2 mm (radius of
the sampling zone), and this position can be considered to be the upstream limit for the
comparison of measurement and simulation.
Camacho et al. Combust. Flame (2015), figures are reprinted with permission.
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7.5 Effect of geometric configuration of the reactor
on the flame [25]
This section was previously published in ‘Proceedings of the Combustion Institute, O. M. Feroughi, L.
Deng, S. Kluge, T. Dreier, H. Wiggers, I. Wlokas and C. Schulz, Experimental and numerical study of a
HMDSO-seeded premixed laminar low-pressure flame for SiO2 nanoparticle synthesis (2016)’ and figures
are reprinted with permission. The author L. Deng implemented the detailed models for viscosity and ther-
mal conductivity of the gas phase and diffusive transport of species and Kruis’ model, ran all simulations,
generated parts of the figures. The author O. M. Feroughi conducted the LIF measurements, wrote the
paper and generated most parts of figures. The author S. Kluge conducted the PMS measurements. The
authors T. Dreier, H. Wiggers, I. Wlokas and C. Schulz contributed guidance, corrections, discussions and
proof-reading.
The simulation and the results for a premixed H2/O2/Ar flame doped with HMDSO in
a low pressure reactor will be shown in this section. The configuration of the flame and
the experimental approaches were introduced in section 6.5. Simulation of the investigated
H2/O2/Ar flame doped with HMDSO requires the modeling of HMDSO combustion. Fur-
thermore, the modeling of SiO2 particle formation is necessary for the calculation of the
particle size. For the current work, two reaction mechanisms (simple- and detailed mecha-
nism) were used and will be discussed as follows.
Kinetic modeling
For both mechanisms, two major and separate steps need to be taken into account to address
the formation of silica particles. The first step is the decomposition and the combustion of
the silicon-containing precursor. For both mechanisms, this step is described by a one step
reaction by assuming a fast pyrolysis followed by the oxidation of HMDSO towards SiO.
The two mechanisms are distinguished in the second step, which is the formation of SiO2(g)
(index g denotes the gas phase) and the nucleation of particles. In the detailed mechanism,
the formation of SiO2(g) and the nucleation of particles are accounted for by a detailed SiO
mechanism extracted from the mechanism proposed by Miller et al. [180]. This detailed SiO
sub-mechanism excludes the reactions that contradict the experimental observations and
optimizes the remaining reactions to resemble the late formation of silica particles. In the
simple mechanism, the consumption of SiO and the formation of SiO2(g) are described by a
one step reaction, where SiO reacts with H2O. For the simple mechanism, the reaction rate of
the two reactions were adjusted to successfully predict the relative SiO concentration profile
of the flame doped with 200 ppm HMDSO. The simple mechanism was further validated
against the experimental results of the flame doped with 1000 ppm and 2000 ppm HMDSO
separately, and a satisfactory agreement was obtained.
In the present work, these two mechanisms are further added to the C1 reaction mecha-
nism developed by Li et al. [181] to account for combustion of a premixed H2/O2 flame. In
addition, the combustion of CH3, that is generated from the decomposition of the HMDSO,
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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is included. The detailed reaction mechanism contains 93 reactions and is used for the 1-D
simulation. For the 2-D simulations, the simple mechanism was reduced by employing the
approach proposed by Sikalo et al. [55], leading to a 29-steps mechanism. The details about
these two mechanism are given by Feroughi et al. [25]. Furthermore, the detailed mechanism
proposed by Li et al. [32], consisting of 11 species and 25 reactions, was used for the 3-D
simulations of the flame without the HMDSO.
Simulation
The flame without HMDSO was first investigated by 3-D simulations, where the geometry
of the reactor housing was represented by a 3-D, symmetric section of the apparatus. The
multiline NO LIF measurements were conducted at five different positions of the optical
window, resulting in various geometric configurations. Therefore, five separate simulations
using the corresponding numerical domains (each consists of 130,554 cells) were carried out.
The inlet velocity at the burner surface and the optical windows was set according to the
mass flow rate employed in the experiments. To consider the heat loss of the reactor housing,
an isothermal boundary condition was applied on the outer wall of the reactor.
As mentioned, the reaction mechanism for the HMDSO combustion and the SiO2 parti-
cle formation is computationally too expensive and here prohibitive for the 3-D simulation.
Therefore, the flame doped with HMDSO is described by a 2-D simulation using an ax-
isymmetric domain. The impact of the PMS sampling nozzle was not considered, as the
sampling was conducted far downstream of the flame and only a small spatial shift of few
nozzle diameters could be expected (shown in [12]).
The sub-mechanism considering SiO2(g) formation was validated indirectly by the means
of the mean particle diameter measured by the PMS system. The particle dynamics were
simulated employing the model proposed by Kruis et al. [67], with the extension of a nu-
cleation term. Due to the high Schmidt number (Sc > 1000) and high Knudsen number
(Kn > 100), particle diffusion and slip correction were neglected. Instead of extrapolated,
measured temperature profiles, the simulated temperature was used as an input for the
simulation of particle dynamics downstream the flame up to 360 mm.
Results and discussion
In the present work, the temperature was measured by multi-line NO-LIF thermometry.
Figure 7.33 (left) shows a comparison of the computed and the measured temperature
distribution. For the measurements, the temperature fields of the flame without precursor
addition were measured as the illuminating laser sheet (70×50 mm2) at five burner positions.
Every two neighboring positions have a shift of 40 mm with an overlap of 5 mm. In the
experiment, the burner head was shifted to different positions for the laser measurement.
Therefore, notable discontinuities in the temperature field were caused by the modified
geometric configurations. This effect was also captured by the simulations including the
complete geometric features.
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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Figure 7.33: Comparison between the measured and the computed temperature of the inves-
tigated flame. Left: Temperature field (without HMDSO) of the reactor. Right top: temper-
ature (without HMDSO) along the centerline as a function of HAB. Right bottom: enlarged
zone form 0 to 45 mm HAB for the temperature of flame doped with varied HMDSO con-
centration. Reprinted with permission [25].
The temperature of the flame without the precursor addition along the centerline is
plotted in Figure 7.33 (right top), where the temperature measurement and the simulation
results are in good agreement. Also shown are the aforementioned significant discontinuities,
in both measurements and simulations. Figure 7.33 (right bottom) presents the temperature
along the centerline of the flames doped with the varied amount of the precursor concentra-
tions for the HAB 0 ∼ 50 mm. A similar behavior is observed for all flames, the temperature
of the gas phase increases to a maximum of around 1460 K at 20 mm HAB, afterward cool-
ing takes place downstream of the flame. Only a slight influence of the different amount of
precursor addition was found at the first 10 mm HAB, even the equivalence ratio increases
with the increasing precursor concentrations (φ = 0.39, 0.4, 0.42, and 0.455 for 0, 200, 1000,
and 2000 ppm, respectively). Although the simulated temperature profile matches the tem-
perature measurement well at HAB starting from 10 mm, a significant discrepancy appears
in the vicinity of the burner surface, which might be induced by the uncertainty in the
temperature boundary condition on the inlet. Therefore, the measured temperature of the
flame with 200 ppm HMDSO at HAB<100 mm was used for the development of a reac-
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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tion mechanism for the HMDSO combustion. Encouraged by the agreement between the
temperature measurement and the simulation at HAB>10 mm and the fact that particles
grow staring from 150 mm HAB (see Figure 7.36), for the calculation regarding the particle
dynamics the computed temperature was employed.
The 2-D simulated and the LIF measured, relative mole fractions of SiO along the center
line for three different precursor concentrations are shown in Figure 7.34. These values are
normalized to the maximal SiO mole fraction with 2000 ppm HMDSO. For all precursor
concentrations, the SiO is formed in the region of 0-30 mm HAB. Further, the similar shape
and peak value are predicted in the simulation and the measurement. Only for the case with
2000 ppm HMDSO, a double peak occurs in the measurement. This peak was also observed
in other works using other silica precursors [182, 172, 183]. This effect is possibly induced
by the precursor decomposition (1st peak) and the subsequent sublimation of SiO from the
formed nanoparticles (2nd peak).
Figure 7.34: Dependence of relative SiO mole fraction on the HAB for varied precursor
concentrations. Reprinted with permission [25].
In Figure 7.35, a comparison between two reaction mechanisms is shown, where the
relative mole fractions of SiO and SiO2(g) were calculated using a 1-D Cantera premixed flame
model employing the temperature profile (see red line in Figure 7.34) calculated from the
2-D Openfoam simulation. In addition, the LIF-measured SiO is displayed. All the data are
normalized to show a qualitative comparison. For all HMDSO concentrations, a satisfactory
agreement is achieved between the two mechanisms and between the measurements and the
simulation results. It is interesting to notice that even if the detailed mechanism is used for
the description of SiO consumption and SiO2 formation, the simulation can still not predict
the two-peak of the SiO mole fraction. This is most probably due to the simplification of
the reaction path for the combustion of the precursor.
The robustness and satisfactory accuracy of the simple mechanism (see Figure 7.35)
ensures its applicability for the CFD simulation. For the simulation of the particle dynamics,
the detailed mechanism and the simple mechanism yield the same solution. This might be
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
CHAPTER 7. SIMULATIONS AND RESULTS 105
Figure 7.35: Comparison of mechanisms with different HMDSO concentrations, “detailed”
and “simple” correspond respectively to the detailed and the simple mechanism. Reprinted
with permission [25].
attributed to the fact that the nucleation of silica particle takes place far downstream of the
flame (150 mm HAB) and the SiO2(g) mole fraction reaches the maximum already at about
25 mm HAB. Therefore, the particle formation could be insensitive to the small deviation
in the kinetics. The PMS measured and the computed particle size are shown in Figure
7.36, where the particle increase in the size with increasing concentration of the precursor.
A good agreement is achieved between the measurements and the simulation results.
A set of in situ and inline diagnostics including multi-line LIF thermometry, SiO-LIF and
PMS for SiO2 nanoparticle were employed for the investigation of HMDSO-doped premixed
H2/O2 flat flames. The goal of this investigation was to provide as much as possible input
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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Figure 7.36: Comparison of PMS measured and computed particle size with different
HMDSO concentration. Reprinted with permission [25].
information for the development of the kinetic modeling (SiO to SiO2(g)), as well as indirect
information (particle size) for validation. As a complementary tool, CFD simulations helped
to understand the discontinuities of the measured temperatures and gave the temperature
fields far downstream of the flame, where the reactor was not accessible for multi-line LIF
thermometry due to geometric constraints. The proposed simple two-step reactions for the
formation of silica particles was proven to be consistent with the detailed mechanism and
showed a good agreement with the PMS measurements.
Feroughi et al. Proc. Combust. Inst. (2016), figures are reprinted with permission.
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Chapter 8
Conclusion
The current thesis presents a variety of simulations of experiments that investigated flame
structure, nanoparticle synthesis and soot particle formation individually. By the means
of CFD simulation, the uncertainties in measurements induced by thermodynamic and gas
dynamic effects or geometric constraints of the reactor were investigated; the errors in the
measurements were quantified and corrected.
First, the impact of a probing nozzle on the examined one-dimensional laminar flames
was explored. A conjugate heat transfer model within the solid nozzle was applied to over-
come the uncertainty in the temperature boundary on the outer surface of the nozzle. The
individual effects caused by heat transfer and by flow field distortion could be identified
and distinguished. It was found that once the thermal steady state was attained, thermal
distortion of the sampling nozzle became negligible and the fluid mechanic effect tended
to be dominant: the deformation of the flame caused by the suction effect of the probe is
the main mechanism that perturbed the flame. Further, the inhomogeneity arising from the
perforated burner plate was investigated. Although a weak effect was observed for the stable
species, a notable impact on the radicals like H and OH was found. Furthermore, a sim-
ulation work-flow with a combination of two- and three-dimensional CFD simulations and
one-dimensional, detailed kinetics simulations was shown to be effective and accurate. The
comparison of the simulation results with the experimental data demonstrated that CFD
simulations enable a better interpretation of species concentration measurements in absence
of temperature and flow field measurements. Furthermore, measurements at short distances
from the burner surface demand a high level of homogeneity in the flow, as demonstrated
by our simulations.
Similar probing effects were examined within the flame reactor at University Duisburg-
Essen. As already addressed by the work of Weise et al. [149], the flow field within such
a simple and straightforward reactor can be complex and needs to be carefully explored.
Weise et al. [149] showed that the buoyancy force lifts the center of the flame upwards in
the horizontally aligned reactors, and thus suggested a vertical alignment of the reactor.
An interesting finding of the present work is that even in the vertically aligned reactor,
buoyancy can modify the flow field far downstream. For the investigated experiments, the
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measurements were conducted only at low HAB, and therefore the buoyancy effect could
be neglected. However, care should be taken when this type of reactor is used for the
investigation of nanoparticles or soot particles, as the same effect may strongly influence
the experimental results. The sampling nozzle strongly affects the species concentration of
the flame. The simulation results and the measurements were in good agreement, showing
CFD simulation is able to complement the existing measurement techniques. In particular,
the calibration of probes could be perhaps performed using predictions from simulations in
absence of the temperature measurements.
In the third part of this thesis, the probing effect in context of nanoparticle synthesis
was investigated. The focus of this work was on the investigation of the initial steps towards
the formation of iron-oxide particles in flame reactors in Duisburg and in Tel Aviv. A set
of sophisticated measurement techniques was applied, including laser-induced fluorescence
for the measurement of spatial distribution of iron atoms in the Duisburg reactor and intra-
cavity laser absorption spectrometry for FeO molecules in the Tel Aviv reactor. For both
reactors, the molecular beam technique was combined with a particle mass spectrometry
and a quartz crystal microbalance to measure spatially resolved the condensed matters in
the flame. Furthermore, the spatial temperature distribution was measured by multiline
NO-LIF thermometry and two-line OH-LIF in the Duisburg reactor and in the Tel Aviv
reactor, respectively. Extensive experimental data in combination with simulation results
yielded the comprehensive interpretation with respect to the process of initial early particle
formation. Both, the measurements and the simulation results demonstrated that the initial
decomposition of the precursor in the vicinity of the burner surface leads to the formation of
early iron particles due to homogenous nucleation. At this stage, the FeO molecules were also
formed. Once they passed the flame front, both iron particle and FeO molecules vanished,
due to thermal decomposition. Further downstream of the flame, iron-oxide particles were
formed and detected by the particle mass spectrometry. It seems that the formation of iron-
oxide particles relies on molecules such as FeOOH and Fe(OH)2, as iron and FeO molecules
disappear at this position. A further finding is that at HAB < 9mm, the probing nozzle
can strongly distort the flame in temperature and species fields. However, for HAB > 9mm,
the probing effect becomes weak and hardly influences the flame. Moreover, the simulated
condensed material (Fe2∼8) concentration was qualitatively compared to the QCM at the
different probe positions. An overall satisfactory agreement suggested the capability of CFD
simulation to predict the probing effect in the experimental measurements.
In the subsequent part of the thesis, the probing effect on a stagnation flame was stud-
ied by the means of 2-D axis symmetric simulation. The study focused on the effect from
the sampling orifice on the assumption of one dimensional flame configuration, and further
the influence on the measured particle size distribution. The computed temperature profiles
were compared with the measurements for various stagnation plate positions. An overall
good agreement suggested the robustness and reliability of the modeling methods for the
investigated flame configuration. This encouraged the studies of soot particle size distribu-
tion in such a flame configuration. The sampling probe caused a sampling zone, likely a 0.2
cm radius half-sphere in front of the orifice, where the flow was highly accelerated while the
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gas samples were drawn into the orifice. Despite a small sampling volume, the measured soot
particles should be an average of the samples within that volume. Therefore, two suggestions
were proposed to improve the comparison of measurement against 1-D simulation results.
The 1-D stagnation flow model should address the finite convective velocity caused by the
sampling orifice to preserve the real flow conditions through the probe. An alternative is
to consider 0.2 cm ahead of the stagnation point as an upstream limit, which enabled a
reasonable comparison between the measurements and the simulation results.
The final part of the thesis presented in situ and inline diagnostics combined with CFD
simulations for the investigation of SiO2 synthesis in the gas phase from a HMDSO (hexam-
ethyldisiloxane) doped premixed H2/O2 flat flame. The temperature field was determined
by multi-line LIF thermometry at different burner positions. As the shift of the burner head
led to modified reactor geometries, the LIF-measured temperature distribution showed clear
discontinuities. This effect was confirmed by a set of 3-D CFD simulations considering the
complete reactor geometry. The addition of small amounts of HMDSO to the flame had a
weak influence on the temperature. By applying the SiO-LIF technique, the concentration
of SiO was measured for an increasing precursor concentration. The measured temperature
profile and SiO concentration were valuable for the development and validation of a simple
two-step kinetics schemes including combustion of HMDSO and formation of silica particles.
Furthermore, the particle size was measured by the PMS and modeled by a simple monodis-
perse model. The good agreement showed the validity of the proposed two-step reaction and
its consistency with the detailed reaction mechanism.
This thesis demonstrated that 2-D and 3-D CFD simulations can serve as a complemen-
tary tool for the analysis of experimental results when uncertainties caused by thermody-
namic and fluid dynamic effects, as well as the constrains of the experimental configuration
cannot be avoided in the laboratory. The presented framework was computationally ex-
pensive, especially compared to one-dimensional simulations. Therefore, a work flow was
proposed to reconstruct 1-D flame models using the temperature and the velocity along
streamlines calculated from the 2-D or 3-D simulation considering perturbations. In this
approach, simplification errors caused by the reduced mechanism can be avoided by using
detailed reaction mechanisms with reasonable computational cost. A further improvement
of reaction mechanisms by iterative optimization and validated with data obtained by the
means of molecular beam mass spectrometry will require significantly higher computational
power. It is expected that in the near future, with always growing computational power,
iterative 2-D simulations will support the development of more accurate reaction mech-
anisms themselves. Another improvement for the calculation of soot particle distribution
in the stagnation flame can be realized by creating a new 1-D nanoparticle model taking
into account the perturbed temperature and velocity profile. An accurate PSDF (particle
size distribution function) is expected once the simulations consider the effects caused by
the finite convective flow through the sampling orifice. As demonstrated in this thesis, the
proposed framework is robust and reliable for future studies related to laminar flames and
particle formation.
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