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Abstract 
We augment the I/O automaton model of Lynch and Tuttle with probability, as a step toward 
the ultimate goal of obtaining a useful tool for specifying and reasoning about asynchronous 
probabilistic systems. Our new model, called probabilistic Z/O automata, preserves the funda- 
mental properties of the I/O automaton model, such as the asymmetric treatment of input and 
output and the pleasant notion of asynchronous composition. For certain classes of probabilistic 
I/O automata, we show that probabilistic behavior maps, which are an abstract representation of 
I/O automaton behavior in terms of a certain expectation operator, are compositional and fully 
abstract with respect to a natural notion of probabilistic testing. 
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1. Introduction 
I/O automata are a kind of state machine that have been proposed by Lynch and 
Tuttle [12] as a tool for specifying and reasoning about asynchronous systems. The 
distinguishing features of the I/O automaton model are (1) an asymmetric treatment 
of input and output actions, (2) a notion of asynchronous composition that takes a 
“compatible” collection of I/O automata and produces a new I/O automaton as a result, 
(3) a simple correspondence between computations of a composite I/O automaton and 
certain collections of computations of its component automata, (4) the treatment of 
liveness properties through the introduction of a “fairness partition” on the action set 
of an automaton, and (5) the use of simulation-based techniques for proving that the 
set of action sequences that can be produced by one I/O automaton is a subset of the 
set of action sequences that can be produced by another. In this paper, we consider the 
problem of augmenting I/O automata with probability information, as a step toward the 
ultimate goal of obtaining a useful tool for specifying and reasoning about asynchronous 
probabilistic systems. As much as possible, we would like to preserve the characteristic 
features of the I/O automaton model, especially the asymmetric treatment of input and 
output and the associated pleasant notion of composition. 
There are some interesting issues that arise when one attempts to add probability to 
I/O automata. These issues derive from the input/output dichotomy and also from the 
asynchronous notion of composition for such automata, in which for any given state 
of a composite automaton there can be a number of component automata “competing” 
with each other to control the execution of the next action. It is inadequate simply 
to introduce, for each state q, a single probability distribution p on the set of all 
transitions from state q, because intuitively there is no good reason why the choice 
between input transitions (which are “externally controlled” by the environment of the 
automaton) and output or internal transitions (which are “locally controlled” by the 
automaton itself) should admit a meaningful probabilistic description independent of 
any particular environment. So, instead of one probability distribution for all transitions 
for state q, we introduce several probability distributions: one distribution over all the 
locally controlled transitions from state q, and separate distributions for each input 
action e. Our model is thus a kind of hybrid between the “reactive” and “generative” 
approaches described in [21]. 
The introduction of multiple probability distributions on transitions still does not 
solve all problems, however. Although within a single automaton we do not wish to 
ascribe probabilities to choices between externally controlled and locally controlled 
transitions, when automata are composed we do wish to have a natural probabilistic 
description of the outcome of the competition between component automata for control 
of the next action. To this end we introduce the concept of the delay parameter 6(q) 
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associated with each state q. The idea is as follows: when a component automaton 
in a composite system arrives in state q, it draws a random delay time from an ex- 
ponential distribution with parameter 6(q). This time describes the length of time the 
automaton will remain in state q before executing its next locally controlled action. The 
competition between several component automata vying for control of the next locally 
controlled action is won by the automaton having the least amount of delay time left. 
If we assume that the delay time distributions of component automata are independent, 
we can assign a definite probability to the event that any given component automaton 
will win the competition in any given system state. The “memoryless” property of the 
exponential distribution makes it irrelevant whether the component automata draw one 
delay time when they first enter their local state, or whether each component draws a 
new delay time after each global transition. This last feature makes it possible to give 
a simple definition of composition for probabilistic I/O automata. 
Having obtained definitions for probabilistic I/O automata and their composition, it 
becomes interesting to consider their “external behaviors”. The external behavior of 
an ordinary I/O automaton is the set of all sequences of external actions that can be 
produced in the various executions of the automaton. Lynch and Tuttle show that the 
mapping from I/O automata to external behaviors respects composition, in the sense 
that the external behavior of a composite automaton is determined in a natural way by 
the external behaviors of the component automata. Since ordinary I/O automata have 
sets of action sequences as their external behaviors, one might expect probabilistic 
I/O automata to have probability distributions on action sequences as their external 
behaviors, Although this intuition can be validated to a certain extent, if one wishes the 
mapping from probabilistic I/O automata to external behaviors to respect composition, 
then the situation requires a bit more finesse than simply using probability distributions 
on action sequences as external behaviors. The reason is this: to compute the probability 
distribution on action sequences determined by a composite automaton, it is necessary 
to have information about the internal delays of each of the component automata as 
well as the probability distribution they each induce on action sequences. 
Our notion of external behavior for probabilistic I/O automata is obtained as fol- 
lows: Let A be a probabilistic I/O automaton having no input or internal actions, 
and satisfying certain finite branching conditions. Then the automaton A induces a 
probability distribution on the set of all its executions, and, given an action sequence 
c( = esel . . . en-l, a conditional distribution on the subset X, of all executions whose 
action sequences extend M. We may view the sequences dad I . . . d, of delay parame- 
ters associated with the first (n + 1) states in such an execution as the values of an 
(n + 1 )-dimensional random variable D defined on X,. We define 8: to be the mapping 
that takes each real-valued function y : 9-V’ + d to its expectation, weighted by the 
probability of the set X,. Since the formal summation formula that defines 67: makes 
sense even when A is allowed to have input actions, we can use the same formula to 
associate a functional &t with an arbitrary probabilistic I/O automaton A. We show 
that, for probabilistic I/O automata with no internal actions, a compositional notion of 
behavior is obtained if one takes the external behavior of an automaton A to be the 
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mapping P that assigns to each action sequence CI of length n the associated functional 
8: on P+’ + 9. 
Besides showing that our notion of behavior is compositional, we are also able to 
show that it is “fully abstract”, in the sense that any two automata having distinct 
behaviors can be distinguished by a certain kind of probabilistic test. The key idea 
in the proof is that the success probability of tests in a certain class gives us the 
expectations of certain rational functions of the delay parameters. Using the uniqueness 
of partial fraction expansions of rational functions [lo], we can recover full information 
about the mnctionals 8: from these expectations. 
Finally, we extend the definition of 8;’ to a class of probabilistic I/O automata with 
internal actions and again show that it is compositional and fully abstract with respect 
to probabilistic testing. 
1.1. Related work 
The recent research literature contains a plethora of proposals for probabilistic mod- 
els. Each of these proposals addresses different issues, and introduces probability in a 
different way. In reactive processes [16, 111, for each state q and action e, a separate 
probability distribution is associated with the set of e-labeled transitions leaving state q. 
In contrast, in generative processes [21], for each state q a single probability distribu- 
tion is associated with the set of all transitions leaving state q. The stratljied processes 
[19] model refines the generative model with a multi-level probabilistic choice mech- 
anism. Alternating processes [6,5] are a mixture of strictly alternating probabilistic 
and nondeterministic states. The stochastic processes of [15,4,8] associate a stochastic 
delay, represented as a random variable, with the firing of transitions. In probabilis- 
tic speci’cations [9] transitions are labeled by sets of probabilities, rather than single 
probabilities. Finally, the model of probabilistic communicating processes [ 171 con- 
tains both an external (nondeterministic) and internal (probabilistic) choice operator, 
and processes are defined as conditional probability measures. 
The main contribution of our work is a compositional semantics for asynchronous 
probabilistic systems, which is fully abstract with respect to probabilistic testing. To 
our knowledge, we are the first to give such a result. The closest earlier work is that of 
Christoff [l], although his approach differs from our own in a number of key aspects: 
Christoff considers only purely generative processes, whereas our model captures pro- 
cesses that are both generative and reactive. Christoff s tests are deterministic and there 
is no notion of success state or success action; instead, he introduces testing equiva- 
lences based on the probabilities induced by the interaction of a process and a test on 
L*, where L is a set of observable events. In our model, tests are just probabilistic I/O 
automata with a distinguished “success action” w, and testing equivalence is defined in 
terms of the probability of a process successfully passing a test. Christoff s denotational 
models, which he shows to be fully abstract with respect to testing, are defined in terms 
of “probability functions” that map (2L - @)* x L* to [0, 11. No composition operator 
on processes is defined in [l] and thus the issue of compositionality of his denotational 
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semantics is left untreated. On the other hand, our model is compositional, and to ob- 
tain this result we find it necessary to include information about internal delays in the 
abstract representation of a process. 
In [6,5], Hansson and Jonsson present a process algebra, Timed Probabilistic Cul- 
culus of Communicating Systems (TPCCS), which extends Milner’s CCS [14] with 
probabilities and time. Discrete time is used in TPCCS, and a timeout operator is intro- 
duced. The probabilistic extension is achieved through a probabilistic choice operator, 
which defines a probability distribution over a set of reachable successor states. For 
each state in this model, either a probabilistic choice (determined by the process only) 
or a nondeterministic choice (which can be affected by the environment) is made. For 
technical reasons, a strict alternation between probabilistic and nondeterministic choices 
is required. The motivation of the separation of probabilistic and nondeterministic tran- 
sitions is to avoid making assumptions about the scheduling of processes and about the 
relative probabilities of internal actions versus external communications when compos- 
ing processes. In our model, a natural notion of composition is achieved by introducing 
state delay parameters and different probability functions for each input action and the 
set of locally controlled actions. Hansson and Jonsson also equip TPCCS with a notion 
of strong bisimulation equivalence, for which they give a sound and complete axiom- 
atization, while in our model, we define a testing equivalence based on probabilistic 
testing. 
In [l 11, Larsen and Skou introduce probabilistic bisimulation, using reactive proba- 
bilistic transition systems as the underlying semantic model. They present a notion of 
testing and show that if two processes are probabilistically bisimilar then no test can 
distinguish them. In addition to the difference in underlying models, their notion of test 
is very different from ours. They consider a test as an algorithm describing the proce- 
dure of running experiments on a process and present a simple but powerful language 
for tests. Another language is introduced for writing down the possible observations 
during the execution of a test on a process. Each process can be viewed as defining 
a probabilistic distribution over the observations for a given test. They also introduce 
a new modal logic, Probabilistic Modal Logic (PML), and show that two processes 
are indistinguishable under PML if they give the same probability distribution on the 
observation set of any test (i.e. they are probabilistically bisimilar.) 
Cleaveland et al. [2] present a testing preorder for probabilistic processes based on 
the notion of a process passing a test with a certain probability. They also exhibit strong 
links to the traditional testing theory of DeNicola and Hennessy [3,7]. Their work is 
similar to our own in its concept of testing and the homogeneity among processes 
and tests. However, there are a number of key differences: Processes in [2] are purely 
generative and there is no composition operator defined on processes. Thus the notion 
of an “interaction system” for a process and a test has to be defined explicitly. In 
followup work, Yuen et al. [23] present fully abstract characterizations of the testing 
preorders proposed in [2]. Since they are working in a generative model, probabili- 
ties in interaction systems must be normalized, and this leads to a more complicated 
characterization of the testing preorders. 
6 S-H. Wu et al. I Theoretical Computer Science 176 (1997) 1-38 
Segala and Lynch [ 181 define several probabilistic simulation relations for proba- 
bilistic systems in a “probabilistic automaton model”. Instead of associating probability 
distributions with transitions as in our model, the transition relation of a probabilis- 
tic automaton is a set of pairs (s, (52,9, P)), where s is a state and (Sz, 9,P) is a 
discrete probability distribution over (action, state) pairs and a symbol 6, representing 
deadlock. The model distinguishes between probabilistic choices and nondeterministic 
choices, which in some sense is similar to our modeling of generative outputs and 
reactive inputs. The nondeterministic choices are resolved by “adversaries” that sched- 
ule the next step of a probabilistic automaton A based on the steps A has previously 
performed. The simulation relations are evaluated according to two criteria: compo- 
sitionality and preservation of properties expressible in PCTL, an untimed version of 
Hansson’s Timed Probabilistic concurrent Computation Tree Logic (TPCTL) [5]. 
The rest of this paper is organized as follows. In Section 2, we review some basic 
definitions and results pertaining to ordinary I/O automata and their composition. In 
Section 3, we define our probabilistic version of I/O automata, and show how the 
notion of composition for ordinary I/O automata extends to the probabilistic case. In 
Section 4, we define our notion of probabilistic behavior, and we show that the map 
taking each automaton to its behavior respects composition. In Section 5, we show 
that our notion of behavior is fully abstract with respect to probabilistic testing. In 
Section 6, we extend the notion of probabilistic behavior maps to a restricted class 
of probabilistic I/O automata with internal actions, and we show that this map also 
respects composition and full abstraction. Finally, in Section 7, we summarize what 
we have accomplished and outline plans for future investigation. 
2. I/O automata 
In this section, we review some basic definitions and results pertaining to ordinary 
T/O automata. For further details, the reader is referred to [20]. 
An I/O automaton is a quadruple A = (Q,q’, E, A), where: 
l Q is a set of states. 
l q’ E Q is a distinguished start state. 
l E is a set of actions, partitioned into disjoint sets of input, output, and internal 
actions, which are denoted by Ei”, E’“‘, and Eint, respectively. The set Eloc = E”“’ U 
Eint of output and internal actions is called the set of locally controlled actions, and 
the set EeXt = E’” U EoUt is called the set of external actions. 
l A L Q x E x Q is the transition relation, which satisfies the following input-enabled 
property: for any state q E Q and input action e E Ei”, there exists a state r E Q 
such that (q, e, r) E A. 
It will sometimes be convenient for us to use the notation q 5 r to assert that (q, e, r) 
E A. 
The original definition of I/O automaton [20] allowed several start states instead 
of just one distinguished start state. It also included an additional piece of data: a 
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partition of the set of locally controlled actions. Such partitions are used to define a 
notion offuir execution for I/O automata, which is essential if one wishes to establish 
liveness properties for such automata. We do not treat liveness properties in this paper. 
However, we expect that, in many cases, liveness can be treated in a probabilistic 
setting by dispensing with fairness and instead using probability information to define 
a notion of “satisfies a liveness property with probability one”. We shall therefore 
ignore the partition component of I/O automata in our discussion. 
Lynch and Tuttle define a ,$nite execution ,frugment of an Ii0 automaton A to be 
an alternating sequence of states and actions of the form 
such that (qk,ek,qk+l) E A for O<k < n. In this paper, we find it convenient to use 
a slightly more liberal definition of execution fragment, to allow such fragments to 
contain actions not in E. To accommodate this, we assume the existence of a fixed, 
countable universe of uctions U, and we require that the set E of actions of an I/O 
automaton be a subset of U. This is not really much of a restriction in practice, since 
in practical situations we have to be able to explicitly denote all actions by a finite 
sequence of symbols. We also need to be able to distinguish external actions from 
internal actions, and so we also assume that CT is partitioned into disjoint sets Uext and 
u Int, and we require that the partitioning of the set E of actions of an I/O automaton 
satisfy the condition Eext C: UeX’ and Eint c U’“‘. 
For us, then, a finite execution fragment is an alternating sequence of states and 
actions as above such that (qk,ek,qk+l ) E A whenever ek E E and such that qk+l = 4,: 
whenever ek E U \E. An execution fragment with qo = q’ (the distinguished start state) 
is called an execution. We use the term native to refer to an execution or execution 
fragment of A in which only actions from E appear. 
If (T denotes an execution fragment as above, then we will use rr(k) to denote the 
state qk, for 0 <k <n. We use the term truce to refer to a sequence of actions. If 0 is 
an execution fragment as above, then the truce of ~7, denoted tr(rr), is the sequence of 
actions eoei . e,_ 1 appearing in G. 
2.1. Composition 
A collection {A, : i E I} of I/O automata, where Ai = (Qi,qj, Ei, Ai), is called 
compatible if for all i, j E I, i # j. we have Ep” n Ey’ = 8 and E,@ n Ei = 0. 
We define the composition &, Ai of such a collection to be the I/O automaton 
(Q, q’, E, A), defined as follows: 
l Q=lYIiE[Ql’ 
0 q’=(q:: iEI). 
l E = lJIE, E,, where 
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l A is the set of all ((qi: i EI),e,(ri: i E I)) such that for all i E I, if e E Ei, then 
(qi,e,ri) E Ai, otherwise ri = qi. 
With our more liberal definition of execution fragments, we have a simple correspon- 
dence between computations of a composite I/O automaton and the computations of its 
component automata. Suppose 0 is an execution fragment for a composite automaton 
fli,--Ai, of the form 
qJq,4 ... 
e,,-1 
+ qn, 
where qk = (qk,j : i E I). Then for each i E I, the execution fragment 0 projects in an 
obvious way to an execution fragment o/A, of Ai by replacing each state qk by its pro- 
jection qk,i. Suppose tr(o) = X, then tr(c@i) = CI for each i E I. This mapping, taking 
each execution fragment g of n,,__Ai to indexed collections of execution fragments 
(44 : i E I), is invertible, in the sense made precise by the following proposition. 
Proposition 2.1. Suppose A = Hi,, Ai. Then for each action sequence CI of the form 
eoel . e,_r, the map, that takes each execution fragment (T of &, Ai with tr(a) = a 
to the collection of execution fragments {crlA, : i E I}, is a bijection, from the set of 
execution fragments p of A having trace a to the set of indexed collections {pi : i EI}, 
where each pi is an execution fragment of Ai with trace CC. 
Proof. Suppose 0 = qo 4 q1 4 . .e”-’ + q,, is an execution fragment of A. Then ClAi = 
qo,i 4 ql,i 4 . . . ee-’ + qn,i is an execution fragment of Ai since by the definition of com- 
POSitiOn, (qk,r,ek,qk+l,i) 6 Ai if ek E Ei and qk+l,i = qk,i if ek # Ei. 
Conversely, suppose CJi = qa,i 3 ql,i 4 .en-’ + qn,r is an execution fragment of 
foralliEZ.Thencr=qo~qql%~~.‘e”~’ + qn is an execution fragment of A, since 
the definition of composition, (qk, ek,qk+i ) E A if ek E Ei for some i E I, and 
qk+l = (qk+l,i : i E 1) = (qk,i : i E 1) = qk 
if ek @ Ei for all i E I; i.e. ek #E. 0 
4, 
by 
Besides composition, Lynch and Tuttle also defined “action hiding” on I/O automata 
[20]. We do not treat action hiding in this paper. 
3. Probabilistic I/O automata 
A probabilistic I/O automaton is a sextuple A = (Q, q’, E, A, p, 6), where 
l (Q,q’,E, A) is an I/O automaton, called the underlying I/O automaton. The transition 
relation A is required to satisfy the following properties: 
1. The local Jinite-branching property: for all q E Q, the set 
{(q,e,r) E A: e E El”} 
is finite. 
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2. The input imagejkiteness property: for all q E Q and all e E E’“, the set 
{r E Q: (q,e,r) E 0) 
is finite. 
l p : (Q x E x Q) + [0, l] is the transition probability function, which is required to 
satisfy the following conditions: 
1. p(q,e,r) > 0 iff (q,e,r) E A. 
2. Crtp p(q,e,r) = 1, for all q E Q and all e E E”‘. 
3. For all q E Q, if there exist e E Eloc and r E Q such that (q,e, r) E A, then 
LQ C&E LO/ p(q, e, r) = 1. 
l 6 : Q + [0, co) is the state delay function, which is required to satisfy the following 
condition: for all q E Q, we have 6(q) > 0 if and only if there exist e E E’“’ and 
r E Q such that (q,e,r) E A. 
The local finite-branching condition on the transition relation d is imposed so that in 
Section 3.1 we can obtain a probability distribution on the set of all native executions 
of an automaton A with an empty set of input actions. This condition is also needed 
so that we can obtain discrete probability distributions in key situations in Section 4, 
thereby avoiding technical problems of measurability that would arise in a more general 
setting. Once we have imposed the local finite-branching condition, the input image- 
finiteness condition is required in order for the class of probabilistic I/O automata to 
be closed under the composition operation defined in Section 3.2. Though it might be 
possible to relax the finiteness to countability (or beyond) in these conditions, this is 
a purely measure-theoretic problem that would present no new computational issues, 
and so we do not attempt to solve it in this paper. 
The transition probability function p describes the probability, for each state q, of 
choosing one transition from state q as opposed to another. As discussed in the Intro- 
duction, we do not ascribe any probability to the choice between an input transition 
and an output or internal transition, since any such probability will be determined by 
the environment. Similarly, the choice between a transition for one input action and a 
transition for a different input action is also under the control of the environment, so 
we do not attempt to assign probabilities in this case either. The stochastic conditions 
(2) and (3) on 1( reflect this point of view: Condition (2) states that for each state q 
and input action e, the function p determines a probability distribution on the set of 
states r such that q 5 r. Condition (3) states that if there is some locally controlled 
action enabled in state q, then p determines a probability distribution on the set of all 
pairs (e, r) such that e is locally controlled and q -“lt r. 
The state delay function 6 assigns to each state q a nonnegative real number 6(q). 
As discussed in the Introduction, the intuitive interpretation of d;(q) is as the pa- 
rameter of an exponential distribution describing the length of a random “delay pe- 
riod’ from the time state q is entered by the automaton until the time it executes 
its next locally controlled action. The condition on 6 corresponds to the intuition that 
if no locally controlled action is available in state q, then the delay period will be 
infinite. 
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Function 6 can be extended to finite execution fragments as follows. Let o be a 
finite execution fragment of the form 
qJq, 4 . . .eT$q,, 
and let di denote 6(qi), the delay parameter associated with state qi, for 0 6i <n. 
Then let 6(o) denote the sequence dodi . . . d,. We call 6((r) the delay sequence of 
a. We use d, d’, possibly subscripted or superscripted, to denote delay sequences. 
Let d = dad, ,..d, and d’ = d’d’ 0 1 . . . d; be two arbitrary delay sequences. Then 
d + d’ is the componentwise sum of d and d’. This notation is used extensively in 
Sections 44. 
To simplify notation in the sequel, it will be convenient for us to adopt the following 
convention regarding the application of p to triples (q,e,r) where e is not in the set E 
of actions of A: if A = (Q,q’,E,A,p,6), and e E U \ E, then we define p(q,e,q) = 1 
and p(q, e, r) = 0 for all other r E Q. 
3.1. Probability distributions on executions and traces 
Suppose A = (Q, q’, E, A, p, S) is a probabilistic I/O automaton. In this section, we 
consider the problem of assigning probabilities to sets of executions of A. If A is 
an arbitrary probabilistic I/O automaton, it does not make much sense to ask about 
the probability of sets of executions of A, since we lack any sort of probabilistic 
description of when input actions will occur and which ones they will be. There are 
two approaches that can be taken to this problem. The first approach, which we adopt, 
is to define the probability of sets of executions of automata A only in case E’” = 0; 
that is, A is a closed automaton, and only for sets of native executions of A, since 
actions outside E are under the control of the environment. In our approach, if we 
wish to make probabilistic statements about automata A that are not closed, we first 
specify a “test” T to be performed on A. For us, a test is a probabilistic I/O automaton 
that is “complementary” to A, in the sense that the composite AIT makes sense and 
is a closed automaton. We then make probabilistic statements about the behavior of 
AIT. In a sense, in this approach there are no nonprobabilistic choices, only choices 
for which probability information has not yet been specified. The second approach 
that can be taken is to accept the possibility of inherently nonprobabilistic choices. 
This leads to the introduction of the notion of an external “adversary” that resolves all 
such choices. In this approach, a probabilistic automaton does not determine a single 
probability space, but rather a separate probability space for each possible adversary. 
Probabilistic statements are made about such automata by universally quantifying over 
adversaries. The adversary approach has been studied by Segala and Lynch [ 181. 
In any discussion of probability, it is necessary to begin by describing the probability 
space. In our case, the set of basic outcomes is the set of all native executions of A 
(both finite and infinite). If 
e,-1 a=qo4q,4 . . . +qn 
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is a finite native execution, then define the set [(r] to be the set of all finite and infinite 
native executions of the form 
p=qJq,~ . C,-l en -+qn+qn+l”’ 
In other words, for any finite native execution (T, the set [rr] is the set of all finite and 
infinite native executions p that extend CT. Define a set of native executions of A to 
be basic measurable if it is the union (possibly empty) of a finite disjoint collection 
of sets of the form [a] and singleton sets of the form {p}, where p is a finite native 
execution with [p] # {p}. A basic measurable set of the form {p} or of the form [a] 
is called simple. 
Lemma 3.1. The collection of basic measurable sets of executions of A is nonempty, 
and is closed under pairwise union, pairwise intersection, and complement. That is, it 
forms an algebra of sets. 
Proof. Let q1 denote the unique execution with no actions, then [q’] is clearly basic 
measurable. Next, observe that the intersection of two sets [(T] and [p] is either 0, [G], 
or [p]. From this, it is easy to see that the union of two basic measurable sets is basic 
measurable, and the intersection of two basic measurable sets is basic measurable. To 
show closure under complement, first observe that it follows from the local finite- 
branching property in the definition of probabilistic I/O automata that the complement 
of a set of the form [CJ] is the union of a finite disjoint collection of sets, consisting of 
the sets {p}, where p is a proper prefix of cr, and sets of the form [p], where p is not 
a prefix of (T. The same characterization holds true for the complement of a set {(T}, 
where 0 is finite. This observation, together with closure under pairwise intersection 
and DeMorgan’s laws, implies that the complement of a basic measurable set is basic 
measurable. n 
We now show how to assign probability to basic measurable sets of executions. 
Suppose 
is a finite native execution. To a simple basic measurable set of the form [a] we assign 
probability as follows: 
n-1 
Pr([al> = n PL(qk, ek, qk+l 1. 
k=O 
In particular Pr([q’]) = 1. To a simple basic measurable set of the form {p}, where 
[p] # {p} we assign probability 0. This corresponds to the idea that stopping in a state 
for which further transitions are enabled, occurs with probability zero. The definitions 
and results of this paper all generalize easily to the case of nonzero stopping probability. 
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To each basic measurable set B = Uy=, Bi represented as a finite union of disjoint 
sets Bi of the form [a] or of the form {p}, where [p] # {p}, we assign probability as 
follows: 
Pr(B) = k Pr(Bi). 
I=1 
We must show that this assignment of probability to the set B is independent of the 
choice of representation of B as Ur=, Bi. This follows from Lemma 3.3 below. 
Lemma 3.2. Suppose S is a simple basic measurable set and S = Uz, Si, where Si 
are disjoint simple basic measurable sets. Then 
Pr(S) = 5 Pr(Si). 
i=l 
Proof. Suppose S is of the form {p}, where [p] # {p}, or of the form [cr], where 
[a] = {a}. Then there is precisely one way to represent S as a disjoint union of simple 
basic measurable sets, so the result holds in this case. 
In case S is of the form [cJ], where [rr] # {o}, the proof proceeds by induction on 
the rank k of a representation S = Uy=, Si, which we define to be the number of sets 
Si that are of the form {p} with [p] # {p}. 
For the basis case, suppose k = 0. Then each set Si is of the form [Oil. In view of 
the assumption that S = UE, Si is a disjoint union, it must be the case that m = 1 and 
crl = cr. Thus, Pr(S) = cf=, Pr(S,) as required. 
Now assume that the result has been shown for some k 2 0, and suppose S = Uz, Si 
is a representation of rank k + 1. For 1 <i <m, let Gi be chosen such that either Si = 
[ai] or Si = {gi}. Since k + 1 > 0, the subset of {cri, 02,. . , Go}, consisting of all 
those CJ, for which Si = {gi} with [Oil # {a,}, is nonempty. Let p be an execution 
of maximal length chosen arbitrarily from this subset. Suppose p is of length iz, so 
that 
p=qJq,4 . . . e,,- / 4 %I. 
Let C = {PI,P~,..., pj} be the set of all native executions of length n+ 1 that properly 
extend p. Then [p] = (UizI[pj]) U {p} by definition of [p]. Now, p E S = [rr], hence 
pj E [a] for 1 <j < 1. Since S = Uy=, S, is a disjoint union, it follows that for each 
j with 1 <j < 1 there exists a unique zj with 1~ Xj dm and pj E S,, . Since pj is a 
minimal proper extension of p, we must have cr”, = pi, so that each &, is either of 
the form [pj] or else of the form {pj} with [p,] # {pj}. Only the former case is 
possible, since if ST, = {pi} with [pi] # {pi} we would have a contradiction with the 
assumption that p is of maximal length. 
Thus, we may write 
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and 
Now, the last expression gives a representation of S of rank k, so by the induction 
hypothesis we have 
Pr(S) = 5 Pr(Si) - 5 Pr(&) + Pr([pl). 
i=:i J=I 
(1) 
Since [PI # b), we have Pr({ p}) = 0 by definition, hence 
n-l 
Wbl) = II Aqk,ek,qk+l) 
k=O 
=i fi h(k),ek,k%(k+ 1)) 
i=l k=O 
= $ Pr(bil), 
where the second equality holds because CrGQ xetEIOC p(q,,e,r) = 1 by the stochastic 
condition (3) in the definition of probabilistic I/O automata. Thus, 
Wbl) = Ii Wbil) + Wbl) 
i=l 
= ,I Pr(% 1. (2) 
From Eqs. (1) and (2), we conclude that 
Pr(S) = 2 Pr(Si). 
1=l 
0 
Lemma 3.3. Suppose B = (Jy!, Si and B = U/“=, Sj are two representations of a basic 
measurable set B as a finite disjoint union of simple basic measurable sets. Then 
5 Pr(&) = 5 Pr(Sj). 
!=I j=l 
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Proof. 
2 Pr(S,) = 5 Pr(S; nB) because B = 2 Si 
i=l I=1 
= 5 Pr @,(&“!j)J 
i=l 
(becai:: Bt,(J,SiJ 
= 5 5 Pr(Si fl$) (Lemma 3.2) 
r=l j=l 
= 5 2 Pr($ n Sj) (exchange order of summation) 
+, ;=, 
Lemma 3.4. Pr is a measure (a countably additive set function) on the algebra of 
basic measurable sets. 
Proof. It is obvious from the definitions that Pr is finitely additive. We must show 
that Pr is countably additive: for any countable disjoint sequence Bo, BI,. . of basic 
measurable sets whose union B is basic measurable, we have 
Pr(B) = E Pr(Bi). 
i=o 
But if B = Uz, Bi, then B is in fact a countable union of simple basic measurable 
sets. A KSnig’s Lemma argument shows that if a basic measurable set B is a countable 
union of simple basic measurable sets S,, then at most finitely many of the sets Sj 
can be nonempty. Hence for the class of basic measurable sets, countable additivity 
reduces to finite additivity. q 
Proposition 3.5. Pr extends to a complete measure (which we also denote by Pr) 
on a a-algebra containing the algebra of basic measurable sets. Moreover, since 
Pr([q’]) = 1, it follows that Pr is a probability measure. 
Proof. This is a corollary of the Extension Theorem for measures [22, Theorem 2, 
p. 971 which states that any measure defined on a ring 2 extends to a complete 
measure on a a-algebra containing .%. 0 
We can also assign probabilities to sets of traces. Still working with respect to a 
probabilistic I/O automaton A, we define a set V of traces of A to be measurable if 
tr,‘( V) is a measurable set of executions of A. To each such set we assign probability 
as follows: 
Pr( V) = Pr(tr,‘( V)). 
It is easy to check that these definitions determine a probability space on the set of 
traces. 
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3.2. Composition 
A collection {Ai: i E I} of probabilistic I/O automata, where 
A, = (Qi,4!,E,,di,Pi,dz), 
is called compatible if the corresponding collection of underlying I/O automata is 
compatible. The composition ni,, Ai of a finite compatible collection of probabilistic 
I/O automata is defined to be the sextuple (Q,q’,E, A,p,d), where: 
1. Q, q’, E, and A are defined as for composition of ordinary I/O automata. 
2. (r((qi 1 i E I)) = C,,I di(qi). 
3. If e E E’“. then 
/t((qi: iEZ),e,(ri: iEZ))= 
If e E E!Oc for some k, then h 
In this paper, we restrict our attention to the composition of finite collections only. 
The finiteness assumption ensures that the sum in (2) converges, and that the products 
appearing in the definition of ~1 are nonzero. 
The definition of composition can be motivated as follows: In any given state q = 
(q, : i E I) of a composite automaton A = Hi,, Ai, the component automata Ai partic- 
ipate in a race to see which one will be the next to execute a locally controlled action. 
Conceptually, when each component automaton Ai enters its local state qi, it chooses a 
random “delay period” from an exponential distribution with parameter 6i(qi). It then 
delays for this amount of time before executing its next locally controlled action. The 
winner of the race from state q will be that component automaton Ai with the least 
amount of time to wait. Because of the “memoryless” property of the exponential distri- 
bution, it is not necessary for us to keep track in the composite automaton of how long 
each component automaton Ai has already delayed in state qi - the amount of time A, 
has left to delay in state qi is described by the same exponential distribution with param- 
eter 6i(qi), regardless of how long Ai has already delayed. This fact simplifies the defini- 
tion of composition considerably, and would also be important if we wished to construct 
a real-world implementation of the probabilistic behavior modeled by these automata. 
Assuming that the random delay periods associated with the component automata 
Ai are independent, the probability that the winner of the race from state q will be a 
particular component f& is the probability that the random delay period chosen by f& 
is the minimum among all the delay periods chosen by the A,. This probability is the 
ratio dk(qk I/ CIEI di(qi). 
The distribution of the time that composite automaton A delays in state q before exe- 
cuting its next locally controlled action is the distribution of the minimum of the delay 
times of each of the components. Here the situation is simplified by another property 
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of the exponential distribution: the distribution of the minimum of a finite collection 
(xi: i E I) of independent random variables, where Xi is exponentially distributed with 
parameter 6i(qi), is again exponentially distributed with parameter CjE, 6,(qi) [19]. 
This explains the definition of 6. 
The definition of p can now be explained as follows: If it has already been de- 
termined that the next action to be executed is a particular input action e, then the 
probability of choosing a particular transition (q, e,r), where q = (qi : i E I) and 
Y = (r, : i E I), is simply the joint probability that component Ai executes (qi, e,ri), 
for all i E I such that e E EL. Assuming independence, this joint probability is just the 
product of the individual probabilities pu, (ql, e, ri). On the other hand, if it has been de- 
termined that the next action to be executed is not an input action, but rather a locally 
controlled action, then which locally controlled action is actually executed depends on 
the outcome of the race for control between the component automata. The probability 
that the transition executed will be (q, e,r), where q = (qi: i E I) and Y = (Yi: i E I), 
and e E EF is locally controlled by Ak, is the joint probability that each Ai will 
execute transition (qi,e,ri), times the probability that Ak will win the race. Assuming 
independence, the former is just the product of the individual probabilities pi(qi,e,ri). 
As already discussed, the latter probability is the ratio &(qk)/ ciE1 6i(qi). 
Proposition 3.6. If {Ai : i E I> is a finite compatible collection of probabilistic I/O 
automata, then &, Ai is also a probabilistic I/O automaton. 
Proof. Suppose Ai = (Qi,q!, Ei, Ai, pi, Si) and A = nlE, A,. 
We first verify the local finite-branching property and the input image-finiteness prop- 
erty. Since I is finite, and by input image-finiteness of the Ai, the sets {Ti: (qi,e,ri) E 
Ai} are finite for all qi E Q and e E Ep, it follows that the set {Y : (q,e,r) E A} 
is finite for all q E Q and e E E’“, so that A is input image-finite. By definition of 
composition, e E Eloc exactly when there is a unique k such that e E Ep and such that 
whenever i # k if e E Ei then e E Ej”. By the local finite-branching property of Ak, 
the set {(qk, e, rk) E dk : e E Ep} is finite, and by the input image-finiteness property 
of the Ai, the sets {(qi,e,ri) E Ai : e E Ei”} are finite for all qi E a. Thus, the set 
{(q, e, r) E A : e E El”‘} is also finite, so that A has local finite-branching. 
We next verify that p and 6 have the required properties. First, consider 6. Clearly, 
since Z is finite and 6i(qi) E [0, oc) for all i E I and qi E Q, it follows that 6((qi : 
i E I)) = CisI &(qi) E [0, m) as well. If 6(q) = 0, then for all i E I there exist no 
e E Et”” and Yi E Qi such that (qi,e,ri) E Ai, hence there exist no e E Eloc and r E Q 
such that (q,e,r) E A. Conversely, if there exist no e E Eloc and Y E Q such that 
(q,e,r) E A, then there can be no i E I, e E E,‘oc, and ri E Qi such that (qi,e,Yi) E Ai, 
thus 6i(qi) = 0 for all i E I and hence 6(q) = 0. 
Next, consider p. We first show that p(q, e,r) E (0, l] whenever (q, e,r) E A. If 
e E E’“, then 
,U((qi: iEZ),e,(r,: iEI))= fl Pi(qi,e3~i), 
{iEl: eEE,} 
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which is in (0, l] because I is finite and because p;(qi,e,ri) E (0, l] whenever e E Ei. 
If e E El”, then e E EL” for some k E I, and 
p((qi: i E Z),e,(r,: i E I)) = 
Since (qk,e,rk) E Ak, we have dk(qk) > 0. Since I is finite, and since pi(qi,e, r,) > 0 
for each i such that e E Ei, it follows that p(q,e,r) > 0. 
Next, we prove that p satisfies stochastic conditions (2) and (3) in the definition of 
probabilistic I/O automata. Suppose q = (qi : i E I) E Q and e E E’“. Then 
where the interchange of the sum and product is justified because Q is the Cartesian 
product of the Qi. Finally, suppose q = (q!: i E I) E e, and consider 
cc 
,'EQ CEE“‘~ 
p(q,e,r)= C C C !!!4Cd 
~EQ kEl c&E:” 
6(q) 
If there is no 
e E Ep, and 
above sum is 
e E Efpc for some k E I, and we have 
e E E”’ and r E Q such that (q,e,r) E A, then there can be no k E 1, 
rk E Qk such that (qk,e,rk) E Ak, hence &(qk) = 0 for all k, and the 
zero. Otherwise, if e E Eloc and r E Q are such that (q,e,r) E A, then 
where the penultimate equality holds because xr,tQ, pi(qi, e, ri) = 1 whenever e E Ei”; 
that is, whenever i # k. 0 
4. Behaviors of probabilistic I/O automata 
In this section and the next section, we consider the restricted class of probabilistic 
I/O automata A = (Q, q’, E, A, p, S) for which the set Eint of internal actions is empty. 
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We wish to associate with such an automaton a more abstract representation in which 
we ignore the details of the particular state set and transition relation of the automaton, 
and focus instead on externally observable aspects of its probabilistic behavior. 
Suppose A is a probabilistic I/O automaton without internal actions. Given a trace 
cI = eaei . ..e._i, for each delay sequence d = dodl . d, define the quantity p$(d) 
by 
where the summation is taken over all executions rs of A having trace CI and delay 
sequence d. Observe that convergence of the summation is automatic, since by the 
local finite-branching and input image-finiteness properties of A, the set {o : tr(a) = 
M} is finite. The same reasoning also shows that, for a fixed a, the set of all d for 
which d(d) is nonzero is finite. In case the set of input actions of A is empty, and 
CI contains only actions in EA, the quantity d(d) is the probability of the set of all 
native executions of A having a as a prefix of their trace and d as a prefix of their 
delay sequence. 
Now, if 
is a real-valued function, define 
d 
where the sum ranges over all (n + 1 )-tuples d = (do, dl, . . . , d,) of nonnegative real 
numbers. We may view 8: as a functional 
&Z: (w+’ -+ W) -+ w. 
In case the set of input actions of A is empty, we may regard the sequences d as the 
values of an (n + 1 )-dimensional random variable D = (DO, DI, . . . , D,) defined on the 
conditional probability space X, of native executions of A whose traces extend CL In 
this case, the quantity h$[g(D)] is just the expectation of g(D), times the probability 
d of the set X,. 
Our abstract representation for probabilistic I/O automata assigns, to each proba- 
bilistic I/O automaton A without internal actions, the mapping CP that takes each trace 
CI E U* of length n to the functional 8: on &Y+’ -+ 6%. We call the mapping CP the 
probabilistic behavior map associated with A. In the next section, we show that proba- 
bilistic behavior maps are fully abstract with respect to a natural notion of probabilistic 
testing. 
The compositionality of the representation of automata by probabilistic behavior maps 
is established in Theorem 1 below. In this theorem, A/B denotes the composition of 
compatible automata A and B, and &lB, &, and DE denote (n+ 1)-dimensional random 
variables representing the random sequences of delay parameters in an execution of 
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AIB, A, and B, respectively. These symbols are used (as is conventional in probability 
theory) as dummies indicating the variables over which the summations are to be 
taken; thus the notation LYAIB denotes a summation over @Is, the notation dA denotes 
a summation over @, and the notation BB denotes a summation over DE. 
Theorem 1. Suppose A and B are compatible probabilistic I/O automata that hate 
no internal actions and LX = eoel . . e,_l. Then 
c+?[g(D@)] = &;[c$g(@ + DE). h@,DB)] 1, 
where 
Ky*={k: O<k<n, ekEE2’) and Kp*={k: O<k<n, ekEE2’) 
Proof. By definition, 
d 
in which the quantity ptlB(d) is given by the following: 
where the summation is taken over all executions (T of AIB having trace CI and delay 
sequence d. Substituting, we have 
d CT k=O 
By Proposition 2.1 and the definition of composition for probabilistic I/O automata, the 
executions cr of AIB having trace a and delay sequence d are in bijective correspondence 
with pairs of executions (0~) a~), such that oA and CB both have trace a, and such that 
@aA) + 6(cr~) = d. Using this fact and the definition of pAlB we can rewrite the above 
expression as follows: 
8;‘B[g(LY’B)] = C C g(dA + dB) 
dB d” 
where oA ranges over all executions of A having trace CI and delay sequence dA, and 
Cra ranges over all executions of B having trace CI and delay sequence dB. Rearranging 
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terms gives 
~~‘E[g(ti’B)] = C C g(dA + dB) fl 
or, more simply, 
5 gs(d’ + ds). WA,dB). p:(d”?. &@I. 
But this is easily recognized as 
as was to be shown. 0 
5. Testing equivalence and full abstraction 
In this section we show that probabilistic behavior maps are fully abstract with 
respect to a notion of probabilistic testing equivalence based on the classical testing 
theory of Hennessy and DeNicola [3]. That is to say, probabilistic I/O automata A and 
B determine the same probabilistic behavior map if and only if in a certain sense they 
cannot be distinguished by any probabilistic test. 
Formally, a test is simply a probabilistic I/O automaton T that has a distinguished 
output action o. We interpret the occurrence of o in a computation of T as an indi- 
cation that the test has succeeded. A test is called closed if its set of input actions is 
empty. For closed tests T, it makes sense (see Section 3.1) to talk about the probability 
of sets of executions of T. 
Lemma 5.1. Suppose T is a closed test. Then the set of all successful native execu- 
tions of T is measurable. The probability of this set is given by the formula 
c cJu~ 
rcsi 
where b is the set of all traces that do not contain w. 
Proof. The probability of success of T is the probability of the set of all native 
executions of T that contain an occurrence of o. This set can be represented as a 
countable union of disjoint sets of the form [a], where CJ ranges over all finite native 
executions 
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in which w appears for the first time as the last action. Let e, = (0, then the probability 
of each set [a] is given by 
Pr([cr]) = !!I h(qk,ek,qk+l). 
k=O 
Thus, the probability of success of T can be expressed as 
which is just 
as was to be shown. q 
The probability of the set of all successful native executions of a closed test T is 
called the success probability of T. 
Suppose A = (QA, q;, EA, AA, pA, 6~) is a probabilistic I/O automaton. A proper test 
for A is a test T = (Qr, qi, ET, AT, ,uT, 6~) such that ET” L Ej”‘, Ey G EyU’ \ {o}, and 
Ej4oc n Ep = Q). If T is a proper test for A, then the collection {A, T} is compatible. 
Let AlT denote its composition, then AlT is a closed test. 
If A and B are probabilistic I/O automata with the same set of actions, then we call 
A and B testing equivalent if for all proper tests T for A and B, the success probability 
of Al T equals the success probability of BIT. 
We now define a particular class of tests that will be useful for distinguishing prob- 
abilistic I/O automata. Let a set of actions E = Eo U El be fixed, with Eo and El dis- 
joint. For each trace s( = eoei . . . e,_i with ek E E for 0 <k < n, and for each sequence 
x = x0,x1,. . ,x, of positive real numbers, we define a test T,,, = (Q, q’, ET, A, ,u, S) as 
follows: 
l Q= {0,1,2 ,..., n,n+ 1). 
04 ’ = 0. 
l E~=EU{w,*},withE;“=El andEF.“‘=EoU{w,*}. 
l A is the union of the following sets: 
1. {(k,ek,k + 1) : O<k <n} 
2. {(n,wfi + 1)) 
3. {(k,*,n+l):Odk<n} 
4. {(k,e,n + 1) : Odk <n, e E EF, e # ek}. 
5. {(n,e,n + 1) : e E EF}. 
6. {(n+l,e,n+l):e~E~}. 
l p is defined as follows: 
1. If Odk <n, then 
P(k,ek,k + 1) = 
1 if ek E EF, 
l/2 otherwise. 
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Fig. 1. Test TX,, 
2. &z,w,n + 1) = 1. 
3. If 0 <k < n, then 
p(k,*,n+ 1) = 
1 if ek E EF, 
l/2 otherwise. 
4. IfOdk<n,eEE~,ande#ek,then~(k,e,n+l)=l. 
5. If e E Ef, then p(n,e,n + 1) = 1, and p(n + l,e,n + 1) = 1. 
l 6(k) =xk for O<kdn and 6(n + 1) = 0. 
Fig. 1 depicts the structure of test T,,,. Intuitively, T,,, succeeds when it manages 
to produce the trace CIO by passing successively through states 0, 1,2,. . . , n and finally 
to n + 1. For 0 <k <n, the state k has delay parameter xk, so the delay sequence 6(a) 
associated with a successful execution a of T,,, is the sequence xoxi . .x,0. This is 
the only way executions of T,,, can succeed; executions that deviate from CI in the 
initial section cause T,,, to enter the state 12 + 1 without performing the success action 
CD. In each state k, where 0 d k < n, the test T,,, has a nonzero chance of failing by 
performing the action * and going directly to state n + 1. This gives T,,, a certain 
sensitivity to the delays of its environment. 
Lemma 5.2. Suppose A is a probabilistic I/O automaton without internal actions. 
Then for each trace u = eoel . . . e,_l E ET, and for each sequence x = x0,x1,. , ,x, 
of positive real numbers, the test T,,, (with EO = Ef and El = EFt) is a proper test 
for A. Moreover, the success probability of AIT,,, is given by 
where for all 0 6 k < n we have 
yk = 
DkA if ek E Eyt, 
xk otherwise, 
y, = x,,, and c is the number of k E (0, 1,. . . ,n - 1) for which ek E E,$‘. 
Proof. Fix a and x, and let T abbreviate T,,,. We first verify that T is a proper test 
for A. By the construction of T, it is obvious that T is a test (a probabilistic I/O 
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automaton with distinguished action 0). Since E;-” = E,yt, and E’” C Eout it follows A- Tt 
that T is a proper test for A. 
By Lemma 5.1, the success probability of A(T is given by 
where fi is the set of 
rewritten as follows: 
all traces that do not contain LC). By Theorem 1, this may be 
and index sets Kyt and KFt contain the indices of actions in CI’W that are output 
actions of A and T respectively. 
Now, observe that T has just one execution that produces a trace of the form E’W, 
namely 
which produces trace c(w. From this it is easy to see that 6’z?,,[h(DA,DT)] = 0 unless 
CX’ = x, and that 
where c is the number of k E { 0, 1, . . , n - 1 } such that ek E Ey Using this information 
and the fact that each ek is an output action of either A or T, the success probability 
of A 1 T may be rewritten as 
where for all 0 <k < n we have 
Yk = 
D/ if ek E ETt, 
xk otherwise, 
and y, =x,. 0 
Lemma 5.3 below is a uniqueness theorem for partial fraction expansions of rational 
functions in several variables. It is a key component of the proof of full abstraction 
(Theorem 2). We state a somewhat more general version than our present needs dic- 
tate; the extra generality will be used in Section 6. See Appendix A for the proof of 
Lemma 5.3. 
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Lemma 5.3. Suppose f and f’ are two rational functions of variables x0,x1,. . . ,x,-~ 
(n 3 0), dejined as follows: 
f =c -, ai 
i~t l-&o (xk + b1,kF.i ’ 
f’= c _ ci 
~EI’ JJ;=;(xk + dj,k )“,A ’ 
where I and I’ are jinite sets, for each i E I and 0 <k < n, the exponent ri,k is a 
positive integer and ai E (0, co), for each i E I’ and 06 k < n, the exponent si,k is 
a positive integer and ci E (O,co), for each distinct i, j E I the sets {(k, bi,k,rj,k) : 
06k <n} and {(k,b. J,k,r,J) : O< k < n} are distinct, andfor each distinct i, j E I’ the 
sets {(k,di,k,sI,k) : 06k <n} and {(k,dj,k,sj,k) : 06k <n} are distinct. If f = f’, 
then there exists a bijection (-)’ : I ---t I’ such that a, = c;~, b2,k = di’,k and r,,k = sif,k 
foralliEIandO<k<n. 
Theorem 2. Suppose A and B are probabilistic I/O automata with the same set of 
actions -for which the set of internal actions is empty. Then A and B are testing 
equivalent if and only tf the associated probabilistic behavior maps gA and dB are 
equal. 
Proof. Suppose BA = 6FB, and let T be an arbitrary proper test for A and B. By 
Lemma 5.1, the success probability of AlT is 
c 8;JT[1] 
and the success probability of BJT is 
where a ranges over all traces that do not contain o. Applying Theorem 1 we can 
express the success probability of AlT as 
C Ci,,[~~#4DAJf~II~ 
r 
where 
Similarly, we can express the success probability of BIT as 
Since bB = &A by hypothesis, it follows that the two success probabilities are equal. 
Since for an arbitrary T, the success probability of AIT equals the success probability 
of BIT, it follows that A and B are testing equivalent. 
Conversely, suppose A and B are testing equivalent. Then for all tests T, the success 
probability of AJT equals the success probability of BIT. In particular, this is true 
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for all tests of the form r,,, for any r = enel . . en-l. By Lemma 5.2, the success 
probability of A ( T,,, is given by 
and the success probability of BIT,,, is given by 
where c is the number of k E (0, 1, . . , n-l} for which ek E Ey (= E$), yn = y: =x,, 
and for all 0 <k < n we have 
DF if ek E Ept, 
Yk = and 
otherwise, 
Y: = 
Df if ek E ET’, 
xk xk otherwise. 
Since sA(x) = SB(X) by the hypothesis that A and B are testing equivalent, and by the 
definition of &ie,, we have 
where 
K out = {k: O<k<n, e, E Ept(= Er’)} , 
{di: i E Z} is the finite set of sequences d for which p&(d) is nonzero, and {d:, : i’ E 
I’} is the finite set of sequences d’ for which p&,(d’) is nonzero. 
Thus, we have two rational fimctions in the variables x0,x1,. . . ,x, which are equal 
for all positive values of their arguments. From basic properties of rational functions, 
if two such functions are defined and equal for all values in some open interval, then 
they are equal at all points where either of them is defined. Then, applying Lemma 5.3, 
there exists a bijection (-)’ : I + I’ such that for all i E I, 
d; = di, and pi,(di). fl d,.k = p&,(di,). n d(,,k. 
kCKoU’ kEKUU’ 
Since the products flkEKO”, di,k and nkEKQU, di,,k are positive by the assumption that 
&A&) and &Ad;) are nonzero, and since p&,(d) = 0 except when d = di for some 
i E I, and similarly for p&(d), we have shown that for all traces 2 = eoel . e,_l in 
which o does not appear, and for all sequences d = dodl d,d,+l we have 
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where the summation is taken over all executions a of A having trace czo and delay 
sequence d = dodl . . . d,d,+l. However, w $2 EA, so the only such executions are those 
whose last transition is of the form (q,o,q). It follows from this observation that 
dddod, .. d&,+1 > = &do4 . . .A) 
for all traces CI and all sequences dad, . . . d,,d,+l. Similar reasoning applies to B, so 
we may conclude that 
for all traces TV in which o does not appear, and all sequences d. Moreover, this 
conclusion holds even without the restriction that cu not appear in a. For, given trace tl 
containing occurrences of o, it is easy to see that d = p$, where c(’ is obtained by 
changing all occurrences of w in CI to some other symbol w’ not in EA. One may do 
the same thing for d, and then apply p$ = pf,. 
We have thus shown that d(d) = d(d) for all traces u and all sequences d. From 
this, it follows by the definition of 8: and 8: that 8: = 8’ for all traces a. In other 
words, ~7’~ = dB, as was to be shown. 0 
6. Probabilistic I/O automata with internal actions 
In this section, we consider the class of probabilistic I/O automata A = (Q, q t E, A, p,c?) 
satisfying the following conditions: 
l For all (q,e,r) E A, if e E Einf then 6(r) = S(q). 
l The divergence-free condition: for all q E Q, there exists no infinite sequence 
qo,q1,... with q = qo and qi 3 q,+l for actions ei E Eint. 
The first condition states that internal transitions do not change the state delay param- 
eters, and the second condition is imposed so that at most finitely many states can be 
reached from any given state by internal executions. We call probabilistic I/O automata 
satisfying these conditions delay-restricted probabilistic I/O automata. It is easy to ver- 
ify that the composition of two compatible delay-restricted probabilistic I/O automata is 
also a delay-restricted automaton. For any composite state (q,r), if an internal action e 
is enabled, then by the compatibility condition, either q 5 q’ or r 3 I-‘. Suppose q 3 
q’, then (q, r) -5 (q’, r). Si nce 6(q) = 6(q’), it follows that 6( (q,r)) = 6( (q’,r)). The 
case r 5 r’ is similar. The divergence-free condition on component states q and r also 
implies that there exists no infinite sequence of internal steps starting from state (q,r). 
By applying techniques similar to those used in Sections 4 and 5, we show how 
to associate with a delay-restricted automaton an abstract representation, similar to the 
probabilistic behavior maps for probabilistic I/O automata without internal actions, that 
is compositional and fully abstract with respect to probabilistic testing. 
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6.1. Behaviors 
Suppose A = (Q, q’,E, A, p, S) is a delay-restricted probabilistic I/O automaton. For 
each sequence a = eael . . . e,_i of external actions, i.e. a E ( Uext )*, define the set 
Ext: to be the set of all executions of A having traces of the form: 
r*eor*el . r*e,_i, 
where t* denotes any finite number of internal actions of A. That is, the set Exti 
contains all executions (T of A having external trace cx and ending with action e,_ 1. 
Using a K&rig’s Lemma argument, the local finite-branching property, the input image- 
finiteness property, and the divergence-free property of A, one can show that for each 
sequence a of external actions, the set Extt is finite. 
Suppose a is an execution in Ext, A that has nk internal steps immediately before 
doing action ek, 0 d k < m. Then we represent a as 
a(0,0)~a(0,1)~~~~70~‘a(0,na)-%a(1,0) 
%--l.,i”>_j-l 
. . -4 a(m - l,n,_i) ‘2 a(m,O), 
where for 0 <k < m and 0 <i < nk, rk,, E Eint. Usually it 
TI.0 
is not necessary to identify 
each internal action and we abbreviate the above sequence as 
a(O,O) % a(O,no) 4 a(l,O) % ... ‘0”‘;’ a(m - l,n,_l) “2 a(m,O). 
By the first condition of delay-restricted probabilistic I/O automata, the delay se- 
quence of a is simply of the form (dg)no+‘(dl)nlf’ ...(d,_l)nm-l+‘(d,)l for some 
delay parameters do,di, . . ,d,. It will be convenient to denote such a delay sequence 
as the pair (d,n), where d E 9 M’ is the sequence of delay parameters dodl . . . d,, and 
n E -.lrm is the sequence of nonnegative integers noni . . . n,_l, giving the number of 
internal actions between each successive pair of external actions. 
Let A = (Q,q’,E, A, 11, S) be a delay-restricted probabilistic I/O automaton. Given 
an external trace a = eoei . e,_i, for each delay sequence (d,n), define the quantity 
ti(dn) by 
m-1 
pt(d,n) = c n “‘ijlpA(a(k,i)~a(k,i+ 1)) .p,.t(a(k,nk),ek,a(k+ l,O>>, 
CJ k=O ( i=O 1 
where the summation is taken over all executions a in Exti having delay sequence 
(d,n). Since the set Exti is finite, the summation converges, and for a fixed CX, the set 
of all (d,n) for which d(d,n) is nonzero is finite. 
Now, in a fashion analogous to Section 4, if 
9 : p+’ x.i4fm+.9 
is a real-valued function, define 
~~[g(D, VI = C dd, n)d(4 n>, 
(0) 
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where the summation ranges over all pairs (d,n) E 9W’ x Mm for which d(d,n) is 
nonzero. We may view 8: as a functional 
Our abstract representation for delay-restricted probabilistic I/O automata assigns, 
to each automaton A, the mapping c”’ that takes each external trace CI E (Uex’)* 
of length m to the functional 82 on &?“+’ x Nm + 9’. We also call the mapping 
dA the probabilistic behavior map associated with A. The compositionality of the 
representation of delay-restricted automata by probabilistic behavior maps is established 
in the following theorem: 
Theorem 3. Suppose A and B are compatible delay-restricted probabilistic I/O au- 
tomata and CI = eoel . . . e,_l is an external trace. Then 
~~‘B[g(D’?NA’B)] = @@;[g(DA + DE,NA + NE) ’ h((DA,NA),@,NB))]], 
where 
h((DA,NA),(DB,NE)) = mfj’ NkA +lvk” 
(kzo( N; )$I~,~~(&$) 
and 
KFt = {k: 0 <k < m, ek E Eyt}, Kpt = {k: O<k <m, ek E Ept}. 
Proof. By definition, 
&%O“IB, NA1’>l = C s(4 n)diB(d, n), 
(d.n) 
in which the quantity p$‘(d,n) is given by the following: 
dB(4 0) = c mi’ 
(r k=O 
(n&’ p,+(a(k, i) 2 o(k, i + 1))) 
.~~p(@,nk),ek,c~(k + l,O>>, 
where the summation is taken over all executions c in Ext$’ having delay sequence 
(4 n). 
By Proposition 2.1 and the definition of composition for probabilistic I/O automata, 
the executions 0 in Ex$l’ and delay sequence (d,n) are in bijective correspondence 
with pairs (o~,cr~), where GA is an execution in Exe and delay sequence (dA,n), oB 
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is an execution in Extf and delay sequence (dB,n), such that d = dA + dB. Thus, for 
a given sequence CI of external actions of AIB, choosing an execution (T E Ext$B with 
delay sequence (d, n) amounts to choosing a pair (u,~, rug ), where CA E Extf has delay 
sequence (dA,nA), cry E Exta has delay sequence (dB,nB), such that dA + dB = d and 
nA + nE = n, and for 06 k < m, choosing a particular interleaving of the K$ internal 
actions of A and the ?I! internal actions of B. For a fixed choice of ((TA, 0-B), the total 
number of such interleavings is given by 
Hence, if a = eael . e,_l is a sequence of external actions, and if 
CT = cr(0,0)~a(0,no)40(l,0)~ .. .‘Sa(m - l,n,_l) ‘Z o(m,O) 
is an execution in Ext$‘, we have 
,uAIB(o(k,i)% o(k,i + 1)) . pAlB(o(knk),ek,c$k f l,O>> 
where 
d‘; if k?k E EFt, 
ik = d;” if&?kEEp’, 
d; + d; otherwise, 
c’, aA, and CrB range over Exe , IB Extt, and Ext:, respectively, (dA,nA) denotes the 
delay sequence of d’, and (dB,nB) denotes the delay sequence of cB. 
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Substituting the above into the definition of &I”‘” and rearranging terms gives 
or, more simply, 
c c g(dA +ds,nA + nB). h((dA,nA),(dB,nB)) . pi(dA,nA). pt(dB,nB). 
(da,nB) (d-‘,n’) 
But this is easily recognized as 
@[G,A[g(DA + DE, NA + NB) . h((DA, NA), (DE, NE))]], 
as was to be shown. q 
Observe that Theorem 3 directly generalizes Theorem 1 If we apply Theorem 3 to 
probabilistic I/O automata without internal actions, then 
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where the last equality holds because there are no internal actions between external 
actions and, as a result, the first product (of arity m) equals 1. By eliding the variables 
NA and NE, which have constant value zero in case there are no internal actions, we 
arrive at the same equation for &‘” as in Section 4. 
6.2. Testing equivalence and full abstraction with internal actions 
In this section we show that probabilistic behavior maps for delay-restricted proba- 
bilistic l/O automata are fully abstract with respect to the notion of probabilistic testing 
equivalence given in Section 5. We restate the lemmas and theorem of Section 5, with 
appropriate modifications, and give new proofs as required. 
Recall that a test is simply a probabilistic I/O automaton 7’ that has a distinguished 
output action CO. 
Lemma 6.1. Suppose T is a closed test. Then the set of all successful native execu- 
tions of T is measurable. The probability of this set is given by the formula 
where fi is the set of all external traces that do not contain o. 
Proof. The success probability of T is the probability of the set of all native executions 
of T that contain an occurrence of w. This set can be represented as a countable union 
of sets of the form [o], where cr ranges over all finite native executions 
cr=a(O,O)~o(O,n~)~a(l,O)~ ... 
‘Z.(rn - l,n,-~)e~‘O(m,O)~a(m,n,)~i:(m+ l,O), 
in which nk (20) number of internal steps occur before each external action ek, 
0 d k < m, and o appears for the first time as the last action. Let e, = o, then the 
probability of each set [cr] is given by 
m 
W[ol) = II 
k=O ( 
ilk-1 
II m(G, ‘1 I %a(k,i + 1)) /Q(U(k,nk),ek,o(k + 1,O)). 
i=O 1 
Thus, the success probability of T can be expressed as 
X_~$ ,co (70’pr(“(k. ‘) z %(k,i+ 1)) .j.~(rr(k,nk),ek,o(k+ 1,O)). 
II,, 
The above equation is just 
c 431~ 
rcesi 
as was to be shown. 0 
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Let a set of actions E = E0 U El be fixed, with Eo and El disjoint. For each external 
trace c( = eoet . . . e,_t and each sequence x = ~0x1 . . .X,-I of positive real numbers, 
test T,,, is defined as in Section 5. 
Lemma 6.2. Suppose A is a delay-restricted probabilistic I/O automaton. Then for 
each external trace a = eoel . . .e,_l E (EF’)*, andfor each sequence x =x0,x1,. .,x, 
of positive real numbers, the test T,>, (with EO = E: and El = Eyt) is a proper test 
for A. Moreover, the success probability of AIT,,, is given by 
where for all 0 <k < m we have 
Yk = 
e if ek E Eyt, 
xk otherwise, 
y, = x,, and c is the number of k E (0, 1, . . , m - 1) for which ek E EF. 
Proof. Fix GI and x, and let T abbreviate T,,,. The proof that T is a proper test for A 
is the same as in Lemma 5.2. 
By Lemma 6.1, the success probability of AIT is given by 
where fi is the set of all traces that do not contain o. By Theorem 6.1, this may be 
rewritten as follows: 
where 
and index sets Kyt and KpU’ contain the indices of actions in CX’O that are output 
actions of A and T respectively. 
Now, observe that T has just one execution that produces a trace of the form CI’O, 
namely 
em-1 0=031122... +m4m+l, 
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which produces trace CIO. From this it is easy to see that &~,[h(@,NA),(DT,NT))] 
= 0 unless CI’ = c(, and since the delay sequence of (T is x0x1 .x,,,, we have 
~,T,[h((DA,NA),(DT,NT))I =2-’ ii 
( kzO (i&JNi) (&$q%) 
where c is the number of k E (0, 1, , m- 1) such that C?k E EF. Using this information 
and the fact that each ek is an output action of either A or T, the success probability 
of A 1 T may be rewritten as 
where for all 06 k < m we have 
Pi! if ek E Eyt, 
Yk = 
xk otherwise, 
and y,,, =xm. q 
Theorem 4. Suppose A and B are delay-restricted probabilistic IJO automata with the 
same set of actions. Then A and B are testing equivalent if and only if the associated 
probabilistic behavior maps bA and &B are equal. 
Proof (sketch). The proof is similar to that of Theorem 2, using Theorem 3 and 
Lemma 6.2 instead of Theorem 1 and Lemma 5.2. Also, Lemma 5.3 is applied to 
rational functions with nonlinear denominators; in the proof of Theorem 2, Lemma 5.3 
was applied to rational functions with linear denominators. 0 
7. Summary and conclusion 
We have presented a framework in which probability can be added to I/O auto- 
mata. To capture the asymmetric treatment of input and output indigenous to I/O 
automata, a separate distribution is associated with each input action, in the reactive 
style, and a single distribution is associated with all locally controlled actions, in the 
generative style. No relative probabilities are defined among different input actions 
nor between input and locally controlled actions. Moreover, the pleasant notion of 
I/O automaton asynchronous composition is retained, in part, through the introduction 
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of state delay parameters. Delay parameters admit a natural probabilistic description 
of the outcome of the competition between automata vying for control of the next 
action. 
As is the practice with ordinary I/O automata, we introduced a more abstract repre- 
sentation, probabilistic behavior maps, for the external behaviors of certain classes 
of probabilistic I/O automata. This representation maps finite action sequences to 
a set of expectation functionals which give information not only about the proba- 
bilities of action sequences but also delay sequences. This latter information is es- 
sential for achieving compositionality. We also showed that probabilistic 
behavior maps are fully abstract with respect to a natural notion of probabilistic 
testing. 
As future work, we would like to extend the entire setup to handle time as well 
as probability. The presence of the state delay function in our model provides a 
convenient mechanism on which to base this work. Another interesting research di- 
rection concerns simulation relations for probabilistic I/O automata, in the style of 
[12, 13, 181. 
To conclude, we would like to comment on the issue of whether the model we 
have defined is “realistic” in the sense that it could be used in the design and anal- 
ysis of actual systems. One might question, for example, our assumption that compo- 
nent automata experience independent delays. However, this assumption reflects our 
view of a concurrent system as a collection of autonomous component automata, 
each of which executes its locally controlled actions without interference from another 
component. 
Another potential source of objection to the model might be the assumption, un- 
derlying the definition of composition, that the delay time in a state is exponentially 
distributed. However, we would argue as follows: there are at least two distinct reasons 
for defining a model of probabilistic systems like the one we have studied here. First, 
one might construct the model such that it accurately models a pre-existing class of 
systems. Certainly in this case one should be very concerned about whether the assump- 
tion of exponential delays is reasonable. However, a second reason for constructing a 
model would be as a theoretical tool with which to design and build real systems. In 
this case, one is not concerned with whether the model describes a pre-existing class 
of systems, but rather with whether systems can be engineered whose behavior closely 
matches that predicted by the model. Clearly, it would be possible, by introducing 
exponentially distributed random delays between each step of a program, to simulate 
arbitrarily closely the type of probabilistic behavior modeled by our probabilistic I/O 
automata. The price paid for a close match between the actual behavior of a system 
implemented in this way and the theoretical behavior predicted by the model would be 
a slowdown in performance introduced by the delays. In return for this loss of perfor- 
mance, however, one would receive the ability to make quantitative statements about 
the probability of various kinds of system behavior. Having this ability is important to 
many applications. 
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Appendix A 
Proof of Lemma 5.3 
Lemma A. 1 is a uniqueness theorem for partial fraction expansions of rational fimc- 
tions. It is used in the proof of Lemma 5.3. 
Lemma A.l. Suppose f and f’ are two rational functions of variable x dejined as 
foIIows: 
f = &x,“a.,7 I f’ = ig,( 
where I and I’ are finite sets, for each i E I, the exponent ri is a positive integer and 
ai E (0, oo), for each i E I’, the exponent s, is a positive integer and ci E (0, m), for 
each distinct i, j E I the pairs (bi, ri) and (bj, rj) are distinct, and for each distinct 
i, j E I’ the pairs (di,si) and (dj,sj) are distinct. If f = f’, then there exists a 
bijection (-)’ : Z -+ Z’ such that ai = ci/, bi = di( and r, = sir for all i E Z. 
Proof. The equivalence relation N on I, defined by i N j iff bi = bj, induces a partition 
of I. Let 1i,Z2,. . . , I,,, denote the equivalence classes. Let bl denote the common value 
of b; for i E 11 and let Y[ = ciCl, r, denote the sum of all r, for i E 11. We may then 
write 
where g1 = Cai(x + bl)(“-“) 
iEli 
Similarly, we may write 
where 
Since by construction, the bl are all distinct for 1 d I d m and g/ is a polynomial of 
degree less than rl, and similarly for dl and gi for 1 d 1 bm’, the above expressions 
amount to partial fraction expansions of f and f’. If f = f’, then by the uniqueness 
of partial fraction expansions [lo], we conclude that m = m’, and by choosing appro- 
priately the order of the terms in the summations we may assume that b, = dj and the 
polynomials g/ and gi are equal for 1 d 16m. Now, 
g/ = Cai(x + bl)(“-‘i) and g; = C ci(x + d/)(S’-SJ ), 
IEl, it1; 
where Zj and 1; are finite sets, ai E (0,~) for i E II, ci E (0, co) for i E I;, for 
each distinct i, j E I[ we have ri # rj, and for each distinct i, j E I,! we have si # sj. 
The polynomials gl and gi may thus be regarded as polynomials in the quantity y = 
x + bl (= x + df), with positive coefficients ai and Ci, and with each term having a 
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distinct exponent applied to y. Since gi and gi are equal, we may conclude the equality 
of the coefficients of corresponding terms; thus, there exists a bijection (-)’ : ZI + Zl 
such that a; = cij and r; = si! for all i E Zl. 
Taking the union of the bijections (-)’ : Z/ + Z( for 1 6 1 <m yields the required 
bijection (-)’ : Z + I’, completing the proof. 0 
Lemma 5.3. Suppose f and f' are two rational functions of variables .-q,x~, . ..,x,-l 
(n B 0), dejined as follows: 
f =c -, a; 
;Eln;=,(xk + b;,k)“,k ’ 
f’: c _* c; 
ZEZ’ n:=,(xk + di,k)S’.” ’ 
where Z and I’ are jinite sets, for each i E Z and 0 d k <n, the exponent r;,k is a 
positive integer and a; E (0, w), for each i E I’ and O< k<n, the exponent s;,k is 
a positive integer and C; E (O,oo), for each distinct i, j E Z the sets {(k, b;,k,r;,k) : 
Odk<n} and {(k,bi:k,rj,k): 0 <k <n} are distinct, and for each distinct i, j E I’ the 
sets {(k,dl,k,s;,k) : O<k<n} and {(k,dj,k,Sj,k): Obk<n} are distinct. rf f = f’, 
then there exists a bijection (-)’ : I + I’ such that U; = C;‘, b;,k = d;j,k and r;,k = s;‘,k 
for all i E I and 06k<n. 
Proof. The proof proceeds by induction on n. In case n = 0, then the sets {(k, b;,k, r;,k) : 
0 <k <n} are empty for all i E I. In view of the assumption that the distinct- 
ness of i, j E I implies the distinctness of the sets {(k, b;,k,r;,k) : O< k <n} and 
{(k, bj,k,rj,k) : O<k<n}, it follows that Z can contain at most one element. Simi- 
lar reasoning shows that Z’ also contains at most one element. If Z = 0, then f = 0, 
so if f’ = f, then we must have I’ = 0 as well. In this case the trivial bijec- 
tion from I to I’ has the required properties. Suppose I has exactly one element *. 
Then f = a*, so if f’ = f we know that I’ also has exactly one element *’ and 
f’ = c*/. In this case, we may take as our bijection the map (-)’ : Z + I’ that takes 
* to *‘. 
Now suppose the result has been shown for n, and consider the situation for n + 1. 
We may write 
f =&xn+:. )Gn’ r,n 
where 
The equivalence relation N on I, defined by i N j iff (b;,n,r;,n) = (bj,,,rj,,), induces a 
partition of I. Let Ii, 12,. . . ,I, denote the equivalence classes, and let bl, r[ denote the 
the common values of b;,,, r;,n for i E 4. We may then write 
f = $J CiEJ, Si 
I=I (x, + br)‘i 
S.-H. Wu et al. I Theoretical Computer Science 176 (1997) l-38 31 
Similarly, we may write 
Since by construction, the pairs (bl, t-1) are all distinct for 1 d 1 Gm, and the pairs (dl,sr) 
are all distinct for 1 d 1 dm’, the above expressions amount to the rational functions 
in Lemma A. 1, viewed as rational functions of x, with xi,. . . ,x,_ I held constant. If 
f = f ', then by Lemma A. 1, we conclude that m = m’, and by choosing appropriately 
the order of the terms in the summations we may assume that b, = dr, rl = sl for 
1 < 1 <m, and the rational functions yl = ciE,, yi and gi = xi,_,,, gi are equal for 
I<l<m. 
Now, 
where ZI and Zi are finite sets, ai E (0,cc) for i E I/, and ci E (0,cc) for i E Ii. More- 
over, by the assumption that the sets {(k,bi,k,ri,k): O<k<n + 1) and {(k,bj,k,rj,k): 
Odk<n+l} are distinct for i,j E I and the fact that (bi,,,ri,,) = (bj,,,rj,,) for i,j E Z,, 
we may conclude that the sets {(k,bi,k,ri,k): Odk<n} and {(k,bj,k,rj,k): O<k<n} 
are distinct for i, j E II. Similar reasoning shows that the sets {(k,di,k,Si,k): O<k <n} 
and {(k,dj,k,Sj,k) : 0 d k <n} are distinct for i, j E I,‘. Thus, for each 1, we may ap- 
ply the induction hypothesis to gl and gi, to conclude the existence of a bijection 
(-)’ : I/ + Zl such that aj = cp and bi,k = dj’.k for all i E Z and all O<k <n. 
Taking the union of the bijections (-)’ : II -+ Zl, for 1 d 1 d m, yields the required 
bijection (-)’ : Z + I’, completing the induction step and the proof. 0 
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