Abstract. Constrained Markov decision processes (CMDPs) have found many applications to flow control or queueing problems (denumerable state space models), economic growth theory, finance, insurance or resource extraction problems (general state space models). We study discrete-time discounted and negative CMDPs on Borel spaces with unbounded reward functions. We assume that the transition probabilities are continuous and the reward functions are upper semicontinuous in actions and measurable with respect to the state variable. In contrast to Markov decision processes without constraints on Borel spaces, CMDPs were only studied with weakly continuous transitions. The aim of this paper is to fill this gap. We prove that there exists an optimal randomized stationary policy. Then, we show that in some cases this policy can be replaced by a stationary non-randomized one. This result is proved first under condition that the Borel σ-algebra on the state space has no conditional atoms with respect to the σ-algebra generated by the transition probability density functions. A similar result is given for the case, where the transition probabilities are convex combinations of finitely many non-atomic measures with coefficients depending on the state-action pairs. Finally, we give some applications inspired by the models developed in economics and operations research.
Introduction
In this paper, we study discrete-time constrained discounted negative in the sense of Strauch (1966) Markov decision processes (CMDPs) on Borel spaces with unbounded reward functions. The related literature on the models of CMDPs with finite or countable state spaces is pretty large. The reader is referred to Altman (1999) ; Borkar (1994) ; Feinberg and Shwartz (1995 , 1999 ; Kallenberg (1983) ; Piunovskiy (1997) and references cited therein. The significance of CMDPs for various applications is very-well documented. The models with discrete state spaces are often used to study admission or flow control problems in queueing networks, see Altman (1999) ; Hordijk and Spieksma (1989) ; Lazar (1983) ; Piunovskiy (1997) ; Sennott (1991) ; Vakil and Lazar (1987) .
The models with uncountable Borel state spaces are basic for studying inventory systems, consumption/investment problems, and some issues in mathematical finance or insurance, see Piunovskiy (2000, 2002) ; González-Hernández et al. (2013) ; Mao and Piunovskiy (2000) ; Piunovskiy (1997) ; Zhang (2013) .
The methods used in studying constrained MDPs are based on dynamic programming techniques (see, e.g., Altman (1999) ; Kurano et al. (1998) ; Piunovskiy (2006) ), linear programming (see, e.g., Altman (1999) ; Kallenberg (1983) ; Hernández-Lerma and González-Hernández (2000)), convex analysis (see, e.g., Borkar (1994) ; Shwartz (1995, 1996) ; González-Hernández and Hernández-Lerma (2005) ; González-Hernández et al. (2013) ; Mao and Piunovskiy (2000) ; Piunovskiy (1997) ; Zhang (2013) ) and Lagrange multipliers (see Altman (1999) ; Piunovskiy (1997) ).
A common feature of all previous studies of CMDPs won Borel state spaces is the assumption that the transition probability (reward function) is jointly weakly continuous (upper semicontinuous) in state-action pairs. This condition plays a significant role in the convex analytic approach to study properties of the sets of occupation measures , see Hernández-Lerma and González-Hernández (2000) ; González-Hernández and Hernández-Lerma (2005) ; González-Hernández et al. (2013) ; Mao and Piunovskiy (2000) ; Piunovskiy (1997) and Zhang (2013) . The same approach was also applied by Piunovskiy (2000, 2002) , who examined Markov deterministic optimal policies in non-homogeneous MDPs.
This paper is a first study of discounted and negative CMDPs on Borel state and action spaces, where the transition probabilities (reward functions) are continuous (upper semicontinuous) only with respect to actions. We mean the strong continuity of the transition law in actions for any fixed state. A basic ingredient in our approach is the equivalence of the weak topology and the so-called ws ∞ -topology (introduced by Schäl (1975) ) on the space of probability measures induced by policies. This fact was first observed by Nowak (1988) and then generalized by Balder (1989) , who dealt with the action sets dependent on partial histories of the underlying process. The aforementioned results allow us to work in the space of strategic measures and to prove the existence of a solution, say π * , to a general discounted or negative CMDP (with unbounded from above and below reward functions) in the class of history dependent policies. Furthermore, making use of certain lemmas on occupation measures given in Borkar (1988) and Piunovskiy (1997) , we show that π * can be replaced by a randomized stationary optimal policy ϕ * . In the next step, we assume that the initial distribution is non-atomic and the transition probability has a density function with respect to some non-atomic probability measure on the state space. The density function, in turn, induces some sub-σ-algebra on the state space. Assuming that the original σ-algebra has on conditional atoms with respect to this sub-σ-algebra, we are able to apply a recent generalization of the theorem due to Dvoretzky, Wald and Wolfowitz (1951) given in Jaśkiewicz and Nowak (2018) . In this way, we "purify" ϕ * and obtain a non-randomized stationary optimal policy. This result partially answers a question posed in Remark 6.3 in González-Hernández and Hernández-Lerma (2005) . Finally, we deal with the transition probabilities that are convex combinations of finitely many non-atomic measures with coefficients depending on the state-action pairs.We show for this case the existence of an optimal non-randomized stationary policy using the standard theorem of Dvoretzky, Wald and Wolfowitz (1951) in the version formulated in Feinberg and Piunovskiy (2006) or Jaśkiewicz and Nowak (2018) . Although this class of transition probabilities is rather specific and is not included in the first class considered in this paper, it has some applications in the theory of stochastic games, see Jaśkiewicz and Nowak (2014) . This paper is organized as follows. The model is described in Section 2. Section 3 contains results on the existence of a solution in the class of randomized stationary strategies, whereas Section 4 is devoted to a solution in the class of non-randomized strategies. Finally, in Section 5 we provide some illustrative examples.
The model
Let N be the set of all positive integers and R be the set of all real numbers. Moreover, put R − := R ∪ {−∞}. By a Borel space we mean a non-empty Borel subset of a complete separable metric space. Let B(Y ) denote the σ-algebra of all Borel subsets of Y and Pr(Y ) be the space of all probability measures on B(Y ) endowed with the weak topology. This is the coarsest topology for which the functional p → Y udp is continuous for every bounded continuous function u : Y → R.
By a Borel measurable transition probability from Y to a Borel space Z we mean a function γ : B(Z) × Y → [0, 1] such that for each B ∈ B(Z) γ(B, ·) is a Borel measurable function on Y and γ(·, y) ∈ Pr(Z) for each y ∈ Y. We shall write γ(B|y) for γ(B, y).
Let I := {1, . . . , m} and I 0 = {0} ∪ I, where m ∈ N. A constrained Markov decision process is characterized by the objects: S, A, K, q, r 0 , r 1 , ..., r m , β, which have the following meanings.
(i) S is a Borel state space.
(ii) A is the action space and is also assumed to be a Borel space. (iii) C is a correspondence from S to A such that C(s) is non-empty and compact for each s ∈ S. It is assumed that the graph
of C is Borel. Here, C(s) represents the set of actions available in state s ∈ S. (iv) q is a transition probability from K to S called the law of motion among states..
Let H n be the space of all feasible histories up to the n-step, i.e.,
An element of H n is called a partial history of the process and is of the form h 1 = s 1 and h n := (s 1 , a 1 , · · · , s n−1 , a n−1 , s n ), n ≥ 2.
A policy for the decision maker is a sequence π = (π n ) of transition probabilities π n from H n into A such that π n (C(s n )|h n ) = 1 for all h n ∈ H n and n ∈ N. The set of all policies is denoted by Π. By Φ we denote the set of all Borel measurable mappings ϕ : S → Pr(A) such that ϕ(C(s))(s) = 1 for each s ∈ S. Every ϕ ∈ Φ induces a transition probability ϕ(·|s) = ϕ(s)(·) from S to A. A stationary policy is a constant sequence π = (ϕ, ϕ, . . .), where ϕ ∈ Φ. If the measure ϕ(s)(·) is degenerated for every s ∈ S, then the stationary policy is called non-randomized or deterministic. Observe that by the Arsenin-KunuguiNovikov theorem (see Theorem 18.18 in Kechris (1995) ) the correspondence C admits a Borel measurable selector, that is, a mapping f : S → A such that f (s) ∈ C(s) for every s ∈ S. We use F to denote both the set of all such selectors and the set of all non-randomized stationary strategies. The set of all stationary policies will be denoted by Φ. Let ((S×A) ∞ , T ) be the measurable space, where T denotes the corresponding product σ-algebra. Due to the theorem of Ionescu Tulcea (see Proposition V.1.1 in Neveu (1965) ), for each initial distribution p 0 on S and strategy π ∈ Π there exists a probability measure P π p 0 on T such that for all D ∈ B(A), B ∈ B(S) and h n = (s 1 , a 1 , . . . , s n−1 , a n−1 , s n ) in
(s n+1 ∈ B|h n , a n ) = q(B|s n , a n ).
By E π p 0 we denote the expectation operator with respect to the probability measure P
In the sequel, we shall give assumptions under which the functionals J i (π) are well-defined for beta ∈ (0, 1] and
. . , d m be fixed real numbers. Consider the following optimization problem:
Furthermore, we shall assume that the set of feasible policies is non-empty and a trivial case is excluded from our analysis.
(F1) There exists a policy π ∈ Π such that J i (π) ≥ d i for all i ∈ I, i.e., π is feasible. (F2) For this policy π it holds J 0 (π) > −∞.
We impose the following assumptions, which ensure that all above expectations are well-defined.
(A1) Let β ∈ (0, 1). There exist a Borel measurable function w : S → [1, ∞) and a constant α > 0 such that for all (s, a) ∈ K it holds S w(t)q(dt|s, a) ≤ αw(s) and αβ < 1.
(N) For all i ∈ I 0 and (s, a) ∈ K, r i (s, a) ≤ 0 and β = 1.
In Section 4, we shall also consider a stronger version of (A2).
Assumptions (A1) and (A2') were frequently used in the study of discounted unconstrained Markov decision processes with unbounded reward functions. The common approach is based on consideration of the weighted norm defined with the aid of the function w, see Wessels (1977) ; Hernández-Lerma and Lasserre (1999) . The weaker version (A2) of (A2') was used in Jaśkiewicz and Nowak (2011) . Assumption (N), on the other hand, covers the "negative dynamic programming" model of Strauch (1966) .
Note that under assumptions (A1)-(A3) all expectations in (1) are well-defined, since for r
The equality in (2) follows from the monotone convergence theorem. Then, for any i ∈ I 0 each J i (π) is understood as follows
Under condition (N), we simply have
and
Stationary randomized policies are enough
In order to formulate our main results we need the following continuity assumptions.
(S1) The functions r i (s, ·), i ∈ I 0 , are upper semicontinuous for each s ∈ S.
(S2) For each bounded Borel measurable function v : S → R, the function a → S v(t)q(dt|s, a) is continuous for every s ∈ S. (S3) The function a → S w(t)q(dt|s, a) is continuous for every s ∈ S.
Condition (S2) is equivalent to saying that, for each s ∈ S and D ∈ B(S), the function q(D|s, ·) is continuous on C(s).
Here is our first main result.
Remark 2 An example in which non-randomized stationary policies are not sufficient for solving discounted Markov control models with constraints can be found, for instance, in Frid (1972) .
Remark 3 In stochastic dynamic programming two alternative sets of conditions are imposed on the transition law and reward or cost functions, see Balder (1989) ; Hernández-Lerma and Lasserre (1996); Schäl (1975 Schäl ( , 1979 . One set of these assumptions, namely (S1)-(S3), is studied in this paper. Note that the transition probability q is strongly continuous in actions, but it may be discontinuous with respect to the state variable. Condition (S2) is slightly weaker than the norm continuity of q(·|s, a) in a ∈ C(s). The reward function, on the other hand, need not be upper semicontinuous in the state variable in our approach. We would like to emphasize that no results have been reported in the literature so far devoted to discounted CMDPs satisfying assumptions (S1)-(S3). However, there are many works on CMDPs with transition probabilities that are weakly continuous on K (jointly continuous in (s, a)) and with reward/cost functions that are upper/lower semicontinuous on K. These assumptions comprise the second class of conditions used in Markov decision processes on Borel state spaces. (2013) and Piunovskiy (2000, 2002) . The results in the aforementioned papers are strongly based on the joint continuity of the transition law and joint upper/lower semicontinuity of reward/cost functions and constraints.
The set of strategic measures
Let π ∈ Π. Then, we refer to P π p 0 as the strategic probability measure generated by the policy π. Let P be the set of strategic probability measures, i.e.,
Let C n (U n ) be the set of all bounded (bounded from above) Borel functions on (S × A) n having the following property. A function u belongs to C n (U n ), if for any sequence of states Schäl (1975) defined the ws ∞ -topology on Pr(Ω) as the coarsest topology in which the functionals P → Ω udP are continuous for each u ∈ C n and n ∈ N. Assuming (S2) and that C(s) = A for all s ∈ S and that A is a compact set, Schäl (1975) showed that P is compact in the ws ∞ -topology on Pr(Ω). Schäl (1979) also discussed a more general case, in which C(s) may depend on s. However, no formal proofs were given. Later, Nowak (1988) observed that the relative ws ∞ -topology on Pr(Ω) is equivalent to the weak topology on this space of measures.
1 As a consequence, the functionals P → Ω udP are continuous on the compact space Pr(Ω) endowed with the weak topology for any u ∈ C n , n ∈ N. It is worthy to mention that assumption (S2), the initial distribution and an argument related to the Scorza Dragoni theorem (see Kucia (1991) ) play a fundamental role in the proof of Nowak (1988) . Finally, Balder (1989) extended the result of Nowak (1988) by allowing the action spaces to depend on partial histories of the process. His result (Theorem 2.1 and Proposition 3.2 in Balder (1989) ) can be summarized as follows.
Lemma 1 Let assumption (S2) be satisfied. Then (a) the set P is a compact subset of Pr(Ω) endowed with the weak topology, (b) the functional P → K ∞ udP is upper semicontinuous on P for each u ∈ U n , n ∈ N.
Note that equivalently the discounted reward functional may be written as follows
Therefore, J i (π) can be recognized as a function of P π p 0 ∈ P. Sometimes, we shall write
We need the following result.
Lemma 2 (a) Assume (A1)-(A3) and (S1)-(S3). Then the discounted reward functionals
A3) and (S2)-(S3) hold and the functions r i (s, ·), i ∈ I 0 , are continuous on C(s) for every s ∈ S, then the discounted reward functionals J i , i ∈ I 0 , are continuous on P.
Proof
Step 1. We first prove (a) assuming that r i ≥ 0 for all i ∈ I 0 . Consider the truncated functions r l i (s, a) = min{l, r i (s, a)} for (s, a) ∈ K, l ∈ N and i ∈ I 0 . Then, each r l i (s, ·) is upper semicontinuous on C(s) for every s ∈ S. Note that for every N ∈ N, we
where 1 {w(sn)≥l} is the characteristic function of the set {s n ∈ S : w(s n ) ≥ l}. The last inequality in (5) follows from assumption (A1). We claim that, for every n = 1, 2, ..., N,
For proving this, we show an auxiliary simple fact. Let (v l ) be a non-increasing sequence of measurable functions v l : S → [0, +∞) converging pointwise to 0. Moreover, assume that v 1 is integrable with respect to p 0 and every q(·|s, a), (s, a) ∈ K. Obviously, by the dominated convergence theorem, it follows that
and for any pair (s, a) ∈ K, we get
Since C(s) is compact for every s ∈ S, then by Dini's theorem we have
for every s ∈ S. We are ready to show that (6) holds. Fix any n = 1, . . . , N − 1. Observe that from (8) for v l (s) := w(s)1 {w(s)≥l} , it follows that
for every s n ∈ S. Now set v l (s n ) := sup a∈C(sn) S v l (t)q(dt|s n , a). If 1 < n ≤ N, we apply (8) again. If n = 1, we use (7). Proceeding in this way with every n = 1, . . . , N, we conclude that (6) holds. By Lemma 1(b), the function P → K ∞ u l i dP is upper semicontinuous on P with u l i (s 1 , a 1 , . . . , s N , a N 
Using (5) and (6), one can easily conclude that P → K ∞ u i dP is also upper semicontinuous on P with
Thus, we have shown part (a) for non-negative functions r i , i ∈ I 0 .
Step 2. Part (a) is obviously true if all the functions r i are bounded from below. It is sufficient to add a large enough constant to every r i and apply Step 1. The final conclusion in (a) follows from the fact that J i is the limit of non-increasing sequence of upper semicontinuous functions
Part (b) can be concluded by applying (a) to every r i and −r i , i ∈ I 0 .
Lemma 3 Assume (N) and (S1)-(S2). Then the reward functionals J i : P → R − are upper semicontinuous for all i ∈ I 0 .
Proof This follows by a simple adaptation of the arguments used in Step 2 of the proof of Lemma 2.
Occupation measures and randomized stationary optimal policies
Let ν π (ds × da) be the occupation measure on B(S × A) of a policy π ∈ Π, i.e., the measure defined as follows
where 1 B×D (·) is the characteristic function of the set B × D. This measure is finite and concentrated on K. Since every π ∈ Π determines uniquely the probability measure P π p 0 ∈ P, equality (9) shows how ν π is determined by P π p 0 . Let OM(Π) and OM(Φ) be the sets of all occupation measures of policies π ∈ Π and ϕ ∈ Φ, respectively. By Proposition D8 in Hernández- Lerma and Lasserre (1996) , for any π ∈ Π there exists some ϕ ∈ Φ such that
The proof of this fact can be found in Borkar (1988) (see Lemma 3.1). Although Borkar (1988) considered models on a countable state space, his proof also applies to our framework, since it does not require any continuity assumptions of the transition probability. The same result for Borel state space models was reported in Lemma 24 in Piunovskiy (1997) and Theorem 1 in Zhang (2013) . Therefore, we can formulate the following result.
Lemma 4 We have OM(Π) = OM(Φ).
From Lemma 4, one can conclude the next auxiliary fact, which was also provided under different assumptions in Borkar (1988); Piunovskiy (1997) ; Mao and Piunovskiy (2000) ; Hernández-Lerma and González-Hernández (2000) .
Proof of Theorem 1 Lemma 2(a) and Lemma 3 (when β = 1 and all r i ≤ 0) imply that
is a closed subset of P, hence it is compact. Therefore, there exists a strategic measure P π * p 0 ∈ P * such that max
By Lemma 5, there exists some ϕ * ∈ Φ such that J i (π * ) = J i (ϕ * ) for all i ∈ I 0 . Clealy, ϕ * is a solution to problem (CP).
Remark 4 From (9), it follows that
for any bounded continuous function r : S × A → R. Lemma 1(a) and (10) imply that OM(Π) is compact in the weak topology on Pr(S × A). Convexity of OM(Π) follows from convexity of P using standard arguments based on disintegration of measures on the product space, see e.g., Piunovskiy (1997) or Schäl (1979) . We have shown that problem (CP) has a solution ϕ * ∈ Φ. It is now clear that ν ϕ * solves the following problem:
subject to ν ∈ OM(Π) and
Remark 5 Under additional assumptions one can give a characterization of the solution ν ϕ * to problem (CP0) as in Piunovskiy (1997) ; Mao and Piunovskiy (2000) or Zhang (2013) . The first assumption is (A2'). The second condition requires that every function r i (s, ·) is continuous on C(s) for all s ∈ S, i ∈ I. The last assumption is Slater's condition demanding that there exists a policy π ′ ∈ Π such that J i (π ′ ) > d i for all i ∈ I. Using the Lagrange functional approach as in Piunovskiy (1997) and Zhang (2013) , with minor modifications, one can prove that ν ϕ * = m+1 j=1 ξ j ν f j , where f j ∈ F, ξ j ≥ 0 for all j and m+1 j=1 ξ j = 1. Three ingredients play a significant role in the proof: relation between P π p 0 ∈ P and ν π with π = ϕ given in (9), compactness and convexity of P and finally, Lemma 2 which implies that ν → K r i (s, a)ν(ds × da) is continuous (upper semicontinuous) on OM(Φ) for each i ∈ I (for i = 0).
Non-randomized optimal stationary policies
In this section, we impose an additional condition on the transition probability.
(C1) There exist a non-negative Borel measurable function δ : K × S → R and a nonatomic measure p ∈ Pr(S) such that q(B|s, a) := B δ(s, a, t)p(dt), B ∈ B(S), and δ(s, ·, t) is continuous on C(s) for each s, t ∈ S. (C2) The initial distribution p 0 is non-atomic. (A3') S w(t)p 0 (dt) < ∞ and S w(t)p(dt) < ∞.
Note that by Scheffe's theorem (C1) implies that q(·|s, a) in norm continuous in a ∈ C(s), which implies (S2). Define µ := (p 0 + p)/2. The following notion was used in probability theory, stochastic games and the theory of correspondences, see Dynkin and Evstigneev (1976) ; Sun (2017, 2018) ; Jacobs (1978); Jaśkiewicz and Nowak (2018); Neveu and Hanen (1965) .
Let G be a sub-σ-algebra of the completion of B(S) with respect to µ, denoted by F . We say that B ∈ F is a G-atom if µ(B) > 0 and for any B 1 ∈ F there exists a set B 2 ∈ G such that µ((B ∩ B 1 )△(B ∩ B 2 )) = 0.
Our next assumption is as follows.
(C3) Let G be the σ-algebra generated by the family of density functions {δ(s, a, ·) :
(s, a) ∈ K} and the action correspondence s → C(s). The σ-algebra F has no G-atoms with respect to the probability measure µ.
Our main result in this section sounds as follows.
Theorem 2 Assume that A 1 is the set of conditions (F1), (A1), (A2'),-(A3'), (S1)-(S3)
and (C1)-(C3) and A 2 is the set of conditions (F1)-(F2), (N), (S1), (C1) with p = p 0 , and (C2)-(C3). If A 1 or A 2 holds, then there exists a stationary deterministic policy f * ∈ F that solves problem (CP).
Basic purification result.
Consider the probability space (S, F , µ), where F is the completion of the Borel σ-algebra B(S). Let Φ µ be the set of all F -measurable mappings ϕ : S → Pr(S) such that ϕ(s)(C(s)) = 1 for all s ∈ S. Clearly, Φ ⊂ Φ µ . The transition probability induced by ϕ is as before denoted by ϕ(·|s).
Consider a family of Borel measurable functions
and for some ϕ ∈ Φ. Put g(s, a) := (g 0 (s, a) , ..., g m (s, a)) for (s, a) ∈ K and
where ϕ ∈ Φ, f ∈ F. Let Z : S → R be a random variable such that E|Z| = S |Z(s)|µ(ds) < ∞. Then Z is also absolutely integrable with respect to p 0 and p. By E p 0 (Z|G) and E p (Z|G) we denote the conditional expectation of Z with respect to p 0 and p, respectively.
We can now state our purification result.
Proposition 1 Assume that p and p 0 are non-atomic and ϕ ∈ Φ is such that (11) holds. Let G be a sub-σ-algebra of F . If, the σ-algebra F has no G-atoms, then there exists some f ∈ F such that
Proof Let ρ 0 := dp 0 dµ and ρ := dp dµ be the Radon-Nikodym derivatives of p 0 and p, respectively. We can assume that ρ 0 and ρ are Borel measurable functions. Define the Borel mappingĝ :
By Theorem 1 in Jaśkiewicz and Nowak (2018) , there exists f ∈ F such that
where
Note that by considering first m + 1 coordinates of the functionĝ, equality (14) implies that for any B ∈ G, we have
which proves (12). Similarly, by taking into account coordinates from m + 2 to 2m + 2 in g, equality (13) can be concluded from (14).
An application to CMDPs
LetJ i (φ)(s) be defined as
where E φ s is the expectation operator with respect to the unique probability measure P φ s defined on infinite history space induced by φ when s ∈ S is an initial state. The existence of such measure follows from the Ionescu Tulcea theorem, see Proposition V.1.1 in Neveu (1965) . Note thatJ i (φ)(s) is well-defined for every φ ∈ Φ, s ∈ S and i ∈ I 0 . This fact follows from the dominated convergence theorem and (A2'), because
For any measurable function v : S → R such that |v(s)| ≤ cw(s) for all s ∈ S and some constant c > 0 define
Let ϕ ∈ Φ and f ∈ F. For any s ∈ S define
Note thatJ
Proof of Theorem 2 First we assume that conditions in A 1 are satisfied. Let ϕ * be the policy from Theorem 1 and for notational convenience put φ := ϕ * . Define
By assumptions (A1), (A2'), (A3') and (15), it is easy to note that each |g i (s, a)| satisfies (11) for φ. From Proposition 1 there exists f ∈ F such that
for all i ∈ I 0 . From (19) it follows that
Since δ(s, a, ·) is G-measurable, equality (20) yields that
for every (s, a) ∈ K and i ∈ I 0 . Integrating both sides in (22) with respect to p, we obtain for all (s,
Hence, for all (s, a) ∈ K and i ∈ I 0 , we have
Plugging a = f (s) into (23) and using (18) with ϕ = φ, we obtain
for all s ∈ S and i ∈ I 0 . Continuing this procedure, we get
is the composition of L f i with itself n times. Using this equality and (21), we infer that
.., n and ψ k = φ for k ≥ n + 1. It is easy to see that the sequence of probability measures P π n p 0 converges weakly or in the ws ∞ -topology to P f p 0 ∈ P as n → ∞. By Lemma 2(a), we have J i (φ) ≤ J i (f ) for all i ∈ I 0 . Since φ = ϕ * , so f * = f is a non-randomized stationary policy that solves problem (CP).
Assume now that conditions in A 2 are satisfied. NowJ i (φ)(s) is defined as
and r i ≤ 0. Note thatJ i (φ)(s) is well-defined for every φ ∈ Φ, s ∈ S and i ∈ I 0 . This fact follows from the monotone convergence theorem. We have that (17) with β = 1. By the monotone convergence theorem, it follows that
As before, we denote by L f,n i the composition of L f i with itself n times. Let φ := ϕ * , where ϕ * is the policy from Theorem 1. Define
We can restrict attention to the Borel set K, since by (F1)-(F2) we have J i (φ) > −∞ for all i ∈ I 0 and consequently s, a), g 1 (s, a) , ..., g m (s, a)), (s, a) ∈ K.
Since p = p 0 , we can use similar arguments as in Proposition 1 with µ = p 0 and apply Theorem 1 in Jaśkiewicz and Nowak (2018) , to obtain some f ∈ F such that
e. Using this we can show as in the first part of the proof that
From this equality, we can conclude as before that
in P, by Lemma 2 we obtain that J i (f ) ≥ J i (φ) = J i (ϕ * ) for all i ∈ I 0 . By putting f * = f we close the proof.
Yet another class of CMDPs having non-randomized stationary optimal solutions
In this subsection, we consider only the model with β ∈ (0, 1) and make some additivity assumptions concerning the transition probability.
(AT1) There exist non-atomic probability measures p j on B(S) and Borel measurable functions
(AT2) The functions r i (s, ·), i ∈ I 0 , are upper semicontinuous for each s ∈ S.
(AT3) There exists a Borel measurable function w : S → [0, ∞) such that for every i ∈ I 0 sup a∈C(s)
for all s ∈ S 1 , where S 1 is a Borel subset of S and p j (S 1 ) = 1 for j = 0, 1 . . . , k.
Recall that p 0 is the initial distribution.
We notice that under conditions (AT1) and (AT3) the expected discounted reward functionals are well-defined. Indeed, we have (compare with (2))
for every i ∈ I 0 and every policy π ∈ Π. This type of assumptions was already used to obtain pure Markov perfect equilibria in the class of intergenerational stochastic games, see Jaśkiewicz and Nowak (2014) . They allow to apply a certain generalization of the purification theorem due to Dvoretzky, Wald and Wolfowitz (1951) given in Feinberg and Piunovskiy (2006) or Corollary 1 in Jaśkiewicz and Nowak (2018) .
Theorem 3 Under assumptions (F1) and (AT1)-(AT3) and that β ∈ (0, 1) problem (CP) has a solution f * ∈ F.
Proof Observe first that similarly as in Theorem 1, we may deduce that there exists ϕ * ∈ Φ which solves problem (CP). This follows from (26) and by noticing that (4) becomes
Put φ := ϕ * . Clearly, we havẽ
Hence, from (27) for all i ∈ I 0 , it holds
By Corollary 1 in Jaśkiewicz and Nowak (2018) or Theorem 2 in Feinberg and Piunovskiy (2006) applied to (28) and (29), we conclude that there exists some f ∈ F such that
for every i ∈ I 0 , all measures p j with j = 1, ..., k and for the initial distribution p 0 . From (30) and assumption (AT1), it follows that for all i ∈ I 0 we get
Iterating this equality, we infer that
Using this equality, (28) and (30), we conclude that
for each i ∈ I 0 . Now it is sufficient to note that |J i (π)(s)| ≤ w(s) + βb/(1 − β) for s ∈ S 1 and i ∈ I 0 . Therefore, under condition (25), we can let n → ∞ in (32) and obtain that
1 the proof is completed.
Examples
In this section, we provide two examples satisfying assumptions imposed in Theorems 2 and 3. First, we construct the transition law, whose density functions with respect to some non-atomic probability measure generate σ-algebra G such that the σ-algebra F on the state space has no G-atoms. In other words, assumption (C3) holds true. Usually, for such examples the state space can be represented as S := Z × R, where Z and R are complete separable metric spaces with their Borel σ-algebras B(Z) and B(R), respectively. It is worth mentioning that similar sets of states and transition laws were already considered by Jaśkiewicz and Nowak (2018) for one-period models, and in the the area of stochastic games in the context of an existence of stationary Markov perfect equilibria, see Duggan (2012) ; Sun (2017, 2018) .
Example 1 Let S be given as above and let A be a compact subset of R m . Consider a single firm in the industry, whose state s ∈ S consists of two components s = (z, r), where z ∈ Z is a capital stock and r ∈ R is a noise component determining, for instance, specific technological shocks. Assume that in each period the firm needs to make a decision a = (a 1 , . . . , a m ) ∈ A on the intensities for m different production processes. Here, C(s) ≡ A for every s ∈ S. Given the current state (z, r) and action profile a, the transition law q is determined as follows
where B ∈ B(Z) ⊗ B(R). Here,
• q Z (·|s, a) denotes the marginal of q(·|s, a) on Z; additionally, q Z (·|s, a) is absolutely continuous with respect to some κ ∈ Pr(Z) for every (s, a) ∈ S × A; let ρ(s, a, ·) the corresponding product measurable Radon-Nikodym derivative such that a → ρ(s, a, z ′ ) is continuous for every s ∈ S, z ′ ∈ Z;
• λ ∈ Pr(R) is non-atomic.
Hence, the state of the industry is summarized by the state variable (z, r), where z is influenced by the action of the firm and r is distributed i.i.d. across periods. Define p := κ ⊗ λ and δ(s, a, (z ′ , r ′ )) := ρ(s, a, z ′ ) for s = (z, r) ∈ S, a ∈ A and observe then condition (C1) holds. Let p 0 be as in (C2), µ = (p + p 0 )/2 and F be the completion of B(Z) ⊗ B(R) with respect to µ. Obviously, G = B(Z) ⊗ {∅, R}. Since λ is non-atomic, F has no G-atom under p and consequently, it has no G-atom under µ. See Sun (2017, 2018) for similar examples and a further discussion.
Let r 0 : S × A → R be the profit of the firm. Obviously, the firm wishes to maximize its discounted expected payoff in the infinite time horizon. However, not every sequence of intensities that maximizes this discounted payoff is acceptable, because it need not suit ecological or environmental requirements. For this reason, only these strategies are admissible for which the discounted expected costs related to these technological processes do not exceed certain thresholds fixed by some international agreements. Let c 1 , . . . , c m : A → R be lower semicontinuous cost functions assigned to production intensities. More precisely, the function c i , i ∈ I, is related to an intensity chosen for the i-th production process. Note that c i may be viewed as a function defined on A, but in fact it depends only on the i-th coordinate. For convenience, assume that r 0 is bounded (hence, w ≡ 1 in (A1)) and meets assumption (S1). Summarizing, the firm faces the following problem:
whered 1 , . . . ,d m are constants provided in international agreements. Note that a n = (a 1 n , . . . , a m n ) is an action profile. By putting r i (s, a) = −c i (a) and d i = −d i in (33), one can formulate this problem as in (CP). Since our model satisfies all assumptions in Theorem 2, we conclude there is a non-randomized stationary policy f * solving (CP1) and determining the production plan in each state.
For further comments and possible structures imposed on variables, the profit and cost functions, the reader is referred to Duggan (2012) ; Piunovskiy (1997) and references cited therein.
Our second example is inspired by the stochastic optimal growth model and illustrate an application of Theorem 3.
Example 2 Consider an agent who faces a single infinitely divisible good. In each period, the agent obtains the output s ∈ S := [0, 1], which is divided between consumption a and investment y := s − a. From consumption a the agent receives utility u(a) = ln a (with ln 0 := −∞). Investment is used for production with input y yielding output s ′ ∈ B ∈ B(S) according to the following transition law: That is, the new output of the agent with current investment y = s − a is drawn from the weighted transition probability of a good distribution p 1 and a bad distribution p 2 , where the weight ω(y) on the good distribution is an increasing function of the agent's current investment. Hence, the higher investment implies the higher output in the next period.
From the above description we have that C(s) = [0, s], l 1 (s, a) = ω(s−a) (thus, k = 1), r 0 (s, a) = u(a), w(s) = | ln s| for s ∈ S 1 = (0, 1]. We may assume that p 0 = p 2 is the Lebesgue measure and p 1 has the density ρ(s) := 2s with respect to the Lebesque measure. Then, (AT3) holds withb = 1. Consider the following constraint function r 1 (s, a) = s. The aim of the agent is to find a sequence of consumptions that maximize the expected discounted utility in such a way that the normalized discounted expected stock will never fall below a certain level. Therefore, the agent's task is as follows: (CP2) maximize E π p 0 ∞ n=1 β n−1 ln a n subject to (1 − β)E π p 0 ∞ n=1 β n−1 s n ≥d.
From Theorem 3 we now conclude that there exists a non-randomized stationary policy f * solving (CP2) and determining the consumption level (and at the same time investment level) in every state.
