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Abstract
We propose a new definition of effective formulas for problems in
enumerative combinatorics. We outline the proof of the fact that every
linear recurrence sequence of integers has such a formula. It follows
from a lower bound that can be deduced from the Skolem–Mahler–
Lech theorem and the Subspace Theorem. We will give details of this
deduction that is due to P. Corvaja in the full version of this extended
abstract.
1 Introduction
This is an extended abstract of a roughly twice as long article that in turn is
a revised digest from the longer work [9] of the author; we therefore apologize
for possible incoherence. Our original contribution is twofold. We propose a
novel definition of effective formulas for enumerative problems, and apply it
to computation of terms in linear recurrence sequences in Z. This may seem
as resolved long time ago, but we explain that an unconditional algorithm
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I personally find the results most interesting, I’m not confident that there would be an
appeal to a broad audience at . . . ”. For the interest of possible readers I put it in its rough
form (sorry for that) at least to arXiv. I hope to produce more polished and complete
version soon.
†Department of Applied Mathematics, Faculty of Mathematics and Physics, Charles
University, Malostranske´ na´m. 25, 118 00 Praha 1, Czechia, klazar@kam.mff.cuni.cz
1
computing terms in a general integral linear recurrence sequence that is ef-
fective according to our definition, became possible only after about 1981.
In the first section we give definitions, state our results, and outline the al-
gorithm. The second section contains the algorithm with outlined proofs. In
the last third section we mention the Skolem–Mahler–Lech theorem and the
Subspace Theorem that are needed for the proof of a lower bound, crucial
for the algorithm.
An enumerative problem is a computable function
f : N→ Z .
Here N = {1, 2, . . . } are the natural numbers and Z denotes the ring of
integers. We postulate the codomain Z, and not the more common N or
N0 = {0, 1, . . . }, in order that a general integral linear recurrence sequence be
an enumerative problem. A linear recurrence sequence is a function f : N→ Z
such that for some k ∈ N0 numbers a0, a1, . . . , ak−1 ∈ Z with a0 6= 0 and every
n ∈ N,
f(n+ k) =
k−1∑
i=0
aif(n+ i) .
We call the number k ∈ N0 the order of the recurrence. For k = 0 we define
the sum as 0 and obtain the zero sequence with f(n) = 0 for every n ∈ N.
Due to a0 6= 0 one can run the recurrence backwards for n ≤ 0 and extend f
to f : Z→ Q. The characteristic polynomial of the recurrence is
qa(x) = x
k − ak−1x
k−1 − · · · − a1x− a0, a = (a0, a1, . . . , ak−1) .
One of the most popular linear recurrence sequences is the Fibonacci num-
bers, given by k = 2 and f(1) = f(2) = a0 = a1 = 1. The characteristic
polynomial is then x2 − x− 1.
We define more generally a linear recurrence sequence in R, where R
is any integral domain, the order of the recurrence, and the characteristic
polynomial of the recurrence in the same way by replacing Z with R. We
need it for R = Q and R = Q (the algebraic numbers).
Our new definition of effective formulas for enumerative problems is as
follows.
Definition 1.1 A PIO formula for an enumerative problem f : N→ Z is an
algorithm that for two constants c, d ∈ N computes for each input n ∈ N the
output f(n) ∈ Z in time at most
c ·
(
log(1 + n) + log(2 + |f(n)|)
)d
.
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Time here means the number of steps that a multitape Turing machine im-
plementing the algorithm does when it computes f(n) from the input n,
where n and f(n) are represented as binary strings. Both logarithms are
natural, and the shifts 1 + . . . and 2 + . . . remove inconvenient arguments 0
and 1. The definition could be simplified by using just one constant d, but
this would also make it more rigid.
Definitions of effective formulas for problems in enumeration were pro-
posed by H. S. Wilf [23] in 1982 and recently by I. Pak [17]. Several other
articles (usually building on [23]) mention these definitions too, see [9], but
for them it is not the main subject. We will not discuss two Wilf’s definitions
here and refer the reader directly to [23] (some sources quote them impre-
cisely). Definition 1.1 differs from those in [23] and [17] in two respects. It
applies to any computable function from N to Z, be it ⌊log(1 + log n)⌋ or
the Ackermann function, while [23] restricts to functions in a growth range.
More importantly, it takes into account the output complexity of the problem
given by f(n) while [23] and [17] only work with the input complexity given
by n. For more discussion, examples and motivation related to Definition 1.1
see [9].
The acronym PIO refers to the complexity class polynomial input out-
put, see [1]. By [1] it was introduced by M. Yanakakis [24]. Y. Gurevich
and S. Shelah introduced it (more precisely, a very similar complexity class)
in [6] independently later. The definition of the class in [1] is similar to
Definition 1.1, it consists of the maps f : {0, 1}n → {0, 1}m computable in
time polynomial in n and m. The definition of the class in [6], where the
acronym PIO means computable in time polynomial in input or output, con-
cerns partial maps from Σ∗1 to Σ
∗
2 for two alphabets Σi, and is very similar
to Definition 1.1. The contribution of Definition 1.1 is in relating the class
PIO to enumerative problems, like linear recurrence sequences. We are not
aware of any mention prior to [9] of this class in connection with problems in
enumerative combinatorics. PIO in fact occurs rather rarely even in the com-
putational complexity literature proper (see [9] for a few more references).
To finish the review of history of Definition 1.1, we mention that the present
author stated it in a form in [8] in 2010 (unaware then of the class PIO) and
that it was also briefly mentioned as a “very good formula” by J. Shallit [19,
slide 3] in a lecture in 2016.
Definition 1.1 is based on bit complexity. Other complexity measure is
the algebraic complexity, dealing with numbers of arithmetic or other opera-
tions needed to compute functions. An algebraic complexity counterpart to
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Definition 1.1 could be of an interest and we hope to present one in [10].
The next section outlines proof of the following theorem, in fact of a
stronger form given in Theorem 1.5.
Theorem 1.2 Every linear recurrence sequence f : N → Z has a PIO for-
mula.
Why is this result not immediate? It is immediate for the Fibonacci numbers
Fn and for similar exponentially growing sequences. It is easy to prove by
induction that 2n/2 ≪ Fn ≪ 2
n (on N). Recall that for f, g : M → C,
M ⊂ R, the notation f ≪ g (on M) means that for some c ∈ N one has
|f(x)| ≤ c|g(x)| for every x ∈ M . The notation f = O(g) (on M) has
identical meaning. We introduce the notation f = poly(g) (on M) meaning
that gc ≪ f ≪ gd (on M) for real constants d ≥ c > 0. If M = N, we
omit the qualifier “(on N)”. Thus for f(n) = Fn the displayed expression in
Definition 1.1 is poly(n). There is the simple algorithm that directly applies
the defining recurrence and computes Fn also in time poly(n). It is therefore
a PIO formula for the Fibonacci numbers. More generally, this algorithm
is a PIO formula for any linear recurrence sequence f : N → Z with an
exponential lower bound f(n) ≫ cn for a real c > 1. By an easy extension
of the inductive argument for Fn, every linear recurrence sequence has an
exponential upper bound, but existence of an exponential lower bound is a
problem. Many linear recurrence sequences lack it, for example
f1(n) = 3
n + (−3)n + n4 − 2n = 3n + (−3)n + (n4 − 2n) · 1n
(which is a linear recurrence sequence, see Section 2). The simple algorithm
still computes f1(n), of course, and may be viewed as effective by some
criteria, but not by Definition 1.1. Indeed, for odd n we have f1(n) = n
4 −
2n and the expression in Definition 1.1 is poly(log(1 + n)), but the simple
algorithm takes much longer poly(n) time. Therefore it is not a PIO formula
for f1(n).
But in this particular example it is easy to fix. For even n we still have an
exponential lower bound, because f1(n) = 2 · 3
n + n4− 2n, and can compute
f1(n) by the simple algorithm. For odd n we compute f1(n) = n
4−2n faster
in time poly(log(1+n)) by a direct evaluation of this integral polynomial, in
three multiplications and one subtraction of two O(log(1 + n))-bit integers.
Let us call this better algorithm a fast algorithm. It splits the domain N of
f1 in two arithmetical progressions, of even numbers and of odd numbers,
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and computes f1(n) separately on each progression by a different (indicated)
method. It is clear that the fast algorithm is a PIO formula for f1(n).
Section 2 treats in this way any linear recurrence sequence f . It turns
out that for each f there is a modulus m ∈ N such that on each residue
class modulo m the sequence f either restricts to a rational polynomial with
effectively bounded degree or has an exponential lower bound. In the former
case we compute f(n) by a direct polynomial evaluation, and in the latter
case we use the simple algorithm. In the next section we give more details.
The complexity bound of the algorithm rests on a deep result from the theory
of linear recurrence sequences, an exponential lower bound on growth of non-
degenerate sequences. We state it precisely in two equivalent forms.
Let Q ⊂ C be the field of algebraic numbers, consisting of the roots
of rational polynomials, and f : N → Q be a linear recurrence sequence in
Q with recurrence order k. If k is minimum for the given sequence f , the
recurrence is unique and we call the characteristic polynomial
qf(x) = qa(x) = x
k −
k−1∑
i=0
aix
i
the characteristic polynomial of f . Its roots are the roots of f . If the ratio
of some two distinct roots of f is a root of 1, we say that f is degenerate,
and else that f is non-degenerate. For example, if f is the zero sequence
then qf (x) = 1, f has no root, and is non-degenerate. The above sequence
f1 has roots −3, 3, and 1 and is degenerate. Its restrictions to even, resp.
odd, numbers (see Proposition 2.4) are non-degenerate and have roots 3 and
1, resp. 1. The next lower bound, partially proven by A. van der Poorten in
1981, is crucial for the complexity analysis of the algorithm in Section 2.
Theorem 1.3 Suppose that f : N → Q is a non-zero and non-degenerate
linear recurrence sequence in Q such that c := max |α| > 1, where the maxi-
mum is taken over all roots α of f . Then for every ε > 0 there is an n0 ∈ N
such that
∀n ≥ n0 : |f(n)| > c
(1−ε)n .
In the full version we will discuss this result in more details in Section 3. Here
we only mention that all known proofs are unfortunately non-effective, no
algorithm is known that would compute for given f and ε the threshold n0.
To state Theorem 1.3 in an equivalent form we need an important definition.
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A power sum is a formal expression
S(x) =
k∑
i=1
pi(x)α
x
i
where x is a formal variable, k ∈ N0, pi ∈ Q[x] are nonzero polynomials, and
αi ∈ Q are non-zero and pairwise distinct roots of S(x). S(x) is non-empty
if k ≥ 1, and S(x) is non-degenerate if no ratio αi/αj, i 6= j, of two roots is
a root of 1. Substituting x = n ∈ N makes S(x) to a function S : N → Q.
For the empty power sum with k = 0 this function is the zero sequence. The
equivalent form of Theorem 1.3 is as follows.
Theorem 1.4 Suppose that S(x) is a non-empty and non-degenerate power
sum such that c := max |α| > 1, where the maximum is taken over all roots
α of S(x). Then for every ε > 0 there is an n0 ∈ N such that
∀n ≥ n0 : |S(n)| > c
(1−ε)n .
We state the more precise form of Theorem 1.2 whose proof we outline
in Section 2. Let the tuples in
L = {a = (a0, . . . , a2k−1) ∈
⋃
k≥0Z
2k | a0 6= 0}
encode linear recurrence sequences: for a ∈ L let f(n) = f(a, n) : N → Z be
the linear recurrence sequence given by f(i) = ak−1+i for 1 ≤ i ≤ k, and by
f(n+ k) =
∑k−1
i=0 aif(n+ i) for n ∈ N.
Theorem 1.5 In Section 2 we describe an algorithm A : L × N → Z such
that for every a ∈ L, the specialization
A(a, n) : N→ Z
is a PIO formula for the linear recurrence sequence f(a, n).
Theorem 1.3, equivalently Theorem 1.4, is a crucial component of the
proof of Theorem 1.5. As we will discuss in more details in Section 3 of the full
version, in 1977 this was still a conjecture. A proof of it was given by A. van
der Poorten in a preprint [18] in 1981. Earlier no algorithm evaluating linear
recurrence sequences and provably effective by Definition 1.1 was possible,
at least not along the lines of Section 2.
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2 Outline of the proof of Theorem 1.5
Theorem 1.5 follows from the next proposition. Recall that L is the set of
integral tuples with even lengths and nonzero first coordinate encoding linear
recurrence sequences.
Proposition 2.1 We describe an algorithm B with inputs a in L and outputs
B(a) = X, where a = (a0, . . . , a2k−1), X ⊂ [m] = {1, 2, . . . , m}, m = m(k) =
k2!, and such that the following holds.
1. If j ∈ X then there is a polynomial q ∈ Q[x] that is identically zero or
has deg q < k and such that f(a, n) = q(n) for every n ≡ j modulo m.
2. If j ∈ [m]\X then there is a c > 1 and an n0 ∈ N such that |f(a, n)| >
cn for every n ≡ j modulo m with n ≥ n0.
Proof of Theorem 1.5. The algorithm A works as follows. For given a in
L and n in N we compute B(a) = X in O(1) time. Then we determine, in
poly(log(1 + n)) time, if n reduced mod m = m(k) is in X or not. In the
former case we find in O(1) time by Lagrange’s interpolation the polynomial
q(x) and compute f(a, n) = q(n) in poly(log(1+n)) time by direct evaluation
of q(x) at x = n. In the latter case we compute f(a, n) in poly(n) time by
the defining recurrence by the simple algorithm. The implicit constants in
O(·)s and poly(·)s depend only on a. It follows, especially from the lower
bound in part 2, that this is a PIO formula for f(a, n). As we remarked
above, presently the implicit constant c in the complexity bound for A is
non-effective. ✷
Proposition 2.1 follows from Theorem 1.4 and the next seven propositions.
Most of them, if not all, are well known results from algebra and from the
theory of linear recurrence sequences. For the sake of completeness and
reader’s convenience, in the full version we prove all of them, except for
Proposition 2.8 (which is a standard result); here all proofs are omitted. Even
in the full version we do not prove two steps in the proof of Theorem 1.5:
we omit the proofs of the Subspace Theorem and of the SML theorem which
are both needed to deduce Theorem 1.4 in Section 3 of the full version.
A power series
∑
n≥0 anx
n with coefficients an ∈ Z is primitive if these
coefficients are altogether coprime, which means that if d ∈ N divides an for
every n ∈ N0 then d = 1. The next proposition belongs to the circle of results
known in algebra as Gauss’ lemma (S. Lang [11, Chapter IV.2]).
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Proposition 2.2 The product of two primitive power series in Z[[x]] is a
primitive power series.
Let f : N→ Q be a linear recurrence sequence in Q with recurrence order
k ∈ N0. Note that k is minimum for the given f if and only if we have a
formal identity in Q[[x]]
∑
n≥1
f(n)xn =
p(x)
1− ak−1x− · · · − a0xk
where p ∈ Q[x], p is identically zero or has deg p ≤ k, and p(x) is coprime to
the denominator 1− ak−1x− · · ·− a0x
k in Q[x]. The next result is known as
Fatou’s lemma, after P. Fatou’s article [7] (another and more widely known
Fatou’s lemma concerns integration). We take the proof from R.P. Stanley’s
book [22, p. 275] where it is attributed to A. Hurwitz.
Proposition 2.3 If f : N → Z is a linear recurrence sequence in Q then f
is a linear recurrence sequence. In fact, the shortest recurrence for f in Q is
an integral recurrence.
For any sequence f : N → X and m ∈ N we call the m sequences
fm,j : N→ X ,
fm,j(n) = f(j +m(n− 1)) : N→ X with j ∈ [m] ,
m-sections of f .
Proposition 2.4 Let f : N→ Z be a linear recurrence sequence and m ∈ N.
Then every m-section of f is a linear recurrence sequence.
It folows from the proof that all m sequences fm,j satisfy the same recurrence
with an order that is at most the order of the recurrence for f .
Proposition 2.5 We describe an algorithm C that for each input
a = (a0, a1, . . . , a2k−1) ∈ L
outputs a power sum C(a) = S(x) such that f(a, n) = S(n) holds for every
n ∈ N. Moreover, every root of S(x) is a root of qa(x) and every coefficient
polynomial pi(x) in S(x) has degree deg pi < k.
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So every linear recurrence sequence f : N→ Z is represented as f(n) = S(n)
by a power sum S(x). The same is true and the same proof works for linear
recurrence sequences in Q, and in Q.
The advantage of representing sequences by power sums rather than by
linear recurrences is uniqueness, which we show next. One can show that if
S(x) is a power sum then S(n) is a linear recurrence sequence in Q (hence the
equivalence of Theorems 1.4 and 1.3), and that if S(x) is such that S : N→ Q
then S(n) is a linear recurrence sequence in Q, but we will not need these
results.
Proposition 2.6 If two power sums S(x) and T (x) satisfy S(n) = T (n) for
every n ∈ N then S(x) = T (x).
Proposition 2.7 If S(x) is a power sum such that S : N → Z, if this se-
quence is a linear recurrence sequence, and if each root α of S(x) has modulus
|α| ≤ 1, then each root of S(x) is a root of 1.
Proposition 2.8 (Kronecker’s theorem) If p ∈ Z[x] is a monic polyno-
mial such that p(0) 6= 0 and every root α of p(x) has modulus |α| ≤ 1, then
every root of p(x) is a root of 1.
Proof of Proposition 2.1. The algorithm B works as follows. Suppose
that a 2k-tuple a = (a0, . . . , a2k−1), a0 6= 0, of integers is given. We compute
by Proposition 2.5 a power sum
S(x) =
l∑
i=1
pi(x)α
x
i
such that S(n) = f(n) = f(a, n) holds for every n ∈ N. We set m = m(k) =
k2!. For each j ∈ [m] we compute the power sum
Sm,j(x) =
sj∑
i=1
qi,j(x)β
x
i,j =
l∑
i=1
αj−mi pi(j+m(x−1))(α
m
i )
x = S(j+m(x−1)) .
So Sm,j(n) = fm,j(n) is the m-section of f(n). We compute
X = {j ∈ [m] | sj = 0 or for all i, |βi,j| ≤ 1} .
It follows from the bounds on the degrees
degQ(αi/αj) ≤ k
2 and degQ(αi) ≤ k
9
(by Proposition 2.5 each root of S(x) is a root of qa(x)), from the choice of
m, and from the fact that each root of Sm,j(x) is an m-th power of some αi,
that each Sm,j(x) is non-degenerate and the only root of 1 that may appear
among its roots βi,j is 1 itself.
Let j ∈ X . Then either Sm,j(x) is empty and the claim holds with
q(x) = 0 or by Propositions 2.4 and 2.7 all roots βi,j are roots of 1. But the
above observation implies that then sj = 1 and β1,j = 1. So Sm,j(x) = q1,j(x).
Since Sm,j(n) = q1,j(n) ∈ Z for every n ∈ N, we see that q1,j(x) ∈ Q[x]. For
any n ∈ N with n ≡ j modulo m one has
f(n) = fm,j(1 + (n− j)/m) = q1,j(1 + (n− j)/m)
= q(n), q(x) = q1,j(1 + (x− j)/m) ∈ Q[x] .
By Proposition 2.5, deg q = deg q1,j ≤ maxi deg pi < k.
Let j ∈ [m] \X . Then Sm,j(x) is non-empty and non-degenerate and the
maximum modulus of its roots is larger than 1. So for n ∈ N with n ≡ j
modulo m we have by Theorem 1.4 for
f(n) = Sm,j(1 + (n− j)/m)
the lower bound in part 2. ✷
This concludes the proof of Theorem 1.5. ✷
If an effective version of Theorem 1.4 were available and we could compute
n0 from a and ε, algorithms B and A could be simplified. We could then
determine if j ∈ X just by checking if fm,j(n) agrees with q(n), for the
q ∈ Q[x] computed by Lagrange’s interpolation, for sufficiently many n.
For other results on linear recurrence sequences treated from the algo-
rithmic perspective see, for example, S. Almagor, B. Chapman, M. Hosseini,
J. Ouaknine and J. Worrell [2] or J. Ouaknine and J. Worrell [15, 16].
3 The SML (Skolem–Mahler–Lech) theorem
and the Subspace Theorem
The proof of Theorem 1.4, due to P. Corvaja, uses the following two deep
theorems (the latter was a milestone in number theory and its proof is not
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easy) which are explained (but, of course, not proved) together with P. Cor-
vaja’s proof in the full version of this extended abstract. Only to properly
define all terms used in the Subspace Theorem takes some time.
Theorem 3.1 (the SML theorem, [21, 14, 12]) For any non-empty and
non-degenerate power sum S(x) the set of zeros
{n ∈ N | S(n) = 0}
is finite.
Theorem 3.2 (the Subspace Theorem, [3]) Let K be a number field, M
be the set of places on K, | · · · |v for v ∈M be the normalized absolute values,
and let S ⊂M be a finite subset containing all Archimedean places. For every
v ∈ S let
Lv,i(x) = Lv,i(x1, . . . , xn), i ∈ [n] ,
with n ∈ N be n linearly independent linear forms with coefficients in K,
and let ε > 0 be given. Then all S-integral solutions x ∈ OS,K \ {0} of the
inequality
∏
v∈S
n∏
i=1
|Lv,i(x)|v < H(x)
−ε
lie in finitely many hyperplanes in Kn.
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