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ON FIBERS OF ALGEBRAIC INVARIANT MOMENT MAPS
IVAN V. LOSEV
Abstract. In this paper we study some properties of fibers of the invariant moment map
for a Hamiltonian action of a reductive group on an affine symplectic variety. We prove that
all fibers have equal dimension. Further, under some additional restrictions, we show that
the quotients of fibers are irreducible normal schemes.
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1. Introduction
Let K be a connected compact Lie group acting on a symplectic real manifold M by
symplectomorphisms. Suppose there exists a moment map µ : M → k∗ (see, for instance,
[GS] for the definition of moment maps). It is an important problem in symplectic geometry
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Weyl groups.
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to study properties of µ. In fact, usually one studies not the map µ itself, but some coarser
map, which we call the invariant moment map. It is constructed as follows. One chooses
a Weyl chamber C ⊂ k∗. The inclusion C →֒ k∗ induces a homeomorphism C ∼= k∗/K
of topological spaces. By definition, the invariant moment map ψ is the composition of
µ : M → k∗ and the quotient map k∗ → C. It turns out that the map ψ has the following
amazing properties provided M is compact:
(a) The image of ψ is a convex polytope in C.
(b) All fibers of ψ are connected.
(c) ψ is an open map onto its image.
(a) and (b) were proved by Kirwan in [Ki], (c) is due to Knop, [Kn5]. Since µ is K-
equivariant, one can extract some information about the image of µ from (a). From (b) one
derives that all fibers of µ are connected. Hamiltonian K-manifolds satisfying (a)-(c) were
called convex in [Kn5]. In fact, all interesting classes of Hamiltonian manifolds (compact
manifolds, Stein complex manifolds, cotangent bundles) are convex, see [Kn5] for details.
An algebraic analog of the category of smooth manifolds with an action of a compact Lie
group is the category of smooth affine varieties acted on by a reductive algebraic group.
Similarly to the case of compact groups one can define the notion of a Hamiltonian action
of a reductive group, see Subsection 2.1. It is an interesting problem to understand:
(1) what are algebraic analogs of properties (a)-(c)?
(2) what varieties satisfy these properties?
The study of these two questions was initiated by Knop in the early 90’s (see the details
below).
In the sequel all groups and varieties are defined over C. First of all, we need to define the
invariant moment map in the algebraic category. Let X be a symplectic algebraic variety
and G a reductive algebraic group acting on X in a Hamiltonian way. Fix a moment map
µG,X : X → g
∗ for this action. In the sequel it will be convenient to identify g and g∗ by
means of a nondegenerate invariant symmetric form of g and consider µG,X as a morphism
X → g. By the invariant moment map for X we mean the morphism ψG,X := πG,g ◦ µG,X ,
where πG,g denotes the quotient morphism g→ g//G for the adjoint action G : g. Note that
the relation between µG,X and ψG,X is more loose than in the case of compact groups. For
example, one cannot determine imµG,X by imψG,X .
It turns out that the morphism ψG,X does have some good properties.
Theorem 1.1. The morphism ψG,X is equidimensional (i.e., all irreducible components of
nonempty fibers have the same dimensions equal, obviously, to dimX − dim imψG,X).
In fact, a more precise result holds, see Theorem 3.1.
However, ψG,X does not seem to have other good properties. For example, even its general
fiber may be disconnected, see [Kn4], Introduction. Therefore one needs to modify the
morphism ψG,X .
To this end we introduce a kind of Stein factorization of ψG,X . Namely, let A denote the
integral closure of the subalgebra ψ∗G,X(C[g]
G) in C[X ]G. Set CG,X := Spec(A). There are a
natural G-invariant morphism ψ˜G,X : X → CG,X and a finite morphism τG,X : CG,X → g//G
such that τG,X ◦ ψ˜G,X = ψG,X . Note that at least the general fibers of ψ˜G,X : X → CG,X are
connected whenever G is connected. The idea to replace ψG,X with ψ˜G,X is due to F. Knop,
see [Kn1].
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In [Kn4] Knop proved that any fiber of ψ˜G,X is connected provided X is the cotangent
bundle of some smooth irreducible (not necessarily affine) G-variety. On the other hand,
he constructed an example of a four-dimensional affine Hamiltonian C×-variety X such that
ψ˜G,X has a disconnected fiber.
On the other hand, Theorems 1.2.5,1.2.7 from [Lo2] describe the image of ψ˜G,X . This
description is particularly easy when X satisfies some additional conditions that can be
described as a presence of a grading on C[X ] compatible with the structure of a Hamiltonian
variety.
Definition 1.2. An affine Hamiltonian G-variety X equipped with an action C× : X com-
muting with the action of G is said to be conical if the following two conditions are fulfilled
(Con1) The morphism C× × X//G → X//G, (t, πG,X(x)) 7→ πG,X(tx), can be extended to a
morphism C×X//G→ X//G.
(Con2) There exists a positive integer k (called the degree of X) such that t∗ω = t
−kω and
µG,X(tx) = t
kµG,X(x) for all t ∈ C×, x ∈ X . Here ω denotes the symplectic form on
X and t∗ω is the push-forward of ω under the automorphism of X induced by t.
For example, a symplectic G-module and the cotangent bundle of a smooth affineG-variety
are conical.
If X is conical, then CG,X is a quotient of a vector space by a finite group and ψ˜G,X
is surjective, see [Lo2], Theorem 1.2.7. More precisely, there is a subspace a ⊂ g (called
the Cartan space of X) and a subgroup W ⊂ NG(a)/ZG(a) (the Weyl group) such that
CG,X ∼= a/W and the finite morphism τG,X : CG,X → g//G is induced by the embedding
a →֒ g. So the subspace a ⊂ g and the group W encode the difference between ψ˜G,X
and ψG,X . This description partially generalizes Knop’s results for cotangent bundles and
symplectic vector spaces ([Kn1],[Kn7]).
We have no examples of conical Hamiltonian G-varieties, where ψ˜G,X has a disconnected
fiber. We conjecture that in this case all fibers of ψ˜G,X are connected and, more precisely,
that X enjoys the following property:
(Irr) Any fiber of ψ˜G,X//G : X//G→ CG,X is irreducible.
We are able to prove (Irr) only under another restriction on X .
Definition 1.3. An affine Hamiltonian G-variety X is said to be untwisted if
(Utw1) CG,X is smooth.
(Utw2) The morphism ψ˜G,X is smooth in codimension 1 (that is, the complement to the set
of smooth points of ψ˜G,X in X has codimension at least 2).
Theorem 1.4. Let G be connected and X a conical Hamiltonian G-variety.
(1) If X is untwisted, then any fiber of ψ˜G,X//G is a normal Cohen-Macaulay scheme.
(2) If X satisfies (Utw1) and all fibers of ψ˜G,X//G are normal (as schemes), then X
satisfies (Irr).
(3) Suppose X is algebraically simply connected. If X satisfies (Irr), then X is untwisted.
The term ”untwisted” is partially justified by Remark 5.6.
We recall that a smooth irreducible variety X is called algebraically simply connected if a
finite e´tale morphism ϕ : Y → X is an isomorphism whenever Y is irreducible.
Note that a fiber of ψ˜G,X//G can be thought as an algebraic analog of a Marsden-Weinstein
reduction, [MW].
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Now let us describe some classes of conical untwisted Hamiltonian G-varieties. Knop
showed in [Kn3] that the cotangent bundle of any smooth irreducible affine variety is un-
twisted. In the present paper we give alternative proofs of this result and prove that a
symplectic G-module is untwisted.
Let us briefly describe the content of the paper. In Section 2 we recall some known results
concerning Hamiltonian actions in the algebraic setting. Section 3 is devoted to the proof
of Theorem 1.1 (in fact, of a more precise statement). In Section 4 we prove some results
concerning the Weyl groups of Hamiltonian actions (see above). These results are used in the
proof of Theorem 1.4. Besides, they play a crucial role in the computation of Weyl groups
and root lattices of affine G-varieties, the former is done in the preprint [Lo4]. Section 5
is devoted to the proof of Theorem 1.4. We also present there some classes of untwisted
varieties. In Section 6 we discuss some open problems related to the subject of the paper.
Finally, Section 7 contains conventions and the list of notation we use. In the beginning of
Sections 2-5 their content is described in more detail.
Acknowledgements. Part of the work on this paper was done during my visit to Ruhr
University, Bochum, in July, 2005, in the framework of Euler program. I would like to
thank this institution and especially Professor H. Flenner for hospitality. I also express
my gratitude to Professor F. Knop for his kind permission to use his counterexample in
Subsection 5.4. Finally, I wish to thank the referees for useful remarks on an earlier version
of this text.
2. Preliminaries
In this section G is a reductive algebraic group and X is a smooth variety equipped with
a regular symplectic form ω and an action of G by symplectomorphisms.
In Subsection 2.1 we recall the definition of a Hamiltonian action and give some examples.
Subsection 2.2 is devoted to conical Hamiltonian varieties introduced in [Lo2]. In Subsec-
tion 2.3 we study a local structure of Hamiltonian actions. At first, we recall the theory of
cross-sections of Hamiltonian actions (Proposition 2.19) tracing back to Guillemin-Sternberg,
[GS]. Next, in this subsection we recall the symplectic slice theorem from [Lo3]. These two
results are key ingredients of most proofs in this paper. Finally, in Subsection 2.4 we recall
some results from [Lo2], [Lo5]. The most important ones are Propositions 2.31, 2.32.
2.1. Hamiltonian actions. Let U be an open subset of X and f a regular function on
U . The skew-gradient v(f) of f is, by definition, the regular vector field on U given by the
equality
ωx(v(f), η) = 〈dxf, η〉, x ∈ U, η ∈ TxX.
For f, g ∈ C[U ] one defines their Poisson bracket {f, g} ∈ C[U ] by
{f, g} = ω(v(f), v(g)).
Clearly, {f, g} = Lv(f)g, where L denotes the Lie derivative.
To any element ξ ∈ g one associates the velocity vector field ξ∗. Suppose there is a linear
map g→ C[X ], ξ 7→ Hξ, satisfying the following two conditions:
(H1) The map ξ 7→ Hξ is G-equivariant.
(H2) v(Hξ) = ξ∗.
Definition 2.1. The action G : X equipped with a linear map ξ 7→ Hξ satisfying (H1),(H2)
is said to be Hamiltonian and X is called a Hamiltonian G-variety.
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Remark 2.2. Very often the definition of a Hamiltonian action is given in a slightly different
way. Namely, for a connected groupG condition (H1) is replaced by the condition {Hξ, Hη} =
H[ξ,η]. However, these two conditions are equivalent provided (H2) is fulfilled. Note also that
one can consider Hamiltonian actions on arbitrary Poisson varieties, see, for example, [Lo2].
For a Hamiltonian action G : X we define the morphism µG,X : X → g
∗ by the formula
〈µG,X(x), ξ〉 = Hξ(x), ξ ∈ g, x ∈ X.
This morphism is called the moment map of the Hamiltonian G-variety X .
Conditions (H1),(H2) are equivalent, respectively, to
(M1) µG,X is G-equivariant.
(M2) 〈dxµG,X(v), ξ〉 = ωx(ξx, v), for all x ∈ X, v ∈ TxX, ξ ∈ g.
Here and below we write ξx instead of ξ∗x.
Any two maps µG,X : X → g
∗ satisfying conditions (M1),(M2) differ by an element of g∗G.
Moreover, H[ξ,η] = {Hξ, Hη} = ω(ξ∗, η∗) (see, for example, [GS],[V2]). Conversely, for any
η ∈ g∗G there exists the unique Hamiltonian G-variety Xη coinciding with X as a symplectic
G-variety and such that µG,Xη = µG,X + η.
Let us choose some effective G-module V and put (ξ, η) = trV (ξη) for ξ, η ∈ g. The
form (·, ·) is G-invariant, symmetric and its restriction to the Lie algebra of any reductive
subgroup of G is nondegenerate. Using this form, we identify g and g∗. In particular, we
may consider µG,X as a morphism from X to g.
Let us now give some examples of Hamiltonian G-varieties.
Example 2.3 (Cotangent bundles). LetX0 be a smoothG-variety, X := T
∗X0 the cotangent
bundle of X0. X is a symplectic algebraic variety (the symplectic form is presented, for
example, in [GS],[V2]). The action of G on X is Hamiltonian. The moment map is given by
〈µG,X((y, α)), ξ〉 = 〈α, ξy〉. Here y ∈ X0, α ∈ T
∗
yX0, ξ ∈ g.
Example 2.4 (Symplectic vector spaces). Let V be a vector space equipped with a non-
degenerate skew-symmetric bilinear form ω. Then V is a symplectic variety. Let G act on
V by linear symplectomorphisms. Then the action G : V is Hamiltonian. The moment map
µG,V is given by 〈µG,V (v), ξ〉 =
1
2
ω(ξv, v), ξ ∈ g, v ∈ V .
Example 2.5 (Model varieties). This example generalizes the previous one. Let H be a
reductive subgroup of G, η ∈ gH , V a symplectic H-module. Put U = (zg(η)/h)
∗. Let us
equip the homogeneous vector bundle X = G ∗H (U ⊕ V ) with a certain closed 2-form. Let
ηn, ηs denote nilpotent and semisimple parts of η, respectively. If ηn 6= 0, choose an sl2-triple
(ηn, h, f) in zg(ηs)
H (where h is semisimple and f is nilpotent). If ηn = 0, we set h = f = 0.
The H-module U can be identified with zg(f) ∩ h
⊥. Fix a point x = [1, (u, v)] ∈ X . The
tangent space TxX is naturally identified with h
⊥⊕U ⊕V , where U ⊕V is the tangent space
to the fiber of the projection G ∗H (U ⊕ V )→ G/H and the embedding h
⊥ →֒ TxX is given
by ξ 7→ ξx. Put
ωx(u1 + v1 + ξ1,u2 + v2 + ξ2) = ωV (v1, v2) + (ξ1, u2)− (ξ2, u1) + (η + u+ µH,V (v), [ξ1, ξ2]),
u1, u2 ∈ U, v1, v2 ∈ V, ξ1, ξ2 ∈ h
⊥.
The corresponding map ω : U ⊕ V →
∧2(h⊥ ⊕ U ⊕ V )∗ is H-equivariant. Thus ω can be
extended to the unique G-invariant 2-form on X , which is denoted also by ω. It turns out
that ω is closed and nondegenerate in any point of the zero section G/H , [Lo3], assertion
1 of Proposition 1. If η is nilpotent, then ω is nondegenerate on the whole variety X . In
6 IVAN V. LOSEV
the general case the subset Xr = {x ∈ G ∗H (U ⊕ V )|ωx is nondegenerate in x} is affine.
The action G : Xr is Hamiltonian. The moment map is given by (see [Lo3], assertion 3 of
Proposition 1)
µG,Xr([g, (u, v)]) = Ad(g)(η + u+ µH,V (v)).
We denote the Hamiltonian variety Xr by MG(H, η, V ) and call it a model variety.
Remark 2.6. The Hamiltonian structure on MG(H, η, V ) depends on the choice of an sl2-
triple (ηn, h, f) in zg(ηs)
H (if ηn 6= 0). However, Hamiltonian varieties corresponding to
different choices of h, f are isomorphic (see Remark 1 from [Lo3]). In the sequel we say that
(ηn, h, f) is an sl2-triple generating MG(H, η, V ).
Remark 2.7. For η0 ∈ g
G the Hamiltonian G-varieties MG(H, η+ η0, V ),MG(H, η, V )η0 are
naturally identified. They even coincide as subsets in G ∗H (U ⊕ V ).
Now we consider two constructions with Hamiltonian varieties.
Example 2.8 (Restriction to a subgroup). Let H be a reductive subgroup of G and X a
Hamiltonian G-variety. Then X is a Hamiltonian H-variety with the moment map µH,X =
p ◦ µG,X . Here p denotes the restriction map g
∗ ։ h∗.
Example 2.9 (Products). Suppose X1, X2 are Hamiltonian G-varieties. Being the product
of symplectic varieties, the variety X1 ×X2 has a natural symplectic structure. The action
G : X1 ×X2 is Hamiltonian. The moment map is given by the formula µG,X1×X2(x1, x2) =
µG,X1(x1) + µG,X2(x2) for x1 ∈ X1, x2 ∈ X2.
Remark 2.10. It follows directly from the construction of a model variety that if (H, η, V )
is the same as in Example 2.5 and V0 is a trivial symplectic H-module, then the Hamiltonian
G-varietiesMG(H, η, V⊕V0) ∼= MG(H, η, V )×V0 are isomorphic (the actionG : V0 is assumed
to be trivial).
Now we define some important numerical invariants of an irreducible Hamiltonian G-
variety X . For an action of G on an algebraic variety Y we denote by mG(Y ) the maximal
dimension of a G-orbit on Y . The number mG(X)−mG(imµG,X) is called the defect of X
and is denoted by defG(X). The number dimX − defG(X) − mG(X) is called the corank
of X and is denoted by corkG(X). Equivalently, corkG(X) = tr. degC(X)G − defG(X). An
irreducible Hamiltonian G-variety X such that corkG(X) = 0 is called coisotropic.
It follows from the standard properties of the moment map (see, for example, [GS],[V2])
that the defect and the corank of X coincide, respectively, with dim kerω|g∗x, rkω|(g∗x)∠
for a point x ∈ X in general position. Further, the following statement holds, see [Lo2],
Proposition 3.1.7.
Lemma 2.11. dimCG,X = dim imψG,X = defG(X).
Definition 2.12. Let X1, X2 be Hamiltonian G-varieties. A morphism ϕ : X1 → X2
is called Hamiltonian if it is an e´tale G-equivariant symplectomorphism intertwining the
moment maps.
Note that a Hamiltonian morphism ϕ : X1 → X2 induces the unique morphism ϕ0 :
CG,X1 → CG,X2 such that ψ˜G,X2 ◦ ϕ = ϕ0 ◦ ψ˜G,X1.
Remark 2.13. One can similarly define Hamiltonian actions on complex analytic manifolds.
The definitions of the corank and the defect can be extended to this case without any
noticeable modifications.
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2.2. Conical Hamiltonian varieties. The definition of a conical Hamiltonian variety was
given in Introduction, Definition 1.2.
Example 2.14 (Cotangent bundles). Let X0, X be as in Example 2.3. The variety X is a
vector bundle over X0. The action C× : X by fiberwise multiplication turns X into a conical
variety of degree 1.
Example 2.15 (Symplectic vector spaces). The symplectic G-module V equipped with the
action C× : V given by (t, v) 7→ tv is conical of degree 2.
Example 2.16 (Model varieties). This example generalizes the previous one. Let H, η, V
be as in Example 2.5 and X =MG(H, η, V ). Suppose that η is nilpotent. Here we define an
action C× : X turning X into a conical Hamiltonian variety of degree 2. Let (η, h, f) be the
sl2-triple in g
H generating X . As a G-variety, X = G∗H (U⊕V ), where U = zg(f)∩h
⊥. Note
that h is an image of a coroot under an embedding of Lie algebras. In particular, there exists
a one-parameter subgroup γ : C× → G with d
dt
|t=0γ = h. Since [h, h] = 0, [h, f ] = −2f , we
see that γ(t)(h⊥) = h⊥, γ(t)(U) = U . Define a morphism C× ×X → X by formula
(2.1) (t, [g, (u, v)]) 7→ [gγ(t), t2γ(t)−1u, tv], t ∈ C×, g ∈ G, u ∈ U, v ∈ V.
One checks directly that the morphism (2.1) is well-defined and determines an action of C×
on X commuting with the action of G. Let us check that X with this action is a conical
Hamiltonian variety. The action of C× on X//G coincides with that induced by the action
C× : X given by
(2.2) (t, [g, (u, v)]) 7→ [g, t2γ(t)−1u, tv].
The eigenvalues of ad(h) on zg(f) are not positive. Thus the morphism (2.2) can be extended
to a morphism C×X → X . This yields (Con1). (Con2) for k = 2 is verified directly using
the construction of Example 2.5.
Remark 2.17. Let X be as in the previous example. The action C× : X induces a non-
negative grading on C[X ]G. In the notation of the previous example C[X ]G ∼= C[U ⊕ V ]H .
The grading on C[U ⊕ V ]H is induced from the following grading on C[U ⊕ V ]:
all elements of V ∗ ⊂ C[U ⊕ V ] have degree 1. The H-module U∗ is naturally identified
with zg(η) ∩ h
⊥. Put gi = {ξ ∈ g|[h, ξ] = iξ}. All elements of zg(η) ∩ h
⊥ ∩ gi have degree
i+ 2.
Lemma 2.18 ([Lo2], Lemma 3.3.6). Let X be a conical Hamiltonian G-variety of degree k.
Then
(1) 0 ∈ imψG,X .
(2) Assume that X is irreducible and normal. Then the subalgebra C[CG,X ] ⊂ C[X ]G
is C×-stable. The morphisms ψ˜G,X : X → CG,X , τG,X : CG,X → g//G are C×-
equivariant, where the action C× : g//G is induced from the action C× : g given by
(t, x) 7→ tkx, t ∈ C×, x ∈ g.
(3) Under the assumptions of assertion 2, there is the unique point λ0 ∈ CG,X such that
τG,X(λ0) = 0. For any point λ ∈ CG,X the limit limt→0 tλ exists and is equal to λ0.
2.3. Local structure of Hamiltonian actions. Firstly, we review the algebraic variant
of the Guillemin-Sternberg local cross-section theory, see [Kn3], Section 5, [Lo2], Subsection
5.1. Let L be a Levi subgroup of G and l the corresponding Lie algebra. Put lpr = {ξ ∈
l|zg(ξs) ⊂ l}.
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Proposition 2.19 ([Kn3], Theorem 5.4 and [Lo2], Corollary 5.1.3, Propositions 5.1.2, 5.1.4,
5.1.7). Let x ∈ X, l = zg(µG,X(x)s), Y = µ
−1
G,X(l
pr). Then
(1) TyX = l
⊥
∗ y⊕ TyY is a skew-orthogonal direct sum for any y ∈ Y . In particular, Y is
a smooth subvariety of X and the restriction of ω to Y is nondegenerate. Thus Y is
equipped with a symplectic structure.
(2) The action NG(L) : Y is Hamiltonian with the moment map µG,X |Y .
(3) The natural morphism G ∗NG(L) Y → X is e´tale. Its image is saturated.
(4) If x is in general position, then the natural morphism G ∗NG(L) Y → X is an open
embedding and NG(L) permutes the connected components of Y transitively.
A subset Z0 of a G-variety Z is said to be saturated if there exist a G-invariant morphism
ϕ : Z → Z0 and a subset Z
0
0 ⊂ Z0 such that Z
0 = ϕ−1(Z00).
Definition 2.20. An irreducible (=connected) component of µ−1G,X(l
pr) equipped with the
structure of a Hamiltonian L-variety obtained by restriction of the Hamiltonian structure
from µ−1G,X(l
pr) is called an L-cross-section of X .
Definition 2.21. The Levi subgroup L = ZG(µG,X(x)s), where x ∈ X is in general position,
is said to be the principal centralizer of X .
Note that the principal centralizer is determined uniquely up to G-conjugacy.
Lemma 2.22. Let L be the principal centralizer and XL an L-cross-section of X. Then the
following conditions are equivalent:
(1) mG(X) = dimG.
(2) defG(X) = rkG.
(3) imµG,X = g.
(4) L is a maximal torus in G and mL(XL) = defL(XL) = rkG.
(5) The stabilizer in general position for the action G : X is finite.
Under these conditions, corkG(X) = dimX − dimG− rkG.
Proof. The equivalence of conditions (1)-(4) was proved in [Lo5], Lemma 4.5. The equality
for corkG(X) follows from (1) and (2). It is well-known that (5) is equivalent to (1). 
Lemma 2.23. Let L be the principal centralizer and XL an L-cross-section of X. Suppose
that the stabilizer in general position L0 for the action L : XL is reductive and that 0 ∈
imψG,X . Then imµG,X = G(l ∩ l⊥0 ).
Proof. From Proposition 2.19 it follows that imµG,X = G imµL,XL. Since 0 ∈ imψG,X , we
see that 0 ∈ imµL,XL. By Theorem 4.1.1 from [Lo2], (L, L) ⊂ L0. Therefore imµL,XL =
l ∩ l⊥0 . 
Now we turn to the problem of describing the structure of an affine Hamiltonian G-variety
in some neighborhood of a point with closed G-orbit. A neighborhood is taken with respect
to the complex topology (in the sequel we call such neighborhoods analytical).
At first, we define some invariants of the triple (G,X, x). Put H = Gx, η = µG,X(x).
The subgroup H ⊂ G is reductive and η ∈ gH . Put V = (g∗x)
∠/(g∗x ∩ g∗x
∠). This is
a symplectic H-module. We say that (H, η, V ) is the determining triple of X at x. For
example, the determining triple of X =MG(H, η, V ) at x = [1, (0, 0)] is (H, η, V ), see [Lo3],
assertion 4 of Proposition 1.
As the name suggests, a determining triple should determine the structure of the Hamil-
tonian G-variety X near x. In fact, a slightly stronger claim holds.
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Definition 2.24. Let X1, X2 be affine Hamiltonian G-varieties, x1 ∈ X1, x2 ∈ X2 be points
with closed G-orbits. The pairs (X1, x1), (X2, x2) are called analytically equivalent, if there
are saturated open analytical neighborhoods O1, O2 of x1 ∈ X1, x2 ∈ X2, respectively, that
are isomorphic as complex-analytical Hamiltonian G-manifolds.
Remark 2.25. An open saturated analytical neighborhood in X is the inverse image of an
open analytical neighborhood in X//G under πG,X . See, for example, [Lo3], Lemma 5.
Proposition 2.26 (Symplectic slice theorem, [Lo3]). Let X be an affine Hamiltonian G-
variety, x ∈ X a point with closed G-orbit, (H, η, V ) the determining triple of X at x. Then
the pair (X, x) is analytically equivalent to the pair (MG(H, η, V ), [1, (0, 0)]).
Now we prove two lemmas, which will be used in Subsection 4.1.
We have two approaches to the local study of affine Hamiltonian varieties: the cross-
sections theory and the symplectic slice theorem. Let us establish a connection between
them.
Lemma 2.27. Let x ∈ X be a point with closed G-orbit and (H, η, V ) the determining triple
of X at x. Put M = ZG(ηs). Denote by XM the unique M-cross-section of X containing x.
Then the following assertions hold
(1) Mx is closed in XM and (H, η, V ) is the determining triple of XM at x.
(2) There exists an affine saturated open (with respect to Zariski topology) neighborhood
X0M ⊂ XM of x such that the following conditions are satisfied:
(a) the natural morphism X0M//M → X//G, πM,XM (z) 7→ πG,X(z) is e´tale;
(b) for any z ∈ X0M the orbit Mz is closed in X
0
M (equivalently, in XM) iff Gz is
closed in X.
Proof. The morphism ϕ : G ∗M XM → X, [g, x] 7→ gx, is e´tale (assertion 3 of Proposi-
tion 2.19). Since Gx is closed in X , we see that G[1, x] is closed in G ∗M XM , equivalently,
Mx is closed in XM . Since Gz ⊂ ZG(µG,X(z)) ⊂ ZG(µG,X(z)s) = M , we have Gz = Mz for
z ∈ XM . By construction of µM,XM , µM,XM (z) = µG,X(z). Assertion 1 will follow if we check
that the H-modules g∗x
∠/(g∗x
∠ ∩ g∗x) and m∗x
∠/(m∗x
∠ ∩ m∗x) are isomorphic. Here the
skew-orthogonal complement to g∗x (resp., to m∗x) is taken in TxX (resp., in TxXM)). The
existence of an isomorphism stems from g∗x = m
⊥
∗ x⊕m∗x and assertion 1 of Proposition 2.19.
By the above, the orbits G[1, x], Gx are closed and isomorphic via ϕ. It follows from
Luna’s fundamental lemma, [Lu], that for some open affine neighborhood U of the point
πM,XM (x) in XM//M
∼= (G ∗M XM)//G the morphism ϕ//G : U → X//G is e´tale and
(2.3) π−1G,G∗MXM (U)
∼= U ×X//G X.
Clearly, π−1G,G∗MXM (U)
∼= G ∗M π
−1
M,XM
(U). Thanks to (2.3), we see that for all z ∈ X0M :=
π−1M,XM (U) the orbit G[1, z] is closed in G ∗M π
−1
M,XM
(U) iff Gz is closed in X . 
The next lemma studies the behavior of determining triples under replacing G with some
connected subgroup G1 ⊂ G containing (G,G).
Lemma 2.28. Let x ∈ X be a point with closed G-orbit and (H, η, V ) the determining triple
of X at x. Then G1x is closed in X and the determining triple of the Hamiltonian G1-variety
X at x has the form (H ∩G1, η0, V ⊕ V0), where V0 is a trivial H ∩G
1-module and η0 is the
projection of η to g1.
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Proof. Since G1 is a normal subgroup of G, we see that all G1-orbits in Gx have the same
dimension whence closed. Obviously, G1x = G
1 ∩H, µG1,X(x) = η0. Clearly, g
1
∗x ⊂ g∗x and
g∗x
∠ ⊂ g1∗x
∠. Therefore we have a natural embedding g∗x
∠/(g∗x
∠ ∩ g1∗x) →֒ g
1
∗x
∠/(g1∗x
∠ ∩
g1∗x) and a natural projection g∗x
∠/(g∗x
∠ ∩ g1∗x)։ g∗x
∠/(g∗x
∠ ∩ g∗x). The cokernel of the
former is a quotient of the H ∩G1-module g1∗x
∠/g∗x
∠ ∼= (g∗x/g
1
∗x)
∗, while the kernel of the
latter is a submodule in g∗x/g
1
∗x. Since g∗x/g
1
∗x is a trivial H ∩G
1-module, we are done. 
2.4. Some results concerning ψ˜G,X , CG,X. Let us, at first, define two important invariants
of a Hamiltonian variety: its Cartan space and Weyl group. The proofs of the facts below
concerning these invariants can be found in [Lo2], Subsection 5.2.
Let L be the principal centralizer and XL an L-cross-section of a Hamiltonian G-variety
X . It turns out that imµZ(L)◦,XL is an affine subspace in z(l). We denote this affine subspace
by a
(XL)
G,X and call it the Cartan space of X . It intersects the Lie algebra of the inefficiency
kernel for the action Z(L)◦ : XL in the unique point (by the inefficiency kernel of a group
action Γ : Y we mean the kernel of the corresponding homomorphism Γ→ Aut(Y )). Taking
this point as the origin in a
(XL)
G,X we may (and will) consider a
(XL)
G,X as a vector space.
The group NG(L,XL) acts linearly on a
(XL)
G,X . We denote the image of NG(L,XL) in
GL(a
(XL)
G,X ) by W
(XL)
G,X and call it the Weyl group of X . If G is connected, then W
(XL)
G,X is
naturally identified with NG(L,XL)/L.
Note that, in a suitable sense, the pair (a
(XL)
G,X ,W
(XL)
G,X ) does not depend up to G-conjugacy
from the choice of L,XL. When a particular choice of L,XL does not matter, we write a
(·)
G,X
for a
(XL)
G,X and W
(·)
G,X for W
(XL)
G,X .
Note that imψL,XL ⊂ a
(XL)
G,X →֒ l//L. There is the unique G-invariant morphism ψ̂G,X :
X → a
(·)
G,X/W
(·)
G,X coinciding with ψNG(L,XL),XL on XL. The morphism ψG,X : X → g//G
is the composition of ψ̂G,X and the finite morphism τ
1
G,X : a
(·)
G,X/W
(·)
G,X → g//G induced
by the embedding a
(XL)
G,X →֒ g. So ψ̂G,X factors through ψ˜G,X and the respective morphism
τ 2G,X : CG,X → a
(·)
G,X/W
(·)
G,X is finite and dominant.
Lemma 2.29. Assume, in addition, that X is conical of degree k. Then a
(XL)
G,X is a vector
subspace of g so one can equip a
(XL)
G,X with the action of C
× given by (t, ξ) 7→ tkξ. Let us equip
a
(·)
G,X/W
(·)
G,X with the induced action. Then the morphisms τ
1
G,X , τ
2
G,X are C
×-equivariant.
Proof. Note that XL is C×-stable and the morphism µL,XL : XL → l is C
×-equivariant (here
C× acts on l by (t, ξ) 7→ tkξ). Now everything follows directly from the definitions of a(XL)G,X
and the morphisms τ 1G,X , τ
2
G,X . 
Now we want to describe the behavior of ψ̂G,X under some simple modifications of the
pair (G,X). To do this we need to recall some results obtained in [Lo5]. The proofs of these
results are mostly straightforward.
Let X,L,XL be such as above. Let M be a Levi subgroup of G containing L, G
1 a
connected subgroup of G containing (G,G), L1 := G1 ∩ L, G1, . . . , Gk be all simple normal
subgroups of G, so that G = Z(G)◦G1 . . . Gk is the decomposition into the locally direct
product. Finally, let X ′ be another affine irreducible Hamiltonian G-variety and ϕ : X → X ′
a generically finite dominant G-equivariant morphism such that µG,X′ ◦ ϕ = µG,X .
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By Lemma 6.9 from [Lo5], a
(XL)
G,X = a
(XL)
G◦,X ,W
(XL)
G◦,X is a normal subgroup of W
(XL)
G,X .
Suppose G is connected. Recall, [Lo5], Lemmas 4.6,6.10, that there exists the unique
M-cross-section XM of X containing XL and a
(XL)
M,XM
= a
(XL)
G,X ,W
(XL)
M,XM
=W
(XL)
G,X ∩M/L.
By Lemma 4.6 from [Lo5], L is the principal centralizer of X ′ and there exists the unique
L-cross-section X ′L of X
′ such that ϕ(XL) ⊂ X
′
L. Further, by Lemma 6.11 from [Lo5],
a
(XL)
G,X = a
(X′L)
G,X′ , W
(XL)
G,X ⊂W
(X′L)
G,X′ .
Suppose, in addition, that 0 ∈ imψG,X . Recall, [Lo5], Lemma 4.6, that L
1 is the principal
centralizer and XL is an L
1-cross-section of the Hamiltonian G1-variety X . Further, by [Lo5],
Lemma 6.13, a
(XL)
G,X ∩ g
1 ⊂ a
(XL)
G1,X , the groups W
(XL)
G1,X ,W
(XL)
G,X are naturally identified, and the
orthogonal projection g։ g1 induces the W
(XL)
G,X -equivariant epimorphism a
(XL)
G,X ։ a
(XL)
G1,X .
Finally, suppose X satisfies the equivalent conditions of Lemma 2.22. Put T = L, Ti =
L ∩ Gi. Recall, [Lo5], Lemma 4.6, that Ti is the principal centralizer of the Hamiltonian
Gi-variety X and there is the unique Ti-cross-section XTi of X containing (
∏
j 6=iGj)XT .
Further, Lemma 6.14 from [Lo5] implies that a
(XTi )
Gi,X
= ti, W
(XT )
G,X ⊂
∏k
i=1W
(XTi )
Gi,X
and the
projection of W
(XT )
G,X to GL(ti) coincides with W
(XTi )
Gi,X
.
Lemma 2.30. Let G,X,XL,M,G
1, L1, G1, . . . , Gk, X
′, ϕ,XM , X
′
L, T, Ti, XTi be as above.
(1) ψ̂G,X is the composition of ψ̂G◦,X and the natural morphism of quotients a
(XL)
G◦,X/W
(XL)
G◦,X →
a
(XL)
G,X /W
(XL)
G,X induced by the inclusion W
(XL)
G◦,X ⊂W
(XL)
G,X .
(2) Suppose G is connected. Then the following diagram is commutative.
X
XM
a
(·)
G,X/W
(·)
G,X
a
(·)
M,XM
/W
(·)
M,XM
g//G
m//M
❄ ❄ ❄✲
✲
✲
✲
bψG,X
bψM,XM
τ1G,X
τ1M,XM
Here the morphism XM → X is the inclusion, the morphism a
(·)
M,XM
/W
(·)
M,XM
→
a
(·)
G,X/W
(·)
G,X is given by W
(XL)
M,XM
ξ 7→ W
(XL)
G,X ξ, and the morphism m//M → g//G is
induced by the restriction of functions from g to m.
(3) The following diagram is commutative.
a
(·)
G,X/W
(·)
G,X
X
a
(·)
G,X′/W
(·)
G,X′
X ′
❄ ❄✲
✲
(4) Suppose G is connected and 0 ∈ imψG,X . Then the following diagram is commutative.
X
a
(·)
G,X/W
(·)
G,X a
(·)
G1,X/W
(·)
G1,X
✲
 
 
  ✠
❅
❅
❅❅❘
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(5) Suppose G is connected and X satisfies the equivalent conditions of Lemma 2.22.
Then the following diagram, where the map a
(·)
G,X/W
(·)
G,X → a
(·)
Gi,X
/W
(·)
Gi,X
is induced by
the natural epimorphism g→ gi, is commutative.
X
a
(·)
G,X/W
(·)
G,X a
(·)
Gi,X
/WGi,X
✲
 
 
  ✠
❅
❅
❅❅❘
Proof. The proofs of assertions 1,3,4 follow directly from the definition of ψ̂•,•.
Let us prove assertion 2. The commutativity of the right square of the diagram follows
directly from the definition of τ 1•,•. To prove the commutativity of the left square we note that
both morphisms XM → a
(·)
G,X/W
(·)
G,X from the diagram are M-invariant and their restrictions
to XL coincide with ψ̂NG(L,XL),XL . To complete the proof it remains to recall that MXL is
dense in XM .
We proceed to assertion 5. The morphism ψ̂Gi,X |Xi is Z(G)
◦
∏
j 6=iGj-invariant. It follows
that ψ̂Gi,X is G-invariant. It remains to note that the restrictions of both morphisms X →
a
(·)
Gi,X
/W
(·)
Gi,X
coincide on XT . 
Now we are going to quote some properties of CG,X, ψ˜G,X , ψ̂G,X proved in [Lo2].
Proposition 2.31. The morphism ψ̂G,X//G : X//G → a
(·)
G,X/W
(·)
G,X is equidimensional and
open. Further, for any closed subvariety Y ⊂ im ψ̂G,X and any irreducible component Z of
(ψ̂G,X//G)
−1(Y ) the subset (ψ̂G,X//G)(Z) is dense in Y .
Proof. Note that a
(·)
G,X/W
(·)
G,X is a normal variety of dimension defG(X). Thanks to Theorem
1.2.3 from [Lo2], ψ̂G,X//G is equidimensional. The openness stems from [Ch], Proposition
3 in Section 5.5. The last assertion of the proposition is an easy corollary of the fact that
ψ̂G,X//G is equidimensional. 
Proposition 2.32 ([Lo2], Theorem 1.2.7). Suppose X is conical. Then CG,X ∼= a
(·)
G,X/W
(·)
G,X
and ψ˜G,X = ψ̂G,X . Further, the algebra C[CG,X ] coincides with the intersection of C[X ] and
the Poisson center of C(X)G.
3. Dimensions of fibers
Throughout the section G is a connected reductive group andX is a HamiltonianG-variety
with symplectic form ω.
In Subsection 3.1 we prove a variant of the Luna-Richardson restriction theorem ([LR])
for Hamiltonian varieties. This allows us to reduce a general affine Hamiltonian G-variety
to one satisfying the equivalent conditions of Lemma 2.22.
Subsection 3.2 deals with a stratification of fibers of the morphism ψG,X//G : X//G →
g//G. A stratum consists of the images of all points with closed G-orbit and the same
determining triple. The main results of the subsection are the proof that any stratum is
smooth and the formula for the dimensions of the strata (Proposition 3.5).
The main part of this section is Subsection 3.3. There we prove the following result that
strengthens Theorem 1.1.
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Theorem 3.1. The morphisms ψG,X , ψ˜G,X , ψ̂G,X are equidimensional. The morphisms
ψ̂G,X , ψ˜G,X are open. For any closed irreducible subvariety Y ⊂ im ψ̂G,X and any irreducible
component Y˜ ⊂ ψ̂−1G,X(Y ) the subvariety πG,X(Y˜ ) ⊂ X//G is an irreducible component of
(ψ̂G,X//G)
−1(Y ).
The proof uses the stratification introduced in Subsection 3.2 and the estimate on dimen-
sions of fibers of πG,X obtained in Proposition 3.7.
3.1. A Hamiltonian version of the Luna-Richardson theorem. Let H be a reductive
subgroup of G. The subvariety XH ⊂ X is smooth (see [PV], Subsection 6.5) and NG(H)-
stable. Let us equip XH with a structure of a Hamiltonian NG(H)-variety.
Proposition 3.2. (1) ω|XH is nondegenerate, thus X
H is equipped with the symplectic
structure.
(2) The action NG(H) : X
H is Hamiltonian with the moment map µNG(H),XH = µG,X |XH .
Proof. For a symplectic vector space V and a reductive subgroup H ⊂ Sp(V ) the H-modules
V H and V/(V H)∠ are isomorphic. Thus ω|V H is nondegenerate. Since Tx(X
H) = (TxX)
H ,
see [PV], Subsection 6.5, we see that ω|XH is nondegenerate.
Note that the Lie algebra of NG(H) coincides with g
H + h. Since µG,X is G-equivariant,
we have µG,X(X
H) ⊂ gH . Clearly, µG,X |XH is NG(H)-equivariant. It remains to check that
(3.1) v(Hξ|XH )x = ξx
for all ξ ∈ gH + h, x ∈ XH . Obviously, v(Hξ)x = ξx = 0 for all ξ ∈ h, x ∈ X
H . Thus
(3.1) holds for ξ ∈ h. Now let ξ ∈ gH . Then Hξ ∈ C[X ]H , and v(Hξ)x is an H-invariant
vector for x ∈ XH . It follows from the construction of the symplectic form on XH that
v(Hξ)x = v(Hξ|XH)x. 
Now we will apply the previous construction to a special choice of H .
Let L be the principal centralizer of X and XL an L-cross-section. By Corollary 4.2.3
from [Lo2], the restriction of π(L,L),XL : XL → XL//(L, L) to X
(L,L)
L ⊂ XL is an isomorphism.
Denote by L0 the unit component of the inefficiency kernel of the action L : XL//(L, L) ∼=
X
(L,L)
L . It follows from Theorem 4.2.1, [Lo2], that L0 = (L, L)T0, where T0 is the unit com-
ponent of the inefficiency kernel for the action Z(L) : XL. Let X0 be the unique connected
component of XL0 containing X
(L,L)
L . Put G˜0 = NG(L0, X0) (the stabilizer of X0 under the
action of NG(L0)), G0 = G˜0/L0. We identify g0 with g
L0∩ l⊥0 . It follows from Proposition 3.2
that the action G˜0 : X0 is Hamiltonian with moment map µG,X|X0 . By Remark 3.1.2 from
[Lo2], the action G0 : X0 is Hamiltonian with the moment map µG0,X0 := p ◦ µ eG0,X0 , where
p denotes the natural projection g˜0 → g0.
The following proposition is what we mean by a ”Hamiltonian version of the Luna-
Richardson theorem”.
Proposition 3.3. In the notation introduced above the following statements hold.
(1) The morphism X0//G0 → X//G induced by the restriction of functions is an isomor-
phism.
(2) mG0(X0) = dimG0, defG0(X0) = defG(X), corkG(X) = corkG0(X0).
(3) L/L0 is the principal centralizer of X0. The subvariety X
L0
L is dense in the unique
L/L0-cross-section X0L of X0, a
(XL)
G0,X0
= a
(X0L)
G,X − ξ0, where ξ0 ∈ l0 ∩ a
(XL)
G,X , and
W
(X0L)
G0,X0
=W
(XL)
G,X .
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(4) ψ̂G,X |X0 = ψ̂G0,X0.
In the proof we will use some notions of the theory of algebraic transformation groups.
Let Y be an irreducible affine variety acted on by a reductive group H . It is known, see
[PV], Theorem 7.12, that there exists an open subset Y0 ⊂ Y//H such that for any y ∈ Y0
the closed orbit in π−1H,Y (y) is isomorphic to H/C, where C is a reductive subgroup of H .
Definition 3.4. Such a subgroup C (determined uniquely up to H-conjugacy) is called the
principal isotropy subgroup for the action H : Y .
The action H : Y is called stable if its general orbit is closed and locally free if mH(Y ) =
dimH .
Proof of Proposition 3.3. The action Z(L)◦ : X
(L,L)
L
∼= XL//(L, L) is stable ([Lo2], Proposi-
tion 4.5.1). Thus L0 is the unit component of the principal isotropy subgroup for the action
L : XL. Since the natural morphism G∗LXL → X is e´tale and its image is saturated, we see
that the group L0 is the unit component of the principal isotropy subgroup for the action
G : X and that the morphism X0//G0 → X//G is dominant. By the Luna-Richardson the-
orem ([LR]), the morphism X0//G0 → X//G is an isomorphism and the action of G0 on X0
is locally free. The latter yields defG0(X0) = rkG0 = rkG− rkL0 = defG(X). By Theorem
1.2.9 from [Lo2], C(X)G = Quot(C[X ]G),C(X0)G0 = Quot(C[X0]G0). So
corkG(X) = tr. degC(X)
G − defG(X) = tr. degC(X0)
G0 − defG0(X0) = corkG0(X0).
We proceed to assertion 3. Since mG0(X0) = dimG0, the maximal torus L/L0 ⊂ G0 is the
principal centralizer of X0 (see Lemma 2.22) and a
(X0L)
G0,X0
= l ∩ l⊥0 = a
(XL)
G,X − ξ0 for any L/L0-
cross-section X0L of X0. The natural morphism XL//L→ X//G is dominant and quasifinite,
therefore so is the natural morphism (XL0L )//(L/L0) → X0//G0. It follows from [Lo2],
Theorem 1.2.9, that the actions L/L0 : X
L0
L , G0 : X0 are stable. It follows that dimX
L0
L =
dim(XL0L )//(L/L0) + dimL/L0 = dimX0//G0 + dimL/L0 = dimX0 − dimG0 + dimL/L0.
Since µG,X(X
L0
L ) ⊂ µG,X(XL)∩g0 ⊂ l
pr∩g0 ⊂ (l/l0)
pr (the last subset is taken w.r.t. the Lie
algebra g0), we see that X
L0
L lies in the unique L/L0-cross-section X0L of X0. Comparing
the dimensions, we see that XL0L is dense in X0L. The equality for the Weyl groups stems
from NG(L,XL)/L0 ⊂ G0, NG(L,X
L0
L ) = NG(L,XL).
Finally, both morphisms in assertion 4 are G0-invariant and their restrictions to X
L0
L are
equal to the restriction of ψ̂NG(L,XL),XL. 
3.2. A stratification of a fiber of ψG,X//G. In this subsection we introduce a stratification
of fibers of the morphism ψG,X//G : X//G → g//G. We consider fibers of ψG,X//G as
algebraic varieties. Namely, let η ∈ g, H be a reductive subgroup of Gη and V a symplectic
H-module. We put
SG,X(H, η, V ) = {πG,X(x)|Gx is closed, (H, η, V ) is the determining triple of X at x}.
Clearly, SG,X(H1, η1, V1) = SG,X(H2, η2, V2) iff there is g ∈ G and a linear isomorphism
ι : V1 → V2 such that Ad(g)η1 = η2, gH1g
−1 = H2 and (ghg
−1)ι(v) = ι(hv) for all h ∈ H1.
The main result of this subsection is the following
Proposition 3.5. Let X,G,H, η, V be as above, λ = πG,g(η). Then SG,X(H, η, V ) is a
locally-closed smooth subvariety of pure codimension corkG(X)−dimV
H in (ψG,X//G)
−1(λ).
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Proof. Firstly, we show that SG,X(H, η, V ) is a locally-closed subvariety of X//G. Denote by
Y the set of all points x ∈ X such that Gx is closed, Gx = H , and TxX/g∗x ∼= V ⊕ (gη/h)
∗.
It follows from the Luna slice theorem applied to any point of Y that Y is a locally-closed
subvariety in X . Therefore Yη = Y ∩µ
−1
G,X(Ad(G)η) is a locally closed subvariety of X . Since
all orbits in Yη are closed in X , we see that Yη is an open saturated subvariety of Yη. Thus
SG,X(H, η, V ) = πG,X(Yη) is open in Yη//G.
Applying Proposition 2.26, we reduce the codimension and smoothness claims to the
case X = MG(H, η, V ). Put s = zg(ηs). Choose an sl2-triple (ηn, h, f) in s
H generating
MG(H, η, V ). Denote by U the H-module zs(f) ∩ h
⊥.
Lemma 3.6. In the above notation η is an isolated point of (η + zs(f)) ∩Ad(G)η.
Proof of Lemma 3.6. Note that Tη(η + zs(f)) = zs(f), TηAd(G)η = [g, η]. It is enough to
show zs(f)∩ [g, η] = {0}. The equality s = zg(ηs) yields [g, η] = [s
⊥, η] + [s, η] = s⊥⊕ [s, ηn].
Thanks to the representation theory of sl2, [s, ηn]∩zs(f) = 0 whence the required equality. 
In virtue of Remark 2.10, it is enough to assume that V H = {0}. Put x := [1, (0, 0)].
Everything will follow if we check that πG,X(x) is an isolated point in SG,X(H, η, V ). Indeed,
by Proposition 2.31, corkG(X) = dimX//G− defG(X) = dimpiG,X(x)(ψG,X//G)
−1(λ).
There exists a neighborhood O′ of η in η + zs(f) such that O
′ ∩ Ad(G)η = η. Replacing
O′ with HO′, if necessary, we may assume that O′ is H-stable. Set O := {[g, (u, v)] ∈
MG(H, η, V )|η+u+µH,V (v) ∈ O
′}. By definition, O is an open G-subvariety of X containing
x. It is enough to show that any point x1 ∈ O with closed G-orbit and the determining
triple (H, η, V ) is G-conjugate to x. Assume the converse. Put x1 = [g, (u, v)], u ∈ U, v ∈
V, (u, v) 6= 0. Recall that µG,X(x1) = Ad(g)(η+u+µH,V (v)). Since µG,X(x1) = η, Lemma 3.6
implies that u + µH,V (v) = 0. Since U ∩ h = {0}, we have u = 0. The subgroup Hv ⊂ H is
conjugate to H in G. Thus v ∈ V H = {0}. Contradiction. 
3.3. The proof of Theorem 3.1. At first, we obtain an estimate for the dimension of a
fiber of πG,X .
Proposition 3.7. The dimension of any fiber of πG,X : X → X//G does not exceed dimX−
defG(X)−
corkG(X)
2
.
Proof. The proof is carried out in two steps. Firstly, we consider the case when X satisfies
the equivalent conditions of Lemma 2.22 and then deduce the general case from this one.
Step 1. Suppose X satisfies the equivalent conditions of Lemma 2.22. Then
defG(X) +
corkG(X)
2
=
dimX − dimG+ rkG
2
.
Let y ∈ X//G, x be a point from the unique closed G-orbit in π−1G,X(y), H = Gx, η =
µG,X(x), U = (zg(η)/h)
∗, V = (g∗x)
∠/(g∗x ∩ (g∗x)
∠). The H-modules U ⊕ V and TxX/g∗x
are isomorphic.
Using the Luna slice theorem, we see that it is enough to check
(3.2) dim π−1H,U⊕V (0) 6 dimU + dimV −
dimX − dimG+ rkG
2
Lemma 3.8 ([Sch2], Proposition 2.10). Let H be a reductive group, TH a maximal torus of
H, and V a self-dual H-module. Then
dim π−1H,V (0) 6
1
2
(dimV − dimV TH + dimH − dimTH).
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Lemma 3.9. U ⊕ V is a self-dual H-module.
Proof of Lemma 3.9. Note that the H-modules U ⊕ V and TxX/g∗x are isomorphic. The
module TxX is symplectic, while the module g∗x ∼= g/h ∼= h
⊥ is orthogonal. Hence both
these modules are self-dual. Therefore the quotient module U ⊕ V is self-dual too. 
We see that the H-module U ⊕ V satisfies the assumptions of Lemma 3.8. Let TH be
a maximal torus of H . Let us show that dimUTH > rk g − rk h. Since dim hTH = rk h, it
is enough to show that dim zg(ξ)
TH > rk g for any ξ ∈ gH . It is enough to check the last
inequality for ξ ∈ gH in general position. But in this case ξ is semisimple. Thence zg(ξ) is a
Levi subalgebra of g and everything is clear.
By Lemma 3.8, we have the following inequalities
dim π−1H,U⊕V (0) 6
1
2
(dimU + dimV − dimUTH − dimV TH + dim h− rk h)
6
1
2
(dimU + dim V − (rk g− rk h) + dim h− rk h).
(3.3)
One may check directly that the last expression in (3.3) coincides with the r.h.s of (3.2).
Step 2. Now we consider the general case. Let X0, G0 be as in Subsection 3.1.
By Proposition 3.3, corkG(X) = corkG0(X0), defG(X) = defG0(X0). The proposition will
follow if we show that
(3.4) codimX π
−1
G,X(y) > codimX0 π
−1
G0,X0
(y),
for any y ∈ X//G. It follows from Proposition 3.3 that X0//G0 ∼= X//G, π
−1
G0,X0
(y) =
π−1G,X(y) ∩X0. Now (3.4) stems from the following general fact of Algebraic geometry:
dimx Y ∩Z > dimx Y +dimx Z − dimX for any subvarieties Y, Z of an irreducible variety
X and x ∈ Y ∩ Z provided X is smooth. 
Proof of Theorem 3.1. Clearly, ψ˜G,X , ψG,X are equidimensional provided ψ̂G,X is. As we
mentioned above, any equidimensional morphism to a normal variety is open.
To prove the theorem it remains to check that for all λ ∈ g//G and any irreducible
component Z of ψ−1G,X(λ) the equality dim πG,X(Z) = dimX//G−defG(X) and the inequality
dimZ 6 dimX − defG(X) take place (the opposite inequality holds automatically, since
defG(X) = dim imψG,X). The former equality will imply
(3.5) dim πG,X(Z) = dimX//G− defG(X) + dimY
for an irreducible component Z of ψ̂−1G,X(Y ), where Y ⊂ im ψ̂G,X is an arbitrary closed ir-
reducible subvariety (recall that, by Proposition 2.31, im ψ̂G,X = im(ψ̂G,X//G) is an open
subvariety in a
(·)
G,X/W
(·)
G,X). Thanks to Proposition 2.31, (3.5) holds iff πG,X(Z) is an irre-
ducible component in (ψ̂G,X//G)
−1(Y ).
Choose a subvariety SG,X(H, η, V ) ⊂ (ψG,X//G)
−1(λ) (see Subsection 3.2) such that
πG,X(Z) ∩ SG,X(H, η, V ) is dense (and so, in virtue of Proposition 3.5, open) in πG,X(Z).
Further, choose a point x ∈ Z ∩π−1G,X(SG,X(H, η, V )) with closed G-orbit. Applying Proposi-
tion 2.26 to x, we may replace X withMG(H, η, V ). Thanks to Remark 2.10, we may assume
that V H = 0. From Proposition 3.5 it follows that πG,X(Z) is a point. By Proposition 3.7,
dimZ 6 dimX−defG(X)−
1
2
corkG(X). It follows that corkG(X) = 0, dim(ψG,X//G)
−1(λ) =
0, dimZ = dimX − defG(X). This verifies the claim in the beginning of the previous para-
graph and completes the proof. 
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Corollary 3.10. For any λ ∈ imψG,X and any irreducible component Z of ψ
−1
G,X(λ) there
exists an open subset Z0 ⊂ Z//G such that Z0 is smooth (as a variety), codimZ//G(Z//G) \
Z0 > 2, and for any z ∈ Z0 and any point x ∈ π
−1
G,X(z) with closed G-orbit the following
condition holds:
(*) MG(H, η, V/V
H) is coisotropic, where (H, η, V ) is the determining triple of X at x.
Moreover, MG(H, η, V/V
H) does not depend (up to an isomorphism) on the choice of z.
Proof. (*) is equivalent to corkG(X) = corkG(MG(H, η, V )) = dimV
H . It follows from Theo-
rem 3.1 that Z maps dominantly whence, by the standard properties of quotient morphisms,
surjectively onto some irreducible component of (ψG,X//G)
−1(λ). The required claims follow
now from Proposition 3.5. 
Corollary 3.11. Let Y be a closed irreducible subvariety in im ψ̂G,X . Then ψ̂G,X(Y˜ ) = Y
for any irreducible component Y˜ of ψ̂−1G,X(Y ).
Proof. According to Theorem 3.1, πG,X(Y˜ ) is an irreducible component of (ψ̂G,X//G)
−1(Y ) ⊂
X//G. It remains to apply Proposition 2.31. 
Corollary 3.12. A simply connected affine conical Hamiltonian G-variety satisfies (Utw1).
Proof. Thanks to Proposition 2.32, τ 2G,X : CG,X → a
(·)
G,X/W
(·)
G,X is an isomorphism. By
Theorem 3.1, the morphism ψ˜G,X : X → CG,X is equidimensional. Since G is connected, the
subalgebra C[X ]G is integrally closed in C[X ]. Thus C[CG,X] is integrally closed in C[X ].
In other words, a general fiber of ψ˜G,X is connected. Summarizing, we see that ψ˜G,X is an
equidimensional morphism with a connected general fiber from a simply connected variety
X to CG,X ∼= a
(·)
G,X/W
(·)
G,X . The proof of the proposition is based on an idea of Panyushev [Pa]
and is completely analogous to that given in [Kn7], Theorem 7.2. 
4. Some results concerning Weyl groups
Throughout the section G,X, ω have the same meaning as in the previous section.
In this section we study the structure of the Weyl group W
(·)
G,X . Subsection 4.1 contains
three technical propositions, which play a crucial role in the subsequent exposition. Propo-
sitions 4.1, 4.3 allow one to reduce the study of an arbitrary affine Hamiltonian G-variety to
the study of a coisotropic conical model variety. Proposition 4.6 describes the behavior of
Weyl groups under this reduction.
Using results of Subsection 4.1, in Subsection 4.2 we establish some properties of Weyl
groups of varieties satisfying the equivalent conditions of Lemma 2.22. In particular, we get
some restrictions on varieties with a ”small” Weyl group (Proposition 4.9, Corollary 4.14)
and show that a Weyl group cannot be ”too small” (Corollary 4.16). As a consequence of
Corollary 4.16 we get some explicit restrictions on Weyl groups for simple G of types A−E
in Proposition 4.17, Corollary 4.19.
Finally, in Subsection 4.3 we compute the Weyl groups of linear actions of simple groups
satisfying some additional restrictions. This computation will be used in Subsection 5.3 to
check that any symplectic G-module is an untwisted Hamiltonian variety.
4.1. Some technical propositions.
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Proposition 4.1. Let L be the principal centralizer and XL an L-cross-section of X, ξ ∈
a
(XL)
G,X , α = πW (XL)G,X ,a
(XL)
G,X
(ξ), M = ZG(ξ). Suppose α ∈ im ψ̂G,X . Choose an irreducible
component Z of ψ̂−1G,X(α). Then there exists x ∈ X possessing the following properties:
(a) x ∈ Z.
(b) µG,X(x)s ∈ z(m) ∩m
pr.
(c) A unique M-cross-section XM of X containing x contains XL and ψ̂M,XM (x) =
π
W
(XL)
M,XM
,a
(XL)
M,XM
(ξ).
(d) Gx is closed in X.
(e) Let (H, η, V ) be the determining triple of X (or, equivalently, of XM) at x and Ĝ be
a connected subgroup of M containing (M,M)H◦. The orbit Ĝx is closed in XM and
the Hamiltonian Ĝ-variety X̂ :=M bG(H ∩ Ĝ, ηn, V/V
H) is coisotropic.
Remark 4.2. If X satisfies the equivalent conditions of Lemma 2.22, then so does the
Hamiltonian Ĝ-variety X̂ . This stems easily from Proposition 2.26.
Proof of Proposition 4.1. Choose a point z ∈ Z with closed G-orbit. Let us show that gz
satisfies (b),(c) for some g ∈ G. Put M1 = ZG(µG,X(z)s). Since πG,g(µG,X(z)s) = πG,g(ξ),
we have M1 ∼G M . Let XM1 be an M1-cross-section of X containing z, L1 be the principal
centralizer and XL1 an L1-cross-section of XM1 . Replacing z with gz for an appropriate
element g ∈ G, we may assume that L1 = L,XL1 = XL. Next, replacing z with mz for some
m ∈M1, one obtains µG,X(z)s ∈ a
(XL)
M1,XM1
= a
(XL)
G,X . By the commutative diagram of assertion
2 of Lemma 2.30, for some n ∈ NG(L,XL) the following equality holds
(4.1) ψ̂M1,XM1 (z) = πW (XL)M1,XM1
,a
(XL)
G,X
(nξ).
Note that ψM1,XM1 (z) ∈ z(m1) →֒ m1//M1. From (4.1) it follows that πM1,m1(nξ) ∈ z(m1) →֒
m1//M1 whence nξ ∈ z(m1). On the other hand, nξ ∈ z(Ad(n)m) ∩ (Ad(n)m)
pr and so
m1 ⊂ Ad(n)m. We have seen above that M1 ∼G M whence M1 = nMn
−1. Replacing z with
n−1z, we get the point z satisfying (a)-(c). Put α′ = π
W
(XL)
M,XM
,a
(XL)
M,XM
(ξ).
According to Lemma 2.27, there exists an open affine M-saturated subvariety X0M ⊂ XM
containing z such that for any x ∈ X0M the orbit Gx is closed in X iff Mx is closed in XM .
Further, by Lemma 2.28, Ĝx ⊂ XM is closed whenever Mx is closed.
From assertion 2 of Lemma 2.30, Theorem 3.1 and the fact that the natural morphism
G ∗M XM → X is e´tale we get dimZ ∩XM = dim ψ̂
−1
M,XM
(α′). Hence there is an irreducible
component Z ′ of ψ−1M,XM (α
′) containing z and contained in Z ∩XM . By Corollary 3.10, there
is an open subset Y 0 ⊂ πM,XM (Z
′) such that any point x ∈ π−1M,XM (Y
0) with closed M-orbit
satisfies (a)-(d) and (e) for Ĝ = M . When Ĝ 6= M , there is a covering T0 × Ĝ ։ M and
a finite Hamiltonian morphism T ∗(T0)× X̂ → MM(H ∩ Ĝ, ηn, V/V
H), where T0 is a torus.
Since H◦ ⊂ Ĝ, we are done. 
Proposition 4.3. Let X,L,XL be as in Proposition 4.1, T0 denote the unit component of the
inefficiency kernel of the action Z(L)◦ : XL, ξ0 ∈ a
(XL)
G,X , M = ZG(ξ0). Suppose 0 ∈ im ψ̂G,X .
Put z := z(m) ∩ a
(XL)
G,X , Z := πW (XL)G,X ,a
(XL)
G,X
(z). Choose an irreducible component Z˜ of ψ̂−1G,X(Z).
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Let ξ ∈ z be a point in general position. Then there is a component Z of ψ̂−1G,X(πW (XL)G,X ,a
(XL)
G,X
(ξ))
lying in Z˜ and a point x ∈ Z satisfying the conditions (b)-(e) of Proposition 4.1 and
(f) G◦x ⊂ (M,M)T0.
Remark 4.4. Under the assumptions of Proposition 4.3 one may assume that Ĝ defined in
(d) coincides with (M,M)T0. If X satisfies the equivalent conditions of Lemma 2.22, then
one can take (M,M) for Ĝ.
Proof of Proposition 4.3. The morphism ψ̂G,X is open, Theorem 3.1. So Z, Z˜ do exist.
Choose a point z ∈ Z satisfying conditions (a)-(e) and such that πG,X(Z˜) is the only com-
ponent of (ψ̂G,X//G)
−1(Z) (see Theorem 3.1) containing πG,X(z).
Let XM be as in (c). By the choice of z, any irreducible component Z˜
′ of ψ−1M,XM (z)
containing z is contained in Z˜ ∩XM , compare with the proof of Proposition 4.1. As in that
proof, there is an open subset Y 0 ⊂ πM,XM (Z˜
′) such that any x ∈ π−1M,XM (Y
0) with closed
M-orbit satisfies conditions (a)-(e) (for appropriate ξ).
It remains to prove that M◦x ⊂ (M,M)T0 for a general point x ∈ Z˜
′ with closed M-
orbit. Recall (see the discussion preceding Proposition 3.3) that L0 := (L, L)T0 is the unit
component of the principal isotropy group for the actionM : XM . Let C denote the principal
isotropy subgroup for the action M : Z˜ ′, so L0 ⊂ C. By the definition of C, there exists an
irreducible component X1 of X
C
M such that πM,XM (X1 ∩ Z˜
′) is dense in πM,XM (Z˜
′).
By Lemma 3.2, the actionNM(C,X1) : X1 is Hamiltonian with moment map µNM (C,X1),X1 =
µM,XM |X1. Since 0 ∈ imψG,X , we get 0 ∈ ψM,XM (Z˜
′), equivalently, µM,XM (X1) contains a
nilpotent element. Since C acts trivially on X1, we get
(4.2) µM,XM (X1) ⊂ m
C ∩ (ξ + c⊥)
for any ξ ∈ imµM,XM (X1). Since there is a nilpotent element in µM,XM (X1), we see that the
r.h.s. of (4.2) coincides with mC ∩ c⊥. For brevity, put s = mC ∩ c⊥. This is an ideal in mC .
Choose x ∈ Z˜ ′ ∩X1 and put η = µM,XM (x). Then ηs ∈ z and (ηs − ξ) + ηn ∈ s. Clearly,
cC ⊂ z(mC). Thus [ηs − ξ, ηn] = 0 whence ηs − ξ = (η − ξ)s ∈ s and
(4.3) µM,XM (x)s ∈ z ∩ c
⊥, ∀x ∈ Z˜ ′ ∩X1.
Lemma 4.5. m = z+ t0 + [m,m].
Proof. It is enough to check that
(4.4) t = z+ t0 + t1, t1 := t ∩ [m,m],
where t denotes a Cartan subalgebra of l. Recall that
t = z(m)⊕ t1,
z = z(m) ∩ a
(XL)
G,X = z(m) ∩ (z(l) ∩ t
⊥
0 ) = z(m) ∩ t
⊥
0 .
Since z(m), t1, t0 are the Lie algebras of algebraic groups, we see that (·, ·) is nondegenerate
on z(m), t1, t0, z. To prove (4.4) it is enough to note that t0 + t1 = z
⊥. 
If c 6⊂ [m,m] + t0, then, thanks to Lemma 4.5, the r.h.s. of (4.3) is a proper subspace in z.
Hence ψM,XM (Z˜
′) = ψM,XM (Z˜
′ ∩X1) is not dense in z. Since z∩ imψM,XM is an open subset
in z, we get a contradiction with Corollary 3.11. 
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Proposition 4.6. Let X,L,XL,M,XM , Ĝ be as in Proposition 4.1, L̂ = L ∩ Ĝ. Let x ∈
X satisfy conditions (a)-(d) of Proposition 4.1 (for some Z) and X̂ be the model variety
constructed by x as in (e). Then L̂ is the principal centralizer of X̂ and there is an L̂-cross-
section X̂bL of X̂ such that a
( bXbL)
bG, bX
is a W
(XL)
G,X ∩M/L-stable subspace of a
(XL)
G,X and W
( bXbL)
bG, bX
lies
in the image of W
(XL)
G,X ∩M/L in GL(a
( bXbL)
bG, bX
).
Proof. Recall, see Lemma 2.30, that L̂ is the principal centralizer and XL is an L̂-cross-
section of the Hamiltonian Ĝ-variety XM . Let (H, η, V ) denote the determining triple of
X at x. Thanks to Lemmas 2.27,2.28, (H ∩ Ĝ, ηn, V/V
H ⊕ V0) is the determining triple
of the Hamiltonian Ĝ-variety XM at x, where V0 is a trivial H ∩ Ĝ-module. Put X̂
′ :=
M bG(H ∩ Ĝ, ηn, V/V
H ⊕ V0) ∼= X̂ × V0. It is enough to prove the analogue of the assertion of
the proposition for X̂ ′.
By Proposition 2.26, there is a Ĝ-saturated analytical open neighborhood O of [1, (0, 0)] in
X̂ ′, that is isomorphic (as a Hamiltonian Ĝ-manifold) to a saturated analytical neighborhood
of x in (XM)−ηs. One may assume additionally that O is connected. By [Lo3], Lemma 5,
O1 := π bG, bX′(O) is an open neighborhood of π bG, bX′([1, (0, 0)]) in X̂
′//Ĝ. Further, according to
Example 2.16, X̂ ′ is a conical Hamiltonian variety. Replacing O with a smaller neighborhood,
we may assume that t.O ⊂ O for 0 6 t 6 1. Note that L̂ is the principal centralizer of the
Hamiltonian Ĝ-variety X̂ ′. Since ĜXL is an open subvariety of XM (in Zariski topology), we
have XL∩O 6= ∅. Choose an L̂-cross-section X̂ ′bL of X̂
′ such that some connected component
of XL ∩ O is contained in X̂
′
bL
∩O.
Lemma 4.7. The manifold X̂ ′
bL
∩ O is connected.
Proof of Lemma 4.7. Let (ηn, h, f) be an sl2-triple in ĝ
H∩ bG generating the model variety X̂ ′.
Note that the action C× : X̂ ′ preserves X̂ ′
bL
. Let Y 0, Y 1 be two distinct connected components
of X̂ ′
bL
∩ O, yi ∈ Y i, i = 0, 1, and yt, 0 6 t 6 1, a continuous curve connecting y0, y1 in X̂ ′
bL
.
There is a positive real τ < 1 such that τyt ∈ O for all t, 0 6 t 6 1. Finally, note that
τ1y
i ∈ Y i for all real τ1 such that τ 6 τ1 6 1 and i = 0, 1. Therefore t 7→ τy
t is a continuous
curve in X̂ ′
bL
∩ O connecting points from Y 0, Y 1. Contradiction. 
Now we can complete the proof of the proposition. One easily deduces from Proposition
2.26 that a
( bX′
bL
)
bG, bX′
= a
(XL)
bG,XM
. The equalities W
(XL)
bG,XM
= W
(XL)
M,XM
= W
(XL)
G,X ∩M/L hold, see the
discussion preceding Lemma 2.30. By Lemma 4.7, N bG(L̂, X
′
bL
) = N bG(L̂, X
′
bL
∩O). It remains
to recall that X ′
bL
∩ O →֒ XL whence N bG(L̂, X
′
bL
∩O) ⊂ N bG(L̂, XL). 
Remark 4.8. We use the notation of Proposition 4.1. Let X̂ ′, X̂ ′
bL
, O be as in the proof
of Proposition 4.6. It can be checked using the definitions of the morphisms ψ̂•,• that the
following diagram is commutative
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X̂ X̂ ′ O XM G ∗M XM X
a
( bXbL)
bG, bX
/W
( bXbL)
bG, bX
a
(XL)
bG,XM
/W
(XL)
bG,XM
a
(XL)
M,XM
/W
(XL)
M,XM
a
(XL)
G,X /W
(XL)
G,X
✛ ✛ ✲ ✲ ✲
✲ ✛ ✲
❇
❇
❇
❇
❇❇◆
✂
✂
✂
✂
✂✂✌ ❄
❅
❅
❅
❅
❅
❅❅❘ ❄ ❄
ψ̂G,Xψ̂M,XM
ψ̂ bG,XM
ψ̂ bG, bX′ψ̂ bG, bX
Let us explain the meaning of unmarked arrows. The morphism X̂ ′ ∼= X̂ × V H → X̂
is the projection along V H . The maps O → X̂ ′, XM are open embeddings of complex an-
alytical manifolds. The morphism XM → G ∗M XM is the embedding x 7→ [1, x] and the
morphism G ∗M XM → X is given by [g, x] 7→ gx, it is e´tale by Proposition 2.19. One
easily sees that a
( bXbL)
bG, bX
= a
(XL)
bG,XM
, a
(XL)
M,XM
= a
(XL)
G,X , and a
(XL)
bG,XM
is the image of a
(XL)
M,XM
under
the orthogonal projection m ։ ĝ. Moreover, it follows from Lemma 2.30 and Proposi-
tion 4.6 that W
( bXbL)
bG, bX
⊂ W
(XL)
bG,XM
, W
(XL)
M,XM
= W
(XL)
G,X ∩ M/L, W
(XL)
bG,XM
∼= W
(XL)
M,XM
. The mor-
phism a
(XL)
M,XM
/W
(XL)
M,XM
→ a
(XL)
G,X /W
(XL)
G,X is the natural morphisms of quotients. The morphism
a
( bXbL)
bG, bX
/W
( bXbL)
bG, bX
→ a
(XL)
bG,XM
/W
(XL)
bG,XM
is the composition of the natural morphism of quotients and
the translation by the projection of ηs to a
(XL)
bG,XM
, where η is as in (e) of Proposition 4.1. The
morphism a
(XL)
M,XM
/W
(XL)
M,XM
→ a
(XL)
bG,XM
/W
(XL)
bG,XM
is induced by the the projection a
(XL)
M,XM
։ a
(XL)
bG,XM
.
4.2. The structure of Weyl groups of affine Hamiltonian varieties. In this subsection
G is a connected reductive group, T is a maximal torus ofG, X is a conical affine Hamiltonian
G-variety satisfying the equivalent conditions of Lemma 2.22, and XT is a T -cross-section
of X . The goal of this subsection is to obtain some information about W
(·)
G,X and some
restrictions on a Hamiltonian G-variety X with a given Weyl group. All results are based
on Propositions 4.1,4.3,4.6. These propositions allow one to reduce the study of W
(·)
G,X to
the case when G is semisimple and X is a model Hamiltonian variety MG(H, η, V ) such that
corkG(X) = 0 and η is nilpotent. First of all, we need to find out when the Weyl group of
the last variety is trivial.
Proposition 4.9. Let G be a connected reductive group, H a reductive subgroup, η an H-
invariant nilpotent element of g, and V a symplectic H-module. Suppose X :=MG(H, η, V )
satisfies the equivalent conditions of Lemma 2.22 and corkG(X) = 0.
(1) If W
(·)
G,X = {1}, then
(*) η = 0, (G,G) ⊂ H, (G,G) ∼= G1 × . . . × Gk for some k, where Gi ∼= SL2.
Moreover, the G-modules V/V (G,G) and V1⊕V2⊕ . . .⊕Vk are isomorphic, where
Vi is the direct sum of two copies of the two-dimensional irreducible Gi-module.
(2) Conversely, if G is semisimple, and X satisfies (*), then W
(·)
G,X = {1}.
Proof. Suppose, at first, that G is semisimple. Let us prove the first assertion.
Since corkG(X) = 0, we see that the field C(X)G is Poisson commutative, compare with
[V2], Section 2.3. It follows from Proposition 2.32 that ψ̂G,X//G : X//G → a
(·)
G,X/W
(·)
G,X
is an isomorphism. By Lemma 2.29, C[X ]G and C[a(·)G,X/W
(·)
G,X ] are isomorphic as graded
algebras (where all elements of a
(XL)∗
G,X are supposed to have degree 2, the grading on C[X ]
G
22 IVAN V. LOSEV
is described in Remark 2.17). Thus the equality W
(·)
G,X = {1} is equivalent to the condition
that C[X ]G is generated by elements of degree 2.
The morphism MG(H
◦, η, V )→MG(H, η, V ), [g, (u, v)] 7→ [g, (u, v)], satisfies the assump-
tions of assertion 4 of Lemma 2.30. Thus W
(·)
G,MG(H◦,η,V )
= {1} and we may assume that H
is connected.
Put U = (zg(η) ∩ h
⊥)∗. Let us equip the algebra C[U ⊕ V ] with the grading described
in Remark 2.17. The algebra C[U ⊕ V ]H is generated by elements of degree 2. Recall that
η ∈ U∗ has degree 4. Therefore η = 0. Any element from U∗ ∼= h⊥ has degree 2. Therefore
U//H ∼= UH , equivalently, C[U/UH ]H = C. But the H-module U/UH is orthogonal (that
is, possesses a nondegenerate H-invariant symmetric form) because U is orthogonal. Hence
U = UH . Equivalently, g = h+ gh. In particular, h is an ideal of g. By Lemma 2.22,
(4.5) dimX = dim g + rk g.
But dimX = 2dim g − 2 dim h + dimV . Note that mH(V ) = dimH , for mG(X) = dimG
and g/h is a trivial h-module. Since V is a symplectic H-module, we have
(4.6) dimV = dim h+ rk h+ corkH(V ).
From (4.5), (4.6) it follows that
(4.7) dim g+ rk g = dimX = 2dimG/H + dimV > 2 dim g− dim h+ rk h.
We deduce from (4.7) that dim g − rk g 6 dim h − rk h. Since h is an ideal of g, the last
inequality is equivalent to g = h.
Let G = G1 . . . Gk be the decomposition into the locally direct product of simple sub-
groups. By the discussion before Lemma 2.30, W
(·)
Gi,V
= {1}. By Propositions 4.1, 4.3, there
exists a point x ∈ ψ−1Gi,V (0) satisfying the conditions (a)-(f) of those propositions (with G,X
replaced with Gi, V ). Let (H0, η0, V0) be the determining triple of the Gi-variety V at x.
Thanks to Proposition 4.6, W
(·)
Gi,MGi(H0,η0,V0)
= {1}. By assertion 1, η0 = 0, H0 = Gi whence
V0 = V . Further, V/V
Gi is a coisotropic Gi-module of dimension dim gi + rk gi. Using
the classification of coisotropic modules obtained in [Lo1],[Kn6], we get Gi = SL2. Since
W
(·)
Gi,V/V Gi
= {1}, we see that C[V/V Gi] is generated by an element of degree 2. One easily
deduces from this that V/V Gi is isomorphic to the direct sum of two copies of the irreducible
2-dimensional SL2-module.
Since V/V Gi ∼= V Gi∠ is a symplectic G-module and Sp(V/V Gi)Gi is a torus, the group∏
j 6=iGj acts trivially on V/V
Gi. Note that (
⊕k
i=1 V
Gi∠)∠ =
⋂k
i=1 V
Gi = V G = 0. The
last equality holds because corkG(V ) = 0. To complete the proof of assertion 1 note that∏k
i=1Gi acts on V effectively. It follows that the natural epimorphism
∏k
i=1Gi → G is an
isomorphism.
Now suppose that X is of the form indicated in (*). It is enough to check the equality
W
(·)
G,X = {1} for k = 1. Here the equality follows from the observation that C[X ]
G is
generated by an element of degree 2.
We proceed to the case when G is not necessarily semisimple. Let x be a point of X
satisfying conditions (a)-(f) of Propositions 4.1,4.6 for M = G, Ĝ = (G,G) and X̂ be the
model variety constructed by Ĝ, x in (e). By Proposition 4.6, W
(·)
bG, bX
= {1}. Therefore
(G,G) =
∏k
i=1Gi, X̂ =
⊕k
i=1 Vi. Since any stabilizer of a point with closed G-orbit is
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conjugate to a subgroup of H , we have (G,G) ⊂ H, η = 0. By the above, there is a point
x ∈ V (G,G) →֒ X such that V/g∗x ∼=
⊕k
i=1 Vi. This observation completes the proof. 
Now we are going to obtain a sufficient condition for W
(·)
G,X to intersect any subgroup of
W (g) conjugate to a certain fixed subgroup. To state the corresponding assertion we need
some definitions.
Definition 4.10. A subset A ⊂ ∆(g) is called completely perpendicular if the following two
conditions take place:
(1) (α, β) = 0 for any α, β ∈ A.
(2) SpanR(A) ∩∆(g) = A ∪ −A.
For example, any one-element subset of ∆(g) is completely perpendicular.
Definition 4.11. A pair (h, V ), where h is a reductive subalgebra of g and V is an h-
module, is said to be a g-stratum. Two g-strata (h1, V1), (h2, V2) are called equivalent if
there exist g ∈ G and a linear isomorphism ϕ : V1/V
h1
1 → V2/V
h2
2 such that Ad(g)h1 = h2
and (Ad(g)ξ)ϕ(v1) = ϕ(ξv1) for all ξ ∈ h1, v1 ∈ V1/V
h1
1 .
Definition 4.12. Let Y be a smooth affine variety and y ∈ Y a point with closed G-orbit.
The pair (gy, TyY/g∗y) is called the g-stratum of y. We say that (h, V ) is a g-stratum of Y
if (h, V ) is equivalent to a g-stratum of a point of Y . In this case we write (h, V ) g Y .
Remark 4.13. Let us justify the terminology. Pairs (h, V ) do define some stratification of
Y//G by varieties with quotient singularities. Besides, analogous objects were called ”strata”
in [Sch3], where the term is borrowed from.
Let A be a nonempty completely perpendicular subset of ∆(g). By S(A) we denote the
g-stratum (g(A),
∑
α∈A V
α), where V α is, by definition, the direct sum of two copies of the
two-dimensional irreducible g(A)/g(A\{α})-module.
Corollary 4.14. If W
(XT )
G,X ∩W (g
(A)) = {1}, then S(A)  g X.
Proof. Put M = ZG(
⋂
α∈A kerα). We remark that G
(A) = (M,M). Choose a point x ∈ X
satisfying conditions (a)-(f) of Propositions 4.1,4.3 for general ξ ∈ z(m). Let (H, η, V ) be
the determining triple of X at x and X̂ = MG(A)(H ∩G
(A), ηn, V/V
H). By Proposition 4.6,
W
(·)
G(A), bX
= {1}. Using Proposition 4.9, we see that S(A) is equivalent to the g-stratum of
x. 
Now we obtain some restriction onW
(·)
G,X , namely, we check thatW
(·)
G,X is large in the sense
of the following definition.
Definition 4.15. A subgroup Γ ⊂W (g) is said to be large if for any two roots α, β ∈ ∆(g)
such that β 6= ±α, (α, β) 6= 0 there exists γ ∈ Rα + Rβ with sγ ∈ Γ.
Corollary 4.16. The subgroup W
(XT )
G,X ⊂ W (g) is large.
Proof. Assume the converse. Choose α, β ∈ ∆(g) such that β 6= ±α, (α, β) 6= 0 but sγ 6∈
W
(XT )
G,X for all γ ∈ ∆(g)∩(Rα+Rβ). PutM = ZG(kerα∩ker β). Note that (M,M) = G
(α,β).
Let x ∈ X satisfy conditions (a)-(f) of Propositions 4.1, 4.3 for general ξ ∈ z(m). Let
(H, η, V ) be the determining triple of X at x. Put X̂ := MG(α,β)(H ∩ G
(α,β), ηn, V/V
H). It
follows from Proposition 4.6 that W
(·)
G(α,β), bX
contains no reflection. Let G˜ denote the simply
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connected covering of G(α,β). It is a simple simply connected group of rank 2. Further, denote
by H˜ the connected normal subgroup of G˜ corresponding to h. Put X˜ = M eG(H˜, ηn, V/V
H).
It is a coisotropic variety. There is a natural morphism X˜ → X̂ satisfying the assumptions
of the fourth assertion of Lemma 2.30. Therefore the group W
(·)
eG, eX
contains no reflection. On
the other hand, by Corollary 3.12, the group W
(·)
eG, eX
is generated by reflections. Therefore
W
(·)
eG, eX
= {1}. By Proposition 4.9, G˜ is isomorphic to the direct product of several copies of
SL2. Since G˜ is simple and of rank 2, this is absurd. 
Now let us describe large subgroups of W (g) for simple groups G of types A− E.
Firstly, we consider the situation when g is simple and has type A,D,E, in other words,
when all elements of ∆(g) are of the same length.
Recall the classification of maximal proper root subsystems in ∆(g) (see [D]). We fix
a system α1, . . . , αr ∈ ∆(g) of simple roots. Let α0 be the minimal (=lowest) root and
n1, . . . , nr (uniquely determined) nonnegative integers satisfying α0+n1α1+ . . .+nrαr = 0.
A proper root subsystem ∆0 ⊂ ∆(g) is maximal iff it is W (g)-conjugate to one of the
following root subsystems.
(a) SpanZ(α1, . . . , αi−1, αi+1, . . . , αr) ∩∆(g) for ni = 1.
(b) SpanZ(α0, α1, . . . , αi−1, αi+1, . . . , αr) ∩∆(g) for prime ni.
The number ni depends only on ∆0. We will call this number the characteristic of ∆0.
For a proper subgroup Γ ⊂W (g) let ∆Γ denote the set of all α ∈ ∆(g) such that sα ∈ Γ.
Proposition 4.17. Let g be a simple Lie algebra of type A,D,E, rk g > 1, and Γ a proper
subgroup in W (g). Then Γ is large iff ∆Γ is a maximal proper root subsystem in ∆(g) of
characteristic 1 or 2.
Lemma 4.18. Let g be a simple Lie algebra of type A,D,E. Then ∆Γ is a root subsystem
in ∆(g) for any subgroup Γ ⊂W (g).
Proof. Let α, β ∈ ∆(g). Since all roots of ∆(g) are of the same length, we see that α + β ∈
∆(g), (resp., α− β ∈ ∆(g)) iff (α, β) < 0, (resp., (α, β) > 0).
We need to check that α ∈ ∆Γ implies −α ∈ ∆Γ and that α, β ∈ ∆Γ, α + β ∈ ∆(g) imply
α + β ∈ ∆Γ. The first implication follows directly from the definition of ∆Γ. To prove the
second one we note that α+ β = sαβ whenever α, β, α+ β ∈ ∆(g), while ssαβ = sαsβsα ∈ Γ
provided α, β ∈ ∆Γ. 
Proof of Proposition 4.17. The subgroup Γ ⊂ W (g) is large iff
(A) {α, β, α+ β} ∩∆Γ 6= ∅ for all α, β ∈ ∆(g) such that α + β ∈ ∆(g).
One checks directly that a maximal root subsystem ∆Γ ⊂ ∆(g) of characteristic 1 or 2
satisfies (A).
Now let ∆Γ be a root subsystem of ∆(g) satisfying (A). At first, assume that ∆Γ is not
maximal. Let ∆1 be a maximal proper root subsystem of ∆(g) containing ∆Γ. Choose
α ∈ ∆1 \∆Γ. We see that α + β 6∈ ∆(g) for all β 6∈ ∆1. Otherwise {α, β, α+ β} ∩∆Γ = ∅.
Analogously, α − β 6∈ ∆(g). Therefore α ⊥ ∆ \∆1. Since the root system ∆ is irreducible,
there is γ ∈ ∆ such that (α, γ) 6= 0, γ 6⊥ ∆ \∆1. By the above, any such γ necessarily lies in
∆Γ. Without loss of generality, we may assume that (α, γ) = −1 whence α + γ ∈ ∆. Then,
automatically, α+ γ ∈ ∆1 \∆Γ. It follows that α+ γ ⊥ ∆\∆1, which contradicts the choice
of γ.
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It remains to show that the characteristic of ∆Γ is less than 3. Assume that ∆Γ =
SpanZ{α0, . . . , αi−1, αi+1, . . . , αr}∩∆(g), where ni > 2. Let π
∨
i denote the dual fundamental
weight corresponding to αi. The subset ∆Γ ⊂ ∆(g) coincides with the set of all α ∈ ∆
such that ni divides π
∨
i (α). So it is enough to check that there are α, β ∈ ∆(g) such
that 〈π∨i , α〉 = 〈π
∨
i , β〉 = 1, and α + β ∈ ∆(g). There is γ ∈ ∆(g) with 〈π
∨
i , γ〉 = 2.
Choose such an element γ =
∑r
j=1mjαj such that
∑
mj is minimal possible. One sets
α := αi, β := γ − αi ∈ ∆(g). 
Corollary 4.19. Suppose g is a simple classical Lie algebra. Then Γ ⊂W (g) is large iff ∆Γ
is listed in Table 4.1.
Table 4.1: Subsets ∆Γ for large subgroups Γ ⊂ W (g)
when g is classical
g ∆Γ
Al, l > 2 {εi − εj |i 6= j, i, j ∈ I or i, j 6∈ I}, I ( {1, . . . , n+ 1}, I 6= ∅
Bl, l > 3 (a) {±εi ± εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±εi|i ∈ I}, I ( {1, . . . , n}
(b) {±εi ± εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±εi|i ∈ {1, 2, . . . , n}}, I ( {1, . . . , n}, I 6= ∅
(c) {εi − εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±(εi + εj), i ∈ I, j 6∈ I)}, I ⊂ {1, . . . , n}
Cl, l > 2 (a) {±εi ± εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±2εi|i ∈ I}, I ( {1, . . . , n}
(b) {±εi ± εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±2εi|i ∈ {1, 2, . . . , n}}, I ( {1, . . . , n}, I 6= ∅
(c) {εi − εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±(εi + εj), i ∈ I, j 6∈ I)}, I ⊂ {1, . . . , n}
Dl, l > 3 (a) {±εi ± εj|i 6= j, i, j ∈ I or i, j 6∈ I}, I 6= {1, . . . , n},∅
(b) {εi − εj|i 6= j, i, j ∈ I or i, j 6∈ I} ∪ {±(εi + εj), i ∈ I, j 6∈ I)}, I ⊂ {1, . . . , n}
Note that some subsets ∆Γ appear in Table 4.1 more than once.
Proof. For g of type Al or Dl the required assertion stems directly from Proposition 4.17.
Suppose g ∼= sp2l, l > 2. If l = 2, then Γ ⊂ W (g) is large iff ∆Γ 6= ∅. All nonempty
subsets ∆Γ ⊂ ∆(sp4) do appear in Table 4.1. Now suppose l > 2. Let ∆0 denote the subset
of all short roots in ∆(g) and W0 the subgroup of W (g) generated by sα, α ∈ ∆0. Note
that W0 is the Weyl group of the root system Dl. By the definition of a large subgroup, the
subgroup Γ0 generated by sα, α ∈ ∆Γ ∩ ∆0, is large in W0. If ∆0 ∩ ∆Γ is of type (a) (see
Table 4.1), then Γ is large in W (g) iff ∆Γ contains a long root. If ∆0 ∩∆Γ is of type (b) or
∆0 ⊂ ∆Γ, then Γ0 is large in W (g). Since Γ ⊂ NW (g)(Γ0), we see that large subgroups in
W (g) are precisely those presented in Table 4.1.
The proof for g ∼= so2l+1, l > 2, follows easily from the duality between the root systems
Bl, Cl. 
4.3. Examples of computation of Weyl groups. In this subsection we classify pairs
(G, V ), where G is a simple algebraic group, and V is a symplectic G-module such that
defG(V ) = rkG, W
(·)
G,V 6= W (g). The computation for V
∼= U ⊕ U∗ (and, more generally,
X = T ∗(G∗H V )) is made in [Lo4], Section 5, so here we consider only the case X 6∼= U
∗⊕U .
Lemma 4.20. Let G be a simple group, X :=MG(H, η, V ), where η is nilpotent, satisfy the
equivalent conditions of Lemma 2.22. If sα 6∈ W
(·)
G,X for some α ∈ ∆(g), then there exist a
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subalgebra s ⊂ h such that s ∼G g
(α) and
(4.8)
trU⊕V (h
2)
trh(h2)
= 1−
4
trh(h2)
.
Here U := zg(η)/h and h is a coroot in s.
Proof. By Corollary 4.14, S(α)  g X . Equivalently, there is a subalgebra s ⊂ h such that
s ∼G g
(α) and (s,C2 ⊕ C2)  h U ⊕ V . The last condition implies that the s-modules
h/s⊕ (C2)⊕2 and U ⊕ V differ by a trivial summand. Comparing the traces of h2 on these
two modules, we get the claim. 
Here is the main result of this subsection.
Proposition 4.21. Let G be a simple group and V a symplectic G-module satisfying the
equivalent conditions of Lemma 2.22 such that V 6∼= U ⊕ U∗ for any G-module U . Then
W
(·)
G,V 6= W (g) iff V is contained in Table 4.2. The group W
(·)
G,V is presented in the forth
column of the table.
Table 4.2: G-modules V such that W
(·)
G,V 6=W (g)
N g V W
(·)
G,V
1 g = sl6 V = V (π3)⊕ V (π1)
⊕2 ⊕ V (π5)
⊕2 A1 × A3
2 g = sp4 V = V (π1)⊕ V (π2)
⊕2 C1 × C1
3 g = sp6 V = V (π3)⊕ V (π1)
⊕2 C1 × C2
4 g = so11 V = V (π5)⊕ V (π1)
⊕4 B1 × B4
5 g = so13 V = V (π6)⊕ V (π1)
⊕2 B2 × B4
In the fourth column we indicate the type of a root subsystem in ∆(g) such that the
reflections corresponding to its roots generate W
(·)
G,V . By B1 (resp., C1) we mean a root sub-
system containing two opposite short (resp., long) roots in Bn (resp., Cn). Root subsystems
indicated in column 4 are determined uniquely up to W (g)-conjugacy.
Proof of Proposition 4.21. By Corollary 4.14, S(α)  g V for some α ∈ ∆(g). There is an
SL2-stable prime divisor D
′ on C2 ⊕ C2 such that mSL2(D
′) = 2. Applying the Luna slice
theorem, we see that there is a prime G-stable divisor D on V such that mG(D) < dimG.
All G-modules V with mG(V ) = dimG possessing such a divisor D were classified by Knop
and Littelmann, [KL]. All such symplectic modules V such that V 6∼= U ⊕ U∗ are presented
in Table 4.2. Let us show that for these modules the inequality W
(·)
G,V 6= W (g) does hold.
Case 1. g = sl6, V = V (π3) ⊕ V (π1)
⊕2 ⊕ V (π5)
⊕2. We can consider V as a symplectic
G˜ := SL6× SL2-module, where SL2 acts on V (π1)
⊕2⊕V (π5)
⊕2 as on C2⊗ (V (π1)⊕V (π5))).
This module has a finite stabilizer in general position and is coisotropic, see [Kn6],[Lo1].
The Weyl group W
(·)
eG,V
was computed in [Kn6], Table 12, it corresponds to the root system
A1 ×A1 ×A3. By the discussion preceding Lemma 2.30, W
(·)
eG,V
= W
(·)
SL2,V
×W
(·)
G,V . It follows
that W
(·)
G,V = A1 × A3.
Case 2. g = sp4, V = V (π1)⊕V (π2)
⊕2. We can consider V as a symplectic G˜ := Sp4×C
×-
module. Here C× acts trivially on V (π1) and as SO2 on V (π2)⊕2 ∼= C2 ⊗ V (π2). Again, this
module is coisotropic and has a finite stabilizer in general position. Using tables obtained
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in [Kn6], we see that W
(·)
eG,V
∼= A1 ⊕ A1. But W
(·)
G,V = W
(·)
eG,V
, see assertion 3 of Lemma 2.30.
Using Lemma 4.20, we see that sα ∈ W
(·)
G,V for all long roots α.
Case 3. g = sp6, V = V (π3)⊕ V (π1)
⊕2. One argues exactly as in the previous case.
Before proceeding to the remaining two cases let us make some remarks.
Firstly, sα ∈ W
(·)
G,V for all short roots α. One checks this using Lemma 4.20 (the fraction in
the l.h.s. of (4.8) (the index of the G-module V ) can be computed using Table 1 of [AEV]).
Since sα ∈ W
(·)
G,V for any short root α, it follows from Corollary 4.16, Proposition 4.17
that W
(·)
G,V is either the whole Weyl group W (g) or is maximal among all proper subgroups
generated by reflections. The latter holds iff C[CG,V ] ∼= z(C[V ]G) (the center of the Poisson
algebra C[V ]G) contains two linearly independent elements of degree 4.
Case 4. g = so11, V = V (π5)⊕ V (π1)
⊕4.
Note that Sp(V )G ∼= Sp4. We consider the Z
2-grading on C[V ] induced by the degrees
with respect to V (π5) and V (π1)
⊕4. By [Sch2], C[V ]G is freely generated by a 21-dimensional
subspace U ⊂ C[V ]G such that
(1) U is an Sp4-submodule in C[V ]
G.
(2) There is the decomposition U = U1⊕U2⊕U3⊕U4, where U1 ∼= S
2C4, U2 ∼=
∧2C4, U3 ∼=
C4, U4 ∼= C (isomorphisms of Sp4-modules).
(3) Ui, i = 1, 4, is homogeneous with respect to the Z2-grading on C[V ]. The degrees of
U1, U2, U3, U4 are (2, 0), (2, 2), (1, 2), (0, 4), respectively.
Let P1, P2 denote the Poisson bivectors on V (π5) and V (π1)
⊕4 respectively. Now let f1, f2 be
homogeneous elements of C[V ] of bidegrees, say (d1, d′1), (d2, d
′
2). Then {f1, f2} = 〈P1, df1 ∧
df2〉 + 〈P2, df1 ∧ df2〉. The bidegrees of the first and the second summand are, respectively,
(d1 + d2 − 2, d
′
1 + d
′
2), (d1 + d2, d
′
1 + d
′
2 − 2). For instance, if f1 ∈ C[V (π5)], then {f1, f2} is
homogeneous of bidegree (d1 + d2 − 2, d
′
2).
Let us check that U4 ⊂ z(C[V ]G). Since V (π5) and V (π1)⊕4 are skew-orthogonal, we get
{U4, U1} = 0. Suppose {U4, U2} 6= {0}. Since U4 ⊂ C[V ]G×Sp4 , we see that {U4, U2} is iso-
morphic (as an Sp4-module) to a submodule of
∧2C4. But {U4, U2} consists of homogeneous
elements of degree (2,4) whence {U4, U2} ⊂ U1U4 + U
2
3 . Both summands are isomorphic to
S2C4. This contradicts {U4, U2} 6= {0}. Finally, the degree of {U3, U4} equals (1, 4) whence
{U3, U4} = 0.
Let q denote a homogeneous element in C[g]G corresponding to an invariant nondegenerate
form. Then µ∗G,V (q) is a homogeneous element of C[V ]
G of degree 4. It remains to check
that µ∗G,V (q) 6∈ U4. One checks easily that imµG,V (pi1)⊕4 contains an element ξ such that
(ξ, ξ) 6= 0. If v ∈ V (π1)
⊕4 →֒ V is such that µG,V (v) = ξ, then q(µG,V (v)) 6= 0, f(v) = 0 for
any f ∈ U4. The last equality holds because U4 ⊂ C[V (π5)].
By Corollary 4.19, W
(·)
G,V corresponds either to B1⊕B4 or to B2⊕B3. Thanks to Corollary
4.14, it remains to prove that S(A) 6 g V , where A = {ε1 − ε2, ε3 − ε4}. If S
(A)  g V , then
(4.9) dimV g
(A)
+ dim g− dim ng(g
(A)) = dimV − 8.
But dimV (π1)
g(A) = 3, dimV (π5)
g(A) = 8 (recall that the weight system of V (π5) consists
of all weights of the form ±1
2
(ε1 ± . . . ± ε5) without multiplicities; V (π5)λ ⊂ V (π5)
g(A) iff
(λ, ε1 − ε2) = (λ, ε3 − ε4) = 0), dim ng(g
(A)) = 15. So (4.9) does not hold.
Case 5. g = so13, V = V (π6)⊕V (π1)
⊕2. By [Sch2], the algebra C[V ]G is freely generated by
12 elements f(2,0,0), f(1,1,0), f(0,2,0), f(0,0,4), f(0,0,8), f(1,0,4), f(0,1,4), f(2,0,4), f(1,1,4), f(0,2,4), f(1,1,2), f(1,1,6),
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where the lower index indicates the grading with respect to the decomposition V = V (π1)⊕
V (π1)⊕V (π6). Note that Sp(V )
G ∼= SL2. The elements f(0,0,4), f(0,0,8), f(1,1,2), f(1,1,6) are SL2-
invariant, SpanC(f(2,0,0), f(1,1,0), f(0,2,0)), SpanC(f(2,0,4), f(1,1,4), f(0,2,4))
∼= S2C2, Span(f(1,0,4), f(0,1,4)) ∼=
C2.
Analogously to the previous case (i.e., using the grading and the SL2-module structure
of C[V ]G), we check that f(0,0,4), f(0,0,8) ∈ z(C[V ]G). Let µ1, µ2, µ denote the moment maps
for the actions G : V (π6), G : V (π1)
⊕2, V . Clearly, µ = µ1 + µ2. Further, put f2(ξ) =
tr(ξ2), f4(ξ) = tr(ξ
4), ξ ∈ g (the traces are taken in the tautological so13-module). We have
shown that µ∗1(f2), µ
∗
1(f4) ∈ z(C[V ]
G). On the other hand, µ∗(f2), µ
∗(f4) ∈ z(C[V ]G). Let
us check that µ∗1(f2), µ
∗
1(f4), µ
∗(f2), µ
∗(f4) are algebraically independent. Analogously to the
previous case one checks that µ∗1(f2), µ
∗(f2) are independent. It remains to check that the
equality
a tr(ξ41) + b tr((ξ1 + ξ2)
4) + c tr(ξ21)
2 + d tr(ξ21) tr((ξ1 + ξ2)
2) + e tr((ξ1 + ξ2)
2)2 = 0,
∀ξi ∈ imµi, i = 1, 2,
(4.10)
implies a = b = 0. The isotropy subalgebras in general positions for V (π6), V (π1)
⊕2 are
g(α1,α2,α4,α5), g(α2,...,α6), respectively. By Lemma 2.23, imµ1 = G SpanC(ε1 + ε2 + ε3, ε4 + ε5 + ε6),
imµ2 = G SpanC(ε1). Since tr(ξ
4
1) and tr(ξ
2
1)
2 are not proportional, we get a+b = 0. Writing
down the terms of (4.10) of bidegree (3,1) with respect to (ξ1, ξ2), we get
4b tr(ξ31ξ2) + 2d tr(ξ
2
1) tr(ξ1ξ2) + 4e tr(ξ
2
1) tr(ξ1ξ2) = 0.
Putting ξ1 = ε1 + ε2 + ε3 + i(ε4 + ε5 + ε6), ξ2 = ε1, we see that b = 0.
To prove that the group W
(·)
G,V has the form indicated in Table 4.2 it is enough to check
that S(A) 6 g V for A = {ε1 − ε2, ε3 − ε4, ε5 − ε6}. This is done analogously to the previous
case. 
5. Fibers of ψ̂G,X and untwisted varieties
Throughout this section G,X are as in the previous one.
The goal of this section is to prove Theorem 1.4 and establish some examples of untwisted
varieties. Subsection 5.1 contains some technical results used in the proof of Theorem 1.4.
The proof itself is given in Subsection 5.2. In Subsection 5.3 we describe some classes of
untwisted Hamiltonian varieties. We state a result by Knop that the cotangent bundle of
an affine variety is untwisted and show that any symplectic module is untwisted. Finally,
in Subsection 5.4 we give two counterexamples: of a Hamiltonian variety not satisfying (Irr)
and of a conical coisotropic model variety not satisfying (Utw2). The former counterexample
is due to F. Knop.
5.1. Reducedness of fibers of ψ̂G,X.
Proposition 5.1. Let ξ ∈ a
(·)
G,X be such that (W
(·)
G,X)ξ = {1}. Then the fiber ψ̂
−1
G,X(πW (·)G,X ,a
(·)
G,X
(ξ))
is reduced.
Proof. We preserve the notation of Proposition 4.1 and Remark 4.8 and put Ĝ = M . The
image of ξ in a
(·)
G,X/W
(·)
G,X is a smooth point. Thanks to Theorem 3.1, the schematic fiber in
interest is a local complete intersection. So to verify that this fiber is reduced it is enough to
prove that it is generically reduced (see, for example, [E], Propositions 18.13,18.15). In other
words, we need to show that ψ̂G,X is smooth at any point x ∈ X satisfying conditions (a)-(e)
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of Proposition 4.1 for any irreducible component Z. By Remark 4.8, W
(·)
M,XM
= {1}. Using
the commutative diagram of Remark 4.8, we see that it is enough to prove the proposition
in the case when ξ = 0 and X = MG(H, η, V ), where η is nilpotent, corkG(X) = 0, and
W
(·)
G,X = {1}. In this case a
(·)
G,X/W
(·)
G,X
∼= X//G. Let XL, L,G0, X0, L0 be as in Proposition
3.3. An element of NG(L0) acting trivially on a
(XL)
G,X lies in ZG(a
(XL)
G,X ) = L. Thus (see the
discussion preceding Lemma 2.30) W
(·)
G0,X0
/W
(·)
G◦0,X0
∼= G0/G
◦
0. So G0 is connected. There
is a point y ∈ X0 of the form [g, 0], we may assume that g = e. It follows directly from
Example 2.5 that X0 ∼= MG0(NH(L0)/L0, η, V
L0). Note that η is a nilpotent element of gL0
so η ∈ gL0 ∩ l⊥0
∼= g0. By assertion 1 of Proposition 3.3, it is enough to check that the
fiber π−1G0,X0(0) is generically reduced. Replacing (G,X) with (G0, X0) we may assume, in
addition, that X satisfies the equivalent conditions of Lemma 2.22. It follows that X satisfies
condition (*) of Proposition 4.9.
We may replace G with a covering and assume that G = T0 × H
◦, where T0 is a torus.
Further, by assertion 4 of Lemma 2.30, W
(·)
G, eX
= {1}, where X˜ :=MG(H
◦, η, V ). So we may
replace X with X˜ and assume that H is connected. Since in this case X = T ∗(T0)× V , we
reduce to the case H = G,X = V . Changing G by a covering again, we may assume that
G ∼= (G,G)× Z, where Z is a torus.
Recall that aG,V ∼= V//G. The required claim will follow if we show that the zero fibers
of the morphisms π(G,G),V , πZ,V//(G,G) are reduced. For the former morphism this stems
easily from the decomposition V ∼= V (G,G) ⊕
⊕k
i=1 Vi. Put, for brevity, U1 := V
(G,G), U2 :=⊕k
i=1 Vi. Note that Sp(U2)
(G,G) is a torus of dimension k acting trivially on U2//(G,G). So
it remains to prove that π−1Z,U1(0) are reduced. Since corkG(V ) = 0, we have dimV = 4k +
2dimZ. It follows that dimU2 = 2dimZ. Further, by the above, k + dimZ = dim V//G =
dimU1//Z+dimU2//(G,G), whence dimU1//Z = dimZ. Since C(U1)Z = Quot(C[U1]Z) (see
[Lo2], Theorem 1.2.9, for the proof in the general case), it follows that Z acts on U1 locally
effectively. Thus the weight system of Z in U1 coincides with λ1, . . . , λr,−λ1, . . . ,−λr, where
λ1, . . . , λr form a basis in z
∗. Now the claim is easy. 
Proposition 5.2. Suppose 0 ∈ imψG,X , so that 0 ∈ a
(XL)
G,X . Let s ∈ W
(·)
G,X be a reflection.
Put Γs := (a
(·)
G,X)
s (the fixed point hyperplane of s), Ds = πW (·)G,X ,a
(·)
G,X
(Γs). Let Z˜ be an
irreducible component of ψ̂−1G,X(Ds). Let ξ be a general point in Γs, M := ZG(ξ), and x ∈ Z˜
satisfy conditions (a)-(f) of Propositions 4.1, 4.3. In the notation of those propositions put
Ĝ = T0(M,M) and let X̂ be as in (e) of Proposition 4.1. Then the multiplicity of Z˜ in
ψ̂−1G,X(Ds) equals 1 or 2 and the latter holds iff W
(·)
bG, bX
= {1}.
Proof. We use the notation of Propositions 4.1,4.3 and Remark 4.8. From the choice of
M it follows that s ∈ W
(XL)
bG,XM
. Put Γ′s = (a
(XL)
bG,XM
)s, and let D′s be the image of Γ
′
s in
a
( bXbL)
bG, bX
/W
( bXbL)
bG, bX
. Let Z˜M be an irreducible component of Z˜ ∩XM containing x. Also Z˜M is an
irreducible component of ψ̂−1
bG,XM
(π
W
(XL)
bG,XM
,a
(XL)
bG,XM
(Γ′s)). Let Ẑ
′ denote an irreducible component
of ψ̂−1
bG, bX′
(D′s) containing a connected component of O ∩ Z˜M , , where O is as in the proof of
Proposition 4.6. Clearly, Ẑ ′ = Ẑ × V H for some subvariety Ẑ ⊂ X̂ , which is an irreducible
30 IVAN V. LOSEV
component of ψ̂−1
bG, bX
(D′s). From the commutative diagram of Remark 4.8 one deduces that
precisely one of the following possibilities holds:
(1) W
(·)
bG, bX
∼= Z2. The multiplicity of Z˜ in ψ̂
−1
G,X(Ds) equals the multiplicity of Ẑ in
ψ̂−1
bG, bX
(D′s).
(2) W
(·)
bG, bX
= {1}. By Proposition 5.1, the multiplicity of Ẑ in ψ̂−1
bG, bX
(D′s) is one. Further,
the multiplicity of Z˜ in ψ̂−1G,X(Ds) is 2.
It remains to consider the first possibility. Note that, by definition of M , one gets Γs ⊂
z(m) whence Γ′s ⊂ z(ĝ). SinceW
(·)
bG, bX
6= {1}, it follows that dim a
(·)
bG, bX
∩[ĝ, ĝ] = 1. Further, note
that T0 acts trivially on X̂bL. Since a
( bXbL)
bG, bX
= z(̂l)∩ t⊥0 and t0 projects surjectively to z(ĝ) (recall
that ĝ = t0 + [m,m]), we see that a
( bXbL)
bG, bX
∩ z(ĝ) = {0}. Therefore a
( bXbL)
bG, bX
⊂ [g, g], dim a
(·)
bG, bX
=
1, Z(Ĝ)◦ ⊂ T0. From the last inclusion it follows that Z(Ĝ)
◦ acts trivially on X̂ .
Replacing (G,X) with ((Ĝ, Ĝ), X̂), we reduce the problem to the proof of the following
claim.
(**) Suppose that X = MG(H, η, V ), G is semisimple, η is nilpotent, corkG(X) = 0,
dim a
(·)
G,X = 1,W
(·)
G,X = {1, s}, where s is a reflection. Then the fiber ψ̂
−1
G,X(0) is
reduced.
As in the proof of Proposition 5.1, we see that ψ̂G,X = πG,X . So it is enough to check
that π−1H,U⊕V (0) is reduced, where U = (zg(η)/h)
∗. Note that C[U ⊕ V ]H is generated by an
element of degree 4. Recall that η ∈ (U∗)H ⊂ C[U ⊕ V ]H is of degree 4. So if η 6= 0, we
are done. If g 6= h, then there is an element q ∈ C[g/h]H corresponding to an H-invariant
quadratic form on g/h ∼= h⊥. It has degree 4. Any fiber of q is reduced, since dim g/h > 1.
Therefore it remains to consider the case H = G,X = V . The reducedness of fibers in this
case follows from the observation that a homogeneous generator of C[V ]G is irreducible. 
Proposition 5.3. Again, we keep the notation of Proposition 4.1 and Remark 4.8. Suppose
X is untwisted and 0 ∈ im ψ̂G,X . Let x be a point satisfying conditions (a)-(d) of Proposition
4.1 for a point ξ0 ∈ a
(XL)
G,X . Then the Hamiltonian Ĝ-variety X̂ is untwisted and W
( bXbL)
bG, bX
=
(W
(XL)
G,X )ξ0.
Proof. At first, we consider the case when Ĝ = M . Let s be a reflection lying in (W
(XL)
G,X )ξ0 .
Let Γs, Ds have the same meaning as in Proposition 5.2 and D
′
s denote the image of Γs
in a
( bXL)
M, bX
/W
( bXL)
M, bX
(we write X̂L instead of X̂bL because L = L̂). By Proposition 5.1, it is
enough to show that ψ̂−1
M, bX
(D′s) is reduced. Note that the last scheme is non-empty because
ψ̂M, bX(x) ∈ D
′
s. Choose a component Ẑ of ψ̂
−1
M, bX
(D′s). Note that ψ̂G,X(Ẑ ∩O) ⊂ Ds. Choose
a component Z of ψ̂−1G,X(Ds) containing a connected component of Ẑ ∩ O. Since Ĝ = M ,
we see that the morphism a
(XL)
M,XM
/W
(XL)
M,XM
→ a
(XL)
bG,XM
/W
(XL)
bG,XM
from the commutative diagram
of Remark 4.8 can be inverted. So one can consider the morphism ψ̂ : X̂ → a
(XL)
G,X /W
(XL)
G,X
from this diagram. It follows from the diagram that the multiplicities of Ẑ in ψ̂−1(Ds) and
of Z in ψ̂−1G,X(Ds) coincide. By (Utw2) the latter is 1. It follows that the multiplicity of Ẑ
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in ψ̂−1
M, bX
(D′s) is 1 and that the morphism a
( bXL)
M, bX
/W
( bXL)
M, bX
→ a
(XL)
G,X /W
(XL)
G,X is unramified along
D′s. The latter is equivalent to s ∈ W
( bXL)
M, bX
. Since W
(XL)
G,X is generated by reflections, so is
(W
(XL)
G,X )ξ0 . This completes the proof when Ĝ = M .
We proceed to the general case.
Lemma 5.4. Let X1, X2 be Hamiltonian G-varieties and ϕ : X1 → X2 a Hamiltonian G-
morphism. If X2 is untwisted, then so is X1 and a natural morphism ϕ0 : CG,X1 → CG,X2
induced by ϕ is e´tale.
Proof of Lemma 5.4. The morphism ϕ0 is finite and dominant. The morphism ψ˜G,X2 ◦ ϕ is
smooth in codimension 1. Therefore ϕ0 is e´tale in codimension 1. Since CG,X2 is smooth, we
can apply the Zariski-Nagata theorem on the purity of branch locus. We see that CG,X1 is
smooth and ϕ0 is e´tale. 
Changing M by a covering, we may assume that M = Ĝ × T0, where T0 is a torus.
There is a natural Hamiltonian morphism ρ : T ∗(T0)× X̂ ։ MM(H, η, V ). By Lemma 5.4,
T ∗(T0) × X̂ is untwisted and the natural morphism CM,T ∗(T0)× bX → CM,MM (H,η,V ) is e´tale.
From Proposition 2.32 it follows that the Weyl groups of MM(H, η, V ) and T
∗(T0) × X̂
coincide. This implies all required claims. 
5.2. Proof of Theorem 1.4.
Lemma 5.5. If X is an affine Hamiltonian variety satisfying (Utw1), then all schematic
fibers of ψ˜G,X//G are Cohen-Macaulay.
Proof. By the Hochster-Roberts theorem (see, for instance, [PV], Theorem 3.19), X//G is
Cohen-Macaulay. Since CG,X is smooth and ψ˜G,X//G is equidimensional (from Proposition
2.31), we see that any fiber of ψ˜G,X//G is a locally complete intersection in a Cohen-Macaulay
scheme whence Cohen-Macaulay ([E], Proposition 18.13). 
Proof of assertion 1. Recall that CG,X ∼= a
(·)
G,X/W
(·)
G,X, Proposition 2.32. Thanks to Lemma
5.5, it remains to prove that any fiber of ψ̂G,X//G is smooth in codimension 1. Since X is con-
ical (of degree, say, k), there are actions C× : X//G, a(·)G,X/W
(·)
G,X such that the former extends
to a morphism C×X//G :→ X//G, the latter is induced by C×× aG,X → aG,X , (t, v) 7→ tkv,
and the morphism ψ̂G,X//G is C×-equivariant. Applying a standard argument, we see that
it is enough to prove that ψ̂G,X//G
−1(0) is smooth in codimension 1.
Let us use the notation of Corollary 3.10. Put λ := 0 and choose z ∈ Z0 and x ∈
π−1G,X(z) with closed G-orbit. Put X̂ := MG(H, η, V/V
H). By Proposition 5.3, a
(·)
G, bX
/W
(·)
G, bX
∼=
a
(·)
G,X/W
(·)
G,X . Since cork bG(X̂) = 0, we have X̂//G
∼= a
(·)
G,X/W
(·)
G,X . Taking quotients in the
commutative diagram of Remark 4.8, we get the following commutative diagram
V H × X̂//G O//G X//G
a
(·)
G,X/W
(·)
G,X
✛ ✲
❅
❅
❅
❅❘
 
 
 
 ✠
←֓ →֒
pr
2
ψ̂G,X//G
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It follows that ψ̂G,X//G is smooth at z. Since one may take an arbitrary point of Z0 for z
we are done by Proposition 3.3. 
Proof of assertion 2. Choose a nonzero point ξ ∈ a
(·)
G,X and put a0 := Cξ. Further, put
Y := (X//G)×
a
(·)
G,X/W
(·)
G,X
a
(·)
G,X, Y0 := (X//G)×a(·)G,X/W
(·)
G,X
a0 (here a0 maps to a
(·)
G,X/W
(·)
G,X via
the composition a0 →֒ a
(·)
G,X → a
(·)
G,X/W
(·)
G,X).
Let us check that Y is normal (as a scheme) and Cohen-Macaulay. Indeed, the morphism
a
(·)
G,X → a
(·)
G,X/W
(·)
G,X is flat, since X satisfies (Utw1). Therefore the morphism Y → X//G is
flat. But, as we have already remarked, X//G is Cohen-Macaulay. By Corollary 18.17 from
[E], Y is Cohen-Macaulay. Note that X//G is smooth in codimension 1 over a
(·)
G,X/W
(·)
G,X .
Hence Y is smooth in codimension 1 over a
(·)
G,X hence normal.
Again, being a complete intersection in a Cohen-Macaulay variety, Y0 is Cohen-Macaulay.
Similarly to the previous paragraph, Y0 is normal.
Let us show that C[a0] is integrally closed in C[Y0]. Let a˜0 denote the spectrum of the
integral closure of C[a0] in C[Y ]. There is an action of C× on Y0 lifted from C× : X//G. The
morphism Y0 → a0 is C×-equivariant. Therefore there is an action C× : a˜0 contracting a˜0 to
the unique point over 0 ∈ a0. It follows that a˜0 ∼= C. Since the zero fiber of the morphism
Y → a0 is normal, we see that the morphism a˜0 → a0 is e´tale in 0. From the C×-equivariance
it follows that it is an isomorphism.
Thus a general fiber of the morphism Y0 → a0 is irreducible. Thanks to the presence of C×-
action, the same is true for any fiber but the zero one. It follows easily from (Con1),(Con2)
that (ψ̂G,X//G)
−1(0) is connected. Since (ψ̂G,X//G)
−1(0) is normal, it is irreducible. 
Proof of assertion 3. By Proposition 2.32, X satisfies (Utw1). Assume that X does not
satisfy (Utw2). By Proposition 5.1, there is s ∈ W
(·)
G,X such that some irreducible component
Z˜ ⊂ ψ̂−1G,X(Ds) (where, as above, Ds denotes the image of (a
(·)
G,X)
s in a
(·)
G,X/W
(·)
G,X) is of
multiplicity 2. Put Y = πG,X(Z˜). By Proposition 2.31, Y is an irreducible component of
(ψ̂G,X//G)
−1(Ds). It follows from (Irr) that Y = (ψ̂G,X//G)
−1(Ds). Thanks to Theorem 3.1,
the set of closed orbits of any two components Z˜1, Z˜2 ⊂ ψ̂
−1
G,X(Ds) is the same. By Proposition
5.2, the multiplicity of any component Z˜1 in ψ̂
−1
G,X(Ds) is 2. Let f ∈ C[a
(·)
G,X ]
W
(·)
G,X be such
that (f) = Ds. Let us remark that f is not a square in C(X). Assume the converse, let
f = f 21 , f1 ∈ C(X). Then f1 ∈ C[CG,X ] = C[a
(·)
G,X ]
W
(·)
G,X which is absurd.
Put A˜ := C[X ][t]/(t2−f). There is a natural morphism of schemes ρ : Spec(A˜)→ X . This
morphism is unramified over X \ ψ̂−1G,X(Ds). Note also that the group Z2 acts on Spec(A˜) so
that ρ is the quotient for this action. Hence the restriction of ρ to any irreducible component
of Spec(A˜) is dominant. Since f is not a square in C[X ], we see that Spec(A˜) is irreducible.
Recall that (f) = 2D for some D. It follows that ρ is unramified over ψ̂−1G,X(Ds). So ρ is
e´tale in codimension 1. Let X˜ denote the normalization of Spec(A˜) and ρ˜ is the natural
morphism X˜ → X . Since X is smooth, we see that ρ˜ is also e´tale in codimension 1. Besides,
ρ˜ is finite. Applying the Zariski-Nagata theorem to ρ˜, we obtain that ρ˜ is e´tale. However,
by our assumptions, X is simply connected whence ρ˜ is an isomorphism. It follows that the
image of t in C[X˜ ] lies in C(X). This contradicts the condition that f is not a square in
C(X). 
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Remark 5.6. In fact, assertion 3 can be generalized to non simply connected varieties.
Namely, suppose X satisfies (Irr). Then there exists an untwisted conical Hamiltonian G-
variety X˜ and a free action of a finite group Γ on X˜ by Hamiltonian automorphisms (see
Definition 2.12) such that X ∼= X˜/Γ and πΓ,X : X˜ → X is a Hamiltonian morphism. The
proof of this claim is similar to that of assertion 3.
5.3. Some classes of untwisted varieties.
Proposition 5.7. Let X be coisotropic, simply connected and conical (e.g. a symplectic
vector space). Then X is untwisted.
Proof. Thanks to Proposition 2.32, X satisfies (Utw1). Furthermore, X obviously satisfies
(Irr). Applying assertion 3 of Theorem 1.4, we complete the proof. 
Theorem 5.8. Let X0 be a smooth irreducible affine G-variety. Then X := T
∗X0 is an
untwisted Hamiltonian G-variety.
Proof. (Utw1) is checked in Satz 6.6 of [Kn1]. (Utw2) follows from [Kn3], Corollary 7.6. 
As the preprint [Kn3] is not published, below we present alternative proofs of Theorem
5.8.
Theorem 5.9. Let V be a symplectic G-module. Then V is an untwisted Hamiltonian
G-variety.
We will prove this theorem after some auxiliary considerations.
Proposition 5.10. Let X be a conical Hamiltonian G-variety and G0, X0 be such as in the
discussion preceding Proposition 3.3. If the Hamiltonian G◦0-variety X0 satisfies (Irr), then
so does X.
Proof. The action C× : X preserves X0 and so gives rise to the structure of a conical Hamil-
tonian G0-variety on X0. By Proposition 3.3, the following diagram, where the horizontal
arrows are quotient morphisms for the actions G0/G
◦
0 on X0//G
◦
0, a
(·)
G,X/W
(·)
G◦0,X0
, is commu-
tative.
X0//G
◦
0 X//G
a
(·)
G,X/W
(·)
G◦0,X0
a
(·)
G,X/W
(·)
G,X
✲
✲❄ ❄
ψ̂G◦
0
,X0 ψ̂G,X
Choose ξ ∈ a
(·)
G,X/W
(·)
G,X and a point ξ
′ ∈ a
(·)
G0,X0
/W
(·)
G◦0,X0
mapping to ξ. By the previous
commutative diagram, (ψ̂G,X//G)
−1(ξ) is the quotient of ψ̂G◦0,X0//G
◦−1
0 (ξ
′) by some finite
group. In particular, (ψ̂G,X//G)
−1(ξ) is irreducible. 
Proposition 5.11. Let X be an irreducible conical affine Hamiltonian G-variety such that
dim a
(·)
G,X = rkG. Let G = Z(G)
◦G1 . . . Gk be the decomposition of G into the locally direct
product of simple normal subgroups and the unit component of the center. If X satisfies
(Utw1) and is untwisted as a Hamiltonian Gi-variety for any i, then X is untwisted as a
Hamiltonian G-variety. Conversely, if X is untwisted as a Hamiltonian G-variety, then so
is it as a Hamiltonian Gi-variety.
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Proof. By Proposition 5.1, if ψ̂−1G,X(D) is not reduced for some divisor D of a
(·)
G,X/W
(·)
G,X , then
(in the notation of Proposition 5.2) D = Ds for some reflection s ∈ W
(·)
G,X . By assertion 5 of
Lemma 2.30, if s is a reflection in W
(·)
G,X , then s is also a reflection in W
(·)
Gi,X
for some i and
vice versa. If W
(·)
G,X is generated by reflections, then ψ̂G,X is identified with the product of
the morphisms ψ̂Gi,X . Now the proof is straightforward. 
Proof of Theorem 5.9. Applying Proposition 5.10, we reduce the proof to the case when V
satisfies the equivalent conditions of Lemma 2.22. Further, thanks to Proposition 5.11, we
may (and will) assume that G is simple.
Suppose V is not untwisted. By Proposition 2.32, ψ̂G,V is not smooth in codimension
1. By Proposition 5.2, in the notation of that proposition, for some s ∈ W
(·)
G,V there is a
point x ∈ ψ̂−1G,V (Ds) satisfying conditions (a)-(f) with W
(·)
bG, bX
= {1}. From Remark 4.4 it
follows that one can take (M,M) for Ĝ. Note that ĝ ∼= sl2. By Proposition 4.9, gx =
sl2, V/(g∗x+ V
gx) ∼= C2⊕C2 (here C2 denotes the irreducible two-dimensional sl2-module).
In the proof of Proposition 4.21 we have seen that
(A) all modules V containing such a point x are presented in Table 4.2;
(B) if α ∈ ∆(g) is such that S(α)  g V , then swα 6∈ W
(·)
G,V for some w ∈ W (g).
Let us choose a point x ∈ ψ̂−1G,V (0) satisfying conditions (a)-(e) of Proposition 4.1. Let
X̂ be the corresponding model G-variety. Let us check that (ψ̂G,V //G)
−1(0) is irreducible.
Clearly, (ψ̂G,V //G)
−1(0) is connected. From Proposition 3.5 it follows that (ψ̂G,V //G)
−1(0)
is smooth in codimension 2 (as a variety). Applying the Hartshorne connectedness theorem,
we see that (ψ̂G,V //G)
−1(0) is irreducible.
Therefore X̂ does not depend on the choice of x. If S(α)  g X̂ for some α ∈ ∆(g), then
S(α)  V . By Proposition 4.6, W
(·)
G, bX
is W (g)-conjugate to a subgroup in W
(·)
G,V . Let us
check that these two groups are, in fact, W (g)-conjugate. By (B) and Corollary 4.14, if
swα ∈ W
(·)
G,V for all w ∈ W (g), the the same inclusions hold for X̂ . But both W
(·)
G,V ,W
(·)
G, bX
are
contained in Table 4.1. Therefore they are W (g)-conjugate.
It follows from the commutative diagram of Remark 4.8 that the fiber (ψ̂G,V //G)
−1(0) is
smooth in x. By Proposition 3.3, this fiber is smooth in codimension 1. Proceeding as in the
proof of assertion 1 of Theorem 1.4, we see that any fiber of ψ̂G,V //G is normal. Applying
assertions 2,3 of Theorem 1.4, we see that V is untwisted. 
First alternative proof of Theorem 5.8. Suppose that (Utw2) does not hold. Let Y be a
prime divisor in X consisting of singular points of ψ̂G,X .
Step 1. Note that Y is C×-stable. Therefore there is a point x ∈ X0 ∩ Y with closed
G-orbit. Set H := Gx, V0 := TxX0/g∗x,X
′
0 := G ∗H V0, X
′ := T ∗X0. As we noted in [Lo3],
X ′ ∼= MG(H, 0, V0 ⊕ V
∗
0 ). By [Kn1], Satz 6.5, W
(·)
G,X is conjugate to W
(·)
G,X′ . Using Remark
4.8, we see that X ′ does not satisfy (Utw2). So we may assume that X0 ∼= G ∗H V0. Also
[Kn1], Satz 6.5, implies that T ∗X˜0, where X˜0 := G ∗H◦ V0, is not untwisted. So we may
assume that X is simply connected.
Step 2. Analogously to the proof of Theorem 5.9, we may assume that mG(X) = dimG
and G is simple. In [Lo4], Section 5 (see especially Lemma 5.4.1), we checked that condition
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(B) of the proof of Theorem 5.9 (with V replaced by X) holds. Now we can proceed as in
that proof. Note that [Lo4] uses results of Section 4 but not of Section 5. 
Let us also present a proof that does not use the classification results of [Lo4].
Second alternative proof of Theorem 5.8. Again, we may assume thatX is simply connected.
Recall the notation Y from the previous proof.
Set D := ψ˜G,X(Y ). Let us check that any irreducible component of ψ˜
−1
G,X(D) is of multi-
plicity 2. We may assume that Y 6= ψ˜−1G,X(D). It follows from the connectedness theorem
of [Kn4], that ψ˜−1G,X(z) is connected for any z ∈ D. Applying the Hartshorne connectedness
theorem to the Cohen-Macaulay scheme (ψ˜G,X//G)
−1(D) and using the Knop connected-
ness theorem, we may assume that (probably, after replacing Y with another component of
multiplicity 2) there is an irreducible component Y1 of ψ˜
−1
G,X(D) such that
• codimY//G(Y1//G) ∩ (Y//G) = 1,
• ψ˜G,X(Y1 ∩ Y ) is dense in D.
• Y1 is of multiplicity 1.
Choose a general point α ∈ D. It follows from Proposition 3.5 that there is a point x ∈
Y ∩ Y1 satisfying the conditions (a)-(f) of Propositions 4.1,4.3. By Proposition 5.2, Y1 has
multiplicity 2, contradiction.
So any component of ψ˜−1G,X(D) has multiplicity 2. Recall that by our assumptions X is
simply connected. Arguing as in the last paragraph of the proof of assertion 3 of Theorem
1.4, we get a contradiction. 
5.4. Some counterexamples. The following example of a Hamiltonian variety not satis-
fying (Irr) is due to F. Knop.
Example 5.12. Put G = C×, X = C× × C× × C × C. Choose coordinates x1, . . . , x4 on
X corresponding to the above decomposition. Define the action G : X by t(x1, x2, x3, x4) =
(tx1, t
−1x2, x3, x4). Put α := (x1x
2
2 − x
−1
1 x
2
3)dx1 + x4dx3. Clearly, α is G-invariant. Put
ω := −dα = 2x1x2dx1 ∧ dx2 − 2x
−1
1 x3dx1 ∧ dx3 − dx3 ∧ dx4.
One checks directly that ω is nondegenerate. The action G : X is Hamiltonian with
µG,X(x) = 〈α,
∂
∂t
〉x = x
2
1x
2
2 − x
2
3. It is clear that µ
−1
G,X(a) is irreducible whenever a 6= {0}. It
follows that CG,X ∼= g. On the other hand, µ
−1
G,X(0) has two connected components.
We remark that the Hamiltonian variety in Example 5.12 is the smallest one in the sense
that both group and variety have the smallest possible dimensions.
Now let us present an example of a coisotropic conical model variety X = MG(H, η, V )
that is twisted. An example, where the group W
(·)
G,X is not generated by reflections, can be
found in [Lo2], Subsection 5.10. In the following example W
(·)
G,X is generated by reflections
but (Utw2) does not hold. Note that this example is very similar to that from [Lo2].
Example 5.13. Put G = SL2×C×, X := MG(Z2 × SL2, 0,C2 ⊕ C2), where C2 denotes the
two-dimensional irreducible SL2-module with the symplectic form given by (u, v) 7→ det(u, v)
and the nontrivial element σ ∈ Z2 ⊂ C× acts on C2 ⊕ C2 as follows: σ(v1, v2) = (v2,−v1).
One easily checks that W
(·)
G,X = NG(T )/T
∼= Z2 and (Utw2) does not hold.
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6. Some open problems
Firstly, we state two conjectures concerning property (Irr). Below G is a connected reduc-
tive group.
Conjecture 6.1. Any conical irreducible Hamiltonian G-variety X satisfies (Irr).
The following conjecture is a weaker version of the first one.
Conjecture 6.2. X =MG(H, η, V ), where η is nilpotent, satisfies (Irr).
In virtue of the local cross-section and symplectic slice theorems (Propositions 2.19, 2.26)
one can deduce from Conjecture 6.2 that any fiber of ψG,X is normal (as a variety).
Unlike the first conjecture, the second one can be reduced to some case-by-case consider-
ation. Let us sketch the scheme of this reduction.
At first, one reduces the problem to the case when X satisfies the equivalent conditions
of Lemma 2.22 and then to the case when X is algebraically simply connected. Here one
should check that X satisfies (Utw2). This will follow if one verifies the following assertion:
(*) for any α ∈ ∆(g) such that S(α)  g X there is w ∈ W (g) such that swα 6∈ W
(·)
G,X .
Finally, it is enough to check (*) only for some special quadruples (G,H, η, V ). By analogy
with Section 7 of [Lo4], we call such quadruples quasiessential. By definition, a quadruple
(G,H, η, V ) is quasiessential if MG(H, η, V ) satisfies the equivalent conditions of Lemma
2.22 and for any ideal h1 ⊂ h there is α ∈ ∆(g) such that S
(α)  g MG(H, η, V ) but
S(α) 6 g MG(H1, η, V ), where H1 is a subgroup of H corresponding to h1. It is not very
difficult to show that if (G,H, η, V ) is quasiessential, then G is simple and H is semisimple.
The next conjecture strengthens assertion 1 of Theorem 1.4.
Note that any fiber of ψ˜G,X//G has the natural structure of a Poisson variety. The open
stratum (in the sense of Subsection 3.2) is symplectic.
Conjecture 6.3. Let X = MG(H, η, V ), where η is nilpotent, be untwisted. Then any
fiber Y of ψ˜G,X//G has symplectic singularities. This means that there is a resolution of
singularities Y˜ → Y such that the symplectic form on the smooth part of Y is extended to
some regular form on Y˜ .
Finally, we would like to propose a conjecture giving an estimate on dimensions of fibers
of µG,X .
Conjecture 6.4. LetX be an irreducible affine Hamiltonian G-variety. Then dimµ−1G,X(η) 6
dimX − (mG(X) + defG(X) + dimGη)/2.
If X is the cotangent bundle of a (not necessarily affine) G-variety X0 this conjecture
follows from Vinberg’s theorem on the modality of the action of a Borel subgroup of G on
X0, see [V1].
7. Notation and conventions
For an algebraic group denoted by a capital Latin letter we denote its Lie algebra by the
corresponding small German letter. For roots and weights of semisimple Lie algebras we use
the notation of [OV].
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∼G the equivalence relation induced by an action of a group
G.
CG,X the spectrum of the integral closure of ψ
∗
G,X(C[g]
G) in
C[X ]G.
corkG(X) the corank of a Hamiltonian G-variety X .
defG(X) the defect of a Hamiltonian G-variety X .
eα a nonzero element of the root subspace g
α ⊂ g.
(f) the zero divisor of a rational function f .
(G,G) (resp., [g, g]) the commutant of a group G (resp., of a Lie algebra g)
G◦ the connected component of unit of an algebraic group G.
G ∗H V the homogeneous bundle over G/H with a fiber V .
[g, v] the equivalence class of (g, v) in G ∗H V .
Gx the stabilizer of x ∈ X under an action G : X .
gα the root subspace of g corresponding to a root α.
g(A) (resp., G(A)) the subalgebra g generated by gα, α ∈ A ∪ −A (resp., the
corresponding connected subgroup of G).
mG(X) = maxx∈X dimGx.
NG(H), (resp., NG(h), ng(h)) the normalizer of an algebraic subgroup H in an algebraic
group G (resp., of a subalgebra h ⊂ g in G, of a subalgebra
h ⊂ g in g).
NG(H, Y ) the stabilizer of Y under the action of NG(H).
Quot(A) the fraction field of A.
rk(G) the rank of an algebraic group G.
sα the reflection in a Euclidian space corresponding to a vector
α.
SpanF (A) the linear span of a subset A of a module over a field F .
tr. degA the transcendence degree of an algebra A.
U∠ the skew-orthogonal complement to a subspace U ⊂ V of
a symplectic vector space V .
V g = {v ∈ V |gv = 0}, where g is a Lie algebra and V is a
g-module.
V (λ) the irreducible module of the highest weight λ over a re-
ductive algebraic group or a reductive Lie algebra.
W (g) the Weyl group of a reductive Lie algebra g.
XG the fixed point set for an action G : X .
X//G the categorical quotient for an action G : X , where G is a
reductive group and X is an affine G-variety.
Z(G)(resp., z(g)) the center of an algebraic group G (resp., a Lie algebra g).
ZG(H), (resp., ZG(h), zg(h)) the centralizer of a subgroup H in an algebraic group G
(resp., of a subalgebra h ⊂ g in G, of a subalgebra h ⊂ g
in a Lie algebra g).
α∨ the dual root of α ∈ ∆(g).
∆(g) the root system of a reductive Lie algebra g.
µG,X the moment map for a Hamiltonian G-variety X .
ξs (resp., ξn) the semisimple (the nilpotent) part of an element ξ of an
algebraic Lie algebra.
ξ∗ the velocity vector field associated with ξ ∈ g.
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Π(g) the system of simple roots for a reductive Lie algebra g.
πG,X the (categorical) quotient morphism X → X//G.
ϕ//G the morphism of (categorical) quotients induced by a G-
equivariant morphism ϕ.
ϕ∗ the homomorphism C[X2]→ C[X1] induced by a morphism
ϕ : X1 → X2.
ψG,X := πG,g ◦ µG,X .
ψ˜G,X the natural morphism X → CG,X.
ψ̂G,X the natural morphism X → a
(·)
G,X/W
(·)
G,X.
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