Abstract. I introduce a simple permutation procedure to test conventional (non-sharp) hypotheses about the effect of a binary treatment in the presence of a finite number of large, heterogeneous clusters when the treatment effect is identified by comparisons across clusters. The procedure asymptotically controls size by applying a level-adjusted permutation test to a suitable statistic. The adjustments needed for most empirically relevant situations are tabulated in the paper. The adjusted permutation test is easy to implement in practice and performs well at conventional levels of significance with at least four treated clusters and a similar number of control clusters. It is particularly robust to situations where some clusters are much more variable than others. Examples and an empirical application are provided.
Introduction
It has become widespread practice in economics to conduct inference that is robust to within-cluster dependence. Typical examples of clusters are states, counties, cities, schools, firms, or stretches of time. Units within the same cluster are likely to influence one another or are influenced by the same external shocks. Several analytical and computationally intensive procedures such as the bootstrap are available to account for the presence of data clusters. Most of these procedures achieve consistency by requiring the number of clusters to go to infinity. Numerical evidence by Bertrand, Duflo, and Mullainathan (2004) , MacKinnon and Webb (2017) , and others suggests that this type of asymptotics may translate into heavily distorted inference in empirically relevant situations when the number of clusters is small or the clusters are heterogenous. In both situations, the overall finding is that true null hypotheses are rejected far too often. In this paper, I introduce an adjusted permutation procedure that is able to asymptotically control the size of tests about the effect of a binary treatment in the presence of finitely many large and heterogeneous clusters. The procedure applies to difference-in-differences estimation and other situations where treatment occurs in some but not all clusters and the treatment effect of interest is identified by between-cluster comparisons.
The main theoretical insight of this paper is that classical permutation inference can be adjusted to test the null hypothesis of equality of means of two finite samples of mutually independent but arbitrarily heterogeneous normal variables. This runs counter to classical permutation testing (Hoeffding, 1952) , where the data under Date: July 3, 2019. I would like to thank Isaiah Andrews, Michal Kolesár, and several seminar audiences for useful comments and discussions. All errors are my own. Comments are welcome.
the null are presumed to be exchangeable. The adjustment corrects the significance level of the test downwards to account for heterogeneity. I prove that this is possible for empirically relevant levels of significance if both samples consist of more than three observations. The corrections needed for all standard levels of significance are tabulated in the paper. I also show that if a random vector of interest converges weakly to multivariate normal with diagonal covariance matrix, then permutation inference remains approximately valid for that vector. To exploit this result in a cluster context, I construct asymptotically normal statistics from each cluster and then apply adjusted permutation inference to the collection of these statistics. The resulting permutation test is consistent against all fixed alternatives to the null, powerful against local alternatives, and is free of user-chosen parameters.
The strategy of using cluster-level estimates as the basis for a test goes back at least to Fama and MacBeth (1973) , who without formal justification run t tests on regression coefficients obtained from year-by-year cross-sectional regressions. Their approach is generalized in recent work of Müller (2010, 2016) , who construct t statistics from cluster-level estimates and show that for certain combinations of numbers of clusters and significance levels these statistics can be compared to Student t critical values. Their results are based on a theorem of Bakirov and Székely (2006) on special properties of the standard t test. In contrast, the adjusted permutation test introduced here relies on a fundamentally different method for both obtaining and theoretically justifying its critical values. The adjusted permutation test and the Ibragimov-Müller test complement one another because they both rely on finite-sample inference with heterogeneous normal variables but apply to non-nested combinations of numbers of clusters and significance levels. The empirical example in this paper features a practically relevant situation where the Ibragimov-Müller test does not apply but the adjusted permutation test does. In situations where both tests apply, the Monte Carlo results in this paper indicate that neither test dominates the other in terms of power.
Several other papers show that inference with a fixed number of clusters is possible under a variety of conditions : Canay, Romano, and Shaikh (2017) obtain null distributions by permuting the signs of cluster-level statistics under symmetry assumptions. This approach requires the parameter of interest to be identified within each cluster and clusters therefore have to be paired in an ad-hoc manner for difference-in-differences estimation. This reduces the typically already small number of clusters available for inference by half and the pairing potentially requires a large number of decisions on the part of the researcher. Bester, Conley, and Hansen (2011) use standard cluster-robust covariance matrix estimators but adjust critical values based on results of Ibragimov and Müller (2010) under homogeneity assumptions on the clusters. Canay, Santos, and Shaikh (2018) show that certain cluster-robust versions of the wild bootstrap (see, e.g, Cameron, Gelbach, and Miller, 2008; Djogbenou, MacKinnon, and Nielsen, 2019) can be valid under strong homogeneity assumptions with a fixed number of clusters. In sharp contrast, the test developed here does not require paring clusters or any other decisions on part of the researcher and applies even if the clusters are arbitrarily heterogeneous.
Other methods for cluster-robust inference are surveyed in Cameron and Miller (2015) and MacKinnon (2019) . These methods are designed for moderate to large numbers of clusters and typically rely on adjusting standard t and F tests in a linear regression model where the number of clusters is eventually infinite. Donald and Lang (2007) derive standard error and degrees-of-freedom corrections under parametric distributional assumptions in a random effects model. Imbens and Kolesár (2016) derive corrections to degrees of freedom and standard errors following the approach of Bell and McCaffrey (2002) . Carter, Schnepel, and Steigerwald (2017) develop measures that can be used to determine degrees-of-freedom corrections. Important early work that recognizes the need for corrections includes Kloek (1981) and Moulton (1990) . Adjusted permutation inference differs fundamentally from all of these approaches because it keeps the number of clusters fixed, applies to a large number of models other than the linear regression model, and derives adjusted critical values from the data that automatically account for within-cluster dependence instead of correcting the degrees of freedom of standard critical values. MacKinnon and Webb (2019a,b) discuss randomization (permutation) inference in regression models with clustering but consider "sharp" (Fisher, 1935) nulls under homogeneity assumptions and asymptotics where the number of clusters is eventually infinite. Despite being based on permutation, the present paper does not rely on any homogeneity or exchangeability assumptions and is able to test conventional nulls in a setting with finitely many clusters.
The paper is organized as follows: Section 2 proves several new results on the behavior of a heterogeneous normal random vector under permutation and discusses how permutation inference can be adjusted to provide valid inference about the mean of this vector. Section 3 establishes the asymptotic validity of the adjusted permutation test in the presence of finitely many heterogeneous clusters under a single high-level condition. Section 4 discusses this condition in several empirically relevant situations. Section 5 illustrates the finite sample behavior of the adjusted permutation test relative to other methods of inference in simulations and in data from an experiment by Angrist and Lavy (2009) . Section 6 concludes. The appendix contains auxiliary results and proofs.
I will use the following notation. 1{·} is the indicator function. The cardinality of a set A is |A|. The smallest integer larger than a is a and the largest integer smaller than a is a . Minimum and maximum of a and b are denoted by a ∧ b and a ∨ b, respectively. Limits are as n → ∞ unless noted otherwise.
Permutation inference with heterogenous normal variables
In this section I show that classical permutation inference can be adjusted to test for the equality of means of two finite samples of independent heterogeneous normal variables. I also show that if this collection of variables describes the large sample distribution of a random vector of interest, then permutation inference remains approximately valid for that vector.
Suppose the random vector X = (X 1 , . . . , X q ) ∈ R q has independent entries X k distributed as N (µ 1 , σ 2 k ) for 1 k q 1 and N (µ 0 , σ 2 k ) for q 1 + 1 k q 1 + q 0 = q. The number of variables q is taken as fixed throughout this paper. The goal is to construct an α-level permutation test of the hypothesis H 0 : µ 1 = µ 0 . This is a two-sample problem with "treatment" sample X 1 , . . . , X q1 and "control" sample X q1+1 , . . . , X q . The test statistic T considered here is the comparison of means
Estimates of the σ k are not assumed to be available and no standardization is needed.
Let S q be the group of permutations of the set {1, . . . , q}. For g ∈ S q , denote by g(k) the value the permutation g assigns to k for 1 k q. The "group action" on X in S q is the relabeling of the indices gX = (X g(1) , . . . , X g(q) ). A permutation test derives its critical values from the permutation statistics T (gX). Because x → T (x) is invariant to the ordering of the first q 1 and last q 0 entries of x, it suffices to compute the T (gX) for the set of group actions with unique combinations of g (1), . . . , g(q 1 ) and g(q 1 + 1), . . . , g(q). One way of representing this set is
the ordered values of T (gX) as g varies over G and define critical values
Classical permutation inference operates under the null hypothesis that X has the same distribution as gX for all g ∈ S q . In the present context this would be equivalent to assuming that µ 1 = µ 0 and that all σ k are identical under the null. An argument due to Hoeffding (1952) would then show that T α (X, G) could be used as the critical value for an α-level test against the alternative H 1 : µ 1 > µ 0 . However, even if the null hypothesis is weakened to H 0 : µ 1 = µ 0 without restrictions on σ k , the test statistic (2.1) retains some useful properties under permutation: (i) the mean of T is invariant to permutation, i.e., ET (X) = ET (gX) for all g ∈ G;
(ii) if q 1 = q 0 , the entire distribution of T (X) is invariant to permutation because Var T (X) = Var T (gX) and therefore T (X) ∼ T (gX) for all g ∈ G under H 0 ; and (iii) if q 1 and q 0 differ, the heterogeneity in the distribution of the T (gX) is limited because
q 0 and with inequalities reversed if q 1 q 0 . While none of this guarantees that the critical value T α (X, G) controls size, it suggests that T α (X, G) cannot be too far from a critical value that leads to a correct test. It is therefore a natural question to ask if there exists any order statistic j → T (j) (X, G), (1 − α)|G| j < |G|, that can be used as a critical value for an α-level test even if the classical permutation hypothesis X ∼ gX for all g ∈ S q fails. As I will discuss now, the answer to this question is affirmative for empirically relevant choices of α if q 1 and q 0 are larger than 3.
Because T (X) ∈ {T (gX) : g ∈ G}, it is always true that T (X) T (|G|) (X, G). The largest non-trivial critical value from {T (gX) : g ∈ G} is therefore the second largest order statistic T (|G|−1) (X, G). The following theorem shows that the probability that T (X) exceeds T (|G|−1) (X, G) is necessarily small for independent normal variables with equal means but completely heterogeneous variances. In fact, this probability is so small that T (X) > T (|G|−1) (X, G) is well below any standard choice of α for most values of q 1 and q 0 . By monotonicity, the existence of a j such that P (T (X) > T (j) (X, G)) α is then guaranteed. Recall that a ∧ b and a ∨ b denote the minimum and maximum of a and b, respectively. Remark. The proof exploits that the probability on the left can be written as a sum of incomplete beta-type functions. I establish an upper bound on this expression that depends only on four parameters-the smallest and largest variances in the treatment and control group-and compare their relative size. The main difficulty is handling the "intermediate" variances in such a way that the bound is tight enough to be useful. The problem is that in some parts of the parameter space it matters whether these intermediate variances are mostly large or mostly small.
I provide numerical values for the bound in Theorem 2.1 as a function of q 1 and q 0 in Table 1 . Because the bound is symmetric in q 1 and q 0 , I only present the case q 1 q 0 . As can be seen, if T (|G|−1) (X, G) is used as a critical value, a 10%-level permutation test with completely heterogeneous variances is already available with q 1 and q 0 as small as 4. One can perform a 5%-level test with q 1 ∧ q 0 5, a 5%-level two-sided test (see the discussion below (2.5) ahead) with q 1 ∧ q 0 6, an approximately 1%-level test with q 1 ∧ q 0 7, and an approximately 1%-level two-sided test with q 1 ∧ q 0 8.
As either q 1 or q 0 grow large, the bound in Theorem 2.1 shrinks to 1/2 q1∧q0 . Extensive numerical computations suggest that this smaller bound is in fact also valid for fixed q 1 and q 0 . However, proving such a result would be of little consequence in the following because none of the qualitative assertions in the preceding paragraph would change meaningfully. For example, if q 1 = q 0 = 4, then 1/2 q1∧q0 = 0.0625 and the bound given by the theorem is 0.0898. Both values are in between the standard values α = 0.05 and α = 0.10, so improving the bound to 0.0625 has no influence on what tests are possible.
Theorem 2.1 implies that for many combinations of q 1 , q 0 , and α there exist p ∈ (0, 1) such that (1−α)|G| (1−p)|G| < |G| and P (T (X) > T p (X, G)) α. The largest such value of p, denoted bȳ
maximizes power while still controlling the size of the test. Thisᾱ depends on q 1 and q 0 but this is suppressed here to prevent clutter. Finding such anᾱ or a close approximation of it is straightforward via simulation. Table 2 listsᾱ for common choices of α as a function of q 1 and q 0 . (Appendix B outlines how these values were computed and howᾱ can be found for other choices of α, q 1 , q 0 , or with restrictions on the parameter space of σ 1 , . . . , σ q .) As can be seen, the adjustment needed to make inference robust to variance heterogeneity is substantial if the q 1 ∧ q 0 is very small but disappears quickly as q 1 ∧ q 0 increases. For example, for q 1 = 4 = q 0 a robust 10%-level test requires using the 95.62% critical value of the unadjusted test but for q 1 = 9 = q 0 the 91% critical value is already sufficient a robust 10%-level test. For larger numbers of variables the need for adjustment nearly disappears at conventional levels of significance. This is also confirmed by results in Hagemann (2019) , who shows that unadjusted Fisher permutation inference in this context with the statistic T (X) is consistent if the number of treated and control units grows in a balanced manner. Important earlier results in this spirit include Romano (1989) , who discusses the case where variances within the treatment and control samples are identical, and Janssen (1997) , who studies the asymptotic theory of studentized versions of T (X). The test decision is now simple. For q 1 ∧ q 0 > 3, chooseᾱ for a feasible α from Table 2 to ensure P (T (X) > Tᾱ(X, G)) α under H 0 : µ 1 = µ 0 . The existence of such anᾱ for the comparison-of-means test statistic T is guaranteed by Theorem 2.1. For an α-level test of the null hypothesis H 0 : µ 1 = µ 0 , reject in favor of the alternative
Test decisions can also be equivalently made with the p-value of the unadjusted test
if and only ifp(X, G) p for every p ∈ (0, 1); see, e.g., Lehmann and Romano (2005, p. 636) . A p-value for a two-sided test can be defined as 2(p(X, G) ∧p(−X, G)). Reject the null hypothesis if the p-value does not exceed α from Table 2 to perform an α-level test.
I now turn to a discussion of the behavior of the test under the alternative H 1 : µ 1 > µ 0 . (Tests in the other direction follow by considering −X instead of X.) Let δ = µ 1 − µ 0 and denote by Φ the standard normal distribution function. The distribution function of max 1 k q0 X q1+k is equal to x → 1 k q0 Φ(x/σ k+q1 ) =: F 0 (x) and therefore has a continuous and strictly increasing inverse. The following result gives a simple lower bound on the power of a permutation test as a function of δ, Φ, F 0 , and the standard deviations in the treatment group. Here and in the remainder of the paper I assume that the α under consideration is feasible, i.e., the correspondingᾱ is satisfies (1−ᾱ)|G| < |G| or, equivalently,ᾱ 1/|G|. Otherwise the test becomes trivial because the null is never rejected. Note: * means Tᾱ(X, G) should be the second largest order statistic T (|G|−1) (X, G).
As can be expected, the power of the test is driven by the strength of the signal δ relative to the noise represented by the standard deviations σ 1 , . . . , σ q . For example, a small treatment effect δ can be drowned out by large variation in the control group because t → F −1 0 (t) will then be positive and large for most values of t.
However, the power of the test is not inherently limited. The integrand on the right is bounded by 1 and converges to 1 as δ → ∞ pointwise for every t. The integral and consequently the power of the permutation test therefore approach 1 by dominated convergence as δ → ∞.
Next, I discuss several aspects of the practical implementation of the permutation test (2.5). First, if evaluating T (gX) over all elements of G is too costly because |G| =1 is large, the computational burden can be reduced further by working with a random sample G m of m random draws from G. This is often referred to as "stochastic approximation." The following result shows that the critical values T p (X, G m ) and T p (X, G) lead to identical test decisions for any p and large m as long as p|G| is not an integer. If p|G| is in fact an integer, the stochastic approximation can be marginally more conservative. The reason is that p → T p (X, G) can vary discontinuously at integer values of p|G|. The stochastic approximation then hits the order statistic just above T p (X, G) with nonzero probability. The same arguments apply if the identity transformation is always included in G m , which is common practice for randomization tests.
Proposition 2.3 (Stochastic approximation). Let X n ∈ R q be an arbitrary random vector possibly depending on n. Suppose G m is a collection of m random draws from G independent of X n . Then
with equality unless p|G| ∈ N. The result remains true if one of the members of G m is replaced by the identity with probability one.
Second, one can still perform an asymptotic α-level test if the observed data or statistic X n converges in distribution to the multivariate normal vector X considered in Theorem 2.1. The reason is that the g that order T (gX n ) and T (gX) as g varies over G eventually coincide on a suitable probability space. The proof is a consequence of arguments in Canay et al. (2017) .
Proposition 2.4 (Large sample approximation). Suppose X n X with X as in Theorems 2.1 or 2.2 and T as in (2.1). Then
Finally, the two approximation results in Propositions 2.3 and 2.4 can be combined with Theorem 2.1 to obtain
i.e., adjusted permutation inference with an asymptotically normally distributed vector with heterogeneous variances remains approximately valid even if the set of permutations is drawn at random. It should also be noted that Proposition 2.3 is generic and can be restated for other statistics T and finite groups with appropriate notational changes. Proposition 2.4 can be extended to other statistics and groups under smoothness conditions. The next section applies Theorem 2.1, Theorem 2.2, and Proposition 2.4 to situations where X n is a vector of cluster-level statistics with asymptotic normal distributions. Section 4 discusses several applications.
Permutation inference with a finite number of heterogenous clusters
In this section, I establish large sample results for an adjusted permutation test with finitely many clusters under a single high-level condition. I then outline how these results can be applied in empirical practice.
Suppose data from q large clusters (e.g., counties, regions, schools, firms, or stretches of time) are available. Observations are independent across clusters but dependent within clusters with an unknown dependence structure. An intervention took place during which clusters 1 k q 1 received treatment and and clusters q 1 + 1 k q did not. The quantity of interest is a treatment effect or an object related to a treatment effect that can be represented by a scalar parameter δ. Because entire clusters receive treatment, this parameter is only identified up to a location shift θ 0 within a treated cluster. Hence, only the left-hand side of
can be identified from such a cluster. If the clusters have similar characteristics, then θ 0 can be identified from an untreated cluster. Comparing the two clusters identifies δ.
The identification strategy outlined in the preceding paragraph is the basis for differences-in-differences estimation-arguably the most popular identification strategy in empirical economics today-and a variety of other models. The purpose of this section is to use the results from Section 2 to develop a permutation test of the conventional (non-sharp) hypothesis
or, equivalently, H 0 : θ 1 = θ 0 . The idea is to obtain independent estimateŝ θ n,1 , . . . ,θ n,q1 of θ 1 and independent estimatesθ n,q1+1 , . . . ,θ n,q of θ 0 so thatθ n = (θ n,1 , . . . ,θ n,q ) is approximately multivariate normal with diagonal covariance matrix. The following example outlines a simple situation where this is possible. I provide more examples in the next section.
Example 3.1 (Regression with cluster-level treatment). Consider a linear regression model
, where i indexes individuals within clusters 1 k q. The parameter of interest is the coefficient δ on the treatment dummy D k indicating whether cluster k received treatment or not. The regression also includes covariates X i,k that vary within each cluster and have coefficients β k that may vary across clusters. The condition E(U i,k | D k , X i,k ) = 0 identifies θ 1 = θ 0 + δ within a treated cluster and θ 0 within an untreated cluster. The preceding display can then be written as
View these as q separate regressions and use the least squares estimates of the constants θ 1 and θ 0 asθ n = (θ n,1 , . . . ,θ n,q ). Also note that permutingθ n is identical to permuting the vector of the observed treatment indicators that labels each of these q regressions as coming from either a treated or an untreated cluster. Under suitable conditions, the δ in this example can be interpreted as an average treatment effect in a potential outcomes framework. See, e.g., S loczyński (2018) and references therein for a precise discussion. The goal here is to make permutation inference about δ. This should not be confused with testing the "sharp" null hypothesis that the treatment and control potential outcomes under the intervention are identical. Testing sharp nulls is often associated with permutation testing and is a much stronger restriction than that the average effect δ on the outcomes be zero. Rosenbaum (1984) explains how to use permutation inference to test sharp nulls in the presence of covariates under assumptions on the propensity score.
I will now show that the cluster-level statisticsθ n can be used together with the results in the previous section to perform a consistent permutation test as the sample size n grows large. The test is not limited to theθ n constructed in the preceding example. Instead, the key high-level condition is that a centered and scaled version of some estimateθ n converges to a q-dimensional standard normal distribution,
where θ denotes weak convergence under θ = (θ 1 , θ 0 ). The σ 1 , . . . , σ q may depend on θ 1 or θ 0 but are not presumed to be known or estimable by the researcher. This is an important feature of the test because consistent covariance matrix estimation would require knowledge of an explicit ordering of the dependence structure within each cluster. While ordering the data is straightforward for time-dependent data, it may be difficult or impossible to infer or credibly assume an ordering of the data within villages or schools. In contrast, (3.1) can be established under weak dependence assumptions where it is only presumed that there exists a possibly unknown ordering for which the dependence decays at a certain rate. El Machkouri, Volný, and Wu (2013) present easy-to-use moment bounds and limit theorems for this situation. See also Bester et al. (2011) and references therein for further results. I now show that under the joint convergence (3.1) a permutation test based on comparison of means ofθ n,1 , . . . ,θ n,q1 andθ n,q1+1 , . . . ,θ n,q can be adjusted to be asymptotically of level α with a fixed number of clusters. This is possible for q 1 ∧ q 0 > 3 if the size bounds in Table 1 do not exceed the desired significance level α for that combination of q 1 and q 0 . In that case, the test has power against fixed alternatives θ 1 = θ 0 + δ with δ > 0 and local alternatives θ 1 = θ 0 + δ/ √ n converging to the null. In the latter situation, θ 0 is fixed and θ 1 implicitly depends on n. The convergence in (3.1) is then no longer pointwise in θ but a statement about the sequence θ n = (θ 0 + δ/ √ n, θ 0 ). As before, the test can be made two-sided to have power against fixed and local alternatives from either direction. Let Z 1 , . . . , Z q0 be independent standard normal variables and let F 0,θ0 be the distribution function of max 1 k q0 σ q1+k (θ 0 )Z k .
Theorem 3.2 (Consistency and local power). Suppose (3.1) holds. If θ 1 = θ 0 , then
√ n and the σ 1 , . . . , σ q are continuous and positive at θ 0 , then
, where a > 0 and 1 q is a q-vector of ones, the root-n rate in (3.1) and in the theorem can be replaced by any other rate as long as the asymptotic normal distribution in (3.1) is still attained. Several semiparametric or nonstandard estimators are therefore covered by the theorem.
(ii) It is sometimes of interest in applications to test the null hypothesis H 0 : θ 1 = θ 0 + λ for a given λ. In that case, define Λ = (λ1{k q 1 }) 1 k q and reject if T (θ n − Λ) > Tᾱ(θ n − Λ, G). Replace θ 0 by θ 0 + Λ in Theorem 3.2 and use part (i) of this remark to see that this leads to a consistent test.
(iii) As long as m → ∞ and then n → ∞, the theorem and parts (i)-(ii) of this remark also hold for G m with the exception of the local power bound if α|G| happens to be an integer. In that case, it can be shown that the inequality (3.2) holds after subtracting P (p(Y, G) =ᾱ)/2 from its right-hand side, where Y = (σ 1 (θ 0 )Z 1 , . . . , σ q (θ 0 )Z q ), the Z 1 , . . . , Z q are independent standard normal, and p is defined in (2.6). This corrects for the inherent discreteness of the test. (See also the discussion above Proposition 2.3.)
Before concluding this section, I present a brief summary of how the permutation test can be implemented in practice. By Theorem 3.2, the following procedure provides an asymptotically α-level test in the presence of a finite number of large clusters that are arbitrarily heterogeneous. The test is free of nuisance parameters, does not require matching clusters or any other decisions on part of the researcher, can be two-sided or one-sided in either direction, and is able to detect all fixed and 1/ √ n-local alternatives.
Algorithm 3.3 (Permutation test adjusted for cluster heterogeneity).
(1) Order the data such that clusters 1 k q 1 received treatment and clusters q 1 + 1 k q 1 + q 0 = q did not. Compute for each k = 1, . . . , q and using only data from cluster k an estimateθ n,k of either θ 1 or θ 0 depending on whether k received treatment or not so that the difference θ 1 − θ 0 is the treatment effect of interest. (See Example 3.1 above and Section 4 for examples.) Defineθ n = (θ n,1 , . . . ,θ n,q ) and compute T (θ n ) = q
(2) For the desired α, chooseᾱ from Table 2 . (3) Compute the set of permutations G defined in (2.2). Alternatively, draw a large random sample of permutations G m and replace G by G m in step (4). (4) Reject the null hypothesis of no effect of treatment H 0 :
) for a test with asymptotic level 2α, where Tᾱ(·, G), defined in (2.3), is the (1 −ᾱ)|G| -th largest value of the permutation distribution of T (·).
The next section applies the test developed here to several standard econometric models. Section 5 compares adjusted permutation inference to other methods.
Examples
This section discusses several examples of how the cluster-level statisticsθ n can be constructed such that the condition (3.1) required for Theorem 3.2 holds. For simplicity, the discussion focuses on (3.1) under the null hypothesis H 0 : θ 1 = θ 0 but the arguments apply more broadly.
Example 4.1 (Difference in differences). Consider the regression model
where k indexes individual units, t indexes time, I t = 1{t > n 0,k } indicates time periods after an intervention at a known time n 0,k , the dummy D k indicates whether unit k eventually received treatment, and the ζ k are individual fixed effects. There are n 0,k pre-intervention and n 1,k post-intervention periods for unit k. The data from the n k = n 0,k + n 1,k time periods available for unit k are the k-th cluster. Let n = q k=1 n k . Provided U t,k has conditional mean zero and the covariates X t,k vary before or after n 0,k , the data identify θ 1 = θ 0 + δ in a treated cluster and θ 0 in an untreated cluster. View each cluster as a separate regression and rewrite (4.1) as
The least squares estimatesθ n,k of the slope parameters θ 1 and θ 0 are suitable cluster-level estimates ifθ n = (θ n,1 , . . . ,θ n,q ) satisfies condition (3.1).
In the absence of covariates (i.e., β k ≡ 0), the least squares estimate under H 0 satisfies
If the pre-intervention and post-intervention periods are long in the sense that n/n 0,k → c 0,k ∈ (0, ∞) and n/n 1,k → c 1,k ∈ (0, ∞) for 1 k q, then condition (3.1) already holds if n −1/2 (
is independent across 1 k q and has a non-degenerate normal limiting distribution for each k. A large number of central limit theorems for time dependent data exist. See, e.g., White (2001) for an overview in the context of regression models. Alternatively, if relatively few post-intervention periods are available so that n 1 = q k=1 n 1,k satisfies n 1 /n 0,k → 0 and n 1 /n 1,k → c 1,k ∈ (0, ∞) for 1 k q, the scale invariance of the test (see the remarks below Theorem 3.2) allows replacement of the √ n in (3.1) by √ n 1 . Then (3.1) holds if n −1/2 0,k n 0,k t=1 U t,k = O P (1) and n −1/2 1,k n k t=n 0,k +1 U t,k obeys a central limit theorem for 1 k q. This argument also applies if relatively few pre-intervention periods are available with the roles of n 0,k and n 1,k reversed. If the pre-intervention and post-intervention periods are short, Theorem 2.1 implies that the permutation test can still be applied under the assumption that (U t,k ) 1 t n k is multivariate normal for 1 k q.
The calculations in the preceding paragraph can be adjusted to include covariates. These adjustments are mostly notational and involve non-singularity conditions on the covariates. Similar calculations also apply if each cluster is a collection of individual-level data over time (e.g., individuals from state k over time), although in that case more general limit theory is needed. See, e.g, Jenish and Prucha (2009) and El Machkouri et al. (2013) for appropriate results. The same types of arguments apply to the regression model in Example 3.1.
Example 4.2 (Binary choice with cluster-level treatment). Consider a version of the model in Example 3.1 as the latent model
binary choice setting. Here U i,k has a known, smooth, and symmetric distribution function F and is independent of (D k , X i,k ). Only 1{Y i,k > 0}, X i,k , and D k are observed. Each cluster has n k observations and can be viewed as a separate binary choice model
If the treatment effect of interest is F (θ 1 + β 0 x) − F (θ 0 + β 0 x) for some x, then H 0 : θ 1 = θ 0 corresponds to the null hypothesis of no treatment effect. Let ψ θ,β (y, x) = (1, x ) (1{y > 0} − F (θ + β x)) and suppose the moment condition Eψ θ0,η0 (Y i,k , X i,k ) = 0 holds for every i and k. The corresponding Z-estimates (θ n,k ,β n,k ) for the k-th cluster are zeros of Ψ n,k (θ, β) = n
. Denote the derivative of Ψ n,k with respect to (θ, β ) byΨ n,k .
Using the same limit theory as outlined in the preceding example, it is possible to argue under regularity conditions thatΨ n,k converges pointwise in probability to a limitΨ k and (θ n,k ,β n,
where e 1 is a conformable vector with a 1 in the first position and 0 otherwise. Condition (3.1) is satisfied if a central limit theorem applies to √ nΨ n,k (θ 0 , β 0 ). Because this is a scaled average of mean-zero random vectors, the same references as in Example 4.1 can be used to establish a central limit theorem.
Numerical results
This section explores the behavior of the adjusted permutation test and related methods in three experiments: Example 5.1 discusses testing the equality of means in a two-sample problem with heterogeneous normal observations, Example 5.2 studies difference-in-differences estimation with clusters, and Example 5.3 analyzes pooled cross-sectional data from an experiment of Angrist and Lavy (2009) . The discussion focuses on one-sided tests to the right but the results apply more generally.
Example 5.1 (Equality of means). The adjusted permutation test developed here and the Ibragimov and Müller (2016) test both rely on results about the behavior of heterogeneous normal variables applied to certain test statistics. For the adjusted permutation test, this statistic is the comparison on means T . For the IbragimovMüller test, it is the studentized two-sample statistic
This statistic is compared to the quantiles of the Student t distribution with (q 1 ∧ q 0 ) − 1 degrees of freedom. This example investigates the relative performance of the two tests.
As in Section 2, suppose X = (X 1 , . . . , X q ) ∈ R q has independent entries X k distributed as N (µ 1 , σ 2 k ) for 1 k q 1 and N (µ 0 , σ 2 k ) for q 1 + 1 k q. The results reported here use µ 0 = 0 and q 1 = q 0 = 6. To investigate the impact of heterogeneity on the two tests, I considered σ k = 1 for every k q − h and σ k = 100 for every k > q − h with h ∈ {1, 2, . . . , 6}. As h increases, both the heterogeneity of the sample and the strength of the noise relative to the signal µ 1 − µ 0 increase. Panel (a) of Figure 1 shows the rejection frequencies of the adjusted permutation test (black dots) and the Ibragimov-Müller test (grey) at the 5% level (dashed line) as a function of h under the correct null hypothesis µ 1 = µ 0 . Each dot was computed from 100,000 Monte Carlo replications. As can be seen, the adjusted permutation test was conservative and rejected between 2.25% and 4.55% of all null hypotheses. The Ibragimov-Müller test was more affected by the variation in σ k and rejected between 0.018% and 4.95% of all null hypotheses. This variation translated into marked differences in power at different levels of heterogeneity. Panel (b) of Figure 1 plots the rejection frequencies of the adjusted permutation test (black line) and the Ibragimov-Müller test (grey) as a function of µ 1 ∈ {0, 0.5, . . . , 40} with µ 0 = 0 and h = 1. Each coordinate was again computed from 100,000 repetitions. As can be seen, the adjusted permutation test was able to reject far more false nulls than the Ibragimov-Müller test for small µ 1 . For instance, at µ 1 = 2.5 the adjusted permutation test rejected in 50.32% of all cases whereas the Ibragimov-Müller test rejected in only 7.21% of all cases. This difference eventually disappeared for large µ 1 . However, the adjusted permutation test is not uniformly more powerful. Panel (c) repeats the experiment from panel (b) with h = 6. In this case, the Ibragimov-Müller test had a marginally higher rejection rate, although neither test was able to reject as many false null hypotheses as in panel (b).
Example 5.2 (Difference in differences, cont.). This example explores the behavior of the adjusted permutation test, the Ibragimov and Müller (2016) test, the Bester et al. (2011) test, and a clustered wild bootstrap (Cameron et al., 2008) in a version of a Monte Carlo experiment in Conley and Taber (2011) . The Bester-Conley-Hansen test estimates parameters by least squares in the pooled sample and standardizes this estimate with the usual cluster-robust covariance matrix with degrees-of-freedom adjustment (n − 1)q/((n − d)(q − 1)), where d is the number of controls in the pooled regression. The resulting statistic is compared to the 1 − α quantile of t distribution with q − 1 degrees of freedom. Bester et al. show that this test is valid for certain ranges of q and α under regularity conditions if the distribution of the covariates is very similar across clusters. The wild cluster bootstrap takes the same statistic but compares it to the bootstrap distribution of the statistic obtained from the cluster-robust version of the wild bootstrap using the Rademacher distribution and with the null hypothesis imposed on the data. This procedure is outlined in detail in Cameron et al. (2008) . It is valid with q → ∞ (Djogbenou et al., 2019) under mild homogeneity conditions and valid for fixed q under strong homogeneity conditions (Canay et al., 2018) . The bootstrap shown here uses 199 repetitions. The data generating process is the model in (4.1) specialized to
with θ 0 = β 1 = β 2 = β 3 = 1, ζ k ≡ 1, ρ = 0.5, and γ = 0.8. As before, I t = 1{t > n 0,k } is a post-intervention indicator and D k is a treatment indicator. There are n 0,k ≡ 10 pre-intervention and n 1,k ≡ 10 post-intervention periods, six clusters received treatment, and six did not. The autoregressive equation was initialized at zero and had 500 burn-in periods that were discarded before estimation. I consider (X 2,t,k , X 3,t,k , V t,k , W t,k ) ∼ N (0, σ 2 k I) for every 1 k q and t. The experiment varies δ ∈ {0, 1, 2, 3} and the heterogeneity of the clusters as follows: for h ∈ {1, 3, 5, 7}, the last h clusters had σ q−h+1 = · · · = σ q = 20 and the remaining q − h clusters had σ 1 = · · · = σ q−h = 1. The number h can therefore again be viewed as a measure of heterogeneity of the clusters and the strength of the noise relative to the signal δ. Table 3 shows the rejection frequencies of the four tests outlined above under the null and the alternative. Each entry was computed from 10,000 Monte Carlo simulations and all methods were faced with the same data. As can be seen, all tests were conservative when there was little heterogeneity (h = 1). However, the Bester-Conley-Hansen (BCG) test and the wild cluster bootstrap (WCB) were not longer able to control size as the heterogeneity increased. The over-rejection in both methods led to higher rejection frequencies under the alternative, which therefore should not be viewed as evidence of their power. Just as in Example 5.1, the adjusted permutation (AP) test rejected far more false null hypotheses than the Ibragimov-Müller (IM) test when there was little heterogeneity. As the heterogeneity increased, the Ibragimov-Müller test had a slight advantage. The good performance of the Bester-Conley-Hansen test and the clustered wild bootstrap at h = 1 is not surprising because the clusters are nearly homogenous. However, there was little cost to using the the adjusted permutation test with nearly homogenous clusters because it rejected almost as many false nulls as the Bester-Conley-Hansen test. The adjusted permutation test also rejected between 3.53 and 11.55 percentage points fewer false nulls than the wild cluster bootstrap but was able to control size.
It should be noted that several other methods for inference specifically designed for the difference-in-differences model such as the Conley and Taber (2011) procedure are available. Here I focus only on methods that apply more broadly and that are valid with a fixed number of clusters. The test of Canay et al. (2017) technically applies here but requires matching each treated cluster with a control cluster. In the present example, there are 6! = 720 potential matches and equally many potential tests. A substantial multiple testing correction would therefore be required. However, if a pilot study or pre-analysis plan prescribed the cluster pairs, the Canay-RomanoShaikh test could be applied in the present context without a multiple testing correction.
Example 5.3 (Achievement awards; Angrist and Lavy 2009). In this example, I reanalyze data from a randomized trial of Angrist and Lavy (2009) in Israel. Their intervention provided cash rewards to low-achieving high school students if they performed well on the Bagrut, a sequence of certification exams that is the formal prerequisite for university admission in Israel. The experiment was conducted in 2001 and consisted of 40 schools with some of the lowest certification rates in the country. In December 2000, treatment was randomly assigned to 20 schools. I follow the analysis in Table 5 of Angrist and Lavy (2009) and focus on 32 schools in the sample for which Bagrut rates from 2000 and 2002 are also available. Of these schools, 15 received treatment and 17 did not. Because 5 schools did not comply with treatment, the estimates below should be interpreted as intent-to-treat effects. Following Angrist and Lavy, I investigate the performance of girls in the June 2001 exams who were close to achieving Bagrut certification in the sense that they were ranked above the median of the credit-weighted January 2001 scores of girls. The sample also includes all girls who were above the median in 2000 and 2002. The 2948 girls who met these criteria had an above 50% chance of achieving Bagrut certification. I view each school over time as a cluster, which yields an average cluster size of approximately 92 students. Angrist and Lavy (2009) report a large number of specifications. I consider a version of their fixed-effects model and estimate
where i indexes students, t indexes time, k indexes schools, Y i,k indicates Bagrut status, D k is the treatment indicator, I t equals 1 in 2001 and is 0 otherwise, J t equals 1 in 2002 and is 0 otherwise, top i indicates whether a student is in the top quartile of the pre-Bagrut grade distribution of girls in the cohort, and ζ k is a school fixed effect. Angrist and Lavy estimate several related specifications by logit in their Table 5 . They report heteroskedasticity-robust standard errors for that table and argue that clustering is accounted for by their fixed effects. For simplicity and ease of interpretation, I estimate the model in the preceding display by least squares. The model predicts an average increase in the probability of receiving Bagrut status by 0.114 relative to a mean of 0.539 with a robust standard error of 0.037. A null of no effect against the alternative that the treatment effect δ is positive is rejected at any conventional significance level if standard normal critical values are used. This is in line with Table 5 , col. (3) of Angrist and Lavy (2009) , who report significant effects ranging from 0.093 to 0.168 with standard errors ranging from 0.039 to 0.045 for this sample and several subsamples.
To apply the adjusted permutation test, I view each cluster as an individual regression and separately estimate each of the q = 32 equations in
Note that ζ k is now simply the constant term in each regression. The resulting test statistic T (θ n ) ≈ 0.132 can be viewed as an alternative point estimate of δ and is comparable in magnitude to the estimates reported in Angrist and Lavy (2009) . However, as can be seen in Figure 2 , which plots the permutation distribution from 100,000 draws together with the corresponding critical values, the adjusted permutation test only rejects the null of no effect in favor of a positive effect at the 10% level and barely does not reject at the 5% level. If the fixed effects in the regression do not fully account for the within-cluster dependence in the data, the positive effect for girls may therefore be far less significant than previously reported. This result in also line with Angrist and Lavy, who find substantial but statistically marginal positive effects for girls across a wide variety of plausible specifications when they use cluster-robust standard errors. Also note that the 5% and 10% level one-sided tests performed here are outside the feasible range of the Ibragimov and Müller (2016) test.
Conclusion
I introduce a simple permutation procedure to test conventional (non-sharp) hypotheses about the effect of a binary treatment in the presence of a finite number of large, heterogeneous clusters when the treatment effect is identified by comparisons across clusters. The procedure asymptotically controls size by applying a leveladjusted permutation test to a suitable statistic. The adjustments needed for most empirically relevant situations are tabulated in the paper. The adjusted permutation test is easy to implement in practice and performs well at conventional levels of significance with at least four treated clusters and a similar number of control clusters. It is particularly robust to situations where some clusters are much more variable than others. Examples and an empirical application are provided.
Appendix A. Proofs
Proof of Theorem 2.1. We have T (X) > T (|G|−1) (X, G) if and only if T (X) = T (|G|) (X, G). Because the test statistic is a comparison of means, assume without loss of generality that X has mean zero. Divide T (X) = T (|G|) (X, G) by the largest standard deviation so that 0 < σ k 1 for all 1 k q and σ k = 1 for at least one k. Denote by X (1) , X (2) , . . . , X (q) the order statistics of X. Then
Denote the minimum on the right-hand side by Z and the maximum by Y with associated distribution function F 0 . Use independence to write the display as
Let σ 0 = min{σ q1+1 , . . . , σ q } andσ 0 = max{σ q1+1 , . . . , σ q }. Because at least one standard deviation must equal σ 0 and at least one must equalσ 0 , monotonicity implies that F 0 (y) = 1 j q1 Φ(y/σ q1+j ) is at most
This result together with the law of total probability implies that EF 0 (Z) cannot exceed
Note that P (Z > z) = 1 j q1 (1 − Φ(z/σ j )) and therefore P (Z > 0) = 0.5 q1 .
Because P (Φ(Z/σ 0 ) > t | Z > 0) = 1 for 0 t 0.5 and P (0.5 q0−1 Φ(Z/σ 0 ) > t | Z 0) = 0 for 0.5 q0 < t 1, the preceding display equals 0.5 q1+1 + 0.5
Let σ 1 = min{σ 1 , . . . , σ q1 } andσ 1 = max{σ 1 , . . . , σ q1 }. Because both σ 1 andσ 1 are equal to at least one of the standard deviations, it must be true that P (Z > z) = therefore P (Z z) Φ(z/σ 1 ) for z < 0. Integration by substitution and symmetry of the normal distribution yield 0.5
Combine the preceding two displays to conclude that EF 0 (Z) is at most
Supposeσ 0 = 1. The fourth term is increasing in σ 0 and therefore its largest possible value is σ 0 = 1. The third term is increasing in σ 1 and the largest possible value of σ 1 isσ 1 . Becauseσ 1 1, conclude that the preceding display cannot exceed the supremum of
over s 1. Now supposeσ 1 = 1. Then the same considerations show that EF 0 (Z) cannot be larger than the supremum of the display over s ∈ (0, 1]. The supremum over s > 0 therefore covers all cases. If q 1 > q 0 , then the supremum is 3 × 0.5 q1+1 − 0.5 q1+q0 + 0.5 q0 − 0.5 q1 = 0.5 q0 + 0.5 q1+1 − 0.5 q1+q0 . If q 1 < q 0 , then the supremum is 0.5 q1 + 0.5 q0+1 − 0.5 q1+q0 . The is establishes the upper bound given in the theorem for every µ ∈ R and σ 1 , . . . , σ q > 0. The supremum is the least upper bound. The desired result follows.
Proof of Theorem 2.2. This proof is similar to the proof of Theorem 2.1. As before, consider T (X) = T (|G|) (X, G) and assume without loss of generality the case
Use independence of the minimum and the maximum to write the display as
By independence and symmetry, the survival function of min{X 1 , . . . , X q1 } is z →
Proof of Proposition 2.3. All limits are as m → ∞. Let G m = {G 1 , . . . , G m } be a collection of m draws from the uniform distribution on G, in which case E(p(X, G m ) | X) =p(X, G). For almost every realization of X, the central limit theorem implies that √ m(p(X, G m ) −p(X, G)) converges to mean-zero normal with variancep(X, G)(1 −p(X, G)). Becausep(X, G) 1/|G|, this variance can only be zero ifp(X, G) = 1. This occurs if and only if T (gX) T (X) for all g ∈ G, which also impliesp(X, G m ) = 1 for such X.
By the equivalence of p-values and critical values, T (X) > T p (X, G m ) if and only ifp(X, G m ) p and therefore
converges almost surely to a (possibly degenerate) normal distribution function, for every ε > 0 and almost every realization of X there is an M (possibly depending on ε and X) such that the limit of
, which cannot occur if p(X, G) = 1, the preceding display converges almost surely to 0.5. Conclude that the preceding display converges almost surely to 1{p(X, G) < α} + 1{p(X, G) = p}/2. The dominated convergence theorem then implies
The right hand side is equal to P (p(X, G) p) if P (p(X, G) = p) = 0, which is the case if p|G * | is not an integer because infinitesimal changes in p cannot change
. . , G m } then, both unconditionally and conditional on X,
The proof now follows from the arguments for G m .
Proof of Proposition 2.4. Following Canay et al. (2017) , I only have to show that for any two distinct g, g ∈ G, either T (gx) = T (g x) for all x ∈ R q or P (T (gX) = T (g X)) = 1. Let w g(k) = q −1 1 1{g(k) q 1 } − q −1 0 1{g(k) > q 1 } and notice that g = g implies that w g(k) = w g (k) for at least one 1 k q. Hence, because each X k is continuously distributed, so is T (gX) − T (g X) = q k=1 (w g(k) − w g (k) )X k by independence and therefore P (T (gX) − T (g X) = 0) = 0.
Proof of Theorem 3.2. Suppose θ 1 = θ 0 . Let 1 q denote a q-vector of ones and X = (X 1 , . . . , X q ) ∼ N (0, diag(σ 2 1 , . . . , σ 2 q )(θ 0 )). Notice that T (θ n ) > Tᾱ(θ n , G) if and only if T √ n(θ n − θ 0 1 q ) > Tᾱ √ n(θ n − θ 0 1 q ), G .
Hence, it suffices to prove the result with X n = √ n(θ n − θ 0 1 q ) in place ofθ n . Because X n X, the desired result for θ 1 = θ 0 follows from Proposition 2.4 and Theorem 2.1.
Suppose θ 1 = θ 0 + δ/ √ n. Let X n = √ n(θ n,k − θ 1{k q1} ) 1 k q and ∆ = (δ1{k q 1 }) 1 k q . Then X n +∆ X +∆ by the assumed continuity and the Slutsky lemma. By construction, T (θ n ) > Tᾱ(θ n , G) is equivalent to T (X n + ∆) > Tᾱ(X n + ∆, G). Proposition 2.4 then implies P T (X n + ∆) > Tᾱ(X n + ∆, G) → P T (X + ∆) > Tᾱ(X + ∆, G) . Now apply the lower bound developed in Theorem 2.2 to the right-hand side.
Suppose θ 1 = θ 0 + δ. Let ∆ n = √ n(δ1{k q 1 }) 1 k q so that T (θ n ) Tᾱ(θ n , G) is equivalent to T (X n ) Tᾱ(X n + ∆ n , G) − T (∆ n ). For a large M > 0, the probability that the latter event occurs is bounded above by P T (X n ) −M + P Tᾱ(X n + ∆ n , G) − T (∆ n ) > −M .
(A.1)
The first term is bounded above by sup n P (|T (X n )| M ). This can be made as small as desired by choosing M large enough because the continuous mapping theorem implies that T (X n ) is uniformly tight. By the properties of quantile functions, the second term in the preceding display is equal to
Because T (g∆ n ) − T (∆ n ) = 0 for g ∈Ḡ = {g ∈ G : q1 k=1 1{g(k) q 1 } = q 1 } and T (g∆ n ) − T (∆ n ) −2 √ nδ → −∞ for g ∈ G \Ḡ, uniform tightness of T (gX n ) for every g ∈ G implies P (1 T (gX n ) + T (g∆ n ) − T (∆ n ) > −M = 1) = P (T (gX n ) + T (g∆ n ) − T (∆ n ) > −M ) converges to 0 for every given M if g ∈ G \Ḡ. In addition, T (gX n ) = T (X n ) for g ∈Ḡ and hence the preceding display is within o(1) of P |Ḡ|1 T (X n ) > −M > |G|ᾱ , which equals zero if |Ḡ| |G|ᾱ. Let n → ∞ and then M → ∞ in (A.1) to conclude P (T (θ n ) > Tᾱ(θ n , G)) → 1 if |Ḡ| |G|ᾱ. Because |Ḡ| = q 1 !(q − q 1 )! and |G| = q!, this proves the result forᾱ 1/1 . If |Ḡ| > |G|ᾱ or, equivalently,1 (1 −ᾱ) =1 , then Tᾱ(θ n , G) is the maximal order statistic and the power of the test is zero for any sample size.
Appendix B. Numerical computation ofᾱ
This section provides two algorithms for the numerical computation ofᾱ as in Table 2 . For the algorithms, notice that it is of no loss of generality to assume that the standard deviations σ 1 , . . . , σ q are restricted to the interval (0, 1] because both sides of T (X) > T (j) (X, G) can be divided by the largest standard deviation without altering the test decision.
Algorithm B.1 (q 1 and q 0 small).
(1) Choose j, starting with j = |G| − 2. (2) Draw a large number R of iid copies V 1 , . . . , V R of a q-vector V with independent Beta(a, b) entries, e.g., Beta(0.1, 0.1). (3) For each 1 r R, draw a large number S of iid copies X 1 , . . . , X S of X ∼ N (0, diag V r ) and approximate P (T (X) > T (j) (X, G)) by
(4) If there is an r in 1, . . . , R for which the number from step (3) is larger than α (or, alternatively, α + η for a small tolerance η > 0), let j * = j + 1. If not, decrease j by 1 and restart at step (1). (5) Defineᾱ = 1 − j * /1 . Algorithm B.2 (q 1 or q 0 large).
(1) Choose a small number ε, e.g., ε = 0.005 and a large number m.
(2) Choose p, starting with p = 2/1 − ε. (3) Draw a large number R of iid copies V 1 , . . . , V R of a q-vector V with independent Beta(a, b) entries, e.g., Beta(0.1, 0.1). (4) For each 1 r R, draw a large number S of iid copies X 1 , . . . , X S of X ∼ N (0, diag V r ) and approximate P (T (X) > T p (X, G)) by
(5) If there is an r in 1, . . . , R for which the number from step (4) is larger than α (or, alternatively, α + η for a small tolerance η > 0), defineᾱ = p + ε. If not, decrease p by ε and restart at step (2). If1 < 1, 500, Table 2 uses two passes of Algorithm B.1 with a = b = 0.1 and R = 3, 000. The first pass computes steps (1)-(3) with S = 1, 000. The second pass takes, for each j, the top 1% values of 1 r R that led to the highest rejections and computes steps (3)-(5) with S = 10, 000. If1 1, 500, Table 2 uses two passes of Algorithm B.2 with a = b = 0.1, R = 3, 000, and m = 1, 500. The first pass computes steps (1)-(3) with S = 1, 000. The second pass takes, for each j, the top 1% values of 1 r R that led to the highest rejections and computes steps (3)-(5) with S = 10, 000. The Beta(0.1, 0.1) distribution is used here because highest rejection rates seem to occur near the boundaries of the parameter space where this distribution has most of its mass. Restrictions on the parameter space can be imposed by truncating this distribution.
