Given matrices of the same size, A = a ij ] and B = b ij ], we de ne their Hadamard Product to be A B = a ij b ij ]. We show that if x i > 0 and q p 0 then the n n matrices p
are positive de nite and relate these facts to some matrix valued arithmetic-geometric-harmonic mean inequalities -some of which involve Hadamard products and others unitarily invariant norms. It is known that if A is positive semide nite then maxfkA Bk : kBk 1g = maxa ii ; where k k denotes the spectral norm. We show that the converse of this statement is false and give a useful partial converse.
Introduction
Let M n denote the space of n n complex matrices. We de ne the We will show that that some matrix valued arithmetic-geometric mean inequalities, that apparently do not involve the Hadamard product can be proved very easily using well known facts about the Hadamard Product (see 5] and 6] for other matrix inequalities where the Hadamard product is useful).
To determine whether A B is equivalent to determining whether kS A B (?1) k 1 (assuming that B has no 0 entries). In general this is not simple, but in the case where A B (?1) has constant positive main diagonal entries that are at most 1 (e.g., if both A and B are correlation matrices) we will show, in Theorem 1.3, that it is equivalent to check whether A B 
Proof: Use the fact that the spectral norm and the trace norm are duals, see 5, Lemma 2.1] for the details.
It is not easy to compute kS A k for a general matrix A, but in the special case that A is positive semide nite it is known that kS A k = maxfa ii : i = 1; : : :; ng = maxfja ij j : i; j = 1; : : :; ng:
This fact has been observed in 1, p 363], it also follows very easily from the second part of Theorem 5.5.18 in 4]. In Example 1.4 we will show that the converse of this is not true, but in the next theorem we give a partial converse. Theorem 1.3 Let A; P 2 M n be given. Suppose that PA has constant positive main diagonal entries, and that P is a generalized permutation (i.e., P = DQ where D is diagonal and unitary and Q is a permutation). Then kS A k = maxfja ij jg if and only if PA 0: Proof: Let A; P 2 M n satisfy the conditions of the theorem. Since kS PA k = kS A k, we may assume that P = I. Furthermore, we may assume that a ii = 1, i = 1; : : :; n. We must show that kS A k = 1 if and only if A 0.
The \if" part is just (1.4), so let us assume that kS A k = 1 and show that A must be positive semide nite. Let E 2 M n be the matrix of all ones. Then,
By assumption kS A k = 1 so, by Lemma 1.2, we have
Hence, by Lemma 1.1, A must be positive semide nite.
The condition that the main diagonal entries be constant in Theorem 1.3 is necessary as we now show. Example 1.4 Take n 2 and x 2 R n with the x i distinct. Then it is easy to see that K(x) is not positive semide nite, for example no 2 2 principal sub-matrix is positive semide nite. In fact one can show that there is no generalized permutation P such that PK(x) is positive semide nite. ds where D = diag(e x 1 ; : : :; e xn ). We may assume that x 1 = max x i . Then for any unitarily invariant norm j j j j j j we have j j jK(X) Aj j j Z 1 0 kD s kj j jAj j jkD 1?s kds = e x 1 j j jAj j j: Thus kS K(x) k e x 1 = K 11 . It is easy to show that kS K(x) k max jK ij j, and hence kS K(x) k = maxfK ii g. Thus we have an example of a matrix K such that PK is not positive semide nite for any generalized permutation P for which kS K k = max K ii .
Arithmetic-Geometric Mean Inequalities
Our rst result is a Hadamard product version of the arithmetic-geometric-harmonic mean inequality. , being a Hilbert matrix is positive semide nite since x i 0. The second inequality can be proved in the same way.
We can now give a simple proof of another arithmetic-geometric mean inequality for matrices due to Bhatia and Davis 2, Theorem 1]. Corollary 2.2 Let A; B; X 2 M n and let j j j j j j be any unitarily invariant norm on M n . Then 2j j jA XBj j j j j jAA X + XBB j j j:
Proof: First consider the case where A = B. By continuity we may assume that A is non-singular.
By taking a singular value decomposition of A we may assume that A = diag( i ) with i > 0. Now 
