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As an extension of the isotropic setting presented in the companion paper [1], we consider the Langevin
dynamics of a many-body system of pairwise interacting particles in d dimensions, submitted to an external
shear strain. We show that the anisotropy introduced by the shear strain can be simply addressed by moving into
the co-shearing frame, leading to simple dynamical mean field equations in the limit d → ∞. The dynamics is
then controlled by a single one-dimensional effective stochastic process which depends on three distinct strain-
dependent kernels – self-consistently determined by the process itself – encoding the effective restoring force,
friction and noise terms due to the particle interactions. From there one can compute dynamical observables
such as particle mean-square displacements and shear stress fluctuations, and eventually aim at providing an
exact d → ∞ benchmark for liquid and glass rheology. As an application of our results, we derive dynamically
the ‘state-following’ equations that describe the static response of a glass to a finite shear strain until it yields.
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I. INTRODUCTION
The response of a structurally disordered system to an external deformation is a central issue of both glass mechanics and
rheology. Nevertheless, despite decades of theoretical and numerical studies [2, 3], it still lacks an exact microscopic theory
characterising at the same time solid glasses and flowing liquids. The core difficulty lies in the out-of-equilibrium nature of the
phenomena of interest, which challenges standard analytical approaches initially built for equilibrium-like situations. On the
one hand, sheared solid glasses can be studied theoretically for quasistatic deformations, with several recent works based on
thermodynamic replica theory [4, 5] in the infinite-dimensional limit [6–9], whose predictions are remarkably relevant for finite
dimensions as well [10–12]. These descriptions however break down at a critical strain, beyond which a solid phase cannot be
sustained any more: this is the so-called ‘yielding transition’, whose microscopic nature is currently highly debated [3, 11–16].
On the other hand, flowing dense liquids are classically modelled using for instance Mode-Coupling Theory (MCT) [17–21] or
phenomenological elasto-plastic models [22]. MCT is essentially the only available microscopic theory which can successfully
describe a wide range of strongly-interacting particle systems. However, it relies on uncontrolled approximations and it ceases
to be valid in some regimes, e.g. in the vicinity of the jamming transition [23]. It is thus desirable to have a fully microscopic
dynamical microscopic theory that becomes exact in a well-defined limit, in order to bridge the different descriptions, between
quasistatic and finite-shear-rate protocols, and between the solid and flowing phases at the yielding transition.
In the limit of infinite dimension theories often becomemuch simpler, possibly providing exact analytical benchmarks. Physi-
cally, increasing dimensionality progressively suppresses spatial fluctuations with respect to other features, rendering mean-field
descriptions exact in the infinite-dimensional limit. For glasses this is indeed the case, and the correspondingmean-field descrip-
tion at equilibrium and for quasistatics has been systematically elucidated over the last years [24]. Amore complete discussion of
the motivations for investigating liquid dynamics in infinite dimension can be found in the companion paper [1], and references
therein. In that first paper, following previous work for equilibrium dynamics [25, 26], we have derived the exact mean-field
dynamics of pairwise-interacting particle systems, in the limit of infinite dimension, in a very general setting which includes
but is not restricted to equilibrium. More specifically, we have shown how the Langevin dynamics of this many-body system
can be exactly reduced in this limit to a single one-dimensional effective stochastic process described by three distinct kernels,
self-consistently defined by the process itself. This effective dynamics can then be studied both analytically and numerically.
However, the derivations presented in Ref. [1] strongly rely on the statistical isotropy of the model – assuming generically two
isotropic friction and noise kernels, a radial pair interaction potential and a statistically isotropic initial condition – which is
broken under an external shear strain. This anistropy under shear thus needs to be considered carefully, and this is the goal of
the present paper.
The structure of the paper is as follows. In Sec. II, we start by defining the Langevin dynamics under a global shear strain,
along with its corresponding change of coordinates into the co-shearing frame. The latter is key to generalise the derivations
presented in Ref. [1]: although the shear strain renders the system anisotropic, in the infinite-dimensional limit the (d− 2)
directions transverse to the shear plane become effectively isotropic. This can be invoked to radically simplify the dynamics.
We thus present in Sec. III the vectorial formulation of the high-dimensional mean-field dynamics, discussing first a cavity-
like perturbative expansion in high dimension following the derivation presented in Refs. [1, 26] (Sec. III A). This allows us
to write down two effective stochastic processes within the co-shearing frame, respectively for the individual displacements of
particles and for the inter-particle distances, involving three distinct time-dependent kernels self-consistently defined by these
processes themselves (Sec. IIIB). Under an applied shear, these three kernels are not strictly diagonal, contrarily to the isotropic
case [1]; consequently we need to examine explicitly how the breaking of the statistical isotropy is encoded in these kernels
(Sec. IIIC). A related implication is that the correlation and response functions are also non-diagonal matrices, hence we have
to distinguish their matricial dynamical equations from the evolution of their isotropic (diagonal) parts, and in particular of the
mean-square-displacement (MSD) functions (Sec. IIID). Exploiting further the high-dimensional limit, we show in Sec. IV how
its mean-field description is ultimately controlled by a scalar stochastic process involving only the isotropic parts of the kernels.
This will actually be the main result of this paper: once we go into the co-shearing frame, we recover an effective dynamics very
similar to the isotropic case in Ref. [1], the novelty being that the fluctuating interparticle gap remembers the initial condition
within the shear plane. As a first application of our results, we re-examine in Sec. V the state-following protocol under a finite
shear strain, showing how we can recover dynamically the previous static derivations [7]. We finally conclude in Sec. VI.
3II. SETTING OF THE PROBLEM
A. Langevin dynamics with a global shear strain
We consider a system of N interacting particles in d spatial dimensions, labelled1 respectively by i = 1, . . . , N and
µ = 1, . . . , d. Their positions X(t) =
{
xi(t) ∈ Ω ⊂ Rd
}
i=1,...,N
at time t belong to a region Ω of volume |Ω| – hence at
number density ρ = N/|Ω| – and for simplicity we assume Ω to be a cubic region with periodic boundary conditions. Through-
out our derivations, we will be interested in taking first the thermodynamic limit (N →∞ and |Ω| → ∞ at fixed ρ) and secondly
the infinite-dimensional limit (d→∞).
In our most general setting, the interacting particles are supposed to be embedded in a fluid, and to evolve under the following
(generalised) Langevin dynamics [1]:
mx¨i(t) + ζ[x˙i(t)− vf (xi(t), t)] +
∫ t
0
dsΓR(t, s) [x˙i(s)− vf (xi(s), s)] = Fi(t) + ξi(t) + λi(t) , (1)
Gaussian noise
{
ξi(t)
}
i=1,...,N
:
〈
ξi,µ(t)
〉
ξ
= 0,
〈
ξi,µ(t)ξj,ν (s)
〉
ξ
= δijδµν [2Tζδ(t− s) + ΓC(t, s)] , (2)
Interaction force and potential : Fi(t) = −∂V (X(t))
∂xi(t)
, V (X) =
∑
i<j
v(xi − xj) . (3)
The first term accounts for inertia, with m the individual mass of particles. vf (x, t) is the velocity of the fluid in which the
particles are embedded, so that the frictional forces are proportional to the relative velocity x˙i(t)− vf (xi, t) of the particle iwith
respect to the fluid; hence ζ is the (local) friction coefficient and ΓR(t, s) the (retarded) friction kernel. The conservative force
Fi(t) corresponds to the sum of the pairwise interactions with particle i, encoded through a radial pair potential v(x) = v(|x|)
such as the Lennard-Jones or hard sphere potentials [27]. The pair potential must be thermodynamically stable in high dimension
and have a well-defined limit upon the rescaling:
lim
d→∞
v
(
ℓ(1 + h/d)
)
= v¯(h) , (4)
where ℓ is a typical interaction length, as discussed e.g. in Ref. [28]. The Gaussian noise ξi(t) includes two additive independent
contributions to account for the noisy force due to interactions with the embedding fluid: a white noise with coefficient T = β−1
which is the temperature of the fluid; a colored noise whose generic noise kernel ΓC(t, s) can describe a variety of physical
situations such as active matter, random forces, etc. [1]. Note that the brackets 〈· · ·〉ξ denote the statistical average over the
microscopic noise ξ, that hydrodynamic interactions between particles are not considered, and that the Boltzmann constant is
set to kB = 1, thus fixing the units of temperature and entropy. At last λi(t) is an external field set to 0 except when we need to
define the response function.
We provide an extended discussion in the companion paper [1] about the different physical situations encompassed by this
general setting, depending on the specific choices of the friction and noise kernels. Here we want to focus on the role of the fluid
velocity vf (x, t), set to zero in Ref. [1], which explicitly breaks the rotational invariance of the dynamics. More specifically,
we are interested in the role of a shear strain2. It can be simply implemented by applying a shear strain to the fluid in which
the particles are immersed; it is then assumed to result in a laminar flow of the form vf (x, t) = γ˙(t)x2xˆ1, where the flow is
along direction µ = 1 (xˆ1 is the unit vector along this direction) and its gradient is constant and directed along direction µ = 2.
Physically, γ(t) =
∫ t
0 dsγ˙(s) is the accumulated shear strain along xˆ1 and γ˙(t) = dγ/dt the corresponding shear rate. We
emphasise that this specific choice of the fluid velocity defines two special orthogonal directions ({xˆ1, xˆ2} without any loss of
generality), and corresponds to the minimal possible linear coupling between them. The resulting dynamics is anisotropic in the
shear plane and, as we shall see, essentially isotropic in the (d− 2) other directions. For simplicity, we will mostly consider in
what follows the case withm = 0 and ΓR ≡ 0, in which Eq. (1) corresponds to the more standard dynamics [18, 20, 21, 29, 30]:
ζ[x˙i(t)− γ˙(t)xi,2(t)xˆ1] = −
∑
j( 6=i)
∇v(xi(t)− xj(t)) + ξi(t) ,〈
ξi,µ(t)
〉
ξ
= 0,
〈
ξi,µ(t)ξj,ν(s)
〉
ξ
= δijδµν [2Tζδ(t− s) + ΓC(t, s)] .
(5)
1 Throughout the article we will denote: (i) a for a vector with components aµ, (ii) aˆ = a/|a| for a unit vector with components aˆµ, and (iii) aˆ for a matrix
with components aµν . 1ˆ is the identity matrix.
2 The generic linear case would be vf (x, t) = ˆ˙γ(t)x with Trˆ˙γ(t) = 0 which guarantees incompressibility [21]. Although we could in principle treat this
generic case, we restrict ourselves to the particular case of a shear strain where γ˙12(t) = γ˙(t) and the other components being zero. As long as the number
of non-zero components is finite, the infinite-dimensional analysis will be similar to the one presented here.
4Note that the single-particle contributions associated to a finite mass and a retarded friction kernel can be straightforwardly
reinstated in our effective dynamics, by a direct comparison to the summary section in Ref. [1].
Finally, in order to study the dynamics, we need to assume that at time t = 0 the particles start from a given initial configu-
ration. If we do not neglect inertia (m 6= 0), we similarly need to specify a given distribution of initial velocities. Note that the
bare brackets 〈. . .〉 correspond in the whole paper to the statistical average over both the noise and this initial condition, i.e. to the
dynamical average over trajectories of the system. In the following, we will assume that the initial condition is sampled with a
distribution isotropic outside of the shear plane, but no such assumption is needed in the shear plane. For explicit computations,
however, one can consider the particular case of equilibrium (possibly supercooled) liquid phase at a temperature T0 = β
−1
0 ,
where the distribution of particles is known and of high physical relevance. The initial positions are then sampled from a Boltz-
mann distribution ∝ e−β0V (X(0)) and the velocities from a Maxwell distribution at temperature T0. Note that we then assume
implicitly that T0 > TK where TK is the Kauzmann temperature below which the equilibrium liquid does not exist
3 (possibly
TK = 0), and that this distribution is fully isotropic.
B. Co-shearing frame and drifted initial condition
In absence of a fluid velocity, a specific feature of the high-dimensional limit is that for finite times particles stay ‘close’ to
their initial positions, in the sense that their relative displacements xi(t)− xi(0) ∼ O(1/d) can be treated perturbatively in the
limit d→∞ [1]. Physically, this can be understood from the simpler case of an isotropic random walk: each particle has so
many directions towards which it can move, that it effectively explores a volume whose typical radius shrinks with an increasing
dimensionality. Note that this does not prevent the system to exhibit diffusive behaviour both in and out of equilibrium [1, 25, 28].
Under a shear strain (and more generally if there is a finite fluid velocity) this argument has to be adapted because a finite shear
rate can bring each particle arbitrarily far from its initial position. We should first define the affine deformation gradient Sˆγ(t) and
the corresponding ‘drifted initial condition’R′i(t), from which the particles will stay ‘close’ at any given time. In other words,
we shall turn to the co-shearing frame, in which the relative displacements ui(t) = xi(t)−R′i(t) ∼ O(1/d) corresponding to
non-affine motion remain indeed small in high dimensions and at any finite time. We first define the following quantities in the
laboratory frame:
Ri := xi(0) , rij(t) := xi(t)− xj(t) , r0,ij := rij(0) = Ri −Rj , (6)
and those relevant under shear strain:
fluid velocity for the shear case: vf (x, t) = ˙ˆγ(t)x = γ˙(t)x2xˆ1 , (7)
accumulated strain: γˆ(t) =
∫ t
0
ds γ˙(s) xˆ1xˆ
T
2 = γ(t)xˆ1xˆ
T
2 ⇒ γˆ(0) = 0 , (8)
affine deformation gradient: Sˆγ(t) = 1ˆ + γˆ(t) , (9)
affine drifted initial positions and distances: R′i(t) = Sˆγ(t)Ri , r
′
0,ij(t) = Sˆγ(t) r0,ij , (10)
‘co-shearing frame’ relative positions: ui(t) = xi(t)−R′i(t) , (11)
‘co-shearing frame’ relative distances: wij(t) = ui(t)− uj(t) = rij(t)− r′0,ij(t) , (12)
projection on the drifted initial distance: yij(t) =
d
ℓ
r
′
0,ij(t)
|r′0,ij(t)|
·wij(t) . (13)
These notations will become lighter when we will drop the specific indices (i, j) in the effective stochastic processes.
This allows us to rewrite the dynamics given in Eq. (1) as follows:
mu¨i(t) + ζu˙i(t) +
∫ t
0
dsΓR(t, s) u˙i(s) =−m¨ˆγ(t)Ri + ζ ˙ˆγ(t)ui(t) +
∫ t
0
dsΓR(t, s) ˙ˆγ(s)ui(s)
−
∑
j( 6=i)
∇v(Sˆγ(t)(Ri −Rj) + ui(t)− uj(t)) + ξi(t) ,
(14)
with a uniform initial condition ui(0) = 0 ∀i and {Ri} the initial configuration. If we keep the inertia finite, we should also
specify the initial velocities
{
u˙i(0) = x˙i(0)
}
. In other words, in this co-shearing frame the fluid motion translates into (i) a
3 Below the Kauzmann temperature one must specify which thermodynamic state is chosen [31, 32], which complicates further the analysis.
5non-inertial force from the initial condition Ri, (ii) a term ∝ ui which is an effect of the strain on the frictional force, and
(iii) a drift of the initial condition within the pairwise interaction v(|rij(t)|). We exploited the fact that the shear only couples
two orthogonal directions, so that ˙ˆγ(s)γˆ(s)x = 0, which cancels some of the contributions related to the initial condition. For
simplicity we set from now onm = 0 and ΓR = 0 and consider the overdamped dynamics without retarded friction:
ζu˙i(t) = ζ ˙ˆγ(t)ui(t)−
∑
j( 6=i)
∇v(r′0,ij(t) + ui(t)− uj(t)) + ξi(t) , (15)
but both contributions can be reinstated directly in the effective mean-field dynamics, exactly as it was done in the companion
paper [1]. From the latter equation one readily sees that γ = O(d0) is a correct scaling if we expect all velocity components ui,µ
to scale identically with the dimension.
Our goal is to study the dynamics of Eq. (15) (and more generally of Eq. (14)) taking first the thermodynamic limit (N →∞)
and secondly the infinite-dimensional limit (d→∞). Solving the dynamics consists in being able to compute dynamical ob-
servables and their time dependence, such as the average potential energy and stress tensor, the pressure, the shear stress, or
the correlation and response functions [1]. In the limit d→∞ the dynamics becomes exactly mean-field, and as we will show
it is fully controlled by a single one-dimensional effective stochastic process, for e.g. the fluctuating quantity y(t) defined in
Eq. (13). The novelty compared to Ref. [1] is that an external shear strain renders the dynamics anisotropic in the shear plane.
Our main message is that it can nevertheless be simply addressed once in the co-shearing frame, essentially because of the
isotropy in the (d− 2) other directions.
III. VECTORIAL FORMULATION OF THE HIGH-DIMENSIONALMEAN-FIELD DYNAMICS
For the isotropic case, we presented in Ref. [1] two complementary derivations in the limit d→∞, via a dynamical ‘cav-
ity’ method (inspired by Refs. [26, 33]) and a Martin-Siggia-Rose-De Dominicis-Janssen (MSRDDJ) path-integral approach
(extending the equilibrium results of Refs. [25, 28]). The former is more intuitive but relies on a few unjustified assumptions,
whereas the latter is technically more involved but also fully justified. The cavity derivation can actually be straightforwardly
transposed on Eqs. (14)-(15), assuming that ui(t) ∼ O(1/d) (Sec. IIIA). The physical ingredients will be the same as in Ref. [1]:
in high dimension, particles stay close toR′i(t), and they have many uncorrelated neighbours. Combined, these two ingredients
allow one to build a perturbative expansion at small ui(t) and to invoke the central limit theorem in order to assume that some
specific fluctuations are Gaussian.
From there, we obtain two vectorial effective stochastic process within the co-shearing frame, respectively for the individual
displacements of particles u(t) and for the inter-particle distances w(t) (Sec. III B). We moreover have to question the isotropy
assumption of Ref. [1], i.e. whether the three kernels encoding the interaction in the d→∞ mean-field description are diagonal
at lowest order of the perturbative expansion (Sec. III C). Finally we write the coupled dynamical equations for the correlation
and response functions (Sec. IIID).
Note that we shall only show the dynamical ‘cavity’ method for the derivation, and briefly comment on the path-integral
approach under shear strain in the conclusion.
A. Cavity-like perturbative expansion
We refer the reader to Ref. [1] for a thorough derivation, and provide thereafter a succinct version of it. We start from the
(simplified) dynamics Eq. (15) and Taylor-expand the interaction force at lowest order in ui(t):
Fi(t) =−
∑
j( 6=i)
∇v(r′0,ij(t) + ui(t)− uj(t))
=−
∑
j( 6=i)
∇v(r′0,ij(t)− uj(t))−
∑
j( 6=i)
∇∇T v(r′0,ij(t)− uj(t))ui(t) +O(u2i )
=−
∑
j( 6=i)
∇v(r′0,ij(t)− uj(t))|ui=0 −
∫ t
0
ds
∑
j( 6=i)
δ∇v(r′0,ij(t)− uj(t))
δui(s)
∣∣∣
ui=0
ui(s)
−
∑
j( 6=i)
∇∇T v(r′0,ij(t)− uj(t))
∣∣∣
ui=0
ui(t) +O(u2i ) .
(16)
The second line is obtained by fixing the particle i at its drifted initial position R′i(t) and treating its displacement ui(t) as
an external field. However, the full trajectories of the other particles still depend implicitly on {ui(s)}s∈[0,t] via the coupled
6Langevin dynamics, hence the additional Taylor expansion in the third line [1]. The notation . . . |ui=0 corresponds physically to
fixing the particle i at its drifted initial position at all times, i.e. xi(s) = R
′
i(s)∀s ∈ [0, t]. Renaming the different contributions
and truncating the expansion at orderO(ui), we have then
Fi(t) ≈ F˜ fi (t) +
∫ t
0
ds MˆR,i(t, s)ui(s)− kˆi(t)ui(t) ,
with
〈
F˜
f
i (t)
〉
≡
√
2 Ξ¯i(t) ,
〈
F˜ fiµ(t)F˜
f
iν (s)
〉
≡MµνC,i(t, s) .
(17)
Physically, F˜
f
i (t) is the force resulting of the random kicks of all the other particles on particle i if it were not moving from
R
′
i(t), with the vector Ξ¯i(t) the resulting overall drift and the memory kernel MˆC,i(t, s) encoding its correlation in time. The
response memory kernel MˆR,i(t, s) characterises the response at time t of all the other particles with respect to an infinitesimal
displacement of particle i at an intermediate time s ∈ [0, t]. kˆi(t) corresponds to the spring constant (tensorial here) of the
restoring force – originating from the surrounding particles – felt by the fixed particle i if it movesweakly at time t. We emphasise
that this description is expressed in the co-shearing frame, so that the actual positions of particles have to be reconstructed using
xi(t) = ui(t) +R
′
i(t) = ui(t) +
(
1ˆ + γˆ(t)
)
Ri.
Because each particle has many neighbours (of order d), by the central limit theorem the distributions of the three kernels
{kˆi(t), MˆC,i(t, s), MˆR,i(t, s)} are peaked at their mean values, rendering the mean-field description exact for d→∞. These
mean values are in fact defined as dynamical averages with the particle i fixed, by construction of the Taylor expansion. However,
in a mean-field description we can simply remove this constraint when averaging over all the pairs of N particles and use the
actual dynamical average 〈•〉 over the possible trajectories [1]:
kµνi (t) ≈
∑
j( 6=i)
〈
∇µ∇νv(r′0,ij(t)− uj(t))
〉
i fixed
≈ 1
N
∑
i6=j
〈∇µ∇νv(rij(t))〉 ≡ kµν(t) ,
MµνC,i(t, s) ≈
∑
j( 6=i)
〈
∇v(r′0,ij(t)− uj(t))∇v(r′0,ij(s)− uj(s))
〉
i fixed
≈ 1
N
∑
j 6=i
〈∇v(rij(t))∇v(rij(s)〉 ≡MµνC (t, s) ,
MµνR,i(t, s) ≈ −
∑
j( 6=i)
〈
δ∇µv(r′0,ij(t)− uj(t))
〉
i fixed
δui,ν(s)
∣∣∣
ui=0
≈ 1
N
∑
i6=j
δ
〈∇µv(rij(t))〉P
δPν,ij(s)
∣∣∣∣∣
P=0
≡MµνR (t, s) .
(18)
In the definition of MˆR the term Pij(s) is added in the dynamics as a perturbation within the interaction potential as
∇v(r′0(t) +wij(t)− Pij(t)), as denoted by the corresponding dynamical average 〈•〉P . By the central limit theorem the
random forces F˜
f
i (t) moreover have a Gaussian statistics, of two-time correlation MˆC(t, s) and mean:〈
F˜
f
i (t)
〉
= −
∑
j( 6=i)
〈
∇v(r′0,ij(t)− uj(t))|ui=0
〉
i fixed
≈ − 1
N
∑
j 6=i
〈∇v(rij(t))〉 ≡ √2 Ξ¯(t) . (19)
Note that there could be an overall drift in the shear plane, which is straightforwardly zero in the isotropic case discussed in the
companion paper [1]. Thereafter we choose to subtract Ξ¯(t) from the definition of the noise, so the latter is of zero mean.
We can thus rewrite Eq. (15), at lowest order in the fluctuations u, as:
ζu˙i(t) = −(kˆ(t)− ζ ˆ˙γ(t))ui(t) +
∫ t
0
ds MˆR(t, s)ui(s) +
√
2 Ξ¯(t) +
√
2Ξi(t) ,
with
√
2Ξi(t) = F˜
f
i (t) + ξi(t)−
√
2 Ξ¯(t) .
(20)
For the relative inter-particle distances in the co-shearing frame wij(t) = ui(t)− uj(t), one can perform a similar derivation
although one has to keep an extra potential contribution at this order of the high-dimensional expansion4:
ζ
2
w˙ij(t) = −1
2
(kˆ(t)− ζ ˆ˙γ(t))wi(t) + 1
2
∫ t
0
ds MˆR(t, s)wi(s)−∇v(r′0,ij(t) +wij(t)) +Ξij(t) ,
with Ξij(t) = [Ξi(t)−Ξj(t)]/
√
2 .
(21)
4 In high d this contribution is subdominant but needed to get the correct dynamics of the projected motion defined in Eq. (13), see Sec. IV C; see also Ref. [1,
footnote 8].
7Assuming uncorrelated neighbours, the noise Ξij(t) has the same Gaussian statistics as the individual noises Ξi(t) and Ξj(t),
hence removing the specific indices from now on we have:
〈
Ξ(t)
〉
Ξ
= 0 ,
〈
Ξµ(t)Ξν(s)
〉
Ξ
= δµν
[
Tζδ(t− s) + 1
2
ΓC(t, s)
]
+
1
2
MµνC (t, s)− Ξ¯µ(t)Ξ¯ν(s) . (22)
The stochastic processes being the same for all particles, in the mean-field description we can remove the indices for ui(t) and
wij(t) as well.
B. Effective stochastic processes
The cavity-like derivation of the previous section can thus be summarised in the following set of effective stochastic pro-
cesses in the co-shearing frame, valid in the high-dimensional limit, with the accumulated strain γˆ(t) =
∫ t
0
ds γ˙(s) xˆ1xˆ
T
2 in the
laboratory frame and the affine deformation of the initial condition r′0(t) = (1ˆ + γˆ(t))r0:
ζu˙(t) = −(kˆ(t)− ζ ˆ˙γ(t))u(t) +
∫ t
0
ds MˆR(t, s)u(s) +
√
2 Ξ¯(t) +
√
2Ξ(t) ,
ζ
2
w˙(t) = −1
2
(kˆ(t)− ζ ˆ˙γ(t))w(t) + 1
2
∫ t
0
ds MˆR(t, s)w(s) −∇v
(
r
′
0(t) +w(t)
)
+Ξ(t) ,
u(0) = 0 , w(0) = 0 ,〈
Ξµ(t)
〉
Ξ
= 0 ,
〈
Ξµ(t)Ξν(s)
〉
Ξ
= δµν
[
Tζδ(t− s) + 1
2
ΓC(t, s)
]
+
1
2
MµνC (t, s)− Ξ¯µ(t)Ξ¯ν(s) ,
(23)
with the following self-consistent equations for the kernels and the overall drift:
kµν(t) = ρ
∫
dr0 gin(r0)
〈∇µ∇νv(r′0(t) +w(t))〉w ,
MµνC (t, s) = ρ
∫
dr0 gin(r0)
〈∇µv(r′0(t) +w(t))∇νv(r′0(s) +w(s))〉w ,
MµνR (t, s) = ρ
∫
dr0 gin(r0)
δ
〈∇µv(r′0(t) +w(t))〉w,P
δPν(s)
∣∣∣∣∣∣
P=0
,
√
2 Ξ¯(t) = −ρ
∫
dr0 gin(r0)
〈∇v(|r′0(t) +w(t)|)〉w .
(24)
Here ρ is the density and gin(r0) the distribution of inter-particle distances in the laboratory frame at initial time t = 0 [1, 27].
For the particular case of an initial equilibrium at inverse temperature β0 one has gin(r0) = geq(r0) = e
−β0v(r0) [34–36]. The
brackets 〈•〉
w
denote the dynamical average over the stochastic processw(t) (thus self-consistently defined), from a given initial
condition r0. P (s) is added in the dynamics as a perturbation field inside the interaction potential∇v(r′0(t) +w(t)− P (t)).
We emphasise that this type of ‘dynamical cavity’ derivation is quite generic, since it is essentially a Taylor expansion of the
many-body Langevin dynamics, in a self-consistent mean-field formulation [33, 37]. As in Ref. [1], it thus relies on identifying
the ‘small field’ for the expansion, and arguing that this mean-field description is exact because of a central limit theorem applies
to the (a priori fluctuating) kernels and parameters of the expansion.
C. Breaking of the statistical isotropy in the shear plane
If both the dynamics and initial condition were isotropic, the mean-field kernels {kˆ(t), MˆC(t, s), MˆR(t, s)} would be sim-
ply diagonal, as discussed in the companion paper [1]. Under a shear strain ˙ˆγ(t)x = γ˙(t)x2 xˆ1, the rotational symmetry of
Eqs. (23)-(24) is broken exclusively in the two-dimensional shear plane, hence the kernels are diagonal except in the sector
8{xˆ1, xˆ2}. They have thus the following structure:
kˆ(t) =

k11(t) k12(t) 0 0 · · · 0
k21(t) k22(t) 0 0 · · · 0
0 0 kiso(t) 0 · · · 0
...
... 0
. . .
. . .
...
...
...
...
. . .
. . . 0
0 0 0 · · · 0 kiso(t)

⇔ kˆ(t) :=
{
kiso(t), k11(t), k12(t), k21(t), k22(t)
}
, (25)
and similarly for the memory kernels MˆC,R(t, s) :=
{
M isoC,R(t),M
11
C,R(t),M
12
C,R(t),M
21
C,R(t),M
22
C,R(t)
}
. The overall drift Ξ¯(t)
has a priori two non-zero components {Ξ¯1(t), Ξ¯2(t)} (that vanish in the isotropic case).
The kernels and drift definitions are all related to the forces between particles, so we need to examine statistical averages of
simple and double derivatives of the interaction potential in high dimension. We use that O(w) = O(u) = O(1/d) to rewrite
first for the unitary inter-particle distance:
rˆ(t) =
r(t)
|r(t)| =
r
′
0(t) +w(t)
|r′0(t) +w(t)|
≈ rˆ′0(t) . (26)
Since rˆ20 = 1, its correct scaling is rˆ0,µ = gµ/
√
d where gµ = O(1). Then for the drifted initial condition:
r
′
0(t)
(10)
=
(
1ˆ + γˆ(t)
)
r0 = r0 + γ(t)r0,2xˆ1
⇒ r′0(t) = |r′0(t)| = r0
√
1 + 2γ(t)
r0,1r0,2
r20
+ γ(t)2
r20,2
r20
≈ r0
(
1 +
γ(t)
d
g1g2 +
γ(t)2
2d
g22
)
⇒ rˆ′0(t) =
r
′
0(t)
|r′0(t)|
≈
(
1ˆ + γˆ(t)
)
r0
r0
(
1 +O(1/d)) ≈
(
1ˆ + γˆ(t)
)
rˆ0 .
(27)
The normalisation of the above unitary vector is correct only in the infinite-dimensional limit. Using that the interaction potential
is radial5 we thus obtain in high dimension6:
∇µv
(|r(t)|) ≈ v′ (|r′0(t) +w(t)|) rˆ′0(t) ,
∇µ∇νv
(|r(t)|) ≈ v′′ (|r′0(t) +w(t)|) rˆ′0,µ(t)rˆ′0,ν(t) + δµν v′ (|r′0(t) +w(t)|)|r′0(t) +w(t)| . (28)
All the kernels and drift coefficients can then be reconstructed from statistical averages – over the stochastic process for w(t)
and over the initial condition r0 – of combinations of these two quantities. The corresponding explicit expressions are given in
Appendix A, and they will be further simplified in Sec. IV in the infinite-dimensional limit.
Under these symmetry considerations, we can rewrite the effective stochastic process (23) for the individual relative displace-
ments as
ζu˙1(t) = −k11(t)u1(t)−
(
k12(t)− ζγ˙(t)
)
u2(t)︸ ︷︷ ︸+
∫ t
0
ds
[
M11R (t, s)u1(s) +M
12
R (t, s)u2(s)︸ ︷︷ ︸
]
+
︷ ︸︸ ︷√
2 Ξ¯1(t) +
√
2Ξ1(t)
ζu˙2(t) = −k22(t)u2(t)− k21(t)u1(t)︸ ︷︷ ︸+ ∫ t0 ds
[
M22R (t, s)u2(s) +M
21
R (t, s)u1(s)︸ ︷︷ ︸
]
+
︷ ︸︸ ︷√
2 Ξ¯2(t) +
√
2Ξ2(t)
ζu˙µ(t) = −kiso(t)uµ(t) +
∫ t
0 dsM
iso
R (t, s)uµ(s) +
√
2Ξµ(t) , for µ ∈ {3, . . . , d} .
(29)
5 We recall the following identities for the derivatives of a radial function: ∇v
(
|r|
)
= v′
(
|r|
)
rˆ , ∇µ∇νv
(
|r|
)
= v′′
(
|r|
)
rˆµrˆν + v′
(
|r|
) δµν−rˆµrˆν
|r|
.
6 The potential v(|r′
0
(t)+w(t)|) must not be approximated further, because it changes by a finite quantity when its argument changes byO(1/d), as expressed
by Eq. (4). See the companion paper [1] for a more detailed discussion.
9The shear strain in the plane {xˆ1, xˆ2} introduces additional couplings (underbraced terms) as well as a drift and a renormalised
noise (overbraced). Out of the shear plane, the process is formally the same as in the isotropic case [1, Eq.(24)], except that here
the ‘isotropic’ kernels do depend upon the shear strain. Similarly for the effective stochastic process forw(t):
ζw˙(t) = −(kˆ(t)− ζ ˙ˆγ(t))w(t) +
∫ t
0
ds MˆR(t, s)w(s) − v′(|r′0(t) +w(t)|)
(
rˆ0 + γ(t)rˆ0,2xˆ1
)
+Ξ(t) . (30)
As such, the mean-field vectorial equations (29)-(30) (together with the kernels given in Appendix A) are quite generic: they
assume small displacements in the co-shearing frame, independent neighbours and an isotropic initial condition outside of the
shear plane. They are closed self-consistently through a central limit theorem which strictly applies with a diverging number of
neighbours (i.e. first N →∞ and secondly d→∞).
D. Dynamical equations for the matricial correlation and response functions
To close the dynamics, we now write the infinite-dimensional dynamical equations for the correlation and response functions
{Cˆ, Rˆ} in the co-shearing frame. They are matrices if no isotropy assumption is made, and are defined as follows:
Cµν(t, t′) =
1
N
N∑
i=1
〈
ui,µ(t)ui,ν(t
′)
〉
,
Rµν(t, t′) =
1
N
N∑
i=1
δ
〈
ui,µ(t)
〉
δλi,ν(s)
∣∣
{λ=0} ,
(31)
with their isotropic counterparts, as defined in Ref. [1]:
C iso(t, t′) =
1
d
d∑
µ=1
Cµµ(t, t′) =
1
Nd
N∑
i=1
〈
ui(t) · ui(t′)
〉
,
Riso(t, t′) =
1
d
d∑
µ=1
Rµµ(t, t′) =
1
Nd
N∑
i=1
d∑
µ=1
δ
〈
ui,µ(t)
〉
δλi,µ(s)
∣∣
{λ=0} .
(32)
The mean-square-displacement (MSD) functionD(t, t′) is defined with respect to the isotropic part of the correlation function:
D(t, t′) =
1
Nd
N∑
i=1
〈[
ui(t)− ui(t′)
]2〉
= C iso(t, t) + C iso(t′, t′)− 2C iso(t, t′) ,
Dr(t) = D(t, 0) .
(33)
Under shear strain, the matrices Cˆ(t, t′) and Rˆ(t, t′) have the same structure as the kernels {kˆ(t), MˆC(t, t′), MˆR(t, s)}, so their
only non-zero terms are
{
Cµµ, C12, C21
}
and
{
Rµµ, R12, R21
}
.
In order to obtain the dynamical equations for {Cˆ, Rˆ}, we start from the stochastic process for ui in Eq. (23) and make use
of the following relations for a Gaussian noise (cf. Ref. [1, Eq. (95)] and references therein towards an explicit proof of these
relations):
Rµν(t, t′) =
1
N
N∑
i=1
〈
δui,µ(t)
δ
(√
2Ξi,ν(t′)
)〉 ,
〈√
2Ξi,µ(t)ui,ν(t
′)
〉
=
∫ t′
0
ds
d∑
ν′=1
〈√
2Ξi,µ(t)
√
2Ξi,ν′(s)
〉
Rνν
′
(t′, s)
=
∫ t′
0
ds
d∑
ν′=1
[
δµν′
(
2Tζδ(t− s) + ΓC(t, s)
)
+Mµν
′
C (t, s)
]
Rνν
′
(t′, s) .
(34)
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Similarly to Ref. [1, Sec. 6] we then obtain:
ζ
[
∂
∂t
Cˆ(t, t′)− ˆ˙γ(t)Cˆ(t, t′)
]
=2TζRˆT (t′, t)− kˆ(t)Cˆ(t, t′) +
∫ t
0
ds MˆR(t, s)Cˆ(s, t
′)
+
∫ t′
0
ds
[
ΓC(t, s)1ˆ + MˆC(t, s)
]
RˆT (t′, s) ,
ζ
[
∂
∂t
Rˆ(t, t′)− ˆ˙γ(t)Rˆ(t, t′)
]
=δ(t− t′)1ˆ − kˆ(t)Rˆ(t, t′) +
∫ t
t′
ds MˆR(t, s)Rˆ(s, t
′) .
(35)
Integration intervals are truncated owing to the causality of response functions [38, 39].
Note that in the right-hand side of the first line describing the correlations dynamics we have discarded an additional term
Eˆ(t, t′) which has non-zero components only in the shear plane {xˆ1, xˆ2}:
Eµν(t, t′) =
√
2 Ξ¯µ(t)
〈
uν(t
′)
〉
(36)
with Ξ¯ the drift defined in Eq. (24), and
〈
u1,2(t
′)
〉
is solution of the first-order linear differential two-dimensional system given
by averaging the first two lines of Eq. (29) over the noiseΞ. The reason is that for d→∞ it is subdominant due to the scaling of
Ξ¯, see Appendix A. We can thus write down the correlation and response evolution for the different components, by substituting
the kernels coefficients obtained in Appendix A.
The equations for the isotropic scalar components {C iso, Riso} are obtained from them through the definition (32), summing
over all diagonal components. This operation simplifies the resulting equations with respect to Eqs. (35): the key idea is that in
the d→∞ limit other components than the isotropic ones are subdominant due to their small number. We have for instance:
1
d
∑
µν
kµν(t)Cνµ(t, t′) =
(
1− 2
d
)
kiso(t)C iso(t, t′) +
1
d
k11(t)C11(t, t′) +
1
d
k22(t)C22(t, t′) +
2
d
k12(t)C12(t, t′)
(d→∞)
= kiso(t)C iso(t, t′) .
(37)
We eventually get:
ζ∂tC
iso(t, t′) = 2TζRiso(t′, t)− kiso(t)C iso(t, t′) +
∫ t
0
dsM isoR (t, s)C
iso(s, t′) +
∫ t′
0
ds
[
ΓC(t, s) +M
iso
C (t, s)
]
Riso(t′, s) ,
ζ∂tR
iso(t, t′) = δ(t− t′)− kiso(t)Riso(t, t′) +
∫ t
t′
dsM isoR (t, s)R
iso(s, t′) .
(38)
These equations formally possess the exact same structure as the one obtained in absence of shear in Ref. [1, Eq.(96)]. However
here the ‘isotropic’ scalar kernels are affected by the shear strain through e.g. the gap process r′0(t) +w(t) defining them
self-consistently.
We show in the next section how the present mean-field description can be further simplified in the infinite-dimensional limit
into a scalar stochastic process depending on isotropic kernels, providing a rather simple description of the shear strain protocol
in this limit. This is possible because the anisotropy in the shear plane is to be compared to the large number (d− 2) of other
directions with statistical isotropy.
IV. SCALAR FORMULATION OF THE INFINITE-DIMENSIONAL EFFECTIVE DYNAMICS
In the isotropic case [1], one can simplify further the vectorial effective stochastic processes (29)-(30) into a scalar process,
benefiting from the rotational invariance of the pairwise potential v(r). We show thereafter that the argument could be applied
to the anisotropic case under shear as well, using again the statistical isotropy which prevails outside the shear plane. The proof
follows ideas initially presented in Ref. [40].
We first recall the high-dimensional scaling of the relevant quantities and of the dynamical equations (Sec. IVA). Next, we
show how the gap can be simply decomposed into three additive contributions, given by the initial condition, a ‘longitudinal’
motion, and a ‘transverse’ diffusive motion (Sec. IVB). Then we are able to write down the effective Langevin process for the
‘longitudinal’ motion (Sec. IVC), and consequently reconstruct the process for the gap itself. We provide the self-consistent
definitions of the rescaled kernels (Sec. IVD) and we wrap-up the physical picture we will have obtained (Sec. IVE).
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A. High-dimensional scaling and dynamical equations
From now on, we will explicitly write that the potential is radial, v(r) = v(|r|). We first recall the definition of the rescaled
interaction potential in high dimension given in Eq. (4):
v(r) = v¯(h) , r = ℓ(1 + h/d) , (39)
where ℓ is the typical interaction scale (which sets the length unit) and h is the rescaled gap between two interacting particles [24,
25, 28]. The physics behind these definitions is that in the limit d→∞ typical relative distances w(t) are of O(1/d), hence in
this limit we need to properly rescale the potential to focus on the fluctuating gap h(t) ∼ O(1). This rescaling is mandatory to
obtain a non-trivial dynamics.
As in Ref. [1] and following Refs. [25, 28], in high d we define the following rescaled parameters and kernels:
m̂ =
ℓ2
2d2
m , ζ̂ =
ℓ2
2d2
ζ , GC(t, s) = ℓ
2
2d2
ΓC(t, s) , GR(t, s) = ℓ
2
2d2
ΓR(t, s) ,
Cˆ(t, t′) = d
2
ℓ2
Cˆ(t, t′) , Rˆ(t, t′) = d
2
ℓ2
Rˆ(t, t′) , ∆(t, t′) =
d2
ℓ2
D(t, t′) ,
κˆ(t) =
ℓ2
2d2
kˆ(t) , MˆC(t, s) = ℓ
2
2d2
MˆC(t, s) , MˆR(t, s) = ℓ
2
2d2
MˆR(t, s) .
(40)
As a consequence we retrieve the same formal structure for the dynamical equations as in Ref. [1, Eq.(104)]:
ζ̂
∂
∂t
C iso(t, t′) =2T ζ̂Riso(t′, t)− κiso(t)C iso(t, t′) +
∫ t
0
dsMisoR (t, s)C iso(s, t′) +
∫ t′
0
ds
[
GC(t, s) +MisoC (t, s)
]
Riso(t′, s) ,
ζ̂
∂
∂t
Riso(t, t′) =δ(t− t
′)
2
− κiso(t)Riso(t, t′) +
∫ t
t′
dsMisoR (t, s)Riso(s, t′) ,
ζ̂
2
∂
∂t
∆(t, t′) =
T
2
+
κiso(t)
2
[∆r(t
′)−∆r(t)−∆(t, t′)] +
∫ t
0
dsMisoR (t, s)
1
2
[∆r(t)−∆r(t′)−∆(s, t) + ∆(s, t′)]
+
∫ max(t,t′)
0
ds
[
GC(t, s) +MisoC (t, s)
] [
Riso(t, s)−Riso(t′, s)
]
− 2T ζ̂Riso(t′, t) ,
ζ̂
2
∂
∂t
∆r(t) =
T
2
− κiso(t)∆r(t) +
∫ t
0
dsMisoR (t, s)
1
2
[∆r(t) + ∆r(s)−∆(s, t)] +
∫ t
0
ds
[
GC(t, s) +MisoC (t, s)
]
Riso(t, s) .
(41)
The next step is then to derive the self-consistent equations for the memory kernels.
B. Decomposition of the fluctuating gap
The main idea is that the individual displacements of particles with respect to their ‘drifted’ initial position
R
′
i(t) = (1ˆ + γˆ(t))Ri remain small, i.e. ui(t) = O(1/d), and non-trivial motion occurs only along the ‘longitudinal’ direc-
tion characterised by the scalar projection y(t) ∝ rˆ′0(t) ·w(t), the motion in the ‘transverse’ plane of dimension (d− 1) being
essentially diffusive.
We now investigate the longitudinal motion in Eq. (30) in the direction of r′0(t), recalling that its unitary counterpart is simply
rˆ
′
0(t) ≈
(
1ˆ + γˆ(t)
)
rˆ0 according to Eq. (27). We define
y(t) ≡ d
ℓ
rˆ
′
0(t) ·w(t) ∼ O(1) , y(0) = 0 . (42)
We thus divide the interaction distance into three additive contributions with distinct physical origins:
|r(t)| = |r′0(t) +w(t)| ≈ r′0(t) + rˆ′0(t) ·w(t) +
w(t)2
2r′0(t)
(43)
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where we used that |w(t)| ≪ r′0(t) in high dimension. We can evaluate these different contributions with the definitions (42)
and
(i) r0 ≡ ℓ
(
1 +
h0
d
)
⇒ r′0(t)
(27)≈ ℓ
(
1 +
h0
d
+
γ(t)
d
g1g2 +
γ(t)2
2d
g22
)
,
(ii) ∆r(t) ≡ d
ℓ2
〈
|u(t)|2
〉
⇒ |w(t)2| ≃
〈
w(t)2
〉
(12)
=
〈
u1(t)
2
〉
+
〈
u2(t)
2
〉
− 2 〈u1(t) · u2(t)〉 ≈ 2ℓ2
d
∆r(t) .
(44)
In (i)we make an assumption about the scaling of the initial pair distribution (which can be shown for an equilibrium distribution
to derive from the thermodynamics of the system [28, 41]). (ii) is the rescaled mean-square-displacement (MSD) function in the
co-shearing frame, in other words the non-affineMSD function; there, we followed the same argument as in Ref. [1, Sec. 5.1.1.].
The random variablew(t)2 = |u1(t)− u2(t)|2 is a sum over d components dominated by the µ > 3 ones which are independent
identically distributed variables according to Eq. (29). Their large number (d− 2) makes their contribution dominate the sum
w(t)2 which can be thus replaced by its average, because from the central limit theorem fluctuations are subdominant, as is the
crossed term u1(t) · u2(t) due to independence of most components. Gathering all this, we can rewrite Eq. (43) as
|r(t)| = |r′0(t) +w(t)| ≈ ℓ(1 + h(t)/d) , with h(t) ≡ h0 + γ(t)g1g2 +
1
2
γ(t)2g22 + y(t) + ∆r(t) . (45)
Physically, the system depends on its initial configuration through the sampling of the initial gap h0 and of the initial direction
in the shear plane gµ =
√
d rˆ0,µ, µ = 1, 2. One can show, using hyperpolar angles, that upon integration over the unit sphere, the
components gµ are Gaussian distributed with zero mean and unit variance [40, Sec. 3.2]. Besides, if we start from an equilibrium
initial condition (of inverse temperature β0), then h0 is sampled according to dh0 e
h0−β0v¯(h0) (see Appendix A). Under shear,
the system will thus keep a memory of its initial configuration in the shear plane. Setting γ(t) = 0 we recover the results of the
isotropic case in the companion paper Ref. [1].
C. Effective Langevin process for the ‘longitudinal’ motion
We now need to write down the effective stochastic process for the fluctuating scalar y(t), which is the projection of the
relative motion w(t) on the ‘drifted’ initial distance r′0(t) = (1ˆ + γˆ(t))r0. Note that the evolution equation of the MSD ∆r(t),
also needed in order to close our effective dynamics, is given by Eq. (41).
We thus have to project the stochastic process for w(t), Eq. (30), on rˆ′0(t). In Appendix B we examine each individual
contributions of this projection, taking care of the few non-diagonal coefficients of the kernels. In fact, all the anisotropic terms
turn out to be subdominant in the infinite-dimensional limit, because they involve only two components which are negligible in
the d-dimensional scalar products. So, with the rescalings given by Eq. (40), we eventually obtain the following one-dimensional
effective stochastic process:
ζ̂y˙(t) = −κiso(t)y(t) +
∫ t
0
dsMisoR (t, s) y(s)− v¯′(h(t)) + Ξ(t) ,
h(t) = h0 + γ(t)g1g2 +
1
2
γ(t)2g22 + y(t) + ∆r(t) ,
Initial condition: y(0) = 0 , γ(0) = 0 , ∆r(0) = 0 ,
Gaussian noise:
〈
Ξ(t)
〉
Ξ
= 0 ,
〈
Ξ(t)Ξ(s)
〉
Ξ
= 2T ζˆδ(t− s) + GC(t, s) +MisoC (t, s) .
(46)
The ‘isotropic’ scalar kernels are defined in the section below and in Appendix A. This process is essentially the same as in
Ref. [1] except for the definition of the gap h(t) itself, which is affected by the drift in the shear plane. We emphasise that this is
the effective stochastic process that characterises the fluctuations along the longitudinal direction r′0(t) given essentially by the
strained initial condition.
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From Eq. (46) we can equivalently write an equation directly for the gap in the co-shearing frame:
ζ̂h˙(t) = −κiso(t) (h(t)− h0)+ ∫ t
0
dsMisoR (t, s)
(
h(s)− h0
)− v¯′(h(t)) + BMSD(t) + Bshear(t) + Ξ(t) ,
BMSD(t) ≡ ζ̂∆˙r(t) + κiso(t)∆r(t)−
∫ t
0
dsMisoR (t, s)∆r(s) ,
Bshear(t) ≡ ζ̂γ˙(t)
(
g1g2 + γ(t)g
2
2
)
+ κiso(t)γ(t)
(
g1g2 +
1
2
γ(t)g22
)
−
∫ t
0
dsMisoR (t, s)γ(s)
(
g1g2 +
1
2
γ(s)g22
)
,
Initial condition: h(0) = h0 , γ(0) = 0 , ∆r(0) = 0 ,
Gaussian noise:
〈
Ξ(t)
〉
Ξ
,
〈
Ξ(t)Ξ(s)
〉
Ξ
= 2T ζˆδ(t− s) + GC(t, s) +MisoC (t, s) .
(47)
In absence of shear we would have Bshear(t) = 0 and recover the isotropic case results of Ref. [1]. Note that without shear and
at equilibrium at temperature T = T0 we would also have BMSD(t) = T [25, 28]. We denote the statistical averages over the
processes in Eq. (47), for a given initial condition, as 〈•〉h|h0,g1,g2 .
D. Self-consistent definitions of the rescaled kernels
We can now derive the self-consistent equations for the kernels. Their rescaled versions (40) are calculated in Appendix A
from the high-d limit of Eq. (24):
κiso(t) =
ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)
〈
v¯′′(h(t)) + v¯′(h(t))
〉
h|h0,g1,g2 ,
MisoC (t, t′) =
ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)〈v¯′(h(t))v¯′(h(t′))〉h|h0,g1,g2 ,
MisoR (t, s) =
ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)
δ〈v¯′(h(t))〉h|h0,g1,g2,P
δP(s)
∣∣∣∣∣
P=0
,
(48)
where ϕ̂ = ρVdℓ
d/d is a rescaled packing friction and Vd = π
d/2/Γ(d/2 + 1) the volume of the unit sphere in d dimensions.
We have to integrate over the initial condition, which we write generally as gin(r0) = gin(r0,1, r0,2, |r⊥0 |), r⊥0 being the com-
ponent transverse to the shear plane, which is assumed isotropic. In high dimension, this depends only on the rescaled gap h0
and components g1, g2 (see Appendix A 1): Dgµ is the measure of the projection of the initial condition on the shear plane,
with gµ =
√
d rˆ0,µ and Dgµ = dgµ e−g
2
µ/2/
√
2π. The perturbation P(t) acts in v¯′(h(t))→ v¯′(h(t)− P(t)), similarly to the
definition of the matricial response memory kernel (24). These kernels are essentially the same as for the isotropic case (see
Ref. [1, Sec. 5.1.3]), except for the integration over the initial condition in the shear plane, which is included in the gap h(t). If
we start from equilibrium at inverse temperature β0, we have gin(h0, g1, g2) = geq(h0) = e
−β0v¯(h0), which depends only on the
radial gap by isotropy of the pair potential.
E. Wrap-up
The isotropy is broken in presence of shear, as we can see in the vectorial equations. Consequently, any observable involving
a correlation between the directions µ = 1, 2 might have an explicit dependence on the accumulated shear strain γ(t), as for
instance the shear stress σ(t) = −Π12(t) [1]. However, because the shear impacts only two directions in a d-dimensional
space, one can still recover a simple scalar stochastic process y(t) ∝ r′0(t) ·w(t) controlling the dynamics, once we have placed
ourselves in the co-shearing frame and projected the motion onto the initial direction r0 of the interaction; all the arguments
presented in Ref. [1] (in absence of shear), based on the high-dimensional physics, remain thus valid. We emphasise that this
scalar process depends on shear only through the rescaled gap h(t) = h0 + γ(t)g1g2 +
1
2γ(t)
2g22 + y(t) + ∆r(t), keeping a
memory of the initial condition via {h0, g1, g2}. The scalar effective process is given in Eq. (47). From the scalar effective
process one can obtain self-consistently the memory kernels according to Eq. (48) and the correlation functions using Eq. (41).
Once the memory kernels are obtained, one can derive the time evolution of any observable from the effective process, as
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explained in Ref. [1, Sec.7]. Examples of one-time quantities are the energy, pressure, and shear stress,
ê(t) =
e(t)
d
=
ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)
〈
v¯(h(t))
〉
h|h0,g1,g2 ,
p̂(t) =
βP (t)
d ρ
=
βTrΠˆ(t)
d2 ρ
= − ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)
〈
βv¯′(h(t))
〉
h|h0,g1,g2 ,
σ̂(t) =
βσ(t)
d ρ
= −βΠ12(t)
d ρ
=
ϕ̂
2
∫ ∞
−∞
dh0
∫
Dg1Dg2 eh0gin(h0, g1, g2)g1g2
〈
βv¯′(h(t))
〉
h|h0,g1,g2 ,
(49)
and correlation functions can be computed along the same lines [25, 28].
Note that one may restore all the single-particle terms from the initial Langevin dynamics (1), namely a finite mass m and
non-local friction kernel ΓR(t, s). We refer the reader to the companion paper [1], and more specifically to its summary section 7,
because the corresponding equations can be deduced straightforwardly from there. Note that in presence of a finite mass, the
initial distribution of velocities should also be specified, and a kinetic term should be added to some observables.
V. STATE-FOLLOWING PROTOCOL UNDER A FINITE SHEAR STRAIN
As an application of the effective dynamics in infinite dimension, we want to follow an initial dynamically arrested (i.e. solid)
equilibrium state under a quasistatic strain. The general setting for this protocol has been discussed in Refs. [39, 42], and in
the companion paper Ref. [1, Sec. 8.2], and we briefly recall it below. We consider that the system is initially prepared in
equilibrium below the dynamical transition temperature, where diffusion is arrested and the system is trapped into an infinitely
long-lived glassy metastable state. Correspondingly, the equilibrium dynamics displays a fast time scale, during which the
system ergodically explores the metastable state in equilibrium with its thermal bath, and a formally infinite time scale, during
which the system is confined into the metastable state. As a consequence, the memory kernels do not fully decorrelate and reach
a finite value (or ‘plateau’) at long times. Because the system is in equilibrium at short times, in the long-time limit a slowly
applied strain (on a finite timescale τ ) should be equivalent to an instantaneous one γ˙(t) = γδ(t) (formally corresponding to
τ → 0). The latter case has been studied using a static formalism [4, 5, 7], whereas the former case provides a good starting
point for a dynamical justification of the previous static results.
A. Case of a slowly applied strain
We first consider the case of a strain γ smoothly applied over a finite timescale τ . In other words, we assume that ˆ˙γ(t)→ 0
for t→∞, and therefore γˆ(t)→ γˆ and we conveniently introduce the following notation:
Sˆγ = 1ˆ + lim
t→∞
γˆ(t) ⇒ lim
t→∞
r
′
0(t) = Sˆγr0 = r0 + γr0,2xˆ1 . (50)
If the system is initially prepared in equilibrium in a dynamically arrested phase for T < Td, where Td is the dynamical glass
transition temperature, it will stay in a solid phase for small enough γ [7]. We can thus consider the same restricted equilibrium
ansatz as in Ref. [1, Sec. 8.2.1]. The ansatz will cease to be valid when the system actually ‘breaks’ at the so-called ‘yielding
transition’ [7], beyond which we expect flowing (i.e. diffusive) behaviour. As we know that in the limit d→∞ the anisotropic
contributions for the interparticle distance w(t) are washed out and survive only within the pair potential (see Eq. (46)), for
convenience we shall use the vectorial formulation discarding from the start these anisotropic contributions.
At long times t, s→∞ we assume that the memory kernels and the noise can be decomposed as follows [1, 25, 39, 42]:
M isoC (t, s)
(t,s→∞)−→ Mf (t− s) +M∞ ,
M isoR (t, s)
(t,s→∞)−→ βθ(t− s)∂sMf (t− s) ,
Ξ(t)
(t→∞)−→ Ξf (t) +Ξ∞ with

〈
Ξfµ(t)
〉
req,Ξ∞
= 0 ,
〈
Ξfµ(t)Ξ
f
ν (s)
〉
req,Ξ∞
= δµν
[
Tζδ(t− s) + 12Mf(t− s)
]
,
Ξ∞µ = 0 , Ξ∞µ Ξ∞ν = δµν
1
2M∞ ,
kiso(t)
(t→∞)−→ k∞ , keff ≡ k∞ − βMf (0) .
(51)
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This ansatz assumes a clear timescale separation, with a part related to fast equilibrium fluctuations characterised by the
fluctuation-dissipation (FDT) relation, and a plateau at long times, encoding the metastability of the glass. First, M∞ is the
long-time plateau of the memory function, and Mf(t− s) is the fast part that decays quickly to zero for |t− s| → ∞ and is
related by FDT to the response M isoR (t− s) (which has no slow part). Secondly, the Gaussian noise Ξ(t) is decomposed into
two Gaussian components, with their corresponding statistical averages: 〈•〉req,Ξ∞ is an equilibrium average restricted to a given
value Ξ∞, and • denotes the ‘disorder average’ over Ξ∞ (which characterises the glassy metabasin in which the system is
trapped). Thirdly, the kernel kiso(t) is a single-time quantity and as such it simply goes to its long-time limit value kiso∞ .
Physically, this ansatz expresses the assumption that the system reaches a stationary state at long times (hence, time-
translational invariance holds), characterised by restricted equilibrium (hence, FDT holds) and by a memory of the initial
condition due to the system being trapped in a glass basin (hence, an infinite plateau of the memory function).
With our following assumptions, the sole impact of a finite shear γ will be a drift modification of the initial condition. Indeed,
plugging the ansatz (51) into the stochastic process forw(t) given by Eq. (23), we obtain for long times t:
ζ
2
w˙(t) = −k∞
2
w(t) +
β
2
Mf(0)w(t) − β
2
∫ t
0
dsMf(t− s)w˙(s)−∇v(Sˆγr0 +w(t)) +Ξf (t) +Ξ∞ , (52)
where, as mentioned above, we neglected some anisotropic contributions that vanishes for high d. Then we can rewrite the
stochastic process by regrouping the dissipative terms versus the terms deriving from a potential as
ζ
2
w˙(t) +
β
2
∫ t
0
dsMf (t− s)w˙(s) = −
[
∇v(Sˆγr0 +w(t)) + 1
2
keffw(t) −Ξ∞
]
+Ξf (t) . (53)
This equation describes an equilibrium dynamics in the modified potential
veff(w) = v(Sˆγr0 +w) +
keff
4
(
w − 2Ξ
∞
keff
)2
, (54)
and has thus the following (normalised) probability distribution [1]:
Preq(w; r0, keff ,Ξ
∞) =
(
βkeff
4π
)d/2
e−βv(Sˆγr0+w)−
βkeff
4
(w−2Ξ∞/keff )2
e
1
βkeff
∇2
e−βv(Sˆγr0+2Ξ∞/keff )
, (55)
provided that keff > 0 for the potential to be confining, allowing for a restricted equilibrium distribution. Note that we used a
compact notation for a Gaussian convolution via the operator e
A
2
∇2 [1, Sec. 8.2.1].
Consistently, we can then assume that the long-time MSDs have a finite limit, in other words that the particles are typically
stuck into a metabasin (the above confining potential). The relation between the long-time MSDs and the memory kernels are
the same as those given in Ref. [1]:
Dr =
1
d
〈|u|2〉
req
=
1
βkeff
+
M∞
k2eff
, D =
2
d
[
〈|u|2〉
req
− | 〈u〉req |2] =
2
βkeff
. (56)
Note that these MSDs are defined within the co-shearing frame (i.e. removing the affine contribution to the displacement), but
we skipped the exponent ‘cs’. Introducing for convenience A = | 〈u〉req |2 = 2Dr −D = 2M∞/k2eff , one can therefore express
the self-consistent equations as follows:
1
D
− A
D
2 =
β
2
(keff − βM∞) = −ρ
d
∫
dr0 e
−β0v(r0)e
A
2
∇2
 ∇22 e D2∇2e−βv(Sˆγr0)
e
D
2
∇2e−βv(Sˆγr0)
 , (57)
1
D
=
βkeff
2
= −ρ
d
∫
dr0 e
−β0v(r0)e
A
2
∇2∇2
2
log
[
e
D
2
∇2e−βv(Sˆγr0)
]
. (58)
From these two last equations one can access {D,A} and thus the long-time limit MSDs {D,Dr} or, equivalently, {keff ,M∞}.
Note that Eqs. (57)-(58) are obtained by taking the derivatives with respect to A and D of the glass free energy
− βfg = d
2
[
1 + log(πD) +
A
D
]
+
ρ
2
∫
dr0 e
−β0v(r0)e
A
2
∇2 log
[
e
D
2
∇2e−βv(Sˆγr0)
]
. (59)
The control parameter of Eqs. (57)-(58) are the two inverse temperatures β and β0, the specific interaction potential v(|r|) and
the density ρ. The finite strain is present only through the factors e−βv(Sˆγr0). Physically, in the range of parameters for which
these two equations can be satisfied, the system can sustain a solid phase after a finite shear strain, characterised by finite values
for {keff ,M∞, Dr, D}. On the contrary, when these equations cannot be satisfied, that means that our previous assumptions
break down, and we should expect to have {keff = 0,M∞ = 0} and diverging long-time MSDs. Physically, this corresponds to
the flow regime beyond the yielding transition.
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B. Case of an instantaneous strain
We now consider the application of a static shear strain, which formally corresponds to γ˙(t) = γδ(t). In other
words, we consider an equilibrium initial configuration {Ri}, to which we immediately apply an affine strain
Ri → R′i = Ri + γRi2xˆ1 = SˆγRi, where Sˆγ = 1ˆ + γxˆ1xˆT2 , and we then run the dynamics starting from the sheared initial
condition, as it is done in the static approach of Refs. [4, 5, 7].
This amounts to first sampling the initial condition according to the radial distribution e−β0v(r0), and then using the affinely
deformed r′0 = Sˆγr0 as the initial condition of the effective process for w(t). Because in this case the deformation only ap-
pears in the initial condition, we can use the dynamical equations without strain discussed in Ref. [1], simply using as initial
condition a random vector r′0 such that r0 = Sˆ−γr
′
0 is sampled in equilibrium, i.e. r
′
0 is sampled with distribution e
−β0v(Sˆ−γr0).
The glass free energy then corresponds to the one in Ref. [1, Eq.(140)], with a modified distribution of the initial condition,
e−β0v(r0) → e−β0v(Sˆ−γr0), leading to
− βfg = d
2
[
1 + log(πD) +
A
D
]
+
ρ
2
∫
dr′0 e
−β0v(Sˆ−γr′0)e
A
2
∇2 log
[
e
D
2
∇2e−βv(r
′
0)
]
. (60)
Changing variables back to r0 = Sˆ−γr′0, and exploiting the fact that (i) the Jacobian is unity since det Ŝγ = 1, and (ii) for
d→∞ one can consider Ŝγ as unitary to leading order, thus∇2r′0 ≃ ∇
2
r0
, one can show that Eq. (60) is equivalent to Eq. (59).
Both Eqs. (59) and (60) reproduce, in the high-dimensional limit, the result derived in Ref. [7]. We only give here the
main idea of the proof [40]. On the one hand, in the ideal gas term of the free energy one should simply rescale the MSDs
appropriately, D = ∆ℓ2/d2 and A = αℓ2/d2. On the other hand, for the excess free energy term given in Eq. (60), in high
dimension the convolution becomes e
D
2
∇2e−βv(r
′
0) → e∆2 d
2
dh2 e−βv¯(h0+∆/2) [43]. Next, similarly to the discussion in Sec. IVB
leading to Eq. (45), one observes that in high dimension |Sˆ−γr′0| = ℓ
(
1 + h0/d− γrˆ0,1rˆ0,2 + γ
2
2 rˆ
2
0,2
)
and the components
of
√
d rˆ0 become uncorrelated random Gaussian variables gµ with zero mean and unit variance. So, integrating by parts the
operator e
A
2
∇2 and replacing vectorial integration by scalar ones in high d, we finally obtain
−βfexg =
ρ
2
∫
dr′0
[
e
A
2
∇2e−β0v(Sˆ−γr
′
0)
]
log
[
e
D
2
∇2e−βv(r
′
0)
]
=
dϕ̂
2
∫ ∞
−∞
Dg1Dg2 dh0 eh0
[
e
α
2
d2
dh2 e−βv¯(h0+α/2−γg1g2+γ
2g22/2)
]
log
[
e
∆
2
d2
dh2 e−βv¯(h0+∆/2)
]
=
dϕ̂
2
∫ ∞
−∞
dh0 e
h0
∫ Dg eα+γ2g22 d2dh2 e−βv¯(h0+α+γ2g22 )
 log [e∆2 d2dh2 e−βv¯(h0+∆/2)] .
(61)
This results coincides with the replica-symmetric result of Ref. [7].
Similarly to the case of random forces, it has been shown in Ref. [7] that applying a small strain γ to a solid solution (with
finite D), the solution is first weakly modified, thus describing the elasticity of the solid, while for larger γ it disappears at the
yielding point, beyond which diffusive dynamics should set in.
VI. CONCLUSIONS
In this paper, we derived the dynamical mean field equations that describe the dynamics of an infinite-dimensional particle
system submitted to a shear strain. They are formulated in terms of a scalar stochastic process, Eq. (47), whose memory kernels
are determined self-consistently by Eq. (48), with correlation functions given by Eq. (41). Physical observables are obtained as
averages over the effective process, such as Eq. (49). For the derivation, we used the same key features of high-dimensional
physics as in Refs. [1, 25, 26], but only once we moved into the co-shearing frame: (i) small displacements ui(t) around the
drifting initial positionsR′i(t) = Ri + γ(t)Ri,2xˆ1, (ii) uncorrelated numerous neighbours, and (iii) a statistical isotropy of the
system in the (d− 2) directions orthogonal to the shear plane.
The derivation presented in this paper is based on a perturbative cavity approach [37]. As in the companion paper [1], it is
possible to derive the same set of dynamical equations through a MSRDDJ path-integral formalism. The essential logical steps,
as in Secs. 4 and 5.1 of the companion paper [1], are the following:
(i) one must write the dynamical action in the co-shearing frame as in Eq. (14); the dynamical virial expansion can then be
truncated to its first excess term;
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(ii) the excess term depends only on a stochastic variablew(a) = u1(a)− u2(a) (in the supersymmetric formulation), which,
as other dynamical quantities, can be treated as isotropic out of the shear plane. Following similar arguments than the ones
presented in Ref. [1, Sec. 5.1.1] and Sec. IVB, one obtains a scalar process for the projection y(a) = dℓ rˆ
′
0(t) ·w(a), where
the only modifications with respect to Ref. [1] are relative to the measure of the initial condition and the dependence upon
{h0, g1, g2} inside the rescaled pair potential as in Eq. (45);
(iii) the ideal gas term can be treated in an identical way to Ref. [1], taking into account that the dominant contribution of
tensors come from the diagonal;
(iv) finally the saddle-point equation is in principle matricial but its diagonal defines the ‘isotropic’ kernels of Eq. (48), retriev-
ing the correct dynamics for the projected motion as in Eq. (46).
We believe that the programme, initiated in Ref. [28], of establishing dynamical mean field equation to describe, in full
generality, the out-of-equilibrium dynamics of infinite-dimensional particle systems, is now complete. As a side result, this
study provides a fully dynamical derivation of the state following equations obtained in Ref. [7] via the replica method. These
equations were used in Refs. [7–9] to provide physical predictions for the quasistatic rheology of strained glasses, in good
qualitative agreement with numerical simulations in d = 3 [10–12].
The challenge for the future is of course to extract physical information from these equations. While fully analytical solutions
seem to be out of reach, it might be possible to develop approximations schemes to map the complete equations on simplified
models, such as elasto-plastic models [22]. This would provide an interesting first-principle derivation of such models, and
clarify the physical assumptions involved in their formulation. Complementarily, methods to solve these equations numerically
are currently being developed [44]. This requires, starting from an ansatz for the memory kernels, to perform the following
steps: (i) generate several realisations of correlated noise, (ii) solve numerically a one-dimensional stochastic equation with such
colored noise, and (iii) determine a new estimate for the memory kernels by measuring the appropriate correlation functions on
the stochastic trajectories. The procedure is then repeated until convergence [44]. In principle, straightforward application of
these numerical methods might allow one to extract the physical behaviour in several interesting regimes, such as equilibrium
dynamics, start-up shear strain dynamics, dynamics of active matter, micro-rheology, critical dynamics close to jamming, and
so on. In situations where a strong separation of time scales is observed, such as aging, the numerical solution will be more
challenging and analytical insight will be necessary [45, 46]. The study of out-of-equilibrium stationary states could also be
possible by self-consistently determining the distribution of initial conditions, gin(h0, g1, g2).
Another important direction for future research is to go beyond the pure mean field description by including corrections of
different nature, such as the static structure of the fluid and the wave-vector dependence of dynamical correlators. These features
can be included by resummations of the high d expansion [27]. They are not expected to affect qualitatively the dynamics, but
will increase the quantitative accuracy of the theory, as in MCT [19]. Other important finite-dimensional ingredients are, for
example, the spatial fluctuations of dynamical observables such as the shear stress, that are often treated phenomenologically,
e.g. in elasto-plastic models [22]. It would be nice to construct a theory partially based on the dynamical mean field equations,
to capture at least some of the ingredients that are at the basis of such models.
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Appendix A: Explicit anisotropic coefficients of the memory kernels
We provide thereafter the explicit expressions for the non-zero coefficients of the kernels and overall drift, self-consistently
defined in Eq. (24) by the high-dimensional effective stochastic processw(t).
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1. Derivatives and integrations in infinite dimension
Because all the coefficients are statistical averages of simple or double derivatives of the interaction potential, we will use
Eq. (28), which can be simplified for high d through Eq. (27) and the scaling of the potential in Eq. (39):
∇21v
(|r′0(t) +w(t)|) ≃ dℓ2 [v¯′′(h(t)) (g1 + γ(t)g2)2 + v¯′(h(t))] ,
∇1∇2v
(|r′0(t) +w(t)|) = ∇2∇1v (|r′0(t) +w(t)|) ≃ dℓ2 v¯′′(h(t)) [g1g2 + γ(t)g22] ,
∇µ∇νv
(|r′0(t) +w(t)|) (µ,ν 6=1)≃ dℓ2 [v¯′′(h(t))gµgν + v′(h(t))δµν] .
(A1)
Concerning the integration measure, one has dr0 = r
d−1
0 dr0 drˆ0 with r0 = ℓ(1 + h0/d). In high d, the radial part becomes
rd−10 dr0 = ℓ
d(1 + h0/d)
d−1dh0/d ∼ (ℓd/d)eh0dh0. Furthermore, as shown in Ref. [40, Sec. 3.2], in high d the solid angle
measure reads drˆ0 ≈ Ωd
∏d
µ=1Dgµ with Ωd = dVd the d-dimensional solid angle, gµ =
√
drˆ0,µ and Dg the Gaussian measure
with unit variance and zero mean. Hence, in high d,
dr0 ≈ Vdℓdeh0dh0
d∏
µ=1
Dgµ , gµ =
√
d rˆ0,µ ≈
√
d r0,µ/ℓ , r0 = ℓ(1 + h0/d) . (A2)
The initial condition, here and in the following, is assumed to be isotropic out of the shear plane, i.e. gin(r0) = gin(r0,1, r0,2, |r⊥0 |)
where the transverse radial component |r⊥0 | ∼ r0 for high d, and r0,µ = r0rˆ0,µ ∼ r0gµ/
√
d. Therefore, provided the dependence
in these variables is scaled suitably so that it remains finite for high d, we get gin(r0) ∼ gin(h0, g1, g2) with a slight abuse of
notation. All in all, we can replace
ρ
d
∫
dr0 gin(r0) • → ϕ̂
∫ ∞
−∞
dh0 e
h0
∫ d∏
µ=1
Dgµ gin(h0, g1, g2) • , 〈•〉w → 〈•〉h|h0,g1,g2 , (A3)
with ϕ̂ = ρVdℓ
d/d the rescaled packing fraction defined in Sec. IVD.
2. Overall drift Ξ(t): average force
The overall drift Ξ¯(t) has non-zero components only in the shear plane {xˆ1, xˆ2} by symmetry. For µ = 1, 2 we have
√
2 Ξ¯µ(t)
(24)
= − ρ
∫
dr0 gin(r0)
〈
v′
(|r′0(t) +w(t)|)〉
w
(
rˆ0,µ + γ(t)rˆ0,2 δ1,µ
)
(d→∞)
= − d
3
2
ℓ
ϕ̂
∫ ∞
−∞
dh0 e
h0
∫
Dg1Dg2 gin(h0, g1, g2)
〈
v¯′(h(t))
〉
h|h0,g1,g2
(
gµ + γ(t)g2δ1,µ
)
= O(d 32 ) .
(A4)
which is negligible when compared to ζ, MˆC or ΓC as they scale as O(d2). As a consequence it can be overlooked in the
high-dimensional limit.
3. Memory kernel MˆC(t, s): force-force correlator
The matricial memory kernel MˆC(t, s) is given, before dimensional rescaling, by
MµνC (t, s)
(24)
= ρ
∫
dr0 gin(r0)
〈
v′
(|r′0(t) +w(t)|) v′ (|r′0(s) +w(s)|)〉
w
(
rˆ0,µ + γ(t)rˆ0,2 δ1,µ
) (
rˆ0,ν + γ(s)rˆ0,2 δ1,ν
)
.
(A5)
Because the shear impacts only two directions, we haveMµνC = 0 for µ 6= ν /∈ {1, 2} andMµµC is independent of µ for µ 6= 1, 2.
We can thus perform the following approximation:
µ 6= 1, 2 ⇒ MµµC
(d→∞)≃ 1
d
d∑
ν=1
MννC =:M
iso
C , (A6)
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M isoC (t, s)
(d→∞)
= ρ
∫
dr0 gin(r0)
〈
v′
(|r′0(t) +w(t)|) v′ (|r′0(s) +w(s)|)〉
w
. (A7)
The rescaled kernel in the limit d→∞ reads:
MµνC (t, s) ≡
ℓ2
2d2
MµνC (t, s)
⇒

M11C (t, s) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′(h(t))v¯′(h(s))〉h|h0,g1,g2
× [g21 + (γ(t) + γ(s))g1g2 + γ(t)γ(s)g22] ,
M12C (t, s) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′(h(t))v¯′(h(s))〉h|h0,g1,g2 (g1g2 + γ(t)g22) ,
M21C (t, s) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′(h(t))v¯′(h(s))〉h|h0,g1,g2 (g1g2 + γ(s)g22) ,
M22C (t, s) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′(h(t))v¯′(h(s))〉h|h0,g1,g2 g22
MµµC (t, s) =MisoC (t, s) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′(h(t))v¯′(h(s))〉h|h0,g1,g2 for µ > 3 .
(A8)
The crucial remark here is that all these kernel components are of the same order when d→∞. But because the one associated
to spatial components µ > 3 are much more numerous, the anisotropic components can be neglected everywhere.
4. Memory kernel MˆR(t, s): average response of the force
The matricial response memory kernel MˆR(t, s) is given, before dimensional rescaling, by
MµνR (t, s)
(24)
= ρ
∫
dr0 gin(r0)
δ
〈
v′
(|r′0(t) +w(t)|)〉
w,P
δPν(s)
∣∣∣∣∣
P=0
(
rˆ0,µ + γ(t)rˆ0,2 δ1,µ
)
. (A9)
In the following we shall be less concerned by this actual kernel than by the similar ‘frictional’ term arising from the projection
of the force in Eq. (16) (or rather the difference Fi(t)− Fj(t) which yields the process for the interparticle distance Eq. (21))
on the dominant direction of the interparticle force. This involves computing the perturbation of the force between two particles
when the interaction distance is shifted (here the shift at time s is referred to as −P (s)). First, let us note that for high d the
vector
〈
∇v (|r′0(t) +w(t)|)〉
w,P
is essentially directed along rˆ′0(t). Second, since the potential is radial, one has to inspect the
distance:
|r′0(t) +w(t)− P (t)| = r′0(t)
√√√√
1 + 2
rˆ
′
0(t) ·w(t)
r′0(t)
+
w(t)2
r′0(t)
− 2P (t) ·
rˆ′0(t) +
w(t)
r′0(t)
r′0(t)
+
P (t)2
r′0(t)2
. (A10)
The first P -independent terms in the square root have been studied in Sec. IVB and are of O(1/d). Similarly, it follows that
P (t) ∝ rˆ′0(t) maximises the impact of the perturbation on the distance and must scale as P (t) = O(1/d). Let us then define
P (t) = (ℓ/d)P(t)rˆ′0(t), then Eq. (A10) is written as, following the same arguments as in Sec. IVB,
|r′0(t) +w(t)− P (t)|
(d→∞)
= r′0(t) +
ℓ
d
[
y(t) + ∆r(t)− P(t)
]
, (A11)
up to subdominant corrections. Incidentally, this shows that such a perturbation corresponds, in the rescaled potential v¯(h(t)), to
the gap shift h(t)→ h(t)− P(t) defined in Eq. (45). As an example, if one considers instead a perturbation in any fixed direction
xˆµ, i.e. P (t) = (ℓ/d)Pµ(t)xˆµ, one would get instead of P(t) in Eq. (A11) a term Pµ(t)rˆ0,µ which would be subdominant as
rˆ0,µ = O(1/
√
d).
From the above discussion we conclude that the matrix δ
〈
∇v (|r′0(t) +w(t)|)〉
w,P
/δP (s) is dominated by its com-
ponent along the projector rˆ′0(t)rˆ
′
0(s)
T , in the sense that any double contraction of it will be negligible with respect to
rˆ
′
0(t) · δ
〈
∇v (|r′0(t) +w(t)|)〉
w,P
/δP (s) where P (s) = P (s)rˆ′0(s). This is emphasised by the following definition of a
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scalar (contracted) kernel (respectively bare and rescaled) corresponding to this projector component:
M isoR (t, s) :=
ρ
d
∫
dr0 gin(r0)
δ
〈
rˆ
′
0(t) · ∇v
(|r′0(t) +w(t)|)〉
w,P
δP (s)
∣∣∣∣∣
P=0
with P (s) = P (s)rˆ′0(s) ,
MisoR (t, s) :=
ℓ2
2d2
M isoR (t, s)
(d→∞)
=
ϕ̂
2
∫ ∞
−∞
dh0 e
h0
∫
Dg1Dg2 gin(h0, g1, g2)
δ
〈
v¯′(h(t))
〉
h|h0,g1,g2,P
δP(s)
∣∣∣∣∣
P=0
,
(A12)
where in the second line the gap perturbation is v¯(h(t))→ v¯(h(t)− P(t)) as mentioned earlier, corresponding to a perturbation
P (t) = (ℓ/d)P(t) in the first line.
Note that we may express the isotropic response kernel through the same definition as in Ref. [1], equivalent in high dimension,
M isoR (t, s) =
ρ
d
d∑
µ=1
∫
dr0 gin(r0)
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δPµ(s)
∣∣∣∣∣
P=0
, (A13)
since we have (we start in the left-hand side from P (s) = P (s)rˆ′0(s))
δ
〈
rˆ
′
0(t) · ∇v
(|r′0(t) +w(t)|)〉
w,P
δP (s)
∣∣∣∣∣
P=0
=
d∑
µ=1
rˆ
′
0,µ(t)
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δP (s)
∣∣∣∣∣
P=0
=
∑
µ,ν
rˆ
′
0,µ(t)
∂Pν(s)
∂P (s)
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δPν(s)
∣∣∣∣∣
P=0
=
∑
µ,ν
rˆ
′
0,µ(t)rˆ
′
0,ν(s)
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δPν(s)
∣∣∣∣∣
P=0
∼
d∑
µ=1
rˆ
2
0,µ
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δPµ(s)
∣∣∣∣∣
P=0
∼
d∑
µ=1
δ
〈
∇µv
(|r′0(t) +w(t)|)〉
w,P
δPµ(s)
∣∣∣∣∣
P=0
,
(A14)
where we used in the last two lines the symmetries, the fact that the shear-plane components are negligible in the sum in d→∞,
and that this µ-µ response is independent of µ for µ > 3. In conclusion, the anisotropic components ofMµνR (t, s) are negligible
for high d.
5. Kernel kˆ(t): average divergence of forces
The isotropic spring constant kernel, respectively bare and rescaled, is
kiso(t) =
1
d
d∑
ν=1
kνν(t)
(d→∞)
=
ρ
d
∫
dr0 gin(r0)
〈v′′ (|r′0(t) +w(t)|)〉
w
+ d
〈
v′
(|r′0(t) +w(t)|)
|r′0(t) +w(t)|
〉
w
 (µ6=1,2)= kµµ(t) ,
κiso(t) ≡ ℓ
2
2d2
kiso(t)
(d→∞)
=
ϕ̂
2
∫ ∞
−∞
dh0 e
h0
∫
Dg1Dg2 gin(h0, g1, g2)
〈
v¯′′(h(t)) + v¯′(h(t))
〉
h|h0,g1,g2 .
(A15)
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As for the other coefficients of the rescaled kernel, in the infinite-dimensional limit:
κµν(t) ≡ ℓ
2
2d2
kµν(t)
⇒

κ11(t) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2)〈v¯′′(h(t)) (g1 + γ(t)g2)2 + v¯′(h(t))〉
h|h0,g1,g2
,
κ12(t) = κ21(t) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′′(h(t))〉h|h0,g1,g2 (g1g2 + γ(t)g22) ,
κ22(t) = ϕ̂2
∫∞
−∞ dh0 e
h0
∫ Dg1Dg2 gin(h0, g1, g2) 〈v¯′′(h(t))〉h|h0,g1,g2 g22 ,
κµµ(t) = κiso(t) for µ > 3 .
(A16)
As for the force-force correlation, the components in the shear plane are of the same order of those for µ > 3, and are therefore
negligible being much less numerous.
Appendix B: Projection of the vectorial effective stochastic process on the ‘longitudinal’ motion
In this section we examine the projection of the fluctuatingw(t) on the drifted initial condition rˆ′0(t) ≈ (1ˆ + γˆ(t))rˆ0, provid-
ing the details that were skipped in Sec. IVC. We start from the effective vectorial stochastic process given in Eq. (23):
ζ
2
w˙(t) = −1
2
(kˆ(t)− ζ ˆ˙γ(t))w(t) + 1
2
∫ t
0
ds MˆR(t, s)w(s) −∇v
(
r
′
0(t) +w(t)
)
+Ξ(t) ,
〈
Ξµ(t)
〉
Ξ
= 0 ,
〈
Ξµ(t)Ξν(s)
〉
Ξ
= δµν
[
Tζδ(t− s) + 1
2
ΓC(t, s)
]
+
1
2
MµνC (t, s)− Ξ¯µ(t)Ξ¯ν(s) .
(B1)
As mentioned in Appendix A 2, the last term in the variance can be neglected for d→∞.
We start by examining each individual contributions. Note that we underbrace the contributions stemming from the anisotropy
under shear, which are thus simply absent in the derivation of Ref. [1]. Moreover, anticipating that the statistical isotropy outside
the shear plane would dominate in the infinite-dimensional limit, we separate the terms associated to the diagonal coefficients of
the kernels. We have first from the definition of the projected motion in Eq. (42):
(i)
ζ
2
d
ℓ
rˆ
′
0(t) · w˙(t) =
ζ
2
y˙(t)− ζ
2
γ(t)
g2√
d
d
ℓ
w1(t)︸ ︷︷ ︸
O(ζ/√d)
, (B2)
secondly
(ii) − 1
2
rˆ
′
0(t) ·
(
kˆ(t)w(t)
) d
ℓ
=− 1
2
kiso(t)rˆ′0(t) ·w(t)
d
ℓ
− 1
2
(
k11(t)− kiso(t)
)
rˆ0,1w1(t)
d
ℓ
− 1
2
(
k22(t)− kiso(t)
)
rˆ0,2w2(t)
d
ℓ
− 1
2
k12(t)rˆ0,1w2(t)
d
ℓ
− 1
2
k21(t)rˆ0,2w1(t)
d
ℓ
(d→∞)
= − 1
2
kiso(t)y(t) +O
(
kiso√
d
)
,
(B3)
thirdly
(iii)
ζ
2
rˆ
′
0(t) · ˆ˙γ(t)w(t)
d
ℓ
=
ζ
2
γ˙(t)
d
ℓ
w2(t)
(
rˆ0,1 + γ(t)rˆ0,2
) (d→∞)
= O
(
ζ√
d
)
. (B4)
Fourthly, we showed in Appendix A 4 that, with a slight abuse of notation7, the memory kernel is effectively at leading order
the projector MˆR(t, s) ∼M isoR (t, s)rˆ′0(t)rˆ′0(s)T . Consequently we get the leading order of the projected non-Markovian friction
term
(iv)
1
2
d
ℓ
∫ t
0
ds rˆ′0(t)
[
MˆR(t, s)w(s)
]
(d→∞)
=
1
2
∫ t
0
dsM isoR (t, s)
d
ℓ
rˆ
′
0(s) ·w(s) =
1
2
∫ t
0
dsM isoR (t, s) y(s) . (B5)
7 One should consider the projection of the original equation (15) instead of the projection of (B1).
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Fifthly the projected noise is Gaussian by linearity and has average
〈
rˆ
′
0(t) ·Ξ(t)
〉
= rˆ′0(t) ·
〈
Ξ(t)
〉
= 0 and variance
(v)
〈[
rˆ
′
0(t) ·Ξ(t)
] [
rˆ
′
0(s) ·Ξ(s)
]〉
=
∑
µ,ν
rˆ′0,µ(t)
〈
Ξµ(t)Ξν (s)
〉
rˆ′0,ν(s)
(d→∞)
= Tζδ(t− s) + ΓC(t, s)
2
+
M isoC (t, s)
2
, (B6)
because the components in the shear plane are negligible in the latter sum. At last from Eq. (39)
(vi) − rˆ′0(t) · ∇v
(|r′0(t) +w(t)|) ≈ −v′ (r′0(t) +w(t)) ≈ −dℓ v¯′(h(t)) . (B7)
Combining all these points, we obtain:
ζℓ2
2d2︸︷︷︸
≡ζ̂
y˙(t) = − ℓ
2
2d2
kiso(t)︸ ︷︷ ︸
≡κiso(t)(t)
y(t) +
∫ t
0
ds
ℓ2
2d2
M isoR (t, s)︸ ︷︷ ︸
≡Miso
R
(t)(t,s)
y(s)− v¯(h(t)) + Ξ(t) ,
〈
Ξ(t)
〉
Ξ
= 0 ,
〈
Ξ(t)Ξ(s)
〉
Ξ
= 2T ζˆδ(t− s) + GC(t, s) +MisoC (t, s) .
(B8)
We finally redefine the kernels and the friction coefficient in order to reabsorbe the factors d and ℓ (see Eq. (40)), exactly as
done in Ref. [1, 25, 28], and this yields the effective stochastic process that characterises the fluctuations along the longitudinal
direction r′0(t) (drifting with the strain) Eq. (46).
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