We evaluate partition functions of matrix models which are given by topologically twisted and dimensionally reduced actions of d = 4 N = 1 super Yang-Mills theories with classical (semi-)simple gauge groups, SO(2N ), SO(2N + 1) and USp(2N ). The integrals reduce to those over the maximal tori by semi-classical approximation which is exact in reduced models. We carry out residue calculus by developing a diagrammatic method, in which the action of the Weyl groups and therefore counting of multiplicities are explained obviously. *
Introduction
In 1996 Banks, Fischler, Shenker and Susskind (BFSS) suggested the equivalence between 11-dimensional M-theory and the N → ∞ limit of the supersymmetric matrix quantum mechanics describing D0-branes [1] . The action of their model is obtained by the reduction of d = 10 N = 1 super Yang-Mills theory with gauge group SU(N ) [2] . Ishibashi, Kawai, Kitazawa and Tsuchiya (IKKT) proposed a zerodimensional matrix model with manifest ten-dimensional N = 2 super Poincaré invariance [3] . In 1998
Moore, Nekrasov and Shatashvili (MNS) [4] , being motivated by existence of D-particle bound states [5, 6, 7, 8, 9] , computed the partition functions of the zero-dimensional supersymmetric matrix models as the deficit term of the Witten index [10, 11, 12] 
where S is the zero-dimensional reduction of the topologically twisted N = 1, d = 10 super Yang-Mills action with the gauge group G = SU (N )/Z N and we denote by X bosonic matrices collectively and by Ψ fermionic matrices. It is the very action of IIB matrix model [3] . Topological twist is introduced in [13] . Hirano and Kato constructed a topologically twisted version of the supersymmetric reduced model [14] .
The partition functions of this type of matrix models are expressed as functional integrals with the actions reduced from higher(4,6 and 10) dimensional gauge theories to their zero dimensional counterparts.
MNS treat the models in a formalism in which they are topologically twisted. They obtain the value of the integral for gauge group SU(N )/Z N by using the Cauchy determinant formula in the four-dimensional models. Kostov et. al. have studied the partition functions or the correlation functions of the models reduced to various dimensions. [15, 16] . Suyama and Tsuchiya calculated exact partition function of IIB matrix model with gauge group SU(2) [17] . Sugino et. al. have developed the improved Gaussian and mean field approximation method for the reduced Yang-Mills integrals [18] . Austing and Wheater discussed the finiteness of the SU(N) bosonic Yang-Mills matrix integrals [19] . Dorey et. al. claimed that in a certain limit the D-instanton partition function reduces to the functional integral of N = 4 U(N) supersymmetric gauge theory for multi-instanton solutions [20] . Their review on the calculus of many instantons is helpful.
Generalization of equation (1.1) to orthogonal and symplectic groups is discussed and partial results are obtained [21, 22, 23] . In this article we evaluate matrix integrals of d = 4 N = 1 dimensionally reduced supersymmetric Yang-Mills theories for the gauge groups SO(2N ), SO(2N + 1) and USp(2N ).
We use the following notation. For a given gauge group G, G is the Lie algebra of G and C ⊂ G is a Cartan subalgebra of G.
van Baal attempted to deal with the orbifold singularities in the moduli space of flat connections for supersymmetric gauge theories on the torus. The vacuum valley parametrized by the abelian zero-momentum modes and the effective Hamiltonian requires modification due to a singularity in the non-adiabatic behavior at the orbifold singularities.
In (1.2) A N , B N , C N and D N are the root systems associated with the complexified Lie algebras of SU(N+1), SO(2N+1), USp(2N) and SO(2N), respectively. We denote by Φ a generic root system. Here e i (i = 1, 2, · · · , N ) belong to the dual space C * of the Cartan subalgebra C. The inner product of an element e i of C * and a diagonal matrix φ = diag(φ 1 , φ 2 , · · · , φ N ) of C is defined by a bilinear form e i , φ = φ i . The index N means the rank of the root system. We denote by W Φ the Weyl group and by Z Φ the center of the root system Φ. We summarize the orders of these for A N , B N , C N and D N series in Table 1 . 
The number of set X is denoted by #X. Each root α ∈ Φ defines a hyperplane α, φ = 0 in the vector space C. These hyperplanes divide the space C into finitely many connected components called the Weyl chambers. These are open, convex subsets of C. The partition function of the model for the root system Φ of the gauge group G is,
Here X M , Ψ are G-valued and the measures [dX], [dΨ] are G-invariant measures in this article. The partition function reduces to the following form by the MNS recipe [4] ,
Here E is a deformation parameter associated with the global symmetry SO(2) and r is the rank of Φ. In this calculus the Weyl integral formula is a main tool and the invariance of measures plays an important role. The integrand is a rational function of φ i and the degree of the denominator and that of the numerator are equal. Naively the integral diverges, so we must regularize and renormalize the integral. To perform this, we cut off the integral by a scale parameter Λ and add an integral along the upper half-circle with radius Λ in every φ i plane as a counter term. Then the renormalized partition function is give by,
After this prescription we work on the residue calculus. To avoid the singularities which are caused by the poles we shift E to a purely imaginary direction. The nontrivial contributions come from residues at points in which at least r divisors of the form α, φ − E take zero value. This is a system of linear
If we fix one ordering for the root system, the roots separate into two kinds, positive and negative roots; Φ = Φ + ∪ Φ − . Here Φ + denotes a set of positive roots and Φ − denotes a set of negative roots. Then the integrand can be written by the positive roots,
We will carry out these integrals for A N , B N , C N and D N .
Let us first reproduce the MNS result for A N −1 . In this case the diagonal matrix φ is traceless. A subset Λ in A N −1 is specified by Λ = {α a = λ a (e ia − e ja ), i a < j a , λ a ∈ {±1}, a = 1, 2, · · · , k} and #Λ = k. Let us introduce a diagram Γ Λ which is associated with Λ. correspondence with a system of linear equations and we obtain from Λ ⊂ Φ,
To evaluate the integral we consider diagrams which include just
we pick up residues at α, φ − E = 0, α ∈ Λ.
We can show that many of the diagrams do not contribute to the integrations. Folded diagrams
⇐⇒ l} and branching diagrams
To prove this we consider three circles {i}, {j}, {k} and draw a line {i + ⇐⇒ j}. This operation corresponds to the picking up the residue at
After the first integration, the poles at {i 
As is seen from (1.9), the factor φ i − φ k is written as a sum of the two factors (φ i − φ j ) and (φ j − φ k ).
Thus the factor φ i − φ k is not linearly independent of φ i − φ j and φ j − φ k . This argument is easily generalized to a long loop {i 1
written as a linear sum
) and we can not assign an arbitrary value to the factor φ i1 − φ ip after picking up poles at φ ia − φ ia+1 = E. This result includes that there is no contribution form the loop diagrams either.
Next we treat four circles {i}, {j}, {k}, {l} and draw two lines {i + ⇐⇒ j} and {j + ⇐⇒ k}. The corresponding residue calculus is,
In this case we can pick up only two poles, {k system. One might think that only a diagram constructed from a fundamental root system is relevant for every gauge group. We will show later that this inference is not correct. Let us continue the remaining calculus for A N −1 . After picking up the residues at the solution to (φ i − φ i+1 ) − E = 0 the partition function becomes,
This result agrees with the original result of MNS which is derived from the Cauchy determinant formula.
This demonstrates that our diagrammatic method works for A N −1 . In the remainder of this article we carry out the same calculus for other classical groups.
D N series
In this section we apply the diagrammatic method to the D N series. The gauge group associated
The difference between SO(2N ) and SO(2N )/Z 2 gives rise to the difference in the counting multiplicity. We will not take care of this difference until we consider the multiplicity in the end of this section. The root system D N consists of roots {±(e i − e j )} and {±(e i + e j )}. Let us first show that in the calculus of this case the inference of restriction to the fundamental root system is contradictory. We evaluate the renormalized partition function Z DN for the root system D N .
where we have dropped the superscript "R". The Weyl transformation plays an important role in this case. The Weyl group consists of permutations i → σ(i), σ ∈ S N and sign flips (e i , e j ) → (−e i , −e j ) for (i < j). The integrand is also invariant under sign flips e i → −e i . The root system D N includes two kinds of positive roots e i − e j and e i + e j . We extend the diagrams to this case. 
α, φ , are written as,
After this we pick up residues at ρ i − ρ i+1 = +E for i = 1, 2, · · · , N − 1. This system of linear equations corresponds to the system of equations for subgroup SU(N ). This last operation is equal to reducing the original integral to the one given by a Weyl chamber W of the subgroup SU(N ). We obtain the solution
After picking up these residues, the contribution Z W DN in the Weyl chamber W to the partition function reduces to the integral with respect to x,
We have made a change of variable, x → ν = 2x/E + (N + 1). Though Z W DN is not equal to the full Z DN , this calculation reveals points which contribute to the partition function Z DN .
In order to evaluate the full contribution to the partition function, we must be able to determine the multiplicities of the points. These multiplicities originate from the transformation properties of the Weyl group. Permutations yield N ! terms and sign flip transformations bring the 2 m terms for some integer m.
The determination of m is the heart of the problem of multiplicity and we will carry this out now. The integrand in (2.5) has an even number of poles. There are pairs of poles in the x plane. The members of each pair have the same absolute value and their signs are opposite to each other. We adopt (−iǫ) prescription to pick up only poles with minus sign. The poles in ν plane in (2.5) are,
The first half in (2.6) correspond to the minus poles in x plane while the remainder to the plus. The contributions of plus poles and minus poles are equivalent if the orientation of the integration is considered.
In this article we pick up poles at ν = 2, 4, · · · , 2p. The integral (2.5) then consists of p terms. We must take care of the orbits of these points under the Weyl transformation. The pole ν = 2j represents a point,
This point X . In order to compute the full contribution to Z DN we must insert the relative multiplicities among each of the p terms. Let us denote by j-type a point whose residue is equal to that of X (D) j . The existence of the non-trivial isotropy group means that the point with j ≥ 2 is on the boundary of the closure of a Weyl chamber. The factor #W represents the number of Weyl chambers in C. There is one p-type point in W. To evaluate the integral (2.5), we collect the residues at ν = 2, 4, 6, · · · , 2p. If the rank N is even (N = 2p), the factor 2 N −j runs from 2 2p−1 to 2 p . To calculate the minimal contribution, we find that the relative multiplicity is equal to 2 p−j which is given by dividing 2 2p−j by 2 p . If the rank N is odd (N = 2p + 1), the factor 2 N −j runs from 2 2p to 2 p+1 . In this case, the relative multiplicity can be read off as 2 p−j which is given by dividing 2 2p−j+1 by 2 p+1 . Finally we must take the center Z 2 into account, which yields a factor 1/2. We have carried out this evaluation for all N .
The results are given as follows,
Here p ≥ 1. The validity of our results as well as the source of the disagreement with the previous work will be examined in Appendix A.
B N and C N
Next we evaluate the partition functions for the root systems B N and C N . Their centers are Z BN = {1}
and Z CN = Z 2 . The factors caused by these groups will be taken into account at the calculation of multiplicities. The partition functions for these two types of root systems can be treated in parallel to the D N case in the last section. The root system B N or C N has three types of roots; {±(e i − e j ), i < j}, {±(e i + e j ), i < j}, {±ξ P · e i } (P = B, C, ξ B = 1, ξ C = 2 ). The circles and the lines are the same as those for the D N . Roots ξ P · e i are represented by cyclic lines introduced in Figure 3 . 
We pick up residues at ρ i −ρ i+1 = +E for i = 1, 2, · · · , N −1. This system of linear equations corresponds to the system of equations for subgroup SU(N ) again. We obtain the solution to ρ i − ρ i+1 = +E,
These solutions are equal to those in the D N case. Then the contribution from the Weyl chamber of the subgroup SU(N ) is,
where ν = 2x/E + (N + 1) again. For B N , poles are
For C N , poles are
We pick up half of these poles in each case by the same reason as that given in the case of D N . To finish these calculations we must calculate the multiplicities. For B N the pole ν = 2j, (j = 0, 2, 3, · · · , p)
represents a point,
Orders of isotropy groups H These orders determine the relative multiplicities. Carrying out the residue calculus, we obtain, The absolute values of partition functions for root systems B,C and D.
These expressions are valid for p ≥ 1.
We summarize the values for B,C and D for small values of p in Table 2 .
Accidental isomorphisms
In the previous sections we have calculated the partition function for every classical gauge group. We must confirm our results. Let us check some of the well-known correspondence between lower dimensional Lie groups. Groups SO(4), SO(5) and SO(6) are locally isomorphic to SU(2)×SU(2), USp(4) and SU (4) 
SO(4) and SU(2)×SU(2)
The root system of SO (4) is D 2 and that of SU (2)×SU (2) is A 1 ⊕ A 1 . Let us construct an isomorphism
The isomorphism is given as,
Thus the Jacobian for the change of variables (φ 1 , φ 2 ) → (ϕ 1 , ϕ 2 ) is 2. So the value of the integration for SO(4) becomes 2(1/4 × 1/4). Note that our prescription for the multiplicity has been such that the pre-factor #Z Φ /#W Φ appearing at the definition cancels. The correspondence between SO(4) and SU (2)×SU (2) has been confirmed.
SO(5) and USp(4)
The root system of SO (5) is B 2 and that of USp (4) is C 2 . Let us construct an isomorphism which maps
Indeed under this change of variables, every element in B 2 maps to C 2 . The Jacobian for the change of variables (φ 1 , φ 2 ) → (ϕ 1 , ϕ 2 ) is 2. So the value of the integration for SO(5) becomes 2(3/16). The correspondence between SO(5) and USp(4) has been confirmed.
SO(6) and SU(4)
The root system of SO (6) is D 3 and that of SU (4) is A 3 .
Under this change of variables, every element of D 3 maps into that of A 3 . The Jacobian for this change of variables (φ 1 , φ 2 , φ 3 ) → (ϕ 1 , ϕ 2 , ϕ 3 ) is 2. So the value of the integration for SO(6) becomes 2(1/16).
The correspondence between SO(6) and SU(4) has been confirmed.
These demonstrations consolidate the correctness of our evaluations.
Summary and discussions
We evaluated the partition functions for all classical gauge groups by using a diagrammatic method. The Our original motivation for carrying out matrix integrals for groups other than SU(N ) stems from an interesting class of USp and SO matrix models [24, 25, 26, 27] It may be that our evaluations are useful in investigating the dynamical generation of space-time which is so far examined in mean field approximation. [28] .
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We present the direct calculations for D 2 , B 2 and C 2 in this appendix.
The root system D 2 is related to the Lie group SO(4). The partition function is given by,
The points which are given as intersections of the lines φ 1 ± φ 2 = ±E contribute to the integral. The residue at each point takes the same value. We calculate that at (0, E) which is a intersection of φ 1 − φ 2 = E and φ 1 + φ 2 = E.
Res φ2=0 E 2 (2φ 2 + E)
The root system B 2 is related to the Lie group SO (5) . The partition function is given by,
(A.
3)
The points which are given as intersections of the lines φ 1 ± φ 2 = ±E, φ i = ±E contribute to the integral. The residue at each point takes also the same value. We calculate that at (2E, E) which is a intersection of φ 1 − φ 2 = E and φ 2 = E. One may pick up positive poles upon φ 1 integration, which are φ 1 ± φ 2 = E and φ 1 = E, and add the contribution from the three points, (2E, E), (−E, 2E), (E, 2E). Then the value of the partition function becomes 9/32 with the pre-factor 2/2!2 2 and no consideration about the multiplicity. If we divide the order of the center Z 2 , the result 9/64 corresponds to that of the previous works. Thus our results do not agree with the previous works [21, 22, 23] .
The root system C 2 is related to the Lie group USp(4). The partition function is given by,
(A.5)
The points which are given as intersections of the lines φ 1 ± φ 2 = ±E, 2φ i = ±E contribute to the integral.
The residue at each point takes also the same value. We calculate that at (3E/2, E/2) which is a intersection of φ 1 − φ 2 = E and 2φ 2 = E.
Res φ1−φ2=E (φ 1 − φ 2 ) These results support our calculation. 
