Algorithms for sentences over integral domains  by Tung, Shih Ping
Annals of Pure and Applied Logic 47 (1990) 189-197 
North-Holland 
189 
ALGORITHMS FOR SENTENCES OVER INTEGRAL 
DOMAINS 
Shih Ping TUNG 
Department of Mathematics, Chung Yuan Christian University, Chung Li, Taiwan 32023, 
R.O.C. 
Communicated by A. Prestel 
Received 29 May 1989; revised 29 September 1989 
An arithmetical sentence q is called an V3 sentence if and only if q is logically equivalent to 
a sentence of the form VX 3y V(X, y) where v(x, y) is a formula containing no quantifiers and 
no other free variables except x and y. We prove that given an V3 sentence q? in conjunctive or 
disjunctive normal form there is a polynomial time algorithm to decide whether or not rp is true 
in every integral domain with characteristic 0. We then prove that there is an algorithm to 
decide whether or not an V3 sentence p is true in every integral domain. 
1. Introduction 
Arithmetical sentences are sentences constructed from the logical symbols and 
mathematical symbols 0, 1, + and . . The arithmetical theory of a class of integral 
domains is the set of arithmetical sentences which are true in every integral 
domain of the class. From the fact that the theory of the rational integer ring Z is 
hereditarily undecidable [5], we obtain that the arithmetical theories of integral 
domains and integral domains with characteristic 0 are undecidable. Then we may 
ask what subtheories of these undecidable theories are decidable. We call an 
arithmetical sentence 1~, an V”3” sentence if and only if + is logically equivalent 
to a sentence of the form 
vxi * * * kl~Y1~ * * 3Yn Q)(Xl, * * . 7 J&n> Yl, . . . 9 Yn) 
where &xl, . . . , x,, yl, . . . , yn) is a formula containing no quantifiers and no 
other free variables except x1, . . . , x,, yi, . . . , y,. In [13], we proved that the 
V3 theory, i.e., the set of true sentences with single universal and single 
existential quantifier, of E is decidable. We then proved that this decision 
problem is co-NP-complete if sentences are in conjunctive or disjunctive normal 
form [15]. In [16], we also proved that the V3 theory of fields with characteristic 0 
and the V3 theory ,of fields are decidable. The sentence Vx 3y x = 0 v xy = 1 
which differentiates fields from integral domains is an V3 sentence. However with 
similar ideas, in this paper we prove that the El theory of integral domains with 
characteristic 0 is decidable. In fact, we prove that if an V3 sentence is in 
conjunctive or disjunctive normal form, then there is a polynomial time algorithm 
to decide whether it is true in every integral domain with characteristic 0 or not. 
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We then prove that the V3 theory of integral domains is decidable. We also 
discuss some related problems. 
2. Universal theories 
In this section we will show that for arbitrary II the V” theory of integral 
domains and the V” theory of integral domains with characteristic 0 are decidable. 
We first make some remarks on the 3” theory of integral domains with 
characteristic 0. Since Z can be embedded in every integral domain with 
characteristic 0, the 3” theory of integral domains with characteristic 0 is the same 
as the 3” theory of Z for arbitrary n. People feel that the solvability of 
diophantine equations in two unknowns, i.e., 3’ sentences in the form 
3x 3yf(x, y) = 0, is decidable [2]. It is still an outstanding open problem. Also 
the 3” theory of Z is undecidable for a sufficiently large n by the negative answer 
to Hilbert’s tenth problem [4]. 
Now we show the decidable results mentioned above. 
Proposition 1. The V” theory for arbitrary n of integral domains (fields) with 
characteristic 0 is decidable. 
Proof. Since every integral domain can be embedded in a field and V” theory is 
preserved under submodels, the V” theory of integral domains with characteristic 
0 is the same as the V” theory of fields with characteristic 0. The theory of 
algebraically closed fields with characteristic 0 is complete [ll] and since every 
field can be embedded in an algebraically closed field, the V” theory of fields with 
characteristic 0 is the same as the V” theory of the complex number field @. Our 
conclusion follows from the fact that the theory of @ is decidable [ll]. Cl 
Proposition 2. The V” theory for arbitrary n of integral domains ($el&) is 
decidable. 
Proof. This is proved exactly the same way as Proposition 1, except that we use 
the decidability of the theory of algebraically closed fields this time. 0 
3. Tectmical lemmas 
An algebraic number field K is a finite-dimensional extension of the rational 
number field Q. Every algebraic number field is expressible as Q[(u] for a suitable 
(Y. The field Q[cu] is isomorphic to Q[t]/g(t) where g(t) is a primitive irreducible 
polynomial over Z and g(a) = 0. Also the ring Z[cu] is isomorphic to Z’[t]/g(t). In 
measuring computational complexity of arithmetical sentences, the polynomials 
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are input in non-sparse form, i.e., if polynomial f contains the monomial 
a?. . . xk with a # 0 and the monomial bx’,’ - . - xi with ji < ii, . . . , j,, =Z i,,, then 
b must be input even if b = 0. Now we give some algorithms which are needed in 
the proofs of our main theorems in Section 4. 
Lemma 1. Let K = Q[cY] = Q[x]/g(x) b e an algebraic number field and j3 be an 
element of K. Then there is a polynomial time algorithm to decide whether /3 is an 
element of Z[Ly] or not. 
Proof. Let p be an element of Q[cY] and @ = CF=,, (ai/bi) - ai where ai, bi are 
integers of Z. For each pair of integers of Z, we can apply the Euclidean 
Algorithm [7] to find the greatest common divisor, hence the least common 
multiple. Now let b be the least common multiple of {b,, . . . , b,} and we write 
/3 = (CFEO c&)/b where ci are integers of 22’. If /3 is an element of Z[cu], then there 




~~cixi = b ~ dj x’ + (x) - h(x) g where h(x) = b - f(x). 
j=O 
Since Z is a unique factorization domain and g(x) a primitive polynomial, h(x) is 
an element of Z[x] by Gauss’ Lemma [6]. Hence p is an element of E[ o-1 if and 
only if 
t$o cixi E g(x) . h(x) (mod b) 
for some h(x) of Z[x]. The polynomial (C~zocixi)/b is the remainder of the 
polynomial Cpo djxi dividided by g(x) in Q[x]. Polynomial g(x) is primitive over 
Z and di (1 <j < m) are integers. We obtain that b = e - c’ where c is the leading 
coefficient of g(x), e a factor of c, and t is a nonnegative integer. Let d be the 
degree of g(x); then we can take m G (t + 1) - d. Therefore the degree of h(x) is 
less than or equal to t - d. Now we can apply the Euclidean Algorithm to solve the 
congruence equations and obtain the polynomial h(x). That is, if g(x) = 
Cff=ogkxk we solve cj E C<=ogi * yi-1 (mod b) for y successively from j = 0 to 
j = (t + 1) - d where cj = 0 if j > n and gi = 0 if i > d. If all of these congruence 
equations are solvable and there is a p, p s t * d, such that yi = 0 for all i >p then 
h(x) = C~zoyix’. Otherwise, there is no such h(x), hence /3 is not an element of 
Z[cu]. All the steps can be done in polynomial time. Therefore there is a 
polynomial time algorithm to decide whether /? is an alement of Z[cu] or not. Cl 
Lemma 2. There is a polynomial time algorithm for solving equations in one 
unknown in Z[a]. 
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Proof. Equation f(x) = 0 has roots &, . . . , /3,, if and only if (x - pi), . . . , 
(x - Bn) are factors of f(x). Factoring polynomials over Q[(u] is in polynomial 
time [8]. If f(x) = 0 h as no roots in Q[cu], then f(x) = 0 has no roots in Z[CY]. 
Otherwise, we check all the the roots of f(x) = 0 by the algorithm of Lemma 1 
and obtain all the possible roots of f(x) = 0 in Z[a]. 0 
Lemma 3. There is a polynomial time algorithm to decide whether or not an 3 
sentence in conjunctive normal form or disjunctive normal form i% true in Z[CY]. 
Proof. Let 3x q(x) be an 3 sentence in conjunctive normal form, i.e., 
where X,i(x) and g&x) are polynomials over Z[(Y]. If for every i there is a k such 
that gi,k(x) p 0, then 3x Q)(X) is true. Now suppose that there is an i such that 
gi,k(x) = 0 for every k s ni. Without loss of generality, we may write 
We apply the algorithm of Lemma 2 to solve the equation J(x) = 0 for every 1 s t 
in Z[cu]. Let A be the set of all these solutions. If there is an a of A such that 
is true, then 3x q(x) is true in Z[LY]. Otherwise, 3x q(x) is false in Z[(Y]. 
Now let (p(x) be a formula in disjunctive normal form, i.e., 
where ~,j(x) and gi,k(x) are polynomials over iZ[n]. We apply the algorithm of 
Lemma 2 to solve the equations f;:,](x) = 0, g+(x) = 0 in Z[(Y] for every i, j and k. 
(If mi > 1 for some i, it will be more efficient to find the greatest common divisor, 
GCD, of polynomials fi,j for j d mi than to find the roots of GCD.) If there exist 
an i and an a such that 
then 3x q(x) is true. Otherwise, 3x q(x) is false. 0 
Let Z[T,, . . . , T,] be the polynomial ring over Z in variables T,, . . . , T,. By 
reducing the problem to polynomial rings we can easily obtain the following 
result. Let f(xl, . . . , x,, y) be a polynomial over +. There is a polynomial time 
algorithm to decide whether or not the sentence Vxr - - - Vx, 3y f (x1, . . . , 
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x,, y) = 0 holds in all integral domains. Because 
vx, . * . Vx, 3yf(x,, . . . 7 x,, y) = 0 holds in all integral domains 
e $Jf(T,, f *. 3 T,, y) = 0 holds in Z[T,, . . . , T,] 
e f(T,, . . . , T,, y) has a factor of the form y - F(T,, . . . , T,) where 
FEh[F,...,T,] 
a f(x1,. . . , x,, y) has a factor of the form y - F(x,, . . . , x,). 
Now we only need to factor f(x,, . . . , x,, y) over Z!. This can be done in 
polynomial time [9]. 
A similar result over a fixed polynomial ring has been proved in [14]. There we 
apply Schinzel’s theorems on diophantine equations with parameters [12], 
because we do not have such freedom to choose polynomial rings with arbitrarily 
many variables there. 
If Vx 3y &x, y) holds in E[T], then 3y q(T, y) holds in Z[T]. This gives the 
following lemma. 
Lemma 4. Let (p(x, y ) be a formula in disjunctive normal form, i.e., 
where i,j(x, y), gk(x, y) are polynomials over Z. Zf Vx 3y Q~(x, y) is true in h[T], 
then there exist an i and a polynomial F(x) over Z such that y -F(x) is an 
irreducible common factor of the polynomials J,j(x, y) (1 s j s mJ but not the 
factor of any one of the polynomials gi,k(x, y) (1~ k c ni) over the ring Z[x, y]. 
4. Main results 
In this section we prove the main results of this paper. 
Theorem 1. Let Vx 3y &x, y) be an El sentence in conjunctive or disjunctive 
normal form with constants in Z. Then there is a polynomial time algorithm to 
decide whether or not Vx 3y &x, y) is true in every integral domain with 
characteristic 0. 
Proof. We prove the case cp(x, y) in disjunctive normal form first. Let 
cP(x7Y)= il [~~,j(X~Y)=oh~~lgi,*(n,Y)20] 
i=l /=1 
where ~,j(x, y), gi,Jx, y) are polynomials over H. 
(S,) We factor each h,j(x, y) and gi,k(x, y) in Z[x, y] with the algorithm of [9]. 
By Lemma 4, if Vx 3y &x, y) is true in the integral domain h[T], then there exist 
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an i and a polynomial F(x) over Z such that y - F(x) is a common factor of 
polynomials $,j(x, y) but not the factor of any one of the polynomials gi,k(x, y) 
over the ring Z[x, y]. We assume that this is the case or Qx 3y cp(x, y) is false in 
Z[T]. Now if Qx 3y &x, y) is false in an integral domain D, then there must be a 
k, 1 s k G ni, and an a of D such that g&a, F(a)) = 0. 
(SJ We factor the polynomials gi,k(x, F(X)) for 16 k sni over b by the 
algorithm of [lo] and let S be the set of all irreducible factors of these 
polynomials. Let six - bi be an element ‘of S with degree 1. We apply the 
algorithm of Lemma 3 to check the sentence 3y q(bi/ai, y) in the domain Z[bi/ui] 
for every such i. NOW we suppose that 3y q(bi/Ui, y) is true in Z[bi/ai] for every i 
or Qx 3y ~(x, y) is false in the domain Z[bi/ai]. 
(S,) We apply the algorithm of Lemma 3 to check the sentence gy q(x, y) over 
Z[x]/g(x) for all the polynomials g(x) of S with degree greater than 1. Here we 
are taking x as an element of Z[x]/g(x). If 3y Q~(x, y) is false in Z[x]/g(x) for 
some g(x), then, of course, Qx 3y cp(x, y) is not true in every integral domain 
with characteristic 0. We claim that if 3y &x, y) is true in the integral domain 
Z[x]/g(x) for every g(x), then Qx 3y &x, y) is true in every integral domain with 
characteristic 0. Suppose that this is not the case. Let D be an integral domain 
with characteristic 0 and Qx 3y &x, y) is false in D. Then there exists an element 
b of D such that 3y ~7(b, y) is false in D, hence g,k(b, F(b)) = 0 for some k c ni. 
Therefore b must be a root of the equation g(x) = 0 for a g(x) of S. Since D is of 
characteristic 0, D contains an isomorphic image of Z. We may take that Z[b] is a 
subdomain of D and Z[b] = Z[x]lg(x). S en ence t 3y &b, y) is true in Z[b] since 
3y ~(x, y) is true in +[x]/g(x). Then 3y Q.@, y) is true in D. This is a 
contradiction. This proves our claim. All the steps of our algorithm can be done 
in polynomial time. Thus we have proved the case of ~(x, y) in disjunctive 
normal form. 
Now let &x, y) be a formula in conjunctive normal form, i.e., 
where &,j(x, y), gi,k(x, y) are polynomials over Z. 
(T,) We apply the Euclidean Algorithm for polynomials [7] to find the greatest 
common divisor (GCD) of &,j(x, y) and gi,k(x, y) for every i, j and k over Z. We 
then omit the GCD from gi,k(x, y). This will not affect the truth of Qx 3y cp(x, y). 
Thus, without loss of generality, we may assume that for every i the polynomials 
f;,j(x, y) and gi,k(x, y), 1 si s mi and 1 s k s ni, are relatively prime. 
(T2) Suppose that for every i there is a k such that gi,k(x, y) + 0. Given a 
polynomial g&x, y) = h,(x)y” + - * * + h,(x), let Gi(x) be the GCD of 
{h,(x), . . . > h,(x)}. Now we factor Gi(x) over E by the algorithm of [lo] and let 
S be the set of all irreducible factors of the polynomials Gi(x) for 1 s i s s. We 
apply the algorithm of Lemma 3 to check the sentences 3y q(Ui/bi, y) for bix - ai 
of S over Z[Ui/bi] and 3y &x, y) over Z[x]/g(x) for g(x) of S with degree greater 
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than 1. We claim that Vx 3y ~(x, y) is true in every integral domain with 
characteristic 0 if and only if 3y ~(a~/&, y) is true in Z[Ui/bi] for each i and 
3y (p(x, y) is true in Z[x]lg(x) f or each g(x) of S with degree greater than 1. We 
prove the non-trivial part. Suppose that Vx 3y cp(x, y) is false in an integral 
domain D with characteristic 0. Let b be an element of D such that 
VY il [~~,j(b,Y)#oh~~lgi,*(b,Y)=O] 
i=l J=l 
is true in D. Then there exists an i such that G,(b) = 0. Hence there is a g(x) in S 
such that g(b) = 0. Clearly, Z[b] is a subdomain of D, then Vy lcp(b, y) is true in 
Z[b]. Since E[b] = h[x]/g(x), Vy lcp(x, y) is true in Z[x]/g(x). Therefore 
Vx 3y cp(x, y) is false in Z[x]/g(x). This proves our claim. Now we assume that 
for some i, gi,k(X, y) = 0 for every k ~Iti. Sincea=Ovb=O~a~b=Oistruein 
every integral domain, we may combine several equations into one and write 
v Jl gi,ktX9 Y If O] h J&1 E;;tx, Y) = O. 
(In most cases, combining equations will increase the computation time for later 
steps. However by doing so our formulas and proof will be much simplified.) 
(T3) We apply the Euclidean Algorithm to find the GCD, G(x, y), of the 
polynomials F,(x, y) for 1s I Sp, then factor G(x, y) over Z by Lenstra’s 
algorithm [9]. We may write G(x, y) = G,(x, y) ng=, (y - G,(x)) where G,(x, y) 
has no factors of the form y - G(x). If 4 = 0, i.e., G(x, y) has no factors of the 
form y - G(x), then Vx 3y /\j’=, F,(x, y) = 0 is false in Z[T] by Lemma 4. Now 
we assume that 4 # 0. 
(T4) Let Hi,k,p(x) = gi,k(x, G,(x)) and z be the set of polynomials Gp(x) such 
that Hi,k,s(x) = 0 for every k s nt and T = IJi T. Let 
G’(x, Y) = G,(x, Y) 6o1 (Y - G.s(x)) 
where G’(x, y) is the polynomial omitting from G(x, y) any factor y - G(x) if 
G(x) is in T. With similar arguments as we did in the proof of Lemma 4 we 
obtain that r # 0, i.e., G’(x, y) has a factor of the form y - G(x) where G(x) is a 
polynomial with coefficients in Z, or Vx 3y ~(x, y) is false in H[T]. Now we 
assume that r # 0. 
(T5) Let G(x) be a polynomial with coefficients in H and y - G(x) be a factor 
of G’(x, y). We factor the polynomial gi,Jx, G(x)) over E for every i c s and 
k 6 nt. Let R be the set of all irreducible factors of the polynomials gi,(x, G(x)). 
AS we did in step (TJ, we check the sentence 3y cp(ai/bi, y) over Z[ui/bi] if 
btx - Ui is in R and 3y q(x, y) over E[x]/g(x) if g(x) is in R and the degree of 
g(x) is greater than 1. If there is a sentence 3y rp(ui/b,, y) or 3y rp(x, y) which is 
false, then Vx 3y ~(x, y) is not true in every integral domain with characteristic 0. 
Otherwise, with the same arguments, Vx 3y rp(x, y) is true in every integral 
domain with characteristic 0. This completes our proof. Cl 
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Every formula can be transformed to one in conjunctive normal form and to 
one in disjunctive normal form. In general, this will take exponential time and the 
size of formula will grow exponentially. Thus given an arbitrary V3 sentence Q, 
there is an exponential time algorithm to decide whether it is true in every 
integral domain with characteristic 0 or not. Next, we show that the V3 theory of 
integral domain is decidable. However, we do not know its complexity. 
Theorem 2. The V3 theory of integral domain is decidable. 
Proof. Let Vx 3y &x, y) be an El sentence. We transform rp(x, y) to one in 
disjunctive normal form. Thus, 
where ~,j(X, Y), gi,k(X, y) are polynomials over H. We first require that 
Vx By &x, y) is true in every integral domain with characteristic 0 and every 
finite field. Notice that every finite integral domain is a finite field. By Lemma 4 
there exist an i and a polynomial F(x) over H such that y - F(x) is a common 
factor of the polynomials &,j(X, Y) (l~i G mi) but not the factor of any one of 
the polynomials g&x, y) (16 k s ni) over the ring Z[x, y]. Now let c be the least 
common multiple of the contents of the polynomials gi,Jx, F(x)) for 1 <k s n,. 
We claim that if 3y q( T, y) is true in the polynomial ring &[T] for every prime 
factor p of c, then Vx By ~(x, y) is true in every integral domain. Supose that 
there exists an integral domain D such that Vx By &x, y) is false in D. Let p # 0 
be the characteristic of D and x’ be the element of D such that 3y 9(x’, y) is false 
in D. Then By &x’, y) is false in Z,,[x’] since Z,,[x’] is a subdomain of D. The 
element x’ must be transcendental over i&. If not, Z,,[x’] is a finite field, this 
contradicts that Vx By ~(x, y) is true in every finite field. Since the polynomial 
ring &[f] is isomorphic to $[x’], By cp(T, y) is false in &[T]. If p is not a factor 
of c, then g&x, F(x)) + 0 (modp) for every 16 k c ni- Then gj,J T, F(T)) # 0 in 
ZJT]. We then obtain that (p(T, F(T)) is t rue in ZJT]. This is a contradiction. 
Therefore Vx 3y cp(x, y) is true in every integral domain. There are algorithms to 
decide whether or not Vx By cp(x, y) is true in every integral domain with 
characteristic 0 by Theorem 1 and true in every finite field [l]. We can solve 
equations in one unknown over ZJT] by factoring over ZJT] [3]. Hence there is 
an algorithm which is similar with the algorithm in Lemma 3 to decide whether 
3y q(T, y) is true in $[T] or not. We only need to check the truth of the 
sentence By q(T, y) in finitely many such polynomial rings. Therefore the V3 
theory of integral domain is decidable. 0 
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