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1. Introduction
In his article Go¨tze[9] used Stein’s method to provide an ingenious derivation of the Berry-Esseen type bound for
the class of Borel convex subsets of Rk in the context of the classical multivariate central limit theorem (CLT). This
approach has proved fruitful in deriving error bounds for the CLT under certain structures of dependence as well (see
Rinott and Rotar [11]). Our view and elaboration of Go¨tze’s proof resulted from a collaboration between the authors
and were first presented in a seminar at Stanford given by the first author in the summer of 2000. The authors wish
to thank Persi Diaconis for pointing out the need for a more readable account of Go¨tze’s result than given in his
original work.
After an explanation of the general method in Section 1, detailed derivations of various estimates are given in
Sections 2-4 in terms that would be reasonably familiar to probabilists. Except for the smoothing inequality in Section
4, which is fairly standard, complete proofs are given.
Recently Raic[10] has followed essentially the same route as Go¨tze, but in greater detail, in deriving Go¨tze’s bound.
It may be pointed out that we were unable to verify the dimensional dependence O(k) in [9],[10]. Our derivation
provides the higher order dependence of the error rate on k, namely O(k
5
2 ). This rate can be reduced to O(k
3
2 ) using
an inequality of Ball [1]. The best order of dependence known, namely, O(k
1
4 ) is given by Bentkus[3], using a different
method, which would be difficult to extend to dependent cases.
As a matter of notation, the constants c, with or without subscripts are absolute constants. The k-dimensional
standard Normal distribution is denoted by N (0, Ik) as well as Φ, with density φ.
1.1. The Generator of the ergodic Markov process as a Stein operator.
Suppose Q and Q0 are two probability measures on a measurable space (S,S) and h is integrable (with regards to
Q and Q0). Consider the problem of estimating
(1.1) Eh− E0h ≡
∫
hdQ−
∫
hdQ0.
A basic idea of Stein[12] (developed in some examples in [7] and [8]) is
(i) to find an invertible map L which maps “nice” functions on S into the kernel or null space of E0,
(ii) to find a perturbation of L, say Lα, which maps “nice” functions on S into the kernel or null space of E,
(iii) to estimate 1.1 using the identity
(1.2) Eh− E0h = ELg0 = E(Lg0 − Lαgα)
where
g0 ≡ L−1(h− E0h), gα ≡ L−1α (h− Eh).
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One way to find L is to consider an ergodic Markov process {Xt : t ≥ 0} on S which has Q0 as it’s invariant
distribution, and let L be its generator:
Lg = lim
t↓0
Ttg − g
t
, g ∈ DL(1.3)
where the limit is in L2(S,Q0) , and
(Ttg)(x) = E [g(Xt)|X0 = x] ,
or in terms of the transitions probability p(t;x, dy) of the Markov process {Xt : t ≥ 0} ,
(Ttg)(x) =
∫
S
g(y)p(t;x, dy) (x ∈ S, t > 0).(1.4)
Also DL is the set of g for which the limit in (1.3) exists. By the Markov (or, semigroup) property, Tt+s = TtTs = TsTt,
so that
d
dt
Ttg = lim
s↓0
Tt+sg − Ttg
s
= lim
s↓0
Tt(Tsg − g)
s
= TtLg.(1.5)
Since TtTs = TsTt, Tt and L commute so that
d
dt
Ttg = LTtg.(1.6)
Note that invariance of Q0 means ETtg(X0) = Eg(X0) =
∫
gdQ0, if the distribution of X0 is Q0. This implies that,
for every g ∈ DL, ELg(X0) = 0, or∫
S
Lg(x)dQ0(x) = 0,
[
ELg(X0) = E(lim
t↓0
Ttg(X0)− g(X0)
t
) = lim
t↓0
ETtg(X0)− Eg(X0)
t
]
That is, L maps DL into the set 1⊥ of mean zero functions in L2(S,Q0). It is known that the range of L is dense in
1⊥ and if L has a spectral gap, then the range of L is all of 1⊥. In the latter case L−1 is well defined on 1⊥ (kernel
of Q0) and is bounded on it ([4]).
Since Tt converges to the identity operator as t ↓ 0 one may also use Tt for small t > 0 to smooth the target
function h˜ = h− ∫ hdQ0. For the case of a diffusion {Xt : t ≥ 0}, L is a differential operator and even non smooth
functions such as h˜ = 1B − Q0(B)(h = 1B) are immediately made smooth by applying Tt. One may then use the
approximation to h˜ given by
Tth˜ = L(L
−1Tth˜) = Lψt, with ψt = L−1Tth˜,(1.7)
and then estimate the error of this approximation by a “smoothing inequality”, especially if Tth˜ may be represented
as a perturbation by convolution. For several perspectives and applications of Stein’s method see [2], [7],[8],[11].
1(b) The Ornstein-Uhlenbeck Process and its Gausssian invariant Distribution
The Ornstein-Uhlenbeck (O-U) process is governed by the Langevin equation (see, e.g. [6, pp. 476, 597, 598])
dXt = −Xtdt+
√
2dBt(1.8)
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where {Bt : t ≥ 0} is a k-dimensional standard Brownian motion. Its transition density is
p(t;x, y) =
k∏
i=1
[
2π(1− e−2t)]− 12 exp{− (yi − e−txi)2
2(1− e−2t) } x = (x1, . . . , xk), y = (y1, . . . , yk).(1.9)
This is the density of a Gaussian (Normal) distribution with mean vector e−tx and dispersion matrix (1 − e−2t)Ik
where Ik is the k × k identity matrix. One can check (e.g., by direct differentiation) that the Kolmogorov backward
equation holds:
∂p(t;x, y)
∂t
=
k∑
i=1
∂2p(t;x, y)
∂x2i
−
k∑
i=1
xi
∂p(t;x, y)
∂xi
= ∆p− x • ∇p = Lp, with L ≡ ∆− x • ∇(1.10)
where ∆ is the Laplacian and ∇ = grad. Integrating both sides w.r.t. h(y)dy we see that Tth(x) =
∫
h(y)p(t;x, y)dy
satisfies
∂
∂t
Tth(x) = ∆Tth(x)− x • ∇Tth(x) = LTth(x), ∀h ∈ L2(Rk,Φ).(1.11)
Now on the space L2(Rk,Φ) (where Φ = N(0, Ik) is the k-dimensional standard Normal ), L is self adjoint and
has a spectral gap, with the eigenvalue 0 corresponding to the invariant distribution Φ (or the constant function 1
on L2(Rk,Φ)). This may be deduced from the fact that the Normal density p(t;x, y) (with mean vector e−tx and
dispersion matrix (1 − e−2t)Ik) converges to the standard Normal density φ(y) exponentially fast as t → ∞, for
every initial state x. Else, one can compute the set of eigenvalues of L, namely {0,−1,−2, . . .}− with eigenfunctions
expressed in terms of Hermite polynomials [6, page 487]. In particular, L−1 is a bounded operator on 1⊥ and is given
by
L−1h˜ = −
∫ ∞
0
Tsh˜(x)ds, ∀h˜ = h−
∫
hdΦ ∈ L2(Rk,Φ).(1.12)
To check this, note that by (1.11)
h˜ = −
∫ ∞
0
∂
∂s
Tsh˜(x)ds = −
∫ ∞
0
LTsh˜(x)ds = L
(
−
∫ ∞
0
Tsh˜(x)ds
)
.(1.13)
For our purposes h = 1C : the indicator function of a Borel convex subset C of R
k.
A smooth approximation of h˜ is Tth˜ for small t > 0 (since Tth˜ is infinitely differentiable). Also, by (1.12)
ψt(x) ≡ L−1Tth˜(x) = −
∫ ∞
0
TsTth˜(x)ds = −
∫ ∞
0
Ts+th˜(x)ds = −
∫ ∞
t
Tsh˜(x)ds(1.14)
= −
∫ ∞
t
{
∫
Rk
h˜(e−sx+
√
1− e−2sz)φ(z)dz}ds
where φ is the k-dimensional standard Normal density. We have expressed Tsh˜(x) ≡ E[h˜(Xs)|X0 = x] in (1.14) as
E[h˜(Xs)|X0 = x] = Eh˜(e−sx+
√
1− e−2sZ),(1.15)
where Z is a standard Normal N(0, Ik). For Xs has the same distribution as e
−sx +
√
1− e−2sZ. Now note that
using (1.14), one may write
Tth˜(x) = L(L
−1Tth˜(x)) = ∆(L−1Tth˜(x)) − x • ∇(L−1Tth˜(x)) = ∆ψt(x) − x • ∇ψt(x).(1.16)
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For the problem at hand (see 1.1) Q0 = Φ and Q = Q(n) is the distribution of Sn =
1√
n
(Y1 + Y2 + · · · + Yn) =
(X1 +X2 + · · ·+Xn), (Xj = Yj/√n), where Y ′j s are i.i.d. mean-zero with covariance matrix Ik and finite absolute
third moment
ρ3 = E||Y1||3 = E(
k∑
i=1
(Y
(i)
1 )
2)
3
2 .
We want to estimate
Eh˜(Sn) = Eh(Sn)−
∫
hdΦ(1.17)
for h = 1C , C ∈ C−the class of all Borel convex sets in Rk.
For this we first estimate (see (1.16)), for small t > 0,
ETth˜(Sn) = E [∆ψt(Sn)− Sn • ∇ψt(Sn)](1.18)
This is done in Section 3. The next step is to estimate, for small t > 0,
ETth˜(Sn)− Eh˜(Sn)(1.19)
which is carried out in Section 4. Combining the estimates of (1.18) and (1.19), and with a suitable choice of t > 0,
one arrives at the desired estimation of (1.17).
We will write
δn = sup
{h=1C :C∈C}
|
∫
hdQ(n) −
∫
hdΦ|.(1.20)
2. Derivatives of ψt ≡ L
−1Tth˜
Before we engage in the estimation of (1.18) and (1.19), it is useful to compute certain derivatives of ψt.
Let Di =
∂
∂xi
, Dii′ =
∂2
∂xi∂xi′
, Dii′i′′ =
∂3
∂xi∂xi′∂xi′′
, etc ..
Then, using (1.14),
Diψt(x) = −
∫ ∞
t
[∫
Rk
h˜(y)(2π(1− e−2s))− k2 (yi − e
−sxi)
1− e−2s e
−s · exp{−||y − e
−sx||2
2(1− e−2s) }dy
]
ds
= −
∫ ∞
t
[∫
Rk
h˜(y)(2π(1− e−2s))− k2 e
−s
√
1− e−2s ·
(yi − e−sxi)√
1− e−2s · exp{−
||y − e−sx||2
2(1− e−2s) }dy
]
ds
= −
∫ ∞
t
(
e−s√
1− e−2s )
[∫
Rk
h˜(e−sx+
√
1− e−2sz)ziφ(z)dz
]
ds, ziφ(z) = − ∂
∂zi
φ(z)) = −Diφ(z)(2.1)
using the change of variables
z =
y − e−sx√
1− e−2s .
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In the same manner, one has, using Di,Dii′ , etc for derivatives
∂
∂zi
, ∂
2
∂zi∂zi′
, etc,
Dii′ψt(x) = −
∫ ∞
t
(
e−s√
1− e−2s )
2
[∫
Rk
h˜(e−sx+
√
1− e−2sz) ·Dii′φ(z)dz
]
ds,
Dii′i′′ψt(x) = −
∫ ∞
t
(
e−s√
1− e−2s )
3
[∫
Rk
h˜(e−sx+
√
1− e−2sz) · (−Dii′i′′φ(z))dz
]
ds.(2.2)
The following estimate is used in the next section:
sup
u∈Rk
∣∣∣∣∣
∫
Rk
∫
Rk
h˜(
√
n− 1
n
e−sx+ e−su+
√
1− e−2sz)φ(x)Dii′i′′φ(z)dxdz
∣∣∣∣∣(2.3)
≤ c0ke2s(1− e−2s).
To prove this, write a =
√
n
n−1e
s
√
1− e−2s and change variables x −→ y = x+ az. Then
φ(x) = φ(y − az) = φ(y)− az · ∇φ(y) + a2
k∑
r,r′=1
zrzr′
∫ 1
0
(1− v)Drr′φ(y − vaz)dv,(2.4)
so that
h˜(
√
n− 1
n
e−sx+ e−su+
√
1− e−2sz) = h˜(
√
n− 1
n
e−sy + e−su),
and the double integral in (2.3) becomes
(2.5)
∫
Rk
∫
Rk
h˜(
√
n− 1
n
e−sy + e−su)

φ(y)− az · ∇φ(y) + a2 k∑
r,r′=1
zrzr′
∫ 1
0
(1− v)Drr′φ(y − vaz)dv

 •Dii′i′′φ(z)dzdy
Note that the integrals of Dii′i′′φ(z) and zi0Dii′i′′φ(z) vanish for i, i
′, i′′, i0, so that∫
Rk
h˜(
√
n− 1
n
e−sy + e−su)(φ(y) − az · ∇φ(y))Dii′i′′φ(z)dz = 0(2.6)
The magnitude of the last term on the right in (2.4) is∣∣∣∣∣∣a2
∫ 1
0
(1 − v)

 k∑
r,r′=1
zrzr′(y − vaz)r(y − vaz)r′ −
k∑
r=1
z2r

φ(y − avz)dv
∣∣∣∣∣∣(2.7)
≤ a2
∫ 1
0
(1 − v)

 k∑
r,r′=1
zrzr′(y − vaz)r(y − vaz)r′ +
k∑
r=1
z2r

φ(y − avz)dv,
since the sum
∑
r,r′ above is nonnegative. Bounding |h˜| by 1, it follows from (2.5)-(2.7) that the left side of (2.3) is
no more than
a2
∫ 1
0
(1 − v)


∫
Rk

 k∑
r 6=r′
zrzr′
∫
Rk
(y − vaz)r(y − vaz)r′φ(y − vaz)dy+
k∑
r=1
z2r
∫
Rk
{(y − vaz)2r + 1}φ(y − avz)dy

|Dii′i′′φ(z)|dz

 dv
=a2
∫ 1
0
(1− v)
{∫
Rk
2
k∑
r=1
z2r |Dii′i′′φ(z)|dz
}
dv,
(2.8)
from which (2.3) follows.
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3. Estimation of Tth˜(Sn)
By (1.16),
Tth˜(Sn) = L(L
−1Tth˜)(Sn) = Lψt(Sn) = ∆ψt(Sn)− Sn • ∇ψt(Sn)(3.1)
Consider the Taylor expansions
∆ψt(Sn) ≡
k∑
i=1
Diiψt(Sn) =
k∑
i=1
Diiψt(Sn −X1) +
k∑
i,i′=1
∫ 1
0
X
(i′)
1 Diii′ψt(Sn −X1 + vX1)dv,
Sn · ∇ψt(Sn) =
n∑
j=1
Xj · ∇ψt(Sn) =
n∑
j=1
k∑
i=1
X
(i)
j ·Diψt(Sn)
=
n∑
j=1

 k∑
i=1
X
(i)
j ·Diψt(Sn −Xj) +
k∑
i,i′=1
X
(i)
j X
(i′)
j Dii′ψt(Sn −Xj)+(3.2)
+
k∑
i,i′,i′′=1
X
(i)
j X
(i′)
j X
(i′′)
j
∫ 1
0
(1− v)Dii′i′′ψt(Sn −Xj + vXj)dv


Recalling that Xj =
Yj√
n
, EYj = 0, EX
(i)
j X
(i′)
j =
1
nEY
(i)
j Y
(i′)
j =
1
nδii′ and Xj and Sn −Xj are independent,
E∆ψt(Sn) = E
[
k∑
i=1
Diiψt(Sn −X1)
]
+ E

 k∑
i,i′=1
Y
(i)
1√
n
∫ 1
0
Diii′ψt(Sn −X1 + vX1)dv

 ,(3.3)
ESn · ∇ψt(Sn) = E
[
k∑
i=1
Diiψt(Sn −X1)
]
+
1√
n
k∑
i,i′,i′′=1
E
[
Y
(i)
1 Y
(i′)
1 Y
(i′′)
1
∫ 1
0
(1 − v)Dii′i′′ψt(Sn −X1 + vX1)dv
]
.
(3.4)
Hence
ETth˜(Sn) = E

 k∑
i,i′=1
Y
(i)
1√
n
∫ 1
0
Diii′ψt(Sn −X1 + vX1)dv − 1√
n
k∑
i,i′,i′′=1
Y
(i)
1 Y
(i′)
1 Y
(i′′)
1
∫ 1
0
(1− v)Dii′i′′ψt(Sn −X1 + vX1)dv

 .
(3.5)
One may then write
ETth˜(Sn) = E[E(• • •|Y1)](3.6)
where • • • is the quantity within square brackets in (3.5), i.e.,
E[Tth˜(Sn)|Y1] = 1√
n
k∑
i,i′=1
Y
(i′)
1
∫ 1
0
E [Diii′ψt(Sn −X1 + vX1)|Y1] dv(3.7)
− 1√
n
k∑
i,i′,i′′=1
Y
(i)
1 Y
(i′)
1 Y
(i′′)
1
∫ 1
0
(1− v)E[Dii′i′′ψt(Sn −X1 + vX1)|Y1]dv
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The first term on the right side in (3.7) equals
1√
n
k∑
i,i′=1
Y
(i′)
1
(
−
∫ ∞
t
(
e−s√
1− e−2s )
3
∫ 1
0
{
E
[∫
Rk
h˜(e−s(Sn −X1) + e−svX1 +
√
1− e−2sz) · (−Diii′φ(z))dz|Y1
]}
dv
)
ds
=
1√
n
k∑
i,i′=1
Y
(i′)
1
∫ ∞
t
(
e−s√
1− e−2s )
3
(∫ 1
0
{∫
Rk
[∫
Rk
h˜(e−s
√
n− 1
n
x+ e−svX1 +
√
1− e−2sz)dQ(n−1)(x)
]
Diii′φ(z)dz
}
dv
)
ds,
(3.8)
noting that the distribution of Sn−X1 =
√
n−1
n (
Y2+Y3+···+Yn√
n−1 ) is that of
√
n−1
n V , where V has distribution Q(n−1).
Therefore, (3.8) is equal to
1√
n
k∑
i,i′=1
Y
(i′)
1
∫ ∞
t
(
e−s√
1− e−2s )
3
∫ 1
0
{∫
Rk
[∫
Rk
h˜(e−s
√
n− 1
n
x+ e−svX1 +
√
1− e−2sz)(d(Q(n−1)(x)− Φ(x)) + dΦ(x))
](3.9)
·Diii′φ(z)dz
}
dvds
Since the class of functions h = 1C , where C ranges over all Borel convex subsets of R
k, is invariant under
translation, and bC is convex if C is convex (bC = {bx : x ∈ C}, ∀b > 0),∣∣∣∣∣
∫
Rk
h˜(e−s
√
n− 1
n
x+ e−svX1 +
√
1− e−2sz)(d(Q(n−1)(x) − Φ(x)))
∣∣∣∣∣ ≤ δn−1.(3.10)
Similarly, the second term on the right in (3.7) equals
− 1√
n
k∑
i,i′,i′′=1
Y
(i)
1 Y
(i′)
1 Y
(i′′)
1
∫ ∞
t
(
e−s√
1− e−2s )
3
∫ 1
0
{∫
Rk
[∫
Rk
h˜(e−s
√
n− 1
n
x+ e−svX1 +
√
1− e−2sz)(3.11)
(
d(Q(n−1)(x) − Φ(x)) + dΦ(x)
)]
.Dii′i′′φ(z)dz
}
dv
Again, the inner integral in (3.11) with regard to Q(n−1) − Φ is estimated by (3.10). Therefore, using (2.3) for the
remaining integration with regard to Φ in (3.8), (3.11).
∣∣∣ETth˜(Sn)∣∣∣ ≤ 1√
n
k∑
i,i′=1
E|Y (i′)1 |
(∫ ∞
t
(
e−s√
1− e−2s )
3
[
δn−1
∫
Rk
|Diii′φ(z)|dz + c0ke2s(1− e−2s)
]
ds
)
+
1√
n
k∑
i,i′,i′′=1
E
∣∣∣Y (i)1 Y (i′)1 Y (i′′)1 ∣∣∣
(∫ ∞
t
(
e−s√
1− e−2s )
3
[
δn−1
(∫ 1
0
(1− v)dv
)
·
∫
Rk
|Dii′i′′φ(z)|dz+ c0ke2s(1− e−2s)
]
ds
)
.
(3.12)
Next, the first two terms on the right in (3.12) may be estimated by using
∫
Rk
|Dii′i′′φ(z)|dz =


E|(Z(i)1 )2 − 1| · E|Z(i
′)
1 | ≤ 1 ∀i 6= i′, i′′ = iori′,
E|(Z(i)1 )3 − Z(i)| ≤
√
6 ∀i = i′ = i′′,∫
Rk
|Dii′i′′φ(z)|dz = E|Z(i)1 Z(i
′)
1 Z
(i′′)
1 | ≤ 1 if i, i′, i′′ are all distinct.(3.13)
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Finally, note that
(3.14)
e−s√
1− e−2s ≤
1√
2s
(s > 0),
so that ∫ ∞
0
e−s√
1− e−2s ds = c
′
0 <∞,
∫ ∞
t
(
e−s√
1− e−2s )
3ds ≤ (2t)− 12 .(3.15)
Hence, using (3.12)-(3.15), together with the estimates
E
k∑
i,i′,i′′=1
∣∣∣Y (i)1 Y (i′)1 Y (i′′)1 ∣∣∣ ≤ k 32 ρ3, E
k∑
i,i′=1
|Y (i′)1 | ≤ k
1
2 ρ3,
one has
|ETth˜(Sn)| ≤ c1k3/2ρ3( δn−1√
n
√
t
) +
c2k
5/2ρ3
n1/2
(3.16)
4. The smoothing inequality and the Estimation of δn
Let H = {1C , C ∈ C}, where C is the class of all Borel convex subsets of Rk. As before, h˜ = h−
∫
hdΦ. We also write
Gb as the distribution of bW , ifW has distribution G(b > 0). Recall that (see 1.15) Tth˜(x) = Eh˜(e
−tx+
√
1− e−2tZ),
where Z has the standard Normal distribution Φ = N(0, Ik), which we take to be independent of Sn. Then
ETth˜(Sn) = Eh˜(e
−tSn +
√
1− e−2tZ) =
∫
Rk
∫
Rk
h˜(e−tx+
√
1− e−2tz)dQ(n)(x)φ(z)dz
=
∫
Rk
h˜d((Q(n))e−t ⋆ Φ√1−e−2t) =
∫
Rk
h˜d((Q(n))e−t − Φe−t) ⋆ Φ√1−e−2t(4.1)
The introduction of the extra term Φe−t ⋆ Φ√1−e−2t = Φ does not affect the integration in the last step since∫
Rk
h˜dΦ = 0.
Since the last integration is with respect to the difference between two probability measures, its value is unchanged
if we replace h˜ by h. Hence
ETth˜(Sn) =
∫
Rk
hd[Q(n))e−t − Φe−t ] ⋆ Φ√1−e−2t .(4.2)
Also the class C is invariant under multiplication C −→ bC where b > 0 is given. Therefore,
δn = sup
h∈H
|Eh˜(Sn)| = sup
h∈H
|
∫
hd(Q(n) − Φ)| = sup
h∈H
|
∫
hd
[
(Q(n))e−t − Φe−t
]
.(4.3)
Thus (4.2) is a perturbation (or, smoothing) of the integral in (4.3) by convolution with Φ√1−e−2t . If ǫ > 0 is a
constant such that
Φ√1−e−2t ({|z| < ǫ}) =
7
8
,(4.4)
then the smoothing inequality below applies, with µ = (Q(n))e−t , ν = Φe−t ,K = Φ√1−e−2t , f = h = 1C , α = 7/8,
and ǫ as in (4.4).
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Smoothing Inequality
Let µ, ν,K be probability measures on Rk, K({x : |x| < ǫ}) = α > 12 .Then for every bounded measurable f one has∣∣∣∣
∫
Rk
fd(µ− ν)
∣∣∣∣ ≤ (2α− 1)−1 [γ∗(f : ǫ) + ω∗f (2ǫ : ν)](4.5)
where,
f+ǫ (x) = sup{f(y) : |y − x| < ǫ}, f−ǫ (x) = inf{f(y) : |y − x| < ǫ},
and γ(f : ǫ) = max
{∫
Rk
∣∣f+ǫ d(µ− ν)∣∣ ,
∫
Rk
∣∣f−ǫ d(µ− ν)∣∣
}
,
γ∗(f : ǫ) = sup
y∈Rk
γ(fy : ǫ), fy(x) ≡ f(x+ y),
ωf (x : ǫ) = sup{|f(y)− f(x)| : |y − x| < ǫ}, ωf(ǫ : v) =
∫
ωf(x : ǫ)dν(x),
ω∗(f : ǫ) = sup
y∈Rk
ωfy (ǫ : ν).
For a proof of the inequality (4.5) see Bhattacharya and Rao [5], Lemma 11.4. With h = 1C one gets h
+
ǫ = 1Cǫ
h−ǫ = 1C−ǫ , where C
ǫ = {x : dist(x,C) < ǫ} ,C−ǫ = {x : open ball of radius ǫ and center x is contained in C} are
both convex, so that
γ(h : ǫ) ≤ max
{∫
1Cǫd
[
(Q(n))e−t − Φe−t
]
⋆ Φ√1−e−2t ,
∫
1C−ǫd
[
(Q(n))e−t − Φe−t
]
⋆ Φ√1−e−2t
}
≤ sup
h∈H
| ETth˜(Sn) | .
Since C is invariant under translation one then obtains
γ∗(h : ǫ) ≤ sup
h∈H
| ETth˜(Sn) | .(4.6)
Also, letting Z be standard Normal N(0,1k),
ω∗h(2ǫ : Φe−t) = P (e
−tZ ∈ (∂C)2ǫ)
= P (Z ∈ et(∂C)2ǫ) ≤ c3
√
k2ǫet.(4.7)
where c3 > 0 is a constant (see Bhattacharya and Rao [5], Theorem 3.1). From (4.4) one gets
P
(∣∣∣√1− e−2tZ∣∣∣ < ǫ) = 7
8
, P
(
|Z| < ǫ√
1− e−2t
)
=
7
8
so that ǫ/
√
1− e−2t = ak, where ak satisfies P (|Z| < ak) = 78 . It is simple to check that ak = O(
√
k), as k −→ ∞,
and
ak ≤ c4
√
k, ǫ = ak
√
1− e−2t ≤ c4
√
k
√
1− e−2t ≤ c4
√
k
√
2t(4.8)
Using this estimate of ǫ in (4.9), one obtains
ω∗h(2ǫ : Φe−t) ≤ c5k
√
tet(4.9)
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The smoothing inequality now yields (use (4.3),(4.6), (4.9) in (4.5))
δn ≤ 4
3
[
sup
h∈H
| ETth˜(Sn) | +c5k
√
tet
]
(4.10)
Now use (3.14) in (4.11) to get
δn ≤ (c6k3/2ρ3) δn−1√
n
√
t
+
c7k
5/2ρ3
n1/2
+ c8k
√
tet.(4.11)
By comparing the first and third terms on the right, an optimal order of t is obtained as
t = min
{
1,
√
kδn−1ρ3√
n
}
.
It follows that
δn ≤ (c9k5/4ρ1/23 )
δ
1/2
n−1
n
1
4
+
c7k
3/2ρ3
n1/2
.(4.12)
Consider now the induction hypothesis : The inequality
δn ≤ ck
5/2
√
n
ρ3(4.13)
holds for some n ≥ 1 and an absolute constant c ≥ 1 specified below. Note that (4.13) clearly holds for n ≤ c2k5ρ23
Since c2k5ρ23 > k
8, suppose then (4.13) holds for some n = n0 ≥ k8. Then by (4.12) we can take n0 ≥ k3: under the
induction hypothesis, and (4.12),
δn0+1 ≤
c9
√
ck
5
4
+ 5
4
ρ3
((n0(n0 + 1))
1
4
+
c7k
3/2ρ3
(n0 + 1)
1
2
≤ c10
√
ck
5
2 ρ3
(n0 + 1)
1
2
+
c7k
5/2ρ3
29(n0 + 1)
1
2
(c10 = c9 + 1,
k−1
n0 + 1
≤ k−9 ≤ 2−9, for k ≥ 2).
(4.14)
Now, choose c to be the greater of 1 and the positive solution of c = c10
√
c + c7, to check that (4.13) holds for
n = n0 + 1. Hence (4.13) holds for all n.
We have proved the following result.
Theorem 1 There exists an absolute constant c > 0 such that
δn ≤ ck
5
2 ρ3√
n
(4.15)
5. The Non-Identically Distributed Case
For the general case considered in [9], Xj ’s (1 ≤ j ≤ n) are independent with zero means and
∑n
j=1 CovXj = Ik.
Assume
(5.1) β3 ≡
∑
1≤j≤n
E||Xj||3 <∞
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Let
{
X¯j : 1 ≤ j ≤ n
}
be an independent copy of {Xj : 1 ≤ j ≤ n}. Then, writing Sn =
∑n
j=1Xj , as before,
E
k∑
i=1
Diiψt(Sn) = E
n∑
j=1
k∑
i,i′=1
Dii′ψt(Sn)X¯
(i)
j X¯
(i′)
j
= E

 n∑
j=1
k∑
i,i′=1
Dii′ψt(Sn −Xj)X¯(i)j X¯(i
′)
j +
n∑
j=1
k∑
i,i′,i′′=1
X¯
(i)
j X¯
(i′)
j X¯
(i′′)
j
∫ 1
0
Dii′i′′ψt(Sn −Xj + vXj)dv

 ,(5.2)
and
E [Sn · ∇ψt(Sn)] = E

 n∑
j=1
Xj · ∇ψt(Sn)


(5.3)
= E

 n∑
j=1

Xj · ∇ψt(Sn −Xj)+
k∑
i,i′=1
X
(i)
j X
(i′)
j Dii′ψt(Sn −Xj)+
k∑
i,i′,i′′=1
X
(i)
j X
(i′)
j X
(i′′)
j
∫ 1
0
(1 − v)Dii′i′′ψt(Sn −Xj + vXj)dv




Substracting (5.3) from (5.2) and noting that
EXj · ∇ψt(Sn −Xj) = 0,
one obtains
ETth˜(Sn) = E

 n∑
j=1
k∑
i,i′,i′′=1
X¯
(i)
j X¯
(i′)
j X¯
(i′′)
j
∫ 1
0
Dii′i′′ψt(Sn −Xj + vXj)dv
−
n∑
j=1
k∑
i,i′,i′′=1
X¯
(i)
j X¯
(i′)
j X¯
(i′′)
j
∫ 1
0
(1− v)Dii′i′′ψt(Sn −Xj + vXj)dv
]
(5.4)
The estimation of the conditional expectation of the integrals
∫ 1
0
in (5.4), given Xj , proceeds as in Section 3 (with
Xj in place of X1). The only significant change is in the normalization in the argument of h˜ (see (3.8) - (3.11)) where,
writing Nj as the positive square root of the inverse of Cov(Sn −Xj),
E
[
h˜(e−s(Sn −Xj) + e−svXj +
√
1− e−2sz|Xj
](5.5)
= E
[
h˜(e−sN−1j (Nj(Sn −Xj)) + e−svXj +
√
1− e−2sz|Xj
]
=
∫
Rk
h˜(e−sN−1j x+ e
−svXj +
√
1− e−2sz)dQ(n−1),j(x) =
∫
Rk
h˜(e−sN−1j (x+Nje
s
√
1− e−2sz) + e−svXj)dQ(n−1),j(x),
where Q(n) denotes the distribution of Sn =
∑n
1 Xj , and Q(n−1),j that of Nj(Sn − Xj), which has mean zero,
covariance Ik. As in Section 3, the last integration is divided into two parts: d(Q(n−1),j − Φ)(x) + dΦ(x). Since the
class of Borel convex sets is invariant under non-singular affine linear transformations, the integral with regards to
Q(n−1),j −Φ is bounded by δn−1. For the integral with regards to Φ, we change variables x −→ y = x+Ajz, where
Aj = e
−s√1− e−2sNj . The estimation of the integral now proceeds as in (2.3)−(2.8), with scalar a replaced by the
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matrix Aj . The effect of this is simply to change the sum a
2
∑
r,r′ zrzr′Drr′φ(y − vaz) in (2.4) to
k∑
r,r′=1
(Ajz)r(Ajz)r′Drr′φ(y − vAjz)
Arguing as in (2.3)−(2.8) one arrives at the upper bound for (5.5) given by
c′′0k‖Aj‖2 = c′′0ke2s(1− e−2s)‖Nj‖2 ≤ c′′0ke2s(1− e−2s)(1− β
2
3
3 )
−1,
using
‖Nj‖2 = ‖(Ik − CovXj)− 12 ‖2 = ‖Ik − CovXj‖−1,(5.6)
‖Ik − CovXj‖ = sup
|u|=1
u · (Ik − CovXj)u = sup
|u|=1
(1− E(u.Xj)2)
≥ 1− E|Xj |2 ≥ 1− (E|Xj |3) 23 ≥ 1− β
2
3
3
and assuming
(5.7) β3 < 1
Proceeding as in Section 4 one arrives at the bound:
(5.8) δn ≤ ck 52β3.
If one takes the absolute constant c > 1, then the β3 may be assumed to be smaller or equal to c
−1k−
5
2 , and
(1 − β 233 )−1 ≤ (1 − 1
c
2
3
)−1 = c′. The induction argument is similar.
Remark: If one defines
γ3 ≡
n∑
j=1
E(
k∑
i=1
|X(i)j |)3,(5.9)
then
n∑
j=1
k∑
i,i′,i′′=1
E|X(i)j X(i
′)
j X
(i′′)
j | = γ3,
Since γ3 now replaces k
3
2β3 in the computations, it follows that
δn ≤ ckγ3(5.10)
Since, γ3 ≤ k 32β3, (5.10) provides a better bound than (5.8) or (4.13).
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