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だくじが設計できるかを求める問題であり,古くから研究されている [4, 7]. このあみだく
じ設計の問題は,グラフを用いて定式化できる [10]. 具体的には,図1(b) に例示するよう
に,各縦線を頂点とし,隣接する2つの縦線に対応する2頂点を辺で結ぶことでパスを構成
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前述の問題では,全てのトークンは異なる色を持っていた.すなわち,  n 頂点グラフであ
れば,トークンに現れる色は  n種類である.一方で,Yamanaka ら [11] は,この問題を一
般化した色付きトークン整列問題を提案した.この一般化では,同じ色を持つトークンが複
数枚あることが許される.すなわち,入力としてグラフ  G=(V, E) , 色数  c のトークン配
置ん,  f_{t}:Varrow\{1,2, c\} , 非負整数  \ell\geq 0 が与えられたときに,高々  \ell 回の隣接するトー
クンの交換でんからゐへ到達可能かどうか判定する問題である.
この問題は近年提唱されたばかりであるが,グラフクラスに基づく計算複雑性 [1, 4, 11],




に基づく計算複雑性についてまとめており,  c\geq 3 であるとする.また,  n は
入カグラフの頂点数である.
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表2: パラメータ複雑性に関する既知の結果 [1]. ここで表中の  \ell,  \triangle , tw, diam
はそれぞれトークン交換回数,入カグラフの最大次数,木幅,直径を表して
いる.
色数  c が入力であるとき,完全グラフに対してさえNP完全であることが知られている [1].
一方で,完全グラフに対しては,色数  c をパラメータとした FPT アルゴリズムが与えられて
いる [11]. 色数  c\geq 3 が定数であるとき,  n頂点サイクルに対して  0(n^{c+2}) 時間で解け [11],
これは色数  c をパラメータとした XP アルゴリズムとみなせる.なお,色数  c=2 であると
きには,任意の  n頂点グラフに対して  0(n^{3}) 時間で解ける [11].
この他にも,表2に示すようにパラメータ複雑性は解析されていたが [1] , それらは主と
してトークン交換回数  \ell をパラメータとしたものであり,色数  c については上述の完全グラ
フとサイクルに対する結果のみであった.
1.2 本稿の結果
本稿では,色付きトークン整列問題に対し,色数  c をパラメータとした際のパラメータ複
雑性を解析した.本稿の結果は図2にまとめられるが,具体的には次の通りである.
まず,スプリットグラフに対して,色数を3以上の任意の定数に制限しても色付きトーク
ン整列問題は NP 完全であることを示した.これにより,  P\neq NP の仮定の下では,スプリッ
トグラフに対しては,色数  c をパラメータとしたXP アルゴリズムさえもないといえる.こ
れとは対照的に,コグラフに対しては,色数  c をパラメータとしたXP アルゴリズムを与え
た.また,完全二部グラフに対しては,色数  c をパラメータとしたFPT アルゴリズムを与
えた.ただし,完全二部グラフに対する計算複雑性は,今のところ明らかになっていない.
NP完全  1 ‐ ‐XP ‐
図2: 色数  c によってパラメータ化された色付きトークン整列問題に対する結




グラフ  G=(V, E) を重みなし単純無向連結グラフとする.  G の頂点集合を  V(G) , 辺集
合を  E(G) と書くこともある.  C を色集合とし,  |C| を色数と呼ぶ.  G の各点に  C に含まれ
る色を割り当てる写像  f:Varrow C は,  G に対するトークン配置と呼ばれる.
グラフ  G に対する2つのトークン配置  f と  f'が隣接しているとは,ただ1本の辺  uv\in E(G)
が存在して,  G の各点  w\in V(G) に対し次の式を満たすことをいう.
 f'(w)=\{\begin{array}{ll}
f(u)   w=v のとき;
f(v)   w=u のとき;
f(w)   その他．
\end{array}
 G の隣接するトークン配置の系列は,トークンの交換を行った辺の系列で表せる.  G のトー
クン配置  f から,辺  s_{1},  s_{2},  s_{r}\in E に対して順にトークンの交換を行って得られる  G の
トークン配置を  f' とする.このとき,辺の系列  \{s_{1}, s_{2}, \mathcal{S}_{r}\} は,  f から  f' へのトークン
交換系列と呼ばれる.また,このトークン交換系列の長さは  r と定義される.  G のトークン
配置  f から  f' へのトークン交換系列のうち,最小の長さをdist  (f, f') と書く.ただし,  f か
ら  f' へのトークン交換系列が存在しない場合には,dist  (f, f')=+\infty と定義する.
グラフ  G のトークン配置  f から  f' へのトークン交換系列が存在するとき,すなわち
dist  (f, f')\neq+\infty であるとき,  f と  f' は到達可能という.Yamanaka ら [11] は,  f と  f'
が到達可能であるための必要十分条件が,どの色のトークンも  f と  f' において枚数が一致
していることであると示した.さらに,グラフの頂点数を  n としたとき,  f と  f' が到達可
能であるならばdist  (f, f')=0(n^{2}) であることを示した.
グラフ  G の2つのトークン配置んとゐ,および非負整数  \ell\geq 0 が与えられたとき,色付
きトークン整列問題とはdist  (fo, f_{t})\leq\ell であるか判定する問題である.
3 スプリットグラフ
本節では,スプリットグラフのNP 完全性を示す.グラフ  G の点集合  V(G) をクリークと
独立点集合に分割できるとき,  G はスプリットグラフと呼ばれる.本節の主結果は,次の定
理である.
定理1 スプリットグラフに対する色付きトークン整列問題は,色数  c を3以上の任意の定
数に制限しても NP 完全である.
証明.Yamanaka ら [11] によって,  n頂点グラフ  G の到達可能なトークン配置  f と  f' に対
し,dist  (f, f^{\ovalbox{\tt\small REJECT}})=O(n^{2}) であることが示されているため,本判定問題はクラスNP に属する.
したがって本稿では,3次元マッチング問題 [3] から本問題への多項式時間帰着を構成する
ことによってNP 困難性を示す.証明の基本的なアイディアは,Yamanaka らの平面二部グ
ラフに対する NP 困難性の証明 [11] と同じである.
3次元マッチング問題は,次のように定義される.  |X|=|Y|=|Z|=m であるような互
いに素な3つの集合  X,  Y,  Z と,それらの直積の部分集合  S\subseteq X\cross YxZ が与えられる.こ
のとき,  X,  Y,  Z のすべての要素がちょうど一度ずつ含まれるような,サイズ  m の部分集合
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 f_{0} fi_{t}
図3: 3次元マッチング問題の問題例 X  =\{x_{1}, x_{2}\},  Y=\{y_{1}, y2\},  Z=
 \{z_{1}, z_{2}\},  S=\{s_{1}=(x_{1}, y_{1}, z_{1}), s_{2}=(x_{1}, y2, z_{1}), s_{3}=(x_{2}, y_{1},
z_{2})\} に対応す
る色付きトークン整列問題の問題例.  \ell=3m=6 である.
 S'\subseteq S が存在するかどうか判定する問題である.3次元マッチング問題は NP 完全であるこ
とが知られている  [3].
3次元マッチング問題の問題例から,色付きトークン整列問題の対応する問題例を構成す
る.(図3参照.) 対応するグラフ  G の頂点集合は  3m+|S| 個の頂点を持ち , X,  Y,  Z および
 S の各要素に対応する.なお,  V(G) の頂点部分集合および頂点を,3次元マッチング問題
の集合および要素と同じ名前で呼ぶこととする.  s_{i}=(x_{a}, y_{b}, z_{c})\in S であるとき,  G にお
いて,対応する頂点  s_{\iota} と頂点  x_{a},  y_{b},  z。をそれぞれ辺で結ぶ.また,  S のすべての2頂点間
を辺で結び,クリークを構成する.以上により,対応するスプリットグラフ  G を得る.次
に,  G のトークン配置  f_{0} とゐを次のように定義する.各点  v\in V(G) に対し,
 f_{0}(v)=\{\begin{array}{l}
1 v\in S のとき;
1 v\in X のとき;
2 v\in Y のとき;
3 v\in Z のとき，
\end{array}
 f_{t}(v)=\{\begin{array}{l}
1 v\in S のとき
2 v\in X のとき;
3 v\in Y のとき;
1 v\in Z のとき．
\end{array}





本節では,完全二部グラフに対し,色数  c に関する FPT アルゴリズムを与える.我々の





図4: 図3のんとゐに対する色グラフ  D(f_{0}, f_{t}) .
4.1 色グラフ
グラフ  G のトークン配置  f と  f' に対し,色グラフ  D(f, f') とは次のように定義される有
向グラフである.(図4参照.)
 \bullet  D(f, f') の頂点集合は  Cである.ここで,  C は色数  c の色集合である.
 \bullet  D(f, f') の有向辺集合を  A(f, f') と書くと,  A(f, f')=\{(f'(v), f(v))|v\in V(G)\} で
ある.
したがって,色グラフの各頂点は  C の色に対応しており,各有向辺は  V(G) の頂点に対応
している.  f(v)=f'(v) である頂点  v\in V(G) は,色グラフでは自己ループに対応する.以
降,色グラフとの混同を避けるために,入力で与えられるグラフ  G を基グラフと呼ぶこと
がある.
基グラフ  G のトークン配置  f と  f' が与えられたとき,その色グラフ  D(f, f') は,線形時




定理2 ([11])  n 頂点の完全グラフ  G , 色数  c の  G のトークン配置んと  f_{t} が与えられたと
き,dist  (f_{0}, f_{t}) を  g(c)\cdot n^{O(1)} 時間で計算するアルゴリズムが存在する.ここで,  g は計算可
能な関数である.
この証明のため,色グラフ  D(f_{0}, ft) に対し,次の定義をする.  D (fo, ft) に含まれる自己
ルー プの集合を  A_{se}1f(f_{0}, ft) と書き,  \#self(fo, ft)=|A_{se}1f(f_{0}, ft)| とする.有向辺部分集合
 A(f_{0}, ft)\backslash A_{e}1f(f_{0}, ft) を有向サイクルに分割したもののうち,有向サイクル数が最大とな
るものを考え,その際の有向サイクル数を #cycle  (f_{0}, ft) とする.なお,そのような分割が存
在しない場合には,#cycle  (f_{0}, ft)=-\infty と定義する.このとき,次の補題1が成り立つが,
その証明は省略する.
補題  1d1st(f_{0}, f_{t})=n- #self  (f_{0}, f_{t})- #cycle  (f_{0}, f_{t})
したがって,定理2を証明するには,  \#\cdot elf(f_{0}, f_{t}) と  \#_{c}y_{cle}(f_{0}, f_{t}) が所望の計算時間で求め




補題2色グラフ  D(f_{0}, f_{t}) に対する  \#_{cycle}(f_{0}, f_{t}) は,  c^{O(c^{c+1})}(\log n)^{O(1)} 時間で求められる.
証明.  \mathbb{Z} を整数の集合とする.  d個の変数,  m個の制約式を持つ整数計画探索問題では,入
力として行列  A\in \mathbb{Z}^{m\cross d} とベクト)  \triangleright  b\in \mathbb{Z}^{m\cross l} が与えられたとき,  Ax\leq b を満たすベクト
ル  x\in \mathbb{Z}^{d\cross 1} が存在するか判定し,存在する場合にはそれを一つ出力する.  A または  b に現
れる要素の最大値を  \triangle とすると,この問題は
 d^{O(d)}m^{O(1)}(\log\triangle)^{O(1)} (1)
時間で解けることが知られている [5].
本稿では,整数  k に対し  \#_{cycle}  (f_{0}, f_{t})\geq k であるか判定する問題を,整数計画探索問題
に定式化する.色グラフの有向辺集合は,基グラフの頂点集合に対応するから,ちょうど  n
本の有向辺を持つ.したがって,  \#_{cycle}(f_{0}, f_{t})\leq n である.これより,整数  k は  0,1,  n
の範囲を調べれば十分であり,二分探索を行うことで  \#_{cyde}(f_{0}, f_{t}) を計算できる.
色グラフ  D(f_{0}, f_{t}) の頂点集合  Cに対し,長さ  rの順序列を考える.その順序で頂点を辿る有
向サイクルが  D(f_{0}, f_{t}) に存在するとき,その順序列は適切であるという.長さ  r=2,3,  c
の適切な順序列を全て列挙し,  \ovalbox{\tt\small REJECT} 番目に列挙された適切な  1頂序列が選択される回数を変数吻
で表す.すると,  \#_{cycle}(f_{0}, f_{t})\geq k という制約は,
 x_{1}+x_{2}+\cdots+x_{d}\geq k (2)
という制約式で表現できる.  D (fo,  f_{t} ) は  c個の頂点を持つから,列挙される適切な順序列は
高々  (c+1)^{c}個である.したがって,変数の個数  d は,  d\leq(c+1)^{c} と抑えられる.
一方で,  D(f_{0}, f_{t}) の頂点集合  Cの各順序対  i\in C\cross C に対し,その順序対を結ぶ  A(f_{0}, f_{t})\backslash 
 A_{self}(f_{0}, f_{t}) の有向辺の本数を bi とする.所望の分割では,どの順序対  i\in C\cross C に対して
も,有向サイクルとして選ばれるのは高々  b_{i} 回でなければならない.この制約を表現するた
めに,整数計画探索問題の行列  A の各要素  a_{i_{j}} を次のように定義する.
 a_{lj}=\{\begin{array}{l}
1 j 番目の適切な順序列が，順序対 i を含むとき;
0 その他．
\end{array}
順序対  i\in C\cross C は  c^{2} 個あるため,制約式 (2) と合わせて , 制約式の総数  m は  m=c^{2}+1




詳細は省略するが,完全二部グラフに対しても dist  (f_{0}, f_{t}) を色グラフ  D(f_{0}, f_{t}) に含まれ
る有向サイクルの個数等を用いて特徴づけることができる.ただし,完全グラフとは異なり,
完全二部グラフには辺で結ばれていない頂点対があるため,より詳細な特徴づけが必要とな
る.それら dist  (f_{0}, f_{t}) の特徴づけに必要な値は,補題2のように整数計画探索問題に定式化
することで求められ,本小節の主な結果として次の定理を得る.
定理3  n 頂点の完全二部グラフ  G , 色数  c の  G のトークン配置んとゐが与えられたとき,








図5: (a) コグラフ  G と (b)  G の分解木.
5 コグラフ
本節では,コグラフに対し,色数  c に関する XP アルゴリズムを与える.
5.1 コグラフとその分解木
コグラフを再帰的に定義するため,まず2つのグラフの結合操作を定義する.グラフ  G_{1}=
 (V_{1}, E_{1}) と  G_{2}= (  V_{2} , E2) に対し,その和結合によって得られるグラフ  G_{1}\cup G_{2} は,点集合
 V(G_{1}\cup G_{2})=V_{1} 火巧であり,辺集合  E(G_{1}\cup G_{2})=E_{1}\cup E_{2} である.一方で,  G_{1} と G2の
積結合によって得られるグラフ  G_{1}\vee G_{2} は,点集合  V  (G_{1}V G2)=V_{1}\geq V_{2} であり,辺集合
 E(G_{1}\vee G_{2})=E_{1}\cup E_{2}\cup\{vw|v\in V_{1}, w\in V_{2}\} である.コグラフは,次のように再帰的に
定義される [2].
(a) 1つの頂点からなるグラフは,コグラフである.
(b) グラフ  G_{1}=(V_{1}, E_{1}) と  G2= (  V2, E2) がコグラフであるとき,その和結合によって
得られるグラフ  G_{1}\cup G_{2} はコグラフである.
(c) グラフ  G_{1}=(V_{1}, E_{1}) と  G2=  (V2, E_{2}) がコグラフであるとき,その積結合によって
得られるグラフ  G_{1}\vee G_{2} はコグラフである.
コグラフ  G は,図5に例示するように,その構造を分解木で表すことができる.すなわ
ち,分解木の各葉は  G の各頂点に対応し,分解木の内部点は和結合または積結合を表す.本
稿では,コグラフの頂点との混同を避けるために,分解木の頂点をノードと呼ぶ.また,本
稿では連結グラフのみを考えるため,分解木の根は常に積結合となる.コグラフ  G が与え
られたとき,その分解木は線形時間で求められるため [8] , 本稿では分解木も与えられると
仮定する.
コグラフ  G の分解木の各ノード  u に対し,  Gの部分グラフを次のように対応させる.ノー
ド  u を根とする部分木に含まれる葉に対応する  G の頂点集合を隔と表す.ノード  u には,
 V_{u} から誘導される  G の部分グラフ  G_{u} が対応する.
5.2 コグラフのXP アルゴリズム
本節の主結果は,次の定理である.
定理4  n頂点のコグラフ  G , 色数  c の  Gのトークン配置  f_{0} とゐが与えられたとき,dist  (f_{0}, f_{t})
を  O(n^{g^{\ovalbox{\tt\small REJECT}\prime}(c)}) 時間で計算するアルゴリズムが存在する.ここで,  g" は計算可能な関数である.
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定理4の証明として,所望の計算時間で dist  (f_{0}, f_{t}) を計算するアルゴリズムを与える.我々
のアルゴリズムは,コグラフの分解木に基いた動的計画法である.
本稿のアルゴリズムでは,特定の辺集合に限定したトークンの交換を扱うため,次のよう
な記法を導入する.あと乃を基グラフ  G=(V, E) の任意のトークン配置とする.  G の辺部
分集合  E'\subseteq E に対し,ゐから乃へのトークン交換系列  \{s_{1}, s2, . 8_{r}\} が,全ての  1\leq i\leq r
において  s_{i}\in E' を満たすとき,その交換系列は  E' に制限されたトークン交換系列と呼ばれ
る.あから  f_{j} への  E' に制限されたトークン交換系列のうち,最小の長さをdist  (E';f_{i}, f_{j})
と書く.ただし,そのようなトークン交換系列が存在しない場合にはdist  (E';f_{i}, f_{j})=+\infty
とする.また,dist  (f_{i}, fj)=dist(E;f_{i}, f_{\dot{j}}) であることに注意されたい.
コグラフ  G の分解木の内部ノード  u に対し,その2つの子を  c_{1} とc2とする.また,それ
ぞれのノードに対応する  G の部分グラフを  G_{u}=(V_{u}, E_{u}),  G_{c_{1}}=(V_{1}, E_{1}) ,  G_{c_{2}}=(V_{2}, E_{2})
とし,  E_{12}=E_{u}\backslash (E_{1}\cup E_{2}) とする.したがって,  u が和結合であれば  E_{12}=\emptyset であり,積
結合であれば  E_{12} に誘導される  G の部分グラフは巧と巧を頂点集合とする完全二部グラ
フである.我々は次の補題が成り立つことを示したが,本稿ではその証明を省略する.
補題3部分グラフ  G_{u} の任意のトークン配置  f と  f' に対し,  f と  f' への  (E_{u} に制限され
た  ) トークン交換系列には,次の条件 (i) と (ii) を満たす  \mathcal{S}=\{s_{1},  s_{2},   s_{r}\rangle が存在する.
(i)  |\mathcal{S}|=dist(E_{u};f, f') .
(ii)  1\leq r_{1}\leq r_{2}\leq r なる整数  r_{1} と  r_{2} に対し,以下の条件  (a)-(c) を満たす.
(a)  \{s_{1},  s_{2}\ldots,   s_{r1}\rangle は,  E_{1} に制限されたトークン交換系列である.
(b)  \langle \mathcal{S}_{r_{1}+1},  S_{r_{1}+2}\ldots,  \mathcal{S}_{r2}\} は,  E_{2} に制限されたトークン交換系列である.
(c)  \{s_{r_{2}+1},  s_{r_{2}+2}\ldots,   s_{r}\rangle は,  E_{12} に制限されたトークン交換系列である.
コグラフ  G のトークン配置  f に対し,部分グラフ  G_{u} へ  f を制限したトークン配置を費
と書く.すなわち,  f^{u} は  G_{u} のトークン配置であり,全ての点   v\in 覧に対し野(v)  =f(v)
を満たす.また,  G_{c}1 と  G_{c}2 のトークン配置  f_{1} と f2を組合わせて得られる  G_{u} のトークン
配置を  f_{1}\cup f_{2} と書くことにする.すると,補題3より,以下の式が成り立つ.
dist  ( E_{u};f_{0}^{u}, f_{t}^{u})=\min_{1f,f2}dist(E_{1};f_{0}^{c_{1}}, f_{1})+dist
(E_{2};f_{0}^{c2}, f_{2})+dist(E_{12};f_{i}\cup f_{2}, f_{t}^{u}) . (3)
ここで,式(3) の   \min は,  G_{c1} と  G_{c}2 の全てのトークン配置  f_{1} と  f_{2} に対して取られる.  u
が和結合であれば  E_{12}=\emptyset であるから,dist  (E_{12};fi\cup f_{2}, f_{t}^{u})=0 である.一方で,  u が積
結合であれば  E_{12} に誘導される  G の部分グラフは防と  V_{2} を頂点集合とする完全二部グラ
フであるから,dist  (E_{12};f_{l}\cup f2, f_{t}^{u}) は定理3のFPT アルゴリズムを用いて計算できる.し
かしながら,式(3) では  G_{c_{1}} と  G_{c_{2}} の全てのトークン配置  f_{1} と  f_{2} が   \min の対象となること
から,このままでは指数時間アルゴリズムである.我々は,トークン配置の “パターン“ を
特徴づけることによって,実際には色数  c に対して  O(n^{g"(c)}) 個のトークン配置を対象とし
て   \min を計算するだけで,正しく dist  (f_{0}, f_{t}) が計算できることを示したが,本稿では省略
する.
6 まとめ
本稿では,色付きトークン整列問題に対し,色数  c をパラメータとした際のパラメータ複
雑性を解析した.特に本稿では,図2に示すように,グラフクラスに基づいた解析を行った.
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