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Abstract
A second-order scheme for the Gray–Scott (GS) model used to describe the pattern formation is studied. The linear part of the GS
equation for the time derivative and the viscous terms is discretized implicitly, while the other (or nonlinear) part of the GS equation
explicitly. Galerkin ﬁnite element approximation methods are presented and analyzed, as well as methods for solving the resulting
system of equations. The optimal L2-norm error estimates are derived. Numerical experiments are presented.
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1. Introduction
The formation of spatial and temporal patterns in chemically reacting and diffusing systems has attracted attention for
over several decades [25]. Much attention has been devoted to the two most-recognized models; the Gierer–Meinhardt
model [9] and the Gray–Scott (GS) (or cubic autocatalytic) model [10,11]. See also [15,12]. Of particular interest on
this subject is the involvement of the reaction and diffusion of chemical species that create intriguing spatio-temporal
patterns, reminiscent of those often found/seen in nature, for instance, spots, spot replication, stripes, travelling waves
and spatio-temporal chaos. A comprehensive literature survey concerning this subject is given in monograph [16].
Let  be a bounded domain in Euclidean space R2 with a piecewise smooth boundary  and the time interval




= d1∇2u + F(1 − u) − uv2 in × (0, T ),
v
t





= 0 on × (0, T ),
u(x, t = 0) = u0(x) in ,
v(x, t = 0) = v0(x) in ,
(1)
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where u and v are the chemical species; d1 and d2 are the positive diffusion coefﬁcients of the chemicals U and V,
respectively; F is the in-ﬂow rate of U from outside; F + k˜ is the removal rate of v from the reaction ﬁeld; x ∈ , n is
the unit outer normal of the boundary  and ∇2 denotes the Laplacian.
Analytical solutions for the system in (1) are not always feasible and that is why discrete numerical techniques are
desired. For instance, the numerical technique proposed by [17] for the solution of (1) with the periodic boundary
condition is ﬁrst-order accurate in time. The ﬁnite difference method was considered by the same investigator. See
also [19,20]. Based on the general groundwork of the so-called implicit–explicit (IMEX) methods (e.g., [1–4,24]), [21]
used a spectral method to study the pattern formation using the second-order IMEX scheme. Madzvamise [14] used a
moving ﬁnite grid method to examine the behaviour of reaction–diffusion systems on ﬁxed and growing domains, and
he also considered a second-order IMEX scheme.
In this paper we shall derive error estimates for the second-order scheme for the GS equation. In the treatment of
the cubic (or nonlinear) and absorption-like terms, we shall use an explicit scheme and the diffusion term is treated
implicitly. Using the general framework introduced by Akrivis et al. [1,2], we show that the multi-step scheme for the
GS model is second-order accurate in space and in time using the backward differencing formula (BDF) and linear
extrapolation in time. This method requires solving two independent linear systems at every time level.
The rest of this paper is organized as follows. In Section 2,we introduce the basic ingredients of the general framework
used in the error analysis. An optimal L2 error estimate is proved in Section 3. Some numerical results are presented
in Section 4. The ﬁnal section, Section 5, contains some concluding remarks.
2. Notations and basic assumptions
In the following, we shall use C to denote a generic positive constant which does not depend on the mesh parameter
h and the time-step size t , and is not necessarily the same on each occasion.
Before formulating (1) in the weak form, let us introduce some notations. The norm ‖ · ‖ of the Lebesgue space and
the scalar product are denoted by






and (·, ·), respectively. The usual Sobolve spaces used in this paper are
Hm() =
{















∈ L∞(), 0m1 + m2m
}
,
H 10 () = {u(x) ∈ H 1(): u(x)| = 0, in the sense of traces},
H−1() = (H 10 ())′, the dual space of H 10 (),
with the norm deﬁned by



























For u(x, t) deﬁned on × (0, T ), if X is a normed space with norm ‖ · ‖X, then
lp(0, T ;X) :=
{
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and
l∞(0, T ;X) :=
{





Let u: [0, T ] → H 1() and v: [0, T ] → H 1(). The weak formulation for the GS system is then used to ﬁnd a













= −d2(∇v,∇w) − ((F + k˜)v, w) + (uv2, w),
(2)
for all w ∈ H 1().
A well-known approach for getting an approximation solution for (1) consists of ﬁrst applying the Galerkin principle














= −d2(∇v,∇w) − ((F + k˜)v, w) + (uv2, w),
(3)
for all w ∈W.
Let us ﬁx some positive integer J and let t = T/J be the time-step size. For any n = 1, . . . , J , let us set tn = nt .
We denote En =E(x, tn) for any function E(x, t) deﬁned in ×[0, T ]. The choice of ﬁnite element subspaces forW
is given by the following approximation property (e.g., [7]): for a ﬁxed integer r1, a family of subspaces of H 1()
is anWh,r () family, where 0<h1, if there exits a constant C such that, for 1sr + 1, then
inf
∈Wh()
{‖u − ‖ + h‖u − ‖1 + h(‖u − ‖∞ + h‖u − ‖1,∞)}Chs‖u‖s, (4)
for all u ∈ H s(). Instead ofWh,r (), we writeWh().
If the family {Wh()} is based on a family of quasi-uniform triangulationsT and {Wh()} consists of piecewise
polynomials of at most a r − 1 degree, then one has the inverse properties
‖‖j,∞Ch−1‖‖j , j = 0, 1,
for all  ∈Wh().
We shall use the linear and quadratic ﬁnite element approximations. If Th is the triangulation over  and ¯ =⋃{K:K ∈ T¯h}, the linear ﬁnite element spaces can be deﬁned as
Wh = {w ∈ C0():w|K ∈ P1(K) ∀K ∈Th},
or the quadratic ﬁnite element spaces can be deﬁned as
Wh = {w ∈ C0():w|K ∈ P2(K) ∀K ∈Th},
respectively. Here, the space Pq(K) denotes the sets of polynomials of degree q in K, i.e., for q0:
Pq(K) :=
⎧⎨







Their respective shape functions are used as illustrated in Fig. 1.
For the sake of simplicity, throughout this paper, we set d1 = d2 = 1. We deﬁne an elliptic operator A by
A= −∇2.
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Fig. 1. Triangular elements are used: P1 and P2 for u and v.
Here, the operator A is linear on the Hilbert space H 1(). For V = (v1, v2)T and W = (w1, w2)T in (H 1)2 =H 1 ×H 1
or in (Wh)2, we shall use the notations: for j = 0, 1
{
(V ,W) := ∑2i=1(vi, wi), ‖V ‖ := (∑2i=1‖vi‖2)2, ‖V ‖1 := (∑2i=1‖vi‖21)2,
‖V ‖−1 := (∑2i=1‖vi‖2−1)2, ‖V ‖j,∞ := max1 i2‖vi‖j,∞. (5)
And for a linear operator F : H 1 × H 1 → H 1 × H 1, we set ‖F‖ := sup V∈(H1)2
V 
=0
((‖FV ‖)/‖V ‖). Let us deﬁne the
discrete operators (e.g., [7])
P◦:H 1 →Wh, Mh:H 1 →Wh, Ah:H 1 →Wh
by
(P◦, w) = (, w), (AMh, w) = (A, w),
(Ah, w) = (A, w) = (∇,∇w) ∀w ∈Wh.
Since (P◦A, w) = (A, w) = (AMh, w), we have a relation
AhMh = P◦A. (6)
By letting 1 = u−Mhu and 2 = v −Mhv, and using the approximation properties of the elliptic operator Mh, we




































Combining the results of the approximation properties with the inverse properties of the ﬁnite element subspaceWh,
one can easily obtain for r1,
‖Mhu‖1,∞C{‖u‖1,∞, ‖u‖r+1}, ‖Mhv‖1,∞C{‖v‖1,∞, ‖v‖r+1}. (8)
3. Error estimate for the second-order scheme
With these preparations completed, we employ a second-order BDF for t u := u/t and t v := v/t and a linear
extrapolation in time formula with the explicit treatment of the nonlinear and the absorption-like terms for the GS
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model. The second-order BDF scheme/extrapolation in time of the GS equation can be written as
Problem A. For n1, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(





=(P◦{2[−unh(vnh)2 + F(1 − unh)] − [−un−1h (vn−1h )2 + F(1 − un−1h )]}, w),(





=(P◦{2[unh(vnh)2 − (F + k˜)vnh] − [un−1h (vn−1h )2 + (F + k˜)vn−1h ]}, w),
(9)
for all w ∈Wh.
The temporal discretization of (9) can be viewed as an implicit q-step scheme (, ) and an explicit q-step scheme
(, ) (e.g., [13]), which can be characterized by three polynomials ,  and . By letting = (0, 1, 2)= ( 12 ,−2, 32 ),
 = (0, 1, 2) = (0, 0, 1) and  = (0, 1) = (−1, 2), we rewrite Problem A as a multi-step scheme, and call it
Problem B:


























































for all w ∈Wh.
Assume that the given data of the problem are smooth enough such that one can compute the time derivatives
{t u(x, 0), t v(x, 0)} of the exact solution at t = 0 simply by differentiating (1).
A starting point for Problem B (10) is given by
{
u0h = Mhu0, v0h = Mhv0,
u1h = Mh(u0 + tt u(x, 0)), v1h = Mh(v0 + tt v(x, 0)).
(11)
The present multi-step (10)–(11) is known as strongly A(0)-stable (e.g., [13]), this implies that 2, 2 > 0, t is
sufﬁciently small, and the operator (2I +t2Ah) is invertible (or the matrix is positive deﬁnite). Thus, the (10)–(11)
has a unique solution.
Numerical experience shows that the resulting scheme is very handy and robust since the linear system of algebraic
equations has the same matrix form arising at each time step (e.g., [26]).
3.1. The error analysis
For convenience, we deﬁne the ‖| · |‖ as follows:
‖|v|‖ := (a1‖v‖ + a2t‖v‖21)1/2, v ∈ H 1(), (12)
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Let 	n1 = Mhun − unh and 	n2 = Mhvn − vnh , n = 0, . . . , J . Based on the assumption of (11), and choosing a1 = 2,
a2 = 2 in the deﬁnition of norm (cf. (12)), we have
‖|	n1|‖Ct2, ‖|	n2|‖Ct2, n = 0, 1. (14)
From (3) at t = tn, (10) and (6), we obtain the following error decomposition equations:
(




+ t (Ah	n+11 ,∇w) = (Rn+11 , w), (15)
(




+ t (Ah	n+12 ,∇w) = (Rn+12 , w). (16)
The terms on the left-hand side of (15) and (16) can be written as
3	n+11 − 4	n1 + 	n−11
2
+ tAh	n+11 =
3Mhun+1 − 4Mhun + Mhun−1
2
+ tAhMhun+1 − 3u
n+1




3	n+12 − 4	n2 + 	n−12
2
+ tAh	n+12 =
3Mhvn+1 − 4Mhvn + Mhvn−1
2
+ tAhMhvn+1 − 3v
n+1
h − 4vnh + vn−1h
2
− tAhvn+1h .















− tP ◦{2[−Mhun(vnh)2 + F(1 − Mhun)]
− [−Mhun−1(vn−1h )2 + F(1 − Mhun−1)]} + tAhMhun+1
+ tP ◦{2[−(Mhun − unh)(vnh)2 + F(−(Mhun − unh))]
− [−(Mhun−1 − un−1h )(vn−1h )2 + F(−(Mhun−1 − un−1h ))]}. (17)
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By adopting the multi-step notations, we write


























i[−(Mhun−1+i − un−1+ih )(vn−1+ih )2 − F(Mhun−1+i − un−1+ih )]
}
. (18)





























i[−Fun−1+i − un−1+i (vn−1+i )2]
− [−FMhun−1+i − Mhun−1+i (vn−1+ih )2]
}
. (19)









i[F [Mhun−1+i − un−1+i] + (Mhun−1+i − un−1+i )(vn−1+ih )2
+((vn−1+ih )2 − (vn−1+i )2)un−1+i]
}
. (20)
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Substituting (20) into (19) with (18), we have
























i[F [Mhun−1+i − un−1+i]





i[−(Mhun−1+i − un−1+ih )(vn−1+ih )2 + F(−(Mhun−1+i − un−1+ih ))]
}
. (21)


































i[−un−1+ih (Mhvn−1+i )2 − (F + k˜)Mhvn−1+i]
}
. (22)
Similarly, using the multi-step notations, we write






























i[−un−1+ih (Mhvn−1+i )2 − (F + k˜)Mhvn−1+i]
}
. (23)
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i[un−1+i (vn−1+i )2 − (F + k˜)vn−1+i] −
1∑
i=0





i[un−1+i (vn−1+i )2 − (F + k˜)vn−1+i]. (24)
Substituting (24) into (23) leads to






















i[(F + k˜)(Mhvn−1+i − vn−1+i )





i[−un−1+ih ((Mhvn−1+i )2 − (vn−1+ih )2)
+ (Mhun−1+i − un−1+ih )(vn−1+i )2 − (F + k˜)(Mhvn−1+i − vn−1+ih )]
}
. (25)














i[−(Mhun−1+i − un−1+i )(vn−1+ih )2 + F(−(Mhun−1+i − un−1+i ))
+((vn−1h )2 − (Mhvn−1+i )2)un−1+i]
}





i[F − Fun−1+i − un−1+i (vn−1+i )2] −
1∑
i=0
i[F − Fun−1+i − un−1+i (vn−1+i )2]
}
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[iun−1+i − tit u(tn−1+i )]
}
,
T n13 = P◦
{ 1∑
i=0
i[F(Mhun−1+i − un−1+i ) + (Mhun−1+i − un−1+i )(vn−1+ih )2
+ ((Mhvn−1+i )2 − (vn−1+i )2)un−1+i]
}
.














i[((Mhvn−1+i )2 − (vn−1+ih )2)(un−1+ih )
+ (F + k˜)(Mhvn−1+i − vn−1+ih ) + (un−1+i − Mhun−1+i )vn−1+i]
}





i[un−1+i (vn−1+i )2 − (F + k˜)vn−1+i] −
1∑
i=0
i[un−1+i (vn−1+i )2 − (F + k˜)vn−1+i]
}
,


















n−1+i − tit v(tn−1+i )
}
,
T n23 = P◦
{ 2∑
i=0
i[(F + k˜)(Mhvn−1+i − vn−1+i )
+(Mhun−1+i − un−1+ih )(vn−1+i )2 + ((vn−1+i )2 − (vn−1+ih )2)un−1+ih ]
}
.
For i = 0, 1, we write

n,i11 = −P◦{i ((vn−1+ih )2 + F)}, 
n,i12 = −P◦{i (vn−1+ih + Mhvn−1+i )un−1+i},

n,i21 = P◦{(vn−1+ih )2}, 
n,i22 = P◦{i (vn−1+ih + Mhvn−1+i )un−1+i − (F + k˜)}, (26)
i (x) = − i + ix
2 + 2x
, i = i (tAh).
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, i = 1, 2, j = 1, 2.
Then the error equations can be written as
(2 + t2Ah)n+11 = (2 + t2Ah)n1 + t
n11n1 + t
n12n2 + tn1, (27)
(2 + t2Ah)n+12 = (2 + t2Ah)n2 + t
n21n1 + t
n22n2 + tn2, (28)
for n = 0, . . . , J − 2.
Assume that the mesh condition satisﬁes
(t)3/2 = O(h−1), hr = O(t)1/2. (29)
We make an inductive hypothesis
‖	mi ‖C, 0mn, i = 1, 2. (30)
Using (5), (14) and (29), we have
‖	0i ‖1,∞Ch−1‖	0i ‖1Ch−1(t)3/2C, i = 1, 2.
Then (30) is valid for m = 0. In what follows, we shall examine the fact that (30) is valid for m = n + 1. From the




h‖1,∞C, max0 in+1 ‖v
i
h‖1,∞C. (31)
The following useful results are taken from [8,5,6].
Lemma 1. There exists a constant  ∈ [0, 1) and a continuous mapH : R¯+ → C2×2 such that for all x0, the
matrixH(x) is invertible and
‖L(x)‖1,
where
L(x) = 2 + 2x
2 + 2x
H−1(x)(x)H(x).
It is worth mentioning that Lemma 1 also holds when both d1 and d2 are set to one.






and assumingH=H(tAh) andL=L(tAh), we have
Lemma 2. Both ‖H(x)‖ and ‖H−1(x)‖ are uniformly bounded. And ‖L(x)‖1.
Assuming Yni =H−1ni , i = 1, 2, we have
Lemma 3. There exists a constant C∗ > 0 such that
1
C∗
‖ni ‖‖Yni ‖C∗‖ni ‖,
1
C∗
‖ni ‖1‖Yni ‖1C∗‖ni ‖1.
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By letting 
˜nij =H−1
nij , ˜nij =H−1nij , ˜ni = ˜ni1 + ˜ni2, i = 1, 2, and j = 1, 2, then we can then rewrite (27) and
(28) as
(2 + t2Ah)Y n+11 = (2 + t2Ah)LYn1 + t
˜n11HYn1 + t
˜n12HYn2 + t˜n1, (32)
(2 + t2Ah)Y n+12 = (2 + t2Ah)LYn2 + t
˜n21HYn1 + t
˜n22HYn2 + t˜n2, (33)
respectively, for n = 0, . . . , J − 2. By taking the L2-inner product of (32) with Yn+11 and (33) with Yn+12 , we obtain
‖|Yn+11 |‖2 = ((2 + t2Ah)LYn1 , Y n+11 )
+ t (
˜n11HYn1 , Y n+11 ) + t (
˜n12HYn2 , Y n+11 ) + t (˜n1, Y n+11 ), (34)
and
‖|Yn+12 |‖2 = ((2 + t2Ah)LYn2 , Y n+12 )
+ t (
˜n21HYn1 , Y n+12 ) + t (
˜n22HYn2 , Y n+12 ) + t (˜n2, Y n+12 ), (35)
respectively, for n = 0, . . . , J − 2.
Applying Lemma 2 to the ﬁrst term on the right-hand side of (34) and (35), and using the Cauchy–Schwarz inequality,
we obtain for i = 1, 2,
|((2 + t2Ah)LYni , Y n+1i )| = |2(LYni , Y n+1i ) + t2(LA1/2Yni , A1/2Yn+1i )|
2‖Yni ‖‖Yn+1i ‖ + t2‖Yni ‖1‖Yn+1i ‖1. (36)
By letting Wn+1i = (HT)Y n+1i = (wn+1i,0 , wn+1i,1 )T and by applying Lemma 3, we infer that ‖Wn+1i ‖ and ‖Wn+1i ‖1 are
equivalent to ‖Yn+1i ‖ and ‖Yn+1i ‖1, respectively. And by applying Lemma 3, (31), (7) and using the Cauchy–Schwarz






m ) = (H−1
nijnl ,HTWn+1m ) = (
nijnl ,Wn+1m )
C‖nl ‖‖Wn+1m ‖C‖Ynl ‖‖Yn+1m ‖C‖Ynl ‖‖Yn+1m ‖1.
Employing (5) and using the Cauchy–Schwarz inequality, we obtain
(˜ni1, Y
n+1
i ) = (H−1ni1, Y n+1i ) = (ni1,Wn+1i )




i )‖ni2‖‖Yn+1i ‖C‖ni2‖‖Yn+1i ‖1. (38)
Adding (37) and (38), we deduce
(˜ni , Y
n+1
i )C(‖ni1‖−1 + ‖ni2‖)‖Yn+1i ‖1. (39)
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Combining the results of (34)–(36) with (39) and applying the inequality ab( 12)a2 + (/2)b2, for > 0, we have
‖|Yn+11 |‖2 + ‖|Yn+12 |‖22‖Yn1 ‖‖Yn+11 ‖ + t2‖Yn1 ‖1‖Yn+11 ‖1
+ Ct‖Yn1 ‖‖Yn+11 ‖1 + Ct‖Yn2 ‖‖Yn+11 ‖1 + Ct (‖n11‖−1 + ‖n12‖)‖Yn+11 ‖1
+ 2‖Yn2 ‖‖Yn+12 ‖ + t2‖Yn2 ‖1‖Yn+12 ‖1 + Ct‖Yn2 ‖‖Yn+12 ‖1
+ Ct‖Yn1 ‖‖Yn+12 ‖1 + Ct (‖n21‖−1 + ‖n22‖)‖Yn+12 ‖1
 1
2
2(‖Yn1 ‖2 + ‖Yn2 ‖2) +
1
2
2(‖Yn+11 ‖2 + ‖Yn+12 ‖2)
+ 1
2
t2(‖Yn1 ‖21 + ‖Yn2 ‖21) +
1
2




t (‖Yn1 ‖2 + ‖Yn2 ‖2) +

2




t (‖n12‖2−1 + ‖n12‖2 + ‖n21‖2−1 + ‖n22‖2) + t (‖Yn+11 ‖21 + ‖Yn+12 ‖21).






































































Since (2, 1, 0) = ( 32 ,−2, 12 ), (2, 1, 0) = (1, 0, 0) and (1, 0) = (2,−1), we have
(1)










ik−1i , k = 1, 2. (42)
572 K. Zhang et al. / Journal of Computational and Applied Mathematics 213 (2008) 559–581
To derive an optimal error estimate, we shall estimate (40) in a term-by-term manner:


























+ O(t2) = O(t2).
Thus, we have |(ni1, w)|C(t2)‖w‖1. That is,
‖ni1‖−1Ct2. (43)
• Using the result of (7), we arrive at the estimate
‖T ni1‖Ch2/t, i = 1, 2. (44)





























‖T ni2‖Ct2, i = 1, 2. (45)































{‖n−1+i1 ‖ + ‖n−1+i2 ‖}Cth2. (47)
From the above results (44)–(47), we obtain
‖ni2‖C(h2 + t2). (48)
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Table 1
Example 1: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios




















16t 0.3823E − 4 0.2601 1.0000E − 3 0.2370
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios




















16t 0.2509E − 4 0.2627 0.5893E − 4 0.2407
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1 using the P1 element.
Table 2
Example 1: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios




















16t 0.4244E − 4 0.3014 0.8486E − 4 0.3016
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios




















16t 0.9112E − 5 0.2651 0.1657E − 4 0.2690
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1using the P2 element.
















C(h2 + t2), n = 0, 1, . . . , J − 2. (49)
Now we prove that the inductive hypothesis (30) is valid for m=n+ 1. From the results of (29), (49) and the inverse






(h2 + t2)C for d = 2.
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Table 3
Example 2: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios




















16t 0.9223E − 4 0.1824 0.9160E − 4 0.1780
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios




















16t 0.6083E − 4 0.1893 0.6132E − 4 0.1882
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1 using the P1 element.
Table 4
Example 2: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios




















16t 0.6699E − 4 0.3380 0.6659E − 4 0.3391
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios




















16t 0.1103E − 4 0.2727 0.1076E − 4 0.2753
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1 using the P2 element.
Thus, (30) is valid for m = n + 1. Combining the results of (49), (14), (7), and the deﬁnition of ni , we have the
following main result.
Theorem 1. Let (u, v) be the solution of (1) and {unh, vnh}Jn=0 be piecewise linear FE solution of (10). Assuming the
mesh condition (29) is valid, then we have the following estimate:
2∑
i=1
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Table 5
Example 1: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios



















t 0.2260E − 4 0.1604 0.4519E − 4 0.1605
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios



















t 0.4725E − 5 0.1317 0.8579E − 5 0.1364
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1 using the P2 element.
Table 6
Example 2: Convergence results for two chemical species
Mesh types Mesh sizes Time steps ‖u − uh‖l∞(0,T ;L2()) Ratios ‖v − vh‖l∞(0,T ;L2()) Ratios



















t 0.3857E − 4 0.1779 0.3844E − 4 0.1778
Mesh types Mesh sizes Time steps ‖u − uh‖l2(0,T ;L2()) Ratios ‖v − vh‖l2(0,T ;L2()) Ratios



















t 0.6943E − 5 0.1076 0.6777E − 5 0.1078
h0 = maxK∈Th {hK : hK = diam(K)} ∈ G1, where K is a triangular element, and t = 0.1 using the P2 element.
and its error estimate
max
0nJ
‖u(tn) − unh‖C(h2 + t2), max0nJ ‖v(tn) − v
n
h‖C(h2 + t2).
Remark. For piecewise quadratic FE solution of (10), one also gets the third-order accurate in space and second-order
accurate in time.
4. Numerical veriﬁcations
In order to provide some veriﬁcation of Theorem1,we have performed calculations using our home-made code. Here,
we have considered two model problems amenable to exact solutions in a square box = [−1, 1]2, that are given by
Example 1.
u(x, y, t) = cos(x) cos(y) sin(t),
v(x, y, t) = 2 cos(x) cos(y) sin(t).

































































































































































































































































Fig. 3. Convergence results for two chemical species. We set d1 =d2 =F =1 and k˜=0. (a) Example 2: the P1 element with 257×257. (b) Example
2: the P1 element with 513 × 513. (c) Example 2: the P2 element with 257 × 257.





































































































Fig. 4. Convergence results for two chemical species. We set d1 = d2 = 10−3, F = 1 and k˜ = 0. (a) Example 2: the P1 element with 257 × 257.
(b) Example 2: the P2 element with 257 × 257.
Example 2.
u(x, y, t) = cos(2x) cos(y) cos(2t),
v(x, y, t) = cos(x) cos(2y) cos(2t).
It is important to mention that system (1) has no explicit closed form solutions because of the nonlinear reaction
terms. In order to measure the error norms, we ﬁrst substituted the two above-mentioned examples into (1), and then
obtained the time-dependent source terms. Note that the initial data for Example 2 are nonzero values. The time t runs
from [0, 1] with varying time step t . We set d1 = d2 = F = 1 and k˜ = 0. All the computational results are done in a
uniform mesh layout.
In our numerical algorithm, we used the GMRES solver to deal with the system of equations (cf. ProblemA) resulting
from the FE method. In conjunction with the SPARSKIT package taken from Saad [22], preconditioners for sparse
GMRES iterative solvers derived from threshold-based ILUT factorizations were used. Unless otherwise speciﬁed, the
following selective parameters were used for all performance calculations: for the G1 : 17 × 17 and G2 : 33 × 33
meshes, the number of ﬁll-in elements per row was 17 and 33, respectively, while for the G3 : 65× 65, G4 : 129× 129
and G5 : 257 × 257 meshes, the number was 50, and calculation was terminated when the relative residual was below
= 10−8. Convergence of the iterative process was ﬁxed by a speciﬁc number of iterations; until stated otherwise, for
the P1 element, the number was 7, while for the P2 element, the number was 8.
To check the convergence rate with respect to the spatial discretization, we select grid ranges from 17 × 17 to
257 × 257. A calculation is simply reduced in mesh size and time-step size by half at each level of mesh reﬁnement.
In Tables 1–4 for different grid-spacings and time-step sizes, one could conclude
• In Example 1, using the P1 element, the ‖·‖l∞(0,T ;L2())-, and ‖·‖l2(0,T ;L2())-errors of the two approximate species
are O(h2 +t2). Using the P2 element, the ‖ ·‖l∞(0,T ;L2())-error of the two approximate species is O(h1.8 +t1.8),
while the ‖ · ‖l2(0,T ;L2())-error of the two approximate species is O(h2 + t2).
• In Example 2, the ‖ · ‖l∞(0,T ;L2())- and ‖ · ‖l2(0,T ;L2())-errors of the two approximate species using the P1 and P2
elements are O(h2 + t2).
Inspection of Tables 5 and 6 indicated that using the P2 element, in Example 1, the ‖ · ‖l∞(0,T ;L2())- and ‖ ·
‖l2(0,T ;L2())-errors of the two approximate species are O(h2.6 + t2) and O(h2.9 + t2), respectively, while in

























































































Fig. 5. Comparison of exact and approximate u-chemical solutions using the P1 element in the left panel and using the P2 element in the right panel.
We set d1 = d2 = 10−3, F = 1 and k˜ = 0. (a) Example 2: the P1 element—approximate solution. (b) Example 2: the P2 element—approximate
solution. (c) Example 2: the P1 element—difference between exact and approximate solutions. (d) Example 2: the P2 element—difference between
exact and approximate solutions.
Example 2, the ‖ · ‖l∞(0,T ;L2())- and ‖ · ‖l2(0,T ;L2())-errors of the two approximate species are O(h2.6 + t2) and
O(h3 + t2), respectively.
Figs. 2 and 3 give, for a ﬁxed grid of theG5 type for two chemical species, the error norms against the time-step size.
A calculation is simply reduced in time-step size by half at a ﬁxed mesh layout. Scales on both axes are logarithmic.
The slope of the lines allows an estimate of the rate of convergence. One could conclude:
• In Fig. 2, the observed rates of convergence are compared with the expected rates. All the results except the approxi-
mate u- and v-species in ‖ · ‖l∞(0,T ;L2())-error appear to be O(t1.8), while the approximate u- and v-species in
‖ · ‖l∞(0,T ;L2())-error appear to be O(t2).
• As suggested, when the grid size is not ﬁne enough, a reduction of the parameter t does not enhance the accuracy.
Therefore, as shown in Figs. 3(a) and (b), it is no surprise that a saturation line of accuracy is observed by using
the P1 element. In order to elucidate the dependence on the mesh size, we used the 513 × 513 grid. Comparing
Figs. 3(a) and (b) showed that increasing the number of grid points does improve the numerical accuracy. All the
results appear to be O(t2).



























































Fig. 6. Comparison of exact and approximate v-chemical solutions using the P1 element in the left panel and using the P2 element in the right panel.
We set d1 = d2 = 10−3, F = 1 and k˜ = 0. (a) Example 2: the P1 element—approximate solution. (b) Example 2: the P2 element—approximate
solution. (c) Example 2: the P1 element—difference between exact and approximate solutions. (d) Example 2: the P2 element—difference between
exact and approximate solutions.
Judging from the above results, we observed that the P2 element has a better convergence rate as well as a smaller
residual than the P1 element.
We shall close this section by reporting the convergence results of the present scheme using the P1 and P2 elements.
In particular, we set d1 =d2 =10−3, F =1 and k˜=0. The 257×257 mesh layout was used. Due to space limitation, we
only discussed Example 2 here. In Fig. 4, the observed rates of convergence are compared with the expected rates. All
the results appear to be O(t2). For illustrate purposes, we computed the difference between the exact and approximate
solutions, and plotted the results in Figs. 5 and 6 for the case of t = t/128 (t = 0.1) at T = 1. We used a 65 × 65
grid mesh plot from the 257 × 257 uniform mesh layout. As shown in Figs. 5(c)–(d) and Figs. 6(c)–(d), we observed
that when the P2 element interpolation was used, the residual difference between the exact and approximate solutions
was relatively small, as compared with the results calculated by the P1 element.
5. Conclusion
One of the major endeavors in the GS model is the effort to unravel the biological mechanisms of pattern formation.
The numerical algorithm is an indispensable tool for ﬁlling the gap between the theoretical ideas and the experimental
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works in order to obtain a better understanding of Turing’s type of reaction–diffusion system, such as the GS model.
The present numerical scheme can be an alternative to some other existing methods for obtaining the solution of the
2D GS model since its implementation is simple.
In this paper, we have studied the convergence properties of the IMEX methods with the Galerkin ﬁnite element
approximation applied to the two-dimensional GS model. Our main ﬁndings can be summarized as follows:
• An L2 optimal error estimate was derived.
• We have numerically shown that the present scheme is second-order accurate in space and in time using the P1 and
P2 elements, while when using the P2 element, third-order accuracy in space and second-order accuracy in time is
qualitatively achievable.
• Our numerical experiments indicated that: (a) increasing the number of grid points does improve the numerical
accuracy and (b) the P2 element has a better convergence rate as well as a smaller residual than the P1 element, as
expected.
Our results can easily be extended to cater to a class of chemical reaction–diffusion problems, for instance, the
Schnakenberg model [23], or the Brusselator and Glycolysis models [18]. The inclusion of numerical simulation will
be the next topic of study. Research on the error estimates for the Gierer–Meinhardt model [9] is also underway.
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