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PARTIAL FACTORIZATIONS OF PRODUCTS OF BINOMIAL COEFFICIENTS
LARA DU AND JEFFREY C. LAGARIAS
Abstract. Let Gn =
∏n
k=0
(n
k
)
, the product of the elements of the n-th row of Pascal’s triangle.
This paper studies the partial factorizations of Gn given by the product G(n, x) of all prime factors
p of Gn having p ≤ x, counted with multiplicity. It shows logG(n, αn) ∼ fG(α)n2 as n → ∞ for a
limit function fG(α) defined for 0 ≤ α ≤ 1. The main results are deduced from study of functions
A(n, x), B(n, x), that encode statistics of the base p radix expansions of the integer n (and smaller
integers), where the base p ranges over primes p ≤ x. Asymptotics of A(n, x) and B(n, x) are derived
using the prime number theorem with remainder term or conditionally on the Riemann hypothesis.
1. Introduction
Let Gn denote the product of the binomial coefficients in the nth row of Pascal’s triangle
Gn :=
n∏
k=0
(
n
k
)
=
(n!)n+1∏n
k=0(k!)
2
. (1.1)
We write the prime factorization of Gn as
Gn =
∏
p
pνp(Gn) (1.2)
where νp(Gn) = ordp(G(n)). Since Gn is an integer, νp(Gn) ≥ 0 for all n ≥ 1. This paper studies
the internal structure of the prime factorization of Gn as n varies, as measured by size of the partial
factorization
G(n, x) =
∏
p≤x
pνp(Gn), (1.3)
which is a divisor of Gn including exactly the contributions of primes up to x in the product Gn. The
function G(n, x) for fixed n is an integer-valued step function of the parameter x. This function of x
stabilizes for x ≥ n, with
G(n, x) = G(n, n) = Gn for x ≥ n.
This paper determines the asymptotic behavior of G(n, x) and related arithmetic statistics as n → ∞
for a wide range of x.
The integer sequence Gn arises as the inverse of the product of all the non-zero unreduced Farey
fractions, i.e. the set of all rational fractions in the unit interval (0, 1] having denominator at most
n, not necessarily in lowest terms (see [24]). Its asymptotic growth rate is easily determined, using
Stirling’s formula, to be
logGn =
1
2
n2 − 1
2
n log n+O(n), (1.4)
an estimate which is valid more generally for the step function Gx := Gbxc for all real x ≥ 1. The
sequence Gn considered only at integer points n has a complete asymptotic expansion for logGn to all
orders in ( 1n )
k (k ≥ 0), see [24, Theorem A.2].)
A second expression for logGn is obtained by taking the logarithm of the factorization (1.2):
logGn =
∑
p≤n
νp(Gn) log p. (1.5)
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Here (1.5) is a logarithmic form of the product formula for valuations of Gn, cf. Artin and Whaples
[1]. The paper [24] determined the individual exponents νp(Gn) in terms of base p radix expansion data
of the integers up to n. These functions exhibit a kind of self-similar behavior, different for each p,
having large fluctuations, see Theorem 1.3 below. As n varies the contributions of the individual primes
fluctuate a good deal; however the size of the whole product (1.4) varies smoothly with n.
The major part of this paper determines asymptotics of two nonnegative arithmetic functions A(n, x)
and B(n, x) given in (1.17) and (1.18) below, and which satisfy
logG(n, x) = A(n, x)−B(n, x),
These two functions are weighted averages of of statistics of the radix expansions of n for varying prime
bases p ≤ x. Individual radix statistics have been extensively studied holding the radix base p fixed and
varying n, but here the radix sums A(n, x) and B(n, x) hold n fixed and vary the radix base p.
1.1. Results: Asymptotics of G(n, x). We determine the size of the partial factorization function
G(n, x) in the range 0 ≤ x ≤ n. We establish limiting behavior as n→∞ taking x = x(n) := αn.
Theorem 1.1. Let G(n, x) =
∏
p≤x p
νp(Gn). Then for all 0 < α ≤ 1,
logG(n, αn) = fG(α)n
2 +RG(n, αn), (1.6)
where fG(α) is a function given for α > 0 by
fG(α) =
1
2
+
1
2
α2
⌊
1
α
⌋2
+
1
2
α2
⌊
1
α
⌋
− α
⌊
1
α
⌋
, (1.7)
with fG(0) = 0, where R(n, αn) is a remainder term.
(1) Unconditionally there is a positive constant c such that for all n ≥ 4, and all 0 < α ≤ 1 the
remainder term satisfies
RG(n, αn) = O
(
1
α
n2 exp(−c
√
log n)
)
. (1.8)
The implied constant in the O-notation does not depend on α.
(2) Conditionally on the Riemann hypothesis, for all n ≥ 4 and all 0 < α ≤ 1, the remainder term
satisfies
RG(n, αn) = O
(
1
α
n7/4(log n)2
)
, (1.9)
The implied constant in the O-notation does not depend on α.
The limit function fG(α) = limn→∞ 1n2 logG(n, αn) is pictured in Figure 1.
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Figure 1. Graph of limit function fG(α) in (α, β)-plane for 0 ≤ α ≤ 1. The dotted
line is β = 12α.
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The limit function fG(α) has the following properties (cf. Lemma 4.2).
(i) The function fG is continuous on [0, 1]. It has limα→0+ fG(α) = 0 and the formula (1.7) gives
the value fG(0) = 0, making the convention that αb 1αc = 1 at α = 0. It is not differentiable at
each point α = 1j for integer j ≥ 2, and not differentiable from above at α = 0.
(ii) The function fG satisfies
fG(α) ≤ 1
2
α for 0 ≤ α ≤ 1. (1.10)
Equality holds at α = 1j for all integer j ≥ 1, with fG( 1j ) = 12j , and at α = 0 (by convention)
and at no other values.
Specifically fG(α) is piecewise quadratic, i.e. for j ≥ 1, on each closed interval [ 1j+1 , 1j ] it is given by
fG(α) =
1
2
− jα+ j(j + 1)
2
α2 for
1
j + 1
≤ x ≤ 1
j
. (1.11)
Theorem 1.1 is a restated form of Theorem 4.1, which applies uniformly to the full range 2 ≤ x ≤ n.
For the value α = 1 corresponding to x = n the binomial product estimate (1.4) gives an unconditional
asymptotic formula with power-savings remainder term better than (1.9), using the fact that G(n, n) is
given by a product of ratios of factorials. The new content of the theorem is therefore 0 < α < 1.
1.2. Products of binomial coefficients and radix expansions. It is well known that the divisibility
of binomial coefficients
(
n
k
)
by prime powers is described by base p radix expansion conditions, starting
from work of Kummer, see the survey of Granville [19]. Given a base b ≥ 2, write the base b radix
expansion of an integer n ≥ 0 as
n =
k∑
i=0
aib
i with 0 ≤ ai = ai(b, n) ≤ b− 1,
in which bk ≤ n < bk+1 and the top digit ak(b, n) ≥ 1. One has
ai(b, n) =
⌊ n
bi
⌋
− b
⌊ n
bi+1
⌋
. (1.12)
The radix conditions involve the following two statistics of the base b digits of n.
Definition 1.2. (1) The sum of digits function db(n) (to base b) is
db(n) :=
∑
i≥0
ai(b, n). (1.13)
(2) The running digit sum function Sb(n) (to base b) is
Sb(n) :=
n−1∑
j=0
db(j). (1.14)
The paper [24] derived a closed formula for ordp(Gn) which involves such radix expansions of the
integers 1 ≤ j ≤ n.
Theorem 1.3. ([24, Theorem 5.1]) For each prime p one has for each n ≥ 1,
νp(Gn) =
2
p− 1Sp(n)−
n− 1
p− 1 dp(n). (1.15)
The formula (1.15) encodes large cancellations of powers of p between the numerator and denominator
of the factorial form for Gn on the right side of (1.1). The individual terms on the right side of (1.15) need
not be integers: For example, n = 35 has base p = 7 expansion (50)7 so d7(35) = 5 and
n−1
p−1 dp(n) =
85
3 ,
while 2p−1Sp(n) =
175
3 and ν7(G35) = 30.
Taking logarithms of both sides of the product formula (1.3) for G(n, x) and substituting the formula
(1.15) for each νp(Gn) yields the following identity. There holds
logG(n, x) = A(n, x)−B(n, x), (1.16)
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where
A(n, x) =
∑
p≤x
2
p− 1Sp(n) log p (1.17)
and
B(n, x) =
∑
p≤x
n− 1
p− 1 dp(n) log p. (1.18)
The functions A(n, x) and B(n, x) are arithmetical sums that combine behavior of the base p digits of
the integer n, viewing n as fixed, and varying the radix base p. The interesting range of x is 1 ≤ x ≤ n
because these functions “freeze” at x = n: A(n, x) = A(n, n) for x ≥ n and B(n, x) = B(n, n) for x ≥ n.
We single out the special case x = n, setting
A(n) := A(n, n) =
∑
p≤n
2
p− 1Sp(n) log p (1.19)
and
B(n) := B(n, n) =
∑
p≤n
n− 1
p− 1 dp(n) log p. (1.20)
The sums A(n) and B(n) hold n fixed and vary the base p.
1.3. Results: Asymptotics of A(n) and B(n). We determine asymptotics of the two functions A(n)
and B(n) as n → ∞, giving a main term and a bound on the remainder term. The analysis proceeds
by estimating the fluctuating term B(n) depending on dp(n).
Theorem 1.4. Let A(n) =
∑
p≤n
2
p−1Sp(n) log p and B(n) =
∑
p≤n
n−1
p−1 dp(n) log p.
(1) There is a constant c > 0, such that for n ≥ 4,
A(n) =
(
3
2
− γ
)
n2 +O
(
n2 exp(−c
√
log n)
)
, (1.21)
where γ denotes Euler’s constant. Similarly
B(n) = (1− γ)n2 +O
(
n2 exp(−c
√
log n)
)
. (1.22)
(2) Assuming the Riemann hypothesis, for all n ≥ 4,
A(n) =
(
3
2
− γ
)
n2 +O
(
n7/4(log n)2
)
. (1.23)
and
B(n) = (1− γ)n2 +O
(
n7/4(log n)2
)
, (1.24)
Theorem 1.4 answers a question raised in [24, Section 8], whether the asymptotic growth of A(n)
is the same as that of the sum A∗(n) obtained by replacing each Sp(n) with the leading term of its
asymptotic growth estimate as n→∞. They are not the same, see Section 1.5.
To establish Theorem 1.4 it suffices to prove it for B(n); the estimate for A(n) is then deduced from
the linear relation A(n) = logGn +B(n) (from (1.16)) combined with the asymptotic estimate for G(n)
in (1.4). The main contribution in the sum B(n) comes from those primes p having p >
√
n, whose key
property is that their base p radix expansions have exactly two digits. The size of the remainder term
then involves prime counting functions, which relate to the zeros of the Riemann zeta function. We
obtain an unconditional result from the standard zero-free region for ζ(s). The Riemann hypothesis,
or more generally a zero-free region for the zeta function of the form Re(s) > 1 − c0 for some c0 > 0
yields an asymptotic formula of shape B(n) = (1−γ)n2 +O(n2−δ) with a power-saving remainder term
δ = δ(c0) depending on the width of the zero-free region.
The constants appearing in the main term of the asymptotics of A(n) and B(n) in Theorem 1.4
give quantitative information on cross-correlations between the statistics dp(n) and Sp(n) of the base p
digits of n (and smaller integers) as the base p varies while n is held fixed. As suggested in the survey
[23], the occurrence of Euler’s constant in the main term of these asymptotic estimates indicates subtle
arithmetic behavior in these sums.
PARTIAL FACTORIZATIONS OF PRODUCTS OF BINOMIAL COEFFICIENTS 5
1.4. Results: Asymptotics of A(n, x) and B(n, x). We first determine asymptotics for B(n, αn) for
0 ≤ α ≤ 1, by bootstrapping the result for B(n) = B(n, n) decreasing x from x = n. In what follows
Hm =
∑m
j=1
1
j denotes the m-th harmonic number.
Theorem 1.5. Let B(n, αn) =
∑
p≤αn
n−1
p−1 dp(n) log p. Then for all 0 < α ≤ 1,
B(n, αn) = fB(α)n
2 +RB(n, αn), (1.25)
where fB(α) is a function given for α > 0 by
fB(α) = 1− γ +
(
Hb 1α c − log
1
α
)
− α
⌊
1
α
⌋
, (1.26)
with fB(0) = 0, and RB(n, αn) is a remainder term.
(1) Unconditionally there is a positive constant c such that for all n ≥ 4, and 0 < α ≤ 1, the
remainder term satisfies
RB(n, αn) = O
(
1
α
n2 exp(−c
√
log n)
)
. (1.27)
The implied constant in the O-notation does not depend on α.
(2) Conditionally on the Riemann hypothesis, for all n ≥ 4 and 0 < α ≤ 1, the remainder term
satisfies
RB(n, αn) = O
(
1
α
n7/4(log n)2
)
, (1.28)
The implied constant in the O-notation does not depend on α.
The limit function fB(α) is pictured in Figure 2. The function lies above the diagonal line β = (1−γ)α;
however in formula (1.16) it appears with a negative sign, giving its relation to logG(n, x).
Figure 2. Graph of limit function fB(α) in (α, β)-plane, 0 ≤ α ≤ 1. The dotted line
is β = (1− γ)α, where γ is Euler’s constant.
We then obtain asymptotics for A(n, x) using a recursion starting from A(x, x) (given by (3.15))
relating A(n, x) to various B(y, x) with x ≤ y ≤ n.
Theorem 1.6. Let A(n, αn) =
∑
p≤αn
2
p−1Sp(n) log p. Then for all 0 < α ≤ 1,
A(n, αn) = fA(α)n
2 +RA(n, αn), (1.29)
where fA(α) is a function given for α > 0 by
fA(α) =
3
2
− γ +
(
Hb 1αc − log
1
α
)
+
1
2
α2
⌊
1
α
⌋2
+
1
2
α2
⌊
1
α
⌋
− 2α
⌊
1
α
⌋
, (1.30)
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with fA(0) = 0, and RA(n, αn) is a remainder term.
(1) Unconditionally there is a positive constant c such that for all n ≥ 4, and 0 < α ≤ 1. the
remainder term satisfies
RA(n, αn) = O
(
1
α
n2 exp(−c
√
log n)
)
. (1.31)
The implied constant in the O-notation does not depend on α.
(2) Conditionally on the Riemann hypothesis, for all n ≥ 4 and 0 < α ≤ 1, the remainder term
satisfies
RA(n, αn) = O
(
1
α
n7/4(log n)2
)
, (1.32)
The implied constant in the O-notation does not depend on α.
The limit function fA(α) is pictured in Figure 3. It lies very close to the line β = (3/2 − γ)α. The
graph of fA(α) falls below the line β = (3/2 − γ)α for α > α0 and falls above it for α < α0, with
α0 ≈ 0.82. The figure also depicts a plot of its derivative f ′A(α), with the horizontal dotted line being
derivative 0 and the scale being the same as shown.
Figure 3. Graph of limit function fA(α) in (α, β)-plane, 0 ≤ α ≤ 1. The dotted line
is β = (3/2 − γ)α, where γ is Euler’s constant. Superimposed on the graph is a plot
of the derivative f
′
A(α) with axes shifted vertically so that the horizontal dotted line
marks derivative 0.
We note that the the functions fA(α) and fB(α) are continuous functions of α, although the given
floor function formulas for fA(α) and fB(α) are a sum of functions that are discontinuous at the points
α = 1k .
We obtain Theorem 1.1 as a corollary of the last two theorems, substituting their estimates into the
formula logG(n, x) = A(n, x)− B(n, x). In taking the difference Euler’s constant cancels out from the
asymptotics of logG(n, x).
1.5. Digit sum statistics and the prime number theorem. There has been much previous study
of the radix statistic Sb(n), letting n → ∞ for a fixed base b ≥ 2. It was treated in 1940 by Bush [4],
followed by Bellman and Shapiro [3], and Mirsky [28], who in 1949 showed that for all b ≥ 2,
Sb(n) = n logb(n) +Ob(n), (1.33)
where the implied constant in the O-notation depends on the base b. In 1952 Drazin and Griffith [11]
deduced an inequality implying that for all bases b ≥ 2,
Sb(n) ≤ b− 1
2
n logb n for all n ≥ 1, (1.34)
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with equality holding for n = bk for k ≥ 1, cf. [24, Theorem 5.8]. The upper bound (1.34) suggests
consideration of the statistic
A∗(n, x) :=
∑
p≤x
2
p− 1
(
p− 1
2
n logp n
)
log p = pi(x)n log n. (1.35)
Applying inequality (1.34) for Sp(n) term-by-term to the definition of A(n, x) yields
A(n, x) ≤ A∗(n, x) = pi(x)n log n. (1.36)
Furthermore from the estimate (1.33) applied term-by-term to the definition of A(n, x), we obtain,
viewing x as fixed and n as varying.
A(n, x) = pi(x)n log n+Ox(n), (1.37)
where the implied constant in the O-symbol depends on x. It follows that for fixed x and variable n one
has the the asymptotic formula
A(n, x) ∼ A∗(n, x) = pi(x)n log n as n→∞, (1.38)
so that A(n, x) knows something directly about pi(x) for certain ranges of n. In the case where x varies
with n as x = n (1.36) gives
A(n) = A(n, n) ≤ A∗(n, n) = pi(n)n log n. (1.39)
For the right side the prime number theorem yields
pi(n)n log n = n2 +O
(
n2
log n
)
.
The question of whether A(n) ∼ A∗(n, n) could hold as n → ∞, was raised in [24, Sect. 8]. By the
prime number theorem it is equivalent to the question whether A(n) ∼ n2 as n → ∞. Theorem 1.4
answers this question in the negative, showing that the constant in the lead term of the asymptotics
for A(n) lie strictly below the value 1 by a positive amount. The constant in A(n) ∼ ( 32 − γ)n2 has
3
2 − γ ≈ 0.92288.
The digit sums db(n) are oscillatory quantities that have been modeled probabilistically, where one
samples for a fixed b, the values db(k) uniformly in a certain range of k. One has for each n ≥ 1 the
inequality
E[db(k) : 1 ≤ k ≤ n− 1] = 1
n− 1Sb(n),
and it follows that
E[db(k) : 0 ≤ k ≤ n− 1] = b− 1
2
logb n+Ob(1), (1.40)
according to (1.33). Furthermore the bound (1.34) gives
E[db(k) : 0 ≤ k ≤ n− 1] ≤ b− 1
2
logb n, (1.41)
The statistic B(n, x) averages over n−1p−1 dp(n) log p holding n fixed and varying p. Now (1.41) gives
n− 1
b− 1 E[db(k) : 0 ≤ k ≤ n− 1] log b ≤
1
2
log n.
If the averaging over p in dp(n) in this statistic behaved similarly to averaging over n for fixed n, then
we might expect B(n, x) to behave similarly to the statistic
B∗(n, x) :=
∑
p≤x
n− 1
p− 1
(
p− 1
2
logp(n)
)
log p =
1
2
pi(x)n log n.
The prime number theorem yields the estimate
B∗(n, n) =
1
2
n2 +O
(
n2
log n
)
.
The question whether B(n) ∼ B∗(n, n) as n → ∞ is equivalent to whether B(n) ∼ 12n2 as n → ∞
holds. Again Theorem 1.4 answers this question negatively, with B(n) = (1 − γ)n2 as n → ∞ and
1− γ ≈ 0.42288.
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We interpret these results as revealing a difficulty in deducing the prime number theorem from radix
expansion statistics, where we know the limiting statistics as n→∞ holding p fixed. It shows that one
cannot bring the limit n→∞ inside the summation over p term-by-term. Theorem 1.4 shows that the
contributions of individual primes p in these radix expansion statistics have not reached their individual
limiting asymptotics as n→∞, holding p fixed. When x = αn varies, the formulas for fA(α) and fB(α)
in Theorems 1.6 and 1.5 exhibit oscillations in the main terms of these statistics in ranges where x is
comparable in size to n.
1.6. Related work. Binomial coefficients and their factorizations have been studied in prime number
theory and in sieve methods. In 1932 in one of his first papers Erdo˝s [14] used the central binomial
coefficients
(
2n
n
)
to get an elegant proof of Bertand’s postulate, asserting that there exists a prime
between n and 2n, as well as Chebyhev type estimates for pi(x) ([5]). Later Erdo˝s showed with Kalmar
in 1937 that such an approach could in principle yield the prime number theorem, in the sense that
suitable (multiplicative) linear combinations of factorials exist to give a sharper sequence of inequalities
yielding the result. However their proof of the existence of such identities assumed the prime number
theorem to be true. The proof with Kalmar was lost, but in 1980 Diamond and Erdo˝s [9] reconstructed
a proof. For Erdo˝s’s remarks on the work with Kalmar see [16, pp. 58–59] and Rusza [31, Section 1].
We mention also that the internal structure of prime factors of the middle binomial coefficient
(
2n
n
)
has
received detailed study, see Erdo˝s et al [15] and Pomerance [30].
An earlier paper of the second author and Mehta [24] studied products of unreduced Farey fractions,
and in it expressed logGn in terms of radix digit statistics A(n) and B(n). Another paper [25] studied
parallel questions for products of Farey fractions, which were related to questions in prime number
theory. On digit sums Sb(n), a formula of Trollope [33] found in 1968 for base 2 led to notable work of
Delange [7], giving an exact formula for Sb(n) for all b ≥ 1. It asserts that, for a general base b ≥ 2,
Sb(n) =
b− 1
2
n logb(n) + fb(logb n)n (1.42)
where fb(x) is a continuous function, periodic of period 1, which is everywhere non-differentiable. Sub-
stituting n = 1 gives fb(0) = 0, and the inequality (1.34) implies that fb(x) ≤ 0 for all real x. Further
work on Sb(n) includes Flajolet et al [17] and Grabner and Hwang [18], discussed in a survey of Drmota
and Grabner [12]. For work on the distribution of digit sums db(n), see the survey of Chen et al [6].
Up to now direct information on sums over radix expansions like A(n) or B(n) has not been not been
successfully used to obtain proofs of the prime number theorem. However the prime number theorem
has been successfully deduced by elementary methods. In 1945 Ingham [22] deduced the prime number
theorem by Ingham [22] from a Tauberian theorem starting from asymptotic estimates of
F (x) =
∑
n≤x
f
(x
n
)
,
under the Tauberian condition that f(x) is positive and increasing. The prime number theorem was
deduced from estimates of log n!, by N. Levinson [27] in 1964 by a related method. These methods
obtain a remainder term saving at most one logarithm. In 1970 Diamond and Steinig [10] obtained by
elementary methods a proof of the prime number theorem with a remainder term O(x exp(−c(log x)β))
for β = 17 + . The exponent was improved to β =
1
6 −  by Lavrik and Sobirov [26]. In 1982 Diamond
[8] gave a useful survey of such approaches to the prime number theorem.
Acknowledgments. Theorem 1.4 appears in the PhD. thesis of the first author, who thanks Trevor
Wooley for helpful comments. The authors thank Wijit Yangjit for useful remarks. We are indebted to
D. Harry Richman for providing plots of the limit functions. The first author was partly supported by
NSF grant DMS-1701577. The second author was partly supported by NSF grants DMS-1401224 and
DMS-1701576, and by a Simons Fellowship in Mathematics in 2019.
2. Asymptotics for the sums B(n) and A(n)
In this section we first obtain asymptotics for the functions B(n) =
∑
p≤n
n−1
p−1 dp(n) log p, given in
Theorem 1.4(2). At the the end we deduce asymptotics for A(n) =
∑
p≤n
2
p−1Sp(n) log p.
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2.1. Preliminary Reduction. We study B(n) and reduce the main sum to primes in the range
√
n <
p ≤ n. We write
B(n) = B1(n) +BR(n) (2.1)
where
B1(n) :=
∑
√
n<p≤n
n− 1
p− 1 dp(n) log p (2.2)
and a remainder term coming from small p (relative to n)
BR(n) :=
∑
1<p≤√n
n− 1
p− 1 dp(n) log p. (2.3)
The BR(n) contribution makes a negligible contribution to the asymptotics.
Lemma 2.1. For n ≥ 4
BR(n) ≤ 10n3/2. (2.4)
Proof. One has dp(n) ≤ (p− 1)( lognlog p + 1). Consequently
BR(n) ≤
∑
p≤√n
(n− 1)(log n+ log p) ≤ 2(n− 1)pi(√n) log n ≤ 10n3/2,
The rightmost inequality used the estimate, valid for x ≥ 4, that
pi(x) ≤ 5 x
log x
, (2.5)
see [32, I, Theorem 1.3]. 
2.2. Estimate for B1(n): radix expansion. We estimate B1(n) starting from the observation that
for primes
√
n < p ≤ n, the base p radix expansion of n for √n < p ≤ n, has exactly 2 digits. That is,
n = a1p+ a0 with 1 ≤ a1 ≤ p− 1 and dp(n) = a0 + a1.
Lemma 2.2. Let 1 ≤ j < √n. For all primes p > √n in the interval Ij = ( nj+1 , nj ] we have
dp(n) = n− j(p− 1).
In consequence
n− 1
p− 1 dp(n) log p = (n− 1)
(
n log p
p− 1 − j log p
)
. (2.6)
Proof. The disjoint intervals Ij cover the range
√
n < x ≤ n. For all primes p in the interval Ij we have
the leading base p digit
a1 =
⌊
n
p
⌋
= j,
with j ≤ p− 1 (since p2 > n). We then have n = a1p+ a0 with a1(n) = j, and with 0 ≤ a0 ≤ p− 1. so
the trailing digit a0(n) = n− jp, whence
dp(n) = a0(n) + a1(n) = (n− jp) + j = n− j(p− 1),
as required. 
We use the identity (2.6) to split the sum B1(n) into two parts:
B1(n) = B11(n)−B12(n), (2.7)
in which
B11(n) := n(n− 1)
∑
√
n<p≤n
log p
p− 1 , (2.8)
and
B12(n) := (n− 1)
b√n c∑
j=1
j
[ ∑′
n
j+1<p≤nj
log p
]
. (2.9)
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where the prime in the inner sum means only p >
√
n are included. (The prime only affects one term in
the sum.) The sums B11(n) and B12(n) are of comparable sizes, on the order of n
2. We estimate them
separately.
2.3. Estimate for B11(n). The first quantity B11(n) is a standard sum in number theory.
Theorem 2.3. Let
B11(n) = n(n− 1)
∑
√
n<p≤n
log p
p− 1 .
(1) There is an absolute constant c > 0 such that for n ≥ 4,
B11(n) =
1
2
n2 log(n) +O(n2e−c/2
√
logn). (2.10)
(2) Assuming the Riemann hypothesis we have
B11(n) =
1
2
n2 log(n) +O
(
n7/4(log n)2
)
. (2.11)
We prove this result after a series of preliminary lemmas. As a first reduction, we show that log pp−1
may be approximated by log pp . with a power savings error for p >
√
n.
Lemma 2.4. We have, unconditionally,∑
√
n<p≤n
log p
p− 1 =
∑
√
n<p≤n
log p
p
+O
(
log n√
n
)
. (2.12)
Proof. We have ∑
√
n<p≤n
(
log p
p− 1 −
log p
p
)
=
∑
√
n<p≤n
log p
p(p− 1) ≤ log n
∑
√
n<m≤n
1
m(m− 1)
as required. 
To estimate the sum on the right side of (2.12), we study the function h(n) :=
∑
p≤n
log p
p . Now
Merten’s first theorem says that the function h(n) = log n + O(1). see ([20, Theorem 425], [32, Sect.
I.4]. Here we need an estimate with a better remainder term.
Lemma 2.5. (1) There is a constant c2 = γ − c1, where c1 =
∑
p
∑∞
k=2
log p
pk
such that, for x ≥ 4,
h(x) :=
∑
p≤x
log p
p
= log x+ c2 +O
(
e−c
√
log x
)
,
(2) Assuming the Riemann hypothesis, for x ≥ 4,
h(x) :=
∑
p≤x
log p
p
= log x+ c2 +O
(
x−1/2(log x)2
)
,
Proof. Perron’s inversion formula gives
ψ−1(x) :=
∑′
n≥x
Λ(n)
n
=
1
2pi i
∫ σ0+i∞
σ0−i∞
ζ(s+ 1)
xs
s
ds
where we may choose σ0 > 0, compare [2, Sec. 7.5]. (The prime on the summation indicates that
when x is an integer, the last term becomes 12
Λ(n)
n .) The sum h(x) differs from ψ−1(x) in removing the
contribution of the prime powers in Λ(n), and we obtain
ψ−1(x)− h(x) = c1 +O
∑
p≥x
∞∑
k=2
log p
pk
 = c1 +O( log x
x
)
,
so it suffices to estimate ψ−1(x).
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(1) We rewrite the contour integral as
ψ−1(x) =
1
2pi i
∫ σ0+1+i∞
σ0+1−i∞
ζ(s)
xs−1
s− 1 ds
where σ0 > 0. We may shift this contour from the line σ0 =  to the left for a box with | Im(s)| ≤ x )
as in the proof of the explicit formula and estimate it using the standard zero-free region that any zeta
zero ρ = σ+ it has σ < 1− c|t| . The integrand has a double pole at s = 1, which contributes a main term
of the form A log x + B. Here A = 1 and B = γ (Euler’s constant) using ζ(s) = 1s−1 + γ + O((s − 1))
and xs−1 = 1 + (s− 1) log x+O((s− 1)2) near s = 1. We obtain, unconditionally,
ψ−1(x) = log x+ γ +O
(
e−c
√
log x
)
,
similarly to the treatment for ψ(x) given in Bateman and Diamond [2, Chap. 8.6]. (This bound appears
as an exercise in [29, p.182, Exercise 4].)
(2) On the Riemann hypothesis, we obtain1 by a shifted contour integral argument similar to that in
Ingham [21, Theorem 30] for ψ(x), to obtain
ψ−1(x) = log x+ γ +O
(
x−1/2(log x)2
)

Definition 2.6. (1) The first Chebyshev function ϑ(n), is defined by
ϑ(n) =
∑
p≤n
log p.
(2) The second Chebyshev function ψ(n) is defined by
ψ(n) =
∑
p, k
pk≤n
log p =
n∑
k=1
Λ(k).
Now ψ(n) = ϑ(n)+ϑ(n1/2)+ϑ(n
1
3 )+ · · · and using a Chebyshev style estimate that ϑ(n) ≤ 5n given
in (2.5), one has
ϑ(n) ≤ ψ(n) ≤ ϑ(n) + 5√n log n.
We recall known bounds for
∑
p≤n log p.
Lemma 2.7. (Chebyshev function estimates)
(1) There is a constant c > 0 such that, for x ≥ 4,
ϑ(x) =
∑
p≤x
log p = x+O
(
xe−c
√
log x
)
,
(2) Assuming the Riemann hypothesis, for x ≥ 4,
ϑ(x) =
∑
p≤x
log p = x+O
(√
x(log x)2
)
,
Proof. (1) is given in [29, Theorem 6.9].
(2) is given in [29, Theorem 13.1]. 
Proof of Theorem 2.3. Recall B11(n) = n(n− 1)
(∑√
n<p≤n
log p
p
)
.
(1) Applying Lemma 2.5 with x = n and with x =
√
n, subtracting the latter cancels the constant
C1 and yields ∑
√
n<p≤n
log p
p
= log n− 1
2
log n+O
(
e−c
√
1/2 logn
)
.
1 Each nontrivial zeta zero 1
2
+ it contributes a term x
− 1
2
+it
− 1
2
+it
(counted with multiplicity) and the (log x)2 term appears
applying Ingham’s Theorem 25B ([21, p. 70]), because − 1
2
+ it runs over the negatives of all zeta zeros.
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Combining this bound with Lemma 2.4 yields∑
√
n<p≤n
log p
p− 1 =
1
2
log n+O
(
e−
c
2
√
logn
)
.
Multiplying by n(n− 1), we obtain the bound (2.10).
(2) We assume the Riemann hypothesis. We showed in Lemma 2.4 that∑
√
n<p≤n
log p
p− 1 =
∑
√
n≤p≤n
log p
p
+O
(
log n√
n
)
Next we see, using Stieltjes integration by parts,∑
√
n<p≤n
log p
p
=
∫ n
√
n
1
x
dϑ(x) where ϑ(x) =
∑
p≤x
log p
=
1
n
ϑ(n)− 1√
n
ϑ(
√
n)−
∫ n
√
n
ϑ(x)
d
dx
(
1
x
)
dx.
Consequently, using Lemma 2.5,∑
√
n<p≤n
log p
p
=
(
1 +O
(
(log n)2√
n
))
−
(
1 +O
(
(log n)2
n1/4
))
+
∫ n
√
n
ϑ(x)
x2
dx
=
∫ n
√
n
1
x
dx+O
(∫ n
√
n
(log x)2
x3/2
dx
)
+O
(
(log n)2
n1/4
)
=
1
2
log n+O
(
n−1/4(log n)2
)
.
Multiplying by n(n− 1) yields the bound (2.11). 
2.4. Estimates for B12(n). We estimate B12(n) by rewriting it in terms of Chebyshev summatory
functions, and using known estimates.
Theorem 2.8. Let
B12(n) := (n− 1)
b√nc∑
j=1
j
[ ∑′
n
j+1<p≤nj
log p
]
.
Then:
(1) There is an absolute constant c > 0 such that for all n ≥ 4,
B12(n) =
1
2
n2 log n+ (γ − 1)n2 +O
(
n2 log n e−c/2
√
logn
)
(2.13)
(2) Assuming the Riemann hypothesis we have, for all n ≥ 4,
B12(n) =
1
2
n2 log(n) + (γ − 1)n2 +O
(
n7/4(log n)2
)
. (2.14)
Proof. (1) We have
1
n− 1B12(n) =
b√nc∑
j=1
j
[ ∑′
n
j+1<p≤nj
log p
]
=
b√nc∑
j=1
j
(
ϑ
(
n
j
)
− ϑ
(
n
j + 1
))
+O
(√
n log n
)
=
b√nc∑
j=1
ϑ
(
n
j
)− (√n− 1)ϑ(√n) +O (√n log n)
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where ϑ(m) =
∑
p≤m log p is the first Chebyshev summatory function, and the error estimate comes
from not counting primes p ≤ √n inside the term with j ≤ √n < j + 1.
Using Lemma 2.7, for j ≤ √n we have
ϑ
(
n
j
)
=
n
j
+O
(
n
j
e−c
√
log nj
)
=
n
j
+O
(
n
j
e−
c
2
√
logn
)
.
In consequence
b√nc∑
j=1
ϑ
(
n
j
)
=
b√nc∑
j=1
(
n
j
+O
(
n
j
e−
c
2
√
logn
))
− (√n− 1)
(√
n+O
(√
ne−
c
2
√
logn
))
= n
(
1
2
n log n+ γ +O
(
1
n
))
+O
(
n log ne−
c
2
√
logn
)
.
In addition we have
(
√
n− 1)ϑ(√n) = n+O
(
n log n e−
c
2
√
logn
)
.
Substituting these formulas in the formula for 1n−1B12(n) above and multiplying by n− 1 yields
B12(n) = (n− 1)
(
1
2
n log n+ γn+O
(
n log n e−
c
2
√
logn
))
− (n− 1)
(
n+O
(
n log ne−
c
2
√
logn
))
+O
(
n3/2 log n
)
=
1
2
n2 log n+ (γ − 1)n2 +O
(
n2 log n e−
c
2
√
logn
)
,
as asserted.
(2) Now assume the Riemann hypothesis. Then
b√nc∑
j=1
ϑ
(
n
j
)
=
[ b√nc∑
j=1
n
j
+O
(√
n
j
(
log
n
j
)2)]
= n
(
1
2
log n+ γ +O
(
1
n
))
+O
(
n3/4(log n)2
)
We also have
(
√
n− 1)θ(√n) = n+O
(
n3/4(log n)2
)
.
Consequently
B12(n) = (n− 1)
(
1
2
n log n+ γ n+O
(
n3/4(log n)2
))
− (n− 1)
(
n+O
(
n3/4(log n)2
))
=
1
2
n2 log n+ (γ − 1)n2 +O
(
n7/4(log n)2
)
.

2.5. Asymptotic estimate for A(n) and B(n).
Proof of Theorem 1.4. We estimate B(n) and start with
B(n) = BR(n) +B11(n) +B12(n).
By Lemma 2.2 we have BR(n) = O(n
3/2), which is negligible compared to the remainder terms in the
theorem statements.
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(1) Unconditionally, using Theorems 2.3(1) and Theorem 2.8(1), we obtain
B(n) = BR(n) +B11(n)−B12(n)
=
(
1
2
n2 log(n) +O
(
n2e−
c
2
√
logn
))
−
(
1
2
n2 log n+ (γ − 1)n2 +O
(
n2 log(n)e
− c√
2
√
logn
))
= (1− γ)n2 +O
(
n2e−
c
2
√
logn
)
.
(2) Assuming the Riemann hypothesis, using Theorems 2.3(2) and Theorem 2.8(2),
B(n) = BR(n) +B11(n)−B12(n)
=
(
1
2
n2 log(n) +O
(
n7/4(log n)2
))
−
(
1
2
n2 log n+ (γ − 1)n2 +O
(
n7/4(log n)2
))
= (1− γ)n2 +O
(
n7/4(log n)2
)
,
as required.
The estimates for A(n) follow directly from those of B(n), using the linear relation A(n) = logGn +
B(n). Combining this relation with the asymptotic estimate (1.4) yields
A(n) =
1
2
n2 +B(n) +O (n log n) .
The estimates (1) and (2) for A(n) then follow on substituting the formulas (1), (2) for B(n). 
3. Asymptotic estimates for the generalized sums B(n, x) and A(n, x)
3.1. Estimates for B(n, x). We derive estimates for B(n, x) in the interval 1 ≤ x ≤ n starting from
the asymptotic estimates for B(n) = B(n, n). Let Hm =
∑m
k=1
1
k denote the m-th harmonic number.
Theorem 3.1. Let B(n, x) =
∑
p≤x
n−1
p−1 dp(n) log p. We write
B(n, x) = (1− γ)n2 + n2
(
Hbnx c − log
n
x
)
− n2
(⌊n
x
⌋ x
n
)
+RB(n, x), (3.1)
where RB(n, x) is a remainder term. Then:
(1) Unconditionally for all n ≥ 4 and all 1 ≤ x ≤ n, the remainder term satisfies
RB(n, x) = O
(
n2
(n
x
)
e−
c
2
√
logn
)
, (3.2)
where the O-constant is absolute.
(2) Assuming the Riemann hypothesis, for n3/4 ≤ x ≤ n the remainder term satisfies
RB(n, x) = O
(
n7/4(log n)2
)
.
Remark 3.2. It is immediate that the unconditional estimate (1) is trivial whenever 1 ≤ x ≤ n exp(−c/2√log n),
since the remainder term will then have order of magnitude at least n2, and the O-constant can be ad-
justed. The formula (3.1) implies a nontrivial estimate for x ≥ n
(logn)A
for any fixed positive A.
Proof. We write
B(n, x) = B(n)−Bc(n, x), (3.3)
where the complement function
Bc(n, x) :=
∑
x<p≤n
n− 1
p− 1 dp(n) log p. (3.4)
The analysis in Section 2.2 applies to estimate Bc(n, x). We may assume that x ≥ √n since (3.2)
holds trivially for smaller x. For x ≥ √n Lemma 2.2 gives the decomposition
Bc(n, x) = Bc11(n, x)−Bc12(n, x)
where
Bc11(n, x) = n(n− 1)
∑
x<p≤n
log p
p− 1 (3.5)
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and
Bc12(n, x) = (n− 1)
bnx−1c∑
j=1
j
 ∑
n
j+1<p≤nj
log p
+ (n− 1) ⌊n
x
⌋ ∑
x<p≤ nbn/xc
log p
 . (3.6)
To estimate Bc11(n, x) we suppose x >
√
n and apply Lemma 2.4 to obtain∑
x<p≤n
log p
p− 1 =
∑
x<p≤n
log p
p
+O
(
log n√
n
)
.
Next Lemma 2.5(1) gives ∑
x<p≤n
log p
p
= log
n
x
+O
(
log n√
n
)
.
Substituting these two estimates in (3.5) yields, for x ≥ √n, unconditionally,
Bc11(n, x) = n(n− 1) log
n
x
+O
(
n3/2 log n
)
. (3.7)
To estimate Bc12(n, x) for n ≥
√
x, call the two sums on the right side of (3.6) (n−1)S1 and (n−1)S2,
respectively. Then
S1 =
bnx−1c∑
j=1
j
(
ϑ
(
n
j
)
− ϑ
(
n
j + 1
))
=
bnx−1c∑
j=1
j
(
n
j
− n
j + 1
)
+O
bnx c∑
j=1
j
(
n
j
)
exp(−c
√
log(n/j))

=
bnx−1c∑
j=1
n
j + 1
+O
(⌊n
x
⌋
n exp(−c/2 log x)
)
= n
(
Hbnx c − 1
)
+O
(⌊n
x
⌋
n exp(−c/2 log x)
)
,
with the prime number theorem with error term in Lemma 2.7(1) applied in the second line. In addition
S2 =
⌊n
x
⌋(
ϑ
(
n
bn/xc
)
− ϑ(x)
)
=
⌊n
x
⌋( n
bn/xc − x
)
+O
(
n
⌊n
x
⌋
exp(−c/2
√
log x)
)
= n−
⌊n
x
⌋
x+O
(
n
⌊n
x
⌋
exp(−c/2
√
log n)
)
,
also applying Lemma 2.7(1) in the second line. Combining the bounds for S1 and S2 yields
Bc12(n, x) = n(n− 1)
(
Hbnx c −
⌊n
x
⌋ x
n
)
+O
(
n2
⌊n
x
⌋
exp(−c/2
√
log n)
)
. (3.8)
We obtain, using Theorem 1.4 (1) to estimate B(n),
B(n, x) = B(n)−Bc11(n, x) +Bc12(n, x)
= (1− γ)n2 + n(n− 1)
(
− log n
x
+Hbnx c −
⌊n
x
⌋ x
n
)
(3.9)
+O
(
n2bn
x
c exp(−c/2
√
log n)
)
, (3.10)
= (1− γ)n2 + n2
(
Hbnx c − log
n
x
)
+ n2
(⌊n
x
⌋ x
n
)
(3.11)
+O
(
n2
⌊n
x
⌋
exp(−c/2
√
log n)
)
, (3.12)
which is (3.1).
(2) We follow the same sequence of estimates as in (1). In estimating both S1 and S2 we apply the Rie-
mann hypothesis bound in Lemma 2.7(2) to improve their remainder terms fromO
(
n2
⌊
n
x
⌋
exp(− c2
√
log n)
)
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to O
(
n3/2
⌊
n
x
⌋
(log n)2)
)
. Imposing the bound x ≥ n3/4 yields the remainder term O (n7/4(log n)2). In
the final sum (3.9) Theorem 1.4(2) estimates B(n) under the Riemann hypothesis to yield an additional
remainder term O
(
n7/4(log n)2
)
. 
Proof of Theorem 1.5. The theorem follows on choosing x = αn in Theorem 3.1 and simplifying. 
Remark 3.3. The function fB(α) defined by (1.26) has fB(1) = 1− γ, and has limα→0 fB(α) = 0 since
Hb 1αc − log
1
α → γ as α→ 0.
3.2. Asymptotic estimates for the generalized sums A(n, x). We derive estimates for A(n, x)
starting from A(x, x) and using a recursion involving B(y, x) for x ≤ y ≤ n.
Theorem 3.4. Let A(n, x) =
∑
p≤x
2
p−1Sp(n) log p. We write
A(n, x) =
(
3
2
− γ
)
n2 + n2
(
Hbnx c − log
n
x
)
+
1
2
x2
⌊n
x
⌋2
+
1
2
x2
⌊n
x
⌋
− 2nx
⌊n
x
⌋
+RA(n, x), (3.13)
where RA(n, x) is a remainder term. Then:
(1) Unconditionally there is a positive constant c such that for all n ≥ 4 and 1 ≤ x ≤ n, the remainder
term satisfies
RA(n, x) = O
(
n2
(n
x
)
e−
c
2
√
logn
)
, (3.14)
where the O-constant is absolute.
(2) Assuming the Riemann hypothesis, for and n ≥ 4 and n3/4 ≤ x ≤ n the remainder term satisfies
RA(n, x) = O
(
n7/4
(n
x
)
(log n)2
)
.
Remark 3.5. Although the range of x in (1) is given as
√
n ≤ x ≤ n, the remainder term is larger
than the main term whenever x ≤ n exp(− c2
√
log n). The formula (3.13) gives a nontrivial estimate for
x ≥ n
(logn)A
for any fixed positive A.
Proof. (1) We start from from the equality
A(n, x) =
∑
p≤x
2
p− 1Sp(x) log p+
n−1∑
y=x+1
2
y − 1
∑
p≤x
y − 1
p− 1dp(y) log p
 .
This formula may be rewritten
A(n, x) = A(x, x) +
n−1∑
y=x+1
2
y − 1B(y, x). (3.15)
We apply the estimates of Theorem 1.6 (1) to A(x, x), and those of Theorem 3.1 (1) to B(y, x), to
obtain, for x ≥ √n,
A(n, x) =
(
3
2
− γ
)
x2 +
n−1∑
y=x+1
2
y − 1
(
(1− γ)y2 + y(y − 1)
(
Hb yxc − log
y
x
−
⌊y
x
⌋ x
y
))
+O
(
x2 exp(−c
√
log x)
)
+O
(
n−1∑
y=x+1
2
y − 1
(
y2
⌊y
x
⌋
exp(−c/2
√
log y)
))
=
(
3
2
− γ
)
x2 +
(
2(1− γ)
n−1∑
y=x+1
y2
y − 1
)
+
(
n−1∑
y=x+1
2yHb yx c − 2y log
y
x
− 2x
⌊y
x
⌋)
+O
(
n2
⌊n
x
⌋
exp(−c/2
√
log x)
)
. (3.16)
We evaluate the last two sums on the right side of (3.16), written
A(n, x) =
(
3
2
− γ
)
x2 + S3(n, x) + S4(n, x) +O
(
n2
⌊n
x
⌋
exp(−c/2
√
log x)
)
.
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We assert
S3(n, x) := 2(1− γ)
n−1∑
y=x+1
y2
y − 1 = (1− γ)(n
2 − x2) +O (n) . (3.17)
This estimate follows from
n−1∑
y=x+1
y2
y − 1 =
n−1∑
y=x+1
(y +O(1)) =
1
2
n(n− 1)− 1
2
x(x+ 1) +O(n) =
1
2
(n2 − x2) +O (n) .
It remains to estimate the sum
S4(n, x) :=
n−1∑
y=x+1
2yHb yxc −
n−1∑
y=x+1
2y
(
log
y
x
)
−
n−1∑
y=x+1
2x
⌊y
x
⌋
= S41 − S42 − S43.
We write n = j0x+ ` with 0 ≤ ` < x, with j0 =
⌊
n
x
⌋
and ` = n− x ⌊nx⌋ = x{nx}.
We assert that, for n1/2 ≤ x ≤ n,
S41 = n
2Hbnx c − x
2
⌊n
x
⌋2
+ x2
⌊n
x
⌋
+O (n log n) . (3.18)
To see this, we have
S41 =
n−1∑
y=x+1
2yHb yxc =
j0∑
j=1
1
j
 n−1∑
y=jx
2y
− 2x.
=
j0∑
j=1
2
j
((
n
2
)
−
(
jx+ 1
2
))
− 2x
= n(n− 1)Hbnx c −
j0∑
j=1
x(jx+ 1)− 2x
= n(n− 1)Hbnx c −
1
2
x2
⌊n
x
⌋ ⌊n
x
+ 1
⌋
+ x
⌊n
x
⌋
− 2x,
Now (3.18) follows, since the terms x
⌊
n
x
⌋− 2x and nHbnx c contribute O (n log n).
We assert that
S42 = n(n− 1) log n
x
− 1
2
n2 +
1
2
x2 +O (n log n) . (3.19)
To see this, we have S42 = 2(
∑n−1
y=x+1 y log y)− 2(
∑n−1
y=x+1 y log x). Now
2
n−1∑
y=x+1
y log y = 2
∫ n
x+1
y log y dy +O (n log n) =
(
y2 log y − 1
2
y2
)
|nx+1 +O (n log n)
= n2 log n− (x+ 1)2 log(x+ 1)− 1
2
n2 +
1
2
x2 +O (n log n) .
We have also
2
n−1∑
y=x+1
y log x = n(n− 1) log x− x(x+ 1) log x
=
(
n(n− 1) log n− n(n− 1) log n
x
)
− (x+ 1)2 log(x+ 1) +O (n log n) .
Subtracting the last two estimates yields (3.19).
We assert that
S43 = −x2
⌊n
x
⌋2
− x2
⌊n
x
⌋
+ 2nx
⌊n
x
⌋
+O (n) . (3.20)
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To see this, we have
S43 =
n−1∑
y=x+1
2x
⌊y
x
⌋
=
2x
j0−1∑
j=1
jx
− 2x
+ 2x ⌊n
x
⌋
b`+ 1c
= x2
(⌊n
x
− 1
⌋)(⌊n
x
⌋)
+ 2x
⌊
x
{n
x
}⌋⌊n
x
⌋
+O (n) .
We obtain (3.20) by simplifying the last term on the right using⌊
x{n
x
}
⌋
= x
{n
x
}
+O(1) = n− x
⌊n
x
⌋
+O(1).
We insert the estimates (3.18) -(3.20) into S4(n, x) = S41−S42−S43 (we replace coefficients n(n−1)
with n2 modulo the remainder term), to obtain
S4(n, x) = n
2
(
Hbnx c − log
n
x
)
+
1
2
x2
⌊n
x
⌋2
+
1
2
x2
⌊n
x
⌋
− 2nx
⌊n
x
⌋
+O (n log n) . (3.21)
Substituting the estimates (3.17) and (3.21) for S3(n, x) and S4(n, x) into (3.16) yields (3.13).
(2) Assuming the Riemann hypothesis, using the estimates of Theorem 1.4 for B(n), and Theorem
3.1(2) forB(y, x), the remainder term estimate forA(n, x) given in (3.16) improves toO
(
n7/4(nx )(log n)
2
)
,
for the range n3/4 ≤ x ≤ n. The reminder terms in all other estimates are already O(n log n) so are
absorbed in this remainder term. 
Proof of Theorem 1.6. The result follows from Theorem 3.4 on choosing x = αn and simplifying. 
Remark 3.6. The function fA(α) defined by (1.30) has fA(1) =
3
2 − γ, and has limα→0 fA(α) = 0 since
Hb 1α c − log
1
α → γ as α→ 0.
4. Asymptotic estimates for G(n, x)
We deduce asymptotics of G(n, x) and study properties of its associated limit function fG(α).
4.1. Estimates for G(n, x).
Theorem 4.1. Let G(n, x) =
∏
p≤x p
νp(Gn), and set
fG(n, x) =
1
2
+
1
2
(x
n
)2 ⌊n
x
⌋2
+
1
2
(x
n
)2 ⌊n
x
⌋
− x
n
⌊n
x
⌋
. (4.1)
(1) There is a constant c > 0 such that for all n ≥ 4 and 1 ≤ x ≤ n,
logG(n, x) = fG(n, x)n
2 + +O
(
n2
(n
x
)
e−
c
2
√
logn
)
, (4.2)
where the implied O-constant is absolute.
(2) Assuming the Riemann hypothesis, for all n ≥ 4 and 1 ≤ x ≤ n,
logG(n, x) = fG(n, x)n
2 +O
(
n7/4
(n
x
)
(log n)2
)
, (4.3)
The implied O-constant is absolute.
Proof. Recall from (1.16) the identity
logG(n, x) = A(n, x)−B(n, x).
The result (1) follows by inserting the formulas (3.13) in Theorem 3.4 (1) and (3.1) in Theorem 3.1 (1)
into the right side of this identity. The result (2) follows using the improved remainder terms in these
formulas assuming the Riemann hypothesis. 
Proof of Theorem 1.1. The theorem follows on choosing x = αn in Theorem 4.1, and simplifying. Note
that in the remainder term nx =
1
α appears to make the O-constant independent of α. 
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4.2. Properties of limit function fG(α). We establish properties of the limit function fG(α).
Lemma 4.2. (Properties of fG(α)) Let fG(α) =
1
2 +
1
2α
2
⌊
1
α
⌋2
+ 12α
2
⌊
1
α
⌋− α ⌊ 1α⌋.
(1) One has
fG(α) =
1
2
− jα+ 1
2
j(j + 1)α2 for
1
j + 1
≤ α ≤ 1
j
. (4.4)
(2) The function fG(α) is continuous on [0, 1], taking fG(0) = 0. One has fG(
1
j ) =
1
2j for j ≥ 1.
(3) The function fG(α) is not differentiable at α =
1
j for j ≥ 2, nor at α = 0.
(4) One has
fG(α) ≤ 1
2
α for 0 ≤ α ≤ 1. (4.5)
Equality occurs at α = 0 and at α = 1j for j ≥ 1, and at no other point in [0, 1].
Proof. (1) Suppose 1j+1 < α ≤ 1j . Then b 1αc = j, and { 1α} = 1α − j. Thus
fG(α) =
1
2
+
1
2
j2α2 +
1
2
jα2 − jα
=
1
2
− jα+ 1
2
j(j + 1)α2.
(2) The quadratic function on the right side of (4.4) has value fG(
1
j ) =
1
2j and we check it continuously
extends to value fG(
1
j+1 ) =
1
2(j+1) . The latter fact establishes continuity at the break point α =
1
j . On
the half-open interval ( 1j+1 ,
1
j ] we have
f ′(α) = −j + j(j + 1)α
which is positive on this interval, so f(α) is increasing on it. Since f( 1j ) =
1
2j we conclude f(α) ≤ 12j
for 0 < x ≤ 12j , hence limα→0+ fG(α) = 0. Thus it is continuous at α = 0, on setting fG(0) = 0.
(3) At α = 1j+1 the derivative approaching from the right is 0 and approaching from the left is 1.
Approaching α = 0 the derivative oscillates between 0 and 1 infinitely many times, and there is no
limiting difference quotient approaching from the right.
(4) Equality holds at α = 1j+1 by property (2). On the interval
1
j+1 ≤ α ≤ 1j the quadratic function
is convex upwards, with initial slope 0, and it touches the line y = 12x again at x =
1
j . So the function
must lie strictly below the line y = 12x inside the interval. 
5. Concluding Remarks
This paper derived asymptotic information about the partial factorizations of products of binomial
coefficients using estimates for prime number theory. It showed that the functions A(n, x) and B(n, x)
related to partial factorizations have well-defined asymptotics as n→∞, converging to limit functions
and with remainder terms having a power savings under the Riemann hypothesis.
One would like to reverse the direction of information flow and derive estimates on the distribution of
prime numbers from such statistics. To gain insight we consider the simpler case of the central binomial
coefficients
(
2n
n
)
, and define analogously the partial factorizations
GBC(2n, x) :=
∏
p≤x
pνp((
2n
n )). (5.1)
We have the Stirling’s formula estimate
GBC(2n, 2n) =
(
2n
n
)
= 4n+O(logn). (5.2)
Kummer’s divisibility criterion implies that if
√
2n < p < 2n then, for each k ≥ 1,
νp
((
2n
n
))
=
{
1 if 2n2k < p ≤ 2n2k−1 ,
0 if 2n2k+1 < p ≤ 2n2k .
(5.3)
20 LARA DU AND JEFFREY C. LAGARIAS
In particular we have
GBC(2n, 2n)
GBC(2n, n)
=
∏
n<p≤2n
p. (5.4)
It is well known that the Riemann hypothesis is equivalent to the assertion that for all integers n ≥ 2,
P (n) :=
∏
p≤n
p = en+O(n
1/2(logn)2). (5.5)
(Taking logarithms of (5.5), logP (n) becomes Chebyshev’s first function ϑ(n) and Lemma 2.7 (2) gives
the assertion.) In consequence we deduce that the Riemann hypothesis is also equivalent to the assertion
that for all n ≥ 2 ,
P (2n)
P (n)
=
∏
n<p≤2n
p = en+O(n
1/2(logn)2). (5.6)
We may then deduce that the Riemann hypothesis is equivalent to the assertion that for all n ≥ 2, the
partial factorization G(2n, x) with x = n has the size estimate
GBC(2n, n) = GBC(2n, 2n) · P (n)
P (2n)
=
(
4
e
)n+O(n1/2(logn)2))
. (5.7)
This estimate is an assertion about the size of a partial factorization of a binomial coefficient at the
value α = 1/2. The Riemann hypothesis is encoded in the power-savings error term O(n1/2(log n)2) in
the exponent.
One may deduce in a fashion similar to the arguments in this paper that
logGBC(2n, 2αn) = fBC(α)2n+RBC(2n, 2αn), (5.8)
where RBC(2n, 2αn) is a remainder term and fBC(α) is a limit function defined for 0 ≤ α ≤ 1 having
fBC(1) = log 2 ≈ 0.69314 and fBC(0) = 0 and
(i) fBC(α) is continuous on [0, 1] and is piecewise linear on α > 0. It is linear on intervals [
1
k+1 ,
1
k ]
for k ≥ 1.
(ii) fBC(α) has slope 1 on intervals
1
2k ≤ α ≤ 12k−1 .
(iii) fBC(α) has slope 0 on intervals
1
2k+1 ≤ α ≤ 12k .
One can show using (5.3) that the reminder termRBC(n, αn) is unconditionally of sizeO(
1
αn exp(−c
√
log n))
and is on the Riemann hypothesis of size O
(√
1
α n
1/2(log n)2
)
. It is pictured in Figure 4.
Figure 4. Graph of limit function fBC(α) in (α, β)-plane, 0 ≤ α ≤ 1. The dotted line
is β = (log 2)α.
PARTIAL FACTORIZATIONS OF PRODUCTS OF BINOMIAL COEFFICIENTS 21
Taking logarithms in (5.7), we find that the Riemann hypothesis is equivalent to the assertion that
at α = 12 , for all n ≥ 2
logGBC(2n, n) = 2fBC
(
1
2
)
n+O(n1/2(log n)2), (5.9)
with fBC(
1
2 ) = log 2− 12 ≈ 0.19314.
The role of the Riemann hypothesis in these estimates concerns the rapidity of convergence of the
finite n approximations to these limit functions, and not in the form of the limit function itself. The
central binomial coefficient exhibits a situation where a suitable power savings estimate at a single point
α = 12 is equivalent the Riemann hypothesis.
We believe that the power savings estimates given under RH for binomial products in this paper for
0 < α < 1 should imply a zero-free region for the Riemann zeta function of form Re(s) > 1 − δ for
some δ > 0. We do not know whether a power-savings estimate at α = 12 alone would imply a zero-free
region. This paper did not address these issues.
This paper started from an expression for G(n, n) as a ratio of factorials. We do not know any other
values of x than x = n where G(n, x) has a nice factorial product expression. The graph of the function
fG(α) suggests that the values x =
n
j might have special properties, since they lie on the line y =
1
2x.
We ask whether such factorial product formulas exist when j ≥ 2 and j divides n.
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