Animals should time activities, such as foraging, migration and reproduction, as well as seasonal physiological adaptation, in a way that maximizes fitness. The fitness outcome of such activities depends largely on their interspecific interactions; the temporal overlap with other species determines when they should be active in order to maximize their encounters with food and to minimize their encounters with predators, competitors and parasites. To cope with the constantly changing, but predictable structure of the environment, organisms have evolved internal biological clocks, which are synchronized mainly by light, the most predictable and reliable environmental cue (but which can be masked by other variables), which enable them to anticipate and prepare for predicted changes in the timing of the species they interact with, on top of responding to them directly. Here, we review examples where the internal timing system is used to predict interspecific interactions, and how these interactions affect the internal timing system and activity patterns. We then ask how plastic these mechanisms are, how this plasticity differs between and within species and how this variability in plasticity affects interspecific interactions in a changing world, in which light, the major synchronizer of the biological clock, is no longer a reliable cue owing to the rapidly changing climate, the use of artificial light and urbanization.
Introduction
Timing of specific activities has fitness consequences as being active in the same environment at different times, on the tidal, diel, lunar or seasonal scale, exposes animals to very different abiotic challenges and opportunities. These abiotic variables include not only the obvious differences between light and dark, but also differences in ambient temperatures, humidity, water level (tides) and more. These fluctuations result in a predictably rhythmic environment, which the organism has to exploit adaptively [1] [2] [3] . For example, diurnal desert mammals reduce activity during summer mid-day to avoid overheating and water loss [4] , marine iguanas graze on algae in the intertidal zone during low tide [5] , oystercatchers fly to tidal mudflats around the time of the expected ebb tide [6] , arctic ground squirrels hibernate to avoid the freezing winter [7] , birds migrate to other continents to avoid extreme conditions [8] and insects spend the unfavourable season in diapause [9] . The periodic abiotic changes in the environment, which affect the rhythmic behaviour of animals, result in a complex, rhythmic landscape of the biotic environment as well, and consequently affect interspecific interactions, which in turn may also influence the fitness consequences of timing of specific activities. Activities such as foraging, migration and reproduction, as well as seasonal physiological adaptation (e.g. thermogenesis capacity and changes in fur insulation and colour), should all be timed in a way that will maximize fitness not only in relation to the abiotic environment, but also in relation to the biotic environment, maximizing food ( prey) availability, while minimizing predation risk, competition levels and parasite load.
To cope with the constantly changing, but predictable structure of the environment, organisms, from cyanobacteria to plants and animals, have evolved internal timing mechanisms termed biological clocks. These innate timing mechanisms enable the organism to anticipate and prepare for predicted changes in environmental conditions. The main synchronizer or Zeitgeber (time giver) of the internal timing system is light, on both the daily (timing of light and dark) and seasonal (day length) scales. Organisms are using this highly reliable cue for predicting the most probable timing of other changes in the environment, such as ambient temperature, food availability or interspecific interactions. Yet, other, non-photic Zeitgebers have also been described, including temperature [10] or social interactions (reviewed by [11, 12] ), which may interact with light conditions. The role of the internal timing system in determining activity patterns was extensively studied under laboratory conditions, but much less to under natural conditions [13] .
While Zeitgebers are environmental variables that directly affect biological clocks, other environmental variables affect activity patterns without altering the clock, a process termed masking (see also [14] ). The perceived daily and seasonal rhythms result from an integration between the innate, internal timing system and the influence of external variables. The direct or masking effects can be central in determining the species activity patterns. They allow the animal to respond to environmental conditions on the immediate and ecological time scales and are as important as Zeitgebers in determining activity patterns under natural conditions. For example, in many species, moonlight has a negative (lunophobic) or positive (lunophilic) masking effect, supressing and increasing activity levels during full moon nights, respectively (reviewed by [15] ), extreme temperatures have negative masking (supressing activity) effect on activity levels, while comfortable temperatures have a positive effect, and increasing activity levels [16] [17] [18] [19] [20] and food availability can completely alter daily activity patterns [21] . Masking can also determine the activity pattern of species constantly: for example, golden spiny mice are diurnally active in their natural habitat all their life as a result of masking: individuals in the field have a diurnal activity pattern, and when they are transferred to a constant laboratory condition, they immediately start free-running with a nocturnal phase preference [17] . The relative level of the contributions of entrainment and masking in determining activity patterns may vary between species, environmental signals and processes, and in some cases, the same cue can mask a rhythm on the immediate scale and, at the same time, act as a synchronizer (e.g. the effect of light at night).
The mechanisms underlying the circadian system are well understood and were reviewed extensively (e.g. [22, 23] ). In short, in mammals, it is composed of a central pacemaker in the suprachiasmatic nuclei (SCN) and subsidiary clocks in nearly every body cell. The central clock is synchronized to geophysical time mainly by light perceived by intrinsically photosensitive retinal ganglion cells [23] .
Seasonal timing mechanisms operate either as hourglass interval timers that need to be reset (more common in shortliving species), or as self-sustaining circannual clocks (more common in long living species) [24] . The role of day length (photoperiod) in seasonal timing has been studied intensively (for review, see [24, 25] ). Photoperiod, the most accurate predictor of the annual phase, acts to grossly time seasonal changes by triggering, resetting and entraining internal interval timers and clocks, while other environmental cues such as food, ambient temperature and social cues adjust the rhythms continuously, either by synchronization (e.g. temperature, [10, 26, 27] ) or by masking [24] . Photoperiod influences melatonin levels, which is produced and secreted only during the night, and therefore conveys photoperiod information to target tissues in the body. Evidence in sheep and European hamsters suggests that an autonomous circannual timing mechanism resides in thyrotrophs cells in the pars toberalis [28] [29] [30] [31] [32] . Like almost every cell in the body, these cells contain clock mechanisms, which interact with the melatonin signal to produce the molecular mechanism underlying seasonal timing (for review, see [25, 33] ).
In this paper, we will first review examples where the internal timing system is used to predict interspecific interactions, such as competition, predation, prey availability and parasitism (temporal partitioning, timing life history to prey/host availability and synchronization of phenology of different species to each other), and how these interactions affect the internal timing system and eventually activity patterns on the species or individual (chronotype) level.
The same features that make the internal timing system advantageous (relative rigidity) may turn disadvantageous when conditions change rapidly. In the second part of the review, we ask how plastic these mechanisms are, in terms of phenotypic plasticity and genetic adaptation, how this plasticity differs between and within species and how this variability in plasticity affects interspecific interactions in a changing world, in which light, the major synchronizer of the biological clock, is no longer a reliable cue owing to the rapidly changing climate, the use of artificial light and urbanization.
2. Use of the internal timing system to predict food availability, competition, predation risk and parasitism
Proving that an internal timing system is used to predict interspecific interactions such as competition, predation, prey availability and parasitism is extremely difficult. It demands following the behaviour or physiology of the species of interest using 'natural experiments', in which one of the interacting species no longer exists or changes its timing, or removing an interacting species under semi-natural conditions, while controlling for any proximate, external cues used as an indication of the interacting species' presence. Moreover, it could be argued that specific rhythmic patterns evolved in response to interspecific selective pressures, but activity patterns may have since become 'fixed' and are no longer amenable to manipulation. 'Ghost of competition past' is a term coined by Connell [34] to stress that interspecific competition, acting as an evolutionary force in the past, left its mark on the behaviour, distribution or morphology of species, even when there is no present-day competition between them. Later on, this term was also used for past predation [35] and even parasitism [36] . When such a phenomenon is a timed response, it may represent an innate, hard-wired, evolutionary response of the internal timing system. Such a phenomenon makes it even more difficult to prove that extant activity patterns are a consequence of 
(a) Predation risk
Predation risk varies across temporal scales, including seasonal cycles [37] , lunar cycles [15, 38] , diel cycles [39] and hourly variations [40 -42] . On the temporal scale, animals can reduce risk of predation by temporal partitioning: (i) by reducing their activity when predators are active [43] , (ii) by reducing their activity when predators find it easy to locate and capture prey [44] [45] [46] or (iii) by changing appearance in a way that makes it difficult for predators to detect and/or capture them [47] . There are many examples of changes in predation risk (including hunting) affecting daily activity patterns (reviewed by [2, 3] ). However, studies looking at the role of internal timing systems in these responses in nature are uncommon. Nevertheless, some examples exist, both in the laboratory and under natural conditions, and are described below.
On the daily scale and under laboratory conditions, daily rhythms in anxiety-like behaviour measured using an elevated plus-maze were described in several nocturnal and diurnal rodent species [48] . In this experiment, nocturnal rodents had higher anxiety levels during the day, while in diurnal rodents an opposite rhythm or no rhythm at all was found. Melatonin, which is secreted during the night in both nocturnal and diurnal mammals, had an opposite effect in these nocturnal and diurnal species-it decreased anxiety levels in the nocturnal species and increased or had no effect on anxiety levels in the diurnal species [48] . Anxiety-like behaviour in rodents is expressed in a tendency to hide and reduce foraging and exploration behaviour [49] [50] [51] . Therefore, rhythms in anxiety are expected to influence activity patterns under natural conditions. Another study suggesting a daily rhythm in the response to the same predator cue was described in the green frog (Rana clamitans). Green toad tadpoles respond more strongly during, and for a longer time after, exposure to the same concentration of chemical cue of their predator, larval dragonflies (Anex spp.), during the day than during the night [52] . This suggests that the presence of a dragonfly larva is interpreted as an increase in predation risk during the day, when the larva is active and searching for food, and not during the night when it is inactive, and that the presence and timing of the predator can directly change (mask) activity pattern of the prey, but the magnitude of the response is clockbased (cf. figure 1) . In this case, if for some reason the predator larva will change its activity pattern and become nocturnally active, and the tadpoles will not change their daily rhythm in response to its chemical cue, the cue may not be interpreted as an increased predation risk by the tadpoles, which will not respond adaptively.
Under natural conditions, daily rhythms in vigilance, which is key for early detection of predators but involves costs in terms of other activities (e.g. foraging) [43] , were described in several free-ranging angulates, including Sitka black-tailed deer (Odocoileus hemionus sitkensis) [35] and roe deer (Capreolus capreolus) [53] . Vigilance is expected to reduce in response to a decrease in perceived predation risk. Surprisingly, even in a predator-free island, Sitka black-tailed deer were much less vigilant during the night than during the day [35] , which was interpreted by the authors as 'ghost of competition past'. Such results suggest that an innate, internal timing system may be involved in anti-predator behaviours via daily rhythms in anxiety or vigilance.
In another study, which suggests that internally controlled, innate rhythms underlie 'ghost of competition past', radiotagged Siberian polecats (Mustela eversmanii) and black-footed ferrets (Mustela nigripes) were released into the same ferret habitats in north America [54] . The ferrets tended to be nocturnal and most active after midnight, which is consistent with avoidance of increased predation risk by coyotes (Canis latrans) and other diurnal predators inhabiting this habitat, while Siberian polecats were not highly selective for any period of the day or night, i.e. far more active during the day, which is consistent with avoidance of nocturnal Asian red foxes (Vulpus vulpus) in their natural habitat [54] . In this case, activity time (daily or seasonal) activity Zeitgebers or masking factors direct effect of the prey activity prey predator Figure 1 . Predator activity patterns over the day or over the year may shift to earlier or later (thick green double-headed arrow) depending on environmental variables that affect the clock (Zeitgebers) or that alter activity patterns without altering the clock (masking factors) (thin red arrow on the right), but may also be affected directly by the activity pattern of their prey (thin red arrow on the left). A key question is whether the activity patterns of the prey directly affect the activity pattern of the predator (as a Zeitgeber or as a masking factor) as this determines the degree to which the two distributions can vary independently, for instance due to climate change or light pollution. Note that the same holds for the prey activity patterns, which may or may not be directly affected by the predator activity pattern. (Online version in colour.)
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patterns of ferrets and polecats did not result from a direct response to a predator presence, but appears to be a result of an expected rhythm in predation risk. Therefore, it appears to be controlled internally by an innate mechanism rather than a learned behaviour or a direct response to predation risk (masking); in accord, a similar activity pattern was documented in a wild population of ferrets [55] and in several generations of captive-bred ferrets that never encountered predators [56] , which supports the presence of an innate response. The innate nature of the ferrets' activity pattern probably holds true also for the activity patterns of the polecats in the Biggins et al. study [54] and explains why the ferrets' activity pattern matched the expected predation risk rhythm in their natural habitat rather than the actual predation risk they experienced at the study site.
Experimental studies conducted on SCN-lesioned freeranging squirrels (which become arrhythmic) support the role of internal timing system in anti-predator behaviour. A significantly higher proportion of SCN-lesioned eastern chipmunks (Tamias striatus) were killed by weasel predation during the first 80 days after animals were returned to their natural habitat compared with surgical control chipmunks or intact controls, and it was suggested that night-time restlessness of SCN-lesioned animals acted as a cue to the predator for locating its prey [57] . In antelope ground squirrels (Ammospermophilus leucurus), surface activity of SCN-lesioned animals at the food cache occurred both in daytime and at night, while controls were strongly day-active. Feral cat successfully killed 60% of the SCN-lesioned animals and 29% of the control animals in the enclosure [58] .
Further support comes from a recent semi-natural, enclosures experiment, which used laboratory mice bearing a short circadian period mutation (tau mutation). These mutant mice are unable to entrain to a 24 h light-dark cycle in the laboratory. The study revealed a strong selection against the short-period mutants, which had both lower adult survival and recruitment compared with the wild type [59] . The tau mutants expressed significantly more activity during daytime, and the authors suggest that activity during the day may have led to a different predation risk between genotypes. Both nocturnal (great horned owls, Bubo virginianus) and diurnal (red-tailed hawks, Buteo jamaicensis) predators were video-recorded capturing mice during the experiment, but the extent of the ensuing mortality by these predators could not be quantified [59] .
On the seasonal scale, examples showing the role of an internal biological clock in an anti-predator strategy include seasonal moult to a white or brown coat to match the presence or absence of snow in some species, including the snowshoe hare (Lepus americanus), Siberian hamster (Phodopus sungorus), long-tailed weasel (Mustela frenata) and stoat (Mustela erminea) [60] , which is controlled by photoperiod. Background matching is a crypsis strategy that reduces the risk of detection by predators and should be timed to parallel the changes in snow cover [47, 61] . If such a change occurred in response to the seasonal change in snow cover, it will expose animals to high risk of predation for the duration of fur colour change. By timing moult by photoperiod, animals are able to prepare for rather than respond to the changes in snow cover [47, 60, 61] .
Predation can also act directly as a Zeitgeber of the SCN; although light is the most common Zeitgeber, other, nonphotic cues, such as time-specific fear, can act as a non-photic entraining stimulus for the circadian system, timing foraging behaviour to a non-threatening part of the day [62] .
A dark-phase-associated unsignalled threat (foot shock) caused rats to shift their foraging activity from the dark to the safer light phase, and this foraging pattern persisted even when both light cues and foot shocks were removed (freerunning conditions). Moreover, fear entraining demanded an intact SCN and amygdala [62] . In this case, fear acted as a Zeitgeber, affecting activity pattern by influencing the internal circadian clock; therefore, the influence demanded an intact circadian clock and remained even after the Zeitgeber was removed. Nevertheless, time-place learning, the process in which animals link events with the spatial location and the time of day, which was demonstrated in many species and is influenced by timing manipulations with light or food, does not require functioning SCN and adrenal glands, as demonstrated in mice [63] .
A longer term, hard-wired response to increased perceived predation risk is the response of rodents to moon-lit nights. The effect of moonlight as an indirect cue for predation risk for rodents has received considerable attention during the last decades (e.g. [64] [65] [66] [67] ). Rodents are preyed upon by owls and mammalian predators, whose predation efficiency increases during full moon nights (e.g. [46, 65, 66, [68] [69] [70] ); owl strike success rate is high [71] , particularly under elevated illumination [46, 65] , and successful strikes are invariably lethal. As learning from experience is simply too costly, accurate perception of predation risk from owls and relevant behavioural responses may be predominantly genetically determined. Accordingly, many rodent species reduce activity or shift it to more sheltered habitats during moon-lit nights [38, 46, 64, [72] [73] [74] [75] [76] , in what appears to be a masking response to the increased light levels [77] , which is genetically determined, because it is observed also under controlled laboratory conditions, in the absence of a predator, even in rodents who never encountered a predator during their lifetime (e.g. [78] [79] [80] [81] [82] ).
Because anti-predator behaviour may determine the costly outcome of predator-prey interaction, it must form a strong selection pressure, and because anti-predator behaviour costs are relatively low, persistence over a long term, even when selection is relaxed, is expected to be adaptive. Timing antipredator behaviour by the circadian system, to the expected rhythms in predation risk, should therefore be a possible underlying mechanism for such response. Such a mechanism will result in 'ghost of predator past' behaviour, which was documented in several field studies.
(b) Food availability
There is overwhelming evidence for cyclicity in food availability, at various temporal scales, across various taxa. Animals often respond to these food peaks, either by foraging more intensely (on hourly, daily, tidal or seasonal scales), by migrating to these sites (on seasonal time scales) or by reproducing during that period (on annual time scales). Animals can use an internal clock system to predict this variation (e.g. [83] ) or use direct (food) or indirect cues (e.g. light) to prepare and respond to temporal food peaks. Here, we will briefly review responses to temporal variability in food at the scale of hours, tides, days and seasons. Since the prey itself perceives the predation risk posed by the predator and has its own rhythms, being active at different times exposes the prey and predator to different predators and prey worlds, respectively (e.g. [84, 85] ). Moreover, the prey can respond to the rhythms in predation risk (see above and figure 1). This results in a complex evolutionary interplay between predator and prey, food availability and predation risk.
A classic example of predator -prey interaction is the voles (Microtus arvalis) and kestrels (Falco tinnunculus) system (which is described by Helm et al. [14] ). Voles are known to show peak activity at regular approximately 2 h intervals, owing to their need to feed that regularly; this is proximately regulated by an internal 'ultradian clock system' [86] . Kestrels, one of their main predators, anticipate this rhythmicity in food availability by adjusting their flight-hunting sessions to times of high perceived yield [87] . Ultradian rhythmicity is found in many small rodents [88] , and it may be expected that the myriad of predators feeding on rodents, like the kestrel, are able to anticipate this temporal increase in food availability.
Many organisms living in tidal environments have tidal rhythms in their (foraging) activity, often in relation to tidal changes in food availability [89, 90] . There is strong evidence, throughout various taxa, that this 'circatidal' behaviour is internally steered-however, the exact mechanism of this clock system remains unclear. For example, it has been experimentally verified in a venerid bivalve species, Austrovenus stutchburyi, that an internal clock for tidal food peaks does exist [91] . Under constant laboratory conditions, this animal opens its valves at expected times of high water-although this behaviour disappears after two tidal cycles if food is not presented during these times (free-running behaviour). Likewise, oystercatchers, Haematopus ostralegus, roosting inland behind a dyke, use some form of an internal clock to anticipate the exposure of mudflats on the other side of the dyke [6] . Tabulated high water times better predicted departure times from the roost than the actual wind-driven times of mudflat exposure. It is yet unclear what mechanism the birds use to generate tidal anticipation-at that time (1981), the paper listed five possible mechanisms, of which, as far we know, none has been refuted. Also, in a study on marine iguanas, the tide table predicted better the foraging activity than did the daily changes in the actual exposure of mudflats, again suggesting some kind of endogenous circatidal Zeitgeber [5] .
Although diel rhythms in foraging activity are a very widespread phenomenon (e.g. [92, 93] ), there are not many studies actually showing that this is a response to daily fluctuation in food availabilities. One of the best-studied cases is the diel vertical migration of krill, which come to the water surface during the night, and the response by krill-feeding consumers [94] . Unlike this example of krill foragers responding to daily changes in availability, diel foraging patterns are often shaped by diel variations in food detectability (or variations in predation risk-see above), simply because food is just harder to see during the night [95] . At a proximate level, daily rhythmicity in foraging is not necessarily controlled by one internal central clock such as the SCN in mammals, but rather by a decentralized system of unknown oscillators [83] . For example, a recent study showed that mutant mice lacking known circadian clock functions are still able to anticipate a daily peak in food abundance [96] .
Responses to food availability at the largest temporal scale of seasons are best known, with migration and reproduction as the best-studied phenomena. Especially, the problem of timing of reproduction in relation to food availability has occupied many research groups over many years, both from a proximate and from an ultimate angle. The latter was stimulated by the pioneering work of Lack [97, 98] . In seasonal environments, reproduction is initiated in response to cues such as photoperiod [99] or temperature [100] as these cues predict the timing of the abundance of food. It is thus essential that such cues are predictive. In great tits [101] . Recently, it has been shown, both within a species (great tit) and across taxa (birds, fish and insects), that there is an association between Clock genotype and latitude across populations, which matches latitudinal variation in breeding time (e.g. [102] ), suggesting a clock-controlled timing of reproduction. However, in seasonal environments where the seasonal variation in food is not predicted by photoperiod or temperature, species may respond directly to changes in food abundance, e.g. zebra finches (Taeniopygia guttata) [103] or red crossbills (Loxia curvirostra) [104] .
With respect to seasonal movements in response to changes in food availability, the best examples come from travelling herbivores which track and respond to changes in food quality and abundance across large scales [105] , for example, migrant geese [106] or gazelles [107] . Changes in day length often in combination with unknown endogenous clocks control the timing of seasonal migrations [108] .
(c) Competition
Temporal partitioning may facilitate coexistence between competitors through avoidance of direct confrontation (interference competition) or through the reduction of resource overlap (resource competition). For temporal partitioning to be a viable mechanism for reducing resource competition, one of the following conditions is needed:
1. The shared limiting resources differ between activity times. 2. The limiting resources are renewed within the time frame involved in the separation. 3. The spatial distribution of the perceived predation risk differs between activity times.
Interference competition and resource competition are not mutually exclusive, however; temporal partitioning may be generated by interference and yet act to reduce resource overlap, or vice versa. Many studies describe different diel activity patterns of potential competitors (reviewed in [2, 3] ). However, very few studies have tested the role of competition in this separation and even fewer have studied the role of biological clocks. Testing evolutionary-scale patterns is difficult, sometimes impossible, particularly for extinct taxa. However, resource overlap and its partitioning can be studied among temporally partitioned extant taxa, although this too has rarely been attempted.
A study of interference competition [109] suggesting that the temporal activity of prairie voles (Microtus ochrogaster) is internally controlled found that prairie voles, coexisting with their competitors-cotton rats (Sigmodon hispidus), are spatially segregated during a major portion of the cotton rat reproductive season, but co-occur during the rest of the year. During co-occurrence, prairie voles were primarily crepuscular and nocturnal, reducing overlap with cotton rats, but in the spatial segregation their activity was more evenly distributed between day and night. Following an accidental disappearance of cotton rats from a shared habitat, prairie voles continued to use nocturnal hours rather than daylight hours during times cotton rats would co-occur, and this was also the case in laboratory studies, where prairie voles were only sporadically active during daylight hours even in the absence of cotton rats during that period [109] .
Competitive interactions were also shown to act as a synchronizer of the circadian clock and activity patterns in the laboratory: a single interaction of desert the hamster (Phodopus roborovskii) with its dominant competitor, the Mongolian gerbil (Meriones unguiculatus), resulted in a phase shift of the activity pattern, which is ecologically relevant because when occurring in nature it would shorten the interspecific contact period for the next days [110] .
A well-studied model system for effect of competition on activity patterns occurs in the Judean rocky desert in Israel, where two ecologically similar congeneric species of spiny mice coexist (reviewed in [2, 3] ), displaying a unique temporal partitioning in activity patterns: the common spiny mouse, Acomys cahirinus, is nocturnal, as are most desert rodents, while the golden spiny mouse, Acomys russatus, is diurnally active [111] . Previous studies suggested that the golden spiny mouse was competitively excluded into diurnality by the common spiny mouse [76, 112] . Under field experimental conditions, the removal of common spiny mice from the shared habitat enabled golden spiny mouse individuals to be active also during the night [112] , although their activity remained largely diurnal [76] . Moreover, most golden spiny mice are nocturnal under controlled laboratory conditions (approx. 86%; [113] ), and some individuals show spontaneous temporal shifts in activity between day and night and vice versa [113] [114] [115] . In disturbed areas near human settlements, where food availability is high, population densities increase, in particular those of common spiny mice. Therefore, it was suggested that food (as an energy and water source) may be limiting in this system under natural conditions [84] . In the field, both spiny mouse species overlap in their diet composition, with laboratory cafeteria experiments demonstrating a preference for arthropods [84] . In their natural habitat, more arthropods and greater arthropod biomass are available during the night at all seasons, suggesting that, in terms of resource availability, night should be the preferred activity time for spiny mice [85] .
The golden spiny mouse's legacy as a nocturnal species is reflected in several morphological and physiological adaptations: a high capacity for non-shivering thermogenesis adaptive for cooler nights [116] , a physiological and behavioural response to moon phase in spite of their diurnal activity [38] , rod-based retinal structure suitable for night vision [117] , its masking response to dark pulses [118] and an underlying internal circadian rhythm [17] . However, the species' overt activity pattern is diurnal and it has evolved dark skin pigmentation and a high concentration of ascorbic acid protecting skin and eyes from solar radiation [119] . Moreover, it shows no significant response to light pulses at night, which may reflect a mechanism enabling this species to occupy either a diurnal or a nocturnal niche in its natural habitat [77, 118, 120] .
Since golden spiny mice remain mostly diurnal even in the absence of common spiny mice [17, 76] , it could be argued that diurnal activity in golden spiny mice is the 'ghost of competition past' [34] ; diurnal activity has evolved in response to competition to the point where the species is more adapted to diurnal rather than nocturnal activity. Indeed, a biophysical model evaluating the metabolic costs of diurnal versus nocturnal activity of golden spiny mice predicted that energy expenditure during foraging is almost always lower during the day except during mid-day in summer in less sheltered microhabitats. Hence, the preferred temporal niche of this species is diurnal [121] . Thus, adaptation to diurnality may reflect the 'ghost of competition past'.
(d) Parasitism
Parasites need to accurately time their activities in order to transmit to suitable hosts in which they can spread and develop. Likewise, hosts need to allocate resources for increasing their immune defences and avoid parasites via, for example, behavioural changes or movements.
Circadian rhythms of parasites have been accurately described according to four patterns: (i) rhythms depending on the synchronous cell division of the parasites according to a 24, 48 or 72 h pattern, for example, malaria parasites; (ii) synchronous discharge of infective forms from the host at some particular phase of day or night, for example, coccidial oocysts and pinworms; (iii) rhythms in which the same individuals migrate backwards and forwards in the body of the host according to a circadian pattern, for example, microfilariae and trypanosomes of frogs; and (iv) the migration of intestinal worms, such as Hymenolepis diminuta up and down the intestine [122] .
Studies on different species of ticks provide examples of rhythmic detaching behaviour from the host resulting in enhanced parasite chances of survival and transmission. In the deer tick, Ixodes dammini, larvae and nymphs show similar synchronous diurnal timing of drop-off from their host, the white-footed mouse (Peromiscus leucopus) [123, 124] . In a study where great tits (P. major) were used as host, two congeneric tick species, Ixodes arboricola and Ixodes ricinus, showed contrasting detachment strategies [125] , but see [126] .
Insect vector species play a dominant role in pathogen dynamics, in wild as well as in domesticated species and human-related diseases. In recent years, there has been a significant advance in the understanding of the molecular mechanisms underlying circadian rhythms in some of the prominent insect disease vectors (reviewed in [127] ). Triatomine bugs (Hemiptera: Reduviidae: Triatominae), vectors of Chagas disease, feed during night by sucking blood and are inactive during day. Studies have shown that their peaks in activity, to look for host and to take shelter, are regulated by the circadian clock [128] . The sandfly Lutzomyia longipalpis (Diptera: Psychodidae: Phlebotominae) is the main vector of visceral leishmaniasis and in the wild is most active at dusk [129] . Also in this species, the molecular mechanisms regulating its circadian activity patterns have been described in laboratory studies [130] .
The rhythms of hosts, parasites and the environment can impose temporal structure on epidemiological and evolutionary dynamics [131] . The extensive body of literature on mosquitos shows that these important vectors temporally regulate many aspects of their biological activities, such as biting time [132] , resistance to insecticides [133] , flight activity [134] [135] [136] [137] and mating behaviour [137] . Moreover, recent genomic studies have also shown circadian rhythmic patterns in the gene expression in Anopheles gambiae and in Aedes aegypti [138, 139] . Several of these genes were involved in metabolism, detoxification, vision, olfaction and immunity (including genes responsible for the melanization immune response, which encapsulates the Plasmodium parasites). The integration of these findings into genetic, molecular and population dynamics parasite-host interactions allows investigation of the role of circadian rhythms in malaria transmission in human populations [140] .
Other experimental studies tested the consequences for the parasite being temporally mismatched to host circadian rhythms. Work by O'Donnell et al. [141] demonstrated how synchronization with host rhythms can influence in-host survival and between-host transmission potential. Mice were kept in two opposite light-dark regimes and infected with Plasmodium chabaudi. In the control treatment, the parasite rhythm matched the host rhythm, while in the focus treatment the parasite and host rhythm were mismatched. Results showed a reduction of 50% in both in-host replication and the production of transmission stages in the mismatched treatment when the mice were kept under phase-shifted conditions.
In host -parasite interactions, as well as in the other interactions discussed so far, circannual rhythms are not yet well understood and characterized as for circadian rhythms, although they are likely to play a major role in regulating phenological intraspecific interactions between host and parasites and thus strongly affecting fitness, especially for species with rigid phenological constrains. In the context of host-parasite interaction, ecological processes related to migration have been suggested to influence parasite transmission and prevalence as well as evolution of virulence [142] . In the monarch butterfly, Altizer et al. showed that prevalence of the protozoan parasite (Ophryocystis elektroscirrha) was different in three populations with different migratory incidence [143] . Further studies on this system have identified migratory culling (i.e. infected individuals are removed from the population during long-distance migration) as the mechanism via which parasite prevalence is reduced in populations with higher migration incidence [144] .
Timing of interspecific interactions in a changing world
Two major anthropogenic rapid global changes, climate change and urbanization with the associated light pollution, may influence the finely tuned, orchestrated timing of interspecific interactions; both are altering the relative timing of species interactions and influencing which developmental stages interact with each other. Species within the same community may show variable plasticity or responses to climate change and light pollution, further contributing to the mistimed behaviours and desynchronization of species interactions. This may potentially have severe consequences for wild populations, ecosystem functioning and services (benefits to humans). Animals can adapt to the changing environment by a genetic response to natural selection (microevolution) in either their mean trait value (mean character phenotype) or in their plasticity for the trait [145 -148] . With the rapid pace at which environments change as a result of both light pollution and climate change, the more immediate solution is phenotypic plasticity. However, this is not always possible and is likely to be incomplete [149] , which leads to directional selection on timing with potential consequences for population persistence (but see [150] ).
(a) Global warming and timing of interspecific interactions
Environmental temperature plays an important role in timing of life-history events and activity patterns, including seasonal timing or phenology of many species. However, not all species respond to temperature at the same rate, which may result in mismatched interspecific interactions in response to climate change. For example, in response to global warming, not all organisms shift their phenology at the same rate. Especially in terrestrial species, it has been found that secondary consumers shift their phenology at only half the rate of primary producers, while the shift of primary consumers has an intermediate rate [151] . This will lead to a mismatched phenology between predators and their prey, plants and their pollinators, parasites and their hosts, and herbivores and their host plants.
Examples of such climate-change-induced phenological mismatches are now numerous. Caribou (Rangifer tarandus) in Greenland need to time the birth of their calves with the plant-growing season in order for their calves to have sufficient suitable food. Calving date advanced just 3.8 days between 1993 and 2006 (2.7 days per decade), whereas the phenology of onset of the plant-growing season advanced by 4.6 days (3.3 days per decade). Thus, caribou are getting increasingly mismatched with food availability, with consequences for reproduction: offspring production was strongly negatively correlated with trophic mismatch [152] . In a study on roe deer (C. capreolus), timing of the birth date did not shift over the 27-year study period [153] as can be expected for a species that initiates reproduction months earlier, and thus is unable to anticipate the timing of spring conditions. This failure to track environmental change resulted in a mismatch between vegetation flush and birth date, which has led to a decrease in survival of the offspring and thereby a reduction in roe deer fitness.
In birds, a well-known example is the differential shift in the laying date of great tits (P. major) and the date at which the biomass of their nestlings' food (caterpillar) peaks. The food peak shifts at about 0.7 d yr
21
, whereas the lay date shifts at half that rate, leading to increased selection for earlier laying [154] .
For insects, the phenological match between leaf-feeding moths and bud opening of their host plants has major fitness consequences [155] . As the phenologies of insects and plants are affected by temperatures of different periods of spring, and because climate change leads to differential warming during these different periods, there is ample opportunity for mismatching to occur. This has been shown for the winter moth (Opheroptera brumata), for which the egg hatching date has advanced more in the past 25 years than the bud burst date of the oak (Quercus robur) [156] .
But not in all cases is the phenological mismatch causing reduced food availability or a decreased food quality. There can also be subtler effects such as the timing of seasonal camouflage and anti-predator behaviour. In the case of snowshoe hares described above, a decrease in snow cover persistence in recent decades has led to a mismatch between the presence of ground snow cover and seasonal colour moults. As there is almost no plasticity in moult phenology or behaviour during the autumn brown to white moult, which exposes the hares to high predation risk, future adaptation to climate change will require natural selection on moult phenology and behaviour [47] .
In hibernating species such as the arctic ground squirrel, timing of hibernation is controlled by a biological clock, as evident by the fact that it free-runs under constant conditions [157] . Studies have found that the end of heterothermy in females is influenced by soil temperature and an endogenous circannual clock, but timing of male emergence from hibernation is influenced by the timing of female emergence.
Males at two sites in Alaska end heterothermy on the same date in spring, but remain in their burrows while undergoing reproductive maturation. However, at one site, where snowmelt and female emergence occur relatively early, males emerge 8 days earlier than those at the other site, maintaining a 12-day period between male and female emergence found at each site, but reducing the pre-emergence euthermic period which is critical for reproductive maturation. This sensitivity in timing of male emergence to female emergence will need to be matched by phase shifts in the circannual clock and/or responsiveness to environmental factors that time the end of heterothermy, if synchrony in reproductive readiness between the sexes is to be preserved in a rapidly changing climate [158] . In a wild population of Columbian ground squirrels in Alberta, Canada, a significant delay (0.47 d yr 21 , over a 20-year period) in the hibernation emergence date of adult females was found: females emerged later during years of lower spring temperature and delayed snowmelt. Although there has not been a significant annual trend in spring temperature, the date of snowmelt has become progressively later. The authors found that years of later emergence were associated with decreased individual fitness, which has resulted in a decline in population growth across the past two decades, probably as a result of reduced food availability (duration and/or amount) [159] . Pollination can also be affected by a phenological mismatch. An unusually warm spring in northern Japan led to substantial phenological advances in the flowering of several spring-ephemeral plants relative to their pollinating bees, resulting in dramatically decreased seed production of beepollinated species [160] . A more indirect effect of climate change on pollination is in a system of pseudo-copulation by male Andrena nigroaenea bees, which emerge slightly earlier than their females. During this interval, the males pseudocopulate with flowers of the early spider-orchid (Ophrys sphegodesract), which gets pollinated this way. However, the flight date of the bees has advanced more due to higher temperatures than the flowering date of the orchid and with a warming of 28C female bees will be out earlier than the orchid flowering date, leading to a reduction in the frequency of pseudo-copulation and thus pollination success rate [161] .
Changing thermal regimes have also been shown to impact host -parasite interactions [162 -164] . At community level, coexistence of species may be influenced via: (i) developmental time within the host becoming too short or too long in relation to the host developmental time itself; (ii) timing of host availability to the parasitoids shifting earlier or later in the season; as well as (iii) new competition arising due to phenological changes in temporal niches that were previously well differentiated [165, 166] . In aquatic ecosystems, studies show increasing temperatures to influence life cycle dynamics via changes in temperature-induced parasite development [167, 168] . Faster development in heteroxenous parasite (i.e. with more than one kind of host) has, in fact, been suggested to have implications for the number of life cycles that could be completed per year, and consequently the number of hosts that are likely to be exposed to the parasite [164] . Moreover, as global change is affecting migratory routes and dynamics, it is likely that these changes will also influence host-pathogen interactions and relative transmission. For example, the decrease in the number of migrating individuals in response to human-induced changes [169] [170] [171] [172] has resulted in an increased infection risk [173] .
Note, however, that although in all these examples in which climate change affects the seasonal timing we have no idea whether this is due to a shift in the underlying seasonal clock or whether these are masking effects. Circadian clocks are buffered against temperature variations [174] . However, at least in some cases, temperature interacts with photoperiod by changing the sensitivity of the seasonal clocks to photoperiod [10, 27, 175] . Therefore, temperature may affect seasonal timing via masking or by interacting with the seasonal clock. It is not clear whether there are other Zeitgebers for the circannual clock. However, it could well be that the degree of masking by temperature depends on the entrained clock [14] : this would explain the observed interaction between photoperiod and temperature in the effect on seasonal timing [176] . In any case, the different magnitude of the response, if any, of different species to climate change is expected to influence interspecific interactions.
(b) Light pollution and interspecific interactions
With the increasing use of artificial light, light is no more a predictable and reliable cue as it was during most of the evolutionary history of life on Earth. Light at night is prevalent, and its effects on organisms are accumulating at an increasing rate.
Many diurnal species have extended their foraging activity into the night in artificially illuminated areas. Waders, such as the common redshank (Tringa tetanus), forage at night in intertidal zones when these are illuminated by streetlights [177, 178] . The birds in the area illuminated by lighting from a large petrochemical complex showed visually based foraging behaviour whereas birds in unlit areas used tactile foraging. Many prey species are more susceptible to predation under strong illumination [179] . Thus, the interaction between the different species, especially the visually foraging individuals in the ecological community, may be affected by artificial illumination.
Light at night can also disrupt the diel vertical migration of Daphnia retrocurva. Studies found that Daphnia had a smaller amplitude in their migration due to sky glow. This led to a change in the temporal overlap with their food, and this in turn reduced algal grazing which can potentially contribute to enhanced algal biomass in lakes near urban areas [180] . Light at night may also affect the pollination rate of plants pollinated by nocturnal insects, not only because these pollinators may suffer increased mortality rates due to their attraction to light [181] , but also because these nocturnal insects alter their activity patterns over the 24 h cycle, which leads to lower pollination rates [182] . Something similar may occur in mosquitoes (A. gambiae), for which light was found to suppress flight, which will then affect the infection risks for their hosts [135] .
A study of the effect of light pollution on a rocky desert community, focusing on two spiny mouse congeners, the nocturnal A. cahirinus (common spiny mouse) and the diurnal A. russatus (golden spiny mouse), found that A. cahirinus decreased activity and foraging with artificial lighting, restricting movement particularly in less-sheltered microhabitats, probably because of increased perceived predation risk. Because illumination restricted both activity time and space, intraspecific encounters of A. cahirinus over foraging patches increased during and following the illuminated hours. Light pollution had a negative influence by reducing overall activity and producing a relatively underexploited temporal niche, rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160248 which may promote invasion of alien species that are less light sensitive, and by increasing intraspecific overlap in foraging A. cahirinus [120] . These shifts in activity patterns are likely due to masking rather than a phase shift in the circadian clock as despite the light at night there is still a very clear light signal (lux levels at night 1-10 lux but in daytime 10 000-100 000 lux). Moreover, a field experiment testing the effect of artificial light on activity in common spiny mice found a clear masking response [77] .
Effects of light at night on seasonal timing are very rarely reported. In an experimental study on light at night, great tits bred earlier when their breeding site was in an illuminated area, but only did so in cold and late springs [183] . The effect of such shifts on predator-prey interaction is unclear. The date of bud burst in four species of deciduous trees in a UK dataset was correlated with light levels at night: bud burst occurred up to 7.5 days earlier in brighter areas [184] . It is unclear what are the effects of this shift on herbivore-tree interactions, but as timing of herbivore emergence and bud burst is under strong selection [155] , there may be severe knock-on effects.
(c) Urbanization and interspecific interactions
A study of medium-and large-sized carnivores across a gradient of urbanization found that urbanization increased the opportunity for interspecific interactions between wild felids: in wildland habitats, bobcats (Lynx rufus) avoided using areas for short temporal periods after a puma (Puma concolor) visited an area. By contrast, bobcats did not appear to avoid areas that pumas lately visited in areas recently influenced by urbanization, and the overlap in circadian activity patterns between bobcats and pumas was higher in these areas [185] . The authors suggest that in urbanized areas, the animals are more active at night to avoid human disturbances during the day, leading to a greater temporal overlap.
Discussion
The temporal overlap, be it on a daily or a seasonal scale, of competitors, predators and their prey, parasites and their hosts or pollinators and their plants, directly determines the strength of their interspecific interaction. Key questions are whether the activity distributions of these interacting species are affected by the same environmental variables (either as a Zeitgeber or as a masking factor) and whether their sensitivity to these variables is the same or not. Given that the two interacting species are often very different (vertebrate versus invertebrate), it seems unlikely that this is the case. This will then lead to variation in the strength of interspecific interactions. However, a direct effect of the activity pattern of one species on the other (cf. figure 1) may dampen this variation.
As we have shown in this paper, interspecific interactions may form a strong selective force. In many cases, merely responding to the interacting species may be too costly (e.g. in the case of increased predation risk), or even impossible (e.g. timing of reproduction, which should be initiated well before peak time in food availability for the offspring). In these cases, animals are using other environmental cues, which can synchronize the biological clock used to predict the interspecific interaction (e.g. photoperiod in circannual rhythms) or mask the biological clock (e.g. the effect of ambient temperature on trees budding or the effect of increased light levels on activity in nocturnal animals). In a changing world, the association between these environmental variables and the interspecific interaction they cue, may dissociate and the cue become unreliable, affecting interspecific interactions. Moreover, because the mechanisms underlying the response and sensitivity of different species to climate change and light at night may differ, there is ample scope for the activity patterns of the interacting species to differentially shift on a seasonal, tidal or a diel scale. Whether this is likely depends on whether the activity pattern of one is a cue for the other. But when the environmental variables are merely predictors of the activity patterns of the interacting species, then environmental changes are likely to disrupt the predictive value of these cues and the activity patterns of the interacting species are likely to shift at different rates. Understanding the influences of such changes demands conducting controlled field experiments, in which the animals function in a complex ecological community, exposed to a complex cycling environment, in combination with laboratory experiments, looking at the mechanisms underlying these effects.
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