We describe a new circulation-based method to determine cuts in an undirected graph. A circulation is an oriented labeling of edges with integers so that at each vertex, the sum of the in-labels equals the sum of out-labels. For an integer k, our approach is based on simple algorithms for sampling a circulation (mod k) uniformly at random. We prove that with high probability, certain dependencies in the random circulation correspond to cuts in the graph. This leads to simple new linear-time sequential algorithms for finding all cut edges and cut pairs (a set of 2 edges that form a cut) of a graph, and hence 2-edge-connected and 3-edge-connected components.
Introduction
Let G = (V, E) be a connected undirected graph. A part of G is said to be a cut if, after deleting it from G, the remaining graph is disconnected. We use the following terminology:
• A cut vertex is a vertex v such that {v} is a cut.
• A cut edge is an edge e such that {e} is a cut (i.e., a bridge).
• A cut pair is a cut consisting of two edges e, f such that neither e nor f is a cut edge.
For brevity we call all of these objects small cuts. In a network (e.g., for communication or transportation), the small cuts are relevant because they represent the critical points where local failures can cause global disruption. Our primary motivation is to efficiently find all small cuts of an undirected graph. We study this problem in the sequential, distributed, and parallel models of computation.
The fundamentally new idea in this paper is to use random circulations to find small cuts. Informally, in a circulation we transport quantities of a commodity along the edges of a graph, so that the net accumulation at each vertex is zero (i.e., it is like a flow without a source or sink). When the shipment quantities are taken modulo some integer k, there are only finitely many possible circulations, and our first contribution is the observation that it is easy to sample uniformly from the family of all circulations on a fixed graph.
For S ⊂ V , let δ(S) denote the edges with exactly one end in S. An induced edge cut is a set of the form δ(S) for some S; we observe that cut edges and cut pairs are induced edge cuts. A well-known principle behind our method, made precise in Proposition 2, is that the net flow of any circulation across any induced edge cut is 0. At a high level, our algorithms depend on the near-converse: for certain edge sets F that are not induced edge cuts, the net flow of a uniformly random circulation on F is uniformly random, hence nonzero with high probability.
The Distributed Model. Our approach improves known time bounds in the distributed computing model with congestion. This model, denoted CON GEST (e.g. by Peleg [20, §2.3] ), works as follows. The computation takes place in the graph G = (V, E) where each vertex is a computer and each edge is a bidirectional communication link; i.e., we study the problem of having a network compute the small cuts of its own topology. There is no globally shared memory, only local memory at each vertex. Initially only local topology is known: each vertex knows its ID value, which is unique, and its neighbours' IDs. Time elapses in discrete rounds. In each round, every vertex performs local computations and may send one message to each of its neighbors, to be received at the start of the next round. The time complexity of a distributed algorithm is the number of rounds that elapse, and the message complexity is the total number of messages that are sent.
In the CON GEST model, every message must be at most O(log V ) bits long. The model does not bound the memory capacity or computational power of the vertices, although our algorithms use time and space polynomial in |V | at each vertex. Let D denote the diameter of (V, E), i.e. D := max u,v∈V dist G (u, v). The message size bound, in addition to making the algorithms more practical, affects what is possible in the model, as the following example from Lotker, Patt-Shamir & Peleg [18] shows. On the one hand, if messages are allowed to be arbitrarily long, any graph property whatsoever can be trivially computed in D time 1 . On the other hand, Lotker et al. gave a family of graphs with D = 3, such that in CON GEST on this family, a Ω( 4 |V |/ log |V |)-time lower bound holds to find the minimum spanning tree (MST).
Determining whether a task in this model can be accomplished in O(D) + o(|V |) time, or better yet O(D) time, is a fundamental problem. For finding all cut edges and cut pairs of a graph, we give new affirmative answers by providing O(D)-time algorithms.
Existing Results
Our results apply to three common models of computation: sequential, distributed, and parallel. Abusing notation for readability, we sometimes abbreviate |V | to V and |E| to E.
Sequential. In the usual sequential (RAM) model of computing, Tarjan in the 1970s was the first to obtain linear-time (O(V + E)-time) algorithms to find all cut vertices [21] , cut edges [21] , and cut vertex-pairs (cuts C ⊂ V with |C| = 2) [15] . These algorithms are based on depth-first search (DFS). Galil & Italiano, in 1991, gave the first linear-time algorithm to compute all cut pairs, by reducing to the cut vertex-pair problem.
Distributed. Here we only mention results valid in CON GEST , ignoring results with Ω(n) message size such as one of Chang [6] . Cut Edges/Vertices. Two early distributed algorithms for cut edges and vertices, by Ahuja & Zhu [1] and Hohberg [14] , use DFS. The smallest time complexity of any known distributed DFS algorithm is Θ(V ); as such, the algorithms of Ahuja & Zhu and Hohberg have Ω(V ) time complexity. Huang [16] gave a non-DFS-based algorithm with Θ(V ) time complexity. A breakthrough by Thurimella [23] was an algorithm that is asymptotically faster than Θ(V ) on some graphs (a so-called sub-linear algorithm). Precisely, Thurimella obtained time
for cut edges and cut vertices, using a sub-linear MST subroutine. Cut Pairs. For cut pairs, Jennings and Motyckova [17] gave a distributed algorithm with worstcase time and message complexity Θ(n 3 ), and Tsin [25] recently obtained a DFS-based algorithm with improved time complexity O(D 2 + V ).
Distributed Optimality. Distributed Θ(V )-time algorithms for cut edges are optimal (up to a constant factor) on some graphs: e.g. it is straightforward to see, even guaranteed that G is either a |V |-cycle or a |V |-path, not all edges can determine if they are cut edges in less than |V |/2 − 2 rounds. One term for this property is existentially optimal, due to Garay, Kutten and Peleg [11] . However, as Thurimella's algorithm [23] showed, there are some graphs on which Θ(V ) time is not asymptotically optimal. The stronger term universally optimal [11] applies to algorithms which, on every graph, have running time within a constant factor of the minimum possible.
Parallel. In the PRAM model, optimal O(log V )-time and O(V +E)-work Las Vegas algorithms have been given by Tarjan & Vishkin [22] for cut edges and cut vertices, and Fussell, Ramachandran & Thurimella [9] (using the reduction of Galil & Italiano [10] ) for cut pairs. These algorithms require optimal spanning forest subroutines of Halperin & Zwick [12] .
Our Contributions
Since our algorithms are randomized, we differentiate between two types of algorithms: Monte Carlo ones have deterministically bounded running time but may be incorrect with probability 1/V and Las Vegas ones are always correct and have bounded expected running time 3 . (Note, a Las Vegas algorithm can always be converted to Monte Carlo, so Las Vegas is generally better).
Sequential. The random circulation approach yields new linear-time algorithms to compute all cut edges and cut pairs of the Las Vegas type. As far as we are aware, our linear-time cut pair algorithm is the first one that does not rely on either DFS (e.g., see references in Tsin [24] ) or open ear decomposition (e.g., see references in Fussell et al. [9] ).
Distributed. We remark that all existing distributed algorithms mentioned for finding small cuts are deterministic. The random circulation approach yields faster distributed algorithms for small cuts of the Las Vegas type. For cut edges and pairs, we obtain O(D)-time algorithms. Compared to the previous best time of O(D + √ V log * V ) for cut edges, we remove the dependence on |V |. Compared to the previous best time of O(D 2 + V ) for cut pairs, we obtain a quadratic 2 log * x is the number of times which log must be iteratively applied to x before obtaining a number less than 1. 3 More generally, our algorithms can obtain error probability ≤ 1/V c for any constant c without changing the asymptotic complexity.
speedup on every graph. For cut vertices, we obtain a O(D + ∆/ log V )-time algorithm where ∆ is the maximum degree. Compared to the previous best time of O(D+ √ V log * V ) for cut vertices, this is faster on graphs with ∆, D = O( √ V ). We also obtain the first sub-linear distributed algorithm for 3-edge-connected components, using a connected components subroutine of Thurimella [23] . In Table 1 we depict our main results and earlier work, showing both time and message complexity.
Universal Optimality. If we assume distributed algorithms must act globally in a natural sense -either by initiating at a single vertex, or by reporting termination -then a Ω(D)-time lower bound holds for the problems of finding cut edges or cut pairs, on any graph. Hence under natural conditions, our O(D)-time algorithms for cut edges and cut pairs are universally optimal.
Parallel. In the PRAM model, we obtain new optimal O(log V )-time and O(V + E)-work Las Vegas algorithms for finding cut pairs and cut edges. Our algorithms require spanning forest subroutines of Halperin & Zwick [12] . These results are deferred to the full version of the paper.
Cuts Found
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Other Related Work
Circulations have several applications in diverse fields. Hoffman's Circulation Theorem [13] is a min-max relation for circulations from which many other min-max relations can be derived. In planar graphs, nowhere-zero circulations modulo k correspond to vertex k-colourings of the dual graph (e.g. see the book of Zhang [26] for related work). Circulations also appear in the most efficient flow algorithm for planar directed graphs, obtained by Borradaile & Klein [5] . We defer a more extended discussion to the full version. As far as we know, our usage of uniformly random circulations is novel. The closest related work we are aware of is by Benjamini & Lovász [3] : they give a method to compute the genus of an embedded graph G while only "observing" part of it. The similarity is that they use random perturbation and balancing steps to compute a "near-circulation" on G and the dual graph of G. Their computational model is significantly different, e.g. they allow a face to modify the values of all its incident edges in a single time step.
Organization of the Paper
Section 2 contains definitions and basic results pertaining to circulations. In Section 3 we define random circulations and show how to construct them efficiently. In Section 4 we show how random circulations yield algorithms for small cuts and give sequential implementations. In Section 5 we give our distributed results, starting with a precise discussion of input/output format and technical assumptions. In Section 5.2 we introduce a new technique, fundamental cycle-cast, which may be of independent interest. We defer the lower bounds leading to universal optimality to Appendix A and discussion of {2, 3}-edge-connected components to Appendix B. We defer the Las Vegas versions of our algorithms to the full version of the paper; we only discuss Monte Carlo versions here.
Preliminaries
In this paper the set notation {u, v} denotes an undirected edge of G = (V, E), which can be oriented in two ways, denoted (u, v) and (v, u). For a set F of edges let − → F denote the 2|F | orientations of edges in F . An F -orientation is a subset of − → F consisting of exactly 1 orientation of each e ∈ F . Let Z k denote the integers modulo k. For v ∈ V the notation Γ(v) denotes the set of neighbours of v.
− → E → R with the following two properties.
Conservation:
A k-circulation is a function φ : − → E → Z k that satisfies Antisymmetry and Conservation when equality is replaced by equivalence modulo k.
We illustrate a circulation in Figure 1 . Although our notation is chosen for brevity, there are alternatives, e.g. we could equivalently define, for an E-orientation E ′ , a circulation as a function For U V, the induced directed edge cut δ + (U ) is the set of directed edges (u, v) with u ∈ U, v ∈ U. We prove the following folklore result in Appendix C (see also [26, p. 7] ).
Proposition 2 (Circulations vanish across induced cuts). Let φ be a k-circulation on G, and let
We immediately obtain the following corollary (see also [26, p. 8] ).
Corollary 3. If {u, v} is a cut edge of G and φ is a circulation on
Proof. Let U be the connected component of G\{{u, v}} containing u. Now apply Proposition 2; the only member of δ + (U ) is (u, v) and so we obtain φ(u, v) = 0. By antisymmetry, φ(v, u) = 0.
We now explain a tool which allows one to construct circulations; it appears implicitly in the book of Bondy & Murty [4, Ex. 12.1.1]. The idea is that for any spanning tree, we can choose any circulation values on the non-tree edges, and then there is a unique extension to a circulation on the whole graph.
Proposition 4. Let T be any spanning tree of G and let φ 0 :
Sketch. For a leaf node v incident to {u, v} ∈ E(T ), the value of φ(u, v) must equal − t φ 0 (t, v) to satisfy conservation at v. The idea is to then delete {u, v} from T and repeat. We give pseudocode in Algorithm 1 but the formal proof is deferred to Appendix C.
⊲ S is the subtree of T where φ is not yet defined 2: Root T at an arbitrary vertex r. 3: while S has any edges do
4:
Let v be any leaf of S with v = r and let u be the unique neighbor of v in S.
5:
⊲ Satisfy conservation at v 6:
Delete {u, v} from S.
8: Output φ.
Random Circulations
We begin this section by showing that it is easy to uniformly sample from the set of all k-circulations. The basic idea is to feed a "random" φ 0 in to Algorithm 1. More precisely, we pick the values of φ 0 randomly and independently (up to antisymmetry) from Z k . We denote this algorithm by Rand-k-Circ(T ) and illustrate it in Algorithm 2.
Algorithm 2 Input: a connected graph G. Output: the cut edges of G.
for each edge {u, v} ∈ E\E(T ) do
3:
Pick x ∈ Z k uniformly and independently at random and set
Return the unique circulation that extends φ 0 by calling Algorithm 1.
Theorem 5. Let φ * be a circulation on G and T be a spanning tree of G. Let φ be the output of
and the distribution produced by Rand-k-Circ(T ) over all k-circulations is uniform.
Proof. The tree T has |V | − 1 edges, so |E\E(T )| = |E| − |V | + 1. Clearly, the probability that φ 0 agrees with φ * on E\E(T ) is exactly 1/k |E|−|V |+1 . But furthermore, by Proposition 4, φ = φ * if and only if φ 0 and φ * agree on E\E(T ), hence we obtain Equation (1). Since 1/k |E|−|V |+1 does not depend on φ * , uniformity follows.
Note, Theorem 5 implies that different choices of T have no effect on the output of Rand-k-Circ(T ). Because of this we later refer to a "random k-circulation," meaning to sample a k-circulation uniformly at random by calling Rand-k-Circ with any spanning tree. We will make repeated use of the following corollary to show that φ "behaves randomly" on certain edge sets. Proof. Since G\D is connected, it contains a spanning tree T of G. By Theorem 5, the distribution of φ is the same as if φ were generated by running Rand-k-Circ with this choice of T . When calling Rand-k-Circ on this T , each e ∈ E\E(T ) ⊃ D incurs a uniform, independent sample x ∈ Z k on line 1. (Notice that if x is uniformly distributed over Z k , so is −x). The result then follows.
Note that Corollary 6 holds regardless of what spanning tree was actually used to generate φ.
Sequential Algorithms
In this section we show how to use random circulations to probabilistically determine the cut edges, cut pairs, and cut vertices of a graph. These are the Monte Carlo versions of the algorithms.
Finding All Cut Edges
Proposition 7. Let {u, v} ∈ E and φ be a random k-circulation on G. Then Pr[φ(u, v) = 0] is 1 if {u, v} is a cut edge and 1/k otherwise.
Proof. If {u, v} is a cut edge then Corollary 3 applies. Otherwise by Corollary 6 the value φ(u, v) is a uniformly random element of Z k , since G\{{u, v}} is connected.
Thus, provided we pick k large enough, it is likely that the cut edges are exactly {{u, v} | φ(u, v) = 0}. We provide pseudocode in Algorithm 3 and prove its correctness.
Algorithm 3 Input: a connected graph G. Output: the cut edges of G.
1: Let k = |V ||E| and let φ be a random k-circulation on G. Proof. The algorithm chooses k = |V ||E|. A union bound, in conjunction with Proposition 7, shows that the probability of error is at most |E|/k = 1/|V |. As is standard, we assume the machine word size is Ω(log V ). The subroutine Rand-k-Circ performs O(E) random choices and arithmetic operations, each of which take O(1) time since k is O(log V ) bits long.
Finding All Cut Pairs and Cut Classes
For cut pairs and cut vertices we work with circulations only modulo k = 2. This is convenient because x = −x for all x ∈ Z 2 , and hence we can unambiguously refer to φ(e) for an edge e without specifying an orientation. The cycle space of an undirected graph is the family of subsets of E with even degree at each vertex, see e.g. Bondy & Murty [4, §12.1]. We remark that 2-circulations are the same as characteristic vectors of members of the cycle space. Proposition 9, which we prove in Appendix D, leads to our approach for finding cut pairs.
Proposition 9 (Cut pairs are induced). If {e, f } is a cut pair then {e, f } = δ(U ) for some U ⊂ V . Proof. If these two edges form a cut pair, using Proposition 9 and Proposition 2, we know that φ(e) + φ(f ) = 0 and so φ(e) = φ(f ). Now suppose otherwise, that {e, f } is not a cut pair. Then G\{e, f } is connected, and by Corollary 6 the values of φ on e and f are independent and uniform over Z 2 whence Pr[φ(e) = φ(f )] = 1/2.
Proposition 10 gives us a probabilistic proof of the following fact.
Corollary 11 (Transitivity of cut pairs). If {e, f } and {f, g} are cut pairs, then so is {e, g}.
Proof. Note that e, f, g are not cut edges. Let φ be a random 2-circulation on G. By Proposition 10, φ(e) = φ(f ) and φ(f ) = φ(g). So φ(e) = φ(g) with probability 1. By Proposition 10, {e, g} must be a cut pair.
Definition 12.
A cut class is an inclusion-maximal subset K of E such that |K| > 1 and every pair {e, f } ⊆ K is a cut pair.
Corollary 11 implies that any two distinct cut classes are disjoint. Hence, even though there may be many cut pairs, we can describe them all compactly -e.g. in O(E) space in the sequential model -by listing all cut classes of the graph.
Let Z b 2 denote the set of b-bit binary strings. For φ : E → Z b 2 , let φ i (e) denote the ith bit of φ(e). We now give our simple linear-time algorithm to find all cut classes. The idea is to compute a random b-bit circulation for large enough b that φ(e) = 0 only for cut edges, and so that φ labels the cut classes of other edges. Pseudocode is given in Algorithm 4. 2 \{ 0}, if |{e ∈ E | φ(e) = x}| ≥ 2, then output the cut class {e ∈ E | φ(e) = x}.
Proof. There are |E| edges and Proposition 7 shows that Pr[φ(e)
Finding All Cut Vertices
As we show in this section, the cut δ(v) properly contains smaller induced edge cuts iff v is a cut vertex. The essential idea behind our approach is to detect these induced edge cuts, in order to determine the cut vertices. We detect induced edge cuts via Proposition 2, which says that circulations vanish across induced edge cuts. To do so efficiently, we rephrase the detection problem as one of finding linearly dependent rows of a binary matrix. Hence we need the following fact, when Z 2 is viewed as a field. Next we show that for b = ⌈∆ + 2 log 2 |V |⌉, it is very likely that rank(M [v] ) < d(v) − 1 iff v is a cut vertex. Thus our approach, with pseudocode given in Algorithm 5, is correct with high probability. It is not very efficient in the sequential model, but still runs in poly(V ) time.
Algorithm 5 Input: a connected graph G. Output: the cut vertices of G.
1: Let b = ⌈∆ + 2 log 2 |V |⌉ and let φ be a random b-bit circulation on G. 
Distributed Implementation
Our algorithms make the following three assumptions: first, the network is synchronous; second, there is a distinguished leader vertex at the start of computation; third, every node begins with a unique O(log V )-bit ID. These assumptions are standard in the sense that they are made by the best previous distributed algorithms [1, 23, 25] for small cuts. Nonetheless, these assumptions can be removed at a cost if desired, e.g. using the synchronizer of Awerbuch and Peleg [2] at a polylog(V ) factor increase in complexity, Peleg's [19] O(D)-time leader election algorithm, or by randomly assigning IDs in the range {1, . . . , |V | 3 } (resulting in additional failure probability at most V 2 /|V | 3 due to ID collisions). Although only vertices can store data in the distributed model, we maintain data for each edge e (e.g., to represent a tree) by having both endpoints of e store the data. At the end of the algorithm, we require that the correct result is known locally, so each node stores a boolean variable indicating whether it is a cut node, and similarly for edges. To indicate cut pairs, each edge must know whether it is in any cut pair, and in addition we must give every cut class a distinct label. Previous work also essentially uses these representations.
When stating distributed algorithms, the assumptions of a leader, synchrony, unique IDs, and O(log V )-bit messages are implicit. Our algorithms use a breadth-first search (BFS) tree with a root r as the basis for communication. One reason that BFS trees are useful is that they can be constructed quickly (e.g., see Peleg [20, §5.1]), as follows.
Proposition 19. There is a distributed algorithm to construct a BFS tree in O(D) time and O(E) messages.
For a tree T , the level l(v) of v ∈ V is the distance in T between v and r. The height h(T ) of tree T is the maximum vertex level in T . Any BFS tree T has h(T ) ≤ D and this is important because several fundamental algorithms based on passing information up or down the tree take O(h(T )) time. The parent of u is denoted p(u). The level of tree edge {u, p(u)} is the level of u.
Random Circulations, Cut Edges, and Cut Vertices
When we construct a random circulation, we require at termination that each v knows φ(v, u) for each u ∈ Γ(v).
Theorem 20. There is a distributed algorithm to sample a uniformly random k-circulation in O(D) time and O(E) messages, when k = poly(V ).
Proof. We implement Rand-k-Circ distributively. Since k = poly(V ), any value in Z k can be sent in a single O(log V )-bit message. We compute a BFS tree T , using Proposition 19. Then for each non-tree edge {u, v} in parallel, the endpoint with the higher ID (say, u) sets φ(u, v) to a random value in Z k , sends the value φ(u, v) to v, and then v sets φ(v, u) := −φ(u, v). In the following h(T ) rounds, for i = h(T ) down to 1, for all level-i tree edges {v, p(v)} in parallel, vertex v assigns φ(v, p(v)) a value so that conservation is satisfied at v (like in Algorithm 1), notifies p(v) of this value with a message, and then p(v) sets φ(p(v) Proof. We implement Algorithm 3 distributively, obtaining the required correctness probability by Theorem 8. For k = |V ||E|, we use Theorem 20 to compute a random k-circulation in the required complexity bounds. Then we identify {u, v} as a cut edge if φ(u, v) = 0.
A straightforward implementation of Algorithm 5 results in our cut vertex algorithm, as follows.
Theorem 23. There is a distributed algorithm to compute all cut vertices with probability
Sketch. In Appendix F we give a full proof, and define a technique called pipelining. Using pipelining and Theorem 21, we efficiently sample a random b-bit circulation for b = ⌈∆ + 2 log 2 |V |⌉. Then, since local computations are free in the distributed model, each vertex v can immediately compute rank(M [v] ).
Fundamental Cycle-Cast (fc-cast)
We now define a new distributed technique. A non-tree edge is an edge e ∈ E\E(T ). For a spanning tree T and non-tree edge e, the unique cycle in T ∪ {e} is called the fundamental cycle of T and e, and we denote it by C e . We call our new technique fundamental cycle-cast, or fc-cast for short, and informally it allows simultaneous processing on all fundamental cycles. Let each vertex v store some data d 
Distributed Cut Pair Algorithm
It is not obvious how to implement our sequential cut pair algorithm (Algorithm 4) distributively: although the cut classes are properly labeled with high probability by φ, in order for edge e to know whether it belongs to any cut pair, it needs to determine if any other f has φ(e) = φ(f ), and this cannot be done using local information (i.e., in O(1) rounds). We use fc-cast to overcome this obstacle. The following claim relates fundamental cycles to cut classes; it is proved in Appendix D.
Claim 25. Let K be a cut class. Then K ⊂ C e for some e ∈ E\E(T ).
To describe our cut pair algorithm we introduce a variant of a standard technique, the convergecast (e.g., see Peleg [20, §4.2] ). Informally, it allows each node to independently query its descendants. Let desc(v) denote the set of v's descendants, including v itself. For each v ∈ V , and each u ∈ desc(v), let w[u, v] be a boolean variable stored at u. We defer the proof of Proposition 26 to Appendix G. Then we give our distributed cut pair algorithm.
Proposition 26. There is a distributed algorithm Converge-Cast using O(h(T )) time and O(V
Theorem 27. There is a distributed algorithm to compute all cut classes with probability
Proof. We will use two claims below; their proofs are deferred to Appendix H. As in Algorithm 4, for b = ⌈log 2 (|V ||E| 2 )⌉ we compute a random b-bit circulation φ on G, using Theorem 21. Denote the following assumption by (⋆).
For all edges e, f that are not cut edges, φ(e) = φ(f ) if and only if {e, f } is a cut pair.
(⋆)
By the analysis in Theorem 14, we may assume that (⋆) holds without violating the required bound of 1/V on the probability of error. It remains only for each edge to determine whether it is a member of any cut pair, since then φ labels the cut classes. For each vertex v = r let d[v] := φ(v, p(v)). We run Fc-Cast, and as a result, the endpoints of each non-tree edge e can compute the multiset Φ e := {φ(f ) | f ∈ C e }. The following claim lets each non-tree edge determine if it is a member of any cut pair.
Claim 28. A non-tree edge e is in a cut pair if and only if φ(e) occurs multiple times in Φ e .
To deal with tree edges, for each v ∈ V and each u ∈ desc(v), define w[u, v] := (∃e ∈ δ(u)\E(T ) such that {v, p(v)} ∈ C e and φ(v, p(v)) occurs multiple times in Φ e ). and note that w[u, v] can be determined by u after the fc-cast. We run Converge-Cast. By Proposition 26, after the convergecast, each tree edge can use Claim 29 to determine if it is a member of any cut pair. Adding up the complexity associated with constructing a BFS tree and a random circulation, the fc-cast, and the converge-cast, we obtain O(D + D + D + D) time and
A Time Lower Bounds
Let r denote the unique leader vertex in the graph. A vertex is quiescent in a given round if it does not send any messages or modify its local memory in that round. We adopt the following terminology from Peleg [20, §3.4 & Ch. 24] .
Definition 30. A distributed algorithm has termination detection if r has a local boolean variable done, initialized to false, so that done is set to true exactly once, in the last round of the algorithm. A distributed algorithm has a single initiator if, except for r, every vertex is quiescent until it receives a message.
For now, assume we only allow deterministic distributed algorithms. The state of a vertex means the contents of its memory. We omit the easy inductive proof of the following proposition.
Proposition 31. Suppose two graphs G and G ′ , both containing a vertex v, agree 4 in the distance-t neighbourhood of v. If we instantiate the same distributed algorithm on G and G ′ , the state of v will be the same in both instances for the first t rounds. If we assume that the algorithm has a single initiator instead of assuming termination detection, a similar argument works. We use the following lemma, whose easy inductive proof is omitted.
Lemma 34. In an algorithm with a single initiator, every vertex at distance t from r is quiescent for the first t rounds. It is straightforward to verify that our distributed algorithms can be implemented so as to have a single initiator and termination confirmation; then their universal optimality follows.
We make two remarks. First, we do not believe the techniques in this section are novel, but the results are important because they make precise the assumptions under which we claim to achieve universal optimality. Second, if we do not require a single initiator or termination confirmation, or if we change our input model to allow additional parameters of G to be initially known at each node, neighbourhood cover techniques of Elkin [8] can be synthesized with our techniques to yield even faster algorithms for certain graph classes. Elkin used these techniques to obtain distributed MST algorithms faster than O(D) on some graphs.
B Computing {2, 3}-Edge-Connected Components
Let E C denote the set of all cut edges, and E CP denote the set of all edges in any cut pair.
Definition 36. The 2-edge-connected components are the connected components of G\E C . The 3-edge-connected components are the connected components of G\(E CP ∪ E C ).
In the sequential model, connected components of a graph can be computed in linear time. Hence we immediately see that our linear-time sequential cut edge and cut pair algorithms yield linear-time algorithms for 2-and 3-edge-connected components.
In the distributed model, we first discuss 2-edge-connected components. Let T denote a spanning tree and r its root. The desired representation is for each vertex v to store a label 2ecc(v) so that 2ecc(u) = 2ecc(v) iff u, v are in the same 2-edge-connected component. Observe that E C ⊂ E(T ), since if e ∈ T , then G\e ⊃ T is connected. Furthermore, the following holds. Proof. Suppose such a cut edge e = {u ′ , v ′ } exists, where u ′ is the end of e closer to u along the u-v path in T . Then in G\{e}, the remainder of the tree path connects u to u ′ and v to v ′ . Since u, v are in the same 2-edge-connected component, u and v are connected in G\{e}. Thus u ′ and v ′ are connected in G\{e}, contradicting the fact that e = {u ′ , v ′ } is a cut edge of G.
Corollary 38. T \E C is a spanning forest of the 2-edge-connected-components.
In particular, for each 2-connected-component H, there is a subtree T H of T \E C spanning H. The idea is to label the vertices of H by the ID of the root of T H .
Theorem 39. There is a distributed algorithm to compute all 2-edge-connected components with probability 1 − 1/V in O(D) time and using O(E) messages.
Proof. Note for a vertex v, where H denotes its 2-edge-connected component, v is the root of T H if and only if either v = r, or {v, p(v)} is a cut edge. Otherwise, v and p(v) are in the same 2-edge-connected component.
First we compute the cut edges, using Theorem 22. Vertex r sets 2ecc(r) equal to its ID. In the following h(T ) rounds, for i = 1 to h(T ), for all level-i tree edges {v, p(v)} in parallel, vertex p(v) sends 2ecc(p(v)) to v. Upon receiving this message, v sets 2ecc(v) := ID(v) if {v, p(v)} is a cut edge, and 2ecc(v) := 2ecc(p(v)) otherwise.
The labeling takes O(h(T )) time and |V | − 1 messages, and the result follows. Now we discuss 3-edge-connected components. In the distributed model, we can represent a subgraph (V, F ) of (V, E) by using a local boolean variable for each edge. For this representation, Thurimella [23] gave a distributed connected components algorithm in O(D + √ V log * V ) time. Hence we have the following corollary to our cut pair algorithm, Theorem 22.
Corollary 40. There is a distributed algorithm to compute all 3-edge-connected components with
As far as we are aware, this is the first sub-linear distributed algorithm for 3-edge-connected components. 
C Circulations
Now notice that for each edge {w, w ′ } with both endpoints in U , the terms φ(w, w ′ ) and φ(w ′ , w) both appear in Equation (2) . By antisymmetry we may cancel them out, and after we do so for all such edges, we are left with
However this is precisely what we wanted to prove. which, due to antisymmetry, shows that conservation holds at r.
We finally need to show that φ is uniquely determined. To see this, note that the assignments performed by Algorithm 1 are forced at each step by the conservation and antisymmetry conditions. That is to say, if there were a different completion φ ′ of φ 0 , the first φ-assignment performed such that φ(u, v) = φ ′ (u, v) would prove that either antisymmetry or conservation is violated by φ ′ .
D Cut Pairs
of Proposition 9: cut pairs are induced. Since e is not a cut edge G\{e} is connected, and so G\{e, f } must have exactly two connected components. Let U be the vertex set of one of them, and so the other is V \U . Note, f must be incident on both U and V \U ; indeed, otherwise G\{e} would not be connected. A similar claim holds for e; i.e., both e and f lie in δ(U ). No other edges can lie in δ(U ) since this would contradict the fact that U is a connected component of G\{e, f }. Hence δ(U ) = {e, f }.
The following two lemmas are used to prove Claim 25.
Lemma 41. If C is a cycle and U ⊂ V then |C ∩ δ(U )| is even.
Proof. As we traverse the cycle once, we enter U as many times as we exit U . Then note that |C ∩ U | is the total number of entrances and exits.
Lemma 42. If a cycle C and cut class
Proof. Suppose that e ∈ K ∩ C but f ∈ K\C. Then by Proposition 9, {e, f } is an induced edge cut and this violates Lemma 41 since |{e, f } ∩ K| = 1.
of Claim 25. Note that K cannot contain two non-tree edges {e, f } for then G\{e, f } would not be connected, but would also contain the spanning tree T. Hence, since |K| > 1 by definition, K contains at least one tree edge e. Since e is not a cut edge, G\{e} is connected, and hence there is a non-tree edge f that spans the two connected components of T \{e}. The fundamental cycle of f and T thus contains e, and by Lemma 42, all of K.
E Cut Vertices
of Claim 16. Let V 1 be the vertex set of one of the connected components of G\{v}. Note that δ(v) can be partitioned into two induced edge cuts δ(V 1 ) and δ({v} ∪ V 1 ). By Proposition 2, the set of columns of M [v] corresponding to δ(V 1 ) adds to zero, and by Fact 15 these columns are linearly dependent. Similarly, the columns indexed by δ({v} ∪ V 1 ) are linearly dependent. So M [v] has at least 2 columns that are linearly dependent on the others, and the result follows.
of Claim 17 . Note that G\D is connected. For each fixed i, by Corollary 6, for all e ∈ D, the values of φ i (e) are mutually independent uniformly random 0-1 variables. Further, since D is nonempty, e∈D φ i (e) is, modulo 2, a uniformly random 0-1 variable. Note that the ith-row entry in the sum of the columns indexed by D is precisely
which is zero ( mod 2) with probability 1/2. Applying the fact that the b rows of M [v] are independent, we are done.
F Distributed Cut Vertices and Pipelining
Let π be a distributed algorithm in which for each edge e, the total number of messages sent on e by π is bounded by some universal constant C 0 . The messages' content may be random but the message-passing schedule must be deterministic. To pipeline s instances of π means to execute s instances {π i } s i=1 of π, each one delayed by a unit time step from the previous. When multiple instances need to simultaneously send messages along the same edge we concatenate them, increasing the message sizes by a factor of at most C 0 . Compared to π, pipelining adds s − 1 to the time complexity and increases the message complexity by a factor of s.
of Theorem 23. To find all cut edges we implement Algorithm 5 distributively, obtaining probability 1/V of failure by Theorem 18. Theorem 21 gives an algorithm π to construct a random O(log V )-bit circulation; note π sends a constant number of messages along each edge. We pipeline s = b/ log V instances of π to construct a random b-bit circulation. Finally, each vertex v locally computes the rank of M [v] to determine if it is a cut vertex. Since π takes O(D) rounds and sends O(E) messages, and b = O(∆ + log V ), the implementation takes O(D + ∆/ log V ) time and O(E(1 + ∆/ log V )) messages.
G Distributed Communication Protocols
The results of this section rely on pipelining which is described in Appendix F. In order to describe fc-cast, we require the following subroutine, adapted from Peleg of Theorem 24: Fc-Cast. An fc-cast has two steps. First, we execute Tree-Broadcast, and as a result we may assume that each vertex has a list of the data of all its ancestors.
In the second step, for each non-tree edge {v, w} in parallel, v sends its list to w and viceversa. Note that each non-tree edge e can determine its fundamental cycle with T by comparing its endpoints' lists. (More precisely, either endpoint of e can determine such.) Each list has at most 1 + h(T ) items, each of which is O(log V ) bits long and can be sent in a single message, so both steps in the fc-cast take O(h(T )) time. The message complexity of the second step as just described is O(E · h(T )), but now we give a refinement that achieves O(min{E · h(T ), V 2 }) message complexity.
The essential idea is for all u, v ∈ V , we want to avoid sending d from multiple neighbors at the same time, u asks all but one to stop sending their lists. Along each edge, at most one redundant message and one stop request can be sent in each direction. There can only be |V | 2 non-redundant messages; hence the total number of messages sent in this step is O(V 2 + E). Considering the tree-broadcast as well, the total message complexity is O(V · h(T ) + min{E · h(T ), V 2 + E}) = O(min{E · h(T ), V 2 } as claimed.
