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1. Introduction
In a number of extremal problems in probability and statistics (see e.g. [11, 12,
19, 20, 21, 22, 1, 2, 3, 23, 24, 25, 4, 5, 26]) one needs to evaluate the positive-part
moments EXp+ of random variables (r.v.’s) X , where x+ := 0 ∨ x = max(0, x),
the positive part of x, and xp+ := (x+)
p, for any x ∈ R and p > 0.
In particular, an effective procedure was needed in [26] to compute EXp+
for p = 3 and r.v.’s of the form X = Γµ,a2 + yΠb2/y2 , where a, b, y are posi-
tive real numbers, µ ∈ R, Γµ,a2 and Πb2/y2 are independent r.v.’s, Γµ,a2 has
the normal distribution with parameters µ and a2, and Πb2/y2 has the Poisson
distribution with parameter b2/y2. For purely normal r.v.’sX (without the Pois-
son component) such a computation is easy. However, the naive approach, by
the formula E(Γµ,a2 + yΠb2/y2)
p
+ =
∑∞
j=0 E(Γµ,a2 + yj)
p
+ P(Πb2/y2 = j) did not
work well, especially when y is small. On the other hand, the series of the form∑∞
j=0 e
jz
P(Πb2/y2 = j) (which is the Laplace-Fourier transform of the Poisson
distribution) is easily computable. Therefore, a natural idea was to perform a
harmonic analysis of the function R ∋ x 7→ fp(x) := x
p
+. This can be easily
done by finding its Laplace-Fourier transform. Then, once the function fp is
decomposed into harmonics (i.e., exponential functions x 7→ ezx for z ∈ C), one
almost immediately obtains a general expression for the positive-part moments
of a r.v. X in terms of the Laplace-Fourier transform of the distribution of X ,
as provided indeed by Theorem 1 in this paper. Such expressions turn out to
be computationally effective, as well as the ones in terms of the characteristic
function (c.f.) R ∋ t 7→ E eitX that are obtained as corollaries. Theorem 2 of this
paper provides a necessary and sufficient condition for such a representation.
A subsequent literature search has revealed only one paper, Brown [8], that
contains formulas for EXp+ in terms of the c.f. of X . However, the constant-
sign argument used in [8] does not actually seem to work for p ∈ (0, 2). The
results in [8] are based on the method developed by von Bahr [29] to express the
absolute moments E |X |p in terms of the c.f. of X . Other papers containing such
expressions for absolute moments include [14, 8, 9]; see also [18, §§1.8.6–1.8.8]
and [16, §11.4].
As was explained, our approach differs from the previous ones. We begin with
expressions of positive-part moments in terms in the Fourier-Laplace transform
z 7→ E ezX with Re z 6= 0, and then use the Cauchy integral theorem to express
EXp+ in terms of the c.f. ofX . It should be clear that expressions for the absolute
moments will follow trivially from expressions for the positive-part moments.
2. Results
Let X be any r.v. Let s1 and s2 be any real numbers such that s1 6 0 6 s2 and
E esX <∞ for all s ∈ [s1, s2]. Let p be any positive real number, and then let
k := k(p) := ⌊p⌋ and ℓ := ℓ(p) := ⌈p− 1⌉,
respectively the integer part of p and the smallest integer that is no less than
p− 1, so that k 6 p < k+1, ℓ < p 6 ℓ+1, and ℓ 6 k. For all complex z and all
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m = −1, 0, 1, . . . , let
em(z) := e
z −
m∑
j=0
zj
j!
, c2m(z) := (−1)
m+1
(
cos z −
m∑
j=0
(−1)j
z2j
(2j)!
)
,
s2m+1(z) := (−1)
m+1
(
sin z −
m∑
j=0
(−1)j
z2j+1
(2j + 1)!
)
,
with the convention
∑−1
j=0 aj := 0 for any aj ’s, so that e−1(z) ≡ e
z, c−2(z) ≡
cos z, and s−1(z) ≡ sin z. For any complex number z = s+ it, where s and t are
real numbers and i stands for the imaginary unit, let Re z := s and Im z := t,
the real and imaginary parts of z.
In this paper, we shall present a number of identities involving certain in-
tegrals. For the sake of brevity, let us assume the following convention (unless
specified otherwise): when saying that such an identity takes place under certain
conditions, we shall actually mean to say that under those conditions the cor-
responding integral exists in the Lebesgue sense (but may perhaps be infinite)
and the identity takes place.
Theorem 1. For any s ∈ (0, s2] and any j = −1, 0, . . . , ℓ such that E |X |
j+ <
∞,
EXp+ =
Γ(p+ 1)
2π
∫ ∞
−∞
E ej
(
(s+ it)X
)
(s+ it)p+1
dt (1)
=
Γ(p+ 1)
π
∫ ∞
0
Re
E ej
(
(s+ it)X
)
(s+ it)p+1
dt. (2)
Remark 1. Of course, the statement of Theorem 1 is devoid of content in the
case when s2 = 0. As for the condition E |X |
j+ <∞, here we use the convention
00 := 1 (any other real number in place of 1 would do here as well), to interpret
|X |j+ when X = 0 and j ∈ {−1, 0}. So, the condition E |X |j+ <∞ will trivially
hold if j ∈ {−1, 0}. On the other hand, if j > 1 (and hence p > 1), then the
expression E ej
(
(s+ it)X
)
under the integrals on the right-hand sides of (1) and
(2) would lose meaning without the condition E |X |j+ <∞.
Corollary 1. If p ∈ N and E |X |p < ∞, then for any s ∈ [s1, 0) and any
j = −1, 0, . . . , ℓ
EXp+ = EX
p +
p!
2π
∫ ∞
−∞
E ej
(
(s+ it)X
)
(s+ it)p+1
dt (3)
= EXp +
p!
π
∫ ∞
0
Re
E ej
(
(s+ it)X
)
(s+ it)p+1
dt.
Corollary 2. If E |X |p <∞ then
EXp+ =
EXk
2
I{p ∈ N}+
Γ(p+ 1)
π
∫ ∞
0
Re
E eℓ(itX)
(it)p+1
dt. (4)
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In particular, one has the following: for any m ∈ N such that EX2m <∞,
EX2m+ =
EX2m
2
+
(2m)!
π
∫ ∞
0
E s2m−1(tX)
t2m+1
dt; (5)
for any m ∈ N such that E |X |2m−1 <∞,
EX2m−1+ =
EX2m−1
2
+
(2m− 1)!
π
∫ ∞
0
E c2m−2(tX)
t2m
dt. (6)
Corollary 3. If Y is another r.v. then
EXp+ = EY
p
+ +
Γ(p+ 1)
π
∫ ∞
0
Re
E eitX − E eitY
(it)p+1
dt (7)
provided that E |X |p + E |Y |p <∞ and EXj = EY j for all j = 1, . . . , k.
Moreover, one has the following: for any m ∈ N
EX2m+ = EY
2m
+ + (−1)
m (2m)!
π
∫ ∞
0
E sin tX − E sin tY
t2m+1
dt (8)
if EX2m + EY 2m <∞ and EX2j+1 = EY 2j+1 for all j = 0, . . . ,m− 1,m− 12 ;
for any m ∈ N
EX2m−1+ = EY
2m−1
+ + (−1)
m (2m− 1)!
π
∫ ∞
0
E cos tX − E cos tY
t2m
dt (9)
if E |X |2m−1+E |Y |2m−1 <∞ and EX2j = EY 2j for all j = 0, . . . ,m−1,m− 12 .
For any r.v. X as in Corollary 2, it is always possible (and easy) to construct
a r.v. Y as in Corollary 3 such that the characteristic function E eitY , and
hence its real and imaginary parts E cos tY and E sin tY , are easily computable.
In particular, one can always take Y to be a r.v. with finitely many values;
more specifically, k + 1 values would suffice for (7) and m+ 2 values for (8) or
(9). An obvious advantage of the formulas given in Corollary 3 (over those in
Corollary 2) is that the corresponding integrals will converge (for p > 1) faster
near ∞, and just as fast near 0. Also, Corollary 3 will be just one step closer
than Corollary 2 to possible applications to the convergence of the positive-part
moments in the central limit theorem; see Example 4 in Section 3 for further
details.
Remark 2. If EXp+ < ∞ for an even natural p = 2m, then it is clear that
identity (4) (or, equivalently, (5)) cannot hold without the condition E |X |p <∞,
since one needs the moment EXk = EXp on the right-hand side of (4) to exist.
Similarly, if EXp+ < ∞ for an odd natural p = 2m − 1, then identity (4) (or,
equivalently, (6)) cannot hold without the condition E |X |p <∞.
However, if p > 0 is not an integer, the term EX
k
2 I{p ∈ N} on the right-
hand side of (4) disappears. One may then wonder as to what, if any, moment
condition on the left tail of the distribution of X is needed in order for identity
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(4) to hold – having in mind that the finiteness of the positive part moment EXp+
depends only on the right tail of the distribution of X . Perhaps surprisingly, it
turns out that a left-tail condition is necessary for (4), even if the integral in (4)
is allowed to be understood as an improper one (at 0); moreover, the moment
condition E |X |p <∞ in Corollary 2 can be only slightly relaxed, even when p is
not an integer. Actually, one can obtain a necessary and sufficient condition for
such a representation of the positive-part moment in terms of the characteristic
function, as described in the following theorem.
Theorem 2. Take any p ∈ (0,∞) \ N and any r.v. X with EXp+ < ∞. Then
the following two conditions are equivalent to each other:
(I) E |X |ℓ <∞ and EXp+ =
Γ(p+ 1)
π
∫ ∞
0+
Re
E eℓ(itX)
(it)p+1
dt;
(II) P(X− > x) = o(1/x
p) as x→∞.
Here and in what follows, x− := (−x)+ for all x ∈ R; also let x
p
− := (x−)
p.
Note that the part E |X |ℓ < ∞ of condition (I) of Theorem 2 will trivially
hold if 0 < p < 1 (and hence ℓ = 0). On the other hand, if p > 1 (and hence
ℓ > 1), then the expression E eℓ(itX) in condition (I) of Theorem 2 would lose
meaning if E |X |ℓ =∞; cf. Remark 1.
Note also that, if condition (II) or, equivalently, (I) of Theorem 2 holds, then
EXr− <∞ for all r ∈ (0, p). Indeed, condition (II) of Theorem 2 implies
EXr− =
∫
∞
0
rxr−1 P(X− > x) dx = O
(∫
∞
0
rxr−1 (1 ∧ x−p) dx
)
<∞. (10)
On the other hand, it is easy to give examples where condition (II) of Theo-
rem 2 holds, while EXp− =∞, and so, Corollary 2 is not applicable; for instance,
take any r.v. X such that P(X− > x) = 1/(x
p lnx) for all large enough x > 0.
In view of Corollary 2 and Theorem 2, for the identity (4) to hold for a given
p ∈ (0,∞) \ N (with the integral understood in the Lebesgue sense) and a r.v.
X with EXp+ < ∞, it is sufficient that EX
p
− < ∞ and it is necessary that
EXr− <∞ for all r ∈ (0, p).
Yet, no “simple” necessary and sufficient condition for (4) to hold – in the
Lebesgue sense – for a given p ∈ (0,∞)\N appears to be known; it is apparently
an open question whether such a condition exists at all. However, one can see
that condition (II) of Theorem 2 is not sufficient (although, by Theorem 2, it
is necessary) for (4). Indeed, for any p ∈ (0,∞) \ N, there exists a r.v. X with
EXp+ <∞ such that the two equivalent conditions – (I) and (II) – of Theorem 2
hold, while the integral
∫∞
0
Re
E eℓ(itX)
(it)p+1 dt does not exist in the Lebesgue sense.
For instance, one can consider
Example 1. The idea is to take a r.v. X with a lacunary distribution and
then construct a matching lacunary set A ⊂ (0,∞) such that the integrand
Re
E eℓ(itX)
(it)p+1 is of constant sign and large enough in absolute value for t ∈ A.
Take indeed any p ∈ (0,∞) \N and let X be a discrete r.v. such that, for some
d ∈ (1,∞), one has P(X = −dn) = cndnp for all n ∈ N, where c is the constant
chosen so that
∑
n∈N P(X = −d
n) = 1. Then it is easy to check that condition
imsart ver. 2005/05/19 file: rev2a.tex date: October 20, 2018
Iosif Pinelis/Positive-part moments via the Fourier-Laplace transform 6
(II) (and hence condition (I)) of Theorem 2 holds. Moreover, X+ = 0 a.s., and
so, EXp+ < ∞. Further, one can show that there exist some d = d(p) > 1,
ε = ε(p) ∈ (0, 1− 1/d), and m = m(p) ∈ N such that (−1)mRe E eℓ(itX)(it)p+1 >
1
t ln εt
for all t ∈ A :=
⋃∞
n=1[
ε(1−ε)
dn ,
ε
dn ], whence (−1)
m
∫
ARe
E eℓ(itX)
(it)p+1 dt = ∞. For
details, see [27, Proposition 2.6 and its proof].
Theorem 2 and Example 1 are similar in spirit to a number of known if-
and-only-if conditions and counterexamples, respectively; those results in the
literature mainly concern such simpler relations as the ones of the tails/moments
of the distribution with the derivatives of the characteristic function at 0 (but
also with other linear functionals of the c.f.) – see e.g. [13, 30, 28, 6, 7]. Ibragimov
[15] provides necessary and sufficient conditions – both in terms of (truncated)
moments/tails and the c.f. – for rates O(n−p) in the central limit theorem to
hold; cf. Example 4 in the next section.
3. Applications
Here let us give examples of known or potential applications of identities pre-
sented in Section 2.
Example 2. Let X1, . . . , Xn be independent r.v.’s such that Xi 6 y for some
real y > 0 and EXi 6 0, for all i. Let S := X1 + · · · + Xn and assume that∑
i EX
2
i 6 σ
2 for some real σ > 0. Also, let ε := 1σ2y
∑
i E(Xi)
3
+, so that
0 < ε < 1. In the paper [26], mentioned in the Introduction, an optimal in a
certain sense upper bound on the tail P(S > x) was obtained, of the form
Pin(x) :=
E
3(η − tx)
2
+
E
2(η − tx)3+
,
where x ∈ R; η := Γ(1−ε)σ2 + yΠ˜εσ2/y2 ; Γ(1−ε)σ2 and Π˜εσ2/y2 are any indepen-
dent r.v.’s whose distributions are, respectively, the centered Gaussian one with
variance (1− ε)σ2 and the centered Poisson one with variance εσ2/y2; tx ∈ R is
the only real root of the equationm(tx) = x; andm(t) := t+E(η−t)
3
+/E(η−t)
2
+.
Thus, to compute the bound Pin(x), one needs a fast calculation of the positive-
part moments of the r.v. X := η− t. While the direct approaches mentioned in
the Introduction do not work here, the formulas of Theorem 1 and Corollary 2
prove very effective, since the Fourier-Laplace transform of the r.v. η− t is given
by a simple expression:
E ez(η−t) = exp
{
− zt+ λ
2
2 (1− ε)σ
2 + e
zy−1−zy
y2 εσ
2
}
∀z ∈ C. (11)
It takes under 0.5 sec in Mathematica on a standard Core 2 Duo laptop to
produce an entire graph of the bound Pin(x) for a range of values of x using
either (2) or (4).
Example 3. As pointed out by a referee, positive-part moments naturally arise
in mathematical finance. For example, (S − K)+ is the value of a call option
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with the strike price K when the stock price is S. Exact bounds on E(S −K)+
under various conditions were recently given in [10].
Example 4. Just as it was done in [8] for absolute moments, the identities
given in Corollary 3 could be used to prove the convergence of the positive-part
moments in the central limit theorem, or even to obtain bounds on the rate of
such convergence. However, we shall not be pursuing this matter here, since the
main motivation for the present paper was the need for an effective computation
of the bound Pin(x), as described in Example 2.
4. Proofs
For any two expressions a and b, let us write: a <⌢ b or, equivalently, b >⌢ a if
|a| 6 Cb for some positive constant C depending only on p; a ≍ b if ab > 0,
a <⌢ b, and b <⌢ a.
Let us also write a << b (to be read “a is much less than b”) or, equivalently,
b >> a (“b is much greater than a”) if b > 0 and |a| = o(b). Accordingly,
if A is an assertion and a > 0, then “A holds if a << b” will mean “for all
p ∈ (0,∞) \ N there exists some constant K = K(p) > 0 such that A holds
whenever |a| < b/K”, that is, A will hold “eventually”. Similarly, “if a << b
and A holds, then a1 << b1” will mean “for all p ∈ (0,∞) \ N and all K1 > 0
there exists K = K(p,K1) > 0 such that one has the implication ‘if |a| < b/K
and A holds, then |a1| < b1/K1’ ”.
Also, let us write a ∼ b if a/b→ 1.
Proof of Theorem 1. Note that (2) immediately follows from (1), since the in-
tegrand in (2) is even in t ∈ R. Note also that
∫
Cs
zj
zp+1 dz = 0 for all j = 0, . . . , ℓ
and s 6= 0, where Cs := {z ∈ C : Re z = s}. So, it is enough to prove (1) with
j = −1. The key observation here is the following: for any x ∈ R and any
complex number z = s+ it with s := Re z > 0,
∫ ∞
−∞
ezu (x−u)p+ du =
∫ x
−∞
ezu (x−u)p du = ezx
∫ ∞
0
vpe−zv dv =
Γ(p+ 1)
zp+1
ezx;
this is obvious for real z > 0, and then one can use analytic continuation. Thus,
for each s ∈ (0,∞) the Fourier transform R ∋ t 7−→
∫∞
−∞
eitu esu (x − u)p+ du
of the integrable function R ∋ u 7−→ esu (x − u)p+ is the function R ∋ t 7−→
Γ(p+ 1) e
(s+it)x
(s+it)p+1 , which is integrable as well. So, by the inverse Fourier trans-
form, one obtains (1) (with j = −1) with the real constant x in place of the r.v.
X . (Equivalently, one can use here the Laplace inversion.) Now (1) follows by the
Fubini theorem, since E
∣∣ e(s+it)X
(s+it)p+1
∣∣ = E esX
(s2+t2)(p+1)/2
for all s > 0 and t ∈ R.
Proof of Corollary 1. Here, just as in the proof of Theorem 1, without loss
of generality (w.l.o.g.) j = −1. Consider first the case when s2 > 0. W.l.o.g.,
s1 < 0. By the convexity of E e
sX in s, one has
∣∣E e(s+it)X
(s+it)p+1
∣∣ 6 E es1X∨E es2X|t|p+1
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for all s ∈ [s1, s2] and all t 6= 0, so that
∫ s2
s1
∣∣E ej
(
(s+it)X
)
(s+it)p+1
∣∣ds → 0 as |t| →
∞. Hence, by the Cauchy integral theorem and the continuity of the integral
I(s) :=
∫∞
−∞
E e(s+it)X
(s+it)p+1 dt in s ∈ [s1, s2], the difference between the value of I(s)
for s ∈ (0, s2] and that of I(s) for s ∈ [s1, 0) is
1
i
∫
Cε
E ezX
zp+1 dz, where Cε is the
circle in C of radius ε centered at 0 and traced out counterclockwise, provided
that ε ∈ (0, s1 ∧ s2). So, (3) (in the case when s2 > 0 and with j = −1) follows
from (1) by taking ε ↓ 0, since ezX = e
(zX)
p + O(|zX |p+1eε|X|) over z ∈ Cε;
recall that here it is assumed that p ∈ N.
Assume now that s2 = 0 (and, again, j = −1). Then, by what has just been
proved, one has (3) for any s ∈ [s1, 0) with X ∧ N in place of X , where N is
any real number. By the dominated convergence theorem and in view of the
condition E |X |p < ∞, one has E(X ∧ N)p+ → EX
p
+ and E(X ∧ N)
p → EXp
as N → ∞. To complete the proof of Corollary 1, it remains to use again the
dominated convergence theorem, in view of the inequalities
∣∣E e(s+it)(X∧N)
(s+it)p+1
∣∣ 6
E es(X∧N)
(s2+t2)(p+1)/2
and es(X∧N) 6 1 + es1X for all N > 0, s ∈ [s1, 0), and t ∈ R.
Proof of Corollary 2. Let us first prove identity (4) in the case when the r.v.
X takes on only one value, say x ∈ R. For any ε > 0, consider the integration
contour C := {it : t 6 −ε} ∪ C+ε ∪ {it : t > ε}, where C
+
ε := {z ∈ C : |z| =
ε, Re z > 0}. Then, by (1) (with j = −1) and the Cauchy integral theorem,
2πi
Γ(p+ 1)
xp+ =
∫
C
ezx
zp+1
dz =
∫
C
eℓ(zx)
zp+1
dz, (12)
because
∫
C
zj
zp+1 dz = 0 for all j = 0, . . . , ℓ. Next, eℓ(zx) =
zℓ+1
(ℓ+1)!x
ℓ+1+O(|z|ℓ+2)
as z → 0, and so,
∫
C+ε
eℓ(zx)
zp+1
dz =
xℓ+1
(ℓ+ 1)!
∫
C+ε
dz
zp−ℓ
+O(εℓ−p+2)
= iπ
xℓ+1
(ℓ + 1)!
I{p ∈ N}+O
(
εℓ−p+1( I{p /∈ N}+ ε)
)
= iπ
xℓ+1
(ℓ + 1)!
I{p ∈ N}+ o(1) = iπ
xk
Γ(p+ 1)
I{p ∈ N}+ o(1)
as ε ↓ 0. This and (12) imply
xp+ =
xk
2
I{p ∈ N}+
Γ(p+ 1)
π
∫ ∞
0+
Re
eℓ(itx)
(it)p+1
dt, (13)
since the latter integrand is even in t ∈ R.
Next, observe that
|eℓ(iu)| <⌢ |u|
ℓ ∧ |u|ℓ+1 (14)
over all u ∈ R, and so, for all x ∈ R∫ ∞
0
∣∣∣ eℓ(itx)
(it)p+1
∣∣∣dt = cℓ|x|p, (15)
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where cℓ :=
∫∞
0 |
eℓ(iu)
(iu)p+1 |du < ∞ for p ∈ (0,∞) \ N. Therefore, (4) follows from
(13) by the Fubini theorem – provided that p ∈ (0,∞) \ N.
The case p ∈ N is treated quite similarly. Namely, if p = 2m for some m ∈ N,
then Re eℓ(itx)(it)p+1 =
s2m−1(tx)
t2m+1 for all x ∈ R and t > 0, and so, (5) follows by the
Fubini theorem from (13), the estimate |s2m−1(u)| <⌢ |u|
2m−1 ∧ |u|2m+1 for all
u ∈ R, and the condition EX2m < ∞. If p = 2m− 1 for some m ∈ N, then (6)
similarly follows using the estimate |c2m−2(u)| <⌢ |u|
2m−2 ∧ |u|2m for all u ∈ R
and the condition E |X |2m−1 <∞.
Proof of Corollary 3. This immediately follows from Corollary 2, applied the
r.v. Y , as well as to X . (Note that k = p and ℓ = p − 1 if p ∈ N, and k = ℓ if
p /∈ N.)
Proof of Theorem 2. Step 0. Take indeed any p ∈ (0,∞) \ N and any r.v. X
with EXp+ < ∞. Recalling (10), note that either one of the conditions (I) and
(II) implies
E |X |ℓ <∞. (16)
Step 1. For v > 0, let
I(v) := Ip(v) :=
∫ ∞
v
Re
eℓ(−iu)
(iu)p+1
du. (17)
This definition is correct, since the integral exists in the Lebesgue sense, in view
of estimate (14). Note that
Ip(0) = 0; (18)
this is a special case of (4), with X = −1 almost surely (a.s.). In turn, (18)
implies
Ip(v) = −
∫ v
0
Re
eℓ(−iu)
(iu)p+1
du. (19)
Step 2. At this step, let us prove that if p ∈ (0, 1) and v ∈ (0,∞), then
Ip(v) > 0. (20)
Take indeed any p ∈ (0, 1). Then ℓ = 0, and (17) and (19) can be rewritten as
I(v) =
∫ ∞
v
sin πp2 − sin(
πp
2 + u)
up+1
du (21)
=
∫ v
0
sin(πp2 + u)− sin
πp
2
up+1
du (22)
for all v > 0. Observe next that vp+1I ′(v) = sin(πp2 + v) − sin
πp
2 for all v >
0, whence the only local minima of I in (0,∞) are at the points 2π, 4π, . . . .
Therefore, and because of (18) and the obvious equality I(∞−) = 0, to prove
(20) it suffices to show that I(2jπ) > 0 for all j ∈ N.
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Using (21) and (twice) applying the Fubini theorem, for all j ∈ N and q ∈ N
such that j < q one has
I(2jπ)− I(2qπ) =
∫ 2qπ
2jπ
sin(πp2 + 2jπ)− sin(
πp
2 + u)
up+1
du
= −
∫ 2qπ
2jπ
du
up+1
∫ u
2jπ
dt cos
(πp
2
+ t
)
= −
∫ 2qπ
2jπ
dt cos
(πp
2
+ t
)∫ 2qπ
t
du
up+1
= −
1
p
∫ 2qπ
2jπ
dt cos
(πp
2
+ t
)( 1
tp
−
1
(2qπ)p
)
= −
1
p
∫ 2qπ
2jπ
dt cos
(πp
2
+ t
) 1
tp
= −
1
pΓ(p)
∫ 2qπ
2jπ
dt cos
(πp
2
+ t
) ∫ ∞
0
up−1e−tu du
= −
1
Γ(p+ 1)
∫ ∞
0
up−1 du
∫ 2qπ
2jπ
dt cos
(πp
2
+ t
)
e−tu
=
1
Γ(p+ 1)
∫ ∞
0
up−1
sin πp2 − u cos
πp
2
1 + u2
(e−2jπu − e−2qπu) du;
letting now q →∞ and using again the equality I(∞−) = 0, by the dominated
convergence and a comparison of the integrands one obtains
I(2jπ) =
1
Γ(p+ 1)
∫ ∞
0
up−1
sin πp2 − u cos
πp
2
1 + u2
e−2jπu du
>
1
Γ(p+ 1)
∫ ∞
0
up−1
sin πp2 − u cos
πp
2
1 + tan2 πp2
e−2jπu du
=
(2jπ tan πp2 − p) cos
3 πp
2
(2jπ)p+1p
>
(jπ2 − 1) cos3 πp2
(2jπ)p+1
> 0, (23)
which completes the proof of (20).
Step 3. Still assuming that p ∈ (0, 1), it follows from (23) that I(2jπ) >
(jπ2−1) cos3 πp2
(2jπ)p+1
>⌢ j
−p over all j ∈ N. Next, for every j ∈ N, the only local minima
of I on the interval [2jπ, (2j+2)π] are the endpoints; so, I(v) > I(2jπ)∧I
(
(2j+
2)π
)
>⌢ j
−p >⌢ v
−p over all v ∈ [2jπ, (2j+2)π] and all j ∈ N. That is, I(v) >⌢ v
−p
over all v ∈ [2π,∞). On the other hand, by (21), |I(v)| 6
∫∞
v
2
up+1 du
<⌢ v
−p
over all v ∈ (0,∞). Thus, I(v) ≍ v−p over all v ∈ [2π,∞).
Yet on the other hand, by (22), I(v) ≍
∫ v
0
u
up+1 du ≍ v
1−p over all v in a right
neighborhood of 0.
Also, Ip is obviously continuous on (0,∞). So, in view of (20), for each p ∈
(0, 1),
Ip(v) ≍ v
−p(v ∧ 1) over all v > 0. (24)
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Step 4. Here, let us show, by induction on ℓ, that for each p ∈ (0,∞) \ N
(−1)ℓJp(x, v) ≍ v
−p
(
(vx)ℓ+1 ∧ (vx)ℓ
)
(25)
over all v > 0 and x > 0, where
Jp(x, v) :=
∫ ∞
v
Re
eℓ(−itx)
(it)p+1
dt = xp Ip(vx) (26)
for all v > 0 and x > 0. For ℓ = 0 (that is, for p ∈ (0, 1)), (25) is equivalent to
(24). Assume now that ℓ > 1 and (25) holds for ℓ− 1 and p− 1 instead of ℓ and
p, respectively. Then, by (15) and Fubini’s theorem, for all v > 0 and x > 0
(−1)ℓJp(x, v) = (−1)
ℓ−1
∫ x
0
Jp−1(u, v) du
≍
∫ x
0
v−(p−1)
(
(vu)ℓ ∧ (vu)ℓ−1
)
du = v−pJ˜ℓ(vx),
(27)
where J˜ℓ(t) :=
∫ t
0 (z
ℓ ∧ zℓ−1) dz for t > 0, so that J˜ℓ(t) ≍ t
ℓ+1 over all t in a
right neighborhood of 0, J˜ℓ(t) ≍ t
ℓ over all t in a left neighborhood of ∞, and
J˜ℓ > 0 on (0,∞). Therefore, J˜ℓ(t) ≍ t
ℓ+1 ∧ tℓ over all t > 0. This and (27) yield
(25).
Step 5. In view of (26) and since eℓ(itx) = eℓ(itx+) + eℓ(−itx−) for all real
t and x, one has∫ ∞
v
Re
E eℓ(itX)
(it)p+1
dt =
∫ ∞
v
Re
E eℓ(itX+)
(it)p+1
dt+ EJp(X−, v) (28)
for all v > 0 by Fubini’s theorem, which is applicable because of (14) and
(16). By (4) with X+ in place of X , the integral on the right-hand side of (28)
converges to πΓ(p+1) EX
p
+ as v ↓ 0.
So, condition (I) of Theorem 2 is equivalent to EJp(X−, v) → 0 as v ↓ 0,
which in turn is equivalent, by (25), to v−p E
(
(vX−)
ℓ+1 ∧ (vX−)
ℓ
)
→ 0 as v ↓ 0
and then to
xp−ℓ−1 EXℓ+1− I{X− 6 x}+ x
p−ℓ
EXℓ− I{X− > x} −→x→∞
0. (29)
Step 6. Here we complete the proof of Theorem 2 by showing that its con-
dition (II) is equivalent to (29). (Cf. [28, Lemma 1] and [16, Lemma 11.2.1].)
Indeed, P(X− > x) 6 x
−ℓ
EXℓ− I{X− > x} for all x > 0, and so, (29) does
imply condition (II).
Vice versa, suppose now that condition (II) holds. Then for any ε ∈ (0, 1 −
p
ℓ+1 ) and all real x > 1
EXℓ+1− I{X− 6 x} = E
∫ ∞
0
(ℓ+ 1)yℓ I{y < X−} dy I{X− 6 x}
6
∫ x
0
(ℓ + 1)yℓ P(X− > y) dy
6
∫ xε
0
(ℓ + 1)yℓ dy + o
( ∫ x
xε
(ℓ+ 1)yℓ
1
yp
dy
)
= o(xℓ+1−p)
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as x→∞. Also, for all x > 0
EXℓ− I{X− > x} = E
∫ ∞
0
ℓyℓ−1 I{y < X−} dy I{X− > x}
=
∫ ∞
0
ℓyℓ−1 P(X− > x ∨ y) dy
=
∫ x
0
ℓyℓ−1 dy P(X− > x) +
∫ ∞
x
ℓyℓ−1 P(X− > y) dy
= o
( ∫ x
0
ℓyℓ−1 dy
1
xp
+
∫ ∞
x
ℓyℓ−1
1
yp
dy
)
= o(xℓ−p)
as x → ∞. So, condition (II) implies (29). This completes Step 6 and thus the
entire proof of Theorem 2.
References
[1] Bentkus, V. (2002) A remark on the inequalities of Bernstein, Prokhorov,
Bennett, Hoeffding, and Talagrand. Lithuanian Math. J. 42, 262–269.
MR1947624
[2] Bentkus, V. (2003) An inequality for tail probabilities of martingales
with differences bounded from one side. J. Theoret. Probab. 16, 161–173.
MR1956826
[3] Bentkus, V. (2004) On Hoeffding’s inequalities. Ann. Probab. 32, 1650–
1673. MR2060313
[4] Bentkus, V.; Kalosha, N.; van Zuijlen, M. C. A. (2006) On domina-
tion of tail probabilities of (super)martingales: explicit bounds. Lith. Math.
J. 46, 1–43. MR2251440
[5] Bentkus, V. (2008) An extension of the Hoeffding inequality to unbounded
random variables. Lith. Math. J. 48,137–157. MR2425108
[6] Boas, Jr., R. P. (1967) Lipschitz behavior and integrability of character-
istic functions. Ann. Math. Statist. 38, 32–36. MR0207006
[7] Boas, Jr., R. P. (1968/1969) Laplace transforms, characteristic functions,
and Lipschitz conditions. Publ. Ramanujan Inst. No. 1, 71–74. MR0279534
[8] Brown, B. M. (1970) Characteristic functions, moments, and the central
limit theorem. Ann. Math. Statist. 41, 658–664. MR0261672
[9] Brown, B. M. (1972) Formulae for absolute moments. J. Austral. Math.
Soc. 13, 104–106. MR0297015
[10] de la Pen˜a, V. H. and Ibragimov, R. and Jordan, S. (2004) Option
bounds. J. Appl. Probab. 41A, 145–156. MR2057571
[11] Eaton, M. L. (1970). A note on symmetric Bernoulli random variables.
Ann. Math. Statist. 41, 1223–1226. MR268930
[12] Eaton, M. L. (1974). A probability inequality for linear combinations of
bounded random variables. Ann. Statist. 2, 609–614.
[13] Fortet, R. (1944). Calcul des moments d’une fonction de re´partition a`
partir de sa caracte´ristique. Bull. Sci. Math. (2) 68, 117–131. MR0012706
imsart ver. 2005/05/19 file: rev2a.tex date: October 20, 2018
Iosif Pinelis/Positive-part moments via the Fourier-Laplace transform 13
[14] Hsu, P. L. (1951). Absolute moments and characteristic functions. J.
Chinese Math. Soc. (N.S.) 1, 257–280. MR0072373
[15] Ibragimov, I. A. (1966). On the accuracy of approximation by the nor-
mal distribution of distribution functions of sums of independent random
variables. Theor. Probability Appl. 11, 632–655. MR0212853
[16] Kawata, T. (1972). Fourier analysis in probability theory. Academic
Press, New York-London. MR0464353
[17] Lukacs, E. (1970). Characteristic functions. Second edition. Hafner Pub-
lishing Co., New York. MR0346874
[18] Petrov, V. V. (1995). Limit theorems of probability theory. Oxford
University Press, New York. MR1353441
[19] Pinelis, I. (1994). Extremal probabilistic problems and Hotelling’s T 2 test
under a symmetry condition. Ann. Statist. 22, 1, 357–368. MR1272088
[20] Pinelis, I. (1998). Optimal tail comparison based on comparison of mo-
ments. High dimensional probability (Oberwolfach, 1996), 297–314, Progr.
Probab., 43, Birkha¨user, Basel. MR1652335
[21] Pinelis, I. (1999). Fractional sums and integrals of r-concave tails and
applications to comparison probability inequalities Advances in stochastic in-
equalities (Atlanta, GA, 1997), 149–168, Contemp. Math., 234, Amer. Math.
Soc., Providence, RI. MR1694770
[22] Pinelis, I. (2002). L’Hospital type rules for monotonicity: applications to
probability inequalities for sums of bounded random variables. J. Inequal.
Pure Appl. Math. 3, no. 1, Article 7, 9 pp. (electronic). MR1888922
[23] Pinelis, I., Binomial upper bounds on generalized moments and tail prob-
abilities of (super)martingales with differences bounded from above, in IMS
Lecture Notes-Monograph Series, High Dimensional Probability, Institute
of Mathematical Statistics, 51, (2006). DOI: 10.1214/074921706000000743.
http://arxiv.org/abs/math.PR/0512301. MR2387759
[24] Pinelis, I., Normal domination of (super)martingales,
Electronic J. Probab., 11, (2006), Paper 39, 1049-1070.
http://www.math.washington.edu/~ejpecp/viewarticle.php?id=1648&layout=abstract.
MR2268536
[25] Pinelis, I., (2007). Exact inequalities for sums of asymmetric random
variables, with applications, Probab. Theory Related Fields, 139 605–635.
MR2268536
[26] Pinelis, I., (2009). On the Bennett-Hoeffding inequality, preprint,
arXiv:0902.4058.
[27] Pinelis, I., (2009). Positive-part moments via the Fourier-Laplace trans-
form, preprint – the first, original version of this paper – arXiv:0902.4214v1.
[28] Pitman, E. J. G. (1956). On the derivatives of a characteristic function
at the origin. Ann. Math. Statist. 27, 1156–1160. MR0084947
[29] von Bahr, B. (1965). On the convergence of moments in the central limit
theorem. Ann. Math. Statist. 36, 808–818. MR0179827
[30] Zygmund, A. (1947). A remark on characteristic functions. Ann. Math.
Statist. 18, 272–276. MR0021613
imsart ver. 2005/05/19 file: rev2a.tex date: October 20, 2018
