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A nonlinear system with S-shape steady state characteristic is referred to as a 
system with Arrhenius dynamics. The negative slope part of the S-shape curve 
represents a set of unstable steady states. Using two examples of Arrhenius systems 
(catalytic reactor and continuous stirred tank reactor), it is shown that introduction 
of sufficiently fast oscillations in the parameters of the system generates a new 
Arrhenius system, the steady state characteristic of which has a smaller negative 
slope part. Results of analytical investigation as well as numerical simulation are 
presented. It is shown that vibrational stabilization of Arrhenius systems gives an 
increase in productivity of the plants. 
I. INTRODUCTION 
DEFINITION 0. A system with n states x = [xi ,..., x,]’ is referred to as a 
system with Arrhenius dynamics (or just an Arrhenius system) if its behavior 
is characterized by at least two positive parameters A and B, in such a 
manner that the norm Ilx,(A,B)ll f o a steady state solution 1= 0 has the 
form shown in Fig. 1. 
A simple example of a system with Arrhenius dynamics can be given as 
i=-x+A(l -x)eBX, o<x< 1. (1) 
Obviously, the steady state characteristic is defined here by 
A = (x,/( 1 - x,)) e -**,, o<x,< 1, 
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FIGURE I 
which for small B’s has a form similar to curve 1 in Fig. 1, and for large B’s 
similar to curve 2. 
A large number of equations of different mathematical nature can be 
recognized as systems with Arrhenius dynamics. These could be ordinary 
and partial differential equations or other types of dynamic operators. 
Arrhenius dynamics appears naturally in the systems where the 
nonlinearities are of the form 
e-bx’(61(Xj)lg*(Xi)). (2) 
Here xi and xj are components of the state vector x (possibly i =j), q+,(x), 
s = 1, 2, are polynomials in x, and b is a constant. 
Obviously, due to Definition 0 and (2), systems with Arrhenius dynamics 
can be recognized as a specific subclass of nonlinear systems [ 11. 
Arrhenius systems are characterized by rich dynamics. Indeed, if B > B”, 
the system has multiple (stable and/or unstable) steady states; hysteresis 
behavior is observed if parameter A is slowly varied; limit cycles are known 
to exist in the vicinity of some steady states. Therefore, Arrhenius systems 
are of a considerable system-theoretic interest. 
On the other hand, these systems are important from the practical stand 
point as well. Indeed, every chemical or biochemical process described by 
the Arrhenius law is, due to (2), a system with Arrhenius dynamics. 
Therefore, the majority of chemical reactors are Arrhenius systems. Here 
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]]xJA, B)]] has an interpretation as the productivity of the reactor in a steady 
state x,(4, B), and maximization of this productivity in a stable steady state 
is an important practical goal. Since in most instances B happens to be 
larger than B* and since the upper branch of curve 2 (Fig. 1) is not accep- 
table because of technological reasons, parameter A (which is usually iden- 
tified with the inverse of the input flow rate or the external temperature) is 
chosen in such a manner that the operating point ]lxt ]( is close to m, (with a 
runaway margin R, (see Fig. 1). Because of that, fluctuations in the input 
flow rate or external temperature could remove the system in the instability 
area and cause a runaway. To prevent this, and to keep the system in the 
desirable XT, in many cases a feedback cooling system is utilized. The 
dynamics of this feedback, however, is slower than that of possible 
runaways. That is why unstable behavior could be observed even if the 
feedback control is present, and that is why new control techniques for 
chemical reactors are desirable. 
In the present paper, vibrational control approach [2,3] is applied to the 
problem of stabilization of systems with Arrhenius dynamics. It is said ]3] 
that an equilibrium position x, is vibrationally stabilizable if the introduction 
of zero mean periodic oscillations in the parameters of the system causes a 
bifurcation of x, into an asymptotically stable limit cycle x”(t) having an 
average value close to x,. In the case of Arrhenius systems, A and B are the 
parameters where zero mean oscillations are introduced. The theoretical aim 
of this paper is to give conditions under which an unstable steady state of an 
Arrhenius system can be vibrationally stabilized. The practical goals of this 
paper are: (1) to show that some of the unstable steady states, where the 
productivity is large, are vibrationally stabilizable; (2) to give recommen- 
dations on the choice of amplitudes and frequencies of the vibrations which 
ensure the desired properties of a vibrationally stabilized system. 
All the material of this paper is based on two examples of systems with 
Arrhenius dynamics, one being a catalytic reactor, which is considered in 
Sections III and IV, and the second-a continuous stirred tank reactor 
discussed in Sections V and VI. 
Remark 1. Dynamics of chemical reactors with Arrhenius kinetics was 
a subject of analysis of numerous publications, starting from the classical 
papers [4,5] followed by 16-91. We base our development on the models 
derived in papers [ 10, 1 l] (catalytic reactor) and extremely complete and 
detailed papers [ 12, 13 J (continuous stirred tank reactor). 
Remark 2. There exists also vast literature on oscillations as a tool of 
control of chemical reactors (see a review [ 141). Conditionally, this literature 
can be devided into three groups: (a) periodic optimization; (‘J) push-pull 
control; and (y) asynchronous quenching. 
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In group (a), a use is made of the fact that in a nonlinear system with a 
nonconvex admissible velocity set, introduction of proper oscillations 
generates a new effective velocity set which is a convex hull of the original 
one. Therefore, the optimized function could assume better values being 
defined on the enlarged velocity set. In other words, in the works of group 
(a), a usual statement of optimal control problem is complemented by a con- 
dition 
x(0) = x(T). 
where T is an unknown period, and the problem is to find 
max L [7-f0(~, U) dt. 
UEU;T T .. 
This approach was discussed, for instance, in [ 15-191. The main difference 
between periodic optimization and vibrational control is that the former one 
is a feedback control whereas the latter one is not. Note that in chemical 
reactors some of the states, required for feedback, are hardly measurable (for 
example, the rate of conversion). The other difference is that periodic 
optimization is a substantially nonlinear phenomenon whereas vibrational 
control is not (see, for example, [ 21). 
In group (p) (see (20, 211) it was assumed that a state, which is to be 
stabilized. is located between two unstable steady states. In this case a 
feedback procedure can be specified under which the operating point is being 
push-pulled from one unstable steady state to another. As a result, a system 
is oscillating around the desired state. The difference between group (/3) and 
vibrational control is the same as between group (a) and vibrational control. 
Group (y) (see [22-251) is the closest to vibrational control. In [ 22-24 / 
time-dependent vibrations were introduced in the parameters of the system in 
order to modify the dynamics. The conditions, however, under which 
vibrational stabilization can be achieved as well as the properties of 
necessary vibrations were not derived. In 1251, a problem of inhibiting 
runaway in a catalytic reactor was considered under the assumption that 
introduced oscillations are of small amplitudes and sufficiently high 
frequencies. The results of the present paper pertaining to this specific 
situation are given in Section IV. 
II. NOTATIONS AND DEFINITION 
Assume that vibrations of the form 
A,=A,+Df(ot) (3) 
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are introduced in parameter A of an Arrhenius system. Here A, and D are 
positive constants and f(wt) is a periodic zero mean scalar function with 
frequency 0. 
It is evident that if o is small enough, stabilization of an unstable steady 
state cannot be achieved since in the limit w -+ 0 the system just stays in a 
(possibly, unstable) steady state x, defined by A, + const (see Section IV). 
Therefore, it is equally evident that to achieve the desired effect, it is 
necessary to assume that 
w b l/T,, (4) 
where T, is the rise time of the system. The rise time is defined as the time 
necessary to reach a sufficiently small neighborhood of the equilibrium 
position, starting from an initial deviation of order 1. 
Introducing the relative time 
7 = t/T,, 
from (3) we find that 
A, =A, + W'(~/E), 
where, as it follows from (4) 
E = l/T,o -=s 1. 
Because of formal reasons, we assume that 
(5) 
D = a/E, O<a<l. (6) 
This does not necessarily imply that the amplitude of oscillations is large, 
since a can be sufficiently small. Equation (6), however, also describes large 
amplitudes, for instance, the case where (a/E)f(t/e) is a sequence of large 
impulses added to a constant part of the form A, - (l/7’) jt d(t - kT) dt, 
k = 0, l,...; here 6(a) is a d-function and T is a period of f(t/c) (see 
Section VII where it is indicated that a-function is the most efficient shape of 
vibrations). 
Thus, the oscillating parameter in an Arrhenius system we represent in the 
form 
where t is time normalized to T,. 
DEFINITION 1. A steady state x, of an Arrhenius system is said to be 
vibrationally stabilizable if for every 6 there exists 0 < E, e 1 such that the 
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Arrhenius system with vibrations of the form (5). (7) and 0 < c < E, has an 
asymptotically stable periodic solution xS(t/s), -co < t < co, characterized 
by 
where U(r) is the averaged value of u(r). 
In the following sections, suffkient conditions of vibrational stabilizability 
for two examples of Arrhenius systems are given. It is shown that the 
behavior of an Arrhenius system with vibrations (5), (7) is, in a sense. 
equivalent to the behavior of a new Arrhenius system (with constant A), the 
steady state characteristic of which, (/ y,(A, B)(j, has a smaller instability 
area. The mentioned (Definition 1) periodic solution xs(t/c) is centered 
around the corresponding steady state y, of the new Arrhenius system, and 
the asymptotic stability of xS(t/s) follows from the asymptotic stability of j-s ~ 
III. VIBRATIONAL CONTROL OF CATALYTIC REACTOR:THEORY 
In 110, 11, 251, a set of nonlinear partial differential equations, which 
describe heat and mass transfer in a spherically shaped catalytic pellet, was 
reduced to a dimensionless first-order ordinary differential equation which 
we represent in the form 
dx/dt = A - g(x, B), B>B*. o<x< 1, (8) 
where x is the dimensionless temperature in the reactor, t is time expressed in 
units of T,, A is the dimensionless external temperature, B is a parameter 
defined by the reacting substances, and g(x, B), B > R*, is of the form 
shown in Fig. 2. 
Since in this application, parameter B remains constant and is not being 
vibrated, we omit B, denoting g(x, B) = g(x). 
Obviously, (8) is a system with Arrhenius dynamics since x,(A) has a 
form as in Fig. 1. 
Stability analysis in the first-order system (8) is trivial: the steady states 
on the negative slope part of the curve in Fig. 3 are unstable (including 
points K, and I?,,), whereas all other points x, are asymptotically stable. 
Consequently, x, E [m,, m,] are not accessible in a steady state operation. 
Since the productivity of the reactor is a monotonically increasing function 
of x and since the upper branch of g(x) is not acceptable due to 
technological reasons, stabilization of x, E [m, , m,] is an important practical 
problem. To address this problem we assume, following (251, that parameter 
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A is oscillating according to the law given in (7). As a result, the following 
periodic equation is obtained: 
“f = [A + (d&)fW&)l -g(x)* (9) 
THEOREM 1. Assume that g(x) is an analytic function on x E 10, 1). In 
this case x, is vibrationally stabilizable if there exists A such that the 
equation 
j = A - [g(y) + y*(d*g/dy*)], (10) 
Y2 = (~*/ww~)1*~ (11) 
(12) 
has a steady state yS =x, which is asymptotically stable. 
Remark 3. Equation (10) is a new system with Arrhenius dynamics. the 
steady state characteristic of which is defined by 
g,(x) = g(x) + y*(d*g/d-x2). (13) 
Since d’g/dx* is negative in the vicinity of the maximum of g(x) and positive 
in the vicinity of the minimum of g(x), the relative positions of g(x) and 
g,(x) are as it is shown in Fig. 4. 
Therefore, introduction of fast oscillations results in modified steady state 
A 
FIGURE 4 
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characteristic gi(x), the lower branch of which yields larger x, (productivity) 
then the lower branch of g(x). 
Remark 4. If a specific analytic form of g(x) is assumed, gi(x) can be 
analyzed in more detail. Figure 5 shows g(x) and gi(x, r’) for 
g(x) = (x/( 1 -x)) e-5.5X. 
Note that the area of instability (negative slope part of the curves) is 
decreasing as y2 is increasing. 
Remark 5. Assume that system (8) has A = A, which results in an 
unstable steady state xg. As it follows from Fig. 5, with y2 = 0.044, x$ is 
asymptotically stable, and therefore system (9) will oscillate around x,* in an 
asymptotically stable manner, if A = A, < A,. This means that in order to 
keep the system in xf, A should be decreased to the value of A i along with 
the introduction of vibrations. Otherwise, the introduction of vibrations will 
cause the system to jump onto the upper branch of g,(x). 
Proof of Theorem 1. Introducing r = t/e and a substitution 
x(r) = z(r) + ad(r), (14) 
where 4(r) is defined by (12), we rewrite (9) as 
dz/dz = &[A - g(z + a+(t))]. (15) 
AK A 
FIGURE 5 
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This is an equation in so-called standard form. Since g(x) is analytic, the 
averaging principle [26] is applicable to (15). Application of this principle 
yields (with accuracy to O(a”)) 
dY/dT = &[A - MY) + ?J*(~*d&*))L (16) 
where y* is defined in (11). 
If the equilibrium position y, of Eq. (16) is asymptotically stable, the 
second theorem of the averaging principle [26, p. 4971 guarantees that for 
every 6 > 0 there exists e0 such that Eq. (15) with 0 < E ( E, has an 
asymptotically stable periodic solution z’(r), -co < r ( co, characterized by 
Iz”(r> -Y,l < 4 -co<T<CO. (17) 
If there exists A such that (16) has an asymptotically stable equilibrium 
position y, = x,, from (14) and (17) it follows that 
Ix”(r)-y,I=IxS(r)-x,l=I~(r)-y,l <6, -a3<r<co. 
This, according to Definition 1, means that equilibrium position x, is 
vibrationally stabilizable. The theorem is proven. 
IV. VIBRATIONAL CONTROL OF CATALYTIC REACTOR: 
NUMERICAL SIMULATIONS 
Numerical simulations were carried out for a model of the form 
dx/dt=A,-(x/(1 -x))eeBX. (18) 
The reactor with introduced vibrations was described as 
dx,/dt = A,,( 1 + C sin wt) - (x1/( 1 - x,)) edBxl. (19) 
Note that in (19) vibrations are introduced in a form showing the relative 
amplitude C. 
The averaged equation (10) in this case is of the form 
& x=Ao-e-By Y+y* 2 
2B B’Y 
1-Y (1 -y)” - (1 -y)’ + l-y I! ’ 
(20) 
where 
y2 = A;C2/4w2. (211 
In the course of simulations, the properties of (18~(20) were 
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comparatively analyzed. Solutions of (18)-(20) were obtained for various 
values of parameters A,, B, C, and w under different initial conditions using 
Gear’s algorithm. The results are described below. 
Estimation of E,,. 
In Section II, a small parameter was introduced as 
E = l/T,o. 
For vibrations of (19) 
E = T,,/2nT,, (22) 
where TO is the period of sin wt. 
Figures 6a-d represent the steady state characteristics x,(A) and y,(A) of 
Eqs. (18) and (20) (denoted as 1 and 2, respectively) and the solutions x(t), 
x,(t), and y(t), of (18)-(20) (denoted as 3, 4, and 5, respectively. The same 
notations are used in Figs. 7-9. T in Figs. 6-9 denotes the simulation time) 
for various T,,, C, and A. The value of E in the experiment presented in 
Fig. 6a is 
E= ll~“O.32. 
Evidently, this E does not ensure an acceptable averaged description since X” 
does not approximate y,. 
In Fig. 6b, corresponding to w = 0.25, 
E = 1/27c N 0.16, 
and Xs approximates y(t) with 10% precision. We conclude that for the 
system under consideration 
& max < 0.16. 
Figures 6c, d illustrate that Xs -+ y, when E -+ 0. Consequently, given 6 we 
can find c0 < 0.16 (or w > 0.25) such that 
IXS-y,l<6 for t>T,. 
The discrepancy between 2’ and y, for E = 0.32 (Fig. 6a) is due to the fact 
that here the solution x,(t) reaches the steady state corresponding to 
A,( 1 - C) = A,i,. This means that for small frequencies, the dynamics is 
partially eliminated and the system is partially drifting along the steady state 
characteristic. Under these conditions the vibrational control effect does not 
take place. For E = 0.16 (Fig. 6b) A,i, is not reached and the averaged 
description is acceptable. 
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Increase in Productivity 
Consider the original system (18) with A = A; (Fig. 7a). Denote the 
runaway margin, corresponding to the resulting operating point x,~ as R,. 
Along with (18), consider (19) and (20) with C = C, and w = 0.25 (which 
ensures E = E,,,). The steady state characteristic of (20) is shown in Fig. 7a 
for C, = 0.5, 1, and 1.5. Choose operating points on each of these charac- 
teristics in such a manner that the runaway margin R, remains unchanged. 
Denote these operating points as v&C,). The ratio 
G> =~,Wlx, (23 1 
describes the increase in productivity. Figure 7a shows that e(0.5) = 1.25, 
e(1) = 1.75, e(1.5) = 2.3. Fig. 7b shows the time solution of (19) for 
C, = 1.25. 
Note that C, = 1.25 is achieved iff(ot) is a rectangular waveform with 
relative amplitude 1 (see Section VII). 
The results presented in Figs. 7a, b are obtained for a system with B = 5.5. 
For other B’s the conclusions might be different. For instance, if B = 4.5. 
oscillations with C, = 0.9 and w = 0.3 (Fig. 7c) result in an Arrhenius 
system without an instability area at all. Therefore, the increase in produc- 
tivity is by a factor of 2 + 3. Note that in Fig. 7c stabilization was achieved 
for a new steady state defined by the same A as in system (18) without 
vibrations. Figure 7d shows the time solution for this situation. 
T = IO00 
FIGURE 8~ 
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Small and Fast Oscillations 
Consider (18) with A =AKO (see Fig. 8a, where x,(A) and x(t) defined by 
initial condition xKO are shown). Obviously if x(t,) > xK,,, x(t) -+ x,,,” as 
t -+ co. Following [25], introduce vibrations of the form 
A, = AK0 + ,a sin wt, (24) 
where w is large enough and ,U Q AKO. The results of Section III for 
amplitudes of order 1 show that introduction of vibrations moves the steady 
state characteristic to the left of K, and, therefore, x(t) -+ xM, (see Fig. 8b). In 
order to show that the same effect occurs for oscillations (24), an experiment 
was carried out for small ,U and large w. Figure 8c shows the solution of (19) 
for A =AKO, o = 2, C = 0.15, from which we conclude that introduction of 
small and fast (as well as large and fast) oscillations destabilizes point K,. 
Analysis of the Domains of Attraction of x”(t) and y, 
Theorem 1 gives a sufficient condition under which asymptotic stability of 
the equilibrium position y, of (20) ensures the existence and asymptotic 
stability of the periodic solution x”(t) of (19) such that 12”(t) - y,l is small. 
No forma1 results are known, however, concerning the relationship between 
the attraction areas of y, and x’(t). Note that the attraction area %/ of y, is 
easily established (see Fig. 9a): $?, = [0, y,); attraction area jP7 of yE is 
.y2 = (Yo, 11. 
Experiments how that if x,(t) E $Y, for every r, attraction areas of y, and 
x”(t) coincide (Figs. 6a-d). This is not necessarily true if x,(t) E ,,& for 
a 
YS 
A,= 0.074 w = I 
x0- 0.510 T=l50 
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t E ]to, t, ] and x,(r) E $Yz for t E [t,, f2]. Figure 9a illustrates this statement 
and shows that opposite phases of the introduced oscillations yield different 
time solutions for the same initial condition. Averaged system describes 
adequately only one solution. This calls for the introduction of the averaged 
initial condition Jo. Figure 9b shows solution of (20) defined by y,, 
(computed from Fig. 9a as an average of the first two oscillations of 
.x,(x~, t)). Figure 9c gives another example. It looks plausible that the 
domains of attraction of x’(t) and Y,~ coincide if the initial condition for (20) 
is chosen not as y(0) =x,(O) but rather y(0) =.V,, . Since 4’” is calculated 
through -u,(1), however, this statement is not constructive, and analytical 
investigation is required to obtain a condition with a predictive power. 
V. VIRRAUONAL CONTROL OF CONTINUOUS STIRRED TANK REACTOR 
(CSTR): THEORY 
I. Behavior of CSTR Under Constant Input Flow 112 1 
Following ] 121, consider a first-order exothermic, irreversible reaction 
A ~+ B in a well-stirred tank reactor under constant fresh feed rate. To 
simplify the calculations, we assume, without loss of generality, that the 
recycling as well as the cooling are absent. In this case, the kinetic equations 
of the reaction are: 
V(dc ,/dt’) = F(c,, -c,)- Vk,exp(-E/RT}c,, 
(251 
VpC,(dT/dt’) =pC,F(T, - T) + V(-AH) k,,exp{-E/RT) c,, -MT, 
where 
A = heat transfer area, c = concentration, C, = specific heat, 
E = activation energy, h = heat transfer coefficient. 
AH = heat of reaction, k, = reaction rate const, 
R = universal gas const, T = temperature. v = reactor volume. 
p = density. 
The subscripts denote: A = species A, f= feed state. 
As in ] 121, (25) can be reduced to a dimensionless form using the 
following notations: 
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+iL; Da =koe-YV 
7 
-----=kk,e-+; 
F 
B = (t-W c,&Cp TAP/R T/); p = hA/FpC, = hAr/V,C, ; 
y= E/RT,. 
Dimensionless equations corresponding to (25) are 
dx,/dt = -xl + Da(l -xl> exp{x,/(l + xJY)}, 
dx,/dt=-x,+BDa(l-x,)exp{x,/(l +x*/y)}--Pxz, o<x, Q 1. 
To further simplify calculations, we assume (without loss of generality) that 
y is large (y-+ co). In this case, 
dx,/dt = -x, + Da(1 -x1) exp(x,}, 
dx,/dt = -( 1 + p) x, + B Da( 1 - x,) exp(x,). 
(27) 
The steady states xlS, xzS of (27) are defined by 
Da = CM1 - -4) expHB/(l + PI) xLsL 
2s= (B/(1 +P>)x,,v 
(28) 
X o<x< 1. 
Therefore, 
llx,Il = xd + P2/(1 +P)‘>)“‘, 
which results in a steady state characteristic shown in Fig. 10. Identifying 
Da (Damkohler number) with A and B/(1 + j?) with B from Definition 0, we 
conclude that (27) is a system with Arrhenius dynamics. 
To discuss the stability properties of the equilibrium positions of (27) as a 
function of Da, B, and /3, introduce a linear approximation of (27) around a 
steady state xlS, x2, 
dSx,/dt=-(l-x,,)-‘6x, txlsdx2, 
dSxJdt=-(Bx,,/(l-x,,))~x,- [(l +P)-Bx,,]6x,, 
(29) 
where 6x, = xi - xiS, i = 1,2. The necessary and sufficient conditions for 
(29) to be asymptotically stable are 
det &’ > 0, tr L.S? < 0, 
where d is a matrix of the coefficients of system (29). 
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FIGURE 10 
The set GS = (xlS: det d(xJ < 0} we shall refer to as det-instability area in 
the space of steady states. The set K = (xiS: tr &‘(x, s) > 0) we shall refer to 
as tr-instability area in the space of steady states. In [ 121 it is shown that the 
det-instability area coincides with the negative slope part of the steady state 
characteristic ](x,(Da, B/l + @]I. Also it is shown that the necessary 
condition for existence of the tr-instability area is 
Denote 
62 = 1x1s E [m, 3m,] 1, a= {XISE [s,.s,]}. 
The relative positions of m, , si , m,, sz depend upon the relationship between 
B and /I and assume all possible combinations (for details, see [ 12, Fig. 21). 
2. Equations of CSTR With Oscillating Input Flow 
Assume now that the fresh feed F is oscillating in time according to the 
law 
F(f) = F, + a, f(ot’), 
where F, and a, are constants andf(wt’) is a periodic zero mean function. 
The material and energy balances in this case are of the form 
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V(dc,/dr’) = (F, + a,f(wt’))(cAf- CA) - Vk, exp{-E/RT} CA, 
VpC,(dt/dt’) =pC,(F, + a,.f(wt’))(Tf- T) 
+ V(-AH) k, exp{-E/RT} c, - MT, (30) 
where all notations mean the same as in (25). 
Introduce a parameter 
r= V/F,, (31) 
which describes the average residence time of the reactor, and consider a 
dimensionless time 
t = ffr. 
In time t system (30) has the form 
dc,/dt = (1 + (a ,/F,)f(o Vf/F,))(c,, - c,) - zk, exp{-E/R T} c, , 
&W/d4 =PC,U + (a1/Fo>f(oVtIF,))(Tf- T) 
+ t(-AH) k, exp{-E/RT} - (AA T/F,). 
Using notation (26) this system can be rewritten as 
dx,/dt = -(l + (a,/F,)f(wzt))x, + Da(l -xl> exp{x,}, 
dx,/dt = -( 1 + P + (al/Fo)f(wrt>> x, + B Da(1 -x,) exp{x,}. 
(32) 
Let T,. be the rise time (in units r) of the reactor (27) without vibrations. 
To satisfy requirement (5), we assume that 
To satisfy (6), we denote 
~/COST, = E < 1. 
al/F, = a/&T,. 
In this case, we obtain the following dimensionless kinetic equations of the 
reactor with oscillating input flow rate: 
dx,/dt = -( 1 + (a/eT,)f(t/sT,)) x, + Da(1 - x,) exp{x,}, 
dx,/dt = -( 1 + P + (a/~T,>f(t/~T,)) x2 + B Da(l - x,) exp{x,}, 
(33) 
where the vibrations are of the form (7). 
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3. Behavior of CSTR under Oscillating Input Flow 
THEOREM 2. The equilibrium position x, of system (21) is vibrationally 
stabilizable if there exists Da such that the system 
dy,/dt=-y,+Da(l-~,+y~[l-y,-y,y,+y:-y,yI])exp(y~J, 
dq’z/dt=-(1+~)y,+BDa{l-yy,+y2[l-~2-~lg2+.~f-4’,~‘~~/ 
x exp{y21T (34) 
Y2 = (~*/2M2w)1~ (35) 
has a steady state y, = x, which is asymptotically stable. 
Remark 6. Equations (34) represent a new system with Arrhenius 
dynamics, steady state characteristic of which is defined by 
Da= YIS 
1 -Y1 +y2(l -Y2s-YlsY2s+Y:s-YlsY:s) 
exP~-y2,L 
4 2s =BY,,/(~ +P), II YJ =y,s(l + (B*/(l +P>"))"'t 
and is shown in Fig. 11 (compared with the steady state characteristic of 
(27)). 
llxsll llysll 
B=7 
p = 0.5 
Da=0.092 
FIGURE II 
409,91;1 I2 
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Remark 7. To compare the stability properties of (34) and (27), 
consider linear approximation of (34) around a steady state Ylsr Y,, 
[ :;:;z I= [ 
-1 - Da eyzs[ 1 + y*(Y,, -t-Y:,)] 
-B Da ey2,[ 1 + y2(Yzs +uZ,>l 
yls - Da ey2v2(l +Y,, - hs + 2~1, ~2,) dY, I[ 1 -1 -@+B~~~-BDae~*~y’(l +Y~~-~Y~,+~YI,Y~,) dY2 3 (37) 
aYyi=Yi-Yis5 i= i,2. 
(37) 
Since Da = (xrJ(1 -x,,)) ePX2,, linear approximations (29) and (37) 
coincide when y2 = 0. 
Denoting the square matrix in (37) through M’,, we calculate 
det &, = 1 +/?-By,,+Da e By1s’(‘+4){l+/?+y2[(B3+2B(l+P)2)y:,/(l+~)2 
+ P - (1 +P)12~,,l(l +P> + (1 +P)ll, (38) 
tr&,=-2-/3+By,,-Dae Byls’(‘+~){ 1 + y*B[B(3 + 2/I)y;,/(l +/I)’ 
+((2+p-2B)~,,l(l+P))+ll}. (39) 
Again, det &‘, = det J, tr &r = tr & when y2 = 0. 
For every steady state yIs, yzs and all B and /3, the quantity in square 
brackets in (38) is always positive. This means that the det-instability area 
Qr of (37) is smaller than g of (29): 
Therefore, vibrational control always improves the de&stability property of 
every steady state of the Arrhenius system (27). That is why the steady state 
characteristic of (34) has a smaller negative slope part, compared to that of 
(27). When y2 is large enough, the negative slope part of (34) disappears. 
As far as the trace of dr is concerned, the improvement takes place only 
when the quantity in the brackets in (39) is positive. This, obviously, occurs 
for all YlsT Y,, only in a bounded domain of the plane (j?, B). To find this 
domain, consider the inequality 
(B(3 +p) U2/(l + P)‘) + ((2 + P - 2B) u/(1 + P)) + 1 > 0. (40) 
Evidently (40) holds for all real U’S if and Only if 
(2+p-2B)2-4B(3+2P)<0, 
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I 
/ (41) IS NOT SATISFIED 
P 
FIGURE 12 
which can be rewritten as 
,8’+(4-12B)/3-20B+4B2+4<0. (41) 
Therefore, vibrational control improves tr-stability property of every steady 
state of Arrhenius system (27) only when p and B satisfy (41). Figure 12 
shows the area of (J?, B) where (41) is met. 
Of course, the last statement does not mean that the value of the trace is 
always increased by vibrations when B and /I do not satisfy (41): there are 
steady states where the trace is improved as well as steady states where the 
trace becomes worse. Figure 13 illustrates this situation for p = 0.5. 
I ! VIBRATIONS INCREASE THE VALUE OF THE TRACE 
FIGURE 13 
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Proof of Theorem 2. System (27) satisfies the conditions of the theorem 
of paper [3] with 
X(x)= 
-xl + Da@ -x,) exp{x,} 
-(l +P)x,+BDa(l -x,)exp{x,} 1 ’ 
(42) 
Therefore, the property of vibrational stabilizability of x, follows from the 
property of asymptotic stability of the equilibrium position y, = x, of the 
system 
(43) 
where, as it follows from (27) and (33), 
Y = [Y,~YZl’~ 
and X(.) is defined by (42). 
B(r) = --If(z), (44) 
Expanding the matrix exponentials of (43) into power series and taking 
into account (44), with accuracy to O(a”) we obtain: 
(45) 
where y2 is defined by (35) and (36), and z @ z is used to denote the element 
by element multiplication of vectors 
Calculating the partial derivatives of (45), we have 
dyldf =X(Y) + Y’ Da Y(Y), 
where 
(46) 
Y(Y) = 
[ 
exp{y,Nl -.h -YI y2 +Y: -Y, Yi> 
B exrdy2Nl -Y, -Y, Y, +Y: -Y, Y:) 1 ’ (47) 
Equations (46), (47) can be rewritten in the form (34). If there exists Da 
such that (46), (47) and, therefore, (34) have an asymptotically stable 
equilibrium position ys = x,, the steady state x, is vibrationally stabilizable. 
Theorem 2 is proven. 
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VI. VIBRATIONAL CONTROL OF CONTINUOUS STIRRED TANK REACTOR: 
NUMERICAL SIMULATIONS 
The following model of CSTR was analyzed numerically: 
dx,/dt = -xi + Da(1 -xl) exp(x,}, 
(48) 
dx,/dr=-(1 +/3)x,+BDa(l -x,)exp(x,}. 
Reactor with vibrations was simulated as 
dx:/dt=-(1 + Csinol)x: +Da(l -xt)exp{x:}, 
dxi/dt= -(l +/3 + C sin ot)xi + B Da(1 -xl)exp(x:). 
(49) 
Note that vibrations in (49) are characterized by a relative amplitude C only. 
since Eqs. (48) are normalized with respect to average input flow F,. 
Finally, the averaged equation was modeled as 
dy,/dt = -y, + Da{ 1 -Y, + y*[I -Y2 -Y, Y2 $4’: -YI Vi]} exPiY2)* 
d~~2/dt=-(1+~)y2+BDa{l-y,+y2[l-Y2-Y~Y~f~~~-Y~Y~~~ 
x evl Y21, (50) 
where 
y* = c*/402. 
Estimation of E,,,~~ 
In Section V, the small parameter E was introduced in the following form 
(W and T, are in units l/r and t, respectively): 
E = l/wT,. 
For the vibrations shown in (49), 
E = T,,/2nT,, 
where TO is the period of vibrations (in t). 
Figures 14a-d present the justification for the choice of E,,,. In Fig. 14a, 
T, is estimated to be 6 (1 and 3 in this figure represent the steady state 
characteristic xiJDa> and time solution xi(t) of (48), respectively). In 
Fig. 14b results of simulation for w = 0.25 (E = 0.64) are presented. Here 2 
is the steady state characteristic, y,,(Da), of (50), 4 denotes the time 
solution, xi(t), of (49), and 5 represents the time solution, y,(t), of (50) (The 
same notations are used in Figs. 14-17.) As before, all time solutions are 
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B=7 T = IO 
/3=05 x,=0 
Do = 0.092 
a 
B=7 c = 0.2 
/9=0.5 w - 0.25 
Da=0.092 T= 120 
zqo= 0 
50 =o 
FIGURE 14~ 
r zz----- - /’ I
FIGURE 14~ 
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c 
El=7 C = 1.6 
p=o.5 w=2 
Da = 0.092 T = 30 
FIGURE 14c 
d 
B-7 c = 0.75 
p = 0.5 w =2 
Da = 0.102 T = 30 
- 
FIGURE 140 
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B=? c = 1.25 
p= 0.5 w- 0.8 
Do = 0.092 
2 _____- 
FIGURE 15~ 
FIGURE 158 
ARRHENIUS DYNAMICS 183 
C 
I 
FIGURE 1Sc 
_- 
184 BELLMAN, BENTSMAN, AND MEERKOV 
calculated for identical initial conditions. As it follows from Fig. 14b, yls 
does not approximate Xi adequately (precision is 45%). In Fig. 14c, E = 0.08, 
and the approximation is sufficiently good (10%). This is also supported by 
the simulation of Fig. 14d. The experiments with different E’S indicated that 
E z 0.16 guarantees acceptable precision (of the order lO-25%). Therefore, 
we assume that 
E max = 0.16. 
Note that this E,,, is the same as for the catalytic reactor of Section IV. 
Additional examples of systems with Arrhenius dynamics have to be 
analyzed in order to be sure that smax N_ 0.16 is acceptable for the averaged 
description of any Arrhenius system. 
Increase in Productivity 
Figures 15a-b represent data concerning this aspect of CSTR vibrational 
control. As it follows from Figs. 15a, b, for C = 1.25, w = 0.8, an increase in 
productivity (defined in Section IV) by a factor of 2 can be achieved. Note 
that unlike the catalytic reactor, the increase in productivity in the present 
case is due to the fact that the upper branch of y,,(Da) is much lower than 
that of x,,(Da) (Fig. 15a); this could ensure practical feasibility of the 
operating points on the upper branch of y,,(Da). Figures 15c, d give another 
example of this effect. 
a IOr 
52-------- ~ ~- ~ 
08 - 
B = 13 c = 1.5 
p=3.3 w-4 
Da = 0.228 
06 - 
0.2 03 04 
Da 
FIGURE 16~ 
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B = 13 I,* -0.57 
P =3.3 xzo= 1.5 
Da ~0.228 
oi ! ! j “1 1’ 1 ” 1”” 1.1 I 
0 5 IO I5 20 
T 
FIGURE 168 
0.6 
0 IO 20 30 40 50 60 
FIGURE 16c 
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0.8 - 
6 = 16 
Da = 0.083 
0.4 - 
Da 
FIGURE 17~ 
b I o- 
0.8 - 
06- 
XI - 
04 
02 
i 
3 
t 
B=l6 XI0 =0.35 
/3=2 Qo= 2.09 
Da = 0.083 
01 I I I 
0 I 2 3 
T 
FIGURE 17~ 
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FIGURE 17c 
._----- ____---- 
\ 
1 I 
I I I I 
0.1 
B =I6 c = 1.5 
p=2 w=4 
Da = 0.083 xlo= 0.35 
FIGURE 17~ 
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Vibrational Control of a tr-Unstable System 
In Figures 16a-c a system with a tr-instability area is considered. The 
operating point xs, chosen for analysis, is an unstable focus (Fig. 16a). The 
time solution, x,(t), of (48) is shown in Fig. 16b. After introduction of 
vibrations a stable limit cycle appears, averaged value of which is close to 
XlS. 
A Note on the Domains of Attraction of x”(t) and yS 
A comparison made in Section IV for the catalytic reactor is probably true 
for CSTR as well. Figures 17a-b illustrate this point. Additional theoretical 
and numerical work is necessary to clarify this phenomenon. 
VII. CONCLUDING REMARKS 
(1) Theorems 1 and 2 show that vibrational control affects the 
behavior of an Arrhenius system proportionally to 
where 
y2 = a2c2/2, 
If the vibrations are described as 
we find that 
where 
f, W = A o&-4, 
ACOt) = f ai cos(iwt + #i)Y 
i=l 
(51) 
(52) 
y2 = A;c2/2c02, (53) 
(54) 
Maximization of y2 is an important part in the applications of vibrational 
control. The following recommendations can be given in this respect: From 
(51) it follows that 
i:ff(ot) > -1. 
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On the other hand, the supremum off(wt) can be significantly larger than 1. 
Therefore, the problem of optimization of y* can be understood as 
maximization of a functional, specified by (54), in a class of piecewise 
continuous functions characterized by 
- 1 <f(W) < M. (55) 
Using the dynamic programming 1271, it is possible to show that the solution 
of this optimization problem is given by a rectangular waveform satisfying 
(55). Note that in case M= 1, the first Fourier coefficient off(wt) is ~1.27. 
If M -+ co, sup [* is achieved, 
sup r* = $‘. 
Therefore, from (53) we conclude that 
sup y* = (A;/20*)(2~*/3) z 3.3(/t ,,/u)‘. 
(2) Analytical and numerical investigations presented in this paper 
show that for both catalytic reactor and CSTR: 
(a) E < ~,a, = 0.16 ensures an acceptable precision of the 
averaged description; 
Cp) the introduction of vibrations results in a new Arrhenius 
system with a smaller negative slope part of the steady state charac- 
teristic; in other words, the det-instability area is decreased; 
(y) the new Arrhenius system has the upper branch located lower 
than that of the original system; this makes it feasible to have an 
averaged operating point located on the upper branch; resulting 
increase of productivity might be by a factor of 2 + 3. 
(3) On the basis of the above analysis, the following hypothesis can 
be formulated: 
Conjecture. For any Arrhenius system with oscillating parameter A, 
(1) the averaged description has an acceptable precision if 
l/T+ ,< 0.16; 
(2) the averaged system is also a system with Arrhenius dynamics; 
(3) the steady state characteristic of this new system has a smaller 
negative slope part and the upper branch located lower than that of the 
original system. 
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