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I propose a random network model governed by a Gaussian weight corresponding to Ising link
antiferromagnetism as a model for emergent quantum space-time. In this model, discrete space is
fundamental, not a regularization, its spectral dimension ds is not a model input but is, rather,
completely determined by the antiferromagnetic coupling constant. Perturbative terms suppressing
triangles and favouring squares lead to locally Euclidean ground states that are Ricci flat ”large
worlds” with power-law extension. I then consider the quenched graphs of lowest energy for ds = 2
and ds = 3 and I show how quenching leads to the spontaneous emergence of embedding spaces
of Hausdorff dimension dH = 4 and dH = 5, respectively. One of the additional, spontaneous
dimensions can be interpreted as time, causality being an emergent property that arises in the large
N limit (with N the number of vertices). For ds = 2, the quenched graphs constitute a discrete
version of a 5D-space-filling surface with a number of fundamental degrees of freedom scaling like
N
2/5, a graph version of the holographic principle. These holographic degrees of freedom can
be identified with the squares of the quenched graphs, which, being these triangle-free, are the
fundamental area (or loop) quanta.
PACS numbers: 04.60.-m; 02.10.Ox
I. INTRODUCTION
It is generally believed that most dynamically gener-
ated networks are typically ”small worlds”, with average
distances (or diameters) scaling logarithmically with the
volume, the total number N of vertices. This is definitely
so for random graphs [1] which have been recently the
subject of intensive study as models of interrelations in a
wide variety of complex phenomena. Random graphs are
often contrasted to regular lattices, which are rigid struc-
tures unable to accommodate the complex relations typ-
ical of self-organizing systems. Recently, however, there
has been an increasing interest in applying the physics of
graphs and networks to the problem of quantum gravity
[2].
Contrary to the traditional approach based on trian-
gulations [3], in this new approach based on networks,
space-time is considered as an emergent property of a
large graph: the correct space-time is expected to self-
organize according to the rules of the network and is thus
described by emergent topologies and geometries. A new
field is thus emerging, in which complex network systems
are used to model topology and geometry.
First attempts in this direction go back to string nets
[4] and the models of quantum networks introduced in [5]
and recently revisited in [6]. It has also been shown that
geometry can emerge on the boundary of random ten-
sor networks [7]. In two recent publications [8, 9] I have
proposed an alternative route based on ideas of statisti-
cal field theory and inspired by Kazakov’s famed random
lattice Ising model [10]. The idea is to couple the clas-
sical ferromagnetic Ising model to an antiferromagnetic
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Ising model for the links of the network on which the
Ising model is defined, the binary values of the degrees
of freedom denoting presence/absence of space-time and
of links between the space-time points. This is a gen-
eralization of Kazakov’s random lattice Ising model [10]
in which the network topology is not restricted to be
two-dimensional and the network structure is drawn ac-
cording to a Gaussian distribution rather than a uniform
one. It is also related to the coloured random graphs in-
troduced in [11], although here graphs assemble due to a
minimum energy principle that suppresses triangles and
the whole dynamics will depend, rather on squares.
The competition between vertex ferromagnetism and
link antiferromagnetism creates frustration and this leads
to the formation of a ground state network with very in-
teresting properties, the connectivity k, and thus, the
geometric dimensionality being determined uniquely by
the coupling constant J . In the ferromagnetic phase for
the vertices, which is interpreted as a fully formed space-
time, this frustration becomes simply an external mag-
netic field for the link antiferromagnet and the model
simplifies considerably. In [9] I have solved this model on
a bipartite lattice in the mean field approximation.
There is a line of second-order phase transitions
(Jcr, Tcr). Above the critical line, the network is purely
ferromagnetic, with all links of the lattice having the
same probability of existing. Below the critical line,
the network starts to develop antiferromagnetism, in the
sense that, at each vertex some of the links decouple
and develop a high probability of being absent. At zero
temperature, and below a critical value of the coupling
Jcr(T = 0) the network consists typically of a space-
filling d-dimensional discrete hypersurface embedded in
the original D-dimensional lattice, a higher-dimensional
generalization of a surface-filling Peano or Hilbert curve
[12].
2In [8] I have provided first numerical evidence that this
picture is realized also in the full model, with no restric-
tions to a fixed background D-dimensional bipartite lat-
tice and without the mean field approximation. Indeed,
the numerical evidence shows that, for connectivities be-
low the critical value 8, the ground state graphs have a
spectral dimension ds that continues to be determined
by the coupling constant, while the Hausdorff dimen-
sion decouples so that dH > ds, which is exactly what
would happen if the ground state would consist of a dH -
dimensional-space-filling lower-dimensional graph.
The ground state graphs of the model, relevant for the
zero temperature physics are always regular graphs, i.e.
all vertices have the same connectivity. It is known that
random regular graphs, sampled from a uniform distribu-
tion, are so called ”small worlds” i.e. have a diameter and
an average distance that scale logarithmically with the
total number N of vertices [13]. This behaviour is unsuit-
able for a discrete approximation of a finite-dimensional
universe and seems to be incompatible with the numeri-
cal results in [8], which, however, were restricted to small
samples where it is difficult to distinguish numerically be-
tween a logarithmic behaviour and a small power law. In
[8], the highly degenerate ground states corresponding
to regular graphs were sampled by a Glauber dynamics
starting from a random initial configuration of very high
energy. This is what goes under the name of quench in
statistical mechanics [15] and represents a sudden, fast
cooling of the system. It is not clear that this sampling
is equivalent to the uniform sampling of random regular
graphs and this may explain the discrepancy observed.
In this paper I will concentrate on the zero-
temperature physics of the model, i.e. on its classical
limit. In particular I will suggest to add a perturba-
tive term to the Hamiltonian which has important con-
sequences in this limit while being irrelevant for higher
temperatures. With this add-on, the discrepancy de-
scribed above can be clearly resolved in favour of a power
law corresponding to a finite Hausdorff dimension, a log-
arithmic scaling of average distances being ruled out.
These ground state graphs are thus ”large worlds” al-
though they are random structures, sampled typically
from Gaussian distributions. For particular values of the
coupling constant, moreover, one can show that the local
geometric structure of the ground state graphs is locally
Euclidean, analogous to that of a regular square or cubic
lattice. This has two immediate consequences, there are
no triangles and there is a perfect matching between the
unit spheres of neighbouring vertices. These properties
imply that both recently developed concepts of combina-
torial Ricci curvature for graphs, the Ollivier curvature
[16, 17, 23] and the Knill curvature [18] vanish and so
does then also the Ricci curvature obtained in the con-
tinuum limit. These ”large world” ground state graphs
are thus Ricci flat.
The energy value determines only the local geometric
structure of the ground state. This still leaves a large
ground state degeneracy among all graphs with the same
local geometry but different global properties. In particu-
lar, the topology, describing if and how the graph is glob-
ally curled up in a possible embedding dimension is not
determined by the Hamiltonian. The same regular graph
of connectivity 4 drawn on a flat sheet of paper or on a
sheet of paper that is subsequently crumpled up in a ball
have the same energy, but very different topologies, char-
acterized by a different Hausdorff dimension (two in the
former case, three in the latter). The topological struc-
ture depends thus not only on the Hamiltonian but also
on how the fluctuations within the degenerate ground
state manifold are sampled. As in [8] I will consider
quenching the graphs from very high energy random con-
figurations by a Glauber dynamics [15]. It is well known
that quenching can lead to complex behaviour when var-
ious phases can coexist at low temperatures. Here I will
show how it leads, for coupling constants implying 3d
ground state graphs, to the spontaneous emergence of
a 4D embedding space, implying a Hausdorff dimension
dH = 4 for quenched graphs of sufficiently low energy.
This implies the emergence of one ”spontaneous” dimen-
sion, which I propose to identify with time. This iden-
tification is supported by the application of very recent
mathematical results on the number of loops on generic
regular graphs [19, 20]. Applying these results I will show
that no closed loops with a number of steps in the emer-
gent time direction below a critical value survive in the
continuum limit and I will identify these open paths as
”causal” trajectories. I propose thus that causality is
not a fundamental property of space-time but, rather, it
is only an emergent feature at large scales.
Finally, my results offer a new interpretation of the
holographic principle [21], the by now well-established
notion that in a proper quantum gravity theory the num-
ber of fundamental degrees of freedom is related to the
area of surfaces in space-time rather than the volume.
The holographic principle is mostly discussed and ex-
plained in terms of black hole physics or universes with
boundaries, where there is a naturally defined surface to
consider, either the Schwarzschild radius of the black hole
or the boundary of the universe. In the present model,
however it arises completely naturally for coupling con-
stants implying 2d ground states, for which there are
three emergent dimensions, implying dH = 5. The num-
ber of degrees of freedom in the 5D space scales as the
area of the space-filling holographic surface, a graph ver-
sion of the holographic principle. As I will show, these
holographic degrees of freedom are the fundamental ar-
eas/loops on the quenched holographic screen.
II. DYNAMICAL REGULAR GRAPHS
The model is formulated in terms of N bits si = ±1,
for i = 1 . . .N and N(N − 1)/2 bits wij = wji = 0, 1,
for i, j = 1 . . .N . A value si = +1 denotes the existence
of space-time, while si = −1 indicates the absence of
space time (or the presence of anti-space-time). A value
3wij = 1 denotes a connection between bits si and sj , a
value wij = 0 indicates that si and sj are not connected.
These link variables are symmetric, wij = wji and vanish
on the diagonal, wii = 0.
The Hamiltonian for the coupled Ising-network system
is (I use natural units c = 1, ~ = 1)
H0 = Js

J
2
∑
i6=j
∑
k 6=i
k 6=j
wikwkj −
1
2
∑
i6=j
siwijsj

 , (1)
where the Ising coupling Js represents the Planck energy
scale ~/tP (tP being the Planck time) and J is the unique
dimensionless coupling. For simplicity, from now on I will
also set Js = 1.
The second term in the Hamiltonian is the standard
ferromagnetic Ising model. The first term, instead repre-
sents a nearest-neighbours antiferromagnetic Ising model
for the links, with ”nearest-neighbours” meant in the
sense that only links sharing a common vertex are cou-
pled. In absence of the antiferromagnetic link term, and
with the links wij uniformly drawn from random adja-
cency matrices of degree 4 , the model would be Kaza-
kov’s random lattice Ising model in two dimensions [10].
The generalizations with respect to Kazakov’s model,
thus consist in dropping the restriction to degree 4 and
drawing the random adjacency matrices from a Gaussian
distribution.
The competition between the vertex ferromagnetic
coupling and the link antiferromagentic one generates
frustration in the model. Indeed the vertex ferromagnetic
coupling favours the creation of many links (positive val-
ues of wij) in a vertex-aligned state, corresponding to a
fully formed space-time: space-time points have a ten-
dency to link together. On the other side, due to the an-
tiferromagnetic link coupling, creating many links costs
energy. The compromise is to create a uniform, optimal
number of links per vertex depending on the coupling
constant J , generating thus a regular graph.
To show this, let me consider a k-regular graph, i.e. a
configuration with si = +1, ∀i and such that each vertex
has exactly k incident edges (degree k in graph parlance
[1]). I will now show that, for a particular range of the
coupling constant J , such a graph is a local minimum of
the energy (1). To this end, let me suppose that such a
graph is given and let me first change one single vertex
spin from si = +1 to si = −1. The corresponding energy
change ∆Ei = k > 0 is positive. Changing vertex spins,
thus costs energy. Let me now try to eliminate an existing
connection, i.e. changing wij = 1 to wij = 0. In this case
there are contributions from both terms in the energy
function. Before the elimination, the existing connection
contributed Eij = J(k−1)−(1/2). After the elimination,
of course the contribution of this connection vanishes.
The energy change due to the elimination of a connection
wij is thus ∆elimEij = (1/2)− J(k − 1). Let me finally
consider adding a previously non-existent connection wij .
In this case it is the energy contribution before the ad-
dition that vanishes, while, after the addition I have an
additional energy Eij = Jk − (1/2). The energy change
for adding a connection is thus ∆addEij = Jk − (1/2).
Requiring that both eliminating and adding a connection
costs energy we obtain the stability condition
1
2J
< k < 1 +
1
2J
. (2)
To proceed, let me compute the total energy of a k-
regular graph on N vertices. This is easily obtained as
EN,k = N
(
J
2
k(k − 1)−
k
2
)
. (3)
This expression is minimized when the vertex degree
takes the value k = 1/2 + (1/2J) and this value of k
satisfies the stability condition (2). Defining
J =
1
4d− 1
, (4)
I have obtained the result that for any choice of half-
integer d a 2d-regular graph is a local minimum of the
energy and that this minimum is the one of lowest en-
ergy among all possible regular graphs. Of course, this is
not yet a complete proof that 2d-regular graphs are the
true global minima of the energy functional (1). There
could be other, non-regular graphs, with even lower en-
ergies. That this is not so can be confirmed by numerical
computations [8].
Actually, subsequent and more detailed numerical
analyses [22] have revealed an even more interesting
structure for generic d. The ground state graphs are,
indeed, regular graphs for all, generic real values of
d, and thus J . The integer connectivity is given by
k = Round (1/2 + (1/2J)), i.e. by the nearest integer
approximation to the real value 1/2 + (1/2J). As I will
show, the function Dg = ceiling(k/2) can thus be con-
sidered as the geometric dimension of space-time. As
anticipated, in this model the dimension of space-time is
dynamical, rather than a fixed input parameter. Indeed,
it is nothing else than the unique dimensionless coupling
constant.
III. DYNAMICAL LOCALLY EUCLIDEAN
GRAPHS
Random regular graphs [13] are regular graphs drawn
from a uniform probability distribution. It is known that
random regular graphs are ”small worlds”, i.e. their di-
ameter and average distances on the graphs scale loga-
rithmically with the number N of vertices (the volume).
This behaviour is unsuitable to model space-times. It is
not clear that the Glauber dynamics sampling using in
[8] to obtain the ground state graphs of the model (1)
is indeed equivalent to a uniform distribution and does
not favour, instead, a particular subset of regular graphs.
In any case, I propose here a small modification to the
4Hamiltonian (1) that explicitly selects only a particular
subset of regular graphs.
Loosely speaking, random regular graphs have locally a
tree structure [13] and thus the lack of links used to form
short cycles leaves lots of links available to form ”short-
cuts” among otherwise ”distant” parts of the graph, caus-
ing the logarithmic scaling behaviour. I will thus add
a small perturbation H1 to the Hamiltonian (1) that
favours the formation of squares, while suppressing the
triangles associated typically with curvature:
H = H0 +H1 ,
H1 =
λ3
3
Tr
(
w3
)
−
λ4
4
Tr
(
w4
)
, (5)
with λ3 > 0 and λ4 > 0. Of course, given the negative
sign of the fourth order term in H1, it is not anymore
clear that the ground states of the full Hamiltonian H
are still regular graphs. If λ3 and λ4 are chosen small
enough, however, it is plausible that H1 becomes a small
perturbation that just lifts the large original degeneracy
and selects as ground states a particular subset of reg-
ular graphs. In this case, the positive third-order term
clearly suppresses the formation of triangles in the reg-
ular graphs, while the fourth-order term ties up lots of
links in the formation of squares. In the following I will
show that this is indeed so. Before doing so, however,
let me stress that, choosing λ3 and λ4 as small pertur-
bations has the consequence that only very low-energy
configurations are affected; the behaviour of the model
at temperatures higher than the energy splitting caused
by the perturbation remains the same and is dominated
entirely by H0. In the rest of this paper the values of the
perturbative parameters will be chosen as λ3 = 0.01 and
λ4 = 0.001.
Let me begin by deriving analytically the structure of
the ground states for integer d, the cases on which I will
henceforth concentrate, with the assumption that these
are still regular graphs. I have already noted that the
third-order term in H1 prevents the formation of trian-
gles. The fourth-order term, instead, favours the for-
mation of squares. The ground state for integer d will
thus be a triangle-free 2d-regular graph with the maxi-
mum number of squares. To derive what is the maximum
number of squares in a uniform configuration I first ob-
serve that, by the degree sum formula 2e =
∑
i≥3 i vi,
with e the number of edges and vi the number of vertices
of degree i, one can derive that these graphs have exactly
dN edges. This means that one can uniquely assign to
each vertex exactly d edges. Out of d edges one can form
at most d(d−1)/2 squares. The ground state graphs will
thus be triangle-free 2d-regular graphs with Nd(d− 1)/2
squares, each vertex having d(d − 1)/2 squares uniquely
assigned to it. Since a square is made of four vertices
and four edges and there are a total of N vertices and
dN edges, this means that each vertex is shared by ex-
actly 2d(d− 1) squares and each edge is shared by 2d− 2
squares.
For simplicity, I will focus henceforth on the two cases
d = 2 and d = 3, corresponding to connectivities four (as
in Kazakov’s model [10]) and six and describing space-
times of geometric dimensions two and three, and I will
compute the exact ground state energies in these cases.
In the case d = 2, the total number of squares is
S2 = N . As derived above, each vertex is surrounded by
four squares. The number of 4-cycles contributing to H1
starting at each vertex is thus 32, 4 full squares traversed
in two possible directions, for a total of 8 full squares, plus
4 back-tracking paths of two links per square, for a total
of 16 paths, plus two ”crosses” traversed in two possible
directions, for a total of 4 ”crosses”, plus 4 double-back-
tracking paths involving only one link, for a grand total
of 32. This gives thus
S2 = N ,
(H0)2 = −
8
7
N .
(H1)2 = −8λ4N . (6)
In the case d = 3, instead there are 3N squares and each
vertex is shared by 12 squares. An analogous counting
argument for the number of 4-cycles gives
S3 = 3N ,
(H0)3 = −
18
11
N .
(H1)3 = −21λ4N . (7)
To conclude this section I would like to stress that the
combinatorial properties just derived are identical with
those of regular square and cubic lattices, although here
these configurations are not posited but are, rather, dy-
namical since they appear as ground states of a Hamil-
tonian. The ground states of the Hamiltonian (5) are
thus locally Euclidean graphs. In the next section I will
analyze their combinatorial curvature properties.
IV. RICCI CURVATURE OF THE GROUND
STATE GRAPHS
The first formulation of a discrete version of the Ricci
curvature goes back to Regge [14]. What is, since then
called Regge calculus, however is appropriate only for
simplicial approximations of manifolds. Here we are
dealing, instead with dynamical, emergent graphs. Two
different but related versions of the Ricci curvature for
generic graphs have been very recently proposed in the
mathematical literature, the Ollivier combinatorial cur-
vature [16, 17] and the Knill curvature [18]. As should
be expected, both these quantities depend only on the
neighbourhood of a particular vertex, the global topolog-
ical properties of the ground state graph are irrelevant.
As I now show, both notions of discrete Ricci curvature
vanish for the ground states of the above model.
As in the continuum the Ricci curvature is associated
with a point and a direction on a manifold, both discrete
versions of the same quantity are associated with a vertex
5x and a link ex of a graph. As in the continuum limit,
averaging over all links emanating from a vertex gives
the discrete version of the Ricci scalar at that vertex.
The difference between the Ollivier and the Knill discrete
Ricci curvatures is that they try to capture and reproduce
on discrete spaces two different features of the standard
notion of continuum Ricci curvature.
From a geodesic transport point of view, the Ricci cur-
vature can be thought of as a measure of how much (in-
finitesimal) spheres (or balls) around a point contract
(positive Ricci curvature) or expand (negative Ricci cur-
vature) when they are transported along a geodesic with
a given tangent vector at the point under consideration.
The Ollivier curvature is a discrete version of the same
measure. For two vertices x and y = x + ex it compares
the Wasserstein (or earth-mover) distanceW (µx, µy) be-
tween the two uniform probability measures µx,y on the
spheres around x and y to the distance d(x, y) on the
graph and is defined as
κO(x, y) = 1−
W (µx, µy)
d(x, y)
. (8)
The Wasserstein distance between two probability mea-
sures µ1 and µ2 on the graph is defined as
W (µ1, µ2) = inf
∑
x,y
ξ(x, y)d(x, y) , (9)
where the infimum has to be taken over all couplings (or
transference plans) ξ(x, y) i.e. over all plans on how to
transport a unit mass distributed according to µ1 around
x to the same mass distributed according to µ2 around
y,
∑
y
ξ(x, y) = µ1(x) ,
∑
x
ξ(x, y) = µ2(y) . (10)
The Ollivier curvature is very intuitive but, in general
not easy to compute. It is closely related to the number
of triangles on the graph and thus to the Watts-Strogatz
clustering coefficient [1]. Typically, the number of trian-
gles touching a vertex constitutes a lower bound for the
Ollivier curvature at that vertex [23]. For my purposes,
however, the only important fact is the theorem that, for
triangle-free graphs, the Ollivier curvature κO(x, y) van-
ishes if and only if there is an exact matching between
the unit-sphere neighbourhoods Nx of x and Ny of y [17],
i.e. if there exists graph links that define a bijective re-
lation that puts in one-to-one correspondence points in
Nx and in Ny.
The ground state graphs of model (5) are indeed
triangle-free. Moreover, I have derived in the previous
section that in these ground state graphs each link is
shared by exactly 2d− 2 = k − 2 squares, where k is the
connectivity. Let me consider thus the link between two
neighbouring vertices x and y. A square based on this
link comes with another link joining a neighbour of x
with a neighbour of y. Since there are exactly k− 2 such
squares, this means that there are unique links joining
k − 2 neighbours of x to k − 2 neighbours of y. Apart
from the original link joining x and y this leaves out ex-
actly one link to an additional neighbour of x and another
one to an additional neighbour y. But the former defines
a link between a neighbour of x and x, which is itself a
neighbour of y and the latter defines a link between y,
which is the last remaining neighbour of x and the last
remaining neighbour of y. Each link of the graph being
shared by exactly k− 2 squares is thus the necessary and
sufficient condition for the existence of an exact matching
between the respective unit sphere neighbourhoods of all
pairs of neighbouring vertices. The ground state graphs
derived in the previous section are thus Ricci-flat graphs
according to the Ollivier measure.
The second approach to a discrete version of the Ricci
curvature for graphs is due to Knill [18] and bases on
the fact that continuum Ricci curvature of a manifold
is the sectional average of the curvatures over all two-
dimensional sections in the tangent space to the manifold
at a given point and that contain a particular tangent
vector. The discrete curvature of a graph at vertex x is
given by
K(x) =
∞∑
k=1
(−1)k
Vk−1(x)
k + 1
, (11)
where Vk(x) is the number of Kk+1 complete subgraphs
in the unit sphere S(x) (the neighbourhood) at vertex
x. This means V0 is the number of vertices in the neigh-
bourhood of x, V1 the number of edges in the same neigh-
bourhood, V2 the number of triangles and so on. Given
a vertex x and an edge e, the discrete version of two-
dimensional sections at x containing e is taken as the
ensemble of wheel graphs Wn, n ≥ 4 that contain e as
an edge connected to the center. Wheel graphs Wn are
made of a cycle Cn connected to the vertex x at the cen-
ter. The restriction n ≥ 4 excludes the tetrahedron W3
since this is not a two-dimensional geometric graph (see
below). The first two-dimensional structure that ”feels”
curvature is thus W4 which is made of 4 adjacent trian-
gles. Ricci curvature κK(x, e) is then taken as the average
over the curvatures of all wheel graphs Wn, n ≥ 4 that
have x as center and e as an edge connecting the center
to the cycle. It is then clear that graphs that contain no
triangles have vanishing curvature according to this def-
inition, since they also contain no wheel subgraphs. The
ground state graphs of model (5) are thus Ricci-flat also
according to the Knill measure.
While the ground states are Ricci flat, it is easy to
convince oneself that they admit local excitations corre-
sponding to curvature quanta. First of all, let me note
that, from (11), the Ricci curvature of wheel graphs is
given by
K (Wn) = 1−
n
6
. (12)
6FIG. 1: The positive curvature quantum corresponding to the
wheel graph W5. In red (oblique lines) the additional links
making up the excitation.
The two fundamental quanta of curvature are thus ±1/6
and correspond to the wheel graphs W5 and W7, W6 be-
ing flat. As I have shown above, for both d = 2 and d = 3,
every vertex is shared by at least 4 squares. Let me thus
consider such a configuration of 4 squares touching at a
central vertex. The elementary local quanta of positive
and negative curvature are then obtained by adding 4
additional links that involve only the first- and second-
nearest neighbours of the central vertex, as shown in Figs.
1 and 2.
The energies of these curvature quanta can be com-
puted by a tedious, but straightforward counting of the
new interactions introduced by the additional links. For
example, for d = 2 they are given by
Ed=2 (W5) =
6
7
+ 16λ3 −
55
2
λ4 ,
Ed=2 (W7) = 1 + 16λ3 −
55
2
λ4 . (13)
Interestingly, the negative curvature quantum costs more
energy than its positive curvature counterpart. This is
because, for W7, three of the additional links meet at the
same point (see Fig.2), whereas this is never the case for
W5 (see Fig.1).
V. RANDOM LARGE WORLDS WITH
EMERGENT DIMENSIONS
Suppose we draw the same four-regular (2d) graph on
two pieces of paper. The local geometric structure de-
termines its energy according to the Hamiltonian (5): as
I have shown above, this depends only the local number
FIG. 2: The negative curvature quantum corresponding to
the wheel graph W7. In red (oblique lines) the additional
links making up the excitation.
of edges, triangles and squares. Suppose we now leave
the first piece of paper flat while we crumple the sec-
ond one up like when using a newspaper page to light a
fire. The local geometry and thus the energy of the two
graphs remain clearly the same. The topology, however
changes dramatically. The first remains flat while the
second becomes space-filling and acquires thus one addi-
tional (Hausdorff) dimension: there is a large topological
degeneracy.
The topological structure depends thus not only on
the Hamiltonian but also on how the fluctuations within
the degenerate ground state manifold are sampled. As
in [8] I will consider quenching [15] the graphs from very
high energy random configurations by a Glauber dynam-
ics. It is well known that quenching can lead to com-
plex behaviour when various phases can coexist at low
temperatures. In many cases the equilibrium configura-
tion is not always reached (e.g. only in 70% of the cases
for the two-dimensional Ising model) and in some other
cases (three-dimensional Ising model) it is never reached
[15]. Here I will study the properties of the lowest-energy
graphs obtained by quenching random configurations for
the coupling constant values d = 2 and d = 3. These
can be considered as the configurations resulting from
rapid cooling (or rapid expansion via the renormaliza-
tion group) a system governed by the Hamiltonian (5).
To do so I will adapt the Glauber dynamics introduced
in [8] to take into account the perturbative modifications
to the Hamiltonian. So I will start from random initial
configurations, with typically very high-energy, and se-
quentially update the vertex and link bits according to
7the rule
si(t+ 1) = sign+ (hi(t)) ,
hi =
∑
j 6=i
wijsj , (14)
wij(t+ 1) = Θ± (hij)
hij =
1
2
sisj −
J
2
∑
k 6=j
k 6=i
wkj(t)−
J
2
∑
k 6=i
k 6=j
wik(t)
−λ3
(
w2
)
ij
+ λ4
(
w3
)
ij
, (15)
where Θ denotes the Heaviside function. The subscripts
”+” and ”±” on the ”sign” and Θ functions indicate what
is the rule to follow in the (rare) cases in which the ar-
gument happens to be zero. Complete symmetry would
require a totally random choice in these cases. This, how-
ever can lead to a split, two-component network in which
space-time vertices have the opposite sign in the two com-
ponents. Since I am interested in the emergent properties
of just one of these components I will maximize its size
by making an asymmetric choice for the ”sign” function
determining the orientation of the space-time vertices.
This is embodied in the subscript ”+”, which indicates
that, in case of vanishing argument the + sign has to
be chosen. This favours positive vertex spin values, so
that one-component graphs are preferred. The subscript
”±” on the Heaviside function, instead indicates that a
purely random choice will be made when the argument
vanishes.
The important property of the above Glauber dynam-
ics is that the energy function (5) cannot increase along
a sequential evolution (14) and (15): E(t + 1) ≤ E(t).
To show this, let me begin by considering the update of
vertex spin si. The corresponding contribution Ei to the
energy changes according to
Ei(t+ 1) = −si(t+ 1)
∑
j 6=i
wij(t)sj(t)
= −sign+ (hi(t)) hi(t) = −|hi(t)|
≤ −si(t)hi(t) = Ei(t) . (16)
With the exact same procedure for the update of a link
spin hij I obtain
Eij(t+ 1) = −wij(t+ 1)hij(t) = −Θ± (hij(t))hij(t) .
(17)
Now there are two possibilities
• hij(t) < 0 → Eij(t + 1) = 0 ≤ −wij(t)hij(t) =
Eij(t)
• hij(t) > 0 → Eij(t + 1) = −hij(t) = −|hij(t)| ≤
−wij(t)hij(t) = Eij(t)
and in both cases we obtain Eij(t + 1) ≤ Eij(t), which
proves the claim that the energy cannot increase during
sequential evolution according to the above Glauber dy-
namics. Note that, for both the ”sign” and the Heaviside
functions, the exact procedure on how to treat the unde-
fined cases in which the argument vanishes has no effect
on this result. As a consequence, every minimum of the
energy (5) is a fixed point of the sequential network evo-
lution (14) and (15).
Once the adjacency matrix w of the ground state has
been obtained, two distance measures on this graph can
be studied. The spectral dimension ds measures the con-
nectivity of the graph [27], the dimension that a particle
moving on the graph would feel. It is defined via the
scaling of the return probability pr(t) to the initial point
after t steps of a random walk on the graph [28],
pr(t) ∝ t
−ds/2 . (18)
For infinite graphs this scaling relation is valid in the
limit t → ∞. For finite k-regular graphs, the return
time to the initial point is t = N [28] and thus pr(t) →
1 in the limit t → ∞. The correct scaling is typically
found in the intermediate region 1≪ t ≤ O(N4/k) where
finite size effects are suppressed [28]. To compute the
spectral dimension one introduces the degree distribution
di denoting the number of edges at each vertex i. The
matrix
Mij =
1
di
Aij , (19)
represents the transition probabilities from vertex i to
vertex j in a random walk on the ground state graph.
The average over all possible initial points of the return
probability of the random walk after t steps is then given
by
pr(t) =
1
N
TrM t . (20)
The best fit of this to a power t−ds/2 over the appro-
priate t-interval defines then the spectral dimension ds.
In practice, I have computed ds by using the five points
tmax . . . tmax−4 with tmax = ceiling(N
4/k) for the lowest-
energy quenched graph with the largest N . This gives
ds = 2± 0.02 d = 2 ,
ds = 3.02± 0.02 d = 3 , (21)
which confirms that, indeed, the coupling constant of the
model determines the spectral dimension of the ground
state graphs.
The intrinsic Hausdorff dimension dH , instead, mea-
sures how the graph volume scales with distances D on
the graph [1],
D ∝ N1/dH . (22)
Of course, one must specify the exact definition of the
graph distance, which I will address below. But the
asymptotic results do not depend on the details of this
definition, being a topological property of the graph.
Denoting D(q, p) as the distance between vertices p
and q on the graph G, i.e. the number of edges on the
8shortest path connecting them, let me define the sphere
S and ball B of radius r around a vertex p as
Sp(r) = {q ∈ G|D(q, p) = r} ,
Bp(r) = {q ∈ G|D(q, p) ≤ r} . (23)
Clearly, we have
Bp(R) =
R∑
r=0
Sr . (24)
Let me now consider a vertex on Sp(R), i.e. a vertex at
distance R from p and let me ask the question how many
unconstrained ways there are to proceed to a next vertex
at distance R+1 from p. There are two extreme cases for
regular graphs. The first is the case of a complete graph,
for which each vertex is at distance one from p and, thus
Sp(r) = (N−1)δr,1 and Bp(R) = N independent of R for
R > 1, which amounts to a vanishing Hausdorff dimen-
sion. The second case is that of a random regular graph
for which edges are drawn randomly from a uniform dis-
tribution. In this case, for each vertex on Sp(R) there
are exactly (k−1) independent ways to proceed to a new
vertex, which means that Bp(R) ∝ (k − 1)
R for large R.
This, in turn implies that distances on the graph scale
logarithmically with the volume (”infinite Hausdorff di-
mension”), which is what goes under the name of ”small
world” phenomenon [1].
The ground state graphs of (5) constitute an inter-
mediate case, in between these two extremes. Indeed,
consider as before a vertex on Sp(R) and the link joining
it to a previous vertex on Sp(R − 1). As I have shown
before, this link is shared by (k − 2) squares and this
means that at least (k − 2) of the new links emanating
from the vertex on Sp(R) have to be tied up in forming
these squares. In the extreme case that all these (k − 2)
links are constrained to complete squares involving ver-
tices already in Bp(R) there remains only one, free, un-
constrained link to to further continue the path from the
vertex on Sp(R). In other words, in this case Sp(R) is a
constant and Bp(R) ∝ R, which amounts to a Hausdorff
dimension one. In general, however, there will be more
free, independent links to continue the path since not all
of the (k − 2) links emanating from a point on Sp(R)
will be constrained to close squares by turning back into
Bp(R). The constraint of forming (k − 2) squares per
link, however, clearly prevents all the links emanating
from boundary points to be free to continue the path to
Sp(R+1). In general, for Sp(r) scaling like r
dH−1 one ob-
tains Bp(R) ∝ R
dH by Faulhaber’s formula. This shows
that, indeed, the constraint of maximizing the number of
squares (with no triangles) rules out a logarithmic scaling
of graph distances as a function of the volume in favour
of a power law. The ground states of (5) are thus ”large
worlds” with finite Hausdorff dimension.
As mentioned before, however, it is possible that the
quenched graphs are not exact ground sates of (5) but
only configurations ”near” such a ground state. In order
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FIG. 3: The linear regression of eq. (26) for d = 3 in a ln-ln
plot.
to find out what exactly is the Hausdorff dimension of
the quenched graphs, I will fit (22) to the numerical re-
sults obtained from the Glauber dynamics (14) and (15).
Following [29] I will take D = 〈D〉 as the average distance
among vertices of the graph. This can be also computed
from the adjacency matrix w of the ground state graph.
Indeed, the minimal graph distance between two vertices
i and j is given by the smallest integer power ℓij such
that
(
wℓij
)
ij
6= 0. The average distance on the graph is
thus given by
〈D〉 =
1
N(N − 1)
∑
ij
ℓij . (25)
Let me stress that this is an intrinsic property of the
graph that does not need an embedding in an extrinsic
Euclidean space to be defined and measured. This di-
mension is simply extracted as the best fit of (25) to a
power of N as in (22).
In order to measure the Hausdorff dimension of the
quenched graphs I have taken the mean≪ D ≫ of the av-
erage graph distances, as defined above, for the 3 graphs
of lowest energy obtained by the quenching process and
have fit the results to a functional form
≪ D ≫= c N1/dH . (26)
Here, ≪ · · · ≫ denotes averages over graphs of low en-
ergies as opposed to averages over properties of a single
graph. The measured values of log (≪ D ≫) are shown
in Fig. 3 and Fig. 5 as a function of log(N) for d = 3 and
d = 2, respectively. The values of N are limited by be-
low by the finite-size effects appearing in too small graphs
and by above by the available computational resources.
In the case d = 3 the linear regression of these logarith-
mic data (shown in Fig. 3) implies best fit parameters
c = 1.05± 0.07 ,
dH = 4± 0.2 . (27)
The small error on dH of only about 5 % strongly suggests
that the Hausdorff dimension of the quenched graphs is
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FIG. 4: The number of squares in the quenched graphs for
d = 3 as a function of N .
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FIG. 5: The linear regression of eq. (26) for d = 2 in a ln-ln
plot.
dH = 4. Note that the Akaike information criterion value
of the power-law fit is AIC(power law) = −26.4, while,
for comparison, the Akaike information criterion of a log-
arithmic fit ≪ D ≫= c log(N) is AIC(logarithm) =
−23.2. This implies that the logarithmic fit is 5 times less
likely to be the best model (in the sense of minimizing
the information loss) for the measured data, confirming
that the quenched graphs are ”large worlds”. Indeed, as
shown in Fig. 4, the quenched graphs are actually locally
Euclidean ground states.
The best fit of the number of squares Nsquares in the
quenched graphs as a function of N gives
Nsquares = p N
q ,
p = 3± 1.1 ,
q = 0.96± 0.08 , (28)
which are essentially the values of cubic graphs, albeit
with a large error in the coefficient p with the available
precision.
The situation is quite different for d = 2. In this case,
the best fit parameters implied by the linear regression
of the logarithmic data in Fig. 5 are
c = 2.05± 0.08 ,
dH = 5.1± 0.2 . (29)
The error on dH is again only of 4%. This result
strongly suggests that, for d = 2 the Hausdorff dimen-
sion of quenched graphs is actually dH = 5. Also in
this case one can exclude a ”small world” behaviour
since the Akaike information criterion of the power law
is AIC(power law) = −24.3, compared with a value of
(-17.6) for AIC(logarithm), which implies that a loga-
rithmic fit is 28 times less likely to be the best fit of the
data (in the sense of minimizing the information loss)
than a power law. Also for d = 2, quenched graphs are
”large worlds”. As extensively discussed in section VII,
however, they are not locally Euclidean since the squares
are much too sparse.
In order to explain how the Hausdorff dimensions
dH = 4 and dH = 5 come about, I will introduce ge-
ometric graphs and the notion of geometric dimension,
which is a measure related, but not identical to the Haus-
dorff dimension. Geometric graphs are discrete versions
of topological manifolds, manifolds that are locally Eu-
clidean since each point has a neighbourhood homeomor-
phic to an open set in Rn. For even connectivities (d inte-
ger), the triangle-free, 2d-regular graphs with maximum
number of squares considered here are clearly geometric
since, as I have shown above, each edge supports (2d−2)
square, i.e. has a neighbourhood homeomorphic to Zd,
which is a natural discretization of Rd.
To define geometric graphs in the generic case [18] one
must require the possibility to define unit spheres S(x)
on the graph with the same topological properties as in
topological manifolds. Thus a graph is called a geomet-
ric graph of geometric dimension dg, if the dimension is
constant for every vertex x and if each unit sphere S(x) is
a (dg − 1)-dimensional geometric graph with Euler char-
acteristic
χ(S(x)) = 1− (−1)dg , (30)
where the Euler characteristic χ(S(x)) =
∑
x∈S(x)K(x)
is the sum of the curvatures defined in (11); a one-
dimensional graph is geometric if every unit sphere has
Euler characteristic 2 [18]. For dg = 1 the minimal geo-
metric graph is the square, for dg = 2 it is the octahedron
(the icosahedron is also a dg = 2 geometric graph) while
for dg = 3 it is the 16-cell (also called hexadecachoron or
hexadecahedroid). In general, for any dimension dg the
minimal geometric graph is the cross polytope of dimen-
sion Dg = dg + 1, whose vertices consist of all permuta-
tions of (±1, 0, . . . , 0) in Dg Euclidean dimensions. Note
that generic triangularizations of manifolds do not yield
geometric graphs since, without further assumptions, the
unit spheres can be arbitrarily complicated because pyra-
mid constructions allow any given graph to appear as a
unit sphere of an other graph [18]. In particular triangles
and tetrahedra are not geometric graphs.
10
For a single elementary cross polytope it is of course a
matter of convention if one calls geometric dimension dg
or Dg = dg +1. If the cross polytope, however is embed-
ded as a subgraph in a larger, regular graph, its geometric
dimension must be considered Dg, exactly as embedding
a continuum unit sphere in a larger topological manifold
requires at least one more dimension.
Let me consider some examples. Consider first an oc-
tahedron, i.e. a Dg = 3 cross polytope. Each vertex of
the octahedron has 4 links emanating from it: if an octa-
hedron has to be embedded in a larger graph one needs
thus at least some vertices with connectivity 5. Graphs
with vertices of connectivity 6 also generically contain
octahedrons, for examples octahedron balls in which the
center is linked to all vertices on the boundary. They do
not, however contain 16-cells: for this, vertices of connec-
tivity 7 are needed since each vertex of the 16-cell has 6
links emanating from it. So, regular graphs of connectiv-
ity k = 3 or k = 4 can be assigned geometric dimension
Dg = 2, regular graphs of connectivity k = 5 or k = 6
have geometric dimension Dg = 3 and regular graphs of
connectivity k = 7 or k = 8 geometric dimension Dg = 4.
In general, regular graphs of connectivity k can be as-
signed a geometric dimension Dg = ceiling(k/2). This
encompasses also the present case of 2d-regular graphs
locally homeomorphic to Zd.
Let me now turn to the quenching process of high-
energy configurations via the Glauber dynamics (14) and
(15) and concentrate on the link update (15) assuming
a fully formed space, si = 1, ∀i. If one assumes a very
high-energy configuration with a macroscopic portion (I
will take 50% in the numerical simulations below) of links
present (wij = 1), the first step of the Glauber dynam-
ics will set most links to zero since most of the hij are
negative due to the high values of the second and third
negative terms in (15) (the remaining fourth and fifth
terms are irrelevant since they constitute by construction
only perturbations). But then, the second step will again
generate many links for exactly the opposite reason, the
first term due to the fully formed space will dominate
and cause most of the hij to take a positive value. The
quenching process will thus approach the final regular
graph by alternating between configurations with many
and few links.
In Fig. 6 I display the average connectivity and the
number of links that remain unchanged in the next step
of the quenching process as a function of quenching time
t for d = 3, starting from a high-energy configuration
with 50% of all possible links randomly set to 1.
In this figure one can clearly recognize the approach
to the final connectivity 6 by alternating between con-
figurations with large and small numbers of links. Also
note that, at the beginning of the quenching process, the
links are completely random variables while, slowly, as
the quenching proceeds, some of them begin to remain
fixed from one step to the other. Since, for d = 3, the
quenched graphs are locally Euclidean, I will focus on
their geometric dimension as defined above. The first
d=3
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FIG. 6: The average connectivity (upper graph) and the num-
ber of links that remain unchanged to the next step (lower
graph) in the quenching process for d = 3.
quenching step in which a graph of geometric dimension
3 is fully formed is when the average number of links that
remain unchanged reaches the level 5: as is clear from
Fig. 6 this happens at t = 8, when the average num-
ber of fixed links reaches the level 4.97. The important
point is that, exactly at this quenching time, the average
connectivity is 8.01, with essentially all vertices having
connectivity 8. This means that, at this time we have a
fully formed graph of geometric dimension 3 embedded in
a larger, locally Euclidean graph of geometric dimension
4: at each vertex the links of the geometric dimension 3,
quenched graph can ”choose” among the 8 links of a ge-
ometric dimension 4, spontaneously emerged embedding
graph. Since only the last link per vertex will be ad-
justed in the last few steps of the quenching process, the
”choice of directions” made at step 8 remains ”frozen”
and this causes the final graph to be a discrete, four-
volume-filling, three-dimensional space, which explains
its Hausdorff dimension 4. The quenching process has
generated a spontaneous embedding graph of geometric
dimension 4: the quenched ground state graph is embed-
ded in this by a local, random choice of 6 of the 8 links
of the embedding graph at each vertex. At each vertex
there are thus two ”missing” links, i.e. one entire, locally
Euclidean dimension: this is the spontaneous dimension
emerged in the quenching process.
The situation is more complex for d = 2, for which
case the behaviour of the average connectivities and of
the fixed number of links in the quenching process are
shown in Fig. 7.
As the quenched graphs are not locally Euclidean, as
discussed in section VII, one cannot use anymore the no-
tion of geometric dimension to determine when, in the
quenching process, the final configuration of spectral di-
mension ds = 2 has formed.
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FIG. 7: The average connectivity (upper graph) and the num-
ber of links that remain unchanged to the next step (lower
graph) in the quenching process for d = 2.
VI. EMERGENT TIME AND CAUSALITY
In the previous section I have presented ample evi-
dence that quenched networks of sufficiently low energy
for d = 3 are locally Euclidean, ”four-space-filling” (from
now on denoted by 4D), three-dimensional (denoted as
3d) graphs. Here I would like to derive an important
topological property of such configurations.
The quenched ground states are essentially cubic-like
networks defined on a regular graph with connectivity
k = 8. These, on the other side, can be viewed as cubic-
like networks with two additional ”missing links” at every
vertex. These links define a fourth, emergent dimension.
This is of course very suggestive of a possible mechanism
for the appearance of a time direction. In the following
I will explore if such an identification satisfies the nec-
essary requirements to be consistent. The first thing to
notice is that the additional links at each vertex define
a discrete version of a nowhere vanishing direction field
on a continuous manifold. A nowhere vanishing direction
field is the necessary and sufficient condition for a Lorentz
metric to exist on a manifold, i.e. for the manifold to be
Lorentzian [24]. Indeed it is very easy to construct this
Lorentzian metric from the standard Euclidean metric
on the manifold [25]. Most important, this construction
carries through to discrete graphs: it suffices to take the
Euclidean distance along the shortest path between two
points on the graph and to substract twice the Euclidean
distance along the additional links on this path. This re-
duces to the standard procedure described in [25] in the
continuum limit.
A Lorentzian distance is the first requirement for a
space-time. The second is the existence of a global def-
inition of time, i.e. the possibility of defining a global
orientation on the direction field, or in other words, the
arrow of time. To see that this poses no problem it is
best to think of the additional two links per vertex as
defining a new regular graph with connectivity two. It is
well known that two-regular graphs decompose in many
disjoint cycles (closed loops) [1]. For each of these loops
one can then independently choose one of the two pos-
sible orientations in which the cycle should be traversed
and this choice defines automatically a global orientation
of time without conflicts, since the cycles are disjoint.
The final and most difficult requirement for a physical
space-time is causality. There are many types of causality
that have been considered [26] for continuous manifolds.
Here I will concentrate on one of the simplest notions of
causality, i.e. the absence of closed causal curves. To this
end let me consider in the full 4D graph a closed path
(cycle) of length L = O
(
N1/4
)
made of s steps along the
3d ground state graph and the rest along the additional
emergent ”time” direction. In particular I will ask the
question of how many such cycles there are in the limit
of very large N . To answer this question I will use two
fundamental results about the number of cycles in regular
graphs. The first [19] is that, for connectivity k ≥ 3 , the
number C of closed paths (cycles) of length L = o(N) in
a k-regular graph is given by
C =
(k − 1)L
2L
, (31)
The second, very recently derived [20], is that this for-
mula holds for all connectivities, including k = 2. This
shows that every vertex along the path contributes an
overall factor (k − 1)/logL(2L) where (k − 1) are the
number of possibilities of how to continue the path once
arrived at that vertex. The total number of cycles with
s steps along the 3d ground state graph is thus given by
C =
(k − 1)s
2L
, (32)
with k = 2d = 6.
In the limit N → ∞ there are thus only two possible
regimes:
• s = o
(
1
4 logk−1(N)
)
,
• otherwise,
the extreme cases for the two regimes being given by the
integers
s− = floor
(
1
4
logk−1(N)
)
, (33)
and
s+ = ceiling
(
1
4
logk−1(N)
)
, (34)
respectively. In the limit N → ∞ no cycles with s ≤ s−
survive. I will thus identify 4D graph paths with s ≤ s−
as causal paths on the full 4D graph. To end this section
I would like to stress that, in this model the existence
of a dimension interpretable as time would be a conse-
quence of the quenching process, i.e. of a rapid cooling
associated with a sudden expansion to large scales, and
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that the ensuing notion of causality would be emergent,
appearing only at large distances. This picture would
entail, in particular, that time arises as an “antiferro-
magnetic configuration for directions” of a fundamentally
discrete Euclidean 4D space. I want to stress, however
that, while I have shown how it is possible to define a
globally well defined ”Lorentzian graph distance” with a
causal structure, there is no compelling evidence in the
present framework why this should be the correct choice.
VII. GRAPH HOLOGRAPHY AND MINIMAL
AREAS/LOOPS AS FUNDAMENTAL DEGREES
OF FREEDOM
Let me now proceed to the coupling d = 2. In this case,
the quenched graphs of lowest energy are four-regular
graphs of spectral dimension ds = 2 but Hausdorff di-
mension dH = 5. As before, this means, loosely speaking,
that the quenched graphs are two-dimensional structures
somehow embedded in a larger, five-dimensional discrete
space. But in this case the identification of this space is
harder than for d = 3.
To see why, let me first note that the mismatch of di-
mensions has important consequences for the counting of
degrees of freedom. Indeed, since the quenched graphs
are two-dimensional structures, their fundamental de-
grees of freedom must have a finite density proportional
to the inverse area element on the graph and their total
number Ndof scales thus as Ndof ∝ D
2 ∝ N2/5 = N0.4,
given that distances on the two-dimensional quenched
graphs scale with Hausdorff dimension 5. This means
that the original vertices of the graph constitute a re-
dundant representation of the true, physical degrees of
freedom: there are only N2/5 of these, a massive reduc-
tion in the large N limit. This is a graph version of the
holographic principle [21], perhaps the most established
and generally accepted feature of quantum gravity.
But can we identify a possible candidate for these phys-
ical degrees of freedom? The answer is yes and to de-
rive it I am going to count the number of squares in the
quenched graphs as a function of the number N of ver-
tices. For d = 3 this gives Nsquares = 3N as derived in
(28) and shown in Fig. 4 and this is the expected number
for locally Euclidean graphs. This is not so for d = 2, as
shown in Fig. 8.
The best fit of the behaviour shown in Fig. 8 gives
Nsquares = p N
q ,
p = 8± 1.9 ,
q = 0.42± 0.05 . (35)
While the present data do not permit to determine
with high accuracy the coefficient, the exponent is ob-
tained with a much better error of 12%. This suggests
that the number of squares actually scales with an ex-
ponent 0.4 = 2/5. There are three immediate conse-
quences of this result. First, the quenched graphs are
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FIG. 8: Graph holography: the number of squares for d = 2
quenched graphs scaling as N2/5 versus the linear behaviour
characteristic of locally Euclidean graphs.
clearly not locally Euclidean, since squares are much too
sparse: this makes the interpretation of Fig. 7 harder
for d = 2, since one cannot clearly identify when a two-
dimensional structure has formed in the quenching pro-
cess. The identification of the spontaneous embedding
space and its properties for d = 2 is thus still an open
question. Secondly, given this sparsity of squares there
is typically no more a perfect matching between unit
spheres of neighbouring vertices. The Ollivier Ricci cur-
vature of the quenched graphs is thus typically negative
[23] (the Knill Ricci curvature still vanishes because of
the absence of triangles but it is a question if it is appro-
priate for these non locally Euclidean graphs). Finally,
squares on the quenched graphs are obvious candidates
for the fundamental degrees of freedom of the model.
Since the quenched graphs are, by construction, triangle-
less, squares are the fundamental quanta of area and con-
stitute the smallest possible loops. In the present model,
holography is thus realized by fundamental degrees of
freedom that are quantized loops/areas on a space-filling
2d holographic screen embedded in a 5D space of neg-
ative curvature. By taking averages over suitably large
subgraphs one can expect to obtain a constant negative
curvature, in which case the natural embedding would
become the hyperbolic space H5, which is topologically
R x R4 with a warped metric.
VIII. CONCLUSION AND FUTURE
DIRECTIONS
In this paper I have proposed a model that might give
a first hint towards a possible explanation for the sponta-
neous emergence of a time direction, namely the quench-
ing of graphs governed by link antiferromagnetism as in
(5). The mechanism is easiest to present for d = 3, in
which case quenching does not destroy the locally Eu-
clidean nature of the ground states. For d = 2 the cou-
pling is stronger and curvature effects become more im-
portant. In this case the quenched graphs are space-
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filling 2d holographic screens in a 5D space of negative
curvature and the fundamental degrees of freedom are
quantized loops/areas on this holographic screen. It is
interesting to note that five dimensions play a crucial role
in the AdS/CFT scenario [30] and that quantized areas
are one of the most important aspects of loop quantum
gravity [31].
The most important next steps in this research pro-
gram are, of course, to better understand the nature of
the quenched graphs for d = 2 and, above all, to study
quenched graphs at finite temperatures to compare with
the antiferromagnetic phase transition derived in mean
field theory [9]. These points are the subjects of further,
ongoing investigation.
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