Abstract. We present an explicit Eta pairing approach for computing the Tate pairing on general divisors of hyperelliptic curves H d of genus 2, where H d : y 2 + y = x 5 + x 3 + d is defined over F 2 n with d = 0 or 1. We use the resultant for computing the Eta pairing on general divisors. Our method is very general in the sense that it can be used for general divisors, not only for degenerate divisors. In the pairing-based cryptography, the efficient pairing implementation on general divisors is significantly important because the decryption process definitely requires computing a pairing of general divisors.
Introduction
Pairing-based cryptosystems have been one of the most active research areas in cryptology due to discovery of an identity-based encryption scheme [4] and its significance as a cryptanalytic tool [9, 16] . Recently, the Tate pairing and the Weil pairing have been used to construct various cryptosystems [4, 5, 6, 21] . It is therefore significantly important to develop efficient methods of the paring computation for the purpose of practical applications of the pairings to the cryptosystems [2, 3, 7, 10, 11, 18, 19] .
Most of pairing-based cryptosystems use a divisor D as a system parameter, which is a generator of an additive cyclic group with prime order . Generally, inputs for pairing computation are usually aD for arbitrary integer a ∈ {0, . . . , }. Even though the generator D is constructed to be special such as D = (P ) − (O), P ∈ H(F p n ) which was dealt with in [1] , aD does not need to have such a good property. In fact, the Tate pairing computation is defined over the entire divisor class group of a curve, but the divisors do not always have to be written as a sum of points in the defining field F 2 n ; such points are called degenerate divisors [13] . Since the algorithm proposed in [1] works only for degenerate divisors, we need to develop an algorithm which works for general divisors as well.
Recent developments [1, 8] on the Tate pairing implementation on hyperelliptic curves over a finite field F q have focused on the case of degenerate divisors as mentioned before. However, in the pairing-based cryptography, the efficient Tate pairing implementation over general divisors is significantly important. For instance, in the Boneh-Franklin identity-based encryption scheme, the private keys are general divisors, and therefore the decryption process requires computing a pairing of general divisors.
In this paper, in terms of efficiency of bilinear and non-degenerate pairing on H d , we compare the Eta pairing and the Ate pairing on supersingular hyperelliptic curves. Furthermore, we obtain very efficient algorithm for a pairing computation over general divisors by reducing the cost of computing. The reduction of the loop cost was made by using the divisor version of the Eta pairing; the Eta pairing was introduced in [1] . In recent years Duursma and Lee [8] introduced a closed formula of the Tate paring for a very special family of hyperelliptic curves for the Tate pairing computation. This closed formula significantly reduced the total number of iterations for the Tate pairing computation over such curves. Barreto and others [1] showed why such curves are very special to have a reduction of the loop cost for the final computation of the Tate pairing. They provided us with a sufficient condition for a hyperelliptic curve to have a significant reduction of the loop cost in the Tate pairing computation.
We find a general method for computing the Eta pairing over divisor class groups of the curves H d in a very explicit way. So far only pointwise approach has been made in [1] for the Tate pairing computation on the hyperellitic curves H d over F 2 n . The paper [1] works only for degenerate divisors. Hence, when divisors are not a sum of degenerate divisors, we present a general method and algorithms for computing the Eta pairing over divisors by extending the idea of [1] and using the resultant. We estimate a timing result of our algorithm for the Eta pairing using our theoretical complex analysis and known timing result of a multiplication in F 2 n . According to our estimation, the Eta pairing on H d (F 2 79 ) can be obtained in 2.4ms for general divisors. This paper is organized as follows. In Section 2, we begin with a brief summary of the Tate pairing, the Eta pairing and the Ate pairing. Section 3 discusses the Eta pairing and the Ate pairing on H d for efficient pairing on H d . In Section 4, we obtain main results and algorithms for the Eta pairing computation on the divisors of H d . We finish our paper with complex analysis to estimate the timing of the Eta pairing algorithm in Section 5. We use SINGULAR software package for symbolic computations.
Tate, Eta and Ate pairing
In this section, we recall the basic definitions and properties (see [14] for further details). Let F q be a finite field with q elements andF q be the algebraic closure of F q . Hyperelliptic curves defined over F q are algebraic curves of genus g which are described by the following equation;
where
, deg(h) ≤ g and there are no singular points on H. Now let
and let H(F q ) = H ∩ (F q × F q ) be a set of rational points on H with the infinite point ∞. We denote the group of degree zero divisor classes of H by J H , and it is simply called the Jacobian of H. Note that each divisor class can be uniquely represented by the reduced divisor using the Mumford representation [17] . Reduced divisors of the curve H can be found as follows. 
and
We denote a divisor class by Now we recall the definition of the Tate pairing [9] . Let be a positive divisor of the order of J H (F q ) with gcd( , q) = 1, and k be the smallest integer such that | (q k − 1); such k is called the embedding degree.
To obtain a unique value, the reduced pairing is defined by
, where µ is the set of th roots of unity. What follows is a useful result for the resultant computation, and for the proof we refer to [22, 
where res(A, B) denotes the resultant of A and B.
We can make the evaluation of the rational function at a divisor much more efficient by using the following reduction technique. Barreto and others [1] classified certain curves which are very special enough to have an efficient algorithm for the Tate pairing computation. They provided us with a sufficient condition for a hyperelliptic curve to have a significant reduction of the loop cost in the final computation of the Tate pairing over degenerate divisors.
Eta pairing
We recall the Eta pairing introduced in [1] which is very useful for efficient computation of the Tate pairing. The Eta pairing is defined on supersingular curve with even embedding degree k > 1, and there is a distortion map ψ whose x-coordinate is defined over F q k/2 . This type of distortion map allows denominator elimination when the final powering (q k − 1)/ is raised. Let ψ be a distortion map on a hyperelliptic curve H over F q with q = p n . For T ∈ Z and two divisors D, E ∈ J H (F q ), the Eta pairing [1] is defined by
For the relation between the Tate pairing and the Eta pairing, we refer to [1, Theorem 1] . This is a generalization of Duursma-Lee's method [8] and gives a further improvement with shorter loop length by choosing a proper T .
Remark 2.4. The result is given in [1, Theorem 1], but in the proof of the theorem some validity is missing. In more detail, in the proof of Lemma 1 in [1] , they wrote
where the last equality is not always true since the ramification index e γ (S) is not necessarily 1. The condition 2 related to a distortion map in [1, Theorem 1] is satisfied only for F q -rational points on H. However, when we work on Jacobian variety with dimension g, a divisor defined over F q generally consists of F q g -rational points on C. In Lemma 2.5, we rewrite [1, Lemma 1] with correct proof. We also want to point out that the divisor D does not have to be in J H (F q ), and we may have
Let H be a supersingular hyperelliptic curve. Assume that, for some b ∈ N, the multiplication by p b has an extremely special form such that 
where ψ [s] denotes a map obtained by raising the coefficients of ψ by sth power, that is, if ψ(x, y)
. Since the divisors D, E and the morphisms φ, π q are defined over
from Eq. (6). The desired result is obtained by
Then, by Lemma 2.5 and lemmas in [1] , the relation between the Eta pairing and the Tate pairing is as follows:
Ate pairing
Grager et al. [12] generalize the Eta pairing on supersingular curves to ordinary curves by restricting the pairing to cyclic subgroups G 1 and G 2 such that
Theorem 2.6 ([12])
. Let H be a supersingular hyperelliptic curve over F q , and G 1 , G 2 be given as above. Then with e = gcd(k,
e defines a non-degenerate bilinear pairing. Furthermore, the pairingâ satisfies
Remark 2.7. We want to compare the Eta pairing and the Ate pairing. In Lemma 2.5 with b = 1, the condition Eq. (6)
for D ∈ J H (F q ) and the endomorphism ψ identifies the subgroup G 2 = ψ(G 1 ).
In Section 3, we discuss the difference between Eta pairing and the Ate pairing on H d over F q .
In fact, the fields of characteristic 2 are the most commonly used fields in the cryptosystems. In this paper we work on the following curves:
which is defined over F 2 n with n coprime to 6. The curves H 0 and H 1 are hyperelliptic curves, and their divisor class groups have nice group structures.
Efficient pairing on H d
In this section, we consider the Eta pairing and the Ate pairing on H d . Let q = 2 n with n coprime to 6.
Endomorphism
We use the same endomorphism ψ used in [1] . We identify the tower of extension fields as follows:
We define an endomorphism ψ (or called the distortion map) by
, where
Octupling formula
There is an octupling formula of the point in [1] . As pointed in [1] , octupling a divisor on the curve H d is computationally very simple, of which complexity is almost the same as octupling of a point on elliptic curves.
Eta Pairing on H d
According to the result in [1, Section 7] , the Eta pairing over the curve H d is optimal when T is taken to be ±2 (3n+1)/2 − 1. We take T = −2 (3n+1)/2 − 1. In this case, by setting T = −T and D = −D, we have T = 2 (3n+1)/2 + 1.
As n is coprime to 6, T = 2
where D i+1 + (f 8,D i ) = 8D i with a divisor D 0 = D and a rational function A is obtained from the final addition. Now, with the notation as Eq. (8), we set
The
Ate Pairing on H d
Since the embedding degree is 12, gcd(k, 2 nk − 1) = 3. Then from the definition of the Ate pairing, we havê
(3n+1)/2 + 1, the loop length of Miller algorithm is less than the Eta pairing.
In summary, on H d , we can define the following two efficient bilinear and nondegenerate pairings:
From Eq. In the following section, we find explicit formula to compute the Eta pairing on general divisors which are represented by Mumford representation. In the final section, we estimate a timing of our algorithm for the Eta pairing with known timing result of finite field operations.
Closed formula for the Eta pairing on H d
What follows is the main theorem of this section. Barreto et al. [1] provide an explicit formula forη(P, Q) on points P and Q in H d (F 2 n ). We find a closed formula forη(D, E) with general divisors D and E in J H d (F 2 n ) in Theorem 4.1.
Notation: In this theorem, for any polynomial g, g [i] denotes raising the power of 2 i to only the coefficients of g(x), and also for just constant a, a
where e = 3n − 9 − 6i 2 , e = 3n − 3 + 6i 2 ,
D (Z)), and the first term Λ is given by
and γ(i) = 1 if i ≡ 1 (mod 4) and γ(i) = 0 otherwise.
The explicit formulae for G i,4 (X, v [e]
E (X)) and
E (X)) are given in Table 1 . For the first term Λ, we need four times of D (3n−3)/2 and one addition with D. Let D = (P 1 ) + (P 2 ) − 2(∞) and D j be the reduced divisor equivalent to 2 (3n+1)/2 ((P j ) − (∞)). As pointed in [1, Appendix B.7] (we only consider n ≡ 3 (mod 4) without loss of generality), the reduced divisor D j has the form of φ(P j ) + (−P j ) − 2(∞) and thus we have
. The intermediate formulas for the Eta pairing for points
where v P j is a vertical line at P j . Then T = 8 κ · 4 + 1 and (
and we can ignore the vertical lines, the first rational function for one addition with D is f 4,Pκ,1 · f 4,Pκ,2 .
, where γ(κ) = 1 if κ ≡ 1 (mod 4) and γ(κ) = 0 otherwise. (Note that we assume n ≡ 3 (mod 4), so κ is odd). By Lemma 3.1,
Since α
and we omit vertical lines appearing in f 4,Pκ,1 · f 4,Pκ,2 , the first rational function for one addition with D is given by
Then the polynomial L(X, Y ) has the form
, so the result follows.
Closed formula forη(D, E)
We find the closed formula forη(D, E) by Lemma 2.3. In Algorithm 1 we describe an algorithm for computing theη-pairing on divisors.
To compute the resultant in Eq. (11), by Eq. (4), we have
E (X)) as follows:
with h i,j given in Table 1 . Refer to the step 13 in Algorithm 2. Using the reduction formula
E (X)) given by
we obtain
This computation corresponds to the steps 15, 16 and 17 in Algorithm 2. Therefore, E,0 because µ 2 = u E,1 and ν 2 = u E,0 . Let
with k i,j given in Table 1 . Refer to the step 14 in Algorithm 2. By proceeding in a similar way as for the case of G i, 4 , we obtain
as we see the step 22 in Algorithm 2. We therefore obtain the closed formula forη(D, E):
and this gives the steps 25, 26 and 27 in Algorithm 2. In the steps 25 and 26 of the algorithm, for Λ, let L be a vector with coefficients of L(X, Y ) defined in Table 1 . Hence the value Λ is equal to
Complexity of the Eta pairing on general divisors over H d
Now we compute the complexity of Algorithm 1. We use the following notations: m is the time for a multiplication in F 2 n and m 12 for a multiplication in F 2 12n .
The first precomputation of the step 2 through the step 5 needs 11m as shown in Table 1 . Note that we ignore the time cost for squaring because it is negligible comparing to the time for multiplications. The second precomputation for the step 7 and the step 8, we need 13m by counting the number of multiplications in Eq. (12) .
In for loop, we need 12m for the step 13 and the step 14 as shown in Table 1 . To count the number of operations for reduction step (Step 16 and Step 17),
Algorithm 1 Eta pairing over H
: Precompute powers of coefficients using u D and v D for 0 ≤ i ≤ n − 1 (Table 1) .
6: : Precompute powers of coefficients using u E and v E for 0 ≤ i ≤ n − 1.
10:: Set f ← 1 11:: for i = 0 to (n − 3)/2 do 12:: e = (3n − 9 − 6i)/2 mod n, e = (3n − 5 + 6i)/2 mod n 13:: (Table 1)  14: : 
23:: Table 1 .
we consider the entries of h i . From Table 1 , we know that it appears as 
where * represents a nonzero entry at the position. Therefore, the computation of R 4,1 = h i · µ in the step 16 needs 19m which is the number of * 's for j = 2, . . . , 6, 8, 10, 12 plus one for δ i0 . Similarly, we need 19m for the step 17.
The entries of k i is shown as 
and thus the computation of where I 12 is time for an inversion in F 12 . As mentioned in [15] , F q 12 is a pairing friendly field of which multiplication m 12 can be implemented by 5 · 3 2 m. Therefore, the complexity of T b has the minimal cost as
When n = 79 as given in [1] , T b takes 11488 m and one inversion in F q 12 .
According to [23] 1 + uD,1, δ1 = uD,1vD,1, δ2 = uD,0uD,1, δ3 = uD,1vD, 
