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Abstract
We characterize the boundary value of homegeneous solutions of planar one-sided locally solvable vector
fields with analytic coefficients with the property that the Lp norm of their traces is locally uniformly
bounded, 0 <p  1. For p = 1/n, n = 1,2, . . . , the boundary value must locally belong to the local Hardy
space hp(R) of Goldberg while for p = 1/n, n = 1,2, . . . , the answer calls for a new class of atomic Hardy
spaces if the vector field is of infinite type at some boundary point.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
This paper studies the local boundary behavior of solutions of the equation Lf = 0 where
L = A(x, t) ∂
∂t
+B(x, t) ∂
∂x
is a nonvanishing, complex vector field with real analytic coefficients defined on an open subset
Ω of the plane. We approach questions of boundary regularity through the localized analogue
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z = x + iy, is a holomorphic function of one variable defined on some rectangle
Q= (−r, r)× (0, T )
with a weak boundary value at y = 0. It is well known that if the boundary value bh ∈D′(−a, a)
is locally in the localizable Hardy space hp(R) [8], 0 <p < ∞, then
(p(h)) for any 0 < c < a, the norms of the traces h(·, y) are uniformly bounded in Lp[−c, c]
as y → 0+, i.e.,
c∫
−c
∣∣h(x + iy)∣∣p dx  C, y ↘ 0.
Conversely, if (p(h)) holds, bh exists and belongs locally to hp(R). This is just a local version
of a classical property of the Hardy space Hp(Δ) of holomorphic functions on the unit disc Δ
whose theory started with the fundamental work of Hardy [9].
Holomorphic functions are solutions of a complex vector field and it is natural to study vector
fields L for which the solutions of the homogeneous equation Lf = 0 show a similar behavior,
i.e., (p(f )) whenever bf belongs to an appropriate space. When this happens we will say for
brevity that the vector field L itself possesses the (Hp) property. Assume that A(x, t) ≡ 1 and for
every 0 < r ′ < r there exists ε > 0 such that L satisfies the Nirenberg–Treves condition (P) [13]
on (−r ′, r ′)× (0, ε). It was proved in [3,4], assuming that L is locally integrable and has smooth
coefficients and 1 p ∞, that (p(f )) holds for any continuous solution Lf = 0 with bound-
ary value bf if and only if bf is locally in Lp(R) (recall that for 1 < p ∞, hp(R) = Lp(R)).
Conversely, if L satisfies the (Hp) property for some 1 p ∞, L must satisfy (P) on a fam-
ily of rectangles (−r ′, r ′) × (0, ε), with r ′ ↗ r , ε ↘ 0. Roughly speaking, for p  1, L has the
(Hp) property if and only if L is locally solvable on some neighborhood of (−r, r) × {0} in
(−r, r) × [0, T ). The implication (Hp) ⇒ (P ) was extended for vector fields with real analytic
coefficients to the case 0 < p  1 in [10]. In this work we deal with vector fields with real ana-
lytic coefficients that are locally solvable on a neighborhood of (−r, r)×{0} in (−r, r)× [0, T ),
and study for 0 < p  1 the relationship between (p(f )) and the nature of bf for continuous
homogeneous solutions Lf = 0. At boundary points where L is of finite type, the situation is
identical with that of the Cauchy–Riemann operator: (p(f )) holds if an only if bf ∈ hp(R)
locally. Due to the real analyticity assumptions, unless L is a real vector field, the set of bound-
ary points x0 ∈ (−r, r) of infinite type form a discrete set F that we may assume to be finite
after shrinking r . This leads naturally to a functional analysis question: given a finite set F ⊂ R,
can we find for any g ∈ hp(R) an atomic decomposition g =∑j λj aj , where all atoms aj with
“big” L∞ norm are supported in intervals that do not contain points of F in their interior? The
answer depends on the value of 0 < p  1: if p avoids the discrete set of values 1,1/2,1/3, . . .
the answer is yes. If p = 1/n, n = 1,2,3, . . . , those elements of h1/n(R) that admit such a de-
composition constitute a proper dense subspace h1/nF (R) ⊂ h1/n(R) carrying a natural complete
translation invariant metric. It turns out that for p ∈ (0,1) \ {1/n: n = 1,2,3, . . .}, (p(f )) holds
for a continuous solution Lf = 0 possessing a boundary value bf ∈ D′ if and only if bf be-
longs (locally) to hp(R). However, in the presence of boundary points of infinite type, i.e., if
F ∩ (−r, r) = ∅, and p = 1/n, n = 1,2,3, . . . , (p(f )) holds for a continuous solution Lf = 0
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h
p
F (R). These equivalences are the main result of this paper.
The organization of the paper is as follows. In Section 1 we introduce a special kind of atomic
decompositions (called distinguished decompositions) associated to a finite set F ⊂ R and are
led to the definition of the spaces h1/nF (R). In Section 2, we prove the existence of distinguished
decompositions in hp(R) when p = 1,1/2,1/3, . . . . In Section 3 we discuss some functional
properties of the spaces h1/nF (R), including atomic decompositions with additional vanishing
moments, invariance under multiplication by test functions, invariance under change of variables
and compute their duals. In Section 4 we recall the one-sided version of condition (P) and ex-
press L in a convenient local form that will be used throughout the rest of the paper. In Section 5
we state one of our main results, that if bf is locally in hp(R) (or in hpF (R) if 1/p ∈ N) then
the traces x → f (x, t) have uniformly bounded Lp norm (Theorem 5.2). This theorem is proved
in Section 6. The converse property, that if f has traces with uniformly bounded Lp norm the
bf must belong locally to hp(R) (or to hpF (R) if 1/p ∈ N) (Theorems 7.1 and 7.2) is stated
in Section 7, where some key technical lemmas are also stated and proved. Section 8 discusses
two a priori different types of complex Hardy spaces, Ep(U) and Hp(U), which however co-
incide for some classes of possibly rough domains and this identity is essential in our proof of
Theorems 7.1 and 7.2 which is concluded in Section 9.
1. A class of Hardy spaces
We recall how the localizable Hardy spaces hp(Rn), introduced by Goldberg [8], are defined.
Let φ ∈ C∞c (Rn) such that
∫
Rn
φ(x) dx = 0. For f ∈ S ′(Rn) we define the small maximal func-
tion mφf by
mφf (x) = sup
0<t<1
∣∣(f ∗ φt )(x)∣∣.
Definition 1.1. Let 0 < p < ∞. A tempered distribution f ∈ S ′(Rn) belongs to hp(Rn) if and
only if mφf ∈ Lp(Rn), i.e.,
‖f ‖hp .=
( ∫
Rn
(
mφf (x)
)p
dx
)1/p
< ∞.
From now on we restrict our attention to the case n = 1 and 0 < p  1. The space hp(R) is a
complete metric space with the distance
d(f,g) = ‖f − g‖php , f, g ∈ hp(R).
For p = 1, ‖f ‖h1 is a norm and h1(R) is a normed space densely contained in L1(R). In the
sequel, |I | = b − a will denote the length of an interval I = [a, b] and suppf the support of a
distribution f .
Definition 1.2. A measurable function a(x), x ∈ R, is an hp-atom if satisfies the following prop-
erties: there exists an interval I ⊂ R such that:
(i) suppa ⊂ I ;
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(iii) if |I | < 1, ∫ xka(x) dx = 0, for all 0 k  p−1 − 1, k ∈ Z.
Thus, we may distinguish between two types of atoms: those satisfying a small bound and
allowed to be supported in large intervals for which no moment condition is required and those
supported in small intervals which are allowed to assume relatively large values depending on
the size of I and are required to have a number of vanishing moments. An interval I such that
(i)–(iii) are satisfied is called a carrier of the hp-atom a(x). A standard argument shows that
there exists R > 0 such that ‖a‖hp R for all hp-atoms. According to the atomic decomposition
theorem [8], there exist two positive constants C1, C2, such that for every f ∈ hp(R), we may
find a sequence of hp-atoms {ak} and a sequence of complex numbers {λk} in 	p such that f is
the limit of the series
f =
∞∑
k=1
λkak
with convergence both in the distribution sense and in the topology of hp(R) and furthermore,
C1‖f ‖hp 
(∑
k
|λk|p
)1/p
C2‖f ‖hp .
In particular, the quantity
inf
∑
j
|λj |p, f =
∑
j
λj aj ,
where the inf is taken over all atomic decompositions of f yields a quantity that is equivalent to
‖f ‖php .
We now introduce a distinguished type of atomic decompositions in hp(R) associated to a
finite set F ⊂ R.
Definition 1.3. Let F ⊂ R be a finite set and 0 < p  1. We say that f ∈ hp(R) admits a
distinguished atomic decomposition with respect to F if and only if there exists an atomic de-
composition f =∑λjaj , where each aj is an hp-atom, ∑ |λj |p < ∞ and
(
) if ‖aj‖L∞ > 1, aj has a carrier [αj ,βj ] such that (αj ,βj )∩ F = ∅.
Such a decomposition will be called a distinguished atomic decomposition and an hp-atom that
satisfies (
) will be called a distinguished atom. In particular, an hp-atom with ‖aj‖L∞  1 is
always distinguished for any F .
Theorem 1.4. Let F ⊂ R be a finite, nonempty set and assume that p = 1/k for some k =
1,2, . . . . There exists f ∈ hp(R) that does not admit a distinguished atomic decomposition with
respect to F .
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that every f ∈ hp(R) admits a distinguished decomposition with respect to F = {0}. Then the
quantity
‖g‖p
h
p
F
= inf
∑
j
|λj |p, g =
∑
λjaj ∈ hp(R),
where the inf is taken over all admissible atomic decompositions, defines a complete distance on
hp(R), d(f,g) = ‖f − g‖p
h
p
F
so that (hp(R),‖ ‖hpF ) is an F -space in the sense of Banach [1].
Notice that ‖a‖hpF  1 for every distinguished h
p
-atom a(x). Clearly, we have
‖g‖hp  C‖g‖hpF , g ∈ h
p(R),
for some positive constant independent of g ∈ hp(R). Thus, the open mapping theorem implies
that ‖f ‖hpF  C‖f ‖hp , f ∈ h
p(R). In particular, the finite linear combinations of distinguished
atoms form a dense subspace of hp(R). We treat first the case p = 1. Set
Φ(x) =
⎧⎨
⎩
ln |x|, for −1 x < 0,
− lnx, for 0 < x  1,
0, for |x| > 1.
Then Φ(x) does not belong to bmo(R) while Ψ (x) = |Φ(x)| does (see, e.g., [14] for the non-
localizable case of BMO). For a positive integer N , define ΦN(x) = Φ(x) if |Φ(x)|  lnN ,
ΦN(x) = lnN if 0 < x  1/N , ΦN(x) = − lnN if −1/N  x < 0 and set ΨN(x) = |ΦN(x)|.
Thus, ‖ΨN‖bmo  C while ‖ΦN‖bmo → ∞ as N → ∞. If a(x) is an h1-atom carried by an
interval contained either in [0,∞) or in (−∞,0] we have 〈ΦN,a〉 = ±〈ΨN,a〉. Hence,∣∣〈ΦN,a〉∣∣= ∣∣〈ΨN,a〉∣∣ ‖ΨN‖bmo‖a‖h1  C.
Let f ∈ h1(R) and consider a distinguished decomposition, f = ∑j λjaj , with ∑j |λj | 
C‖f ‖h1 . We have
∣∣〈ΦN,f 〉∣∣= ∣∣∣∣
〈
ΦN,
∑
j
λj aj
〉∣∣∣∣=
∣∣∣∣∑
j
〈ΦN,λjaj 〉
∣∣∣∣∑
j
|λj |
∣∣〈ΦN,aj 〉∣∣ C‖f ‖h1, (1.1)
where we have used that the series
∑
j λj aj → f in L1 and ΦN ∈ L∞. On the other hand,
we may find a sequence (fN) in h1(R), ‖fN‖h1  C, so that |〈ΦN,fN 〉| → ∞, because
‖ΦN‖bmo → ∞ and bmo(R)  (h1(R))∗ [8]. For instance, if fN(x) = N for 0  x  1/N ,
fN(x) = 0 for x > 1/N , and fN(x) = −fN(−x), it is easy to check that ‖fN‖h1  C and
|〈ΦN,fN 〉| = 2 lnN . This contradicts (1.1).
We now discuss briefly the cases p = 1/2,1/3, . . . . We recall [8] that the dual of hp(R)
for p = 1/k, k = 2,3, . . . , is the Zygmund space Λk−1∗ (R). If I ⊂ R is an interval, Λ1∗(I ) is
defined as the space of continuous and bounded functions defined on I such that Δ2hf (x) =|f (x + h) + f (x − h) − 2f (x)|  Cf |h| for all x, x + h,x − h ∈ I . Thus, a proof similar to
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Λ1∗(−∞,0] \Λ1∗(R) since such a function will satisfy∣∣〈f,a〉∣∣ C‖a‖hp  C′
for all distinguished hp-atoms but will not define a bounded linear functional on h1/2(R). For
instance, we may take f (x) = x lnx for x > 0 and f (x) = 0 for x  0—then it is a well-known
exercise that Δ2hf (x) = |f (x + h) + f (x − h) − 2f (x)|  Cf |h| for all x, x + h,x − h  0,
[6, p. 91], and it is clear that Δ2hf (0) = h ln 1/h, h > 0—and cut if off with a smooth com-
pactly supported function that is identically 1 for |x| 1 to make it bounded. Similarly, the case
p = 1/k, k = 2,3, . . . , can be dealt with by using a primitive of order k − 2 of x lnx. We leave
details to the reader. 
Definition 1.5. Let F ⊂ R be a finite set, p = 1/n, n ∈ N. We denote by hpF (R) ⊂ hp(R) the
space of distributions f ∈ hp(R) such that f =∑λjaj , for some atomic distinguished decom-
position with respect to F .
Then
‖f ‖p
h
p
F
= inf
∑
j
|λj |p, f =
∑
J
λjaj ∈ hpF ,
where the inf is taken over all distinguished atomic decompositions, defines a translation invariant
metric d(f,g) = ‖f − g‖p
h
p
F
and (hpF (R),‖ ‖hpF ) is an F -space. The inclusion h
p
F (R) ⊂ hp(R)
is continuous with dense range and the topology induced by ‖ ‖p
h
p
F
on h
p
F (R) is strictly finer than
that one inherited from hp(R).
We point out that if f ∈ hp(R) and suppf ∩F = ∅, then f admits a distinguished decompo-
sition with respect to F . Indeed, since the distance from suppf to F is positive, we may find an
atomic decomposition of f with atoms supported in the complement of F .
2. Distinguished atomic decompositions in Hardy spaces
In contrast with Theorem 1.4, the situation for p ∈ (0,1) \ {1/2,1/3, . . .} is quite different.
Theorem 2.1. Let F ⊂ R be a finite set, 0 < p < 1, p = 1/2,1/3, . . . and K be a non-negative
integer. There exists a positive constant C > 0 such that every f ∈ hp(R) admits a distinguished
atomic decomposition f =∑j λj aj with respect to F satisfying:
(1) every aj with ‖aj‖L∞ > 1 has vanishing moments up to order K ;
(2) ∑∞j=1 |λj |p C‖f ‖php .
Corollary 2.2. If n ∈ N, 1/n < p < ∞ and J ⊂ R is a finite interval, then hp(R) ∩ E ′(J ) ⊂
h
1/n
F (R) ⊂ h1/n(R) with a continuous inclusion.
The proof of Theorem 2.1 will depend on two technical lemmas.
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positive constant C = Cp > 0 such that every f ∈ hp(R) admits a decomposition in S ′(R),
f = U(x)+
∞∑
j=1
λjaj ,
where U is a distribution supported in F with ‖U‖hp  Cp‖f ‖hp , the functions aj (x) are
bounded, supported in intervals Ij whose interior does not intersect F and
(a) ‖aj‖L∞  |Ij |−1/p;
(b) ∑∞j=1 |λj |p  C‖f ‖php ;
(c) every aj with ‖aj‖L∞ > 1 has vanishing moments up to order n− 1, i.e.,∫
xkaj (x) dx = 0, k = 0,1, . . . , n− 1.
In particular, the aj ’s are distinguished hp-atoms.
Proof. Since hp(R) is invariant under multiplication by C∞c (R), any f ∈ hp(R) may be written
as a finite sum f = f1 + · · · + fN , fj ∈ hp(R), so that the support of each fj meets at most
one point of F . Thus, there is no restriction in proving the theorem under the assumption that
F = {0}, which we make from now on. Since, whatever the value of 0 < p < 1, any f ∈ hp(R)
has a standard atomic decomposition, it will be enough to prove that any standard hp-atom a(x)
has a decomposition a =∑j λjaj with ∑j |λj |p C for some universal C > 0 depending only
on p and
∫
xka(x) dx = 0, k = 0,1, . . . , n − 1. Of course, we need only worry with hp-atoms
a(x) such that: (i) ‖a‖L∞ > 1 and (ii) any carrier J = [α,β] of a(x) contains {0} in its interior,
i.e., α < 0 < β . In fact, replacing a(x) by a convenient multiple if necessary we may assume that
α = −β and we will do so.
We assume that J = [−	, 	], 0 < 	 < 1, is a carrier for a(x) which, being an atom satisfies
‖a‖L∞  1/(2	)1/p . Denote by H(x) the Heaviside function, H(x) = 1 for x > 0, H(x) = 0
for x < 0, and set a+(x) = H(x)a(x). Then a+ is supported on J+ = [0, 	] and ‖a+‖L∞ 
‖a‖L∞  |J |−1/p  |J+|−1/p . We will initially write a+ as a sum of functions with vanishing
mean plus a multiple of Dirac’s measure δ(x). For j = 0,1,2, . . . , set
bj (x) = 2jχ[0,∞](x)a
(
2j x
)= 2j a+(2j x)
and check that
∞∫
0
bj (x) dx = c, j = 0,1,2, . . . . (2.1)
We have
‖bj‖L∞  2
j
1/p , ‖bj−1 − bj‖L∞ 
2 2j
1/p , j = 1,2, . . . ,(2	) (2	)
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supp(bj−1 − bj ) ⊂ Ij−1.
Suppose first that n = 1 so 1/2 <p < 1. Define, for j = 1,2, . . . ,
aj (x) = 122
j (1/p−1)(bj−1 − bj ) so ‖aj‖L∞  1|Ij−1|1/p
and, in view of (2.1), ∫
aj (x) dx = 0,
showing that each aj satisfies (a) and (c). Set λj = 2 2(1−1/p)j . Then
a+(x) = bN +
N∑
j=1
bj−1(x)− bj (x) = bN(x)+
N∑
j=1
λjaj (x). (2.2)
Since p < 1
N∑
j=1
|λj |p  cp
∞∑
j=1
2(p−1)j  Cp < ∞
with Cp independent of 	, so letting N → ∞ in (2.2) gives
a+(x) = c0δ(x)+
∞∑
j=1
λjaj (x). (2.3)
In fact, since
∑
j |λj |p < ∞ and each aj (x) is an hp-atom, the series
∑
j λj aj (x) con-
verges in hp(R), while bN = 2Na+(2Nx) converges to c0δ(x), c0 =
∫
a+(x) dx, in S ′(R)
as N → ∞. A similar reasoning gives a decomposition for a−(x) = H(−x)a(x) and then
a(x) = a+(x) + a−(x) has also a similar decomposition. This proves the lemma for n = 1. If
n = 2, 1/3 <p < 1/2, we start by setting bj (x) = 2j a+(2j x) as before, then choose 1/2 < q < 1
and write bj−1(x) − bj (x) = μj a˜j (x) so that ∑j |μj |q < ∞, each a˜j (x) is an hq -atom and
the series
∑
j λj aj (x) =
∑
j μj a˜j (x) converges in hq(R). For instance, recalling the estimate
‖bj−1 − bj‖L∞  2 2j /(2	)1/p , we define
μj = cp,q	(1/q−1/p)2j (1−1/q), a˜j (x) = μ−1j
(
bj−1(x)− bj (x)
)
.
We have already noticed that bN converges to a multiple of the Dirac measure. Therefore we
have
a+(x) = c0δ(x)+
∞∑
μj a˜j (x)j=1
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‖aj‖L∞ > 1 in terms of a sum of functions with both mean and first moment equal to zero
plus a distribution supported at the origin. Fix j and set
dm,j (x) = 22ma˜j
(
2mx
)
, m= 0,1, . . . .
By the properties of a˜j we see that
∞∫
0
dm,j (x) dx = 0,
∞∫
0
x dm,j (x) dx = ρj , m= 0,1,2, . . . ,
‖dm,j‖L∞  22m‖a˜j‖L∞  22m
(
21−j 	
)−1/q
,
‖dm−1,j − dm,j‖L∞  2 22m
(
21−j 	
)−1/q
and
supp(dm−1,j − dm,j ) ⊂
[
0,22−j−m	
] .= Jm−1,j .
For m = 1,2, . . . , define
νm,j = cp,q2j (1/q−1/p)	(1/p−1/q)2m(2−1/p),
em,j (x) = ν−1m,j
(
dm−1,j (x)− dm,j (x)
)
.
Is easy to see that with this definition each em,j is a distinguished hp-atom with carrier Jm−1,j .
Moreover,
N∑
m=1
|νm,j |p  cpp,q2j (p/q−1)	(1−p/q)
∞∑
m=1
2m(2p−1)
 C(p,q)2j (p/q−1)	(1−p/q)
because p < 1/2. Next we write
a˜j (x) = dN,j (x)+
N∑
m=1
dm−1,j (x)− dm,j (x) = dN,j (x)+
N∑
m=1
νm,j em,j (x).
Letting N → ∞ we get
a˜j (x) = c1,j δ′(x)+
∞∑
νm,j em,j (x),m=1
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∫
a˜j (x) dx = 0, 22N a˜j (2Nx) → c1,j δ′(x) as N → ∞, with
c1,j = −
∫
xa˜j (x) dx = 2−jμ−1j c1, c1 .= −
∫
xa+(x) dx. Using this representation for each a˜j
with ‖aj‖L∞ > 1 we will obtain, after rearrangement and renaming, a decomposition
a+(x) = c0δ(x)+ c1δ′(x)+
∞∑
j=1
λjaj (x),
where the aj ’s satisfy (a) and (c) with k = 0,1 and ∑ |λj |p  Cp < ∞. To see this we start by
observing that
∑
j μ
p
j
∑
m ν
p
m,j < ∞. In fact,
∑
j
μ
p
j
∑
m
ν
p
m,j = cp,q
∑
j,m
	p/q−12j (p−p/q)︸ ︷︷ ︸
μ
p
j
2j (p/q−1)	(1−p/q)2m(2p−1)︸ ︷︷ ︸
ν
p
m,j
= cp,q
∑
j,m
2j (p−1)2m(2p−1) = Cp,q < ∞.
Consider the sum
c0δ(x)+
N∑
j=1
μj a˜j (x) = c0δ(x)+
N∑
j=1
c1,jμj δ
′(x)+
N∑
j=1
μj
∞∑
m=1
νm,j em,j (x)
= c0δ(x)+
N∑
j=1
c12−j δ′(x)+
N∑
j=1
μj
∞∑
m=1
νm,j em,j (x).
We already know that the left-hand side converges to a+(x) in hp(R) as N → ∞. Further-
more, the term
∑N
j=1 μj
∑∞
m=1 νm,j em,j (x) on the right-hand side converges in hp(R) because∑
m,j μ
p
j ν
p
m,j < ∞ and the middle term clearly tends to c1δ′(x) proving the desired decomposi-
tion.
A similar reasoning gives a decomposition for a−(x) = H(−x)a(x) and then a(x) = a+(x)+
a−(x) has also an analogous decomposition. This proves the lemma for n = 2. It is clear that if
n > 2 this procedure can be further continued to obtain the desired representation for any value
of n. 
Remark. The proof of Lemma A gives an explicit expression for the non-atomic term U+(x) in
the representation of a+(x), namely,
U+(x) =
n−1∑
j=0
cj δ
(j)(x), cj = (−1)j
∫
xja+(x) dx.
The following lemma gives an atomic expansion for the non-atomic term U(x) in Lemma A.
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ported at the origin. Then, for any non-negative integer K , U(x) has a representation
U(x) =
∞∑
j=1
λjaj (x),
where each aj (x) is an hp-atom supported in an interval whose interior does not contain the ori-
gin, all moments up to order K of aj (x) are null if ‖aj‖L∞ > 1 and ∑j |λj |p  C(p,K)‖U‖hp .
Proof. The hypotheses show that U(x) =∑n−1	=0 c	D	δ(x). It follows that ‖U‖hp ∑n−1	=0 |c	|.
Therefore, it will be enough to show that D	δ possesses a distinguished atomic decompo-
sition in hp with vanishing moments up to order K . To see this, choose ψ ∈ C∞c (R) such
that: (i) suppψ ⊂ [2,4], (ii) ∫ ψ(x)dx = 1, (iii) ∫ xdψ(x)dx = 0 for d = 1,2, . . . ,M , where
M = n− 1 + max[(n− 1),K] and ‖ψ‖L∞  1. For j = 0,1,2, . . . , define
ψj(x) = 2jψ
(
2j x
)
so ψj satisfies properties (ii) and (iii) above and (i) must be replaced by suppψj ⊂ [21−j ,22−j ].
We may write
ψk(x) = ψ0(x)+
k∑
j=1
(
ψj(x)−ψj−1(x)
)= ψ(x)+ k∑
j=1
(
ψj(x)−ψj−1(x)
)
.
For j  1, we have∣∣ψj(x)−ψj−1(x)∣∣ 2j , and supp(ψj −ψj−1)⊂ [0,23−j ].
Define, for j = 0,1,2, . . . ,
α0(x) = ψ(x), αj (x) = 2−3/p2j (1/p−1)
(
ψj (x)−ψj−1(x)
)
,
and set λ0 = 1 and λj = 23/p2j (1−1/p), for j  1. Hence,
ψk(x) =
k∑
j=0
λjαj (x).
The αj ’s are distinguished hp-atoms, j = 1,2, . . . while α0 is an hp-atom with ‖α0‖L∞  1 car-
ried by [2,4]. Furthermore, ∑∞j=0 |λj |p  Cp∑∞j=0 2j (p−1) < ∞, showing that ∑kj=0 λjαj (x)
converges in hp to a distribution g ∈ hp(R) as k → ∞. However, g = δ because ψk → δ in E ′(R)
when k → ∞. Similarly, it is easy to see that
D	ψk(x) =
k∑
λjD
	αj (x), 0 	 n− 1,j=0
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to order M − 	M − n+ 1max(n− 1,K), so
D	δ(x) =
∞∑
j=0
λjD
	αj (x)
gives the required decomposition. 
Remark. The proof of Lemma B shows in particular the well-known fact that D	δ, the derivative
of order 	 of the Dirac measure δ, belongs to hp if 	 n− 1 and p < 1/n.
Proof of Theorem 2.1. As in the proof of Lemma A, we may assume without restriction that
F = {0}. Choose n ∈ N such that 1/(n + 1) < p < 1/n. By combining Lemmas A and B we
obtain a distinguished decomposition with respect to F , f =∑λjaj , so that (1) and (2) hold for
K = n − 1. Assume as an inductive hypothesis that the proposition is true for some K  n − 1
and let us see that it also holds for K + 1. We may start from a distinguished decomposition
f (x) =
∞∑
j=1
λjaj (x), (2.4)
where
∑
j |λj |p < ∞ and the distinguished atoms aj (x) with ‖aj‖L∞ > 1 have vanishing mo-
ments up to order K . Pick up one of the aj ’s with vanishing moments and call it g(x). Assume
that g(x) is carried, say, by [0, 	]. Set
bk(x) = 2−(K+2)kg
(
2−kx
)
and note that
∫
R
xdbk(x) dx = 0, d = 0,1, . . . ,K,
∞∫
0
xK+1bk(x) dx = c. (2.5)
It is easily verified that
‖bk‖L∞  2
−(K+2)k
	1/p
, ‖bk−1 − bk‖L∞  c2
−(K+2)k
	1/p
, k = 1,2, . . . ,
and, writing Ik = [0,2k	],
supp(bk−1 − bk) ⊂ Ik.
Define, for k = 1,2, . . . ,
αk(x) = 2
k(K+2−1/p)
(bk−1 − bk) so ‖αk‖L∞  11/pc |Ik|
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xdαk(x) dx = 0, d = 0,1,2, . . . ,K + 1,
showing that each αk is a distinguished hp-atom with vanishing moments up to order K + 1.
Choose N ∈ N such that 2N−1  	−1/p < 2N and set μk = c2−k(K+1−1/p). Then
g(x) = bN +
N∑
k=1
bk−1(x)− bk(x) = bN(x)+
N∑
k=1
μkαk(x).
Note that
‖bN‖L∞  2
−N(k+2)
	1/p
= 2−N(k+2−1/p) 2
−N/p
	1/p
= 2−N(k+2−1/p)|IN |−1/p  1|IN |1/p
because k + 2 n+ 1 and 1/(n+ 1) < p < 1/n. By the choice of N
‖bN‖L∞  1|IN |1/p =
	−1/p
2N/p
 2
N
2N/p
< 1
so bN is a distinguished atom (without moment condition). Finally,
N∑
k=1
|μk|p = cp
N∑
k=1
2−kp(K+2−1/p)  cp
∞∑
k=1
2−kp(K+2−1/p)  Cp < ∞
with Cp independent of 	. We have proved that every aj in (2.4) with ‖aj‖L∞ > 1 may be
expanded as a finite sum of distinguished hp-atoms with vanishing moments up to order K + 1.
Replacing each of those aj ’s by its expansion, we obtain a new representation like (2.4), where
any atom aj with ‖aj‖L∞ > 1 has vanishing moments up to order K + 1. 
3. Properties of the spaces hpF (R)
3.1. Atomic decompositions
Built in the definition of h1/nF (R), n ∈ N, is the fact that every element f ∈ h1/nF (R) has a
distinguished atomic decomposition whose atoms aj with large ‖aj‖L∞ have vanishing moments
up to order n − 1. However, it is useful to know the existence of atomic decompositions with
additional vanishing moments.
Theorem 3.1. Let F ⊂ R be a finite set, n ∈ N and K a non-negative integer. There exists a pos-
itive constant C > 0 such that every f ∈ h1/nF (R) admits a distinguished atomic decomposition
f =∑j λj aj with respect to F satisfying:
(1) every aj with ‖aj‖L∞ > 1 has vanishing moments up to order K ;
(2) ∑∞j=1 |λj |1/n  C‖f ‖1/nh1/nF .
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may be obtained by induction on K adapting the proof of Theorem 2.1. We leave details to the
reader. 
3.2. Multiplication invariance
Let us show that h1/nF (R), n = 1,2, . . . is invariant under multiplication by functions of S(R).
It will be enough to show that if a(x) is an h1/nF -atom and 0 = ψ ∈ S(R) then ψ(x)a(x) ∈
h
1/n
F (R) and ‖ψa‖h1/nF  Cψ . Let a(x) ∈ h
1/n
F (R). If ‖a‖L∞  1 and we write a1 = ψa/‖ψ‖L∞
we see that a1 is an h1/nF -atom because ‖a1‖L∞  1, so no moment condition needs to hold.
Hence, ψa = ‖ψ‖L∞a1 is scalar multiple of a distinguished h1/n-atom and ‖ψa‖h1/nF  ‖ψ‖L∞ .
Assume now that ‖a‖L∞ > 1 thus, a(x) has a carrier I whose interior does not meet F . Let us
assume without loss of generality that I = [0,L], L< 1 and let n 1. In view of Theorem 3.1,
we may assume without loss of generality that∫
xda(x) dx = 0, d = 0,1,2, . . . ,2(n− 1). (3.1)
By Taylor’s expansion
ψ(x)=
∑
j<n
ψ(j)(0)
j ! x
j +ψn(x)xn,
so
ψ(x)a(x) =
∑
j<n
ψ(j)(0)
j ! x
ja(x)+ψn(x)xna(x) =
∑
j<n
bj (x)+ bn(x).
Note that (3.1) implies that the terms bj (x), 0 j  n− 1, are scalar multiples of distinguished
h1/n-atoms with vanishing moments up to order n − 1 and ‖bj‖h1/nF  Cj‖ψ
(j)‖L∞ , 0  j 
n− 1. Since
‖bn‖L∞ Cn
∥∥ψ(n)a∥∥
L∞L
n  Cn
∥∥ψ(n)∥∥
L∞
we see that bn(x) is a scalar multiple of a distinguished h1/n-atom (without vanishing moments),
the interval [0,1] carries bn(x) and ‖bn‖h1/nF  Cn‖ψ
(n)‖L∞ . This shows that ψa ∈ h1/nF and
‖ψa‖
h
1/n
F
 Cn
∑
jn ‖ψ(n)‖L∞ .
3.3. Duality
If f (x) is a locally integrable function defined on the real line and I ⊂ R is an interval, we
denote the mean of f (x) over I by
fI = 1|I |
∫
f (x)dx.I
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if there exists a constant C > 0 such that for any interval I ⊂ R:
(i) ∫
I
|f (x)− fI |dx C|I | if |I | < 1 and I ∩ F = ∅;
(ii) ∫
I
|f (x)|dx  C|I | if |I | 1 or I ∩ F = ∅.
The infimum of the constants C > 0 such that (i) and (ii) hold, is a norm that will be denoted
by ‖f ‖bmoF .
The norm ‖ ‖bmoF turns bmoF (R) into a Banach space that contains L∞(R) as a dense sub-
space. Take f (x) ∈ L∞(R). Let a(x) be an h1F -atom with ‖a‖L∞ > 1 and let I be a carrier that
does not intersect F . Since a(x) has vanishing mean,∣∣∣∣
∫
f (x)a(x) dx
∣∣∣∣=
∣∣∣∣
∫
I
(
f (x)− fI
)
a(x) dx
∣∣∣∣ ‖f ‖bmoF .
If a(x) has a carrier I such that |I | 1 or I ∩ F = ∅ we have∣∣∣∣
∫
f (x)a(x) dx
∣∣∣∣ ‖a‖L∞
∫
I
|f |dx  ‖f ‖bmoF .
This shows that integration against f defines a continuous linear functional on h1F (R) such that|〈f,g〉| ‖f ‖bmoF ‖g‖h1F ; indeed, we have〈
f,
∑
j
λjaj
〉
=
∑
j
〈f,λjaj 〉, g =
∑
j
λjaj ∈ h1F (R),
because the series converges in L1 whenever
∑
j λjaj is a distinguished decomposition of g.
Therefore, after the appropriate identifications, we have a continuous inclusion (L∞(R),
‖ ‖bmoF ) ⊂ (h1F (R))∗ and taking the closure we get bmoF (R)⊂ (h1F (R))∗.
Conversely, if Λ ∈ (h1F (R))∗, the restriction of Λ to the Schwartz space S(R) defines a tem-
pered distribution f ∈ S ′(R) and we wish to prove that f ∈ bmoF (R). Taking the restriction of Λ
to C∞c (I ) where I is an arbitrary interval of length 2 we get |〈Λ,φ〉| ‖Λ‖‖φ‖L∞ , φ ∈ C∞c (I ),
since φ/‖φ‖L∞ is a distinguished atom. We thus conclude, by introducing a partition of unity
subordinated to some cover of R by open intervals of length 2, that there is a bounded mea-
sure μ such that 〈Λ,φ〉 = ∫ φ dμ, φ ∈ C∞c (R). If we restrict Λ to C∞c (R \ F), using the fact
that h1 atoms supported in R \ F are h1F atoms and adapting the arguments in the proof of
H 1(R)∗  BMO(R) [7,14] we conclude that the restriction of μ to R \ F is absolutely con-
tinuous with respect to Lebesgue measure, dμ = f dx, where f ∈ L1 satisfies (i) and (ii) of
Definition 3.2. Hence, the proof of Λ|S ∈ bmoF will be finished if we show that μ = f . We
know that μ − f is a measure concentrated in F , so if x0 ∈ F , μ − f = cδ(x − x0) in a neigh-
borhood of x0, where c is a constant and δ the Dirac mass. Let φ(x) ∈ C∞c ([−1,1]) be an even
function satisfying:
(1) ‖φ‖L∞  1 and φ(0) = 1;
(2) ∫ 1 φ(x)dx = ∫ 0 φ(x)dx = 0;0 −1
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x0)φn(x) are distinguished atoms and this shows that φn → 0 in h1F (R). Thus,
c = 〈δ(x − x0),φn(x)〉= 〈Λ,φn(x)〉− ∫ f (x)φn(x) dx → 0,
proving that c = 0. Since x0 ∈ F was taken arbitrarily, we have proved that μ ≡ f ∈ bmoF .
Summing up, we have proved that
bmoF (R) 
(
h1F (R)
)∗
.
Let us now look at the duals of the spaces h1/nF (R), n 2. We recall [8] that the dual of hp(R) for
p = 1/k, k = 2,3, . . . , is the Zygmund space Λk−1∗ (R). If I ⊂ R is an interval, Λ1∗(I ) is defined
as the space of continuous and bounded functions defined on I such that
Δ2hf (x) =
∣∣f (x + h)+ f (x − h)− 2f (x)∣∣ Cf |h| for all x, x + h,x − h ∈ I. (3.2)
If I is an open interval and I¯ is its closure the restriction map Λ1∗(I¯ )  f → f |I ∈ Λ1∗(I ) is
an isometric bijection and both spaces may be identified. We denote by |f |1,I the smallest con-
stant C that makes (3.2) valid. A norm in Λ1∗(I ) is defined by ‖f ‖Λ1∗(I ) = ‖f ‖L∞(I ) + |f |1,I .
Similarly, the space Λd∗(I ), d ∈ N is defined as the space of bounded functions of class Cd−1
defined on I such that f (d−1) ∈ Λ1∗(I ). A norm in Λd∗(I ) is defined by ‖f ‖Λd∗(I ) = ‖f ‖L∞(I ) +
|f (d−1)|1,I .
Definition 3.3. Let F ⊂ R be a finite set. We say that a bounded function f of class Cd−1 defined
on R is in Λd∗,F (R), d = 1,2, . . . if and only if the restriction of f to any component I of R \ F
is in Λd∗(I ).
The norm in Λd∗,F (R) is defined as ‖f ‖Λd∗,F (R) = ‖f ‖L∞(R) +
∑
I |f (d−1)|1,I , where the sum
is taken over all components of R \ F .
Theorem 3.4.
(1) (h1F (R))∗  bmoF (R);
(2) (h1/nF (R))∗  Λn−1∗,F (R), n = 2,3, . . . .
Proof. We have already proved that (1) holds so from now on we assume that n  2. To
prove proposition (2), consider f ∈ Λn−1∗,F (R) and let a(x) be a distinguished h1/n-atom with‖a‖L∞ > 1, so a(x) has a carrier J whose interior does not intersect F , say, J = [α,β] and
(α,β) ⊂ I , where I is a connected component of R \ F . Since the restriction of f to I is in
the Zygmund space Λn−1∗ (I ), a standard argument that exploits the vanishing moments of a(x)
shows that
∣∣〈f,a〉∣∣ C‖f ‖
Λn−1(I )  C‖f ‖Λn−1(R)∗ ∗,F
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assume that a has a carrier J of length |J | 1 and
∣∣〈f,a〉∣∣= ∣∣∣∣
∫
f (x)a(x) dx
∣∣∣∣ ‖f ‖L∞‖a‖L∞|J | ‖f ‖Λn−1∗,F (R)|J |1−n  ‖f ‖Λn−1∗,F (R).
Then f defines a continuous linear functional on h1/nF (R). Conversely, let Λ be a continuous
linear functional on h1/nF (R). Choose p such that n− 1 < 1/p < n, and ψ(x) ∈ C∞c (−1,1) such
that {ψj }, ψj (x) = ψ(x − j), j ∈ Z, is a partition of unity, i.e., ∑j ψj (x) ≡ 1, x ∈ R. Then,
Corollary 2.2 shows that the linear functional hp(R)  φ → Λ(ψjφ) is bounded on hp(R) with
bound independent of j and by the characterization (hp(R))∗  Λ1/p−1(R) [8] we conclude, in
particular, that there exists functions fj (x) in the Hölder space Λ1/p−1(R), supported in [j − 1,
j + 1] with norm ‖fj‖Λ1/p−1  C, such that
Λ(ψjφ) =
∫
R
fj (x)φ(x) dx,
Λ(φ) =
∫
R
∞∑
j=−∞
fj (x)φ(x) dx, φ ∈ S(R).
Thus, Λ is represented by a function f =∑j fj ∈ Λ1/p−1(R), in particular, f is bounded and
of class n− 2 by the choice of p. Fix a component I of R \F and observe that the restriction of
Λ to h1/n(R)∩ E ′(I ) is a bounded linear functional. This implies, invoking the arguments in [7,
Chapter III, Section 5], that for any subinterval J ⊂ I , the estimate
1
|J |
∫
J
∣∣f (x)− PJ (x)χJ (x)∣∣dx  C‖Λ‖|J |n−1 (3.3)
holds, where χJ (x) is the characteristic function of J and PJ (x) is the unique polynomial of
degree n−1 such that (f (x)−PJ (x))χJ (x) has vanishing moments up to order n−1. Let φ(x) ∈
C∞c [−1,1] an even function with
∫
φ(x)dx = 1 and set φt (x) = t−1φ(x/t), t > 0, v(x, t) =
φt ∗ f (n−2)(x). It follows that v(x, t) → f (n−2)(x) uniformly in x ∈ R as t → 0. For t > 0
small, consider the interval
Jt =
{
x ∈ I : dist(x,R \ I ) t}.
Then (cf. [7, Chapter III, Section 5]) (3.3) implies
∣∣∂2t v(x, t)∣∣ C‖Λ‖ 1t , x ∈ Jt ,
which can be used to estimate the second order difference for v(x, t) on Jt , namely,∣∣v(x + h, t)+ v(x − h, t)− 2v(x, t)∣∣ C‖Λ‖|h|, x, x + h,x − h ∈ Jt .
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t ↘ 0 obtain ∣∣f (x + h)+ f (x − h)− 2f (x)∣∣ C‖Λ‖|h|, x, x + h,x − h ∈ I,
which shows that f ∈ Λn−1∗ (I ). 
3.4. Change of variables
Throughout this subsection φ :R → R will be a diffeomorphism such that∥∥(φ−1)′∥∥
L∞ < ∞,
∥∥φ(k)∥∥
L∞ < ∞, k = 1,2, . . . . (3.4)
It is known that the linear map hp(R)  f → f˜ ◦ φ is bounded in hp(R), 0 <p ∞.
Theorem 3.5. Let F ⊂ R be a finite set, φ :R → R a diffeomorphism satisfying (3.4), n ∈ N and
set F˜ = φ−1(F ). The map
h
1/n
F (R)  f → f ◦ φ ∈ h1/nF˜ (R)
is bounded.
Proof. We will assume that n  2, the case n = 1 is simpler. By the usual arguments, the
case of a general finite set F will follow as soon as we prove the theorem when F = {0}, so
from now on we assume we are in that situation. If the support of f lies at a distance, say,
greater than or equal to 1/2 from the origin, we will have that ‖f ◦ φ‖
h
1/n
F˜
 ‖f ◦ φ‖h1/n
and ‖f ‖
h
1/n
F
 ‖f ‖h1/n so the known estimate ‖f ◦ φ‖h1/n  C‖f ‖h1/n gives ‖f ◦ φ‖h1/n
F˜

C′‖f ‖
h
1/n
F˜
. Thus, we may assume that f has a distinguished atomic decomposition f =∑j λj aj
with
∑
j |λj |1/n = K and suppaj ⊂ [−1,1]. We have ‖f ◦ φ‖1/nh1/n
F˜

∑
j |λj |1/n‖aj ◦ φ‖1/nh1/n
F˜
which will give ‖f ◦ φ‖1/n
h
1/n
F˜
 CK if we are able to show that, for some constant C depending
only on n, F and φ, ‖a ◦ φ‖
h
1/n
F˜
 C for all distinguished h1/nF atoms supported in [−1,1]. Let
us assume without loss of generality that φ is increasing and that the h1/nF atom a(x) is supported
in the interval I = [λ,λ+ 	], 0 λ < λ+ 	 1. We have
‖a‖L∞  1
	n
,∫
(y − λ)ka(y) dy = 0, k = 0, . . . , n− 1. (3.5)
Set a˜ = a ◦ φ and I˜ = φ−1(I ) = [λ˜, λ˜+ 	˜]. Then (3.4) implies that 	˜  	 and ‖a˜‖L∞ K	˜−n =
K|I˜ |−n. Set
μj = μj (a˜) =
∫
(x − λ˜)j a˜(x) dx, j = 0, . . . , n− 1.
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change of variables y = φ(x) in (3.5) gives
0 =
λ˜+	˜∫
λ˜
(
φ(x)− φ(λ˜))ka˜(x)φ′(x) dx. (3.6)
Taking k = n − 1 in (3.6) and writing φ(x) − φ(λ˜) = φ′(λ˜)(x − λ˜) + O(|x − λ˜|2) and φ′(x) =
φ′(λ˜)+O(|x − λ˜|) we get φ′(λ˜)nμn−1 = O(	˜). Hence, |μn−1| Cn−1	˜. Assume by descending
induction that we have proved that |μj |  Cj 	˜ for k + 1  j  n − 1 and let us estimate μk .
Using the Taylor expansions of φ(x) and φ′(x) at x = λ˜ in (3.6), we may write
(
φ′(λ˜)
)k+1 ∫
(x − λ˜)ka˜(x) dx =
n−1∑
j=k+1
cjkμj +
λ˜+	˜∫
λ˜
a˜(x)rn(x) dx,
where |rn(x)| cn|x − λ˜|n and the constants cn, cjk depend on the size of the derivatives of φ
up to order n+ 1. Therefore, |μk| Ck	˜ with
Ck =
∑n−1
j=k+1 |cjk|Cj +Kcn
inf |φ′|k+1 .
This gives |μk| Ck	˜ Ck for all 0 k  n− 1. Write
a˜(x) = a˜(x)− P
I˜
(x)χ
I˜
(x)︸ ︷︷ ︸
a˜1(x)
+P
I˜
(x)χ
I˜
(x)︸ ︷︷ ︸
a˜2(x)
,
where P
I˜
(x) is the unique polynomial of degree n − 1 such that (a˜(x) − P
I˜
(x))χ
I˜
(x) has van-
ishing moments up to order n− 1, i.e.,
μj (a˜)= μj (PI˜ ) .=
λ˜+	˜∫
λ˜
(x − λ˜)jP
I˜
(x) dx.
There is a constant M depending on n but independent of λ˜ and 0  	˜  1 such that for all
polynomials P(x) of degree  n− 1 the estimate
sup
I˜
∣∣P(x)∣∣M	˜−n max
0jn−1
∣∣μj (P )∣∣
holds. Applying it to P = P
I˜
we obtain
‖a˜2‖L∞  C 1
n−1 and ‖a˜1‖L∞  ‖a˜‖L∞ + ‖a˜2‖L∞  C
′ 1
n
. (3.7)	˜ 	˜
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F˜
atom and
‖a˜1‖h1/n
F˜
 C. On the other hand, the term a˜2 is in the smaller space hp(R) for any 1/n < p <
1/(n− 1). Indeed, a˜2 is supported in I˜ and ‖a˜2‖L∞  C	˜−1/p by (3.7), so using the arguments
in the proof of Lemma A we may obtain a decomposition of a˜2(x) similar to that of a+(x) in
that lemma (see the remark at the end of Lemma A), namely
a˜2(x) =
n−1∑
k=0
(−1)kμk δ(k)(x − λ˜)+
∞∑
j=1
νjαj (x),
where each αj (x) is an hp atom and
∑
j |νj |p < ∞ is independent of λ˜ and 	˜. Thus, ‖a˜‖h1/n
F˜

‖a˜1‖h1/n
F˜
+ ‖a˜2‖h1/n
F˜
 ‖a˜1‖h1/n
F˜
+ c‖a˜2‖hp  C. 
The preceding proof contains an argument that we state explicitly as a proposition
Proposition 3.6. Let F ⊂ R be a finite set, n ∈ N. There exists C = C(n) > 0 such that if J =
[λ,λ + 	] ⊂ R is an interval with interior disjoint from F , |J |  1, and a(x) is a bounded
function supported in J with ‖a‖L∞  	−n such that
∣∣μj (a)∣∣ 	, 0 j  n− 1, where μj (a) = ∫ (x − λ)ja(x) dx,
then ‖a‖
h
1/n
F
 C.
Remark. Theorem 3.5 makes it possible to define the spaces h1/nF (Γ ) when Γ is a smooth closed
curve and h1/nF,loc(Γ ) when Γ is a smooth open curve.
Sometimes it is useful to estimate the h1/nF norm of a bounded function a(x) that is sup-
ported in an interval J and satisfies the size condition ‖a‖L∞  	−n but the moment conditions
μj (a) = 0, 0 j  n− 1, are replaced by similar conditions where the role of the powers xj are
replaced by powers of a perturbation of x.
Proposition 3.7. Let F ⊂ R be a finite set, ϕ :R → R a smooth function with bounded derivatives
of all orders, n ∈ N. Set Z(x) = x + iϕ(x) and assume that J = [λ,λ + 	] ⊂ R is an interval
with interior disjoint from F , |J |  1, and a(x) is a bounded function supported in J with
‖a‖L∞  	−n such that
νj (a) =
∫ (
Z(x)−Z(λ))j a(x) dx = 0, 0 j  n− 1. (3.8)
Then ‖a‖
h
1/n
F
 C with C depending only on F and n.
Proof. Taking the Taylor expansion of ϕ(x) around x = λ we may write
(
Z(x)−Z(λ))j = (x − λ)j (1 + iϕ′(λ))j + N∑ ck(x − λ)j+k +O(|x − λ|j+N+1).k=1
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μj =
N∑
k=1
cjkμj+k +O
(|	|j+N+2−n)
which allows us to prove by descending induction that |μj |  C	, 0  j  n − 1, for some C
independent of a(x) and then apply Proposition 3.6. 
4. The one-sided Nirenberg–Treves condition
In this section we abandon momentarily the analyticity hypothesis on the coefficients of the
vector fields, which we assume to be just smooth. Let Ω ⊂ R2 be an open subset that is divided
into two components, Ω+ and Ω− by an embedded curve Σ ⊂ Ω and consider a non-vanishing
vector field with smooth, complex coefficients
L = A(x, t) ∂
∂t
+B(x, t) ∂
∂x
defined in Ω . We recall that if we write L = X + iY with X and Y real and ω ⊂ Ω is any open
subset, the orbits of L in ω are by definition the orbits in the sense of Sussmann [15] of the pair
of vector fields {X,Y } restricted to ω. Since X and Y are assumed to have no common zeros,
the orbits of L in ω are immersed submanifolds of ω of dimension one or two; furthermore, the
two-dimensional orbits are open subsets of ω. Let O ⊂ ω be a two-dimensional orbit of L in ω
and consider X∧Y ∈ C∞(Ω;∧2(T (Ω))). Since ∧2(T (Ω)) has a global non-vanishing section
e1 ∧ e2, X∧Y is a real multiple of e1 ∧ e2 and this gives a meaning to the requirement that X∧Y
does not change sign on any two-dimensional orbits O of {X,Y } in ω. The following definition
gives a one-sided version of the well known Nirenberg–Treves solvability condition (P) [13].
Definition 4.1. We say that L satisfies condition (P+) at p ∈ Σ if there is a disc U ⊂ Ω centered
at p such that X∧ Y does not change sign on any two-dimensional orbit of L in U+ = U ∩Ω+.
Definition 4.2. We say that L is one-sided locally integrable at p ∈ Σ if there is a disc U ⊂ Ω
centered at p such that—after interchanging Ω+ and Ω−if necessary—there exists Z ∈ C∞(U)
such that:
(1) LZ vanishes identically on U+ = U ∩Ω+;
(2) dZ(p) = 0.
Let us assume that L is one-sided locally integrable at p ∈ Σ and let Z satisfy (1) and (2)
of Definition 4.2. Substituting Z by iZ if necessary and decreasing U we may choose local
coordinates (x, t) such x(p) = t (p) = 0,
Z(x, t) = x + iϕ(x, t) (4.1)
with ϕ real, U is the rectangle U = (−a, a) × (−T ,T ), Σ ∩ U = {(x,0): |x| < a} and U+ =
(−a, a)× (0, T ). Thus, replacing L by a convenient non-vanishing multiple we may assume that
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∂t
− i ϕt (x, t)
1 + iϕx(x, t)
∂
∂x
,
X = ∂
∂t
+ ϕtϕx
1 + ϕ2x
∂
∂x
, Y = − ϕt
1 + ϕ2x
∂
∂x
, (4.2)
and so
X ∧ Y = ϕt (x, y)
1 + ϕ2x
∂
∂x
∧ ∂
∂t
.
We now recall how condition (P+) may be characterized in terms of the one-sided first inte-
gral (4.1).
Lemma. (See [4].) Let Z(x, t) and L be given by (4.1) and (4.2), respectively. Then, L satisfies
(P+) at the origin if and only if there exist T ,a > 0 such that (0, T )  t → ϕ(x, t) is monotone
for every x ∈ (−a, a).
Example. The Mizohata vector field
M = ∂
∂t
+ it ∂
∂x
is not locally solvable at the origin but satisfies (P+) at the origin since t → t2 is monotone for
t > 0.
5. Sufficient conditions for the (Hp) property, 0 < p  1
From now on, we will deal with a real analytic vector field
L = ∂
∂t
+ a(x, t) ∂
∂x
defined on a neighborhood of the closed rectangle [−A,A] × [−B,B] that satisfies condition
(P+) at every point in Σ = [−A,A]×{0} as described in Section 4, with a first integral Z(x, t) =
x + iϕ(x, t) on Q = (−A,A) × (−B,B). Shrinking B > 0 if necessary we may assume that
(0,B)  t → ϕ(x, t) is monotone for every x in a neighborhood of [−A,A]. We set
m(x) = min
0yB
ϕ(x, y), M(x) = max
0yB
ϕ(x, y), −A x A.
Thus, the function Z(x, y) takes the rectangle Q = [−A,A] × [0,B] onto
Z(Q) = {ξ + iη: −A ξ A, m(ξ) ηM(ξ)}.
The interior of Z(Q) is
{
ξ + iη: −A< ξ <A, m(ξ) < η <M(ξ)},
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L is a real analytic vector field, M(x) = m(x) for at most a finite number of values of x ∈
[−A,A], unless L is a real vector field, a trivial case that we will exclude from our considerations.
We will denote by F = F(L) this finite set. Notice that F does not depend on the choice of
the first integral Z(x, t) because it is precisely the set of those x’s such that the linear span
of {L,L} has dimension one at the point of coordinates (x, y) for all y ∈ (0,B). It follows
that the set Z((−A,A) × (0,B)) has nonempty interior. Every component of the interior of
Z((−A,A)× (0,B)) has the form{
ξ + iη: α < ξ < β, m(ξ) < η <M(ξ)},
where (α,β) is a component of the open set {x ∈ (−A,A): M(x) >m(x)}. Let
{
x ∈ (−A,A): M(x) >m(x)}=⋃
k
(αk,βk)
be a decomposition into components. Fix k and consider one of these components (αk,βk). Note
that m(αk) = M(αk) and m(βk) = M(βk), unless αk = −A or βk = A. Since for each x, the
function
t → ϕ(x, t) is monotonic,
either m(x) = ϕ(x,0) and M(x) = ϕ(x,B) or m(x) = ϕ(x,B) and M(x) = ϕ(x,0) on (αk,βk).
Without loss of generality, we may assume that m(x) = ϕ(x,0) and M(x) = ϕ(x,B) for every
x ∈ (αk,βk). Let Uk = the interior of Z((αk,βk)× (0,B)). Thus
Uk =
{
x + iy: αk < x < βk, ϕ(x,0) < y < ϕ(x,B)
}
.
For the next definition we must keep in mind the Hardy spaces hp(R) mentioned in Section 1.
Definition 5.1. We denote by hploc(−A,A) the subspace of the distributions f ∈ S ′(R) such
that ψf ∈ hp(R) for any ψ ∈ C∞c (−A,A). If p = 1/n, n ∈ N, we write h1/nF,loc(−A,A) for the
subspace of the distributions f ∈ S ′(R) such that ψf ∈ h1/nF (R) for any ψ ∈ C∞c (−A,A).
Since hp(R) is invariant under multiplication by functions of C∞c (R) the space h
p
loc(−A,A)
is a local space in the sense that f ∈ hploc(−A,A) if and only if for every x ∈ (−A,A) there
is a function ψ ∈ C∞c (−A,A) with ψ(x) = 0 such that ψf ∈ hploc(−A,A) or, equivalently, if
and only if for every x ∈ (−A,A) there is an open interval J , x ∈ J ⊂ (−A,A), such that
f ∈ hploc(J ). A similar observation holds for h1/nF,loc(−A,A). The main result of this section is
Theorem 5.2. Let L be real analytic and satisfy condition (P+) as above. Assume that f is
continuous on [−A,A] × (0,B], satisfies Lf = 0 on a neighborhood of [−A,A] × (0,B] in the
sense of distributions and has a weak boundary value
〈bf,ψ〉 = lim
t↘0
∫
f (x, t)ψ(x)dx, ψ ∈ C∞c (−A,A).R
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(a) bf ∈ hploc(−A,A) for some 0 <p  1,
(b) if p = 1/n for some n ∈ N, assume further that bf ∈ h1/nF,loc(−A,A).
Then for every 0 < a < A sufficiently small, f (·, t) ∈ Lp(−a, a), 0 < t < B , and there is a
constant C such that
a∫
−a
∣∣f (x, t)∣∣p dx  C, 0 < t < B. (5.1)
It is known [5] that the weak boundary value (5.1) exists if an only if for each K compact
subset of (−A,A) there is a positive integer N such that
B∫
0
∫
K
∣∣f (x, t)∣∣∣∣ϕ(x, t)− ϕ(x,0)∣∣N dx dt  C, (5.2)
for some C = C(K). It turns out that (5.2) is in fact equivalent to the estimates
sup
x∈K
∣∣f (x, t)∣∣∣∣ϕ(x, t)− ϕ(x,0)∣∣N ′  C′, (5.3)
valid on compact subsets K ⊂ (−A,A) for some constants C′ = C′(K) and N ′ = N ′(K) ∈ N.
6. Proof of Theorem 5.2
For p = 1 the theorem follows from the results in [3], so we will assume in the sequel that
p < 1. The set F(L) introduced in the previous section will play a substantial role in the proof.
If 0 /∈ F(L), the function (0,B)  t → ϕ(0, t) is not identically zero and we may assume
that it is strictly increasing for 0 < t < b for some 0 < b < B . Thus, the function Z(x, t) =
x + iϕ(x, t) maps a small open rectangle Q = (−a, a) × (0, b) into an open subset Z(Q) =
{ξ + iη: |ξ | < a, 0 < η < ϕ(ξ, b)} so that by the Baouendi–Treves approximation theorem we
may write f = f˜ ◦Z with f˜ holomorphic in Z(Q) and it is easy to check that bf = bf˜ . By the
classical local result for holomorphic functions, we conclude after shrinking a > 0 if necessary,
that K = ∫ a−a |f˜⊥(ξ)|p dξ < ∞, where f˜⊥(ξ) denotes the maximal function
f˜⊥(ξ) = sup
0<η<ϕ(ξ,b)
∣∣f˜ (ξ + iη)∣∣.
This implies that
∫ a
−a |f˜ (ξ + iϕ(ξ, t))|p dξ K , 0 < t < b, which gives the uniform bound of the
integrals of |f˜ |p on the curves ξ → ξ + iϕ(ξ, t), that is, the images under Z(x, t) of the segments
γt = (−a, a) × {t}. Then we may, by a change of parametrization, write
∫ a
−a |f (x, t)|p dx =∫ |f˜ ◦Z|p ds as ∫ |f˜ |p ds and the latter is easily estimated by K .γt Z(γt )
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x + iϕ(x, t) such that ϕ(x,0) ≡ 0. In other words, we only need to prove the theorem assuming
that
L = ∂
∂t
− i ϕt (x, t)
1 + iϕx(x, t)
∂
∂x
, |x|A, |t | B;
ϕ(x,0) = 0, |x|A; ϕt (0, t)= 0, |t | B.
Case 1. Assume a ∈ F , i.e., ϕt (a, t) = 0, |t |  B . We first focus our attention on the interval
[0,A] and assume momentarily that f is continuous up to t = 0 (this hypothesis will later be
removed). If we set
U
.= Z((0, a)× (0,B))= {x + iy, 0 < x < a, 0 < y < ϕ(x,B)},
by a well-known consequence of the Baouendi–Treves theorem [2] there is a holomorphic func-
tion fˆ ∈ H(U) such that f (x, t) = fˆ (Z(x, t)) for 0 < t  B and 0 < x < a. Furthermore,
fˆ is continuous up to the boundary of U which is made up by the curves y = ϕ(x,B) and
y = ϕ(x,0). Thus, fˆ has a boundary value at 0 < x < a (given by the restriction of fˆ to t = 0)
and since Z(x,0) ≡ x it is clear that bfˆ = bf on (0, a). Given x0 ∈ (0, a), t0 ∈ (0,B), set
ζ0 = x0 + iϕ(x0, t0) and let us write Cauchy’s formula
2πifˆ (ζ0) =
a∫
0
bfˆ (ξ)
ξ − ζ0 dξ −
∫
ΓB
fˆ (ζ )
ζ − ζ0 dζ
= g(ζ0)+ h(ζ0), ζ0 ∈U, (6.1)
where ΓB denotes the graph {(ξ + iϕ(ξ,B): 0  ξ  a}. To prove (5.2) we must study the
integrals of
∫ |fˆ |p ds on the curves Γt = {(ξ + iϕ(ξ, t): 0 ξ  a}, 0 < t < B . We first focus
on the contribution of the first term in (6.1):
g(ζ0)=
a∫
0
bfˆ (ξ)
ξ − ζ0 dξ.
Choose ψ(x) ∈ C∞c (−A,A) such that ψ(x)≡ 1 on a neighborhood of [0, a] and consider a dis-
tinguished atomic decomposition of ψbfˆ , so in a neighborhood of [0, a] we have bf =∑j λjaj ,∑
j |λj |p < ∞ we have
∣∣g(ζ0)∣∣p ∑
j
|λj |p
∣∣∣∣∣
a∫
0
aj (ξ)
ξ − ζ0 dξ
∣∣∣∣∣
p
.
Then, it will be enough to prove that there is a constant C such that for any hp-atom a(x) that is
distinguished with respect to {0, a},
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0
∣∣∣∣∣
a∫
0
aj (ξ)
ξ − x − iϕ(x, t) dξ
∣∣∣∣∣
p
dx  C, 0 < t < B. (6.2)
If aj is an hp-atom carried by an interval Ij with interior disjoint from [0, a] the estimate above
is trivial because the left-hand side is zero. On the other hand, if aj is an hp-atom carried by an
interval Ij ⊂ [0, a] the Cauchy integral of aj is dominated by the maximal function
C⊥aj (x) = sup
η>0
∣∣∣∣
∫
R
aj (ξ)
ξ − x − iη dξ
∣∣∣∣
and it is well known that C⊥ :hp(R) → Lp(R) is a bounded operator with norm K . Therefore,
the left-hand side in (6.2) is bounded by Kp‖aj‖php  C in this case. Thus, we need only worry
with atoms aj with carrier Ij that intersect both (0, a) and R \ [0, a]. However, these atoms
must satisfy ‖aj‖L∞  1 in addition to the standard estimate ‖aj‖L∞  1/|Ij |1/p because their
carriers intersect F and this implies that ‖aj‖L2  1. By the boundedness of C⊥ :L2(R) →
L2(R) we obtain ‖C⊥aj‖L2  C which implies ‖C⊥aj‖Lp[0,a]  Ca by Hölder inequality.
We will use a simpler estimate for the contribution of the second term in (6.1), ∫ |h|p ds,
that by Hölder’s inequality is dominated by (
∫ |h|2 ds)p/2. To control the latter expression it is
enough to consider the maximal L2 inequality
a∫
0
∣∣∣∣∣supη<0
a∫
0
fˆ (ξ)
ξ − x + i(ϕ(ξ,B)+ η − ϕ(x, t)) dξ
∣∣∣∣∣
2
dx  C‖fˆ |ΓB‖2L2  C′‖fˆ |ΓB‖2L∞ .
Summing up, we have proved
a∫
0
∣∣f (x, t)∣∣p dx  C(‖ψbf ‖hp + sup
0xa
∣∣f (x,B)∣∣), 0 < t < B.
This proves the uniform Lp[0, a] estimates of the traces under the additional hypothesis of conti-
nuity up to the boundary f . To complete the proof of Case 1 we must remove the assumption that
f is continuous up to t = 0. In the general case, using the one-sided Baouendi–Treves approxi-
mation scheme, we may find a sequence of polynomials pn(ζ ) such that fn(x, t) = pn(Z(x, t))
converges uniformly to f (x, t) on each rectangle of the form [0, a] × [ε,B], ε > 0, and
fn(x,0) = pn(x) converges in hp(R) to ψ(x)bf (x). By the case already considered, we are
able to control the integrals of [0, a]  x → |fn(x, t)|p by a constant that only depends on the
L∞ norm of fn(x,B) and the hp-norm of ψ(x)fn(x,0). However, for n large, ‖fn(·,B)‖L∞ 
C‖f (·,B)‖L∞ and ‖ψ(·)fn(·,0)‖hp C‖ψ(·)f (·,0)‖hp , showing that
a∫
0
∣∣fn(x, t)∣∣p dx  C, 0 < t < B,
with C independent of n and t . Letting n → ∞ we end the proof of this case.
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U
.= Z((0, a)× (0,B))= {x + iy, 0 < x < a, 0 < y < ϕ(x,B)},
such that ∂U˜ is smooth except at the point {(0,0)} and U˜ ∩ {0  x  3a/4} = U ∩ {0  x 
3a/4}. Notice that the segment [0,3a/4] × {0} is a portion of the boundary ∂U˜ . As in Case 1
we may work under the assumption that f is continuous up to the boundary. We use Cauchy’s
formula to write
2πifˆ (ζ0) =
∫
∂U˜
fˆ (ζ )
ζ − ζ0 dζ, ζ0 ∈ U˜ . (6.3)
Using a partition of unity of two elements, we may write fˆ |
∂U˜
= b1 + b2 with b2 vanishing
identically on ([0, a/2] ×R)∩ ∂U˜ and b1 vanishing identically on ([3a/4,∞)×R)∩ ∂U˜ . This
allows to write the Cauchy integral as the sum of two terms. The contribution to (6.3) stemming
from b1 may by treated, using a distinguished decomposition of fˆ (x,0), with the methods used in
the proof of Case 1, while the contribution of b2 will be a bounded function for 0 ζ0  a/3
because the factor ζ → (ζ − ζ0)−1 in (6.3) belongs to a bounded set of smooth functions for
0ζ0  a/3. We may then obtain
a∫
0
∣∣f (x, t)∣∣p dx  C, 0 < t < B, (6.4)
when f is continuous up to t = 0 and this implies the general case. We leave details to the reader.
End of the proof. We have already seen how to prove (6.4). An analogous reasoning leads to
the similar estimate
0∫
−a
∣∣f (x, t)∣∣p dx  C, 0 < t < B, (6.5)
so (6.4) and (6.5) give (5.2). 
Remark. Notice that because of the analyticity of the coefficients of the vector field, by choosing
a small value of a, we may always assume that we are in Case 2. Thus, the discussion of Case 1
is, strictly speaking, superfluous. However, we have included it because it seems interesting in
the context of bell-shaped domains [3].
7. Necessary conditions for the (Hp) property, 0 < p 1
Let L be a one-sided locally integrable vector field. It was proved in [4, Theorem 3] for
1 p ∞ that if all for homogeneous one-sided solutions Lf = 0, defined in a neighborhood
of a boundary point p0 with boundary value bf ∈ Lp , have traces uniformly bounded in Lp ,
then L must satisfy condition (P+) at p0. The argument may be extended to consider all values
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f to the equation Lf = 0 having small ‖bf ‖Lp and possessing traces of arbitrarily big Lp norm.
Thus, we only consider vector fields that satisfy (P+), in addition to the assumption of real
analytic coefficients, and focus on the following question: if the Lp traces are uniformly bounded,
what can we say about bf ? For p = 1 we already know [4] that if f has traces that are uniformly
bounded in L1 norm, then bf ∈ L1. When the coefficients are analytic this can be improved as
follows. As in Section 4, we assume that the vector field L is given by (4.2) and satisfies condition
(P+) at the origin in Σ = (−A,A) × {0}, with a one-sided first integral Z(x, t) = x + iϕ(x, t)
on Q = (−A,A)× (−B,B). We also consider the finite set F = F(L) ⊂ [−A,A] associated to
L in Section 5.
Theorem 7.1. Suppose that L is real analytic, f is continuous in (−a, a) × (0, b), for some
a > A and b > B , and satisfies Lf = 0 on (−A,A) × (0,B) in the weak sense. Assume that
there is a positive integer N such that for each K compact in (−A,A), we have
b∫
0
∫
K
∣∣f (x, t)∣∣∣∣ϕ(x, t)− ϕ(x,0)∣∣N dx dt  C, (7.1)
for some C = C(K). If the traces of f at t > 0 are uniformly bounded in L1, that is,
∀a′ <A,
a′∫
−a′
∣∣f (x, t)∣∣dx  C(a′), t → 0+, (7.2)
then bf ∈ h1F,loc(−a′, a′), for every a′ <A.
For 0 <p < 1 we have
Theorem 7.2. Suppose that L is real analytic, f is continuous in (−a, a) × (0, b), for some
a > A and b > B , and satisfies Lf = 0 on (−A,A) × (0,B) in the weak sense. Assume that
(7.1) holds. If the traces of f at t > 0 are uniformly bounded in Lp for some 0 <p < 1, that is,
∀a′ <A,
a′∫
−a′
∣∣f (x, t)∣∣p dx  C(a′), t → 0+, (7.3)
then bf ∈ hploc(−a′, a′), for every a′ < A. Furthermore, if p = 1/n, n = 2,3, . . . , bf ∈
h
p
F,loc(−a′, a′).
The proofs of Theorems 7.1 and 7.2 run parallel, the main point will be to show that for
any 0 < p  1, estimate (7.3) implies, roughly speaking, the existence of a distinguished atomic
decomposition in hp and this will give the result. Since the conclusion is local, it is enough to
analyze just two situations: (i) F = ∅ or (ii) F = {0}. If (i) holds, the problem is reduced to
study the case of a holomorphic function f˜ defined on Z(Q), Q = (−β,β) × (0, b) such that
f = f˜ ◦ Z and bf = bf˜ as in the first part of the proof of Theorem 5.2. By the classical local
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we have h1loc(−β,β) = h1F,loc(−β,β) because F = ∅). Thus, we may assume without loss of
generality that F = {0} and we will do so. Most of the time, we will also be able to assume in the
proof that bf ∈ L1loc(−A,A): when p = 1 this is so because we already know that bf is locally
integrable by the results in [3] while for p < 1 we will find a sequence of homogeneous solutions
fj continuous up to the boundary such that bfj → bf weakly and it will be enough to show that
{bfj } is bounded in hp , so we will work with the fj ’s rather than with f . Initially, we will carry
out our analysis on the interval (0, β) with the following working assumptions:
L = ∂
∂t
− i ϕt (x, t)
1 + iϕx(x, t)
∂
∂x
, |x|A, |t | B;
ϕ(x,0) = 0, |x|A;
f (x, t) = f˜ ◦Z(x, t), 0 < t  B, 0 < x < β,
where f˜ (ξ + iη) is holomorphic on U˜ = {ξ + iη: 0 < ξ < A, 0 < η < ϕ(ξ,B)}, continuous on
U˜ ∩{ξ + iη: η > 0}, has a boundary value bf˜ ∈ hploc(0,A) and is bounded on the vertical segment{β} × (0,B]. The latter assumption depends on the choice of β and is granted by the fact that
bf˜ ∈ hploc(0,A) implies that the limit limη→0 f˜ (β + iη) exists for a.e. β ∈ (0,A). Furthermore,
we assume that f˜ ∈ L1(0, β). Given 0 < x < β we consider, for a large γ > 0, the approach
region
Γx =
{
ζ = ξ + iη ∈ U˜ : η > γ |ξ − x|}
and the associated maximal function
f˜ ∗(x) = sup
ζ∈Γx
∣∣f˜ (ζ )∣∣.
Set
λ˜ = inf
ζ∈∂U˜∩{η>0}
f˜ ∗(ζ ), and Oλ =
{
x ∈ R: f˜ ∗(x) > λ}.
Notice that λ˜ > 0 unless f˜ ≡ 0 and that Oλ is an open subset of (0, β), proper only if λ > λ˜. The
next lemma yields a Calderón–Zygmund decomposition of bf˜ that is one of the key points in the
proofs of Theorems 7.1 and 7.2.
Lemma 7.3. With the hypotheses and notations above, let λ > λ˜, fix k ∈ N and set
M = max
(
sup
0<x<β
∣∣f˜ (x + iϕ(x,B))∣∣, sup
0<y<ϕ(β,B)
∣∣f˜ (β + iy)∣∣).
There exists a constant C > 0 depending on γ and M but not on f˜ , such that for every λ > λ˜
there exists a decomposition
bf˜ (x) = Gλ(x)+Bλ(x), 0 < x < β,
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(1) Bλ vanishes identically on (0, β) \Oλ and
(2) ∫ β0 x	Bλ(x) dx = 0, 0 	 k.
Proof. Notice that (2) becomes less restrictive as k decreases so if the lemma holds for some
value of k it will also hold for smaller values of k. Here we will give the proof just for k = 1
(which implies the case k = 0) where all the ingredients of the general case are already present.
Let Oλ =⋃j Ij be the decomposition into connected components. Let the interval Ij = (a, b)
be one of the connected components and assume first that b < β . Consider two straight lines:
one passing through the point of coordinates (a,0) and slope γ , the other one passing through
the point of coordinates (b,0) and slope −γ . These two lines intersect at a point P that belongs
to the strip a < x < b and has a positive imaginary part. Then we call T the intersection of U˜
with the sector opening downwards of vertex P and sides of slopes ±γ . If P ∈ U˜ , T is a triangle
bounded by two sides with slopes ±γ and a horizontal side equal to Ij × {0}, while if P lies
above the graph of ϕ(·,B) and γ is large enough we see that T has in addition a fourth upper
side formed by a portion of the graph of ϕ(·,B) (unless a = 0, in which case the side of slope γ
collapses to a point). At any rate, we have∫
T
f˜ (z) dz = 0
by Cauchy’s theorem (it is at this point that we use the assumption bf ∈ L1(0, β)). This implies∣∣∣∣
∫
Ij
bf˜ (x) dx
∣∣∣∣
∫
L
∣∣f˜ (z)∣∣ |dz|,
where L denotes the path formed by the sides of T other than Ij . By the definition of Ij , f˜ (z)
is bounded by λ on the straight sides of T with slopes ±γ and bounded by M on the side of T
contained in the graph of ϕ(·,B) if it exists. Thus, for λ >M , we get∣∣∣∣
∫
Ij
bf˜ (x) dx
∣∣∣∣ λ|L|.
Since the length of L is bounded by a constant (that depends only on U˜ and γ ) times the length
of Ij , we easily get ∣∣∣∣
∫
Ij
bf˜ (x) dx
∣∣∣∣ C|Ij |λ, λ > λ˜, (7.4)
where C depends on U˜ , γ and M .
If b = β , consider the straight line passing through the point of coordinates (a,0) and slope γ .
This line either intersects both the graph of ϕ(·,B) and the vertical line x = β or only the vertical
line x = β . In the first case, we call T the four sided region bounded by this line, the x axis, the
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by this line, the x axis and the vertical line x = β . We also obtain estimate (7.4) in this case.
Denote by cj the center of Ij . A similar reasoning with the function (z− cj )f˜ (z) in the place
of f˜ (z) yields ∣∣∣∣
∫
Ij
(x − cj )bf˜ (x) dx
∣∣∣∣ C|Ij |2λ, λ > λ˜, (7.5)
where we have used that supz∈T |z− cj | C|Ij |. Let us write Ij = (cj − δj , cj + δj ) and define
Gλ(x) =
{
αj (x − cj )+ βj , for x ∈ Ij ,
bf˜ (x), for x ∈ (0, β) \Oλ.
Here, αj , βj are constants that we determine by the conditions
m
j
0
.=
∫
Ij
bf˜ (x) dx =
∫
Ij
(
αj (x − cj )+ βj
)
dx,
m
j
1
.=
∫
Ij
bf˜ (x)(x − cj ) dx =
∫
Ij
(
αj (x − cj )2 + βj (x − cj )
)
dx.
Since
∫
Ij
(x − cj ) dx = 0, we obtain
αj = m
j
1
ρ
j
2
, βj = m
j
0
ρ
j
0
,
with
ρ
j
	 =
∫
Ij
(x − cj )	 dx, 	 = 0,2.
In view of (7.4) and (7.5) |mj0|  Cλδj and |mj1|  Cλδ2j , while ρj0 = 2δj and ρj2 = (2/3)δ3j .
Thus, |αj |  C λδj and |βj |  Cλ which implies that |Gλ(x)|  Cλ on Ij . Since |bf˜ (x)| 
f˜ ∗(x) λ off Oλ we conclude that |Gλ(x)| Cλ on (0, β). Set now
Bλ(x) =
{
bf˜ (x)− (αj (x − cj )+ βj ), for x ∈ Ij ,
0, for x ∈ (0, β) \Oλ.
It is clear that bf˜ (x) = Gλ(x) + Bλ(x). Concerning the properties that Bλ(x) must fulfill, (1)
holds by the very definition of Bλ(x) while, to show (2), it is enough to check that∫
Ij
Bλ(x) dx =
∫
Ij
xBλ(x) dx = 0
for any j and this follows from the choice of αj and βj . 
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moments for the “good” function Bλ(x). Otherwise, we would just obtain
∫
Ij
[
x − cj + i
(
ϕ(x,0)− ϕ(cj ,0)
)]	
Bλ(x)
(
1 + iϕx(x,0)
)
dx = 0, 0 	 k.
On the other hand, the vanishing of those “generalized moments” is sufficient to obtain good
estimates for the standard moments, which in turn is enough to control hp norms (see, e.g., the
proof of Proposition 3.7).
Proposition 7.4. Let 0 <p  1. With the above hypothesis and notations, there exist:
(a) a sequence (aj ) of hp-atoms supported in [0, β] and
(b) a sequence (λj ) of the complex numbers satisfying
∑
j
|λj |p  C
β∫
0
∣∣f˜ ∗(x)∣∣p dx,
such that bf˜ (x) =∑j λjaj (x) for almost every x ∈ (0, β) and the series converges in hp(R) to
a distribution supported in [0, β] that coincides with bf˜ on (0, β).
Proof. Fix k ∈ N such that
1
k + 2 <p 
1
k + 1 .
Hence, any measurable function a(x) supported in an interval I and satisfying
‖a‖L∞  |I |−1/p and
∫
xja(x) dx = 0, j = 0,1, . . . , k,
will be an hp-atom. Choose n0 ∈ Z such that 2n0  λ˜ < 2n0+1. For every n > n0, let
bf˜ (x) = gn(x)+ bn(x) (7.6)
be the decomposition given by Lemma 7.3 for the choice λ = 2n, with the notation gn = G2n ,
bn = B2n and k as above. Define gn = bn ≡ 0 if n < n0 and gn0(x) = p(x)χ(0,β)(x), bn0(x) =
bf˜ (x)− gn0(x), where p(x) is the polynomial of degree k determined by
β∫
bf˜ (x)x	 dx =
β∫
p(x)x	 dx, 0 	 k.0 0
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∣∣gn0(x)∣∣ C2n0 and
β∫
0
bn0(x)x
	 dx = 0, 0 	 k.
We will consider simultaneously all decompositions (7.6) for different values of n. Observe that
gn(x) → bf˜ (x) a.e. when n → ∞, because the function bf˜ (x) − gn(x) is supported in the set
{x: f˜ ∗k (x) > 2n} (if n  n0) that decreases to a set of null measure when n → ∞. Therefore,
from the construction of gn, is easy to see that |gn(x)| Cf˜ ∗(x) for n > n0. Then we can write
bf˜ as a sum of a telescopic series that converge a.e. plus a function that is a multiple of an
hp-atom:
bf˜ (x) = gn0(x)+
∞∑
n=n0
(
gn+1(x)− gn(x)
)
= p(x)χ(0,β)(x)+
∞∑
n=n0
(
bn(x)− bn+1(x)
)
.
The point here is that, although each term bn(x) − bn+1(x), n  n0, has no longer in general
vanishing moments, it can be expanded in a series of multiples of hp-atoms with coefficients
in 	p . Denote, for each n,
O2n =
⋃
l
In(l).
For fixed n, all the intervals In+1(j) are included in the disjoint union of the In(l) (for different
values of l). For each pair (n, l), let
ψn,l(x) =
{
bn(x)− bn+1(x), for x ∈ In(l),
0, for x ∈ R \ In(l).
Then, for ν = 0,1, . . . , k,
∫
In(l)
xνψn,l(x) dx =
∫
In(l)
xνbn(x) dx −
∫
In(l)
xνbn+1(x) dx
=
∫
In(l)
xνbn(x) dx −
∑
j∈S(n,l)
∫
In+1(j)
xνbn+1(x) dx = 0,
where S(n, l) is the set of indices j for which In+1(j) ⊂ In(l). We have also
∣∣bn(x)− bn+1(x)∣∣= ∣∣gn+1(x)− gn(x)∣∣ ∣∣gn+1(x)∣∣+ ∣∣gn(x)∣∣
= C2n+1 +C2n = 3C2n.
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φn,l(x) = 2
−n
3C
∣∣In(l)∣∣−1/pψn,l(x).
With this definition, all φn,l are Hp-atoms (i.e. hp-atoms with vanishing moments) and
∞∑
n=n0+1
(
bn(x)− bn+1(x)
)= ∞∑
n=n0+1
∞∑
l=1
3C2n
∣∣In(l)∣∣1/pφn,l(x).
Moreover,
∞∑
n=n0+1
∞∑
l=1
(
3C2n
∣∣In(l)∣∣1/p)p = 3pCp ∞∑
n=n0+1
∞∑
l=1
2np
∣∣In(l)∣∣
= C
∞∑
n=n0+1
2np
∣∣{x: f˜ ∗(x) > 2n}∣∣
 C
∞∫
0
λp−1
∣∣{x: f˜ ∗(x) > λ}∣∣dλ
= C
β∫
0
[
f˜ ∗(x)
]p
dx < ∞.
Then, the series
∑∞
n=n0+1
∑∞
l=1 3C2n|In(l)|1/pφn,l(x) converges a.e. and in hp(R) to some dis-
tribution in hp(R), because ‖φn,l‖Hp  C. Since
bn0 − bn0+1 + p(x)χ(0,β)
is a multiple of an hp-atom supported in [0, β], after rearranging the double series, we get the
desired expression
bf˜ (x) =
∑
j
λj aj (x), both a.e. and in the sense of D′(0, β),
where all the aj ’s are hp-atoms supported in [0, β], (λj ) ∈ 	p and (a) and (b) hold. 
The size in 	p of the sequence (λj ) of the coefficients in the atomic decomposition of Proposi-
tion 7.4 is controlled by the Lp norm of the maximal function f˜ ∗. In the next section we translate
the information we have on f (bounded Lp norm of traces) to boundedness of ∫ β(f˜ ∗)p dx.0
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We need to recall two definitions of Hardy spaces.
Definition 8.1. (See [6].) For 0 < p < ∞, a holomorphic function g on a bounded domain D
with rectifiable boundary is said to be in Ep(D) if there exists a sequence of rectifiable curves
Cj in D tending to bD in the sense that the Cj eventually surround each compact subdomain
of D, such that ∫
Cn
∣∣g(z)∣∣p |dz|M < ∞.
The norm of g ∈ Ep(D) is defined as
‖g‖p
Ep(D)
= inf sup
j
∫
Cj
∣∣g(z)∣∣p |dz|,
where the inf is taken over all sequences of rectifiable curves Cj in D tending to ∂D.
Definition 8.2. (See [11].) Let Ω ⊂ C be a bounded region with rectifiable boundary and for
x ∈ ∂Ω consider the non-tangential approach subregion
Γα(x) =
{
z ∈ Ω: |z− x| (1 + α)dist(z, ∂Ω)},
which, for a.e. x, is open and contains {x} in its closure. For 0 <p < ∞, the Hardy space Hp(Ω)
is defined by
Hp(Ω) = {G ∈H(Ω): G∗ ∈ Lp(∂Ω)},
where H(Ω) denotes the holomorphic functions on Ω and G∗ denotes the non-tangential maxi-
mal function defined using the Γα(p).
For our purposes the class of regions considered in the next lemma will suffice.
Lemma 8.3 (Canonic Factorization). Let U be a region that is bounded by a finite number
of smooth curves Cj , j = 1, . . . ,N that cross each other at N points Aj forming inner angles
0 θj < π . 1 Let f ∈ Ep(U), 0 <p < ∞, not be identically zero, then f = gB with g ∈Ep(U),
|B| 1, g has no zeros in U and ‖f ‖Ep = ‖g‖Ep .
Proof. This was first proved by F. Riesz in the case of the unit disk Δ and the general case
follows from the classical result. Indeed, if ω : Δ → U is a conformal map, it follows that
f˜ (z) = f (ω(z))(ω′(z))1/p ∈ Hp(Δ) by the corollary of Theorem 10.1 in [6]. Denote by B˜(z)
the Blaschke product associated to the zeros of f˜ , counted with multiplicity. Then |B˜(z)|  1,
has the same zeros as f1 = f ◦ω with the same multiplicity and if 0 < rj ↗ 1, it follows that
1 Hence, outward-pointing cusps are allowed but not inward-pointing cusps.
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j
2π∫
0
|f1(rj eiθ )|p
|B˜(rj eiθ )|p
∣∣ω′(rj eiθ )∣∣ dθ
= sup
j
2π∫
0
∣∣f1(rj eiθ )∣∣p∣∣ω′(rj eiθ )∣∣dθ C. (8.1)
Indeed, it is clear that the supremum on the right-hand side of (8.1) is bounded by the supremum
of the left-hand side, because |B˜|  1. To prove the reverse inequality one considers the finite
product B˜N of the first N factors of the B˜ . These partial products B˜N → B˜ normally in Δ as
N → ∞, |B˜N | = 1 for |z| = 1 and B˜N is continuous on |z| 1, so
sup
j
2π∫
0
|f1(rj eiθ )|p
|B˜N (rj eiθ )|p
∣∣ω′(rj eiθ )∣∣dθ = sup
j
2π∫
0
∣∣f1(rj eiθ )∣∣p∣∣ω′(rj eiθ )∣∣dθ.
Then, using Fatou’s lemma,
sup
j
2π∫
0
lim
N→∞
|f1(rj eiθ )|p
|B˜N (rj eiθ )|p
∣∣ω′(rj eiθ )∣∣dθ
 sup
j
lim inf
N→∞
2π∫
0
|f1(rj eiθ )|p
|B˜N (rj eiθ )|p
∣∣ω′(rj eiθ )∣∣dθ
 lim inf
N→∞ supj
2π∫
0
|f1(rj eiθ )|p
|B˜N (rj eiθ )|p
∣∣ω′(rj eiθ )∣∣dθ
= sup
j
2π∫
0
∣∣f1(rj eiθ )∣∣p∣∣ω′(rj eiθ )∣∣dθ.
Thus, if we define B(ζ ) = B˜(ω−1(ζ )), we see that |B| 1 in U , g = f/B is well defined, does
not vanish in U and (8.1) implies that g ∈ Ep(U) with ‖f ‖Ep = ‖g‖Ep . 
Remark. If f ∈ Ep(U), by Lemma 8.1, we may write f = gB with g ∈ Ep(U) and g has no
zeros, so if U is simply connected, we can define any power of g. Let h = gr , r ∈ R, we have
that f = h1/rB , h ∈Ep/r(U) has no zeros, |bf | = |bh|1/r and ‖f ‖Ep = ‖h‖1/rEp/r .
For the unit disc, it is classical that the Hardy spaces of Definitions 8.1 and 8.2 are the same,
i.e., Ep(Δ) = Hp(Δ) [6]. By the Riemann mapping theorem, this is also true for any bounded,
simply connected domain with smooth boundary. In [11] it is shown that Ep(Ω) = Hp(Ω),
0 < p < ∞, if Ω is a chord-arc domain. The arguments in [3] show that Ep(U) = Hp(U) also
holds for 1  p < ∞ when U is a region of the kind considered in Lemma 8.3. Here we will
need to extend the identity Ep(U) = Hp(U) for 0 <p < ∞ for this class.
414 G. Hoepfner, J. Hounie / Journal of Functional Analysis 247 (2007) 378–416Lemma 8.4. Ep(U) = Hp(U), 0 <p < ∞.
Proof. Suppose that g ∈ Hp(U). Let Cj a sequence of rectifiable curves tending to the boundary
of U . So, ∫
Cj
∣∣g(ζj )∣∣p |dζj | = ∫
∂U
∣∣g(Λj(ζ ))∣∣pmj (ζ ) |dζ |
 lim sup
j
∫
∂U
∣∣g(Λj(ζ ))∣∣pmj (ζ ) |dζ |

∫
∂U
∣∣g∗(ζ )∣∣p |dζ | = C < ∞.
In the first equality we use the formula of change of variables (formula (2.3) in [12,16]). See the
construction of Cj in [3, pp. 475, 476].
On the other hand, if f ∈Ep(U) we can write, using Lemma 8.3, f = gB where g ∈Ep(U)
does not vanishes and ‖g‖Ep = ‖f ‖Ep . Let n such that np > 1. By Remark after Lemma 8.3
we can define h = g1/n that belongs to Enp(U) = Hnp(U), this latter equality is a consequence
of the case already known [3]. So h∗ ∈ Lnp(∂U) and (g)∗ = [hn]∗ = (h∗)n ∈ Lp(∂U). Since
|B| 1 we have that f ∗ = (gB)∗ ∈ Lp(∂U). Then f ∈ Hp(U). 
We now return to the holomorphic function f˜ (x + iy) defined on the region
U˜ = {x + y: 0 < x <A, 0 < y < ϕ(x,B)}
which is of the type considered in Lemma 8.4, so Ep(U˜) = Hp(U˜), 0 <p < ∞. Using that |f˜ |p
has uniformly bounded integrals on the graphs (0, β)  x → (x,ϕ(x, t)), 0 < t < B , and that f˜
is bounded on the graph (0, β)  x → (x,ϕ(x,B)) and on the vertical segment {β} × (0,B), it
is easy to conclude that f˜ ∈Ep(U˜). Thus, f˜ ∈ Hp(U˜), which implies that
β∫
0
(
f˜ ∗(x)
)p
dx < ∞. (8.2)
9. End of the proof of Theorems 7.1 and 7.2
End of the proof of Theorem 7.1. It is enough to prove that bf ∈ h1F,loc(−β,β) with F = {0}.
By the results in [3] we already know that bf ∈ L1(−β,β) and f˜ ∈ E1(U˜) = H 1(U˜), in partic-
ular (8.2) holds with p = 1. By Proposition 7.4 and (8.2) with p = 1, we may find a distribution
f+0 ∈ h1F (R), F = {0}, supported in [0, β] such that bf˜ − f+0 = bf − f+0 = 0 on (0, β). Simi-
larly, there is f−0 ∈ h1F (R) supported in [−β,0] such that bf − f−0 = 0 on (−β,0). It follows
that b(f − f+ − f−) is supported in {0} so bf = f+0 + f−0 +
∑
0kmCkδ
(k) on (−β,β).
However, bf ∈ L1(−β,β) and f+0 + f−0 ∈ h1F (R) ⊂ L1(−β,β) so Ck = 0, 0 k m and bf is
the restriction to (−β,β) of an element of h1 (R), in particular, bf ∈ h1 (−β,β). F F,loc
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will assume initially that f ∈ C0[−β,β] × [0,B] and the general case will be derived by an ap-
proximation argument. It is clear that f˜ ∈ Ep(U˜) = Hp(U˜) and since the norms are comparable
‖f˜ ‖pHp  C‖f˜ ‖pEp . If M is a bound for
max
(
sup
0<x<β
|f˜ (x + iϕ(x,B))|p
β
, sup
0<y<ϕ(β,B)
|f˜ (x + iy)|p
ϕ(β,B)
, sup
0tB
β∫
0
∣∣f (x, t)∣∣p dx
)
we have ‖f˜ ‖pHp CM which implies
β∫
0
(
f˜ ∗(x)
)p
dx  CM. (9.1)
By Proposition 7.4 and (9.1), we may find a distribution f+0 ∈ hp(R) (and f+0 ∈ hpF (R), F = {0},
in case 1/p is an integer) supported in [0, β] such that bf = f+0 on (0, β) and ‖f+0 ‖hp  CM
(‖f+0 ‖hpF  CM in case 1/p is an integer). From now on, to be specific, assume 1/p is not
an integer. Notice that, by the continuity of f , f+0 is a bounded function. Similarly, there is
f−0 ∈ hp(R)∩L∞(R) supported in [−β,0] such that bf = f−0 on (−β,0) and ‖f−0 ‖hp CM . It
follows that b(f −f+ −f−) is supported in {0} so bf = f+0 +f−0 +U on (−β,β), with U sup-
ported in {0}. However, bf,f+0 , f−0 ∈ L∞(−β,β) so U = 0 and bf is the restriction to (−β,β)
of an element of hp(R) with norm bounded by CM , in particular, for every ψ ∈ C∞c (−β,β),
ψbf ∈ hpc (−β,β) and ‖ψbf ‖hp CψM .
Let us now consider the general case, with f ∈ C0(Q), Q = (−A,A) × (0,B], bf ∈
h
p
loc(−A,A) and |f (β, t)| + |f (−β, t)| C, 0 < t  B . For a large integer j , Qj = [−β,β] ×[1/j,B], fj = f |Qj . Then fj satisfies Lfj = 0 in the interior of Qj and is continuous up to
the bottom of the cube Qj , so we are essentially in the restricted case already considered with
a small difference. Indeed, while in the previous case the restriction of Z(x, t) to the bottom of
the cube where the solution is defined (i.e., Q) is the identity, we see that now Z(x, t) maps the
bottom [−β,β] × {1/j} of Qj to the smooth graph {(x,ϕ(x,1/j) − β  x  β} rather than to
an interval. However, inspection of the proofs of Lemma 7.3 and Proposition 7.4 shows that they
remain valid in this case, with bounds independent of j . If f (x, t) = f˜ ◦Z(x, t) for 0 x  β ,
0 < t  B , it follows that fj (x, t) = f˜j ◦ Z(x, t) with f˜j (x + iy) = f˜ (x + iy) for 0  x  β ,
ϕ(x,1/j)  y  ϕ(x,B). Thus, we conclude that ‖f˜j‖p
Hp(Q˜j )
= ‖f˜ ‖p
Hp(Q˜j )
 CM , where Q˜j
is the region comprised between the graphs y = ϕ(x,1/j) and y = ϕ(x,B) for 0 x  β , which
implies
β∫
0
(
f˜ ∗j
(
x + iϕ(x,1/j)))p dx  CM. (9.2)
Since f˜j ∈ C0(Q˜j ) we obtain that, for every ψ ∈ C∞c (−β,β), ‖ψ(x)f (x,1/j)‖hp  CψM .
Since ψ(x)bf (x) = limj→∞ ψ(x)f (x,1/j) in D′(−A,A), this shows that bf ∈ hploc(−A,A) as
we wished to prove. When 1/p is an integer the proof is analogous.
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