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We compare the performance of sampling-based procedures for
estimating the selectivity of a join. While some of the procedures have
been proposed in the database literature, their relative performance has
never been analyzed. A main result of this paper is a partial ordering that
compares the variability of the estimators for the different procedures
after an arbitrary fixed number of sampling steps. Prior to the current
work, it was also unknown whether these fixed-step procedures could
be extended to fixed-precision procedures that are both asymptotically
consistent and asymptotically efficient. Our second main result is a
general method for such an extension and a proof that the method is
valid for all the procedures under consideration. We show that, under
plausible assumptions on sampling costs, the partial ordering of the
fixed-step procedures with respect to variability of the selectivity
estimator implies a partial ordering of the corresponding fixed-precision
procedures with respect to sampling cost. Our final result is a collection
of fixed-step and fixed-precision procedures for estimating the cost of
processing a join query according to a fixed join plan. ] 1996 Academic
Press, Inc.
1. INTRODUCTION
We consider an important class of relational queries:
those that are constructed using the selection and join
operators. A (select-)join query with input relations
R1 , R2 , ..., RK specifies a subset of the cross product
R1_R2_ } } } _RK ; for each element ( j1 , j2 , ..., jK) in this
subset, tuples j1 , j2 , ..., jK are concatenated to form a tuple
of the output relation R1, 2, ..., K . The simplest kind of join
query is a star-join (also called an equijoin when there are
exactly two input relations). For this type of query, each
input relation has a single ‘‘join attribute,’’ and input tuples
j1 , j2 , ..., jK are concatenated to form a tuple of the output
relation if and only if the join-attribute values of the tuples
are all equal. For general join queries, the join criterion can
be quite complex and involve multiple join attributes,
together with additional attributes called ‘‘selection
attributes.’’ The ‘‘selectivity of the join’’ is the number of
tuples in the output relation divided by the number of
elements in the cross product of the input relations. Assess-
ment of selectivities is central to query optimization,
capacity planning, cost estimation for on-line queries,
system access control, load balancing, and statistical
studies. Typically, it is too expensive to compute the selec-
tivity of a join exactly, and the selectivity must be estimated.
The classical approach to selectivity estimation requires
that a set of summary statistics on the input relations be
maintained in the system catalog. These summary statistics
are then used to compute ‘‘selectivity factors’’; see, for exam-
ple, Krishnamurthy, Boral, and Zaniolo [21], Selinger,
et al. [28], Swami and Iyer [31], and Swami and Schiefer
[32]. There are several drawbacks to this approach.
Implicit in the use of summary statistics are some rather
restrictive ‘‘uniformity,’’ ‘‘independence,’’ and ‘‘contain-
ment’’ assumptions on the domains and frequencies of the
attribute values in the input relations; see [32]. The result-
ing estimates can deviate from the true selectivity by orders
of magnitude when these assumptions are violated.
Although more recent estimation methods relax the unifor-
mity and independence assumptions to varying degrees (see,
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for example, Ioannidis and Christodoulakis [20] and Van
Gelder [33]), they often require maintenance of a larger set
of summary statistics and can still be subject to serious
estimation errors. Summary statistics can be burdensome to
maintain, especially when the input relations are large. For
extremely large input relations (as in ‘‘database mining’’
applications), the summary statistics must themselves be
estimated, exacerbating the error in the selectivity estimates.
Finally, methods based on summary statistics do not
provide any indication of the precision of the selectivity
estimates or permit control of estimation error.
Because of these problems, there has been increasing
interest in procedures that estimate the selectivity based on
random samples from the input relations. Sampling-based
procedures do not require storage or maintenance of
statistics about the database and are robust in the presence
of correlated and nonuniform data. Perhaps most impor-
tantly, sampling-based procedures permit both assessment
and control of estimation errors. At each sampling step of
an estimation procedure, we obtain a sample of tuples from
each of the K input relations and observe the size of the join
of the samples. (This typically involves K IO’s per sampl-
ing step.) Equivalently, at each sampling step we examine
random elements of the cross product R1 _R2_ } } } _RK
and observe the number of these elements that form a tuple
of the output relation. The final estimate of the selectivity
is computed from the observations obtained over all the
sampling steps. In a fixed-step procedure, the number of
sampling steps is fixed in advance. In a fixed-precision
procedure, the desired precision of the estimator is fixed in
advance and enough observations are obtained so that the
precision criterion is satisfied with a probability that is
approximately equal to a prespecified value. In this paper,
we provide a systematic performance comparison of both
new and existing fixed-step and fixed-precision procedures
for estimating the selectivity of a join.
Most of the fixed-step procedures that we consider
were originally proposed by Hou, Ozsoyoglu, and Taneja
[17, 18]. The procedures differ with respect to the number
of elements of R1_R2_ } } } _RK examined at each sam-
pling step. The most basic procedure is to select one
tuple from each input relation randomly and uniformly at
each sampling step and observe whether these tuples are
concatenated to form a tuple of the output relation; that is,
at each sampling step we examine one element selected
randomly and uniformly from R2_ } } } _RK . When using
this procedure, an extremely large number of sampling steps
(and hence IO’s) may be required to produce a sufficiently
precise estimate. This is especially true when, as is often the
case, there are many fewer elements in the output relation
than in the cross product of the input relations. For example,
suppose that there are two input relations each containing
106 tuples and the output relation contains 105 tuples. Then,
regardless of the distribution of join-attribute values in the
input relations, a tuple selected at random from R1 has only
a 1 in 107 chance of joining with a tuple selected at random
from R2 . Consequently, 107 sampling steps are required on
average before observing even a single pair of tuples that
form an element of the output relation. Alternatively, since
tuples are brought into main memory in pages, at each sam-
pling step we can select a page of tuples from each relation
and use every tuple on each page. We thereby examine more
elements of R1_R2_ } } } _RK per sampling step (and
hence per IO) than with tuple-level sampling.
The procedures also differ with respect to the reuse of
previously selected tuples. The ‘‘independent’’ sampling
scheme discards all of the selected tuples after each sampling
step. The ‘‘cross-product’’ sampling scheme stores each
selected tuple in main memory and generates new observa-
tions at each sampling step using both newly selected and
previously selected tuples.
The choices outlined above lead to four different fixed-
step procedures: tindep, tcross, pindep, and pcross. The
relative performance of these procedures is not obvious,
since while the latter three procedures each examine more
random elements of R1_R2_ } } } _RK per sampling step
than tindep, these random elements have statistically
dependent join behavior; that is, the probability that one
random element forms a tuple of the output relation
depends on whether or not the other elements form tuples of
the output relation. For example, consider procedure
pindep (page-level, independent sampling) with K relations
and N tuples per page. Each randomly selected tuple from
relation R1 is used to form NK&1 random elements of
R1_R2_ } } } _RK . Clearly, any random elements formed
using the same tuple from R1 will have statistically depen-
dent join behavior. Even random elements that have no
tuples in common can have statistically dependent join
behavior due to dependencies between the values of a tuple’s
attributes and the page on which the tuple is located. As an
extreme example, consider an equijoin in which, for each of
the two input relations, the page on which a tuple is located
uniquely determines the value of the tuple’s join attribute.
Suppose that tuples i1 and i2 belong to a randomly selected
page from relation R1 and tuples j1 and j2 belong to a ran-
domly selected page from relation R2 . Then the random
elements (i1 , j1) and (i2 , j2) have identical join-attribute
values and hence identical join behavior. Cross-product
sampling also induces statistically dependent join behavior
since each randomly selected tuple is used to form multiple
random elements of R1_R2_ } } } _RK .
Another idea, proposed by Lipton, Naughton, and
Schneider [23, 24], is ‘‘index-assisted’’ sampling. Suppose,
for example, that we wish to estimate the selectivity of an
equijoin of relations R1 and R2 using independent, tuple-
level sampling and that R2 has an index on its join attribute.
At each sampling step, one tuple is selected randomly and
uniformly from relation R1 and the total number of tuples
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from R2 that join with this random tuple is computed using
the index; no sampling from R2 is required. Thus, we effec-
tively examine |R2| elements of R1_R2 at each sampling
step. This idea extends in a straightforward manner to
general K-way joins when one or more of the input relations
has a combined index on (the concatenation of ) all relevant
join and selection attributes. Index-assisted sampling can be
used not only in conjunction with procedure tindep but
also with procedures tcross, pindep, and pcross. Haas,
Naughton, Seshadri, and Swami [11] denote by tindex
(resp., pindex) the particular index-assisted sampling
scheme that results when the query of interest is an equijoin,
one of the two input relations has an index on the join-
attribute value, and independent, tuple-level sampling
(resp., independent, page-level sampling) is used. As with
page-level and cross-product sampling, the effect on perfor-
mance of index-assisted sampling is not obvious. The use of
index-assisted sampling increases the number of random
elements of R1_R2_ } } } _RK examined at each sampling
step, but these random elements have statistically depen-
dent join behavior.
Prior to this work, it was unknown whether all of the
fixed-step procedures described above could be extended to
fixed-precision procedures. Fixed-precision procedures are
attractive in that they sample only until a required precision
is achieved, rather than blindly executing a given number of
sampling steps. Prespecified precision requirements are fre-
quently encountered in statistical studies and are of increas-
ing interest in database mining applications. In algorithms
for assigning query-processing tasks to parallel processors,
precision requirements typically are determined as a func-
tion of the maximum allowable workload imbalance
between processors. In the context of query optimization, a
prespecified precision requirement might arise as follows.
Suppose that we wish to select a query plan such that with
high probability the cost of the plan is either ‘‘small’’ (below
a given threshold d ) or at least within a factor = of the cost
of the optimal plan for some =>1. It follows that the cost of
each plan under consideration and, hence, the selectivities of
the constituent joins, need to be estimated to within a
prespecified precision that depends on d and =. (This
approach to query optimization is consistent with the usual
strategy of avoiding the worst query plans. Seppi, Barnes,
and Morris [29] outline a more elaborate decision-
theoretic approach to sampling-based query optimization,
but it is not clear whether it is feasible in practice to obtain
and update the multivariate ‘‘Bayesian prior’’ probability
distributions required in their scheme.)
Several methods have been proposed to extend fixed-step
procedures to fixed-precision procedures; these methods are
applicable when the fixed-step procedure is based on inde-
pendent sampling. Hou, Ozsoyoglu, and Dogdu [19] con-
sider the ‘‘double sampling’’ method, in which information
from an initial ‘‘pilot sample’’ is used to determine the final
sample size. The drawback to such a procedure is that there
is no theoretical guidance as to the appropriate size of the
pilot sample. If the pilot sample is too small, the estimate of
the required final sample size will be poor, leading to a selec-
tivity estimate that is either more precise than needed (and,
hence, overly costly) or not precise enough. If the pilot sam-
ple is too big, then the final selectivity estimate is obtained
at an unnecessarily high sampling cost. Lipton, Naughton,
and Schneider [2224] propose the ‘‘adaptive sampling
method.’’ In this sequential estimation procedure, random
observations are obtained one at a time. After each observa-
tion, a decision is made either to continue sampling or to
terminate the procedure and return the final selectivity
estimate. The adaptive sampling method avoids the need for
arbitrarily sized pilot samples. The drawback to adaptive
sampling is that certain a priori bounds are needed on
attribute values of the input relations, and the procedure
samples more tuples than necessary. Haas and Swami
[13, 14] provide a fixed-precision procedure, called Algo-
rithm S2, for estimating the size of a query result and prove
that the procedure is ‘‘asymptotically consistent’’ in the
sense that the probability of satisfying the precision
criterion converges to the prespecified value as the precision
criterion becomes increasingly stringent. Algorithm S2 is
also shown in [13, 14] to be ‘‘asymptotically efficient’’ in the
sense that the total sampling cost converges to the theoret-
ical minimum cost as the precision criterion becomes
increasingly stringent. By specializing Algorithm S2, we
obtain fixed-precision extensions of tindex, pindex,
tindep, and pindep that are asymptotically consistent and
asymptotically efficient and do not require pilot samples or
a priori knowledge about attribute values. There is no
general performance comparison of these four procedures
in [13, 14], however, and cross-product sampling is not
considered.
In this paper, we compare the performance of the fixed-
step procedures tindep, tcross, pindep, and pcross, and
study the effect of index-assisted sampling on the perfor-
mance of these procedures. We then show that tcross and
pcross can be extended to fixed-precision estimation proce-
dures and compare the sampling costs of the fixed-precision
extensions of tindep, tcross, pindep, and pcross. Finally,
we provide fixed-step and fixed-precision procedures for
estimating the cost of processing a join query according to
a fixed ‘‘ join plan.’’
The organization of the paper is as follows. In Section 2
we establish a partial ordering comparing the variability of
the selectivity estimators for the different procedures after
an arbitrary fixed number of sampling steps. We also
analyze the effect of index-assisted sampling on the
variability of selectivity estimators. In Section 3 we present
a general method for extending a fixed-step procedure to a
fixed-precision procedure and give conditions (Theorems 3
and 4) under which the fixed-precision procedure is
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asymptotically consistent and asymptotically efficient. In
Section 4 we use these results to show (Theorem 6) that
both tcross and pcross can be extended to fixed-precision
procedures that are asymptotically consistent and
asymptotically efficient and do not require pilot samples or
a priori knowledge about attribute values. We then identify
conditions (Corollary 1) under which there is a simple rela-
tionship between the relative variability of the selectivity
estimators for two fixed-step procedures and the relative
sampling cost of the corresponding fixed-precision proce-
dures. Under plausible assumptions on sampling costs, this
result leads to a partial ordering of the fixed-precision pro-
cedures that is analogous to the partial ordering of the fixed-
step procedures. This partial ordering implies that the new
fixed-precision extension of pcross is the fixed-precision
procedure of choice for estimating selectivities when there
are no indexes available. This work extends the results in
[11] for equijoins. In Section 5, we provide fixed-step and
fixed-precision procedures for estimating the cost of pro-
cessing a join query under a fixed join plan. Such processing
is done in stages: the output of an intermediate stage is the
join of some subset of the input relations and the output of
the final stage is the full join of all the input relations. As is
standard in the theory of query optimization, we assume
that the total processing cost can be represented as a
known, deterministic function of the selectivities of the
intermediate joins. The idea is to simultaneously estimate
the selectivity of each intermediate join by sampling, and
then to evaluate the processing-cost function using these
estimates as arguments.
2. FIXED-STEP PROCEDURES
Consider a join query with K (2) input relations
R1 , R2 , ..., RK . For j=( j1 , j2 , ..., jK) # R1_ } } } _RK , set
v0( j)=1 if tuples j1 , j2 , ..., jK are concatenated to form a
tuple of the output relation R1, 2, ..., K ; otherwise, set
v0( j)=0. The function v0 is determined by join and selection
predicates that make up the query. We wish to estimate the
selectivity + of this join, defined as
+=
1
|R1_ } } } _RK |
:
j # R1_ } } } _RK
v0( j).
(The quantity |A| denotes the number of elements in the
set A.)
We assume that tuples are stored and brought into main
memory in pages; each page contains N (1) tuples. To
analyze tuple-level, page-level, and index-assisted schemes
in a unified way, we consider a generalized scheme in which,
for 1kK, the tuples in relation Rk are partitioned into
mk blocks B(k, 1), B(k, 2), ..., B(k, mk) with nk (=|Rk |mk)
tuples per block. For each relation Rk , a block of tuples is
selected at each sampling step, and all the tuples in the block
are brought into main memory. When n1= } } } =nK=1 we
have tuple-level sampling, and when n1= } } } =nK=N we
have page-level sampling. When nj=|Rj | for one or more
values of j we have index-assisted sampling. (In index-
assisted sampling, we do not actually bring all of the tuples
in an indexed relation into memory, we just perform an
index lookup. Such a lookup, however, is equivalent to
examining all of the tuples in the indexed relation, as far as
their join and selection attributes are concerned. In general,
one or more IO’s may be required to perform the lookup;
see Sections 3 and 4 for a detailed discussion of sampling
costs.) Set
4=[1, 2, ..., m1]_[1, 2, ..., m2]_ } } } _[1, 2, ..., mK ]
and, for a K-tuple of block indices l=(l1 , l2 , ..., lK ) # 4,
denote by v(l ) the selectivity of the join of blocks B(1, l1),
B(2, l2), ..., B(K, lK). That is,
v(l )=
1
n1n2 } } } nK
:
j # B(1, l1)_ } } } _B(K, lK )
v0( j). (1)
The function v is called the selectivity function for the join.
Observe that the selectivity + can be written
+=
1
|4|
:
l # 4
v(l ). (2)
We assume throughout that there exist K-tuples l and l $
such that v(l ){v(l $). When v(l )=v(l $) for all l, l $ # 4, this
fact is usually known a priori, and the estimation problem is
trivial.
As indicated in Section 1, we consider two approaches to
the reuse of previously selected tuples: independent sampling
and cross-product sampling. At each sampling step of the
independent sampling scheme, we select a block of tuples
from each input relation randomly and uniformly, with
replacement, and compute the selectivity of the join of
the blocks. Denote by Lk, i the index of the block of tuples
selected from relation Rk at the i th sampling step. Then
the random variables [Lk, i : 1kK and i1] are mutu-
ally independent and P[Lk, i=1]=P[Lk, i=2]= } } } =
P[Lk, i=mk]=1mk for 1kK and i1. At the i th
sampling step, we compute the selectivity Vi=v((L1, i ,
L2, i , ..., LK, i)) of the join of the K blocks B(1, L1, i),
B(2, L2, i), ..., B(K, LK, i). A natural estimator of + after n
sampling steps is
Yn =
def 1
n
:
n
i=1
Vi . (3)
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The estimator Yn is unbiased for + in that E[Yn]=+. The
variance of the estimator is
Var[Yn]=_2n, (4)
where
_2=
1
|4|
:
l # 4
(v(l )&+)2. (5)
By the strong law of large numbers, limn   Yn=+ almost
surely (a.s.). (For an event B, we write ‘‘B a.s.’’ if and only
if P[B]=1.) In statistical terminology, the estimator Yn is
said to be strongly consistent for +: the greater the number
of sampling steps, the closer the estimator Yn is to its target
value +.
Cross-product sampling differs from independent sam-
pling in that the K blocks of tuples selected at a sampling
step are not discarded after the sampling step is over but are
stored in main memory. At each sampling step, we compute
the selectivity not only of the K-way join of the blocks
selected at the current sampling step but of all possible
K-way joins between blocks selected at the current sampling
step and blocks selected at previous sampling steps. (Since
we are sampling with replacement, a given block may in
principle be selected at more than one sampling step,
although the probability of this event typically is low.
Multiple instances of the same block are treated as distinct
blocks during the computation of selectivities. In practice,
at most one instance of a block need be stored in memory.)
Formally, define random block indices [Lk, i : 1kK
and i1] as for independent sampling. At the i th sampling
step of the cross-product sampling scheme, we compute the
selectivity Vi1, i2 , ..., iK=v((L1, i1 , L2, i2 , ..., LK, iK)) of the join
of each set of blocks B(1, L1, i1), B(2, L2, i2), ..., B(K, LK, iK)
such that 1iki for 1kK and at least one of
i1 , i2 , ..., iK is equal to i. (There are i K&(i&1)K such sets
of blocks.) After n sampling steps we have obtained a total
of nK observations [Vi1, i2, ..., ik : 1i1 , i2 , ..., ikn] under the
cross-product sampling scheme but only n observations
[Vi : 1in] under the independent sampling scheme.
Observe, however, that the n observations obtained under
the independent sampling scheme are statistically indepen-
dent, while under the cross-product sampling scheme obser-
vations Vi1, ..., iK and Vj1, ..., jK are dependent unless ik{jk for
1kK. For cross-product sampling, the estimator of +
after n sampling steps is
Y n =
def 1
nK
:
n
i1=1
:
n
i2=1
} } } :
n
iK=1
Vi1, i2 , ..., iK . (6)
That is, the estimator Y n is the average of the nK obser-
vations.
Observe that
E[Vi1, i2 , ..., iK]= :
l # 4
v(l ) P[(L1, i1 , L2, i2 , ..., LK, iK)=l ]
=
1
|4|
:
l # 4
v(l )=+
for 1i1 , i2 , ..., iKn, so that E[Y n]=+ for n1. Thus,
the estimator Y n is unbiased for +. The variance of Y n is
as follows; cf Seshadri [30]. For a subset S=[k(1), k(2), ...,
k(r)][1, 2, ..., K ] with k(1)<k(2)< } } } <k(r), set
4(S)=[1, 2, ..., mk(1)]_[1, 2, ..., mk(2)]_ } } }
_[1, 2, ..., mk(r)].
(Recall that for 1kK, the quantity mk denotes the
number of blocks into which relation Rk is partitioned.)
Next, for an r-vector q=(q1 , q2 , ..., qr) # 4(S), denote
by +S(q) the average of the function v(l ) over all vectors
l # 4 such that lk( j) = qj for 1  j  r. When K = 4
and q=(5, 7), for example, we have +[1, 3](q)=
(m2m4)&1 m2l2=1 
m4
l4=1 v(5, l2 , 7, l4). Finally, denote by Sk
the collection of subsets S[1, 2, ..., K ] with |S|=k for
1kK. Then
Var[Y n]= :
K
k=1
(n&1)K&k
nK
_ :
S # Sk
\ 1|4(S)| :q # 4(S) (+S(q)&+)
2+ (7)
for n1. We show in Appendix D that limn   Y n=+ a.s.;
that is, the estimator Y n shares with the estimator Yn the
crucial property of strong consistency. It follows from this
property that the selectivity estimator Y n can be made as
precise as memory capacity allows by increasing the number
of sampling steps.
By using either tuple-level or page-level sampling in con-
junction with either independent sampling or cross-product
sampling, we obtain one of the four procedures tindep,
pindep, tcross, or pcross. It follows from the above
discussion that the estimator for each procedure is both
unbiased and strongly consistent for +. We now provide
results that can be used to compare the variance of the
estimators for the different procedures after an arbitrary
fixed number of sampling steps. The first result compares
independent sampling to cross-product sampling. For
a fixed partitioning scheme (that is, for fixed values of
n1 , n2 , ..., nK) and n sampling steps, denote by Yn the
estimator based on independent sampling and by Y n the
estimator based on cross-product sampling.
Theorem 1. Var[Y n]Var[Yn] for n1.
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The proof of Theorem 1 is given in Appendix A. (See [30]
for an alternative proof.) Theorem 1 asserts that the
variability of a selectivity estimator is never increased by the
reuse of previously selected blocks, even though the result-
ing observations are statistically dependent. The following
example shows that there can, in fact, be a dramatic
decrease in variability.
Example 1. Consider the equijoin of K=2 relations R1
and R2 with |R1|=|R2|. Suppose that each tuple in R1 joins
with exactly one tuple in R2 and each triple in R2 joins with
exactly one tuple in R1 . Also suppose that selectivity
estimates are based on tuple-level sampling. It follows from
(4), (5), and (7) that Var[Y n]Var[Yn]=1n for n1.
The next result, a slight extension of Theorem 2.4.6
in [30], compares the variance of estimators based on
different partitioning schemes; see Appendix B for a proof.
For a fixed sampling scheme (either independent sampling
or cross-product sampling) and n sampling steps, denote by
Yn the estimator based on a partitioning scheme with nk
tuples per block in relation Rk for 1kK. Similarly,
denote by Y$n the estimator based on a partitioning scheme
with n$k tuples per block in relation Rk . We assume that,
under the first partitioning scheme, tuples 1 through nk are
in block B(k, 1) of relation Rk , tuples nk+1 through 2nk are
in block B(k, 2), and so forth, for 1kK. We make an
analogous assumption for the second partitioning scheme.
Theorem 2. Let %1 , %2 , ..., %K # [1, 2, ..., ] and suppose
that n$k=%knk for 1kK. Then Var[Y$n]Var[Yn]
for n1.
Theorem 2 asserts that the variability of a selectivity
estimator is never increased by including more tuples in
each sample, even though the resulting observations are
statistically dependent. As with the reuse of previously
selected tuples, including more tuples in each sample can
lead to a large decrease in variability.
Example 2. As in Example 1, consider the equijoin of
K=2 relations R1 and R2 with |R1|=|R2|, and suppose
that each tuple in R1 joins with exactly one tuple in R2 and
each tuple in R2 joins with exactly one tuple in R1 . Also sup-
pose that there are N tuples per page for each relation and
the location of join-attribute values on pages is the same for
each relation. Thus, the selectivity v((l1 , l2)) of the join of
page l1 from R1 and page l2 from R2 is equal to 1N if l1=l2
and equal to 0 otherwise. Fix a sampling scheme (either
independent or cross-product sampling), and denote by Yn
the selectivity estimator based on tuple-level sampling
and by Y$n the selectivity estimator based on page-level
sampling. When |R1|, |R2|rN, it follows from (4), (5), and
(7) that Var[Y$n]Var[Yn]r1N for n1.
An interesting consequence of Theorem 2 is obtained by
considering the case nk=1 and n$k=N, that is, tuple-level
FIG. 1. Comparison of fixed-step procedures.
versus page-level sampling. Suppose that the join of interest
is a star-join, and consider an arbitrary but fixed value of n.
It is not hard to see that Var[Y$n] is equal to its maximum
possible value (Var[Yn]) if for each input relation the page
on which a tuple is located uniquely determines the value of
the tuple’s join attribute. In other words, a high correlation
between join-attribute value and page location leads to high
variance of the estimator Y$n , for either independent or
cross-product sampling.
Theorems 1 and 2 can be used to compare the fixed-step
procedures tindep, tcross, pindep, and pcross. Write
proc1 v proc2 if the variance of the estimator for proce-
dure proc1 after n sampling steps is less than or equal to
the variance of the estimator for procedure proc2 after n
sampling steps for n1. Then
pcrossv tcross v tindep
and
pcrossv pindep v tindep.
These relationships are summarized in Fig. 1. In the figure,
there is a path that starts at procedure proc1 and descends
to procedure proc2 if and only if proc1 v proc2. Proce-
dures pindep and tcross are incomparable: depending on
the data, the estimator for pindep may have either lower or
higher variance than the estimator for tcross. It also
follows from Theorem 2 that the use of index-assisted sam-
pling always reduces the variance of the resulting selectivity
estimator.
3. EXTENSION OF FIXED-STEP PROCEDURES
A fixed-precision procedure attempts to estimate the
selectivity + to within \=g(+) with probability p, where
=>0, p # (0, 1), and g is a continuous function such that
g(x)>0 for x>0. Different choices of g lead to different
kinds of precision criteria. When g(x)=x, for example, the
estimate must be within 100 =0 of + and we have a relative
precision criterion. When g(x)#1, the estimate must not
differ from + by more than = and we have an absolute preci-
sion criterion. When g(x)=max(x, d ) for a fixed constant
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d>0, we have a hybrid precision criterion: if the estimand +
is ‘‘small’’ (+<d ) then the estimate must not differ from + by
more than (the small amount) =d ; if + is not small (+d )
then the estimate must be within 100 =0 of +. We focus
throughout on the case in which = is small, so that the
required number of sampling steps is large. That is, we focus
on ‘‘hard’’ sampling problems for which it is important to
have efficient estimation procedures. Moreover, through-
out this section we fix the precision function g and the
parameter p and often suppress these quantities in our
notation.
In general, it is impossible to estimate + to within \=g(+)
with a probability exactly equal to p. A basic requirement,
however, is that a fixed-precision procedure be asymptoti-
cally consistent; that is, the estimator Y(=) for the procedure
must satisfy lim=  0 P[ |Y(=)&+|=g(+)]=p. The estimator
Y(=) for an asymptotically consistent fixed-precision proce-
dure estimates + to within \=g(+) with a probability close
to p when = is small; the smaller the value of =, the closer the
probability is to p.
Suppose we are given a fixed-step procedure as in Section 2
with an estimator Yn of the selectivity + after n sampling
steps for n1. In this section we provide a method for
extending the fixed-step procedure to an asymptotically
consistent fixed-precision procedure. The idea is to decide
after each sampling step whether to continue sampling or
stop sampling and return a final estimate; the decision is
based upon the observations obtained so far. Under this
scheme, the total number of sampling steps N(=) is random,
and the resulting estimator of + is
Y(=) =def YN(=) . (8)
In order to carry out such an extension, we need to impose
some conditions on the underlying fixed-step procedure.
First, we assume that the distribution of the selectivity
estimator is approximately normal after a large number
of sampling steps, even when the number of sampling steps
is random. Formally, we assume that the sequence
[Yn : n1] obeys the following random-index central limit
theorem. Denote by O convergence in distribution and by
N(0, 1) a standardized (mean 0, variance 1) normal random
variable.
Assumption 1. There exists a real number _2>0 such
that _&1 - M(t) (YM(t)&+) O N(0, 1) as t   for any
sequence [M(t): t0] of positive random indices such that
M(t)t converges in probability to a positive constant.
The number _2 that appears in Assumption 1 is called the
asymptotic variance of the sequence [Yn : n1]. We assume
throughout that the fixed-step procedure provides an
estimator S 2n of the asymptotic variance _
2 after n sampling
steps for n1, and that the estimators Yn and S 2n are
strongly consistent for + and _2, respectively.
Assumption 2. limn   Yn=+ a.s. and limn   S 2n=_
2
a.s.
An explicit formula for N(=) (that is, an explicit stopping
rule) is suggested by the following heuristic argument and
validated in Theorem 3 below. Take M(t)=WtX in Assump-
tion 1 and observe that the sequence [Yn : n1] obeys an
ordinary central limit theorem: _&1 - n (Yn&+) O N(0, 1)
as n  . Denote by 8 the cumulative distribution function
for a standardized normal random variable. Then
P[ |Yn&+|=g(+)]
=P {}- n_ (Yn&+) }
=g(+) - n
_ =
r28 \=g(+) - n_ +&1 (9)
when n is large and = is small enough so that = - n is not too
large. Let zp be the unique constant such that 8(zp)=
(1+p)2. Setting the rightmost term in (9) equal to p, we
find that for
n*=
z2p_
2
=2g2(+)
(10)
sampling steps the estimator Yn* estimates + to within
\=g(+) with probability rp. Of course, (10) cannot be
used in practice to determine a priori the required number
of sampling steps, since + and _2 are unknown. However,
since Yn and S 2n are strongly consistent for + and _
2, respec-
tively, the relation in (10) suggests that sampling should
stop when =g(Yn)rzp Sn- n. This leads to the stopping
rule
N(=)=inf[n1 : S 2n>0 and =g(Yn)zp Sn - n]. (11)
To ensure that the expected number of sampling steps is
minimized as = becomes small, we impose one additional
condition.
Assumption 3. limx   sup0<==0 E[=
2qNq(=)1[=2qNq(=)>x]]
=0 for each =0>0 and q1.
In Assumption 3, 1A denotes the indicator random
variable that equals 1 if event A occurs and equals 0
otherwise. Assumption 3 asserts that the sequence
[=2qNq(=): 0<==0] is uniformly integrable for any choice
of q and =0 ; cf. Appendix A1 in Gut [8].
Theorem 3 below asserts that under Assumptions 13 the
fixed-precision procedure terminates with probability 1, the
expected number of sampling steps is finite, and the proce-
dure is asymptotically consistent. Moreover, the procedure
is asymptotically efficient in that the expected number of
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sampling steps when = is small is approximately equal to the
optimal number of sampling steps n* given by (10).
Theorem 3. Let N(=) and Y(=) be defined as in (11) and
(8), respectively, and suppose that Assumptions 13 hold.
Then
(i) P[N(=)<]=1 and E[N(=)]< for =>0;
(ii) lim=  0 P[ |Y(=)&+|=g(+)]=p; and
(iii) lim=  0 =2E[N(=)]=z2p_
2g2(+).
The proof of Theorem 3 is given in Appendix C.
In addition to the number of sampling steps, the total
sampling cost C(=) of the fixed-precision procedure is also of
interest. We focus on sampling costs that satisfy
E[C(=)]=E[h(N(=))] (12)
for =>0, where h is a nondecreasing polynomial function of
degree k (1): h(x)=ki=0 ai x
i. If the expected sampling
cost is simply equal to the expected number of sampling
steps, then (12) holds with h(x)=x. If the cost of executing
the i th sampling step is Gi , where [Gn : n1] is a sequence
of independent and identically distributed (i.i.d.) random
variables with common mean #, then it follows from Wald’s
identity (cf. Theorem I.5.3 in [8]) that (12) holds with
h(x)=#x.
Example 3. Consider the problem of estimating the
selectivity of an equijoin of K=2 relations R1 and R2 when
there is a B+-tree index on the join attribute of relation R2 .
Suppose that we are using tuple-level, index-assisted sam-
pling. Thus, at each sampling step we select a tuple randomly
and uniformly from R1 and use the index on R2 to compute
the number of tuples from R2 that join with the tuple from
R1 . For 1l|R1|, denote by &(l ) the number of tuples in
R2 that join with tuple l in R1 . For a sampling step at which
tuple l is selected from R1 , an approximate expression for
the cost of sampling is given by c1+c2 &(l ). The parameter
c1 represents the cost of selecting at random a tuple from R1
and traversing the index to retrieve the first leaf page
containing a tuple from R2 with a matching join-attribute
value. The parameter c2&(l ) represents the approximate cost
of computing the number of tuples in R2 with the same join-
attribute value as tuple l by scanning the leaves of the index.
It follows that the cost of executing the i th sampling step is
Gi =
def c1+c2&(L1, i) for i1, where the random index L1, i is
equal to l (1l|R1| ) if and only if tuple l is selected
from relation R1 at the i th sampling step. Observe that
E[&(L1, i)]=+ |R2|, so that #=E[Gi]=c1+c2 + |R2|. This
cost model can be extended in a straightforward way to the
case of page-level sampling.
Finally, if for n1 the cumulative sampling cost after n
sampling steps is given by the deterministic expression f (n),
where f is a polynomial function, then (12) holds with h=f.
When +r1, for example, the cumulative sampling cost after
n steps of cross-product sampling is given approximately by
f (n)=aKnK, where a is a fixed constant and K is the number
of input relations; see Section 4 below.
The following result gives conditions under which the
fixed-precision procedure is asymptotically efficient not
only with respect to the number of sampling steps but also
with respect to the sampling cost.
Theorem 4. Let N(=) and Y(=) be defined as in (11)
and (8), respectively, and suppose that Assumptions 13
hold. Also suppose that (12) holds for a polynomial function
h(x)=ki=0 aix
i and all =>0. Then lim=  0 =2kE[C(=)]=
ak z2kp _
2kg2k(+).
The proof of Theorem 4 is given in Appendix C.
Suppose that we extend two fixed-step procedures with
respective estimators Yn and Y n to fixed-precision proce-
dures with respective sampling costs C(=) and C (=).
Corollary 1 below can be used to compare these costs
provided that C(=) and C (=) can be expressed in terms of the
same polynomial sampling-cost function. Denote by _2 and
_~ 2 the asymptotic variances of the sequences [Yn : n0]
and [Y n : n0], respectively.
Corollary 1. Suppose that Assumptions 13 hold.
Let h be a fixed polynomial sampling-cost function of
degree k  1 and suppose that E[C(=)] = E[h(N(=))]
and E[C (=)] = E[h(N (=))] for = > 0. Also suppose that
limn   n Var[Yn]=_2 and limn   n Var[Y n]=_~ 2. Then
lim
=  0
E[C (=)]
E[C(=)]
=\ limn  
Var[Y n]
Var[Yn]+
k
.
In particular, E[C (=)]<E[C(=)] for sufficiently small = if
and only if Var[Y n]<Var[Yn] for sufficiently large n.
Remark. The coverage of a fixed-precision procedure is
the true probability that the procedure estimates the selec-
tivity + to within \=g(+). Theorem 3 asserts that this
coverage is equal to the specified value p in the limit as
=  0. In practice, of course, = is a fixed positive constant,
and the distribution of the estimator Y(=) is not precisely
normal. As a result, the procedure typically terminates a
little too soon and the actual coverage is typically somewhat
less than the nominal coverage p for fixed =>0. For exam-
ple, Haas and Swami [13, 14] report an average coverage
of 0.94 when a fixed-precision procedure based on tuple-
level, index-assisted sampling is used to estimate the selec-
tivity of 30 join queries with g(+)=+, ==0.10, and p=0.95.
For one query that involved highly nonuniform data,
coverage was as low as 0.86. In [13, 14], Haas and Swami
provide a stratified sampling scheme and other techniques
for reducing undercoverage in fixed-precision procedures
based on independent sampling.
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4. FIXED-PRECISION PROCEDURES
In this section we use the results of Sections 2 and 3 to
derive and compare fixed-precision procedures for estimating
selectivities. We first consider procedures based on inde-
pendent sampling. For a given partitioning scheme, the
estimator Yn of the selectivity + is given by (3). Set S 21= 0
and
S 2n=
1
n&1
:
n
i=1
(Vi&Yn)2 (13)
for n2 and, as in Section 3, set
N(=)=inf[n1 : S 2n>0 and =g(Yn)zp Sn - n] (14)
for =>0. The next result follows from the proof of Theorem 2
in [14], and is essentially a slight variation on the classical
results of Chow and Robbins [3] and Na das [26].
Theorem 5. Suppose that the quantity _2 defined by (5)
is positive. Then
(i) the sequence [Yn : n1] obeys the random-index
central limit theorem in Assumption 1 with asymptotic
variance _2;
(ii) Assumption 2 holds for [(Yn , S 2n): n1], where S
2
n
is defined by (13); and
(iii) Assumption 3 holds for [N(=): =>0], where N(=) is
defined by (14).
It follows from Theorems 3 and 5 that asymptotically
consistent and asymptotically efficient fixed-precision
procedures based on independent sampling can be defined
as in Section 3. Using the numerically stable recursion
(n&1) S 2n=(n&2) S
2
n&1+
(n&1i=1 Vi&(n&1) Vn)
2
n(n&1)
(15)
to compute S 2n (Youngs and Cramer [34]), we obtain
Algorithm IS, given in Fig. 2. This algorithm is essentially a
specialized version of Algorithm S2 in [13, 14].
We now consider procedures based on cross-product
sampling. For a fixed partitioning scheme, the estimator Y n
of the selectivity + is given by (6). Recall the definition of
Var[Y n] in (7) and set
_~ 2= lim
n  
n Var[Y n]= :
K
k=1 \
1
mk
:
mk
r=1
(+[k](r)&+)2+ . (16)
To define a sequence of estimators [S 2n : n1] of _~
2, set
8(n)k ( j)=[(i1 , i2 , ..., iK) # [1, 2, ..., n]
K : ik=j ] (17)
FIG. 2. Algorithm IS.
and
Qk, j, n= :
(i1, i2 , ..., iK ) # 8k
(n)( j)
Vi1, i2 , ..., iK
for n1, 1kK, and 1jn. Then set S 21=0 and
S 2n= :
K
k=1 \
1
(n&1)
:
n
j=1
(Qk, j, nnK&1&Y n)2+ , (18)
for n2. Finally, set
N (=)=inf[n1 : S 2n>0 and =g(Y n)zp S n - n] (19)
for =>0. The next result is proved in Appendix D.
Theorem 6. Suppose that the quantity _~ 2 defined by (16)
is positive. Then
(i) the sequence [Y n : n1] obeys the random-index
central limit theorem in Assumption 1 with asymptotic
variance _~ 2;
(ii) Assumption 2 holds for [(Y n , S 2n): n1], where S
2
n
is defined by (18); and
(iii) Assumption 3 holds for [N (=): =>0], where N (=) is
defined by (19).
The requirement in Theorem 6 that _~ 2>0 is satisfied in
virtually all practical cases of interest. It follows from
Theorems 3 and 6 that asymptotically consistent and
asymptotically efficient fixed-precision procedures based on
cross-product sampling can be defined as in Section 3.
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FIG. 3. Algorithm CPS.
The estimator S 2n can be viewed as the sum of K sample
variances, where the k th sample variance is based on the n
‘‘data points’’ Qk, 1, nnK&1, Qk, 2, n nK&1, ..., Qk, n, n nK&1.
Numerically stable recursions analogous to (15) can there-
fore be used to update S 2n , and we obtain Algorithm CPS,
given in Fig. 3.
The algorithm works as follows. Observe that at the start
of the (n&1)th iteration of the repeat loop, the variable
qk, j is equal to Qk, j, n&1 for 1kK and 1 jn&1.
Moreover, the variable y is equal to the sum and the
variable wk is equal to (n&2) times the sample variance of
the n&1 data points
Qk, 1, n&1 (n&1)K&1, Qk, 2, n&1(n&1)K&1, ...,
Qk, n&1, n&1 (n&1)K&1
for 1kK. After completion of the first nested for loop,
the variable xk is equal to the sum and the variable wk is
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equal to (n&1) times the sample variance of the n data
points
Qk, 1, n&1 nK&1, Qk, 2, n&1 nK&1, ...,
Qk, n&1, n&1 nK&1, Qk, n, nnK&1
for 1kK. (The numerically stable recursion is used to
include the new data points Q1, n, nnK&1, Q2, n, n nK&1, ...,
QK, n, nnK&1, calculated in the first statement of the
first nested for loop, into the respective sample variances
w1 , w2 , ..., wk). For 1kK and 1 j<n, observe that
[Vi1, i2 , ..., iK : (i1 , i2 , ..., iK) # 8
(n)
k ( j)&8
(n&1)
k ( j)] is precisely
the set of newly obtained observations Vi1, i2 , ..., iK with ik=j.
If each observation in this set is equal to 0, then Qk, j, n&1 
nK&1=Qk, j, nnK&1 and no updating is required because of
these observations. If there are any positive observations in
this set, they are used in the second nested for loop to
update the ‘‘data point’’ Qk, j, n&1 nK&1 to the new value
Qk, j, nnK&1 and to update xk and wk accordingly. After
execution of the second nested for loop, the quantities
x1 , x2 , ..., xK are all equal to the sum of the n data points
Qk, 1, nnK&1, Qk, 2, nnK&1, ..., Qk, n, n nK&1,
and the variable y is updated to this value. Both the updated
selectivity estimate yn and the updated variance estimate s2n
are then computed, and the stopping condition is checked.
Remark. When the selectivity + is low, as is often the
case in practice, only a small number of the observations of
the form Vi1, i2 , ..., iK obtained at the second step of the repeat
loop are positive. It follows that the number of additions
required to compute qk, n in the first nested for loop is small,
and the assignment statements in the second nested for loop
are executed only a small number of times. Therefore, the
primary component of the CPU cost for the algorithm is the
cost of obtaining the positive observations at the second
step of the repeat loop. For some joins, hashing techniques
can be used to obtain the positive observations in an
efficient manner. For example, consider the equijoin of
K=2 relations R1 and R2 , and suppose for simplicity that
we are using tuple-level sampling. To implement Algorithm
CPS, we maintain a hash table for R1 and a hash table for
R2 . Whenever we select a tuple from R1 , we hash on the join
attribute to generate an entry in the hash table for R1 ; the
entry contains the value of the join attribute, along with the
index of the sampling step at which the tuple is selected. We
generate entries in the hash table for relation R2 in an
analogous manner. By probing the hash tables, we quickly
obtain those observations Vi1, i2 that have positive values.
When the selectivity + is very high (+r1), most of the
observations obtained at the second step of the repeat loop
are positive. Thus, during the i th iteration of the repeat
loop, the CPU cost of executing the first nested for loop is
roughly proportional to Ki K&1 and the cost of executing
the second nested for loop is roughly proportional to
K(i&1)(i K&1&(i&1)K&1). It follows that the total CPU
cost after N (=) sampling steps is roughly proportional to
KN (=)K. Note, however, that with high probability N (=) is
small in this case. To see this, observe that the selectivity
function v(l ) defined in (1) satisfies v(l )r1 for all l # 4 when
+r1, which implies that the asymptotic variance _~ 2 of the
selectivity estimator is close to 0. By (29) in Appendix C,
with probability 1 the number of sampling steps is
approximately equal to z2p_~
2g2(1) and, hence, is also small.
Intuitively, almost every random observation Vi1, i2 , ..., iK has
a value close to 1 when the selectivity is high, so that the
(unbiased) estimator Y n has low variance and relatively few
sampling steps are needed to obtain a sufficiently precise
estimate.
By using either Algorithm IS or Algorithm CPS in
conjunction with either tuple-level sampling or page-level
sampling, we obtain fixed-precision extensions of the proce-
dures tindep, pindep, tcross, and pcross. Denote these
fixed precision procedures by ftindep, fpindep,
ftcross, and fpcross, respectively. Suppose that exactly
one IO is required to sample a page of tuples from a
relation. This assumption holds, for example, when the
extent-map sampling technique of DeWitt, et al. [6] is used.
If we use the number of IO’s as our measure of cost,
then the sampling cost for each of the above fixed-precision
procedures satisfies (12) with h(x)=Kx. It is reasonable to
compare procedures using this cost measure when IO costs
dominate CPU costs, the selectivity is low and hashing
techniques as described above are used to identify positive
observations in Algorithm CPS. Write fproc1c fproc2
if lim=  0 E[C1(=)]E[C2(=)]1 for any fixed value of the
parameter p and any fixed precision function g, where
E[Ci (=)] is the cost of the fixed-precision procedure
fproci. It follows from Corollary 1 that fproc1c
fproc2 if and only if proc1v proc2, where fproci is
the fixed-precision extension of proci. We thus obtain
a partial ordering of the fixed-precision procedures as in
Fig. 4. The interpretation of the figure is analogous to the
FIG. 4. Comparison of fixed-precision procedures.
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interpretation of Fig. 1, except that v is replaced by c . It
can be seen from the figure that, under our cost measure,
fpcross is the fixed-precision procedure of choice for
estimating selectivities when there are no indexes available.
It is impossible to make general assertions about the effect
of index-assisted sampling on the cost of a fixed-precision
procedure. As shown in Section 2, incorporation of index-
assisted sampling reduces the variability of the selectivity
estimator after an arbitrary fixed number of sampling steps
and, hence, reduces the number of sampling steps required
to achieve a given precision. The sampling cost per step may
be much higher, however, since index lookups can require a
large number of IO’s if the leaf pages do not fit in main
memory; cf. Example 3. Our results provide a framework for
analyzing the cost of specific index-assisted estimation
procedures.
5. COST ESTIMATION
In this section we provide fixed-step and fixed-precision
procedures for estimating the cost of processing a join
query. Assume at first that the query is processed according
to a fixed linear join plan. In such a plan, input relation R1
is joined with relation R2 to create an intermediate relation
R1, 2 . Then input relation R3 is joined with relation R1, 2
to create intermediate relation R1, 2, 3 . This procedure is
repeated until input relation RK is joined with relation
R1, 2, ..., K&1 to create the final output relation R1, 2, ..., K . At
each stage of processing, a different method may be used to
join the current input relation with the current intermediate
relation. A variety of join methods have been proposed in
the literature, including the nested loops method, nested
blocks method, sort-merge method, and hash-based
methods such as simple-hash, GRACE-hash, and hybrid-
hash; see Graefe [7] and Section 2 in Mishra and Eich [25]
for a survey. Most of these methods distinguish between the
two relations being joined, referring to one relation as
the ‘‘outer’’ relation and the other relation as the ‘‘inner’’
relation. (In hash-based methods, the smaller of the two
relations plays the role of the inner relation.) When we refer
to a ‘‘fixed linear join plan,’’ we mean that the set of input
relations is fixed, the join order is fixed, and both the join
method and the choice of outer and inner relations for each
stage of processing are fixed.
In light of our previous results, we restrict attention to
procedures based on cross-product sampling. As before, we
consider a generalized scheme in which a block of nk=
|Rk|mk tuples is selected from input relation Rk randomly
and uniformly at each sampling step for 1kK.
We first fix a partitioning scheme and develop some
notation for the selectivities of the intermediate joins. For
1kK&1 and j=( j1 , j2 , ..., jk+1) # R1_ } } } _Rk+1 , set
v(k)0 ( j)=1 if tuples j1 , j2 , ..., jk+1 are concatenated to form
an element of relation R1, 2, ..., k+1 ; otherwise, set v (k)0 ( j)=0.
Next, set
+(k)=
1
|R1_ } } } _Rk+1|
:
j # R1_ } } } _Rk+1
v (k)0 ( j)
for 1kK&1. According to this definition, the quantity
+(k) is the selectivity of the join of relations R1 , R2 , ..., Rk+1.
As with the selectivity + defined in Section 2, the selectivity
of each intermediate join can be expressed as the average
value of a corresponding selectivity function defined with
respect to blocks of tuples. Set
4k=[1, 2, ..., m1]_[1, 2, ..., m2]_ } } } _[1, 2, ..., mk]
for 1kK and
v(k)(l)=
1
n1n2 } } } nk+1
:
j # B(1, l1)_ } } } _B(k+1, lk+1)
v (k)0 ( j)
for 1kK&1 and l=(l1 , l2 , ..., lk+1) # 4k+1. Then the
selectivity +(k) can be written as
+(k)=
1
|4k+1|
:
l # 4k+1
v(k)(l )
for 1kK&1.
Set +=(+(1), +(2), ..., +(K&1)). For a fixed linear join plan,
we assume that there exists a bounded nonnegative function
? defined on [0, 1]K&1 such that the cost of processing the
join can be represented as ?(+). Our notation suppresses the
(known) parameters |R1|, |R2|, ..., |RK |, along with other
parameters such as memory size, buffer sizes, disk latencies,
and so forth. We assume that the function ? is positive and
continuously differentiable at +. Thus, we assume that the
gradient {?, is defined at + and that both ? and {? are
continuous at +. This assumption is expected to hold in
practice: typical cost functions tend to be smooth except for
a finite number of jump discontinuities, and a jump is
unlikely to occur exactly at the point +. We also assume that
all the elements of the vector {? are positive everywhere on
(0, 1)K&1. This assumption is also expected to hold in prac-
tice: typically, any increase in the selectivity (and hence size)
of an intermediate join increases the total processing cost.
See DeWitt et al. [5], Haas, Carey, and Livny [9],
Krishnamurthy et al. [21], Swami and Iyer [31], and
references therein for specific examples of cost functions.
We first consider fixed-step and fixed-precision procedures
for estimating the cost ?(+) when ? is an affine function, that
is, when
?(+)=c0+ :
K&1
k=1
ck +(k) (20)
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for constants c0 , c1 , ..., cK&1. See [21, 31] for examples
of simple cost models that lead to a representation as
in (20). Set v*(l ) = c0 + K&1k=1 ck v
(k)((l1 , l2 , ..., lk+1)) for
l=(l1 , l2 , ..., lK) # 4K , and observe that
?(+)=
1
|4K |
:
l # 4K
v*(l ).
This expression for ?(+) is of the same form as the expres-
sion for the selectivity + in (2), except with v replaced by v*.
It follows that if we use cross-product sampling and com-
pute each observation Vi1, i2 , ..., iK using the function v*, the
estimator Y n computed as in (6) is unbiased and strongly
consistent for ?(+). Similarly, we can use Algorithm CPS,
together with the function v*, to estimate ?(+) to within
\=g(?(+)) with probability p for fixed parameters = and
p and a fixed precision function g. This fixed-precision
procedure is asymptotically consistent and asymptotically
efficient. Observe that each observation has a value greater
than or equal to c0 when observations are computed using
the function v*. In principle, therefore, a large number of
computations are required in the two nested for loops of
Algorithm CPS when c0>0. A careful implementation of
Algorithm CPS, however, can avoid this problem.
To obtain fixed-step and fixed-precision procedures when
? is not an affine function, we proceed as follows. Set
Yn=(Y (1)n , Y
(2)
n , ..., Y
(K&1)
n ) for n1, where Y
(k)
n is the
estimator of +(k) based on cross-product sampling with n
sampling steps:
Y (k)n =
1
nk+1
:
n
i1=1
:
n
i2=1
} } }
:
n
ik+1=1
v(k)((L1, i1 , L2, i2 , ..., Lk+1, ik+1)).
It follows from the proof of Theorem 6 that limn   Yn=+
a.s., so that limn   ?(Yn)=?(+) a.s. by the assumed con-
tinuity of ?. Thus, the estimator ?(Yn) is strongly consistent
for ?(+). In contrast to selectivity estimators, the estimator
?(Yn) is biased when ? is not an affine function:
E[?(Yn)]{?(E[Yn])=?(+). Since by assumption ? is
nonnegative and bounded, however, it follows from the
bounded convergence theorem (Theorem 16.6 in Billingsley
[2]) that limn   E[?(Yn)]=?(+). Thus, the bias becomes
negligible as the number of sampling steps becomes large.
We obtain a fixed-precision procedure for estimating ?(+)
when ? is not an affine function by executing the fixed-step
procedure described above for a random number of sam-
pling steps N(=). The final estimator is then of the form
?(YN(=)). To prepare for our definition of N(=), we denote by
7n the covariance matrix of the random vector Yn and set
7=limn   n7n . Straightforward calculations show that
the elements of 7 are given by
7 (k, k$)=7 (k$, k)
= :
k+1
r=1
1
mr
:
mr
q=1
(+ (k)[r](q)&+
(k))(+ (k$)[r](q)&+
(k$)) (21)
for 1k<k$K&1 and
7 (k, k)= :
k+1
r=1
1
mr
:
mr
q=1
(+ (k)[r](q)&+
(k))2 (22)
for 1kK&1, where + (k)S (q) is defined analogously to
+S(q) in Section 2 but with v replaced by v(k). Suppose
that {?(+)t 7 {?(+)>0. (This is almost always the case in
practice, provided that no intermediate relation is empty
and no intermediate join results in a full cross product of the
input relations.) It can be shown (see Appendix E) that
- n(?(Yn)&?(+)) O N(0, {?(+)t 7 {?(+)) as n  . (Here
xt denotes the transpose of a vector x. All vectors are
assumed throughout to be column vectors.) Arguing infor-
mally as in (9), we find that for
n*=
z2p({?(+)
t 7 {?(+))
=2g2(?(+))
(23)
sampling steps the estimator ?(Yn*) estimates ?(+) to within
\=g(?(+)) with probability rp. Let Sn be an estimator
strongly consistent for 7. The relation in (23) suggests the
stopping rule
N(=)=inf[n1 : {?(Yn)t Sn {?(Yn)>0 and
=g(?(Yn))zp({?(Yn)t Sn {?(Yn))12- n]. (24)
To define a suitable estimator Sn , set
Q (k)r, j, n= :
n
i1=1
} } } :
n
ir&1=1
:
n
ir+1=1
} } }
:
n
ik+1=1
v (k) ((L1, i1 , L2, i2 , ...,
Lr&1, ir&1 , Lr, j , Lr+1, ir+1 , ..., Lk+1, ik+1))
for 1rk+1, 1kK&1, 1jn, and n1. Then set
Sn(k, k$)=Sn(k$, k)
= :
k+1
r=1
1
n&1
:
n
j=1
(Q (k)r, j, n n
k&Y (k)n )
_(Q (k$)r, j, n n
k$&Y (k$)n ) (25)
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for 1k<k$K&1 and n2, and
Sn(k, k)= :
k+1
r=1
1
n&1
:
n
j=1
(Q (k)r, j, nn
k&Y (k)n ))
2 (26)
for 1lK&1 and n2. An argument similar to that in
Appendix D shows that limn   Sn=7 a.s.
Theorem 7. Suppose that {?(+)t 7 {?(+)>0, and let
N(=) be defined as in (24) with Sn defined as in (25) and (26).
Then
(i) P[N(=)<]=1 and E[N(=)]< for =>0;
(ii) lim=  0 P[ |?(YN(=))&?(+)|=g(?(+))]=p; and
(iii) lim=  0 =2E[N(=)]=z2p({?(+)
t 7 {?(+))g2(+).
Moreover, if the sampling cost C(=) satisfies E[C(=)]=
E[h(N(=))] for a polynomial function h(x)=ki=0 aix
i and
all =>0, then
(iv) lim=  0 =2kE[C(=)] = ak z2kp ({?(+)
t 7 {?(+))k
g2k(?(+)).
The proof of Theorem 7 is given in Appendix E. Numeri-
cally stable recursions analogous to (15) can be used to
update the matrix Sn , and we obtain an algorithm for
estimating ?(+) that is similar to Algorithm CPS. For a
fixed partitioning scheme, the resulting fixed-precision
procedure is asymptotically consistent and asymptotically
efficient. Observe that the number of sampling steps
depends on both the variability of the selectivity estimator
for each intermediate join and the sensitivity of the cost
function with respect to the selectivity of each intermediate
join.
Now assume that the join query under consideration is
processed according to an arbitrary (not necessarily linear)
join plan. In this general setting, the cost of processing a join
can still be represented as ?(+). However, each element of +
now represents the selectivity of the join of the relations in
some fixed subset of [R1 , R2 , ..., RK]. For example, suppose
that K=4 and consider a join plan in which R1 is joined
with R2 to create intermediate relation R1, 2 , then R3 is
joined with R4 to create intermediate relation R3, 4 , and
finally R1, 2 is joined with R3, 4 to create the output relation
R1, 2, 3, 4 . Assuming that the query consists only of joins (no
selections), the processing cost can be represented as ?(+),
where +=(+(1), +(2), +(3)) is defined by +(1)=|R1, 2|
|R1| |R2|, +(2)=|R3, 4||R3| |R4|, and +(3)=|R1, 2, 3, 4|
|R1| |R2| |R3| |R4|. Even in the general setting, each element
+(k) of + can be expressed as the average value of a selectivity
function v(k) defined with respect to blocks of tuples. Thus,
the formal development is the same as for the case of a linear
join plan.
6. CONCLUSIONS
In this paper we have compared the performance of both
new and existing sampling-based procedures for estimating
the selectivity of a join. We have shown that after an
arbitrary fixed number of sampling steps, procedure pcross
(page-level, cross-product sampling) yields the estimator
with the lowest variance. When available, indexes on the
input relations can be used to further reduce the variance of
the estimator. We have also shown that fixed-step proce-
dure pcross can be extended to an asymptotically efficient
fixed-precision procedure fpcross. Under plausible
assumptions on sampling costs, fpcross is the procedure
of choice when no indexes are available. Although no
general assertions can be made about the effect of index-
assisted sampling on the cost of a fixed-precision procedure,
Theorem 4 provides a framework for analysis of specific
index-assisted sampling schemes. Finally, we have shown
how our methods for estimation of the selectivity of a join
can be extended to permit estimation of the cost of process-
ing a join query according to a fixed join plan. These results
permit efficient estimation of query-result sizes and query-
processing costs without the need for restrictive and often
erroneous assumptions about the underlying data. More-
over, these estimation methods permit both assessment and
control of estimation errors and do not require storage and
maintenance of summary statistics.
Much work remains to be done. Although fpcross has
been shown to be more efficient than other estimation
methods in the database literature, it is important to deter-
mine when the cost of sampling will be small in practice,
relative to the cost of computing the selectivity exactly, and
to develop techniques for handling those situations in which
the efficiency of sampling needs to be further improved.
Some preliminary theoretical and empirical results in this
direction can be found in Haas, Naughton, and Seshadri
[12] and in Haas and Swami [15], respectively. Also, it
appears possible to extend the stratified sampling techni-
ques given in [13, 14] to the setting of cross-product sam-
pling. These techniques can be used to reduce the number of
sampling steps required to satisfy the precision criterion.
The techniques given in [13, 14] for reducing under-
coverage while maintaining asymptotic efficiency also can
be extended to cross-product sampling; these extensions will
be described in future work.
It is also important to extend the estimation techniques in
this paper to other types of queries. Particularly challenging
are queries that involve the projection operator; see Haas,
Naughton, Seshardi, and Stokes [10] for some recent
results.
Another key question is how to fully incorporate sam-
pling into query optimization. In this paper, we have shown
how to estimate the cost of a fixed join plan to a prespecified
precision. For query optimization, we must simultaneously
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estimate the cost of multiple alternative join plans and select
a near-optimal plan with high probability. A closely related
question is how to use a given sample to optimize more than
one query; such reuse of sampled tuples appears to be
necessary in practical implementations of sampling-based
query optimization. We are currently exploring ways in
which simultaneous-estimation methods and ‘‘ranking and
selection’’ procedures from the statistical literature can be
applied to these problems.
APPENDIX A: PROOF OF THEOREM 1
The proof is by induction on K. Fix n1 and set
W n(r)=
1
nK&1
:
n
i2=1
. . . :
2
iK=1
v(r, L2, i2 , ..., LK, iK) (27)
and
Wn(r)=
1
n
:
n
i=1
v(r, L2, i , ..., LK, i)
for 1rm1 . Observe that W n(r) is the selectivity
estimator, based on cross-product sampling, for a (K&1)-
way join of relations R2 , ..., RK with a selectivity function v~
given by v~ (l2 , ..., lK)=v(r, l2 , ..., lK). Similarly, Wn(r) is the
selectivity estimator, based on independent sampling, for
the same (K&1)-way join. It follows from the induction
hypothesis that Var[W n(r)]Var[Wn(r)] for 1rm1 .
(To start the induction, observe that W n(r)=Wn(r) for
1rm1 when K=2.)
Next, write Y n=(1n) nj=1 Zn( j), where Zn( j)=
(1nK&1) ni2=1 } } } 
n
iK=1 Vj, i2 , ..., iK . Observe that [Zn( j):
1jn] is a sequence of random variables that are identi-
cally distributed with common mean + (but are not mutually
independent). Using the CauchySchwartz inequality, we
have
Var[Y n]=Var _1n :
n
j=1
Zn( j)&Var[Zn(1)].
Now observe that Zn(1)=m1r=1 W n(r) 1[L1, 1=r] . Condi-
tioning on the value of L1, 1 and using the fact that L1, 1 is
independent of W n(1), W n(2), ..., W n(r), we find that
Var[Zn(1)]= :
m1
r=1
Var[Zn(1) | L1, 1=r] P[L1, 1=r]
=
1
m1
:
m1
r=1
Var[W n(r)]

1
m1
:
m1
r=1
Var[Wn(r)]
=
1
nm1
:
m1
r=1
Var[v(r, L2, 1 , ..., LK, 1)].
On the other hand, an analysis-of-variance decomposition
(cf. p. 100 in Cochran [4]) shows that
Var[v(L1, 1 , L2, 1 , ..., LK, 1)]
=
1
m1
:
m1
r=1
Var[v(r, L2, 1 , ..., LK, 1)]
+
1
m1
:
m1
r=1
(E[v(r, L2, 1 , ..., LK, 1)]&+)2.
Thus,
Var[Y n]
1
nm1
:
m1
r=1
Var[v(r, L2, 1 , ..., LK, 1)]

1
n
Var[v(L1, 1 , L2, 1 . . .LK, 1)]
=Var[Yn].
APPENDIX B: PROOF OF THEOREM 2
Throughout, we use unprimed quantities to refer to the
first partitioning scheme and primed quantities to refer to
the second partitioning scheme. To obtain the desired result
it suffices to show that
1
|4$(S)|
:
q$ # 4$(S)
(+$S(q$))2
1
|4(S)|
:
q # 4(S)
(+S(q))2 (28)
for each subset S[1, 2, ..., K]. To see this, fix n1 and
suppose that the estimators Yn and Y$n are both based
on independent sampling. The desired result follows
immediately from (4), (5), and (28) with S=[1, 2, ..., K ].
Next, suppose that the estimators Yn and Y$n are both based
on cross-product sampling. Then the desired result follows
from (7), (28), the relation
1
|4(S)|
:
q # 4(S)
(+S(q)&+)2=\ 1|4(S)| :q # 4(S) (+S(q))
2+&+2
for S[1, 2, ..., K ], and an analogous relation for primed
quantities.
To establish (28), fix S and write S=[k(1), k(2), ...,
k(r)], where k(1)<k(2)< } } } <k(r). Set %=%1%2 } } } %K
and %S=>k # S %k . For an r-vector q$=(q$1 , q$2 , ..., q$r) #
4$(S), set
8$S(q$)=[(l $1 , l $2 , ..., l $K) # 4$: l $k( j)=q$j for 1 jr]
and
1(q$)=[(q1 , q2 , ..., qr): (q$j&1) %j<qjq$j%j for 1jr].
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Also define 8S(q) analogously to 8$S(q$) but in terms of
unprimed quantities. Observe that |8$S(q$)|=|4$||4$(S)|
and |1(q$)|=%S for q$ # 4$(S), |8S(q)|=|4||4(S)| for
q # 4(S), %|4$|=|4|, and %S |4$(S)|=|4(S)|. Using the
CauchySchwartz inequality, it follows that
1
|4$(S)|
:
q$ # 4$(S)
(+$S(q$))2
=
1
|4$(S)|
:
q$ # 4$(S) \
1
|8$S(q$)|
:
l $ # 8$S(q$)
v$(l $)+
2
=
1
%2 |4$(S)|
:
q$ # 4$(S)
|4$(S)| 2
|4$| 2 \ :l $ # 8$S(q$) %v$(l $)+
2
=
1
%2 |4$(S)|
:
q$ # 4$(S)
|4$(S)| 2
|4$| 2 \ :q # 1(q$) :l # 8S(q) v(l )+
2

1
%2 |4$(S)|
:
q$ # 4$(S)
|4$(S)| 2
|4$| 2
:
q # 1(q$)
%S \ :l # 8S(q) v(l )+
2
=
1
%S |4$(S)|
:
q # 4(S)
|4(S)| 2
|4| 2 \ :l # 8S(q) v(l )+
2
=
1
|4(S)|
:
q # 4(S) \
1
|8S(q)|
:
l # 8S(q)
v(l )+
2
=
1
|4(S)|
:
q # 4(S)
(+S(q))2.
APPENDIX C: PROOF OF THEOREMS 3 AND 4
The first assertion of Theorem 3 is an immediate conse-
quence of Assumption 3 with k=1; see Lemma A.1.1 in [8].
To prove the second assertion of Theorem 3, assume for the
moment that
=2N(=) 
z2p _
2
g2(+)
a.s. (29)
as =  0. It then follows from Assumption 1 (with 1=2
playing the role of t) that
- N(=)
_
(YN(=)&+) O N(0, 1)
as =  0 and, hence,
zp
=g(+)
(YN(=)&+) O N(0, 1)
as =  0 by a standard converging-together argument;
cf. Theorem 25.4 in [2]. Thus,
lim
=  0
P[ |Y(=)&+|=g(+)]
= lim
=  0
P { zp=g(+) |YN(=)&+|zp=
=28(zp)&1
=p.
To establish (29), observe that N(=)   a.s. as =  0 since
S 2N(=)>0 by definition and Yn is a.s. finite. Set
NS=inf[n1 : S 2n>0].
It follows from the definition of N(=) (after some algebra)
that A1(=)=2N(=)A2(=), where
A1(=)=
z2pS
2
N(=)
g2(YN(=))
and
A2(=)=\
z2pS
2
N(=)&1
g2(YN(=)&1)
+=2+ 1[N(=)>NS]+=2NS 1[N(=)=NS] .
Since 0NSN(=), it follows from the first assertion of
Theorem 3 that E[NS]<, so that NS< a.s. and,
hence, lim=  0 =2NS1[N(=)=NS]=0 a.s. and lim=  0 1[N(=)>NS]
=1 a.s. . Since limn   Yn=+ a.s. and limn   S 2n=_
2 a.s.
by Assumption 2, it follows from the continuity of the preci-
sion function g that lim=  0 A1(=)=lim=  0 A2(=)=z2p_
2
g2(+) a.s. . (The fact that random indices N(=) and N(=)&1
are involved does not cause a problem since N(=)   a.s.;
see Theorem I.2.1. in [8].) The desired result now follows.
We conclude by proving Theorem 4, which contains the
third assertion of Theorem 3 as a special case. Write
=2kh(N(=))= :
k
i=0
ai=2(k&i)(=2N(=)) i.
Since lim=  0 =2N(=)=z2p_
2g2(+) a.s. by (29), we have
lim=  0 =2kh(N(=))=akz2kp _
2kg2k(+) a.s. . Fix =0>0. The
desired result now follows from Theorem A.1.1 in [8],
provided that the sequence [=2kh(N(=)): 0<==0] is
uniformly integrable. However, it follows from Assumption 3
that the sequence [ak(=2N(=))k: 0<==0] is uniformly
integrable. Using Lyapunov’s inequality (see page 76 of
[2]), it can be shown that [ai=2(k&i)(=2N(=)) i: 0<==0]
is uniformly integrable for 0i<k. Uniform integrability
of [=2kh(N(=)): 0<==0] now follows from Lemma A.1.3
in [8].
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APPENDIX D: PROOF OF THEOREM 6
We actually prove a slight generalization of Theorem 6 in
which we allow the selectivity function v in (2) to be an
arbitrary real-valued function; that is, we allow v(l )<0 and
v(l )>1 for l # 4. We first show that Assumption 2 holds for
cross-product sampling. The proof is by induction on K. Set
Ui (r)={10
if L1, i=r;
otherwise
for 1rm1 and i1, and write Ui=(Ui (1), Ui (2), ...,
Ui (m1)). Observe that [Ui : i1] is a sequence of i.i.d.
random vectors with common mean given by
E[Ui]=:u =
def
(1m1 , 1m1 , ..., 1m1).
For n1, set U n=(1n) ni=1 Ui and define W n=(W n(1),
W n(2), ..., W n(m1)) as in (27). We have
E[W n]=:w =
def
(+[1](1), +[1](2), ..., +[1](m1))
for n1. (Recall that +[1](r)=(m2 } } } mK)&1 m2l2=1 } } }
mKlK=1 v(r, l2 , ..., lK) for 1rm1 .) Observe that
Y n=U tnW n= :
m1
r=1
U n(r) W n(r)
for n1. By the strong law of large numbers,
limn   U =:u a.s. Recall that, for 1rK, W n(r) is the
selectivity estimator, based on cross-product sampling, for a
(K&1)-way join of relations R2 , ..., RK with a selectivity
function v~ given by v~ (l2 , ..., lK)=v(r, l2 , ..., lK). By the induc-
tion hypothesis, limn   W n=:w a.s., so that limn   Y n=
:tu :w=+ a.s. To start the induction, observe that the quan-
tity W n is the average of i.i.d. random vectors when K=2,
so that the desired a.s. convergence follows from the strong
law of large numbers.) A similar argument shows that
limn   S 2n=_~
2 a.s.
To show that Assumption 1 holds, we need the following
two results.
Lemma 1 (Anscombe [1]). Let X, X1 , X2 , ... be a
sequence of random variables such that Xn O X as n  .
Suppose that for each =>0 and ’ # (0, 1) there exists n01
and $>0 such that
P[ max
[m: |m&n|<n$]
|Xm&Xn|=]>1&’ (30)
for nn0 . Then XM(t) O X as t   for any sequence of
random indices [M(t): t0] such that M(t)t converges in
probability to a positive constant.
The condition in (30) is called Anscombe’s condition.
Recall that a real-valued function f of k random variables is
said to be differentiable at a point :=(:1 , :2 , ..., :k) if and
only if the partial derivatives (denoted f1 , f2 , ..., fk) exist and
are finite at :, and f (x)=f (:)+{f (x)t (x&:)+o( |x&:| ),
where |x&:|=max1jk |xj&:j|.
Lemma 2. Suppose that there exists a sequence of
random vectors [Xn=(Xn, 1 , ..., Xn, k): n1] (k1), a
sequence of constants [vn : n1] with limn   vn=, and
a constant vector :=(:1 , :2 , ..., :k) such that
(i) limn   Xn=: a.s.; and
(ii) the sequence [vn(Xn, j&:j): n1] satisfies Anscombe’s
condition for 1jk.
Then the sequence [vn( f (Xn)&f (:)): n1] satisfies
Anscombe’s, condition for any real-valued function f that is
differentiable at :.
Proof. Let f be a function differentiable at :. Fix =>0,
’ # (0, 1), and set =$=(1+kj=1 | fj (:)| )
&1 =. Since f is
differentiable at :, there exists %>0 such that
f (x)=f (:)+kn1 fj (:)(xj&:j)+r(x) with |r(x)|=$2
whenever |x&:|<%. Thus, for any $ # (0, 1) and n1,
max
[m: |m&n|<n$]
|vm( f (Xm)&f (:))&vn( f (Xn)&f (:))|
=$+ :
k
j=1
| fj (:)|
_ max
[m: |m&n|<n$]
|vm(Xm, j&:j)&vn(Xn, j&:j)|
=$ \ :
k
j=1
| fj (:)|+1+
==.
whenever
max
[m: |m&n|<n$]
|Xm&:|<%
and
max
1jk
max
[m: |m&n|<n$]
|vm(Xm, j&:j)&vn(Xn, j&:j)|=$.
It follows that
P[ max
[m: |m&n|<n$]
|vm( f (Xm)&f (:))&vn(F(Xn)&f (:))|=]
P[ max
[m: |m&n|<n$]
|Xm&:|<% and
max
1jk
max
[m: |m&n|<n$]
|vm(Xm, j&:j)&vn(Xn, j&:j)|=$]
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Condition (ii) and Bonferroni’s inequality imply that there
exist $$ # (0, 1) and n11 such that
P[ max
1jk
max
[m: |m&n|<n$$]
|vm(Xm, j&:j)&vn(Xn, j&:j)|=$]
>1&’2
for n>N1 , and Condition (i) implies that there exists n21
such that
P[ max
[m: |m&n| <n$$]
|Xm&:|<%]>1&’2
for n>n2 . It then follows (again using Bonferroni’s inequal-
ity) that [vn( f (Xn)&f (:)): n1] satisfies Anscombe’s
condition with $=$$ and n0=max(n1 , n2). K
We now show that Assumption 1 holds. Fix a sequence of
random indices [M(t): t0] such that M(t)t converges in
probability to a positive constant. By Lemma 1, it suffices to
show that
(i) the sequence [- n(Y n&+): n1] satisfies Anscombe’s
condition; and
(ii) - n (Y n&+) O N(0, _~ 2) as n  .
We prove (i) and (ii) by induction on K. It is well known that
if [Xn : n1] is a sequence of i.i.d. random variables with
common mean :, then the sequence [- n (n&1 ni=1 Xi&:):
n1] satisfies Anscombe’s condition; cf. Section I.3 in [8].
It follows that the sequence [- n (U n(r)&m&11 ): n1]
satisfies Anscombe’s condition for 1rm1 . By the induc-
tion hypothesis, the sequence [- n (W n(r)&+&1[1](r)):
n1] also satisfies Anscombe’s condition for 1rm1 .
(To start the induction, observe that each W n(r) is an
average of i.i.d. random variables when K=2.) Moreover,
as shown above, limn   U n(r)=m&11 a.s. and
limn   W n(r)=+&1[1](r) a.s. for 1rm1 . It follows from
Lemma 2 that the sequence [- n (Y n&+): n1] satisfies
Anscombe’s condition, proving (i). (Take Xn=(U n , W n)
and f=f (u1 , ..., um1 , w1 , ..., wm1)=u1w1+ } } } +um1 wm1 in
Lemma 2.) To establish (ii), denote by 7u the common
covariance matrix of the random vectors [Ui : i1]:
7u=\
(m1&1)m21
&1m21
b
&1m21
&1m21
(m1&1)m21
b
&1m21
} } }
} } }
. . .
} } }
&1m21
&1m21
b
(m1&1)m21+ .
Denote by 7 (n)w the covariance matrix of the random vector
W n for n1 and set 7w=limn   n7 (n)w . (It follows from
(7) that the diagonal elements of n7 (n)w converge as n  ;
similar computations show that the off-diagonal elements
also converge.) Fix constant vectors cu=(cu(1), cu(2), ...,
cu(m1)) and cw=(cw(1), cw(2), ..., cw(m1)). Since [Ui : i1]
is a sequence of i.i.d. random vectors, the multivariate cen-
tral limit theorem implies that - n (ctuU n&ctu :u) O ctuU as
n  , where U is a multivariate normal random vector
with mean (0, 0, ..., 0) and covariance matrix 7u . Next
observe that ctw W n is the selectivity estimator, based on
cross-product sampling, for a (K&1)-way join of relations
R2 , ..., RK with a selectivity function v~ given by
v~ (l2 , ..., lK)=m1r=1 cw(r) v(r, l2 , ..., lK). By the induction
hypothesis, - n (ctwW n&ctw:w) O ctwW as n  , where W
is a multivariate normal random vector with mean
(0, 0, ..., 0) and covariance matrix 7w . (Again, to start the
induction, observe that each W n is an average of i.i.d. ran-
dom vectors when K=2, so that the desired convergence in
distribution follows from the standard multivariate central
limit theorem.) Observe that U n is independent of W n for
each n1, so that
- n ((ctuU n+ctwW n)&(ctu:u+ctw :w)) O ctu U+ctwW
as n  . Since cu and cw are arbitrary, it follows from the
Crame rWold Theorem (see Theorem 29.4 in [2]) that
- n ((U n , W n)&(:u , :w)) O (U, W ) as n  , where U
and W are independent multivariate normal random
vectors, with marginal distributions as described above. A
$-method argument (cf. Example 29.1 in [2]) then shows
that - n (Y n&+) O :tw U+:tu W as n  . The random
variable :twU+:
t
uW has a (univariate) normal distribution
with mean 0 and variance :tw7u :w+:
t
u 7w:u . A tedious but
straightforward calculation shows that :tw7u :w+
:tu 7w:u=_~
2.
We conclude by showing that Assumption 3 holds. Recall
that g is continuous with g(+)>0. Fix # # (0, 1) and g*>0
such that g(x)g* whenever |x&+|#. Also let s* be a
(finite) uniform upper bound on [S n : n1]. (Such an
upper bound exists since Vi1, i2, ..., iKmaxl # 4 v(l )< for all
i1 , i2 , ..., iK1.) Set
N S=inf[n1 : S 2n>0]
and
N Y=sup[n1 : |Y n&+|>#].
Also set
n~ (=)=\zps*=g* +
2
for =>0. It can be seen that N (=)max(N S , N Y , n~ (=))
and, hence, N (=)N S+N Y+n~ (=). Fix q1 and =0>0.
The sequence [=2qn~ q(=): 0<==0] is trivially uniformly
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integrable. The sequences [=2qN qS : 0<==0] and [=
2qN qY :
0<==0] are also trivially uniformly integrable, provided
that E[N qS]< and E[N
q
Y]<. The desired result then
follows from Lemma A.1.3 in [8]. A straightforward
generalization of the argument given in [11] for the case
K=2 shows that E[N qS]<. To show that E[N
q
Y]<,
we proceed by induction on K. Let #0>0 satisfy
\1+ :
m1
r=1
+[1](r)+ #0+m1 #20#
Set
N U (r)=sup[n1 : |U n(r)&m&11 |>#0]
and
N W (r)=sup[n1 : |W n(r)&+[1](r)|>#0]
for 1rm1 . Observe that if |U n(r)&m&11 |#0 and
|W n(r)&+[1](r)|#0 for 1rm1 , then
|Y n&+|= } :
m1
r=1
U n(r) W n(r)& :
m1
r=1
m&11 +[1](r) }
 :
m1
r=1
+[1](r) |U n(r)&m&11 |
+ :
m1
r=1
m&11 |W n(r)&+[1](r)|
+ :
m1
r=1
|U n(r)&m&11 | |W n(r)&+[1](r)|
\1+ :
m1
r=1
+[1](r)+ #0+m1#20
#.
Thus, N Ymax(N U (1), ..., N U (m1), N W (1), ..., N W (m1)),
so that
E[N qY]E[max(N
q
U(1), ..., N
q
U(m1), N
q
W (1), ..., N
q
W (m1))]
 :
m1
r=1
E[N qU(r)]+ :
m1
r=1
E[N qW(r)].
We have E[N qU(r)]< for 1rm1 by Theorem 2(2) in
Hogan [16], and E[N qW(r)]< for 1rm1 by the
induction hypothesis. (To start the induction, observe that
each W n(r) is an average of i.i.d. random variables when
K=2, so that in this case E[N qW(r)]< by Theorem 2(2)
in [16].) The desired result now follows.
APPENDIX E: PROOF OF THEOREM 7
As discussed prior to the statement of the theorem,
limn   Yn=+ a.s., limn   ?(Yn)=?(+) a.s., and
limn   Sn=7 a.s. We also have limn   {?(Yn)t Sn {?(Yn)
={?(+)t 7 {?(+) a.s. by the assumed continuity of {?.
Arguing as in Appendix C, to prove the theorem it suffices
to show that
(i) the sequence [?(Yn): n0] obeys a random-index
central limit theorem:
- M(t) (?(YM(t))&?(+)) O N(0, {(+)t 7 {?(+))
as t   for any sequence of positive random indices
[M(t): t0] such that M(t)t converges in probability to a
positive constant; and
(ii) the sequence [=2qNq(=): 0<==0] is uniformly
integrable for q1 and =0>0.
To establish (i), observe that if c1 , c2 , ..., cK&1 are real
numbers, then the quantity K&1k=1 ck Y
(k)
n can be viewed as
an estimator (based on cross-product sampling with n sam-
pling steps) of a ‘‘selectivity’’ + defined as in (2) but with v
replaced by K&1k=1 ckv
(k). It then follows from Theorem 6
and the Crame rWold theorem (see the proof of Theorem 6)
that - n (Yn&+) O N(0, 7) as n  , where N(0, 7) is a
multivariate normal random variable with mean vector 0=
(0, 0, ..., 0) and covariance matrix 7. A $-method argument
(see the proof of Theorem 6) then shows that - n (?(Yn)&
?(+)) O N(0, {?(+)t 7 {?(+)) as n  , that is, the
sequence [?(Yn): n1] obeys an ordinary central limit
theorem. Since, by the proof of Theorem 6, the sequence
[- n (Y (k)n &+(k)): n1] satisfies Anscombe’s condition
(30) for 1kK&1, the condition in (i) now follows from
an application of Lemmas 1 and 2 in Appendix D.
To establish (ii), select #, $ # (0, 1), 0<g*<g(?(+)), and
s*>{?(+)t 7 {?(+) such that g(?(y))g* and 0<
{?(y)t S {?(y)<s* whenever the vector y=( y(1), y(2), ...,
y(K&1)) and the (K&1)_(K&1) matrix S=&S(i, j)& satisfy
max1kK&1 | y (k)&+(k)|<# and max1i, jK&1 |S(i, j)&
7 (i, j)|<$, respectively. (Such a selection is possible by the
positivity and continuity of {? and g.) Set NY, k=
sup[n1 : |Y (k)n &+
(k)|>#] for 1kK&1 and NS, i, j=
sup[n1 : |Sn(i, j)&7 (i, j)|>$] for 1i, jK&1. Also
set
n(=)=\zps*=g* +
2
for =>0. We have
N(=)n(=)+ :
K&1
k=1
NY, k+ :
K&1
i=1
:
K&1
j=1
NS, i, j .
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Fix q1 and =0>0. The sequence [=2qnq(=): 0<==0]
is trivially uniformly integrable, and the desired result
then follows from Lemma A.1.3 in [8], provided that
E[N qY, k]< for each k and E[N
q
S, i, j]< for each i
and j. The argument in Appendix D shows that each NY, k
has finite q th moment and a similar argument shows that
each NS, i, j has finite q th moment.
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