I. INTRODUCTION
In processing visual information one often encounters dot patterns instead of gray level or color images. For 61801 . While regions in a gray level image can be described in terms of their geometrical properties, this clearly does not extend to points, which are the structural units of dot patterns. Any characterization or comparison of dot patterns must be in terms of the relative spatial arrangements of points. Inferences about the structure of the pattern can be made, if it is produced by a point process of a known type. However, in general, such a priori knowledge or model of the point process is unavailable. Any inferences about the structure must be datadriven.
Global features of point patterns (such as the gestalt law of good continuation) are important in the perception of their structure. However, taking global features into account necessitates a top-down approach, and hence the availability of a model. Without a model, a bottom-up approach is required. Structural descriptions must be built using the relative positions of neighboring points. Therefore, a sound notion of neighborhood is necessary.
Past work on defining the neighborhood of a point has concentrated on identifying its neighbors. [11] . Toussaint [34] defines the relative neighborhood graph of a set of planar points. Let [32] or "S" [23] ) polygon associated with the point.
Voronoi polygons may be viewed as the result of a growth process. Assume that all the points (nuclei) simultaneously start a uniform outward growth along a circular frontier. At some later time they reach a tightly packed state in which the number of points of contact between the circle centered at a given point P and other circles is determined by the configuration of points in the vicinity of P. The growth stops at the points of contact. As remaining points on the circles continue to expand, the points of contact become midpoints of growing straight line segments along which growth frontiers meet and freeze. Since all circles expand at the same rate, the first point of contact between two circles must occur at the midpoint between their nuclei. Likewise, the growing line segments must be equidistant from the two nuclei. These points are on the common edge of two developing Voronoi polygons. An edge continues elongating until it encounters the border of a third expanding circle. The point of contact of this edge and the border of the third circle must be equidistant from the growth centers of all three circles. It is therefore, the circumcenter of the triangle defined by the three nuclei. Eventually, only the circles whose nuclei are on the convex hull of S are still expanding. Each of the remaining nuclei is contained in exactly one convex polygon. The set of complete polygons is called the Voronoi diagram of S [25], [28] . The Voronoi diagram, together with the incomplete polygons on the convex hull define a Voronoi tessellation of the entire plane. The collection of edges obtained by joining each point with its neighbors is the dual of the Voronoi tessellation and is called the Delaunay tessellation.
An example of Voronoi tessellation is shown in Fig. 1 . O(MogN) algorithms to construct the Voronoi tessellation of N points are given by Shamos and Hoey [ 28 ] and Lee [ 18 ] .
Voronoi tessellation has also been used to define neighbors in a point pattern [3] , [4] , [291, [33] , [36] . As discussed previously, the points whose polygons share edges with the polygon containing a given point P are called P's Voronoi neighbors. Besag [3] , [4] mentions the possibility of using the Voronoi neighbors in the formulation of conditional probability models of interaction among random variables associated with irregularly distributed coplanar sites. For classifying point data, Toussaint and Poulsen [36] use the Voronoi neighbors to extract a reduced set of data points, which when used with a nearest neighbor decision rule for classification, implements the original decision boundary. Tobler [33] also suggests the use of the Voronoi neighbors in processing geographical data available at irregular locations. In the next section we will discuss application of geometrical characteristics of the Voronoi neighborhood to processing dot patterns.
B. Neighborhood of a Point
We will consider as the neighborhood of a point P (the region enclosed by) the Voronoi polygon containing P. 1) It is insensitive to variations in the local densities of points. In dense dot areas a point may have a large number of neighbors, whereas it may not have even a single neighbor in sparse regions. The number of neighbors is thus determined by scale, and not by the structure of the pattern alone. Voronoi polygons, on the other hand, reflect local structure.
2) The fixed radius neighborhood is by definition stationary. It does not respond to trends in point density gradients or any other direction sensitive structure. Voronoi polygons assume shapes that reflect the properties of local spatial point distributions.
3) The set of circles of radius R centered at a given set of points will, in general, have regions of overlap. There will also be regions surrounded by various neighborhoods, but not included in any (Fig. 2) . Intuitively, such ring-like neighborhoods surrounding "no-man's" land are less than satisfactory. (In Fig. 2 we would expect the central region to be divided among the neighborhoods of the surrounding points.) The Voronoi tessellation assigns each region of the plane to the neighborhood of one and only one point.
A comparison between the Voronoi approach and the knearest neighbors approach follows next. 1) The number of Voronoi neighbors of a point varies from point to point. This is not true for the k-nearest neighbor approach. 2) Voronoi neighbors are symmetric by definition. The knearest neighbors of a point may or may not be symmetric, depending upon the approach used.
3) The Voronoi neighbors of a point are not necessarily its nearest neighbors. In fact, some of a point's neighbors may be farther from it than some other points which are not its Voronoi neighbors (Fig. 3) . The Voronoi neighbors of a point must "surround" it. Hence, distant points may be accepted as neighbors on the sparsely populated side of a point whereas relatively close points may not be accepted as neighbors on the dense side if they occur "behind" other closer points (Fig. 3) .
O'Callaghan's [ 19] approach is an attempt to impart part of this last attribute to the neighborhood of a point. The parameter To determines which points should be excluded from a given point's neighbors, regardless of how close they are to it. An appropriate value of To would depend upon the point configuration under consideration; using a fixed value as suggested in [ 19] may not be optimal for all the points in an arbitrary pattern. O'Callaghan [191 suggests that To be regarded as a constant for many kinds of dot patterns. Fig. 4(a) shows the shape of a typical neighborhood of a point (from [19] For the Voronoi approach, two points which have a "clear" zone between them may be labeled as neighbors, irrespective of their separation and cluster-memberships. On the other hand, the fixed radius and k-nearest neighbor approaches label a pair of points as neighbors if they are "sufficiently close." Neighbors are generally required to belong to the same cluster. The relative neighborhood graph may not recognize intuitively obvious neighbors of a point. For example, in Fig. 4(b) point P1 has points P2 to P6 as its neighbors. Similarly, the intuitive neighbor set of P2 contains points P1,,P3, P4, P8, P9, and P10.
Thus, P1 and P2 appear to be neighbors. However, the relative neighborhood graph of points P1 to Plo does not connect P1 and P2, since the lune formed by P1 and P2 is not empty. But P1 and P2 are still Voronoi neighbors, as illustrated by the partial Voronoi tessellation (dotted lines) shown in Fig. 4(b) .
The local environment of a point in a given pattern is reflected in the geometrical characteristics of its Voronoi polygon. This presents a convenient way to compare the local environments of different points. Since the perceived structure in a dot pattern results from the relative spatial arrangement of points, the geometric properties of Voronoi polygons may be useful for describing and detecting structure in dot patterns. In addition, such an approach lends a fully two-dimensional character to the problem in that the dot pattern is converted into a planar image or a mosaic. As a result, many common low-level computer vision techniques become relevant. In the rest of this section we discuss three different application areas. In order to evaluate the expected relative performance of the methods, approaches to the problems using alternative neighborhood definitions are also outlined. We will show that solutions using the Voronoi approach appear to have advantages in computational complexity, quality, and conceptual simplicity.
IV. APPLICATIONS

A. Segmentation by Dot Cluster Analysis
Finding clusters in a dot pattern usually means finding a partition of the given set of points into subsets whose in-class members are "similar" in some sense and whose cross-class members are "dissimilar" in a corresponding sense [121. A formalization of the notion of "similarity" is instrumental in determining the power of any such partitioning algorithm. Traditionally, externally specified similarity measures between pairs of objects in an n-dimensional space have been used to make decisions about grouping the objects. Various criteria using pairwise similarity measures have been developed to measure the goodness ofagrouping [1], [71, [8] , [13] , [17] .
However, for planar dot clusters, the desired similarity measure must compare neighborhoods of points. Several such methods using the traditional notions of neighborhood have been reported [9], [11] , [12] , [40] , [43] .
The Voronoi neighborhoods of the points which reside within the interior of a homogeneous cluster will have similar shapes and sizes. For different clusters, these interior polygons may differ in their geometrical properties (Fig. 5) . The border cells of a cluster will be open if there is no other cluster to bound them. The cells of the border points of a cluster that have neighbors in a nearby cluster will differ from interior cells. For example, they may be elongated if the distance between cross cluster neighbors is larger than within cluster neighbors, or the nucleus of the cell may be located well off its center (Fig. 5) . For a cluster having orientation sensitive density, the shapes of the resulting Voronoi polygons will exhibit a corresponding direction sensitivity [ Fig. 6(a) ]. The Voronoi cells of a cluster whose spatial point density varies will have decreasing area along the direction of increasing density [ Fig. 6(b) ]. Clearly, a globular cluster will have a larger number of interior cells than will a more elongated cluster (Fig. 7) . Detection of a curved cluster and of a cluster with a neck (Fig. 8) A.similarity measure based on the Euclidean distances in n-dimensions may be used. Alternatively, the attributes can be ordered according to their significance and the decision about merging any two points made by a sequential consideration of the individual attribute differences.
Only neighbors ,need be tested for similarity.
A cluster may be grown by starting from a point and itera- ) [ 24] consider matching with respect to translation, allowing perturbation of a point by at most a given threshold t. They attempt all possible translations that map a pair of points in one pattern onto a pair in the other, within the given tolerance t. The translation resulting in the best overall match is sought. trees of the patterns in order to determine their degree of match. He attempts a match between points in the two patterns with respect to the degree of the minimal spanning tree at the points, angles formed by the lines joining the points to their neighbors, etc. Good matches are used to establish correspondences between points in the two patterns. Bernard and
Thompson [2] discuss a relaxation-based approach to matching for disparity analysis of images. Using the Voronoi neighborhoods, points may be sorted according to the geometrical feature values of their cells. Scale invariance may be attained by normalizing, say, the total area of the cells in each of the lists to a common value. The sorted lists of cell features may be compared to detect potentially matching pairs of points. Rotation invariance may be attained by retaining only the neighbor pointers between the indices of the points and ignoring their absolute coordinates. The major effort here is in sorting (0(logN) for N points). Comparison of the sorted lists takes only O(N) time. When dot locations are perturbed, the resulting cell characteristics may change. This may be taken into account by allowing a match between a pair of cells from the two patterns such that their feature values do not differ by more than a certain threshold. This process may suggest multiple mappings of points in one pattern onto those in the other. The best map is that which best preserves the within-pattern spatial adjacency characteristics of the matching pairs of cells, and the distances between their corresponding points. The derivation of the best match may be carried out by a relaxation labeling process [261. If a point in one pattern has its corresponding point in the other pattern missing, it will either not have a match or it will have a poor match when the relaxation labeling process converges.
A more efficient matching procedure may be obtained by comparing ordered lists of boundary cells [5] . (Fig. 9) .
The cells of a Voronoi tessellation which correspond to border points are identifiable as explained in Section 1Il-A. One must trace the border points from neighbor to neighbor to obtain a boundary. Sometimes data are acquired (i.e., the probability of making the same decision when using n and n + 1 samples approaches one as n approaches infinity). The purposes of this correspondence are 1) to prove both for one particular problem of this type and for a more general class of problems of this type that the probability of an eventual false alarm is still unity and 2) to suggest that a similar proof could probably be applied to almost any problem of this type as long as the null hypothesis is simple.
PROBLEM
Given a sequence of independent samples {xi} where the xi are Gaussian distributed with mean , and unit variance, consider the following binary hypothesis test:
Ho: /= 0 H1: p 0.
While the general proof is applicable to this simple problem, a different proof, which provides insight on why the probability of an eventual false alarm is unity, will be used. Since hypothesis H1 is two-sided, no uniformly most powerful test exists. However, the accepted procedure is to perform the Solving for the threshold T, it is of the form T = KVn where K is a constant determined by the false alarm rate &e.
It will be assumed in the discussion which follows that Ho is the true hypothesis. Let the probability of rejecting Ho on or before the mth test be Pm. Then Pm =Pm_1 +(1 Pm-1)Cm (1) where Cm is the conditional probability that the null hypothesis is rejected on the mth test given that it has not been rejected by the preceding m -1 tests. We will now show that Specifically, let m be related to the sample size n by 2m n =No (2) where No is any integer greater than 1. That is, if n samples are used for test m, n2 samples are used for test m + 1. By this lIfCm e>0asm* thenPm -+ 1.
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