Abstract: This paper presents a new method to enhance simulation-based analysis of complex investments that contain multi-variable uncertainty. The method is called "simulation decomposition". Typically the result of simulation-based investment analysis is in the form of histogram distributions -here we propose a method for first classifying the possible outcomes of selected uncertain variables into states and then using combinations of the created states in the decomposition of the simulated distribution into a number of sub-distributions. The sub-distributions that can be matched to state-combinations of the variables contain relevant actionable information that helps managers in decision-making with regards to the studied investments.
INTRODUCTION
In this paper we are interested in exploring how typical simulation based investment analysis can be enhanced to offer better managerial decision-support in terms of providing better actionable information about threshold values for identified important-to-the-investment variables that affect investment profitability. Our focus is on analysis that is performed before the investment decision. The decision support before investment is "actionable", because it is before the investment that decision managers are often in a position that allows them to still plan and steer investments towards the most profitable configurations, and by their actions ensure that critical to profitability issues are properly accounted for.
What we propose is a new approach that we call "simulation decomposition". The method is based on setting artificial (expert chosen) thresholds to divide the possible value distributions of the most important uncertain variables of an analyzed investment. Typically in Monte Carlo simulation these distributions are from where the simulator draws random variable values. After having "decomposed" each variable´s uncertainty, or "range", into sub-ranges, the combinations of these sub-ranges are listed. When the simulation is run, the results are registered separately for each combination, in addition to the overall simulation results. This allows for constructing a separate distribution of outcomes for each combination that is a sub-distribution of the overall simulation result. By studying the subdistributions managers can infer important information about the profitability-critical threshold values for each variable that will help them plan their actions with regards to managing the investment better.
Modern investment decision-making is most often an exercise that involves comparing the value of an upfront investment cost and a stream of uncertain future cash-flows that is expected to result from the prospective investment. In practice, the methods "used for the job" are the "classical" capital budgeting methods, such as the net present value (NPV) method, the pay-back method, and the internal rate of return method (IRR) that are often used 4 together with complementary sensitivity, scenario, and simulation analysis methods (Block, 2007; Graham & Harvey, 2001 ; Ryan & Ryan, 2002) . Real option analysis (Amram & Kulatilaka, 1998; Trigeorgis, 1995) is among the latest additions into the investment analysis toolkit of managers and has been gaining a foothold in academic research, as well as, a following in the industry. The benefit of real option analysis over the classical methods is that it is able to capture the value of managerial flexibility that is to be found within investments, and when investments are considered as a whole. Often a mixture of different investment analysis techniques is used simultaneously in hopes of gaining a better holistic picture of the situation surrounding the investment and in order to comprehensively treat the risks involved.
Simulation and more specifically Monte Carlo simulation (commonly attributed to Stanislaw Ulam), is a technique that has been used in asset valuation since the late 1970´s, e.g., (Boyle, 1977) , and in investment analysis of real investments for more than two decades. In connection with the classical profitability analysis methods simulation has been used, e.g., in enhancing scenario analysis for complementing the investment analysis (Sheel, 1995) .
Simulation has also been used together with dynamic system models in investment analysis and profitability evaluation of, e.g., mining and oil investments (Johnson, Taylor (Jaimungal & Lawryshyn, 2015) . Typically what is achieved as an end result from a simulation based profitability analysis is a histogram (distribution) of project profitability, a NPV distribution. Simulation is also used in many fields of engineering as a standard multi-purpose tool; these other purposes are however left outside the scope of this paper, but we suggest the interested reader to see, e.g., The remainder of the paper is structured as follows: the following section presents the proposed simulation approach in more detail, then a numerical case illustration based on a renewable energy investment in Russia is presented to show real-world use of the approach, and finally conclusions are drawn and some future research directions are identified.
THE NEW SIMULATION DECOMPOSITION APPROACH
It needs to be observed first that we expect that a simulation model has been built and on the model one can run Monte Carlo simulation. As this is in place we directly present how the simulation procedure is to be changed according to the simulation decomposition approach. In order to do this the simulation decomposition process is presented as a five step algorithm:
Step 1: Identify key variables ̃ and the possible range of the values that each identified key variable can take.
The first step is to start from identifying key variables, where important to the project profitability uncertainty exists.
These can be identified by consulting the managers inside the organization involved in the planning of the investment project, or by simply performing typical sensitivity analysis to find out which variables are the most important. These variables are "the same variables" that would "normally" be identified, when a classical Monte Carlo simulation model 6 is built, and for which values are simulated. In the case example used in this paper five uncertain key variables were identified. After identification, the range of values that each identified key variable may have is estimated. The determination of the ranges can be done by asking managers to identify them by, for example, giving minimum and maximum possible values for each variable, or by deriving the range from historical data. It is worth mentioning that only this first step belongs also to the procedure used in the classical Monte Carlo simulation (Mooney, 1997) , while the rest form a unique basis for the decomposition approach.
Step 2: Identify key variables that the organization can affect and relevant states ̃ for these.
The second step in the simulation decomposition approach is to identify two, or more, "managerially relevant" states ̃ for the identified key variables that the organization undertaking the project can affect. This part of the process is specific to each problem under analysis, but the point is that the identified states point to different outcomes in terms of project success, or organizational achievement in terms of the variable in question. For instance, in the example used in this paper, states of "failure" or "success" can be identified with regards to reaching a level of production that "earns" the project a subsidy. Typically, when there are no naturally "given" or derivable states they can be managerially determined, based perhaps on issues such as, "certainly reachable" variable values, "usual" or "normal" values of a variable, "good" or "sufficient" variable values, and so forth. The number of identified states may very well be only two, for example, "good" and "bad" -this is not a problem in terms of how the simulation decomposition approach can be used. In the case example used in this paper one identified key variable has three states and two key variables have two states. States are not identified for variables whose values the organization cannot affect, such as market prices.
Step3: Identify suitable boundaries ̃ for each state ̃.
The third step of the decomposition analysis is to identify the boundaries ̃ between the identified states ̃. For binary variables the boundary is naturally between the two states ̃= {0,1}, if one is dealing with a real valued variable, boundaries of the variable are specified by using a threshold value ̃, e.g., ̃1 = [0,̃] ̃2 = (̃, 100], where the two identified states of the variable ̃ for which the range of possible outcomes is [0,100] (for example %) are separated by the threshold value ̃. Similarly ( − 1) threshold values are identified for i th variable with more than two states. For the purposes of this research we focus on using crisp threshold values, uncertainty can be introduced in the threshold values i.e. by using fuzzy sets, but we leave discussion about fuzzy threshold values as 7 a matter of further research and outside the scope of this research.
Step 4: Form groups ̃ of combinations to specify the to-be-decomposed parts of the simulation.
The fourth step is to form relevant groups ̃ of possible outcomes to investigate by selecting a possible state ̃ from each variable ̃. The resulting list of groups represents all possible combinations of the states of the key variables. The total number of groups is, therefore, a product of a number of the states of the key variables, ∏ =1 , where denotes the number of states in i th variable. For example, having two key variables ̃1 and ̃2 with two states identified for each variable, the total number of groups is four and is comprised of ̃1 = {̃1 1 ,̃2 1 }, ̃2 = {̃1 1 ,̃2 2 }, ̃3 = {̃1 2 ,̃2 1 }, ̃4 = {̃1 2 ,̃2 2 } (where first index stands for the variable index and the second one for the state). Each group corresponds to a piece of the total simulation, what is essentially done is a specification of the to-be-decomposed parts of the simulated (NPV) distribution for the project.
Step 5: Run the simulation model, while assigning the result of each simulation round not only to the distribution of the "full" simulation, but also to the specified decomposed group ̃ or sub-distribution of the simulation.
The fifth step is to run the simulation model n times and to track the resulting NPV value of each simulation round and to store it not only as a part of the "full" NPV distribution from the project, but also as a part of a specifically identified "decomposed" NPV sub-distribution NPVk (here NPVk denotes NPV of group ̃) . The identification of the correct sub-distribution for each round is done by mapping randomly drawn values from each variable ̃ to its corresponding state ̃ and finding a correct group ̃ by matching states ̃ with corresponding group ̃. In practice this can be established, for example, by using lookup tables, or by running an if-loop over the variables to find, which particular states are valid for a given round of the simulation run. This way we end up with having
For all steps 1-5, = 1, ⋯ , , = 1, ⋯ , , = 1, ⋯ , ∏ =1 , n is number of variables, and is number of possible states in i th variable.
After this five-step approach is run, one is left with a typical simulated (NPV) distribution for the (whole) project and ∏ =1 sub-distributions, NPVk, each specified for a particular group ̃. These can then be used to help plan the managerial actions connected to the prospective investment and to understand better the drivers of the profitability of the investment. The simulation decomposition approach can be easily used on top of almost any existing simulation model. The method is also flexible in terms of the software environment used. The main requirement for successfully implementing the method on top of a suitable existing simulation model is constructing a block that matches the (NPV) result of each simulation round with the correct sub-distribution.
NUMERICAL CASE ILLUSTRATION
The case used to illustrate the method is an analysis of a renewable energy ( The model has been built in Matlab Simulink and the simulations are run ten thousand times (rounds). Next we go through the simulation decomposition procedure in the order of the algorithm presented above.
SIMULATION DECOMPOSITION FOR THE CASE IN AN ALGORITHMIC FORM
First step is the identification of the (uncertain) key variables and the possible range of values each key variable can take. The identified key variables are five:
and the possible range of each key variable´s value is presented in Table 1 . For the purposes of this paper the ranges from within which the random draws are made are modeled as uniform distributions (probability is the same for drawing any value from within the range). The fourth step is to form groups ̃ from a list of "combinations of states" between different variables, these combinations will be the to-be-decomposed parts of the simulation. The combinations of states can also be called "scenarios" as denoted in block-diagram in Figure 1 . Simulation results for each round are matched to these scenarios. In this particular case we get 12 scenarios that are listed in Table 2 . The fifth step is to run the simulation model, while matching the result of each simulation round (the NPV of the RE investment) not only to the results of the "full" simulation, but also specifically to each of the twelve scenarios.
Matching is based on the correspondence of the randomly drawn values for the three variables to the particular states identified by the boundaries of the states. For example, if randomly drawn capacity factor is "79%" that matches the state "high", randomly drawn localization "failed", and randomly drawn CapEx level "105%" that matches the state "over the limit", the NPV from this simulation round would be attributed to scenario number four in Table 2 .
This process will finally create twelve sub-distributions, one for each scenario and the result will be a decomposition of the simulated distribution. The input-recording part of the used model is denoted with green arrows and block borders in Figure 1 .
From the resulting NPV values for the project as a whole and for each scenario separately one can build histograms for the results. The parts must equal the whole. Typically, in a real-world analysis situation one would go about to, e.g., calculate descriptive statistics such as expected NPV, real option value, standard deviation of the NPV, et cetera.
Next we look at the results from the numerical case illustration.
SIMULATION RESULTS
Simulation and simulation decomposition results are used to create histograms of the NPV for the whole project and for the twelve scenarios separately. The histogram for the whole project without decomposition is shown in Figure 2 on the left. What can be seen is that the form of the distribution is interesting. The shape of the distribution is caused by the effect of the Russian RE incentive policy. In Figure 2 Expected NPV and real option value (ROV in Figure 2 ) are indicated for both to highlight the fact that they are (and should be) the same, because both graphical presentations represent the same simulated NPV outcomes. Figure 2 . Simulated net present value (NPV) distributions. For legend key, see Table 2 Breaking down the overall simulation results into outcomes of different scenarios provides more information for decision-making. In particular, from the right graph of Figure 2 one can immediately see that the first scenario NPV's are entirely in the positive zone. This implies that an investor, who is able to manage the key variables to end up in the first scenario, can benefit from secure project profitability and independence from volatile market conditions.
Another insight that can be easily obtained from observing the decomposed histogram is sensitivity of project profitability to the key variables. In the presented case, for instance, one can see the influence of electricity production performance by comparing the batches of green (1-4), yellow (5) (6) (7) (8) , and violet (9-12) scenarios. The gap between 1-2 and 3-4 scenarios (as well as between 5-6 and 7-8) appears due to failing localization requirement that implies severe effect on the investment profitability and, thus, requires particular management attention to ensure reaching this requirement. In contrast, capital cost increase is not such crucial (compare scenarios 1 and 2), and an investor can allow some overspending keeping the project profitable. All this information cannot be obtained from the conventional histogram alone. Thus, simulation decomposition reveals actionable information for planning an investment. Table 3 presents a selection of calculated descriptive statistics from the results for the whole distribution and for each 14 sub-distribution separately. For this investment the only sub-distribution that lies entirely in the "positive zone" is that of the first scenario. Notice that also a part of the second scenario distribution is positive. In this case the difference is caused by the CapEx level (see Table 2 ) and further study shows that to be positive the project should fulfill the localization requirement, keep high average capacity factor, and make sure that the CapEx level is not higher than 120% of the limit. Figure   3 shows histograms of each sub-distribution separately with Expected NPV and ROV values. We also ran a two-sample Kolmogorov-Smirnov test of the resulting sub-distributions. This was done to make sure that our managerial decisions for different states and relevant scenarios was done in a way that was meaningful for the decision making process. This test confirmed that the samples are not drawn from same distribution when comparing the scenarios and further confirming our scenario selection (see Appendix I for details).
The decision-making implications for this case can be shortly summarized by saying that even if the investment does not look very promising, when the whole distribution is looked at, the management can draw the further conclusion that if it is possible to fulfill the localization requirement, keep high average capacity factor, and make sure that the CapEx level is not higher than 120% of the limit, then the investment is likely to be profitable. This information gives actionable management information that the management can start analyzing -the question "are the circumstances that lead to profitability that have thus been uncovered within the reach of the organization or not and if they are, then what are the operational steps to reach them?".
DISCUSSION AND CONCLUSIONS
Simulation-based techniques are commonly used in many fields for the analysis of the joint effects of uncertain variables. One of the fields where simulation techniques have been found useful is investment analysis, where simulations are run based on profitability models built for the studied investments. Typically simulation is used as a tool to create distributions of possible outcomes that are presented in the form of histograms -in this paper we posit that when complex problems, with multiple uncertain and simulated variables, are analyzed it makes sense to decompose the resulting distributions to find out more about the results. For this purpose we present a new method that we have called "simulation decomposition".
This idea of the method is shortly to create sub-distributions of the overall simulation, by categorizing states of the uncertain variables simulated and by way of forming combinations of different variables´ states and collecting the simulated outputs from each scenario. This way the simulated information is not only used to create a single "overall"
distribution from results, but also a number of sub-distributions for the scenarios that the state combinations of the uncertain variables represent. The information that is revealed increases the value of the simulation, because by better understanding the connection between the circumstances (variable states) and the results to which they have lead (simulation results) decision-makers can make better use of the analysis results.
In fact, if the thresholds separating the states of the uncertain variables are such that they represent different levels of effort, or actions such as investments, the information can be formed into actionable "march orders", for example, in the context of the numerical illustration presented in the paper. The ability to trace the influence of different states of the uncertain factors on the results (project profitability), and the possibility to compare the outcomes of different scenarios and probabilities of different scenarios offer, in our view, enhances decision-support that can be given to managers with simulation.
Using smart graphical presentation and the types of tables and separate scenario distributions will enhance the intuitive understandability of the obtained results. On top of the described benefits the proposed method is rather easy to implement and does not necessarily require any changes to the models that underlie the simulation procedure. The method is also generally usable and is not context dependent.
The numerical case illustration based on a solar PV power plant investment analysis reveals the added analytical insights brought about by the simulation decomposition that can be used to create action points for management of such investments. The method can be used in similar investment analyses, even without such natural thresholds between states of variables that were found in the example used, in such cases the thresholds need to be managerially estimated and decided. Furthermore, the insights uncovered in the numerical case illustration also contribute to the study of the Russian renewable energy policy.
In a broader management decision-support context, the simulation decomposition approach outperforms classical techniques to analyzing sensitivity of the results. It possesses all the features of the traditional simulation and provides more insights on top of the classical simulation practice. The proposed approach reflects some features of sensitivity and scenario analysis that are typically used to complement investment analyses and can also be understood as a more developed approach in the same vein with these methods.
Further research into the topic of distribution decomposition will include studying the real world situation, where managers are asked to identify the thresholds between the different states of the required variables and extending this thinking into investment analysis within the possibilistic framework. 
