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Abstract—A massive single-input multiple-output (SIMO) sys-
tem with a single transmit antenna and a large number of
receive antennas in intersymbol interference (ISI) channels is
considered. Contrast to existing energy detection (ED)-based non-
coherent receiver where conventional pulse amplitude modulation
(PAM) is employed, we propose a constellation design which
minimizes the symbol-error rate (SER) with the knowledge of
channel statistics. To make a comparison, we derive the SERs
of the ED-based receiver with both the proposed constellation
and PAM, namely Pe opt and Pe pam. Specifically, asymptotic
behaviors of the SER in regimes of a large number of receive
antennas and high signal-to-noise ratio (SNR) are investigated.
Analytical results demonstrate that the logarithms of both Pe opt
and Pe pam decrease approximately linearly with the number of
receive antennas, while Pe opt degrades faster. It is also shown
that the proposed design is of less cost, because compared with
PAM, less antennas are required to achieve the same error rate.
Index Terms—Energy detection, intersymbol interference (ISI)
channel, massive single-input multiple-output (SIMO), constella-
tion design, symbol-error rate (SER).
I. INTRODUCTION
MASSIVE multiple-input multiple-output (MIMO) sys-tems, where a large number of antennas are deployed
at base stations (BSs) to serve a small number of users sharing
the same frequency resources, have recently received a great
deal of interest due to its potential gains [1], [2]. For example,
massive MIMO is energy efficient as the transmit power
scales down with the number of antennas. Meanwhile, chan-
nel vectors associated with different users are asymptotically
orthogonal, thus both intra- and inter-cell interference can be
eliminated with simple detection or precoding algorithms [3]–
[5]. To reap the benefits that massive MIMO offers, channel
state information (CSI) is required at BSs in coherent com-
munications. However, massive antennas make acquiring CSI
much more challenging than before. In fact, the computational
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complexity of channel estimation is so high that estimating all
channels in a timely manner becomes infeasible. In addition,
the issue of pilot contamination, attributed to reusing pilots
among adjacent cells, would make the problem even worse
because channel estimates obtained in a given cell will be
corrupted by pilots transmitted by users in the other cells [6].
As a promising alternative, non-coherent systems require
no knowledge of instantaneous CSI at either the transmitter or
receiver [7]–[9]. Compared with their coherent counterparts,
non-coherent receivers enjoy benefits of low complexity, low
power consumption and simple structures at the cost of a
sub-optimal performance [10]. Thus, non-coherent receivers
are attractive in large-scale antenna systems. Based on the
non-overlapping power-space profile without CSI, an opti-
mal decision-feedback differential detector (DFDD) provides
significant gains over conventional differential detection [11],
[12]. However, the DFDD relies on a particular channel model
that cannot be exploited in general. With a large number of
antennas, energy detection (ED) finds its application in non-
coherent massive single-input multiple-output (SIMO) systems
[13]. With a non-negative pulse amplitude modulation (PAM),
the transmit symbols can be decoded by averaging the received
signal power across all antennas. Since the detection/decoding
is performed based on the signal energy, the system should use
non-negative signal constellations. For example, non-negative
PAM constellations have been documented for two different
wireless standards for Millimeterwave (mmWave) short-range
communication, ECMA-387 and IEEE802.15.3c [14], [15], re-
spectively. Regarding systems with a large number of antennas,
ED was proposed for mmWave communications in [16].
Inspired by the seminal work in [13], non-coherent massive
SIMO systems have attracted a lot of attention from the
research community [17]–[23]. The symbol-error rate (SER)
of the ED-based non-coherent SIMO system is derived in [17],
based on which a minimum distance constellation is presented.
An asymptotically optimal constellation is proposed in [18],
and its performance gap to the optimal design could be made
small with large-scale antennas or large-size constellations.
In [19], two ED-based receivers are proposed, one of which
analyzes the instantaneous channel energy based on Gaussian
approximations of the probability density function (PDF),
while the other analyzes the average channel energy with chi-
square cumulative distribution function (CDF). The authors
in [21] propose to optimize the constellation with varying
levels of uncertainty on channel statistics. Also, it is proved
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2that the non-coherent massive SIMO system satisfies the same
scaling law as its coherent counterpart [23]. However, the
aforementioned studies focus on intersymbol interference (ISI)
free scenarios [17]–[21], [23]. Although an ISI channel can
be transformed into multiple flat-fading channels by using
OFDM, the inherent high peak-to-average-ratio and sensitivity
to the carrier frequency offset present new challenges. Differ-
ent from the above, the authors in [22] consider the use of the
ED-based receiver in multipath environments, where a zero-
forcing (ZF) equalizer is employed to remove ISI.
In non-coherent massive SIMO systems, optimizing the
constellation design can provide significant performance en-
hancement over conventional PAM. Accordingly, Manolakos
et al. propose an optimal constellation to improve the error
performance in flat-fading channels [21]. Although both ana-
lytical and numerical results show the potential of constellation
optimization in ISI-free communications, whether it could
reduce the error rate and what the optimal design would be in
multipath scenarios are not clear. Towards this end, this paper
focuses on designing a constellation that is able to minimize
the SER for the ED-based SIMO system with ISI. The main
contributions of our study can be summarized as follows:
• In the presence of multipath channels, the generic SER
Pe of the ED-based SIMO receiver, which relates to the
constellation and decision thresholds, for the case of a
finite number of receive antennas is derived;1
• Based upon the derived closed-form expression of Pe, we
present a constellation design and decoding scheme with
the objective of minimizing the error probability. Then,
the SERs of both the proposed design and PAM, namely
Pe opt and Pe pam, are derived for comparison;
• Asymptotic behaviors of Pe opt and Pe pam in regimes
of a large number of receive antennas and high signal-to-
noise ratios (SNRs) are investigated in detail. It is shown
that the logarithm of Pe opt can be approximated as a
linearly decreasing function of the number of antennas,
and decreases at a faster rate than the logarithm of Pe pam
when more antennas are equipped. Due to the multipath
effect and a finite number of antennas, both Pe opt and
Pe pam exhibit an irreducible error floor at high SNRs.
However, Pe opt converges to a rate much lower than
Pe pam under the same condition.
The remainder of this paper is organized as follows. The
system model is presented in Section II. The derivation of
SER, optimal constellation design and threshold setting are
detailed in Section III. Section IV presents a thorough SER
performance analysis under different scenarios. Numerical
simulation results are presented to show the effectiveness of
our algorithm in Section V. Finally, Section VI concludes this
paper.
Notation: Cn×m indicates a matrix composed of complex
numbers of size n×m. Bold-font variables represent matrices
or vectors. For a random variable x, x ∼ CN (µ, σ2) means
it follows a complex Gaussian distribution with mean µ and
1Pe, Pe pam and Pe opt refer to the error probabilities corresponding
to general non-negative constellations, PAM and the proposed constellation,
respectively.
covariance σ2. E[·], Var[·], Cov[·] and ‖·‖2 denote the expec-
tation, variance, covariance and L2 norm of the argument,
respectively. (·)H denotes the Hermitian transpose. <{·} and
={·} separately refer to the real and imaginary parts of a
complex number. sup(·) is the least upper bound. Finally, erf(·)
and erfc(·) are taken to indicate the Gaussian error function
and complementary Gaussian error function, respectively.
II. SYSTEM MODEL
Consider a SIMO network consisting of a single-antenna
transmitter and a receiver with M antennas [22]. The channel
between the transmitter and each receive antenna is modeled
as a finite impulse response (FIR) filter with L taps [24]. We
assume an independent channel realization from one block to
another. The received signal at time t can be represented by
y(t) =
L−1∑
l=0
hls(t− l) + n(t) (1)
where y(t) ∈ CM×1, n(t) ∈ CM×1 indicates a complex Gaus-
sian noise vector with elements ni ∼ CN (0, σ2n), hl ∈ CM×1
refers to the channel realization of the lth path with hl,i ∼
CN (0, σ2hl), s(t) denotes the transmit symbol drawn from a
certain non-negative constellation, and M is the number of
receive antennas. Our study considers the transmit SNR, which
is defined as SNR = E[|s(t)|2]/σ2n = 1/σ2n.
We focus on the following encoding and decoding scheme.
It is assumed that both the receiver and transmitter possess no
knowledge of instantaneous channel and noise, but the channel
and noise statistics are available, i.e., means and variances.
The non-negative transmit symbol s(t) is selected from a
constellation set P = {√p1,√p2, . . . ,√pK}, subject to the
average power constraint
1
K
K∑
i=1
pi 6 1 (2)
where pi denotes the ith constellation point and K is the
constellation size. Based on the ED principle, after the received
signal having been filtered, squared and integrated, the average
power across all antennas can be written as
z(t) =
‖y(t)‖22
M
. (3)
In flat-fading channel, z(t) is taken as the decision metric
for symbol detection [13]. Accordingly, the positive line is par-
titioned into multiple decoding regions to decide which symbol
was transmitted according to the observation of z(t). In fact,
z(t) can be approximated to one of the K Gaussian variables
depending on a priori information of transmitted symbols. For
example, with a PAM constellation of K = 4, the PDF of
z(t) over an additive white Gaussian noise (AWGN) channel
is shown in Fig. 1 (a), where M = 100 and SNR = 4 dB.
Clearly, four distinct Gaussian-like curves f(z(t)|pi)i=1,2,3,4
can be observed, corresponding to four constellation points. As
can be seen from this figure, there is a notable overlap region
between f(z(t)|p1) and f(z(t)|p2), caused by additive noise
and a finite number of antennas. Furthermore, Figs. 1 (a) and
(b) indicate that the overlap region enlarges when the number
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Fig. 1. Conditional PDFs of z(t) in different scenarios, where SNR = 4 dB
for a 2-bit non-negative PAM constellation. (a) AWGN channel, M = 100;
(b) 4-path ISI channel, M = 100; and (c) 4-path ISI channel, M = 200.
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Fig. 2. Configuration of a non-coherent massive SIMO receiver with non-
negative constellations.
of channel taps increases. This overlap will make it difficult to
separate these two decoding regions, and thus decision-making
between p1 and p2 is prone to errors. Although deploying more
antennas helps reduce this overlap, as shown in Figs. 1 (b) and
(c), it incurs an extra cost. Therefore, an optimal constellation
is essential to reducing the error probability.
III. THE PROPOSED CONSTELLATION DESIGN AND
THRESHOLD OPTIMIZATION
In this section, a closed-form expression of SER of ED-
based receivers with ISI is derived. Accordingly, our constella-
tion design and threshold optimization is proposed to minimize
the error probability.
A. SER of the ED-based Receiver in ISI Channels
We assume that the knowledge of channel and noise statis-
tics is available at the receiver. First, z(t) in (3) with a finite
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Fig. 3. Decoding regions for a constellation size of K = 4.
number of antennas can be expanded as [22]
z(t) =
1
M
‖h0‖22 |s(t)|2 +
1
M
L−1∑
l=1
‖hl‖22|s(t− l)|2︸ ︷︷ ︸
ISI1
+
1
M
<
∑
l 6=l′
s(t− l)s(t− l′)hHl hl′
︸ ︷︷ ︸
ISI2
+
2
M
<
{
L−1∑
l=0
hHl n(t)s(t− l)
}
︸ ︷︷ ︸
ISI3
+
1
M
‖n(t)‖22︸ ︷︷ ︸
noise component (NC)
(4)
where the first component contains the desired signal. When
M →∞, both ISI2 and ISI3 converge to zero and the noise
component NC → σ2n, leaving ISI1 the only component that
affects the SER. However, since M can never be infinite, the
non-zero ISI2, ISI3 and NC would adversely affect the error
performance. Hence, a closed-form expression of SER, which
is the basis for our constellation design, can only be accurately
derived when taking into consideration of a finite number of
receive antennas. The derivation of the PDF of z(t), which is a
non-trivial task, is required to calculate the error rate. Towards
this end, we resort to the following lemma.
Lemma 1: If the number of receive antennas M grows large,
then the following approximations are attainable thanks to the
Central Limit Theorem (CLT)
z(t) ∼ N (µz, σ2z) (5)
with µz and variance σ2z shown as follows
µz = σ
2
h0 |s(t)|2 +
L−1∑
l=1
σ2hl |s(t− l)|2 + σ2n
σ2z =
1
M
(
L−1∑
l=0
σ2hl |s(t− l)|2 + σ2n
)2
where N (µ, σ2) indicates a real Gaussian variable.
Proof: The proof can be found in Appendix A.
Specially, the Gaussian approximation is accurate since M
tends to be large, even when SNR is low. According to Lemma
1, z(t) can represented as follows
z (t) = µz +N
(
0, σ2z
)
= σ2h0 |s(t)|2 +
L−1∑
l=1
σ2hl |s(t− l)|2 + σ2n + δ (t)
(6)
where δ (t) is a nondeterministic item and δ (t) ∼ N (0, σ2z).In
multipath channels, a ZF equalizer is employed to remove
ISI in z(t) before symbol detection [22]. The ZF equalization
matrix can be computed by [22]
wZF = ed
(
GTG
)−1
GT (7)
4σ2ψ(pi) =
w2
M
σ4h0p2i +
(
2σ2h0σ
2
n +
2
K
σ2h0
L−1∑
l=1
σ2hl
)
pi +
1
K2
L−1∑
l=1
σ4hl +
1
K2
∑
l 6=l′ 6=0
σ2hlσ
2
hl′ +
2
K
L−1∑
l=1
σ2hlσ
2
n + σ
4
n
 (11)
where ed is an all zero vector with the d-th entry being unity,
which how to compute d can find in [22], and
G =

σ2h0 σ
2
h1
· · · σ2hL−1 0 · · · 0
0 σ2h0 σ
2
h1
· · · σ2hL−1 · · · 0
...
...
. . . . . . . . . . . .
...
0 · · · 0 σ2h0 σ2h1 · · · σ2hL−1
 .
where G ∈ RJ×(J+L−1), J is the length of equalizer. The
analytical formula for the decision metric ψ(t) is defined as
ψ (t) =
J−1∑
j=0
wZFj z (t− j)
= |s (t)|2 + wσ2n +
J−1∑
j=0
wZFj δ (t− j)
(8)
where wZFj is the j-th elements in w
ZF. The equalizer will
work well when M →∞, the third item in (8) will converge
to zeros. However, since M can never be infinite, the third
item in (8) would adversely affect the error performance.
The configuration of a non-coherent massive SIMO re-
ceiver is shown in Fig. 2. It is worth noting that z(t) after
equalization, denoted by ψ(t), still follows the Gaussian
distribution because of the linear ZF equalizer. For ease of
derivation, we denote the previous symbols s(t−l) by average
power s¯ =
√
p1+···+√pK
K . When the current transmit symbol
s(t) =
√
pi, the decision metric ψ(t) follows the Gaussian
distribution, i.e.
ψ(t) ∼ N (µψ(pi), σ2ψ(pi)) (9)
where the mean and variance of ψ(t) is shown as following
and in (11) on the top of next page
µψ(pi) = pi + wσ
2
n (10)
where w is a constant computed by multiplying the equalizer
coefficients with an all-one vector [22]. The aforementioned
results make the derivation of SER straightforward.
Proposition 1: With a finite number of receive antennas, the
SER of the ED-based receiver in ISI channels is given below
Pe = 1− 1
K
K∑
i=1
P (pi)
= 1− 1
2K
K∑
i=1
(
erf
(
dL,i√
2σψ(pi)
)
+ erf
(
dR,i√
2σψ(pi)
))
(12)
where dL,i and dR,i are values of thresholds shown in Fig.
3, P (pi) denotes the probability of correct decision on pi.
Specifically, dL,1 = −∞ and dR,K = +∞. The shaded area
in this figure, which is decided by dL,i and dR,i, indicates the
decision region for pi.
Proof: The proof can be found in Appendix B.
It is worth noting that the SER in (12) is a generalized result
suitable for a variety of non-negative constellations. Given
variance σψ(pi) and decoding thresholds, one can obtain the
corresponding error probability. Intuitively, some interesting
remarks are made as follows:
• The SER over flat-fading channels can be obtained by
setting L = 1 in (12). Moreover, the multipath effect
of ISI channels could incur performance degradation
compared with case of the flat-fading channel;
• Deploying more receive antennas is a straightforward
and effective approach to reduce the error probability,
because when M grows unlimited, we have σψ(pi)→ 0,
erf
(
dR,i√
2σψ(pi)
)
→ 1, erf
(
dL,i√
2σψ(pi)
)
→ 1, and finally
Pe → 0;
• If M and K are fixed and SNR→∞, σψ(pi) converges
to a steady state independent of σ2n. This is equivalent to
that an error floor appears when the SNR is larger than a
certain value. Therefore, a requirement of high SNRs is
not critical in this scenario.
Before further analysis, the influence of a ZF equalizer on
SER needs to be clarified. Although it is designed to remove
the influence of ISI, the ZF equalizer causes another problem
of noise enhancement. This is even worse in our study since
the equalization increases the variance of ISI components in
(4) at the same time, making the decision between neighboring
PDFs more prone to errors. This performance degradation can
be minimized by constellation design.
B. Proposed Constellation Design
It is readily observed from (12) that the error probability
decreases with the decrease of σψ(pi), which relates to pi. This
observation, coupled with the relationship between SER and
dL,i or dR,i, clearly demonstrates the potential to improve the
error performance via optimizing the constellation. Obviously,
minimizing the average symbol error probability equals to
maximizing the probability of correct decision, i.e.
maximize
{P,M1,...,MK}
1
K
K∑
i=1
P (pi),
Subject to
1
K
K∑
i=1
pi 6 1, 0 6 pi 6 pi+1
(13)
where Mk represents the decision region [pi+wσ2n−dL,i, pi+
wσ2n + dR,i), which is subject to the constraint of transmit
power. However, solving (13) is not straightforward. First, the
Cauchy-Schwarz inequality is utilized to simplify the problem
solving process.
5Lemma 2: In Euclidean space Rn with standard inner
product, the Cauchy-Schwarz inequality states that for all
sequences of real numbers ai and bi, we have(
n∑
i=1
aibi
)2
6
(
n∑
i=1
a2i
)(
n∑
i=1
b2i
)
(14)
where the equality holds if and only if ai = kbi for a certain
constant k ∈ R+.
If we set bi = 1, the Cauchy-Schwarz inequality can be
rewritten as
1
n
n∑
i=1
ai 6
√∑n
i=1 a
2
i
n
(15)
where the equality holds if and only if a1 = a2 = · · · = an. As
a result, the maximum of (13), or equivalently the maximum
of 12K
∑K
i=1
(
erf
(
dL,i√
2σψ(pi)
)
+ erf
(
dR,i√
2σψ(pi)
))
is achieved
if P (p1) = P (p2) = · · · = P (pK), which can be expanded as
erf
(
dL,1√
2σψ(p1)
)
+ erf
(
dR,1√
2σψ(p1)
)
=
erf
(
dL,i√
2σψ(pi)
)
+ erf
(
dR,i√
2σψ(pi)
)
=
· · · = erf
(
dL,K√
2σψ(pK)
)
+ erf
(
dR,K√
2σψ(pK)
)
.
(16)
Proposition 2: The average symbol error probability Pe is
convex in the space spanned by P .
Proof: The proof can be found in [25].
According to Proposition 2, P (pi) is convex with respect
to pi in region (dL,i, dR,i]. Thus, P (pi) can be maximized if
erf
(
dL,i√
2σψ(pi)
)
= erf
(
dR,i√
2σψ(pi)
)
. (17)
Submitting (17) into (16), the following result is obtained
erf
(
dR,1√
2σψ(p1)
)
= erf
(
dL,2√
2σψ(p2)
)
=
erf
(
dR,2√
2σψ(p2)
)
= · · · = erf
(
dL,K√
2σψ(pK)
)
.
(18)
This equation indicates that to minimize the overall SER,
the number of errors with respect to each constellation point
should be the same. This observation is quite different from
the case of PAM constellations. As can be observed from (18)
and Fig. 3, two important results can be obtained, i.e.
dR,i
σψ(pi)
=
dL,i+1
σψ(pi+1)
=
pi+1 − pi
σψ(pi+1) + σψ(pi)
=
√
2T,
dR,i = dL,i, i = 1, 2, . . . ,K
(19)
where T is defined for the ease of analysis.
Since erf(·) is a monotonically increasing function of its
argument, maximizing T is equivalent to maximizing the
probability of correct decision. Thus, the optimization problem
in (13) can be transformed into
maximize
{P,M1,...,MK}
T,
Subject to
pi+1 − pi
σψ(pi+1) + σψ(pi)
=
√
2T ,
1
K
K∑
i=1
pi 6 1, 0 6 pi 6 pi+1.
(20)
The first constraint in (20) can be rewritten as
pi+1 − pi =
√
2T (σψ(pi+1) + σψ(pi)). (21)
Given a known pi, σψ(pi) can be calculated by (11). Thus
(21) is transformed into(
pi+1 − pi −
√
2Tσψ(pi)
)2
= 2T 2σ2ψ(pi+1). (22)
Afterwards, with a fixed T and an initial value of p1, the
problem can be converted to the following quadratic equation
A(T )p2i+1 +B(T, pi)pi+1 + C(T, pi) = 0 (23)
where
A(T ) =
w2σ4h0
M
− 1
2T 2
B(T, pi) =
pi
T 2
+
√
2σψ(pi)
T
+
2w2σ2h0σ
2
n
M
+
2w2σ2h0
MK
L−1∑
l=1
σ2hl
C(T, pi) = C1 − C2(T, pi)
C1 =
w2
M

1
K2
L−1∑
l=1
σ4hl +
1
K2
∑
l 6=l′ 6=0
σ2hlσ
2
hl′
+
2
K
L−1∑
l=1
σ2hlσ
2
n + σ
4
n

C2(T, pi) =
(
pi√
2T
+ σψ(pi)
)2
.
(24)
If we set the initial value of p1 = 02, pi+1 can be calculated
iteratively. For example, (24) shows that both B(T, pi) and
C(T, pi) relate to σψ(pi), thus the constraint condition pi+1
with T can be solved as follows
pi+1 =
√
2T
(√
Mσψ (pi) + wσ
2
n +
w
K
L−1∑
l=1
σ2hl
)
+ pi
√
M −√2Twσ2h0
(25)
Notice that the range of T , which are the bounds of bisection,
0 < T <
√
M
2
1
wσ2h0
, guarantee the solution is real positive
and are related with the number of antennas. Because the
large number of antennas at the receiver, the range is enough
large to find out optimize constellation solution. The result can
be found in Appendix C. With the same approach, one can
obtain p2, p3, . . . , pK . Then, the optimal problem (20) can be
represent as
maximize
{P,M1,...,MK}
T,
Subject to (25),
1
K
K∑
i=1
pi 6 1, 0 6 pi 6 pi+1.
(26)
Proposition 3:
∑
i pi is an increasing function w.r.t. T .
Proof: The proof can be found in Appendix C.
2In general, p1 is initialized to be zero.
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Fig. 4. Proposed constellation with M = 100 and K = 4. (a) Constellation
versus the SNR; and (b) Constellation versus the number of channel taps. The
red dashed line indicates the energy level of non-negative PAM.
If 1K
∑
i pi satisfies the power constraint, an optimal constel-
lation is obtained. If not, T needs to be adjusted accordingly.
If the average power is less than power constraint, T needs
to be increased. If not, T will be decreased. At last, a simple
method of bisection can be employed to calculate the optimal
Tmax. In conclusion, the solution to (26) can be summarized
in a step-by-step manner in Algorithm 1, where Tlower and
Tupper indicate the lower and upper bounds of bisection range,
respectively.
Algorithm 1 The solution to (20)
1: Parameter initialization:
p1 = 0, T = 0, 1K
∑K
i=1 pi = 0,
Tlower = 0, Tupper =
√
M/2/(wσ2h0);
2: while |Tupper − Tlower| > 10−3 and
∣∣∣ 1K ∑Ki=1 pi − 1∣∣∣ >
10−3 do
3: T =
Tupper+Tlower
2 ;
4: Utilizing (25) and (24) to compute p2, p3, . . . , pK ;
5: if 1K
∑K
i=1 pi > 1 then
6: Tupper = T ;
7: else
8: Tlower = T ;
9: end if
10: end while
11: return p1, p2, . . . , pK and T .
Fig. 4 (a) compares the proposed constellation and a non-
negative PAM at various SNRs. It is shown that the distance
between p1 and p2 of the proposed design is larger than that
of PAM at low SNRs. However, the distances between other
neighboring pi of our design are smaller compared to the case
of PAM. This is reasonable because the error decision between
p1 and p2 plays the most important role in computing the
SER. Moreover, our design converges to PAM gradually with
the increase of SNR. Similar results is obtained if we analyze
the behavior of pi when the number of channel taps varies, as
shown in Fig. 4 (b). Thus, the following remarks are made:
• In case of any change of parameters that would result
in a larger σψ(pi+1), the distance between p1 and p2
will enlarge to make the decision between p1 and p2 less
prone to errors;
• As a result, the distances between other neighboring pi
would decrease accordingly to keep the same constraint
of transmit power.
In this way, the proposed design is capable of adaptively
optimizing pi according to the channel and noise statistics.
C. Threshold Optimization
Based on (19), the decision metric can be decoded according
to the maximum likelihood or other rules [23]. Given the right
and left distances of dR,i and dL,i shown in Fig. 3, the decision
threshold for s(t) =
√
pi can be obtained as
dL,i = dR,i =
√
2Tmaxσψ(pi). (27)
The optimized decision boundaries between two neighboring
constellation points is then denoted as
treLi = pi + wσ
2
n − dL,i
treRi = pi + wσ
2
n + dR,i.
(28)
With the optimized threshold, a transmit symbol can be
decoded as follows
sˆ(t) =

√
p1, ψ(t) ⊆ (−∞, treR1],√
pi, ψ(t) ⊆ (treLi, treRi], i = 2, 3, . . . ,K − 1√
pK , ψ(t) ⊆ (treLK ,+∞).
(29)
In the light of (18), the probability of correct decision is
consisted of the same value
P (pi) = 2erf (Tmax) , i = 1, 2, . . . ,K. (30)
Then, according to the maximized T and decision thresholds,
the error probability in (12) can be approximated as
Pe opt ≈ 1− 1
K
((K − 1) erf (Tmax) + 1) . (31)
Therefore, finding the minimum Pe opt is equivalent to max-
imizing T , because erf(·) is a monotonically increasing func-
tion of its argument.
D. Relation with the Rate Function Scheme
Among the existing publications, the one that is most related
to our proposed scheme is the one presented in [13], which
is based on the rate function. This scheme was shown to be
the first constellation design for non-coherent massive SIMO
based on ED. However, it only explores the scenario of flat-
fading channel. Motivated by this, we will next compare this
scheme with the proposed design. First, we briefly review the
key idea of the rate function scheme, which is represented by
the following lemma.
Lemma 3: For any d > 0 and zero mean i.i.d. random
variables u1, u2, . . . , un, we have [13]
P
(∑M
i=1 ui
M
> d
)
6 e−M ·I(d) (32)
7where I(d) = sup
θ>0
(
θd− log (E[eθU ])) is the rate function.
Based on lemma 3 and moment generating function of ui,
the upper bound of SER can be obtained, i.e.
PU ,
1
K
K∑
i=1
(
e
−M d
2
R,i
2k(pi) + e
−M d
2
L,i
2k(pi)
)
(33)
where k(pi) = E[u2m] = σ2|rm(t)|2 , um = |rm(t)|
2 − µ|rm(t)|2
and rm(t) = hms(t) + nm with rm(t) denoting the signal
received by the mth antenna at time instant t, and hm being
the channel between the transmitter and the mth antenna in
the scenario of flat-fading channel.
To have a deep understanding of the difference between
these two schemes, we consider the application of the proposed
constellation design in flat-fading channel. Hence, the received
signal and decision metric can be rewritten as
r(t) = hs(t) + n(t) (34)
ψflat(t) =
‖r(t)‖22
M
(35)
where r(t) = [r1(t), r2(t), · · · , rM (t)]H and h =
[h1, h2, . . . , hM ]
H . Based on the CLT shown in Appendix A,
ψflat(t) also follows the Gaussian distribution. The relation-
ship between k(pi) and the variance of ψflat(t), which is
denoted by σ2ψ,flat(pi), is
σ2ψ,flat(pi) =
1
M
σ2|rm(t)|2 =
1
M
k(pi). (36)
As mentioned earlier, as long as the threshold and variance
are known, a closed-form expression of SER can be obtained.
According to (12), the SER of a non-coherent SIMO system
in flat-fading channels can be written as
Pe,flat =
1
2K
K∑
i=1
(
erfc
(√
MdL,i√
2k(pi)
)
+ erfc
(√
MdR,i√
2k(pi)
))
.
(37)
Lemma 4: The complementary error function erfc(x) ap-
proaches its limit when x→ +∞ as follows [26]
erfc(x) ≈ e
−x2
√
pix
, if x→ +∞.
Using Lemma 4, (37) is able to be approximated as
Pe,flat ≈ 1
K
K∑
i=1
√
k(pi)
2piM
e−M d
2
R,i
2k(pi)
dR,i
+
e
−M d
2
L,i
2k(pi)
dL,i
 .
(38)
The following inequalities are easily obtained when M is large
k(pi)
2piMd2R,i
< 1,
k(pi)
2piMd2L,i
< 1. (39)
As a consequence, the upper bound of Pe in (38) is
Pe,flat <
1
K
K∑
i=1
(
e
−M d
2
R,i
2k(pi) + e
−M d
2
L,i
2k(pi)
)
= PU . (40)
From (40), an interesting conclusion can be obtained. Through
the scale of (38), the same upper bound of SER is observed as
in [13]. Therefore, the effectiveness of our proposed scheme
in flat-fading channel is validated.
In conclusion, this paper provides a general framework for
the constellation design in ED-based non-coherent massive
SIMO systems. The results are applicable in both flat-fading
and multipath-fading channels.
IV. PERFORMANCE ANALYSIS AND DISCUSSION
In this section, we discuss the influence of key parameters
on the error probability, including the number of receive
antennas M , SNR and constellation size. The non-negative
PAM and our proposed constellation design are included for
comparative performance study.
In Section III-A, we have derived the SER of the ED-
based receiver with the proposed constellation design. For
comparative purposes, the SER expression for a non-negative
PAM constellation is given as follows
Pe pam =
1
2K
K∑
i=1
(
erfc
(
dR pam,i√
2σψ(pi pam)
))
+
1
2K
K∑
i=1
(
erfc
(
dL pam,i√
2σψ(pi pam)
)) (41)
where dR pam,i = dL pam,i+1 = 2i+12 ε, ε =
6
(K−1)(2K−1) .
The constellation of a non-negative PAM scheme is denoted
by √pi pam = [0,
√
ε, . . . , i
√
ε, . . . , (K − 1)√ε]. The result
in (41) can be obtained straightforwardly by using the same
approaches as in Appendix A, with the PAM constellation and
decision thresholds from [22].
A. SER Approximation
By applying Lemma 4 to (31) and (41), it can be shown
that SERs of the proposed constellation design and PAM are
expressed as
Pe opt ≈ K − 1
K
e−T
2
max√
piTmax
Pe pam ≈ 1
K
K∑
i=1
√
1
2pi
σψ(pi pam)e
− d
2
R pam,i
2σ2
ψ
(pi pam)
dR pam,i
+
1
K
K∑
i=1
√
1
2pi
σψ(pi pam)e
− d
2
L pam,i
2σ2
ψ
(pi pam)
dL pam,i
.
(42)
When the constellation size of the non-negative PAM is small,
e.g., K = 4, Pe pam is dominated by the component of i = 1
in (42) [19]. For example, simulation results indicate that the
error decision between p1 and p2 accounts for up to 99.1%
of the overall errors when M = 400 and K = 4 at SNR =
6 dB. Moreover, this phenomenon is also observed in Fig. 1.
Therefore, the SER of PAM reduces to
Pe pam ≈ 1
K
√
1
2pi
σψ(p1 pam)e
− d
2
R pam,1
2σ2
ψ
(p1 pam)
dR pam,1
+
1
K
√
1
2pi
σψ(p2 pam)e
− d
2
L pam,2
2σ2
ψ
(p2 pam)
dL pam,2
.
(43)
8It follows from (41) that dR pam,i = dL pam,i+1 and
σψ(p2 pam) > σψ(p1 pam). Simulation results indicate that
the error decision on p2 accounts for up to 77.64% of the
overall errors when M = 400 and K = 4 at SNR = 6 dB.
For convenience of analysis, the first term in (43) is removed3.
Therefore, we can obtain the following logarithmic SER
logPe pam ≈ −
d2L pam,2
2σ2ψ(p2 pam)
log e+ log
√
1
2pi
σψ(p2 pam)
KdL pam,2
.
(44)
Similarly, the logarithmic operation is applied to the SER of
the proposed design, i.e.
logPe opt ≈ −T 2max log e+ log
K − 1√
piKTmax
. (45)
Based upon the results in (44) and (45), we now can compare
the error performances between the proposed constellation
design and PAM in the event of a larger number of receive
antennas and high SNRs.
B. Influence of a Finite Number of Receive Antennas
1) SER as a Function of a Finite Number of Antennas:
In order to study the influence of a finite number of receive
antennas on SER, we fix the SNR and constellation size.
Therefore, the variance in (11) can be expressed as a function
of M
σψ(pi,M) = w
√
1
M
ζ(pi) (46)
where ζ(pi) = σ4h0p
2
i +
(
2σ2h0σ
2
n
+ 2Kσ
2
h0
∑L−1
l=1 σ
2
hl
)
pi +
1
K2
∑L−1
l=1 σ
4
hl
+ 1K2
∑
l 6=l′ 6=0 σ
2
hl
σ2hl′ +
2
K
∑L−1
l=1 σ
2
hl
σ2n + σ
4
n.
Since the SNR is constant in this scenario and σ2hl is a
propagation-related parameter, ζ(pi) only relates to pi. It
follows from (19) that
Tmax =
dopt
w
√
2ζ(popt)
√
M. (47)
Through substituting (47) into (45), the logarithm of Pe opt
is expressed as a function of M
logPe opt =−
d2opt
2w2ζ(popt)
M log e− 1
2
logM
+ log
√
2
pi
ζ(popt)
(K − 1)w
Kdopt
(48)
where the third term is a constant irrelevant of M . In addition,
if M grows large, the second component in (48) plays a much
less significant role compared with the first one. As a result,
logPe opt approximates to a linear decreasing function of M .
This confirms that deploying more antennas is an effective
way to reduce decoding errors.
3This approximation in fact decreases the SER of the ED receiver employ-
ing non-negative PAM, and thus it represents the worse-case scenario for our
constellation design in terms of performance comparison.
2) Non-negative PAM versus the Proposed Optimal Con-
stellation: Applying the same approach in (46)-(48), the error
performance of non-negative PAM can be represented as
logPe pam =−
d2L pam,2
2w2ζ(p2 pam)
M log e− 1
2
logM
+ log
√
ζ(p2 pam)
2pi
w
KdL pam,2
(49)
which can also approximate to a linear decreasing function of
M when M →∞, the same as in (48). It is readily observed
that the key to performance comparison between logPe opt
and logPe pam lies in their slopes with respect to M . After
removing constants in common, it is equivalent to comparing
d2L pam,2/ζ(p2 pam) and d
2
opt/ζ(popt).
First of all, it proves that d2L pam,2/ζ(p2 pam) is the min-
imum of d2i,pam/ζ(pi pam) for non-negative PAM constella-
tions, and monotonically increases or increases first and then
decreases (refer to Appendix D for a detailed mathemati-
cal treatment). According to the Cauchy-Schwarz inequality,
d2i,opt/ζ(pi,opt) is found to be equal to d
2
opt/ζ(popt) for all
optimal constellation points. Accordingly, we set a baseline
of d2opt/ζ(popt) to compare with d
2
L pam,2/ζ(p2 pam). Specif-
ically, there exist three conditions listed below, as shown in
Fig. 5.
• Case 1: If d2L pam,i/ζ(pi pam)i 6=2 is less than the baseline
(Case 3 in Fig. 5 (a) and (b)), then d2L pam,2/ζ(p2 pam) <
d2opt/ζ(popt) because d
2
L pam,2/ζ(p2 pam) is the mini-
mum of d2L pam,i/ζ(pi pam)i=1,2,...,K ;
• Case 2: If some d2L pam,i/ζ(pi pam)i 6=2 are greater than
the baseline (Case 2 in Fig. 5 (a) and (b)), we can
have d2L pam,2/ζ(p2 pam) < d
2
opt/ζ(popt) according to
the power constraint;
• Case 3: If all d2L pam,i/ζ(pi pam)i=1,2,...,K are greater
than the baseline (Case 1 in Fig. 5 (a) and (b)), thus
the SER of non-negative PAM is smaller than Pe opt.
However, thanks to Cauchy-Schwarz inequality, Pe opt is
the smallest error probability. Therefore, the presumption
that all d2L pam,i/ζ(pi pam)i=1,2,...,K are greater than the
baseline is unfounded.
In fact, our extensive numerical simulations reveal that only
Case 2 will occur. As a consequence, d2L pam,2/ζ(p2 pam) are
always below the baseline.
To summarize, the result of comparing the first components
of (48) and (49) is given by
− d
2
opt
2w2ζ(popt)
log e < − d
2
L pam,2
2w2ζ(p2 pam)
log e. (50)
Although the SER of the non-negative PAM maybe lower than
that of the proposed design when M is small, Pe opt decreases
at a much faster rate than Pe pam with massive antennas
according to (50). Hence, to maintain the same SER, our
constellation design requires less antennas than PAM, which
is of great benefits for practical applications.
C. Influence of SNR
1) Non-negative PAM versus the Proposed Optimal Con-
stellation: In this section, the number of receive antennas and
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Fig. 5. Three situations about how the baseline crosses the curve of
d2i,pam/ζ(pi,pam). (a) The curve monotonically increases; and (b) The curve
monotonically increases and then decreases.
constellation size are fixed so as to investigate the relationship
between the error performance and SNR. Specifically, we will
investigate the rate of descent of the SER against the SNR. In
this scenario, the variance in (11) can be written as a function
of noise variance, i.e.
σψ(pi, σ
2
n) =
√
w2
M
W (pi, σ2n) (51)
where W (pi, σ2n) =
(
σ2n + σ
2
h0
pi +
1
K
∑L−1
l=1 σ
2
hl
)2
. Obvi-
ously, σψ(pi, σ2n) decreases when the SNR grows. It follows
from (19) that
Tmax =
dopt√
2σψ(popt, σ2n)
. (52)
Substituting (52) to (45) gives rise to
log pe opt ≈−
d2opt
2σ2ψ(popt, σ
2
n)
log e
− log dopt√
2σψ(popt, σ2n)
+ log
√
1
pi
K − 1
K
.
(53)
Similarly, (44) can be transformed into
log pe pam ≈−
d2L pam,2
2σ2ψ(p2 pam, σ
2
n)
log e
− log dL pam,2√
2σψ(p2 pam, σ2n)
+ log
√
1
pi
1
K
.
(54)
As can be observed from (53) and (54), the first two terms fol-
low the same model D(x) = −x2 log e− log x , while the last
term is a constant independent of the SNR. Therefore, compar-
ing the rates of descent of (53) and (54) amounts to comparing
the rates of descent of xopt = dopt/
√
2σψ(popt, σ
2
n) and
xpam = dL pam,2/
√
2σψ(p2 pam, σ
2
n) in D(x) = −x2 log e−
log x with the same SNR.
The first and second derivatives of D(x) with respect to x
are
∂D(x)
∂x
= −2x log e− 1
x ln 10
. (55)
∂2D(x)
∂x2
= −2 log e+ 1
x2 ln 10
. (56)
Equation (55) indicates that D(x) is a monotonously decreas-
ing function of x. Thanks to (56), ∂D(x)/∂x monotonously
increases if 0 < x <
√
1/(2 log e ln 10) ≈ 0.707. When
x > 0.707, ∂D(x)/∂x monotonously decreases, which means
the rate of descent at x1 is larger than x2 if x1 > x2 > 0.707.
In Section IV-B, it has already been proved that
dL pam,2/
√
ζ(p2 pam) < dopt/
√
ζ(popt). The same conclu-
sion is also applicable to this situation, i.e.
dL pam,2√
2σψ(p2 pam, σ2n)
<
dopt√
2σψ(popt, σ2n)
. (57)
For ease of exposition, we use xopt = dopt/
√
2σψ(popt, σ
2
n)
and xpam = dL pam,2/
√
2σψ(p2 pam, σ
2
n) in the following
analysis. Specifically, there exist three cases in consideration
of the distribution of xopt and xpam.
• Case 1: xpam < xopt < 0.707, shown in Fig. 6 (a). This
case arises only if the number of receive antennas is very
small and the SNR is low. Fig. 6 (a) demonstrates that
the rate of descent of log pe pam is faster than that of
log pe opt;
• Case 2: xpam < 0.707 < xopt, shown in Fig. 6 (b). The
comparison between log pe pam and log pe opt depends
on two factors, i.e., the distance to 0.707 of xpam and
xopt, and the rate of change of the descent of D(x).
Details on this case are beyond the scope of this study;
and
• Case 3: 0.707 < xpam < xopt, shown in Fig. 6 (c).
Obviously, the descent rate of log pe opt is greater than
that of log pe opt if x > 0.707. With the increase of SNR,
the rates of descent of both log pe pam and log pe opt will
become even greater.
According to our extensive simulations, Cases 1 and 2 occur
when M < 50 and SNR < −6 dB. However, in the presence
of massive receive antenna array, Case 3 would be the case.
Consequently, it can be inferred that to meet the same SNR
requirement, our design requires a smaller transmit power than
PAM constellations.
2) High SNR Analysis: When the SNR becomes large
enough, we have σ2n → 0 and the noise variance can be
safely removed. Then, the variance in (11) reduces to (58).
The second and third terms in (58) are constants. For a fixed
M and constellation size, the constellation design is also fixed.
Since we have already introduced a baseline, Tmax can be
expressed as the value of the first constellation p1 = 0, i.e.
Tmax =
dR,1K
√
M
w
√√√√(L−1∑
l=1
σ4hl +
∑
l 6=l′ 6=0
σ2hlσ
2
hl′
) (59)
where dR,1 is the right threshold of p1, as shown in Fig. 3.
Equation (59) shows that for a fixed M , Tmax converges to
a constant in the high SNR region. Therefore, an error floor
would arise so that no matter how large the transmit power
becomes, the error performance cannot be further improved
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σ2ψ(pi) ≈
w2
M
(
σ4h0p
2
i +
2
K
σ2h0
L−1∑
l=1
σ2hlpi +
1
K2
L−1∑
l=1
σ4hl +
1
K2
∑
l 6=l′ 6=0
σ2hlσ
2
hl′
)
. (58)
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Fig. 6. The three situations about xopt and xpam distribution in D(x) =
−x2 log e− log x. (a) xpam < xopt < 0.707, (b) xpam < 0.707 < xopt,
(c) 0.707 < xpam < xopt. The red-line is D(x) = −x2 log e− log x.
according to (31). There are two ways to alleviate but not
eliminate the error floor. The first approach is to employ more
receive antennas, which increases the numerater of Tmax, and
then lowers the SER when the error floor appears. The second
one is to alleviate the frequency-selectivity of the multipath
channel, such as employing the OFDM technique. In this
way, the denominator of Tmax can be decreased, and the
error probability converges to a steady state with lower values.
Moreover, since an error floor is inevitable in this situation,
high SNRs may not be required.
V. SIMULATION RESULTS
To demonstrate the performance of the proposed constel-
lation design, this section presents numerical results obtained
via Monte Carlo simulations. The receiver structure shown
in Fig. 2 is applied. Non-negative PAM is considered as a
benchmark [19]. Throughout simulations, a 4-tap ISI channel
with an exponential decay model is employed [24]. For both
scenarios with the proposed constellation and PAM, the energy
is first collected by the massive antenna array and then a ZF
equalizer is utilized to remove the ISI. Finally, the transmit
symbol is decoded with the decision metric.
Fig. 7 plots SERs with different numbers of receive antennas
at SNR = 0 dB and 6 dB, where a constellation size of
K = 4 is employed. First of all, a remarkable performance
gap between Pe opt and Pe pam exhibits the benefit of our
proposed constellation design. As expected, the logarithmic
SER decreases almost linearly with M for both constellations.
This observation proves the effectiveness of the approxima-
tions in (48) and (49), as well as demonstrating the huge
potential of massive receiver array in non-coherent SIMO
systems. Besides, as the number of antennas increases, the
error probability of the proposed constellation decreases at a
much faster rate than the PAM, which verifies the result in
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Fig. 7. SER versus the number of receive antennas at various SNRs with
K = 4.
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Fig. 8. SER versus SNR with M = 100 and M = 400, where K = 4.
(50). Furthermore, (50) indicates that the slope of SER versus
M would become larger at higher SNRs, which is also clearly
demonstrated in Fig. 7.
More importantly, the required number of antennas for our
design to meet a predefined SER can be decreased compared
with PAM. To be more specific, Table I lists the number
of receive antennas required in a variety of scenarios. For
instance, 200 antennas is needed to achieve SER = 10−2.5 at
SNR = 0 dB for the proposed constellation design, whereas
the number of antennas for non-negative PAM to achieve the
same performance is 400. Therefore, a great deal of cost in
hardware implementation can be saved. This saving becomes
more pronounced if the SNR increases or a lower SER is
required, as Table I shows the required numbers of antennas
in the other two settings can be reduced by 57.1% and 66.7%,
respectively.
Fig. 8 reports the simulated SER versus the SNR with
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TABLE I
THE NUMBERS OF RECEIVING ANTENNAS REQUIRED TO ACHIEVE
DIFFERENT SERS
SER = 10−2.5 SER = 10−2 SER = 10−3
SNR = 0 dB SNR = 6 dB SNR = 6 dB
Non-negative PAM 400 140 375
Our Constellation 200 60 125
Reduced by 50.0% 57.1% 66.7%
various numbers of antennas. Obviously, the rate of descent
of our constellation design is larger than that of non-negative
PAM, the same as the analytical results in (57). Moreover,
both Pe opt and Pe pam converge to non-zero constants as
the SNR further grows. This error floor effect is caused by
a finite M and ISI channel. As a result, simply raising the
transmit power cannot make the problem go away. Although
employing more antennas can lead to a better performance,
careful attention should be paid to address the balance between
system performance and cost. It is also worth noting that
Pe opt converges to a error probability much lower than that
of Pe pam.
Fig. 9 plots numbers of receive antennas needed to achieve
SER = 10−4 for these two constellations. In general, a
greater constellation size results in a larger data rate but less
reliable transmission. As can be observed from this figure,
the proposed constellation design performs significantly better
than non-negative PAM. For example, with a constellation of
size K = 4, our design needs approximately one third of the
number of antennas to achieve the same SER performance
compared with PAM. On the other hand, both constellation
designs require more antennas to maintain SER = 10−4 if the
constellation size increases, but the proposed one needs far
less antennas than non-negative PAM.
Fig. 10 draws the simulated SER versus SNR for different
constellations. Requiring the same number of antennas M =
400, the proposed constellation design with a constellation
size K = 5 performs even better than a non-negative PAM
constellation with K = 4, although a higher constellation
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Fig. 10. SER versus SNR with M = 400 for various constellations.
size means less reliable transmission. This observation again
confirms the huge potential of our proposed constellation
design to improve the error performance.
VI. CONCLUSION
This paper proposed a constellation design for a non-
coherent massive SIMO system using the ED receiver in ISI
channels, aiming at minimizing the symbol error probability.
More specifically, a closed-form expression of the SER is
derived, given a finite number of receiver antennas, and known
channel and noise statistics, based on which an optimization
problem relating to the constellation design was formulated
and solved. To provide a deeper insight, we further compared
the proposed constellation design with non-negative PAM in
different aspects. The performance analysis indicates that the
logarithms of Pe opt and Pe pam both linearly decrease with
the number of receive antennas M . However, the proposed
constellation design causes a much faster decline of SER ver-
sus M . On the other hand, the SNR analysis demonstrates that
the proposed design is able to offer the same error probability
with less transmit power or receive antennas than non-negative
PAM. This is especially important from the perspective of
saving energy and implementation costs. Finally, an error
floor for Pe opt will appear at high SNRs, indicating that
the performance of non-coherent massive SIMO systems is
interference-limited rather than noise-limited.
APPENDIX A
PROOF OF LEMMA1
Suppose {X1, X2, . . . , Xn} is a sequence of i.i.d. random
variables with E[Xi] = µ and Var[Xi] = σ2 < ∞. Then
according to the Lindeberg-Le´vy CLT [27], as n approaches
infinity, the random variables
√
n
(
1
n
∑n
i=1Xi − µ
)
converge
in distribution to a normal N (0, σ2), i.e.
√
n
(
1
n
n∑
i=1
Xi − µ
)
d−→ N (0, σ2) . (60)
The Lindeberg-Le´vy CLT can be transformed into
1
n
n∑
i=1
Xi
d−→ µ+ 1√
n
N (0, σ2) = N (µ, σ2
n
)
. (61)
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First, the received signal at the mth antenna is
ym(t) =
L−1∑
l=0
hl,ms(t− l) + nm(t). (62)
Due to the mutual independence among all hl,m, the received
signals at different antennas are mutually independent. It can
be derived that ym(t) is a complex Gaussian variable. i.e.,
ym(t) ∼ CN
(
0,
L−1∑
l=0
σ2hl |s (t− l)|2 + σ2n
)
. (63)
Furthermore, it is shown that ‖y(t)‖22 is a sum of M i.i.d.
|ym(t)|2m=1,2,...,M with
E
[
|ym(t)|2
]
= E
[
<{ym(t)}2
]
+ E
[
={ym(t)}2
]
=
L−1∑
l=0
σ2hl |s(t− l)|2 + σ2n
Var
[
|ym(t)|2
]
= Var
[
<{ym(t)}2
]
+ Var
[
={ym(t)}2
]
=
(
L−1∑
l=0
σ2hl |s(t− l)|2 + σ2n
)2
.
(64)
According to (61) and (64), the result in (5) is proved. Hence,
the proof of Lemma 1 is concluded.
APPENDIX B
PROOF OF PROPOSITION 1
From Fig. 3, the range of pi is decoded by dL,i and dR,i.
As for a single transmit symbol pi, the error probability is
Pe(pi) = Pr {pi 6⊂ Mi} (65)
where Mi = [pi +wσ2n − dL,i, pi +wσ2n + dR,i). Through in-
voking the Gaussian approximations, the probability of correct
decision for each transmit symbol can be written as
P (pi) =
1
2
(
erf
(
dL,i√
2σψ(pi)
)
+ erf
(
dR,i√
2σψ(pi)
))
(66)
where σ(pi) denotes the variance in (11).
Based on above, the average probability of errors is given
by
Pe = 1− 1
K
K∑
i=1
P (pi)
= 1− 1
2K
K∑
i=1
(
erf
(
dL,i√
2σψ(pi)
)
+ erf
(
dR,i√
2σψ(pi)
))
.
(67)
Therefore, the proof of Proposition 1 is concluded.
APPENDIX C
SOLUTION OF THE QUADRATIC EQUATION (23) AND PROOF
OF PROPOSITION 3
A. Solution of the quadratic equation (23)
The solution of (23) will be proved in below.
At the first, B and C can be represented as
B(T, pi) =
B1(T, pi)
T 2
+ 2B2, (68)
C(T, pi) =
(
MB22
w2σ4h0
− B1(T, pi)
2
2T 2
)
(69)
where B1(T, pi) = pi +
√
2Tσψ (pi) and B2 =
w2σ2h0
M
(
σ2n +
1
K
L−1∑
l=1
σ2hl
)
.
Then, B(T, pi)2 − 4AC(T, pi) will be solved as
B(T, pi)
2 − 4AC(T, pi)
=
B1(T, pi)
2
T 4
+
4B1(T, pi)B2
T 2
+ 4B22
− 4
(
w2σ4h0
M
− 1
2T 2
)(
MB22
w2σ4h0
− B1(T, pi)
2
2T 2
)
=
2
T 2
(
2B1(T, pi)B2 +
w2σ4h0B1(T, pi)
2
M
+
MB22
w2σ4h0
)
=
2
T 2
(√
MB2
wσ2h0
+
wσ2h0B1(T, pi)√
M
)2
(70)
Based on (68) and (70), the
pi+1 =
−B(T, pi)±
√
B(T, pi)2 − 4AC(T, pi)
2A
=
(
B1(T, pi)
T 2
+ 2B2
)
±
√
2
T
(√
MB2
wσ2h0
+
wσ2h0B1(T, pi)√
M
)
1
T 2
− 2w
2σ4h0
M
= pi or
√
2T
(√
Mσψ (pi) + wσ
2
n +
w
K
L−1∑
l=1
σ2hl
)
+ pi
√
M −√2Twσ2h0
(71)
From (71), through control the range of T , 0 < T <√
M
2
1
wσ2h0
, obviously, both the solution of quadratic (23) are
real positive.
From above equation, the solution all is positive, The
process of choose the solution can be explained as that, pi
could not be chosen because if it will cause that the all
constellation point are equal. The other solution is our choice,
thus pi+1 can be represent as (25).
B. Proof of Proposition 3
Then it can be represent as pi+1 is function of T
pi+1 =
√
2T
(√
Mσψ (pi) + wσ
2
n +
w
K
L−1∑
l=1
σ2hl
)
+ pi
√
M −√2Twσ2h0
= a (T ) pi + b (T )
(72)
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where
a (T ) =
√
2Twσ2h0 + 1√
M −√2Twσ2h0
b (T ) =
2
√
2Tw√
M −√2Twσ2h0
(
σ2n +
1
K
L−1∑
l=1
σ2hl
)
.
In this paper, the
K∑
i=1
pi =
K∑
i=1
a(T )
i−1
p1 +
K∑
i=1
(K − i) b (T ) a(T )i−1 (73)
In order to solve this function increase or decrease, it can
be divided into two part, a(T )i and b (T ) a(T )i−1, to solve.
First, for the a(T )i derivative of T ,
∂a(T )i
∂T =
i
√
2wσ2h0(
√
2Twσ2h0
+1)
i−1(√
M−√2Twσ2h0
)i + i
√
2wσ2h0(
√
2Twσ2h0
+1)
i(√
M−√2Twσ2h0
)i+1
(74)
Second, for the b (T ) a(T )i−1 derivative of T
∂b(T )a(T )i−1
∂T =
(
σ2n +
1
K
L−1∑
l=1
σ2hl
)
4w2σ2h0
T(
√
2Twσ2h0
+1)
i−1(√
M−√2Twσ2h0
)i+1
+2
√
2w
(
σ2n +
1
K
L−1∑
l=1
σ2hl
)
(
√
2Twσ2h0
+1)
i−1(√
M−√2Twσ2h0
)i
+2
√
2w
(
σ2n +
1
K
L−1∑
l=1
σ2hl
)
(i−1)√2Twσ2h0(
√
2Twσ2h0
+1)
i−2(√
M−√2Twσ2h0
)i
(75)
From (74) and (75),for 0 < T <
√
M
2
1
wσ2h0
, ∂a(T )
i
∂T and
∂b(T )a(T )i−1
∂T are larger than zero, it means that a(T )
i and
b (T ) a(T )
i−1 are monotone increasing to T , thus
K∑
i=1
pi is
monotone increasing with T .
APPENDIX D
PROOF OF d2L pam,2/ζ(p2 pam) IS MINIMUM OF
d2i,pam/ζ(pi pam)
At first, di,pam/
√
ζ(pi pam) can be divided into two parts,
namely dR pam,i/
√
ζ(pi pam) and /dL pam,i/
√
ζ(pi pam).
As can be inferred from (41) and (46), dR pam,i = dL pam,i+1
and ζ(pi pam) increase with pi pam. Thus, the following
relationship holds
dR pam,i√
ζ(pi pam)
>
dL pam,i+1√
ζ(pi+1 pam)
. (76)
Given (76), we need to prove that dL pam,2/
√
ζ(p2 pam) is
the minimum value of dL pam,i+1/
√
ζ(pi+1 pam), which can
be expressed as a function of i
α(i) =
w2M
D
· i
2 + i+ 14
i4 + EDε i
2 + FDε2
, i = 1, 2, . . . ,K (77)
where
D = σ4h0
E = 2σ2h0σ
2
n +
2
K
σ2h0
L−1∑
l=1
σ2hl
F =
1
K2
L−1∑
l=1
σ4hl +
1
K2
∑
l 6=l′ 6=0
σ2hlσ
2
hl′ +
2
K
L−1∑
l=1
σ2hlσ
2
n + σ
4
n
ε =
6
(K − 1)(2K − 1) .
To find the minimum value, we take the first derivative of α(i)
with respect to i
∂α(i)
∂i
=
w2M
D
· g(i)− f(i)(
i4 + EDε i
2 + FDε2
)2 , i = 1, 2, . . . ,K (78)
where g(i) = 2FDε2 i+
F
Dε2 , f(i) = 2i
5+3i4+i3+ EDε i
2+ E2Dε i.
Equation (78) indicates that both g(i) and f(i) are mono-
tonically increasing functions. There are three cases concern-
ing the monotonicity of function α(i), namely, increase first
and then decrease, monotonically increase, and monotonically
decrease. In either case, one can find the minimum value by
comparing the values of endpoints. As a result, the ratio of
endpoints α(1) and α(K) is
α(K)
α(1)
=
(
2K + 1
3
)2
G(K) (79)
where G(K) = F (K−1)
2(2K−1)2+6E(K−1)(2K−1)+36D
36DK4+F (K−1)2(2K−1)2+6EK2(K−1)(2K−1) .
It is evident from (79) that α(K) is greater than α(1).
Therefore, dL pam,i/
√
ζ(pi pam) is an increasing function or
increases initially and then decreases. Therefore, α(1) is the
minimum value and we have proved that d2L pam,2/ζ(p2 pam)
is the minimum value of d2i,pam/ζ(pi pam).
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