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Abstract
In this paper we study the generalized Lambert transform introduced by Goldberg (Duke
Math. J. 25 (1958) 459–476) and defined by
F(x)=
∞∫
0
f (t)
∞∑
k=1
ake
−kxt dt, x > 0,
on the space E ′((0,∞)) of distributions of compact support. An inversion formula is
obtained over this space.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In [8], Widder introduced the Lambert transform
F(x)=
∞∫
0
f (t)
1
ext − 1 dt, x > 0, (1.1)
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for some suitable function f . He studied convergence properties and an inversion
formula for this transform.
Later, Goldberg [2] considered transforms with kernels of the form∑∞
k=1 ake−kxt for a fairly general class of sequences of real numbers {ak}:
F(x)=
∞∫
0
f (t)
∞∑
k=1
ake
−kxt dt, x > 0. (1.2)
When ak = 1 for k = 1,2, . . . , we have
∞∑
k=1
ake
−kxt = 1
ext − 1 ,
the kernel of the Lambert transform (1.1). By a generalized Lambert transform,
we mean the transform (1.2).
In 1993, Negrin [7] studied the corresponding Lambert transform to (1.1)
into the space E ′((0,∞)) of distributions of compact support. He obtained an
inversion formula for this transform, which is connected with the Post–Widder
inversion formula for the Laplace transform [9, p. 243].
The purpose of this paper is to extend this result in order to obtain a Post–
Widder inversion formula on E ′((0,∞)) for the generalized Lambert transform
(1.2). This inversion formula requires the use of the algorithm of Möbius
(cf. Hille [5]) for certain class of the numbers {ak}∞k=1 introduced by Goldberg [2].
2. The generalized Lambert transform on E ′((0,∞))
The following two definitions were given in [2].
Definition 1. Let A = {ak}∞k=1 and B = {bm}∞m=1 be two sequences of real
numbers. Then we write A≈ B if and only if
∑
d/p
adbp/d =
{
1, p = 1,
0, p = 2,3, . . . ,
the summation running over all divisors d of the positive integer p.
Definition 2. Fix r > 0. The sequence A= {ak}∞k=1 is said to be of class Cr if
(1) ak  0, k = 1,2, . . . .
(2) ak =O(kr−1), k→∞.
(3) a1 > 0.
(4) bm =O(mr−1), m→∞, where A≈ B = {bm}∞m=1.
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Note that from a1 > 0, there exists a unique B such that A≈ B .
Now, a generalized Lambert transform F for any f ∈ E ′((0,∞)) is given by
F(x)=
〈
f (t),
∞∑
k=1
ake
−kxt
〉
, x > 0, {ak} ∈ Cr, r > 0. (2.3)
Observe that for every x > 0 and {ak} ∈ Cr , one has ∑∞k=1 ake−kxt ∈ E((0,∞)).
For the particular case when ak = 1, for all k ∈ N, bn = µn, the Möbius
numbers, for all n ∈N, as it is proved in [5].
Another interesting particular case occurs when a2k−1 = 1 and a2k = 0, for all
k ∈N [3]. As it is proved in [4, p. 556, Example 2], b2n−1 = µ2n−1 and b2n = 0,
for all n ∈N. For this particular case the kernel of the transform (1.2) becomes
∞∑
k=1
e−(2k−1)xt = 1
ext − e−xt =
cosech(xt)
2
, for all x, t > 0.
We now prove that the function F given by (2.3) is regular on (0,∞), which
can be extended as an analytic function for Reη > 0.
Proposition 2.1 (analyticity). Let f be a member of E ′((0,∞)) and η a complex
variable with Reη > 0. Then the function F given by
F(η)=
〈
f (t),
∞∑
k=1
ake
−kηt
〉
, Reη > 0, {ak} ∈ Cr, r > 0, (2.4)
is analytic on the η plane with Reη > 0. Moreover,
DηF(η)=
〈
f (t),Dη
∞∑
k=1
ake
−kηt
〉
, Reη > 0. (2.5)
Proof. For η fixed with Reη > 0, choose two concentric circles C and C1 cen-
tered at η and of radii r and r1, respectively, such that 0 < r < r1 < |Reη|. Let
∆η be a complex increment satisfying 0 < |∆η|< r . Consider
F(η+∆η)− F(η)
∆η
−
〈
f (t),Dη
∞∑
k=1
ake
−kηt
〉
= 〈f (t),ψ∆η(t)〉, (2.6)
where
ψ∆η(t)=
∑∞
k=1 ake−k(η+∆η)t −
∑∞
k=1 ake−kηt
∆η
−Dη
∞∑
k=1
ake
−kηt .
Note that, for any fixed t ∈ (0,∞) and any fixed nonnegative integer m,
Dmt
∞∑
k=1
ake
−kηt
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is analytic inside and on C1. By Cauchy’s integral formulas
Dmt ψ∆η(t)=
1
2πi
∫
C1
[
Dmt
∞∑
k=1
ake
−kzt
]
×
[
1
∆η
(
1
z− η−∆η −
1
z− η
)
− 1
(z− η)2
]
dz
= ∆η
2πi
∫
C1
[
Dmt
∞∑
k=1
ake
−kzt
][
1
(z− η−∆η)(z− η)2
]
dz.
Also, for all z ∈ C1 and t restricted to a compact subset of 0 < t <∞, Dmt ×∑∞
k=1 ake−kzt is bounded by, say, the constant M > 0. Since |z − η| = r1 and|z− η−∆η|> r1 − r , we therefore have∣∣Dmt ψ∆η(t)∣∣ |∆η|M(r1 − r)r1 .
This shows that, as |∆η|→ 0, Dmt ψ∆η(t) tends to zero uniformly on any compact
subset of 0 < t <∞; that is, ψ∆η converges in E((0,∞)) to zero. Since f ∈
E ′((0,∞)), formula (2.6) is established. Thus, for Reη > 0, we have obtained
(2.5) and have proven the analyticity of F . ✷
The next proposition establishes the connection between the generalized
Lambert transform (2.3) and the distributional Laplace transform [9, Chapter 3].
Proposition 2.2. If f ∈ E ′((0,∞)), then for all n ∈N∪ {0}
DnF(x)=
∞∑
k=1
akk
nDnFL(kx),
where FL(x) is the distributional Laplace transform of f ; namely,
FL(x)=
〈
f (t), e−xt
〉
, x > 0,
and F is given by (2.3).
Proof. Since
∑M
k=1Dmt [akkne−kxt ] converges uniformly to Dmt
∑∞
k=1 akkne−kxt ,
for M →∞ on every compact subset K of (0,∞), we have that ∑Mk=1 akkne−kxt
converges in E((0,∞)) to ∑∞k=1 akkne−kxt . Therefore
DnF(x)=
〈
f (t),
∞∑
k=1
ak(−kt)ne−kxt
〉
=
∞∑
k=1
akk
n
〈
f (t), (−t)ne−kxt 〉= ∞∑
k=1
akk
nDnFL(kx). ✷
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Lemma 1. If f ∈ E ′((0,∞)) and FL denotes the distributional Laplace transform
of f , one has
∞∑
k=1
∞∑
m=1
∣∣akbmknmnDnFL(mkx)∣∣<∞, (2.7)
for all x > 0 and for all n ∈N∪ {0}.
Proof. Observe that, from [6, p. 97, Proposition 2], there exists C > 0 and r ∈
N∪ {0} such that
∣∣DnFL(x)∣∣= ∣∣〈f (t), (−t)ne−xt 〉∣∣ C max
0pr
max
t∈K
∣∣Dpt (tne−xt )∣∣
C max
0pr
max
t∈K
{
p∑
l=0
(
p
l
)
D
p−l
t t
n(x + 1)re−xt
}
= C(x + 1)re−xt0
{
p0∑
l=0
(
p0
l
)
D
p0−l
t t
n|t=t0
}
,
for some t0 > 0 and p0 ∈N∪ {0}.
Denoting by
M =
p0∑
l=0
(
p0
l
)
D
p0−l
t t
n|t=t0,
one has
∞∑
k=1
∞∑
m=1
akk
nbmm
n
∣∣DnFL(mkx)∣∣

∞∑
k=1
∞∑
m=1
akk
nbmm
nCM(kmx + 1)re−kmxt0 .
Now, from [1, p. 86], the convergence of the above double series reduces to the
convergence of the double integral
∞∫
1
∞∫
1
xnyn(xyx0 + 1)re−xyx0t0 dx dy,
for all x0 > 0, which holds. ✷
Now, the paramount result of this paper is
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Theorem 2.1 (inversion formula). Let f ∈ E ′((0,∞)) and set
(1) F(x)= 〈f (t),∑∞k=1 ake−kxt〉, x > 0, where A= {ak} ∈ C∗r , for some r > 0.
(2) B = {bm} with A≈ B .
Then, for every φ ∈D((0,∞))
〈f,φ〉 = lim
n→∞
〈
(−1)n
n!
(
n
t
)n+1 ∞∑
m=1
bmm
nDnF
(
mn
t
)
, φ(t)
〉
. (2.8)
Proof. From Zemanian [9, p. 243], we have the inversion formula
f (t)= lim
n→∞
(−1)n
n!
(
n
t
)n+1
DnFL
(
n
t
)
(2.9)
in the sense of the convergence in D′((0,∞)). The formula (2.9) means that for
every φ ∈D((0,∞))
〈f,φ〉 = lim
n→∞
〈
(−1)n
n!
(
n
t
)n+1
DnFL
(
n
t
)
, φ(t)
〉
. (2.10)
Since the support of φ is contained in a compact subset K of (0,∞), and
(−1)n
n!
(
n
t
)n+1
DnFL
(
n
t
)
is a locally integrable function on (0,∞), (2.10) is equal to
lim
n→∞
(−1)n
n!
∫
K
(
n
t
)n+1
DnFL
(
n
t
)
φ(t) dt. (2.11)
Now, by virtue of inversion problem of Möbius [5], Lemma 1 and having into
account that from A≈ B one has {akkn} ≈ {bmmn}, for all n ∈N∪ {0}
DnFL(x)=
∞∑
m=1
bmm
nDnF(mx).
Therefore the expression (2.11) is equal to
lim
n→∞
(−1)n
n!
∫
K
(
n
t
)n+1 ∞∑
m=1
bmm
nDnF
(
mn
t
)
φ(t) dt
=
〈
lim
n→∞
(−1)n
n!
(
n
t
)n+1 ∞∑
m=1
bmm
nDnF
(
mn
t
)
, φ(t)
〉
. ✷
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Corollary 2.1 (uniqueness). For f,g ∈ E ′((0,∞)), set
(1) F(x)= 〈f (t),∑∞k=1 ake−kxt〉 and G(x)= 〈g(t),∑∞k=1 ake−kxt〉 with x > 0,
where A= {ak} ∈ C∗r for some r > 0.
(2) B = {bm} with A≈ B .
Then, if F =G, it follows f = g in the sense of equality in D′((0,∞)).
Proof. In fact, for φ ∈D((0,∞)) one has
〈f,φ〉 = lim
n→∞
〈
(−1)n
n!
(
n
t
)n+1 ∞∑
m=1
bmm
nDnF
(
mn
t
)
, φ(t)
〉
= lim
n→∞
〈
(−1)n
n!
(
n
t
)n+1 ∞∑
m=1
bmm
nDnG
(
mn
t
)
, φ(t)
〉
= 〈g,φ〉. ✷
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