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ABSTRACT
Fully Convolutional Neural Networks for Pixel Classification in
Historical Document Images
Seth Andrew Stewart
Department of Computer Science, BYU
Master of Science
We use a Fully Convolutional Neural Network (FCNN) to classify pixels in historical
document images, enabling the extraction of high-quality, pixel-precise and semantically
consistent layers of masked content. We also analyze a dataset of hand-labeled historical form
images of unprecedented detail and complexity. The semantic categories we consider in this
new dataset include handwriting, machine-printed text, dotted and solid lines, and stamps.
Segmentation of document images into distinct layers allows handwriting, machine print, and
other content to be processed and recognized discriminatively, and therefore more intelligently
than might be possible with content-unaware methods. We show that an efficient FCNN
with relatively few parameters can accurately segment documents having similar textural
content when trained on a single representative pixel-labeled document image, even when
layouts differ significantly. In contrast to the overwhelming majority of existing semantic
segmentation approaches, we allow multiple labels to be predicted per pixel location, which
allows for direct prediction and reconstruction of overlapped content. We perform an analysis
of prevalent pixel-wise performance measures, and show that several popular performance
measures can be manipulated adversarially, yielding arbitrarily high measures based on the
type of bias used to generate the ground-truth. We propose a solution to the gaming problem
by comparing absolute performance to an estimated human level of performance. We also
present results on a recent international competition requiring the automatic annotation of
billions of pixels, in which our method took first place.

Keywords: Convolutional Neural Networks, Document Image Analysis, Fully Convolutional
Neural Networks, Layout Analysis, Page Segmentation, Pixel-Labeling, Region
Classification, Semantic Segmentation, Data Augmentation, Historical Document Processing,
Optical Character Recognition, Handwriting Recognition

ACKNOWLEDGMENTS

Thanks to Brigitte, Jacob and Joseph, and to Mom and Dad.
It definitely doesn’t take a village to rear a child, but it does take dedicated parents,
a father and a mother, working together in unity in the framework of God’s plan.
It is nice to live in a good village and to work with good and intelligent people, too.
Thanks to my fellow students at the lab. Where will I ever find as bright a team of colleagues?

Table of Contents

List of Figures

vii

List of Tables

x

1 Introduction

1

1.1

Definitions of Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3

1.2

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

2 Document Image Page Segmentation and Character Recognition as Semantic Segmentation

8

2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

2.2

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12

2.3

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

15

2.3.1

Neural Network for Semantic Segmentation . . . . . . . . . . . . . . .

15

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

16

2.4.1

Generalization to Other Form Types . . . . . . . . . . . . . . . . . .

18

2.4.2

Semantic Segmentation for Handwritten Character Recognition . . .

19

2.5

Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

19

2.6

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

2.4

3 Segmentation and Stitching Improves Handwriting Recognition on Datasets
with Few Samples

23

3.1

24

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

3.2

3.3

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

3.2.1

Convolutional Neural Network with Recurrent Layers . . . . . . . . .

27

3.2.2

Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

3.2.3

Augmentation through Segmentation . . . . . . . . . . . . . . . . . .

28

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

3.3.1

Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

Effects of Segmentation and Stitching on Single-Author Datasets . . .

31

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

34

3.3.2
3.4

Analysis of Lexical Diversity versus Glyph Diversity using MNIST

4 Additional Methods
4.1

36

Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

36

4.1.1

Ohio Death Records Dataset . . . . . . . . . . . . . . . . . . . . . . .

37

4.1.2

Diverse U.S. Genealogical Records Dataset . . . . . . . . . . . . . . .

37

4.2

Ground-Truth Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . .

38

4.3

Measures of Ambiguity, Subjectivity, and Machine Prediction Error . . . . .

38

4.3.1

Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

Fully-Convolutional Neural Network Architectures . . . . . . . . . . . . . . .

42

4.4.1

Training Objective (Loss) Functions . . . . . . . . . . . . . . . . . . .

42

Training Sampler Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

4.5.1

Dynamic Rebalancing Based on Validation Performance Metrics . . .

43

4.5.2

Building the Dataset Index . . . . . . . . . . . . . . . . . . . . . . . .

44

4.5.3

Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

44

Content Masking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

44

4.4

4.5

4.6

5 Results and Discussion
5.1

46

Similar Forms Evaluation: Machine Accuracy vs. Human Consistency . . . .

46

5.1.1

48

Visual Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

5.1.2

Does Consensus among Annotators Improve Results? . . . . . . . . .

49

5.1.3

Pixel Gaming: Effect of Dilated Ground-Truthing Policy . . . . . . .

51

5.1.4

Machine-to-Human Relative Performance under varying levels of Dilation 53

5.2

The Effects of Using Different Amounts of Training Data . . . . . . . . . . .

54

5.3

Architecture Selection Results . . . . . . . . . . . . . . . . . . . . . . . . . .

58

5.3.1

Generalization to Other Form Types . . . . . . . . . . . . . . . . . .

61

5.3.2

Are our Machine Predictions Good Enough? . . . . . . . . . . . . . .

62

5.3.3

Qualitative Comparisons and Error Cases . . . . . . . . . . . . . . .

63

5.3.4

Prediction Biases and Comparison to Annotator Relative Error Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

66

Summary of Human-Relative Performance Evaluations . . . . . . . .

69

5.4

Washington, Parzival, and Saint Gall Dataset Evaluation . . . . . . . . . . .

70

5.5

Historical Book Analysis (HBA) 2017 Competition . . . . . . . . . . . . . .

71

5.5.1

Note on Postprocessing . . . . . . . . . . . . . . . . . . . . . . . . . .

72

5.6

Masking for Single-Shot Form Image Reconstruction . . . . . . . . . . . . . .

73

5.7

Connection to Binarization and Foreground extraction . . . . . . . . . . . .

74

5.3.5

6 Conclusion and Future Work

75

6.1

Word, Line, and Character Segmentation as Instance Segmentation . . . . .

76

6.2

Direct “Segmentation-Free” Versatile Text Transcription . . . . . . . . . . .

77

6.3

Segmentation for Recognition, and Recognition for Segmentation . . . . . . .

77

6.4

Automatic Content Pairing for Automated Document Understanding . . . .

78

Appendix A

80

References

90

vi

List of Figures

1.1

Form images have varied layouts, but content types (colored) are similar. . .

1.2

Documents overlaid with color-coded polygonal region annotations (1.2a [17,

1

28], 1.2b [53]), compared with examples having pixel-level annotations (1.2c, 1.2d [53]).
Used with permission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3

1.3

Page segmentation and region classification examples. . . . . . . . . . . . . .

3

1.4

Detail of a document showing overlapped regions, manually annotated in red.

5

2.1

Document image and its semantic layers, consisting of handwriting (green),
machine print (red), stamp (magenta), dotted lines (blue), and solid lines
(yellow), extracted by a convolutional neural network.

2.2

. . . . . . . . . . . .

(a) An example form from the dataset and (b) its color-coded predicted pixel
labels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.3

9

10

Sample from the Parzival dataset, showing the regions defining various content
classes. Owing to the polygonal boundaries, there is a nontrivial amount of
class ambiguity, especially at the boundaries of the shapes. . . . . . . . . . .

2.4

Semantic channels (a) machine print and (b) handwriting used to mask out
content from original image. . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.5

12

17

Results of semantic segmentation on various form images. On the left are the
original images; on the right are the semantic labelings obtained using only a
single ground truth image from the Ohio Death Records to train the network:
red is machine print, green is handwriting, purple is stamps, blue is dotted
lines and yellow is solid lines. . . . . . . . . . . . . . . . . . . . . . . . . . .

vii

20

2.6

Input image, ground truth, and predictions for semantic segmentation of
handwritten characters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.1

Our naive character segmentation tool. N-grams are automatically generated
for training using these vertical character boundaries.

3.2

. . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . .

29

N-gram segmentation helps greatly with small single-author datasets; recombining exemplars through stitching yields further improvement.

3.4

29

Segmented character n-grams are joined to form new training instances. Importantly, they need not form real words.

3.3

21

. . . . . . .

32

Three sampled authors from the IAM dataset, featuring (a) ballpoint cursive
handwriting, (b) broad marker-like connected strokes, and (c) separable handprinted characters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.1

34

Three similar form images used in machine-vs.-human evaluations. Forms B
and C have identical layout, while A is similar in content but is a slightly
different revision. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4.2

Diverse U.S. genealogical records: (a,b) a birth certificate and ground-truth;
(c,d) marriage certificate and GT; (e,f) census record and GT. . . . . . . . .

4.3

39

Masking an image using Eq 4.5. Only the desired content is preserved on an
otherwise blank page. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.1

37

45

Human subjectivity in pixel-level ground-truthing. The RGB image on the right
shows the pixel labels supplied by three annotators for the handwriting channel
in additive fashion, where each of the Red, Green, and Blue colors represent
one of the annotators. White regions indicate total annotator consensus that
the pixel should be “on” for the given class, while black regions indicate that
all annotators agree the pixel should be “off”. Red, Green, and Blue indicate
that one annotator thinks the pixel should be “on”, while Cyan, Magenta, and
Yellow indicate an agreement by two annotators. . . . . . . . . . . . . . . . .
viii

46

5.2

Generalization F1-score per-class plotted against number of training pixels. .

48

5.3

Ground-Truth and Predictions on the three similar form images from Figure 4.1. 49

5.4

An illustration showing how one can “game” some important performance
measures simply by altering the annotation policy for training and testing
images. The exact same number of pixels is added or removed across either
pair of images (b),(c) or (e),(f), but the resulting F1-Scores and IoUs differ
drastically. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

51

5.5

Training images used for experiment varying the training set size. . . . . . .

55

5.6

Validation results for training set size variation experiment. . . . . . . . . . .

56

5.7

Expanded architecture selection results, measured as F-Measure versus number
of model parameters and model type. . . . . . . . . . . . . . . . . . . . . . .

60

5.8

Worst error samples from the validation set, predicted by a U-Net model. . .

65

5.9

Evaluation results of the competitors using the HBA 1.0 dataset in terms of
the classification accuracy rate (CA), the F-measure (F ) and the weighted
F-measure (WF ). Barney Smith’s method (M3 ) and Stewart and Barrett’s
method (M4 ) on Challenge 2 of the HBA competition. Used with permission. 72

5.10 Fully automatic form extraction using a neural network and masking algorithm
with the predicted layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

73

A.1 Ground-Truth and Predictions on the three similar form images from Figure 4.1. 83
A.2 Model Architectures used for experiments in Section 5.3

. . . . . . . . . . .

87

A.3 Fully automatic form extraction using masking on layers predicted by a CNN. 90

ix

List of Tables

2.1

Cross-validation results for two different form images of the same type. . . .

3.1

MNIST sequences comparisons. Each entry is the test set CER averaged over

18

five random trials. Owing to the small number of trials, there is high variance
in the observations, but general trends are still discernible. . . . . . . . . . .
3.2

Segmentation and Stitching applied to single-author datasets, compared against
using only Elastic Distortions for training data augmentation. . . . . . . . .

5.1

30

33

Machine-to-Human relative performance as computed from averaged absolute
F-measures. Consistency among human annotators is compared to machine
generalization accuracy, giving a relative performance measure. Averaged
across all annotators, images, and classes for training and testing, the default
model (Hourglass A, described in Section 5.3) achieves about 87% of human
performance.

5.2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

47

The average performance of all single-annotator models is compared to that
of models trained and evaluated on a union or intersection of all annotators’
segmentations for a given image. . . . . . . . . . . . . . . . . . . . . . . . . .

5.3

49

The average performance of annotators is compared when training and testing
on annotations by a given annotator. Rather than showing per-class performance, overall performance is summarized by averaging these into an overall
F-measure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

50

5.4

The inter-human consistency is compared to the F1-score of machine predictions, where both training and testing images are by the same author, under
varying dilation rates. At a dilation rate of 5, we see an increase of error; we
conjecture that this is due to the finite receptive field of the network and the
difficulty of predicting classes for pixels that are very distant from their basis
in the input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.5

54

Average validation F1-score for different amounts of training data, for a single
author. Train Size refers to the number of images or fraction of a single image
that is used for training. The other columns are the F-Measure for each content
class. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

5.6

F-Measures of different model architectures on the Death Records dataset. .

58

5.7

Various model architectures are evaluated against three document types with
dissimilar layouts. Models were trained on Image A of the Death Records
dataset. Best performance on a given image is shown bolded. Zeros occur
where there were no pixels of the given label in the ground-truth, but some
were predicted to exist. Ones occur where there were no pixels in either the
annotation or the ground truth. Owing to the instability of the F-measure
when there are very few or no positive data points for a given class, we omit
to give an average of all of the per-class F-measures and them only per-class.

61

5.8

Machine-to-Human relative performance, revisited with the U-Net architecture. 62

5.9

ICDAR 2017 HBA Competition results. Performance measures are Classification Accuracy (CA), F-Measure (FM), and Weighted F-Measure (WFM). . .

xi

73

A.1 Results of expanded architecture search, used for data points in Figure 5.7.
Headers: DB = Downsampling Blocks, LPB = Layers Per Block, IF = Initial
Features, IKS = Initial Kernel Size (all other kernels are 3x3), CFPB = Change
in Filters Per Block (x2 where not specified), DL = Dotted Lines, HW =
Handwriting, MP = Machine Print, LN = Solid Lines, ST = Stamps, AVG
= Average. Although the original model for the 1-layer CNN did have one
convolutional layer for feature extraction, we also explored adding more layers
without downsampling, indicated ’CNN’ in the above table. . . . . . . . . . .

xii

86

Chapter 1
Introduction

(a) Birth record

(b) Marriage certificate

(c) Census record

(d) Death record

Figure 1.1: Form images have varied layouts, but content types (colored) are similar.

A large proportion of historical documents consist of filled-out, information-rich forms
such as those shown in Figure 1.1. Form types include: birth, death and marriage records,
legal contracts; wills and deeds; etc. While layouts vary, forms regularly consist of a few
important types of graphical content, including: machine-printed text; handwritten text
or marks; dotted and solid lines; and, stamps or seals. This thesis provides a modern
pixel-labeling framework to allow document analysts and information indexers to peel apart
document images automatically into semantically-distinct layers, each isolating a single type
of content to facilitate document understanding and text recognition. The task of separating
out different types of page content is referred to as page segmentation.

1

The contributions of this thesis include:
1. Analyses on a new pixel-labeled dataset of complex documents with varied layout.
2. The application of fully-convolutional neural networks (FCNs) [48] to the task of
document image page segmentation, which had never been addressed in published
literature prior to the time this thesis was proposed.
3. An analysis of the amount of training data required for good generalization, including
a key result showing that the data requirement for our task is surprisingly small.
4. An analysis of the performance of automatic pixel-labeling versus the consistency of
human-authored annotations, leading to a more robust way of measuring and comparing
performance on machine learning tasks.
5. Allowing multiple class labels per pixel, which is rare in previous page segmentation
and semantic segmentation literature, but is necessary for segmentation of our corpus
complex documents, in which overlapped content is not uncommon.
We also include two original papers that have been peer-reviewed and accepted for publication
in the field. The first paper, published in the Historical Document Image Processing (HIP)
workshop proceedings in connection with the 2017 International Conference on Document
Analysis and Recognition (ICDAR) [74], shares our early work in FCN page segmentation.
A second paper accepted to the 2018 International Conference on Frontiers in Handwriting
Recognition (ICFHR) shows improvement in handwriting recognition performance by providing character segmentation information as a data augmentation technique for a handwritten
text recognition model. Text recognition is the ultimate aim of many page segmentation
tasks, and both papers share a common theme of quality recognition using minimal data,
using our methods. These papers are included in this thesis as Chapters 2 and 3, respectively.
The additional results given in Chapter 5 build primarily upon the first of these two papers.
Here we briefly introduce the terminology associated with the task of page segmentation and
provide some representative context for the novelty of our work.
2

(a)

(b)

(c)

(d)

Figure 1.2: Documents overlaid with color-coded polygonal region annotations (1.2a [17,
28], 1.2b [53]), compared with examples having pixel-level annotations (1.2c, 1.2d [53]). Used
with permission.

(a) Page segmentation. Contiguous regions are (b) Region classification. Regions extracted from
identified and segmented from the background. (a) are labeled by a single color indicating the
class of their contents.

Figure 1.3: Page segmentation and region classification examples.
1.1

Definitions of Terms
• Region Classification takes as input a region of a document page image, and outputs
a classification according to some known set of class labels, such as text, graphic, or a
more specific semantic notion; see Figure 1.3b for examples. The region can be defined
by any subset of the original page image, including bounding boxes, polygons, or pixels.
• Page Segmentation or Layout Analysis “is to divide the document image into
homogeneous zones, each consisting of only one physical layout structure” [67], e.g.,
text, graphics, etc.; see Fig. 1.3a. A survey of page segmentation algorithms from 2008
to 2016 states that “in order to split [a] document image properly we may need to
3

understand its content and vice versa” [2]. We refer to both the page segmentation and
region classification tasks jointly as “page segmentation”.
• Graphical or Textural Page Segmentation is page segmentation that can be
performed adequately by examining only local properties such as graphical texture or
shape (for example, distinguishing machine-printed text from handwriting).
• Logical Page Segmentation refers to page segmentation tasks that require broad or
global document context in order to classify correctly, for example, separating header,
footnote, marginal text and page numbers from main body text. The graphical features
across some classes may be identical, but their context in the page may also be necessary
to classify them correctly.
• Pixel-Labeling is the task of assigning a class label to each pixel in a 2D image.
• Semantic Segmentation is another term for pixel-labeling that is more prevalent in
computer vision literature and connotes visual segmentation based on class [76].
• Channel, Layer, or Mask is a collection of all pixels in an image that are given a
particular class. Each class corresponds to a layer, in which the value of each pixel
encodes the presence (1) or absence (0) of that class, or a predicted probability, or any
real-valued numeric attribute.
• Binarization or foreground extraction is discriminating foreground pixels from
background pixels, typically as a pre-processing step to facilitate text recognition [58].
• Matting computes a real-valued blending ratio between a foreground object and its
background, allowing for estimation of partial pixel values [79].
• Single Affiliation means that only one class label is allowed per pixel [76]. It is
possible to segment the image in Figure 1.3 unambiguously and non-destructively using
single affiliation since the classes do not overlap, but this is impossible with Figure 1.4,
where multiple classes compete for the same pixel locations.

4

Figure 1.4: Detail of a document showing overlapped regions, manually annotated in red.
• Multiple Affiliation means that individual pixels can belong to multiple content
classes rather than being assigned to only one class. According to a recent survey [76],
multiple affiliation is employed in only one other known work in general image semantic
segmentation [62], and is much less studied.

1

• Ground-Truth is a slight misnomer, since it is simply what a human (subjectively)
defines should be the output of a perfect solution for a given input.
Our work employs multiple affiliation semantic segmentation for page segmentation,
providing annotations at the pixel level. Our problem formulation includes binarization
and matting, and simultaneously solves these problems with no architectural modification.
This combination provides the most versatile page segmentation framework. We quantify
1

A three-way classification approach was introduced by Davis, et al. [24]. Layered models [81] provide
an alternative way of making predictions in layered fashion such that multiple objects can be assigned a
class at each pixel location. Layered models were introduced in the context of the instance segmentation
problem, which is beyond the scope of this thesis.

5

subjectivity in ground-truth, making analyses more meaningful in the context of the difficulty
of the task. We also explore differences between graphical and logical layout analysis: since
forms are quite fluid in layout, they likely require more graphically-based layout analysis;
logical categorization of regular page elements such as headers and comments, as shown in
the HBA evaluation, requires a higher degree of context.
The HIP paper (Chapter 2) shows preliminary results using FCNs for page segmentation, and an application in segmentation-free character recognition. The ICFHR paper
(Chapter 3) shows effects of providing character instance-level segmentation as a data augmentation technique for improving handwritten text recognition accuracy. The additional
results chapter (Chapter 5) builds directly on our previous page segmentation work.

1.2

Related Work

Although much of the prior work pertaining to page segmentation and handwriting recognition
data augmentation is treated in the respective papers, we give a brief literature review here,
of recent progress in page segmentation in particular, since Chapter 5 builds on our previous
page segmentation work.
Page segmentation has been the subject of some of the most challenging document
analysis competitions in previous years [4, 5]. Most traditional page segmentation datasets
and algorithms deal with document contents at the level of bounding boxes [59], coarse
polygons [17], pre-binarized connected components [13, 22, 23, 25, 59], or superpixels [3, 15, 16].
Some have previously advocated for classifying at the pixel level [20, 53, 65, 65], but only
recently have datasets and competitions been formed to evaluate at the pixel level [54, 71].
FCNs have made very significant breakthroughs in general image semantic segmentation in recent years [48, 57, 82], but only now are these advances being seen in the document
image analysis community. FCNs are more efficient than traditional CNNs, since they reuse
computations for adjacent pixels [48]. At the time we proposed this thesis, only one previously

6

existing work [14] had applied fully supervised CNNs to the page segmentation task. None
had employed FCNs in particular.
We have seen an enormous increase in the number of works that employ CNNs for
page segmentation in the short time that has elapsed since this thesis was proposed in May
of 2017. Binarization algorithms preceded page segmentation in the adoption of CNNs and
FCNs [58, 61, 75]. Although some CNN-based methods had been used previously for scene
text detection and robust reading competitions [38, 56], 2017 marks the first time that CNNs
have been entered into document analysis and page segmentation competitions, taking first
place by significant margins over non-convolutional, non-neural techniques [6, 11, 71, 77, 80].
Substantial pixel-level datasets surfaced for the first time after work on this thesis was
begun in early 2018 [54, 70, 71]. This shift towards pixel-level page segmentation improves
upon previously prevailing schemes of coarse region classification, by increasing the versatility
of the ground-truth representation, and consequently of the evaluation metrics used. The
forms we use, shown in Figure 1.1, pack diverse content types much more densely into a
single page than is common in manuscripts or periodicals. Moreover, competing content types
frequently overlap, thus posing a significantly more challenging version of the document page
segmentation problem than has been the subject of previous competitions and benchmarks.
This clearly strengthens the growing case for pixel-level page segmentation with multiple
affiliation.
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Chapter 2
Document Image Page Segmentation and Character Recognition as Semantic
Segmentation

Seth Stewart and Bill Barrett
Abstract
Convolutional Neural Networks (CNNs) have produced excellent results in natural scene
semantic pixel labeling tasks. We examine the application of this idea to document processing,
using fully supervised Deep CNN semantic segmentation to separate content layers from
historical document images containing diverse content types, including handwriting, machine
print, form lines, decorations and stamps. For efficiency, we employ a downsamplingupsampling autoencoder network to make dense pixel predictions. We show excellent visual
results on a page segmentation dataset of unparalleled complexity. Semantic segmentation
CNNs achieve high generalization accuracy on document images with interleaved, overlapping
strokes, even when trained on a solitary pixel-labeled form image. We also show a proof-ofconcept extension of the semantic segmentation problem to handwritten text, enabling a new
“segmentation-free” approach to handwriting recognition.
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Figure 2.1: Document image and its semantic layers, consisting of handwriting (green),
machine print (red), stamp (magenta), dotted lines (blue), and solid lines (yellow), extracted
by a convolutional neural network.

2.1

Introduction

Page segmentation in document processing is the task of assigning a content category to
each region of a document image, typically consisting of background, text lines, comments,
decorations or graphics, and sometimes differentiating among fonts or writing styles.
A large percentage of historical document images, such as the Ohio death record shown
in Figs. 2.1 and 2.2, consist of a mix of machine print, lines, tables and fill-in-the-blanks for
handwriting. Other complex examples include church and census records, birth and marriage
records, wills and deeds, certificates and transactions. While these form documents vary
widely in content and layout, they share one thing in common: they consist of intermixed
machine print, handwriting and lines, often competing for the same pixel location with
numerous instances of overlapping content. These types of documents provide extremely
valuable genealogical and demographic information, but extraction of such information is
hampered by the complexity of layout and contents. This type of document complements
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(a) Death record image from Ohio, 1919.

(b) Semantically labeled image: handwriting
(green), machine print (red), stamp (magenta),
dotted lines (blue), solid lines (yellow). Black
pixels indicate background, or the absence of a
class of interest.

Figure 2.2: (a) An example form from the dataset and (b) its color-coded predicted pixel
labels.
the existing corpora of carefully and artistically prepared historical manuscripts, which are
also of great interest and have hitherto been the object of most attention in document page
segmentation competitions and publications. Nonetheless, it is clear that such documents
provide a simpler approach to document pixel labeling, as shown in Figure 2.3. Increasingly
challenging datasets have been introduced in recent years that push the boundaries on
document page segmentation, showing just how complex and detailed the task of layout
analysis can become.
In this paper, we investigate the use of a fully supervised Convolutional Neural
Network (CNN) to segment historical form documents into semantically different layers (see
Figs. 2.1, 2.2). Semantic segmentation is related to numerous problems in document image
processing, including rubber stamp removal, handwriting vs. machine print discrimination,
form line detection, and document binarization. Each of these tasks would be greatly aided
10

or even solved directly by a pixel-wise content classification. Semantic segmentation also
finds applications in document layout analysis and zoning, line segmentation, and character
segmentation.
Semantic segmentation in computer vision literature generally refers to the task of
labeling each pixel of an image with its corresponding class. As will be seen, this framework
provides a perfect analogue for the task of page segmentation in historical document image
processing. We show how neural network architectural advances in solving the semantic
segmentation task transfer directly to the page segmentation task at a high level of refinement,
and we show further connections with other subproblems in practical cases relating to a
real-world vital records dataset.
Our primary contribution is the application of a downsampling-upsampling convolutional neural network architecture coupled with an efficient training scheme that unifies
and simultaneously solves tasks of document binarization, machine print versus handwriting
discrimination, stamp detection, line detection, and region labeling all in a single end-to-end
trainable framework. We show that this network architecture can detect multiple classes
per pixel location, allowing for more complete reconstruction and recovery of the content
components than is possible using single-label-per-pixel assignment methods. We also present
a method for training a so-called ”segmentation-free” handwritten character recognizer using
the principles of semantic segmentation. For the majority of modern handwriting recognition
pipelines, it is still necessary to prepare the dataset by localizing and segmenting lines, words,
or possibly characters for best recognition results. We show that we can circumvent this
need entirely and produce local character transcriptions in an image without the need for
pre-localization of text, text lines, words, characters or other segmentation boundaries. We
show a proof-of-concept application of semantic segmentation for handwritten characters,
applying it to the well-known MNIST handwritten digits database [47].
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Figure 2.3: Sample from the Parzival dataset, showing the regions defining various content
classes. Owing to the polygonal boundaries, there is a nontrivial amount of class ambiguity,
especially at the boundaries of the shapes.
2.2

Related Work

The seminal work introducing fully convolutional neural networks for semantic image segmentation was performed by Long, et al. [48]. They use a downsampling convolutional
neural network to predict classes for individual pixels in an output image of the same spatial
dimensions as the original. This architecture was subsequently improved by Noh, et al. [57]
by expanding the number of features to accommodate image-wide pixel predictions in a single
feed-forward application of the network, deriving dense pixel predictions through the use of a
series of upsampling projection (so-called ”deconvolution”) layers. This network efficiently
reuses convolutional computations and shares them among adjacent pixels. Further work has
been performed to use conditional random fields (CRFs) [18] to enforce spatial coherence of
the pixel predictions and recurrent neural networks (RNNs) [82] to aggregate longer-range
image context.
The page segmentation problem, when pursued at the true pixel level, is related to
numerous other problems in document processing.
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CNNs have been used successfully for binarization (Pastor-Pellicer, et al. [58]), but
binarization assumes only two classes, whereas we generalize semantic segmentation to
multiple classes.
Bukhari, et al. [13] separate text from drawings and noise using shape features
from pre-extracted connected components, followed by a conditional random field (CRF)
application to ensure spatial coherence. Cohen, et al. [22] employ a similar framework, but
compute Stroke Width, connected component statistics, and Laplacian-of-Gaussian (LoG)
features to filter pre-binarized extracted regions into text, drawing, and noise classes.
Da Silva, et al. [23] perform machine printed vs. handwritten text classification
for automatically discovered bounding boxes using projection profiles, variance, and edge
features to classify the contents of each bounding box as either machine print or handwriting.
Their method assumes that the machine print and handwriting are separable via connected
component analysis.
Dey, et al. [25] use stroke width features and an iterative consensus-based criterion
to cluster and classify connected components into distinct classes. However, like other
unsupervised clustering methods, they require a priori knowledge of the number of classes in
the ground-truth annotated document.
Pinson and Barrett [59] use principal components analysis on pixel connected components to classify them as either machine print or handwriting. They detect undersegmented
examples, re-segment them using a min-cut algorithm, and reclassify for improved performance
and robustness in the presence of adjoining pixels.
Mehri, et. al. [53] perform multi-class pixel-level document semantic segmentation
using unsupervised clustering on hand-crafted texture-based features and demonstrate good
results on the DIGIDOC dataset and other historical books. Unsupervised methods have
the advantage of being able to detect separations between classes that have not previously
been seen. However, the use of unsupervised methods such as these for page-wise pixel
classification requires either (a) a priori knowledge of the number of classes on a given page,
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or (b) an automatic method for determining the number of classes per page. Additionally,
clusters computed from one page are not guaranteed to transfer to other page images, even
from the same book or dataset, and the clustering algorithm must be applied anew to each
page.
We found that a large number of prior works focus on document image binarization,
which is usually designed for a specific end purpose such as OCR or other text recognition,
but does not separate text into different classes nor distinguish among other relevant markings
on a document image. Hence, binarization techniques are usually limited to document images
that contain only a single content type.
Our method of using a convolutional neural network is most closely related to Kai
Chen’s convolutional autoencoders for page segmentation [15] and their subsequent work
introducing, for the first time, a fully supervised convolutional neural network for the
page segmentation task [14]. In the first paper, they train a three-layer unsupervised
convolutional autoencoder to learn features from small image crops of a document set, and
use these features as input to a support vector machine which examines pixel class labels
to perform supervised pixel classification using the CNN features. A four-way discrete
classification of pixels as background, text, or decoration is performed and evaluated on the
Washington [28], Parzival [28], and Saint Gall [27] Datasets. Their more recent paper uses
classifies precomputed superpixels. Importantly, they identify that (1) Deep or complex
networks are not crucial to obtaining good performance in document pixel labeling on
the datasets they evaluate. Good performance can be had with very shallow networks, even
with as little as one convolutional layer with only four feature maps. Their network has two
fully connected layers following the single convolutional layer. (2) Only a small number
of training images is needed to obtain near-maximal performance. Performance does not
improve much or at all by including additional training images beyond the first two.
We observe that the single-layer feature extractor CNN with an MLP classifier approach
they employ is computationally equivalent to a two-layer CNN with kernel sizes 3x3 and 26x26
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with a sub-pixel kernel center, respectively. We do not employ superpixels, but our method
allows the reuse of computation, similar in style to the deconvolutional upsampling network of
Noh et al. [57] Thus enabling increased versatility and trainability over a superpixel approach,
while maintaining computational efficiency.

2.3

Methods

In Section 2.3.1, we describe the semantic segmenting CNN. To develop our methods, we use
a dataset of Ohio death records from the early 1900s.

2.3.1

Neural Network for Semantic Segmentation

Architecture
To perform pixel-level semantic segmentation, we use a 4-layer downsampling convolutional
neural network followed by a 4-layer transpose convolutional upsampling neural network.
Starting with a training image size of 224x224 pixels, each convolutional layer consists of (1) a
3x3 convolution layer, (2) a leaky ReLU nonlinearity (α = 0.2), (3) a 2x2 strided max pooling
operation, and (4) a dropout operation (dropout rate = 0.05). Upsampling layers consist of
2x2 output-strided transpose convolutions, with 5x5 kernels and no output nonlinearity. The
number of upsampling layers equals the number of downsampling layers so that the output
size is equivalent to the input size.
The number of feature maps per layer begins at 8 and is doubled for each downsampling
convolutional layer, except for the last downsampling, when the number is quadrupled.
Starting from the middle layer, the number of feature maps per layer is halved for each
upsampling layer, except for the last upsampling layer, which outputs the same number of
feature maps as the number of classes to be predicted. Importantly, we use no softmax or
other exclusivity operation to collapse the logits; we simply regress each class prediction as
a separate scalar value per pixel in the range 0 to 1. This allows the network to predict
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multiple classes for the same pixel location, allowing for example handwriting strokes to
remain connected despite crossing over form lines and machine print and so on.
The architecture for the character semantic segmentation is identical to the above
network, except that it is truncated so that the last three upsampling layers are not included,
yielding a coarser and more efficient representation consisting of 8x8 pixel patches over the
input space, which is a realistic lower bound on the size of a recognizable character.
Training data for this task are generated in a very straightforward manner–individual
characters are injected into the training image at random locations. The ground truth image
is constructed with a peak value of 1.0 at the center and linearly tapering down to zero at the
periphery of the character. These values are regressed directly so as to accommodate possible
imprecisions and biases in locating the character’s center. Non-maximal suppression can be
applied to the predicted character heatmaps to extract the maximal character centroids.

Training Method
We train on randomly scaled and rotated crops of the training image. Contrast and brightness
adjustments of up to 70%, uniform random noise of up to 85% dominance and box blur of
kernel size 1-3 are added, each with probability 0.5. Rotations vary by a uniform random
distribution of up to ±15 deg. Root mean squared error is used as the loss function for the
class-wise pixel predictions, and the whole network is trained with backpropagation using the
Adam optimizer [42]. To compensate for class imbalance as in the case of stamps, we found
it very helpful to enforce that each ground truth class be represented in at least 5% of the
random crops.

2.4

Results

Single Exemplar Cross-Validation
To validate the generalization accuracy of the CNN, we perform a pairwise cross-validation.
Using two similar but distinct forms, we manually labeled the pixel-wise ground truths and
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(a) MP

(b) HW

Figure 2.4: Semantic channels (a) machine print and (b) handwriting used to mask out
content from original image.
trained the system on one image, testing its generalization accuracy on the other. This
type of ground-truthing is important since pixel-level labeled document images are a rarity
in the field and we are not aware of extant document datasets that allow for evaluation
of precise multi-class pixel predictions (although region-based classification tasks abound,
either by polygon or rectangular bounding regions, as in the datasets evaluated by [15] and
[53]). Therefore we attempt to validate the generality of our pixel labelings more precisely
using per-pixel precision and recall for tightly defined pixel regions as opposed to broadly
defined polygonal bounding regions. As can be seen in Table 2.1, performance is best on the
training sample form but there is a high degree of quantitative transfer of labelings from Form
A to Form B and vice-versa. We note that the validation recall for Form B segmentation
trained on Form A is generally somewhat higher than the precision, and vice-versa for Form
A segmentation trained on Form B. These indicate subjective biases in the labeling process,
as Form B’s labeling was generally sparser than Form A’s. For a discussion of the role of
subjectivity in the pixelwise ground truthing process, we refer the reader to the excellent
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Form Instance A validated against Form Instance B
Class
Training
Validation
Precision Recall Precision Recall
Machine Print
0.927
0.783
0.812
0.891
Handwriting
0.930
0.868
0.842
0.929
Solid Lines
0.815
0.912
0.574
0.996
Dotted Lines
0.857
0.923
0.735
0.927
Stamps
0.794
0.885
0.199
0.282
Trained on Form Instance B
Class
Training
Validation
Precision Recall Precision Recall
Machine Print
0.967
0.945
0.869
0.703
Handwriting
0.935
0.940
0.897
0.734
Solid Lines
0.906
0.916
0.743
0.530
Dotted Lines
0.930
0.920
0.885
0.777
Stamps
0.682
0.979
0.279
0.235
Table 2.1: Cross-validation results for two different form images of the same type.
analysis presented by EHB Smith and C. An [72]. As suggested by the validation performance
indicators, sparse classes such as stamps will benefit the most from extracting additional
samples, while the more abundant machine print, handwriting, and form lines generalize well
across images of a similar type, as illustrated in Figure 2.5.

2.4.1

Generalization to Other Form Types

To verify our claim that the CNN can generalize to unseen forms, we show network predictions
for images of 1800s U.S. Death Records, U.S. Census records, marriage records, and birth
records in Figure 2.5. Qualitatively, the results demonstrate dramatically that the network
has learned to differentiate machine print, handwriting, and both dotted and solid lines.
Figure 2.5d shows that more training data (possibly with multiple labels) would be needed
to do as well with stamps. Even when the document is skewed (Figure 2.5e) the network
generalizes well (Figure 2.5f).
White circles/arrows (Figure 2.5b) demonstrate correct labeling of handwriting, even
in the presence of competing machine printed text or lines. Yellow circles/arrows show
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examples where blue-green pixels share line and handwriting labels and could be dual labeled
using the 3D graph cut approach introduced by Davis et al. [24] Orange circles/arrows are
examples of mixed labelings that are false positives.
An obvious failure case is the stamp in the middle of the marriage certificate (Figure 2.5d). For the marriage certificate, the stamp was placed over both machine print and
handwriting, which did not occur in the one ground truth image used for training the network.

2.4.2

Semantic Segmentation for Handwritten Character Recognition

The semantic segmenter network is able to detect the precise locations of handwritten
characters in an image through a very simple mechanism. Scattered and even overlapped
digits as shown in Figure 2.6 are detected in the correct channels and at their original locations
by the network.
To validate the utility of the detected peaks, we perform a simple character recognition
test by placing a single MNIST digit at a random location inside of a 224x224 pixel input
image. We then perform a forward pass of the network, followed by a global maximum
pooling operation. We then inspect the predicted global digit and compare it to the ground
truth. The regressed digit from the test set achieves 95% accuracy when trained on noisy,
overlapping digits from the training set, and tested on a noiseless test digit. When the same
potentially extreme noise is applied to the test digit as was used in training, it achieves
88% recognition accuracy, showing that highly accurate recognition can be attained over
individual digits in free-form semantic segmentation character recognition mode.

2.5

Future Work

Semantic segmentation is a key piece in the automation of the historical form content
extraction system. Its results can be used to automatically make correspondences between
machine print and handwriting regions. Using zoning information seems promising, since
many zones contain only one handwriting field and one machine print region. In addition,
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(a) Birth record

(b) Predictions on birth record

(c) Marriage certificate

(d) Prediction on marriage certificate

(e) Census record

(f) Prediction on census
record

Figure 2.5: Results of semantic segmentation on various form images. On the left are the
original images; on the right are the semantic labelings obtained using only a single ground
truth image from the Ohio Death Records to train the network: red is machine print, green
is handwriting, purple is stamps, blue is dotted lines and yellow is solid lines.
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Figure 2.6: Input image, ground truth, and predictions for semantic segmentation of handwritten characters.
re-tuning the word bounding box algorithm may yield better machine print and handwriting
regions. Since the bounding boxes tell us the locations of the various regions in the image, we
can attempt to compute some distance between the boxes to associate machine print regions
with handwriting regions.
Additionally, we could improve the semantic segmentation by generating more training
data. Images of machine print can be easily generated by rendering text. Images of
handwriting can be generated using previously published handwriting data, such as DIVADid
[66], IAM Handwriting Database [49], and CVL-Database [43]. Handwriting and machine
print images could then be combined to create more training data.
We would like to carry further the work of segmentation-free handwriting recognition. We are encouraged by the simplicity of the proposed approach for segmentation-free
recognition, and the ease of obtaining infinite training data by character injection in random
configurations. All that is needed is a base dataset consisting of individually segmented and
ground truth labeled characters.
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A reading order can be inferred more intelligently after the fact of individual character
recognition, and lexica and other text postprocessing schemes could be brought to bear.
We believe this is a very promising approach for creating a self-contained and
segmentation-free character recognizer in 2D, or as a bootstrapping phase for difficult-to-train
segmentation-free attention models, as in [9].
These two methods could be combined, for example, to transcribe both handwriting
and machine printed texts simultaneously, and to handle them differently in the postprocessed
output owing to the different content type labels imputed by the semantic segmenter network,
facilitating efficient feed-forward processing of documents with mixed content types.

2.6

Conclusion

In this paper, we have applied a downsampling-upsampling neural network to a challenging
historic forms dataset. We have unified the tasks of page segmentation, image binarization,
noise removal, machine print vs. handwriting discrimination, and stamp detection and
removal in the common framework of semantic segmentation.
We have also presented a novel character recognition method that recognizes handwritten characters in a segmentation-free and accurate manner. We look forward to further work
enabling fully segmentation-free, end-to-end trainable and simple handwriting and document
content recognition.
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Chapter 3
Segmentation and Stitching Improves Handwriting Recognition on Datasets
with Few Samples

Seth Stewart, Lucas Pinto, and Bill Barrett
Abstract
Through the mid-nineties, handwriting recognition was performed with segmentation-based
approaches, which rely on hand-crafted and script-specific segmentation algorithms to isolate
characters for recognition. These systems have since been eclipsed by segmentation-free
systems that learn to segment implicitly and to recognize characters in a sequential signal
automatically. It may be easy therefore to consider character segmentation a solved problem.
However, we show that for small training datasets, there is potential to leverage either
manually or automatically provided segmentation information to guide the learning process
in segmentation-free systems, leading to significantly higher generalization accuracy using few
training exemplars. We show that providing just a small amount of segmentation information
by isolating and synthesizing new sequences from a handwriting sample allows very small
annotated datasets to achieve accuracy comparable to that of much larger annotated datasets
at only a fraction of the human effort. We provide validation for this technique on the
George Washington Papers word database, a similarly sized journal word corpus (the Smith
collection) and subsets of the well-known IAM handwriting database.

c 2018 IEEE. Reprinted, with permission, from [Seth Stewart and Bill Barrett, ”Segmentation and
stitching improves handwriting recognition on datasets with few samples”, 2018 16th International Conference
on Frontiers in Handwriting Recognition (ICFHR), August 2018.]
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3.1

Introduction

Rodrigues and Thomé [36] pose what they call the ”paradox question” of text recognition
systems: ”How to recognize without segmentation and, how to segment without recognition?”
Isolated character recognition accuracy jumps up towards its theoretical limits when perfect
character croppings (segmentations) are given [47], and character segmentation accuracy
would be greatly enhanced if a perfect recognizer were used to vet the segmentation hypotheses
produced by an algorithm [29]. Humans seem to be able to solve both problems simultaneously,
with high accuracy. Algorithms that can likewise transcribe text without prior segmentation
information to varying degrees are termed segmentation-free.
The increasingly popular recurrent neural network (RNN) models for handwriting
recognition have displaced many segmentation-based character recognition methods, owing to
their versatility and accuracy [68, 73, 78]. RNNs transcribe nearly arbitrary streams of pixel
data without prior segmentation information, thereby dodging the cursive ligature problem
that makes segmentation-based handwriting recognition methods difficult to generalize [12,
21, 35, 39]. This difficulty, has previously spurred emphasis in cursive text recognition at
the word level, since words are much easier to segment than individual characters [50, 60].
Word-level methods often use a lexicon to constrain recognition results [44]. While this can
work well for in-vocabulary words, out-of-vocabulary words, such as many proper nouns,
cannot be recognized using lexically constrained methods. Consequently, recurrent models
for general handwriting transcription have become increasingly popular, since these can
transcribe sequences of arbitrary length and do not even require prior word-level segmentation
data [73]. At the most general end of the spectrum, recent segmentation-free approaches
have been innovated which do not even require line-level segmentation information, which
has been a bottleneck of many automatic transcription efforts [10, 55].
All of the increasing generality of segmentation-free systems comes at a cost of
potentially increased computation and data requirements to discover the segmentation
information automatically from training samples. Furthermore, larger dataset sizes may be
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required to avoid overfitting the segmentation style to only a small number of document
configurations. In machine learning disciplines, it is commonly believed that copious amounts
of training data are necessary to solve most problems well, and so it is unsurprising that the
document recognition world has followed suit. An inexpensive method for increasing dataset
size is fully automatic training data augmentation. Best practices of augmentation in the
world of general image classification are well-known. However, domain-specific augmentation
techniques may be somewhat less obvious, especially when sequence-to-sequence tasks such
as unconstrained text recognition are considered.
Our primary contribution is the introduction of a simple technique for inexpensively
generating new training samples with label sequences that are not seen in the original training
data. Some additional annotation is required, however, we posit that such labeling can either
be human-provided or generated automatically from existing algorithms. We believe that when
considering sequence inputs to a learning model, a new dimension of data augmentation is
warranted. Several methods have been innovated to augment the graphical diversity of training
datasets while preserving the ground truth labels [69, 78]. This greatly aids in preventing
overfit on the part of the graphical feature-extracting network component, usually a CNN.
However, we feel that augmentation techniques for recurrent neural networks are generally
much less explored. It is the recurrent aspect of such models that allows segmentation-free
training and recognition. Therefore, we introduce an augmentation technique that directly
benefits the recurrent network layers, curbing lexical overfit to the training dataset. The
main idea is that we can generate arbitrary sequences with corresponding novel ground truths
by carving out individual characters from a training dataset using supplied segmentation
information, and recombining the individual glyphs and their corresponding ground truth
into new training instances.
We introduce two important measures of handwriting sample diversity: glyph diversity
and lexical diversity. Glyph diversity refers to the number of unique renderings of individual
character or symbol samples, while lexical diversity is defined as the number of distinct words
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or sequences in the training ground truth set. We highlight the that each type of variation,
glyph diversity and lexical diversity, is primarily targeted at reducing overfit in the graphical
and sequence-modeling layers of a machine learning model, respectively.
For recurrent models, sequence overfit is a real danger. If there is only one sample of
a given sequence, it is plausible that a network will learn only a certain peculiar, non-general
feature of that image and produce the entire (memorized) transcription on the sole basis
of this feature. This type of overfitting reduces the ability of the feature extracting CNN
kernels to generalize, which further hampers the generality of sequence-to-sequence training.
We resolve this overfit problem by allowing the generation of arbitrary sequence generation
using samples of existing sequences.
Unlike most image classification tasks, handwritten and printed texts have distinctive
potential for training data augmentation starting from small datasets: words are almost
universally composed of characters and graphemes which are at least partially recognizable in
isolation. Stitching these isolated symbols into sequences allows for nearly limitless creation
of visually plausible and semantically correct labeled training samples. We find that explicit
isolation and recombination of such symbols allows a machine learner to improve its accuracy
above and beyond that attainable by only increasing the dataset size through transcription
of additional real-world samples. The proposed method is considered as a cost-effective
alternative to laborious human transcription of additional training samples to achieve higher
accuracy, and is viable even when the training set is very small (fewer than 100 words).
While the matter of segmentation may be deemed irrelevant when considering
segmentation-free methods, it is nonetheless a factor that limits the accuracy and efficiency of segmentation-free solutions. Despite the flexibility of being able to operate in the
absence of prior segmentations, the difficulty of predicting implicit segmentations compounds
the difficulty of the overall problem. Importantly, we show significant failure modes for
RNN-based techniques, and propose a data preparation method that avoids these failure
modes by exploiting lexical diversity in particular.
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3.2
3.2.1

Methods
Convolutional Neural Network with Recurrent Layers

For our recognition experiments, we use the same recurrent neural network as was used in [78],
which was originally proposed in [68]. The network consists of seven convolutional layers with
downsampling, and the final feature map is treated as a sequence in the horizontal dimension
and fed into two layers of bidirectional LSTM. CTC loss [31] is used to train the network. In
some of our experiments, we also employ the mesh grid-based distortion introduced in [78],
which was designed to improve upon a previous form of elastic distortion 1227801 data
augmentation for sequential handwritten data.
3.2.2

Datasets

We use three datasets for our experiments, all in the English language, and coming from
different time periods.
1. The popular IAM handwriting database [49] contains over 115,000 handwritten words
from 657 different authors, collected circa 1998 as writers were instructed to transcribe
machine-printed prompts whose transcriptions were known. Lines, words, and other
granularities of information and statistics were subsequently extracted.
2. The Jane Smith diary is a collection of word images from a missionary journal from
1916-1917 [40]. The transcribed portion consists of over 3000 words, and has been
cropped into individual word images.
3. The George Washington Letters collection consists of over 3000 word images [40, 46],
spanning a range of dates circa 1775.
For all datasets, we use only word images, deskewed and normalized to 60 pixels height.
We also perform a synthetic sequence augmentation evaluation on the MNIST digits
dataset [47], to demonstrate the realities of lexicon overfitting and show, in a simulated
environment, the effects of increasing lexical and glyph diversity independently.
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3.2.3

Augmentation through Segmentation

Some texts are difficult to recognize because training data are either too sparse or too lexically
redundant to allow a network to learn to isolate and recognize the individual characters that
make up the text. Recognition of isolated characters would reduce to a relatively simple task
which is easily solved [47]. Therefore, we must tailor the training data to allow the network
maximum capacity for identifying characters in a variety of contexts, thereby avoiding overfit
to a memorized set of sequences.
For example, ‘qu’ is nearly the only bigram context one can find in the English language
containing the character ‘q’ and even a very large training set selected from linguistically
correct corpora will reflect this. The word ‘qi’ (alternate spelling of ‘chi’) might be difficult
to recognize since the visual features identifying the character ‘q’ will be conflated with those
of ‘u’ during training, and hence any recognizer thus trained is apt to treat ‘qu’ as an atomic
symbol, with unpredictable results over novel contexts. Owing to the long-tail distribution of
character contexts in natural language, this same effect is prevalent over linguistic datasets
of almost any size. We observed this phenomenon when training on some of our 3000-word
datasets, in which a given capitalized letter occurred in only one context in the training
set, with correspondingly poor performance on the same letter occurring in the validation
set. It is therefore desirable to create new instances that are lexically diverse and allow
discrimination of character-level features. In what follows, we detail our algorithm for new
training sample generation.

Sub-word Segmentation
We augment the training data for single authors by providing segmentations for a modest
subset of the training data using a segmentation tool as shown in Figure 3.1, where all
inter-character boundaries in the subset are identified (see also Fig. 3.2, representing isolated
n-grams q, ed; mach, t). We generate an additional exemplar for each possible character
n-gram (sub-word) derived from the segmentations. In the simplest case of segmentation28

Figure 3.1: Our naive character segmentation tool. N-grams are automatically generated for
training using these vertical character boundaries.

Figure 3.2: Segmented character n-grams are joined to form new training instances. Importantly, they need not form real words.

based augmentation, the network is trained directly on all segmented and generated n-grams,
including everything from the full original words down to the isolated characters.

Stitching
To provide additional context variation to avoid overfitting of the sequence model, sub-word
images are abutted in random pairs and their ground truth transcriptions are concatenated
to produce additional training data. In the case of ligatures (which occur on the boundaries
of characters from cursive scripts), we align the two image halves vertically by minimizing the
gradient of local profiles across the seam and applying a local shear transformation to connect
the ligatures across images, followed by a local Gaussian blur to minimize edge artifacts. This
approach is illustrated in Fig. 3.2, which shows two newly fabricated samples qed, macht).
We use a pixel width of 3 for the profile computation and the application of the local shear
transform.
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MNIST Sequences by Lexical Variability
Glyph Diversity
Lexical Diversity
1
10
100
1000 6000
10
100.0 100.0 100.0 100.0 100.0
50
41.54 7.98
1.95
2.40
5.01
100
61.32 6.53
2.24
0.77
0.82
1000
43.87 5.28
4.08
1.86
0.87
∞
55.50 5.78
1.85
1.02
0.99
Table 3.1: MNIST sequences comparisons. Each entry is the test set CER averaged over five
random trials. Owing to the small number of trials, there is high variance in the observations,
but general trends are still discernible.
This augmentation technique further reduces errors when combined with the segmentation method, since arbitrary new strings can be fabricated during training, using as little
training data as a single glyph representing each symbol in the dataset.

3.3

Results

Here we show the results of varying glyph diversity and lexical diversity independently on the
MNIST dataset, and side-by-side comparisons of validation set character error rate (CER)
on single-author datasets with and without segmentation and stitching over the training set.

3.3.1

Analysis of Lexical Diversity versus Glyph Diversity using MNIST Sequences

In this experiment, sequences of MNIST digits of length 1-10 are formed by randomly
sampling from a set of available glyphs, and concatenating the images without any alignment
or shear operation since there is no ligature. Ground truths are generated trivially using
string concatenation. The model is then tested by attempting transcription of all individual
characters from the MNIST database test set.
Sequences of MNIST digits are concatenated to produce synthetic word-like images
to simulate the effects of segmentation and stitching on a limited number of word-level
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images. For this experiment, we use Simard elastic distortion [69], which is tailored to
isolated character recognition tasks. To offset the effects of random vocabulary selection, we
run each experiment with 5 trials initialized to a different randomly generated vocabulary on
each trial.
In Table 3.1, we show that glyph diversity is not the only key to obtaining good
handwriting recognition results for sequential prediction tasks. Rather, lexical diversity and
glyph diversity work in tandem to enable low generalization error. In this table, infinite
lexical diversity is approximated by having every training sample generated on-the-fly from a
uniform random sampling of characters from the ground truth to generate each sequence.
The same procedure, applied statically before training to create the entire training set,
shows the limitations of training on a fixed vocabulary. For a lexical diversity of 10 static
words, no amount of glyph diversity is able to compensate. Meanwhile, progressive error
rates are obtainable using only a single sample of each character when lexical diversity is
sufficiently high. In practice, we have seen that this simulates even large datasets with small
vocabularies or with very skewed distributions in the vocabulary, showing that increasing the
raw number of training samples is insufficient to improve a transcription model’s accuracy.
Lexical diversity must also be considered.
Word entropy in the English language is much lower than in the uniform random
case demonstrated here, so one would expect that a larger vocabulary and many more word
samples would be required to obtain the same training benefit as 100 random strings.
In these experiments, we have shown that when we have precise segmentation information delineating characters sufficiently, we can do more with 10 characters having segmentation
information than we can with 10 words having arbitrarily high graphical diversity.

3.3.2

Effects of Segmentation and Stitching on Single-Author Datasets

We show our results on the well-known George Washington (GW) dataset [46] and the similar
Smith dataset [40]. To simulate a common scenario in which we want to recognize a particular
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Figure 3.3: N-gram segmentation helps greatly with small single-author datasets; recombining
exemplars through stitching yields further improvement.

author’s writing but have very few examples of it, we create subsets of the IAM dataset by
selecting all of the images written by certain authors (the author IDs 000, 007, 095, 231, 332,
344; selected for graphical diversity; see Figure 3.4). For authors with over 1000 words in
training, we augment by segmenting only the first 250 words of the dataset. Train and test
splits are formed from the available data, with 50/50 splits defined at the form level for all
authors with fewer than 1000 instances. For larger authors, we split at 75%.
Both Word-Warping using a mesh grid [78] and Segmentation with Stitching were
applied to single-author datasets. The effects of segmentation and stitching are detailed in
Figure 3.3 on a single author dataset from the IAM Database, where word warping is used in
all cases, and performance is shown in WER and CER both with and without segmentation
and stitching. In this figure, we also show the effects of applying lexicon correction to
constrain recognition results to words in the test vocabulary, which further reduces errors.
We found that it was essential to use the mesh-grid distortion technique in combination
with the segmentation and stitching augmentation methods, as doing otherwise leads to
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extreme overfitting and memorization of the graphical shape of the duplicated characters
and character n-grams.
The experiments on the George Washington (GW), Smith, and IAM author datasets
are summarized in Table 3.2. Authors are indicated by numeric ID following the dataset
identifier ”IAM”.
Dataset
GW
Smith
IAM 000
IAM 342
IAM 344
IAM 332
IAM 237
IAM 005
IAM 231

Train
size
3219
3200
3024
266
264
257
85
68
68

Normal
WER CER
9.69
2.83
26.86 10.12
33.81 12.2
40.23 16.80
57.61 42.38
54.96 41.62
80.77 73.08
77.64 73.70
57.97 46.14

Augmented
WER CER
7.74
1.92
10.76 3.58
25.26 7.20
18.33 8.97
27.14 13.04
21.11 10.73
47.44 14.10
62.35 32.34
18.84 11.66

Table 3.2: Segmentation and Stitching applied to single-author datasets, compared against
using only Elastic Distortions for training data augmentation.

In every case, CER steeply drops as additional training examples are added by
segmentation and stitching. Conspicuously, the error rates for authors 231, 332, and 344
drop by an order of magnitude. Most of this gain can be attributed to the segmentation and
inclusion of character n-grams, as seen in Figure 3.3. Author 095 is more difficult to recognize
even after augmentation; we attribute this to the connected stroke with variable inking, which
makes realism in stitched subwords more difficult due to variation in the ligatures, while
subword samples generated from Author 231 are almost trivially equivalent in quality to the
originals (see Figure 3.4).
We hypothesize that ligatures in cursive handwriting make generalized performance
gains more difficult to attain than in cleanly separable hand-printed characters. Even so,
augmentation through segmentation and stitching yields significant improvement across all
IAM authors we tested. We hypothesize that a more realistic method of glyph recombination
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Figure 3.4: Three sampled authors from the IAM dataset, featuring (a) ballpoint cursive
handwriting, (b) broad marker-like connected strokes, and (c) separable hand-printed characters.

might further reduce errors for cursive scripts; we leave this as an area of future work. We
note that the application of a lexicon or language model for correction of the results will in
most cases yield disproportionately high improvements in both CER and WER the closer
the initial CER is to zero, the remaining error being able to be compensated for entirely by
context.

3.4

Conclusion

The segmenting and stitching method provides the greatest improvement for authors with
very few handwriting samples, but we note that the Smith and Washington datasets and
IAM author 000, which have over 3000 training examples each, also benefit substantially.
We find that in the limit as the dataset size grows, there is diminishing impact of
segmentation, however, segmentation provides a significant boost to the generalization ability
of a network trained on a sparse dataset. In the case of a smaller dataset, one’s time is often
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better spent labeling and segmenting a few samples as opposed to manually ground-truthing
many samples for better performance. We consider extending this method to multi-author
scenarios as a subject of future work. We also consider the application of existing segmentation
tools to create ground truth segmentations to facilitate segmentation-free learning a valuable
area to investigate.
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Chapter 4
Additional Methods

This chapter gives implementation details for analyses that go beyond those in
the papers included in this thesis. In Section 4.1, we describe the datasets created for
our evaluations. In Section 4.2, we give the methods used for ground-truth generation.
In Section 4.3, we describe a quantitative measure of subjectivity in ground-truth, and
suggest a way of using this information to evaluate machine prediction performance more
robustly. Section 4.4 describes the standard neural network architecture used in most of
our experiments, and three others we evaluate. In Section 4.5, we describe the training,
indexing, and preprocessing techniques used to generate and dynamically augment training
data. Finally, we give a masking algorithm to isolate content types from original images using
predicted layers in Section 4.6. Section 4.4 describes the standard neural network architecture
used in most of our experiments, and three others we evaluate. In Section 4.5, we describe
the training, indexing, and preprocessing techniques used to generate and augment training
data dynamically. Finally, we give a simple document masking algorithm to isolate content
types from original images using predicted layers in Section 4.6.

4.1

Datasets

The datasets used in our experiments are described in detail below. Ground-truth for each of
these datasets is generated as will be described in Section 4.2.
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4.1.1

Ohio Death Records Dataset

In order to assess the transferability of a model trained on one or more records of a particular
type and layout to other record instances of the same or similar layout, we created a dataset
consisting of three Ohio death records from the early 1900s, shown in Fig. 4.1. The images
were obtained from the FamilySearch

1

public archive of records and each is nearly 2300 ×

2300 pixels. Three different annotators were all asked to provide precise pixel labels for five
different classes, namely {Handwriting, Machine-Printed Text, Dotted Lines, Solid Lines,
and Stamps}. Having three annotators enables us to compare three independent estimates of
the ground-truth for the same image.

(a) Form A

(b) Form B

(c) Form C

Figure 4.1: Three similar form images used in machine-vs.-human evaluations. Forms B and
C have identical layout, while A is similar in content but is a slightly different revision.

4.1.2

Diverse U.S. Genealogical Records Dataset

In order to assess the transferability of a model trained on one record type to record types
having completely different layouts but somewhat similar low-level content, we created a second
dataset of three genealogical records, each a distinct type (also provided by FamilySearch),
ground-truthed by a single author. The same five content types are used as above, although
not all images contain all content types (one contains no dotted lines and two contain no
1

https://www.familysearch.org.Allrecordsanddatausedwithpermission.
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stamps). These additional records are shown in Figure 4.2. They consist of a birth record
at 1443 × 1272 pixels, a marriage record at 1740 × 1377 pixels, and an information-dense
census record at 6274 × 4775 pixels.

4.2

Ground-Truth Preparation

To create “ground-truth”, human annotators are given a form image and are asked to use
an image editing program of their choice to paint pixels as “off” (black) or “on” (white)
in layers corresponding to each channel. Ground-truth is saved in binarized PNG format,
with one PNG file for each class present in an image. Annotators are instructed to label
pixels consistently and to assign all pertinent labels to areas that contain overlapping content.
Annotators reported ground-truth preparation times of 3-6 hours per image in the Ohio
Death Records dataset.

4.3

Measures of Ambiguity, Subjectivity, and Machine Prediction Error

Ambiguity, subjectivity, and machine prediction error are all inevitable, and so we assign a
concrete, quantitative meaning to each of these, defined below.
Ambiguity is the degree to which ideal classifiers might differ in their predictions on
a given dataset. This implies that there is no definitive ground-truth for certain instances
in a dataset. If we can quantify ambiguity, we can get a sense for how difficult a dataset
is to classify, and consequently, we can begin to estimate the expected performance of an
ideal classifier. Lacking any proven ideal classifiers, however, we cannot compute ambiguity
directly, so we use measurable subjectivity as a proxy.
Subjectivity or bias can be defined as the degree to which trusted annotators differ
in their estimations of the ground-truth. Notice here that we relax the criterion of an ideal
classifier given in the ambiguity definition, and explicitly allow human error and variations
in human or algorithmic judgment. Of course we do not wish to include all possible estimators,
only trusted ones, toward a subjective but hopefully good criterion for trust. Taking humans
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.2: Diverse U.S. genealogical records: (a,b) a birth certificate and ground-truth; (c,d)
marriage certificate and GT; (e,f) census record and GT.
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to be the best available estimators of ground-truth, we can now quantify the degree to which
subjectivity or bias affects one’s interpretation of ground-truth. We define subjectivity as the
average mutual error rate between trusted annotators:
|T |

|T |

XX
1
err(ti , tj ),
subjectivity =
(|T |2 − |T |) i=0 j=0

i 6= j

(4.1)

for some error metric function err (for example, mean squared error or one minus the Fmeasure) on different trusted predictions ti , tj ∈ T , where T is the set of all trusted predictions
over a set of samples. Since every ground-truth is compared to every other ground-truth, we
normalize by the number of such comparisons to obtain an average mutual error rate. The
maximum expected performance of a predictor is then the consensus of trusted annotators:

consensus = 1 − subjectivity

(4.2)

This is the point at which a classifier under test becomes indistinguishable from an ideal one,
according to subjectivity quantified by comparing predictions of differently biased experts. As
an example, suppose we have ground-truth estimates t1 , t2 , and t3 , all of the same image but
by different annotators. We compute the subjectivity by computing and averaging the pairwise
error metrics. Let us say that err(t1 , t2 ) = 0.1, err(t1 , t3 ) = 0.05, and err(t2 , t3 ) = 0.15.
Then the subjectivity is simply equal to the average of these three mutual error rates,
subjectivity =

0.1+0.05+0.15
3

= 0.1 (Equation 4.1). Then consensus = 1.0 − subjectivity = 0.9

(Equation 4.2), or in other words, the three annotators are in 90% agreement, with 10%
disagreement or “subjectivity”, indicating that as much as 10% of pixel classifications for
this task are likely ambiguous. Subjectivity can be estimated using as few as two differently
biased annotations, and we use three for stability, although more samples will give a more
representative estimate.
Machine prediction error, since we believe it is not necessarily measured against
unambiguous ground-truth, should be estimated relative to the consensus of trusted ground40

truth estimators. An absolute measure of error against a single “ground-truth” with an
unknown amount of ambiguity or subjectivity is not meaningful. Depending on the degree of
ambiguity or inherent difficulty in a dataset, “90% accuracy” could be exceptional, terrible,
or tolerable. Therefore, we normalize the absolute performance of a machine’s predictions
relative to the consensus of a pool of experts, by hypothesizing that the predictor is another
expert, and computing the ratio of consensus with and without the new predictor:

PREL (p, X) = consensus(X ∪ p)/consensus(X)

(4.3)

where X is the collection of trusted experts and p is the predictor under test. This ratio will
be ≥ 1 in the limit that p agrees with the expert consensus, and it will be < 1 if there is
a discernible difference in error. Consider the previous example where the consensus was
equal to 0.9. Then a classifier that obtains an average performance of 0.9 relative to all
ground-truths is indistinguishable from an ideal classifier, since its relative performance is
equal to

0.9
0.9

= 1 (Eq. 4.3). Meanwhile, a classifier that produces predictions that have 80%

consensus (Eq. 4.2), or equivalently, 20% mutual error with the ground-truth set has a relative
performance of

0.8
0.9

= 0.889 (Eq. 4.3), indicating there is room for improvement relative to

the expert estimates. Where the experts are all humans, this becomes a sort of Turing
test. Rather than comparing absolute machine prediction errors against a “ground-truth” of
unknown difficulty or subjectivity, the concrete subjectivity measure enables comparison to
an expected level of human performance.
It is still helpful for clarity and consistency with past evaluations to convey absolute
performance measures, and we include these in all of our experiments. We perform an
analysis of machine performance relative to the average human consensus in Section 5.1.
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4.3.1

Evaluation Metrics

In all of our experiments, we use per-class F-Measure or average F-Measure, which is just the
sum of per-class F-Measures divided by the number of classes. In a few of our evaluations,
we also use Intersection over Union (IoU).

4.4

Fully-Convolutional Neural Network Architectures

The standard neural network architecture used in the US vital records experiments is described
in Section 3.1 of the paper “Document Image Page Segmentation and Character Recognition
as Semantic Segmentation” [74], included in this thesis as Chapter 2. It consists of an
eight-layer fully-convolutional network with four downsampling convolutional layers and four
upsampling transpose convolutional or “deconvolutional” layers, with no softmax layer so
that multiple classes per pixel can be predicted. Other architectures will be detailed as
necessary in Section 5.3. All predictions are real-valued in the range [0,1], and thresholded
with an arbitrarily chosen value of 0.5 to obtain discrete (on/off) predictions.

4.4.1

Training Objective (Loss) Functions

Mean Squared Error loss (MSE) is applied to the form images datasets since the network
performs per-class regression at each pixel, while categorical cross-entropy is used for the
HBA competition dataset since only one class label per pixel is allowed, and the network for
HBA results still uses a softmax layer.

4.5

Training Sampler Algorithm

In order to alleviate the difficulty of training against a dataset where instances of certain
classes are relatively sparse (some rare labels such as stamps or decorations can be more
than 100 times less common than the most abundant foreground label), training exemplars
are generated in a class-balanced manner. This is done simply by ensuring that each batch
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element numbered i contains at least one pixel of its assigned class c, where c = i mod n, n
being the number of classes. The batch size is then chosen to be a multiple of n. We use a
batch size of 5 in our historical forms experiments. Sampling instances by class improved
convergence and generalization performance, particularly for the less abundant classes.

4.5.1

Dynamic Rebalancing Based on Validation Performance Metrics

As training progresses, we can optionally tune the balance of classes represented in training
batches based on a validation metric. To do this, we keep track of a per-class performance
metric on a validation dataset, which is occasionally updated (we used per-class F-measure
and re-evaluated it every 50,000 training instances). This allows us to monitor how well the
model is performing on each class. We compute a sampling probability for each class c as
1 − Fc
pc = P
i 1 − Fi

(4.4)

for a given per-class performance measure F . Classes are subsequently sampled for each new
batch element according to these probabilities. The effect of Equation 4.4 is that classes
that perform poorly in the validation set according to some criterion can be given higher
priority in training, allowing the trainer to optimize for that criterion by rebalancing its
class sampling strategy to focus on poorly performing examples, even when the performance
criterion used is non-differentiable. We employed this re-balancing technique only for the
HBA dataset, which was evaluated principally by the weighted F-measure. Since this metric
performs highest when all classes have a high F-measure, we strive deliberately to improve
the representation of all classes on the basis of individual class F-measure. We found that
this led to a higher weighted F-measure in generalization than uniform class sampling.
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4.5.2

Building the Dataset Index

In order to generate training exemplars efficiently using our class-balanced or dynamic
re-balancing approach, the dataset must be indexed according to which instances contain
samples of each class. In order to ensure that a generated crop from an image contains the
class of interest, each image also has its pixel coordinates indexed into a list of “on” pixels for
each class. We found that this approach gave a considerable speedup to training as opposed
to exhaustively searching for images containing instances of a given class.

4.5.3

Preprocessing

For the forms datasets, random crops of size 224x224 are selected at scales 0.25-4.0 from
the original. We found that using a large range of scales helped generalization performance
since handwriting, lines, and machine-printed text can each occur at many different pixel
scales. For all other datasets, only the original scale is used. For the forms datasets, colored
Gaussian noise, contrast variation, and random rotation of up to ±20◦ are added. Since
the other datasets come from printed books or manuscripts, each with potentially great
regularity in color space, scale, and orientation information, we reasoned that it might be
detrimental to apply these transformations, whereas the forms datasets naturally exhibit
significant variation in image coloration, rotation, and scale.

4.6

Content Masking

Consider Figure 4.3, where 4.3b is the predicted handwriting channel for 4.3a. In order to
mask content so as to produce an image containing just a white page with marks overlaid
(Fig. 4.3c) pertaining only to a particular class (handwriting in this example), we perform
alpha blending of the predicted class channel between a white image and the original, with
the class prediction as the alpha channel:

m = (Pi

A + (1 − Pi ))
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(4.5)

Figure 4.3: Masking an image using Eq 4.5. Only the desired content is preserved on an
otherwise blank page.
where Pi denotes the pixel prediction layer for class i, A is the original image, and 1 is an
all-white image. In the blended or “masked” image m, pixels not predicted as belonging
to the class of interest have been set to a white background, and all of the color values of
the “on” pixels for the class of interest have been preserved (Fig. 4.3c). In Figure 4.3 and
Equation 4.5,

is the Hadamard or point-wise multiplication operator, which performs alpha

blending between the image and a white background using the layer mask for class i at each
pixel location.
As can be seen in Figure 4.3, masking effectively cleans distracting content away so
that a given channel can be processed as though it were the only type of content on a page.
This is different from using only the channel prediction as input to a subsequent processing
algorithm: Important details such as stroke intensity and color are not guaranteed to be
preserved by either a binary or a greyscale channel prediction, although these may still
be helpful in recognition. Existing line and word segmentation algorithms for handwriting
recognition are particularly amenable to this masked input format, as they anticipate minimal
distracting content, and we therefore consider it an important intermediate representation
for text recognition.
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Chapter 5
Results and Discussion

5.1

Similar Forms Evaluation: Machine Accuracy vs. Human Consistency

In this section, we evaluate the performance of a machine trained on pixel-annotated images
and validated against similar images (Fig. 4.1) in comparison to an estimated human level
of generalization performance on these same images, computed by Equation 4.3. As shown
in Figure 5.1, human annotators disagree as to the labels that some pixels should receive.
This reflects that there is some amount of ambiguity inherent in the task with corresponding

(a) A region extracted from a form image.

(b) Additive RGB representation of three annotators’ ground-truths of the handwriting channel.

Figure 5.1: Human subjectivity in pixel-level ground-truthing. The RGB image on the right
shows the pixel labels supplied by three annotators for the handwriting channel in additive
fashion, where each of the Red, Green, and Blue colors represent one of the annotators.
White regions indicate total annotator consensus that the pixel should be “on” for the given
class, while black regions indicate that all annotators agree the pixel should be “off”. Red,
Green, and Blue indicate that one annotator thinks the pixel should be “on”, while Cyan,
Magenta, and Yellow indicate an agreement by two annotators.
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subjectiveness of choice exercised by individual human annotators. In the evaluations that
follow, we strive to quantify the level of ambiguity inherent in the dataset and analyze
machine performance relative to human performance.
Average F-Measures of Machine Performance vs. Human Consistency
Class
Machine Human Machine-to-Human Relative Performance
Handwriting
0.838
0.893
93.8%
Machine Print
0.808
0.897
90.1%
Solid Lines
0.767
0.868
88.4%
Dotted Lines
0.657
0.759
86.5%
Stamps
0.715
0.933
76.7%
Average
0.757
0.870
87.1%
Table 5.1: Machine-to-Human relative performance as computed from averaged absolute
F-measures. Consistency among human annotators is compared to machine generalization
accuracy, giving a relative performance measure. Averaged across all annotators, images, and
classes for training and testing, the default model (Hourglass A, described in Section 5.3)
achieves about 87% of human performance.
As shown in Table 5.1, the machine-to-human relative performance for each class
ranges from the mid-70s to the low 90s. The machine does surprisingly well on handwriting,
which despite its irregularity outperforms machine-printed text. The solid and dotted lines
can be somewhat narrow, and so it is to be expected that slight variations in the truthing
bias can lead to significant performance degradation from both training and testing. Finally,
stamps have the poorest generalization performance, which is unsurprising considering that
in each of the three documents, only two small stamps are used for training. Indeed, we see
in Figure 5.2 that the number of training pixels per class is positively correlated with the
generalization accuracy across all classes. For classes with a higher perimeter-to-area ratio,
such as solid and dotted lines, it is likely that a higher proportion borderline pixels will be
missed. We can see that this supposition is supported by the per-class human-to-human
consensus in Table 5.1, which shows higher degrees of subjectivity on these classes, indicating
that we should not expect a model to obtain as high absolute performance measures on more
subjective tasks. Even relative performance suffers, perhaps in part due to these classes
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having fewer training data. The lower relative performance of such classes is also likely
explained in part by the observation that a lower degree of internal consistency in a training
image means that the trained model will generalize more poorly compared to a model trained
on a more consistent ground-truth, since the trained model is getting mixed messages about
the appropriate label to predict, and this will undoubtedly hinder the confidence and quality
of its predictions. Perhaps this may also help to explain the slightly poorer performance
of the machine-printed text relative to handwriting, even though it has more pixels in the
ground-truth.

Figure 5.2: Generalization F1-score per-class plotted against number of training pixels.

5.1.1

Visual Results

Visual predictions from the model trained on Annotator 1, Image A, are evaluated on the
other two images, and shown in Figure 5.3. We note that the handwriting style and authorship
differs across these images, and yet handwriting strokes are extracted robustly. For larger
images, see Appendix A.
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(a) Ground-Truth for A, according to Annotator 1.

(b) Predictions on B.

(c) Predictions on C.

Figure 5.3: Ground-Truth and Predictions on the three similar form images from Figure 4.1.
5.1.2

Does Consensus among Annotators Improve Results?

In an attempt to see whether the consensus or fusion of annotations from multiple annotators
could improve our trained models, we formed two additional segmentation annotations for
each image, consisting of the Intersection (I) and Union (U) of all annotated labels
per class across all annotators. We then trained a model on each of these segmentations,
and evaluated it against other images annotated using the same policy (models trained on
unions of annotations are also evaluated against unions of annotations, and so on). The
generalization performance of these newly trained models is summarized in Table 5.2.
Average F-Measures on Intersection and Union of Ground-Truths
Class
Single Annotators, Averaged Intersection Union
Handwriting
0.838
0.844
0.851
Machine Print
0.808
0.801
0.833
Solid Lines
0.767
0.773
0.792
Dotted Lines
0.657
0.703
0.738
Stamps
0.715
0.645
0.671
Average
0.757
0.753
0.777
Table 5.2: The average performance of all single-annotator models is compared to that of
models trained and evaluated on a union or intersection of all annotators’ segmentations for
a given image.

49

Unfortunately, we can no longer compare the performance based on a union of
annotations to the consensus among annotators, since information from all annotators is
included and collapsed to create the combined training datasets, so we cannot measure
the inter-annotator disagreement of the Union or of the Intersection itself. Therefore, the
results presented here are all absolute, not relative to human performance, and are therefore
susceptible to a gaming phenomenon which we will shortly describe in Section 5.1.3. We do
note that the best average performance in this case is attained by the Union model, likely
because it represents a more generous annotation policy that is less prone to pixel assignment
instability or inconsistency, especially around border pixels (see Figure 5.4). However, this
evidence is inconclusive of any absolute benefit to combining annotations across multiple
annotators, since we found a single annotator (Annotator 1) that has an average generalization
performance that exceeds that of the Union model, even when evaluated against annotations
produced by other annotators. This is summarized in Table 5.3, which shows the average
performance of each annotator’s trained models when evaluated on other images annotated by
each annotator. We believe this suggests that the internal consistency of a given annotator’s
segmentations may be more indicative of model performance than consensus among multiple
annotators.
Generalization from Training to Testing Across Annotators
Annotator
(Test) Annotator 1 (Test) Annotator 2
(Train) Annotator 1
0.795
0.772
(Train) Annotator 2
0.781
0.770
(Train) Annotator 3
0.731
0.713

(Test) Annotator 3
0.778
0.757
0.717

Table 5.3: The average performance of annotators is compared when training and testing
on annotations by a given annotator. Rather than showing per-class performance, overall
performance is summarized by averaging these into an overall F-measure.

This experiment suggests that even combining annotations from multiple annotators
does not necessarily give a superior result to picking the best model trained from a single
annotator’s segmentations, even when considering absolute performance, which is biased
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towards certain kinds of annotations, as will be explained in Section 5.1.3, below. Therefore,
we recommend training models only on data produced by the best annotator, as judged
by a self-consistency criterion. We use the performance of trained models on other images
annotated by the same and by different annotators as our proxy metric for the training set
annotator’s self-consistency.

5.1.3

Pixel Gaming: Effect of Dilated Ground-Truthing Policy

(a) Image region for demonstrating effects of ground-truthing policy.

(b) Generous GT.

(c) Conservative GT.

(d) Difference of (b) and (c).

(e) Dilation=5.

(f) Dilation=4.

(g) Difference of (e) and (f).

Figure 5.4: An illustration showing how one can “game” some important performance
measures simply by altering the annotation policy for training and testing images. The exact
same number of pixels is added or removed across either pair of images (b),(c) or (e),(f), but
the resulting F1-Scores and IoUs differ drastically.
In this section, we identify a pitfall that impedes comparing some absolute performance
measures from one document image collection or annotation policy to another. In essence,
the pitfall is that depending on how broad the ink strokes or content regions in an image are,
or how generous or conservative the pixel annotation style is chosen to be, several absolute
measures of performance can be driven almost arbitrarily high or low.
In Figure 5.4, we illustrate that the application of a more- or less-generous annotation
policy can change key performance indicators disproportionately compared to the absolute
number of pixels in error. Here by “generous” we refer to the degree to which the annotator
errs on the side of including more pixels in the annotation for a given page object (akin to
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dilating the annotations), while conversely, a conservative policy errs on the side of including
fewer pixels (akin to eroding the annotations). These decisions correspond directly to biases
in favor of recall and precision, respectively. Figures 5.4b and 5.4c contrast different choices
of stroke thickness, analogous to choosing a different binarization threshold or dilation rate.
Figure 5.4e and 5.4f show a similar contrast, but with several levels of dilation added to
the annotation to demonstrate the effects of an over-broad truthing policy, as well as to
simulate the effects of broader ink strokes or increased image scale. The difference in number
of pixels between each pair of annotations is the same. However, for Figure 5.4b and 5.4c,
the F1-Score and Intersection over Union are 0.71 and 0.56, while for Figure 5.4e and 5.4f
they are 0.94 and 0.89, respectively. Precision and recall will be affected similarly as the
F1-score, depending on whether the errors are constituted as false positives (FP) or false
negatives (FN), respectively. This illustrates that the same degree of subjectivity or error
with respect to the classification of the border pixels is vastly more detrimental to these
performance metrics when the annotation policy is thin. It is also possible to attain almost
arbitrarily high Intersection over Union and F1-scores simply by dilating the annotation
to an extreme degree prior to training and evaluation, or biasing the original annotations
to be broad. The only type of performance metric that is immune to this type of gaming
is one that does not normalize by the number of true positive (TP) instances, or one that
includes true negatives (TN) in the denominator. Absolute pixel classification accuracy
(T P + T N )/(T P + T N + F P + F N ) meets this criterion, but it suffers from a problem in
that a certain degree of accuracy is not meaningful in terms of discriminative ability when
the quantity of true positives is not known. Since accuracy includes true negatives, which are
often abundant in pixel labeling tasks, we do not recommend using classification accuracy as
a relative performance measure.
We have shown that important absolute pixel-labeling performance measures are
dependent on factors such as image scale, ink stroke width, boldness, darkness, or faintness of
markings, and so on that can vary from one image collection or annotator to the next. These
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can all affect the degree of broadness or thinness of the resulting ground-truth annotations.
Furthermore, an annotator’s arbitrary bias for broadness or narrowness of pixel labels greatly
affects the perceived performance of a trained model. Therefore, absolute performance
measures are far from indicative of the actual degree of usefulness of the machine predictions.
We believe that the best measure of machine performance for pixel-labeling tasks
will be one that is adjusted to compensate for the inherent ambiguity or human error rates
associated with the task, and will be consistent with the spirit of our proposed relative
performance measure (Equation 4.3). In summary, absolute performance changes relative to
the annotation bias, and human-relative performance is the best absolute metric we have
found.

5.1.4

Machine-to-Human Relative Performance under varying levels of Dilation

We now examine the effect of varying the degree of dilation of the annotations, on both the
absolute and on relative performance measures on our dataset introduced in Figure 4.1. In
order to mitigate the effects of inconsistent labeling and to get an upper bound on machineto-human relative performance, only the best annotator and training image are used (Image
B, Annotator 1’s labels, determined by best validation F1-score to all other images and
annotations annotations). A range of dilation rates going from D=0 (original annotation) to
D=5 is applied to both the training and test images to model the spectrum from reasonable
to extreme annotation policies. Table 5.4 summarizes the results.
While the absolute F1-scores for human consistency and machine generalization both
rise under increasing dilation rates, the relative performance between the two stays nearly
constant. This suggests that the difficulty of a given task is likely more a function of the
input images rather than a function of the annotation policy, provided that the policy is
internally consistent. This makes good sense: we do not expect a task to be made more or
less difficult by a reasonable and consistent annotator; we expect the difficulty of the task
to be inherent to the input data and type of task. In summary, we have shown that we are
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Effects of Varying Rates of Dilation on Training and Testing Data
Dilation Rate Human Consistency Machine (same author) Relative Performance
0
0.870
0.818
0.940
1
0.910
0.846
0.930
2
0.937
0.883
0.942
3
0.953
0.888
0.932
4
0.961
0.896
0.932
5
0.966
0.874
0.905
Table 5.4: The inter-human consistency is compared to the F1-score of machine predictions,
where both training and testing images are by the same author, under varying dilation rates.
At a dilation rate of 5, we see an increase of error; we conjecture that this is due to the finite
receptive field of the network and the difficulty of predicting classes for pixels that are very
distant from their basis in the input.
able to compensate for variable dilation within reasonable bounds simply by comparing the
machine generalization performance to the estimated level of average human performance
at the same level of dilation, and that this relative performance figure is robust to some
significant and distinctive biases in the annotation policy.

5.2

The Effects of Using Different Amounts of Training Data

In this section, we examine the effect that using different amounts of training data has on
generalization performance. The Hourglass A model (described in Section 5.3) is trained for
20 epochs at 1000 iterations per epoch with a batch size of 5. To generate images for training
and testing, the training image is cropped into subregions of equal area. We try to maintain
an ample number of pixels of each class in each crop, except for stamps and dotted lines,
since each of these become impossibly rare at smaller crop sizes. Training is performed using
only this single region crop, and validation is performed against the two held-out images, or
the one held-out image in the case that two images are used for training. Image crop sizes
are 1/2, 1/3, 1/4, 1/5, 1/8, and 1/16th of the original image dimensions, corresponding to
area proportions 1/4, 1/9, 1/16, 1/25, 1/64, and 1/256, respectively. The training crops used
are shown in Figure 5.5. For only the 1/256 size experiment, the training crop was reduced
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from 224x224 to 128x128, and the minimum and maximum resampling scales were adjusted
to 0.5 and 2.0, respectively, as otherwise the model did not converge.

(a) 1/4

(b) 1/9

(c) 1/16

(d) 1/25

(e) 1/64

(f) 1/256

Figure 5.5: Training images used for experiment varying the training set size.
Effects of Varying Amount of Training Data
Train Size HW
MP
SL
DL
ST
2
0.808 0.828 0.797 0.723 0.811
1
0.836 0.852 0.743 0.684 0.618
01/04
0.828 0.837 0.723 0.702
0
01/09
0.836 0.823 0.765
0
0
01/16
0.763 0.846 0.628
0
0
01/25
0.782 0.792
0.63
0
0
1/64
0.713 0.733 0.521 0.666
0
1/256
0.629 0.689
0
0
0
Table 5.5: Average validation F1-score for different amounts of training data, for a single
author. Train Size refers to the number of images or fraction of a single image that is used
for training. The other columns are the F-Measure for each content class.
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(a) 1/4

(b) 1/9

(c) 1/16

(d) 1/25

(e) 1/64

(f) 1/256

Figure 5.6: Validation results for training set size variation experiment.
The results are shown numerically in Table 5.5, and visually in Figure 5.6. As can
be seen, the generalization performance levels off for the more prevalent classes as soon as
one entire image is included in the training set, showing little to no further improvement for
these classes as an additional whole training image is used. Performance for all sufficiently
represented classes also drops slowly as the amount of training data is relaxed. Given this
observation, we recommend that rather than having humans laboriously annotate large
numbers of images at the pixel level, a single sufficiently representative image may be used to
generate training data for textural/graphical page segmentation tasks. This is trivially true,
since such a training image could be constructed simply by borrowing patches of interest
from other images from a larger dataset, and that the dimensions of said training image can
be arbitrarily large. Of further note is that performance for well-represented classes fails to
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increase above one image, while it continues to increase for sparse classes such as dotted and
solid lines and stamps when an additional training image is used. This shows that most of
the training data beyond a relatively small sample for each class (plausibly, a 500x500 image
patch containing a densely packed variety of distinctive samples) does not help performance
significantly. This result also corroborates the view that graphical pixel-labeling for document
images can be performed accurately using simple texture-based features with small context
rather than more complex, high-level features [52]. This shows the pragmatic distinction
between logical and graphical/textural page segmentation tasks as defined in Section 1.1,
which is that logical page segmentation requires broad context, while graphical/textural page
segmentation requires less context. We conclude that the distinction between logical and
textural page segmentation is not absolute; rather, it indicates there is a continuum between
textural (local, small context) and logical (global or broad context) tasks. For instance, a
dotted line can be detected using a very small amount of context, but adjacent dots to the
left or right are necessary to distinguish a dot on an “i” or a period from a dot that is part of
a dotted line. Nearly every classification requires some amount of spatial context, although
some require features having a much wider receptive field than others. Our results also suggest
that as few as 20,000 pixels can convey 75-80% as much information as 5 million naturally
sampled pixels for discriminating two classes in a textural page segmentation task (these
are the handwriting and machine print F-measure performance ratios and approximate sizes
compared between the 1/256th of an image and the whole image). It is surprising that the
architecture shows relatively few signs of overfitting to even very small samples, although it
has learned a strong prior for horizontal handwriting strokes overlapping machine-printed text
in the case of the smallest training sample, which displays just such an anomaly prominently
(See Figure 5.6f).
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5.3

Architecture Selection Results

In this evaluation, we train four different types of models on the annotation provided by Annotator 1 for Image A. Model types are chosen from popular architectures for semantic segmentation, including U-Nets [64], DenseNets [37], “Hourglass”-style downsampling-upsampling
networks [57], and vanilla convolutional neural networks without explicit downsampling,
inspired by [14]. This choice of architectures enables us to quantify the performance of
deep, multi-scale architectures with large numbers of parameters (U-Nets) comparatively to
networks with fewer parameters (DenseNets), networks without explicit multi-scale context
aggregation (Hourglass nets), and extremely shallow and simple networks, including a singlelayer CNN that is equivalent to a traditional template matcher. We note that in the work
of [14], which is the first use of fully supervised CNNs for page segmentation of which we are
aware, the use of a 26x26 fully connected layer is equivalent to a 26x26 convolutional layer,
so we compare this extremely shallow architecture to the deeper ones. These architectures
are each described in detail in Figure A.2. Generalization performance is computed as each
model is validated on Images B and C using the same author’s annotations.
Effects of Model Architecture, on Death Records dataset
Model Name
# Params
DL
HW
MP
SL
1-Layer CNN A
219,400
0
0.698 0.677 0.370
Hourglass A
261,172
0.680 0.811 0.799 0.719
U-Net A
7,762,470 0.793 0.894 0.954 0.800
DenseNet A
98,848
0.580 0.827 0.919 0.726

ST
0
0.714
0.784
0.601

Table 5.6: F-Measures of different model architectures on the Death Records dataset.
The results in Table 5.6 expand our earlier page segmentation work [74] by revealing
that deeper and multi-scale networks can yield performance benefits over the shallow hourglass
architecture, even on the textural page segmentation task we are pursuing. As an aside, much
of our earlier architecture exploration used categorical cross-entropy loss (XENT), while here
we used MSE. The reason we used cross-entropy for earlier architecture exploration is that
many semantic segmentation papers and code frameworks recommend or employ this loss
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function by default. However, we discovered that the removal of the softmax layer and the use
of a multi-hot encoding of target values necessitates a reconsideration of the loss function as
well, which became manifest only after repeated empirical errors.1 XENT does not penalize
misprediction (e.g. a background class) nearly as much as MSE does, since XENT is biased
toward eliminating false negatives. MSE, on the other hand, is symmetric with respect to
false positives and false negatives. This difference in bias makes the choice of loss function
significant for training a semantic segmentation network, depending on whether the task
is a multiple-affiliation task or a single-affiliation one.

2

This simple realization could save

researchers in multiple affiliation semantic segmentation much time and effort.
Although a single-layer CNN architecture produced good results in [14], our similar
network produced comparatively worse results on our form images datasets. Reasons for this
disparity may include:
(a) The authors of [14] downsampled the dataset aggressively, by a factor of eight
in each dimension. This scale reduction introduces invariance by reducing the number and
complexity of shapes that can be represented to discriminate content, and so a shallower
network with fewer features may be successful at labeling such superpixel fields, while it may
not be as accurate on full-resolution images owing to wider textural diversity.
(b) The datasets used in [14] exhibit minimal variation in scales of the content and
are highly regular, while our datasets contain text and other elements of widely varying scale.
This high degree of variation in scale makes deeper networks, which are more scale-invariant
owing to their pooling and stacked operations, more appropriate to our task, while datasets
that contain minimal scale variation may be more suitable for shallow networks.
A bottleneck in the performance of a semantic segmentation network is the number
of activations representing each pixel during inference. A convolutional layer transforming
1

An anomaly we often found in our deeper and more complex networks was the presence of a background
class “haze” (usually biased towards the stamp class, since it is the most underrepresented), which often
manifested itself as false positive predictions throughout the image, negatively impacting the class-averaged
F-Measure.
2
The earlier work in multiple-affiliation pixel-labeling makes no comment on the choice of loss function,
since it does not employ backpropagation learning [62].
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full-resolution three-channel inputs to 128-dimensional vectors before downsampling, for
instance, could be ill-considered on account of the very high memory requirement. Images in
the document domain can be quite large (sometimes in excess of 20 Megapixels), and having
to divide up an image to stay within memory requirements for inference results in significant
slowdowns when compared to being able to perform inference on a full-resolution image
in a single pass of the network, and therefore the increased performance of more complex
models, especially those that introduce a high number of features prior to commensurate
downsampling, may come at a significantly increased cost of time and memory required for
inference.

Figure 5.7: Expanded architecture selection results, measured as F-Measure versus number
of model parameters and model type.

Finally, we show an expanded experiment over different model architectures by varying
depths, convolutional filter sizes, and numbers of filters for each model type. Results are
shown in Figure 5.7 (The full table with architecture descriptions is given in the Appendix
in Section A.1). U-Net models consistently outperform other model types having the same
number of parameters.
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5.3.1

Generalization to Other Form Types

Here we assess the generalization ability of the trained models by repeating the simpler
architecture search from Section, only this time using the diverse forms dataset described
in Section 4.1.2 for evaluation. Results are shown in Table 5.7 for the same models used in
Table 5.6.
Model Architectures evaluated on diverse documents
Model Name
Dataset
DL
HW
MP
1-Layer CNN A Marriage 1.000 0.779 0.608
Hourglass A
Marriage
0
0.728 0.681
U-Net A
Marriage
0
0.823 0.849
DenseNet A
Marriage
0
0.753 0.773
1-Layer CNN A
Birth
0
0.525 0.401
Hourglass A
Birth
0.535 0.697 0.726
U-Net A
Birth
0.827 0.741 0.786
DenseNet A
Birth
0.617 0.645 0.664
1-Layer CNN A Census
0
0.396 0.306
Hourglass A
Census 0.134 0.658 0.478
U-Net A
Census
0.037 0.718 0.648
DenseNet A
Census
0.004 0.517 0.409

SL
0.482
0.611
0.701
0.597
0.003
0.526
0.647
0.643
0.240
0.702
0.725
0.327

ST
0
0.119
0.018
0.351
1.000
0
0
0
1.000
0
0
0

Table 5.7: Various model architectures are evaluated against three document types with
dissimilar layouts. Models were trained on Image A of the Death Records dataset. Best
performance on a given image is shown bolded. Zeros occur where there were no pixels of the
given label in the ground-truth, but some were predicted to exist. Ones occur where there
were no pixels in either the annotation or the ground truth. Owing to the instability of the
F-measure when there are very few or no positive data points for a given class, we omit to
give an average of all of the per-class F-measures and them only per-class.

Examining the results in Table 5.7, we see that for the birth and marriage records,
performance for each class is typically 80-100% of what it is in the case of the death records
dataset, showing that classes such as handwriting, machine print, and solid lines have good
transferability to the expanded domain. Performance suffers more on the census record,
which generally has more compact text and a much more regular-looking form of handwriting,
a significantly darker off-page background, and no stamps. Unfortunately, we were not able
to compute a machine-to-human relative performance measure for these additional records
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because we had only one human-created annotation for each of them. Computing subjectivity
or difficulty measures on these images would be an interesting future evaluation if additional
annotations are created for them, which would enable us to contextualize the above results
more meaningfully. Notwithstanding, we conclude that the basic content types, especially
those that are well-represented, generally have good transferability to other record types.

5.3.2

Are our Machine Predictions Good Enough?

In this section, we revisit our machine-to-human relative performance evaluation, originally
shown in Table 5.1. The earlier table compares the Hourglass A network generalization results,
averaged across all nine annotator and image models, to the human consensus averaged
across all images, showing a maximum class-wise relative performance of 93.8%, and an
average of 87.1% across classes. Compare this with Table 5.4, which finds a maximum average
relative performance of 94.2% under different levels of dilation, using only the best-performing
annotator, image pair from the trained models, still using the Hourglass A network. We
also concluded that we do better by selecting the best annotator rather than trying to
obtain consensus or averaging performance across annotators. Can we do better still? In
Table 5.8, we again select the annotator and image that produced the best generalization
results using the Hourglass A model, and instead train U-Net A, our top performer in the
architecture selection, on that image and annotation. Table 5.8 shows absolute validation
F-measures and human-relative performance computed using Eq. 4.3. Interestingly, several
Average F-Measures of Machine Performance vs. Human Consistency, using U-Net A
Class
Machine Human
Machine-to-Human Relative Performance
Handwriting
0.894
0.893
100%
Machine Print
0.954
0.897
106%
Solid Lines
0.800
0.868
92.2%
Dotted Lines
0.793
0.759
104%
Stamps
0.784
0.933
84.0%
Average
0.845
0.870
97.1%
Table 5.8: Machine-to-Human relative performance, revisited with the U-Net architecture.
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of the classes (Handwriting, Machine Print, and Dotted Lines) are now at or above the
expected level of human performance, indicating that, by this metric at least, the classifier is
indistinguishable from a fourth human annotator, and plausibly (though not provably by this
criterion) performs at super-human levels. Classes that still lag behind are stamps and solid
lines. As we noted in our training set size analysis in Section 5.2, stamps are not sufficiently
well-represented for us to expect excellent generalization performance from a single image,
and lines might have a similar problem. The iconic error we see is that horizontal strokes of
handwriting are often mistaken for the solid lines class, as illustrated in the following section
in Figure 5.8h, which explains at least in part the poorer generalization performance of solid
lines. It is likely that a good heuristic postprocessing technique would remove these errors,
however, this is left as an area of future work.

5.3.3

Qualitative Comparisons and Error Cases

The fact that a machine might outperform an average human annotator does not mean that
it never makes mistakes that are very unlikely for a human to make. We show in Figure 5.8
several cropped visual examples from the validation set that are difficult for the machine
to predict correctly. Here we give an analysis and some attempts at explanation of these
remaining errors.
In order to isolate interesting mispredictions, we computed difference images between
ground-truth and model predictions, followed by a greyscale morphological opening operation
(erosion followed by dilation) using a 3x3 structuring element to remove mispredictions that
are off by only a single pixel, thereby compensating for small differences in dilation bias.
Then we thresholded the difference image at a value of 0.5 in order to remove mispredictions
that would be ignored given that threshold value (which is the value that we used for all of
our predictions). We located the most significant errors by visually identifying the largest
remaining false positive and false negative regions in the validation set. Nine of the most
significant and interesting of these are shown in Figure 5.8. The exact errors varied from
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one model architecture to the next, but we found that the following samples are typical
of mispredictions, with most of the rest of the error being accounted for by differences in
dilation bias. In what follows, we analyze each of these errors.
Interestingly, there is some remarkable textural and contextual similarity among
regions classified as stamps, as seen in Figs. 5.8a, 5.8b and 5.8d. Fig. 5.8a contains some local
texture (shown in purple as a false positive stamp) that, on account of the dots from the
dotted line overlaid with the curves of the handwriting, bears resemblance to the style of the
“3” and “9” in the actual stamp sample (Fig. 5.8d). Figure 5.8a betrays a contextual cue that
the model has learned; notice that the first two vertical bars resemble the digits “11” while
the smudges can be interpreted as faint numbers, with the rightmost smudge looking a little
like an “8”. The run of stamp coloration is comparable in length and aspect ratio to those
of the numeric stamp shown in Figure 5.8d. The only sequence of digits that occurs in the
numeric stamp used for training is “11889”, which suggests potential for reducing overfit by
introducing lexical variation as in our work in Chapter 3. Figure 5.8g shows that the feathered
texture of a page boundary also activates the stamp detector neuron. These few samples
are the most egregious mispredictions of the stamp class in the validation data, suggesting
from their character that the model has overfit to contextual peculiarities of stamps in the
training sample, but also that it frequently incorporates both textural and contextual cues to
make its predictions. This class, as mentioned previously, is the most likely to benefit from
data augmentation and additional training samples.
Other types of errors are described and explained in their respective captions in
Figure 5.8. To summarize, text types are occasionally confused such as when machine-printed
text is slanted and curved (italic), or when handwriting is regular and compact (Fig. 5.8f),
rotated text is confused owing to there being very few training samples of rotated text
(Fig. 5.8c), dotted lines are not predicted in some cases because they overlap with and
are obscured by handwriting (Fig. 5.8e). Finally, long horizontal handwriting strokes being
mistaken for solid lines was the most prevalent type of misclassification. This is understandable
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(a) Hallucinated stamp from an
unusually short solid line region,
together with blotchy markings
to the right.

(b) Overlapped HW on MP
is mispredicted as MP. Also,
a stamp is hallucinated near
a textural oddity in the HW.

(c) We did not have much training data on rotated text, which
helps to explain why generalization to rotated text is poor.

(d) HW is bleeding into the
stamp, possibly due to imprecise localization of the stamp
and HW classes based on a
downsampled layer.

(e) Small mispredictions of
HW that miss dotted lines
where the latter are partially
obscured, and stamp mispredictions where dotted lines
and HW overlap.

(f) Some regularly-spaced
HW is mistaken for MP, and
some curved & slanted MP
text is mistaken for HW.
Very little italic text occurs
in the training data.

(g) Hallucinated stamp and solid line, arising from the grainy shadow at the edge of the paper.

(h) The most common type of semantic error we observed was a horizontal handwriting stroke being
misinterpreted as a solid line.

Figure 5.8: Worst error samples from the validation set, predicted by a U-Net model.
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since texturally, a straight and horizontal handwriting stroke may be locally indistinguishable
from a solid form line, but only very long range context and an understanding of how
handwriting or form lines are assembled and inter-related could distinguish the two.

5.3.4

Prediction Biases and Comparison to Annotator Relative Error Distribution

In the following analyses, we compare global bias and error metric distributions for a machine
predictor vs. human experts to provide an additional quantitative measure of similarity
between humans and machine predictors.

Global Prediction Bias
To get a broad quantitative sense of whether model bias results in sub-human performance, we
can see whether the model used in Table 5.8 (U-Net A) predicts conservatively or generously
in terms of total pixel mass compared to human annotators. The amount of overall bias
difference then forms a lower bound on the amount of error that is attainable via a machine
predictor. The total mass of pixels predicted versus the total mass of pixels in the validation
ground-truth differ by ± 10%, depending on the annotator (+4% to Author 1, -10% to
Author 2, +10% to Author 3). This shows consistent bias with respect to individual authors,
with a slight positive bias overall (over-generous, meaning a higher rate of false positives
than false negatives), but it is closest to the general bias of Author 1, likely since it was
trained on a sample produced by Author 1. The human-to-human differences in area are
-13% for Author 1 to 2, +6% for Author 1 to 3, -18% for Author 3 to 1. This shows that
U-Net A actually has considerably lower prediction bias in terms of pixel mass relative to the
human annotators than do the human annotators among themselves, showing that the model
has assumed a bias relative to all annotators that is more moderate than any of the initial
annotators’ relative biases.
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Plausibility of Belonging to Human Annotator Relative Error Distribution
Here we provide an alternative analysis for judging whether the pixel-labelings produced
by a machine can be considered as good as human labels, by estimating the plausibility
of machine-to-human relative error metric values belonging to the same distribution as
the human-to-human relative errors. We compute the pairwise average errors between two
annotations, and use these pairwise differences as members of a distribution of pairwise
errors for detecting whether a new predictor is plausibly part of the same distribution
based on its pairwise errors against the same set of annotations. Initially, we use the
mean absolute difference (MAD) as our error metric. For annotations BBH, IBH, ZBH and
PBH (Barrett/Iain/Zhihan/Prediction, Image B, Handwriting channel), the average absolute
differences are
mean(abs(BBH − ZBH)) = 0.0071, or 0.71% difference.
mean(abs(BBH − IBH)) = 0.0084, or 0.84% difference.
mean(abs(ZBH − IBH)) = 0.0107, or 1.07% difference.
The mean of these errors is 0.87% and the standard deviation is 0.18%.
On thresholded predictions,
mean(abs(P BH − BBH)) = 0.0083
mean(abs(P BH − IBH)) = 0.0100
mean(abs(P BH − ZBH)) = 0.0081
The mean of these errors is 0.88%, which is well within one standard deviation from
the expert mean.
On the unthresholded predictions,
mean(abs(P BH − BBH)) = 0.0149, or1.49%.
mean(abs(P BH − ZBH)) = 0.0161, or1.61%.
mean(abs(P BH − ZBH)) = 0.0148, or1.48%.
The mean of these errors is 1.52%. Treating our mutual errors in the annotation set
as normally distributed, 1.52% is not within even three standard deviations of the mean,
67

meaning it has less than 0.3% likelihood of being an expert by this criterion. This large error
is likely due to the fact that, over an entire image, small real-valued differences such as 0.98
for the prediction and 1.0 for ground-truth or 0.03 vs. 0.00 add up very quickly over millions
of pixels.
To mitigate the effects of tiny errors summing to large quantities, we use mean squared
error, which minimizes small errors by squaring them. So, using MSE as our error metric
instead of MAD,
mean(square(BBH − ZBH)) = 0.00688
mean(square(BBH − IBH)) = 0.00818
mean(square(ZBH − IBH)) = 0.01065
The mean of these errors is 0.00857 and the standard deviation is 0.00192.
On thresholded predictions,
mean(square(P BH − BBH)) = 0.00812
mean(square(P BH − IBH)) = 0.00997
mean(square(P BH − ZBH)) = 0.00807
The mean of these errors is 0.00872, which is well within one standard deviation from
the expert mean.
On unthresholded predictions,
mean(square(P BH − BBH)) = 0.00633
mean(square(P BH − IBH)) = 0.00747
mean(square(P BH − ZBH)) = 0.00618
The mean of these errors is 0.00666, which is more than one standard deviation below
the expert mean, showing there is a good chance that this model’s unthresholded output
outperforms an average human expert.
We believe that MSE is a better metric to use than MAD for these types of analyses,
since MAD accumulates large amounts of error for very small differences between ground-truth
and prediction, even when the thresholded versions are equivalent, while MSE tends to make
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such errors very small by squaring them, and so the only errors it magnifies are those that
are egregious mispredictions.
From this analysis, one can see that while it is possible to invent a metric by which
the human-to-human and machine-to-human error distributions are very unlikely to be
the same (0.3% likelihood using MAD on unthresholded predictions), this metric poses an
unrealistic scenario (lack of thresholding on outputs combined with penalty for differences
between unthresholded outputs and binary annotations), while more realistic comparisons
that mitigate minor errors (MSE), are well within one standard deviation of the human-tohuman error metric distribution. We have shown that when our error metric is biased to
diminish low-magnitude differences (MSE), unthresholded model outputs achieve even tighter
bounds than the human-to-human comparisons, showing that the model’s regression behavior
achieves a lower degree of harmful bias than any of the original annotations.

5.3.5

Summary of Human-Relative Performance Evaluations

Given a careful selection of ground-truth annotations and using a deeper multi-scale model
such as a U-Net, one can indeed attain human or near-human levels of performance for
sufficiently represented classes according to the preceding analyses, although some types
of systemic errors remain, each of which might be treated with specialized postprocessing
techniques. The major remaining areas for improvement given such a model therefore seem
to be:
• Increasing the amount and variety of training data for sparse classes (lines and stamps)
• Heuristic postprocessing to remove systemic errors, e.g., horizontal handwriting strokes
connected to other handwriting being mistaken as horizontal lines could be corrected
to handwriting, and pixels labeled as one class that are connected to and embedded in
larger groups of pixels of another class could be corrected, using connected component
analysis, statistics, and some context.

69

• Cross-domain adaptation considerations, such as including darker backgrounds, samples
of more compact handwriting, etc. to facilitate generalization to broader and more
diverse datasets, per the analysis given in Section 5.3.1.
With regards to increasing the amount of training data, a human annotator can save hours of
time and avoid manually annotating redundant ground-truth simply by taking the supposed
best model’s inferences on a new image, and modifying only those areas that it gets obviously
wrong upon examination. In this way, by correcting only those instances that are still difficult
for a model, one can maximize automation via bootstrapping and visual inspection of the
produced predictions in order to zero in on samples that would be valuable to correct and
add to a model’s training set. This procedure could even be performed interactively while
the model trains, possibly greatly reducing the time required to annotate even a single image,
with the machine doing most of the work.
We observed no particular bias in predictions that would plausibly degrade handwriting
or machine-printed text recognition significantly, for instance, dots on i’s and crosses on t’s
and character joints are usually preserved, with unusual exceptions such as those shown in
Figure 5.8. It can even be seen in some of these that multiple labels are correctly predicted in
the same pixel locations, facilitating textual content reconstruction, as shown in Figure 5.8f
on the machine-printed text ”MARRIED”, which is overlapped with a handwriting stroke.

5.4

Washington, Parzival, and Saint Gall Dataset Evaluation

The originally proposed thesis was to include an evaluation against prior work on the
Washington [28], Parzival [28], and Saint Gall [27] datasets. However, these datasets are
quite small in terms of numbers of pages and employ polygons rather than pixels as units
of ground-truth annotation. We wish to emphasize pixel-precise labeling,and therefore we
present instead an evaluation on the much larger public dataset, the Historical Book Analysis
(HBA) dataset [51], which has ground-truth annotations at the pixel level.
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5.5

Historical Book Analysis (HBA) 2017 Competition

The ICDAR 2017 Competition on Historical Book Analysis3 was an unprecedented test of scale
in document image pixel-labeling. The HBA dataset [54] consists of 4,436 manuscript and
printed pages taken from 11 historical books, with ground-truth labels provided at the pixel
level, totaling over 7 billion pixels and six types of content, including graphics/decorations,
and five types of text. Of the 11 originally registered participants, only two completed result
submissions on the test dataset. Results were presented at the Historical Document Image
Processing (HIP) workshop at ICDAR 2017 [1], but due to timing and sparse competition
results, these have not yet been published in proceedings as a benchmarking study.
Our submission used a variant of the neural network introduced in [75], which was used
for document image binarization. We expanded the output layer to predict the appropriate
number of classes. For the HBA dataset, we keep the softmax layer and cross-entropy loss
function, since the task does not allow multiple labels per pixel. The competitor’s approach
used connected component analysis and heuristics at the hypothetical word- and line-level.
Results of the competition are shown in Figure 5.9
Evaluation metrics include Pixel Classification Accuracy (CA), F-Measure (FM), and
Weighted F-Measure (WF), as defined in Section 4.3.1. Overall, our method outperformed the
competition by 4.79% Weighted F-measure, which is the most discriminative and challenging
of these metrics, since it requires all of the classes to perform well, rather than calculating
from sheer number of pixels irrespective of class, as the regular F-measure does.
Overall the results demonstrate substantial benefit from using trainable neural networks
to perform document image segmentation. One reason why a different architecture was used
for this task than for the US vital records is that the HBA dataset involves logical page
segmentation in addition to graphical page segmentation. The classes of interest are Graphics,
Normal text, Capitalized text, Handwritten text, Italic text, and Footnote text, however these
vary in their appearance and placement from one book to another. The aggregation of
3

http://icdar2017hba.litislab.eu/
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Figure 5.9: Evaluation results of the competitors using the HBA 1.0 dataset in terms of the
classification accuracy rate (CA), the F-measure (F ) and the weighted F-measure (WF ).
Barney Smith’s method (M3 ) and Stewart and Barrett’s method (M4 ) on Challenge 2 of the
HBA competition. Used with permission.
multiple scales of context allows for much more accurate classification of logical regions than
is possible using only a small window of context.

5.5.1

Note on Postprocessing

We note that many top performers in pixel-labeling and page segmentation competitions (e.g.,
)[71]) employ various heuristics and techniques for post-processing that are tailored to the
dataset, inference method, and hyperparameters. Owing to the great variability in scale,
texture, overlap or non-overlap of different class types across all of the datasets used in our
experiments, we leave the exploration of effective postprocessing techniques, whether tailored
to a specific dataset or more generally applicable, as an area of future work.
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Entrant
Competitor
Ours

CA
0.873
0.935

FM
0.871
0.809

WFM
0.899
0.947

Table 5.9: ICDAR 2017 HBA Competition results. Performance measures are Classification
Accuracy (CA), F-Measure (FM), and Weighted F-Measure (WFM).
5.6

Masking for Single-Shot Form Image Reconstruction

In this section, we apply the masking algorithm in Section 4.6 to the output of our default
neural network to produce masked images for each layer of a given form image. The ability
to erase handwriting and other marks from an image in order to recover the original form or
unfilled template offers a significant step towards document image understanding. Such a
procedure was employed by Hutchison and Barrett [34] to extract form images by registering
and median-filtering a stack of multiple differently filled copies of the same form. Using
semantic labels predicted by a neural network, we are now able to reconstruct the form image
and extract human annotations using only a single image, as shown in Figure 5.10. Results
can be further improved by ensembling predictions from multiple networks and by registering
and median-filtering the masked images or originals using an existing algorithm.

(a) Input form image

(b) Automatically extracted (c) Automatically extracted
form contents
man-made annotations

Figure 5.10: Fully automatic form extraction using a neural network and masking algorithm
with the predicted layers.
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5.7

Connection to Binarization and Foreground extraction

Although we do not evaluate our network predictions against any existing binarization
competitions or benchmarks, we do note that our error metrics include penalties for false
positive predictions to any class, and therefore optimizing for these metrics will also achieve a
similarly optimal per-class binarization result. We employed the F-measure (FM) evaluation
metric, popular in binarization and foreground extraction competitions, channelwise to our
results.
We also considered employing a pseudo-f-measure evaluation metric and similar
training objective, as has been done in recent document image binarization competitions [75],
however, we have noted that the effectiveness of such masking and weighting procedures as
have been proposed does not generalize universally to non-text content types, and so we leave
such re-weighting of optimization and evaluation techniques, whether for general or specific
purpose, as an area of future work.
Importantly, the absence of a softmax layer in all of our semantic segmentation
architectures means that the absence of a page content class at a given pixel indicates the
background class. In effect, we are solving multiple binarization problems in this way, one
for each class of interest. Therefore, our approach, unlike many of its predecessors in the
field of page segmentation and region classification, simultaneously solves the problems of
foreground extraction, page segmentation, and region classification, in jointly trainable and
mutually informative manner.
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Chapter 6
Conclusion and Future Work

We have shown that trained models experience little or no improvement in generalization accuracy when trained on more than one moderately sized, sufficiently representative
image for our textural pixel labeling task. Compared with standard whole-image classification
tasks, we can contextualize this result by recognizing that a 2000 × 2000 pixel image contains
four million training samples!
We introduced a pixel-precise dataset containing overlapping pixels, with several
samples annotated by multiple humans in order to compare different perspectives on “ground
truth”. We introduced quantitative measures of subjectivity and consensus, enabling error
metrics to be normalized to the degree of disagreement. We found that a single annotator
outperformed all others, in terms of the quality of predictions produced by models trained
using his annotations. We performed a quantitative analysis of our models and determined
that our best-performing model is very close to human performance, and even exceeds human
performance on some tasks. We performed an architecture search and discovered a model
architecture with a 3% absolute improvement in average weighted F-Measure over our initial
model, 10% when combined with the selection of the best annotator. We allow multiple labels
per pixel and found that, even with no effort to bolster representation of overlapped content
in the training data, samples of correctly predicted overlap were found in the validation set.
We found that mean squared error (MSE) is a suitable training loss function for
multiple affiliation semantic segmentation. We noted that cross-entropy is tailored to training
exclusive (one-hot) probability distributions that use a softmax layer. Using a softmax
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function requires at least one class to be active at each pixel location, while our work allows
zero, one, or multiple predictions per pixel. Therefore, we needed to relax the bias away from
false negative penalization to encourage each neuron to regress a likelihood of zero when
there are no class labels present, which often constitutes a majority of pixels in an image.
Our formulation allows foreground extraction and region classification to occur as a single
feed-forward step.
In our paper in Chapter 3, we have shown that contextual diversity and content
diversity are two distinct modes for data augmentation that work in tandem to produce good
generalization. In our page segmentation paper in Chapter 2, we also showed that FCN
semantic segmentation can also directly transcribe individual characters of text without the
need to identify textual regions or segment words or lines of text explicitly.
We have shown that an FCN is capable of producing page segmentation labels of
superior quality, both at the textural (local) and logical (page-wide) level. How best to
combine information from multiple scales and granularities of information is an open question
that we believe in part implicates the ongoing search for more accurate, compact, efficient,
and versatile neural architectures.
In the following sections, we express interesting areas for future work.

6.1

Word, Line, and Character Segmentation as Instance Segmentation

Instance segmentation [7, 19] is a variation on semantic segmentation that goes one step
further: In addition to labeling content types, individual instances of each type of content
must also be identified and isolated by distinct masks. Recent competitions perform text
baseline detection as pixel-labeling [71]. We believe that our experience justifies a claim that
virtually any signal that can be deduced from pixels consistently could be annotated by a
human and subsequently predicted by a neural network, including words, lines, characters,
interline and interword spaces, and even cursive character segmentation boundaries. All of
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these can be segmented directly by an FCN as instances for further processing, or within a
single, multitask neural module.

6.2

Direct “Segmentation-Free” Versatile Text Transcription

We highlight future work to be done in the area of automatic segmentation-free text recognition.
In our first paper [74], we showed that characters and symbols can be directly recognized by
a neural network via a single forward pass of an FCN, obviating the need for character, word,
or line segmentation prior to recognition. This bears some similarity to existing frameworks
that jointly train detection and recognition in an end-to-end manner [30, 63], but it is simpler
in its initial concept since character recognition is a less varied task than general object
recognition. Future work in this area will address how to postprocess individual character
detections into strings of text, and how to supervise a learner directly from text without
requiring any segmentation or alignment information, not even at the line level.

6.3

Segmentation for Recognition, and Recognition for Segmentation

Machine learning models today are typically trained on a single format or type of ground-truth,
for a single task. This makes the learner susceptible to biases and ambiguities inherent to the
format, which reduces the tractability of a problem. Our work in [74] and our segmentation and
stitching paper lead us to suggest that simultaneously providing localization (or segmentation)
and classification information very likely improves a learner’s ability and efficiency at parsing
ambiguities and resolving otherwise intractable problems.
In our paper employing semantic segmentation for character recognition [74], we used
whole images of digits that had already been cropped via bounding box and classified. This
makes the segmentation task weakly supervised, in that the pixel labels are generated
from an auxiliary task. While weak supervision enables some amount of information transfer
from one domain to another owing to inherent redundancies across tasks, there may continue
to be some benefit in providing explicit segmentation information as a means of improving
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recognition. Segmentation-free systems must, in the process of performing recognition,
correlate signals in the feature space with the ground-truth labels in order to perform
robust recognition. This implies that prior ground-truth guidance for segmentation or
alignment should only improve recognition results and perhaps additionally speed up training
convergence, since a vast space of impossible segmentation hypotheses is already pruned.
Further, it should be possible to improve segmentation results based on recognition, since
lexically plausible and high confidence text recognition results form a very powerful mechanism
for reinforcing or correcting segmentation predictions. The mutual informativity of the page
segmentation and content recognition tasks makes them particularly amenable to joint
optimization and end-to-end training with multi-task or multi-modal learning.
We recommend that future work in ground-truthing increasingly consider the inclusion
of at least some amount of complementary information, which will improve the conditioning of
weakly supervised subproblems such as character segmentation as a precursor to recognition,
and of producing segmentation or localization information when some textual information is
known. It is well-known that multi-modal learning, or inclusion of multiple related types of
ground-truth information and prediction, often facilitates and improves learning accuracy, in
addition to directly increasing model versatility [8]. This bidirectionality of information flow
enables us to resolve intelligently and interactively the long-standing “paradox question” of
character recognition: “How to recognize without segmentation, and How to segment without
recognition?” [36].

6.4

Automatic Content Pairing for Automated Document Understanding

Increasingly high-level document understanding can be inferred directly from pixels. Humans
do this every day, and we generally interact with objects at high levels of semantic abstraction,
rather than focusing overly much on low-level concepts such as the classification of individual
pixels. It is now becoming possible to design and construct convolutional neural networks
that will detect and label not only semantic elements of a document image, but also relations
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among elements. When combined with a fully neural text recognition system, it could then
be possible to transform an image into a queryable representation that can give plain text or
structured answers to questions such as:
“What are the names of people in this document?”
“What was the cause of death?”
“What is the primary person’s father’s birthplace?”
Humans infer all of this attribute and relationship data directly from pixels, and there
exists a growing field of general computer vision research towards solving this particular
problem, termed visual question answering [32]. In addition to answering questions, we
wish to support virtually all high-level tasks that humans perform interacting with documents.
Such a system would enable very high-level document image understanding for highly valuable
applications, such as:
• Compiling statistics on a timeline and by geography to infer prevalent causes of death
for medical research.
• Automatically naming, dating, and describing photos of persons or other entities based
on captions and other context.
• “Document images in, family tree out.”
Since humans ingest only pixels to perform these tasks (and possibly fuse that information
with other representations, such as geography or natural language in a multimodal framework),
we posit that it is possible to create a system that initiates reasoning from pixels and assembles
high-level information and descriptions of the sorts mentioned here, to name a few.1

1

CNNs have been used previously to predict information about spatial relationships between objects in
an image [33]. Other work infers relationships among entities in text [45], also using CNNs. Document
images consist of content that would enable the fusion of these two ideas, allowing layout-based pairing of
elements within a form image to be combined with and mutually inform predictions about natural language
relations. Another promising work infers relational data from images of visual diagrams [41]. This synthesis of
technologies will facilitate the extraction and understanding of human relationships from scans of documents.
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Appendix A

(a) Ground-Truth for A, according to Author 1.

Figure A.2 shows visual model diagrams, including, in most cases, the shapes of
convolutional filters and the total number of parameters contributed by each operation.
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(b) Predictions on B.

Unless otherwise specified, a convolutional kernel size of 3x3 is used. In the case of the U-Net,
the number of initial convolutional layer output features is 16 and it is doubled with each
downsampling. Where Dropout is used, the rate is fixed at 0.5, except in the U-Net, which
uses the progression [0, 0.15, 0.15, 0.5, 0.5, 0.5, 0.5, 0.5] across convolutional layers. The
merge layers consist of feature concatenation. Where LeakyReLU activations are used, an
alpha value of α = 0.05 is used. All networks are trained using MSE loss using the Nadam
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(c) Predictions on C.

Figure A.1: Ground-Truth and Predictions on the three similar form images from Figure 4.1.
optimizer [26] with a learning rate of 0.001. Training crops are 224x224 pixels with RGB
color channels. Networks are trained with a batch size of 5.
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Type
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
hourglass
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet
densenet

DB
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
2
2
2
2
2
3
3
3
4
4
4
4
4
4
4
5
5
5
5
5

LPB
1
1
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
3
4
6
2
3
4
2
2
3
4
4
4
6
2
2
4
4
6

IF
16
16
16
16
16
16
32
32
32
32
32
32
32
32
32
32
32
32
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16
16

IKS
3
3
3
9
9
9
3
3
3
9
9
9
3
3
3
9
9
9
16
8
8
8
8
8
8
8
16
8
8
16
4
8
8
16
8
16
8
8

CFPB
+16
x2
+8
+16
x2
+8
+16
x2
+8
+16
x2
+8
+16
x2
+8
+16
x2
+8

DL
0.166
0.523
0.285
0.001
0.399
0.001
0.304
0.651
0.272
0.197
0.675
0.018
0.531
0.623
0.293
0.232
0.151
0.319
0.756
0.708
0.740
0.746
0.749
0.608
0.732
0.352
0.722
0.732
0.720
0.706
0.000
0.733
0.748
0.674
0.682
0.254
0.733
0.734
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HW
0.609
0.724
0.507
0.086
0.767
0.363
0.727
0.724
0.513
0.719
0.771
0.453
0.670
0.790
0.645
0.576
0.624
0.564
0.841
0.834
0.823
0.812
0.803
0.743
0.847
0.792
0.859
0.822
0.863
0.850
0.263
0.863
0.867
0.741
0.838
0.612
0.703
0.826

MP
0.496
0.763
0.216
0.085
0.758
0.014
0.671
0.811
0.413
0.680
0.824
0.361
0.582
0.794
0.432
0.402
0.419
0.368
0.875
0.904
0.844
0.902
0.856
0.579
0.916
0.687
0.924
0.907
0.892
0.841
0.407
0.929
0.921
0.890
0.877
0.519
0.840
0.892

LN
0.407
0.612
0.365
0.065
0.524
0.375
0.483
0.562
0.451
0.567
0.643
0.267
0.453
0.718
0.503
0.239
0.144
0.465
0.631
0.734
0.640
0.676
0.646
0.791
0.733
0.678
0.632
0.265
0.683
0.670
0.677
0.768
0.717
0.513
0.786
0.381
0.817
0.616

ST
0.381
0.599
0.451
0.000
0.507
0.278
0.612
0.444
0.519
0.688
0.690
0.085
0.240
0.687
0.596
0.140
0.356
0.500
0.538
0.144
0.135
0.493
0.474
0.067
0.586
0.180
0.649
0.050
0.488
0.411
0.010
0.670
0.530
0.503
0.475
0.112
0.043
0.461

AVG
0.412
0.644
0.365
0.047
0.591
0.206
0.559
0.638
0.434
0.570
0.720
0.237
0.495
0.722
0.494
0.318
0.339
0.443
0.728
0.665
0.637
0.726
0.706
0.558
0.763
0.538
0.757
0.555
0.729
0.696
0.271
0.793
0.757
0.664
0.732
0.376
0.627
0.706

Type
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
CNN
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet
unet

DB
1
1
1
1
1
1
1
2
2
2
2
2
2
3
3
3
3
3
3
4
2
2
2
2
2
3
3
3
3
3
4
4
4
4
4
5
5

LPB
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
2
2
2
3
1
2
2
2
3
1
2
2
2
3
2
2

IF
100
100
400
100
400
100
400
100
400
100
400
100
400
100
400
100
400
100
400
100
64
16
32
64
64
64
16
32
64
64
64
16
32
64
64
16
32

IKS
27
27
27
3
3
9
9
27
27
3
3
9
9
27
27
3
3
9
9
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3

CFPB

DL
0.000
0.000
0.000
0.000
0.000
0.000
0.001
0.000
0.000
0.063
0.060
0.008
0.002
0.395
0.525
0.549
0.672
0.556
0.751
0.717
0.790
0.778
0.777
0.787
0.796
0.788
0.765
0.777
0.791
0.783
0.798
0.789
0.753
0.774
0.790
0.791
0.792
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HW
0.698
0.698
0.680
0.165
0.236
0.550
0.588
0.730
0.668
0.459
0.520
0.629
0.676
0.753
0.750
0.567
0.645
0.695
0.772
0.690
0.851
0.851
0.864
0.876
0.875
0.872
0.863
0.886
0.867
0.889
0.885
0.882
0.817
0.142
0.867
0.889
0.885

MP
0.677
0.677
0.770
0.180
0.239
0.541
0.504
0.691
0.791
0.421
0.588
0.649
0.694
0.835
0.840
0.622
0.741
0.753
0.840
0.794
0.926
0.908
0.941
0.929
0.941
0.933
0.918
0.952
0.949
0.945
0.950
0.945
0.901
0.927
0.937
0.944
0.949

LN
0.370
0.370
0.426
0.000
0.002
0.500
0.480
0.458
0.446
0.151
0.141
0.566
0.486
0.633
0.597
0.506
0.541
0.550
0.687
0.555
0.764
0.735
0.787
0.752
0.781
0.771
0.805
0.787
0.771
0.794
0.771
0.789
0.720
0.794
0.752
0.764
0.788

ST
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.024
0.000
0.000
0.000
0.022
0.000
0.235
0.000
0.169
0.000
0.170
0.103
0.599
0.455
0.510
0.589
0.648
0.597
0.700
0.764
0.688
0.713
0.682
0.693
0.287
0.688
0.501
0.713
0.648

AVG
0.349
0.349
0.375
0.069
0.095
0.318
0.315
0.376
0.386
0.219
0.262
0.371
0.376
0.523
0.589
0.449
0.554
0.511
0.644
0.572
0.786
0.745
0.776
0.787
0.808
0.792
0.810
0.833
0.813
0.825
0.817
0.820
0.696
0.665
0.769
0.820
0.812

Table A.1: Results of expanded architecture search, used for data points in Figure 5.7.
Headers: DB = Downsampling Blocks, LPB = Layers Per Block, IF = Initial Features, IKS
= Initial Kernel Size (all other kernels are 3x3), CFPB = Change in Filters Per Block (x2
where not specified), DL = Dotted Lines, HW = Handwriting, MP = Machine Print, LN
= Solid Lines, ST = Stamps, AVG = Average. Although the original model for the 1-layer
CNN did have one convolutional layer for feature extraction, we also explored adding more
layers without downsampling, indicated ’CNN’ in the above table.
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(a) 1-Layer CNN A, (b) DenseNet A, with 98k parame- (c) Hourglass A, (d) U-Net
with 219k parameters.
ters.
with 261k pa- A,
with
rameters.
7.7M parameters.

Figure A.2: Model Architectures used for experiments in Section 5.3
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(a) Input form image
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(b) Automatically extracted form contents

88

(c) Automatically extracted man-made annotations

Figure A.3: Fully automatic form extraction using masking on layers predicted by a CNN.
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