Statistical analysis of lifetime distributions under Type-II censoring scheme is based on precise lifetime data. However, in real situations all observations and measurements of Type-II censoring scheme are not precise numbers but more or less non-precise, also called fuzzy. This paper deals with the estimation of exponential mean parameter under Type-II censoring scheme when the lifetime observations are fuzzy and are assumed to be related to underlying crisp realization of a random sample. We use Newton-Raphson algorithm as well as EM algorithm to determine the maximum likelihood estimate (MLE) of parameter. We also obtain the estimate, via moment method and Bayesian procedure, of the unknown parameter. In addition, a new numerical method for parameter estimation is provided. Monte Carlo simulations are performed to investigate performance of the different methods. Finally, an example is presented in order to illustrate the methods of inference discussed here.
Introduction
In life testing and reliability studies, the experimenter may not always obtain complete information on failure times for all experimental units. Data obtained from such experiments are called censored data. One of the most common censoring scheme is Type-II (failure) censoring, where the life testing experiment will be terminated upon the r-th (r is pre-fixed) failure. This scheme is often adopted for toxicology experiments and life testing applications by engineers as it has been proven to save time and money. Several authors have addressed inferential issues based on Type-II censored samples; see for example, [13] , [2] , [19] , [3] , [9] , [16] , [11] , [17] , and [10] . Their research results for estimating parameters of different lifetime distributions under Type-II censoring are limited to precise data. However, in real situations all observations and measurements of continuous variables are not precise numbers but more or less non-precise. For instance, the lifetime observations may be reported as imprecise quantities such as: 'about 1000h', 'approximately 1400h', 'almost between 1000h and 1200h', 'essentially less than 1200h', and so on. This imprecision is different from variability and errors. The best up-to-date mathematical model for this imprecision are so-called non-precise (fuzzy) numbers. Classical statistical procedures are not appropriate to deal with such imprecise cases. Therefore, we need suitable statistical methodology to handle these data as well.
In recent years, several researchers pay attention to applying the fuzzy sets to estimation theory. Huang et al. [8] proposed a new method to determine the membership function of the estimates of the parameters and the reliability function of multiparameter lifetime distributions. Coppi et al. [4] presented some applications of fuzzy techniques in statistical analysis. Pak et al. [14] , [15] conducted a series of studies to develop the inferential procedures for the lifetime distributions on the basis of fuzzy numbers. In this paper, our objective is to devise the methods for parameter estimation regarding a life-test from which the Type-II censored data are reported in the form of fuzzy numbers. We analyze the data under the assumptions that the lifetimes of the test units are independent identically distributed exponential random variables. In Section 2, we first present in greater detail the problem addressed in this paper. Some preliminary concepts about fuzzy numbers is included in this section. In Section 3, we introduce a generalization of the likelihood function based on Type-II censoring from fuzzy data and then discuss Newton-Raphson algorithm as well as EM algorithm to determine the MLE of the unknown parameter. We then study the estimate via moment method and estimate via Bayesian procedure for the mean parameter. A new parameter estimation method, called 'computational approach estimation' (CAE), is also established. In Section 4, simulation study is carried out to assess the performance of the proposed methods and a real data from the life testing experiment is analyzed for illustrative purposes.
Problem description
Consider a reliability experiment in which n identical units are placed on a life-test. Let X 1 , ..., X n denote the lifetimes of these experimental units. We assume that these variables are independent and identically distributed as Exponential E(θ ), with probability density function (pdf)
Let X 1:n ≤ X 2:n ≤ ... ≤ X n:n denote the corresponding ordered lifetimes. Suppose the experimenter decides to carry out the life-test until the time of the rth failure, then the data arising from such a life-test would be of the form X 1:n ≤ X 2:n ≤ ... ≤ X r:n with the remaining n − r lifetimes being more than X r:n . This situation is referred to as Type-II censoring. We also denote the observed values of such a Type-II right censored sample by x 1:n , ..., x r:n . Based on these observations, the likelihood function is given by:
Thus the maximum likelihood estimator of θ can be obtained bŷ
x i:n + (n − r)x r:n ).
However, in many fields of application, it is sometimes impossible to obtain exact observations of lifetime. The obtained lifetime data may be imprecise most of the time. For instance, consider a life-testing experiment in which n identical ball bearings are placed on test, and we are interested in the lifetime of these ball bearings. In practice, however, measuring the lifetime of a ball bearing may not yield an exact result. A ball bearing may work perfectly over a certain period but be braking for some time, and finally be unusable at a certain time. So, the number of revolutions to failure (in millions) for ball bearings may reported by means of the following imprecise quantities: "approximately lower than 45 ", "approximately 50 to 70 ", "approximately 75 ", "approximately 80 ", "approximately 90 to 100 ", "approximately higher than 120 ", and so on. In order to model imprecise lifetimes, a generalization of real numbers is necessary. These lifetimes can be represented by fuzzy numbers. A fuzzy number is a subset, denoted byx, of the set of real numbers (denoted by R) and is characterized by the so called membership function µx(.). Fuzzy numbers satisfy the following constraints (see [5] ):
(
Among the various types of fuzzy numbers, LR-type fuzzy numbers (the triangular and trapezoidal fuzzy numbers are special cases of the LR-type fuzzy numbers) are most convenient and useful in describing fuzzy lifetime data. Therefore, we shall focus on the set of LR-type fuzzy numbers. Definition 2.1. (see [21] pp.62). Let L (and R) be decreasing, shape functions from
where m is called the mean value ofx and α and β are called the left and right spreads, respectively. Symbolically, the LR-type fuzzy number is denoted byx = (α, m, β ).
.., n, be the LR-type fuzzy numbers. The fuzzy mean value of these numbers can be obtained as
Data, likelihood and parameter estimations
In this section, we will first introduce a generalization of the likelihood function based on Type-II censoring when the lifetime observations are reported in the form of LR-type fuzzy numbers.
The maximum likelihood estimate of the mean parameter will then be obtained using the NewtonRaphson as well as the EM algorithm in Section 3.2. The estimation, via moment method, Bayesian procedure and CAE method, of the unknown parameter will be discussed in Sections 3.3, 3.4 and 3.5, respectively.
Fuzzy lifetime data and the likelihood function
Suppose that n independent units are put on a test and that the lifetime distribution of each unit is given by (2.1). Now consider the problem where under the Type-II censoring scheme, failure times are not observed precisely and only partial information about them are available in the form of fuzzy numbersx i = (α i , m i , β i ), i = 1, ..., r , with their corresponding membership functions µx 1 (x 1 ), ..., µx r (x r ). Let the maximum value of the means of these fuzzy numbers to be m (r) . The lifetime of n − r surviving units, which are removed from the test after the mth failure, can be encoded as fuzzy numbersz r+1 , ...,z n with the membership functions
The fuzzy dataw = (x 1 , ...,x r ,z r+1 , ...,z n ) is thus the vector of observed lifetimes. The corresponding observed-data log-likelihood function can be obtained, using Zadeh's definition of the probability of a fuzzy event (Zadeh [20] ), as
Maximum likelihood estimation
The maximum likelihood estimate of the parameter θ can be obtained by maximizing the likelihood function (3.1). By taking the derivative of the log-likelihood (3.1) with respect to θ , we have
To achieve estimation via ML method, it is not easy to solve the equation 
Differentiating of (3.3) with respect to λ yields
Let g(λ ) denote the function on the right-hand side of the expression in (3.4). Then it is easily seen that
Since the two terms (n − r)m (r) and x exp (−λ x) µx i (x)dx in (3.4) are both positive, we have
∀λ ∈ (0, ∞). Therefore, the equation g(λ ) = 0 has at least one root in (0, ∞). To prove that the root is unique, we consider the first derivative of g, g´(λ ), given by
Now let
Then g´(λ ) can be written as
It is clearly that s(λ ) is a log-concave function of λ , and this implies that w i (λ ), i = 1, ..., r, are also log-concave in λ (see Prekopa-Leindler inequality in the Appendix A). It follows that g is a strictly decreasing function w.r.t. λ and hence the equation g(λ ) = 0 has exactly one solution.
Since there is no closed form of the solution to the likelihood equation (3.2), an iterative numerical search can be used to obtain the MLE. In the following, we describe the Newton-Raphson method and the EM algorithm for determining the MLE of the parameter θ .
Newton-Raphson algorithm
Newton-Raphson algorithm is a direct approach for estimating the relevant parameters in a likelihood function. In this algorithm, the solution of the likelihood equation is obtained through an iterative procedure. Let θ (h) be the parameter value from the h−th step. Then, at the (h + 1)−th step of iteration process, the updated parameter is obtained aŝ
where the notation A | h , for any partial derivative A, means the partial derivative evaluated at θ (h) . The second-order derivative of the log-likelihood with respect to the parameter, required for proceeding with the Newton-Raphson method, is obtained as follows.
The iteration process then continues until convergence, i.e., until θ (h+1) − θ (h) < ε, for some prefixed ε > 0. It should be pointed out that the second-order derivative of the log-likelihood is required at every iteration in the Newton-Raphson method. Sometimes the calculation of the derivatives based on censored fuzzy data are complicated. Another viable alternative to the Newton-Raphson algorithm is the well-known EM algorithm. In the following, we discuss how that can be used to determine the MLE in this case.
Once the maximum likelihood estimate of θ is obtained, we can use the asymptotic normality of the MLEs to construct the approximate confidence interval. It is known that the asymptotic distribution of the MLE of θ is given by
Here, the asymptotic variance Var(θ ) can be approximated by
where I(θ ) denotes the observed Fisher information given by
Remark 3.1. In the above proofs, we have exchanged integration and differentiation in (3.2), (3.4), and (3.7). Strict justification of these exchanges requires application of the dominated convergence theorem. To use this theorem, we note that the functions that we encounter in these relations can be readily verified to be bounded by Lebesgue integrable functions. Hence, for the cases that we considered, the dominated convergence theorem can be readily applied to exchange the order of integration and differentiation.
EM algorithm
Expectation Maximization (EM) algorithm has emerged as a very important tool for estimating the parameters involved in a model, especially when the available data are incomplete. Since the observed fuzzy dataw can be seen as an incomplete specification of a complete data, the EM algorithm is applicable to obtain the maximum likelihood estimate of the parameter. First of all, denote the lifetime of the failed and censored units by X = (X 1 , ..., X r ) and Z = (Z r+1 , ..., Z n ), respectively. The combination of (X, Z) = W forms the complete lifetimes and the corresponding log-likelihood function is denoted by L(W; θ ). In the following, we use the EM algorithm to determine the MLE of θ .
The log-likelihood function based on the complete lifetime W becomes
To perform the E-step of the EM algorithm, we need to compute the conditional expectation of the complete-data log likelihood conditionally on the observed dataw, using the current fit θ (h) of the parameter θ :
where
The M-step then consists in finding θ (h+1) which maximizes E θ (h) (log L(W; θ ) |w). This is easily achieved by solving the likelihood equation. From
we getθ
The MLE of θ can be obtained by repeating the E-and M-steps until the difference L O (w; θ (h+1) ) − L O (w; θ (h) ) becomes smaller than some arbitrary small amount. Due to the result of the Theorem 3.1, it is then evident that the EM algorithm and the Newton Raphson method would converge to the same value. The maximum likelihood estimate of θ via EM algorithm is thereafter refereed as "θ EM "in this paper.
Method of moments
Let X be random variable which has the Exponential distribution with pdf given by (2.1). It is well-known that the kth moment of the Exponential model with parameter θ is
Equating the first sample moment to the corresponding population moment, the following equation can be used to find the estimate of moment method.
Since the closed form of the solution to Eq. (3.12) could not be obtained, an iterative numerical process to obtain the parameter estimate is described as follows:
1. Let the initial estimate of θ , say θ (0) with h = 0. 2. In the (h + 1)th iteration, we compute new estimate of θ , say θ (h+1) from:
(3.13)
3. Checking convergence, if the convergence occurs then the current θ (h+1) is the estimate of θ by the method of moments; Otherwise set h = h + 1 and go to Step 2. The resultant estimate of θ is thereafter refereed as "θ MM "in this paper.
Bayesian estimation
In this subsection we consider the Bayes estimation of the unknown parameter. We first reparameterize the model as follows λ = 1 θ . As conjugate prior for λ , we take the Gamma(a, b) density with pdf given by
where a > 0 and b > 0. Based on the new parametrization, the posterior density function of λ given the data can be written as follows.
is the likelihood function based on the Type-II censored sample. Then, under a squared error loss, the Bayes estimate of any function of λ , say g(λ ), is
Since the Eq. (18) can not be obtained analytically, we adopt Lindley's approximation to compute the Bayes estimate of θ . Lindley [12] first proposed his procedure to approximate the ratio of two integrals such as (3.16). For the one-parameter case, Lindley's approximation of (3.16) is the form
Evaluating all the expressions in (3.17) at the MLE of λ produces the approximationĝ B to (3.16).
In our case, we have
The MLE of λ is the solution of the equation
∂ λ = 0. Now, to apply Lindley's form in (3.17), we first obtain
The approximate Bayes of θ , sayθ B , for the squared error loss function is the posterior mean of g(λ ) = 1 λ , which is by (3.17) as follows.
Computational approach estimation method
In this subsection we propose a new parameter estimation procedure called 'CAE'. Although the maximum likelihood estimate obtained in the preceding section is preferable, its computation requires repeated evaluation of E-and M-steps until convergence occurs. On the other hand, the CAE method provides not only the computational ease but also reasonable mean squared error. This finding is further discussed in Section 4.
.., r, be the observed fuzzy lifetimes under Type-II censoring from exponential distribution with unknown parameter θ . Grzegorzewski and Hryniewicz [7] considered the generalization of exponential model which admits vagueness in lifetimes. They obtained a fuzzy estimator of the mean lifetime θ in the presence of vague lifetimes. However, in most applications, crisp results are required instead of fuzzy ones. So, we propose the following computational approach to obtain a crisp value as an estimate of θ .
Step 1: Order the means of fuzzy numbers as m (1) < m (2) < ... < m (r) .
Step 2: Obtain the fuzzy mean value, say x, of the fuzzy numbers by using (2.2).
Step 3: Convert the fuzzy number x into a real value by using the center of gravity defuzzification technique (see in the Appendix B). Denote this defuzzified value by
Step 4: The new estimate of θ is then computed as:
The resultant estimate of θ via this approach is thereafter refereed as "θ CA "in this paper.
Numerical Study
In this section, we present a Monte Carlo simulation study and one example to illustrate the methods of inference developed in this paper. First, for fixed θ = 1 and different choices of n and r, we have generated Type-II censored samples from Exponential distribution, using the method proposed by Aggarwala and Balakrishnan [1] , as follows.
.., r, is the desired Type-II censored sample from the Exponential distribution. Then each realization of x was fuzzified using the method proposed by Pak et al. [15] , and the estimate of θ for the fuzzy sample were computed using the four methods presented in the preceding section. We have used the initial estimate of θ for iterative progresses of Newton-Raphson method, EM algorithm and moment method to be
x i . For computing the Bayes estimator, we have assumed that λ has Gamma(a, b) prior. To make the comparison meaningful, it is assumed that the prior is non-informative, and they are a = b = 0. The average values and mean squared errors of the estimates, the average number of iterations needed for achieving convergence, based on 1000 replication are presented in Table 1 . In viewing the table, we find that using Newton-raphson or EM algorithm for the computation of MLE give similar estimation results, but Newton-Raphson method needs smaller iterations for convergence. The performance of MLE and MME in terms of AVs and MSEs are quite similar to each other. Among the four procedures developed here, the CAE method produces estimates with smallest MSE and then followed by MLE and MME and then the Bayes procedure. In all the cases, it is observed that for fixed n as m increases, the MSEs of the estimates decrease as expected. Since these four procedures for estimating the mean parameter θ of Exponential distribution have different features, we let users to decide based on their preferences.
Example 1. To demonstrate the application of proposed methods, let us consider the following life-testing experiment in which n = 23 identical batteries are placed on test. The unknown lifetime x i of battery i may be regarded as a realization of a random variable X i , induced by random sampling from a total population of batteries, which is distributed as Exponential by an unknown mean parameter of θ . A tested battery may be considered as failed, or -strictly speaking-as nonconforming, when at least one value of its parameters falls beyond specification limits. In practice, however, we don't have the possibility to measure all parameters and are not able to define precisely the moment of a failure. So, the observed lifetimes (in 100h) are reported in the form of lower and upper bounds, as well as a point estimate which are as follows.
DATA SET: In our approach, each triple is modeled by a triangular fuzzy numberx i , and is interpreted as a possibility distribution related to an unknown value x i , itself a realization of a random variable X i . Randomness arises from the selection of objects from the total population of batteries. In contrast, fuzziness arises from the limited ability of the observer to describe the moment of a failure using numbers, which is not influenced by random factors. Suppose that the last 7 lifetimes out of n inspection items are missing, then we can only obtain a Type-II censored sample From these data, and using the starting value θ (0) = 16.04, which is the estimate of the parameter computed over the centers of each fuzzy numbers, the final MLE of θ is found from NewtonRaphson and EM algorithm to beθ NR = 26.29 andθ EM = 26.28, respectively. Based on Lindley's approximation, the Bayes estimate of θ under squared error loss function becomesθ B = 26.93 . Also the estimates from the CAE and moment method areθ CA = 26.35 andθ MM = 26.29, respectively.
Conclusions
Although the problem of estimation of exponential mean parameter based on the censored data has been studied extensively, traditionally it is assumed that the data available are performed in exact numbers. In real world situations, however, we deal with non-precise (fuzzy) data. Therefore, the conventional procedures used for estimating the unknown parameter will have to be adopted to the new situation. In this paper we have proposed different procedures for estimating the exponential distribution parameter under Type-II censoring when the lifetime observations are fuzzy numbers. They are maximum likelihood estimation, estimation of method moments, Bayesian estimation and computational approach estimation method. We have then carried out a simulation study to assess the performance of all these procedures. Based on the results of the simulation study, we see clearly that, maximum likelihood estimator (via any of the two processes mentioned in the paper) and "MME"give the same parameter estimates as shown by AV and MSE in Table 1 . The "CAE"has slightly better MSE compared with all the estimators considered here. In all the cases, it is observed that as the effective sample size increases the performances in terms of MSE become better. The study of the applicability of the proposed approach in estimating the parameters of exponential distribution under the other censoring schemes such as Hybrid type-II and Hybrid progressive type-II censoring are possible topics for further research.
Appendix A. Prekopa-Leindler inequality
In mathematics, the Prekopa-Leindler inequality is an integral inequality closely related to the reverse Young's inequality, the Brunn-Minkowski inequality and a number of other important and classical inequalities in analysis.
Statement of the inequality (see [6] ): Let 0 < λ < 1 and let f , g and h be non-negative integrable functions defined on R n satisfying h ((1 − λ ) x + λ y) ≥ f (x) 1−λ g(y)
λ for all x, y ∈ R n . Then 
Appendix B. Center of gravity defuzzification method
Defuzzyfication is the opposite process to the essence of idea of fuzzy sets. Moreover, defuzzyfication is the last step on fuzzy control system and fuzzy reasoning system. Finally, defuzzyfication operation reduces, fuzzy number to a single, crisp, numerical value, result carries the best information and makes kind of synthesis about this fuzzy number. A common and useful defuzzification technique is the center of gravity method. The center of gravity defuzzification technique can be expressed as ( [18] , pp. 99)
where z * is the defuzzified output, µC(z) is the membership function of the fuzzy setC.
