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By combining the ﬁeld-susceptibility technique with the optical Bloch equations, a general formalism is developed for the inves-
tigation of molecular photophysical phenomena triggered by nanometer scale optical ﬁelds in the presence of complex environments.
This formalism illustrate the inﬂuence of the illumination regime on the ﬂuorescence signal emitted by a single molecule in a complex
environment. In the saturated case, this signal is proportional to the optical local density of states, while it is proportional to the
near-ﬁeld intensity in the non-saturated case.
 2005 Elsevier B.V. All rights reserved.1. Introduction
Over the last decade, numerous experimental conﬁg-
urations have been proposed for studying single mole-
cule photophysical phenomena triggered by nanometer
size light ﬁelds [1–8]. These conﬁgurations involve the
interaction of microscopic entities with their macro-
scopic environment. Similar situations, where elements
exhibiting very diﬀerent length scales interact, exist also
in solid state physics and materials science [9].
The main objective of this communication is to
propose a formalism for analyzing a large class of exper-
imental conﬁgurations where various molecular photo-
physical processes are induced by highly conﬁned
optical ﬁelds in the presence of a complex environment.
The approach is based on the combination of the ﬁeld-
susceptibility/Greens-tensor technique [10,11] with the
optical Bloch equations [12,13]. The former provides an0009-2614/$ - see front matter  2005 Elsevier B.V. All rights reserved.
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E-mail address: girard@cemes.fr (C. Girard).accurate electromagnetic description of the system,
including the local electric ﬁeld and local density of
states (LDOS) [14]. These parameters are then intro-
duced into the optical Bloch equations to obtain the
population evolution of the molecular energy levels
and deduce the molecular ﬂuorescence signals [15–17].
Our approach relies on the fact that quantum-
mechanical calculations can be restricted to the molecu-
lar system, while the complex optical environment can
be treated classically using the Greens tensor. This con-
trasts markedly with earlier theoretical works on ﬂuores-
cence in conﬁned geometries where the molecule was
treated as a classical emitting dipole [18–21]. Indeed,
in the present approach the population equations can
be solved in a non-perturbative manner, irrespective of
the complexity of the environment seen by the mole-
cules. Like this, one or several molecules including an
arbitrary number of energy levels can be investigated.
Diﬀerent experimental illumination regimes can be
investigated and eﬀects such as saturation are readily
accessible to the technique. These complex eﬀects play
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experiments in the presence of highly conﬁned optical
ﬁelds.
The Letter is organized as follows: A general formal-
ism for the evolution of the diﬀerent ﬂuorescence signals
generated by amolecule placed in a complex environment
is ﬁrst developed. Two limiting cases are then studied in
detail to illustrate the dependence of the ﬂuorescence sig-
nal on the illumination conditions.2. Formalism
Let us consider a molecular system located at the po-
sition rm in a complex environment and characterized by
its dipole operator l^ and Hamiltonian H0 (Fig. 1). The
Fourier transform E(rm,x) of the local electric ﬁeld
E(rm, t) can be obtained everywhere in the system from
the generalized ﬁeld propagator K(r, r 0,x) [10]:
Eðrm;xÞ ¼
Z
v
Kðrm; r0;xÞ  E0ðr0;xÞdr0; ð1Þ
where E0(r
0,x) represents the Fourier transform of the
illumination ﬁeld E0(r, t) = E0cos(x0tk0 Æ r), and the
integral runs over the entire environment. The dyad
K(r, r 0,x) can be expressed in terms of the optical ﬁeld
susceptibility tensor S(r, r 0,x) associated with the entire
system
Kðr; r0;xÞ ¼ dðr r0Þ þ Sðr; r0;xÞ  vðr0;xÞ; ð2Þ
where v is the optical susceptibility of the complex envi-
ronment. Eq. (1) can be solved using a recursive series of
Dysons equations associated with S, leading to the ﬁeld
E(r,x) in the system [10]. The dipolar coupling Hamilto-Eo ω2 ω 3
Γ2
Γ3
ω 3
ω2
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Fig. 1. Schematic representation of a three levels molecular system in
interaction with a complex optical environment. Symbols j1æ and j3æ
represent ground single state and ﬁrst excited singlet, respectively. K
characterizes the vibrational relaxation decay of state j2æ and E0 is the
amplitude of the illumination ﬁeld.nian W ðtÞ ¼ l^  Eðrm; tÞ can then be obtained from the
generalized propagator (2). Applying the usual rotating
waves approximation that neglects non-resonant terms
in the interaction process [12], one obtains
W ðtÞ ¼
X
a¼x;y;z
hXaðrmÞ
2
eiðx0tþ/aðrmÞÞj2ih1j þ C:C: ; ð3Þ
where Xa(rm) is the a-component of the vectorial Rabi
frequency. This quantity is proportional to the a-com-
ponent of the absorption transition dipole l2
XaðrmÞ ¼ 
l2;aEaðrmÞ
h
; ð4Þ
with
EaðrmÞ ¼
X
b¼x;y;z
Z
Kabðrm; r0;x0Þeik0r0 dr0E0;b

: ð5Þ
In Eq. (3), the three phase factors /a(rm) (with
a = x,y or z) are obtained by taking separately the phase
of the three components of the complex number
E(rm,x). This splitting of both the phase factor and
the Rabi frequency into three distinct components orig-
inates from the presence of evanescent ﬁelds [22,23].
At this stage, we have all the ingredients required to
write Liouvilles equation that governs the matrix den-
sity evolution of the molecule
_qðtÞ ¼ 1
ih
½H 0 þ W ðtÞ; qðtÞ þ ½Rspont þRvibqðtÞ; ð6Þ
where the two Redﬁeld operators Rspont and Rvib, de-
scribe, respectively, the couplings with the photons bath
and the internal vibrational states of the molecule [12].
This leads to a coupled system of four optical Bloch
equations [12]:
_q33ðtÞ ¼ Kq22ðtÞ  C3q33ðtÞ; ð7Þ
_q22ðtÞ ¼ ðK þ C2Þq22ðtÞ  iXq12ðtÞ þ iXþq21ðtÞ; ð8Þ
_q12ðtÞ ¼ idL 
C2
2
 
q12ðtÞ  iXþð2q22ðtÞ þ q33ðtÞ  1Þ;
ð9Þ
_q21ðtÞ ¼  idL þ
C2
2
 
q21ðtÞ þ iXð2q22ðtÞ þ q33ðtÞ  1Þ;
ð10Þ
with
X=þ ¼
X
a¼x;y;z
XaðrmÞ
2
eð=þÞi/aðrmÞ: ð11Þ
When the phase factors/a(rm) weakly vary from one ﬁeld
component a to another, we can put /a(rm) ” /(rm) for
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be related to the usual Rabi frequency X(rm):
Xþ ¼ ðXÞ ¼ XðrmÞ
2
ei/ðrmÞ: ð12Þ
In Eqs. (7)–(10), we have also introduced four useful
parameters, namely, (i) the detuning dL = x2  x0 be-
tween the laser and the resonant absorption frequency
of the molecule, (ii) the vibrational relaxation constant
K between the excited state and the ﬁrst excited singlet,
and ﬁnally (iii) the two radiative decay rates of the mol-
ecule [15]:
C2=3 ¼ Cð0Þ2=3 þ
2l22=3
h
Im Sðrm; rm;x2=3Þ
 
: uu; ð13Þ
where u is a unit vector that characterizes the mole-
cule orientation, l2/3 represent the transition dipole
between the ground state and the j2æ/j3æ levels, and
Cð0Þ2=3 are the spontaneous decay rates of the isolated
molecule (Fig. 1). These parameters appear in the
optical Bloch equations after application of the Red-
ﬁeld operator on the matrix density operator. In the
present case, symmetry considerations imply that sev-
eral Redﬁeld operator matrix elements vanish [12].
The stationary population q33 of the ﬁrst singlet state
j3æ gives direct access to the detected ﬂuorescence sig-
nal when the molecule is illuminated in permanent re-
gime. In this case, the four terms on the left-hand side
of Bloch equations tend simultaneously to zero. This
leads to
q33 ¼ 1þ
2
K
þ A1 þ A2
 
C3
 1
; ð14Þ
with
A1 ¼ d
2
L
XþX
1
K
þ 1
C2
 	
ð15Þ
and
A2 ¼ C2
4XþX
1þ C2
K
 	
: ð16Þ
The ﬂuorescence signals generated by the molecule is
then given by
I fluoðrmÞ ¼ hx3C3
1þ ð2K þ A1 þ A2ÞC3
: ð17Þ
Eq. (17) together with Eqs. (15) and (16) demonstrate
the possibility of self-consistently bridging the gap
between molecular and macroscopic scales. The entire
optical information related to the dielectric environment
is implicitly contained, via the ﬁeld-susceptibility S, in
the factors C2/3 and X
+/. Consequently, this approach
is well-suited for investigating a large class of photo-
physical phenomena in conﬁned geometries.3. Limiting cases for diﬀerent illumination modes
Another important advantage of this approach
should also be emphasized. As illustrated by the previ-
ous analysis, a proper selection of the only active molec-
ular levels for a given photophysical process leads to
quasi-analytical expressions for the ﬂuorescence signals.
For example, two limiting cases particularly pertinent to
on-going single molecule near-ﬁeld optical experiments
can be extracted from Eq. (17).
3.1. Saturated absorption regime
When the laser frequency x0 excites the molecule at
the absorption frequency x2, the detuning factor dL in
Eq. (15) and the factor A1 tend towards zero. The mag-
nitude of the excitation power can then be adjusted to
approach the so-called saturation regime that occurs
when the product A2C3 is much smaller than unity in
Eq. (17). This condition is fulﬁlled when the Rabi
frequency X(rm) veriﬁes the following relation
(see Eqs. (12) and (16)):
XðrmÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C2C3
p
: ð18Þ
Moreover, for customary ﬂuorescent molecules, the
term 2 C3/K in Eq. (17) remains always much smaller
than unity. Consequently, within this asymptotic case,
the ﬂuorescence signal becomes merely proportional to
the radiative decay C3:
I satðrmÞ ’ hx3C3ðrm;x3Þ: ð19Þ
After substitution of Eq. (13) into Eq. (19), the variation
of Iﬂuo(rm) with respect to the molecule location rm is
found to be proportional to the imaginary part of the
ﬁeld susceptibility S associated with the entire
environment,
I satðrmÞ ’ hx3Cð0Þ3 þ 2l23x3Im Sðrm; rm;x3Þf g : uu: ð20Þ
For a speciﬁc orientation of the molecule along the
a-direction, the factor Im{S(rm,rm,x2/3)}:uu can be re-
lated to the partial photonic LDOS na(rm,x3) at the ﬂuo-
rescence frequency x3 [14],
naðrm;x3Þ ¼ 1
2p2x3
Im Sa;aðrm; rm;x3Þf g: ð21Þ
Finally, substitution of Eq. (21) into Eq. (20) leads to
I satðrmÞ ¼ hx3Cð0Þ3 þ 4x23l23p2naðrm;x3Þ: ð22Þ
Consequently, when the saturation regime is reached,
the molecule tends to gradually forget any initial infor-
mation related to the structure of the excitation ﬁeld. In
this case, the molecule loses the history of the successive
absorption events and emits ﬂuorescence photons that
probe the partial photonic LDOS associated with the
environment. Such experimental conditions can be
obtained by working at low temperature in order to
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probe. Very recently, Michaelis et al. succeeded in oper-
ating a low temperature SNOM conﬁguration where
the source of light was reduced to a single ﬂuorescing terr-
ylene molecule embedded in a paraterphenyl microcrys-
tal, which itself was glued on the apex of a sharpened
optical ﬁber [7,24]. At 1.4 K, the terrylene linewidth is
about 47 MHz, which provides ideal conditions to ob-
serve, under saturated conditions, the variations of the
LDOS as the micro-crystal is raster-scanned [25].
A simulation of this operation mode is presented in
Fig. 2b, where a single terrylene molecule raster-scans
the sample depicted in Fig. 2a. The ﬂuorescence wave-
length k3 = 2pc/x3 of terrylene is 630 nm and its ﬂuores-
cence transition dipole l3 oriented along the y-axis.
According to Eq. (22), the molecule signal is modulated
by the partial y-LDOS computed at the ﬂuorescence
wavelength k3. The presence of symmetrical ripples
around the dielectric cylinders indicates that a LDOS
map characterizes a given system independently of the
illumination mode [26]. Let us note that the other partial
x-LDOS can be probed by rotating the molecule by p/2
in the xy-plane.
3.2. Oﬀ-saturation absorption regime [27]
In this second asymptotic case, we also maintain the
detuning factor dL close to zero and consider the ﬂuores-Fig. 2. (a) Geometry used for the calculation: three dielectric cylindrical pr
corners of an isosceles triangle with base 600 nm and perpendicular 1000 nm
that raster-scans the sample at a constant height z = 150 nm above the surfac
with s-polarization. (b) Fluorescence signal computed in the saturation reg
Fluorescence signal computed in the oﬀ-saturation regime (Eq. (26)), for tw
(c) and x-direction (d). Map dimensions: (a) 1.2 · 1.4 lm2, (b)–(d) 3 · 3 lm2cence signal when the molecule is excited at a low Rabi
frequency. This regime is described by the following
inequality,
XðrmÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C2C3
p
; ð23Þ
which corresponds to the condition A2C3  1. The ﬂuo-
rescence signals Ioﬀ-sat(rm) reads then
Ioff-satðrmÞ ’ hx3A2 ¼
4hx3KXþX
C2ðK þ C2Þ : ð24Þ
In the case of low near-ﬁeld phase variations (Eq. (12)),
this signal becomes proportional to the square of the
Rabi frequency X(rm) at the molecule location:
Ioff-satðrmÞ ¼ AX2ðrmÞ; ð25Þ
with A = hx3K/C2(K + C2). For a particular orientation
of the molecule along the a-direction, X2ðrmÞ ¼
l22E
2
aðrmÞ, and the molecule probes the local near-ﬁeld
intensity [27,28],
Ioff-satðrmÞ ¼ Al22E2aðrmÞ: ð26Þ
This result shows that, unlike what happened in the ﬂuo-
rescence saturation regime where the molecule probed
the photonic LDOS (Eq. (22)), the oﬀ-saturation regime
leads to a ﬂuorescence signal that is proportional to the
local near-ﬁeld intensity. According to Eq. (23), this
condition is easily veriﬁed when the Rabi frequency is
small compared to the absorption linewidth. Theseotrusions (diameter 100 nm, height 60 nm, e = 4.41) are placed at the
on a glass surface (e = 2.25). The red ellipsoid represents the molecule
e. The system is illuminated from underneath in total internal reﬂection
ime (Eq. (22)) when the molecule raster-scans the sample. (c) and (d)
o diﬀerent propagation directions of the illumination ﬁeld: y-direction
.
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iments performed at room temperature where the detec-
tion of local signals emitted by individual molecules was
reported [2,28]. In particular, it was demonstrated in
Ref. [2] how individual ﬂuorescing molecules were able
to precisely map the electric ﬁeld intensity generated at
the apex of a metal coated tip, thereby providing the ﬁrst
direct veriﬁcation of Bethes theory of light diﬀraction
by a subwavelength aperture.
Two simulations of this oﬀ-saturation mode, calcu-
lated at the illumination wavelength k2 = 578 nm, are gi-
ven in Figs. 2c and d. In this case, it may be seen that the
molecule probes the intensity E2y associated with the
y-component of the optical electric near-ﬁeld conﬁned
by the environment. Unlike what happened in the satu-
rated absorption regime (Fig. 2b), the recorded ﬂuores-
cence signal dramatically depends on the illumination
conditions and does not provide direct information on
the sole topography of the sample.
3.3. Arbitrary illumination regime
When neither conditions examined under (i) or (ii)
apply, no evident simpliﬁcation can be made and the
detected ﬂuorescence signal must be computed from
the general relation (17). In this case, information
related to the electric ﬁeld distribution is entangled with
local information related to the LDOS calculated at the
ﬂuorescence frequency.4. Summary
In conclusion, we have developed a uniﬁed formalism
to describe molecular photophysical processes in a con-
ﬁned geometry. This approach includes a non-perturba-
tive quantum treatment of all the diﬀerent active
molecular levels, as well as the complex and rapidly
varying ﬁeld distributions associated with a complicated
optical environment. The combination of these two fea-
tures renders the method particularly powerful for the
accurate analysis of experiments performed with local
probe techniques and single active molecules. The ob-
tained equations provide new insights into the signal
eﬀectively radiated in the near-ﬁeld by a single molecule.
Important limiting cases in the saturated and oﬀ-
saturated absorption regimes can be recovered from this
general formalism.Acknowledgements
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