A comparison of stereo correspondence algorithms can be conducted by a quantitative evaluation of disparity maps. Among the existing evaluation methodologies, the Middlebury's methodology is commonly used. However, the Middlebury's methodology has shortcomings in the evaluation model and the error measure. These shortcomings may bias the evaluation results, and make a fair judgment about algorithms accuracy difficult. An alternative, the A * methodology is based on a multiobjective optimisation model that only provides a subset of algorithms with comparable accuracy. In this paper, a quantitative evaluation of disparity maps is proposed. It performs an exhaustive assessment of the entire set of algorithms. As innovative aspect, evaluation results are shown and analysed as disjoint groups of stereo correspondence algorithms with comparable accuracy. This innovation is obtained by a partitioning and grouping algorithm. On the other hand, the used error measure offers advantages over the error measure used in the Middlebury's methodology. The experimental validation is based on the Middlebury's test-bed and algorithms repository. The obtained results show seven groups with different accuracies. Moreover, the topranked stereo correspondence algorithms by the Middlebury's methodology are not necessarily the most accurate in the proposed methodology.
INTRODUCTION
The research and development process on stereo correspondence algorithms requires of an objective assessment of results. In fact, an evaluation methodology should be followed in order to perform a fair comparison among different algorithms (Szeliski, 1999) , tune the parameters of an algorithm within a particular context (Kelly et al., 2007) , identify algorithm's advantages and drawbacks (Kostlivá et al., 2007) , determine the impact of specific procedures and components (Hirschmüller and Scharstein, 2009; Bleyer and Chambon, 2010) , support decision for researchers and practitioners , and, in general, to measure the progress on the field (Szeliski and Zabih, 2000) . Among the quantitative evaluation methodologies available in the literature, the Middlebury's methodology (Scharstein and Szeliski, 2002; is widely used. This methodology is based on a test-bed composed by four images of different geometric characteristics. Three different error criteria are defined in relation to challenging image regions. The percentage of Bad Matched Pixels (BMP) is used as error measure. It is gathered according to error criteria by comparing the estimated disparity maps against ground-truth data, using an error threshold. A rank is assigned to algorithms under evaluation, according to error scores and error criteria. A final ranking is computed by averaging previously established ranks. In this way, the evaluation model of Middlebury's methodology relates ranks to weights. The model assumes that the algorithm of minimum weight has the best accuracy. However, the Middlebury's methodology has some shortcomings, such as the use of the BMP measure along with the evaluation model. The BMP measure is a binary function using a threshold, where the treshold selection may impact on the evaluation results. Once the error in estimation exceeds the threshold, the error magnitude is ignored. Moreover, the same magnitude errors may cause depth reconstruction errors of different magnitude (Van der Mark and Gavrila, 2006; Gallup et al., 2008; . Nevertheless, the BMP measure does not consider this fact. Consequently, the BMP measure may not be suited to properly evaluate the accuracy of a disparity map . In regard to the evaluation model, two or more algorithms may have the same error score using an error criterion. In this case, the rank assigned to these algorithms became arbitrary. This fact may impact on the final ranking. Adittionally, different algorithms may have the same average ranking. Nevertheless, it does not mean that these algorithms perform similarly on test-bed images. Moreover, althought it is possible to determine a set of top ranking algorithms based on the Middlebury's methodology, the cardinality of this set is a free parameter. This fact may lead to discrepancies or controversy among researchers about the state-ofthe-art on the field. Thus, the above shortcommings may introduce bias to evaluation results, as well as they may impact the interpretation on the state-ofthe-art of stereo correspondence algorithms in the research comunity.
In the * evaluation model proposed in , the composition of the most accurate set of algorithms is determined withouth ambiguity. However, this evaluation model fails in considering an evaluation scenario on which a user may be interested in an exhaustive evlauation of the entire set of algorithms, and not only in determining which algorithms are the most acccurate overall.
In this paper, an extension to the * evaluation model presented in ) is introduced. The extension is based on iteratively evaluating the entire set of stereo correspondence algorithms by computing groups of algorithms with comparable accuracy. The composition of each group is unambiguously determined based on error scores and the Pareto Dominance relation (Van Veldhuizen et al., 2003) . Additionally, the error measure proposed in is used in the presented evaluation. The obtained evaluation results show that the extended methodology, in conjuction with the used measure, allow a better understanding and analysis of the accuracy of stereo correspondence algorithms. The imagery test-bed, and the error criteria of Middlebury's methodology, as well as a set of 112 stereo correspondence algorithms (Scharstein and Szeliski, 2011) , were used in the experimental validation. As evaluation results, seven different groups of algorithms were obtained. Each group is associated to a different accuracy. In particular, the most acurate group is composed by nine algorithms. Among these algorithms, two of them apply local optimisation strategies, whilst the seven remains apply global optimisation strategies. Most of these global algorithms are based on Graph Cuts (GC) (Kolmogorov and Zabih, 2001) .
RELATED WORK
A quantitative comparison of stereo correspondence algorithms is presented in (Szeliski and Zabih, 2000) . The evaluation considers both, the comparison against ground-truth data, using the BMP measure, and the prediction-error approach of (Szeliski, 1999) . In this work, these two approaches were applied separately over data, and it is concluded that consistent results were obtained between the two approaches, whilst certain types of errors are emphasised by each approach.
Accuracy and density are considered as the two main properties of a disparity map in (Kostlivá et al., 2007) . Two errors measures are defined based on these properties: the error rate (i.e. mismatches and false positives) and the sparsity rate (i.e. false negatives). A Receiver Operating Characteristics (ROC) analysis is adopted upon the defined errors. An is better relation is defined based on the ROC curve. A particular algorithm's parameter setting is better than another if it produces a more accurate and denser result. Nevertheless, the ROC curve can be computed using only one set of stereo images. Thus, the evaluation turns probabilistic when the imagery test-bed involves more stereo images. Additionally, the evaluation model of this methodology requires a weight setting in relation to the importance of each stereo image considered in the test-bed. Moreover, error rate is computed using a threshold. Thus, it may have the same drawbacks than the BMP measure.
A cluster ranking evaluation method is proposed in (Neilson and Yang, 2008) . It consists on using statistical inference techniques to rank the accuracy of stereo correspondence algorithms over a single stereo image, and the posterior combination of rankings from multiple stereo images, to obtain a final ranking. This work is focused on comparing matching costs using a hierarchical Belief Propagation (BP) algorithm (Felzenszwalb and Huttenlocher, 2004) . Additionally, different significance tests should be applied when the testbed involves several stereo images. Moreover, a greedy clustering algorithm is used. The clustering algorithm computes iteratively the final ranks as the average of several ranks in a partition. In this way, the assigned rank may be a real number which lacks of a concise interpretation. In this work, the BMP measure is used in order to determine estimation errors.
Stereo correspondence algorithms of real-time performance and limited requirements in terms of memory are evaluated in (Tombari et al., 2010) . The evaluation involves both: accuracy and computational efficiency. The complement of the BMP measure is used as the accuracy measure, whilst the amount of estimated disparities per second is used for measuring computational efficiency. However, the fact that estimation accuracy and computational efficiency are opposite goals is not taken into account. Moreover, the evaluation model of Middlebury's methodology is used in this work. Thus, the averaged rankings values may lack of a concise meaning.
The Middlebury's methodology was introduced in (Scharstein and Szeliski, 2002) . Additionally, a website with an online ranking is kept updated in (Scharstein and Szeliski, 2011) . This evaluation methodology uses a ground-truth imagery test-bed of four stereo images: Tsukuba, Venus, Teddy and Cones, (Scharstein and Szeliski, 2003) . Three error criteria are defined in relation to image regions: nonocc, all and disc. The nonocc criterion is associated to image points in non-occluded regions. The all criterion involves points in the whole image. The disc criterion is associated to image points in discontinuity regions or neighbourhoods of depth boundaries. The BMP measure is gathered on these image regions. A threshold δ is defined by the user. A threshold value equal to 1 pixel is commonly used. Nevertheless, the BMP measures the quantity of errors. It may conceal estimation errors of a large magnitude, and, at the same time, it may penalise errors of small impact in the final 3D reconstruction. On the other hand, the evaluation model of the Middlebury's methodology can be seen as a linear combination of ranks, where a real value is associated to the accuracy of an algorithm. However, there are several processes of non-linear nature involved in the 3D reconstruction from stereo images. This fact may raise concerns about the convenience of evaluating the disparity estimation process by a linear approach , and has to be considered in addition to the other weaknesses already identified in the first section of this paper. The * evaluation methodology is introduced in . In this work, the evaluation of disparity maps is addressed as a Multiobjective Optimisation Problem (MOP). The evaluation model is based on the Pareto Dominance relation (Van Velduizen et al., 2003) . It computes a proper subset A * from the set of stereo correspondence algorithms under evaluation. The set A * is composed by the algorithms which associated error score vectors are not better, neither worst, among them. It is argued that the proposed evaluation model can be used to compute more sets or disjoint groups of algorithms with comparable accuracy. However, this capability is not demonstrated neither discussed. Moreover, the formal definition of the set A * is presented, but its computation from an algorithmic point of view is not discussed. In this work the BMP is used as the error measure.
In regard to error measures, the mean absolute error, the Mean Square Error (MSE), the Root Mean Square Error (RMSE), and the Mean Relative Error (MRE) have been used for ground-truth based evaluation (Van der Mark and Gavrila, 2006) . However, the MSE and the RMSE measures ignore the relation between depth and disparity and penalise, in the same way, all errors regardless of the true depth, whilst the formulation of the MRE measure presented in (Van der Mark and Gavrila, 2006) is not suited to be used along with the concept of error criteria. The Sigma-Z-Error measure (SZE) is proposed in . This ground-truth based measure considers the inverse relation between depth and disparity, as well as the magnitude of estimation errors. It is focused on measuring the impact of disparity estimation errors in the Z axis. The measure allows a better judging of algorithm's accuracy, since two algorithms may have a similar quantity of errors using the BMP measure. It is illustrated in Table 1 , using the error scores of the BMP measure and the SZE measure, the Tsukuba stereo image, and the EnhancedBP (Larsen et al., 2007) and SymBP+Occ (Sun et al, 2005) algorithms. It can be observed that the BMP error scores are similar. In fact, the BMP scores indicate that the EnhancedBP algorithm is, by a slight difference, more accurate than the SymBP+Occ algorithm. In contrast, the SZE error scores indicate a considerable difference in the accuracy of the estimated maps, as well as the SymBP+Occ algorithm is more accurate than the EnhancedBP algorithm. A larger comparison between the BMP and the SZE measures can be found in .
BACKGROUND
The formalisation of different aspects related to the quantitative evaluation of disparity maps, as well as to the Pareto Dominance relation, is presented in this section, for the sake of completeness.
Ground-truth based Evaluation of Stereo Correspondence Algorithms
Let A be a non-empty set of stereo correspondence algorithms under evaluation, as follows:
where I is a non-empty set of stereo images (i.e. the imagery test-bed), and D ( ) is the set of estimated disparity maps obtained by a particular stereo correspondence algorithm.
Let D be the set of estimated disparity maps to be compared, defined as:
The base of the ground-truth based evaluation process is the comparison of the set D against the ground-truth data, considering different elements that compose an evaluation methodology. This can be formalised as follows. Let g be a function such that:
where D is the set of ground-truth data, R is the set of errors criteria, E is the set of error measures, and V ∈ ℝ is a vector of error scores. The magnitude of k is determined by the cardinality of the sets D , R
, and E . Let V be the set obtained by applying the function g to the set D :
The evaluation model of the Middlebury's methodology assigns a ranking to each algorithm under evaluation, based on the error scores of the estimated disparity maps. This ranking is a real value. The evaluation model is formalised as:
On the other hand, the evaluation model of the * methodology operates by defining a partition over the set A. It is formalised as follows. Let d be a function such as:
subject to:
where the symbol "≺" denotes the Pareto Dominance relation. Additionally , the * methodology defines an interpretation of results based on the cardinality of the set A * , which is stated as follows:
where means that there exists a unique stereo correspondence algorithm with a superior accuracy, and means that there exists a set of algorithms with a comparable accuracy among them (i.e. producing disparity maps which associated error vectors are not better neither worst among them), see (14) . The interpretation of results, in both of the above cases, is performed in regard to the imagery test-bed considered. It cannot be extrapolated to other images, neither be generalised to all possible capturing conditions.
Evaluation of Disparity Maps based on the Pareto Dominance
In general, a MOP involves two different spaces: a decision space and an objective space (Van Veldhuizen et al., 2003) . The nature of these spaces may depend on the nature of the particular MOP. The evaluation of disparity maps is viewed as a MOP in . In this work, the decision space is defined as the set of stereo correspondence algorithms under evaluation, and the objective space is defined as a set composed by vectors of error measures scores. In particular, let p and q be elements of the decision space: p, q ∈ A ∧ p ≠ q. Let V and V be a pair of vectors belonging to the objective space, defined based on (1) and (3). Then, the following relations between V and V can be considered, without loss of generalisation:
V ≤ V iff ∀ i ∈ {1,2, … , k}: V ≤ V .
(10)
In the context of stereo correspondence algorithms comparison by quantitative evaluation of disparity maps, for any two elements in the decision space, three possible relations are considered:
(12) p ≼ q (p weakly dominates q) iff V ≤ V .
The relations above gives rise to the computation of sets A and A * in (6).
Error Measures
The BMP error measure is computed by counting the disparity estimation errors that exceeds the threshold . It is formulated as follows:
where N is the total of pixels and δ is the error threshold. The SZE error measure is an unbounded metric. It is computed by summing the differences between the true depth and the estimated depth over the entire estimated map . It is formulated as follows:
where f is the focal length, B is the distance between optical centres, and μ is a small constant value which avoids the instability caused by missing disparity estimations.
GROUPING STEREO ALGORITHMS
The methodology of offers theoretical advantages over conventional evaluation methodologies for stereo correspondence algorithms. In particular, it avoids a subjective interpretation of evaluation results, since it reformulates the problem as a MOP, and it is based on the cardinality of the set A * . However, it fails in considering an evaluation scenario on which a user may be interested in an exhaustive evaluation of the entire set of algorithms, and not only in determining which ones are the most accurate. In practice, this scenario may rise very often. For instance, when a user is interested in a particular algorithm which is not in the set A * , but belonging to the set A . This situation can be tackled by introducing an algorithm devised to iteratively compute a partition of the set A into the sets A and A * . The composition of these sets is determined based on the three possibilities in regard to the Pareto Dominance relation in (12), (13) and (14).
The partitioningAndGrouping algorithm assigns to each computed set A * an ordinal label related to the partition established in the iteration. In particular, the first partition -the set A * -is composed by the most accurate stereo correspondence algorithms, among the evaluated algorithms. Moreover, all algorithms in a partition with an n-label of accuracy are dominated by at least one algorithm in a partition with an m-label of accuracy, subject to m<n. This is: The partitioningAndGrouping algorithm is presented below for the sake of completeness in an object oriented pseudo-code as follows: The key step of the partitioningAndGrouping algorithm consists in computing a partition: the set A is updated with the elements of the set A , and A * is recomputed. The algorithm stops once the set A became an empty set. In this way, the entire set of algorithms under evaluation is grouped according to the Pareto Dominance relation.
EVALUATION RESULTS
The set of 112 stereo correspondence algorithms reported in the online ranking of Middlebury's evaluation methodology (Scharstein and Szeliski, 2011 ) is used for evaluating the proposed methodology. All algorithms and estimated disparity maps were taken as the input into the proposed methodology. As output, seven groups of algorithms were obtained, using the SZE error measure. The cardinality of the obtained groups, as well as the percentage of each group in relation to the total of algorithms, is shown in Table 2 . The algorithms in the group 1 are of special interest, since they produce the most accurate disparity maps for the considered test-bed. Table 3 contains the SZE scores of selected algorithms among the seven groups. Among these, the GC+SegmBorder algorithm belongs to the first group, the ObjectStereo algorithms belongs to the second group, the RTAdaptWgt algorithm belongs to the third group and so on. It can be observed that the GC+SegmBorder stereo correspondence algorithm has superior performance, according to evaluation criteria.
More evaluation results are presented in the following subsections. The algorithms in the first group of accuracy are briefly described in the subsection 5.1. The results obtained by using the proposed methodology are contrasted against the results obtained by using the Middlebury's and the conventional * methodologies in the subsection 5.2. The algorithms belonging to the groups 2 to 7 are listed in the subsection 5.3.
A Brief Description of the First Group of Algorithms
The first group of algorithms and associated SZE scores are shown in Table 4 . Among these nine algorithms, seven algorithms can be classified as global algorithms, whilst two of them can be classified as local algorithms according to the taxonomy in (Scharstein and Szeliski, 2002) . This result implies that there exist local algorithms with comparable performance of global algorithms.
Among the global algorithms, the GC+occ, MultiCamGC 2001 , and MultiResGC (Papadakis and Caselles, 2010) algorithms are based on GC. Although the FeatureGC and GC+SegmBorder algorithms, are, as far to the authors known, unpublished (Dec, 2011), being reasonable to assume that they are based on the GC. The GC+occ and MultiCamGC algorithms consider an energy function using three terms: image intensities similarity, disparity smoothness, and occlusion handling and uniqueness constraint fulfilment. The MultiResGC algorithm considers the above criteria, using an energy function with four terms.
The DoubleBP algorithm , is based on the BP. In particular, a hierarchical BP is applied twice, where occlusions and textureless areas are first identified and filled using neighbouring values.
The Segm+Visib algorithm (Bleyer and Gelautz, 2004 ) is based on colour segmentation. Segments are grouped into planar layers. The textureless areas and the depth discontinuities are handled by segmentation, whilst occlusions are detected by the layers assignment.
In regard to the local algorithms, the DistinctSM algorithm (Yoon and Kweon, 2007 ) uses a similarity measure based on the distinctiveness of image points and the dissimilarity between them. The idea is: the more similar and distinctive two points are, thus the probability of a correct match is larger (Manduchi and Tomassi, 1999) . In this algorithm, occluded points are not modelled explicitly.
In the algorithm PatchMatch (Bleyer et al., 2011) , the concern is about when the window captures a slanted surface. An adaptation of the work of (Barnes et al., 2009 ) is used to find a slanted support plane at each pixel. It is pointed out in (Bleyer et al., 2011 ) that according to the BMP measure, the algorithm PatchMatch has an outstanding performance in the nonocc criterion of the Teddy stereo image. However, the SZE scores indicate that the performance of the algorithm in the nonocc criterion is not particularly outstanding. In contrast, the SZE scores of the Venus image, composed in essence by slanted planes, are considerably better than the scores obtained by most of the others algorithms, as can be observed in Table 4 .
Obtained Results vs. Related Works Results
The proposed methodology - * Groups -performs an exhaustive evaluation of all algorithms, by computing groups of comparable accuracy. In this way, the proposed methodology allows a complete and objective interpretation of evaluation results. In contrast, the results presented in , only identifies the algorithms in the first group, without providing useful information to the user about the rest of algorithms. In practice, and for evaluation purposes, this difference may be quite The algorithms in the first group, and the ranks assigned by the Middlebury's methodology are shown in Table 5 . It can be observed that the assigned ranks are distant among them. This indicates that the SZE error measure and the evaluation model of the proposed methodology show different evaluation properties to those of the BMP measure and Middlebury's evaluation model.
On the other hand, the top 15 ranked algorithms by the Middlebury's evaluation and the assigned group by the proposed methodology are shown in Table 6 . It can be observed that most of algorithms are in the group 2, using the Pareto Dominance relation. Thus, Middlebury's ranking may be failing in identifying the most accurate algorithms. These discrepancies can be explained by the fact that accurate depth estimation implies accurate disparity estimation, but a small percentage of disparity errors (i.e. under an error threshold) do not necessarily imply accurate estimation in terms of depth.
Exhaustive Evaluation of Stereo Correspondence Algorithms
The algorithms in the groups 2 to 7 are listed in Table 7 . These results may be of interest for researchers that had reported a stereo correspondence algorithm to the Middlebury's online website. It is worth to note that the selection of test-bed images, error criteria, error measures and algorithms in the evaluation process will impact on the groups' composition and cardinality.
CONCLUSIONS
In this paper, an evaluation methodology of stereo correspondence algorithms based on the Pareto Dominance relation is extended by the introduction of the partitioningAndGrouping algorithm. The resulting methodology is termed as * Groups. As a distinctive property, the * Groups methodology allows to perform an exhaustive evaluation and an objective interpretation of results. Innovative evaluation results were obtained using the SZE error measure, which is based on the inverse relation between depth and disparity, and considers the error magnitude. The obtained evaluation results indicate: there is not a single algorithm of superior performance. There are local stereo algorithms with adaptive support strategies of comparable performance to global stereo algorithms according to the Pareto Dominance relation. Algorithms based on GC, BP and colour segmentation are the most accurate algorithms using global optimisation strategies. 
