The frequency moments of a sequence containing m~ele-ments of type i, for 1~z~n, are the numbers F& =~= 1 m?. We consider the space complexity of randomized algorithms that approximate the numbers Fk, when the elements of the sequence are given one by one and cannot be stored. Surprisingly, it turns out that the numbers FO, F1
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The numbers F& are called the frequency moments of A and provide useful statistics on the sequence. Note that in order to compute X we only need to maintain the lg n bits representing a~= 1 and the lg m bits representing the number of occurrences of 1.
The expected value E(X) of X is, by definition,
To estimate the variance Var(X) = E(X2) -(E(X))2 of X
we bound E(X2);
where the first ineq. is obtained from the following inequality which holds for any numbers a > b >0:
We need the following simple inequality: (Note that the sequence ml = n~lk, mz = . = m~= 1
shows that this is tight, up to a constant factor. ) that maps each a, to z. we need is that for every fixed a~, z, is uniformly distributed over F (and hence the probability that T(Z, )~r is precisely 1/2"), and that this mapping is pairwise independent. Thus, for every fixed distinct a, and aj, the probability y that r(z~)~r and r (zj ) z r is precisely 1/22" . As we shall see later, this shows that the following lemma suffices to establish a lower bound on the average communication complexity of any deterministic c-correct protocol for the above game. < 2-W*' implying that P is not j-bad. Therefore, in this case the conditional probability we have to bound is zero and the assertion of the lemma holds. Consider, thus, the case that there are at least that many t-subsets of 13 U {z} in XJ, let F denote the family of all these t-subsets and put lj U {z} = {x1, x2,. . . , zzt}. Let pi denote the fraction of members of F that contain w, and let H(p) = -p lg2 p -(1 -p) lgx (1 -p) be the binary entropy function.
By a standard entropy inequality (cf., e.g., Returning to the proof of Lemma 3.4, let x(P) be the indicator random variable whose value is 1 iff P is a bad partition. Similarly, let Xj (P) be the indicator random variable whose value is 1 iff P is j-bad. Note that X(P)x~=~X (1 -X(P))) -s'2-'t/" , where the last inequality follows from Lemma 3.6.
It follows that in order to prove the assertion of Lemma 3.4 it suffices to show that for every j, 1 S j S S,
.>~E ( Given the above information on P, the quantity (2) Since it is possible to repeat the protocol and amplify the probabilities, it suffices to prove the awertion of the proposition for some fixed c < 1/2, and thus it suffices to show that any deterministic protocol whose length is smaller than f2(t/s3 ), applied to inputs generated according to the distribution p, errs with probability 0(1). G let A(G1, Gz) be the sequence of length n/2 starting with the n/4 members of G1 (in a sorted order) and ending with the set of n/4 members of Gz (in a sorted order). When the algorithm runs, given a sequence of the form A(G1, Gz ), the memory configuration after it reads the first n/4 elements of the sequence depends only on GI. By the pigeonhole principle, if the memory has less than lg t bits, then there are two distinct sets G1 and Gz in~, so that the content of the memory after reading the elements of G1 is equal to that content after reading the elements of GZ. This means that the algorithm must give the same final output to the two sequences A(G1, GI) and A(G2, G1 ). This, however, contradicts the assumption, since for every k # 1, the values of Fh for the two sequences above differ from each other considerably; for A(G1, Gl), F. = n/4 and Fk = 2kn/4 for k~2, whereas for A(Gz, Gl), F.~3n/8 and Fk~n/4 + 2kn/8.
Therefore, the answer of the algorithm makes a relative error that exceeds 0.1 for at least one of these two sequences.
It follows that the space used by the algorithm must be at least lg t = Q(n),completing the proof. Proof. The reduction in the proof of Proposition 3.1 easily works here as well and proves the above assertion using the (ii) Since the length F1 of the sequence can be any number up to m, the final content of the memory should admit at leaat !l(lg m) distinct values with positive probability, giving the desired result.
(iii) The required memory is at least Q(lg n) by the argument mentioned in the proof of part (i) and is at least Q(lg lg m)
by the argument mentioned in the proof of part (ii 
