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ABSTRACT
Development of Trip Production Models 
Incorporating Accessibility Measures 
For a Rapidly Developing Region
by
John Gregory Green
Dr. Mohamed Kaseko, Dissertation Committee Chair 
Associate Professor, Department of Civil and Environmental Engineering 
University of Nevada, Las Vegas
Traffic forecasters traditionally rely on stability of populations and land uses to 
predict future trip data. In a number of rapidly growing cities of the western United 
States, where the population has been expanding at a pace far greater than the average 
community in the country, traditional travel demand models using the “Four Step 
Process” have been found to be not sufficiently accurate. The focus of this dissertation 
was to examine whether the predictive ability of traditional trip production models could 
be improved by the incorporation of accessibility and network variables, when applied to 
a rapidly growing region. The variables examined were developed on a disaggregate, per 
household basis using geographic information systems. The purpose of this research was 
to identify the factors which significantly affect trip production for a rapidly growing 
area, and to develop a regression model that improves upon the accuracy of trip 
production models that incorporate traditionally used socioeconomic variables.
Ill
The travel survey data used in the research was taken from two household travel 
surveys, from the years 1996 and 2005. The dependent variables in the trip production 
equations -  total number of non-work trips and total number of home-based shopping 
trips per household -  were recorded from the household travel surveys. The three 
traditionally-used independent variables input into trip production regression equations -  
the number of persons in each household, the number of vehicles available for use by 
each household, and the household income -  were also taken from the household travel 
surveys. Data were obtained from Clark County and used to develop additional 
independent variables. Onee the development of variables was eompleted, regression 
equations were calibrated. The trip production models were then evaluated statistieally, 
and observations were made.
It was coneluded that accessibility and transportation network variables ean be 
developed on a disaggregate, per household basis for inelusion into trip produetion 
models. Whether or not sueh models ereated with the additional variables prediet future 
trip production more effeetively than models containing traditional variables proved 
inconclusive. However, by ineluding the aeeessibility and transportation network 
variables in trip production equations, growth ean be included in trip generation models.
IV
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CHAPTER 1
OVERVIEW 
Background and Problem Statement 
In the southwestern United States several major cities are experiencing rates of 
growth that far exceed the growth of older communities in the eastern United States. 
According to US census records, six of the ten fastest growing cities between the years 
1990 and 2000 were located in Nevada, Arizona, or Texas (U.S. Census Bureau, 2004). 
For example, the population of the greater metropolitan area of Las Vegas, otherwise 
known as Clark County, Nevada, or just “Southern Nevada”, has been expanding at a 
pace far greater than the average community in the United States. In fact, over the past 
ten years. Las Vegas has had the fastest growing population of any large (population 
greater than 100,000) city in the United States at a rate of nearly 5% annually. As one 
may expect, with the increase in population and rapid development in these fast-growing 
Southwestern cities, has come stifling traffic congestion.
For the citizens of these rapidly developing cities to continue to enjoy a quality of life 
which they have come to expect, traffic congestion needs to be reduced through the 
efficient use of government transportation funds. Effective planning is contingent upon 
accurate travel demand forecasts. While the respective Metropolitan Planning 
Organizations (MPOs) do an admirable job of forecasting future roadway traffic volumes
and determining where heavy traffic volumes will cause traffic congestion, the accuracy 
of forecasts needs to be addressed.
A common and traditional approach to travel demand forecasting is the Urban 
Transportation Planning Process (UTPP), otherwise known as the “Four-Step Process”.
In the four steps -  trip generation, trip distribution, modal split, and trip assignment -  the 
total number of trips produced by and attracted to each part of the area, the modes of 
travel used to make the trips, and the specific routes taken are all forecast. This is a 
standard method used by transportation planners to forecast travel demand that has been 
in use for decades. However, there are problems with the four step model forecasts that 
can cause errors in demand forecasts.
There are several aspects within the framework of the four-step process model to 
which error can be attributed. The first is that the UTPP develops its models using cross- 
sectional data rather than longitudinal data. What this means is household travel surveys 
are conducted within a short timeframe -  ideally over the five middle days of a single 
week -  and the results are used to determine relationships for trip generation rates that are 
to be used for future forecasts. This may produce an accurate picture of trip generation 
for the instant when the household surveys are conducted, but when used to extrapolate 
future trip generation, the characteristics of the area’s residents and the area 
transportation network, may have changed substantially so as to influence the accuracy of 
the forecasts. Much of the past research that has been done to develop and validate the 
UTPP model was performed in geographic areas with relatively slow and stable 
population growth and development. The errors introduced into trip production models 
that use cross-sectional data may be considered small enough to be acceptable, when the
urban area studied experiences a relatively low level growth or no net growth, however, 
very fast-paced population growth such as experienced by several cities in the 
Southwestern region of the United States could require considerations that have not yet 
been fully researched. One such example, the case study of Clark County, Nevada saw 
its population grow from 1,119,052 in 1996 to 1,796,380 in 2005 -  which translates to an 
average annual growth rate of 5.4% over that time (CBER, 2007).
A second potential source of error in traditional travel demand models, including the 
case study, is that the “four step models” ignore network characteristics when calculating 
trip production. These models consider the transportation network only after the decision 
whether or not to take a trip has been made. Intuitively, however, one can conjecture that 
the characteristics of the transportation network may influence the overall value of the 
additional trip to the traveler that a person is considering taking. By not considering the 
network characteristics in the trip production part of the trip generation phase, the 
potential for inaccurate travel demand forecasts may increase.
The third potential source of error could be related to not considering enough factors 
in trip production. This might be helped by including accessibility to various land uses in 
the models. For example, if there is only one movie playing within a one-hour drive from 
a person’s residence, he or she may be less likely to make a several trips to watch a 
movie during a week’s time, than if there were ten different movies shown within that 
same one-hour drive from the person’s residence. Additionally, by incorporating land 
use variables into trip production equations, the quality of future trip generation forecasts 
may be improved, because often residential and commercial developments are planned
many years before they are built, and the plans could be utilized in the trip production 
process before the faeilities are actually built.
Another consideration may be that a traveler’s tripmaking behavior may change over 
time. As a city grows in population, demand for services grows correspondingly. As the 
residents make trips to procure the same specific services, the volumes will increase over 
roadway links. Greater trip volumes on links means greater traffie eongestion, whieh in 
turn inereases link travel times. While travelers will attempt to switeh to alterative links 
or alternative destinations for services, many destinations will not have substitutes and 
tripmakers will just have to suffer through longer travel times for these trips. In the long 
term, growth of an urban area (which can be measured by the radial distanee fi-om the 
CBD to the outer edge of development) may force many travelers to accept longer travel 
times as the norm, and in doing so may change trip making behavior in ways sueh as 
tendeneies to eombine trips into “trip ehains”, or to make fewer total trips.
Therefore, one can understand how the travel demand models employed by a MPO 
could create inaeeurate traffie demand forecasts. Several examples elearly illustrate the 
inadequacy of the current models. For example, the Regional Transportation 
Commission of Southern Nevada (RTC) justifies spécifié transportation projects in the 
Las Vegas area by citing official travel demand foreeasts. As one ean see in Figure 1, the 
forecasts that the RTC developed in the year 2000 for the “Spaghetti Bowl” area of US 
93/95 and 1-15, projeeted ADT levels for the year 2020 were exceeded by up to 10% 
already by the year 2003.
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Figure 1: Comparison of RTC Travel Demand Forecasts for 2015 and Actual Counts In 2003
(courtesy of Parsons Brinkerhoff)
Additionally, the RTC uses its forecasts to predict future traffic throughout highway 
corridors. Figure 1 shows a graphical comparison of RTC travel demand forecasts on 
specific segments of 1-15 and US 95. Figure 2 shows that the current model predicted an 
average daily traffic volume of 29,000 vehicles for the year 2020. Traffic along the 
western beltway exceeded the 2020 forecast in the year 2003. Additional corridors that 
have been studied such as 1-515 (northern portion), 1-15 (southern portion), and 1-215 
have been studied for future roadway expansion, and have demonstrated the 
shortcomings of the four step process model as applied to a high growth city like Las 
Vegas in a similar manner.
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Figure 2: Comparison of RTC Forecast on the Beltway for the Year 2020 and Actual Traffic Count
from 2003 (courtesy Parsons Brinkerhoff)
The inaccuracy of forecasting demonstrated by these two local examples is 
representative of a larger trend for transportation forecasts worldwide. In a study of 
travel demand forecasts produced for highway and rail projects, Flyvbjerg, Holm, and 
Buhl examined travel forecasts developed for 210 projects located in 14 countries. 
Among the conclusions of their study was that more than half of the road projects had a 
difference between actual and forecasted traffic of more than 20%, and more than a
quarter of the projects had a forecasting error exceeding 40%. They were able to 
determine the causes of errors in the forecasts: trip generation, land use development, trip 
distribution, and the overall forecasting model were cited as the sources of error in 
approximately 25% of the projects. According to the research, travel forecasters list trip 
generation and land-use development most often as the source of error in their forecasts 
(Flyvbjerg et al, 2005). Therefore an objective of this current research will be to attempt 
to improve trip generation (trip production), which is the first step of the most commonly 
used travel demand modeling process.
Through the process of determining what additional information could readily be 
incorporated into the trip generation process, it was discovered that many MPOs operate 
in jurisdictions where GIS systems are employed for the organization, visual 
representation, and utilization of various data. Therefore if an MPO already has access to 
GIS data for its area served, then it was assumed that this GIS data was an untapped 
source of information that could be accessed to improve trip generation forecasts at little 
additional cost to the MPO planners. Thus GIS was investigated as a source of data for 
the development of additional independent variables.
Research Objectives
The researcher proposed to develop a trip production (generation) model(s) that 
incorporates landuse and network characteristic variables that can capture the effects of 
growth. Because a trip maker usually must make work-related trips, only non-work trips, 
which are usually discretionary, were modeled. It is in discretionary trips where the 
differences in accessibility to places of non-work activities have the potential to make a
noticeable difference in total trips taken by a household. Additionally, only home-based 
shopping trips were modeled rather than all shopping trips, because the new accessibility 
and transportation network variables were created based on each household. To develop 
these accessibility variables in relation to every non-home location that a person may 
make a shopping trip from would have been time prohibitive.
Since non-work and, more specifically, shopping trips are count data, models will be 
created using Poisson and negative binomial regression techniques. Statistical tests will 
be applied to evaluate the results. More specifically, the objectives for this dissertation 
will be to develop trip production models that incorporate disaggregate activity 
accessibility (land use) and transportation network variables, and to determine if those 
models are an improvement over models that contain traditional variables.
CHAPTER 2
LITERATURE REVIEW 
Review of the Urban Transportation Planning Process 
The Four Step Process 
A common technique for travel forecasting, is the “Four-step Urban Transportation 
Planning Process”. This process involves four main tasks: trip generation, trip 
distribution, modal split, and network assignment. Trip generation is the part of the 
process by which the total number of trips produced by and attracted to each traffic 
analysis zone is estimated. This research will focus on one part of trip generation -  trip 
production. The trip production (generation) process involves the determination of how 
many trips are produced based upon demographic characteristics of the zone’s residents. 
If the basic unit considered is taken to be the household, then some aggregation needs to 
be done to convert household level data to zonal level data.
Some of the most often used household variables in trip production (generation) 
include: “number of people in household”, “number of vehicles available to the 
household”, and “annual household income”; these are the independent variables 
developed fi*om the household survey undertaken by the Regional Transportation 
Commission of Southern Nevada in 2005. Accessibility measures have rarely been 
included as independent variables in trip production models due to the difficulty of
formulating the variables and the previously agglomerated nature of the measures. In 
previous research, accessibility has been defined as a distance fi"om the centroid of each 
TAZ to the central business district of an urban area (Kim et al, 2003). This current 
research delves into new ways of defining accessibility based on a disaggregate, “per 
household” basis in order to provide a means for capturing the effects of growth of an 
urban area on trip production models. The idea being that for a future year’s trip 
production forecast, the inclusion of accessibility measures based upon land use in the 
model allows planners to postulate several future scenarios where different patterns of 
urban development occur, and predict the future trips accordingly.
The results from household travel surveys are compiled and usually regression 
techniques are used to determine trip production equations for residences. Regression 
equations are used, in which the model usually takes a linear form such as,
T= tto + ttiXi + aiX] +. . .  + ttnXn (eq. 1)
where,
X| is a demographic variable,
tti is a regression coefficient, and
T is the number of trips (Fricker and Whitford, 2004).
Planners typically create different models for different trip purposes such as, home-based 
work, home-based school, home-based shopping, home-based other, and non-home- 
based.
Often applied, linear regression is not a good choice for the development of trip 
production equations. “Shopping trips produced” not a situation best described by a 
standard normal distribution. Trip production on the basis of a household is more
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accurately described by a “Poisson Process” and therefore Poisson distribution (Kutner et 
al, 2004). Whereas a standard normal distribution involves continuous, positive and 
negative dependent variable values, a Poisson distribution involves dependent variable 
values that are exclusively non-negative integers. This is due to the fact that the Poisson 
distribution describes a Poisson process, which is a process that describes the number of 
occurrences of an event within a set period of time (such as a day). Conditions may exist 
that would make another non-normally distributed regression technique, such as negative 
binomial regression more appropriate than simple linear regression or Poisson regression, 
but the actual data needs to be examined, though, before the choice of regression method 
can be made.
There are other methods that are used for Trip Generation in the Four-Step Process, 
such as “Category Analysis”. Category analysis, also called “cross classification”, 
models involve creating groupings of households according to several variables, and then 
calibrating trip production for each grouping. A benefit of this method is this method is 
independent of TAZ characteristics. However, this type of trip production model does 
not allow for extrapolation outside of the groupings selected and it requires large data 
samples to be collected (Ortuzar and Willumsen, 2001). In this project, the main reason 
that category analysis methods were not investigated is because these types of models do 
not allow for statistical goodness-of-fit measures that would allow the comparison 
between traditional variable models and models developed in this research that 
incorporate the expanded variables.
Often cross-classification tables are used to assign trip attractions to zones based upon 
factors such as the total area of industrial buildings in a zone or factors such as total
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employment per zone. Some of the most commonly used factors for trip attraction are 
total employment per zone, total number of students per zone, the amount (in square 
footage) of roofed (indoor) space available for industrial, commercial, or other services. 
Creation of cross-classification tables to assign trip attractions is a technique in which the 
change in one variable (trips) can be measured when the changes in two or more other 
variables (i.e. -  land-use and socioeconomic variables). The technique stratifies “n” 
independent variables into two or more appropriate groups, creating an n-dimensional 
matrix. Observations on the dependent variable are then allocated to the cells of the 
matrix, based on values of the several independent variables and then averaged (FHWA, 
1975).
The data is then presented for each type of facility by the day of the week (weekday 
vs. weekend day) and time of day. For example, one could look up the rate of trip 
production for a convenience store during the morning peak hour on a weekday. A 
typical problem in the trip generation step is that the sum of the trip productions does not 
necessarily equal the sum of the trip attractions, i.e.,
Vr (eq.2)
1=1 j=\
where,
P,> = the number of trips of purpose r produced from zone i 
Ajr = the number of trips of purpose r attracted to zone j  
m = the total number of TAZ’s
However, for the four step process to work, the total number of productions must 
equal the total number of trip attractions. This is done using a process known as “trip
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balancing”. Planners usually assume that the trip production numbers are more accurate 
than the trip attraction numbers (except in the cases of special generators like an airport), 
and they therefore adjust the trip attraction numbers by a scale factor so that the total 
number of attractions is equal to the total number of productions (Ortuzar and Willumsen, 
2001).
Trip distribution is the step in which trips generated in a zone are distributed to other 
TAZ’s. Matrices are set up which show all of the zones from which trips originated on 
one axis, while all the zones to which trips are attracted are shown on the other axis. For 
example, in Table 1 one can see that there are 13 trips which originate from zone 3 and 
have a destination of zone 2. It is common practice to create separate matrices for 
production-attraction matrices for each trip purpose (home-based work, home-based 
other, etc.).
Table 1: Example Production -  Attraction Matrix
Trip Attraction Zones
1
§
1
1 2 3 4 5 6 7 Total
1 7 4 2 2 6 3 9 33
2 4 4 9 10 7 8 5 47
3 5 13 3 8 6 4 4 43
4 12 6 6 7 8 5 1 45
5 8 2 10 6 9 6 11 52
6 4 2 12 5 0 7 1 31
7 4 1 0 9 19 8 7 48
Total 44 32 42 47 55 41 38 299
The gravity model is a very common method for distributing trips. It works in a manner 
similar to Newton’s Law of Gravitational Attraction -  hence its name. The gravity model 
for trip distribution can be represented as.
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where,
Tijr is the number of trips of purpose r from zone i to zone j
Pir is the number of trip productions of purpose r in zone i
Ajr is the number of trip attractions of purpose r in zone j,
Fijr is a friction factor that is a function of the travel impedance between zones i and j
for purpose r, and
lAkrFikr is the weighted sum of attractions (Fricker and Whitford, 2004).
(Note that trip distribution is done separately for each trip purpose).
Modal Split is the step in which trips made by travelers are split into categories based 
upon the mode of travel. Typical modes include auto (both “drive-alone” and “carpool”), 
bus, and transit. The modal split sub-models can be applied before the trip distribution 
step, but they are more often done after the distribution step in order to better include the 
characteristics of the trip.
A common type of modal split models is the “Logit” model. Logit models are 
discrete choice models, meaning they assume that travelers consider the utility of travel 
to the trip maker for each mode of travel. This utility (or disutility) may be based on 
variables such as monetary expenditures for bus fare or automobile gasoline, or travel 
and/or waiting time at a bus stop. Tripmakers seek to minimize these costs and thereby 
maximize their utility. Utilities of each mode are then compared and proportions of the 
total number of trips made using the competing modes of travel are predicted. Logit
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models may be binomial (two choices) or multinomial (multiple choices). The 
multinomial logit model generally takes the form,
y
(eq.4)S
7=1
where,
Cim = the probability that an individual i will choose mode m from a specified set of 
M  alternatives.
Generally the utility function for a mode takes the form,
V m  ~  3o,m +  . . .  +  Un,inXn,in E ( s q .  5)
where,
Vm is the utility of a mode, 
an are coefficients,
Xi,m terms are the measurable utility variables, and 
E is the error term (Fricker and Whitford, 2004).
Once the trips between each zone have been split among the various modes of travel, 
“Network Assignment” is necessary. Network assignment is the stage of the four step 
process where trips are assigned to specific links (streets, rail segments, etc.) of the 
network. Usually traffic is assigned to the roadway network assuming that travelers will 
choose routes between their trip origins and destinations that minimize impedance. As 
traffic is assigned to the network, travel times along each link will change as traffic 
congestion will cause travel times to rise on certain links. The changing of link travel 
times requires network assignment to be an iterative process -  as impedance increases on
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certain routes, theoretically, drivers will divert to less traveled links until a system 
equilibrium is achieved. The iterative nature of the four-step process can be seen in 
Figure 3.
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Figure 3: The Four-Step Process (Ortuzar and Willumsen, 2001)
This is not the end of the process, however -  the model needs to be evaluated and 
calibrated. Model calibration is a process wherein model parameters are adjusted until 
base year traffic predictions fit well with observed base-year data. Once the models’ 
equations have been calibrated for base-year socioeconomic conditions planners will 
apply the model to future years in order to predict future traffic conditions based on 
predicted future socioeconomic conditions.
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The same socioeconomic variables that were studied in the trip generation stage to 
develop the trip production and attraction equations will be used to predict future travel 
demand. Since these conditions cannot possibly be known, they are usually projected 
from research of governmental entities. Then these projected variables are input into the 
calibrated base-year travel demand models, the four-step process is performed, and future 
travel forecasts are created. Again, as mentioned earlier, by incorporating landuse 
accessibility measures as independent variables in trip production equations several 
different scenarios of land development and growth can be studied in order to predict 
future travel demand for the urban area.
When one tries to assign relative importance to each phase of the “Four Step 
Process”, one can see that accurate trip generation is absolutely necessary for usable 
forecasts, and is arguably the most important step. If the trip generation process is 
flawed, such as may arise due to poor trip production models, excellent work in the 
remaining three steps will be pointless, as the nodal distribution of trips, choice of mode, 
and network assignment of such trips will still not accoimt for trips that were not coimted 
from the start. Therefore if one wants to make improvements that would be noticed 
throughout each step of the travel demand forecasting process, one would do well to 
improve the methods by which the numbers of trips generated are predicted.
Critique of the Four-Step Process 
There are a few drawbacks to using the Four-Step Process for forecasting future 
travel demand. The first is that the four-step process uses cross-sectional data from one 
point in time to predict future travel. The Four-Step Process relies to some extent on
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stability of populations and land usages to predict future trip data. Neither of these two 
conditions exists in rapidly growing Southwestern cities.
Household travel surveys are conducted within a locale every several years through 
various methods such as “travel diaries” and “home interviews”. The data collected in a 
household survey involves the number and character of trips made each day as well as 
socioeconomic details of the residents of the selected household. A certain number of 
trips are assumed to be generated by residences every day of the year based upon the 
results of household travel surveys. Statistical methods such as regression are then 
applied to the collected data to determine equations to describe the travel characteristics 
and rates by household or TAZ.
The major difficulty in producing accurate forecasts for a rapidly growing area stems 
from the fact that while it is difficult to predict how land will be used in an area in the 
future, it may be even more difficult to predict the socio-economic demographics of that 
area in the future -  especially for areas where there currently are few residents but where 
there will be large residential developments by the time of the future forecasts. Thus 
because the variables usually incorporated into trip generation models -  size of 
household, household total income, and vehicles per household -  are difficult to predict, 
it may improve forecasts of trip generation if somewhat more easy to project land use 
variables are incorporated into the models.
One reason for inaccurate travel demand predictions in a rapidly growing area may be 
that as metropolitan areas grow in size, the rate of non-work trips generated per 
population changes. For example, a possibility may be that as the number of shopping 
and entertainment options available change, residents of the city may make either more or
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less shopping trips per person for reasons such as existence of alternative shopping 
locations (more) or congestion avoidance (less). Therefore the accessibility of facilities 
where non-work activities occur may have a direct impact on trip generation, and this 
issue will be examined in this research.
Review of Related Work 
Temporal Stabilitv and Trip Production 
The trip generation step of the classic four-step travel demand modeling process 
involves determining the number of trips generated by and attracted to each TAZ. While 
in the “state of the practice" much work has been done to determine and continually 
update the rates of trip attraction for each type of land use (as presented in the ITE Trip 
Generation manual), less has been done to improve the methodology for determining the 
rate of trips generated. In metropolitan areas with few financial resources available, 
national rates given for trips generated per person or per household are sometimes used 
(when no other options are financially feasible), such as what are given in the ITE 
Transportation Planning Handbook or in NCHRP Report 365 -  Travel Estimation 
Techniques for Urban Planning (Martin and McGuckin, 1998).
In NCHRP 365, trip productions are based upon three factors: household size, 
income, and auto ownership. Trip production rates in the report are taken fi-om the ITE 
Trip Generation Report (in this case the fifth edition). Using data fi-om the 1990 
Nationwide Personal Transportation Survey (NPTS), the average household was 
determined to produce roughly nine person-trips daily, with a slight decrease in trip 
production rate as population of the urban area increased. Cross-classification tables are
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given that list trip production rates considering the pairs of “persons-per-household and 
income”, “persons-per-household and number of autos owned”, “income and autos 
owned”, and one table that shows trip production rates considering the population of the 
urbanized area and all of the previous variables.
To use the method presented in the report to determine trip attractions, one needs to 
know for each TAZ: the number of households, the total employment, as well as 
breakdowns of employment by the categories of retail, service, and “other” sectors of the 
economy. These pieces of data are then used as inputs in regression equations 
determined for the nation as a whole (from 1990 data) to determine attractions per TAZ.
The drawback of using the Handbook’s method for predicting trips is that it assumes 
similar trip making characteristics for trip makers of different regions. For example, 
residents of high-growth Las Vegas may make more or less trips than residents of the 
older, slow-growing U.S. cities whose data was used to determine the equations, but all 
residents would be assumed to behave similarly.
Common practice in larger urban areas or in areas which have access to greater 
financial resources is to conduct their own local surveys of personal or household travel 
behavior. Results from these travel surveys are compiled in order to determine trip 
generation models of trip making behavior of average local residents. Even with locally 
developed trip production models, though, there are some problems. Due to the high 
costs of household travel surveys they are generally conducted rather infrequently -  such 
as once every ten years or so. Questions have often been raised regarding the validity of 
using travel demand models calibrated for a base year to predict travel in a future year.
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Use of the base year models to predict future trips assumes temporal stability of the 
models, that is the trip making behavior of residents remains stable over time.
In “Temporal Stability of Trip Generation Relations” (Kanel and Heathington, 1973), 
the temporal stability of travel demand models was tested using Linear Regression to 
develop the trip generation models, and Two-Way ANOVA to test the stability of the 
relation over time. Temporal stability refers to suitability of a model to predict behavior 
as time changes; this is key for predicting future behavior. The data for this research 
came from 10,000 home interview travel surveys collected in Indianapolis, Indiana. The 
initial interviews were conducted in 1964 and follow up interviews were conducted in 
1971 to evaluate the stability of household trip generation models over a seven-year 
period. To do this, only households which were interviewed in both years were included 
in the analysis.
The procedure consisted of 3 stages. First, linear regression models were calibrated 
based on 1964 and 1971 data sets incorporating the predictor (independent) variables of 
“household size”, “number of automobiles owned by the household”, “household 
income”, “labor force” (number of workers in household), and “occupational status”.
Once models for each of the years 1964 and 1971 were developed using linear 
regression, the 1964 model was used to predict 1971 trips to see if it would work -  if 
travel behavior was stable over time. Also Two-Way ANOVA was used to determine 
similarity between the two years’ models as well as the stability of the independent 
variables (contributing factors) between years. It was found that although changes 
occurred in family composition and age structure, the average trip production rates for 
families of similar size remained stable. Because the results were such that the average
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error was less than 2% when the data sets were used in the other years’ equations, the 
authors concluded that temporal stability does exist; there is indeed time stability of 
models, and that the models can be used to predict future trips. Therefore the same 
approach will be employed for the current research, that is to create regression equations 
for trip generation models and then to investigate the level of error in prediction.
In another paper, “Time Stability Analysis of Trip Generation and Predistribution 
Modal Choice Models” (Smith and Cleveland, 1976) the authors proposed two additional 
methods of testing the temporal stability of travel demand models which may be 
applicable for the current research:
(1) a test of the overall equality of regression equation;
(2) a test of equality of individual regression coefficients.
In their research. Smith and Cleveland used the measures, albeit with a bit of data 
modification (household survey samples that did not include auto ownership were 
eliminated from their respective data sets when the tests for temporal stability were run), 
to prove that temporal stability existed in the travel models developed from 1953 and 
1965 household travel surveys of Detroit residents.
The first method, which Smith and Cleveland call “Chow’s test for the equality of 
two sets of linear regression coefficients”, should be appropriate for this research project. 
In “Chow’s Test” the null hypothesis of equality of the regression coefficients for the two 
years (Ho: pi = P2) is rejected at a (1-a) percent level of confidence if the test statistic F is  
greater than Fi-a with k and (m + n -2k) degrees of freedom. F  is computed in the 
equation:
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— (eq.  6)
&
(jn + n -  2k)
where,
Qi = sum of squared errors from pooling the observations,
Q2 = sum of squared errors from separate regressions for the 2 years, 
m = number of observations in year 1, 
n = number of observations in year 2, and 
k = number of independent variables plus 1.
(The difference between Qi and Q2 provides a measure of the closeness of the two 
sets of regression coefficients).
The second method, a test of equality of individual regression coefficients, used the 
time interval as a dummy variable to test each regression coefficient over time. This 
dummy time period variable, T, was grouped in the regression equations as a coefficient 
to each of the equation’s variables determined before. Then it is tested for temporal 
stability by using a null hypothesis that the interaction term regression coefficient, bi, 
equals zero. For example, the regression equation
HB = ao + aiCARA + a2 NRES (eq. 7)
becomes,
HB = ao + boT + (ai + biT)CARA + (az + b2T)NRES (eq. 8)
where, CARA and NRES are variables, “T” is a dummy time period variable, and ao, bo, 
ai, bi, a2 , and b2 are constant terms. Each interaction term has been combined with its 
respective independent variable. The coefficient of each independent variable is tested
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for time stability under the null hypothesis that the interaction term regression coefficient 
bi equals 0 (Ho: bi = 0).
The result of statistical analysis was that the regression equations developed for the 
two years’ data were statistically significantly different. More importantly, when the 
1953 regression equation was used to develop 1965 travel forecasts the authors noted that 
the model did a better job predicting trips in stable city center and suburban areas than for 
rural areas and inner city (not including city center) zones (where population 
demographics may have been changing in the time period). The authors recommended 
that “additional study of the latter two areas is needed”. Using numbers interpolated 
from U.S. Census data, the rate of growth experienced in Wayne County, Michigan (the 
county that Detroit is in) from 1953 to 1965 was 0.52%. Smith and Cleveland’s work is 
of interest to this project because it suggests that Las Vegas, which has a rapidly growing 
population and has a very small city center, may not have sufficient temporal stability to 
predict futures trips with any degree of accuracy with the methods currently used.
In “Some Studies of the Temporal Stability of Person Trip Generation Models”, data 
from the 1962 and 1971 travel surveys in Reading, England was examined in order to 
determine temporal stability of trip generation. The scope of the research was confined 
to “cross-classification” models for individuals (not households) (Doubleday, 1977).
When statistically testing for stability, the null hypothesis was that the trip rate in a 
given category for 1971 was equal to the corresponding rate for 1962. The level of 
significance set for the “two-tailed” tests was set at 5%. As an alternative test, the chi- 
squared (X^) statistic was used with one degree of freedom to test the significance of 
differences between the observed total trip production in each category in 1967 and the
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expected production in that year on the assumption that the measured 1958 trip rate 
remained stable. After examining the statistical results, the authors concluded that they 
could not prove that temporal stability existed for their case.
That paper was useful for several reasons. First, it showed that temporal stability of 
trip generation models cannot always be assumed. Second, it gave a clear methodology 
for testing temporal stability. Third, the work was part of a larger body of research that 
was testing accessibility as a part of “spatial mobility” as it affects trip generation. The 
idea that spatial mobility could affect rates of trip generation led to the consideration of 
some type of accessibility measure for inclusion in the testing process of variables for 
development of trip generation regression equations for this current project.
In “Stability of Province/State Wide Transport Planning Model” (Wilson and 
Megeed, 1990) the temporal stability of trip generation, distribution, and trip assignment 
at the state (province of New Brunswick in Canada) level was investigated. Stepwise 
regression, “principal components”, and “ridge regression” were used to develop three 
trip generation models. The “principal components” method was chosen in order to 
accommodate problems of multicollinearity. The model developed using this approach 
was similar to the model developed using stepwise regression. This technique produced a 
different model than the first two methods.
Validation of the trip generation models was done in a less than ideal manner.
Usually one would want two sets of data to test the model on, but the researchers only 
had one data set to use. They instead artificially created a second data set using 1971 
traffic flow maps, socioeconomic data from the 1971 census, and friction factors from the 
1979 model. The researchers then selected the most appropriate model based on the
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statistical tests of R-squared value, the F-test, and the residual sum of squares. The 
principal components approach was used to test for problems of multicollinearity, and the 
impact of multicollinearity was found to be small. Additionally the Residual Sum of 
Squares was graphed and examined. The authors concluded that temporal stability exists. 
This research was relevant to the current work because the researchers presented a 
methodology that allowed them to conclude that there is some temporal stability even 
using very limited data.
Common practice among transportation planners is to develop trip production models 
using only the most recent data available. In “Modeling Trip Generation with Data from 
Single and Two Independent Cross-sectional Travel Surveys” (Badoe and Chen, 2004) 
the possibility of developing trip generation models using cross-sectional data collected 
at two or more points in time for the same urban area was investigated. Badoe and Chen 
conducted this research to determine whether or not older data from previous household 
travel surveys can be effectively reused by combining it with the most recent survey data.
Three sources of data were used in the research -  1986,1991, and 1996 data from the 
Toronto, Canada area. Multiple linear regression equations were calibrated for trip 
generation. Tests of equality among regression coefficients for the 1986 and 1991 
regression equations were performed to determine whether or not model parameters have 
remained stable from one time frame to another. The statistical “F” value computed for 
the test indicated that as a set, the vector of model parameters for the two different years’ 
data was statistically different. This suggested that problems should occur when 
incorporating older data into the newer household survey data set.
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This turned out to be the case. The results indicated that randomly pooling data from 
the previous datasets into the current data pool decreases the validity of the model (lower 
value) at the household level. However, on the aggregate level, there did not appear to 
be significant differences between models using the most recent data only and models 
using the combined recent and older data. What is relevant about the research is that 
Badoe and Chen’s work suggests that for an established city, travel behavior does not 
change on an aggregate level over time. Additionally the work suggests that pooling of 
older and newer data may be acceptable when the number of current surveys required for 
statistical significance is not available.
How Land Use Affects Trip Production 
Especially prevalent is research into concepts pertaining to accessibility of a location. 
Accessibility, when used in a transportation planning context, is defined as a relative 
measure of ease of making a trip. For example, a household located near an interstate 
highway interchange, five arterial streets, two bus stops, and a train station is endowed 
with a greater relative accessibility than a household located in the center of Death 
Valley. Most trips are not made simply for the sake of taking a trip, but rather persons 
make trips with a specific purpose in mind. In large urban areas, trip makers often have 
many choices as to the destination where their trip purpose may be fulfilled; ie -  grocery 
shopping. Taking the example of shopping for groceries, if the prices of goods and the 
store environment are roughly similar, then other factors lead consumers to choose one 
store over another. In previous studies, researchers that looked for variables that would 
be good predictors of trip production, have found that proximity and accessibility 
influence trip production and attraction rates (Limanond et al, 2004). Proximity, when
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used in a transportation planning context is defined as a measure of distance between a 
location such as a residence and a feature of interest such as a restaurant.
In “Activity Accessibility Models of Trip Generation” (Nakkash and Greco, 1972) the 
effects of accessibility on trip generation were examined. The standard statistical 
methods of regression were used to develop a demand model. Socioeconomic and land 
use variables included were total employment, retail employment, service employment, 
retail floor area, educational floor area, number of dwelling units, labor force, population, 
cars, and number of single-family dwelling units. There was a “relative accessibility” 
variable that was also studied. The inputs into the relative accessibility formulation were 
the size (number of workers, total area of each activity in the zone, etc.) of the various 
activities in each zone and friction factors. The authors were unclear with their 
conclusions, but they did state that accessibility variables improved certain models that 
included stratification of variables. However, the authors did not clearly state whether or 
not adding accessibility variables improved the models overall. Therefore this paper 
raised questions about accessibility that may be relevant to the current research project, 
but they did not make definitive conclusions about accessibility so more work was 
necessary.
In “Land Use Impacts on Trip Generation Rates” (Ewing et al, 1996) the theory that 
the rate of household trip production increases as accessibility improves was tested. The 
theoretical basis for the hypothesis was the economic theory of utility. It was suggested 
that household make additional trips up to the point at which the utility of the last out-of­
home activity just equals the disutility of travel to it. By improving accessibility.
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disutility of travel is lessened thereby allowing more trips. In this particular study 
accessibility was defined in terms of travel time of trips.
Households were divided into categories based on socio-demographic variables and 
different trip rates were then compared within and between categories. The idea was that 
statistically, the larger the difference in trip rates between categories relative to the 
difference in trips rates within categories, the more significant are the cross-classifying 
variables and the better is the model.
The results of the study lead the authors to conclude that accessibility appears to have 
a negligible effect on household trip production rates. The authors did suggest as a 
closing statement that the effects of land use and density may contribute indirectly to trip 
production by influencing factors such as auto ownership. Despite the conclusions of 
Ewing, et al. accessibility could still be relevant for a fast-growing city such as Las 
Vegas. The study was performed in Dade and Palm Beach Counties in Florida. The 
population of Dade County, Florida grew at a rate of 1.52% in the period from 1990 to 
2000 -  much slower growth than Clark County, Nevada at almost 5%.
In “Modeling Urbanization by Accessibility in Rapid-Growth Areas” (Kim et al, 
2003) the purpose was to analyze urbanization in rapid growth areas according to time 
distances from multi-gravity centers and to simulate the level of urbanization by variation 
in the spatial opportunity of accessibility. The study area was the city of Seoul, South 
Korea and its nearby rural areas. A major drawback of the paper is that it never defines 
what measure is used to classify an area as “high growth”. Although “accessibility” has 
been defined in many ways, the authors of this paper choose to define accessibility as the 
potential for interaction between groups of people in multiple centers of “gravity”.
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Basically what the research does is to explain the development of suburbs as occurring 
when the accessibility of an area is improved by decreasing travel time between the 
suburban area and an urban area. The novel approach of this particular paper is that the 
researchers consider not one urban center such as the CBD of Seoul, but rather all 
urbanized areas in the vicinity of Seoul as well -  assuming increased accessibility can 
produce more development in multiple directions and spur development in multiple areas, 
not just the areas closed to a city center. The relevance to the current research is that 
Clark County has several urban centers -  the Central Business District of Downtown Las 
Vegas, the Strip (resort section of Las Vegas Boulevard), etc. -  so traditional gravity 
model assumptions may not apply. The ideas about multiple attracting urban centers 
driving development presented by Kim, Mizuno, and Kobayashi may be helpful for 
modeling this research project’s case study of the Las Vegas metropolitan area.
In the paper “Effect of Land Use on Decisions of Shopping Tour Generation: A Case 
Study of Three Traditional Neighborhoods in WA” (Limanond and Niemeier, 2004) the 
relationship between land use and shopping trip production using an activity-based 
shopping model is studied. Researchers have questioned whether travelers whose 
residence is surrounded with greater numbers of activity sites, or having better 
accessibility actually generate more non-work travel than those with poorer accessibility 
(such as the previous article by Ewing et al). As in the Ewing paper, the authors here use 
utility theories to justify the undertaking of the study; they say that microeconomics holds 
that decreasing disutility by improving accessibility will mean more trips if demand is 
held constant.
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From the results of the model, the research concluded two major points; (1) 
accessibility as defined by the authors does not significantly affect the number of 
shopping trips generated per household, and (2) when considering trips linked together in 
shopping “tours”, the higher the accessibility, the smaller the amount of trips that will be 
linked together into “tours”. This work concentrated on shopping tours (grouping of trips 
of different purposes together rather than returning to home or work between trips).
Again here the idea that the rate of trips generated per household can vary according to 
the characteristics of the network is what is relevant to the proposed research. A area for 
improvement which may have provided erroneous results for the authors of the study is 
that accessibility measures were determined on an aggregate basis; if accessibility could 
be measured by activity-enabling locations within a certain proximity of each household, 
perhaps the conclusions of the work would have found that land use does affect trip 
generation, especially for non-work travel such as shopping trips.
Geographic Information Systems and Travel Demand Modeling 
GIS Svstems and Their Use 
Geographic Information Systems, or GIS, are essentially large graphical databases of 
information and the computer systems by which the databases are manipulated and 
displayed. While the use of GIS was once restricted to government entities due to the 
high costs of the hardware requirements, today computing power has increased to the 
point that GIS software can be effectively run on personal desktop and even notebook 
computers. GIS tools can be employed in the travel demand modeling process as a 
means of organizing and manipulating socioeconomic, demographic, and geographic data
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of an area under study. Road networks, residences, and other features of interest can be 
represented graphically with exact Geospatial X and Y coordinates. Additionally each 
feature represented graphically in GIS can have traits associated with it; for example, a 
layer of points representing houses surveyed can have a table associated with it 
containing attributes such as the street address, name of the property owner, etc.
The most pertinent ability of GIS for this work is the concept of “buffers” and 
“intersections”. A buffer is an area (geographic shape) that is drawn at a selected 
distance around a geocoded feature (a feature is any object depicted in a GIS map such as 
a lake or a household, etc.). For example using GIS one can draw buffers of 1 -mile radii 
around each point representing a household. Buffers can become extremely useful when 
they are used with an “intersection” (Ormsby, 1999).
In GIS an intersection command can be used to find which features intersect between 
two different data sets (“layers” in ARCMAP GIS). For example one can intersect a 
layer of 1-mile-radius buffers around households with a layer consisting of restaurants (as 
depicted by geocoded points) in order to determine how many restaurants are located 
within a 1-mile radius of a house. It was with buffers constructed at various radii around 
the households of the 1996 and 2005 “Household Travel Survey” households, intersected 
with geocoded landuse layers that the proposed variable values in this current research 
were created. The GIS datasets that were used as source data were all publicly available 
from GISMO.
Previous Work about Transportation and GIS Uses 
Geographic Information Systems have been used for transportation purpose in the 
past. One GIS-based computer software program that is specifically designed for
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transportation planning uses is TransCAD. TransCAD combines GIS and transportation 
modeling capabilities in a single integrated platform, and can be used to model trip 
routing, plan public transit service, and even traditional travel demand modeling. 
However, TransCAD is most useful for the trip route modeling and trip distribution parts 
of the “Four Step Process”. When working trip generation TransCAD uses the two 
traditional approaches of aggregating land use characteristics per traffic analysis zone, or 
at the household level including variables of a socio-economic nature. Because only trip 
production was studied in this current research project, TransCAD was not used, but 
rather the more widely used and available ARCGIS software product.
ARCGIS (ARCMAP, ARCCatalog, and the other products of ESRI, inc.) is the 
industry standard GIS product and is the mostly widely used product. Its capabilities do 
not include performance of the Four Step Process of travel demand modeling but it is 
sufficient for the creation of the trip production variables proposed and researched in this 
project. Additionally because of the widespread use of ARC GIS by public agencies, it is 
probably more appropriate to use ARCGIS so that planning agencies may replicate what 
was done in this project if found to improve trip production modeling. Work has been 
done in the recent past using GIS systems in transportation planning and pertinent 
research is described in the following paragraphs.
In an early paper on the use of GIS in travel demand modeling, “GIS and 
Transportation Planning”, (Khatib et al, 1999) Work was done to improve travel 
demand modeling in the statewide model for Idaho. The main use of GIS in the paper 
was to improve the location of the road network and TAZ’s. ARC/INFO was the GIS
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software package used for the study. It was determined that using GIS to map the 
network and TAZ locations improved accuracy of the model.
In “Developing a Geographic Information System (GIS) Travel Demand Forecasting 
Model for Las Vegas” (Shinbein, 1999) a GIS system used for transportation is 
described. Because only the traditional independent variables of “Household Size”, 
“Household Income”, and “Number of Vehicles of Household” are used for trip 
production and not any land use disaggregated factors, the main benefit of the use of GIS 
for Las Vegas travel demand modeling is in improving the accuracy of location of the 
roadway network and property parcels for trip distribution and assignment.
In “Integrating Transportation Modeling and "Desktop GIS": A Practical and 
Affordable Analysis Tool for Small and Medium Sized Communities” (Reeves, 1999) the 
benefits of using GIS for travel demand modeling such as improving the location of 
facilities in planning and improving presentation of data. The paper describes an 
affordable way for small and medium sized communities to fully utilize GIS using 
personal computers.
In “Florida’s Turnpike State Model: Development and Validation of an Integrated 
Land Use and Travel Forecasting Model” (Motuba and Smadi, 2006) the question of 
improving route information and model calibration using GPS and GIS was researched. It 
did not research the questions of trip generation. The main focus of the study was not the 
travel behavior characteristics of the driver, but rather to measure the performance of key 
routes under seasonal, time-of-day, and day-of-week variations. GPS data units in 
vehicles were used to collect travel time and link speed data, which was then input into a 
GIS. The result was that route information was improved.
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In “The Integration of GIS and Regional Transportation Model Development” 
(Velasquez et al, 2002) the use of GIS to model the land use characteristics of TAZ’s was 
researched. Socioeconomic data was developed using the assessor’s parcel database. GIS 
was also used to determine transit walk access percentages by zone. The results of a GIS- 
based model process, including accurate traffic analysis zone loadings, more reliable 
socioeconomic data, and added flexibility lead to increased reliability on future travel 
demand forecasts. The main point of the paper regarding this present research is that it 
used GIS to gather and use socioeconomic data from real estate sources.
In “The Potential for Integrating GIS in Activity Based Forecasting Models” 
(McNally, 1997) activity-based transportation models that explicitly integrate GIS in 
model application are explored. In the paper several applications of activity-based 
models used in conjunction with GIS are presented. The characteristics of activity-based 
approaches to travel demand modeling are listed as: (1) travel demand is derived from 
activity participation, (2) activity participation involves generation, spatial choice, and 
scheduling, (3) activity and travel behavior is delimited (or even defined) by constraints, 
(4) linkages exist between activities, locations, times, and individuals, and (5) alternate 
decision paradigms are probable. In effect what the activity based approach tries to do is 
determine patterns of activities and relative locations and distances between each 
activity’s location. Then Representative Activity Patterns are developed. The GIS 
application in this research is to select a household and based on demographic, land use, 
and network characteristics provided by the GIS, one of the predefined representative 
activity pattern is fitted to the household. Then a trip is simulated based on a Monte Carlo 
approach of potential activity specific destinations within a range of travel times from the
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current location. In other words the GIS is used with the inputs of land uses to determine 
what sort of tripmaking pattern a household falls into. A difference from this current 
research is that the land use characteristics are aggregated by TAZ.
In “An Optimal Resource Allocation Tool for Urban Development Using GlS-based 
Accessibility Measures and Stochastic Frontier Analysis” (Goulias, 2007) GIS was used 
to develop a methodology to optimally allocate transportation resources in California. In 
the paper GIS was used to determine measures of accessibility for the resident 
population. Using GIS the amount of activity opportunities reachable within 5 km, 5 to 
10 km, and 10 to 50 km of each US Census Tract were calculated using buffers. 
Opportunities for activities are measured in terms of employment in a certain sector of 
the economy such as “Number of Workers in Retail”. How the activity opportunity 
locations are defined is that they are concentrated at the centroid of each particular US 
Census Tract. Roadways are measured as well per Census Tract as another measure for 
assessment of how well the transportation system is serving the public.
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CHAPTER 3 
METHODOLOGY
The central focus of this dissertation was to determine if regression models could be 
developed using new input variables that can accommodate growth of an urban area. 
Therefore the general approach used in this research was to first gather and process GIS 
data for the two different years -1996 and 2005. Layers that geographically located 
households involved in each of the two years’ household travel surveys were created in 
GIS. Then the individual household data points were buffered with varying radii, such as 
1 mile, 2 mile, etc. The accessibility and landuse features were then intersected in GIS 
with those multiple set-distance buffers in order to evaluate the amounts of properties of 
each landuse of interest or roadway network features of interest were within each set radii 
of a household travel survey household.
The GIS data was transferred into databases that also contained the household travel 
survey information. Then statistical methods were used to develop calibrated regression 
equations where the dependent variables were either the total number of non-work trips 
taken per day (in the general case) or total number of home-based shopping trips taken 
per day (in a more specific case). Lastly the trip production equations (models) were 
compared and evaluated statistically, observations were made, and conclusions were 
drawn.
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In this chapter, first an outline of the proposed research is listed. Then a description 
of the case study data, such as how it was acquired, data set characteristics, what pre­
processing of the data was necessary to get it into final usable format for household-based 
model calibration, and details of how it will be used are presented. Next a description of 
the potential independent variables used for inclusion in the trip production models 
(regression equations) is given. Finally, the aspects of regression techniques and 
regression models they produce that are pertinent to this research are described. In 
particular, the temporal stability of the trip production models will be evaluated.
Proposed Research Framework
The research procedure used for this study can be broken down into the following 
major steps:
A) Acquisition of year 1996 and year 2005 household travel survey data for the case 
study from the Regional Transportation Commission of Southern Nevada (RTC);
B) Acquisition of year 1996 and year 2005 transportation network, property, land 
use, and geographic data for the case study from the Clark County Assessor’s 
Office and the Geographic Information Systems Management Office of Clark 
County (GISMO);
C) Extraction of socioeconomic and land use data from year 1996 and year 2005 GIS 
data to calculate variable characteristics values for each household;
D) Identification and development of new trip production model parameters using 
GIS to identify and define disaggregate accessibility variables:
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(1) Activity locational accessibility -  number of restaurants, shopping options, 
indoor entertainment, outdoor recreation options, etc.
(2) Transportation system accessibility -  bus stops, centerline miles of major 
streets
(3) Relative geographic position accessibility -  distance to urban area 
centroid, areas of major employment, etc.
E) Development and calibration of trip production models for two different 
dependent variables, for “All Non-work Trips”, and for “Home-based Shopping 
Trips”
(1) Calibration of 1996 models using Poisson regression using
■ Three traditional independent variables models
■ Expanded model includes additional socioeconomic variables
(2) Calibration of 2005 models using Poisson regression using
■ Three traditional independent variables models
■ Expanded model includes additional socioeconomic variables
(3) Calibration of 1996 models using negative binomial regression using
■ Three traditional independent variables models
■ Expanded model includes additional socioeconomic variables
(4) Calibration of 2005 models using negative binomial regression using
■ Three traditional independent variables models
■ Expanded model includes additional socioeconomic variables
F) Selection of best trip production models
(1) Poisson regression models
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■ Using “Chi-square goodness of fit” measure
■ Using Pseudo R-square values
■ Compare log likelihood values
(2) Negative binomial regression models
■ Compare Pseudo R-square values
■ Compare log likelihood values
G) Test models for temporal stability and the effects of the accessibility variables
(1) Check if traditional 1996 model similar to expanded 1996 model
■ Likelihood ratio test
■ Residuals comparison
(2) Check if traditional 2005 model similar to expanded 2005 model
■ Likelihood ratio test
■ Residuals comparison
(3) Check if traditional 1996 model similar to traditional 2005 model
■ Confidence intervals test
(4) Check if expanded 1996 model similar to expanded 2005 model
■ Confidence intervals test
(5) Compare relative predictive ability of models
■ Use 1996 models with 2005 household data to estimate 2005 trips
■ Use 2005 models with 1996 household data to estimate 1996 trips
H) Write Conclusions and Recommendations
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Acquisition of Data
This research uses for a case study data collected for Clark County, Nevada. There 
are two major types of data that will be used in the research -  household travel surveys 
and land use and transportation network data. The household travel survey data comes 
from the 2005 and 1996 household travel surveys conducted by the RTC of Southern 
Nevada. The land use and transportation network variables were created using GIS data.
GIS data, which concerns the geographic characteristics of the urban area such as 
locations of streets, property parcels, and bus stops, were obtained from the Geographic 
Information Systems Management Office of Clark County, Nevada (GISMO). In 
addition to displaying the precise location of features, referenced to cartographic “X” and 
“Y” coordinates, information catalogued in Clark County Nevada’s Geographic 
Information System includes the attendant land-uses of each property parcel, the square 
footage of the buildings on each parcel, and other information. Because of the precise 
location of features in GIS using an exact frame of reference such as the 1983 North 
American Datum (NAD83), Nevada State Plane (East) Coordinates, one can with a bit of 
manipulation, use the basic real estate information to determine measures of proximity. 
For example, using a simple GIS buffer can determine how many bus stops are located 
within a distance of 1 mile from a particular parcel of land.
The household travel survey undertaken by the RTC in 1996 has also been of value 
for the current research. The primary importance of the 1996 report is to detail the trip 
generation model in current use by the RTC of Southern Nevada. Additionally, 
examining the 1996 report helped to suggest which variables should be included in the 
models tested by this research.
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Household Travel Data 
Two different household travel surveys were used -  the 2005 Household Travel 
Survey and the 1996 Household Travel Survey of Clark County Nevada. Both sets of 
data were obtained from the Regional Transportation Commission of Southern Nevada. 
On the day selected for an individual household, an “activity (travel) diary” is recorded 
for each member of the household, including adults and all children, regardless of age. 
For the case study, travel activity diaries covered a 24 hour period begiiming at 3:00 AM 
on the day the activity diary is kept, and ending at 3:00 AM the following day. In the 
activity diary a new entry is made when a person’s location changes. For example, if a 
person travels to work at a mall, and then switches activities to eating a meal at that same 
mall, two different activities have taken place, but only one trip was made, and therefore 
only one activity location recorded. Each trip entry consists of an activity code for the 
(primary) activity taking place, the address and description of the location, the start and 
end times of the activity, a code for method of travel to get to the activity location, and 
the number of people, if travel was via personal vehicle, in the vehicle used to make the 
trip. An example diary is shown in Table 2. The accompanying flowchart is shown in 
Figure 4.
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In the case study, 23 different activity purposes (codes) are used. For purposes of 
manageability, this research consolidated activity purposes to just four purposes -  “work 
trips”, “school trips”, “shopping trips”, and “other trips”. The “total non-work trips” 
dependent variable was the sum of all trips that were not work-related in purpose. 
Additionally this research differentiated on the basis of whether a trip was “home-based” 
or “non-home-based”. A differentiation between home-based and non-home-based trips 
is of interest because discretionary, non-essential trips are often home-based.
The standard way of working with the travel data does not attempt to cluster trips into 
trip chains (groups of trips beginning and ending at the person’s residence) or 
furthermore to find the true purpose for the trip chain. Following the previous example 
given in Table 2, suppose a person makes 4 trip segments -  the first from home to a 
coffee shop, the second from the coffee shop to work, the third from work to a grocery 
store, and the fourth from the grocery store to home. Taking the trip data at face value 
(the standard way), four trips were made: a home-based other trip, next a non-home- 
based work trip, then a non-home-based shopping trip, and finally returning home with a 
home-based shopping trip. At face value, the purpose of all trips except the last trip are 
determined simply by considering where the person just left and where the person is 
going to next. For the last trip of the day, the order is reversed -  the trip is considered 
“home-based” and the purpose of the place the person left to return home determines the 
trip purpose; ie -  in the example, the last trip from the grocery store to home is 
considered a home-based shopping trip.
In the example, accepted at face value, one would consider that the purpose of leaving 
home on that particular trip chain was to go to the coffee shop for a snack, described as
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“home-based other”. If one considers the four trips as part of the same trip chain, then 
the order of the destinations and their attendant trip purposes is not as important as the 
main purpose for the leaving home and traveling to the destinations of the trip chain. 
Therefore a scheme that prioritizes trip purposes needs to be developed. In an alternative 
way of considering the example, one can conclude the main purpose that the trips of the 
trip chain were taken was because the person had to go to work. In this scheme, the trip 
to get coffee and the trip to buy groceries are considered to be of secondary importance, 
only undertaken because the decision to travel to and from work had been made. Table 3 
lists a scheme employed in this research for assigning a primary trip purpose to a trip 
chain. Priorities were assigned in Table 3 by making the assumption that mandatory 
activities that fulfill basic needs, such as work and school, are more important to the 
average person than going shopping or doing some other activity.
Table 3: Prioritization of Trip Purposes for Trip Chains
Trip Purpose Trip Priority
Work Trips 1
School Trips 2
Shopping Trips 3
Other Trips 4
Table 4 shows a comparison of trip purposes when taken at face value versus when 
considered as part of a prioritized trip chain. The table shows how using the 
prioritization scheme puts each of the trips into their proper context according to a 
person’s assumed natural hierarchy of needs.
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Table 4: Comparison of trips taken “At Face Value” and as a “Trip Chain”
Destinations
(Purposes) Face Value Framework Prioritized Trip Chain Framework
Coffee Shop Home-Based Other Non-Home-Based Other
Work Non-Home-Based Work Home-Based Work
Grocery Store Non-Home-Based Shopping Non-Home-Based Shopping
Home Home-Based Shopping Home-Based Work
TOTAL 1 HBOther, 1 NHBWork, 1 NHBShopping, 1 HBShopping
2 HB Work, 1 NHBOther, 1 
NHBShopping
The purposes of trips in a chain are reassigned in a straightforward way. The list of 
trip destinations (purposes) is examined. If one of the destinations was work, then two 
home-based work trips are listed. Next each of the other trips is listed as non-home- 
based versions of whatever their destination was. If no work trips were made in the trip 
chain, then the process is similar except that instead of starting by listing two work trips, 
two of the next highest priority trip types are listed, and the process in then the same. In 
that way the main priority of the trip chain is determined and emphasized. The net effect 
of the “trip chain” prioritization is that the two work trips are described as home-based 
work trips, whereas in the standard, “face value” method, there are no home-based work 
trips taken.
Variables Studied as Potential Independent Predictor Variables 
As stated earlier, daily trips are not usually undertaken just for the pleasures of travel. 
Trips are made in order to accomplish some activity. Therefore the new, proposed
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independent variables chosen for the modeling of trip production for non-work trips are 
those that relate to non-work activities, such as outdoor recreation, indoor entertainment, 
and restaurants. Due to the fact that a large proportion of non-work trips are made for 
shopping purposes, shopping trips are given special consideration.
Casinos are places that offer a unique form of indoor entertainment that may 
influence non-work trip production differently from other indoor entertainment venues. 
Although many locations in the United States are within close proximity to gaming 
properties due to gaming riverboats in the Midwestern United States, local laws 
permitting fixed structure casinos (Atlantic City, Las Vegas, etc.), and Native American- 
owned Casinos throughout the nation, many urban communities are not located within 
close proximity to a casino. Additionally the case study area. Las Vegas, has so many 
large casinos, they represent a significant portion of entertainment venues and 
employment centers. Therefore, different independent variables were calculated for 
gaming locations and other forms of indoor entertainment.
Because shopping trips comprise a large proportion of the average household’s non­
work trips, two different types of shopping independent variables were studied -  regional 
and all total shopping. Regional shopping variables represent large shopping malls that 
provide unique goods and services that a person may travel to infrequently when they are 
seeking a unique gift, etc. The total shopping variable is one that should cover shopping 
for daily essentials such as groceries, etc. These are the trips that are often made out of 
necessity to the closest location, without considering the uniqueness of alternative goods 
provided by other locations.
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Access to locations that provide the opportunity to participate in an activity can be 
thought of in two ways -  either in terms of how long it takes to travel to the closest 
location offering such an activity, or in terms of how many locations offering the activity 
are within close proximity to the household. Much research in the past has been directed 
towards the former method. This research is directed towards the latter method.
Towards this end, proximity to the household can be measured in terms of distance or 
“time-distance.” While “time-distance”, which measures how long it takes to travel to 
the activity location may be more important to the tripmaker, it is difficult to measure 
with certainty, especially in urban areas where traffic incidents are a common occurrence 
and cause variations in travel speeds on roadways. Therefore the simple radial distance 
will be used to measure proximity.
Besides activity location proximity variables, other potential measures include 
transportation system factors. Many drivers consider the high speeds and non-stop travel 
of freeways to provide a superior class of driving when compared to driving on local city 
streets. If drivers have sufficient access to high speed roadways with limited stops 
involved, they may consider the costs of making a trip to be sufficiently low enough that 
they may make a non-work trip that they otherwise may not have. Freeways are accessed 
at interchanges and therefore access to fi’eeways may be best described in terms of access 
to fi’eeway interchanges. Major roads such as wide, multi-laned arterials, while often not 
providing as high of a level of service for travel as fi’eeways, can provide less stopping, 
and higher speeds of travel than local streets. Therefore including in trip production 
models independent variables that describe these transportation system characteristics 
allow for several future trip prediction scenarios to be compared through varying
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predictions of future land uses and network characteristics, and therefore may improve 
trip production model performance.
Further, traditional studies that have attempted to incorporate a measure of 
accessibility into trip production models have usually defined accessibility as a function 
of distance to the central business district (CBD) of the urban area. While this may not 
be a good or even sufficient measure of accessibility of a household, this measure may be 
useful for other purposes. Distance from CBD can be used to capture the effects of 
growth of a city over time. If a significant proportion of wealthy households choose to 
live on the edge of a city in order to enjoy the open spaces just beyond their residences, a 
change may be noticeable as previously residences that were on the edge of development 
now are tightly surrounded iimer suburbs. The value of the housing may fall and with 
that tripmaking patterns may change.
Regression Models for Trip Production 
Basics of Multivariate Regression
Regression models in general use a relationship between two or more variables so 
that one dependent variable can be predicted from the other independent variable(s). 
Regression models adhere to the basic tenet, and get their name from, the behavior of 
functions to “regress” to the mean value for subjects that behave “normally” -  those 
sample sets that are normally distributed. Two assumptions are made for regression 
models:
( 1 ) There is a probability distribution of Y for each level of X
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(2) The means of these probability distributions vary in some systematic fashion 
with X (Neter et al, 1996).
What these two statements mean is that first, for every X value plugged into the equation 
there will be a corresponding Y value produced, and second, there is a consistent, 
definable relationship between X values and Y values. The general formula for a 
multivariate regression model can be described as:
Yi = f i o +  Pi^ii + + ... + Pp.iXi,p.i + E (eq. 9)
or
y;. = y ,.+ f (eq. 10)
where,
Yi = the number of events occurring (in this case number of trips generated)
Po, P I,---, Pp-i =  regression coefficients
Xu, ..., Xî pu = independent (predictor) variables
p-1 = the number of independent, predictor variables in the model
e = the error term
y . = the estimated value of observation i (Neter et al, 1996).
Because of the nature of the variables, both predictor and predicted, the regression 
method needs to chosen with care. Researchers sometimes model discrete data, such as 
the count of trips taken, using simple continuous data (linear) methods, such as standard 
least squares regression. The Least Squares method of regression minimizes the squares 
of the differences between actual points of a data set and points predicted by a linear
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(regression) equation. These squares of the errors are added up and the total is called the 
“residual sum of squares” or the “sum of squares of the errors about the regression line”, 
and is abbreviated mathematically as SSE. Putting this mathematically.
SSE = X ^ y , - y , Ÿ  =  (eq. 11)
1=1 i=l
where,
y. = the actual value of observation i
y,. = the estimated value of observation i.
E = the error term
Additional care must be taken not to include predictor variables in regression 
equations that possess multicollinearity (share a linear dependency). Multicollinear 
variables are not truly independent. When two multicollinear predictor variables 
included in the same regression equation, their interaction may affect the character of the 
regression equation in a manner different from the effect of their individual, singular 
inclusion in a regression equation. A method to detect multicollinearity among potential 
predictor variables is to examine the sample correlation coefficients (by creating a 
correlation matrix). If two predictor variables demonstrate a high level of correlation 
(having an absolute value near 1.0) then they possess a high degree of multicollinearity, 
and should not be included in the same regression equation (Walpole et al, 1998).
Least squares regression, such as standard linear regression, may not be the best 
regression technique to use with count data because it produces predicted values that are 
non-integers (continuous, rather than discrete) and may be negative, both of which are
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not consistent with count data. Count data are more appropriately modeled by using a 
number of methods, of which the most commonly employed are Poisson and negative 
binomial regression models; both of which do not return dependent values that are 
negative so they are applicable to modeling count data situations. Neither model requires 
that the independent predictor variables be of a linear nature. The Poisson distribution 
approximates rare-event count data, such as trips made per day. However, the Poisson 
distribution possesses the underlying assumption that the mean of the process data equals 
its variance (Washington et al, 2003). When the mean does not equal the variance, other 
methods need to be pursued, such as negative binomial regression.
Stepwise Regression
The choice of which variables are included in the multivariate regression equation can 
either be chosen at once or in a sequential, “stepwise” manner. Stepwise regression is a 
form of regression that calibrates equations in steps, either in a “forward stepwise” 
manner or a “backward stepwise” manner. In forward stepwise regression, the starting 
equation includes the independent variable that best correlates with the dependent 
variable. Then, the independent variable with the second best correlation to the 
dependent variable is added to the previous regression equation to make a three-variable 
equation, unless the variable added is considered insignificant. The process is repeated 
until the point where the addition of the next variable would be considered insignificant.
Backward stepwise regression works in the opposite manner. The starting equation 
includes all of the potential independent predictor variables. Variables are removed from 
the regression equation one at a time until the elimination of the next variable would 
make a significant difference. Backwards stepwise regression is preferable to forwards
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stepwise regression because forwards selection only tests variables when they are entered 
into the regression equation, whereas in backwards stepwise regression when a new 
variable is tested for exclusion, each of the variables previously tested in retested for 
significance level in the new composition of the regression equation. This is helpful 
because multicollinearity effects may change the significance of other individual 
independent variables included in or excluded fi'om the equation (Walpole et al, 1998).
Poisson Regression
Poisson Regression models are considered to be “non-linear”, meaning that the 
independent variables can be non-linear. The Poisson Distribution models “counting 
outcomes” where large count values are rare and where the dependent, predicted variable 
is discrete. An important attribute of Poisson Regression is that the variance of the data 
equals the mean. Mathematically, the Poisson Distribution is as follows:
=  (eq. 12)
fory/ = all non-negative integers 
The mean of the Poisson Distribution is:
E  {y i\x i}  =  P i =  exp(x’iP) (eq. 13)
(Cameron and Trivedi, 1998).
As one may notice, a key property of the Poisson Distribution is that the mean equals the 
variance. If this assumption does not prove to actually true for a particular dataset, then a 
state of “underdispersion” or “overdispersion” exists.
Poisson Regression is a non-linear form of regression. Mathematically it can be 
described as,
yt = E{yJ + Gi (eq. 14)
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The mean response for the /th case, called here //„ is assumed as always to be a fimction 
of the set of predictor variables, X], . . . ,  Xp.i. The notation ̂ (Xi, P) is used to denote the 
function that relates the mean dependent response variable pi to Xj, the values of the 
predictor variables for case I, and, the values of the regression coefficients, where p is a 
( t x l )  parameter vector. One way to state Poisson regression is that T, are independent 
Poisson random variables with expected values pu where Pi = p (^ ,  P). The Poisson 
regression model is derived from the Poisson distribution by allowing the mean (and 
therefore variance; sometimes called the intensity parameter) to depend on regressors. In 
the Log-linear version of the Poisson regression model, the mean is parameterized as pi = 
expÇÜ'i, P) so that p > 0  (Cameron and Trivedi, 1998).
The estimator usually used for the Poisson regression model is the maximum 
likelihood estimator (MLE). The log-likelihood function is described mathematically as,
^EiP) =^{y,x;yff-exp(x:yff)-lny,!} (eq. 15)
i
Which, when differentiated by P becomes:
J ( y ,  -exp(x:yg))x, =0 . (eq. 16)
1=1
The k equations have k non-linear unknowns in p, and there is no analytical solution for
p. Therefore an iterative process has to be performed to solve for p. Although the
Poisson regression model requires correct specification of both the mean and variance -  
which requires equidispersion -  maximum likelihood methods can still be used if 
equidispersion does not hold true, such as in cases of overdispersion (Cameron and 
Trivedi, 1998).
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Overdispersion and Underdispersion 
As mentioned previously, the Poisson Distribution assumes that the variance equals 
the mean, which is referred to as “equidispersion”:
Oi'=Pi (eq. 17)
for model y. 
where,
= sample variance 
Pi= sample mean
However, the Poisson is a special, limited form of the negative binomial. In general 
terms, the negative binomial can be described as the following,
a?=Pi + fiPi (eq. 18)
where a is a scalar called the “dispersion parameter”.
For the Poisson case, a = 0. In the case of overdispersion, a has a positive value. While 
for underdispersion a can have a negative value, but such a situation is rare. Although 
Poisson regression can still be used if equidispersion is not the case, better fitting 
equations may be developed in cases of great overdispersion by using negative binomial 
regression rather than Poisson regression. A sound practice is to develop both Poisson 
and negative binomial models and choose the better model after comparing the results 
(Cameron and Trivedi, 1998).
Besides simply examining the dispersion parameter, a, another test for overdispersion 
one can employ is the “Likelihood Ratio Test of Alpha”. The test statistic is negative two
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times the difference of the log-likelihood from a Poisson model of the data and the 
negative binomial model:
Likelihood-ratio test o f “a = 0 ” = (-2)[(LogLH Poisson) -  (LogLH NegBinomial)].
(eq-19)
Large test values indicate that the dependent (response) variable is overdispersed, and 
that a Poisson distribution may not adequately describe the data (Cameron and Trivedi, 
1998).
Unfortunately, the more commonly used statistical computer software packages do 
not possess the functionality to perform Poisson and negative binomial regression 
techniques. The rarity of statistical computer software may be one reason why standard, 
linear regression is used so often, even when it is not the most theoretically correct 
method for developing regression models. One commercially available computer 
software package that does have the ability to perform Poisson and negative binomial 
regression techniques is “Stata”. Therefore Stata was obtained by the researcher and used 
for the statistical portions of the research.
When Stata calculates a negative binomial regression model, a Poisson regression 
model is also calculated. Stata is able to test for overdispersion when calculating 
negative binomial regression models, but not when only calculating Poisson models by 
themselves. The Stata statistical software package outputs the value of the dispersion 
parameter, a, and also calculates to the Likelihood Ratio Test of Alpha when performing 
negative binomial Regression. Stata displays Log likelihood values when either negative 
binomial or Poisson regression techniques are performed.
57
It is possible for the dispersion parameter, a, to be negative valued. When a has a 
negative value the variance is less than the mean and a state of “underdispersion” exists. 
Such instances are very rare, though, and are not frequently encountered in situations 
such as modeling daily household trip productions by a household (Cameron and Trivedi, 
1998).
Count data sets that have a high number of zero counts often exhibit overdispersion.
It has been proposed that perhaps using a different form of Poisson or negative binomial 
regression, called “zero-inflated” Poisson or “zero-inflated” negative binomial regression 
might provide better fitting models. Zero-inflated regression models assume that two 
separate states, one for normal counts and one for zero counts explain a dataset that 
possesses a high percentage of zeros. For this to be true it must be accepted that 
legitimate reasons can be proven for a zero count state to always exist in a large number 
of the situations (Washington et al, 2003). For example, although it can be shown that 
reasons for people to make shopping trips are sound, to use a zero-inflated regression 
model one must be able to show that logical reasons exist for a large portion of the 
tripmakers to never make a shopping trip. Therefore due to the conditions associated 
with zero-inflated regression models, they will not be used to address overdispersion in 
this research.
Negative Binomial Regression 
Although Poisson regression is a good starting point for counting variables, in cases 
of overdispersion, the use of the more flexible method of negative binomial regression 
may produce better fitting models than Poisson regression. The negative binomial 
regression is based upon the negative binomial distribution which is a discrete probability
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function. For high values of the mean, the negative binomial converges to the Poisson. 
Mathematically, the most common implementation of the negative binomial is as follows:
(eq. 20)
T(y + a - ')
a-\
T(y + l) r ( tz ') l « ' ‘ +i«J
/ ( y  I//,« )  =
for a > 0 ; if a  = 0 this reduces to the Poisson. 
The function T( ) is a gamma function where.
(eq. 21)
if y is an integer (Cameron and Trivedi, 1998).
So,
In (eq. 22)
y=o
So when this last result is input into the log-likelihood function for exponential mean //,• = 
exp(x ’iP) is then:
In L{a, 5 ) = ^  ) ) -  In y,- !-(y,- + ) ln(l + a  exp(xjy^) + y In or + y,%j/?)}
<•=1
(eq. 23)
Independent Variable Selection 
When multiple independent variables are studied for selection in a multivariate 
regression equation there is a chance that the variables possess multicollinearity. 
Multicollinearity describes a state where two or more predictor variables are correlated 
among themselves, and are therefore not truly independent. Multicollinearity creates 
problems for regression equations because when independent, predictor variables are 
correlated, the regression coefficient of any one variable depends on which other 
predictor variables are included in the model and which ones are left out of the final
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model. Therefore a regression coefficient would not reflect fully the effect of the 
particular predictor variable on the dependent variable, but rather only a partial effect 
which varies according to what other correlated predictor variables are included in the 
equation. Multicollinearity between predictor variables can be tested for by examining 
pairwise coefficients of simple correlations (Neter et al, 1996).
One way to reduce the amount of multicollinearity that persists in a final regression 
model is to create a bivariate pair correlation matrix in order to find out which predictor 
variables exhibit a strong level of intercorrelation (multicollinearity) and then to not 
include both variables in the final regression model created. While some discretion needs 
to be used, on the whole, highly correlated pairs should be excluded fi’om inclusion 
together in the same regression equation. As the correlation coefficients vary fi-om 0.0 
for completely uncorrelated variables to 1.0 for perfectly correlated variables, a threshold 
of greater than or equal to 0.8 can be considered as the cutoff for a highly correlated (high 
degree of multicollinearity) variable pair.
In addition to pairs of independent predictor variables whose correlation coefficient is 
greater than or equal to 0.8, variables also should not be both included in final regression 
equations if they are logically highly correlated. An example of such a variable pair 
would be variables which measure both the total area of restaurants within a certain 
distance of a household and the total count of restaurants within the same radius of that 
household. Another example of a logically highly correlated pair of independent 
variables would be the cumulative area of casinos within 1 mile of a household and the 
cumulative area of casinos within 2 miles of a household, because logically the former 
would just be a subset of the latter.
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Statistical Significance
The statistical significance of a result (P-value) is the probability that the observed 
relationship (between variables) or a difference (between means) in a sample occurred by 
pure chance. In other words, the statistical significance of a result tells us the degree to 
which the result is truly representative of the population being tested. The higher the “P- 
value”, the less the relationship between the variables in the sample can be considered as 
reliable indicators of the relationship between the respective variables in the trae 
population.
Specifically, the P-value represents the probability of error that is involved in 
accepting an observed result as valid, that is, as "representative of the population." 
Phrased another way, the P-value indicates the probability of falsely rejecting the null 
hypothesis. For example, a P-value of 0.05 indicates that there is a 5% probability that 
the relation between the variables found in a sample is due to chance and does not 
represent a true interrelationship between variables. In other words, assuming that in the 
population there was no relation between those variables whatsoever, and one was 
repeating similar experiment trials one after another, one could expect that approximately 
in every 20 replications of the experiment there would be one in which the relation 
between the variables in question would be equal or stronger. If possible, two standard 
deviations, or a 5% level of “error” is desirable, and this is a goal for this research in 
creating a travel demand model.
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Statistical Evaluation of Regression Models 
Regression equations were evaluated using several methods. The most common 
criterion for comparing the goodness-of-fit of regression models is the Coefficient of 
Multiple Determination, or R̂ . In simple, linear regression R̂  is a measure of what 
proportion of the total variation in the dependent (response) variable is explained by the 
fitted model. Mathematically it is defined as,
-  " -.2
S S R
f=l
where,
SSR = Regression Sum of Squares
SST = Error Sum of Squares (Walpole et al, 1998).
In linear regression the R-squared value varies between 0.0 and 1.0, so the closer an 
equation’s R-squared value is to 1.0, the better it fits the data. Unfortunately, there is no 
one certain definition of R-squared for non-linear regression models. Non-linear 
regression methods such as Poisson regression and negative binomial regression do not 
have a true R-squared value, but rather use a “pseudo-R-squared” value for comparison 
of fit between models. One way to define pseudo-R-squared is by using log-likelihood 
values.
Likelihood-based models are models in which the joint density of the dependent 
variables is specified. It is assumed that a scalar random variable, y,-, has a vector of 
regressors Xi and a parameter vector 6, and it is distributed with density When
using the likelihood approach an estimator of 6 is chosen that maximizes the joint
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probability of getting the sample values This probability, viewed as a function
of the parameters developed from the data is called the likelihood function. 
Mathematically it looks like,
m  = Yl f ( y , \ x^ ,Û) .  (eq.25)
|S=1
Maximizing the likelihood function is equivalent to maximizing the log-likelihood 
function:
Z(0) =\nL(0) = J ln /( y ,  | x„ 0 ). (eq. 26)
1=1
Therefore the pseudo-R-squared value would be defined as,
=  (Xfit- Xo) / (Xmax- Xo), (eq. 27)
where,
Xfit = the log-likelihood in the fitted model,
Xo = the log-likelihood in the intercept-only model,
Xmax = the maximum log-likelihood achievable (Cameron and Trivedi, 1998).
As is the case with R-squared values, the closer the Pseudo-R-Squared value is to 1.0 the 
better the fit of the regression equation.
Because likelihood-based models requiring either Poisson or the more general case of 
negative binomial distributions of data were required, common techniques that assume a 
standard normal distribution could not be used to select the “best” expanded (or original 
using three traditional variables) model for trip production. For example, the “F-test” 
that is used with normal regression models cannot be used with likelihood based models.
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Instead when using a Poisson regression model the “Chi-Squared Goodness of Fit Test” 
is the equivalent of the F-test, and is used to determine how well a model “fits” (Kutner et 
al, 2004).
This measure examines a null hypothesis that the relative frequencies of occurrence 
of observed events follow a specified frequency distribution. Here chi-squared is 
calculated by finding the difference between each observed and expected frequency for 
each possible outcome, squaring them, dividing each by the theoretical frequency, and 
taking the sum of the results. Mathematically chi-squared is.
Xl, = (m. 28)
where,
y,- = predicted value of observation /;
y,- = observed value;
(note that the subscript of chi-squared is “n-1” because there are “n-1” degrees of 
freedom, due to the fact that there are “n” number of possible outcomes for each event). 
Large values of the test statistic, indicate that the equation is not a good fit. Thus 
equations with smaller chi-squared values are considered better.
With the possible inclusion of so many potential independent variables, many 
possible regression equations for each condition were possible. In order to answer the 
questions pertaining to the objectives of this research project, however, selecting one 
“best” model for each of the eight expanded model combinations was necessary. Two 
different processes were used two select “best” models, based upon whether Poisson or 
negative binomial regression was the regression method employed. For Poisson models.
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the primary criterion for choosing the best model was the “Chi Squared Goodness of Fit 
Test”.
The Poisson model in each grouping that had the lowest Chi Squared Goodness of Fit 
value was considered the best model. In the case of tied values of this measure, the 
second method used was to compare the pseudo R-squared values of the equations in 
each grouping and select the model that exhibited the greatest value, because the pseudo 
R-squared value, like the standard “R-squared” value of linear regression, reports the 
proportion of variation of the data that is explained by the regression equation. In the 
case of tied R-squared values (at the same significant figures), being that Poisson and 
negative binomial regression techniques are based upon “likelihood” values, the next 
measure used to rate equations was “log likelihood” values of the equation (this is done 
because maximizing the likelihood function is equivalent to maximizing the log 
likelihood function) (Cameron and Trivedi, 1998).
The negative binomial equations were not compared using “Chi Squared Goodness of 
Fit” values, because the values are not typically output by the Stata software due to these 
equations not being fully parametric models (fully parametric models being those that 
have all of the parameters described; the overdispersion parameter is assumed to equal 
zero for Poisson regression models, while it assumes other values for negative binomial 
regression equations). Therefore the negative binomial equations will not be rated by 
“Chi Squared Goodness of Fit” values, but only by pseudo R-squared and log likelihood 
values.
After the best models have been found, several model comparisons need to be 
performed. The traditional three-variable models of each year, for both Poisson and
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negative binomial models, will be compared to the expanded models of the same years. 
Afterwards the expanded models of both years will be compared for statistical difference.
To test the hypothesis that two different models based upon the same data set are 
roughly equal, one can perform a “Likelihood Ratio Test”, if one model uses variables 
that are subset of the other model (Agyemang et al, 1995; and Fridstrom et al, 1995). In 
other words, the likelihood ratio test is for testing for significant differences between a 
“partial” model and a “full model”. The likelihood ratio test is based upon a statistic 
called the model deviance (Neter et al, 1996). The deviance of a fitted model compares 
the log-likelihood of the regression model developed fi-om the data to log-likelihood of a 
model with n parameters that fits the n observations perfectly. This hypothetical, 
perfectly-fitted model is called a “saturated model”. The model deviance is based upon 
the difference between the two log-likelihood values. Logically, the log-likelihood value 
for the developed model can never be larger than the log-likelihood value for the 
saturated model, because the saturated model has more parameters (Neter et al, 1996). 
The mathematical formulation of the likelihood ratio test is:
x' = -21og,[L(R)/L(F)] (eq. 29)
= -21og, [I(R)] -  {-21o& [L(F)]} (eq. 30)
= 21oge [1(F)] -21ogg [L(R)] (eq. 31)
where,
L(R) = the likelihood of the “reduced model”;
L(F) = the likelihood of the “full model”.
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The reduced model is a model that has variables and coefficients that are a subset of the 
larger “full” model. In the case of this research, the reduced model was one made up of 
only the three traditional trip production variables, and the full model is a model that 
contains other variables in addition to the three traditional variables. If the value 
calculated was less than or equal to the Chi-squared value calculated for the data at the 
chosen significance level (usually 0.10 or 0.05), then it was concluded that there was no 
significant difference between the two models (null hypothesis). If the value 
calculated was greater than the Chi-squared value calculated for the data at the chosen 
significance level, then it was concluded that there was indeed a significant difference 
between the two models (alternative hypothesis) (Neter et al, 1996). The likelihood ratio 
test was used to test for a significant difference between a partial model that included 
three traditional variables and the full model that incorporated additional variables for a 
given year’s data set.
Unfortunately the Likelihood Ratio test can only be used to compare two models that 
are calibrated to the same data set. When one wishes to compare two models that have 
been created and calibrated based on different data sets, even if the models consist of the 
same dependent and independent variables, there is no similar test available. What one 
can do, however, is to compare the confidence intervals for each independent variable of 
each equation. A confidence interval is used to give an estimate of certainty regarding a 
parameter of an individual data point or trial fi-om the data set. Confidence intervals can 
be calculated for any data set for which one can calculate a mean and a standard 
deviation. While it is useful to know the mean value for a measure of a data set, it is 
often more helpful to know a range of two values, one less than the mean and one greater
67
than the mean, between which, a data point will probably fall. Usually confidence 
intervals are defined in terms of standard deviations. For example one may wish to 
calculate the lower and upper limits of a variable’s value, that are two standard deviations 
less than and two standard deviations greater than the mean value of that particular 
variable value. If two standard deviations (plus/minus) are used, the interval described 
by the lower and upper limits is said to describe a 95% confidence interval, which says 
that 95% of the variable values in the data set are expected to fall within those calculated 
lower and upper limits.
Confidence intervals can be used to determine the similarity or dissimilarity of two 
equations in a somewhat indirect way. If two equations describe relationships between 
the same dependent and independent variables, but are calibrated using different data 
sets, then the confidence intervals can be used to determine the similarity between the 
values of the data sets, and hence the equations calibrated from them by examining the 
individual independent variable confidence intervals. If the confidence intervals of the 
same variables overlap when comparing the two equations, then the differences between 
the individual independent variable coefficients in the two equations can be said to be not 
statistically significantly different. If there is no overlap of individual confidence 
intervals, then the values of the coefficients of the same variable in the two equations can 
be said to be statistically significantly different. The confidence interval is defined 
mathematically as:
(Xl - X 2 ) - t ^ , 2 S p ^
v«l
< A  < (̂ 1 (eq. 32)
where.
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Sp = the pooled estimate of the population standard deviation
tct/2 = is the t-value with v = ni + n2  degrees of freedom.
For this research four “significant difference” tests will be performed:
(1) Likelihood ratio test to compare 1996 traditional variable model vs. 1996 
expanded model;
(2) Likelihood ratio test to compare 2005 traditional variable model vs. 2005 
expanded model;
(3) Comparison of the confidence intervals of coefficients for the 1996 traditional 
variable model vs. 2005 traditional variable model;
(4) Comparison of the confidence intervals of coefficients for the 1996 expanded 
model vs. 2005 expanded model.
The first two comparisons, the likelihood ratio tests, determine if there is a 
statistically significant difference between the traditional variable model and the 
expanded model. The third comparison tests if there is a significant difference between 
the traditional variable models using two different years’ data sets. The fourth 
comparison determines if there is a statistically significant difference between the 
expanded models for 1996 and 2005. If the results of the first two tests show a 
signifieant difference, the results of the third test shows a signifieant differenee, and the 
result of the fourth test shows there is not a statistical difference, then one may conclude 
that the expanded model is indeed better than the traditional, three-variable model -  the 
new variables should be included in trip production models.
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Regression techniques develop calibrated models of trip production for the data of a 
particular year. The point of developing such models is to produce accurate forecasts of 
traffic in future years. Therefore the models developed will be tested for their predictive 
ability using a different year’s data fi-om a time after the year of the data used to produce 
the calibrated trip production equation. After the determinations concerning statistical 
significance have been done, the traditional 1996 model and the expanded 1996 
regression equation will both be applied to the 2005 data and the developed is to use the 
produced equations with case study data in order to project future trips. Then the 
residuals of each equation will be plotted.
Residuals measure the differences between dependent variable values predicted by 
the regression model and actual values of the dependent variable.
Mathematically residuals are expressed:
£i= yi-yi (eq. 33)
where,
e, = residual (error) 
yi = value of observation i 
ÿi = predicted value of y
They can be used to determine the goodness of fit o f a particular regression model or to 
compare the fits of two different models. Those who are familiar with standard normal 
distributions and linear regression may wish to plot residuals against the actual value of 
the dependent variable in order to gain insight of the fit of the model, but this is not 
appropriate for “count” data. Instead, for “count data” using Poisson or negative
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binomial distributions (and regression) residuals are plotted against predicted mean 
values (Cameron and Trivedi, 1998). Therefore plots of residuals versus predicted values 
will be created in order to compare predictive accuracy of the trip production regression 
models.
Sometimes equations are very similar, so much so that a simple comparison of plotted 
points will not suffice. In these cases a more exact way to compare residuals is 
appropriate. The “residual sum of squares” (SSE), also called “sum of squares of the 
error”, is described mathematically as,
SSE = ^ ( y , - y , ) '  (eq. 34)
/=!
where,
yi = value of observation i; 
yi -  predicted value.
Note that the equation that has the lesser value of SSE would be a better fitting model.
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CHAPTER 4
CASE STUDY 
Development of Case Study Variables from GIS 
For the case study, GIS data were obtained from the Geographic Information Systems 
Management Office (GISMO) of Clark County Nevada. GISMO include maintains the 
GIS data warehouse used by local government, maintaining the Street Centerline 
Database used by 911 dispatch services, providing specific support for County 
Departments, and producing generic and specialized products. The data includes street 
centerlines, general points of interest, tax code boundaries, zoning classifications, and 
much other information. This current research project was facilitated by the ready 
availability of the geocoded (spatially referenced by “X” and “Y” coordinates) land use 
information gave rise to this current research.
In Clark County the County Assessor’s Office gives each parcel of property its own 
file entry and records the basic land use associated with that parcel using a 10-digit code. 
The first three digits of the code describe the land use of the parcel. For example, codes 
beginning with “110” are single-family residences, while codes beginning with “325” are 
casinos. In the GIS computer program, database subsets of each land use were selected 
from the entire set of property records using these first-three-digit-identifiers. Then, as 
described previously, GIS tools were used to determine which members of these land use
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sets were within the radii of interest to each household whose travel habits were 
documented in the Household Travel Survey. The results of the GIS work were then 
exported to EXCEL spreadsheets for easier display and study. From the spreadsheets, the 
data was exported to the statistical software computer program “STATA” for the 
statistical analyses.
The three traditionally used socioeconomic trip production variables are,
Number of Persons in Household,
Number of Vehicles of Household,
Total Household Income.
The potential accessibility variables studied for trip production models are.
Regional Shopping within a distance (count, area).
All Shopping within a distance (count, area).
Outdoor Recreation (area).
Indoor Entertainment (count, area).
Restaurants (count, area).
Casinos (count, area),
Major Streets (centerline miles),
Freeway Interchanges (count),
Bus Stop (count).
Distance to Central Business District,
Distance to LV Strip,
Distance to Parcels Centroid,
Distance to Residential Centroid.
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The household size, or number of residents in a household, is a commonly used 
independent variable in trip production equations. The RTC uses a trip production model 
dependent upon this and two other variables. It is expected that household size will be 
positively correlated with the number of trips generated because household size should 
influence the demand for trips.
This is the second of three variables that is currently used by the RTC in its trip 
production model. Experience proves the intuition that a person with access to an 
automobile will make more trips than a person that does not have access to an 
automobile. Likewise households with several residents may need access to several 
vehicles to maintain a desired level of tripmaking.
Traveling by mechanized modes -  personal automobile, bus, transit, etc. — costs 
money, whether directly related to the cost of each trip, such as gasoline for an 
automobile, or indirectly, such as the cost of auto insurance. If the cost of making a trip 
is small relative to the total monetary resources available to a trip maker, the trip is likely 
to be made. If, on the other hand, the costs of making an additional trip are significant 
compared to total income, the additional trip may not be made unless absolutely 
necessary -  such as a “work” trip.
Regional shopping centers, or shopping malls, usually contain a variety of specialty 
stores that sell goods not offered in local markets. Trips to these shopping locations are 
the most discretionary of shopping trips. The data for this variable came from the Clark 
County Assessor’s files. The properties considered to be Regional Shopping Centers 
were the Boulevard Mall, the Meadows Mall, the Galleria Mall, the Fashion Show Mall, 
and the Las Vegas Outlet Mall.
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In a person’s local environs shopping trips are made most often for the necessities of 
urban life -  groceries, gasoline, etc. The locations where trip makers shop for these 
necessities are often chosen by traveling convenience rather than on price of goods. 
However, several stores may be located in equally convenient locations compared to the 
trip maker’s home. In this study the hypothesis is tested that as the costs of making 
shopping trips decrease due to reduced distance, the tripmaker will make more trips. The 
data for this variable were derived from the Clark County Assessor’s files, using the first 
three digits landuse code.
Even more than for the purposes of shopping, which trip purposes may have a degree 
of necessity if one considers the purchase of groceries and gasoline, trip purposes for 
purely entertainment values may depend on the ease of making the additional trip. In the 
case study outdoor recreation included public parks, golf courses, and properties the 
county assessor specifically designated as “outdoor recreation”. Indoor entertainment 
properties were those specifically designated as “non-gaming indoor entertainment”. The 
data for this variable were derived from the Clark County Assessor’s files, using the first 
three digits landuse code.
An assumption of this research is that dining at a restaurant is about more than simply 
eating. Rather, dining out contains a social or entertainment value that is hard to 
quantify, but nonetheless exists. Therefore the closer and the more restaurant options that 
a trip maker has, the more likely he or she is to make discretionary trips for the purposes 
of dining out. The data for this variable were derived from the Clark County Assessor’s 
files, using the first three digits landuse code.
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Gaming is a form of entertainment that has unique characteristics that distinguish it 
from most other common activities. Casinos are prohibited by law from allowing people 
younger than 21 to gamble. Also, many other forms of entertainment are free or cost 
very little to enjoy, while a night of gaming may require the outlay of substantial amounts 
of money. Most distinctly of all, psychological addiction may influence a trip maker’s 
decision to partake in this behavior, regardless of any rational decision making process. 
Therefore reasons exist which may justify the study of gaming separately from other 
forms of entertainment. The data for this variable were derived from the Clark County 
Assessor’s files, using the first three digits landuse code.
The decision to make a discretionary trip often is predicated upon a mental 
comparison the value to be gained by making the trip, juxtaposed with the costs of taking 
the trip. Traveling a route that makes use of limited-access, high-speed roadways helps 
to reduce the temporal costs of making a trip. With a little thought, one can determine 
that what is important to travelers is not the proximity to the limited-access highway 
itself, but rather proximity to the entrance and exit ramps of these highways. Thus the 
variable studied is the number of ramps within close proximity to a household, rather 
than the lane miles within close proximity of a household. The GISMO roadway network 
data files were used to develop this set of variables.
For captive public transit users -  those who do not have access to a private 
automobile or only have limited access to a private automobile for trip making -  the 
proximity to one or more bus transportation is essential. In Clark County Nevada, public 
transportation is essentially the bus system operated by Citizens Area Transit (CAT). 
Although a small fixed guideway transit system exists, the monorail, it consists of only
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one line running parallel to Las Vegas Boulevard, it duplicates existing bus service, and 
the monorail fare passes are incompatible with bus system fare passes. Additionally, 
there are currently few permanent residences located within close proximity to monorail 
stations, thereby assuring few workers would commute using the monorail.
Therefore, proximity to a bus stop is essential for captive riders. Another 
consideration is the number of bus routes whose stops are within close proximity to a 
residence of a captive rider. As options increase, a captive rider may change behavior. 
For example, a trip maker may make additional trips for comparison shopping if they live 
near bus stops for routes serving multiple regional shopping centers. The GISMO 
roadway network data files were used to develop this set of variables.
Las Vegas Boulevard, or “The Strip”, is variable unique to Las Vegas. Most urban 
areas, especially those whose beginnings predate the invention of the automobile possess 
a central business district. The central business district, or CBD, is the traditional center 
of commerce and possibly industry of a city, where a significant percentage of the city’s 
residents are employed.
Clark County, Nevada no longer has a Central Business District (CBD) in the 
traditional sense, but the RTC still does define a CBD for Las Vegas based upon past 
patterns of activity. Several square blocks of the originally platted town contain 
government offices and a few small casinos and therefore employ some people, which 
may possibly justify retaining a CBD designation for this area. This distance was 
calculated by measuring the direct distance between the X and Y coordinates for each 
household and the central business district of Las Vegas as defined by GISMO.
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The Las Vegas Strip, the portion of Las Vegas Boulevard where the majority of large 
resort casinos are located, provides employment for a vast number of workers, thereby 
serving the function of a CBD, albeit in a somewhat linear pattern. For the purposes of 
this study “The Strip” consists of properties situated adjacent to Las Vegas Boulevard 
from Russell Road in the south (Mandalay Bay casino) to St. Louis Avenue in the north 
(Stratosphere casino). This variable is considered in the research due to the many 
activities that occur at the large resort casinos located along “The Strip” which attract 
discretionary trips. Some of these diverse trip attractors include restaurants, movie 
theatres, night clubs, and of course, gaming areas. This distance was calculated by 
measuring the direct distance between the X and Y coordinates for each household and 
the midpoint of Las Vegas Boulevard between Russell Road (the Luxor Casino and 
Resort) and St. Louis Avenue (the Stratosphere Casino and Resort).
The two measures of “distance from residence to centroid of all parcels” and 
“distance from residence to centroid of residences” were chosen as proxy measures of 
accessibility. Previous studies (Geertman, 1995) have measured accessibility by virtue of 
proximity to the center of an urban area.
In the eastern portion of the United States, urban centers have developed and been 
redeveloped in increasing patterns of density over time. With vast open spaces, plentiful 
agricultural land, and cheap gasoline, the tendency in the western areas of the USA has 
been and continues to be retain low levels of density in residential areas, especially for 
those urban areas like Las Vegas whose population did not become great until after the 
development of interstate freeways and automobile ownership became widespread. In 
these “newer”, American cities growth in population is accommodated by expanding the
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borders of urbanized development with few exceptions. Therefore the fastest growing 
parts of a young, western city such as Las Vegas are found at the periphery.
Two different methods of defining the center of the Las Vegas metropolitan area were 
devised, both using the concept of the centroid for a given set of points. In this usage, a 
centroid is defined as the average “X” value paired with the average “Y” value for a set 
of points, or (X bar, Y bar) (Neter et al, 1996). The first centroid defined for this research 
considers the set of points that are the centers of parcels when all properties are included. 
The second centroid is defined from only properties zoned as residences, and it applies a 
weighting factor that considers the number of residential units per parcel. The key 
assumption in both cases is that the farther a property is from the center (centroid) of the 
metropolitan area, the “higher growth” is the area.. This distance was calculated by 
measuring the direct distance between the X and Y coordinates for each household and 
separately the centroids of the set of all parcels and the set of all residential properties.
When comparing economic data from different years an adjustment needs to be made 
so that all data is on an equal footing. The reason is that economic inflation changes the 
purchasing power of the dollar from year-to-year. The U.S. Department of Labor,
Bureau of Labor Statistics calculates a “Consumer Price Index” (CPI) that tracks the 
changes in the prices paid by urban consumers for a representative basket of goods and 
services. Although calculated throughout the year, an aimual average is determined and 
is used to compare the purchasing power of the dollar in different years.
In this research the CPI has been utilized to put the “Household Income” variables 
from 1996 and 2005 on the same basis. The Bureau of Labor Statistics lists the 1996 
index at 156.9, and it lists the 2005 value at 195.3. Therefore to put the values of the
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variable “2005 Household Income” in 1996 dollars, one must multiply the 2005 values by 
0.8034 (which is 156.9 divided by 195.3). This conversion of 2005 Household Income 
into 1996 dollar values was done before the statistical analyses were performed.
A further note of explanation about the variables is necessary. As a series of 
concentric rings were constructed around each household to determine the accessibility of 
each household to various properties with specific land uses of interest (such as 
restaurants). There can be two different ways of considering the data collected for 
households in concentric circles — either considering the data cumulatively, meaning that 
all of the data within the circles of smaller radius are a part of the data for the circles of 
greater radius, or considering the data in each ring in a value-added fashion, meaning that 
data for each circle of different radius is counted if it is not counted for a circle of smaller 
radius. Because both ways of counting could have produced different results, both 
“cumulative” and “value-added” forms of the accessibility and transportation network 
variables were created and studied. For information purposes, the basic statistics of the 
two years’ data sets are shown in Table 5, Table 6, Table 7, and Table 8.
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Correlation and Collinearity of Independent Variables 
When selecting potential independent variables for inclusion in regression equations 
one wishes to choose variables that behave in a manner similarly to the behavior of the 
dependent variable -  those independent variables that possess a high correlation to the 
dependent variable.
However, when two or more of the independent variables are highly correlated 
(collinear) with each other, their interaction may have an additional effect on the 
dependent variable if both are used as predictor variables in a regression equation. 
Therefore, if two independent variables are found to be highly correlated with each other, 
only one of the two variables should be included in a regression equation. In the case of 
this research logically highly correlated independent variables were cumulative variables 
which measured the same attribute, but only measured at different distance radii. To 
determine at which distance each variable should be included, bivariate correlation 
matrices were created for each variable to determine which distances were most 
correlated with the non-work trips produced. The bivariate correlation matrix for the 
cumulative “Regional Shopping” variables is shown in Table 10.
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Table 10: Bivariate Correlation Matrix for 1996 “Regional Shopping” Cumulative Variables
1996 Regional 
Shopping - 
Cumulative
All
Nonwork
96
HBShop
96
RegShp 
CT Hami
RegShp 
CT Imi
RegShp
CT2mi
RegShp
CT3mi
RegShp 
Area Ha 
mi
RegShp 
Area Imi
RegShp 
Area 2mi
RegShp
Area3mi
AllNonwork96 
p-value
1
HBShop96 
p-value
0.3602
0.0000
1
RegShp CT Hami 
p-value
-0.0261
0.2862
-0.0021
0.9315
1
RegShp CT Imi 
p-value
-0.0728
0.0029
-0.0172
0.4833
0.4171
0.0000
1
RegShp CT 2mi 
p-value
-0.0866
0.0004
-0.0279
0.2542
0.284
0.0000
0.6064
0.0000
1
RegShp CT 3mi 
p-value
-0.1444
0.0000
-0.0451
0.0649
0.1938
0.0000
0.4428
0.0000
0.7049
0.0000
1
RegShp Area Ha 
mi
p-value
-0.0215
0.3800
-0.0042
0.8629
0.9772
0.0000
0.4076
0.0000
0.2872
0.0000
0.1985
0.0000
1
RegShp Area Imi 
p-value
-0.0939
0.0001
-0.0173
0.4783
0.3699
0.0000
0.9361
0.0000
0.6108
0.0000
0.4444
0.0000
0.3796
0.0000
1
RegShp Area 2mi 
p-value
-0.1001
0.0000
-0.0318
0.1933
0.2711
0.0000
0.5714
0.0000
0.916
0.0000
0.7023
0.0000
0.2821
0.0000
0.6033
0.0000
1
RegShp Area 3mi 
p-value
-0.145
0.0000
-0.0458
0.0613
0.2335
0.0000
0.5181
0.0000
0.7236
0.0000
0.9284
0.0000
0.2463
0.0000
0.5461
0.0000
0.7868
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1450, for 
“Non-work Trips” is with “Regional Shopping Area at 3 Miles”, which has a significance 
level of 0.0000. The strongest (negative) correlation, -0.0458, with “HB Shopping Trips” 
is also with “Regional Shopping Area at 3 Miles”, which has a significance level of
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0.0613. Additionally, as one would expect, the variables of the “counts” and “areas” for 
each same distance are highly correlated.
The bivariate correlation matrix for the value-added “Regional Shopping” variables is 
shown in Table 11.
Table 11: Bivariate Correlation Matrix for 1996 “Regional Shopping” Value-Added Variables
1996 Regional 
Shopping - Value 
Added
All
Nonwork
96
HBShop
96
VA
RegShop
CTHa
mi
VA 
RegShop 
CT Imi
VA
RegShop
CT2mi
VA
RegShop
CT3mi
VA 
RegShop 
Area Ha 
mi
VA 
RegShop 
Area Imi
VA 
RegShop 
Area 2mi
VA 
RegShop 
Area 3mi
All Nonwork 96 
p-value
1
HBShop 96 
p-value
0.3602
0.0000
1
VA RegShop CT 
Ha mi 
p-value
-0.0261
0.2862
-0.0021
0.9315
1
VA RegShop CT 
Imi 
p-value
-0.0673
0.0059
-0.0178
0.4659
-0.0286
0.2417
1
VA RegShop CT 
2mi 
p-value
-0.0669
0.0062
-0.025
0.3070
0.1218
0.0000
0.1609
0.0000
1
VA RegShop CT 
3mi 
p-value
-0.1114
0.0000
-0.0339
0.1653
-0.0284
0.2459
-0.0078
0.7492
-0.073
0.0028
1
VA RegShop 
Area Ha mi 
p-value
-0.0215
0.3800
-0.0042
0.8629
0.9772
0.0000
-0.028
0.2526
0.131
0.0000
-0.0252
0.3035
1
VA RegShop 
Area Imi 
p-value
-0.0921
0.0002
-0.0169
0.4897
-0.0266
0.2763
0.9299
0.0000
0.2028
0.0000
-0.0128
0.6002
-0.026
0.2875
1
VA RegShop 
Area2mi 
p-value
-0.0625
0.0105
-0.0282
0.2489
0.0926
0.0001
0.0551
0.0242
0.8593
0.0000
0.0363
0.1372
0.0999
0.0000
0.0519
0.0336
1
VA RegShop 
Area 3mi 
p-value
-0.1361
0.0000
-0.0427
0.0805
0.1276
0.0000
0.2765
0.0000
0.2405
0.0000
0.8015
0.0000
0.1377
0.0000
0.2898
0.0000
0.2313
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.1361, for 
“Non-work Trips” is with “VA Regional Shopping Area at 3 Miles”, which has a 
significance level of 0.0000. The strongest (negative) correlation, -0.0427, with “HB 
Shopping Trips” is also with “VA Regional Shopping Area at 3 Miles”, which has a 
significance level of 0.0805. Again, the variables of the “counts” and “areas” for each 
same distance are highly correlated.
The bivariate correlation matrix for the “All Shopping” cumulative variables is shown 
in Table 12.
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Table 12: Bivariate Correiation Matrix for 1996 “Ali Shopping” Cumuiative Variabies
1996 All 
Shopping - 
Cumulative
All
Nonwork
96
HBShop
96
AllShop
CTHa
mi
AllShop 
CT Imi
AllShop
CT2mi
AllShop
CT3mi
AllShop 
Area Ha 
mi
AllShop 
Area Imi
AllShop 
Area 2mi
AllShop 
Area 3mi
All Nonwork 96 
p-value
1
HBShop 96 
p-value
0.3602
0.0000
1
AllShop CT Ha 
mi
p-value
-0.1410
0.0000
-0.0509
0.0375
1
AllShop CT Imi 
p-value
-0.1715
0.0000
-0.0536
0.0284
0.8417
0.0000
1
AllShop CT 2mi 
p-value
-0.1906
0.0000
-0.0523
0.0325
0.7104
0.0000
0.8822
0.0000
1
AllShop CT 3mi 
p-value
-0.2059
0.0000
-0.0506
0.0383
0.6058
0.0000
0.7596
0.0000
0.9393
0.0000
1
AllShop Area Ha 
mi
p-value
-0.0992
0.0000
-0.0388
0.1123
0.713
0.0000
0.5447
0.0000
0.4866
0.0000
0.4865
0.0000
1
AllShop Area 1 mi 
p-value
-0.1532
0.0000
-0.035
0.1529
0.6183
0.0000
0.7669
0.0000
0.7095
0.0000
0.7028
0.0000
0.7009
0.0000
1
AllShop Area 2mi 
p-value
-0.1715
0.0000
-0.0425
0.0823
0.5897
0.0000
0.7546
0.0000
0.8796
0.0000
0.8862
0.0000
0.5645
0.0000
0.836
0.0000
1
AllShop Area 3mi 
p-value
-0.1938
0.0000
-0.0457
0.0617
0.5694
0.0000
0.7183
0.0000
0.8683
0.0000
0.9404
0.0000
0.5286
0.0000
0.7698
0.0000
0.9471
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.2059, for 
“N on-w ork Trips” is  w ith  “A ll Shopping Count at 3 M iles” , w h ich  has a sign ificance  
level of 0.0000. The strongest (negative) correlation, -0.0536, with “HB Shopping Trips’ 
is with “All Shopping Count at 1 Mile”, which has a significance level of 0.0284.
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Therefore the variable used in the Regression Equations will be “All Shopping Count at 3 
Miles”.
The bivariate correlation matrix for the “All Shopping” value-added variables is 
shown in Table 13.
Table 13: Bivariate Correlation Matrix for 1996 “All Shopping” Value-Added Variables
1996 All 
Shopping - Value 
Added
All
Nonwork
96
HBShop
96
VA
AllShop
CTHa
mi
VA All 
Shop CT 
Imi
VA 
AllShop 
CT 2mi
VA
AllShop
CT3mi
VA 
AllShop 
Area Ha 
mi
VA 
AllShop 
Area Imi
VA 
AllShop 
Area 2mi
VA 
AllShop 
Area 3mi
All Nonwork 96 
p-value
1
HBShop 96 
p-value
0.3602
0.0000
1
VA AllShop CT 
Hami 
p-value
-0.1410
0.0000
-0.0509
0.0375
1
VA All Shop CT 
Imi 
p-value
-0.1684
0.0000
-0.0497
0.0421
0.6952
0.0000
1
VA AllShop CT 
p-value
-0.1842
0.0000
-0.0474
0.0524
0.5911
0.0000
0.7542
0.0000
1
VA AllShop CT 
p-value
-0.1949
0.0000
-0.0423
0.0840
0.4157
0.0000
0.5293
0.0000
0.7953
0.0000
1
VA AllShop Area 
Hami 
p-value
-0.0992
0.0000
-0.0388
0.1123
0.7130
0.0000
0.4218
0.0000
0.4199
0.0000
0.4224
0.0000
1
VA AllShop Area 
Imi 
p-value
-0.1481
0.0000
-0.0262
0.2842
0.4513
0.0000
0.7656
0.0000
0.5977
0.0000
0.5685
0.0000
0.4214
0.0000
1
VA AllShop Area 
2mi 
p-value
-0.1587
0.0000
-0.0409
0.0942
0.4971
0.0000
0.6526
0.0000
0.8832
0.0000
0.767
0.0000
0.4177
0.0000
0.6162
0.0000
1
V A  A llS h o p  A rea  
3mi 
p-value
-0.1953
0.0000
-0.0439
0.0724
0.4853
0.0000
0.5939
0.0000
0.7738
0.0000
0.9133
0.0000
0.4329
0.0000
0.5797
0.0000
0.7755
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.1953, for 
“Non-work Trips” is with “VA All Shopping Area at 3 Miles”, which has a significance 
level of 0.0000. The strongest (negative) correlation, -0.0509, with “HB Shopping Trips” 
is with “VA All Shopping Count at a Half Mile”, which has a significance level of 
0.0375. Therefore the variable used in the Poisson Regression Equations will be “VA All 
Shopping Count at 3 Miles”.
The bivariate correlation matrix for the “Outdoor Recreation” cumulative variables is 
shown in Table 14.
Table 14: Bivariate Correlation Matrix for 1996 “Outdoor Recreation” Cumulative Variables
1996 Outdoor 
Recreation - 
Cumulative
All
Nonwork
96
OutRec 
Area Ha 
mi
OutRec 
Area Imi
OutRec 
Area 2mi
OutRec 
Area 3 mi
All Nonwork 96 
p-value
1
OutRec Area Ha 
mi
p-value
-0.0113
0.6447
1
OutRec Area Imi 
p-value
0.0252
0.3038
0.5274
0.0000
1
OutRec Area 2mi 
p-value
0.0200
0.4134
0.2333
0.0000
0.4697
0.0000
1
OutRec Area 3 mi 
p-value
0.0033
0.8920
0.1278
0.0000
0.2403
0.0000
0.6743
0.0000
1
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From the matrix one can see that the strongest correlation, 0.0252, for “Non-work 
Trips” is with “Outdoor Recreation Area at 1 Mile”, which has a significance level of 
0.03038.
The bivariate correlation matrix for the “Outdoor Recreation” value-added variables 
is shown in Table 15.
Table 15: Bivariate Correlation Matrix for 1996 “Outdoor Recreation” Value-Added Variables
1996 Outdoor 
Recreation - 
Value-Added
All
Nonwork
96
VA 
OutRec 
Area Ha 
mi
VA 
OutRec 
Area Imi
VA 
OutRec 
Area 2 mi
VA 
OutRec 
Area 3 mi
All Nonwork 96 
p-value
1
VA OutRec Area 
Hami 
p-value
-0.0113
0.6447
1
VA OutRec Area 
Imi 
p-value
0.0354
0.1477
0.0907
0.0002
1
VA OutRec Area 
2mi 
p-value
0.0095
0.6963
-0.0089
0.7174
0.0210
0.3903
1
VA OutRec Area 
3mi 
p-value
-0.0155
0.5268
-0.0589
0.0159
-0.1336
0.0000
-0.0166
0.4979
1
From the matrix one can see that the strongest correlation, 0.0354, for “Non-work 
Trips” is with “VA Outdoor Recreation Area at 1 Mile”, which has a significance level of 
0.1477.
The bivariate correlation matrix for the “Indoor Entertainment” cumulative variables 
is shown in Table 16.
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Table 16: Bivariate Correlation Matrix for 1996 “Indoor Entertainment” Cumulative Variables
1996 Indoor 
Entertainment - 
Cumulative
All
Nonwork
96
IndEnt
CTHa
mi
IndEnt
CTlmi
IndEnt
CT2mi
IndEnt
CT3mi
IndEnt 
Area Ha 
mi
IndEnt 
Area Imi
IndEnt 
Area 2mi
IndEnt
Area3mi
All Nonwork 96 
p-value
1
IndEnt CT Ha mi 
p-value
-0.0614
0.0119
1
IndEnt CT Imi 
p-value
-0.1377
0.0000
0.6635
0.0000
1
IndEnt CT 2mi 
p-value
-0.1841
0.0000
0.3889
0.0000
0.6502
0.0000
1
IndEnt CT 3mi 
p-value
-0.2141
0.0000
0.2414
0.0000
0.4393
0.0000
0.7903
0.0000
1
IndEnt Area Ha 
mi
p-value
-0.0245
0.3170
0.1902
0.0000
0.0685
0.0051
0.0523
0.0324
0.0610
0.0125
1
IndEnt Area Imi 
p-value
-0.0624
0.0107
0.0748
0.0022
0.1317
0.0000
0.0702
0.0041
0.1844
0.0000
0.4980
0.0000
1
IndEnt Area 2mi 
p-value
-0.1170
0.0000
-0.0100
0.6815
0.0118
0.6302
0.1664
0.0000
0.3871
0.0000
0.2620
0.0000
0.5319
0.0000
1
IndEnt Area 3 mi 
p-value
-0.1473
0.0000
0.0045
0.8552
0.0604
0.0134
0.2413
0.0000
0.5254
0.0000
0.1908
0.0000
0.3831
0.0000
0.6951
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.2141, for 
“Non-work Trips” is with “Indoor Entertainment CT at 3 Miles”, which has a 
significance level of 0.0000.
T he bivariate eorrelation matrix for the “Indoor Entertainment” value-added variables 
is shown in Table 17.
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Table 17: Bivariate Correlation Matrix for 1996 “Indoor Entertainment” Value-Added Variables
1996 Indoor 
Entertainment - 
Value-Added
All
Nonwork
96
VA
IndEnt
CTHa
VA 
IndEnt 
CT Imi
VA
IndEnt
CT2mi
VA
IndEnt
CT3mi
VA 
IndEnt 
Area Ha
VA 
IndEnt 
Area Imi
VA 
IndEnt 
Area 2mi
VA 
IndEnt 
Area 3 mi
All Nonwork 96 
p-value
1
VA IndEnt CT Ha 
mi 
p-value
-0.0614
0.0119
1
VA IndEnt CT 
p-value
-0.1411
0.0000
0.2609
0.0000
1
VA IndEnt CT 
p-value
-0.1470
0.0000
0.0632
0.0097
0.1923
0.0000
1
VA IndEnt CT 
p-value
-0.1424
0.0000
-0.0383
0.1175
0.0142
0.5611
0.2299
0.0000
1
VA IndEnt Area 
Ha mi 
p-value
-0.0245
0.3170
0.1902
0.0000
-0.0248
0.3100
0.0223
0.3621
0.0408
0.0955
1
VA IndEnt Area 
p-value
-0.0575
0.0187
-0.0264
0.2809
0.1593
0.0000
-0.0091
0.7086
0.2288
0.0000
-0.0178
0.4669
1
VA IndEnt Area 
p-value
-0.0958
0.0001
-0.0624
0.0107
-0.0598
0.0145
0.2425
0.0000
0.3704
0.0000
-0.0275
0.2618
-0.0396
0.1052
1
VA IndEnt Area 
p-value
-0.0930
0.0001
0.0159
0.5162
0.0846
0.0005
0.1804
0.0000
0.3860
0.0000
0.0148
0.5446
0.0195
0.4247
-0.0039
0.8719
1
From the matrix one can see that the strongest (negative) correlation, -0.1470, for 
“Non-work Trips” is with “VA Indoor Entertainment CT at 2 Miles”, which has a 
significance level of 0.0000.
T he bivariate correlation m atrix for the “Restaurants” cum ulative variables is  show n  
in Table 18.
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Table 18: Bivariate Correlation Matrix for 1996 “Restaurants” Cumulative Variables
1996 Restaurant ■ 
Cumulative
All
Nonwork
96
Rest CT 
Hami
Rest CT 
Imi
Rest CT 
2mi
Rest CT 
3mi
Rest 
Area Ha 
mi
Rest 
Area Imi
Rest 
Area 2mi
Rest
Area3mi
All Nonwork 96 
p-value
1
Rest CT Ha mi 
p-value
-0.1255
0.0000
1
Rest CT Imi 
p-value
-0.1706
0.0000
0.7369
0.0000
1
Rest CT 2mi 
p-value
-0.1979
0.0000
0.6048
0.0000
0.8566
0.0000
1
Rest CT 3 mi 
p-value
-0.2067
0.0000
0.5741
0.0000
0.8091
0.0000
0.9610
0.0000
1
Rest Area Ha mi 
p-value
-0.1069
0.0000
0.8790
0.0000
0.6744
0.0000
0.5673
0.0000
0.5361
0.0000
1
Rest Area Imi 
p-value
-0.1547
0.0000
0.6825
0.0000
0.9209
0.0000
0.8126
0.0000
0.7719
0.0000
0.7211
0.0000
1
Rest Area 2mi 
p-value
-0.1781
0.0000
0.5804
0.0000
0.8191
0.0000
0.9489
0.0000
0.9164
0.0000
0.6023
0.0000
0.8683
0.0000
1
Rest Area 3 mi 
p-value
-0.1962
0.0000
0.5758
0.0000
0.8149
0.0000
0.9469
0.0000
0.9741
0.0000
0.5729
0.0000
0.8240
0.0000
0.9582
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.2067, for 
“Non-work Trips” is with “Restaurant CT at 3 Miles”, which has a significance level of 
0.0000.
The bivariate correlation matrix for the “Restaurants” value-added variables is shown 
in Table 19.
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Table 19: Bivariate Correlation Matrix for 1996 “Restaurants” Value Added Variables
1996 Restaurant 
Value-Added
All
Nonwork
96
VA Rest 
CTHa 
mi
VA Rest 
CTlmi
VA Rest 
CT2mi
VA Rest 
CT3mi
VA Rest 
Area Ha 
mi
VA Rest 
Area Imi
VA Rest 
Area 2mi
VA Rest 
Area 3 mi
All Nonwork 96 
p-value
1
VA Rest CT Ha 
p-value
-0.1255
0.0000
1
VA Rest CT Imi 
p-value
-0.1627
0.0000
0.4974
0.0000
1
VA Rest CT 2mi 
p-value
-0.1924
0.0000
0.4945
0.0000
0.7015
0.0000
1
VA Rest CT 3 mi 
p-value
-0.1987
0.0000
0.4951
0.0000
0.6678
0.0000
0.8319
0.0000
1
VA Rest Area Ha 
p-value
-0.1069
0.0000
0.8790
0.0000
0.4715
0.0000
0.4711
0.0000
0.4596
0.0000
1
VA Rest Area Imi 
p-value
-0.1503
0.0000
0.4942
0.0000
0.9052
0.0000
0.6774
0.0000
0.6465
0.0000
0.493
0.0000
1
VA Rest Area 2mi 
p-value
-0.1743
0.0000
0.4935
0.0000
0.6951
0.0000
0.9465
0.0000
0.8040
0.0000
0.5067
0.0000
0.7285
0.0000
1
VA Rest Area 3 mi 
p-value
-0.1972
0.0000
0.5157
0.0000
0.7089
0.0000
0.8323
0.0000
0.9594
0.0000
0.4861
0.0000
0.6745
0.0000
0.8099
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1987, for 
“Non-work Trips” is with “VA Restaurant CT at 3 Miles”, which has a significance level 
of 0.0000. 
The bivariate correlation matrix for the “Casinos” cumulative variables is shown in 
Table 20.
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Table 20: Bivariate Correlation Matrix for 1996 “Casinos” Cumulative Variables
1996 Casino - 
Cumulative
All
Nonwork
96
Casino
CTHa
mi
Casino 
CT Imi
Casino
CT2mi
Casino 
CT 3mi
Casino 
Area Ha 
mi
Casino 
Area Imi
Casino 
Area 2mi
Casino 
Area 3 mi
All Nonwork 96 
p-value
1
Casino CT Ha mi 
p-value
-0.0381
0.1194
1
Casino CT Imi 
p-value
-0.0698
0.0043
0.7569
0.0000
1
Casino CT 2 mi 
p-value
-0.1278
0.0000
0.4705
0.0000
0.7246
0.0000
1
Casino CT 3 mi 
p-value
-0.1637
0.0000
0.3280
0.0000
0.5239
0.0000
0.8303
0.0000
1
Casino Area Ha 
mi
p-value
-0.0344
0.1593
0.9391
0.0000
0.7490
0.0000
0.4699
0.0000
0.3333
0.0000
1
Casino Area Imi 
p-value
-0.0645
0.0083
0.7560
0.0000
0.9827
0.0000
0.7211
0.0000
0.5208
0.0000
0.7765
0.0000
1
Casino Area 2mi 
p-value
-0.1176
0.0000
0.4821
0.0000
0.7379
0.0000
0.9931
0.0000
0.8162
0.0000
0.4915
0.0000
0.7439
0.0000
1
Casino Area 3 mi 
p-value
-0.1514
0.0000
0.3293
0.0000
0.5274
0.0000
0.8351
0.0000
0.9939
0.0000
0.3412
0.0000
0.5305
0.0000
0.8284
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1637, for 
“Non-work Trips” is with “Casino CT at 3 Miles”, which has a significmice level of 
0.0000. 
The bivariate correlation matrix for the “Casinos” value-added variables is shown in 
Table 21.
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Table 21: Bivariate Correlation Matrix for 1996 “Casinos” Value-Added Variables
1996 Casino - 
Cumulative
All
Nonwork
96
VA
Casino
CTHa
mi
VA 
Casino 
CT Imi
VA
Casino
CT2mi
VA
Casino
CT3mi
VA 
Casino 
Area Ha 
mi
VA 
Casino 
Area Imi
VA 
Casino 
Area 2 mi
VA 
Casino 
Area 3mi
All Nonwork 96 
p-value
1
VA Casino CT Ha 
mi 
p-value
-0.0381
0.1194
1
VA Casino CT 
p-value
-0.0729
0.0029
0.6097
0.0000
1
VA Casino CT 
p-value
-0.1320
0.0000
0.3025
0.0000
0.5455
0.0000
1
VA Casino CT 
p-value
-0.1361
0.0000
0.0293
0.2313
0.0848
0.0005
0.3304
0.0000
1
VA Casino Area 
Hami 
p-value
-0.0344
0.1593
0.9391
0.0000
0.6188
0.0000
0.3047
0.0000
0.0391
0.1095
1
VA Casino Area 
Imi 
p-value
-0.0678
0.0055
0.6472
0.0000
0.9789
0.0000
0.5499
0.0000
0.0804
0.0010
0.6550
0.0000
1
VA Casino Area 
2mi 
p-value
-0.1225
0.0000
0.3149
0.0000
0.5682
0.0000
0.9915
0.0000
0.3143
0.0000
0.3189
0.0000
0.5707
0.0000
1
VA Casino Area 
3mi 
p-value
-0.1269
0.0000
0.0232
0.3426
0.0843
0.0006
0.3612
0.0000
0.9873
0.0000
0.0331
0.1763
0.0796
0.0011
0.3420
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1361, for 
“Non-work Trips” is with “VA Casino CT at 3 Miles”, which has a significance level of 
0 .0000. 
The bivariate correlation matrix for the “Centerline Miles of Major Streets” 
cumulative variables is shown in Table 22.
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Table 22: Bivariate Correlation Matrix for 1996 “CL Miles Major Streets” Cumulative Variables
1996 CL MUes 
Major Streets - 
Cumulative
All
Nonwork
96
Major
Streets
Hami
Major
Streets
Imi
All Nonwork 96 
p-value
1
Major Streets Ha 
mi
p-value
-0.0957
0.0001
1
Major Streets Imi 
p-value
-0.1305
0.0000
0.7731
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1305, for 
“Non-work Trips” is with “Centerline Miles Major Streets at 1 Mile”, which has a 
significance level of 0.0000. 
The bivariate correlation matrix for the “Centerline Miles of Major Streets” value- 
added variables is shown in Table 23.
Table 23: Bivariate Correlation Matrix for 1996 “CL Miles Major Streets” Value-Added Variables
1996 CL MUes 
Major Streets - 
Value-Added
All
Nonwork
96
VA
Major
Streets
VA
Major
Streets
All Nonwork 96 
p-value
1
VA Major Streets 
Ha mi 
p-value
-0.0955
0.0001
1
VA Major Streets 
Imi 
p-value
-0.1267
0.0000
0.5353
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.1267, for 
“Non-work Trips” is with “VA Centerline Miles Major Streets at 1 Mile”, which has a 
significance level of 0.0000.
The bivariate correlation matrix for the “Freeway Interchange Count” cumulative 
variables is shown in Table 24.
Table 24: Bivariate Correlation Matrix for 1996 “Freeway Interchange Count” Cumulative
Variables
1996 Freeway 
Interchanges - 
Cumulative
All
Nonwork
96
Freeway 
Ramp Ha 
mi
Freeway
Ramp
Imi
Freeway
Ramp
2mi
Freeway
Ramp
3mi
All Nonwork 96 
p-value
1
Freeway Ramp Ha 
mi
p-value
-0.0332
0.1743
1
Freeway Ramp 
Imi
p-value
-0.0620
0.0112
0.5479
0.0000
1
Freeway Ramp
2mi
p-value
-0.0973
0.0001
0.4317
0.0000
0.6990
0.0000
1
Freeway Ramp
3mi
p-value
-0.1559
0.0000
0.3070
0.0000
0.5227
0.0000
0.8031
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1559, for 
“Non-work Trips” is with “Freeway Interchange Count at 3 Miles”, which has a 
significance level of 0.0000.
The bivariate correlation matrix for the “Freeway Interchange Count” value-added 
variables is shown in Table 25.
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Table 25; Bivariate Correlation Matrix for 1996 “Freeway Ramps Count” Value-Added Variables
1996 Freeway 
Interchanges - 
Value-Added
All
Nonwork
96
VA 
Freeway 
Ramp Ha 
mi
VA
Freeway
Ramp
Imi
VA
Freeway
Ramp
2mi
VA
Freeway
Ramp
3mi
All Nonwork 96 
p-value
1
VA Freeway 
Ramp Ha mi 
p-value
-0.0332
0.1743
1
VA Freeway 
Ramp Imi 
p-value
-0.0570
0.0196
0.1636
0.0000
1
VA Freeway 
Ramp 2mi 
p-value
-0.0928
0.0001
0.2612
0.0000
0.2996
0.0000
1
VA Freeway 
Ramp 3 mi 
p-value
-0.1459
0.0000
0.0123
0.6160
0.0673
0.0059
0.2006
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1459, for 
“Non-work Trips” is with “VA Freeway Interchange Count at 3 Miles”, which has a 
significance level of 0.0000. 
The bivariate correlation matrix for the “Bus Stops” cumulative variables is shown in 
Table 26.
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Table 26: Bivariate Correiation Matrix for 1996 “Bus Stops” Cumuiative Variabies
1996 Bus Stops - 
Cumulative
All
Nonwork
96
Bus 
Stops Ha 
mi
Bus
Stops
Imi
Bus
Stops
2mi
All Nonwork 96 
p-value
1
Bus Stops Ha mi 
p-value
-0.1694
0.0000
1
Bus Stops Imi 
p-value
-0.1878
0.0000
0.8601
0.0000
1
Bus Stops 2mi 
p-value
-0.1861
0.0000
0.7386
0.0000
0.9118
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1878, for 
“Non-work Trips” is with “Bus Stops at 1 Mile”, which has a significance level of 
0.0000. 
The bivariate correlation matrix for the “Bus Stops” value-added variables is shown 
in Table 27.
Table 27: Bivariate Correlation Matrix for 1996 “Bus Stops” Value-Added Variables
1996 Bus Stops - 
Value-Added
All
Nonwork
96
VA Bus 
Stop Ha 
mi
VA Bus 
Stop Imi
VA Bus 
Stop 2mi
All Nonwork 96 
p-value
1
VA Bus Stop Ha 
p-value
-0.1694
0.0000
1
VA Bus Stop Imi 
p-value
-0.1804
0.0000
0.7344
0.0000
1
VA Bus Stop 2mi 
p-value
-0.1757
0.0000
0.6494
0.0000
0.8349
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.1804, for 
“Non-work Trips” is with “VA Bus Stops at 1 Mile”, which has a significance level of 
0.0000.
As mentioned earlier, highly collinear independent variables should not be included 
in the same regression equation. Besides the logically, highly correlated cumulative 
variables that describe the same attributes, but at different distances, less intuitive 
correlations may exist. Therefore all of the potential independent variables were 
regressed against each other in a pairwise fashion. The correlation matrix of all 
cumulative variables is shown in ten parts in the tables between Table 28 and Table 37. 
In the tables bivariate pairs of independent variables that have absolute values of 
correlation coefficients of greater than or equal to 0.8 have been highlighted. Those 
highly correlated independent variables will not be included in the final regression 
models.
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The correlation matrix of all 1996 value-added accessibility variables, those that 
measure characteristics in concentric ring manner rather than in a cumulative manner, is 
shown in 10 parts in tables between Table 38 and Table 47. As before, the bivariate pairs 
of independent variables that have absolute values of correlation coefficients of greater 
than or equal to 0.8 have been highlighted in the tables. Again, these bivariate pairs will 
not be included in the same regression equations.
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The data from the year 2005 was also used to develop bivariate correlation matrices.
The matrix for the 2005 “Regional Shopping” cumulative variables is shown in Table 48.
Table 48: Bivariate Correlation Matrix for 2005 “Regional Shopping” Cumuiative Variabies
2005 Regional 
Shopping - 
Cumulative
All Non 
Work 05
HB Shop 
05
Reg 
Shop CT 
Ha mi
Reg 
Shop CT 
Imi
Reg 
Shop CT 
2mi
Reg 
Shop CT 
3mi
Reg 
Shop 
Area Ha 
mi
Reg 
Shop 
Area Imi
Reg 
Shop 
Area 2mi
Reg 
Shop 
Area 3mi
All Non Work 05 
p-value
1
HBShop 05 
p-value
0.3245
0.0000
1
RegShop CT Ha 
mi
p-value
-0.0351
0.1216
0.0081
0.7205
1
RegShop CT Imi -0.0292 -0.0013 0.4749 1
p-value 0.1977 0.9539 0.0000
RegShop CT 2mi -0.0410 0.0094 0.2178 0.4990 1
p-value 0.0704 0.6774 0.0000 0.0000
RegShop CT 3 mi -0.0714 -0.0009 0.2281 0.4562 0.7863 1
p-value 0.0016 0.9667 0.0000 0.0000 0.0000
RegShop Area Ha 
mi
p-value
-0.0379
0.0947
-0.0087
0.7012
0.8778
0.0000
0.4169
0.0000
0.2021
0.0000
0.2052
0.0000
1
RegShop Area 
Imi -0.0299 0.0058 0.3895 0.8963 0.4651 0.4063 0.4483 1
p-value 0.1866 0.7985 0.0000 0.0000 0.0000 0.0000 0.0000
RegShop Area 
2mi -0.0497 0.0031 0.1817 0.4496 0.8900 0.7093 0.2247 0.5263 1
p-value 0.0281 0.8920 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
RegShop Area 
3mi -0.0643 -0.0145 0.2045 0.4519 0.7485 0.9213 0.2236 0.4721 0.7820 1
p-value 0.0045 0.5212 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
From the matrix one can see that the strongest (negative) correlation, -0.0714, for 
“Non-work Trips” is with “Regional Shopping CT at 3 Miles”, which has a significance
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level o f 0.0016. The strongest (negative) correlation, -0.0145, with “HB Shopping Trips'
is with “Regional Shopping Area at 3 Miles”, which has a significance level o f 0.5212.
The bivariate correlation matrix for the 2005 “Regional Shopping” value-added 
variables is shown in Table 49.
Table 49: Bivariate Correlation Matrix for 2005 “Regional Shopping” Value-Added Variables
2005 Regional 
Shopping - Value- 
Added
All Non 
Work 05
HB Shop 
05
VA Reg 
Shop CT 
Ha mi
VA Reg 
ShopCT 
Imi
VA Reg 
Shop CT 
2mi
VA Reg 
Shop CT 
3mi
VA Reg 
Shop 
Area Ha 
mi
VA Reg 
Shop 
Area Imi
VA Reg 
Shop 
Area2mi
VA Reg 
Shop 
Area 3 mi
All NonWork 05 
p-value
1
HBShop 05 
p-value
0.3245
0.0000
1
VA RegShop CT Ha mi -0.0351 0.0081 1
p-value 0.1216 0.7205
VA RegShop CT Imi 
p-value
-0.0135
0.5522
-0.0060
0.7898
-0.0219
0.3349
1
VA RegShop CT 2mi 
p-value
-0.0333
0.1415
0.0114
0.6136
0.0263
0.2463
0.1008
0.0000
1
VA RegShop CT 3mi 
p-value
-0.0713
0.0016
-0.0110
0.6288
0.1404
0.0000
0.1678
0.0000
0.1660
0.0000
1
VA RegShop Area Ha 
mi 
p-value
-0.0379
0.0947
-0.0087
0.7012
0.8778
0.0000
-0.0192
0.3973
0.0357
0.1155
0.1201
0.0000
1
VA RegShop Area Imi -0.0138 0.0110 -0.0198 0.9044 0.1064 0.1306 -0.0173 1
p-value 0.5418 0.6280 0.3831 0.0000 0.0000 0.0000 0.4439
VA RegShop Area 2mi -0.0453 0.0012 0.0536 0.1513 0.8873 0.1876 0.0797 0.1897 1
p-value 0.0455 0.9567 0.0179 0.0000 0.0000 0.0000 0.0004 0.0000
VA RegShop Area 3 mi -0.0488 -0.0262 0.1299 0.1951 0.1598 0.8670 0.1144 0.1489 0.1236 1
p-value 0.0313 0.2466 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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From the matrix one can see that the strongest (negative) correlation, -0.0713, for 
“Non-work Trips” is with “VA Regional Shopping CT at 3 Miles”, which has a 
significance level of 0.0016. The strongest (negative) correlation, -0.0262, with “HB 
Shopping Trips” is with “VA Regional Shopping Area at 3 Miles”, which has a 
significance level of 0.2466. Additionally, as one would expect, the variables of the 
“counts” and “areas” for each same distance are highly correlated.
The bivariate correlation matrix for the 2005 “All Shopping” cumulative variables is 
shown in Table 50.
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Table 50: Bivariate Correlation Matrix for 2005 “Ail Shopping” Cumulative Variables
2005 All 
Shopping - 
Cumulative
All Non 
Work 05
HB Shop 
05
All Shop 
CTHa 
mi
All Shop 
CTlmi
All Shop 
CT2mi
All Shop 
CT3mi
All Shop 
Area Ha 
mi
All Shop 
Area Imi
All Shop 
Area2mi
All Shop 
Area 3mi
All NonWork 05 
p-value
1
HB ShopOS 
p-value
0.3245
0.0000
1
AllShop CT Ha 
mi
p-value
-0.0842
0.0002
-0.0268
0.2377
1
AllShop CT Imi 
p-value
-0.0758
0.0008
-0.0205
0.3666
0.7712
0.0000
1
AllShop CT 2mi 
p-value
-0.0879
0.0001
-0.0123
0.5874
0.6267
0.0000
0.8393
0.0000
1
AllShop CT 3 mi 
I>-value
-0.1047
0.0000
-0.0183
0.4205
0.5905
0.0000
0.7671
0.0000
0.9503
0.0000
1
AllShop Area Ha 
mi
p-value
-0.0618
0.0063
-0.0164
0.4682
0.7550
0.0000
0.5922
0.0000
0.4957
0.0000
0.4866
0.0000
1
AllShop Area 1 mi 
p-value
-0.0692
0.0022
-0.0144
0.5237
0.6638
0.0000
0.8435
0.0000
0.7296
0.0000
0.6913
0.0000
0.7054
0.0000
1
AllShop Area 2mi -0.0871
0.0001
-0.0108
0.6321
0.5564
0.0000
0.7426
0.0000
0.8889
0.0000
0.8583
0.0000
0.5299
0.0000
0.7922
0.0000
1
AllShop Area 3mi 
p-value
-0.1043
0.0000
-0.0195
0.3886
0.5933
0.0000
0.7589
0.0000
0.9088
0.0000
0.9413
0.0000
0.5267
0.0000
0.7488
0.0000
0.9320
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1047, for 
“Non-work Trips” is with “All Shopping Area at 3 Miles”, which has a significance level 
of 0.0000. The strongest (negative) correlation, -0.0268, with “HB Shopping Trips” is 
with “All Shopping CT at a Half Mile”, which has a significance level of 0.2377.
The bivariate correlation matrix for the “All Shopping” Value-Added variables is 
shown in Table 51.
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Table 51: Bivariate Correlation Matrix for 2005 “Ali Shopping” Value-Added Variables
2005 All Shopping - 
Value-Added
All Non 
Work 05
HB Shop 
05
VA All 
Shop CT 
Ha mi
VA All 
Shop CT 
Imi
VA All 
Shop CT 
2mi
VA All 
Shop CT 
3mi
VA All 
Shop 
Area Ha 
mi
VA All 
Shop 
Area Inri
VA All 
Shop 
Area 2mi
VA All 
Shop 
Area 3 mi
All NonWork 05 
p-value
1
HBShop 05 
p-value
0.3245
0.0000
1
VA AllShop CTHa mi 
p-value
-0.0842
0.0002
-0.0268
0.2377
1
VA AllShop CT Imi 
p-value
-0.0622
0.0060
-0.0151
0.5053
0.5726
0.0000
1
VA AllShop CT 2mi 
p-value
-0.0845
0.0002
-0.0076
0.7389
0.5027
0.0000
0.6739
0.0000
1
VA AllShop CT 3mi 
p-value
-0.1111
0.0000
-0.0221
0.3287
0.5056
0.0000
0.6034
0.0000
0.8225
0.0000
1
VA AllShop Area Ha 
mi 
p-value
-0.0618
0.0063
-0.0164
0.4682
0.7550
0.0000
0.4452
0.0000
0.4053
0.0000
0.4356
0.0000
1
VA AllShop Area Imi 
p-value
-0.0597
0.0083
-0.0109
0.6312
0.4998
0.0000
0.8208
0.0000
0.5878
0.0000
0.5575
0.0000
0.4421
0.0000
1
VA AllShop Area 2mi 
p-value
-0.0846
0.0002
-0.0083
0.7157
0.4533
0.0000
0.6099
0.0000
0.8703
0.0000
0.7343
0.0000
0.4031
0.0000
0.608
0.0000
1
VA AllShop Area 3 mi 
p-value
-0.1075
0.0000
-0.0254
0.2622
0.5525
0.0000
0.6393
0.0000
0.7900
0.0000
0.9034
0.0000
0.4559
0.0000
0.5674
0.0000
0.7174
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1111, for 
“Non-work Trips” is with “VA All Shopping CT at 3 Miles”, which has a significance 
level of 0.0000. The strongest (negative) correlation, -0.0268, with “HB Shopping Trips’ 
is with “VA All Shopping Count at a Half Mile”, which has a significance level of 
0.2377.
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The bivariate correlation matrix for the “Outdoor Recreation” cumulative variables is
shown in Table 52.
Table 52: Bivariate Correiation Matrix for 2005 “Outdoor Recreation” Cumuiative Variabies
2005 Outdoor 
Recreation - 
Cumuiative
All Non 
Work 05
Out Rec 
Area Ha 
mi
Out Rec 
Area Imi
OutRec 
Area 2mi
Out Rec 
Area 3mi
All NonWork 05 
p-value
1
OutRec Area Ha 
mi
p-value
-0.0581
0.0103
1
OutRec Area Imi 
p-value
-0.0232
0.3062
0.4881
0.0000
1
OutRec Area 2mi 
p-value
-0.0535
0.0181
0.1589
0.0000
0.4868
0.0000
1
OutRec Area 3 mi 
p-value
-0.0872
0.0001
0.1645
0.0000
0.3463
0.0000
0.7396
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0872, for 
“Non-work Trips” is with “Outdoor Recreation Area at 3 Miles”, which has a 
significance level of 0.0001. 
The bivariate correlation matrix for the “Outdoor Recreation” value-added variables 
is shown in Table 53.
131
Table 53: Bivariate Correlation Matrix for 2005 “Outdoor Recreation” Value-Added Variables
2005 Outdoor 
Recreation - Value- 
Added
All Non 
Work 05
VA Out 
Rec Area 
Ha mi
VA Out 
Rec Area 
Imi
VA Out 
Rec Area 
2mi
VA Out 
Rec Area 
3mi
All NonWork 05 
p-value
1
VA OutRec Area Ha 
mi 
p-value
-0.0581
0.0103
1
VA OutRec Area Imi 
p-value
0.0037
0.8717
0.0379
0.0942
1
VA OutRec Area 2mi 
p-value
-0.0482
0.0333
-0.0889
0.0001
0.0490
0.0306
1
VA OutRec Area 3 mi 
p-value
-0.0777
0.0006
0.0919
0.0000
0.0095
0.6752
0.1372
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0777, for 
“Non-work Trips” is with “VA Outdoor Recreation Area at 3 Miles”, which has a 
significance level o f0.0006. 
The bivariate correlation matrix for the “Indoor Entertainment” cumulative variables 
is shown in Table 54.
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Table 54: Bivariate Correlation Matrix for 2005 “Indoor Entertainment” Cumulative Variables
2005 Indoor 
Entertainment - 
Cumulative
All Non 
Work 05
Ind Ent 
CTHa 
mi
Ind Ent 
CTlmi
IndEnt
CT2mi
IndEnt
CT3mi
Ind Ent 
Area Ha 
mi
Ind Ent 
Area Imi
Ind Ent 
Area 2mi
IndEnt 
Area 3 mi
All NonWork 05 
p-value
1
IndEnt CT Ha mi 
p-value
-0.0145
0.5219
1
IndEnt CT Imi 
p-value
-0.0427
0.0591
0.4932
0.0000
1
IndEnt CT 2mi 
p-value
-0.0683
0.0026
0.2240
0.0000
0.5060
0.0000
1
IndEnt CT 3 mi 
p-value
-0.0996
0.0000
0.1355
0.0000
0.3300
0.0000
0.6997
0.0000
1
IndEnt Area Ha 
mi
p-value
0.0037
0.8709
0.3813
0.0000
0.2125
0.0000
0.1244
0.0000
0.1032
0.0000
1
IndEnt Area Imi 
p-value
-0.0412
0.0687
0.1010
0.0000
0.2990
0.0000
0.2491
0.0000
0.3149
0.0000
0.4078
0.0000
1
IndEnt Area 2mi 
p-value
-0.0608
0.0072
0.0076
0.7381
0.1239
0.0000
0.469
0.0000
0.5508
0.0000
0.1447
0.0000
0.5258
0.0000
1
IndEnt Area 3mi 
p-value
-0.0754
0.0009
0.1150
0.0000
0.2408
0.0000
0.5091
0.0000
0.7321
0.0000
0.1504
0.0000
0.3793
0.0000
0.7282
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0996, for 
“Non-work Trips” is with “Indoor Entertainment CT at 3 Miles”, which has a 
significance level of 0.0000.
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The bivariate correlation matrix for the “Indoor Entertainment” value-added variables
is shown in Table 55.
Table 55: Bivariate Correlation Matrix for 2005 “Indoor Entertainment” Value-Added Variables
2005 Indoor 
Entertainment - Value 
Added
All Non 
Work 05
VA Ind 
EntCT 
Ha mi
VA Ind 
EntCT 
Imi
VA Ind 
EntCT 
2mi
VA Ind 
EntCT 
3mi
VA Ind 
Ent Area 
Ha mi
VA Ind 
Ent Area 
Imi
VA Ind 
Ent Area 
2mi
VA Ind 
Ent Area 
3mi
All NonWork 05 
p-value
1
VA IndEnt CT Ha mi 
p-value
-0.0145
0.5219
1
VA IndEnt CT Imi 
p-value
-0.0419
0.0646
0.0731
0.0012
1
VA IndEnt CT 2mi 
p-value
-0.0576
0.0110
0.0135
0.5520
0.0934
0.0000
1
VA IndEnt CT 3mi 
p-value
-0.0846
0.0002
0.0148
0.5126
0.0687
0.0024
0.1937
0.0000
1
VA IndEnt Area Ha mi 
p-value
0.0037
0.8709
0.3813
0.0000
0.0559
0.0136
0.0380
0.0935
0.0466
0.0397
1
VA IndEnt Area Imi 
p-value
-0.0456
0.0442
0.0034
0.8814
0.3012
0.0000
0.1396
0.0000
0.2484
0.0000
0.1633
0.0000
1
VA IndEnt Area 2mi 
p-value
-0.0519
0.0219
-0.0371
0.1014
0.0276
0.2228
0.4944
0.0000
0.3520
0.0000
-0.0170
0.4537
0.1743
0.0000
1
VA IndEnt Area 3mi 
p-value
-0.0541
0.0170
0.1591
0.0000
0.1921
0.0000
0.2437
0.0000
0.5306
0.0000
0.0867
0.0001
0.0561
0.0132
0.1415
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0846, for
“Non-work Trips” is with “VA Indoor Entertainment CT at 3 Miles”, which has a
significance level of 0.0002.
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The bivariate correlation matrix for the “Restaurants” cumulative variables is shown
in Table 56.
Table 56: Bivariate Correlation Matrix for 2005 “Restaurants” Cumulative Variables
2005 Restauraut - 
Cumulative
All Non 
Work 05
Rest CT 
Ha mi
Rest CT 
Imi
Rest CT 
2mi
Rest CT 
3mi
Rest 
Area Ha 
mi
Rest 
Area Imi
Rest 
Area 2mi
Rest 
Area 3 mi
All NonWork 05 
p-value
1
Rest CT Ha mi 
p-value
-0.0818
0.0003
1
Rest CT Imi 
p-value
-0.0844
0.0002
0.7315
0.0000
1
Rest CT 2mi 
p-value
-0.0929
0.0000
0.5679
0.0000
0.7913
0.0000
1
Rest CT 3mi 
p-value
-0.1106
0.0000
0.5575
0.0000
0.7432
0.0000
0.9421
0.0000
1
Rest Area Ha mi 
p-value
-0.0743
0.0010
0.8611
0.0000
0.6767
0.0000
0.5200
0.0000
0.4936
0.0000
1
Rest Area Imi 
p-value
-0.0884
0.0001
0.6777
0.0000
0.9214
0.0000
0.7500
0.0000
0.6907
0.0000
0.7252
0.0000
1
Rest Area 2 mi 
p-value
-0.0957
0.0000
0.5768
0.0000
0.7795
0.0000
0.9394
0.0000
0.8692
0.0000
0.5980
0.0000
0.8319
0.0000
1
Rest Area 3 mi 
p-value
-0.1097
0.0000
0.5901
0.0000
0.7652
0.0000
0.9283
0.0000
0.9591
0.0000
0.5580
0.0000
0.7691
0.0000
0.9363
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1106, for
“Non-work Trips” is with “Restaurant CT at 3 Miles”, which has a significance level of
0.0000.
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The bivariate correlation matrix for the “Restaurants” value-added variables is shown
in Table 57.
Table 57: Bivariate Correlation Matrix for 2005 “Restaurants” Value Added Variables
2005 Restaurant - 
Value-Added
All Non 
Work 05
VA Rest 
CTHa 
mi
VA Rest 
CT Imi
VA Rest 
CT2mi
VA Rest 
CT3mi
VA Rest 
Area Ha 
mi
VA Rest 
Area Imi
VA Rest 
Area 2mi
VA Rest 
Area 3mi
All NonWork 05 
p-value
1
VA Rest CT Ha mi 
p-value
-0.0818
0.0003
1
VA Rest CT Imi 
p-value
-0.0727
0.0013
0.5091
0.0000
1
VA Rest CT 2mi 
p-value
-0.0836
0.0002
0.4070
0.0000
0.5590
0.0000
1
VA Rest CT 3mi 
p-value
-0.1155
0.0000
0.4928
0.0000
0.5859
0.0000
0.7628
0.0000
1
VA Rest Area Ha mi 
p-value
-0.0743
0.0010
0.8611
0.0000
0.4975
0.0000
0.3693
0.0000
0.4208
0.0000
1
VA Rest Area Imi 
p-value
-0.0800
0.0004
0.4876
0.0000
0.9040
0.0000
0.5493
0.0000
0.5389
0.0000
0.4876
0.0000
1
VA Rest Area 2mi 
p-value
-0.0882
0.0001
0.4637
0.0000
0.5957
0.0000
0.9314
0.0000
0.7085
0.0000
0.4700
0.0000
0.6315
0.0000
1
VA Rest Area 3mi 
p-value
-0.1099
0.0000
0.5330
0.0000
0.6138
0.0000
0.7617
0.0000
0.9501
0.0000
0.4539
0.0000
0.5879
0.0000
0.7468
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.1155, for 
“Non-work Trips” is with “VA Restaurant CT at 3 Miles”, which has a significance level 
ofO.OOOO.
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The bivariate correlation matrix for the “Casinos” cumulative variables is shown in
Table 58.
Table 58: Bivariate Correlation Matrix for 2005 “Casinos” Cumulative Variables
2005 Casino - 
Cumulative
All Non 
Work 05
Casino
CTHa
mi
Casino 
CT Imi
Casino
CT2mi
Casino
CT3mi
Casino 
Area Ha 
mi
Casino 
Area Imi
Casino 
Area 2mi
Casino 
Area 3 mi
All NonWork 05 
p-value
1
Casino CT Ha mi 
p-value
-0.0255
0.2598
1
Casino CT Imi 
p-value
-0.0413
0.0680
0.6644
0.0000
1
Casino CT 2mi 
p-value
-0.0681
0.0026
0.3704
0.0000
0.6810
0.0000
1
Casino CT 3mi 
p-value
-0.0758
0.0008
0.2152
0.0000
0.4735
0.0000
0.8267
0.0000
1
Casino Area Ha 
mi
p-value
-0.0165
0.4666
0.7394
0.0000
0.7882
0.0000
0.4516
0.0000
0.2907
0.0000
1
Casino Area Imi 
p-value
-0.0388
0.0869
0.6390
0.0000
0.9863
0.0000
0.6671
0.0000
0.4598
0.0000
0.7955
0.0000
1
Casino Area 2mi 
p-value
-0.0704
0.0019
0.3653
0.0000
0.6894
0.0000
0.9944
0.0000
0.8158
0.0000
0.4631
0.0000
0.6789
0.0000
1
Casino Area 3 mi 
p-value
-0.0747
0.0010
0.1998
0.0000
0.4618
0.0000
0.8157
0.0000
0.9967
0.0000
0.2858
0.0000
0.4513
0.0000
0.8082
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0758, for
“Non-work Trips” is with “Casino CT at 3 Miles”, which has a significance level of
0.0008.
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The bivariate correlation matrix for the “Casinos” value-added variables is shown in
Table 59.
Table 59: Bivariate Correlation Matrix for 2005 “Casinos” Value-Added Variables
2005 Casino - Value- 
Added
All Non 
Work 05
VA
Casino
CTHa
mi
VA 
Casino 
CT Imi
VA
Casino
CT2mi
VA
Casino
CT3mi
VA 
Casino 
Area Ha 
mi
VA 
Casino 
Area Imi
VA 
Casino 
Area 2mi
VA 
Casino 
Area 3mi
All NonWork 05 
p-value
1
VA Casino CT Ha mi 
p-value
-0.0255
0.2598
1
VA Casino CT Imi 
p-value
-0.0414
0.0675
0.6284
0.0000
1
VA Casino CT 2mi 
p-value
-0.0681
0.0026
0.2541
0.0000
0.5315
0.0000
1
VA Casino CT 3mi 
p-value
-0.0612
0.0069
0.0186
0.4105
0.1636
0.0000
0.4714
0.0000
1
VA Casino Area Ha mi 
p-value
-0.0165
0.4666
0.7394
0.0000
0.7737
0.0000
0.3158
0.0000
0.0678
0.0027
1
VA Casino Area Imi 
p-value
-0.0429
0.0583
0.5454
0.0000
0.9683
0.0000
0.5342
0.0000
0.1626
0.0000
0.6517
0.0000
1
VA Casino Area 2mi 
p-value
-0.0714
0.0016
0.2566
0.0000
0.5473
0.0000
0.9925
0.0000
0.4589
0.0000
0.3289
0.0000
0.5448
0.0000
1
VA Casino Area 3mi 
p-value
-0.0564
0.0128
0.0009
0.9696
0.1386
0.0000
0.4572
0.0000
0.9928
0.0000
0.0517
0.0225
0.1396
0.0000
0.4395
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0714, for 
“Non-work Trips” is with “VA Casino Area at 2 Miles”, which has a significance level of 
0.0016. 
The bivariate correlation matrix for the “Centerline Miles of Major Streets” 
cumulative variables is shown in Table 60.
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Table 60: Bivariate Correlation Matrix for 2005 “CL Miles Major Streets” Cumulative Variables
2005 CL MUes 
Major Streets - 
Cumulative
All Non 
Work 05
Major 
Streets 
Ha mi
Major
Streets
Imi
All NonWork 05 
p-value
1
Major Streets Ha 
mi
p-value
-0.0494
0.0292
1
Major Streets Imi 
p-value
-0.0644
0.0045
0.7063
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0644, for 
“Non-work Trips” is with “Centerline Miles Major Streets at 1 Mile”, which has a 
significance level of 0.0045. 
The bivariate correlation matrix for the “Centerline Miles of Major Streets” value- 
added variables is shown in Table 61.
Table 61: Bivariate Correlation Matrix for 2005 “CL Miles Major Streets” Value-Added Variables
2005 CL MUes Major 
Streets - Value-Added
All Non 
Work 05
VA 
Major 
Streets 
Ha mi
VA
Major
Streets
Imi
All NonWork 05 
p-value
1
VA Major Streets Ha 
mi 
p-value
-0.0494
0.0292
1
VA Major Streets Imi 
p-value
-0.0582
0.0102
0.4086
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.0582, for 
“Non-work Trips” is with “VA Centerline Miles Major Streets at 1 Mile, which has a 
significance level of 0.0102.
The bivariate correlation matrix for the “Freeway Ramps Count” cumulative variables 
is shown in Table 62.
Table 62: Bivariate Correlation Matrix for 2005 “Freeway Ramps Count” Cumulative Variables
2005 Freeway 
Interchanges - 
Cumulative
All Non 
Work 05
Fwy 
Ramp Ha 
mi
Fwy
Ramp
Imi
Fwy
Ramp
2mi
Fwy
Ramp
3mi
All NonWork 05 
p-value
1
Fwy Ramp Ha mi 
p-value
-0.0097
0.6684
1
Fwy Ramp Imi 
p-value
-0.0162
0.4735
0.5211
0.0000
1
Fwy Ramp 2mi 
p-value
-0.0463
0.0409
0.3463
0.0000
0.6361
0.0000
1
Fwy Ramp 3mi 
p-value
-0.0945
0.0000
0.2162
0.0000
0.3838
0.0000
0.7223
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0945, for 
“Non-work Trips” is with “Freeway Ramps Count at 3 Miles”, which has a significance 
level of 0.0000.
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The bivariate correlation matrix for the “Freeway Ramps Count” value-added
variables is shown in Table 63.
Table 63: Bivariate Correlation Matrix for 2005 “Freeway Ramps Count” Value-Added Variables
2005 Freeway 
Interchanges - Value- 
Added
All Non 
Work 05
VA Fwy 
Ramp Ha 
mi
VA Fwy 
Ramp 
Imi
VA Fwy 
Ramp 
2mi
VA Fwy 
Ramp 
3mi
All NonWork 05 
p-value
1
VA Fwy Ramp Ha mi 
p-value
-0.0097
0.6684
1
VA Fwy Ramp Imi 
p-value
-0.0141
0.5329
0.1147
0.0000
1
VA Fwy Ramp 2mi 
p-value
-0.0493
0.0296
0.1605
0.0000
0.2384
0.0000
1
VA Fwy Ranç 3 mi 
p-value
-0.0927
0.0000
-0.0123
0.5862
-0.0427
0.0595
0.1532
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0927, for 
“Non-work Trips” is with “VA Freeway Ramps Count at 3 Miles”, which has a 
significance level of 0.0000. 
The bivariate correlation matrix for the “Bus Stops” cumulative variables is shown in 
Table 64.
141
Table 64: Bivariate Correlation Matrix for 2005 “Bus Stops” Cumulative Variables
2005 Bus Stops - 
Cumulative
All Non 
Work 05
Bus 
Stops Ha 
mi
Bus
Stops
Imi
Bus
Stops
2mi
All NonWork 05 
p-value
1
Bus Stops Ha mi 
p-value
-0.0767
0.0007
1
Bus Stops Imi 
p-value
-0.0872
0.0001
0.8870
0.0000
1
Bus Stops 2mi 
p-value
-0.0944
0.0000
0.8026
0.0000
0.9307
0.0000
1
From the matrix one can see that the strongest (negative) correlation, -0.0944, for 
“Non-work Trips” is with “Bus Stops at 2 Miles”, which has a significance level of 
0 .0000. 
The bivariate correlation matrix for the “Bus Stops” value-added variables is shown 
in Table 65.
Table 65: Bivariate Correlation Matrix for 2005 “Bus Stops” Value-Added Variables
2005 Bus Stops - 
Value-Added
All Non 
Work 05
VA Bus 
Stop Ha 
mi
VA Bus 
Stop Imi
VA Bus 
Stop 2mi
All NonWork 05 
p-value
1
VA Bus Stop Ha mi 
p-value
-0.0767
0.0007
1
VA Bus Stop Imi 
p-value
-0.0860
0.0001
0.7916
0.0000
1
VA Bus Stop 2mi 
p-value
-0.0937
0.0000
0.7397
0.0000
0.8672
0.0000
1
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From the matrix one can see that the strongest (negative) correlation, -0.0937, for 
“Non-work Trips” is with “VA Bus Stops at 2 Miles”, which has a significance level of 
0.0000.
The correlation matrix of all cumulative variables is shown in ten parts between Table 
66 and Table 75. As mentioned for 1996 variables, the bivariate correlation matrix is a 
valuable tool for determining which independent variables have a strong linear 
correlation with dependent variables, as well as for finding out which pairs of 
independent variables which are too highly correlated and therefore should not be 
included in the same regression equation. In the tables, bivariate pairs of independent 
2005 data variables that have absolute values of correlation coefficients of greater than or 
equal to 0.8 have been highlighted. Those highly correlated independent variables will 
not be included together in the final regression models.
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ĉ  o  vo O
OO O
S S
CN O
9  8vo o
d  d
1 1  o  o
d  d
vo o  ĉ  d
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The correlation matrix of all 2005 value-added accessibility variables instead of 
cumulative accessibility variables is shown in ten parts between Table 76 and Table 85. 
Also as before, the bivariate pairs of independent variables that have absolute values of 
correlation coefficients of greater than or equal to 0.8 have been highlighted in the tables. 
Again, these bivariate pairs will not be included in the same regression equations.
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Regression Models for Trip Production 
Model descriptions
More than sixty regression models for trip production were calibrated. Although 
linear regression models are often used in practice for development of trip production 
models, theoretically applying linear regression models to household trip production may 
not be the best course of action, due, among other reasons, to the fact that linear 
regression techniques involve continuous dependent variables which can have negative 
values. When the dependent variable returns a non-negative, integer count value, such as 
for equations predicting the number of trips made daily by a household, there are two 
different types of regression techniques that are appropriate -  “Poisson regression” and 
“negative binomial regression”. Therefore models were developed using both types of 
regression techniques, and the circumstances that determine which model is appropriate, 
equidispersion or overdispersion, shall be described later.
All regression processes were performed in a “stepwise” manner. As described 
earlier, the benefit of performing regressions in a backwards, stepwise manner is that the 
final regression models only include independent variables that have been found to be 
significant at a certain level of significance. Initially a level of significance of 0.05 was 
attempted to be used fro the creation of regression equations. Unfortunately this often 
proved to be too restrictive, and when stepwise regression was applied, few new 
equations were created. Therefore for this research, the level of significance for 
independent variable inclusion into the final regression equations was set to 0.10. At this 
level of significance many new models containing the land use and transportation 
network variables were found to be significant.
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The first way of sorting regression models was based upon the choice of dependent 
variable. The first group of regression equations involved the dependent variable “Total 
Non-work Trips”. For the dependent variable of “Total Non-work Trips”, all of the 
potential independent variables were tested for inclusion in the final regression models. 
The second group of equations has the dependent variable “Home-Based Shopping 
Trips”. For the dependent variable of “Home-Based Shopping Trips”, the potential 
independent variables tested for inclusion in the final regression models were similar but 
did not include the “landuse” variables, other than “regional shopping” and “all 
shopping” landuse variables.
The second way to sort models was by model year. Similar sets of models were 
developed for each year’s data sets -  1996 and 2005. This distinction was important to 
determine if the models’ predictive abilities were consistent over time. The third way of 
sorting models was by regression technique employed -  Poisson or negative binomial 
regression.
Therefore, considering the different options with two choices per option, regression 
models were developed in eight groups of equation combinations:
(1) Poisson regression, variable “all non-work trips”, using 1996 data;
(2) Poisson regression, variable “home-based shopping trips”, using 1996 data;
(3) Poisson regression, variable “all non-work trips”, using 2005 data;
(4) Poisson regression, variable “home-based shopping trips”, using 2005 data;
(5) negative binomial regression, variable “all non-work trips”, using 1996 data;
(6) negative binomial regression, variable “home-based shopping trips”, using 1996 
data;
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(7) negative binomial regression, variable “all non-work trips”, using 2005 data; and
(8) negative binomial regression, variable “home-based shopping trips”, using 2005 
data.
In each of the eight groups of models there are two different equations a model using the 
“traditional 3 variables” for independent variables, and an expanded model that 
incorporates the expanded measures as independent variables. As such, in the following 
sections of this chapter, sixteen total regression equations will be detailed.
“Total Non-work” Poisson Models Fitted to 1996 Data 
Backwards stepwise Poisson regression was used to calibrate a model for trip 
production using “1996 Non-work Trips” as the dependent variable, and the traditional 3 
variables (included in models used in the case study area) -  “number of persons in 
household”, “number of household vehicles”, and “household income” -  as potential 
independent, explanatory variables. The results are shown in Table 86.
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Table 86: Poisson Regression Model #1- Dep. Variable= 1996 AU Non-work Trips; Traditional 3
Independent Variables
begin with full model
p < 0.1000 for all terms in model
Poisson regression Number of obs 1673
LRchi2(3) = 3305.71
Prob > chi2 = 0
Log likelihood = -5902.9802 Pseudo R2 = 0.2188
AllNonwork96 Coef. Std. Err. z ?>z [95%Conf. Interval]
HHPersons 0.3123411 0.0056186 55.59 0 0.301329 0.3233533
HHVehicles -0.0233241 0.0109389 -2.13 0.033 -0.044764 -0.001884
HHIncome 0.0071438 0.0005861 12.19 0 0.0059951 0.0082926
cons 0.6705559 0.0277142 24.2 0 0.616237 0.7248748
Goodness-of-fit chi2 — 6975.322
Prob > chi2(1669) = 0
All of the independent variables were found to be significant at better than a 0.10 level, 
and were thus included in the final regression model. The equation produced was: 
AllNonwork96 = 0.671 + 0.312(HHPersons) -  0.0233(HHVehleles)
+ 0.00714(HHlneome). (eq. 35)
From the bivariate correlation analyses conducted earlier, it was determined that the three 
independent variables were not highly intercorrelated, and could therefore be all included 
as independent variables in the same regression equation. Examining the equation, the 
signs of the coefficients indicate that household persons and household income contribute 
positively to the total number of non-work trips, while household vehicles contributes 
negatively. The equation makes intuitive sense, even the negative sign for number of 
household vehicles, because this could be an indication that the household members 
could include driving-aged children who can supervise themselves at home and do not 
need to travel with a parent for supervision.
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A backward stepwise Poisson regression equation was calibrated for “1996 Non­
work Trips” as the dependent variable, but incorporated an expanded list of independent 
variables. The results are shown in Table 87.
Table 87: Poisson Regression Model #2- Dep. Variable = 1996 All Non-work Trips; Expanded
Independent Variables
begin with full model minus 3 distance measures
p = 0.7845 >=0.1000 removing RegShpAre3mi
p = 0.4439 >=0.1000 removing DistLVStrip
p = 0.3097 >=0.1000 removing MjrStslmi
Poisson regression Number of obs = 1673
LRchi2(10) = 3457.26
Prob > chi2 = 0
Log likelihood = -5827.2044 Pseudo R2 = 0.2288
AllNonwork96 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.3083495 0.0057286 53.83 0 0.2971216 0.3195774
HHVehicles -0.0379897 0.0112137 -3.39 0.001 -0.0599681 0
HHIncome 0.0048405 0.0006222 -7.78 0 -0.0036209 0
BusStopslmi -0.0015273 0.0003682 -4.15 0 -0.002249 0
AllShopCT3mi -0.0012435 -0.001244 -3.49 0 -0.0019411 -0.001
OutRecArelmi 0.1592937 0.0313954 5.07 0 0.0977598 0
IndEntCT3mi -0.0123189 0.0068315 -1.8 0.071 -0.0257084 0
RestCT3mi 0.006431 0.0015004 4.29 0 0.0034902 0.009
CsnoCT3mi -0.0027441 0.0005491 -5 0 -0.0038203 0
FwyRamp3mi -0.0102339 0.0047952 -2.13 0.033 -0.0196323 0
cons 0.9228491 0.0403117 22.89 0 0.8438397 1
Goodness-of-fit chi2 6823.77
Prob > chi2(1662) 0
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The equation produced was:
AllNonwork96 = 0.923 + 0.3G8(HHPersons) -  0.0380(HHVehicles)
+ 0.00484(HHIncome) -  0.00153(BusStopslini)
-  0.00124(AllShopCT3mi) + 0.159(OutRecArealmi)
-  G.0123(IndEntCT3mi) + G.GG643(RestCT3mi)
-  G.GG274(CsnoCT3mi) -  G.GlG2(FwyRamp3mi). (eq. 36)
Examining the equation, the signs of the coefficients indicate that household persons, 
household income, outdoor recreation area, and restaurant count contribute positively to 
the total non-work trips, while bus stops, all shopping count, casino count, and freeway 
interchanges contribute negatively. The signs of the coefficients appear to make intuitive 
sense for those that have a magnitude of absolute value greater than 0.1. Those variables 
that have a magnitude of absolute value less than 0.1 practically have little effect on the 
dependent variable, trips made, and therefore can almost be considered negligible.
“Home Based Shopping” Poisson Models Fitted to 1996 Data 
A Poisson regression model was calibrated using “1996 Home Based Shopping 
Trips” as the dependent variable and with the traditionally used independent, explanatory 
variables of “Number of Persons in Household”, “Number of Household Vehicles”, and 
“Household Income”. The results are shown in Table 88.
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Table 88: Poisson Regression Model #8 -  Dep. Variable = 1996 Home Based Shopping Trips;
Traditional 3 Independent Variables
begin with fall model
p = 0.9435 >=0.1000 removing HHVehicles
Poisson regression Number of obs = 1673
LR chi2(2) = 94.34
Prob > chi2 0
Log likelihood = -2115.2993 Pseudo R2 0.0218
HBShop96 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.1694227 0.0186462 9.09 0 0.1328769 0.2059685
HHIncome 0.0036507 0.0015702 2.33 0.02 0.0005732 0.0067282
cons -0.995407 0.0776632 -12.82 0 -1.147624 -0.84319
Goodness-of-fit chi2 = 2928.986
Prob >chi2(l 670) = 0.0000
The equation produced was;
HBShop96 = - 0.995 + 0.169(HHPersons) + 0.00365(HHIncome) (eq. 37)
Examining the equation, the signs of the coefficients indicate that household persons and 
household income both contribute positively to the number of home-based shopping trips. 
The signs of the coefficients all make intuitive sense.
A backwards stepwise Poisson regression equation was calibrated that involved 
“1996 Home Based Shopping Trips” as the dependent variable, but incorporated 
additional independent variables. The results are shown in Table 89.
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Table 89: Poisson Regression Model #9 -  Dep. Variable = 1996 Home Based Shopping Trips;
Expanded Independent Variables
begin with fall model
p = 0.8181 >=0.1000 removing AllShopCTlmi
p = 0.5936 >=0.1000 removing HHVehicles
p = 0.1241 >= 0.1000 removing HHIncome
p = 0.1341 >= 0.1000 removing RegShpAre3mi
Poisson regression Number of obs = 1673
LR chi2(5) = 130.04
Prob > chi2 = 0
Log likelihood = -2097.4478 Pseudo R2 = 0.0301
HBShop96 Coeff. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.1792131 0.0186706 9.6 0 0.1426194 0.2158069
BusStopsHami -0.0076644 0.0029218 -2.62 0.009 -0.013391 -0.001938
FwyRamp3mi -0.0368107 0.0128356 -2.87 0.004 -0.0619681 -0.011653
MjrStsHaini -0.0450751 0.024 -1.88 0.06 -0.0921143 0.0019641
DistResCntrd -0.0553927 0.014115 -3.92 0 -0.0830576 -0.027728
cons -0.1255668 0.1400786 -0.9 0.37 -0.4001157 0.1489822
Goodness-of-fit chi2 2893.283
Prob > chi2(1667) = 0
The equation produced was:
HBShop96 = -  0.126 + 0.179(HHPersons) + 0.00766(BusStopsHami)
-  0.0368(FwyRamp3mi) -  0.045l(MjrStsHami)
-  0.0554(DistResCntrd) (eq. 38)
Examining the equation, the signs of the coefficients indicate that household persons and 
bus stops contribute positively to the number of home-based shopping trips taken, while 
freeway interchanges, major streets, and distance to the residential centroid all contribute 
negatively. The only variable that has a magnitude of greater than is household persons 
and its sign makes intuitive sense.
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“Total Non-work” Poisson Models Fitted to 2005 Data 
A Poisson regression model was calibrated using “2005 Total Non-work Trips” as the 
dependent variable and with the traditionally used independent, explanatory variables of 
“Number of Persons in Household”, “Number of Household Vehicles”, and “Household 
Income”. The results are shown in Table 90.
Table 90: Poisson Regression Model #15 -  Dependent Variable = 2005 All Non-work Trips;
Traditional 3 Independent Variables
begin with full model
p < 0.1000 for all terms in model
Poisson regression Number of obs = 1950
LRchi2(3) = 2364.99
Prob > chi2 = 0
Log likelihood = -5965.715 Pseudo R2 = 0.1654
AllNonWork05 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons . 0.3204396 0.0065189 49.16 0 0.3076628 0.3332163
HHVehicles -0.0349421 0.0113366 -3.08 0.002 -0.0571615 -0.012723
HHInc05in96v 0.0031171 0.0004969 6.27 0 0.0021433 0.0040909
cons 0.8488911 0.0295234 28.75 0 0.7910264 0.9067559
Goodness-of-fit chi2 _ 6172.036
Prob > chi2(1946) = 0
The equation produced was:
AUNonworkOS = 0.849 + 0.320(HHPersons) -  0.0349(HHVehicles)
+ 0.00312(HHInc05in96value) (eq. 39)
Examining the equation, the signs of the coefficients indicate that household persons and 
adjusted household income contribute positively to the total number of non-work trips, 
while household vehicles contribute negatively. The signs of the coefficients make 
intuitive sense.
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A backward stepwise Poisson regression equation was calibrated that involved “2005 
Non-work Trips” as the dependent variable, but incorporated additional independent 
variables. The results are shown in Table 91.
Table 91: Poisson Regression Model #17- Dependent Variable = 2005 All Non-work Trips; Expanded
Independent Variables
begin with full model
p = 0.9946 >=0.1000 removing CasinoArea3m
p = 0.9132 >=0.1000 removing DistPrclCent
p = 0.7483 >=0.1000 removing MajorStslmi
p = 0.6550 >=0.1000 removing DistLVStrip
p = 0.6940 >=0.1000 removing RegShopAre3m
p = 0.6857 >= 0.1000 removing DistCBD
p = 0.4560 >=0.1000 removing BusStopslmi
p = 0.4088 >=0.1000 removing IndEntAreaSm
p = 0.2420 >=0.1000 removing OutRecArea3m
Poisson regression Number of obs = 1950
LRchi2(7) = 2422.54
Prob > chi2 = 0
Log likelihood = -5936.9385 Pseudo R2 = 0.1695
AllNonWork05 Coef. Std.Err. z P>z [95% Conf. Interval]
HHPersons 0.3193262 0.0065715 48.59 0 0.3064463 0.3322061
HHVehicles -0.0357774 0.011417 -3.13 0.002 -0.0581543 -0.013401
HHInc05in96v 0.0024559 0.0005148 4.77 0 0.0014468 0.0034649
FwyRamp3mi -0.0144556 0.0043568 -3.32 0.001 -0.0229947 -0.005917
AllShopAre3m 0.0038002 0.0009909 3.83 0 0.0018579 0.0057424
RestArea3mi -0.022773 0.0127062 -1.79 0.073 -0.0476766 0.0021306
DistResCentr 0.0363564 0.0054535 6.67 0 0.0256676 0.0470451
_cons 0.5610914 0.0655808 8.56 0 0.4325555 0.6896274
Goodness-of-fit chi2 6114.482
Prob >chi2( 1942) = 0
The equation produced was:
AUNonworkOS =  0.561 +  0 .319(H H Persons) — 0.0356(H H V ehicIes)
+ 0.00246(HHInc05m96value) -  0.0145(FwyRamp3mi)
+ 0.00380(AllShopAre3m) -  0.0228(RestArea3mi)
+ 0.0364(DistResCentr) (eq. 40)
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Examining the equation, the signs of the coefficients indicate that household persons, 
adjusted household income, all shopping area, and distance to residential centroid 
contribute positively to the total number of non-work trips, while household vehicles, 
freeway interchanges, and restaurant area contribute negatively. The signs of the 
coefficients make intuitive sense.
“Home Based Shopping” Poisson Models Fitted to 2005 Data 
A Poisson regression model was calibrated using “2005 Home Based Shopping 
Trips” as the dependent variable and with the traditionally used independent, explanatory 
variables of “Number of Persons in Household”, “Number of Household Vehicles”, and 
“Household Income”. The results are shown in Table 92.
Table 92: Poisson Regression Model #22 -  Dependent Variable = 2005 Home Based Shopping Trips;
Traditional 3 Independent Variables
begin with full model 
p < 0.1000 for all terms in model
Poisson regression Number of obs = 1950
LR chi2(3) = 83.59
Prob > chi2 = 0
Log likelihood = -2318.4199 Pseudo R2 = 0.0177
HBShopOS Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.1806332 0.0220275 8.2 0 0.13746 0.2238064
HHVehicles 0.0941357 0.0312771 3.01 0.003 0.0328338 0.1554377
HHInc05in96v -0.0034056 0.0014476 -2.35 0.019 -0.0062428 -0.000568
cons -0.9529875 0.0845195 -11.28 0 -1.118643 -0.787332
Goodness-of-fit chi2 = 3183.558 
Prob>chi2(1946) = 0.0000
The equation produced was:
HBShopOS = -  0.953 + 0.181(HHPersons) + 0.0941(HHVehicles)
-  0.00341(HHInc05m96value). (eq. 41)
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Examining the equation, the signs of the coefficients indicate that household persons and 
household vehicles contribute positively to the number of home-based shopping trips, 
adjusted household income contributes negatively. The coefficient of household persons 
makes sense, but the sign of the coefficient of household vehicles is opposite of what is 
usually is in the other equations in which it has been included. Therefore there may be a 
greater amount of unexplained error in this equation than the others.
A backward stepwise Poisson regression equation was calibrated that involved “2005 
Home Based Shopping Trips” as the dependent variable, and that incorporated additional 
independent variables. The results are shown in Table 93.
Table 93: Poisson Regression Model #23— Dependent Variable = 2005 Home Based Shopping Trips;
Expanded Independent Variables
begin with fall model
p = 0.3019 >=0.1000 removing RegShopCT2mi
p = 0.1098 >=0.1000 removing AllShopCTHam
p = 0.2143 >=0.1000 removing BusStopslmi
Poisson regression Number of obs = 1950
LR chi2(5) = 91.85
Prob > chi2 = 0
Log likelihood = -2314.291 Pseudo R2 = 0.0195
HBShopOS Coef. Std.Err. z P>z [95% Conf. Interval]
HHPersons 0.1797252 0.022059 8.15 0 0.1364903 0.2229601
HHVehicles 0.0980973 0.0314368 3.12 0.002 0.0364823 0.1597123
HHInc05in96v -0.0040449 0.0014679 -2.76 0.006 -0.0069218 -0.001168
MajorStslmi -0.0281969 0.011001 -2.56 0.01 -0.0497585 -0.006635
FwyRamplmi 0.1410892 0.0517814 2.72 0.006 0.0395994 0.242579
cons -0.7210178 0.1337932 -5.39 0 -0.9832476 -0.458788
Goodness-of-fit chi2 _ 3175.3
Prob > chi2(1944) = 0
176
The equation produced was:
HBShopOS = -  0.721 + 0.180(HHPersons) + 0.0981(HHVehicles)
-  0.00404(HHInc05in96value) -  0.0282(MajorStslmi)
+ 0.141(FwyRamplmi). (eq. 42)
Examining the equation, the signs of the coefficients indicate that household persons, 
household vehicles, and freeway interchanges contribute positively to the number of 
home-based shopping trips, while adjusted household income and major streets 
contribute negatively. Again, the coefficient of household vehicles is opposite of the way 
it is in the majority of the other equations, and therefore this equation may contain more 
error than the others.
“Total Non-work” Negative Binomial Models Fitted to 1996 Data 
A negative binomial regression was calibrated using “1996 Total Non-work Trips” as 
the dependent variable and with the traditionally used independent, explanatory variables 
of “Number of Persons in Household”, “Number of Household Vehicles”, and 
“Household Income”. The results are shown in Table 94.
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Table 94: Negative Binomial Regression Model #29 -  Dep. Variable = 1996 All Non-work Trips;
Traditional 3 Independent Variables
begin with full model
p = 0.2637 >= 0.1000 removing HHVehicles
Negative binomial regression Number of obs = 1673
LR chi2(2) = 522.58
Dispersion = mean Prob > chi2 = 0
Log likelihood = -4528.9962 Pseudo R2 = 0.0545
AllNonwork96 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.3520428 0.0170038 20.7 0 0.3187159 0.3853697
HHIncome 0.0053596 0.0011964 4.48 0 0.0030148 0.0077045
cons 0.5872007 0.0578239 10.15 0 0.4738681 0.7005334
/Inalpha -0.4390741 0.0514213 -0.5398579 -0.33829
alpha 0.644633 0.0331478 0.582831 0.7129883
Likelüiood-ratio test of alpha==0: chibar2(01) = 2752.56 Prob>=chibar2 = 0.000
The equation produced was:
AllNonwork96 = 0.587 + 0.352(HHPersons) + 0.00536(HHIiicome). (eq. 43) 
Examining the equation, the signs of the coefficients indicate that household persons and 
household income both contribute positively to the total number of non-work trips. The 
coefficients make intuitive sense.
A backward stepwise negative binomial regression equation was calibrated that 
involved “1996 Non-work Trips” as the dependent variable, but incorporated additional 
independent variables. The results are shown in Table 95.
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Table 95: Negative Binomial Regression Model #32- Dependent Variable = 1996 All Non-work
Trips; Expanded Independent Variables
begin with full model
p = 0.9270 >=0.1000 removing DistPclCntrd
p = 0.9017 >=0.1000 removing CsnoArea3mi
p = 0.9120 >=0.1000 removing DistLVStrip
p = 0.8936 >= 0.1000 removing RestArea3mi
p = 0.8320 >=0.1000 removing RegShpAre3mi
p = 0.8430 >=0.1000 removing AllShpAre3mi
p = 0.6701 >=0.1000 removing FwyRamp3mi
p = 0.5547 >=0.1000 removing DistCBD
p = 0.8665 >= 0.1000 removing DistResCntrd
p = 0.2695 >=0.1000 removing MjrStslmi
p = 0.1926 >=0.1000 removing IndEntAre3mi
p = 0.1535 >= 0.1000 removing HHVehicles
Negative binomial regression Number of obs = 1673
LR chi2(4) = 541.83
Dispersion = mean Prob > chi2 = 0
Log likelihood =-4519.3682 Pseudo R2 = 0.0566
AllNonwork96 Coeff. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.3462799 0.0170004 20.37 0 0.3129597 0.3796
OutRecAre3mi 0.0568653 0.0237689 2.39 0.017 0.0102792 0.1034515
HHIncome 0.0032937 0.001278 2.58 0.01 0.0007889 0.0057985
BusStopslmi -0.0019771 0.0004835 -4.09 0 -0.0029248 -0.001029
cons 0.7320552 0.0859806 8.51 0 0.5635364 0.9005741
/Inalpha -0.4595636 0.0518595 -0.5612063 -0.357921
alpha 0.6315592 0.0327523 0.5705204 0.6991284
Likelihood-ratio test of alpha=0: chibar2(01) = 2658.93 Prob>==chibar2 = 0.000
The equation produced was:
AUNonwork96 = 0.732 + 0.346(HHPersons) + G.G569(OutRecAre3mi)
+ G.GG329(HHIncome) -  0.0G198(BusStopslmi). (eq. 44)
Examining the equation, the signs of the coefficients indicate that household persons, 
outdoor recreation area, and household income contribute positively to the total number 
of non-work trips, bus stops contribute negatively. The coefficients make intuitive sense.
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“Home Based Shopping” Negative Binomial Models Fitted to 1996 Data 
A negative binomial regression model was calibrated using “2005 Home Based 
Shopping Trips” as the dependent variable and with the traditionally used independent, 
explanatory variables of “Number of Persons in Household”, “Number of Household 
Vehicles”, and “Household Income”. The results are shown in Table 96.
Table 96: Negative Binomial Regression Model #36 -  Dependent Variable = 1996 Home Based 
Shopping Trips; Traditional 3 Independent Variables
begin with full model
p = 0.9460 >= 0.1000 removing HHVehicles 
p = 0.1387 >= 0.1000 removing HHIncome
Negative binomial regression
Dispersion = mean 
Log likelihood = -1789.3058
Number of obs 
LR chi2(l) 
Prob > chi2 
Pseudo R2
=
1673
32.33
0
0.0090
HBShop96
HHPersons
cons
Coef.
0.1959184
-0.923942
Std. Err. 
0.0353382 
0.1020701
z P>z 
5.54 0 
-9.05 0
[95% Conf. 
0.1266569 
-1.123996
Interval]
0.26518
-0.723888
/Inalpha 0.9368068 0.0844944 0.7712009 1.102413
alpha 2.55182 0.2156144 2.162361 3.011423
Likelihood-ratio test of alpha=0: chibar2(01) = 657.41 Prob>=chibar2 = 0.000
The equation produced was:
HBShop96 = -0.924 + 0.196(HHPersons). (eq. 45)
Examining the equation, the signs of the coefficients indicate that household persons 
contribute positively to the number of home-based shopping trips. The coefficient makes 
sen se intuitively.
A backward stepwise negative binomial regression equation was calibrated that 
involved “1996 Non-work Trips” as the dependent variable, but incorporated additional 
independent variables. The results are shown in Table 97.
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Table 97: Negative Binomial Regression Model #37- Dependent Variable = 1996 Home Based
Shopping Trips; Expanded Independent Variables
begin with full model
p = 0.8278 >=0.1000 removing AllShopCT 1 mi
p = 0.7063 >= 0.1000 removing HHVehicles
p = 0.3034 >= 0.1000 removing HHIncome
p = 0.2895 >= 0.1000 removing RegShpAre3mi
p = 0.3078 >= 0.1000 removing MjrStsHami
Negative binomial regression Number of obs = 1673
LR chi2(4) = 46.05
Dispersion = mean Prob > chi2 = 0
Log likelihood = -1782.4423 Pseudo R2 0.0128
HBShop96 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.1883635 0.0357008 5.28 0 0.1183911 0.2583358
BusStopsHami -0.0105065 0.0041708 -2.52 0.012 -0.0186811 -0.002332
FwyRamp3mi -0.0356066 0.0208345 -1.71 0.087 -0.0764415 0.0052283
DistResCntrd -0.0543636 0.0232135 -2.34 0.019 -0.0998612 -0.008866
cons -0.2346088 0.2303907 -1.02 0.309 -0.6861662 0.2169487
/Inalpha 0.9062026 0.0854696 0.7386852 1.07372
alpha 2.474906 0.2115294 2.093182 2.926245
Likelihood-ratio test of alpha=(): chibar2(01) = 633.63 Prob>=chibar2 = 0.000
The equation produced was:
HBShop96 = -  0.235 + 0.188(HHPersons) -  0.0105(BusStopsHami)
-  0.0356(FwyRamp3mi) -  0.0544(DistResCntrd). (eq. 46)
Examining the equation, the signs of the coefficients indicate that household persons 
contribute positively to the number of home-based shopping trips, while bus stops, 
freeway interchanges, and the distance to the residential centroid contribute negatively. 
The coefficients make sense.
“Total Non-work” Negative Binomial Models Fitted to 2005 Data 
A negative binomial regression model was calibrated using “2005 Total Non-work 
Trips” as the dependent variable and with the traditionally used independent, explanatory
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variables of “Number of Persons in Household”, “Number of Household Vehicles”, and 
“Household Income”. The results are shown in Table 98.
Table 98: Negative Binomial Regression Model #43 — Dependent Variable = 2005 All Non-work
Trips; Traditional 3 Independent Variables
begin with full model
p < 0.1000 for all terms in model
Negative binomial regression Number of obs = 1950
LR chi2(3) = 545.9
Dispersion = mean Prob > chi2 = 0
Log likelihood = -5101.0666 Pseudo R2 = 0.0508
AllNonWork05 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.3577054 0.0164948 21.69 0 0.3253761 0.3900347
HHVehicles -0.0405717 0.0212652 -1.91 0.056 -0.0822507 0.0011074
HHInc05in96v 0.0026257 0.0009204 2.85 0.004 0.0008217 0.0044297
cons 0.7907686 0.0540528 14.63 0 0.684827 0.8967102
/Inalpha -0.8166752 0.0528572 -0.9202734 -0.713077
alpha 0.4418984 0.0233575 0.3984101 0.4901338
Likelihood-ratio test of alpha=0: chibar2(01) = 1729.30 Prob>=chibar2 = 0.000
The equation produced was:
AUNonworkOS = 0.791 + 0.358(HHPersons) — 0.0406(HHVehicles)
+ 0.00263(HHlnc05in96value). (eq. 47)
Examining the equation, the signs of the coefficients indicate that household persons and 
adjusted household income contribute positively to the total number of non-work trips, 
while household vehicles contribute negatively. The signs of the coefficients are similar 
to those in the majority of the other equations so they appear to make sense.
A backward stepwise Poisson regression equation was calibrated that involved “1996 
All Non-work Trips” as the dependent variable, but incorporated additional independent 
variables. The results are shown in Table 99.
182
Table 99: Negative Binomial Regression Model #44- Dependent Variable = 2005 All Non-work
Trips; Expanded Independent Variables
begin with 
p = 0.9388 
p = 0.8843 
p = 0.8924 
p = 0.8230 
p = 0.8279 
p = 0.7948 
p = 0.4325 
p = 0.2043 
p = 0.3987 
p = 0.4603
full model 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000 
> = 0.1000
removmg
removing
removing
removing
removing
removing
removing
removing
removing
removing
MajorStslmi
BusStops2mi
DistLVStrip
OutRecArea3m
RegShopCT3mi
DistPrclCent
DistCBD
RestCT3mi
CasinoCT3mi
IndEntCT3mi
Negative binomial regression Number of obs 1950
LR chi2(6) = 558.75
Dispersion = mean Prob > chi2 = 0
Log likelihood = -5094.6456 Pseudo R2 0.0520
AllNonWork05 Coef. Std.Err. z P>z [95% Conf. Interval]
HHPersons 0.3573 0.01651 21.64 0 0.3249411 0.389659
HHVehicles -0.0425699 0.0212439 -2 0.045 -0.0842072 -0.000933
HHInc05in96v 0.0020816 0.0009524 2.19 0.029 0.0002149 0.0039484
FwyRamp3mi -0.0161567 0.0079823 -2.02 0.043 -0.0318016 -0.000512
AllShopAre3mi 0.002046 0.000818 2.5 0.012 0.0004427 0.0036493
DistResCentr 0.031389 0.0101909 3.08 0.002 0.0114152 0.0513629
cons 0.5523441 0.1217234 4.54 0 0.3137706 0.7909177
/Inalpha -0.8303029 0.0532125 -0.9345975 -0.726008
alpha 0.4359172 0.0231963 0.3927439 0.4838365
Likelihood-ratio test of alpha=0: chibar2(01) = 1687.81 Prob>=chibar2 = 0.000
The equation produced was:
AUNonworkOS = 0.SS2 +  0.3S7(HHPersons) -  0.0426(HH Vehicles)
+ 0.00208(HHInc05in96value) -  0.0162(FwyRamp3mi)
+ 0.00205(AUShopAre3mi) 0.0314(DistResCentr) (eq. 48) 
Examining the equation, the signs of the coefficients indicate that household persons, 
adjusted household income, all shopping area, and the distance to the residential centroid 
contribute positively to the total number of non-work trips, while household vehicles and
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freeway interchanges contribute negatively. Each of the coefficients appear to make 
intuitive sense.
“Home Based Shopping” Negative Binomial Models Fitted to 2005 Data 
A negative binomial regression model was created using “2005 Total Non-work 
Trips” as the dependent variable and with the traditionally used independent, explanatory 
variables of “Number of Persons in Household”, “Number of Household Vehicles”, and 
“Household Income”. The results are shown in Table 100.
Table 100: Negative Binomial Regression Model #50 — Dependent Variable = 2005 Home Based 
Shopping Trips; Traditional 3 Independent Variables
begin with full model
p = 0.1477 >= 0.1000 removmg HHInc05in96v
p = 0.1139 >= 0.1000 removmg HHVehicles
Negative binomial regression Number of obs = 1950
LRchi2(l) — 29.72
Dispersion = mean Prob > chi2 0
Log likelihood = -2008.6954 Pseudo R2 0.0073
HBShop05 Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.2132535 0.0400578 5.32 0 0.1347416 0.2917653
cons -0.9810329 0.1005093 -9.76 0 -1.178027 -0.784038
/Inalpha 0.9073964 0.0821985 0.7462903 1.068502
alpha 2.477863 0.2036766 2.109161 2.911017
Likelihood-ratio test of alpha=0: chibar2(01 ) = 631.72 Prob>=chibar2 = 0.000
The equation produced was:
HBShopOS = - 0.981 + 0.213(HHPersons). (eq. 49)
Examining the equation, the signs o f  the eoeffieients indieate that household persons 
contribute positively to the number of home-based shopping trips taken. The coefficient 
makes sense intuitively.
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Multiple backwards stepwise negative binomial regression equations were created 
that involved “1996 All Non-work Trips” as the dependent variable, but incorporating 
additional independent variables. A P-value of 0.1 was chosen as the significance 
threshold for the equations produced using stepwise regression. The best expanded 
model is shown in Table 101.
Table 101: Negative Binomial Regression Model #51— Dependent Variable — 1996 Home Based 
Shopping Trips; Expanded Independent Variabies
begin with full model
p = 0.4966 >= 0.1000 removing DistResCentr 
p = 0.6514 >= 0.1000 removing BusStopslmi 
p = 0.4047 >= 0.1000 removing AllShopCTHam 
p = 0.3146 >= 0.1000 removing RegShopCT2mi
Negative binomial regression Number of obs = 1950
LR chi2(5) = 38.16
Dispersion = mean Prob > chi2 = 0
Log likelihood = -2004.4767 Pseudo R2 0.0094
HBShopOS Coef. Std. Err. z P>z [95% Conf. Interval]
HHPersons 0.2092089 0.0426098 4.91 0 0.1256953 0.2927226
HHVehicles 0.0967978 0.0519339 1.86 0.062 -0.0049908 0.1985864
HHInc05in96v -0.0042037 0.0023781 -1.77 0.077 -0.0088647 0.0004574
MajorStslmi -0.0324775 0.0180219 -1.8 0.072 -0.0677998 0.0028448
FwyRamplmi 0.156952 0.0863101 1.82 0.069 -0.0122127 0.3261168
cons -0.743798 0.2210161 -3.37 0.001 -1.176982 -0.310614
/Inalpha 0.8912401 0.082675 0.7292001 1.05328
alpha 2.438151 0.2015741 2.073421 2.86704
Likelihood-ratio test of alpha==0: chibar2(01) = 619.63 Prob>=chibar2 = 0.000
The equation produced was:
HBShopOS = -  0.744 + G.2G9(HHPersons) + 0.097G(HHVehicles)
-  G.GG42G(HHIncG5in96value) -  G.G325(MajorStslmi)
+ G.157(FwyRamplmi). (eq. 50)
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Examining the equation, the signs of the coefficients indicate that household persons, 
household vehicles, and freeway interchanges contribute positively to the number of 
home-based shopping trips, while adjusted household income and major streets 
contribute negatively. The coefficients appear to make sense, other than the coefficient 
for household vehicles which is different from other equations in which it appears.
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CHAPTER 5
RESULTS AND OBSERVATIONS 
The objective of this chapter is to compare the regression equations developed in the 
previous chapter using several different statistical measures in order to determine if the 
inclusion of the accessibility and transportation system variables improves the temporal 
stability of the trip production models. First, the criteria used for choosing the best 
models are described, and a brief explanation about the concern of overdispersion issues 
as related to this research is presented.
Second, the comparisons are made of the similarity/dissimilarity between the 
regression models involved in the project. The objective of the comparisons is to 
determine whether or not the expanded models are actually statistically different from the 
traditional variable models used. For if the expanded models are not statistically 
significantly different from the current models, one may argue the point that the new 
models are no different/better than the old models they were meant to replace.
Third, is the comparison of the predictive abilities of the traditional variable models 
and the expanded models. In the section previous to this one difference or similarity 
between equations are examined. Just to determine if equations are “different enough” is 
not sufficient. This section therefore tests to determine which equations do their job 
better -  that is which equations actually better predict trips.
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The four Poisson equation combinations are:
• dependent variable “all non-work trips” using 1996 data
• dependent variable “home-based shopping trips”, using 1996 data;
• dependent variable “all non-work trips”, using 2005 data
• dependent variable “home-based shopping trips”, using 2005 data;
And the four negative binomial regression equations are:
• dependent variable “all non-work trips”, using 1996 data;
• dependent variable “home-based shopping trips”, using 1996 data;
• dependent variable “all non-work trips”, using 2005 data;
• dependent variable “home-based shopping trips”, using 2005 data.
The trip production models’ pertinent statistics are shown in the following tables from 
Table 102 through Table 109.
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From the equation tables one can make several observations. One is that the 
independent variable that was found by P-value to be significant in every single equation 
developed was the number of persons living in a household. The total household income 
was found to be significant in almost every equation. Taken together these two variables 
help to confirm the validity of the trip production models produced, because they both 
make intuitive sense as being highly related to the number of trips made by a household 
daily. Other variables that appeared often among the list of significant variables were the 
number of vehicles available to the household, the bus stops count, the distance to the 
parcels centroid for the Las Vegas valley, and the count of nearby freeway interchanges 
(called “fwy ramps” in the models). The fact that these variables were significant so 
often suggests that they may truly contribute to household trip production. Other 
variables appeared as significant in one or more equations indicating that they might have 
a limited contribution to trip production in some instances. Among these variables were 
the shopping areas and counts, the restaurant areas and counts, and the entertainment or 
recreation variables.
Additionally information can be collected from comparisons of the magnitude of the 
coefficients of the variables in both calibrated equations that tells of the changes in the 
relative contributions of a particular variable over time. For example, when calibrations 
for year 1996 and year 2005 data were compared for the Poisson models based on the 
three traditional variables, the 1996 version and 2005 version of the coefficient for the 
variable “HHPersons” were 0.312 and 0.320, respectively, which indicated that the 
variable contributed approximately the same amount to the dependent variable of non­
work trips predicted per household. Conversely coefficient values of 0.00714 for
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HHIncome in 1996 and 0.00310 for HHIncome in 2005 indicated that the relative 
contribution towards the value of the dependent variable was roughly halved in 
importance in the time period between the year 1996 and 2005.
A general observation must be pointed out regarding the model variables and their 
individual contributions to trip production. While care has been taken to ensure that 
models include significant variables using P-values, oftentimes the actual contributions of 
individual independent variables to the dependent variable (either non-work trips or 
home-based shopping trips) are very small. For instance, in the equation “AllNonwork96 
= 0.790 + 0.341 (HHPersons) + 0.144(OutRecArelmi) + 0.0034(HHIncome)
-  O.OOlO(BusStopslmi) -  0.016(IndEntCT3mi)”, each of the independent variables have 
been previously found to be significant at the p = 0.10 level. However, when actual 
values fi"om the dataset are plugged into the equation, for example making the equation 
“AllNonwork96 = 0.790 + 0.341(4) + 0.144(3.0) + 0.0034(38.75) -  0.0010(10)
-  0.016(10)”, a total number of 2.55 non-work trips per day are predicted for the 
household. Of these 2.55 projected trips, only 0.01 trips are taken away due to the fact 
that ten bus stops occur within a one-mile radius of the particular household. Therefore, 
even though the “Bus Stops within a one-mile radius of the household” variable has been 
found to be significant, its contribution hardly has any effect on the dependent variable. 
When such data is difficult to collect, it is probably not worth the development cost to 
include such variable measures in a trip production equation.
Overall when comparing the ability of an individual model to account for the 
variation in the data, or R-squared value, one notices that the highest R-squared values 
are obtained for Poisson regression models, rather than the negative binomial regression
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models. In fact the best equation that predicts all non-work trips has a R-squared value of 
0.2288 which is approximately four times better than the 0.0566 value of R-squared for 
the best negative binomial modeling all non-work trips.
Selection Methods of “Best” Models 
Eight “best” models were selected from the choices of year 1996 or year 2005,
Poisson regression or negative binomial regression techniques, and dependent variable 
being “AllNon-work Trips” or “HBShopping Trips”. The models are listed in Table 110.
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A point to note is that for this research, the Poisson regression models that had the 
lowest “Chi-squared Goodness of Fit” values were the same models that had the highest 
pseudo R-squared values. When pseudo R-squared values were tied for equations, then 
log likelihood values were compared to determine the best equation in each grouping.
One additional note for models with cumulative variables is that in two of the 
groupings the “best” equations were equations that employed “value-added” independent 
variables. However, since the margin of their superiority over the runner up equations, 
which employed “cumulative” independent variables was miniscule, for the sake of ease 
of comparison, the equations using cumulative variables were selected as being the best 
of the groupings.
Also as described earlier, comparing the pseudo R-squared values is a way to 
compare the predictive ability of the various regression models produced from the data. 
Examining the table, one can see that higher pseudo R-squared values are obtained when 
Poisson regression is used, rather than the more general case of negative binomial 
regression. Also the pseudo R-squared values for the equations that used the dependent 
variable of “All Non-work Trips” possessed pseudo R-squared values much higher than 
the pseudo R-squared values associated with the models that had “Home-based Shopping 
Trips” as the dependent variable. This suggests that the variables selected through 
regression for the trip production models may be more effective when predicting trip 
making in general, and that there are different, uncaptured variables that influence 
shopping behavior, specifically.
As mentioned previously, a central assumption for Poisson Regression is that the 
mean of the data equals the variance. When the variance is greater than the mean, the
201
data is considered overdispersed, and Negative Binomial Regression may be more 
appropriate. There is no exact rule for the cutoff point between an acceptable amount of 
overdispersion and an unacceptable amount of overdispersion, but in “Regression 
Analysis of Count Data”, Cameron and Trivedi give a good rule thumb. They state, “An 
indication of the magnitude of overdispersion or underdispersion can be obtained 
comparing the sample mean and the sample variance of the dependent count variable. If 
the sample variance is more than twice the sample mean, then data are likely to remain 
overdispersed after inclusion of regressors.”
To illustrate the point, from earlier, in Table 5, Table 6, Table 7, and Table 8, one 
may recall that the mean value for the variable “AllNonwork96” is 5.95, and its variance 
is 43.96. Additionally, the mean value for the variable “AllNonwork05” is 5.39, while its 
variance is 25.12. Therefore, for the year 1996 data:
43.96 -  5.95 = 7.39, 
and for the year 2005 data:
25.12-5.39 = 4.66.
Since both greater than a value of 2, therefore, by Cameron and Trivedi’s rule of thumb 
test for overdispersion both data sets may be considered overdispersed.
More formally, one can apply the “Likelihood Ratio Test of Alpha for 
Overdispersion”, as described in chapter 3, to test for dispersion. Referring back to Table 
102, the lowest value for any equation for the “Likelihood Ratio Test of Alpha for 
Overdispersion” is 624.1, which is substantially greater than 0.0. Therefore, again, one 
can conclude that both years data sets are overdispersed.
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Since overdispersion is present in both years’ data sets, the method of negative 
binomial regression is probably a better choice of regression technique than Poisson 
regression. However, due to the abysmally low pseudo R-squared values obtained for the 
negative binomial regression equations, both Poisson regression and negative binomial 
regression equations will be considered.
Evaluating the Models for Temporal Stability and Accessibility 
The third objective of this research, as described previously, is to compare trip 
production models that incorporate traditional socio-economic variables with the 
expanded trip production models that include landuse characteristics, roadway network 
accessibility, and relative geographic location within an urban area. The purpose of 
doing this is to determine whether any changes brought about by the inclusion of 
additional independent variables actually makes a statistically significant difference in the 
trip production process -  in other words, if the additional work needed to develop the 
new variable measures is worth the effort. The inclusion of the additional variables in the 
expanded models is the key to accommodating real estate growth in a rapidly growing 
urban area. The additional landuse and system variables in the expanded models measure 
land use and transportation system components that can be altered in order to model 
several different future growth scenarios. In order to accomplish this, four sets of model 
comparisons were performed:
(1) compare statistical significant similarity of 1996 traditional variable models and 
1996 expanded models and using likelihood ratio tests, comparison of the 
equation coefficients’ confidence intervals, and comparison plots of residuals;
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(2) compare statistical significant similarity of 2005 traditional variable models and
2005 expanded models using likelihood ratio tests, comparison of the equation 
coefficients’ confidence intervals, and comparison plots of residuals;
(3) compare statistical significant similarity of 1996 traditional variable models and
2005 traditional variable models by comparison of the equation coefficients’ 
confidence intervals and comparison plots of residuals;
(4) compare statistical significant similarity of 1996 expanded models and 2005
expanded models by comparison of the equation coefficients’ confidence 
intervals and comparison plots of residuals.
The first and second set of tests, evaluate the importance of the land use and 
transportation system variables. The third comparison evaluates the temporal stability of 
the traditional three-variable models. The fourth comparison evaluates the temporal 
stability of the expanded models for 1996 and 2005. If the results of the first two tests 
show a significant difference, the results of the third test shows a significant difference, 
and the result of the fourth test shows there is not a statistical difference, then one may 
conclude that the expanded model is indeed better than the traditional, three-variable 
model -  the new variables should be included in trip production models.
As shown before in (eq. 31) on page 66, if the value calculated is less than or equal 
to the Chi-squared value calculated for the data at the chosen significance level (usually 
0.10 or 0.05), then conclude that there is no significant difference between the two 
models (null hypothesis). If the value calculated is greater than the Chi-squared value
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calculated for the data at the chosen significance level, then conclude that there is indeed 
a significant difference between the two models (alternative hypothesis).
As an example, for the first likelihood ratio test the 1996 traditional, three-variable 
negative binomial regression model,
AllNonwork96 = 0.598 + 0.359(HHPersons) -  0.031 (HHVehicles)
+ 0.0059(HHIncome) 
is compared to the 1996 expanded, 5-variable regression model,
AllNonwork96 = 0.790 + 0.341 (HHPersons) + 0.144(OutdoorRecArelmi)
+ 0.0034(HHIncome) -  0.0010(BusStopsl mi)
-  0.016(IndEntCT3mi),
which gives,
i  = 2(-4519.0) - 2(-4528.4)
X^=18.8.
This Chi-squared value of 18.8 is compared to the threshold Chi-squared value of 4.605 
for 2 degrees of freedom at a significance level of 0.10. The number of degrees of 
fi-eedom was “2”, which is the difference between the number of independent variables in 
the expanded model (being 5) and the number of independent variables in the model with 
the three traditional variables (being 3) (Purcell, 2007). Because the 18.8 of the likelihood 
ratio test is greater than the threshold value of 4.6, therefore the null hypothesis is 
rejected that the two equations are not significantly different. Therefore we could 
conclude that the 1996 traditional, 3-variable negative binomial regression equation was 
different from the 1996 expanded, 5-variable equation at a 0.10 level of significance.
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Comparisons o f 1996 Model with Traditional Variables and Expanded Models
Likelihood Ratio Tests 
The results of the Likelihood Ratio Tests of Significance for 1996 models are given in 
Table 111. The end results are presented in the last column of the table -  whether or not 
the model with the three traditional variables and the expanded trip production models 
are statistically significantly different models.
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Examining the Likelihood Ratio Test results one can see that all of the expanded 
equations for the year 1996 are statistically significantly different firom the reduced forms 
of the equations that incorporated the three traditional variables. What this means is that 
the expanded equations have been found to be significantly different fi"om the trip 
production models based on the three traditional variables, and therefore it is at least 
worthwhile to continue in the testing process in order to determine if the expanded 
equations produce more accurate forecasts over time than models based on the three 
traditional variables, and if the expanded equations are a better predictor of trips than the 
models based on the three traditional variables.
Residuals
While the Likelihood Ratio test gave a simple “yes” or “no” answer to the question of 
similarity, an examination of the residuals is useful because it allows one to quantify the 
difference between two regression equations. Graphical presentations give a rough and 
quick answer, but comparison of the SSE values for each equation tells which equation 
involves less error in prediction and is therefore better. The graphs of residuals plotted 
against predicted dependent variable values for the 1996 models based on the three 
traditional variables and the expanded models are shown in Figure 5.
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One can notice that while the two graphs appear to be very similar, the spread of the 
values of the model based on the three traditional variables is slightly larger than the 
spread of the values for the expanded equation. Additionally a comparison of the sum of 
squares shows that the error sum of squares (also called residual sum of squares or SSE) 
for the model based on the three traditional variables = 98,871 and the error sum of 
squares for the expanded equation = 98,529. This would suggest that while very similar, 
the expanded equation is a slightly better model than the model based on the three 
traditional variables.
The graphs of residuals plotted against predicted dependent variable values for the 
1996 model based on the three traditional variables and expanded equations are shown in 
Figure 6.
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One can notice that while the two graphs appear to be very similar, the spread of the 
values of the model based on the three traditional variables is slightly larger than the 
spread of the values for the expanded equation. Additionally a comparison of the sum of 
squares shows that the error sum of squares (also called residual sum of squares or SSE) 
for the model based on the three traditional variables = 4,804 and the error sum of 
squares for the expanded equation = 4,682. This would suggest that while very similar, 
the expanded equation is a slightly better model than the model based on the three 
traditional variables.
The rest of the model comparison residual plots were to the previous two plots so 
they will not be shown here. However, the SSE values are compared in Table 112. Note 
that in every pair except one that the expanded model had a better SSE value than the 
equivalent model based on the three traditional variables.
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Table 112: SSE Values for 1996 3-Variable and Expanded Models
1996 Equations Dep.Variable
Rgrsn
Techn.
Independent
Variables SSE
AllNonwork96 = 0.671 
+ 0.312(HHPersons) 
-0.023(HHVehicles)
+ 0.00714(HHIncome)
Ail
Nonwork
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
98,871
HBShop96 = -0.995 
+ 0.169(HHPersons) 
+ 0.0037(HHIncome)
HB Shop 
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
4,804
AllNonwork96 = 0.587 
+ 0.352(HHPersons)
+ 0.0054(HHIncome)
All
Nonwork
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
98,505
HBShop96 = -0.924 
+ 0.196(HHPersons)
HB Shop 
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
4,812
AlINonwork96 = 0.923 
+ 0.308(HHPersons) 
-0.038(HHVehicles)
+ 0.0048(HHIncome)
-  0.0015(BusStopslmi)
-  0.0012(AlIShopCT3mi) 
+ 0.159(OutRecArelmi)
- 0.012(IndEntCT3mi)
+ 0.0064(RestCT3mi) 
-0.0027(CsnoCT3mi)
-  0.010(FwyRamp3mi)
All
Nonwork
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
98,529
HBShop96 =-0.126 
+ 0.179(HHPersons)
- 0.0077(BusStopsHami)
- 0.037(FwyRamp3mi)
- 0.045(MjrStsHami)
- 0.045(DistResCntrdl
HB Shop 
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
4,682
AllNonwork96 = 0.732 
+ 0.346(HHPersons)
+ 0.057(OutRecArelmi) 
+ 0.0033(HHIncome)
— 0.0020(BusStopslmi)
All
Nonwork
96
Stepwise
Neg
Binomia
Best
Cumulative
Area
98,500
HBShop96 = - 0.235 
+ 0.188 (HHPersons)
- 0.01 l(BusStopsHaim)
- 0.036(FwyRamp3mi) 
-0.054(DistResCntrd)
HB Shop 
96
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
4,918
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Summary
The preceding Likelihood Ratio Tests and comparisons of residuals for the year 1996 
equations were instructive. The Likelihood Ratio Tests proved that the 1996 expanded 
equations were statistically significantly different from the 1996 model based on the three 
traditional variables. Comparisons of residuals demonstrated that the 1996 expanded 
equations exhibited slightly less error.
Comparisons of 2005 Model Based on 3 Traditional Variables and Expanded Models
Likelihood Ratio Tests 
The results of the Likelihood Ratio Tests of Significance are given in Table 113. The 
end results are presented in the last column of the table -  whether or not the model based 
on the three traditional variables and the expanded trip production models are statistically 
significantly different models.
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Examination of the Likelihood Ratio Test results indicates that all of the expanded 
equations for the year 2005 are statistically significantly different from the reduced forms 
of the equations that used the three traditional variables. What this means is that the 2005 
expanded equations have been found to be significantly different fi-om the traditional 3- 
variable trip production models, and therefore it is at least worthwhile to continue in the 
testing process in order to determine if the expanded equations produce more accurate 
forecasts over time than the model based on the three traditional variables, and if the 
expanded equations are a better predictor of trips than the model based on the three 
traditional variables.
Residuals
As before it is noted that the Likelihood Ratio test gave a simple “yes” or “no” 
answer to the question of similarity, and an examination of the residuals is additionally 
useful because it allows one to quantify the difference between two regression equations. 
Again, comparison of the SSE values for each equation tells which equation involves less 
error in prediction and is therefore better. The graphs of residuals plotted against 
predicted dependent variable values for the 2005 model based on the three traditional 
variables and the expanded equation are shown in Figure 7.
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One can notice that while the two graphs appear to be very similar, the spread of the 
values of the model based on the three traditional variables is slightly larger than the 
spread of the values for the expanded equation. Additionally a comparison of the sum of 
squares shows that the error sum of squares (also called residual sum of squares or SSE) 
for the model based on the three traditional variables -  73,107 and the error sum of 
squares for the expanded equation = 73,039. This would suggest that while very similar, 
the expanded equation is a slightly better model than the model based on the three 
traditional variables.
The graphs of residuals plotted against predicted dependent variable values for the 
model based on the three traditional variables and expanded equations are shown in 
Figure 8.
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One can notice that while the two graphs appear to be very similar, the spread of the 
values of the model based on the three traditional variables is slightly larger than the 
spread of the values for the expanded equation. Additionally a comparison of the sum of 
squares shows that the error sum of squares (also called residual sum of squares or SSE) 
for the model based on the three traditional variables = 5,155 and the error sum of 
squares for the expanded equation = 5,143. This would suggest that while very similar, 
the expanded equation is a slightly better model than the model based on the three 
traditional variables.
The rest of the model comparison residual plots were to the previous two plots so 
they will not be shown here. However, the SSE values are compared in Table 114. Note 
that in every pair except one that the expanded model had a better SSE value than the 
equivalent model based on the three traditional variables.
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Table 114: SSE Values for 2005 Traditional Variables and Expanded Models
2005 Equations Dep.Variable
Rgrsn
Techn.
Independent
Variables SSE
AllNonWorkOS = 0.849 
+ 0.320(HHPersons)
- 0.035(HHVehicles)
+ 0.003 l{HHInc05in96v)
Ail
Nonwork
OS
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
73,107
HBShopOS = -0.953 
+ 0.180(HHPersons)
+ 0.094(HHVehicles)
- 0.0034(HHInc5in96v)
HB Shop 
OS
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
S,ISS
AllNonWorkOS = 0.791 
+ 0.358(HHPersons)
-  0.041 (HH V ehicl es)
+ 0.0026(HHInc05in96v)
Ail
Nonwork
OS
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
72,857
HBShopOS = -0.981 
+ 0.213(HHPersons)
HB Shop 
OS
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
5,163
AllNonWorkOS = 0.S61 
+ 0.319(HHPersons)
-  0.036(HHVehicles)
+ 0.002S(HHIncSin96v)
- 0.014(FwyRamp3mi)
+ 0.0038(AllShopAre3m)
-  0.023{RestArea3mi)
+ 0.036(DistResCentr)
Ail
Nonwork
OS
Stepwise
Poisson
Best
Cumulative
Area
73,039
HBShopOS = -0.721 
+ 0.180(HHPersons)
+ 0.098(HHVehicles)
- 0.004(HHIncOSin96v)
- 0.028(MajorStslmi)
+ 0.141 (FwyRamp 1 mi)
HB Shop 
OS
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
5,143
AllNonWorkOS = 0.S52 
+ 0.3S7(HHPersons)
-  0.043(HHVehicles)
+ 0.0021(HHlncOSin96v)
-  0.016 (FwyRamp3mi)
+ 0.002(AllShopAre3mi) 
+ 0.031 IDistResCentrl
Ail
Nonwork
OS
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
71,736
HBShopOS = -0.747 
+ 0.209(HHPersons)
+ 0.097(HHVehicles)
- 0.0042(HHInc0Sin96v)
- 0.032(MajorStslmi)
+ 0.1S 7 IFwvRamo 1 mil
HB Shop 
OS
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
S, 185
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Summary
The results of the Likelihood Ratio Tests and comparisons of residuals for the year 
2005 equations led to several observations. The Likelihood Ratio Tests proved that the 
2005 expanded equations were statistically significantly different from the 2005 
traditional 3-variable equations. Comparisons of residuals demonstrated that the 2005 
expanded equations exhibited slightly less error.
Comparison of 1996 Traditional Variable vs. 2005 Traditional Variable Models 
To compare the 1996 model based on the three traditional variables with the 2005 
model based on the three traditional variables confidence intervals of both the models 
will be compared. This is done so that it can be determined if the models are consistent 
over time or if the situation changes significantly and that the similarly constructed 
models calibrate significantly differently in over time (meaning that they would not 
predict trips well in the future for a rapidly developing area). In Table 115 and Table 116 
one can see a comparison of confidence intervals for the individual independent variables 
in the model based on the three traditional variables for 1996 and 2005.
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What the comparison illustrates is that the two negative binomial regression equations 
have independent variables that all have overlapping confidence intervals, meaning that 
the equations are statistically significantly similar at our pre-chosen level of significance, 
p = 0.10. However the non-overlapping confidence intervals of two independent 
variables of the two Poisson regression equations indicate that the coefficients of those 
variables do change significantly over time. Because at least one of the variable 
coefficients changes significantly over time, one can conclude that those two equations 
are not statistically similar, and therefore the relationship described by those two models 
differs over time. An additional point of note is that the four equations listed in Table 
115 all have variables that have been determined to be significant at the p=0.10 level of 
significance or better. Therefore this would indicate the Poisson regression equations for 
the models hased on the three traditional variables change over time, while the negative 
binomial models based on the three traditional variables do not change over time.
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Examining Table 116, one notices that that two of the equations have variables whose p- 
values are greater than 0.10, and are therefore not statistically significant at the p = 0.10 
level of significance. Nothing can be concluded therefore about the behavior of the two 
equations over time. The Poisson regression equation for the dependent variable of All 
Non-work trips in 2005 does have a p-level that is significant though and this equation 
was found to be significantly different from its 1996 data set calibration. The negative 
binomial regression for the dependent variable of HBShop in 2005 was found to be 
significantly similar to its 1996 calibration.
Summary
The preceding comparisons of confidence intervals for the individual variables led to 
some conclusions. In both cases of forcing year 2005 data to fit equations calibrated for 
the year 1996, and of forcing 1996 data to fit equations calibrated for 2005, when Poisson 
regression was used the 1996 models based on the three traditional variables were 
statistically significantly different fi"om the 2005 models based on the three traditional 
variables, indicating that there was not temporal stability of the traditional variable 
models. However, when negative binomial regression was used the 1996 models based 
on the three traditional variables were not statistically significantly different from the 
2005 models based on the three traditional variables, indicating that there was temporal 
stability of the traditional variable models.
Comparison of 1996 Expanded Models vs. 2005 Expanded Models 
To compare the 1996 expanded models with the 2005 expanded models, confidence 
intervals of both the sets of the models will be compared. In Table 117a comparison of
226
confidence intervals for the individual independent variables in the expanded 1996 and 
expanded 2005 models is shown.
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Unfortunately, all four of the equations were found to not be statistically significantly 
significant at the p = 0.1 level or better. Therefore not much can be concluded about the 
equations with certainty. Although taken as a whole, not much can be said about the 
equations due to the poor p-values of one or more variable in the equations, it is possible 
to salvage something useful from the comparisons. If an individual variable are has a 
significant p-value comments may be made about that good variable.
The contributions of individual variables over time can be examined. The 
coefficients of significant variables can change and relative contributions described. For 
example, in the first equation in Table 117 the coefficient the variable “household 
persons” is 0.308 in the 1996 equation and 0.319 in the 2005 equation indicating that the 
amount of non-work trips attributed to the contribution of “household persons” remains 
relatively steady over time. However, the coefficient the variable “household income” is 
0.0048 in 1996, and it is 0.0022 in 2005. This would suggest that the contribution of 
“household income” towards the total number of non-work trips produced decreased by 
roughly half fi"om 1996 to 2005.
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As shown in Table 118, only the first of the equations was found to be significant.
The second, third, and fourth sets of compared equations were found to not be 
statistically significantly significant at the p = 0.1 level or better; and much cannot be said 
for them. The Poisson regression equation having the dependent variable of AllNonwork 
trips was found to be different over time.
Summary
The preceding comparisons of confidence intervals for the individual variables led to 
some conclusions.. In both cases of forcing year 2005 data to fit equations calibrated for 
the year 1996, and of forcing 1996 data to fit equations calibrated for 2005, when Poisson 
regression was used, the 1996 expanded models were statistically significantly different 
fi-om the 2005 expanded equations, indicating that there was not temporal stability of the 
traditional variable models. However, when negative binomial regression was used the 
1996 expanded models were not statistically significantly different fi-om the 2005 models 
based on the three traditional variables, indicating that there was temporal stability of the 
traditional variable models. When viewed in the context of the previous comparisons of 
confidence intervals of the models based on the three traditional variables, it must be 
concluded that by the measure of confidence intervals, the expanded models and not 
much better than the models based on the three traditional variables.
Comparison of Predictive Ability 
Using 1996 Models to Estimate 2005 Trips 
The regression models that were developed and calibrated using household travel data 
fi-om the year 1996 were applied to the household travel data fixjm the year 2005. This
231
was done in order to test whether there were significant differences between the 
predictive abilities for the models based on the three traditional variables and the 
expanded models for the two years. In Table 119 the sum squares error totals are 
compared for the 1996 models based on the three traditional variables applied to 2005 
data, and 1996 expanded models applied to the 2005 data.
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Table 119: Sum of Squares Error for 1996 Models Used to Predict 2005 Trips
1996 Equations using 
2005 data
Dependent
Variable
Regression
Technique Independent Variables SSE
AllNonwork96 = 0.671 
+ 0.312(HHPersons)
- 0.023(HHVehicles)
+ 0.00714(HHIncome)
AilNonwork96 StepwisePoisson
3 Traditional Variables 
Subject to P-values 73,061
HBShop96 = - 0.995 
+ 0.169(HHPersons) 
+ 0.0037(HHIncome)
HBShop96 StepwisePoisson
3 Traditional Variables 
Subject to P-values 4,991
AiiNonwork96 = 0.587 
+ 0.352(HHPersons)
+ 0.0054(HHIncome)
AilNonwork96 Stepwise Neg Binomial
3 Traditional Variables 
Subject to P-values 73,063
HBShop96 = - 0.924 
+ 0.196(HHPersons) HBShop96
Stepwise Neg 
Binomial
3 Traditional Variables 
Subject to P-values 5,065
AiiNonwork96 = 0.923 
+ 0.308(HHPersons) 
-0.038(HHVehicles)
+ 0.0048(HHIncome)
-  0.0015(BusStopslmi)
-  0.0012(AllShopCT3mi) 
+ 0.159(OutRecAre Imi)
- 0.012(IndEntCT3mi)
+ 0.0064(RestCT3mi) 
-0.0027(CsnoCT3mi)
-  O.OlOtFwvRamnSmil
AilNonwork96 StepwisePoisson
Best Cumulative Area 
OR Count 71,675
HBShop96 = - 0.126 
+ 0.179(HHPersons)
- 0.0077(BusStopsHami)
- 0.037(FwyRamp3mi)
- 0.045(MjrStsHami)
- 0.045(DistResCntrd)
HBShop96 StepwisePoisson
Best Cumulative Area 
OR Coimt 4,971
AllNonwork96 = 0.732 
+ 0.346(HHPersons)
+ 0.057(OutRecArelmi) 
+ 0.0033(HHIncome)
-  0.0020(BusStopslmi)
AilNonwork96 Stepwise Neg Binomial Best Cumulative Area 73,652
HBShop96 = - 0.235 
+ 0.188(HHPersons)
- 0.01 l(BusStopsHami)
- 0.036(FwyRamp3mi)
- 0.054(DistResCntrd)
HBShop96 Stepwise Neg Binomial
Best Cumulative Area 
OR Count 5,257
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In Table 120 the sum of squares error o f both the appropriately calibrated and “cross­
year” models when used to predict 2005 trips are compared.
Table 120: Comparison of 2005 Calibrated Models and 1996 Models Applied to 2005 Data
2005 Equations Dep.Variable
Rgrsn
Techn.
Independent
Variables SSE
1996 Equations using 
2005 data
Dep.
Variable
Rgrsn
Techn.
Independent
Variables SSE
AllNonWorkOS = 0.849 
+ 0.320(HHPersons)
- O.035(HHVehicIes)
+ 0.003 UHHInc05in96vi
All
Nonwork
OS
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
73,107
AllNonwork96 =  0.671 
4-  0.312(HHPersons)
- 0.023(HHVehicles)
4-  0.00714tHHIncome)
All
Nonwork
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
73,061
HBShopOS = -0.9S3 
+ 0.180(HHPersons)
+ 0.094(HHVehicles)
- 0.0034(HHIncSin96v)
HB Shop 
OS
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
5,155
HBShop96 = - 0.995 
4-0.169(HHPersons) 
4- 0.0037(HHlncome)
HB Shop 
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
4,991
AllNonWorkOS = 0.791 
+ 0.3S8(HHPersons)
-  0.041 (HHVehicles)
+ 0.00261HHIncOSin96vl
All
Nonwork
OS
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
72,857
AllNonwork96 = 0.587 
4-  0.352(HHPersons)
4- 0.0054(HHIncome)
All
Nonwork
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
73,063
HBShopOS = -0.981 
+ 0.213(HHPersons)
HB Shop 
OS
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
5,163
HBShop96 = - 0.924 
4 0.196(HHPersons)
HB Shop 
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
5,065
AllNonWorkOS = 0.S61 
4- 0.319(HHPersons)
-  0.036(HHVehicles)
+ 0.002S(HHIncSin96v)
- O.OI4(FwyRflmp3mi)
+ 0.0038(AllShopAre3m)
-  0.023(RestArea3mi)
+ 0.036(DistResCentr)
All
Nonwork
OS
Stepwise
Poisson
Best
Cumulative
Area
73,039
AllNonwork96 = 0.923 
4 0.308(HHPersons) 
-0.038(HHVehicles)
4 0.0048(HHlncome)
-  0.0015 (Bus Stops 1 mi) 
-0.0012(AllShopCT3mi) 
4 0.159(OutRecArelmi)
- 0.012(IndEntCT3mi)
4  0.0064(RestCT3mi) 
-0.0027(CsnoCT3mi)
-  0.010(FwyRamp3mi)
All
Nonwork
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
71,675
HBShopOS = -0.721 
4-  0.180(HHPersons)
4- 0.098(HHVehicles)
- 0.004(HHInc0Sin96v)
- 0.028(MajorStslmi)
4- 0.141(FwyRamplmi)
HB Shop 
OS
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
5,143
HBShop96 = - 0.126 
4 0.179(HHPersons)
- 0.0077(BusStopsHami)
- 0.037(FwyRamp3mi)
- 0.045(MjrStsHami)
- 0.045(DistResCntrd)
HB Shop 
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
4,971
AllNonWorkOS = 0.SS2 
4- 0.3S7(HHPersons) 
-0.043(HHVehicles)
+ 0.0021(HHInc0Sin96v) 
-  0.016 (FwyRamp3mi)
4- 0.002(AllShopAre3mi) 
4- 0.03UDistResCentr)
All
Nonwork
OS
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
71,736
AllNonwork96 = 0.732 
4 0.346(HHPersons)
4 0.057(OutRecArelmi) 
4 0.0033(HHlncome)
-  0.0020(BusStopslmi)
All
Nonwork
96
Stepwise
Neg
Binomial
Best
Cumulative
Area
73,652
HBShopOS = -0.747 
4- 0.209(HHPersons)
4- 0.097(HHVehicles)
- 0.0042(HHInc0Sin96v)
- 0.032(MajorStsl mi)
4- 0.157(FwvRamDlmil
HB Shop 
OS
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
5,185
HBShop96 -  - 0.235 
4  0.188(HHPersons)
- 0.01 l(BusStopsHami)
- 0.036(FwyRamp3mi)
- 0.054(DistResCntrd)
HB Shop 
96
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
5,257
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Table 120 indicates that the SSE values for the matched models based on the three 
traditional variables were very close, which would indicate that the equations calibrated 
to each separate year’s data do a relatively consistent of predicting trip production. 
However, one should note that the SSE values for the expanded models were slightly 
more closely similar, which would indicate, by comparison, that the expanded models do 
slightly improve upon the predictive ability of the traditional variable models.
Using 2005 Models to Estimate 1996 Trips 
Although unconventional, in an effort to evaluate the temporal stability of the 2005 
models, and converse to what was done in the previous sub-section, the regression 
models that were developed and calibrated using household travel data from the year 
2005 were applied to the household travel data from the year 1996. This was done in 
order to test whether there were significant differences between the predictive abilities for 
the models based on the three traditional variables and the expanded models for the two 
years.
In Table 121 the sum squares error totals are compared for the 2005 models based on 
the three traditional variables applied to 1996 data, and 2005 expanded models applied to 
the 1996 data.
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Table 121: Sum of Squares Error for 2005 Models Used to Predict 1996 Trips
2005 Equations using 
1996 data
Dependent
Variable
Regression
Technique Independent Variables SSE
AllNonWork05 = 0.849 + 
0.320(HHPersons) - 
0.035(HHVehicles) + 
0.003 KHHInc05in96v')
AIlNonworkOS StepwisePoisson
3 Traditional Variables 
Subject to P-values 98,732
HBShopOS = -0.953 + 
O.lSO(HHPersons) + 
0.094(HHVehicles) - 
0.0034('HHInc5in96v)
HBShopOS StepwisePoisson
3 Traditional Variables 
Subject to P-values 4,969
AllNonWork05 = 0.791 + 
0.358(HHPersons) -  
0.041 (HHVehicles) + 
0.0026fHHInc05in96v)
AIlNonworkOS Stepwise Neg Binomial
3 Traditional Variables 
Subject to P-vaiues 98,149
HBShopOS = -0.981 + 
0.213(HHPersons)
HBShopOS Stepwise Neg Binomial
3 Traditional Variables 
Subject to P-values 4,880
AllNonWorkOS = 0.561 + 
0.319(HHPersons) -  
0.036(HHVehicles)+ 
0.0025(HHInc5in96v) - 
0.014(FwyRamp3mi) + 
0.0038(AllShopAre3m) -  
0.023(RestArea3mi) + 
0.036(DistResCentr)
AIlNonworkOS StepwisePoisson Best Cumulative Area 99,899
HBShopOS = -0.721 + 
0.180(HHPersons) + 
0.098(HHVehicles) - 
0.004(HHInc05in96v) - 
0.028(MajorStslmi) + 
0.141 fFwvRamo 1 mil
HBShopOS StepwisePoisson
Best Cumulative Area 
OR Count S,2S9
AllNonWorkOS = 0.SS2 + 
0.3S7(HHPersons) -  
0.043(HHVehicles)+ 
0.0021(HHIncOSin96v) -  
0.016 (FwyRamp3mi) + 
0.002(AliShopAre3mi) + 
0.031 (DistResCentrl
AIlNonworkOS Stepwise Neg Binomial
Best Cumulative Area 
OR Count 99,228
HBShopOS = -0.747 + 
0.209(HHPersons) + 
0.097(HHVehicles) - 
0.0042(HHIncOSin96v) - 
0.032(MajorStslmi) +
0. lS7fFwvRamolmil
HBShopOS Stepwise Neg Binomial
Best Cumulative Area 
OR Count 4,976
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In Table 122 the sum of squares error of both the appropriately calibrated and “cross­
year” models when used to predict 1996 trips are compared.
Table 122: Comparison of 1996 Calibrated Models and 2005 Models Applied to 1996 Data
1996 Equations Dep.
Variable
Rgrsn
Techn.
Independent
Variables
SSE 2005 Equations using 
1996 data
Dep.
Variable
Rgrsn
Techn.
Independent
Variables
SSE
AllNonwork96 = 0.671 
+ 0.312(HHPersons) 
-0.023(HHVehicles)
+ 0.00714(HHIncome)
All
Nonwork
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
98,871
AllNonWork05 = 0.849 
+ 0.320(HHPersons)
- 0.035(HHVehicles)
+ 0.003 l(HHInc05in96v)
All
Nonwork
05
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
98,732
HBShop96 = -0.995 
+ 0.169(HHPersons) 
+ 0.0037(HHIncome)
HB shop 
96
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
4,804
HBShop05 = - 0.953 
+ 0.180(HHPersons)
+ 0.094(HHVehicles)
- 0.0034(HHInc5in96v)
HB Shop 
05
Stepwise
Poisson
3 Traditional 
Variables 
Subject to P- 
values
4,969
AllNonwork96 = 0.587 
+ 0.352(HHPersons)
+ 0.0054(HHInœme)
All
Nonwork
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
98,505
AllNonWork05 = 0.791 
+ 0.358(HHPersons)
-  0.041 (HHVehicles)
+ 0.0026(HHInc05in96v)
All
Nonwork
05
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
98,149
HBShop96 = -0.924 
+ 0 .196(HHPersons)
HB Shop 
96
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
4,812 HBShop05 = - 0.981 
+ 0.213(HHPersons)
HB Shop 
05
Stepwise
Neg
Binomial
3 Traditional 
Variables 
Subject to P- 
values
4,880
AllNonwork96 = 0.923 
+ 0.308(HHPersons) 
-0.038(HHVehicles)
+ 0.0048(HHIncome)
-  0.0015(BusStopslmi) 
-0.0012(AllShopCT3mi) 
+ 0.159(OutRecArelmi)
- 0.012(IndEntCT3mi)
+ 0.0064(RestCT3mi) 
-0.0027(CsnoCT3mi)
-  0.010(FwyRamp3mi)
All
Nonwork
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
98,529
AllNonWork05 = 0.561 
+ 0.319(HHPersons)
-  0.036(HHVehicles)
+ 0.0025(HHInc5in96v)
- 0.014(FwyRamp3mi)
+ 0.0038(AllShopAre3m)
-  0.023(RestArea3mi)
+ 0.036(DistResCentr)
All
Nonwork
05
Stepwise
Poisson
Best
Cumulative
Area
99,899
HBShop96 = -0.126 
+ 0.179(HHPersons)
- 0.0077(BusStopsHami)
- 0.037(FwyRamp3mi)
- 0.045(MjrStsHami)
- 0.045fDistResCntrd>
HB Shop 
96
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
4,682
HBShop05 = - 0.721 
+ 0.180(HHPersons)
+ 0.098(HHVehicles)
- 0.004(HHInc05in96v)
- 0.028(MajorStslmi)
+ O.HUFwvRamnlmO
HB Shop 
05
Stepwise
Poisson
Best 
Cumulative 
Area OR 
Count
5,259
AllNonwork96 = 0.732 
+ 0.346(HHPersons)
+ 0.057(OutRecArelmi) 
+ 0.0033(HHIncome)
-  0.0020(BusStopslmi)
All
Nonwork
96
Stepwise
Neg
Binomial
Best
Cumulative
Area
98,500
AllNonWorkOS = 0.552 
+ 0.357(HHPersons)
-  0.043(HHVehicles)
+ 0.0021 (HHInc05in96v) 
-0 .0 1 6  (FwyRamp3mi)
+ 0.002(AllShopAre3mi) 
+ 0.031 (DistResCentr^
All
Nonwork
05
Stepwise
Neg
Binomial
Best 
Cumulative 
Area OR 
Count
99,228
HBShop96 = - 0.235 
+ 0.188(HHPersons)
- 0.01 l(BusStopsHami)
- 0.036(FwyRamp3mi) 
-0.054(DistResCntrd)
H B  S hop  
96
Stepwise
Neg
Binomial
Best
C um ulative
Area OR 
Count
4,918
HBShopOS = - 0.747 
+ 0.209(HHPersons)
+  0 .0 9 7 (H H V eh ic le s )
- 0.0042(HHInc05in96v)
- 0.032(MajorStsl mi)
+ 0.157tFwvRamn 1 mil
H B  S hop
05
Stepwise
Neg
Binomial
Best
C um u la tiv e
Area OR 
Count
4,976
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Table 122 indicates that the SSE values for the matched models based on the three 
traditional variables were very close, which would indicate that the equations calibrated 
to each separate year’s data do a relatively consistent of predicting trip production. 
Unfortunately, one should note that the SSE values for the expanded models were 
noticeably more different than the traditional variable models, which would indicate, by 
comparison, that the expanded models are worse than the traditional variable models for 
consistency of trip production. When considered with the other results, one must only 
say that the results of the comparisons are inconclusive.
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS
The objective of this research was to develop trip production (generation) models that 
incorporate landuse and network characteristic variables that can capture the effects of 
growth. Trip production models were developed for non-work trips that incorporate 
disaggregate accessibility and transportation network variables, and evaluations were 
made to determine whether the variables and models are an improvement over models 
that contain traditional variables only. Several conclusions were drawn from the 
statistical examination of the models.
Statistically significant differences were found between models based upon 
traditional variables and models containing additional accessibility and network 
variables. This indicated that the models were sufficiently different to pursue further 
examination.
Forecasts were produced where models calibrated based on year 1996 data were 
applied to 2005 data, and vice versa. The findings were such that the forecasts produced 
by the two models were not found to be statistically different, meaning that there was no 
statistically significant improvement over existing trip production models.
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Further statistical tests indicated that the models containing additional accessibility 
and network variables did not exhibit statistically significantly better temporal stability 
than the models based upon traditional variables.
In summary, two conclusions were drawn:
• models which include accessibility and transportation network variables can 
be developed and are as valid as models that incorporate traditional variables;
• when models which incorporate traditionally used variables possessed 
temporal stability, models which incorporate accessibility and transportation 
network characteristics also exhibited temporal stability; when models which 
incorporate traditionally used variables did not exhibit temporal stability, 
models which incorporate accessibility and transportation network 
characteristics also did not exhibit temporal stability. Although the models 
which incorporate accessibility and transportation network characteristics did 
not exhibit temporal stability in more equations than models based on only the 
three traditional variables, the models with the additional variables did exhibit 
temporal stability in a similar number of equations and are therefore valid. 
Further a case can be made for the inclusion of accessibility and network 
variables in the models because doing so allows planners to investigate the 
effects of growth in trip production models.
Based on the results of the study, the following recommendations are made. Given 
that the models with accessibility and network characteristic variables have shown to be 
only statistically marginally better, an improvement in the performance of the models
240
may be made by collecting more extensive trip data. Expanded trip diaries collected by a 
household travel survey that include not just one day’s trips, but rather a whole week’s 
trips may provide a clearer picture of non-work travel behavior. Also, if larger samples 
were taken, by including more households, the results might show a stronger link 
between the expanded variables and their inclusion in models may be positive, and more 
significant.
Further improvements may be made if different regression techniques are used. In 
their paper, “An Investigation of Incident Frequency, Duration, and Lanes Blockage”, Qi, 
Teng, and Martinelli (2008) demonstrate how “Zero-inflated Poisson” and “Zero-inflated 
Negative Binomial” regression models can attenuate overdispersion problems caused by 
sample count data that is characterized by a disproportionately high number of “zero” 
responses. While this recent work dealt with prediction of counts of traffic incidents, 
these techniques could have applicability to trip production prediction, and might be able 
to produce better fitting models than standard Poisson and negative binomial models.
Another way to improve the regression models might be to use conditional Poisson 
models or conditional negative binomial models. Conditional models mean that only 
non-zero outcomes would be modeled. However, Cameron and Trivedi (1998) mention 
that conditional modeling is appropriate when decisions are made sequentially rather than 
simultaneously. For non-work and shopping trips this may not always be the case, as 
decisions may or may not be made simultaneously.
An important benefit of this research is the new way of defining disaggregate 
accessibility variables for different activities on a household-by-household basis.
Defining accessibility as a measure of the area or count of individual locations that host
241
activities in which a tripmaker may wish to participate may find applicability in other 
planning uses.
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Figure 13: GIS Map Showing 1996 Distrihution of Household Vehicles Variahie
248
2005 Household Vehicles N
/  %
%!
2005 Household
none
4 ^pfriore 
, 4 0 0 5  Ail Streets
Figure 14: GIS Map Showing 2005 Distrihution of Household Vehicles Variahle
249
1996 Household Income N
Legend
1996 Household ihcome
Under $17 ,500  
$17,500 ,to $29 ,999  
$3O,O0O to $47,499  
$47 ,500  o r m ore 
1997 All Streets 0 1.5 3 12■ Miles
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Figure 16: GIS Map Showing 2005 Distribution of Household Income Variable
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Figure 17: GIS Map Showing 1996 Distrihution of Regional Shopping Malls Variahle
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Figure 18: GIS Map Showing 2005 Distrihution of Regional Shopping Malls Variahle
253
1996 All Shopping
-i-rJp:
g4f|ii
N
I
s
t
Legend
•  1 9 9 6 /ûyll Shopping
  1997 All Streets
0 1.5 3 12
■ Miles
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Figure 21: GIS Map Showing 1996 Distribution of Outdoor Recreation Variable
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Figure 22: GIS Map Showing 2005 Distrihution of Outdoor Recreation Variahie
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Figure 23: GIS Map Showing 1996 Distribution of Indoor Entertainment Variable
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Figure 24: GIS Map Showing 2005 Distrihution of Indoor Entertainment Variahle
259
1996 Restaurants
li üH
Legend
♦ 1996 Restaurants
1997 AH Streets 0 1.5 3 12
■ Miles
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Figure 32: GIS Map Showing 2005 Distribution of Freeway Interchanges Variable
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Figure 34: GIS Map Showing 2005 Distribution of Bus Stops Variables
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Figure 35: GIS Map Showing Las Vegas Strip, Las Vegas CBD, Residential Centroid, and Parcels
Centroid Variables for 1996
270
.. 2005 "The Strip", Las Vegas CBD,
Phrcel Centroid, and Residential Centroid
K
Legend
2005 Las Vegas CBD 
The Strip
2005 Parcels Centroid 
2005 Residences VNfeighte^Dentroid 
2005 All Streets
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Centroid Variables for 2005
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