We consider the problem of stabilizing unstable equilibria by discrete controls ͑the controls take discrete values at discrete moments of time͒. We prove that discrete control typically creates a chaotic attractor in the vicinity of an equilibrium. Artificial neural networks with reinforcement learning are known to be able to learn such a control scheme. We consider examples of such systems, discuss some details of implementing the reinforcement learning to controlling unstable equilibria, and show that the arising dynamics is characterized by positive Lyapunov exponents, and hence is chaotic. This chaos can be observed both in the controlled system and in the activity patterns of the controller.
I. INTRODUCTION
In this work, we study the characteristics of dynamics generated by discrete controls of unstable equilibria, and also focus on neural network learning techniques for implementing such controls. It is well known that a properly designed control can suppress chaos. We prove that under certain circumstances control of an unstable fixed point can give rise to a chaotic attractor even in linear systems. The main problem is, how do we find a control that can stabilize an unstable fixed point? It turns out that there are methods in machine learning and artificial neural networks ͓1,2͔ that can solve this problem. In fact, examples of systems that can learn to perform such a control have been known for a long time, e.g., ͓3͔. Nonetheless, the nature ͑regular or chaotic͒ of dynamics involved in such controls has not been studied. By analyzing dynamical regimes, we show that, under discrete controls, chaos necessarily appears in the process of achieving desired ͑meaningful͒ goals of the control. Such controls are of interest in the field of artificial neural networks. By applying the technique of reinforcement learning, we demonstrate that neural networks can be trained to realize these controls.
Although our goal in this work is not to explain how the brain works, we would like to digress briefly to some existing works on brain dynamics, because it may be associated with both chaos and control. Currently, we are not aware of any one claiming to know for sure whether the brain dynamics is chaotic, stochastic, or regular but complicated. There are experimental data ͓4͔ indicating that the brain dynamics may be chaotic. The question is, what is the role and origin of chaos if the brain does use chaos in what it does ͓4-7͔? There is no definite answer to this question; only a number of hypotheses are available. Furthermore, most of these hypotheses lack support from experiments or model calculations.
The tasks of the brain include information processing and control. Some information processing or computing functions are now modeled by artificial neural networks ͑ANN͒, and almost none of the widely used ANNs require dynamical chaos as an essential element in their performance. Hence, it is worthwhile to study possible connections between chaos and control.
Among other activities, the brain and nervous system do solve problems of posture control and keeping the chemical balance of the body. We think that some essential features of such control mechanisms may be studied with models for stabilizing unstable mechanical or chemical equilibria. Such problems are typical of the theory of optimal control ͓8͔. If the equation of motion and available control actions are known, this problem can be solved with the help of standard analytical or numerical methods ͓8,9͔. However, such methods may not be used by the nervous system. Instead of solving equations, it perhaps learns from trial and error using certain types of experience such as pain or pleasure. In machine learning, such an approach is called ''reinforcement learning'' ͑RL͒ ͓2,1͔. So we have studied model problems regarding chaotic stabilization of unstable equilibria with the help of neural networks that utilize RL techniques. Except for reminding that chaos can yield, under suitable conditions, desirable results, we will not delve any further into the subject of brain dynamics. The paper is organized as follows. In Sec. II, we give details of the discrete control that we have used in this work. A discrete control implies that the control is chosen and applied at discrete moments of time, and it depends only on the current state of the controlled system. We prove that such a control of an unstable equilibrium can generate chaos. For simple problems, where the unstable manifold of a fixed point is one dimensional, such a control is obvious. For more complex problems, examples of which are presented in Sec. III, special methods of learning are necessary. The basic ideas of reinforcement learning are described in Sec. IV. Section V describes the neural network that we have used, numerical results that confirm chaotic behaviors in the resulting dynamics, and some problems related with application of RL. Section VI contains an illustration of how the chaos in a controlled object can generate complex temporal activity in the controlling neural network.
In short, our studies show that there are at least two possible relationships between control and chaos. Chaos may be a natural result of control. Also chaos may be used as a source of randomlike trials during learning. Earlier, there were attempts to utilize chaos instead of random signals in supervised learning of neural networks. Methods of reinforcement learning, which sometimes require special exploration techniques, seem better suited for utilizing chaos. Per-haps the brain also generates/utilizes chaos in a similar manner, but there is no evidence in favor or against such a thought.
II. DISCRETE CONTROL CREATES CHAOS
Let us consider a dynamical system ẋ ϭF(x), xR n with an unstable fixed point x 0 ͓F(x 0 )ϭ0͔. We want to stabilize it by adding a control term f. The resulting system takes the form
The task of the controller is to choose f so that the trajectory remains in the vicinity of x 0 .
The resulting behavior of the system depends on the actual scheme of control: f may take any value between f min and f max , or it can have values only from a discrete set; the controller may choose f continuously or only at some discrete moments of time. In typical problems of optimal control of technological systems ͓8͔, the control is usually continuous both in f and time. However, the so-called ''bangbang control,'' with only extremal values of f, often proves optimal; one needs to find the switching curves or surfaces in phase space, where the value of f should change. For the brain, it is perhaps more appropriate to choose the discrete scheme. First, all signals are transmitted by discrete pulses. Second, during certain periods, the neurons are in such states that they are unable to process incoming signals.
In this paper we shall consider the case of discrete control with the following characteristics: the controlling action f can take only discrete values, usually from a finite set; the specific value of f is chosen by the controller at discrete moments of time t k ϭk, and after it has been chosen, it remains constant until the next decision is taken; the choice of action depends only on the state of the controlled system x(t k ) at the moment t k .
From this definition, it follows that the controller should split the phase space into domains according to the chosen value of f. Within each domain, f is constant. Therefore, almost everywhere ‫ץ‬ f /‫ץ‬xϭ0.
Discrete control of continuous-time dynamical systems has been used in several problems of machine learning, see e.g. ͓3,10͔. We shall show that it may result in chaotic behavior of the controlled system, even if the latter is linear.
Let us consider the simplest unstable system
where f is the controlling ''force.'' Let us assume that, at some moment, the value f ϭ f "x(t k )… has been chosen. Then f remains constant until t kϩ1 ϭt k ϩ, and on this interval, Eq. ͑1͒ can be solved analytically to obtain the expression for x(t kϩ1 ). It is convenient to consider the mapping
The properties of this mapping depend on the choice of f. In the simplest case of binary control f ϭϮ f 0 ͓3,10͔, the control should return a trajectory back to the fixed point: f ϭϪ f 0 sgn(x). This gives the following one-dimensional mapping:
͑2͒
The plot of g(x) is shown in Fig. 1͑a͒ . The mapping ͑2͒ has two unstable fixed points Ϯx u , FIG. 1. Mapping resulting from discrete control of unstable fixed point in Eq. ͑1͒. ͑a͒ mapping ͑2͒ and an example trajectory; here ͗ f ͘ ϭ0; ͑b͒ increase in gradations of controlling force diminishes the attractor size, three regions correspond to f ϭϩ f 0 , 0 and Ϫ f 0 ; ͑c͒ dependence of the size of the attractor on for the mapping in panel ͑a͒; ͑d͒ nonsymmetric mapping with unequal forces, which is used below in one of the versions of cart-pole control. Asymmetry makes ͗ f ͘ 0, which helps to control the cart position.
For initial data with ͉x͉Ͼx u , iterations of x diverge. But for ͉x͉Ͻx u , the trajectory always remains within the domain Ϫx u ϽxϽx u , provided
In fact, the trajectory stays within the interval ϪAрxрA.
Since gЈ(x)ϭe Ͼ1 almost everywhere within this interval, there should be a chaotic attractor. Its dimension is 1 and the Lyapunov exponent is equal to . Therefore, the discrete ''bang-bang'' control adds a necessary delayed feedback, which creates chaos in a single differential equation.
The relations in Eq. ͑3͒ show that the control interval cannot be too large,
The smaller is , the closer is the trajectory to the point x ϭ0 ͑in the limit →0 we have AϷ f 0 →0-this is the situation of optimal continuous bang-bang control͒. At ϭ max ϭ Ϫ1 ln 2, the value of A becomes equal to x u , attractor ''collides'' with unstable fixed point and disappears via crisis ͓Fig. 1͑c͔͒.
It is interesting that, for too large , the trajectories can escape from the attractor only near the point xϭ0. Therefore, to allow larger , one can change the mapping in the vicinity of the origin by introducing the third control value f ϭ0. For smaller values, the attractor shrinks closer to the desired state xϭ0 ͓Fig. 1͑b͔͒. Therefore, the efficiency of control increases with the number of available grades of f. Note that an increase in gradation does not change the value of the Lyapunov exponent, it is always equal to .
An equally simple problem is that of stabilizing a pendulum in its highest point. The equation of motion in the vicinity of the equilibrium point has the form ẍ ϭ 2 xϩ f . ͑4͒
It is convenient to transform the second-order ordinary differential equations ͑ODE͒ to a system of two equations of the first order: let yϭ Ϫ1 ẋ , then ẋ ϭy, ẏ ϭxϩ f /. Now, if we use the change of variables uϭxϩy, vϭxϪy, then these equations take the form
The first equation describes motion along the unstable manifold of the saddle, while the second equation describes it along the stable manifold. As any special control of the second equation is unnecessary, the problem of inverse pendulum stabilization is reduced to Eq. ͑1͒, but the controlling force should depend on the sign ͑and maybe the value͒ of xϩẋ . The discrete control described above brings up a chaotic attractor with Lyapunov exponents ͕,Ϫ͖.
We can generalize these examples as stated in the following theorem.
Theorem 1. Let a linear dynamical system with the discrete control f be described by equation ẋ ϭAxϩ f . Suppose the origin (xϭ0) is an unstable equilibrium with the set of Lyapunov exponents 1 , . . . , n when there is no control ( f ϭ0). If the control keeps the trajectories within a bounded domain, then the dynamics in this domain will be chaotic with a set of Lyapunov exponents identical to that of the equilibrium point without the control.
The proof is obvious. According to the definition of a discrete control ͑see above͒, we have ‫ץ‬ f /‫ץ‬xϭ0 almost everywhere. This means that the Lyapunov exponents of the controlled system will be defined by the linear system u ϭAu. But this is just the original system without control and so the set of Lyapunov exponents is the same.
Similar arguments apply to linear mappings ͑systems with discrete time͒ with discrete controls.
We now consider nonlinear system with unstable equilibrium points. If the controlled trajectories of a nonlinear system stay sufficiently close to an equilibrium point, we have a case similar to a linear system discussed above. However, the Lyapunov exponents of the controlled and uncontrolled systems will generally be different. Only a weaker statement can be proved.
Theorem 2a. Let a nonlinear dynamical system with the discrete control f be described by x kϩ1 ϭF(x k )ϩ f , where F has the continuous derivative DF (x) . Let the origin (xϭ0) be an asymptotically unstable equilibrium with the set of Lyapunov exponents 1 , . . . , n , 1 Ͼ0 when there is no control ( f ϭ0). If the trajectories under control remain within a small enough ball centered at the origin, then the dynamics in it is chaotic with at least one positive Lyapunov exponent.
Let us denote BϭDF(0), then 1 , . . . , n are the Lyapunov exponents of the linear system u kϩ1 ϭBu k . If ͉x͉Ͻ␦, the continuity condition implies ͉DF(x)ϪDF(0)͉ Ͻ⑀ for some ␦ and ⑀. Therefore, we can write DF(x)ϭB ϩ⑀C(x) with some continuous and bounded C(x) that vanishes at xϭ0. By choosing ␦ small enough, it is possible to have ⑀ as small as necessary. Now, the Lyapunov exponents of the controlled nonlinear system should be obtained from the linear system v kϩ1 ϭ(Bϩ⑀C k )v k . It is clear that, for small enough ⑀, there should be exponentially growing solution and there should be at least one positive , as in the case with ⑀ϭ0. The proof of this statement is given in Appendix B.
If we consider ẋ ϭF(x)ϩ f as a system with continuous time, its Lyapunov exponents should be determined from u ϭDF(x)u. As in the previous case, it is possible to write DF(x)ϭAϩ⑀G(x), where AϭDF(0). Now, we can go from a differential equation to its ''stroboscopic map'' x kϩ1 ϭx(t k ϩ)ϭB k x(t k ). Again due to continuity B k ϭB ϩ⑀C k , Bϭ exp(A). This is a problem we have already considered; the only difference is that i should be replaced by i . This proves the following theorem.
Theorem 2b. Let there be a nonlinear dynamical system described by ẋ ϭF(x)ϩ f , where F has continuous derivative DF(x) and f is the discrete control. Let the origin (xϭ0) be an asymptotically unstable equilibrium with the set of Lyapunov exponents 1 , . . . n , 1 Ͼ0 when there is no control ( f ϭ0). If the trajectories under control remain within a small enough ball centered at the origin, the dynamics in this domain is chaotic with at least one positive Lyapunov exponent.
The above theorems characterize the dynamics under control, but they do not show how to organize such a control. From the examples above we can see that discrete control does not convert an unstable fixed point into a stable one. Instead, it shifts its position. Then, moving away from the new unstable point ͑in the example above xϭϮx u ) may correspond to moving towards the original equilibrium (x ϭ0). Such shifts should be made along the unstable and possibly central manifold of the original equilibrium. Therefore, the complexity of the stabilization problem depends on the dimensions d u and d c of these manifolds.
If d c ϩd u ϭ1, as in the examples above, then the control strategy is obvious. But if the new position of the unstable point has to ''dance'' in a higher-dimensional space, then intuition rarely can give ready recipe for the control. Let us consider two examples where d c ϩd u ϭ2 and 3.
III. EXAMPLES OF MORE DIFFICULT CONTROL TASKS
Note that the tasks considered in this section are difficult not from the viewpoint of the modern control theory ͓8͔, which we do not use here. The difficulty lies in the fact that there is no obvious control strategy for them. We want to see, how these tasks can be carried out by neural networks with reinforcement learning ͓11,3,12,1,2͔. As sample cases, we have chosen one mechanical and one chemical system.
The mechanical problem is the so-called cart-pole balancing problem ͓3,2͔, Fig. 2 ͑sometimes called broomstick balancing ͓13͔͒. There is a cart, which can move along the line from Ϫx max to x max . A pole is attached to the cart with one end such that it can rotate in the vertical plane parallel to the line of motion of the cart. Therefore, if the pole is set almost vertical, while falling, it moves the cart. If one pushes the cart, the push affects the pole dynamics as well. That is, by moving the cart, one can change the position of the pole. The state of the cart-pole system is determined by x ͑coordinate of the cart͒, ẋ ͑velocity of the cart͒, ͑inclination angle of the pole from the vertical͒, and ͑angular speed of the pole͒.
The control task is as follows: After every time interval , the controller receives the values of the cart-pole state variables x, ẋ , , . The controller can apply a force equal to Ϯ f to the cart, which acts during the next interval. The task is to keep the angle within the limits ͓Ϫ max , max ͔, and the position of the cart x within ͓Ϫx max ,x max ͔. If either or x falls out of their limits the controller receives a failure signal, and then the cart is returned to the position xϭ0, and the pole is set at some small angle 0 .
The parameters of the system were taken from ͓3͔. They, along with the equations of motion ͑A7͒, are presented in Appendix A. But the basic control mechanism and the main difficulty can be understood from the linearized equations near the fixed point (xϭẋ ϭϭ ϭ0),
with the initial conditions x(0)ϭẋ (0)ϭ (0)ϭ0, (0)ϭ 0 0. Here m c is the mass of the cart, m p and l are mass and length of the pole, g is the acceleration due to gravity, and friction terms are neglected. For the parameters used, m c ϭ10m p ϭ1, lϭ0.5, gϭ9.8 and ͉ f ͉ϭ10, so the factor at in the second equation is very small ͑1/44͒, and we get almost ''two-stage'' control: the force f accelerates the cart, while cart's acceleration works as a control force for the inverted pendulum.
It may seem that this problem is equivalent to the control of an inverted pendulum ͑Sec. II͒. One can exclude ẍ from Eq. ͑7͒, and the equation for coincides with Eq. ͑4͒, ϭ 2 ϩ, where and can be found from Eqs. ͑7͒ and ͑8͒. But experiments show that the simplest strategy, when f depends only on the sign of ϩ , works only when 0 is so small that it falls within the resulting chaotic attractor, ͉ 0 ͉р 0max Ϸ2.9°. Exact comparison of 0max with A for the problem ͑1͒ is hard, since the variable x in Eq. ͑1͒ corresponds to ϩ Ϫ1 rather than . For 0 Ͼ 0max , while converges to the chaotic attractor, the cart acquires speed. This initial speed is not related with the current values of FIG. 2. The cart-pole balancing task. Controller should choose the proper direction for f after each time interval such that the angle for the pole will remain within ͓Ϫ max , max ͔, and the cart never hits the ends of the track, Ϫx max ϽxϽx max . In the beginning, the cart is positioned at the middle of the track xϭ0 and the pole is set at some angle 0 that is within the admissible limits. In numerical calculations max ϭ12°, x max ϭ2.4, and in most presented examples 0 ϭϪ8°was used. The main conclusions, naturally, do not depend on 0 , though for ͉ 0 ͉ less than about 2.9°the control task becomes too easy -just the simple control strategy for an inverted pendulum solves the problem.
or , and hence cannot be compensated by a ''pendulum'' control. As a result, after some time, depending on 0 , the cart hits the end of the track.
It is easy to show that the linear problem described by
Eqs. ͑7͒ and ͑8͒ has the eigenvalues ͕,0,0,Ϫ͖. The two zero eigenvalues correspond to a translation degree of freedom. Therefore, the control should be organized in three dimensional subspace, and it is hard to organize it intuitively.
Comparison with inverted pendulum shows the role of the center manifold. The second control problem is related with chemical reactions. We have chosen the well-known system with oscillatory behavior, the Brusselator ͓14͔. In specially chosen variables it has the form ẋ ϭcϪ͑bϩ1 ͒xϩx 2 y, ẏ ϭbxϪx 2 y.
Here x, y, c, b are the concentrations of reacting chemicals. It is supposed that c and b are kept constant, while x and y can vary with time. It is easy to check that this system has a fixed point xϭc, yϭb/c. If we fix cϭc 0 ϭ1 and vary b, then for small bϽ2 the fixed point is stable. At bϭ2 the Hopf bifurcation occurs and oscillatory behavior can be observed. For the numerical experiment, we have chosen bϭb 0 ϭ3. The amplitude of the limit cycle for this choice bϭb 0 , is about 3 in both x and y. The task was the following: the controller receives the current values of x and y. Then it can set the values of cϭ f 1 c 0 and bϭ f 2 b 0 , where the factors f 1 and f 2 can be equal to 0.8, 0.9, 1.0, 1.1, or 1.2. These values of c and b remain unchanged during the next controlling period of the length . It is necessary to keep the values of x and y in the vicinity of the point (1,3). At cϭ1, bϭ3 this point is an unstable focus with the eigenvalues 1,2 ϭ(1Ϯͱ3i)/2, therefore the unstable manifold is two dimensional. There is also no obvious way of control in this case. To solve these model problems, we used the methods of reinforcement learning. Note that the solutions for the cartpole problem were published long ago, but we are interested here in the analysis of the resulting dynamics.
IV. BASICS OF REINFORCEMENT LEARNING
In order to explain the learning algorithm, we have to say a few words about reinforcement learning ͑RL͒. Sometimes it is called ''learning with a critic.'' The main task of RL is to work out optimal sequence of control actions to achieve a goal based only on evaluative feedback, when there are no examples of successful control.
RL has been known for about 50 years, but rapidly increasing interest in it arose in the late 1980s and 1990s, when several approaches ͑theory of Markov decision processes or dynamical programming, eligibility traces, temporal difference learning͒ merged together forming the modern theory of RL ͓2,1͔. Currently, it is not as widely known as, for example, neural networks. Its theory is under active development. Its recent applications include control of complex mechanical systems, navigation of robots, elevator dispatching, playing backgammon, optimal chaos control and others ͓2,1,15,16͔. Now we discuss some basic concepts of RL. More details about RL can be found, for example, in the excellent introductory book ͓2͔ and a number of papers, e.g., ͓1͔. The general scheme of RL includes ͑i͒ an environment which is characterized by its state s, ͑for example, a system to be controlled, such as the cart-pole͒ and ͑ii͒ an agent, ͑control-ler͒ who can perform action a ͑in the cart-pole example, the action is application of selected forces͒. For the sake of simplicity, we shall assume that both s and a are discrete. The agent receives information about the state s t at time t, and undertakes an action a t , which influences the environment. After each action, the agent receives information about the next state s tϩ1 and a scalar signal r t called reward. The reward may evaluate either the consequences of the last action or just the current state of the environment after a long sequence of actions. In the latter case the reward is delayed. For example, while the cart and the pole are within the specified limits, the reward is zero. When or x goes out of its limit, the reward is Ϫ1. Another example is the game of checkers or chess, where the reward is the outcome of the game. Negative rewards sometimes are called ''punishment'' or ''penalty.'' The rule, according to which the agent chooses its action (s,a) is called policy. Usually a policy is the probability of taking the action a. Deterministic choice means that for only one of the actions the probability is nonzero.
The task of the agent is to work out an optimal policy that brings maximal total reward during a large or infinite number of actions. In the latter case the sum ͚ kϭ1 ϱ r k may be infinite, and the discounted total reward used is ͚ kϭ1 ϱ ␥ kϪ1 r k , 0Ͻ␥ Ͻ1 ͑usually ͉r k ͉ is bounded͒.
Interaction of the agent and the environment is usually described in terms of the transition probabilities P ϭ P(a,s,sЈ) from the state s to the state sЈ after the action a, and by the value of the reward RϭR(a,s,sЈ) after such transition. The value of r k in numerical experiments is always equal to a value of R. If all P and R are known, then the optimal policy can be found by the methods of dynamic programming ͑DP͒ ͓17,8,2͔ ͓sometimes the term Markov decision process ͑MDP͒ is used͔. Within this approach, it is convenient to define the value V (s) of each state s as the expected total discounted reward, if the agent starts to act from this state and follows the policy . Similarly, one can define the value Q (s,a) of each action a at the state s. The set of V or Q is a solution of a certain linear system of equations. Values of V and Q are closely related: if one knows all V, P and R, it is easy to calculate all Q and vice versa.
To obtain an optimal policy, the method of policy iteration is used. If the agent chooses an action with the largest Q ͓instead of the current policy (s,a)], then for this new policy 1 all V 1 уV and Q 1 уQ . This new policy in turn can be improved and so on. It has been proven that this process converges to an optimal policy with action values Q* (s,a) . On the other hand, if one knows all Q*(s,a), then the policy itself can be easily found: every time one must choose the action with the largest Q*. One of the RL algorithms, described below-the Q learning-estimates the values Q* almost independently of the current policy .
It The resulting estimates of Q correspond to an optimal policy and there is no need for policy improvement ͑though, the current policy should make it possible to evaluate Q for all essential states and actions͒. For the choice of ␣, usually there is no strong theoretical restriction. Proof of convergence for these methods ͓2,1͔ requires that ␣ t should slowly decrease with time so that ͚ t ␣ t ϭϱ, ͚ t ␣ t 2 Ͻϱ ͑for example, ␣ t ϭ␣ 0 /t). Sometimes, the methods work well for nondecreasing ␣ t , which may even not be very small ͑for some problems even ␣ϭ1 is the best choice ͓1͔͒.
The rate of convergence of RL methods ͑both TD and Monte Carlo͒ does not follow from the theory. Such results are empirical and based upon a large number of computer experiments. For any given system, the methods may behave differently. However, for working out a good policy, one may not need a precise estimate of Q, in fact, one needs only to know which Q is the largest. Experiments show ͓2,1͔ that TD methods usually provide such information faster.
Efficient implementation of these methods include two more ideas: eligibility traces, which come from learning theories ͓18͔, and exploration/exploitation tradeoff, which is a common problem in stochastic control.
The idea of eligibility traces was developed originally for model neurons to reproduce effects similar to conditional reflexes ͓18͔. These reflexes relate two events, ''neutral'' and ''essential,'' that are separated by a time interval. The idea was that neurons and connections responsible for processing neutral events, for some time after them remain eligible for changes. Essential events can cause these changes. As a result, after several repetitions, a neutral event may cause the same effect as an essential one. The corresponding mathematical model of neurons, besides the usual connection weights between neurons w i jt , includes values e i jt , called eligibility traces. The updating rule for the weight takes the form ⌬w i jt ϳe i jt r t , where r t is a signal generated by ''essential'' event. Initially, all e i j0 ϭ0. When a connection becomes eligible for changes, the corresponding e is set to 1 ͑or increased by 1͒. Then it exponentially decays e tϩ1 ϭe t , Ͻ1. Therefore, for some time after resetting e, the corresponding connection can change, but later such a possibility vanishes until new resetting.
In the reinforcement learning, this idea has been implemented as an attempt to solve the problem of credit assignment. When the reward is a result of many actions a t , a tϪ1 . . . , one would like to know, which of these actions is responsible for r tϩ1 . How do we assign a correct credit to each a t , so that we have the correct updating of value functions and improving policy? In general, the answer to this question may not exist, but for ergodic Markov chains the effect of each action ͑or being in a specific state͒ decays exponentially. Therefore, at least for some problems, exponentially decaying eligibility traces may partially solve the problem of credit assignment. The corresponding class of RL algorithms has been called TD(), where stands for the decay rate of the eligibility traces. For each state ͑or stateaction pair͒ there is a variable e(s) ͓or e(s,a)]. It is set to 1 every time the environment is in the state s ͑and an action a is chosen͒. Then e(s) exponentially decays to 0 unless the state returns to s. This helps updating simultaneously many V or Q values, which are relevant to the latest actions: V (s) ϭV(s)ϩ␣ t e(s)⌬ t , or Q (s,a)ϭQ(s,a)ϩ␣ t e(s,a)⌬ t . According to ͓2,1͔, eligibility traces may significantly accelerate RL especially in the case of delayed reward in which nonzero r appears after many actions.
The task considered may be episodic, that is, some of the states s i are terminal. When the system falls into a terminal state, the process stops. For subsequent learning, another episode should begin. Note that the cart-pole balancing problem has been formulated as an episodic task. When the conditions for x or are violated, the system is considered to be in a failure state, after which it is reset. For episodic tasks, when a new episode begins, the eligibility traces also should be set to zero.
Another problem is related with the following contradiction: to increase performance it is necessary to follow the best policy, that is, to select actions with the largest Q estimate ͑such policy is called greedy͒. But to get correct Q estimates, it is necessary to try all or a large number of actions, most of which are inefficient. The learning systems must explore possible actions. This exploration is achieved usually by two methods: ͑i͒ Set high initial values for all states/actions. This encourages the learning system to try all states and actions, but only during some initial time interval. ͑ii͒ Follow nondeterministic policy, choosing nonoptimal actions with small probability ⑀ (⑀-greedy policy͒. Also, exploration is necessary when the environment is nonstationary. Then the optimal policy may change with time, and the learning agent should be able to find the new one.
All these methods can be generalized for the case of continuous states and continuous actions ͓2,1͔. This substantially increases capabilities of the methods, but at the same time creates new problems with Q(s,a) or V(s) approximation. For continuous actions, there is also the problem with the choice of the best action. In this paper we wanted to study some details of application of RL to dynamical systems and limited ourselves to the simplest implementations of RL.
It is important to note that, despite the relative simplicity of general idea, any specific implementation of RL may require a thorough accounting of the details. For example, performance of the methods sometimes depends on the proper choice of the parameters ␣, ␥, , ⑀ ͑examples are shown below͒. Also, if the system is non-Markovian ͑as it is often the case in practice͒, then there is no proof of convergence of the above technique. It is known that in such cases the results of Q learning may oscillate between several policies ͓1͔ ͑ex-amples will be shown͒. Another possible source of oscillations is pointed out in ͓19͔: convergence in the ''policy space'' may be rather complex and may resemble a stable focus. Convergence is accompanied by wandering between various ''neighboring'' policies.
We should also note that the described approach of value functions is the most general, but not the only one in the theory of RL. For other approaches see, e.g., ͓1,11,12,20,15͔ and references therein.
V. NEURAL CONTROLLING ARCHITECTURE AND NUMERICAL RESULTS

A. The problem of phase space partitioning
To apply a discrete version of RL to the problem of control of a dynamical system with continuously changing state, it is necessary to make a partitioning of its phase space ⍀ ϭഫA i , A i പA j ϭл. In ͓2͔, it is called ''tile coding.'' Each domain A i of this partition corresponds to one ''state'' s i , which determines a controlling action. Then with the help of RL, it is necessary to find the best policy.
From the view point of the theory of Markov decision process, the main requirement is that this partitioning should be Markov. That is, the probability with which a trajectory jumps from partition A i to A j must not depend on its previous history. Such Markov partitions are used, e.g., in ergodic theory of dynamical systems ͓21͔. But usually it is very hard to build such a partition and to prove whether it is Markov or not. It is known that the methods of RL may work for nonMarkov partitions very well. On the other hand, non-Markov partitioning may be a cause for their poor performance.
The main problem with partitioning is that it should allow a good control policy. If it does, then most probably RL will find this policy. If it does not, nothing can help. The problem of partitioning seems to be one of the hardest, and it requires a good intuition, experience, and a priori information about the problem ͓1͔ ͑for example, in the problem of stabilizing a fixed point most important is the partitioning of the unstable and center manifolds͒. If the partitioning has to be very fine, then it may be better to use a different kind of coding. For example, one can use a continuous approximations of dependence ͗point of phase space͘→͗control action͘ ͓1,2͔ with the help of a neural network. But our model problems allow to work with rather coarse partitions, so we used the simplest approach. In ͓3,10͔ the partition of the cart-pole phase space has been done with the help of so-called ''boxes'' -rectangular cells of different sizes. But, as our experiments show, self-organizing neural network provides better partitioning.
One of the efficient mechanisms of partitioning is the use of vector quantizing ͑VQ͒ networks or self-organizing maps ͑SOM͒ ͓22-24͔. These networks have a set of reference vectors v k ͑input connections͒, and they split the whole space into so-called Voronoi or Dirichlet cells: the ith cell consists of the points x, for which the vector v i is the nearest of all v k (xA i if argmin k ͉xϪv k ͉ϭi). Such partition will depend on the number and location of the vectors v k , and on the metric used for calculation of distances.
So, if xA i , then the VQ network activates the ith neuron. We associate with it the values of Q(s i ,a), corresponding to the state s i and operations, related with the RL and the choice of control action ͑so this should be an ''intellectual neuron,'' which may represent a neurons ensemble or a separate network͒. This neuron receives current reinforcement signal, calculates the value of ⌬ t , updates Q, chooses the next control action, and sends this information to other neurons and the corresponding f to the controlled system ͑Fig. 3͒.
One of the advantages of SOM networks is the ability to adjust the partitioning to the available set of ''experimental'' data points, or even reproduce their distribution density. Among numerous applications of such networks ͓22͔, there are applications in control, e.g., robot movements ͓22,15͔. But standard algorithms of SOM learning are not good for our problem. For this reason we applied another type of VQ network, which can be called ''self-developing network.'' It is based upon the idea of network growth ͑see, e.g., ͓25͔͒. The algorithm was very simple: we placed a new neuron at the current trajectory point when the nearest neuron to it proved farther than some threshold distance d 0 . The values of Q for this new neuron are copied from its closest neighbor. Performance of this technique depends on the value of d 0 , and on the choice of the metric in phase space. As our experience shows, it is not hard to find appropriate values by trial and error method. At the initial stages of learning, this approach leads to variable number of the states, but both sarsa and Q-learning methods can be easily adopted to it.
B. Cart-pole control
In the work ͓3͔, the ''boxes'' partitioning of phase space was taken from another paper on machine learning ͓10͔. The allowed limits on x and were ͉x͉Ͻx max ϭ2.4 and ͉͉ Ͻ max ϭ12°, respectively. The partition was organized as a number of rectangular cells, formed by hyperplanes located at xϭϮ0.8, Ϯ2.4, ϭ0°, Ϯ1°, Ϯ6°, Ϯ12°, ẋ ϭϮ0.5, Ϯϱ, ϭϮ50, Ϯϱ. This gives a partition of 3ϫ6ϫ3ϫ3 ϭ162 cells. The control technique was the simplest ''bangbang'' -application of the force f equal to either ϩ f max or Ϫ f max to the cart, where f max ϭ10. As it was shown in ͓3͔, the RL methods were able to find a good policy, and the pole was kept upright for a long time.
We repeated their results, and studied the problem in more detail, because we wanted to explore both the characteristics of the regime arising under control and the capabilities of the RL techniques. We used the Q learning ͑12͒ and sarsa ͑11͒, which did not exist when the work ͓3͔ was published.
As it can be expected, the control occurred in a chaotic regime. The estimated values of Lyapunov exponents ͓21͔ were very close to the eigenvalues of the linearized systems ͑7͒ and ͑8͒ ͕,0,0,Ϫ͖, Х5.62. The typical set of Lyapunov exponents obtained numerically for the original nonlinear model ͑see Appendix A͒ was ͕5.63,0,0, Ϫ5.63͖ in good agreement with the linear analysis. They slightly varied for different control schemes, but the difference with the analytical estimates never exceeded 0.1.
From the linearized equations ͑7͒ and ͑8͒, one can get the equation for the pole alone, ϭ 2 ϩ, ͉͉ϭ29.3. The results of Sec. II give the estimate for the upper limit of the control interval as max ϭ Ϫ1 ln 2Х0.12. But RL methods could not find a good policy for close to max , because the cart rather quickly hit the end of the track. It proves that the control interval (ϭ0.02) used in ͓3͔ is close to the practical upper limit for this control scheme. We also used this value.
To check the performance of RL algorithms, we wanted to find a coarser partition. With it, all possible policies can be tested to find the best one. Then the results of RL methods can be compared with this best policy. Note that the partition from ͓3͔ gives 2 162 -10 50 different policies. Hence, it is practically impossible to check whether a better one exists or not. As our results show, the partition indeed may be coarser, but the problem should be slightly nonsymmetric. FIG. 3 . Scheme of the simplest neural controller with reinforcement learning. Information about current state x of dynamical system goes to vector quantizing network, which determines, which domain A i it belongs to. Then the corresponding neuron is activated: it calculates the updating term ⌬ ͑11͒ or ͑12͒, updates Q(s i ,a k ) if e(s i ) 0, and chooses the next action a * from the set of possible ͕a k ͖. Then it sends the values of ⌬ ͑for current update͒ and Q(s i ,a * ) ͑for calculating ⌬ next time͒ to other neurons, and the necessary control f (a * ) to the dynamical system. The reward r is estimated from the current state x by a separate subsystem, e.g., a set of special sensors, then it goes to neurons for ⌬ calculating.
Coarse boxes partition
As we mentioned in Sec. III, the problem with the cart position control arises because, for large initial angles (0), the cart acquires some speed during the convergence of to the attractor. With a large number of partition cells the cart sometimes gets more pushes to the right or to the left and this helps compensate for initial and all subsequent impulses. But similar effect can be easily obtained if the controlling forces acting to the left and right are made unequal, say, Ϫ f max and ϩ0.9f max , the partition of unstable manifold is chosen to be unsymmetrical. This way it is easier to control the motion of the cart. It is necessary only to switch between the ''left'' and ''right'' modes at proper times. This can be done by partitioning the center manifold: the important factors are the signs of x and ẋ ͑where the cart is and where it is moving to͒.
The unstable manifold corresponds to the variable u ϭϩ , and for unsymmetrical partitioning we set the threshold values of u equal to Ϯ10, Ϯϱ. For the center manifold, we used only zero threshold for both x and ẋ . This gives only 3ϫ2ϫ2ϭ12 cells and 2 12 ϭ4096 control policies. It is easy to find an optimal policy just by trying them all without any learning. Thus, we can check how good is the solution obtained with the help of RL.
The ''balancing times'' t B , for most deterministic policies, depend on the initial angle (0), but qualitatively, the distributions of t B are similar. For (0)ϭϪ8°, for example, 4030 policies have 0.08рt B р5.02 ͑more than half give the worst result͒. The three best results are: one policy with t B ϭ25.60, 64 policies with t B ϭ133.58, and the optimal policy with t B Ͼ10 6 ͑most probably, it is infinite͒. For (0)ϭ Ϫ3°, three best results were 29.62 ͑1 policy͒, 139.58 ͑64 policies͒, and also one optimal policy with most likely t B ϭϱ. For positive (0), when large negative values are not needed, one more policy becomes optimal. Therefore, for a random choice of policy, the probability to find a good one with t B Ͼ100 is 2%, and that for the optimal policy is less than 0.05%. To show the importance of symmetry breaking, we made similar tests for symmetric control with f ϭ Ϯ f max , and the best t B was about 23.
When applying RL methods to this problem, we tested a number of different values of ␣, ␥, ⑀, and , and the two methods, Q learning and sarsa. In both methods, we used the ⑀-greedy policy based on the latest Q estimates.
The problem naturally splits into episodes, the end of each episode being the fall of x or outside their limits ͑terminal state in terms of RL͒. While the cart and the pole remain within specified limits, the controller receives the reward r ϭ0, and at the terminal state the reward rϭϪ1. Therefore, nonzero reward comes only rarely, but learning goes on all the time: TD methods change the values of Q such that they become consistent with the trajectory of the dynamical system. The value of ␣ t slowly diminished with time as ␣ t ϭ␣ 0 /(1ϩ␤t learn ) , where t learn is the total learning time, including the duration of all previous episodes.
The quality of the current Q estimates ͑and hence the current greedy policy͒ has been verified experimentally by evaluating the corresponding t B value. We estimated t B at the end of each episode ͑this time is not included in t learn ), when x or goes out of their limits and the controller receives nonzero reward rϭϪ1. The process of learning then can be shown as a sequence of t B values. Sometimes, these t B values stabilized at certain number, and sometimes they oscillated. The examples are shown in Figs. 4-6. Note that usually t B does not coincide with the episode duration even if the policy is deterministic (⑀ϭ0). During the episode the values of Q are updated, and the current greedy policy may change. FIG. 4 . The problem of cart-pole control, 12-cell boxes partition of phase space. Examples of Q-learning performance for different parameters. Shown is the balancing time for learned greedy policy after each episode. Testing of the balance time stopped after tϭ6000, and this value corresponds to the best policy. Dots show the duration of the corresponding episode. For all examples the initial position of the pole was the same 0 ϭϪ8°. ͑a͒ ␣ϭ0.1, ␤ϭ0.01, ␥ϭϭ0.5, ⑀ ϭ0.1 (⑀-greedy policy͒; ͑b͒ same as panel a, but ⑀ϭ0 ͑purely deterministic policy, exploration is due to system's chaoticity͒; ͑c͒ ␣ϭ0.1, ␤ ϭ0.01, ␥ϭ0.95, ϭ0.5, ⑀ϭ0.1; ͑d͒ same as ͑c͒, but ⑀ϭ0. Therefore, policy randomness may both improve and spoil the performance. Optimal values of parameters do not follow from theory, but can be found in numerical experiments.
The total number of test runs was about 1000 for every method. The learning period was limited: we had the number of episodes р500, the duration of each episode р6000 ͑both in learning and testing, t B ϭ6000 in the figures corresponds to the optimal policy͒, and the total learning time р50 000. To characterize the RL performance, we used the following values: ͑1͒ the best t B value T max found during learning: ͑2͒ the average balancing time T A for the period after a good policy with t B Ͼ100 has also been found. Even though this value depends on the limit of episode duration, it is instructive.
For Q learning, the best policy has been found at least once (T max ϭ6000) in 43% of all runs with the average value of T A ϭ1230, in 51% of runs T max ϭ133, and only in 6% a good policy has not been found at all. For sarsa, similar result was 69% (T A ϭ469), 29% and 2%.
To find out the role of the exploration, we compared only the results for ⑀ϭ0. They were 29% (T A ϭ1813), 67%, and FIG. 5 . The problem of cart-pole control, 12-cell boxes partition of phase space. These examples show that sometimes performance of Q learning may be poor, probably, because of nonMarkovian partitioning of phase space. It is known that for partially observed Markov process Q learning may oscillate ͓1͔. ␣ϭ␤ϭ0.01, ␥ϭ ϭ0.5, 0 ϭϪ8°, ⑀ϭ0.1 ͑a͒, 0.01 ͑b͒, 0.001 ͑c͒, 0 ͑d͒.
FIG. 6.
The problem of cart-pole control, 12-cell boxes partition of phase space. Several examples of the sarsa scheme performance, 0 ϭ Ϫ8°. ͑a͒ ␣ϭ0.1, ␤ϭ0.01, ␥ϭ0.5, ϭ0.5, ⑀ ϭ0.001; ͑b͒ ␣ϭ0.01, ␤ϭ1.0, ␥ϭ0.95, ϭ0.9, ⑀ϭ0.01; ͑c͒ ␣ϭ0.1, ␤ϭ0, ␥ϭ0.5, ϭ0.5, ⑀ ϭ0.0001; ͑d͒ ␣ϭ0.1, ␤ϭ0, ␥ϭ0.5, ϭ0.5, ⑀ ϭ0.
4% for Q learning and 62% (T A ϭ531), 37%, and 1% for the sarsa scheme. Therefore, exploration increases the chances to find the optimal policy.
As it is noted in ͓1͔, oscillations in Figs. 4-6 may be the result of non-Markovian states. We tested the partition with the help of the entropy estimates. For the optimal policy, we generated a long trajectory of 10 7 data points and evaluated the probabilities p i of the trajectory to fall into each of the partition domains A i , the pair probabilities p i j (A i →A j ) and triple probabilities p i jk (A i →A j →A k ).
For a true Markov chain the following relations should be valid,
where P i j are the transition probabilities. Since the trajectory is long, most likely the probabilities p i are close to their limiting values, so p j ϭ ͚ i p i P i j . First, it is possible to check the conditions ͑13͒. From these conditions it follows that, for Markov chain, the identity ⌬ i jk ϭp i jk p j /p i j p jk ϭ1 should hold. To characterize the deviation from 1, we calculated the mean value
͖͘ for all p i jk Ͼ0.01, and it was equal to 1.8 instead of 1.
Another characteristic may be the entropy. For the case of Markov chain and limiting p i , the following must hold,
so H 3 ϪH 2 ϭH 2 ϪH 1 , H 1 Ϫ2H 2 ϩH 3 ϭ0. Our estimates gave H 1 Х1.68, H 2 Х2.61, H 3 Х3.08, so ⌬HϭH 1 Ϫ2H 2 ϩH 3 ϭϪ0.46, so the deviation from a Markov chain is obvious. This may explain the oscillatory behavior in Q learning ͓1͔.
Self-developing network
To make a self-developing network, we used a special metric in phase space for calculating the distance from a point xϭ͕x,,ẋ, ͖ to a vector v k , corresponding to the kth neuron: (x,v k ) 2 ϭ ͚(c i x i Ϫv ik ) 2 . The ranges for different components of x differ too much, and without a proper metric it is necessary to use too many neurons for efficient control. The set of coefficients c i in the tests described below was the following: c 1 ϭc 3 ϭ1/x max , c 2 ϭ1/ max , c 4 ϭ1/(5.6 max ).
The first neuron was placed at the target point x targ ϭ0, that is v 1 ϭ0. When the trajectory moved too far from all existing neurons, a new neuron was added, and the initial values of Q for it were copied from its nearest neighbor. Since, in this problem, we are interested in keeping the trajectory close to 0, we used additional factor to prevent from having too many new neurons far from the target point. So, the final criterion for creating a new neuron was the following: Let the trajectory be at the point x, and v k correspond to the nearest of existing N neurons. If (x,v k )Ͼ 0 e (x,x targ ) , then we create a new neuron with v Nϩ1 ϭx, which corresponds to the state s Nϩ1 , and set Q(s Nϩ1 ,a)ϭQ(s k ,a). In numerical experiments, we used ϭ0.5, which proved to be optimal.
Changes in the value of 0 lead to a sort of phase transition in the algorithm behavior. For small 0 values the number of neurons did not stabilize until the upper limit for N has been reached. The performance of RL algorithms in this situation was not good. For too large 0 , the partition was too coarse. There was an interval of 0 values, in which the performance of the methods was the best, see Fig. 7 .
The growing network helped obtain even simpler partitioning, including only eight neurons ͑instead of 12 in boxes͒ for symmetric control ͑that is, with the same values of f in both directions͒ with most probably infinite t B . Another interesting effect was that, for self-developed partitions, usually the value of ⌬H was smaller than that for 12-cell boxes. Once we obtained a partition with 13 neurons for which ⌬HϭϪ0.02. But, when we set this partition manually and FIG. 7 . Dependence of the self-developing network efficiency in the cart-pole problem on the parameter 0 . For each 0 value 10 test runs have been done, learning was terminated after finding a policy with t B Ͼ1000 or after 500 episodes. ͑a͒ The number of neurons in the network at the end of learning after the good control policy has been found ͑black circles͒ or after 500 training episodes ͑empty circles͒. ͑b͒ The percentage of the runs where good control policy has been found. tested the performance of Q learning, the convergence was not very good. Therefore, even the closeness of optimal controlled behavior to Markov chain does not guarantee good convergence of Q learning. This may happen, for example, if the properties of transitional probabilities P(a,s,sЈ) are policy dependent. It also proves that sarsa can find optimal policy faster than Q learning, but may also ''lose'' it more easily. The problem with convergence still remains.
In all cases, the learned control regime was chaotic with the values of the largest Lyapunov exponent between 5.62 and 5.72.
C. Control of a periodical chemical reaction causes hyperchaos
In this case, the unstable manifold is two-dimensional, and it is also hard to propose any intuitive control strategy ͑though there exists a very simple control strategy that has been found by RL͒. This problem proved to be simpler than the cart-pole one. We obtained good results with boxes, randomly distributed neurons, and self-developing network. We shall present results only for the self-developing network ͑Fig. 8͒. An interesting feature of the Brusselator control is that the convergence of RL algorithms was essentially better than that for the cart-pole. Also, there is no need to introduce any special metric for the use of a self-developing network.
We considered two kinds of control problems. The first one, as in the case of the cart-pole, was episodic. The trajectory always started in the vicinity of the unstable focus x 0 and the episode terminated when ͉xϪx 0 ͉Ͼ0.5. The reinforcement signal was rϭeϪe 2͉xϪx 0 ͉ . An example of learned behavior and locations of the neurons are shown in Figs. 8͑a,b͒. The parameter values of the Q learning were ␣ ϭ0.1, ␤ϭ0, ␥ϭϭ0.5, ⑀ϭ0.05, ϭ0.2. The period of the limit cycle is TϷ7.2.
The second task was continuous learning without a terminal state. The trajectory started at some point, remote from the focus ͑in our experiments from xϭyϭ1), and the controller received the reward signal rϭeϪe 2͉xϪx 0 ͉ . To come close to the focus, the controller must explore the domain near it, place a number of neurons there, and learn the corresponding Q values. To solve this problem with the growing network, it was necessary to wait for about 2000 cycle periods. An example of the results is shown in Figs. 8͑c,d͒. In this problem, sarsa was more efficient. The parameters are the same as in panels a,b.
The control of Brusselator motion, near the focus, always occurred in hyperchaotic regimes. There were two positive , that is there may be 25 different control actions. Dotted line shows the stable limiting cycle in the model, and the cross -the unstable focus xϭ1, yϭ3, in the vicinity of which trajectory should be kept by the control. Black circles show the location of the VQ network neurons, which correspond to discrete states s i , used in the control. Solid line shows the trajectory under deterministic control, learned by RL with self-developing VQ network. Two different kinds of problem were considered. ͑a, b͒ Like in the cart-pole problem, initial data were chosen in the vicinity of the focus, and when the trajectory moved too far away from it, the controller received a failure signal, after which new episode started again from near the focus. Neurons appear only near to the focus, and a few of them are enough. Panel ͑b͒ shows the controlled trajectory in larger scale. ͑c, d͒ Learning started from the limiting cycle and was not splitted into episodes, and the reward signal was negative with the value proportional to the distance from the focus. Here neurons cover the whole neighborhood of the cycle, and their number is much larger.
Lyapunov exponents 1,2 Ͼ0 with close values, 1 Х 2 .
Since the values of depend on c and b, which were varied during control, the observed values cannot be related to a single linear problem. Typical values were between 0.4 and 0.65.
VI. ''ENCEPHALOGRAM'' FROM A NEURAL
CONTROLLER.
An important way of brain studies involves recording its electrical activities and subsequent analysis of these recordings. We also made such recordings for the controlling network. We chose one of the neurons and when it was active we set the activity signal to 1, and 0 otherwise. The examples of such activity record for two neurons from the network of 26 and corresponding autocorrelation functions are shown in Fig. 9 .
The recordings show the presence of both randomness ͑autocorrelation function decays͒ and some regularity ͑strong high-frequency periodic component͒. It is hard to make any direct comparisons with the activities of a real nervous system, but perhaps this observation may be pursued further in connection with brain chaoticity detected by electroencephalogram ͑EEG͒.
VII. CONCLUSIONS
Discrete control is used in some machine-learning schemes. When the control is used to keep a dynamical system in the vicinity of an asymptotically unstable equilibrium, a typical outcome of the control problem is the creation of a chaotic attractor. Thus, we have an effect that we may call ''chaos with control.'' It will be good to know if such chaos with control appears in the activities of the brain.
There are methods in machine learning and artificial neural network theories that can find policies to perform such a control. Some examples of application of these techniques are presented in the paper. We have also discussed possible problems that can arise during such applications. This coding technique in reinforcement learning with growing networks appears to be efficient in controlling unstable equilibria. We considered only one of the simplest neural network implementations of reinforcement learning. There are many others, with different types of neural networks, as described, e.g., in ͓2,1,19,15͔.
We would like to point out that in reinforcement learning, chaos in principle may be a part of the learning process. According to Freeman, chaos may be important for the brain's ability ''to generate insight and the trials of trial and error problem solving'' ͓6͔. In RL such ''insight'' is provided by exploration with partially random policies ͑cf. Secs. IV and V͒. Similarly, one can generate a chaotic policy by using a chaotic dynamical system instead of a random signal. Note that some investigators have already attempted to use chaotic signals for solving optimization problems during learning of neural networks, e.g., ͓26͔. As our preliminary results show, RL may work well with such chaotic exploration. If one builds a chaotic system into neural controller, then purely deterministic system will be able to produce randomlike policies. We hope to present a more detailed study of the subject in our next paper. FIG. 9 . ''Encephalogram'' for the cart-polecontrol. The self-developing network was used, when the optimal control regime was found it contained 26 neurons, but on the resulting chaotic attractor only seven of them were used. Panels ͑a͒ and ͑b͒ show the temporal activity for two of the neurons ͑1 when control was performed by this neuron and 0 otherwise͒. Panels ͑c͒ and ͑d͒ show corresponding autocorrelation functions. Plots show both determinism and randomness.
