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Resumen 
 
Las redes virtuales han llegado 10 años después de la implantación de la 
virtualización de servidores. Este despliegue ha permitido el rediseño de las 
infraestructuras clásicas hacia un modelo innovador que ofrece mayor 
disponibilidad de los entornos y sus aplicaciones prácticas conocidas como el 
cloud computing. 
 
En este proyecto se analizan el estado de dichas tecnologías de virtualización, 
su funcionalidad a través de pequeños laboratorios y el despliegue de una 
implantación técnica en un escenario real.   
 
Para ello se realizan dos laboratorios de tecnologías de virtualización. El  
primero, para experimentar sobre tecnologías de virtualización de redes o 
redes definidas por software y el segundo para hacer pruebas con software de 
orquestación de sistemas virtualizados.  
 
En el trascurso de este proyecto también se inicia un proceso de consolidación 
de recursos de comunicaciones físicos. La consolidación tiene  dos objetivos 
principales: preparar la plataforma para la instalación de tecnologías de 
virtualización de redes y la reducción del gasto tanto en el consumo eléctrico 
como en el mantenimiento de equipos. De la misma manera, se elabora una 
propuesta para actualizar la plataforma de virtualización de sistemas para 
soportar el sistema de orquestación escogido. Previa dicha actualización se 
realiza un laboratorio de preproducción para conocer la solución escogida 
basada en el sistema de orquestación Opennebula.  
 
Durante el desarrollo de este trabajo se experimenta con las nuevas 
tecnologías de virtualización, se consigue consolidar recursos reales con 
resultados satisfactorios y se logra dar un primer paso hacia la orquestación 
de sistemas funcionales para disponer del conocimiento necesario para 
desplegar y ofrecer servicios en la nube.  
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Overview 
 
 
The network virtualization for the IT infrastructures didn’t happen until 10 years 
after the servers virtualization. This new concept for the network deployment 
has allowed the re-design of typical infrastructures towards an innovative 
model that offers increased availability for environments and applications. The 
use of such practices is known as cloud computing. 
 
During this project, we intended to analyse the current state of these 
technologies and their functionalities through various labs. We then deployed a 
technical implementation in a real environment. 
 
Two virtualization technology labs have been setup to achieve this objective. 
The first one to experiment with network virtualization technologies and the 
second one to test the orchestration of virtualized systems. 
 
During the development of this project a procedure to consolidate the physical 
communication resources has been also started. This consolidation has two 
main objectives: prepare the platform to install the technologies related to the 
networking virtualization while, at the same time, reduce the expenses for 
hardware support and electricity. An offer with a budget able to stand the 
orchestration system has been also prepared.  
 
Before upgrading the platform and in order to get familiarized withe the chosen 
solution, OpenNebula Orchestration system, a pre-production lab environment 
was prepared. 
 
During the development of this project we have experimented with new 
virtualization technologies, we have managed to consolidate real resources 
achieving great results and we’ve managed to take a first step towards 
functional systems orchestration, in order to get the needed knowledge to 
provide cloud services. 
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INTRODUCCIÓN 
 
Las tecnologías de virtualización han llegado a los sistemas de comunicaciones 
y seguridad permitiendo un avance importante hacia la total disponibilidad de 
servicios. Los servicios ya no dependen de infraestructura dedicada en un 
entorno local o de hospedaje y pasa a ser flexible, dinámica y cambiante en 
función de factores externos.  
 
En este contexto, surge la oportunidad de buscar una aplicación práctica del 
estudio realizado para este proyecto en la empresa Specialist Computers 
Centres (SCC) donde se están realizando cambios y mejoras continuas en 
infraestructura. SCC es una empresa de servicios informáticos de capital 
extranjero que, entre otras muchas actividades, tiene servicios en toda Europa 
de venta de volumen, de servicios gestionados y servicios profesionales. Desde 
hace unos meses ha empezado a ofrecer servicios de hosting, lo cual ha 
llevado a hacer un replanteamiento de negocio y de tecnologías. Sin ninguna 
duda, la virtualización de sistemas, con la consecuente optimización de 
recursos y espacio, es clave en la evolución y en la mejora del servicio. A partir 
de este proyecto se inicia la inclusión de sistemas de orquestación en la 
infraestructura existente con el objetivo de ofrecer nuevos servicios. 
 
La necesidad de investigar, conocer y comparar las tecnologías disponibles y 
sus aplicaciones prácticas, obliga a un análisis del estado del arte y la toma de 
contacto en primera persona con las alternativas tecnológicas. En el primer y 
segundo capítulo de esta memoria se realiza el análisis y se escogen 
tecnologías con las que no se había trabajado previamente, para afianzar 
conceptos y conocer alternativas. El resultado es una guía que aglutina gran 
parte de las novedades, fabricantes y organizaciones que están compitiendo 
por el liderazgo en el ámbito del cloud computing.  
 
En el tercer capítulo se describe uno de los cambios implementados en la 
infraestructura de la empresa, optimizando recursos físicos con el 
consecuentemente ahorro en costes de producción. Estas reservas en gastos 
serán invertidos directamente en las novedades tecnológicas a implantar. 
Además se proponen cambios que quedarán pendientes de aprobaciones 
directivas y que seguramente se llevarán a cabo durante el próximo año. 
 
En el cuarto capítulo se pone en marcha un laboratorio de pre producción 
orientado al estudio en profundidad del producto elegido, el orquestador 
OpenNebula, desplegándolo en un entorno seguro y con las normas de calidad 
marcadas por los responsables del departamento de IT de SCC. A partir de los 
resultados obtenidos en este laboratorio y los anteriores, se obtienen las 
conclusiones descritas en el quinto y último capítulo.  
 
Durante el desarrollo de este trabajo se experimenta con las nuevas 
tecnologías de virtualización, se consigue consolidar recursos reales con 
resultados satisfactorios y se logra dar un primer paso hacia la orquestación de 
sistemas funcionales, asumiendo el conocimiento necesario para desplegar y 
ofrecer servicios en la nube. 
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1 ESCENARIO Y ESTADO DEL ARTE 
 
1.1 Introducción 
 
La empresa Specialist Computer Centres (en adelante, SCC) [1], localizada en 
Sant Cugat del Vallés tiene previsto realizar una actualización y optimización de 
recursos de su infraestructura de virtualización. Se plantea la reducción de 
costes energéticos y se planifica un salto hacia el aprovisionamiento de 
sistemas en la nube.  
 
SCC cuenta con dos centros de procesado de datos (en adelante, CPD); uno 
en las oficinas centrales de Sant Cugat del Vallés, que se utiliza para servicios 
principales, y el otro en las instalaciones del proveedor de servicios COLT 
Telecom, que da servicio de respaldo y hosting de clientes. 
 
Ambas plataformas se consideran iguales a nivel de infraestructura de 
comunicaciones y de sistemas, aunque con tecnologías diferentes. El CPD 
cuenta con equipos de comunicaciones heredados de infraestructura obsoleta 
debido a la consolidación de sistemas que se ha ido implementado durante los 
últimos años. La transición realizada desde plataformas físicas a virtuales ha 
supuesto un paso importante en la optimización de recursos, pero las 
infraestructuras de comunicaciones de acceso a los sistemas se ha mantenido. 
En la figura 1.1 se puede ver los diferentes entornos que forman la 
infraestructura de virtualización de ambos centros de procesado de datos de 
SCC. 
 
 
Fig. 1.1 Escenario completo de infraestructura de SCC 
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Una de las características de la infraestructura es que las redes 
(direccionamiento IP) y el almacenamiento no están compartidos entre ambos 
CPD. La alta disponibilidad ante un desastre se asegura de manera que se 
pueden restaurar máquinas desde servidores de backup (físicos) en ambos 
centros de procesado, teniendo que hacer los cambios pertinentes de 
direccionamiento y seguridad. En definitiva, la infraestructura consta de: 
 
- Infraestructura de virtualización de sistemas en CPD 1: 
o BladeCenterS1 con 3 servidores Blade como hipervisores2. 
o BladeCenterS con 2 servidores Blade como hipervisores y un 
servidor blade con el VCenter (físico). 
o Más servidores tipo blade dentro de los Bladecenter ajenos a la 
infraestructura virtualizada que se quieren mantener como físicos. 
 
- Infraestructura  de virtualización de sistemas en CPD 2: 
o BladecenterS con 2 servidores Blade como hipervisores y el servidor 
VCenter en otro Blade (físico). 
o Más servidores tipo blade dentro de los Bladecenter ajenos a la 
infraestructura virtualizada que se quieren mantener como físicos. 
 
- Cabinas de almacenamiento separadas en ambos centros 
 
- Controladores de dominio replicados en ambos centros. 
 
-  Equipos de comunicaciones y seguridad diferentes en cada centro. 
 
Los sistemas VCenter de VMware que gestionan la infraestructura de manera 
separada en ambos CPD se encuentran en la versión de software 4.1. Está 
versión dejara de ser soportada a nivel de atención técnica por el fabricante a 
partir de Mayo de 2016. Es por esto que surge la necesidad de encontrar una 
solución tecnológica a esta situación teniendo que estudiar las diferentes 
tecnologías de virtualización y orquestación disponibles. 
 
Uno de los aspectos a tener en cuenta, previo al despliegue de herramientas 
de orquestación, es la consolidación del escenario de comunicaciones y 
reorganización de la ubicación de equipos del CPD principal que se explica en 
el capítulo 3 de esta memoria.  
 
Para proponer cambios de optimización y orquestación en la infraestructura de 
SCC es necesario analizar el estado de las tecnologías y las mejoras que se 
pueden aplicar en el escenario. En los siguientes puntos de este capítulo se 
explica la evolución de las tecnologías de virtualización de sistemas y redes 
candidatas a la implantación.  
                                            
1 En el capítulo 3 de esta memoria se explica en más profundidad la tecnología Bladecenter. 
2 Un hipervisor (en inglés hypervisor) o monitor de máquina virtual (virtual machine monitor) es 
una plataforma que permite aplicar diversas técnicas de control de virtualización para utilizar, al 
mismo tiempo, diferentes sistemas operativos (sin modificar o modificados, en el caso de 
paravirtualización) en una misma computadora [2] 
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1.2 Tecnologías de virtualización de servidores 
 
La virtualización de sistemas para procesadores Intel y AMD3 se inició ya hace 
más de 15 años en entornos x86. Cabe destacar dos grandes grupos de 
hipervisores x86 tipo bare-metal4: los sistemas propietarios y los sistemas 
con licencia libre. En los segundos, el coste está relacionado con el soporte 
que ofrecen diferentes empresas o incluso la propia fundación que los crea. En 
los sistemas propietarios, el coste radica en la compra del producto y el 
soporte, pese a que suele estar incluido en paquetes de soluciones conjuntas o 
de licenciamiento.   
 
SCC tiene implantada una solución de software propietario VMware, tal y como 
se ha descrito anteriormente, con sistemas de almacenamiento NetAPP donde 
se almacenan los discos en disposición de Unidades Lógicas de 
Almacenamiento (LUN)  formando diferentes Datastores. 
 
 
Fig. 1.2 Evolución del liderazgo por fabricantes de entornos de virtualización según el 
diagrama de la consultora Gartner [3]. 
 
En los últimos años Microsoft ha conseguido posicionarse en el mercado de 
virtualizadores de infraestructura con su producto HyperV, pero el que destaca 
por encima de los demás es VMware. Así lo ratifica, la cuota de mercado en el 
sector de virtualización de entornos y consultorías de IT como la del último 
análisis de Gartner publicado en el mes de junio del presente año, tal como se 
ve en la figura 1.2. Otros fabricantes como Citrix con XenServer y Oracle 
retroceden en éxito. 
                                            
3 La virtualización se inicia con IBM AIX, Linux y SUN Solaris hace más de 30 años. 
4 El sistema operativo nativo o dom0 controla al resto de sistemas operativos “guest” de las 
máquinas virtuales. No es lo mismo que los software de virtualización para PCs donde un 
software como VirtualBox o VMPlayer gestionan las máquinas virtuales. 
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Realizando una comparativa de las dos principales tecnologías [4]  propietarias, 
las diferencias son importantes, aunque cabe destacar que el creciente éxito 
del producto de Microsoft, radica en el coste, ya que es muy inferior respecto a 
los líderes del mercado. La integración de la plataforma HyperV con 
aplicaciones en crecimiento paralelo como System Center Configuration 
Manager, hace que el cliente indeciso considere que el producto es una buena 
alternativa ya que además está integrado en los roles de los servidores 
Windows Server. Pruebas de rendimiento realizadas por Microsoft  [5] 
demuestran que los sistemas con aplicaciones como SQL, Exchange, etcétera 
tienen un rendimiento mayor sobre hipervisores HyperV que sobre VMware. 
 
Midiendo las importantes diferencias a las que se hacer referencia 
anteriormente, VMware pone a disposición en su web una comparativa [6] y 
análisis interesante de su tecnología frente a los dos principales competidores 
HyperV y Xenserver de RedHAT Enterprise de donde destaca las siguientes 
ventajas: los requerimientos de espacio en disco para instalar los sistemas 
operativos dom0 (XenServer requiere de unos 500 MB, HyperV de más de 5 
GB frente los 200 MB que requiere ESX), el tipo de almacenamiento 
compartido por los hipervisores (VMware soportado por todos los fabricantes, 
frente a Microsoft y RedHAT que solamente tiene los cualificados por ellos) y la 
operativa en caliente de las máquinas (VMware puede quitar y poner recursos 
en caliente como RedHAT pero HyperV no puede añadir tarjetas ni CPU ni 
memoria de forma dinámica).  
 
Después de analizar los principales sistemas bare-metal de licenciamiento, 
cabe una pequeña comparativa de los hipervisores de software de licencia 
libre;  entre los más importantes se encuentran Xen y KVM, pese a que ambos 
son diferentes. Xen, desarrollado por XenProject, es un sistema bare-metal con 
un kernel específico que trabaja como dom0 o máquina anfitriona directamente. 
KVM, impulsada por RedHat, requiere de un core Linux sobre el que se instala 
un software de virtualización resultando un sistema híbrido mucho más estable 
que los sistemas de virtualización por software como VirtualBox o VMware 
Workstation. 
 
Durante el desarrollo de las prácticas de laboratorios previos, por error se 
confundió la tecnología Xen con Xenserver de CITRIX. Esta es de distribución 
libre pero desarrollada por el fabricante Citrix y por el momento, no tiene 
características de integración con sistemas de orquestación como los otros dos 
hipervisores de licenciamiento libre. Esto supuso el desarrollo de otros 
laboratorios paralelos que se explican en el capítulo 2.  
 
No es objeto de este proyecto hacer una comparativa de rendimiento de estas 
tecnologías; por este motivo, simplemente se escoge una para el desarrollo del 
laboratorio del  capítulo 2. 
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1.3 Tecnologías de virtualización de redes 
 
De manera similar a cómo una máquina virtual es un contenedor de software 
que presenta capacidad de operación sobre una aplicación identificada para su 
proceso, una red virtual es un contenedor de software que presenta una serie 
de servicios de red (como los conocidos switch, router, firewall) como un único 
elemento adaptable y cambiante. Lo más interesante e importante de esta 
tecnología es que se puede utilizar también como servicio de balanceo de 
carga de manera dinámica a partir de las decisiones de un equipo centralizado 
llamado controlador. Este controlador, como sucede con el hipervisor en la 
virtualización de sistemas, puede recibir órdenes de terceros que controlan el 
estado de carga o disponibilidad de servicios o sistemas y no solamente de la 
red. Estos servicios de red se gestionan mediante software y requiere de 
tecnología específica. Las tres principales tecnologías operativas de 
virtualización de redes son: Cisco ACI, VMware NSX y OpenFlow, pero antes 
de analizar estas tecnologías es necesario conocer las diferencias entre la 
virtualización de redes y las específicas Redes Definidas por Software (SDN)5. 
 
SDN se caracteriza por separar la red en dos capas; la de control y la de flujo 
de datos y requiere de dispositivos de comunicación que entiendan un 
protocolo específico como es el protocolo OpenFlow. Además de los 
dispositivos de red surgen dos elementos indispensables para completar la red 
SDN: un software virtualizador de redes en hipervisores que soporten el 
protocolo packet forwarding como OpenvSwitch y la figura del controlador o 
controller que pueda distribuir dinámicamente las políticas de encaminamiento. 
 
VXLAN6 o redes virtuales extensibles, fue desarrollado por los fabricantes 
VMware (llamado NSX) y Cisco, entre otros, y está soportado por OpenvSwitch 
también, pero no requiere de elementos intermedios que entiendan el protocolo 
ya que funciona de manera diferente. Hace uso de un encabezado de trama 
dentro del datagrama de nivel 2, por debajo de IP, que permite establecer 
túneles entre dispositivos que inician la comunicación y los que la termina. El 
objetivo principal de VXLAN es extender la cantidad de direcciones virtuales de 
la LAN (agrupado por redes virtuales o VLAN) mediante la asignación de un 
identificador de segmento de 24 bits y, por lo tanto, el consecuente aumento 
del número de redes virtuales disponibles desde 4096 (12 bits = 212) hasta los 
16 millones.  Esta implementación requiere que los equipos intermedios sean 
capaces de desencapsular tramas de 1600 bytes7.  
 
Todos los registros de VXLAN se almacenan en una tablas llamadas VTEP en 
cada dispositivo que guarda las rutas de las comunicaciones establecidas. La 
actualización de estas tablas se realiza a través de la VLAN y el traspaso de 
datos se encapsula mediante los datagramas generados con el identificador de 
VXLAN por el túnel definido entre ambos puntos de la comunicación. Es de 
esta manera como la red trabaja en dos capas separadas. Este tipo de 
                                            
5 Acrónimo SDN del inglés : Software Defined Networks  
6 Acrónimo VXLAN del inglés: Virtual Extensible Local Area Network. 
7 Este es uno de los motivos por los cuales se sustituirán en el capítulo 3 el hardware de 
comunicaciones 6500 E de Cisco Catalyst. 
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virtualización como NSX también requiere de un servidor controlador que 
mantenga actualizada la información en los extremos de las comunicaciones. 
 
Fig.1.3 Cabecera de 24 bits para definir túneles virtuales [7]. 
 
Por último, está el protocolo propietario de CISCO que solo aplica sobre 
dispositivos de red Nexus y requiere del despliegue de varios componentes de 
alto coste. Se llama ACI (del acrónimo en inglés de Infraestructura Centrada en 
Aplicaciones) y no va a ser objeto del estudio durante este proyecto debido a la 
complejidad y técnica propia de un proyecto dedicado en exclusividad. 
 
Para resumir este punto del capítulo cabe hacer una reflexión: la virtualización 
de servidores no llegó a provocar grandes problemas de implementación ya 
que el hardware se rediseñó para dejar de soportar infraestructura dedicada 
para pasar a ser compartida. En el caso de las redes definidas por software 
resulta complicado creer que para determinadas aplicaciones, la red deje de 
ser gestionada por los administradores y pase a ser gestionada por un software 
que define la seguridad, el flujo de tráfico y además puede ser modificada 
dinámicamente. Estos cambios en la arquitectura de comunicaciones clásica, 
solamente la puede hacer un cortafuegos, un encaminador de tráfico o un 
administrador de red, pero en el caso de SDN las decisiones son tomadas en 
las interfaces de los servidores virtuales y de los equipos de red intermedios.   
 
La figura 1.4 muestra la evolución paralela de la virtualización de sistemas y de 
redes, totalmente comparables pero desarrolladas con más de 10 años de 
diferencia. 
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Fig.1.4 Evolución paralela de la virtualización de sistemas desarrollada hace más de 
15 años y la de redes hace solamente 4-5 años [8]. 
 
La implementación de redes definidas por software solamente tiene sentido en 
entornos con una carga de enrutamiento importante como infraestructuras de 
aprovisionamiento de servicios en grandes proveedores. 
 
1.4 Aprovisionamiento de servicios en la nube 
 
Acrónimos como IaaS, PaaS, SaaS, suenan cada vez más en los entorno de IT 
de las empresas. Del inglés Infraestructure as a Service (IaaS), este tipo de 
servicio podría calificarse como el más completo de los ofrecidos en la nube. 
Consiste en el aprovisionamiento de capacidad de proceso y almacenamiento 
en hipervisores de centros de procesado de datos de grandes proveedores. 
Estas empresas además, ofrecen maquetas de sistemas operativos o 
aplicaciones para que el administrador no tenga que invertir el tiempo en 
desplegar el sistema operativo o el software para proporcionar el servicio. Son 
ejemplo de este tipo de aprovisionamiento Amazon EC2 o Azure de Microsoft.  
 
La segunda de las opciones se ofrece es Platform as a Service (PaaS), es decir 
plataformas de servidores de aplicaciones de los cuales solamente es visible 
precisamente la capa de aplicaciones. Realmente puede tratarse de un mismo 
servidor con varias aplicaciones gemelas trabajando, pero el usuario solamente 
tiene acceso a la suya.  
 
Por último, SaaS hace referencia a la contratación de un software como 
servicio para servir una aplicación concreta. Se trata de los conocidos servicios 
en internet de Google, como por ejemplo App Enggine para desarrollo de 
aplicaciones o servicios orientados a usuarios de empresa como el nuevo 
Office 365 de Microsoft para uso ofimático en la nube. También se engloban 
dentro de este grupo servicios de backup o de antispam en la nube, entre 
muchos otros. Dentro de este grupo quedan recogidos servicios orientados a 
usuario muy conocidos como Google Drive o Google Docs (en uso desde hace 
años) pero que no ofrecen la misma fiabilidad y disponibilidad debido a que sus 
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licencias son totalmente libres y no recogen los compromisos requeridos por 
las empresas. 
 
La empresa líder mundial de aprovisionamiento de servicio en la nube es 
Amazon Web Services (AWS). Ofrece cualquiera de las modalidades 
anteriores, dejando un hueco importante en SaaS a gigantes pioneros como 
Microsoft, Google o Apple. Cualquiera de las modalidades de servicios en la 
nube tiene la ventaja de aprovisionamiento en demanda y se puede pagar por 
uso, como un servicio. 
 
Azure, división de servicios en la nube de Microsoft es la única empresa que 
aparece en el diagrama de Gartner (figura 1.8) para los tres análisis de cloud: 
Infraestructura, plataforma de aplicaciones como servicio y aprovisionamiento 
de almacenamiento en la nube. Pese a ello en el análisis que realiza la 
consultar enfatiza que AWS sigue teniendo 10 veces mayor capacidad de 
procesado que el resto de competidores juntos. 
 
La figura mostrada en la siguiente página muestra una comparativa de la 
evolución de liderazgo de los principales competidores de aprovisionamiento de 
servicios en la nube. Destaca el salto de Microsoft con Azure desde el 
cuadrante de visionarios a líderes del mercado. 
 
Fig 1.5 Comparativa de la evolución de los líderes en aprovisionamiento de servicio en 
la nube [9] 
 
1.5 Infraestructuras híbridas y tecnologías de orquestación 
 
La evolución de las tecnologías de comunicaciones en redes de acceso a 
internet ha permitido a los proveedores de conexiones (ISP) ofrecer a las 
pequeñas/medianas empresas y usuarios particulares redes con banda 
ancha del orden de magnitud de las tecnologías de infraestructura LAN. La 
introducción de las redes de Fibra óptica FTTH con provisión de velocidades de 
100, 200 o 300 Mbps (que pueden ser incluso simétricos) son claves en el 
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aprovisionamiento de servicios ajenos a la infraestructura local. De la misma 
manera, las grandes empresas de servicios en la nube han podido innovar 
gracias a las nuevas tecnologías y son capaces de proporcionar los servicios 
en un tiempo record y con alta o casi total disponibilidad. La confluencia de 
ambos hechos permite ofrecer soluciones para migrar determinados servicios 
(SaaS) de pequeñas y medianas empresas a la nube, garantizando estabilidad 
y alta disponibilidad, sin tener que invertir en infraestructura.  
 
Las ofertas de proveedores en la nube ofrecen ahora servicios de 
comunicaciones y sistemas integrados para que el usuario final solo tenga que 
preocuparse de Qué y Quién puede disfrutar del servicio y olvidarse del Cómo, 
el Por qué, el Cuándo y Dónde8, ya que esto quedará delegado a la empresa 
proveedora de infraestructura remota. Además, la flexibilidad de la solución 
puede hacer que los cambios se produzcan en segundos y que no se requiera 
de la inversión de personal, hardware ni tiempo. A modo de ejemplo, una 
empresa que decide montar un servicio de correo para determinados usuarios -
qué y quién- puede desplegar un servicio en la nube que proveerá el nuevo 
servidor de correo. Funcionará durante el tiempo que desee, sin saber dónde 
se encuentra el servidor, cómo se ha desarrollado la solución que lo sustenta y 
sin tener que preguntarse por qué debe hacerlo de una manera u otra o si es 
necesario buscar alternativas ante las dificultades que se le presenta.  
 
Tal y como se ha comentado en la introducción a la virtualización de 
servidores, hace más de 10 años que los usuarios de ADSL+, fibra óptica y 
banda ancha en dispositivos móviles ya utilizan servicios de terceros como 
almacén o copia de seguridad de sus datos sin llamarlo nube o cloud. Desde 
entonces, empiezan a dibujarse las primeras infraestructuras híbridas. 
Desde hace más de 5 años las empresas y sus departamentos de IT siguen el 
modelo y empiezan a migrar algunos de sus servicios a la nube y mantienen 
otros en su CPD local. 
 
Los centros de procesado de datos de las empresas heredan infraestructuras 
propias que obligan a migrar hacia un modelo híbrido, desplegando en la nube 
algunos servicios como los mencionados (correo, antispam, copias de 
seguridad,…). Los responsables de negocio de las empresas todavía prefiere 
preservar datos y aplicaciones sensibles en su infraestructura (ERP, 
intranet,…).  
 
Cuando los departamentos de IT optan por la externalización de capacidad de 
procesado a la nube hacia proveedores, surge la necesidad de poder controlar 
la infraestructura de una manera centralizada y de alguna manera poder tener 
una visión global de todo el escenario disponible. Para poder gestionar y 
mantener estas infraestructuras híbridas, surgen las tecnologías de 
orquestación. Las más conocidas son: Openstack, Cloudstack, Eucaliptus y 
OpenNebula [10].  
 
                                            
8 De las 5 “W” del inglés “What, who, where, when and why” (Qué, quién, dónde, cuándo y por 
qué) para el análisis previo a la ejecución de un proyecto. También se aplica a muchos otros 
ámbitos. 
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Esta última solución es la que se considera más adecuada como propuesta a la 
implementación en este proyecto por dos motivos claros. Los tres primeros 
competidores marcan la diferencia en la capacidad de gestión de empresas 
proveedoras de servicio en la nube; la última está orientada hacia la 
orquestación de sistemas propios para empresas que comparten recursos 
locales y remotos. 
 
Openstack [11]  proporciona varios núcleos controladores (máquinas virtuales) 
que ofrecen un plano de gestión sobre los principales componentes de un 
entorno virtualizado, tanto a nivel de red como de sistemas. En el escenario del 
proyecto, la máquina Nova se encargará de gestionar el estado de las 
máquinas virtuales. El núcleo Neutron controlaría los cambios en la red virtual 
basada en NSX y Glance proporcionaría acceso a disco durante el despliegue 
de máquinas nuevas. 
 
Por encima de estas tecnologías de aprovisionamiento nacen herramientas de 
automatización como Chef, Puppet, JujuBuntu centrados en la gestión y 
automatización de recursos de sistemas (parches de OS,  configuración de 
seguridad, red, recursos de disco y memoria) o en el despliegue de máquinas a 
medida a partir de plantillas de sistemas. Estas herramientas ofrecen la 
posibilidad de dar el paso desde la virtualización y orquestación de entornos 
híbridos hacia el cloud computing. La orquestación bajo demanda no es 
objeto del estudio en este trabajo ya que el volumen de aprovisionamiento de 
SCC no es tan alto para requerir de estas tecnologías. JujuBuntu y Chef 
ofrecen desplegar sus entornos de orquestación en su propia infraestructura 
para poder probarlas en laboratorio.   
 
Fig. 1.6 Esquema de orquestación Openstack sobre entorno VMware. En azul los 
componentes de VMware y en gris los componentes de Openstack [12] 
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Siguiendo con el ejemplo que ilustra la figura anterior, bajo las órdenes de 
estas herramientas de cloud computing, los módulos Cinder y Glance 
aprovisionarían bajo demanda o autónomamente espacio en disco, Nova 
migraría máquinas en función de un horario o de la carga de recursos de los 
sistemas hipervisores. Toda la gestión queda integrada en un portal de usuario 
llamado Horizon. 
 
1.5.1 OpenNebula 
 
OpenNebula y su producto Sunstone ofrece la posibilidad de gestionar 
infraestructura de virtualización híbrida tanto de software propietario como de 
software libre.   
 
OpenNebula ofrece una herramienta estandarizada para la gestión de 
infraestructuras híbridas llamada VOneCloud, haciendo clara referencia 
(presentándose como alternativa) a la solución de pago de VMware VCloud. La 
simplicidad del software de OpenNebula marca la diferencia frente a otros 
orquestradores. La máquina Sunstone (servidor OpenNebula con frontend 
incluido) sirve como portal multiusuario y gestor de recursos para usuarios 
avanzados. 
 
 
Fig. 1.7 Diagrama vertical del producto OpenNebula vOneCloud 
 
OpenNebula es el objetivo de despliegue en la infraestructura de SCC ya que 
permitirá una visión horizontal de los recursos de ambos CPDs. Además 
permitirá la gestión de los recursos desplegados en la nube durante la 
construcción de laboratorios en la nube por parte de los ingenieros. La máquina 
VOneCloud ofrece la gestión de recursos en un portal personalizado que se 
ajusta a las características del usuario que accede (administrador, usuario de 
un solo CPD,…), con la posibilidad de integrarlo en Active.  
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1.6 Resumen y conclusiones 
 
Teniendo en cuenta la tecnología desplegada en el escenario que se está 
estudiando y las mejoras a implementar que se verán en el capítulo 3 de esta 
memoria, el software más adecuado para orquestar la infraestrutura actual de 
SCC es OpenNebula VOneCloud. Con él se podrán realizar las gestiones 
requeridas: 
 
- Visualización del estado de los clusters VMware y sus servidores en 
ambos centros de computación. 
- Gestión centralizada de recursos asignados a las máquinas.  
- Despliegue de plantillas para pruebas y laboratorios. 
- Futura orquestación con entornos híbridos en nubes de integradores 
como partners de Microsoft Azure o IBM Softlayer. 
 
Previa implementación de la solución, se van a implementar dos laboratorios de 
SDN y Virtualización de servidores para poner en práctica algunas de las 
tecnologías estudiadas en este capítulo. 
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2 LABORATORIOS PREVIOS 
 
En el inicio del proyecto se pusieron en marcha dos laboratorios de pruebas 
para poder evaluar las aplicaciones y posible alcance de la puesta en 
producción prevista. 
 
Para ello se dispuso del software de virtualización VirtualBox [13] para montar 
los laboratorios de pruebas de entornos SDN y de Orquestación de sistemas. 
 
 
 
Fig. 2.1 Vista del virtualizador virtualBox con las máquinas virtuales apagadas de 
ambos laboratorios. 
 
 
El despliegue de estos laboratorios se realiza sobre un PC con las siguientes 
características: 
- Sistema operativo OS X Yosemite 10.10.5 de Apple Inc. 
- Procesador Intel Core i5 de 2,6 GHz con hipervisión habilitada9. 
- Memoria de 16 GB. 
 
Es necesario habilitar la tecnología de virtualización en la BIOS del sistema 
antes de iniciar todas las instalaciones. Esta implementación depende de cada 
modelo de equipo y es necesario recurrir a las especificaciones técnicas para 
hacerlo. 
  
                                            
9 Es necesario habilitar la hipervisión en los procesadores para que puedan trabajar con 
software de virtualización. De esta manera simulan de manera más fehaciente un sistema 
operativo Dom0 o bare-metal sin serlo. 
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2.1 Laboratorio SDN 
 
Para llevar a cabo el laboratorio SDN se prepara una máquina virtual en el 
laboratorio de la estación de trabajo con sistema operativo Ubuntu14.4. En ella 
se emulará el entorno virtual de servidores, router y switch que serán 
desplegados mediante el siguiente software: 
 
- Mininet [14]: emulador de red para crear equipos de comunicaciones y 
servidores. 
- OpenVswitch [15]: Switch virtual integrable para dar soporte a la 
integración de redes definidas por software virtuales.  
- RYU [16]: Software que emulará el controlador que despliegue las 
configuraciones por la red definida virtual. 
- Wireshark [17]: Software para la monitorización y captura del tráfico de 
red, en el que se verán los resultados obtenidos. 
 
Una vez está instalado el sistema operativo Ubuntu 14.4, se despliega el 
software requerido mediante el comando correspondiente a la distribución 
Linux. Se desplegará mediante los siguientes comandos para copiar el 
repositorio existente en el desarrollador [18]: 
 
sudo apt-get update 
sudo apt-get install -y git 
git clone git://github.com/mininet/mininet 
cd mininet 
git checkout -b 2.2.0 2.2.0 
util/install.sh –nfvy  
 
Para instalar el controlador ryu, se pasa el parámetro  ‘-uy’ en el install de 
mininet. 
 
2.1.1 Simulación 
 
Para iniciar la simulación se prepara un entorno sencillo; utilizando el comando 
mn que lanza el software mininet se va a crear una red sencilla con la siguiente 
topología:  
- 1 switch del que cuelgan 3 hosts. 
- Se hará uso de un controlador remoto. 
- Se hará uso de un switch que soporte OpenFlow versión 1.3. 
- El controlador remoto sin indicar IP, es por defecto localhost:6633 (en la 
misma máquina). 
 
Por lo tanto se lanza el siguiente comando prepara dicha topología en el 
laboratorio: 
 
ubuntu@labsdn:~[08:02]$ sudo mn --topo single,3 --mac --controller 
remote, --switch ovsk   
*** Creating network  
*** Adding controller.Unable to contact the remote controller at :6633 * 
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** Adding hosts: h1 h2 h3  
 *** Adding switches: s1   
*** Adding links: (h1, s1) (h2, s1) (h3, s1)   
*** Configuring hosts h1 h2 h3   
*** Starting controller  
*** Starting 1 switches s1   
*** Starting CLI:  
mininet> 
 
También se debe iniciar el controlador remoto RYU para poder controlar el 
entorno creado. Se lanza un terminal nuevo: 
 
ubuntu@labsdn:~/ryu[08:23] (master)$ ./bin/ryu-manager --verbose 
ryu/app/simple_switch_13.py10 
 loading app ryu/app/simple_switch_13.py  
loading app ryu.controller.ofp_handler  
instantiating app ryu/app/simple_switch_13.py of SimpleSwitch13  
instantiating app ryu.controller.ofp_handler of OFPHandler  
 
BRICK SimpleSwitch13    
CONSUMES EventOFPSwitchFeatures    
CONSUMES EventOFPPacketIn  
 
BRICK ofp_event    
PROVIDES EventOFPSwitchFeatures  
TO {'SimpleSwitch13': set(['config'])}    
PROVIDES EventOFPPacketIn  
TO {'SimpleSwitch13': set(['main'])}    
CONSUMES EventOFPHello    
CONSUMES EventOFPPortDescStatsReply    
CONSUMES EventOFPErrorMsg    
CONSUMES EventOFPSwitchFeatures    
CONSUMES EventOFPEchoRequest   
 
Esta consola se mantendrá abierta para ver qué mensajes se intercambian 
entre el controlador y el switch. Para que el switch virtual creado mediante 
OpenVirtual Switch soporte OpenFlow versión 13 se debe escribir: 
 
ubuntu@labsdn:~[09:22]$ ovs-vsctl set bridge s1 protocols=OpenFlow13 
 
En la consola de mininet se puede ver la  infraestructura creada con el 
comando nodes: 
 
mininet> nodes  
available nodes are:  c0 h1 h2 h3 s1  
 
Esto crea un controlador c0, tres hosts y un switch a los que se conecta cada 
uno de los host. Mininet crea host  que son gestionables mediante el comando: 
                                            
10 En al ANEXO B se incluye el fichero de configuración que permite la simulación. 
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 xterm <nombre del equipo a gestionar> 
 
El entorno funciona como si todos los equipos estuvieran conectados a switch 
de nivel 2 y ha quedado configurado de la siguiente manera: 
 
- Host1: 10.0.0.1 
- Host2: 10.0.0.2 
- Host3: 10.0.0.3 
 
Mediante el comando h1 ping h2 en mininet se puede simular el ping entre los 
equipos conectados a las interfaces de switch virtual. En la consola de 
Wireshark escuchando por las interfaces del switch se puede ver el resultado: 
 
 
Fig. 2.2 Captura de la aplicación Wireshark  que muestra el  resultado de la instrucción 
ping desde h1 a h2. 
 
Fig. 2.3 Imagen de los tres terminales virtuales creados mediante mininet con el 
comando xcom 
 
Recuperando la consola del controlador se pueden ver los mensajes 
intercambiados hacia el switch: 
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Fig. 2.4 Mensajes del controlador al switch SDN 
 
Si se escucha el puerto de loopback mediante Wireshark se puede ver tramas 
del protocolo Openflow (en versión 1.3) redistribuyendo órdenes hacia el 
switch: 
 
Fig. 2.5 Protocolo Openflow en la interfaz loopback del servidor. 
 
En un nuevo ejemplo se lleva a cabo un laboratorio con routing estático a partir 
del siguiente escenario: 
 
 
Fig. 2.6 Laboratorio SDN routing. 
 
En este caso el comando para desplegar esta infraestructura es: 
 
ubuntu@sdnlab:~[10:36]$  
Laboratorios previos   19 
sudo mn  --topo linear,2 --mac --controller remote --switch ovsk -x  
*** Creating network  
*** Adding controller Unable to contact the remote controller at 
127.0.0.1:6633 *** Adding hosts: h1 h2   
*** Adding switches: s1 s2  
*** Adding links: (h1, s1) (h2, s2) (s1, s2)  *** Configuring hosts h1 h2  
*** Running terms on :0.0  
*** Starting controller  
*** Starting 2 switches s1 s2   
*** Starting CLI: m 
 
Se configuran las intefaces desde mininet para asignar el direccionamiento:  
 
mininet> h1 ifconfig h1-eth0 inet 1.1.1.2/30  
mininet> h1 ifconfig h1-eth0 up  
mininet> h2 ifconfig h1-eth0 inet 2.2.2.2/30  
mininet> h2 ifconfig h2-eth0 up 
 
Haciendo pruebas de ping se verifica que no se alcanza destino entre los host: 
 
 mininet> h2 ping h1 connect: Network is unreachable  
 
Se configuran ambos switch como Bridge desde la consola de los equipos: 
 
 
 
y finalmente se activa el controlador c0 como el script de python de routing: 
 
ubuntu@sdnlab:~/ryu[10:33] (master)$ cd /home/ubuntu/ryu/ && 
./bin/ryu-manager --verbose ryu/app/rest_router.py 
 
Para configurar la IP de nivel 3 en los switch, se utiliza la REST API del 
controlador c0 con los comandos siguientes: 
 
Curl X POST –d ‘{"address": "1.1.1.1/30"}’ http://127.0.0.1:8080/router/000000000000001 
Curl X POST –d ‘{"address": "3.3.3.1/30"}’ http://127.0.0.1:8080/router/000000000000001 
Curl X POST –d ‘{"address": "2.2.2.1/30"}’ http://127.0.0.1:8080/router/000000000000002 
Curl X POST –d ‘{"address": "3.3.3.2/30"}’ http://127.0.0.1:8080/router/000000000000002 
 
A continuación se asigna a cada uno de los switch como puerta de enlace el 
otro equipo, para poder simular routing: 
 
Fig. 2.7 Comandos de configuración de Openvswitch lanzados desde la consola del 
switch especificando el protocolo OpenFlow1.3 
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Curl X POST –d ‘{"gateway": "3.3.3.2"}’ http://127.0.0.1:8080/router/000000000000001 
Curl X POST –d ‘{"gateway": "3.3.3.1"}’ http://127.0.0.1:8080/router/000000000000002 
 
Accediendo por web al controlador (recordando que en este caso el localhost) 
se puede ver la configuración aplicada: 
 
Fig. 2.8 Configuración de los routers virtuales vista por web en el controlador. 
 
Una vez está todo el escenario desplegado se hace la prueba de routing viendo 
el resultado por la consola del controlador: 
 
Fig. 2.9 Laboratorio de SDN utilizando routing Openflow. 
 
A continuación se muestran los mensajes de configuración del controlador 
hacia los sistemas Openvswitch mediante protocolo OpenFlow  versión 1.3: 
 
EVENT ofp_event->RestRouterAPI EventOFPPacketIn  
[RT][INFO] switch_id=0000000000000001: Set implicit routing flow [cookie=0x1]  
RT][INFO] switch_id=0000000000000001: Receive ARP request from [1.1.1.2] to router 
port [1.1.1.1].  
[RT][INFO] switch_id=0000000000000001: Send ARP reply to [1.1.1.2] EVENT 
ofp_event->RestRouterAPI EventOFPPacketIn  
[RT][INFO] switch_id=0000000000000002: Receive IP packet from [1.1.1.2] to an 
internal host [2.2.2.2]. [ 
[RT][INFO] switch_id=0000000000000002: Send ARP request (flood) EVENT 
ofp_event->RestRouterAPI EventOFPPacketIn  
[RT][INFO] switch_id=0000000000000002: Set implicit routing flow [cookie=0x2] [ 
[RT][INFO] switch_id=0000000000000002: Receive ARP reply from [2.2.2.2] to router 
port [2.2.2.1].  
[RT][INFO] switch_id=0000000000000002: Send suspend packet to [2.2.2.2]. EVENT 
ofp_event->RestRouterAPI EventOFPPacketIn  
[RT][INFO] switch_id=0000000000000002: Set implicit routing flow cookie=0x2]  
[RT][INFO] switch_id=0000000000000002: Receive ARP request from [2.2.2.2] to 
router port [2.2.2.1].  
[RT][INFO] switch_id=0000000000000002: Send ARP reply to [2.2.2.2]     
 
Laboratorios previos   21 
2.1.2 Conclusiones del laboratorio 
Durante este laboratorio se han consolidado ideas acerca de las redes 
definidas por Software. Con la elaboración de estos dos simples laboratorios se 
afianza los conceptos relacionados con el protocolo OpenFlow y los 
dispositivos compatibles OpenVswitch. 
 
Resultaría interesante desplegar este mismo entorno virtual sobre un 
laboratorio físico haciendo uso de switch que soporten OpenVswith como 
Microtiks RB 750 GL [19] disponibles en el departamento de Ingeniería 
Telemática de la universidad y máquinas físicas. No es objeto de este trabajo la 
investigación del protocolo ya que sería propio de un proyecto dedicado. 
 
2.2 Laboratorio de Orquestación de sistemas  
 
En este segundo laboratorio se va a desplegar un escenario sencillo para poder 
entender el funcionamiento del orquestador OpenNebula sobre nodos 
hipervisores Xen. Para montar el laboratorio se hace uso también del 
virtualizador Virtual Box instalado en la estación de trabajo. Al final de este 
laboratorio quedan operativas un total de tres máquinas virtuales tras varias 
instalaciones fallidas sobre hipervisores no soportados y pruebas realizadas.  
 
Los equipos tienen las siguientes características: 
- Servidor Opennebula Sunstone CentOS 6.3 con IP 192.168.2.4 
- Servidor Xen2: Servidor Xen sobre Ubuntu 14.4 con IP 192.168.2.22 
- Servidor Xen11: Servidor Xen sobre Ubuntu 14.4 con IP 192.168.2.23 
 
 
Fig. 2.10. Escenario del laboratorio de OpenNebula y Xen [20] 
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Los datastores estarán separados (los nombres asignados en la figura 2.10 son 
orientativos) en los hipervisores ya que no es objetivo de este punto hacer 
pruebas de migración de máquinas virtuales ni alta disponibilidad.  
 
2.2.1 Configuración del Servidor OpenNebula  
 
El servidor OpenNebula se despliega mediante una máquina OVA descargada 
desde la página web oficial [21] o se puede instalar sobre un sistema Linux 
CentOS, Ubuntu, o Opensuse teniendo en cuenta para cada uno de ellos las 
peculiaridades de la estructura de ficheros del OS.No es necesario realizar 
muchos ajustes pero sí se debe entender la estructura del sistema para poder 
hacer diagnóstico de posibles problemas.  
 
El sistema Sunstone está formado por el servidor OpenNebula y un frontend 
que permite acceder al sistema por ssh y a través de la gestión web. En el caso 
de este laboratorio, la dirección de acceso es http://192.168.2.4:9869 con el 
usuario oneadmin. 
 
El sistema de logs está centralizado en /var/log/one/oned.log y el nivel de 
registros se configura en /etc/one/oned.conf en función del debug level 
configurado (por defecto máximo). 
 
El sistema OpenNebula accederá a todos los servidores sin clave de acceso y, 
para ello, se escribe sobre el fichero de configuración del ssh, para que no 
añada servidores de manera permanente a la lista de conocidos.  
 
# su - oneadmin 
$ cat << EOT > ~/.ssh/config 
Host * 
    StrictHostKeyChecking no 
    UserKnownHostsFile /dev/null 
EOT 
$ chmod 600 ~/.ssh/config 
 
2.2.2 Hipervisores 
 
Para la instalación de los hipervisores se ha optado por una de las 
configuraciones propuestas en OpenNebula tras probar con varios hipervisores 
tipo-baremetal que resultaron no estar soportados. Se instala un hipervisor Xen 
sobre sistema operativo Ubuntu 14.4. Se inicia la instalación con el despliegue 
de la imagen OVA de Ubuntu14.4  [22]. 
 
La instalación se inicia con la descarga e instalación del sistema hipervisor Xen 
en su última versión del repositorio de Ubuntu: 
 
sudo apt-get install xen-hypervisor-amd64 
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Posteriormente se debe hacer un cambio del sistema de arranque de ficheros 
GRUB para poder hacer que el hipervisor comande el sistema operativo y 
hacer que simule un entorno bare-metal completo: 
 
sudo sed –‘s/GRUB_DEFAULT=.*\+/GRUB_DEFAULT=”Xen4.4-
amd64”/’ /etc/default/grub 
sudo update-grub 
 
De esta manera se establece el kernel Xen como arranque del sistema, pero es 
necesario subsanar  un bug existente que impide el correcto funcionamiento 
[23]. Es necesario aplicar el siguiente comando para renombra el arranque: 
dpkg-divert --divert /etc/grub.d/08_linux_xen --rename 
/etc/grub.d/20_linux_xen 
 
El gestor de Grub queda configurado como se muestra en la siguiente figura: 
 
Fig. 2.11 Listado de Grub disponibles tras el cambio en el sistema operativo. 
 
Tras la instalación del sistema hipervisor, se instalan las librerías de ruby, 
necesarias para que el servidor Xen pueda ejecutar los comandos incluidos en 
el repositorio de scripts de OpenNebula. 
 
sudo apt-get install ruby opennebula-common ruby 
 
Una vez listo el sistema operativo, se deben hacer los ajustes para que el 
sistema remoto OpenNebula pueda ejecutar comandos y obtener información 
de cada uno de los hipervisores. A continuación se detallan algunos aspectos 
clave del funcionamiento del producto:  
 
Primero, se crea la carpeta /var/lib/one en el sistema y se genera el usuario 
oneadmin en el grupo oneadmin. Este usuario debe tener permisos sobre dicha 
carpeta. El nuevo usuario de sistema operativo debe tener los mismos 
identificadores de usuario y grupo que el usuario oneadmin del servidor 
OpenNebula. En la figura 2.12, se muestra el identificador 9869, propio del 
usuario oneadmin del sistema orquestador: 
 
Fig. 2.12 Configuración del usuario oneadmin en el hipervisor. 
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Cuando el servidor orquestador se conecte por primera vez a los hipervisores, 
copiará los ficheros de su directorio /var/lib/one/remotes en las carpetas 
/var/tmp/one de los servidores Xen. Este directorio también debe tener 
permisos del usuario oneadmin. El fichero oned.log (eventos de auditoría) de la 
aplicación en el servidor OpenNebula, muestra el siguiente error en el momento 
de incluir un hipervisor en la gestión del orquestador: 
 
Command execution fail: scp -r /var/lib/one/remotes/. xen2:/var/tmp/one 
 
Por último, se deben compartir en los hipervisores la clave pública del servidor 
Opennebula para que no soliciten las credenciales en cada conexión. Para ello 
se realiza el intercambio de claves típico entre sistemas Linux, teniendo en 
cuenta que el usuario que debe realizar la conexión es oneadmin desde 
Opennebula hacia los hipervisores. 
 
Los ficheros /etc/hosts de todos los equipos implicados, deben conocer los 
nombres y direccionamiento de los servidores que forman la infraestructura. 
 
Este procedimiento se debe repetir para cada uno de los servidores 
hipervisores. 
 
2.2.3 Gestión de los hipervisores desde OpenNebula 
 
Una vez parametrizados los sistemas, se accede por web a la gestión de 
OpenNebula y se adquieren los recursos Xen como servidores hipervisores.  
 
Fig. 2.13 Vista de host de OpenNebula 
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 Fig. 2.14 Vista de datastores de OpenNebula 
 
A continuación se muestran las salidas de los comandos realizados desde 
consola, equivalentes a las vistas anteriores: 
 
 
 
Fig. 2.15 Vista de host desde la línea de comandos de OpenNebula 
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A través de línea de comandos con la instrucción onehost list, se listan los 
servidores hipervisores Xen que se han incluido en la infraestructura local. 
 
Fig. 2.16 Vista de listado de host desde la línea de comandos de OpenNebula 
 
2.2.4 Conclusiones del laboratorio 
 
El Objetivo de este laboratorio ha sido conocer el funcionamiento interno de la 
aplicación con un sistema de software libre hipervisor. Se han conseguido 
desplegar plantillas en los datastore locales de los sistemas y se ha trazado la 
ejecución de scripting  (Shell y Ruby) desde el servidor Sunstone hacia los 
hipervisores. 
 
La gestión de características avanzadas como la gestión de usuarios, plantillas 
y centros de procesado virtuales así como la gestión de otras características de 
la consola, se realizará en el último laboratorio del proyecto. 
 
Consolidación de la infraestructura de virtualización   27 
3  CONSOLIDACIÓN DE LA INFRAESTRUCTURA  
 
Uno de los objetivos previstos en el inicio del proyecto es la consolidación de la 
infraestructura de virtualización de producción de la empresa. La consolidación 
consigue la optimización de recursos y es requerimiento de la dirección de la 
empresa previo paso a la implantación de los sistemas de orquestación en los 
CPD.  
 
Recordando el escenario presentado en el capítulo 2, SCC dispone en el centro 
de Sant Cugat del Vallés (CPD principal y sobre el que se va a realizar la 
consolidación) de dos chasis IBM Bladecenter modelo S como infraestructura 
software de virtualización de servidores basada en WMare. En estos 
bladecenters se disponen de un total de 7 blades o “cuchillas” (4 en uno y 3 en 
otro) de las cuales 5 son para los entornos virtualización. Todas las cuchillas 
que soportan el servicio disponen de discos locales donde están instalados los 
sistemas operativos ESX. 
 
El primer paso de esta consolidación consiste en la migración de la 
infraestructura de comunicaciones que comparten ambos chasis Bladecenter 
hacia un nuevo hardware. Esta infraestructura permite el acceso al sistema de 
almacenamiento y conecta los dos chasis entre ellos para permitir la 
comunicación del entorno de virtualización en alta disponibilidad y aumentar su 
rendimiento. La segunda acción consiste en la reubicación de dichos chasis en 
un mismo armario, para  reordenar la disposición heredada en dos racks 
separados donde antes compartían espacio con otros servidores físicos que 
han sido virtualizados.  
 
 
 
 
Fig. 3.1 Bladecenter S de IBM con espacio para almacenamiento de discos locales en 
los laterales y 6 bahías centrales para los servidores tipo Blade. 
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Después de esta consolidación o incluso durante la reubicación de los chasis 
estaba prevista la migración de los sistemas operativos de virtualización hacia 
una versión de virtualizador que soportara el sistema de orquestación que se 
quiere implantar. Por lo tanto, era necesaria la instalación del sistema operativo 
ESXi 5.5 o superior en cada una de las cuchillas. El upgrade planificado no 
está soportado por VMware y además el hardware no está validado por el 
fabricante, por lo tanto se plantea la compra11 de recursos y se propondrá 
como mejora en el capítulo final de este trabajo12. 
 
3.1 Migración de la infraestructura de comunicaciones 
 
La infraestructura de SCC dispone actualmente en su CPD principal de la 
configuración de switching definida por los estándares de Cisco y los 
principales fabricantes de sistemas de comunicaciones. 
 
 
Fig. 3.2 A la izquierda, configuraciones recomendadas por CISCO [24] y a la derecha, 
esquema de la conexión actual del CPD de Sant Cugat con los sistemas de seguridad 
a consolidar (marcados en rojo)  
 
En estas capas de distribución los ingenieros de seguridad han intercalado 
cortafuegos dejando definidas zonas de acceso desde internet (DMZ externa), 
zonas de publicación de servicios internos (DMZ interna) y, dentro de esta 
última, la zona que implica al proyecto de acceso a almacenamiento y al 
entorno de virtualización. 
 
La infraestructura de acceso al entorno de virtualización de la empresa estaba 
compuesta por dos equipos Cisco Catalyst 4506 E. Tal y como se ha explicado 
en la introducción, estos equipos se heredan de la necesidad del conexionado 
de equipos físicos con hasta incluso tres tarjetas de red para acceder a las 
diferentes VLAN (backup, servicio, etc). Actualmente, casi todos los servidores 
de infraestructura y servicios están virtualizados en el entorno VMware y ya no 
son necesarios estos equipos de distribución modulares. 
. 
                                            
11 Presupuesto incluido en el ANEXO C 
12 Referencia en el capítulo 5 del trabajo. 
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Los objetivos de esta migración son dos: 
 
- Consolidación de hardware en previsión de sustitución de conmutadores 
clásicos por Cisco Nexus que soporten NSX (SDN de VMware y Cisco). 
- Ahorro Energético. Ahorro de recursos en forma de consumo eléctrico y 
el consecuente ahorro en refrigeración y reducción de emisiones nocivas 
al medio ambiente. 
 
En el siguiente apartado se explica la implementación técnica del cambio y 
posteriormente el beneficio energético del mismo.  
 
SCC dispone en stock de un equipo Cisco Catalyst 3750G y un 3560G de 48 
puertos Gigabit Ethernet y 4 puertos de fibra cada uno, para sustituir los dos 
cores de distribución  modulares cisco Catalyst 4500 E. A estos dos equipos se 
les añadirá un switch Cisco Catalyst 2960 de 24 puertos FastEthernet para 
conectar las gestiones remotas de los equipos de la infraestructura de 
virtualización (controladoras de cabinas y Bladecenter) y se habilitarán unas 
bocas en la VLAN 117 separada de la zona de laboratorios.  
 
3.1.1 Implementación técnica del cambio 
Los equipos escogidos de la serie 3750 y 3650 de Cisco cumplen los 
requerimientos de mejora marcados en el proyecto: 
 
- 6 puertos para la comunicación entre ambos equipos: El ancho de banda 
de comunicación aumentará de 2 a 6 Gigabits por segundo al cambiar 
las fibras entre switch por un etherchannel de 6 puertos. 
- 6 puertos en cada uno de los switch para la conexión con cada uno de 
los bladecenter. 
- 4 puertos para la conexión con cada una de las controladoras del 
almacenamiento NetAPP. 
- 2 puertos de fibra para la interconexión con los equipos de seguridad de 
la capa superior y dos puertos de fibra más para la interconexión con los 
switches de acceso de usuarios. 
 
Además de las características ya indicadas, la migración permitirá, en un 
futuro, la implementación de tecnología NSX de virtualización de redes sobre 
los nuevos equipos de comunicaciones. Se deberá desplegar también el 
controlador NSX  en los virtualizadores de red instalados sobre los sistemas 
hipervisores ESXi 5.5 en los blades. El despliegue de la tecnología NSX 
quedará propuesto también como mejora en las conclusiones del proyecto13.  
                                            
13 Referencia en el capítulo 5 de conclusiones. 
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Fig. 3.3 Esquema con el conexionado entre equipos durante la consolidación;Cisco 
4506E (switch 2 y 3) y los nuevos equipos 3750 y 3650 (switch2-new y switch3-new). 
En números se indican los pasos seguidos para realizar la migración. 
 
Tal como muestra la Figura 3.3, el esquema de conexionado temporal se 
concreta de la siguiente forma: 
 
(1) En primera instancia, tras revisar la configuración de los switches Cisco 
4506E se observa que los pesos de STP14 no están acorde con los equipos de 
seguridad de los que cuelgan dichos equipos. Se decide intercambiar los 
equipos entre ellos, para dejarlos alineados en pesos y no encontrar problemas 
de recálculo de dicho protocolo al conectar los nuevos equipos. Se espera un 
corte de 1 minuto de recalculo de zonas y STP, es por ello que se realiza en 
horario planificado. 
 
La segunda fase (2) se inicia tras la configuración de VLANs en los switches 
nuevos y  consiste en conectar uno de los nuevos switch a uno de los equipos 
a sustituir. De esta manera se realiza una ampliación sencilla para todas las 
VLAN. Esta acción no implica corte.  
 
El tercer paso para completar la ampliación del segundo switch (3) provoca una 
incidencia al conectar el cable entre ellos (5). Se retira el cable y se revisan los 
logs de los equipos para evaluar el daño. Se descubre que se ha producido un 
bucle de STP provocado por que los firewalls no reconocen el protocolo. Por 
este motivo no se abre el bucle a la conexión de los nuevos equipos (de 4 a 5) 
                                            
14 Spanning Tree Protocol: Protocolo de red de nivel 2 del modelo OSI (capa de enlace de 
datos). Su función es la de gestionar la presencia de bucles en topologías de red debido a la 
existencia de enlaces redundantes. 
 
Rama 1 Rama 2 
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sino que se mantiene el cable conectado en la posición 4 (entre los equipos 
4500) durante la migración de los sistemas. 
 
Una vez llegado a este punto se empiezan a migrar las conexiones de los 
equipos a sustituir hacia los nuevos. Para llevar a cabo esta acción se decide 
realizar una contingencia manual de toda la infraestructura teniendo en cuenta: 
 
- Ambos  sistemas bladecenter están conectados cada uno a un switch (2 
y 3). 
- Las controladoras de la cabina de almacenamiento están conectadas 
cada una a un switch (2 y 3). 
- Una vez migradas las máquinas virtuales entre los hipervisores ESXi 
hospedados en los Bladecenter se moverán algunas de las cuchillas al 
Bladecenter libre y se levantará el servicio en una de las ramas15.  
- Se realiza un takeover16 de la controladora del almacenamiento para que 
no se presenten problemas a la hora de mover el medio de acceso de un 
switch a otro.  
 
El siguiente paso (4 y 5) ahora sí, es pasar lo conexión entre switches a los 
nuevos equipos. El cambio implica un corte de unos segundos pero 
aprovechando que todavía el tráfico pasa por una de las ramas del árbol de la 
ilustración anterior, no hay afectación de servicio. 
 
Una vez realizada la migración en uno de los switches se procede de la misma 
manera hacia al otro, delegando nuevamente la carga de trabajo a un solo 
switch y un solo Bladecenter, en este caso por la Rama2. 
 
Finalmente se acaba conectando el Switch de gestiones remotas (switch iLO) y 
laboratorio ambos equipos, teniendo en cuenta los pesos de STP para que no 
se formen bucles ni balanceos en las comunicaciones.  
 
El escenario obtenido es el siguiente: 
- Switch conectados entre ellos mediante un Etherchannel de 6 Gbps. 
- Equipo de almacenamiento NetAPP (donde se guardan los datastores 
de las máquinas virtuales) conectados con los switches con 
Etherchannel de 4 Gbps a cada una de las dos controladoras. 
- Conexión de los equipos Bladecenter con los nuevos switch mediante 
Etherchannel de 6 Gbps también. 
- Conexión con el almacenamiento de backup a uno de los dos switch 
mediante etherchannel de 2 Gbps. 
                                            
15 Ver figura 3.3 
16Procedimiento documentado por los ingenieros de almacenamiento como procedimiento 
interno de la empresa. Procedimiento adjunto a la memoria en el  ANEXO 4 
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Fig. 3.4 Escenario final. 
La configuración final de los dispositivos se puede ver en el ANEXO A de este 
documento.  
. 
 
Fig. 3.5 Disposición final de los equipos de distribución en su ubicación final. 
 
A continuación se muestra de forma gráfica la propuesta de mejora a realizar 
con la introducción de los equipos que soportan virtualización de redes. En ella 
se puede ver como el número de saltos del tráfico se reduce 
considerablemente y además el flujo ya no depende solamente del origen, el 
destino en las  VLAN de interconexión sino que depende de lo codificado en las 
cabeceras de los datagramas sobre la VXLAN definida17. 
 
Recordando cómo funciona la tecnología de virtualización de redes extendida 
NSX, el motor del controlador define los caminos que se registran en las tablas 
VTEP sobre las interfaces OpenvSwitch desplegadas en los hipervisores, 
compatibles con OpenFlow. En la figura 3.6 se muestra un ejemplo de 
virtualización NSX sobre hipervisores UCS de Cisco con cores Nexus 7000 
pero es equivalente a la infraestructura VMware de SCC con equipos de 
distribución Cisco Catalyst 3x50 e hipervisores ESX. En la propuesta de la 
figura se traslada el servicio de Firewall y Balanceo al controlador NSX. 
                                            
17 Definido en el capítulo 1 en el estudio de las tecnologías de virtualización de redes. 
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Fig. 3.6 Comparativa de flujo de tráfico entre un entorno con redes virtualizadas y otro 
clásico [25] 
3.1.2 Ahorro energético 
Se puede cuantificar el incremento de ahorro energético18 teniendo en cuenta 
la siguiente tabla de especificaciones extraídas de los datasheet de los 
fabricantes19. La tabla muestra la información de potencia de las fuentes de 
alimentación y las BTU20 de cada dispositivo para cada una de las 
disposiciones. 
 
Tabla 3.1 Características de los sistemas de comunicaciones del laboratorio 
 
 Disp.Origen Disposición implementada 
CISCO HARDWARE 4506-E  3750G-48TS 3560G-48TS 2960 (ILOs) 
Watts 1400 AC 160 120 75 
BTU 1048  500 422 250 aprox 
Número de fuentes21 1 + 1 1 1 1 
Total Potencia (W) 1400 355 
Total Energía (BTU) 1048 1177 
                                            
18 No se tiene en cuenta la nueva eficiencia de refrigeración ya que los sistemas de enfriado no 
se van a sustituir. Se quiere conseguir un ligero descenso de la temperatura del CPD.  
19 Especificaciones adjuntas en ANEXO E. 
20 British Termal Unit: 1 BTU = 252 calorías y 12 000 BTU/h = 1 tonelada de refrigeración = 
3000 frigorías/h. 
21 Los switches tienen 3 o 4 módulos Ethernet, por lo tanto pueden trabajar en modo 
redundante, consumiendo hasta 1360W de una fuente y 40 W de la otra en modo standby. Por 
eso en el número de fuentes de la tabla no se tiene en cuenta que tengan dos instaladas por 
dispositivo. 
34  Experimentación con tecnologías de virtualización 
 
Consumo con los dos switch de distribución Catalyst 4506 E antes del cambio: 
 
- Potencia: 1400 W x 2 = 2800 W = 2,8 kW  
- BTUs: 1048 BTUs x 2= 2096 BTU 
 
Consumo después del cambio:  
 
- Potencia: 160 W + 120 W + 75 W = 355 W = 0,355 kW 
- BTU: 500 BTU + 422 BTU + 250 BTU = 1172 BTU 
 
Teniendo en cuenta el precio medio de la energía en el último año [26] ha sido 
de: 0,120959 €/kWh, y la fórmula para calcular el gasto (G):  
 
G= P (kW) x d x T(h) x C (€ / kWh), 
 
• P (kW): Potencia consumida por el equipo en kilo Watios 
• d: Tanto por ciento de uso diario, siendo 1 las 24 horas. 
• T: Periodo de facturación en horas.  
• C: Coste de la electricidad promedio. 
 
, en el caso del CPD para un año el gasto es la siguiente: 
 
G= P  x 1 x (1 año = 24 horas x 365 días) x 0,120959 € / kWh. 
 
Tabla 3.2 Tabla comparativa de ahorro energético en euros. 
 
Antes de la migración 2.966,88 € / año 
Después de la migración 376,16 € / año 
 
El ahorro de coste energético es superior a los 2.590 euros al año, cifra 
importante que reduceel coste mensual en más de 215 euros. Además los 
nuevos equipos soportan VXLAN para NSX y con su futura implementación la 
necesidad de procesado de los equipos de comunicaciones se reducirá 
considerablemente. 
 
Los equipos de aire acondicionado verán reducido el esfuerzo frigorífico en 
más de 900 BTU o lo que es lo mismo unas 225 frigorías. 
 
En las siguientes fotografías se muestra el estado de los racks antes de la 
intervención:  
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Figura 3.7 Uno de los Catalyst 4500 E antes del cambio. Las bahías 2, 5 y 6 vacías y 
la mitad de conexiones ethernet sin uso 
 
 
Figura 3.8 De izquierda a derecha los armarios 2 y 3 que solo tienen 5 patch panel en 
desuso y los Cisco Catalyst 4506E en la parte inferior. Los armarios 5 y 6 se 
reubicarán en futuros proyectos para ocupar el espacio del 2 y el 3. 
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Fig. 3.9 Disposición de la segunda fila de armarios antes de la migración de 
infraestructura. Los armarios 1 y 2 al fondo son para laboratorio. El armario 3 con la 
consola abierta y sistemas de almacenamiento. Por último los armarios 4 y 5 que se 
consolidan en uno. 
En la siguientes fotografías  se muestra el estado de los racks después  de la 
intervención. 
 
Fig.3.10 Nuevo aspecto del Armario 4 con ambos sistemas Bladecenter y el armario 5 
vacío y listo para ser retirado. En la figura 3.11 se puede ver la disposición de los 
equipos desde la parte trasera del rack (los switch quedan ocultos en esta figura). 
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3.2 Reubicación de chasis en un mismo armario 
 
En la siguiente fotografía se muestra la disposición final de los equipos en un 
rack central de la segunda fila, tras la migración de los sistemas de 
comunicaciones y de los equipos Bladecenter. Con estos movimientos, también 
se podrán liberar hasta un total de 3 armarios de metal del CPD una vez se 
muevan los paneles de conexionado (patch panel): dos armarios que 
soportaban la infraestructura de comunicaciones con los Cisco 4506E y el 
armario de uno de los Bladecenter que ha quedado vacío.  
 
 
Fig. 3.11 Visión trasera del rack donde han quedado consolidados los sistemas de 
virtualización y  de comunicaciones de distribución (acceso al entorno de 
virtualización) 
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3.3 Presupuesto de hardware para virtualizadores ESXi 5.5 
 
Tal y como se ha indicado en la introducción de este capítulo, otra de las 
dificultades encontradas durante el proyecto ha sido la incompatibilidad del 
hardware de las cuchillas de los Bladecenter ya que no está soportado por los 
sistemas operativos del virtualizador VMware más actuales. Al tratarse de 
software propietario, es requerimiento indispensable de SCC la inclusión de 
soporte del fabricante para poder escalar incidencias de hardware o software 
que puedan acontecer durante el servicio de 24 horas.  
 
Consecuentemente, la única solución para poder realizar el upgrade es la 
compra de hardware nuevo para sustituir las cuchillas solicitando un 
presupuesto interno al departamento de Sales Specialist y solicitar la 
aprobación a informática interna. El presupuesto incluye la sustitución de: 5 
IBM eServer Bladecenter HS21, todos ellos con 32 GB de RAM y de diferentes 
tipos de procesadores Xeon de 1,86, 2,33 y 3,00 GHZ por equipos nuevos IBM 
HS23 con 64 GB de memoria RAM. El precio final del presupuesto es de: 
24.563 euros22. 
 
3.4 Conclusiones y propuestas de mejora 
 
El compromiso beneficio-riesgo en cualquier intervención de IT (y en especial si 
implica a un centro de procesado de datos en producción) es clave para definir 
el momento en el que se pueden realizar los cambios y es fundamental en la 
presentación de conclusiones. La parte de consolidación de sistemas de 
comunicaciones ha supuesto un beneficio en forma de ahorro de más de 2.590 
euros al año en costes de facturación de energía. A este ahorro se le debe 
añadir el ahorro de los costes de mantenimiento con el fabricante, los cuales 
son más económicos tras la sustitución de los chasis 4506E Catalyst 
(modulares) por equipos compactos. Es destacable también el aumento de 
throughput de datos (nuevo enlace compartido de 6Gbps) entre los equipos 
Cisco Catalyst 3750 y 3560, que marcará diferencia en la migración de 
sistemas virtuales entre blades, copias de seguridad, etcétera. 
 
En lo que hace referencia a riesgo asumido por la migración, se debe tener en 
cuenta que los nuevos equipos disponen solamente de una fuente de 
alimentación, frente a los otros equipos de core que disponían de fuentes de 
alimentación redundadas para cada chasis. Este hándicap se justifica, tal y 
como se ha explicado en el primer punto del presente capítulo, asegurando la 
alta  disponibilidad en el caso de fallo de uno de los switch que forman la pareja 
3750 – 3560 con el nuevo conexionado hacia los sistemas de almacenamiento. 
Además el tiempo23 de sustitución de dichos equipos es muy bajo y se puede 
disponer de un equipo de reposición en tiempos de día siguiente laborable.  
 
                                            
22  Presupuesto adjunto en el ANEXO C 
23 SCC dispone de hardware de reposición con carácter inmediato y el Service Level 
Agreement contratado con Cisco para estos equipos es de Next Business Day 
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Ahora el CPD de Sant Cugat tiene solamente dos armarios de sistemas 
separados en servidores físicos y almacenamiento y, por otro lado, en el 
entorno virtualizado. 
 
Por último cabe destacar las tres propuestas de mejora surgidas durante la 
consolidación de sistemas; la primera es el upgrade de sistemas hipervisores a 
versión 5.5 ESXi (ya prevista tras la aceptación del presupuesto de cambio de 
hardware) y la segunda la instalación del entorno de virtualización de redes 
NSX. 
 
La tercera propuesta define un nuevo proyecto de consolidación de 
infraestructura de core (racks 4 y 5 de la figura 3.8). En este caso se debería 
sustituir por equipos más potentes que los introducidos en la parte de 
distribución, con fuentes redundadas y con capacidad de procesado de la 
demanda de servicios publicados a internet y en DMZ. Con este cambio el 
ahorro de consumo se podría ver incrementado en aproximadamente unos 100 
euros más al mes que, sumados a los 215 euros calculados tras la 
consolidación llevada a cabo, implicaría un total de 315 euros de ahorro 
mensual en la factura de electricidad. 
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4  LABORATORIO DE PREPRODUCCIÓN  
 
Debido a las limitaciones de hardware expuestas en el punto anterior, no se ha 
podido desplegar la solución diseñada de orquestación sobre el entorno 
productivo. Igualmente, es necesaria, por normativa de calidad de la empresa, 
la construcción de un laboratorio que emule la infraestructura de servicio para 
conocer y probar el nuevo software. Dicho laboratorio se implementa en una 
red separada de la red de producción, aunque con los requerimientos de 
conectividad necesarios: conectividad a internet mediante proxy y enrutamiento 
de redes internas para la gestión de los equipos.  
 
Este laboratorio de preproducción servirá para valorar las posibilidades 
técnicas de la integración del orquestador elegido OpenNebula VOneCloud 
frente a la gestión independiente de cada uno de los sistemas de gestión 
Vsphere de cada CPD. VOneCloud es la solución de Opennebula sobre 
Opennbula Sunstone orientada (parametrizada) a la orquestación de entornos 
VMware como Host hipervisores únicamente y compatible con los principales 
proveedores de servicio IaaS de la nube. 
 
Se dispone del siguiente hardware para llevar a cabo la implementación del 
laboratorio: 
 
- Servidor IBM x3250 m3 para con procesador Xeon 2.8 GHz, 8 GB de 
memoria RAM y almacenamiento de 500 GB y 1TB. 
- Servidor IBM x3350 m3 con procesador Pentium dual core 2.6 GHz, 6 
GB de memoria RAM y almacenamiento de 450 GB. 
 
Se desplegará en ambos servidores físicos la siguiente infraestructura: 
 
- Sistema operativo hipervisor ESXi 5.5, requerido por Opennebula. 
- Controlador de dominio Microsoft Windows 2008 R2 para emular el 
entorno productivo y su integración con el sistema orquestador. 
- Máquina virtual con VCenter. 
- Máquina virtual con el orquestador VOneCloud. 
 
Este es el esquema de infraestructura definido antes de la implementación con 
el direccionamiento de la red de laboratorio.  
 
Tabla 4.1 Asignación de IPs a los equipos de laboratorio. 
Nombre  IP Vlan Lab 
CPD1_ESX1 10.131.17.20 
CPD2_ESX1 10.131.17.21 
CPD1_DC 10.131.17.30 
CPD2_DC 10.131.17.31 
CPD1_VCenter 10.131.17.34 
CPD2_VCenter 10.131.17.35 
VOneCloud 10.131.17.36 
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Una vez definido el escenario de la instalación de preproducción, en los 
siguientes puntos de este capítulo se detalla el proceso de instalación de la 
infraestructura y los servidores que la forman.  Cabe destacar que se instalará 
un solo servidor ESX como único nodo de clúster. Cada clúster soportará 
en el entorno virtualizado un Controlador de dominio y el servidor VCenter que 
lo gestione. Se procederá a la instalación de la misma infraestructura dos 
veces, una para cada uno de los “CPDs virtuales”. 
 
4.1 Instalación del sistema operativo ESXi 5.5 
 
Tras configurar el arranque de la máquina desde la BIOS mediante DVD, el 
wizard de instalación de ESX guía durante el proceso de instalación. Hace un 
registro del sistema para verificar que el procesador, la memoria y el hardware 
están soportados por el sistema operativo. Durante la instalación, se requiere el 
cambio de contraseña del superusuario del sistema operativo root y dar formato 
a los discos disponibles.  
 
En uno de los servidores hipervisores, se dispone de dos raid de discos que se 
dispondrán de la siguiente manera: en el primero, que se llamará datastore1, 
se instala el sistema operativo y, el segundo, sirve de almacenamiento para las 
máquinas virtuales nombrado DATASERVERS. En el caso del segundo 
hipervisor solamente se dispone de un raid (llamado datastore1 también) en el 
que irán instalados el sistema operativo y los discos virtuales de las máquinas 
que contenga dicho ESX. Cabe destacar que ninguno de los datastores será 
visible desde el otro nodo, emulando el escenario real donde el 
almacenamiento en cabina se encuentra totalmente separado en cada CPD. 
 
Las siguientes imágenes muestran los recursos de los hipervisores del 
laboratorio. 
 
 
Fig. 4.1 Características del virtualizador CPD1_ESX1 visto mediante la gestión del 
cliente Vsphere Client, instalado en un PC local de la red de usuarios 
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Fig. 4.2 Características del virtualizador CPD2_ESX1 visto mediante la gestión del 
cliente Vsphere Client, instalado en un PC local de la red de usuarios 
 
4.2 Instalación de las máquinas virtuales 
 
Una vez instalados los sistemas operativos ESXi se accede al entorno de 
virtualización, mediante la consola VSphere client. Este software que se instala 
en local (cliente) se descarga mediante el link que ofrecen los hipervisores al 
intentar acceder por web a la dirección IP de gestión de los mismos; en este 
caso http//10.31.17.20 y http//10.31.17.21. Mediante esta consola de gestión, 
se despliegan las primeras dos máquinas básicas en la infraestructura los 
controladores de dominio y los VCenter. Se instalarán con dos mecanismos 
diferentes: instalación de sistema operativo como si se tratara de una máquina 
física y despliegue de máquina OVA24 facilitada por el fabricante VMware. 
 
4.2.1 Controladores de dominio 
 
En primer lugar, se van a instalar los controladores de dominio para integrar el 
resto de máquinas integrables en un domino LDAP. 
 
La puesta en marcha de los controladores de dominio se inicia instalando los 
sistemas operativos Microsoft Windows Server 2008R2. Posteriormente se 
activará el rol de controlador de dominio con las siguientes características: 
 
- nombre del dominio: DOMINO.EU.COM 
- grupo de administradores de dominio: 
o administrador del dominio 
o administrador del dominio para uso en VMware 
o administrador del dominio para uso en vOneCloud 
                                            
24 OVA Open Virtualization Format (OVF) es un estándar abierto para empaquetar y distribuir 
servicios virtualizados. 
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- usuarios del dominio a los que se les otorgarán permisos para acceder a 
la infraestructura de virtualización. 
 
 
Fig. 4.3 La captura muestra las principales características del controlador de dominio: 
grupos y usuarios definidos. 
 
Después de desplegar el controlador de dominio de CPD1, se inicia el 
controlador de dominio con el rol de controlador de dominio secundario en el 
hipervisor de CD2.  
 
Posteriormente, se otorga el rol de DNS en el controlador de dominio principal. 
Es importante destacar que para el correcto funcionamiento de la integración 
de servidores en el dominio es necesario activar la resolución inversa de 
nombres cada vez que se crea el registro DNS, también conocido como 
registro PTR. 
 
4.2.2 VCenter Appliance  
 
Ante la falta de recursos de memoria de los hipervisores del laboratorio, se opta 
por la instalación de la solución de VCenter Server Appliance (VCenterAPP) 
que ofrece VMware sobre un sistema operativo Linux (CentOS) Normalmente 
se instala un servidor Windows con licencia Microsoft en el que posteriormente 
se despliega el software de virtualización. El servidor VCenter ofrece por web la 
consola VSphere Client que podrá integrar la gestión virtual de uno de los 
entornos que podría estar compuesta por varios servidores hipervisores.  
 
Tal y como se ha explicado en el punto anterior en el caso de este laboratorio, 
los clúster solamente constan de un único hipervisor, llamado CPD1_ESX1 y 
CPD2_ESX1 pero es necesaria la creación del clúster para que los 
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orquestadores que se implementarán en los siguientes puntos de este capítulo 
puedan asumir el control de la infraestructura. 
 
Una vez desplegado el fichero OVA en el hipervisor y obtener dirección IP 
mediante DHCP25, la gestión del servidor se hace mediante una consola web o 
mediante SSH. En el caso de instalar un servidor Windows Server  como 
servidor VCenter, este servidor debería estar integrado en el dominio y no 
requeriría de los ajustes que se explican a continuación. 
 
Es necesario configurar la autenticación LDAP, para poder acceder a la 
consola VShpere Client con los usuarios definidos en Active Directory de los 
controladores de dominio y otorgar los permisos que se definan por cada uno 
de los grupos dentro del VCenter. El usuario administradorvmware será el 
encargado de leer del árbol del AD. Por seguridad no se hace uso del usuario 
administrador del dominio, pese a tener permisos muy similares. 
 
Fig. 4.4 Pestaña de autenticación en la consola del appliance VMware VCenter 
 
Es importante tener en cuenta que por cada cambio que se realiza en el 
VMware Vcenter App mediante la consola de administración se deben guardar 
los cambios (botón que aparece en la ilustración anterior) y además se debe 
reiniciar todo el appliance. Estos reinicios no afectan a la infraestructura del 
laboratorio del CPD que gestione dicho VCenter, solo implica la  pérdida de 
visibilidad global del entorno. Los hipervisores se pueden gestionar por 
separado mediante el cliente instalado en el PC de la red local, aunque 
únicamente se debe hacer en caso de emergencia. Este ha sido el caso de  la 
instalación de los primeros servidores virtuales los controladores de dominio y 
los propios servidores de gestión de cada CPD. 
 
Durante la instalación del servidor, una de las decisiones importantes que se 
debe tomar es dónde instalar la base de datos que registra todos los 
movimientos, tareas que se hacen en él; snapshots, programación de tareas 
entre otras muchas acciones. Si se instala en un servidor Windows, se suele 
externalizar a un servidor centralizado contenedor de otras bases de datos, 
para poder hacer tareas de mantenimiento sobre la misma. En este caso, la 
                                            
25 La red de laboratorio tiene configurada también la distribución de IP dinámicamente mediante 
el protocolo DHCP del acrónimo en inglés: Dynamic Host Configuration Protocol. Esta 
característica se deshabilita una vez instalados los equipos y se fija la IP asignada en la tabla 1 
del presente capítulo. 
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base de datos se mantiene en local embedded, sobre el mismo appliance tal y 
como se puede ver en la siguiente figura: 
 
Fig. 4.5 El appliance también permite externalizar la base de datos del VCenter.  
 
No es necesario el reinicio de servicios mediante scripts o demonios a través 
de la consola SSH, la gestión web permite reiniciar servicio a través de la 
pestaña summary mostrada en la anterior captura y donde se puede ver la 
configuración final del sistema. 
 
 
Fig. 4.6 Configuración final del appliance. 
 
A continuación se muestra la configuración final de red: direccionamiento de 
laboratorio aplicado, DNS  (Servidor CPD1_DC) y la configuración del proxy.  
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Fig. 4.7 Pestaña de configuración de red del VMware VCenter APP. 
 
Al cambiar el nombre de la máquina para respetar el asignado, se debe 
regenerar el certificado de la misma. Para ello, antes de reiniciarla tras el 
cambio de nombre, se debe marcar la casilla indicada con un SI. Pero es 
importante volver a marcar la casilla como NO una vez reiniciado el equipo, ya 
que regeneraría cada vez un certificado. 
 
 
Fig 4.8 Admin es la última pestaña de la consola en la que se gestiona las 
credenciales del administrador del sistema, el acceso mediante SSH y la regeneración 
del certificado 
 
Una vez configurados sendos servidores, se accede por web a la consola 
vSphere Web Client (https://10.131.17.34:9443) para ceñir el nodo ESX al 
virtual center.    
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Fig. 4.9  El nodo ESX se ciñe a VCenter mediante la password de roort del hipervisor 
 
Una vez realizado este paso, ya se puede acceder a las consolas web para ver 
las máquinas virtuales. Tal y como se ha indicado anteriormente por otros 
motivos, es importante tener el clúster creado en la consola de vSphere Web 
Client para que orquestador adquiera datos de los clúster, de los hipervisores 
(en este cado uno por CPD) y de las máquinas virtuales, en ese orden.  
 
 
 
 
 
 
El siguiente paso es instalar el orquestador VOneCloud para empezar a 
administrador ambos CPDs desde un nivel superior.  
Fig 4.10 Comparativa de la vista desde la consola cliente vSphere Client con la que se 
accede solamente a un servidor hipervisor y la vista desde VSphere Client con la vista de 
cluster. 
10.131.17.22 
10.131.17.24 
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4.2.3 Instalación de VOneCloud de OpenNebula 
 
La máquina VOneCloud se despliega también como máquina virtual OVA. Tras 
el arranque, la máquina muestra en una de las consolas de administración26 un 
panel de control con 3 opciones. Las siguientes capturas muestran las 
opciones de cada uno de las acciones presentadas en el menú: 
 
Fig. 4.11 Consola de gestión ASCII que aparece al entrar en la máquina mediante la 
consola de VSphere. Consola accesible en Alt + F1 
 
Fig. 4.12 Consola de gestión de línea de comandos. Consola: Alt + f2   
 
A través de la consola y el menú que aparecen, se configuran los parámetros 
del diseño del laboratorio como para cada una de las máquinas desplegadas 
hasta ahora. 
 
Fig. 4.13 Es importante cambiar el nombre de la máquina en el primer arranque. Esta 
característica se cambia desde la edición de la conexión de los equipos 
                                            
26 Los equipos Linux tienen varias consolas de administración que se gestionan mediante la 
combinación de teclas Alt+1,2,3,4,5. 
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Fig. 4.14 Menú de gestión de las principales características de la máquina Linux que 
sustenta el servicio OpenNebula, similar al setup de CentOS27. 
 
Una vez configurados los parámetros del sistema operativo para que la 
máquina tenga conectividad, el resto de servicios relacionados con la 
aplicación OpenNebula se gestionan mediante el panel de control web. El 
acceso se muestra en la primera de las capturas en el menú principal 
http://iPVoneCloud:8000, tal como se muestra en la figura 4.11. 
 
 
Fig. 4.15 Panel de control del appliance vOneCloud 
                                            
27 CentOS distribución Linux de licencia libre que sirve como OS del servidor OpenNebula. 
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Desde la gestión web se pueden gestionar las siguientes características: 
 
- Reinicio del servicio VOneCloud que corre en la máquina. Sencillo, 
desde el botón que se observa en la parte superior derecha de la 
ilustración anterior. 
- Gestión de la integración de Active Directory. Tal y como se ha hecho en 
el resto de sistemas respetando las características: 
- Y finalmente, la integración con un sistema en la nube. En este caso se 
ha probado con Azure de Microsoft y con EC2 de Amazon. En la 
siguiente captura se ve la configuración de Azure. 
 
En las siguientes capturas se muestran los detalles de configuración para cada 
una de las características. 
 
Fig. 4.16 Configuración de LDAP con las características definidas al inicio del 
laboratorio. 
 
Para poder administrar los sistemas en la nube se deben cumplimentar los 
campos necesarios según el proveedor. En el caso Amazon EC2 requiere 
indicar la región donde se encuentra la infraestructura contratada y de una 
clave secreta compartida que se genera en la consola. 
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Fig. 4.17 Parámetros de configuración en VOneCloud para gestionar Amazon EC2. 
 
En el caso de Azure, se requiere la región en la que se despliega el sistema, el 
id de la suscripción (Configuración à suscripciones) y la generación de un 
certificado en la consola web de Microsoft Azure que posteriormente se 
descarga y se guardia en un fichero . Será necesario el certificado .pem de 
Ruby y .cer para subirlo a Azure. Se lanzan los siguientes comandos desde el 
usuario oneadmin (path $ home /var/lib/one/): 
 
Instalación de openssl para generar el certificado 
 
 $ sudo yum install openssl 
 
Generar certificado y posteriormente cambiarles los permisos a la clave 
privada: 
 
$ openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout 
myPrivateKey.key -out myCert.pem 
 $ chmod 600 myPrivateKey.key   
 
Se concatena la clave del certificado y el certificado .pem: 
 
$ cat myCert.pem myPrivateKey.key > vOneCloud.pem   
 
Se genera el fichero .cer para subir a Azure##  
 
$ openssl  x509 -outform der -in myCert.pem -out myCert.cer 
 
Finalmente se sube el certificado a Azure para que sea consultado y de 
confianza desde la máquina VOneCloud y posteriormente se copia el 
certificado y se pega en el Pem Management Certificate tal y como se muestra 
en la siguiente figura: 
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Fig. 4.18 Parámetros de configuración de VOneCloud para la gestión de Azure 
  
4.3 Pruebas en VOneCloud 
 
Una vez configurado el entorno a través del panel de control se procede al 
despliegue de máquinas virtuales en el entorno VMware de ambos CPDs y en 
la nube. Para ello es necesario primero adquirir la gestión de los entornos y el 
despliegue de usuarios y plantillas para finalmente crear máquinas en el 
entorno virtual. Todas estas tareas se llevan a cabo a través de la consola de 
gestión web de VOneCloud (como el de sunstone) accesible en este caso: 
http://10.131.17.36 (puerto 80). Esta consola de administración web permite 
evitar la gestión del entorno a través de línea de comandos.  
 
4.3.1 Adquisición de servidores  
 
Una vez configuradas las regiones en el panel de control con las características 
definidas por el proveedor de servicios en la nube, se procede a la adquisición 
de los recursos en el sistema, empezando por los clusters de entorno VMware 
de cada uno de los dos CPD. Los requerimientos del sistema para añadir los 
recursos VMware son:  
 
- Usuario administrador de Vsphere. En este caso se utiliza el 
administrador local pero se puede añadir el administrador de dominio 
creado para el uso de los recursos VMware: administradorVMware (ver 
figura 4.3) con sus credenciales. 
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- Nombre del servidor en el VCenter en el dominio. Importante lo indicado 
al crear los registros DNS en el DC primario: es necesario crear los 
registros PTR ya que la máquina VOneCloud hace la resolución inversa 
de los dominios; en este caso cpd2vcenter.domino.eu.com y 
cpd1vcenter. 
 
Una vez introducidos los datos de cada uno de los VCenter (primero se 
gestiona uno y luego el otro) se aprieta el botón adquirir clúster y se obtienen: 
las redes virtuales creadas en los VCenter, las plantillas y las máquinas 
virtuales que están funcionando. 
 
Fig. 4.19 Consola de adquisición de datos de HOST en función del tipo de recurso.  
 
Fig. 4.20 Captura de la disponibilidad de recursos de los VCenter. 
 
Si durante la adquisición de recursos algunas máquinas se quedan en estado 
pending y sin mostrar información, debe hacerse un deploy uno por uno de los 
sistemas [27]. En la siguiente captura se muestra el estado de los servidores 
virtuales vistos desde la consola de administración VOneCloud. 
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Fig. 4.21 Gestión de las máquinas virtuales desde la vista específica de VOneCloud   
4.3.2 Gestión de VDC, usuarios, grupos y atributos. 
 
Antes de realizar cualquier cambio sobre usuarios, es necesario crear un CPD 
virtual (VirtualData Center). Para este laboratorio se va a simular la gestión de 
un grupo de usuarios que tienen permisos para desplegar máquinas en la zona 
de recursos virtual destinada a laboratorio. Primero se crea el VDC y se 
nombra como VDCLAB asignando como recursos a uno de los dos 
datacenters. 
 
Posteriormente se crea un grupo de usuarios llamado GrupoLAB que tendrá un 
administrador de grupo y un usuario de dicho grupo. Es importante tener en 
cuenta que cuando se crea un nuevo grupo, este, se incluye en el default 
VDC y se debe excluir y reasignar al grupo creado, sino puede dar 
problemas durante el despliegue de máquinas. 
 
De esta manera ahora los usuarios creados son: 
- VDC LAB con el GrupoLAB 
- VDC default (creado cuando se ha creado el VDC) con el grupo users, 
únicamente. 
 
También cabe destacar la diferencia entre los usuarios del sistema por defecto: 
- CloudAdmin: Superadministrador de la plataforma  
- Oneadmin: administrador del portal Opennebula. 
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Fig. 4.22 Vista de los  usuarios creados 
.  
Se crea un usuario userlab1 asignado al grupo, con autenticación contra el 
controlador de dominio principal. Se ha verificado que funciona en los logs del 
sistema AD. 
 
Fig. 4.23 Usuario creado en el grupo GrupoLAB con autenticación con el ADirectory 
 
4.3.3 Plantilla de Máquina. 
 
Se crea una plantilla paralela a partir de la plantilla importada desde VCenter y 
se le otorga permisos de despliegue y se asocia al grupo GrupoLAB 
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Fig. 4.24 Plantilla asignada al grupo de usuarios de Laboratorio 
4.3.4 Despliegue de máquinas en Datacenter y en la Nube. 
 
En primer lugar se accede con el usuario creado anteriormente a la consola 
(bautizada como ONE), que cambia de aspecto al tratarse de un usuario con 
permisos limitados a la hora de desplegar cualquier tipo de máquina en la 
infraestructura. En este caso el usuario userLAB1 solo puede desplegar la 
plantilla creada y atribuida en el VDC asignado (VDCLAB) y con una cuota 
específica de dos máquinas como máximo.  
 
 
Fig. 4.25 Interfaz de usuario con permisos limitados. Los usuarios que tienen estas 
características acceden en la vista Cloud (portal one) 
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Fig. 4.26 Vista de la máquina virtual desplegada desde el portal One. 
En las siguientes figuras se pueden ver evidencias de la gestión de las 
máquinas virtuales desde el orquestador. Además se puede ver en la figura 
4.27 la máquina lanzada por el usuario userlab1 llamada 2008r2LAB-6. 
 
Fig. 4.27 Vista de la lista de máquinas ejecutándose en los cluster. 
 
Fig. 4.28 Panel de gestión de la máquina virtual 
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Fig. 4.29 Snapshot ejecutado desde la consola de VOneCloud, visto desde las tareas 
de VCenter a trvés de VSphere Web Client. Se puede ver que la orden la da el usuario 
de dominio DOMINO/administradorvmware. 
 
Desde la consola se pueden generar/revertir snapshots, parar y encender 
máquinas sin problema.  
 
Finalmente se lanza una máquina en la nube de Azure y se monitoriza desde el 
Panel de control de VOneCloud. 
 
4.4 Conclusiones y propuesta de mejora 
 
Se han realizado pruebas de rendimiento en el laboratorio acerca de la gestión 
de tareas en el entorno virtualizado concluyendo que no hay ningún tipo de 
penalización utilizando el orquestador. El servidor de VOneCloud lanza 
órdenes directamente contra los VCenter (por separado o juntos) y en las 
consolas de VCenter se observa como el usuario del dominio crea la máquina 
virtual como si de una acción en local se tratara. 
 
A falta de la implementación sobre el entorno productivo, ha sido muy 
interesante ver la gestión de máquinas virtuales desde un sistema centralizado 
y con la ligereza del cliente web. Frente al gestor VSphere Web Client la 
respuesta del sistema es rápida y totalmente aceptable.  
 
La orientación del uso de la aplicación a usuarios mediante portales 
personalizados, limitando los permisos de ejecución y distribución de máquinas 
virtuales, por volumen, disponibilidad de recursos o incluso por tiempo es uno 
de los aspectos más relevantes de la solución.  
 
El ahorro de costes es considerable, sobre todo para equipos con muchas CPU 
y puede ascender hasta 6.000 euros por servidor y año en infraestructura con 
servidores de 4 CPUs [28]. 
 
Como propuesta de mejora se harán pruebas previas en el laboratorio de la 
distribución del entorno NSX de virtualización de redes de VMWar que también 
es compatible con la gestión desde la solución orquestadora. 
 
Queda aprobada la puesta en marcha sobre el entorno productivo y se 
elaborará un proyecto de despliegue para implantar la solución en los próximos 
meses.  
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5 CONCLUSIONES Y LÍNEAS FUTURAS 
 
La síntesis de los resultados obtenidos en cada uno de los capítulos de este 
proyecto y los objetivos presentados en la introducción del mismo .nos llevan a 
la presentación en este último apartado de conclusiones. 
 
Se han afianzado conceptos de sistemas de virtualización de entornos de 
software libre, tanto para tecnologías de virtualización de redes como para 
sistemas hipervisores. Se concluye que la implantación de redes definidas por 
software en infraestructuras de ámbito local no tiene un sentido práctico en este 
momento para el  escenario de trabajo que aplica, ya que la reinversión en 
equipamiento necesaria y el coste de la migración, frente a las ventajas que 
puede llegar a ofrecer en escenarios pequeños no es relevante. Por el 
contrario, las tecnologías de virtualizaciones de redes como NSX permiten 
ordenar de una manera más interesante las comunicaciones entre los sistemas 
hipervisores y los servicios publicados a los usuarios, ya sean en la red interna 
o servicios publicados a Internet. La capacidad de balanceo de servicios o 
seguridad recaerá sobre el controlador NSX, permitiendo dinamizar la 
disponibilidad de los servicios frente a la rigidez de la clásica estructura de 
networking. La compatibilidad de esta tecnología con los equipos desplegados 
en la consolidación de los sistemas de comunicaciones explicada en este 
proyecto hace más interesante su viabilidad.  
 
Aunque tal y como se ha indicado, la aplicación práctica de SDN en el 
escenario que atañe al proyecto no tenga relevancia, no cabe duda de que será 
interesante desplegar en laboratorio con dicha tecnología en disposición física 
para presentar la tecnología a la empresa como una solución funcional. La 
disponibilidad de los equipos Microtik y la oportunidad de trabajar en el 
laboratorio creado con infraestructura física pueden dar lugar a resultados muy 
interesantes. 
 
En lo que se refiere a la consolidación de infraestructura, los resultados 
obtenidos y previstos son realmente importantes. Se ha consiguiendo un ahorro 
energético del 85% en la capa de equipos de distribución (tal y como se extrae 
en las conclusiones del tercer capítulo de esta memoria) y está prevista una 
reducción de otro  50% (aproximadamente) en la consolidación que se 
efectuará para el próximo año de la capa de core del CPD principal. De esta 
manera se conseguirá un ahorro de más de 315 euros al mes en total, en 
gastos en suministro eléctrico en el CPD de Sant Cugat del Vallés y ventajas 
medioambientales en lo que a necesidad de refrigeración se refiere. 
 
También está previsto, durante el próximo trimestre, el upgrade de los sistemas 
hipervisores de la infraestructura de la empresa  (previa aprobación del 
presupuesto presentado en el proyecto) para poder integrar la solución 
escogida Opennebula. La elaboración del laboratorio de preproducción 
presentado en el cuarto capítulo ha sido recibida satisfactoriamente por los 
responsables de IT de la empresa y han autorizado el despliegue en la 
infraestructura de producción ya que no conlleva riesgos de continuidad de 
negocio. La flexibilidad y orientación a usuario del portal personalizable de la 
60  Experimentación con tecnologías de virtualización 
aplicación comporta mayor seguridad durante la gestión de la infraestructura 
frente a la gestión directa mediante el software propio del fabricante VMware 
(VSphere Client). Esta es una de las características que la propia organización 
OpenNebula ofrece como verdadero salto en la gestión personalizada a través 
de la orquestación. El ahorro en licenciamiento frente al producto similar del 
fabricante VMware también es considerable y se acerca a los 3.000 euros por 
VCenter gestionado. 
 
Este trabajo abre la puerta al conocimiento del estado del arte de las 
tecnologías entorno al cloud computing. Al mismo tiempo permite desarrollar 
aplicaciones prácticas basándose en los laboratorios realizados  y las ideas 
surgidas durante el despliegue de las tecnologías en un escenario real.  
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ANEXO A: CONFIGURACIÓN DE LOS NUEVOS 
SWITCH 
 
Por motivos de extensión de los ficheros se adjuntan algunos fragmentos de 
configuración relevantes con información descriptiva.  
 
Configuración en los equipos 3750G y 3560G: 
 
Configuración de spanning tree: 
 
spanning-tree mode pvst 
spanning-tree extend system-id 
spanning-tree vlan 1-999 priority 12288 
spanning-tree vlan 1-999 hello-time 3 
spanning-tree vlan 1-999 forward-time 9 
spanning-tree vlan 1-999 max-age 12 
 
En la definición del protocolo spanning tree Extended” significa que en el valor 
de stp configurado, se añadirá como valor el numero de la VLAN y se define el 
valor del STP para el cálculo de loops. Se define un valor max-age 12 a todos 
los equipos de N2 que se conectan en la capa de distribución. 
 
Configuración de los port Channel: 
 
interface Port-channel1 
 description ETHERCHANNEL SW_MSS03 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 spanning-tree portfast disable 
! 
interface Port-channel11 
 description LACP BladeCenter 1 
 switchport trunk encapsulation dot1q 
 switchport trunk native vlan 110 
 switchport trunk allowed vlan 10,29,100,110,113,117,121 
 switchport mode trunk 
 spanning-tree portfast disable 
! 
interface Port-channel12 
 description LACP NetApp-A-e0abcd 
 switchport access vlan 110 
 switchport mode access 
 spanning-tree portfast disable 
 
Por cada uno de los port Channel se definen los puertos que van a ser unidos 
en un mismo grupo. 
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Configuración de los 6 puertos físicos entre switch: 
 
interface GigabitEthernet1/0/42 
 description SW_MSS03 Gig 0/42 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
! 
interface GigabitEthernet1/0/43 
 description SW_MSS03 Gig 0/43 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
!          
interface GigabitEthernet1/0/44 
 description SW_MSS03 Gig 0/44 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
! 
interface GigabitEthernet1/0/45 
 description SW_MSS03 Gig 0/45 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
! 
interface GigabitEthernet1/0/46 
 description SW_MSS03 Gig 0/46 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
! 
interface GigabitEthernet1/0/47 
 description SW_MSS03 Gig 0/47 
 switchport trunk encapsulation dot1q 
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 switchport trunk allowed vlan 
10,29,97,100,110,113,117,121,210,217,220,243,244 
 switchport mode trunk 
 channel-group 1 mode on 
 spanning-tree portfast disable 
 
Se define el bundle al que pertenece, y su tipo.  
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ANEXO B: FICHERO PYTHON SIMPLE_SWITCH_13 
 
A modo de ejemplo, se incluye el fichero python desplegado sobre los equipos 
con tecnología OpenVswitch mediante el protocol OpenFlow. 
 
# Copyright (C) 2011 Nippon Telegraph and Telephone Corporation. 
# 
# Licensed under the Apache License, Version 2.0 (the "License"); 
# you may not use this file except in compliance with the License. 
# You may obtain a copy of the License at 
# 
#    http://www.apache.org/licenses/LICENSE-2.0 
# 
# Unless required by applicable law or agreed to in writing, software 
# distributed under the License is distributed on an "AS IS" BASIS, 
# WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or 
# implied. 
# See the License for the specific language governing permissions and 
# limitations under the License. 
 
from ryu.base import app_manager 
from ryu.controller import ofp_event 
from ryu.controller.handler import CONFIG_DISPATCHER, MAIN_DISPATCHER 
from ryu.controller.handler import set_ev_cls 
from ryu.ofproto import ofproto_v1_3 
from ryu.lib.packet import packet 
from ryu.lib.packet import ethernet 
from ryu.lib.packet import ether_types 
 
class SimpleSwitch13(app_manager.RyuApp): 
    OFP_VERSIONS = [ofproto_v1_3.OFP_VERSION] 
 
    def __init__(self, *args, **kwargs): 
        super(SimpleSwitch13, self).__init__(*args, **kwargs) 
        self.mac_to_port = {} 
 
    @set_ev_cls(ofp_event.EventOFPSwitchFeatures, CONFIG_DISPATCHER) 
    def switch_features_handler(self, ev): 
        datapath = ev.msg.datapath 
        ofproto = datapath.ofproto 
        parser = datapath.ofproto_parser 
 
        # install table-miss flow entry 
        # 
        # We specify NO BUFFER to max_len of the output action due to 
        # OVS bug. At this moment, if we specify a lesser number, e.g., 
        # 128, OVS will send Packet-In with invalid buffer_id and 
        # truncated packet data. In that case, we cannot output packets 
        # correctly.  The bug has been fixed in OVS v2.1.0. 
        match = parser.OFPMatch() 
        actions = [parser.OFPActionOutput(ofproto.OFPP_CONTROLLER, 
                                          ofproto.OFPCML_NO_BUFFER)] 
        self.add_flow(datapath, 0, match, actions) 
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    def add_flow(self, datapath, priority, match, actions, buffer_id=None): 
        ofproto = datapath.ofproto 
        parser = datapath.ofproto_parser 
 
        inst = [parser.OFPInstructionActions(ofproto.OFPIT_APPLY_ACTIONS, 
                                             actions)] 
        if buffer_id: 
            mod = parser.OFPFlowMod(datapath=datapath, buffer_id=buffer_id, 
                                    priority=priority, match=match, 
                                    instructions=inst) 
        else: 
            mod = parser.OFPFlowMod(datapath=datapath, priority=priority, 
                                    match=match, instructions=inst) 
        datapath.send_msg(mod) 
 
    @set_ev_cls(ofp_event.EventOFPPacketIn, MAIN_DISPATCHER) 
    def _packet_in_handler(self, ev): 
        # If you hit this you might want to increase 
        # the "miss_send_length" of your switch 
        if ev.msg.msg_len < ev.msg.total_len: 
            self.logger.debug("packet truncated: only %s of %s bytes", 
                              ev.msg.msg_len, ev.msg.total_len) 
        msg = ev.msg 
        datapath = msg.datapath 
        ofproto = datapath.ofproto 
        parser = datapath.ofproto_parser 
        in_port = msg.match['in_port'] 
 
        pkt = packet.Packet(msg.data) 
        eth = pkt.get_protocols(ethernet.ethernet)[0] 
 
        if eth.ethertype == ether_types.ETH_TYPE_LLDP: 
            # ignore lldp packet 
            return 
        dst = eth.dst 
        src = eth.src 
 
        dpid = datapath.id 
        self.mac_to_port.setdefault(dpid, {}) 
 
        self.logger.info("packet in %s %s %s %s", dpid, src, dst, in_port) 
 
        # learn a mac address to avoid FLOOD next time. 
        self.mac_to_port[dpid][src] = in_port 
 
        if dst in self.mac_to_port[dpid]: 
            out_port = self.mac_to_port[dpid][dst] 
        else: 
            out_port = ofproto.OFPP_FLOOD 
 
        actions = [parser.OFPActionOutput(out_port)] 
 
        # install a flow to avoid packet_in next time 
        if out_port != ofproto.OFPP_FLOOD: 
            match = parser.OFPMatch(in_port=in_port, eth_dst=dst) 
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            # verify if we have a valid buffer_id, if yes avoid to send both 
            # flow_mod & packet_out 
            if msg.buffer_id != ofproto.OFP_NO_BUFFER: 
                self.add_flow(datapath, 1, match, actions, msg.buffer_id) 
                return 
            else: 
                self.add_flow(datapath, 1, match, actions) 
        data = None 
        if msg.buffer_id == ofproto.OFP_NO_BUFFER: 
            data = msg.data 
 
        out = parser.OFPPacketOut(datapath=datapath, buffer_id=msg.buffer_id, 
                                  in_port=in_port, actions=actions, data=data) 
        datapath.send_msg(out) 
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ANEXO C: PRESUPUESTO DE HARDWARE 
 
Presupuesto solicitado a mayorista28 para la renovación de hardware. Incluye 
los sistemas Blade HS23, procesadores, módulos de memoria, conectividad 
SAS de cada Blade y el mantenimiento Onsite de los mismos.  
 
El presupuesto asciende a 24.563 euros después de descuentos. A 
continuación se muestra la propuesta final del departamento Central hacia el 
responsable del proyecto y el presupuesto solicitado al mayorista. 
 
 
Figura C.1 Presupuesto facilitado por el departamento comercial de SCC. 
 
                                            
28 Por motivos de confidencialidad se han difuminado los datos del mayorista y de la oferta. 
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Presupuesto facilitado por el  mayorista: 
 
 
Figura C.2 Presupuesto faicilitado por mayorista 
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ANEXO D: PROCEDIMIENTO TAKE OVER 
CONTROLADORAS 
 
Se incluye un extracto del procedimiento marcado por el fabricante y 
documentado en la knowledge base de SCC. 
 
OBJETIVO 
El presente documento debe servir como guía práctica para la correcta ejecución de 
los traspasos y test de servicios gestionados por un cluster Ontap 7.X en cabinas 
NetApp de SCC. 
Este documento se basa en las indicaciones del fabricante. Y sólo tiene un efecto de 
reflejo de que dicho procedimiento no contiene errores.  
 
PROCEDIMIENTO DE ACTUACIÓN 
Para las acciones descritas en el documento se utilizaran los acceso SSH de las 
controladoras involucradas y el software del fabricante “Config Advisor” y Oncomand 
Sstem Manager. En este caso en particular, se encuentran instalados en el Servidor 
Estany.  
El software indicado puede instalarse en el ordenador del técnico instalado, siendo 
recomendable. 
 
REQUISITOS PREVIOS 
Acceso al servidor Estany 
Conocimiento del Password de las controladoras 
Conocimiento de las IP´s de SP 
Enviar siempre un autosupport al fabricante indicando que es controlado 
 
PREPARACION DE LA INTERVENCION 
El primer paso es comprobar que no existan problemas de redundancia de caminos 
entre las controladoras existentes.  
Para ello ejecutaremos el Software “Config Advisor” del fabricante. 
Y observaremos si existen alertas y el Check de HA. 
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Con esta comprobación tenemos asegurado un 99% de éxito en la prueba. Pudiendo 
comenzar con las garantías suficientes para el procedimiento. 
 
PROCEDIMIENTO DEL FABRICANTE  
El takeover es el proceso que transfiere los servicios de las diferentes controladoras 
configuradas en HA NetApp a una en concreto. (Desde la que se ejecuta el takeover) 
You can manually initiate the takeover of a node in an HA pair to perform maintenance 
on that node while it is still serving the data on its disks, array LUNs, or both to users. 
The following table lists and describes the commands you can use when initiating a 
takeover: 
If you want to... Use this command... 
Take over the partner node storage failover takeover 
Take over the partner node before the 
partner has time to close its storage 
resources gracefully 
storage failover takeover -option immediate 
Take over the partner node without 
migrating LIFs 
storage failover 
takeover -skip-lif-migration true 
Take over the partner node even if there 
is a disk mismatch 
storage failover 
takeover -allow-disk-inventory-mismatch 
Take over the partner node even if there 
is a Data ONTAP version mismatch 
Note: This option is only for the 
nondisruptive Data ONTAP upgrade 
process. 
storage failover takeover -option 
allow-version-mismatch 
Take over the partner node without 
performing aggregate relocation 
storage failover 
takeover -bypass-optimization true 
Monitor the progress of the takeover as storage failover show-takeover 
74   
If you want to... Use this command... 
the partner's aggregates are moved to 
the node doing the takeover. 
See the man page for each command for more information. For a mapping of 
the cf options and commands used in Data ONTAP operating in 7-Mode to the storage 
failover commands, refer to the Data ONTAP 7-Mode to Clustered Data ONTAP 
Command Map. When in clustered Data ONTAP, you should always use the storage 
failover commands rather than issuing an equivalent 7-Mode command via the nodeshell (using 
the system node run command). 
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ANEXO E: ESPECIFICACIONES CISCO CATALYST 
 
En este anexo se incluyen las especificaciones de consumo energético de los 
equipos implicados en la consolidación de la infraestructura de comunicaciones 
llevada a cabo durante el proyecto. Se obtienen de la web el fabricante. 
 
Tabla E.1 Especificaciones de consumo de fuente de alimentación para Cisco Catalyst 
4500E Series en disposición de uso de módulos de datos (excluye PoE29) 
 
 
Tabla E.3 Consumo de fuente de alimentación para Cisco Catalyst 3750 
 
                                            
29 PoE De acrónimo inglés Power Over Ethernet que permite la alimentación de dispositivos 
finales de red que requieren de alimentación sin el uso de una fuente de alimentación adicional. 
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Tabla E.2 Consumo de fuente de alimentación para Cisco Catalyst 3560  
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ANEXO F: CONSOLAS DE GESTIÓN DE OPENNEBULA 
 
Vista del panel de control visible a través de la página http://10.131.17.36:8000 
 
Las características y funcionalidades del panel de control  han quedado 
definidas en el cuerpo del trabajo debido a su importancia durante la 
configuración. 
 
 
Fig. F.1 Vista del panel de controla completo de vOneCloud. 
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Vista del panel de gestión o Dashboard. Se accede por web por el puerto 80 
(http://10.131.17.36) 
 
En la barra de la izquierda el panel de control con la gestión de configuración 
de equipos HOST y CLUSTERS, redes virtuales para la parte de infraestructura 
y la gestión de usuarios y máquinas virtuales. 
 
Fig. F.2 Vista del panel de Gestión o dashboard de vOneCloud. 
 
