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Аннотация. В работе исследованы регуляризующие свойства дискретизации в пространстве выходных
сигналов для линейных некорректных операторных уравнений с зашумленными данными. Суть предла-
гаемого метода заключается в том, чтобы выбирать уровень дискретизации, который выступает в качестве
параметра регуляризации в этом контексте, по принципу равенства случайной и детерминистической со-
ставляющих погрешностей восстановления входного сигнала. Показано, что данный метод, т.е. решение,
дискретное по выходному сигналу, устойчив к малым погрешностям в выходном сигнале. При этом, при
заданном уровне погрешности измерения выходного сигнала ошибка восстановления входного сигнала
однозначно связана с шагом дискретизации выходного сигнала, что позволяет корректно и обоснованно
выбирать параметр регуляризации для заданного определенного критерия, например — для заданной по-
грешности измерения. Конкретные расчеты и примеры приведены в явном виде для одномерного случая,
что не ограничивает общности предлагаемого метода.
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1. ВВЕДЕНИЕ
Математической моделью стационарных
измерительных систем является интегральное
уравнение первого рода с разностным ядром
[1, 2]:
g h r f r( ) ( ) ( )   

d , (1)
где h r( ) — импульсный отклик системы
(функция рассеяния точки).
Известны возникающие принципиальные
и практические трудности при анализе (1).
Ядро преобразования h r( ) в (1) отражает
сглаживающие свойства прибора или метода
измерений в целом. Для реальной измеритель-
ной системы возникает задача поиска соответ-
ствия между выходным сигналом f r( ) и иско-
мым входным сигналом g( ) , что требует ре-
шения интегрального уравнения (1).
С математической точки зрения необходи-
мо найти решение интегрального уравнения
первого рода (1), что является некорректно по-
ставленной задачей [1–3] в смысле определе-
ния, что решение такой задачи чрезвычайно
чувствительно к малым изменениям данных
измерения (т.е. функции f r( )).
Таким образом, особенностью процесса
восстановления входного сигнала является не-
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