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Abstract
Recent studies have shown remarkable success in image-
to-image translation for attribute transfer applications.
However, most of existing approaches are based on deep
learning and require an abundant amount of labeled data to
produce good results, therefore limiting their applicability.
In the same vein, recent advances in meta-learning have led
to successful implementations with limited available data,
allowing so-called few-shot learning.
In this paper, we address this limitation of supervised
methods, by proposing a novel approach based on GANs.
These are trained in a meta-training manner, which allows
them to perform image-to-image translations using just a
few labeled samples from a new target class. This work
empirically demonstrates the potential of training a GAN
for few shot image-to-image translation on hair color at-
tribute synthesis tasks, opening the door to further research
on generative transfer learning.
1 Introduction
Deep learning models have achieved state-of-the-art per-
formance in large varity of tasks, from image synthesis
[41, 17, 3], text style transfer [34], video generation [2, 38]
to image-to-image translation [30, 15, 44, 5, 27]. The lat-
ter task, image-to-image translation, is a computer vision
problem that aims at translating images from one domain to
another, including colorization [42], super-resolution [23],
style transfer [16, 43, 44, 14], inpainting [30, 39, 24, 15, 40]
and attribute transfer [25, 18, 8, 5]. The strong performance,
however, heavily relies on training a network with abundant
labeled instances with diverse visual variations. The hu-
man annotation cost as well as the scarcity of data in some
classes significantly limit the applicability of current vision
systems to learn new visual concepts efficiently. In contrast,
the human visual systems can recognize new instances with
extremely few labeled examples. It is thus of great interest
to learn to generalize to new cases with a limited amount of
labeled examples for each novel case.
The problem of learning to generalize to unseen classes
during training, known as few-shot classification, has at-
tracted considerable attention [37, 31, 10, 35, 36]. One
promising direction to few-shot classification is the meta-
learning paradigm where transferable knowledge is ex-
tracted and propagated from a collection of tasks to pre-
vent overfitting and improve generalization. Recent ad-
vances in meta-learning algorithm includes metric-based
methods [20, 37, 35, 36], model-based methods [33, 28] and
optimization-based methods [31, 10, 1, 29, 11]. These mod-
els have allowed learning tasks to perform well on novel
data sampled from the same distribution as the training data.
These meta-learning algorithms have seen direct applica-
tions in supervised and reinforcement learning. Addition-
ally, due to their general applicability, recent works based
on meta-learning have successfully been utilized for image
generation [21, 32, 4, 7].
The objective of attribute transfer is to synthesize realis-
tic appearing images for a pre-defined target domain. For
instance, given an image with a particular attribute ”blond
hair” (original domain), change it to ”black hair” (target do-
main). We refer to a domain as a set of images sharing the
same attributes. Such attributes are meaningful semantic
feature inherent in an image such as ”smiling” or ”face with
eyeglasses”. After the introduction of generative adversarial
networks (GANs) [12], transfer domain algorithms have ex-
perienced significant improvements achieving state-of-the-
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art results in style transfer [16, 43, 44, 14] and in attribute
transfer [18, 8, 5]. However, GANs require several orders of
magnitude more data points than humans in order to gener-
ate comprehensible images successfully from a given class
of images [7]. This impairs the ability of GANs to generate
novelty. Additionally, in many cases, if the data is abundant
enough to successfully train a GAN, there is little purpose
to generating more of this data.
In this work we focus on the challenging scenario, where
we define the problem of semi few-shot image-to-image
translation. In particular, we propose a novel approach ca-
pable of performing attribute transfer on a target domain
with a very limited amount of labeled data. In order to
achieve this goal, we use two independent but equal net-
works and we train them as proposed in [29]. Most of
the existing few-shot algorithm are applied to classification
tasks where one class remains unseen. In our approach, we
apply the same principle but with attributes and we name it
semi few-shot because there are not different classes. Nev-
ertheless, having only one kind of images but with differ-
ent attributes does not make the problem trivial since still
the network needs to learn the ability to perform image-
to-image transformation for untrained target domain with
a few examples. We apply our model to the CelebA [26]
dataset of faces and control several hair color attributes.
Overall, our contributions are summarized as follows
• We propose a novel generative adversarial network
based on meta-learning, trained for end-to-end image-
to-image translation.
• We demonstrate, how we can successfully learn to
transfer hair attributes by using a generative few-shot
approach. These first results are opening the door to
further research.
• We provide qualitative results based on CelebA
dataset, showing the effectiveness of our proposal.
2 Related Work
While machine learning systems might have surpassed
humans at many tasks [9], they generally need far more
data to reach the same level of performance. Nonetheless,
it is not completely fair to compare humans to algorithms
directly, since humans enter a task with a large amount
of prior knowledge. In other words, humans do not learn
from scratch, but they fine-tune and recombine sets of pre-
existing skills. Meta-learning has emerged recently as an
approach for learning from small amounts of data as human
do. This machine learning field has already been employed
in many different domains such as classification, reinforce-
ment learning and even image generation.
2.1 Meta-learning
Meta-learning, also known as few-shot learning, intends
to design models that can learn new skills or adapt to new
environments rapidly with a few training examples. Specifi-
cally, we assume to have access to a problem, which is split
into a set of tasks. Each of these tasks can be for exam-
ple: a set of images (belonging to the same class) for a
classification problem, or a set of state, action and reward
for a reinforcement algorithm, or even an attribute for an
image-to-image transformation. Then, from this problem,
we sample a training set and a test set of tasks, and we feed
the training set into our algorithm, so that, eventually it will
produce good performance on the test set. Since each task
corresponds to a learning problem, performing well on a
task corresponds to learning quickly.
A variety of different approaches to meta-learning have
been proposed, each with its own flavors. There are three
common approaches: metric-based that learns an efficient
distance metric [20, 37, 35, 36], model-based that uses
network with external or internal memory [33, 28] and
optimization-based that optimizes the model parameters ex-
plicitly for fast learning [31, 10, 1, 29, 11].
Optimization-based. Optimization-based models, also
known as initialization-based methods, tackle the meta-
learning problem by ”learning to fine-tune”. The idea be-
hind this approach is to learn a good model initialization
(i.e. the weights) so that in the case of a classification task,
given an unseen class, the model can classify correctly us-
ing only a limited number of labeled examples and a small
number of gradient update steps [31, 10, 1, 29, 11]. These
initialization based methods are capable of achieving fast
and effective adaption with a limited number of training ex-
amples for new classes, however they still have difficulty in
handling domain shifts between base and novel classes.
Few-Shot Image Generation. Most of meta-learning appli-
cations focus on classification tasks defined as the ability to
learn a classifier to recognize unseen classes during train-
ing with limited labeled examples. However, it is possible
to extend such a definition of few-shot learning to other do-
mains such as image generation. To best of our knowledge,
[21] pioneered the successful combination of few-shot tech-
niques with image generation. In this first approach, the
model is fed with images and their strokes, and trained on
the Omniglot dataset [21]. This yields a system that can
generate novel binary samples. Trying to make a more gen-
eral approach, [32] presents a sequential generative model
which is only trained on pure images (no stroke information
is required). Even though, this second approach improves
previous results, it suffers from lengthy sequential infer-
ence as a consequence. [4] tackles this issue by suggesting
matching networks (memory-assisted networks). This im-
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plementation generates binary images on Omniglot dataset
using few-shot learning and with fast inference periods. Fi-
nally, [7] proposes a new approach integrating GANs in the
structure, surpassing in this way, the scalability limitation
found in the other models. Furthermore, this work presents
more extensive experiments including additional datasets
(MNIST [22] and FIGR-8 [7]).
2.2 Generative Adversarial Network
Generative adversarial network [12] is capable of learn-
ing deep generative models. It can be described as a min-
max game between the generator G, which learns how to
generate samples which resemble real data, and a discrimi-
natorD, which learns to discriminate between real and fake
data. Throughout this process, G indirectly learns how to
model the input image distribution pdata by taking samples
z from a fixed distribution pz (e.g. Gaussian) and forcing
the generated samples G(z) to match the natural images x.
The objective loss function is defined as
min
G
max
D
L(D,G) =Ex∼pdata [log (D(x))] +
+Ez∼pz [log(1−D(G(z)))].
(1)
Domain Transfer. GAN-based approaches for image-to-
image translation have been actively studied. One of the
first proposals [16] capable of learning consistent image do-
main transforms, employed a pair of images that could be
used to create models that convert input from an original
domain to different target domain (e.g. segmentation labels
to the original image). But this system requires that both
images and target images must exist as pairs in the train-
ing dataset in order to learn the transformation between do-
mains. Several works [43, 5] try to address this drawback.
Their suggestion is to use the virtual result in the target do-
main. Therefore, if the virtual result is inverted again, the
inverted result must match with the original image. In these
works, the framework can control the image translation into
different target domains. Recently, numerous works have
focused on transferring visual attributes such as color [42],
texture [16, 43, 44, 14], facial features [25, 18, 8, 5] and
more. However, although most of these approaches synthe-
size new images that belong to the target domain, they lack
in generalizing attributes since they are designed to transfer
a specific type of visual attribute.
3 Method
In the following section, we describe our approach which
addresses image-to-image translation, where the input im-
age contains the original attributes and the output image the
+
Figure 1: The figure shows the few-shot attribute trans-
fer structure, which consists of two distinguishable parts:
inner-loop and outer-loop. At the same time, each of this
blocks is a GAN system formed for a generator G and a
discriminator D. The inner-loop optimizes GA using sam-
ples A and the task τ judged by DA. After k updates, we
update the outer-loop by setting its gradient to φ − φA and
performing one step of optimizer.
target attributes. We explain the training of the model in
two levels of abstraction that train independently, follow-
ing an adversarial fashion which allows generating realistic
samples containing the target attributes.
3.1 Meta-learning Model Architecture
We define the few-shot attribute transfer problem P (T )
based on the meta-learning reptile algorithm introduced in
[7]. In this scenario, we assume a set of tasks {Ti}Mi=1,
where each individual task τ is an attribute transfer problem
with its corresponding loss Lτ . The intuition behind Lτ is
that it accounts for the ability of generating realistic sam-
ples. We approach our problem by defining a meta-learning
model that optimizes towards convergence, by modifying
the neural network parameters φ within a limited k updates.
Therefore, we can define the minimization problem as
min
φ
Eτ [Lτ (Ukτ (φ))], (2)
where Ukτ (φ) is the operator (usually stochastic gradient
3
/Figure 2: Overview of the attribute transfer network structure while training. Our model contains a generator G and a
discriminator D, which are trained independently. For example, given an input image and a target domain label (blond), G
learns to generate images within the target domain. At the same time, D learns to distinguish between real and generated
images, and to classify them to their corresponding domain.
descent) that updates φ parameters k times using data sam-
pled from τ .
In order to solve Equation 2, we employ a solution com-
posed of two independent neural structures, but with the
same topology, called outer-loop structure and an inner-loop
structure. Given a task τ and the initial parameters φ, the
inner-loop optimization trains on a set of samples, while
updating a copy of the parameters φA. After k updates, we
optimize the outer-loop, where we set the gradient of φB
to be equal to φ − φA, take one step on the optimizer and
compute the loss. In this way, the algorithm optimizes for
generalization. We write it as
min
φ
Eτ [Lτ (Ukτ,A(φA))]. (3)
Notice that this dual structure gives enough flexibility
to cope with different problems using the same framework.
In this work, we make use of such a generalization feature
by implementing a GAN system inside of each loop (see
Figure 1). For a given image x and a target domain label
τ , our goal is to translate x into an output image y, which
now belongs to the target domain. In other words, we can
transfer attributes by generating synthetic data in a meta-
learning fashion.
3.2 Attribute Transfer Model Architecture
We construct our baseline attribute transfer generative
network based on recent state-of-the-art image-to-image
translation model [5] which is an adaptation from [43]. In
particular, our approach employs an adversarial structure
made of a generator and a discriminator. By combining
these elements, our model can self-estimate the difference
between the generated samples (with attribute transfer) and
the real samples, and then update itself to produce more re-
alistic samples. The network architecture of our proposal is
shown in Figure 2.
Generator. The goal of the generatorG is to learn mappings
among multiple attribute domains. To achieve this goal, we
trainG to translate x into an output image x′ conditioned on
the target domain label τ . To achieve this objective, the gen-
erator loss consists of Ldisc that penalizes inappropriately
generated images and Lcycle that guarantees that translated
images x′ preserve the content of its input images x while
changing only the domain-related part of the inputs. We
write the generator loss as
Lgen =Ldisc + λcycle Lcycle. (4)
Notice that the generator performs an entire cyclic trans-
lation x → x′ → x′′ for every sample, forcing τ to be
crucial for moving among domains. First, to translate an
original image x into an image in the target domain x′ and
then to reconstruct the original image from the translated
image x′′. This procedure can be written as
Lcycle = ||x − x′′||1 (5)
where
x′ =G(x, τtarget)
x′′ =G(x′, τorginal).
(6)
Discriminator. The second element of the model is the dis-
criminator D. It takes samples of true and generated data
4
and tries to classify them correctly. This classification pro-
cedure takes place after reconstruction and generation tasks,
and it consists of two parts. One part that implements Ladv,
which employs Wasserstein distance to determine if an im-
age looks realistic and penalize it otherwise, and a second
part similarly to other approaches like [6], where we have
an additional loss function Lclass which accounts for do-
main classification. This term computes the binary cross
entropy loss between τgenerated and τtarget penalizing in-
correct image-domain transformations. Therefore, the dis-
criminator loss can be defined as
Ldisc =λadv Ladv + λclass Lclass. (7)
4 Experiments
In this section, we present experimental results evaluat-
ing the effectiveness of the proposed method. First, we give
a detailed introduction of the experimental setup. Then, we
discuss the results and its possible interpretation.
4.1 Experimental Settings
We train our model on the CelebFaces Attributes
(CelebA) dataset [26]. It consists of 202,599 celebrity face
images with variations in facial attributes. For the exper-
iments, since we focus on hair attributes, we select a set
of 32,502 images containing a balanced amount of hair at-
tributes (blond, black, brown and gray hair). It is indis-
pensable to have such an even distribution, otherwise the
algorithm might fail at transferring marginal attributes. We
randomly select 2,000 images for testing and use all remain-
ing images as the training dataset. In training, we crop and
resize the initially 178x218 pixel image to 128x128 pix-
els. All experiments presented in this paper have been con-
ducted on a single NVIDIA GeForce GTX 1080 GPU.
4.2 Training Setting
Since our model is divided into two distinguishable parts,
two independent Adam optimizer [19] with β1 = 0.5,
β2 = 0.999. are used during training. We set the batch
size to 16 and run the experiments for 200K iterations. We
update the generator after every five discriminator updates
as in [13, 5]. The learning rate used in the implementation
is 0.0001 for the first 10 epochs and then linearly decreased
to 0 over the next 10 epochs. The losses are weighted by
the factors: λclass and λcycle set to 10, and λadv to 1. The
inner-loop kA runs 1 iteration and the outer-loop kB 10 iter-
ations. The procedure described above follows a first-order
gradient-based meta-learning algorithm and its described in
Algorithm 1.
Algorithm 1 Training of the proposed architecture model.
All conducted experiments in the paper used the default val-
ues: niter = 200, 000, αdisc = αgen = 0.0001, m = 16,
kA = 1, kB = 10, ngen = 5.
1: Require: niter, number of iterations. α’s, learning rate.
m, batch size. ngen, kA, number of iterations inner-
loop. kB , number of iterations outer-loop. Number of
skipped iterations of the generator per discriminator it-
eration.
2: Require: φ0, initial generator and discriminator param-
eters.
3: Initialize φB = φ0
4: for i < niter do
5: Sample a batch of images {x(z)}mj=0
6: Sample a task τ
7: Initialize φA = φB
8: for j < kA do
9: # Train discriminator DA
10: φA,disc ← φA,disc + αdisc∇φA{Ldisc(x,GA(x)}
11: # Train generator GA
12: ifmod(i, ngen) = 0 then
13: φA,gen ← φA,gen + αgen∇φA{Lgen(x)}
14: end if
15: end for
16: Set gradients of DB and GB to φ0 − φA
17: Perform step on DB and GB optimizers
18: end for
19: # Train few-shot
20: for j < kB do
21: # Train discriminator DB
22: φB,disc ← φB,disc + αdisc∇φB{Ldisc(x,GB(x)}
23: # Train generator GB
24: ifmod(j, ngen) = 0 then
25: φB,gen ← φB,gen + αgen∇φB{Lgen(x)}
26: end if
27: end for
4.3 Empirical Validation
In this subsection, we present an empirical study of the
results of our proposed method. We validate, that the at-
tribute in the generated image, continuously changes with
the coding vector τ (task). This phenomenon is known as
attribute transfer or morphing. In particular, we focus on
hair color attributes: blond, black, brown and gray hair.
Figure 3 depicts four different experiments for hair at-
tribute transfer. For example, Figure 3a shows the result of
training the images using the tasks blond, black and gray,
during the normal training and then apply few-shot learning
for the task brown hair. By implementing this procedure,
the algorithm can find really suitable initialization weights,
so that, when we fine-tune for the new task (e.g. brown hair)
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(a) Brown hair attribute transform. (b) Gray hair attribute transform.
(c) Blond hair attribute transform. (d) Black hair attribute transform.
Figure 3: Illustration of various few-shot hair attribute transfer testing results. Each sub-figure is an independent experiment,
where the first column is the original image. The following three columns are the attribute learnt during the training and the
last column is the target attribute which has been trained within a few-shot.
just with a few samples and a few iterations, the algorithm
already converges towards a good local minima. Addition-
ally, the algorithm keeps the ability of transfer the attributes
for which is originally trained (e.g. blond, black and gray
hair).
By judging the results, we can conduct a qualitative eval-
uation that suggests a good behaviour of the model. It
clearly shows the ability of generating natural-looking faces
after applying the image-to-image transformation. Further-
more, it is important to notice that the gray hair attribute in-
corporates more information than just the color of the hair.
We can observe that results which this attribute also look
older. The reason for such an event is the entanglement of
some attributes. In this dataset, the attribute gray hair is al-
most always related with old people. Therefore, when the
model is pushed to learn the attribute, it cannot decouple the
attributes old and gray hair.
4.4 Ablation Study
We present further experiments that support the pro-
posed few-shot algorithm and try to build a general intuition
about how sensitive our model is. We conduct a large set
of tests for several hair attributes, where we modify the
amount of samples of the unseen target class (4,8,16 or 32
samples) and the number of gradient steps (10, 100 or 1000)
building in this way, a grid search space. Figure 4 shows
four examples and the results after applying the different
configuration setup. As expected, the more samples are
used for fine-tuning towards the target task, the better the
results are. Therefore, experiments where 32 samples are
used, offer in general the best performances. Surprisingly,
the number of gradient updates shows a counter-intuitive
results. The more we optimize towards the class, the
worse results. This phenomenon can be explained by a
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(a) Blond to gray transformation. (b) Brown to blond transformation.
(c) Black to brown transformation. (d) Gray to black transformation.
Figure 4: Illustration of various few-shot hair attribute transfer testing results. Each sub-figure is an independent experiment,
where we have evaluated the grid search space made of number of samples used for fine-tuning (4,8,16 or 32 column-wise
from left to right), and number of gradient updates (10, 100, or 1000 row-size from top to bottom). We can see that best
results are always found when we used 32 samples and 10 gradient step updates (upper-right corner).
generalization intuition. Given a loss landscape, after 10
iterations we might find in a wide local minima, however,
if we keep on optimizing it is likely that we end up in
a much sharper minima where at testing time will yield
much worse results. This is what we can observe, the more
gradient updates, the less attribute transfer is present on the
images.
5 Discussion and Conclusion
We have shown that meta-learning can be used to effec-
tively train generative models for few-shot attribute transfer.
Using these techniques on attributes, we can learn to gener-
ate images containing unseen attributes with just a few sam-
ples. This is done with no lengthy inference time, no exter-
nal memory and no additional data. Results show that our
approach is able to learn and generate attribute given com-
plex image structures like faces. The low amount of data
required to generate images, once the model is pre-trained,
opens the door to several applications that were previously
gated by the high amount of data required. We see many
interesting avenues of future work including combining dif-
ferent types of attribute transform such as hair color with
smiling, eyeglasses, and other facial attributes.
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