Abstract. In this paper, using generalized metric projection, we propose a new extragradient method for finding a common element of the solutions set of a generalized equilibrium problem and a variational inequality for an α-inverse-strongly monotone operator and fixed points of two relatively nonexpansive mappings in Banach spaces. We prove strong convergence theorems by this method under suitable conditions. A numerical example is given to illustrate the usability of our results.
Introduction
Let E be a real Banach space and E * be the dual of E. Let C be a closed convex subset of E. In this paper, we concerned with the following Variational Inequality (V I), which consists in finding a point u ∈ C such that
where A : C → E * is a given mapping and ., . denotes the generalized duality pairing. The solution set of (V I) denoted by SOL(C, A). Let A : C → E * be a nonlinear mapping and f : C × C → R be a bifunction. We consider the following generalized equilibrium problem of finding u ∈ C such that f (u, y) + Au, y − u ≥ 0, ∀ y ∈ C.
(1.1)
for all x, y ∈ C. A monotone operator A is said to be maximal if its graph G(A) = {(x, Ax) : x ∈ D(A)} is not contained in the graph of any other monotone operator. It is clear that a monotone operator A is maximal if and only if, for any (x, x * ) ∈ E ×E * , if x−y, x * −y * ≥ 0 for all (y, y * ) ∈ G(A), then it follows that x * = Ax. In 1976, Korpelevich [7] proposed a new algorithm for solving the (V I) in the Euclidean space which is known as extragradient method. Putting x 0 ∈ H arbitrarily, she present her algorithm as follows:
where τ is a positive number and P C denotes Euclidean least distance projection of H onto C.
In 2008, Plubtieng and Punpaeng [9] have introduced the following iteration process for finding a common element of solutions set of a (V I) for an α-inverse-strongly monotone operator A, the set of solutions of an equilibrium problem and the set of fixed points of a nonexpansive mapping S with Ω = SOL(C, A) ∩ EP (f ) ∩ F (S) = ∅, in a Hilbert space. Let {x k } be a sequence generated by
where P C denotes metric projection of H onto C, {α k }, {β k } and {γ k } are sequences in [0, 1) and {λ k } is a sequence in [0, 2α] . Under suitable conditions, they have proved {x k } converges strongly to P Ω x 1 .
Very recently, Qin et al. [10] have introduced the following iteration process for two relatively nonexpansive mappings. The sequence {x k } generated by
Π Ω x k and Π Ω denotes generalized metric projection in Banach spaces which is an analogue of the metric projection in Hilbert spaces.
The extragradient algorithm is well known because of its efficiency in numerical tests. Therefore, in recent years, many authors have used extragradient method for finding a common element of solutions set of a (V I), the set of solutions of an equilibrium problem and the set of fixed points of a nonexpansive or a relatively nonexpansive mapping in the framework of Hilbert spaces and Banach spaces, see for instance [13, 15] and the references there in. In all of these methods, authors have proved weak convergence of generated sequences.
In this paper, motivated Plubtieng and Punpaeng [9] and Qin et al. [10] , we propose a new extragradient algorithm by using generalized metric projection. Using this algorithm, we prove strong convergence theorems under suitable conditions.
Preliminaries
Let E be a real Banach space and E * be the dual of E. The normalized duality mapping J from E to 2 E * is defined by
Also, the strong convergence and the weak convergence of a sequence {x k } to x in E are denoted by x k → x and x k x, respectively. Let S(E) be the unite sphere centered at the origin of E. A Banach space E is strictly convex if x+y 2 < 1, whenever x, y ∈ S(E) and x = y. Modulus of convexity of E is defined by
Also, E is said to be uniformly convex if δ E (0) = 0 and δ E ( ) > 0, for all 0 < ≤ 2. Let p be a fixed real number with p ≥ 2. A Banach space E is said to be p-uniformly convex [16] if there exists a constant c > 0 such that
The Banach space E is called smooth if the limit
exists for all x, y ∈ S(E). It is also said to be uniformly smooth if the limit (2.1) is attained uniformly for all x, y ∈ S(E). Every uniformly smooth Banach space E is smooth. If a Banach space E uniformly convex, then E is reflexive and strictly convex. For more details see [1, 14] . Some properties of the normalized duality mapping J are listed in the following:
(1) For every x ∈ E, Jx is nonempty closed convex and bounded subset of E * .
(2) If E is smooth or E * is strictly convex, then J is single-valued. (3) If E is strictly convex, then J is one-one, i.e., if x = y then Jx ∩ Jy = φ. (4) If E is reflexive, then J is onto. (5) If E is strictly convex, then J is strictly monotone, that is,
for all x, y ∈ E such that x = y. (6) If E is smooth and reflexive, then J is norm-to-weak * continuous, that is, Jx k * Jx whenever x k → x. (7) If E is smooth, strictly convex and reflexive and J * : E * → 2 E is the normalized duality mapping on E * , then J −1 = J * , JJ * = I E * and J * J = I E , where I E and I E * are the identity mapping on E and E * , respectively. (8) If E is uniformly convex and uniformly smooth, then J is uniformly norm-to-norm continuous on bounded sets of E and J −1 = J * is also uniformly norm-to-norm continuous on bounded sets of E * , i.e., for ε > 0 and M > 0, there is a δ > 0 such that
2)
Let E be a smooth Banach space, the function φ : E × E → R is defined by
for all x, y ∈ E. It is clear from definition of φ that for all x, y, z, w ∈ E,
Also, the function V : E × E * → R is defined by V (x, x * ) = x 2 − 2 < x, x * > + x * 2 , for all x ∈ E and all x * ∈ E. That is, V (x, x * ) = φ(x, J −1 x * ) for all x ∈ E and all x ∈ E * . It is well known that, if E is a reflexive strictly convex and smooth Banach space with E * as its dual, then
for all x ∈ E and all x * , y * ∈ E * [12] . An operator A : C → E * is called hemicontinuous, if for all x, y ∈ C, the mapping T of [0, 1] into E * defined by T (t) = A(tx + (1 − t)y) is continuous with respect to the weak * topology of E * .
Let C be a closed convex subset of a smooth Banach space E and T : C → C be a mapping. A point p in C is said to be an asymptotic fixed point of T if C contains a sequence {x k } which converges weakly to p such that lim
The set of asymptotic fixed points of T will be denoted byF (T ). A mapping T : C → C is called relatively nonexpansive if
for all x ∈ C and all p ∈ F (T ). The asymptotic behavior of relatively nonexpansive mappings was studied in [3] . The mapping T is said to be relatively quasi-nonexpansive if F (T ) = ∅ and φ(p, T x) ≤ φ(p, x) for all x ∈ C and all p ∈ F (T ). The class of relatively quasi-nonexpansive mapping is broader than the class of relatively nonexpansive mappings which requiresF (T ) = F (T ). It is well known that, if E is a strictly convex and smooth Banach space, C is a nonempty closed convex subset of E and T : C → C is a relatively quasi-nonexpansive mapping, then
Lemma 2.1.
[2] Let C be a nonempty closed subset of a smooth, reflexive and strictly convex Banach space E such that Π C from E onto C be a generalized metric projection and let (z, x) ∈ C × E. Then the following hold:
We need the following lemmas for the proof of our main results in next section.
Lemma 2.2. [1]
Let E be a topological space and f : E → (−∞, ∞] be a function. Then the following statements are equivalent: 
for all x, y ∈ B r (0) = {z ∈ E : z ≤ r}. 
for all x, y, z ∈ B r (0) = {z ∈ E : z ≤ r} and all λ, µ, γ ∈ [0, 1] with λ + µ + γ = 1.
Lemma 2.7.
[5] Let E be a uniformly convex and smooth Banach space and let {x k } and
We denote by N C (ν) the normal cone for C at a point ν ∈ C, that is
Lemma 2.8.
[12] Let C be a nonempty closed convex subset of a Banach space E and let A be a monotone and hemicontinuous operator of C into E * with C = D(A). Let B ⊂ E × E * be an operator define as follows:
Then B is maximal monotone and B −1 (0) = SOL(A, C).
For solving the generalized equilibrium problem, we assume that f : C × C −→ R satisfies the following conditions:
for each x ∈ C, y → f (x, y) is convex and lower semicontinuous.
Lemma 2.9.
[8] Let E be a smooth, strictly convex and reflexive Banach space and C be a nonempty closed convex subset of E. Let A : C → E * be an α-inverse-strongly monotone operator, f be a bifunction from C × C to R satisfying (A1) − (A4) and let r > 0. Then for all x ∈ E, there exists u ∈ C such that
if E is additionally uniformly smooth and K r : E → C is defined as
Then, the following statements hold:
(ii) K r is firmly nonexpansive, i.e., for all x, y ∈ E,
Main results
Now, we present a new extragradient algorithm for finding a solution of the (V I) which is also the common element of the set of solutions of a generalized equilibrium problem and the set of fixed points of two relatively nonexpansive mappings.
Theorem 3.1. Let C be a nonempty closed convex subset of a 2-uniformly convex, uniformly smooth Banach space E. Assume that f : C × C −→ R is a bifunction which satisfies conditions (A1) − (A4). Let A : C → E * be an α-inverse strongly monotone operator and T, S : C → C be two relatively nonexpansive mappings such that
and Ax ≤ Ax − Au for all x ∈ C and all u ∈ Ω. Assume that Π C is the generalized metric projection from E onto C. Let {x k } be a sequence generated by x 1 ∈ C and
Furthermore, suppose that {α k }, {β k } and {γ k } are three sequences in [0, 1] satisfying the following conditions:
is the 2-uniformly convexity constant of E. Then the sequences {x k } ∞ k=1 , {y k } ∞ k=1 and {z k } ∞ k=1 generated by (3.1) converge strongly to the some solution u * ∈ Ω, where u * = lim
Proof Let u ∈ Ω, from Lemma 2.1, the definition of function V and inequality (2.7), we get
Since A is an α-inverse strongly monotone operator and u ∈ SOL(C, A), we have
From Lemma 2.4 and Ax ≤ Ax − Au for all x ∈ C and all u ∈ Ω, we obtain
It follows from inequalities (3.3), (3.4) and condition (iv) that
In a similar way, we can conclude
From (3.1) and condition (v) of Lemma 2.9, we have
hence, we conclude that
By the convexity of . 2 , the definition of T, S and inequalities (3.5) and (3.8), we obtain
This implies that lim k→∞ φ(u, x k ) exists. Therefore {φ(u, x k )} is bounded. From inequality (2.4), we know that {x k } is bounded. Therefore, it follows from inequalities (3.5), (3.7) and (3.8) that {y k }, {u k } and {z k } are also bounded. Let r 1 = sup k≥1 { x k , T z k } and r 2 = sup k≥1 { x k , Sy k }. So, by Lemma 2.6, there exists a continuous, strictly increasing and convex function g 1 : [0, 2r 1 ] → R with g 1 (0) = 0 such that for u ∈ Ω, we get
and by similar argument, there exists a continuous, strictly increasing and convex function g 2 : [0, 2r 2 ] → R with g 2 (0) = 0 such that for u ∈ Ω, we get
which imply
Taking the limits as k → ∞ in inequalities (3.10) and (3.11), we have
From the properties of g 1 and g 2 , we get
Also, from Lemma 2.4, (3.13) and inequality (2.6), we have
consequently, by Lemma 2.7, we obtain lim
to p ∈ C. Since J −1 is uniformly norm-to-norm continuous on bounded sets, from (2.3) and (3.13), we obtain
Combining inequalities (3.5) and (3.9), we get
also, combining inequalities (3.6) and (3.9), we have
Therefore, we get
Since {φ(u, x k )} is convergent, it follows from conditions (ii) and (iv) that
From (2.7), (3.16), lemmas 2.1 and 2.4 and assumption Ax ≤ Ax − Au for all x ∈ C and all u ∈ Ω, we obtain
and in the same way, we can conclude that
Consequently by Lemma 2.7, we obtain
Let r 3 = sup k≥1 { u k , x k }. So, by Lemma 2.5, there exists a continuous, strictly increasing and convex function g 3 : [0, 2r 3 ] → R with g 3 (0) = 0 such that
Let u ∈ Ω, since φ(u, T z k ) ≤ φ(u, u k ) and u k = K r k x k , we observe from condition (v) of Lemma 2.9 that
From equalities (3.13) and (3.14), we have lim
Therefore, from (3.17) and (3.18), we have
It follows from (3.14), (3.15), (3.17) and (3.19) that
From (3.17) and (3.19), we can conclude that {y k } and {z k } converge strongly to p ∈ C, using the definitions of T andF (T ), we have p ∈F (T ) = F (T ). Also the definitions of S andF (S) imply that p ∈F (S) = F (S). Hence, p ∈ F (T ) ∩ F (S). Now, we show that p ∈ GEP (f, A). From (3.17) and (2.2), we obtain
since J is uniformly norm-to-norm continuous on bounded sets. It follows from condition (iii) that lim
It is easily seen that y → f (x, y) + Ax, y − x is convex and lower semicontinuous, so from Lemma 2.3, it is weakly lower semicontinuous. Thus bifunction F : C × C → R satisfying the condition (A4) and clearly satisfying in (A1) − (A3). We have from (A2) that
for all y ∈ C. Taking the limit inferior on both sides of the last inequality and using (A4), we can conclude that
Let y t = ty + (1 − t)p for all y ∈ C and all 0 < t < 1, the convexity of C implies that y t ∈ C and hence F (y t , p) ≤ 0. Therefore, from (A1) and (A4) we have 0 = F (y t , y t ) ≤ tF (y t , y) + (1 − t)F (y t , p) ≤ tF (y t , y).
Hence, F (y t , y) ≥ 0 for all y ∈ C. Taking the limit as t ↓ 0 and using (A3), we yield that F (p, y) ≥ 0 and therefore f (p, y) + Ap, y − p ≥ 0 for all y ∈ C, so p ∈ GEP (f, A). Now, we prove that p ∈ SOL(C, A). Let B ⊂ E × E * be an operator which is defined as follows:
also, we know that A is hemicontinuous, because
for all 0 ≤ λ ≤ 1. Taking the limits as λ → 0 in inequality (3.23), therefore A(λx + (1 − λ)y) → Ay. So, it follows from Lemma 2.8 that B is maximal monotone and
From Lemma 2.1 and (2.5), we get
Using the definition of A and inequalities (3.24) and (3.25), we have
By letting k → ∞ and using (2.2) and (3.17), we obtain ν − p, w ≥ 0, therefore p ∈ B −1 (0) = SOL(C, A), because of B is a maximal monotone operator. Now, let ν k = Π Ω (x k ), from inequality (3.9), we have
hence, from Lemma 3.26, we get
This implies that lim k→∞ φ(ν k , x k ) exists. So, {φ(ν k , x k )} is bounded. Using inequality (2.4), we conclude that {ν k } is bounded. Since ν k+m = Π Ω (x k+m ), for all m ∈ N, from Lemma 2.1 and inequality (3.26), we obtain
Letŕ = sup k≥1 ν k . Using the Lemma 2.5, there exists a continuous strictly increasing and convex functionǵ withǵ(0) = 0 such that
Since lim k→∞ φ(ν k , x k ) exists, from the propertiesǵ, we have {ν k } ∈ Ω is a cauchy sequence.
Since Ω is closed, so {ν k } converges strongly to u * ∈ Ω and from Lemma 2.1, we get ν k − x k , Jp − Jν k ≥ 0. Therefore, we get u * − p, Jp − Ju * ≥ 0. On the other hand, since J is monotone, so u * − p, Jp − Ju * ≤ 0. Thus u * − p, Jp − Ju * = 0, since J is one-one, we get p = u * . Therefore x k → u * and inequalities (3.17) and (3.19) imply that y k → u * and z k → u * , where u * = lim
Corollary 3.2. Let C be a nonempty closed convex subset of a 2-uniformly convex, uniformly smooth Banach space E. Let A : C → E * ba an α-inverse strongly monotone operator and S : C → C be a relatively nonexpansive mapping such that Ω := SOL(C, A) ∩ F (S) = ∅ and Ax ≤ Ax − Au for all x ∈ C and all u ∈ Ω. Assume that Π C is the generalized metric projection from E onto C. Let {x k } be a sequence generated by x 1 ∈ C and ≤ 1) is the 2-uniformly convexity constant of E. Then the sequences {x k } ∞ k=1 , {y k } ∞ k=1 and {z k } ∞ k=1 generated by (3.27) converge strongly to the some solution u * ∈ Ω, where u * = lim k→∞ Π Ω (x k ).
Proof Letting f ≡ 0 and T = I in Theorem 3.1, we get the desired result.
Assume that α k = Since Ω = {0}, we get Π Ω (x k ) = 0 for all k ≥ 1. Taking 
