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1. INTRODUCTION 
In this work we apply methods suggested by probability to study the behavior 
of solutions of the degenerate elliptic equation 
&iija2f/axiaxi + biafjaxi = 0 
in the punctured disc (0 < / x 1 < 8) and in the half-neighborhood (0 < 1 x / ~6, 
xa > 0). This problem has been treated extensively by Gilbarg and Serrin [2] 
using a form of the Harnack inequality. More recently, Sarafyan [4] initiated the 
use of probability methods, making the supplementary hypothesis of asymptotic 
stability (condition (2.6), below). 
The purpose of this paper is to show that the proof of existence(or nonexistence) 
of liml,l,,, f (x1 , x2) can be reduced to a one-dimensional problem, through the 
use of polar coordinates (Y, 8). When r --+ 0, the partial differential equation is 
approximated by an ordinary differential equation on the unit circle. By knowing 
the null space of the ordinary differential equation, we may determine the 
limiting values off (x1 , ~a). We consider three cases: 
In the first case, studied also in [2, 41, aij is nondegenerate on the circle 
xl2 + x22 = y2. Then lim,lz+z,z+s f (x1, x ) 2 exists. In the second and third cases, 
not considered previously, the solution is only assumed to exist for 0 < xra + 
xa2 < a2, x2 > 0. If the coefficients behave so that the angle of the corresponding 
It8 diffusion oscillates, on (0, n) then f has a limit (the second case). But if the 
coefficients permit the angular process to converge to an extremity of the interval 
(0, QT) then we may have different values of lim,,, f (r cos 0, r sin 0). 
In Section 2 we give a brief account of the methods of stochastic stability 
which pertain to the present problem. In Section 3 we give the statement and 
proof of the three results mentioned above. In Section 4 we discuss extensions 
of the method to (a) more general behavior of the coefficients and (b) higher 
dimensions. 
We use the summation convention throughout. 
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2. STOCHASTIC STABILITY METHODS 
In this section we record several results which will be used in the sequel. 
Consider a system of It8 stochastic equations 
dxi = Q(X) dwS + b&) dt (1 < i < 2), (2.1) 
where (wl,..., w”) are independent Wiener processes. The coefficients are 
supposed to satisfy the conditions 
1 cq(X) - UiS(X’)I < a 1 x - x’ 1, (2.4 
1 bj(X) - b,(x’)l < R 1 x - x’ 1) (2.3) 
UiS(X) = UfjXj + O(l x I”) (x - 01, (2.4) 
bi(~) = bijxj + O(l x I”) (x + O), (2.5) 
where u$ , bij are constants. Let Xtz be the solution of (2.1) with X,,% = x. 
Conditions (2.2)-(2.5) imply that X,O = 0 and that for x # 0, P{X,* == 0} = 0. 
We say that zero is asymptotically stable in probability if 
liiPqi~Xx,” =o> = 1. + (2.6) 
In order to verify (2.6) in concrete cases, we introduce the quantities 
(2.7) 
a”.(x) 
QoW = by:7 + 4 l’; ,2 
a$(x) x .xj -- , x lf > (2.8) 
Q,m = bzz - t(4z)2, (2.9) 
QII = b,, - :(dd*. (2.10) 
For the purpose of the present work, the following condition suffices to verify 
(2.6). The proof is included for completeness. 
PROPOSITION 2.1. Assume that Qo(x) < -A2 < 0 in a neighborhood 
0 < / x / < 6. Then zero is asymptotically stabZe in probability. 
Proof. Applying ItG’s formula to log rt , we have 
log rt = log ro + Mt + It [Qo(@,) + o(l)] 4 
0 
where M, is a martingale with (M), < Ct. Therefore, on the set {rt < 6 all 
t > O>, we have l%&log r,)/t < -AZ. On the other hand, note that for X 
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sufficiently small and positive, ytA is a supermartingale. Thus @P{r, > 6 for 
some t > O> < yoA. Therefore P{r, < 6 all t > 0} > 1 - E if r,, is sufficiently 
small. The proof is complete. 
Under supplementary hypotheses, we can make the following more refined 
statement on the angular convergence. 
PROPOSITION 2.2. Assume that u~~(x, 0) = 0, b,(x, 0) = 0 and that QI < 
QII <O. Then 
T J;y+o ’ P{li*i e(xj70~eo)) = O} = 1, 
0 0 
Proof. Write the operator in the form L = E + o(l), Y + 0, where 
Ef (0) = :u”(qf”(e) + V)f’@% (2.13) 
with o”(e), b(B) given by (3.10)-(3.11) b e ow. 1 Let f(0) be the solution of the 
equation rj = - 1, J(rr/2) = 0,7(7r/2) = 0. An explicit calculation shows that 
when 0 ---f 0 or 0 -+ r, lim[b’(e) - $[01(0)120] = QI - Q, I < 0, by hypothesis. 
Therefore by an explicit solution of the equation, we see that limj(8) = --co 
whenever 0 -+ 0, or 8 --f n. Now we apply Ito’s formula: 
J(b) = jw + Jot 41, 0,) fw dws +lot Lfh , 4) ds. (2.14) 
By [3, Proposition 2.101, rt + 0 with probability >, 1 - E whenever r0 is 
sufficiently small. Therefore &iit+.mj(8t)/t < -1 with probability 3 1 - E. 
This proves that et -+ 0 or r when t -+ co. To obtain the more refined assertion 
let g = exp(Xj), h > 0. Then for h sufficiently small, we have Lg < 0 and g > 0 
in the open half-neighborhood. By following the argument of [3, Lemma 2.31, 
we see that for given E, 71 > 0 by choosing 0, sufficiently small, we have P{B, -C 77 
for all t > 0} > 1 - E. Applying (2.14) on this set proves that P(0, - 0} > 1 - E, 
which was to be proved. The same argument applies to 0 = rr. The proof is 
complete. 
3. ISOLATED SINGULARITIES OF L-HARMONIC FUNCTIONS 
We now discuss the behavior of bounded solutions of 
Lf = *a,,a2f/ax,ax, + b,afjaxi =0 
when x12 + x22 + 0. The function f is supposed to satisfy the admissibility 
conditions 
I afik I G +)/I x I, I a2flwxj I G +v x 12, (3.1) 
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where lim,, E(X) = 0. (Of course the second condition implies the first). 
We suppose that the coefficients are smooth and that 
&j(X) = u;*uglxkxI + o(l x I”) (I x I - 01, 
hi(X) = bijXj + O(l x I”) (I x I - (9, 
(3.2) 
dj(X> 5,5j 3 01 I x I2 I 5 I2 ((x9 5) = 0, a > 01, 
Qo(x) < --A2 < 0 (0 < 1 x 1 < S). 
(3.3) 
THEOREM 3.1. Suppose that (3.2), (3.3) hold. Let f be a bounokd solution 
of the equation Lf = 0 in {x: 0 < x12 + x22 < a2} satisfying the conditions (3.1). 
Then lim f (x1 , x2) exists when xl2 + xz2 + 0. 
THEOREM 3.2. Suppose that (3.2), 
@22(X1 , 0) = 0 = b,(x, 3 O), 1x11 <a9 (3.4) 
4(X) 5ifj 3 O1 I X I2 tz2, ((x, 0 = 0, 01 > O), (35) 
QII <QI <a (3.6) 
Let f be a bounded solution of the equation Lf = 0 in {x: 0 < x12 + x22 < 62, 
x2 > O> satisfying conditions (3.1). Then limf (x1 , x2) exists when x12 + x22--f 0, 
x.2 > 0. 
THEOREM 3.3. Suppose that (3.2), (3.4), (3.5), and 
9, <QII (0. (3.7) 
Let f be a bounded solution of the equation Lf = 0 in {x: xl2 + x2 < S2, x2 > 0} 
satisfying conditions (3.1). Then for each 6’ E (0, n), f(O) = lim,,, f (y cos 0, 
Y sin 0) exists and has a continuous extension to [0, r]. If f(0) = 0 = f(r), then 
Js 0. 
Proof of Theorem 3.1. We let x1 = Y cos 8, x2 = Y sin 0. Writing f (r, 0) 
instead off (x, y), we have 
(Lf)(5 0) = (-Cfr)(e) + g(6 6, (3.8) 
where f?(e) = f (r, 0) and 
with 
(Efze) = +2(e) f F(e) + b(e) f;(e), 
2(e) = u:j(~) phjJ- (0 G e G 24, 
b(0) = bijAiXjl - ufj(X) A&‘- (0 G e G 24, 
g(y, 4 = (Lf )(6 6) - @f?.)(e), 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
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where h = (cos 0, sin e), Ai = (-sin 8, cos 6). It follows that j g(y, 0)j < 
KC(Y), Y -+ 0. Now the general solution of the equation Lf,. = -g, can be 
written in the form 
where G is a bounded function. C(r) is an arbitrary constant, determined by 
the normalization if,.(O) de = C(Y). When r + 0 we have 
If@) - C(7)l G WI) j I G I drp (0 < fl < 24, (3.14) 
and hence lim,,, 1 fT(@ - C(r)1 = 0. 
On the other hand, f (Yt , 0,) is a bounded martingale. Therefore there exists 
the almost sure limit Z s lim,,,f(r, , 0,). But (3.14) and Proposition (2.1) 
imply that Z = lim,,, C(Y,) with probability greater than Q for Y,, sufficiently 
small. Now we claim the existence of c = lim,,, C(Y). Indeed, if this limit did 
not exist, then we would have a sequence of values yk ---f 0 such that C(Y,,) < cr , 
C(Y,,+,) > ca with ci < ca . But this contradicts the limits rt -j. 0, C(Y,) ---f Z 
which exist with probability greater than 4, for r0 sufficiently small. 
Having proved the existence of c = lim,,, C(Y), we see from (3.14) that 
(3.15) 
uniformly for 0 E [0, 2rr] (by virtue of (3.14)). The proof is complete. 
Proof of Theorem 3.2. In this case Eqs. (3.8)-(3.12) are still valid, with 
0 < 0 < r. In addition we have the restrictions: 
o(0) = 0 = u(n), (3.16) 
~“(0) > c sin2 e (0 < e < T, c > 01, (3.17) 
lim[b’(e) - g[d(e)y] > 0 (e + 0, e --+ T), (3.18) 
which reflect (3.4) (3.5) and (3.6), respectively. Now (3.18) implies that the 
only bounded solutions of the equation Ef = 0 are constant. Therefore, the 
general solution of the equation Lf,. = -g, can be written in the form 
fr(4 = IO= W, p’) g&) 6 + C(y) (0 < e < 7T). (3.19) 
From (3.6) and [3, Proposition 2.101 we see that zero is asymptotically stable 
in probability for the It8 process X, %. Therefore by the same reasoning as in 
the proof of Theorem 3.1, lim,,, C(Y) exists. Thus lim,.,,f,.(B) = Em,,, C(Y), 
uniformly for e E (0, 7~). 
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Proof of Theorem 3.3. In this case, Eqs. (3.8)-(3.12) (3.16)-(3.17) are valid, 
together with 
lim[b’(8) - $[o’(e)]“] < 0 (e --+ 0, 8 --+ ST). (3.20) 
Equation (3.20) implies that the general bounded solution of Lf = 0 is of the 
form f = cl + c2u(B), where u(0) = 0, ~‘(0) = exp[-2 sz12 b(0’)/u2(0’) de’]. 
Hence (3.13) is now replaced by 
f,(e) = IO* G(4 d g,(v) 4~ + G(r) + C,(r) 4% (3.21) 
where 1 C,(v)1 < Ks , 1 C,(r)1 < K3 . As in the above proofs, we have 
If&‘) - C,(r) - C,(r) @‘)I G K&) f I G I dv (0 < 8 < n), (3.22) 
P{plf(yt, 4) = a = 1, (3.23) 
zero is asymptotically stable in probability. (3.24) 
This lim t+m{Cl(~,) + C,(Y,) u(e,)} = 2, almost surely. Now we use Proposition 
2.2 above, to conclude from (3.7) that P{B, + 0} > 4 for 8, sufficiently small. On 
this set we have 
\$ C,(Y,) = 2. (3.25) 
This proves that lim,, Cl(r) = C, exists. Now by another use of Proposition 2.2, 
we see that P(8, -+ rr} > 4 for w - 13, sufficiently small. On this set, we have 
~+~cGcyt> + 44) C2(ytN = 2-e (3.26) 
But U(T) > 0. This proves that lim,,, C,(Y,) exists with probability greater 
than Q; hence lim,, C,(Y) z C, exists. Therefore by (3.21) we have 
I,$ f,(e) = Cl + c244 (3.27) 
uniformly for 8 E (0, n). By the form of (3.27), this limit is identically zero 
whenever it is zero at both ends of the interval (0, n). The proof is now complete. 
4. EXAMPLES: GENERALIZATIONS OF THE METHOD 
4a. Examples 
Theorems (3.2)-(3.3) can be illustrated by the following simple case: 
dx, = (%1X1 + U~ZXZ) fhl + (b,,x, + b,,x,) 4 
dx, = a2g2 dw2 + b,,x, dt, 
5"5/24;2-9 
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where (a,J, (bij) are constants with ~,,a,, # 0. The corresponding degenerate 
elliptic operator is 
Lf = HUllXl + ul2x2)2 (a2fPx12> + Hu22x2)2 (a2flax22) 
+ hx1 + 42x2) @f/W + @22x2) @f/ax,)- 
Referring to (2.9)-(2.10), we see that 
81 = 622 - B(u22)2, 
QI I = h, - :(uII)~. 
Hence each of conditions (3.6)-(3.7) can be realized with an appropriate choice 
of the constants (ufj), (bij). 
4b. Limiting Behavior of the Coeficients 
The methods of the previous section can be adapted to an equation Lf = 0 
of the form (3.1), where the coefficients have the limiting behavior 
a&, 6) = ~“[u&? q,(e) + WI (r -+ O), (4.2) 
h(r, 8) = r[W) + WI (r -+ 01, (4.3) 
and the functions ais( &(0) are smooth periodic functions which are not 
necessarily linear in (sin 8, cos 0). Theorem 3.1 carries over with an obvious 
modification of (2.11)-(2.12). To reformulate Theorem 3.2, we must take care 
to define QI 1 appropriately, since a$( 1, 0) is no longer a trigonometric polynomial. 
It is necessary to assume explicitly that (3.16)-(3.18) hold. Then Theorem 3.2 
can be proved in the above fashion. A similar remark applies to Theorem 3.3, 
where (3.18) is replaced by (3.20). 
We note that the more general form (4.2)-(4.3) includes many of the equations 
considered in [2], which are of the form 
ol,,a2f/ax,ax, + piafjaxi = 0, (4.4) 
where aij(x) fi& > 01 j 4 j2. (In [2] it is not assumed that LY;~ , pi are continuous.) 
By multiplying (4.4) by / x 12, we reach the form (4.2)--(4.3) with ~~~(0) =
[01(0)1/~]~~ , b,(B) = p,(O). Th’ f is orm was excluded by (3.2)-(3.3), which requires 
explicitly that ais( bi(0) be nonconstant trigonometric polynomials. 
4c. Extension to Higher Dimensions 
The methods of Section 3 depend heavily on the explicit solution of the 
ordinary differential equations Ef = g and Ef = 0. In attempting to generalize 
Theorems (3.1)-(3.3) to dimension n, n > 2, the operator L will be replaced 
by a (possibly degenerate) elliptic operator on the sphere P-l. Thus we will be 
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forced to introduce additional ad hoc hypotheses to ensure that the Green’s 
function of L be integrable and that the null space of L be spanned by (for 
instance) a finite number of functions. Thus we have no immediate extension 
of Theorems (3.2)-(3.3). 
However, Theorem (3.1) can be extended naturally to dimension n, n > 2. 
In fact hypothesis (3.3) implies that the operator L can be written in the form 
L = L + o(1) (Y --f 0), where e is a nondegenerate elliptic operator on the 
sphere 9-l. Now it is known [l] that (a) the only bounded solutions of the 
equation Ef = 0 are f = const, and that (b) the general bounded solution 
of the equation Lf = -g is of the form f = const + j G(B, 9’) g(v) drp, where 
G(B, y) has the singularity of the Newtonian potential kernel. Thus j / G(B, CJJ)\ 
dq < co and hence the proof of theorem (3.1) carries through. 
4d. On the -Vecessity of Condition 3.1 
Let 
?f w 2 +x2 ;; 
c 
Lf = Y2 p - 2xy ___ ax ay -1-2x&2y$ 
and f = X/(X” + y2). It is readily verified that L satisfies (3.2)-(3.3), that f is a 
solution of Lf = 0, but f does not satisfy (3.1). We have not been able to deter- 
mine, for a general operator L satisfying (3.2)-(3.3), whether one can always 
find a solution of Lf = 0 which violates (3.1). 
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