Abstract. We prove quantitative recurrence and large deviations results for the Teichmuller geodesic flow on the moduli space Qg of holomorphic unit-area quadratic differentials on a compact genus g ≥ 2 surface.
Introduction
Let M be a compact Riemann surface of genus g ≥ 2. Recall that a holomorphic quadratic differential is a holomorphic 2-form q. In local coordinates, q can be written as q(z)dz 2 , with q(z) holomorphic. Away from the (isolated) zeros of q, we can pick a coordinate w such that q = dw 2 , yielding a Euclidean metric |dw 2 |. Near a zero of order k ≥ 1, we can choose a coordinate w so that q = w k dw 2 , thus the Euclidean metric at the point is given by |w k ||dw 2 |, and the total angle at the point is (k + 2)π. We say the metric has a cone angle (k + 2)π singularity at the point. By the Gauss-Bonnet theorem, the number of zeros, counting multiplicity, is 4g − 4. The area of the surface with respect to q is given by M |q|.
We define the moduli space of (unit-area) holomorphic quadratic differentials Q g to be the space of pairs (M, q) where M is a compact genus g Riemann surface and q a holomorphic quadratic differential. Two pairs (M 1 , q 1 ) and (M 2 , q 2 ) are equivalent if there exists a biholomorphism f : M 1 → M 2 such that f * q 1 = q 2 . Restriction to the first coordinate yields a projection map onto the moduli space of Riemann surfaces M g . In fact, Q g forms the unit cotangent bundle to M g .
We can also define the Teichmuller spaceQ g of quadratic differentials by identifying two pairs (M 1 , q 1 ) and (M 2 , q 2 ) if there is a biholomorphism f : M 1 → M 2 isotopic to the identity such that f * q 1 = q 2 . This is a bundle over the Teichmuller space T g , the orbitfold universal cover of M g . In fact, letting Γ g = π 1 (M g ) be the mapping class group of genus g, we have Q g =Q g /Γ g . There is a Γ g -invariant metric on T g , the Teichmuller metric, which descends to M g .
Given a pair (M, q) ∈ Q g (orQ g ), one obtains an atlas of charts to C ∼ = R 2 , with transition maps of the form z → ±z + c (and vice-versa, i.e., given an atlas of charts of this form, one obtains a holomorphic quadratic differential).
Remark: If the transitions are of the form z → z + c, then q is the square of a holomorphic 1-form ω. Such ω's are known as Abelian differentials.
These charts allow us to define a SL(2, R) action on Q g (andQ g ) given by linear post-composition with charts. Orbits of this action inQ g , projected down to T g yield isometrically embedded copies of the hyperbolic plane H 2 , known as Teichmuller discs.
The space Q g (respectivelyQ g ) is naturally stratified in the following fashion: Given a quadratic differential q(we drop the M for notational convenience), recall that the number of zeros, counting multiplicity, is 4g − 4. Suppose q has k distinct zeros, then q determines a partition β(q) = (β 1 , . . . , β k ) of 4g − 4, i.e., β i is the order of the ith zero, and k i=1 β i = 4g − 4. Let Q g (β) be the moduli space of all quadratic differentials q such that β(q) = β. Note that if β = (β 1 , . . . , β k ) and β ′ = (β 1 + β 2 , β 3 , . . . , β k ), that Q g (β ′ ) is in the closure of Q g (β), since we can 'collapse' the zeros corresponding to β 1 and β 2 together.
We further subdivide Q g (β) by defining Q g (β, +) to be the space of all q ∈ Q g (β) such that q is the square of an abelian differential. Note that Q g (β) = ∅ only if β i is even for all i. Define Q g (β, −) = Q g (β)\Q g (β, +).
We call the spaces Q g (β, ±) strata. They are not always connected, however, they have at most finitely many components [10] . Let j be a label for a connected component, and P be a triple (β, ±, j). We let Q g (P ) be the jth connected component of Q g (β, ±). Each Q g (P ) is preserved by the SL(2, R) action, and, while non-compact, is endowed with an ergodic invariant probability measure ν = ν P .
Remark: Without loss of generality, we will study triples of the form P = (β, +, j). If P = (β, −, j), we can pass to a double cover of the base surface and obtain an abelian differential on the cover. Since our results hold for all g ≥ 2, we simply consider the (higher-genus) stratum defined in this way.
The full space Q g is also endowed with an ergodic invariant probability measure. The relationship between the measure on the whole space and the measure on strata is as follows: letting P 0 = (2, 2, . . . , 2) (2g − 2 terms), we have what is known as the principal stratum. The measure on Q g is supported on Q g (P 0 ), and co-incides with ν P0 . For all other P , Q g (P ) has positive codimension and measure zero in Q g , and in fact, is in the closure of Q g (P 0 ). For the rest of the paper, we fix P , and work with Q g (P ).
More details about the basics of Teichmuller space and quadratic differentials can be found in, e.g., [12] . Our exposition is mainly drawn from [5] .
We are particularly interested in the action of the standard subgroups K (maximal compact) and A (diagonal matrices) of SL(2, R). These are both one-parameter subgroups, and can be described as follows:
We will often be interested also in the action of the semigroup A + = {g t : t ≥ 0}. The action of K, known as the circle flow, preserves the underlying holomorphic structure, so it acts as identity when projected to T g . The action of A is known as Teichmuller geodesic flow, since the projection of an A-orbit to T g yields a geodesic in the Teichmuller metric (and in fact, all Teichmuller geodesic arise this way).
Moore's ergodicity theorem (see, for example, [2] ) yields that the Teichmuller flow is ergodic, and even mixing. Veech [17] showed that it was 'measurably Anosov', and more recently Forni [7] has obtained explicit formulas regarding the hyperbolic behavior. His results, which imply that as long as trajectories remain in a compact set that their hyperbolicity can be controlled, provide much of the motivation for our research.
Our main results are concerned with the following scenario. Fix q ∈ Q g (P ), and consider the 'circle' Kq = {r θ q : 0 ≤ θ < 2π}. This set is endowed with a natural probability measure P , coming from the Haar measure on K ∼ = S 1 . We estimate the measure of the set of angles θ where the A + orbit {g t r θ q} t≥0 'behaves poorly' for a length of time T . For us, poor behavior means that the trajectory is spending a lot of time near the cusp in Q g (P ). Our estimates will be exponential in T , the time spent near the cusp.
Precisely, our results are as follows:
There is a family of K-invariant compacts sets {C l } l>0 , with C l ⊂ C l ′ for l < l ′ , such that, for all sufficiently large l, and for all q / ∈ C l , there are constants c 1 = c 1 (q, l) and c 2 = c 2 (l) such that
for all T sufficiently large.
This result states that the 'probability' that a random geodesic trajectory on the circle Kq does not return quickly to the compact set C l decays exponentially (in the length of time spent outside).
. For all sufficiently large l, there exist constants
for all T sufficiently large, and all S > T .
This result says that the probability we are on a 'sojourn' of length at least T at any given time decays exponentially in T .
Our next result is the key result in our paper, as it allows one to obtain explicit estimates on hyperbolicity of trajectories. Theorem 3. Let q ∈ Q g (P ). For all sufficiently large l, there are constants c 5 , c 6 > 0 and λ < 1, depending only on l, such that
This is a large deviations result for the Teichmuller flow. While ergodicity guarantees that
, our result gives explicit information about the likelihood of bad trajectories, and in particular, information about hyperbolicity of geodesic trajectories along circle orbits through every point.
In the course of the proof of this result, we obtain the following corollary, answering a question of G. Forni: Corollary 1. Fix notation as above. Then, for P -almost every θ,
Other quantitative recurrence results for dynamics on Teichmuller spaces were obtained by Minsky-Weiss [13] for the case of Teichmuller horocycle flow, that is, the action of the subgroup
This collection of quantitative recurrence results continues to develop the analogy between dynamics of flows on Teichmuller spaces and on symmetric spaces. Other results of this type include logarithm laws, due to Sullivan [15] and KleinbockMargulis [9] in the symmetric space case, the author [1] in the case of positive characteristic, and Masur [11] in the case of moduli spaces.
The rest of the paper is organized as follows: In the next section, we state analagous results for certain random walks on moduli space. In section 3, we prove our results for random walks, and in section 4, modify this proof using geometric techniques in order to prove Theorem 1. In section 5, we derive a key lemma from the theory of large deviations, necessary in the proof of Theorem 3. In section 6, we prove the key geometric independence estimates, which allow us to prove Theorem 2, and complete the proof of Theorem 3.
Random walks on moduli space
Our results concern the following (uniform) random walk. Fix τ > 0 Given that we are at a point q ∈ Q g (P ), the next point in our trajectory will be chosen at random according to Haar measure on S 1 from 'circle' of radius τ, {g τ r θ q : 0 ≤ θ < 2π}.
Remark:By hyperbolic geometry, one can see that trajectories of this walk closely approximate geodesics, thus, understanding recurrence properties of the walk give one insight into properties of the flow.
Some notation: Let X 1 , X 2 , . . . X n , . . . be our trajectory. By definition {X n } is a Markov chain. We write P q (A) = P (A|X 1 = q) for any event A.
Our results for the walk are as follows:
Theorem 4. Let {C l } be as in Theorem 1. For all τ, l sufficiently large, and all q / ∈ C l , there are constants
for all n sufficiently large. This is completely analagous to Theorem 1, and indeed the proof of this result will be essential to the proof of Theorem 1.
Theorem 5. For all τ sufficiently large, we have
(1) For all compact C ⊂ Q g (P ), ǫ > 0, there is a C l ⊃ C such that ∀q ∈ C, and for all m > 0,
(2) For all ǫ > 0, there is a l such that ∀q ∈ Q g (P ), there is an M (q) such that for all m > M (q),
This result is closest in spirit to those in [13] . These properties (collectively) are known as tightness for the walk. Note that in this case the analagous results are false for the geodesic flow.
Corollary 2.
For all q ∈ Q g (P ), δ > 0 and all 0 < λ < 1 there is a l > 0 so that for all n sufficiently large,
Remark:l can be chosen uniformly as q varies over a compact set.
General Markov Chain results
Our goal in this section is to develop the general theory which will allow us to prove Theorem 4. Many of these results can be found, in more generality, in [14] :
The main result of this section is:
a Markov chain, with state space (S, Ω) and transition function P (., .). Let C be a measurable set such that there is a non-negative function
V on S and constants 0 < c < 1 and b > 0, such that Remark: Markov chains satisfying properties 1 and 2 above are called drifting. Combining this result with Lemma 1 below and defining C l = {q ∈ Q g (P ) : α(q) ≤ l} yields Theorem 4.
Lemma 1. For all sufficiently large τ , the walk described in Theorem 4 is drifting. That is, there is a smooth, proper
We will prove Lemma 1 at the end of this section. We now turn to the proof of Proposition 1.
We need the following lemmas:
Lemma 2. With notation as in proposition 1, we have
where we are using the Markov property in the 2nd line. Now, since X n−1 / ∈ C on B n−1 we can apply our drift condition, so
This yields the following recurrence relation:
which, when iterated, yields:
Now, using the fact that λp n ≤ D n , we get that
Adding a (b/c)p n to both sides, and multiplying by c we get the result.
We now use a standard generating function argument to prove the following:
Lemma 3. Let {p n } be a positive sequence satisfying
c n s n , for N < ∞ and s > 0. Then our hypothesis yields that
c . So, for s in this range, we have
Passing to the limit as N → ∞, we obtain that P (s) is convergent.
Proof of Proposition 1: Applying lemma 2 to our chain, we obtain that p n (x) satisfies equation 2 with a 1 = D 1 /(cλ + b), and a 2 = 1/(cλ + b). Our condition λ >
. By Lemma 3, for n sufficiently large p n ≤ a 1 e −n ln(s0) .
By their definitions, a 1 depends on x and λ, while s 0 only depends on λ.
In order to prove Theorem 5, we recall the following definition:
We say a Markov chain on a non-compact topological space Ω is tight if (1) For all compact subsets C ⊂ Ω and ǫ > 0, there is a compact set C ′ ⊃ C such that for all x ∈ C and all m > 0,
(2) For all ǫ > 0 there is a compact set C such that for all x ∈ Ω there is a M (x) such that for m > M (x),
The following result is essentially proved in [4] .
Proposition 2. If a Markov chain is drifting, it is tight.
Proof: Let V : Ω → R be the drift function. Thus we have (P V )(x) ≤ cV (X) + b for c < 1. Iterating this, we get that (
Since the sets {y ∈ Ω : V (y) ≤ R} are compact for any R > 0, we let
. Then we have that
so we get that P x (X m / ∈ C ′ ) < ǫ as desired. For the second property, we select C = {y : V (y) ≤ 2b ′ /ǫ}. For m sufficiently large, c m V (x) ≤ b ′ , so by the above argument we can get our conclusion.
Remark: This result was first proved in the context of random walks on Lie groups in [4] . These walks were shown to be drifting, thus Theorem 4 also holds for them. This appears to be a new result.
Proof of Theorem 5: Combine Lemma 1 and Proposition 2.
Proof of Corollary 2: Fix q ∈ Q g (P ), 0 < λ < 1, and δ > 0. By Theorem 5 part 2, there is an l > 0 so that for n sufficiently large,
, where I C l is the indicator fucntion of C l . Then, for any λ < 1,
Thus, we have
Now, for n sufficiently large E(S n ) ≈ 1 − 3 2 ǫ, thus,
The fact that l can be chosen uniformly as q varies over a compact set follows from Theorem 5 part 1.
Proof of Lemma 1:
We require the following technical lemma from [5] (page 465, Lemma 7.5).
Lemma. There are functions α 0 , . . . α n : Q g (P ) → R + such that α 0 is proper, and for every τ > 0, there are consants w = w(τ ),b ′ =b ′ (τ ), andc ′ , d independent of τ such that for all 0 ≤ i ≤ n, and ∀q ∈ Q g (β),
Fix τ > 0 such thatc = 2c ′ e −dτ < 1. Let λ 0 , . . . , λ n ∈ R + be such that
Remarks:
• Fixing q ∈ Q g (P ), considerα : SL(2, R) → R + defined byα(g) = α(gq). Since α is K-invariant,α can be viewed as a function on H 2 . Under this identification, q is identified with i and the upward pointing unit tangent vector.α has the following property, which will be crucial in our later results: Fix σ > 1. Then there exists a κ > 0 such that for any x ∈ H 2 with d(x, i) < κ, and any h ∈ SL(2, R)
• In all of our constant which depends on a basepoint q in fact depend only on α(q), thus, they very uniformly over compact sets.
• All our results (including those for the flow) hold as long as the conclusions of Lemma 1 and the equation 3 are satisfied. That is, let X be a non-compact topological space with a SL(2, R)-action, an ergodic invariant probability measure µ, and a smooth, proper, K-invariant function α : X → R + , sastifying equation 3 such that there for all τ > 0,
for some c(τ ), b(τ ) > 0, and lim τ →∞ c(τ ) = 0. Set C l = {x ∈ X : α(x) ≤ l}. Our proofs work line for line.
Averaging over arcs
In this section, we prove Theorem 1. Let q / ∈ C l , where l > 0 will be specified later. We want to estimate the measure of the sets B ′ (t, l, q) = {θ : g t r θ q / ∈ C l , 0 ≤ t ≤ T }. For technical reasons, we will instead study the sets B(t) := B(t, l, q) = {θ : ∃φ ∈ B ′ (t,
′ ≤ l such that φ ∈ B(t, l, q) implies that α(g t r φ q) > l ′ . Let B nτ = B(nτ ), and p n = P (B n ). We have
Our main lemma is as follows

Lemma 4. There is a constant c ′ , independent of τ , so that
Bn α(a nτ r θ q)dθ ≤ c
This result will allow us to apply the proof of Theorem 4 to prove Theorem 1, by yielding a recurrence relation for p n = p nτ .
In order to prove this result, we will need some technical results on the change of polar coordinates in H 2 . Fix q in Q g (β), b, t > 0, and θ ∈ [0, 2π). Let q 0 = g b r θ0 q. We define maps:
where S(φ) = d H 2 (g t r φ q θ0 , q) and T (φ) is such that g S(φ) r θ0+T (φ) q = g t r φ q 0 . If we identify r θ0 q with i and the upward pointing unit tangent vector in H 2 , the maps T and S give the change in polar coordinates based at q 0 to those based at q.
Let κ > 0, and θ ∈ B n . Let S = S τ,(n−1)τ,θ and T = T τ,(n−1)τ,θ . Define
The following technical lemmma is drawn from [5] (page 466, Lemma 7.6):
Lemma. There is a c ′′ > 0 such that for all κ > 0, there is a τ > 0 such that for all θ ∈ B n ,
The map T : L θ → S 1 is a diffeomorphism onto its image, and
Remark: While their lemma is about a different family of sets B n , their proof works line for line.
Proof of Lemma 4:
We follow the proof of Lemma 7.7, page 467, of [5] . Fix σ > 1, and let κ > 0 be as in the remarks following the proof of Lemma 1. Fix τ > 0 so that the the above lemma holds.
For each θ ∈ B n ,
where for the last estimate we used the definition of L θ and the smoothness condition on α first noted in the remarks in Section 3. Now integrating (6) over θ ∈ B n we get
where in the second line we made the change of variable ξ = ψ + θ and for the last inequality we used the previous lemma to estimate from below the inner integral.
(To see the domain of the inner integral in (7) one can argue as follows: Take point on circle of radius (n − 1)τ and on the imaginary axis. Take the circle of radius τ centered at that point. Let p − , p + be the two points where that circle intersects the circle of radius nτ − κ centered at the i. Denote the angles of p − and p + as viewed from i by −w(t) and w(t) respectively. Then set W = [−w(t), w(t)]. The domain of the inner integral (7) is −T (L ξ ) since before the change of variables the domain of integration was {(θ, ψ) : θ ∈ B n and ψ ∈ W ∩ (B n − θ)}. After the change of variables the domain becomes {(ξ, ψ) : ξ ∈ B n and ψ ∈ W ∩ (−B n + ξ)} which for the inner integral translates exactly to −T (L ξ ).) Set c ′ = c ′′ σ −1 . Since B n ⊂ B n−1 , (7) implies the estimate of the lemma. , and fix q / ∈ C l (i.e., α(q) ≥ l). Let p n = P (B n ), D n = Bn α(g nτ r θ q)dθ. By Lemma 4,
Applying the proof of Lemma 2, we obtain
Applying Lemma 3, we obtain that p n decays exponentially in n, with the rate depending only on l, and the coefficient depending only on D 1 , and hence only on q.
Since this works for all τ sufficiently large, and the rate of decay depends linearly in τ (since c ∼ e −τ ) we obtain that p t = P (B t ) decays exponentially in t, with the same dependences, as desired.
Remark: The same proof as above, mutatis mutandis, allows us to prove the same result with the whole circle replaced by any fixed wedge. That is, let U ⊂ S 1 be a fixed arc in S 1 . Then
also satisfies the same exponential estimate as P (B t ).
Large Deviations
In this section, we prove the key technical lemma for our main large deviations result Theorem 3. We assume some familiarity with the theory of conditional expectation. Excellent references include [16, 3] .
be a sequence of positive real-valued random variables on a probability space (Ω, F , P ). Let {F i } be af filtration of F such that for all i, τ i ∈ F i , i.e., τ i is F i -measurable. Suppose there exist positive random variables η, ξ with Eη < Eξ, Eξ > 0, and a real number θ 0 > 0 such that, for all 0 ≤ θ < θ 0 :
Then, ∀λ > Eη/Eξ, there is a 0 < γ < 1 such that
• For our application, τ 2i will be the time spent outside the compact set, and τ 2i−1 the time inside on the ith 'cycle' of a geodesic trajectory. One should think of η as a stochastic upper bound for τ 2i , and ξ as a stochastic lower bound for the length of a cycle.
• Condition 1 should be thought of as a stochastic upper bound for the time spent outside. In our application, we will show the (stronger) condition that P (τ 2i > t|F 2i−1 ) ≤ a 1 e −a2t for some a 1 , a 2 > 0.
• Condition 2 is a stochastic lower bound for the total time of a cycle. In our application, we will give a stronger, deterministic lower bound: in fact, we will show τ 2i−1 > C, for some fixed C.
Proof:
Let N (T ) = sup{k : T 2k ≤ T }. Then,
We estimate each of these terms in turn. Without loss of generality, let ⌊cT /2⌋ = n, for an integer n, and re-write the first term as P (
The last inequality follows from the first condition in our theorem, and the fact that each τ i is F i -measurable. Since equation holds for any θ 0 > θ ≥ 0, we have
we get F (0) = 1,
This implies that
Thus, there is a 0 ≤ θ 1 ≤ θ 0 such that F (θ 1 ) := γ ′ < 1. Plugging this into equation 9 yields the estimate for our first term.
To estimate the second term, let ξ i = τ 2i−1 + τ 2i . Fix c > 1/Eξ. By a similar argument to that above, we obtain
Once again, as above, we obtain
Thus, there exists θ 2 with G(θ 2 ) = γ ′′ < 1, and so we have our desired estimate.
Corollary 3. With notation as above,
lim sup
with probability 1 for all λ > Eη/Eξ.
In order to prove this corollary, we need the following technical lemma:
Proof:
We proceed by contradiction. Suppose lim sup T →∞ U (T ) > c. Then, there is a sequence of time t n , t n → ∞, such that U (t n ) > c. Take a subsequence t n k , where n k is such that t n > k for all n ≥ n k . Such a subsequence exists since t n diverges. Now, letting a k = t n k , note that a k > k, so
We now proceed with the proof of Corollary 3. Let U (T ) = 1 T T 0 X(t)dt. Let γ be as in the conclusion of Proposition 3. Then, for any sequence a n we have
Thus, if
∞ n=0 γ an converges, by the Borel-Cantelli lemma, lim sup n→∞ U (a n ) ≤ λ, with probability one. Applying Lemma 5, we have our result.
Jacobian estimates and geometric independence
In order to motivate the somewhat technical results in this section, we sketch our proof of Theorem 2. We will fill in the details of this sketch later in this section, as well as complete the proof of Theorem 3.
Fix q ∈ Q g (P ). Consider the circle of radius S, {g S r θ q : 0 ≤ θ ≤ 2π}. Given T < S, we want to show that the set B = B S,T (q, l) = {θ : g t r θ q / ∈ C l , S − T ≤ t ≤ S} has exponentially small measure in T for sufficiently large l, S, and T .
Given θ 0 ∈ B, let q 0 = g S−T r θ0 q, and consider the circle {g T r φ q 0 : 0 ≤ φ ≤ 2π} of radius T around the point q 0 . By Theorem 1, we know that for most (the complement is exponentially small in T ) directions φ on this circle, g t r φ q 0 ∈ C l for some t < T .
Our idea is as follows: there is a small neighborhood U of θ 0 such that each geodesic trajectory {g t r θ q} S t=0 , θ ∈ U is closely shadowed by a 'piecewise geodesic' of the form γ = γ θ0,φ , where
Now, for all but a small set of φ, γ(t) ∈ C l for some S − T ≤ t ≤ S. Thus, in a small neighborhood of θ 0 , we have a (large-proportioned) collection of angles which are not in B.
To make these ideas precise, we recall the change of polar coordinate maps T : S 1 → S 1 and S : S 1 → R + , first considered in section 4. Fix t, b > 0, and for convenience, let θ = 0. Let T = T t,b,0 , S = S t,b,0 . Recall that geometrically, these maps can be though of as the change in polar coordinates from those based at the point ie b ∈ H 2 to those based at the point i ∈ H 2 , restricted to the circle of radius t around ie b . Recall that to define polar co-ordinates in H 2 , one needs to specify a direction at the basepoint. For notational convenience, let v b ∈ T ie b H 2 be the downward pointing unit tangent vector, and let v ∈ T i H 2 be the upward pointing unit tangent vector. Our map(s) are then given as follows: let P = g t r φ (ie b , v b ) at angle φ on the circle (measured counterclockwise from v b ), then S(φ) is the distance and T (φ) is the angle (measured counterclockwise from v) of the geodesic segment connecting i to P , i.e., we want P = g S(φ) r T (φ) (i, v). Hyperbolic trigonometry (the laws of sines and cosines, appied to the triangle formed by the points i, ie b , and P , see figure 1 ) yield: (10) cosh S(φ) = cosh b cosh t − sinh b sinh t cos φ,
Note that in our set-up, T (0) = π, T (π) = 0, T (2π) = −π, and S(0) = S(2π) = b+t, and S(π) = |b − t|. We have the obvious symmetries T (π + φ) = −T (π − φ) and S(π + φ) = S(π − φ). If t > b, i lies inside the circle of radius t around ie b , and thus, the map T is both one-to-one and onto. If t < b, the point i is outside the cirlce, and T is neither one-to-one or onto. In this case, the image is an interval, with boundary points such that the geodesic determined by those angles intersects the circle of radius t tangentially. In the interior of the interval, each point θ has two preimages, call them φ 1 , φ 2 one such that S(φ 1 ) ≈ b − t, and one such that S(φ 2 ) ≈ b + t. For our applications, we will only be concerned with φ 2 . The key technical lemma is as follows:
Then there is a neighborhood U of 0 such that
for all t, b sufficiently large.
Proof: For this estimate, we need to control the behavior of the derivative T ′ . More precisely, we need to control ratios T ′ (φ 1 )/T ′ (φ 2 ), with φ 1 , φ 2 ∈ T −1 U , so we can compare P and T * P , where T * P (E) = P (T −1 E). Implicit differentiation of equations 10, 11 yield:
For b, t sufficiently large, tanh S(φ) ≈ tanh(b+t) ≈ 1, and sinh b ≈ cosh b ≈ e b /2, and similarly, sinh t ≈ cosh t ≈ e t /2. Thus
. f achieves its minimum at φ = π, where f (φ) = −2. So,
and so, for all
. By equation 14, we know that the proportion of measure of any set in [π/2, 3π/2] cannot be expanded by more than 5/4 under T. Now, since P ([π/2, 3π/2]) = 1/2, we have
Remark: In fact, in practice, when our 'bad set' A is B(t), this estimate can be improved by applying the remarks at the end of section 4 to U = [π/2, 3π/2]. This would change the multiplying factor from 4 to 2.
Proof of Theorem 2: Let q ∈ Q g (P ). Fix θ 0 ∈ B := B S,T (q, l) = {θ : g t r θ q / ∈ C l , S − T ≤ t ≤ S}. Consider the SL(2, R) orbit of q, and identify r θ0 q with i with the upward pointing unit tangent vector in
, where q 0 = g S−T r θ0 q, with l ′ < l to be specified later. For now we take it sufficiently large so that we can apply Theorem 1. This yields P (A) ≤ c 1 (l ′ , q 0 )e −c2(l ′ )t . Apply Lemma 6 with t = T , b = S − T . This gives a neighborhood U of θ 0 in which the proportion of angles leading to trajectories shadowing those in A is less than 4c 1 e −c2t (note that, since g S−T r θ0 q varies in a compact set as θ 0 varies, we can pick c 1 independent of θ 0 ). Now, by the thinness of triangles in hyperbolic geometry, given θ ∈ U , there is a φ with T (φ) = θ such that there is a δ (depending only on your choice of curvature on H 2 ) such that
Pick l ′ so that if q 1 ∈ C l ′ and d(q 1 , q 2 ) ≤ δ, then q 2 ∈ C l (we can do this by continuity of α).
For all φ / ∈ A, we have
for some S > t 0 > S − T . Thus,
so θ / ∈ B. Thus, given any θ 0 ∈ B, we have produced a neighborhood U s.t.
To complete the proof, we need the following lemma:
(here µ denotes Lebesgue measure). There is a constant n, independent of B, such that
We first recall the Besicovitch Covering Theorem (see, e.g., [6] ):
Lemma. There exists N k , depending only on k, with the following property. Let F be a collection of non-degenerate closed balls in R k with uniformly bounded diameter. Let B be the set of centers of balls of F . Then there exist subcollections G 1 , . . . , G n ⊂ F such that each G i is a countable collection of disjoint balls, and
Proof of Lemma 7: Set n = N 1 . Let F = {U b : b ∈ B}. Then, we have countable subcollections G 1 , . . . , G n , each a disjoint collection, so that
Applying the lemma to our set B, we obtain P (B) ≤ 4nc 1 e −c2t . Setting c 3 = 4nc 1 and c 4 = c 2 , we have Theorem 2.
We now turn to the proof our main result, Theorem 3. Our strategy is as follows: Given a point q ∈ Q g (P ) and a direction θ, consider the succesive departures and returns of the geodesic trajectory g t r θ q to the compact set C l . Theorem 1 implies that the probability any departure is long is small, and thus, we can try and apply Proposition 3, to the 'random variables' given by the length of sojourns inside and outside the compact set.
We proceed as follows: Let δ be as in the proof of Theorem 2. Let l > l ′ > 0 be such that Theorem 1 applies to C l ′ , and d(C c l , C l ′ ) = 2δ + C, with C >> δ. Let q ∈ Q g (P ). Define t 0 (θ) = 0, and set t 2n (θ) = inf{t > t 2n−1 : ∃φ such that d H 2 (g t r φ q, g t r θ q) < δ, g t r φ q ∈ C l ′ } and t 2n+1 (θ) = inf{t > t 2n : ∃φ such that d H 2 (g t r φ q, g t r θ q) < δ, g t r φ q / ∈ C l }, for n ≥ 0. Define τ i (θ) = t i − t i−1 . Let X(t) = 1 t 2i−1 ≤ t < t 2i 0 otherwise (this keeps track of the time spent 'outside' our compact set).
Note that I C c l ′ (g t r θ q) ≥ X(t) ≥ I C c l (g t r θ q), so it suffices for us to show that there is a λ > 0 so that P 1 T T 0 X(t)dt > λ decays exponentially in T .
We will apply Proposition 3, with Ω = S 1 , F the standard σ-algebra, and P the Haar measure. Let F n = σ(t 1 , . . . , t n ) be the σ-algebra generated by t 1 , . . . , t n . Clearly τ n is F n -measurable. Note that since d(C c l , C l ′ ) > 2δ + C, τ 2i+1 = t 2i+1 − t 2i > C (since g t2i r θ q is within distance δ of C l ′ and g t2i+1 r θ q is within distance δ of C for some a 1 , a 2 > 0. By definition, t −1
i (x) is an interval, and thus F i is generated by these intervals. Fix θ. Let I n (θ) = {φ : t i (φ) = t i (θ) for all 0 ≤ i ≤ n}. It suffices to show that there are a 1 , a 2 > 0 such that (16) P (τ 2n > t|I 2n−1 (θ)) ≤ a 1 e −a2t .
Fix φ ∈ I 2n−1 (θ) with τ 2i (φ) > t. Let q φ = g t2i−1 r φ q. Note that this point is within distance δ of the boundary of C c l , thus it is both outside C l ′ and still contained within a compact set. Consider the circle of radius t around q φ and the associated map T = T t,t2i−1 back to the circle at q.
Let A = A(φ) = {θ : g s r θ q φ / ∈ C l ′ , 0 ≤ s ≤ t}. Since q φ is contained in a compact set, we can pick c 1 , c 2 independent of φ such that
Applying Lemma 6, we obtain a neighborhood U of φ, with
Note that U ⊂ I 2n−1 (θ), since ∀0 ≤ t ≤ t 2i−1 , θ ′ ∈ U , d(g t r θ ′ q, g t r θ q) < δ.
Finally, observe that τ 2i (θ ′ ) < t for all θ ′ ∈ U − T (A(φ)), by the shadowing argument. Once again applying Lemma 7, we obtain equation 16 .
Thus, letting η be a positive function on S 1 with P (η > t) = a 1 e −a2t , and letting ξ = C, we are in the situation of Proposition 3. Noting that Eη = a 1 /a 2 , and Eξ = C, we see that our result holds for any λ > λ 0 = 4c 1 /Cc 2 . By taking C large enough, we can make λ 0 < 1, proving our result.
Proof of Corollary 1: Applying Corollary 3 to X(t), we obtain our result.
