Abstract. Let q be a prime power, and let r = nk + 1 be a prime such that r ∤ q, where n and k are positive integers. Under a simple condition on q, r and k, a Gauss period of type (n, k) is a normal element of F q n over Fq; the complexity of the resulting normal basis of F q n over Fq is denoted by C(n, k; q). Recent works determined C(n, k; q) for k ≤ 7 and all qualified n and q. In this paper, we show that for any given k > 0, C(n, k; q) is given by an explicit formula except for finitely many primes r = nk + 1 and the exceptional primes are easily determined. Moreover, we describe an algorithm that allows one to compute C(n, k; q) for the exceptional primes r = nk + 1. The numerical results of the paper cover C(n, k; q) for k ≤ 20 and all qualified n and q.
Introduction and Preliminaries
We briefly recall the existing results on Gauss periods, some of which are quite recent.
Let q be a prime power, and let r = nk + 1 be a prime such that r ∤ q, where n and k are positive integers. Since k | r − 1, there is a unique cyclic subgroup K of Z * r with |K| = k. Since q nk − 1 = q r − 1 ≡ 0 (mod r), there exists γ ∈ F * q nk such that o(γ) = r. Let and hence α i ∈ F q n . A necessary condition for α 0 , . . . , α n−1 to form a normal basis of F q n over F q is that these elements be distinct. This condition requires q i K, 0 ≤ i ≤ n − 1, to be distinct cosets of K in Z * r , i.e., q, K = Z * r , which happens if and only if gcd(nk/e, n) = 1, where e = e(q, r) is the order of q in Z * r . On the other hand, if q, K = Z * r , then α 0 , . . . , α n−1 indeed form a normal basis of F q n over F q ; the reason is the following [4, 13] . Assume that n−1 i=0 c i α i = 0, where c i ∈ F q , i.e., Also note that f (0) = 0. Therefore f (x) = 0 for all x ∈ {0}∪ γ . Since deg f ≤ r−1, we must have f = 0, i.e., c i = 0 for all 0 ≤ i ≤ n − 1. From now one, we assume that q, K = Z * r and hence α 0 , . . . , α n−1 form a normal basis of F q n over F q . To avoid triviality, we also assume that n > 1, so nk is even. For 0 ≤ i ≤ n − 1, 
In the above,
are called the cyclotomic numbers. Note that
(1.4) δ i = 1 if k is even and i = 0, or k is odd and i = n/2, 0 otherwise.
(The last step in the above follows from the fact that
which is the number of nonero entries of the matrix (t ij − kδ i ) 0≤i,j≤n−1 over F p and is called the complexity of the normal basis α 0 , . . . , α n−1 of F q n over F q . Normal bases with low complexity are sought as they provide effective algorithms for multiplication and exponentiation in finite fields [5] . Equation (1.6) involves two primes: p = char F q and r = nk + 1. The prime p only plays a superficial role since the cyclotomic numbers t ij depend only on r and k.
The values of C(n, k; q) were first determined in [10] for k = 1 and for k = 2 with an even q. (The case k = 2 with an arbitrary q is covered by a recent result of [8] .) A more careful investigation of the cyclotomic numbers t ij in [3] produced explicit formulas for C(n, k; q) with 3 ≤ k ≤ 6 and n ≥ 3. More recently, the following general result was proved in [8] :
It is claimed in [8] that for k = 7, the only exceptional case not covered by Theorem 1.1 is n = 4 (r = 29). We will see that for k = 7, [8] missed another exceptional case (n = 6, r = 43); for k = 6, [3] also missed an exceptional case (n = 3, r = 19).
The main contribution of the present paper is the following: For each given k ≥ 1, we show that except for finitely many primes r, which we shall call exceptional primes, the condition t ij ≤ 2 (0 ≤ i, j ≤ n − 1) is satisfied and hence C(n, k; q) is given by Theorem 1.1. The exceptional primes are easily determined using resultants in characteristic 0. Moreover, for each exceptional prime r, we describe an algorithm for computing the value distribution of the cyclotomic numbers, which then gives C(n, k; q). The combined message is that for any given k (not too big), C(n, k; q) can be determined for all qualified n and q. We demonstrate the computational results of C(n, k; q) for k ≤ 20.
Section 2 contains a review and a further discussion of the cyclotomic numbers. In Section 3 we prove that for each given k, there are only finitely many exceptional primes r, and we explain where these exceptional primes come from and how to find them. In Section 4 we describe an algorithm that allows one to compute C(n, k; q) for a given k, an exceptional prime r = nk + 1, and all qualified q. The computational results of C(n, k; q) for k ≤ 20 are included. We also give a theoretic explanation for the computational results with n = 2.
Cyclotomic Numbers
Cyclotomic numbers have been studied in terms of Jacobi sums by many authors; see for example [1, 2, 6, 7, 11, 12, 14] . The focus of the present paper is a little different. Most (but not all) of the results gathered in this section have appeared, explicitly or implicitly, in [3, 8] .
Recall that n > 1, r = nk + 1 is a prime, K is the unique subgroup of Z * r of order k, and q, K = Z * r . Write
Lemma 2.1. t ij > 0 if and only if there exists x ∈ Z r \ {0, −1} such that K i = xK and
For x, y ∈ Z r \ {0. − 1}, define x ∼ y if and only if xK = yK and (1 + x)K = (1 + y)K, i.e., x/y ∈ K and (1 + x)/(1 + y) ∈ K. Let [x] denote the ∼ equivalence class of x. For conveninence, we also define [0] = {0} and [
Proof. Let y ∈ Z r . If x = 0, −1,
for some u, v ∈ Z k . Since x, y ∈ {0, −1} and x = y, we have u = 0, v = 0 and u = v. Solving (2.4) gives x = S(u, v) and y = S(−u, −v).
Proof. By Lemma 2.3,
where · ∪ means disjoint union. It remains to show that the mapping
It follows that
Remark 2.5. It follows from Lemma 2.1, (2.2) and (2.5) that t ij ≤ 2 for all 0 ≤ i, j ≤ n − 1 if and only if the mapping S :
It follows from (1.6) that
where p = char F q . Therefore, C(n, k; q) is determined by a(τ ) and a * (τ ), 0 ≤ τ ≤ k.
Proposition 2.6.
Proof. (i) We only have to prove (2.12). ((2.13) follows from (2.8), and (2.14) is obvious.) Let 2 ≤ τ ≤ k and let
Define
2
• We claim that f is onto. Assume that t ij = τ . Since τ ≥ 2, by Lemma 2.1, there exists x ∈ Z * r \ {−1} such that K i = xK and K j = (1 + x)K. Moreover, by (2.5) and (2.2),
Hence x ∈ X and f (x) = j.
Hence
(ii) The equations follow from (i).
Assume that t ij ≤ 2 for all 0 ≤ i, j ≤ n − 1, i.e., S : S k → Z * r \ {−1} is one-toone. Under this assumption, we are able to determine a(2) and a * (2) explicitly. By (2.15),
(ii) Assume that k is odd. We claim that S(S k ) ∩ (−K) = ∅. If, to the contrary, there exist (u, v) ∈ S k and l ∈ Z k such that S(u, v) = −ω l . It follows that
, which forces u = 0, a contradiction. Therefore the claim is proved. We conclude that (2.20) a n/2 (2) = 0.
Remark 2.7. In the above, one can further determine a(τ ) and a * (τ ), τ = 0, 1, using Proposition 2.6. Then C(n, k; q) is given by (2.11), and the result is Theorem 1.1.
Exceptional Primes
We follow the notation of Section 2. First note that for (u, v),
and ( ) is the reduction from
Proof. Assume to the contrary that where
see Figure 1 . Then (3.2) is equivalent to the following system:
Thus by (3.4) ,
Combining (3.4) and (3.5) gives
, neither of which is possible.
Let P k denote the set of primes r > k + 1 such that r ≡ 1 (mod k) and S : S k → Z * r \ {−1} is not one-to-one. Recall that the elements of P k are called exceptional primes. Moreover, for each m ∈ Z, let P k (m) be the set of primes divisors r of m such that r > k + 1 and r ≡ 1 (mod k). Theorem 3.2. We have
where Res(· , ·) is the resultant.
Remark 3.3. By Lemma 3.1, the product in (3.6) is a nonzero integer. Hence it follows from (3.6) that |P k | < ∞.
Proof of Theorem 3.2. Let R denote the right side of (3.6). First assume that r ∈ P k . Then there exist (u, v),
and hence r ∈ R.
Next assume that r ∈ R. Then there exist (u, v),
Since
, for the product in (3.6), we only have to consider those (u, v),
If one prefers a more direct argument for (3.7), observe that
We conclude that (3.9)
When k ≤ 3, |S k | ≤ 1, so the product in (3.9) is an empty one and hence P k = ∅. The sets P k , 4 ≤ k ≤ 20, are given in Table 1 in the next section.
Computation of C(n, k; q) for Exceptional Primes
Algorithm 4.1. Given an integer k > 0 and an exceptional prime r = nk +1 ∈ P k , the following steps produce the complexity C(n, k; q).
Step 1. Find ω ∈ Z * r with o(ω) = k. Compute the multiset S = {S(u, v) : (u, v) ∈ S k }. Each element of S is an integer in {1, 2, . . . , r − 2}. Step 3. For each 2 ≤ τ ≤ k, compute
Also compute
Step 4. Compute
Note. In the above, (4.1) -(4.4) are from Proposition 2.6, and (4.5) is (2.11). The algorithm works for all primes r = nk + 1, but it is not necessary if r / ∈ P k because of Theorem 1.1.
The above algorithm is applied to 4 ≤ k ≤ 20 and r ∈ P k . The sequences a(τ ) and a * (τ ) are given in Table 1. Step 4 is easy computation but the results are too lengthy to be included. Instead, we use examples to exhibit the formulas for C(n, k; q) for a few pairs of parameters (n, k). Note that (4.6) is different from the result in [3, Theorem 3.14] . It appears that the exceptional prime r = 19 for k = 6 was not detected in [3] . The prime p = 2 is not included in (4.7) since the order of 2 in Z * 43 is 14 and gcd(nk/14, n) = 1. It appears that the exceptional prime r = 43 for k = 7 was not detected in [8, Theorem 10] . The primes p = 2, 5, 7, 11, 13, 19 are not included in (4.8) since gcd(nk/e(p, r), n) = 1 for these primes p, where e(p, r) is the order of p in Z * r . Table 1 suggests that for every prime r = 2k + 1, r ∈ P k . Moreover, in this case, the nonzero terms of a(τ ) and a * (τ ) are
The above are indeed correct formulas and they follow from [6, §6] . The following is a proof using the notation of the present paper. Let (u, v) ∈ S k and z ∈ Z r \ {0, −1}. Write ω u = x 2 and ω v = y 2 , where x, y ∈ Z r \ {0, ±1}. Then S(u, v) = z if and only if
i.e., 
where η is the quadratic character of Z r . It follows that (x, y) : x, y ∈ Z r \ {0, ±1},
First assume that k is even. Then η(λ) + η(1 − λ) + η(1 − λ −1 ) = −1 or 3 since the left side of (4.12) is ≡ 0 (mod 4). Let
and (4.14)
Combining (4.13) and (4.14) gives
.
i.e., a(k/2 − 1) + 1) = 1 and a(k/2) = 3.
To determine a * ((r − 6 − i)/4 + 1) with i = −1, 3, let
In the above, let 1 − λ = x 2 and λ = ǫy 2 , where x, y ∈ Z * r and ǫ ∈ Z is a fixed element such that η(ǫ) = (i − 1)/2. Then
|{(x, y) ∈ Z i.e., a * ((k − 1)/2) = 2 and a * ((k + 1)/2) = 0. Table 1 . Values of a(τ ) and a * (τ ) for 4 ≤ k ≤ 20, r = nk + 1 ∈ P k
The top sequence is a(τ ), and the bottom one is a * (τ ), 0 ≤ τ ≤ 10; only nonzero terms are listed 9  14  12  1  2  2  2  8 2  1  3  1  1  8 5  4  6  12  3  2  2  1  9 2  3  1  2  9 4  3  10  3  4  9 8  15  33  10  6  8  9 12  62  60  19  3  6  4  2  9 14  96  78  19  3  8  4  2  9 30  657  219  22  2  22  8  10 3  3  1  5  1  1  1  10 4  1  9  3  3  1  1  1  1  10 6  4  12  15  3  2  2  3  1  10 7  10  15  18  6  2  1  4  10 10  31  45  18  6  5  1  4  11 2  3  1  2  11 6  1  15  15  5  2  4  11 8  13  21  27  3  2 2 4 
