We introduce a new generalization of Weibull distribution by making use of a transformation of the standard two-sided power distributed random variable. Weibull and the exponentiated Weibull distributions are submodels of this new distribution. We show that this newly defined distribution is in fact a mixture of the truncated forms of Weibull and the exponentiated Weibull distributions. The new distribution has two shape parameters that make it more flexible for modeling data than Weibull and exponentiated Weibull distributions. We study its properties, consider the maximum likelihood estimation procedure and apply it on some real data sets from reliability.
Introduction
The standard two-sided power distribution, denoted by T SP, is introduced by [31] and defined by the following probability density function (pdf)
where 0 < β < 1 and α > 0. The distribution is denoted by T SP(α, β ). The parameter β is the reflection parameter and α is the shape parameter. The T SP distribution is one of the beta-like distributions. It is defined on a bounded support. The parameters in the distribution determine the shapes of the distribution and they are similar to those of the beta distribution. For example, for 0 < β < 1 and α > 1, the distribution is unimodal; for 0 < β < 1 and 0 < α < 1, the distribution is U-shaped with mode 0 or 1; for α = 1, the distribution is uniform on (0,1); for α = 2, the distribution is triangular. The T SP distribution is clearly more flexible than the power function distribution which is obtained for the case β = 1. Compared to the beta distribution the T SP has the advantage of having its cumulative distribution function (cdf) explicitly:
The T SP distribution is useful for modeling financial data where peaked cases are more frequently observed (see [31] , [32] , [8] , [27] ). Kurtosis properties of the distribution were studied by [9] . It can be easily seen that the T SP distribution is an open distribution to generalizations and some of them were defined and studied by several authors e. g. [33] , [19] , [26] , [3] , [30] . Similar to the way of the definition of the T SP, [34] defined and studied the two-sided generalized Topp and Leone distribution. Recently, [7] considered the log transform of the distribution to obtain a generalized exponential distribution, and studied the new distribution in detail.
On the other hand, the ordinary Weibull distribution with two parameters, denoted by W (γ, θ ), has the pdf f W (x; γ, θ ) = γ θ γ x γ−1 e −(x/θ ) γ , x > 0, where γ > 0 and θ > 0 are the shape and scale parameters, respectively. For γ ≤ 1, the distribution becomes J-shaped; for γ = 1, the distribution is reduced to exponential distribution and for γ > 1, the distribution becomes bell-shaped. Weibull distribution is known to be one of the most commonly used distributions in reliability and in life testing studies (see e.g. [4] , [17] ). It is flexible in the sense that it has an increasing, decreasing or constant failure rate according to its shape parameter. However, other hazard rate shapes, that is, non-monotone hazard rates are also common in practice and Weibull distribution is insufficient at this point. To a remedy, several generalizations of the ordinary Weibull distribution have been introduced in the literature. One approach to increase the flexibility and allow for also non-monotone hazard rate modeling is made by adding an additional shape parameter appropriately to the survival function. For example, the extended Weibull ( [13] ) and the exponentiated Weibull ( [16] ). Another approach can use transformed variates and this procedure is usually resulted in models that can have different shapes from the untransformed one. For example, logarithmic distributions obtained from log-transformations are useful in statistics (see e.g. Chap. 12 in [14] and [25] ). As another example, power transforms of random variables can be given (see p. 148 in [6] and p. 228 in [14] ). A good review on Weibull and its extensions is given in [10] .
The exponentiated Weibull distribution, denoted by EW (α, γ, θ ), which was introduced by [16] and has the pdf
where α > 0 and γ > 0 are the shape parameters and θ > 0 is the scale parameter. The authors discussed some properties of this distribution and derived maximum likelihood estimators. [22] discussed some statistical properties such as mode, moments, failure rate and mean residual life of the EW distribution. Recently, Bayesian estimation this distribution under type II progressive censoring was considered by [5] . A survey paper on this distribution was given by [21] . Since the T SP distribution is well-known for its usefulness in modeling data with high kurtosis, the aim of this paper is to propose a useful extension of Weibull distribution like the T SP in addition to those existing ones. In order to obtain the new extension, we make the log power transformation of the T SP. The new distribution has four parameters and it generalizes the exponential, Weibull, generalized exponential introduced by [2] , EW , Burr type X and two-sided generalized exponential distribution (T SGE) introduced by [7] .
The rest of the paper is organized as follows. In Section 2, we define the new distribution and study its density shapes in detail. We derive the moments, hazard function and Rnyi entropy of the distribution in Sections 3, 4 and 5 respectively. Section 6 is devoted to maximum likelihood estimation procedure and a simulation study conducted to see the performance of the proposed estimators. The two real data sets are analyzed in Section 7. Finally we end the paper with some concluding remarks.
Definition of the New Generalized Weibull Distribution

Definition
Since the T SP distribution generalizes the uniform distribution we naturally use this generalization in the derivation of the extension of the ordinary Weibull distribution. Consequently, we consider making the transformation X = θ (− logY ) 1/γ , where Y ∼ T SP(α, β ). We then obtain the cdf of X as
and the pdf is given by
where η = θ (− log β ) 1/γ , α, γ, θ > 0 and 0 < β < 1. When α = 1, the pdf in (2.1) is reduced to the ordinary Weibull distribution. Therefore, the distribution of X is a generalization of Weibull distribution. We call it two-sided generalized Weibull distribution and denote it by T SGW (α, γ, θ , β ).
The parameters α and γ are the shape parameters, β is the reflection parameter and θ is the scale parameter of the distribution. While the contribution of the first piece of the pdf is 1 − β , the contribution of the other part is β . Further, the T SGW distribution is in fact a mixture of the EW distribution truncated above at θ (− log β ) 1/γ and the W (θ α −1/γ , γ) distribution truncated below at the same point, with the mixing parameter β , that is,
where W (a,b) denotes the doubly truncated Weibull distribution with truncation points a and b, and similarly for EW (a,b) .
Density Shape
The T SGW distribution becomes very different forms by varying the two shape parameters. The density shape analysis of the distribution is given below. When x > η, (d log f )/dx = (γ − 1)/x − αγθ −γ xγ − 1. Clearly, for γ ≤ 1, the pdf is the decreasing function on this part. For γ > 1, the root of this derivative is x * = θ ((γ − 1)/αγ) 1/γ and at this point the value of the second derivative is
So, the function is unimodal (logconcave) and x * is the mode of the pdf on this part. But, when x * < η for γ > 1, the pdf is again decreasing (See Figure 1) . On the second part of the support of the distribution, that is when x < η,
Thus, the pdf is decreasing for γ ≤ 1 and α ≤ 1. Otherwise, the mode is the solution of the following nonlinear equation
Since the T SGW distribution is the mixture of the truncated EW and the truncated W distributions, some shape properties of the distribution inherit from the known results in the literature. According to [15] , the EW distribution is the decreasing one for αγ ≤ 1, and increasing one for otherwise. Hence, the T SGW distribution is bimodal for αγ > 1 provided that γ > 1. Also, it is unimodal for αγ ≤ 1 provided that γ < 1 (on the first part) and αγ ≤ 1 provided that γ > 1 (on the second part). The shapes of the pdf for selected parameter values are sketched in Figure 1 .
Also, it can easily be seen that the right and left hand limits of the derivative of f at x = η are equal to each other only when α = γ = 1, which is the case of the exponential distribution. Otherwise, they are different and f (η) does not exist. So the pdf has a corner point at η. On the other hand, since these limits will be equal for γ ≤ 1 and when α → 0, this corner point will disappear. Similarly, the same will also be true when γ → 0, for αγ ≤ 1 (See Figure 1 (a) and (b)).
Finally, we have the following limit cases from [22] . So the behavior of the pdf at the end points of the support is given by lim x→∞ f (x) = 0 and
The scale parameter θ effects the tails of the distribution. So larger values of θ are associated with the thicker tails of the distribution.
Special and Limiting Cases
The T SGW distribution contains many well-known distributions for special or limiting cases of the parameters. They are given in the following.
• For α = 1, T SGW is the ordinary Weibull distribution W (γ, θ ), • For α = γ = 1, T SGW becomes the ordinary exponential distribution with scale parameter θ , • For α = 1 and γ = 2, T SGW becomes the Rayleigh distribution with scale parameter θ , • For γ = 1, T SGW is reduced to the two-sided generalized exponential distribution introduced by [7] , 
• For γ = 2, T SGW is reduced to a distribution which we may call it the two-sided generalized Rayleigh distribution,
It is also a special case of the beta modified Weibull distribution introduced by [29] .
• When β → 0 and γ = 1, the generalized exponential distribution of [2] is obtained.
• When β → 0 and γ = 2, Burr type X distribution, also called the generalized Rayleigh distribution, is obtained.
Percentiles and Random Variate Generation
The 100qth percentile x q of the distribution is defined by F(x q ; α, γ, β , θ ) = q and is obtained as
A simple way of generating random variates from the distribution is performed by using the inverse transformation method. Accordingly, if U is a uniform random variate on (0,1), then
has the T SGW distribution through the probability integral transform. Also, the mixture form in Eq. (2.2) can be used to generate random variates from the distribution. This will be a two-stage process. We first select either truncated EW or truncated W , with proportions (1 − β ) and β , respectively. Then a random number is generated from the selected distribution.
Moments
The moment generating function is the expectation E[exp(θt(− logY ) 1/γ )] which is obtained by a straightforward calculation, and is given by
where Γ(·, ·) is the incomplete gamma function (see formula 3.381.3 in [1] ) and
is another incomplete gamma function (see formula 3.381.1 in [1] ).
The rth moment of the T SGW is given by
If r/γ is a positive integer, say n, then (3.1) is reduced to For simplicity we may assume that the scale parameter θ = 1 since if X ∼ T SGW (α, β , γ) then θ X ∼ T SGW (α, β , γ, θ ). In Table ( 1), we calculated the mean, variance, median, coefficient of variation CV =(µ 2 − µ 2 1 ) 1/2 /µ 1 , measure of skewness δ 1 =(µ 3 − 3µ 1 µ 2 + 2µ 3 1 )/(µ 2 − µ 2 1 ) 3/2 and measure of kurtosis δ 2 =(µ 4 −4µ 1 µ 3 +6µ 2 µ 2 1 −3µ 4 1 )/(µ 2 − µ 2 1 ) 2 for selected parameters using (3.1). For β = 0.5 the median of the T SGW is equal to that of Weibull distribution, regardless of the values of α and γ. The mean and median values decrease for fixed large α and fixed γ for increasing β . On the other hand, for fixed α and fixed β (γ), skewness is negative for increasing γ (β ). The distribution has large kurtosis for small values of α and γ, while it has small kurtosis for increasing α and γ. When γ = 2 and β = 0.5, the kurtosis of distribution is first decreasing and then increasing. When γ increases for its large values, the mean increases for fixed α and β , however the variance and CV decrease. For small values of α and fixed γ, the mean and the median increase for increasing β . For large α and γ, the variance gets smaller. Also, the variance increases for fixed and small α and γ for increasing β . In addition, for small β and fixed γ, we obtain negatively skewed distributions for increasing α (see Figure 2 ). 
Hazard Rate Function
The hazard function r(t) is very important in lifetime studies owing to the diversity of the given data. Since the distribution is two-sided, it can be more useful to model hazard shapes with different characteristics. The hazard function of the distribution is given by
The shape of the hazard function becomes different on the parts of the support. We see that on (η, ∞) the hazard rate of distribution is the same with that of Weibull distribution. In that case, the hazard function can be constant, decreasing or increasing for γ = 1, γ > 1 and γ > 1, respectively. On the other part, the hazard function has the same shapes as that of the EW distribution which can be found in [15] . Therefore, we may state the overall shape properties of the hazard function of the T SGW distribution in the following theorem.
Theorem 4.1. r(t) of the T SGW distribution is
• monotone IHR (increasing hazard rate) function throughout its support if γ > 1 and αγ ≥ 1,
• monotone DHR (decreasing hazard rate) function throughout its support if γ ≤ 1 and αγ < 1, • firstly IHR (DHR) then constant if γ = 1 and αγ ≥ 1 (αγ ≤ 1), • firstly BHR (bathtube hazard rate) then IHR function if γ > 1 and αγ < 1, • UHR (unimodal hazard rate) then DHR function, if γ < 1 and αγ > 1,
• constant hazard rate function when α = γ = 1.
We note that the shapes of the hazard function depend on α and γ on the first part, but it only depends on γ on the second part. Also, we have the following limiting cases of r(t).
Thus, while γ > 1 and α > 1 the hazard function increases from 0 to infinity. On the other hand, for γ < 1 and αγ < 1, the hazard function is non-increasing (See Figure 3) . 
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Rényi Entropy
The entropy of a random variable X is a measure of variation of the uncertainty. The Rényi entropy of the distribution with pdf f (.) is given by the following integral
for σ > 0 and σ = 1. [18] derived the entropies for several univariate distributions including the T SP. Using Eq. (2.1), we obtain the Rényi entropy for the T SGW distribution as
provided that (σ − 1)(γ − 1) ≥ 0.
6. Estimation
Maximum Likelihood Estimation and an Algorithm
Let x 1 , x 2 , . . . , x n be a random sample of size n from the T SGW (α, γ, θ , β ) and let x (1) ≤ x (2) ≤ · · · ≤ x (n) denote the corresponding order statistics. Then the log-likelihood functions is given by l(α, γ, θ , β ) = n log α + n log γ − γn log θ + (γ − 1)
where x (r) ≤ η < x (r+1) for r = 1, 2, . . . , n and
The maximum likelihood estimates of the parameters maximize (6.1) globally. Note that we must also estimate r which is implicitly defined above. We will first consider the estimates of α and β . Taking the partial derivatives of (6.1) with respect to α and β , and then equating them to 0, we getα = − n log M(r, γ, θ ) ,
We will need an iterative procedure to find the estimates. The associated likelihood estimating equations for the other parameters are given by
To compute the estimates iteratively we may give the following algorithm.
Step 1: Set k = 0 and put initial estimatesγ (0) andθ (0) for γ and θ in the log likelihood l.
Step 2: Compute estimatesα
Step 3: Update γ and θ by using (6.2) and (6.3) to findγ (k+1) andθ (k+1) .
Step 4:
| is less than a tolerance level, say 10 −2 , Stop Else k = k + 1 and Goto Step 2. The expressions given in (6.2) and (6.3) can be easily differentiated, and hence the fixed point solutions of γ and θ in (6.2) and (6.3) can also be considered with the Newton method. With a good starting point of γ and θ , the convergence will hold. One should use a computer package such as MATLAB to write the codes of the algorithm.
It is well known that the maximum likelihood estimators are asymptotically unbiased and have an asymptotic normal distribution under some regularity conditions. The related information is contained in the Fisher information matrix which is the matrix whose elements are negative of expected values of the second partial derivatives of the log-likelihood function with respect to the parameters. Since these cannot be derived in a regular way due to the r which is implicitly defined, we investigate the bias properties empirically. So we perform a simulation study generating 10,000 samples 
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Data Analysis
In this section, we demonstrate to use of the T SGW and compare it with some generalized Weibull distributions on two real data sets. The first data set is from [23] and it consists of 100 observations on breaking stress of carbon fibres (in GPa 32, 20, 23, 21, 24, 44, 21, 28, 9, 13, 46, 18, 13, 24, 16, 13, 23, 36, 7, 14, 30, 14, 18, 20 . This data set is apparently more skewed than the carbon data set. Recently, [20] and [11] analyzed these data using a truncated version of inverted beta and an extended Birnbaum-Saunders distributions, respectively.
To see the performance of the T SGW , we fit it to both of these data sets. We also fit two Weibull extensions: the exponentiated Weibull (EW ) whose pdf is given in Introduction Section and the , where x, α, γ, θ > 0. They have both two shape parameters and one scale parameter and thus they are two natural competitors for the T SGW . We apply the MLE procedure and use the algorithm given above for computations of the estimates obtained from the T SGW model. Tables (3) and (4) report the MLEs (and the corresponding standard errors) of the model parameters of our model and its competitors with corresponding log-likelihood values, AIC (Akaike Information Criterion) and K − S (Kolmogorov-Smirnov) test statistic values for the data sets. We observe from Tables (3) and (4) that the T SGW distribution has the smallest AIC values. So it could be chosen as the best model among the other models under this criteria. The Figures 4 and 5 of the fitted densities and their empirical cdf's also support this observation. The T SGW fit successfully and nicely captures the peak. Also, our proposed model performs better for the second data set than the other two distributions. 
Conclusions
We introduce a new generalization of Weibull distribution. Our methodology is based on a transformation of the standard two-sided power distributed random variate. We study its properties and use it to model some real data sets. The proposed model contains not only the ordinary Weibull distribution but also other some well-known generalized distributions, and it is proven that it is also useful for modeling lifetime data.
