INTRODUCTION
Some key aspects for the numerical simulation of rocket combustion chambers are reliable predictions of the developing flow field, the location of the flame, pressure oscillations, and the thermal wall heat load. Up to now experimental investigations [1, 2] are the most trusted approach in rocket combustor development. However, due to the high pressure levels even model combustor tests are very expensive and the exact replication of flight conditions in ground test facilities is difficult to achieve. Another disadvantage is the lack of available data from the interior of the combustor due to the challenges for optical diagnostics to be used in high pressure environments [3] . This lack of data is a problem for code development, too. In addition, the number of available experimental test cases for code validation is very low. Most of these experiments offer limited data only (e.g. wall pressures, temperatures, and wall heat fluxes) [1, 4, 5] but rarely comprehensive information about velocity, species and flame properties as they are known for low pressure laboratory flames [6] .
In comparison to experiments numerical simulations have the advantage that a complete data set is obtained. On the other hand, the complex processes in rocket combustors require further research in several fields. Up to now, most scientific simulations of rocket combustors are performed for simple geometries only (e.g. single coaxial injectors) which strongly differ from full scale engines.
Moreover, large discrepancies are observed between different numerical techniques employed for the same test case [7, 8] and the reasons for these deviations are often unknown. Thus it is important to isolate some of the major influence criteria and to perform an extensive analysis of their impact on the solution. In this paper fluid mechanical and numerical aspects (discretization, grid, unsteadiness) in rocket combustors are investigated while for example real gas effects [9, 10, 11, 12] are not considered.
Tucker et al. [7, 13] made one of the first attempts to asses the predictive capabilities of a number of academic CFD solvers. For this study the PennState Preburner Combustor (PSBC) was chosen which is a combustion chamber with a geometrically simple axisymmetric single coaxial 2. GOVERNING EQUATIONS AND NUMERICAL SCHEME
Governing Equations
All results presented in this paper are obtained using the in-house TASCOM3D (Turbulent All Speed Combustion Multigrid) solver which has been developed for the simulation of reacting [19, 20, 21, 22, 23] and non-reacting [24, 25, 26, 18] sub-and supersonic flows. The set of governing equations is given by
where t is the physical time and the conservative variable vector is Q = ρ,ρũ,ρṽ,ρw,ρẼ,ρk,ρω,ρσ T ,ρσ Y ,ρỸ i t , i = 1, 2, . . . , N k−1 .
The vectors F, G and H specify the inviscid fluxes in x-, y-, and z-direction, respectively, and the corresponding viscous fluxes are denoted by the index ν. The variables in Q are the Reynoldsaveraged densityρ, the Favre-averaged velocitiesũ,ṽ, andw, and the total specific energyẼ. The k-ω [27] turbulence model in use requires transport equations for the turbulent kinetic energy k and the turbulence frequency ω = ǫ/k (ǫ is the dissipation rate of k). Moreover, transport equations are solved for the temperature variance σ T and the sum of the species mass fractions variance σ Y .
FinallyỸ i are species mass fractions and N k is the number of species considered. The source vector S = 0, 0, 0, 0, 0, S k , S ω , S σT , S σY ,S Yi t , i = 1, 2, . . . , N k−1
contains entries from turbulence and chemical reactions.
Numerical solver and models
The set of governing equations (1) is inserted into the discretized form of Eq. (1). The pseudo time τ is used for non-physical inner iterations needed to solve the non-linear set of equations for one physical time step ∆t by a Newton iteration (dual-time stepping scheme) [32] . For any physical time step the pseudo time τ is advanced until convergence of the inner iteration is achieved. In case of steady-state simulations the inner iteration cycle is dropped and the solution is advanced in time usually using local time stepping with constant CFL number for convergence acceleration. To calculate the inviscid fluxes the AUSM + -up flux vector splitting of Liou [33] is used. This requires primitive variables at the cell interfaces of the structured grid which are determined by a 5th order upwind biased MLP ld scheme (see Sect.
2.3). The formal discretization order is only achieved on orthogonal grids and decreases in regions
where the grid is not sufficiently smooth. The viscous fluxes are calculated by central differences.
The turbulent Prandtl and Schmidt numbers are assumed to be 0.7.
To account for turbulence-chemistry interaction, a multi-variate assumed PDF (probability density function) approach is employed [34, 21, 26] , assuming statistical independence between species and temperature fluctuations. For the temperature PDF a clipped Gaussian distribution is assumed which is defined by mean temperature and temperature variance σ T . The joint PDF of an arbitrary number of species mass fractions is described by a multi-variate β-distribution [34] , defined by the species mean mass fractions and the sum of species mass fraction variances σ Y . The second order moments σ T and σ Y are obtained from separate transport equations.
Multi-Dimensional Limiting Process
Because the high order MLP (multi-dimensional limiting process) discretization [17, 35] is relatively new, its most important points are given in this section. For details and proofs concerning the fifth order MLP ld technique used in this paper see Ref. [18] .
As to calculate the inviscid fluxes (using AUSM + -up [33] ) through a cell interface, left (L) and right (R) interface values (q L and q R ) are required. They are calculated by a high order (up to fifth order) upwind biased polynomial approach. With respect to a cell interface located at i + 1/2 the averaged cell centre values of q from i − 2, i − 1, . . . , i + 3 are chosen (three upstream and two downstream values). The coefficients for the polynomial approach are calculated in advance and take a non-equal grid spacing into account. Based on a number of slope ratios
are used by Kim et al. [17] to calculate the required interface values
this way a subset of the TVD region, the MLP region, is defined. The parameter α performs a linear downscaling of the TVD region from its upper limit α = 2 to the more viscous lower limit α = 1, which corresponds to the minmod limiter [18] . For practical applications 0 ≤ α ≤ 2 is also possible without adding too much numerical dissipation [18] . 
with κ x , κ y , κ z = ±1 using
in the x-, y-, and z-direction. ∆q mm is the change from the cell centre to the cell interfaces if the minmod limiter is employed, and α x , α y , α z are free MLP parameters in the corresponding coordinate directions. The eight corner values q MLP are limited according to [17] 
are derived. If condition (9) is fulfilled, there is no local extremum at any corner of the volume.
Only two corners of a volume [18] have to be checked for a maximum (Q 
The indices of the second point to be checked for a maximum (C max 2
) and for a minimum (C min 2 ), respectively, follow from
The check of both corners is combined by the calculation of the maximum absolute change ∆q c that is allowed to fullfill Eq. (9) [18] 
Here |∆q While in one dimension there is a unique value of α to fullfill Eq. (9), this is not the case for two-or three-dimensional flows. In the MLP ld version used in this paper α x , α y , α z are chosen in order [18] 1. to fullfill Eq. (9) which is achieved by
Note, that the equality sign (instead of ≤ as in Eq. (9)) is taken in order to obtain maximum α values and to minimize the restriction of the original discretization by MLP, 2. to keep the change in the mean gradient direction by the introduction of α x , α y , and α z as small as possible.
. Additional limitations are given by the TVD constraint. To keep the second condition given above, the absolute mean gradient direction has to be calculated what is done by second order central differences
Next the coordinates of the point of intersection (point A) between the line of the absolute mean gradient direction and the limiting plane |∆q MLP | = ∆q c = constant are calculated. The aim is to obtain a solution |∆q MLP | which corresponds as much as possible with the mean gradient direction.
It is shown in Ref. [18] that this approach achieves the smallest possible reduction of α and thus remains as close as possible to the original high order discretization. Using the scaling factor
the coordinates of the point A = A (A x , A y , A z ) become
If point A is located inside the TVD region it directly defines the final α values. However, if A is outside the TVD region defined by Sweby [37] , it has to be moved on the plane |∆q MLP | = ∆q c = constant until the required conditions are met. The corresponding procedure for MLP ld with α x , α y , α z ∈ [0, 2], in combination with Eqs. (8) to (16) to initialise the variables, is:
The resulting α x , α y , and α z values can be used in Eq. (6) in combination with any higher order approach for β. In some cases the final α values are already obtained after the first iteration of the loop over x, y, and z. In this case these values remain unchanged while performing the second and third iteration. The latter ones are needed because changes may occur in the second or third iteration, too. The chamber diameter is 38.1 mm and its length is 285.75 mm. Two upstream located preburners produce oxidizer-rich and fuel-rich gases. The oxidizer-rich gas is fed to the combustion chamber through the inner tube of the injector which has a diameter of 5.26 mm and is recessed 0.43 mm with respect to the combustion chamber face plane. The annular fuel feed has an inner diameter of 6.3 mm and an outer diameter of 7.49 mm. The oxidizer to fuel ratio is 6.6 and the nominal chamber pressure of this test case is 5.17 MPa. However, during operation a chamber pressure of 5.42 MPa was measured. Table I summarizes the operation conditions and geometrical details. 
NUMERICAL SETUP
The numerical setup for the test case follows as much as possible the experimental conditions.
Boundary and initial conditions
For the combustion chamber isothermal walls are chosen with temperatures obtained from a least squares fit of the measured data (see Fig. 1 ). The injector post tip, the vertical chamber wall and the nozzle walls are treated isothermal with temperatures of 755 K and 510 K, respectively. At the injector walls adiabatic boundary conditions are set. This is illustrated in Fig. 1 . At the inflows precalculated profiles and mass flow boundary conditions are used. The inflow profiles are assumed to be fully developed turbulent pipe flows.
To start the simulation the combustor is initialized with hot water of 3000 K while the injectors are filled with gases corresponding to their inflow conditions. This procedure enables a fast progress of the simulation since self ignition takes place as soon as the fluids have mixed and heated up due to the hot water. This initialization is numerically stable and no sudden explosions occurs. However, subsequent simulations are started from steady-state solutions which were either interpolated from different grids or taken from previous calculations with differing parameters.
Averaging and time discretization
Most of the simulations performed in this paper are unsteady calculations. From the time resolved data time-averaged values have to be calculated. To this end the flow field data is averaged over a period of at least three flow-through times, starting after a startup phase of two flow-through times.
The startup phase is required to remove influences from the initial conditions. One flow-through time was defined by Tucker et al.
[13] to be 8.3 ms based on the bulk mass flow through the chamber. As mentioned in Sec. 2 a dual time stepping is required for time accurate solutions. All simulations in this paper use a physical time step of 10 −8 seconds. For every physical time step a number of inner iterations has to be performed in pseudo time until a predefined convergence criteria is complied.
For the inner iteration this criteria is a decrease in the normalized absolute mean density residual of at least three orders of magnitude. This is usually achieved within 5 to 7 inner iterations.
Time discretization is based on a second order BDF scheme. The second order scheme was found to be numerically more stable than the corresponding 3rd order BDF method which is also available. Differences between both discretizations have been compared and were found to be minor.
In comparison with other authors [15, 16] 
RESULTS AND DISCUSSION
Simulations are performed for the PennState combustor in order to investigate the differences between steady and time accurate simulations, axisymmetric 2D and 3D simulations, as well as to assess the influence of the order of spatial discretization. To this end results will be presented from the following simulations:
1. two-dimensional RANS using the second order minmod limiter, 2. two-dimensional RANS using the fifth order MLP ld scheme, Figure 2 . Comparison of averaged temperature contours for 5th order MLP (top) and 2nd order minmod (bottom) discretization. The upper half of any figure is obtained using the reference grid, the lower half is a solution using the refined grid.
5. two-dimensional URANS using the fifth order MLP ld scheme, 6. three-dimensional URANS using the fifth order MLP ld scheme.
Because only wall heat fluxes have been measured in the experiment, it is difficult to assign differences in the numerical results to single fluid phenomena. However, as to gain insight into the different processes flow fields are investigated and compared with results of other research groups.
Grid convergence
For the 2D axisymmetric URANS simulation a grid refinement study is performed. The reference grid for the 2D simulations has been refined by doubling the number of volumes in both coordinate directions (540,000 instead of 135,000 volumes). For this study the second order minmod and the fifth order MLP discretization are used for the inviscid fluxes. Figure 2 shows contour plots of the averaged temperature for the fifth order MLP (top) and the second order minmod (bottom) discretization. Both figures are divided into two parts: the upper half is calculated using the reference grid, the lower half with the refined grid. To visualize the differences in the temperature field two isothermal contour lines at 3000 and 3200 K are drawn as well. Several key features can be observed from these plots. First, both the type of discretization and the computational grid have large influences on the temperature distribution. Second, the differences between the second order and fifth order discretization decline on the finer grid. Third, on the regular grid the fifth order discretization is in much better agreement with the corresponding solutions on the fine grid, compared to the second order discretization. This clearly shows the advantages of using a high order discretization, which has also been demonstrated in [18, 38] . This shows, that complete grid independency is not achieved on the reference grid neither with the second nor the fifth order discretization. There even are some grid dependencies on the refined grid but at least for the fifth order scheme these are expected to be small. Moreover the fifth order simulation on the regular grid shows much more similarities with the fine grid solution. In summary, the fifth order MLP simulation achieves comparable results to the second order discretization on a grid with doubled number of volumes in any coordinate direction. 
Axisymmetric two-dimensional RANS
As can be observed from Fig. 4 both RANS simulations (with second order minmod limiter and the 5th order MLP ld discretization) are not able to reproduce the experimentally measured heat fluxes.
consequence a very large recirculation zone is obtained (see streamlines in Fig. 7 ) which basically is responsible for the erroneous heat fluxes. The Wilcox k-ω turbulence model has been used in its latest version [27] for these simulations. As mentioned above these steady-state RANS have been possible on a coarse grid only, confirming the findings of Lian and Merkle [15] . No attempts have been made to improve the RANS results by changing parameters or coefficients (e.g. turbulent
Prandtl and Schmidt number). For scientific simulations the unsteady effects close to the injector were found to be important requiring an unsteady simulation and a significantly finer grid.
High order discretization
As observed in previous studies [17, 35, 38] is somewhat better but it is still much closer to the minmod heat flux than to the fifth order result.
Taking into account that the additional numerical cost for the high order scheme is extremely low (less than 10 %) and that the stability of MLP ld is very good the advantages become evident. better with the experiment than for the 2D simulation. Thus it can be stated, that with increasing complexity of the simulation the wall heat fluxes agree better with the measured data. As will be shown later the 3D discretization has a tremendous effect on mixing and combustion. While the present 3D URANS heat fluxes are better than those of the LES from GT (using 3.2 million volumes), the SNL profile (using 255 million volumes) agrees nearly perfectly with the experiment.
Flow field and discussion
Figures 6 and 7 show temperature and OH distributions of all investigated test cases. Huge differences become evident stemming from the type of simulation as well as from discretization.
The figures show a clear trend from top to bottom. In this order the complexity of the simulation (concerning the quality of spatial and temporal discretization and of the computational grid) is increased. In the 2D axisymmetric RANS simulations combustion and heat release take place in a long narrow tube which hardly spreads in radial direction. Just ahead of the nozzle throat the OH distributions get broader. The temperature plots for the RANS simulations clearly show a cold oxygen jet which is visible over 70-80 % of the combustor length. Such a long stable oxygen jet probably will not exist in reality. The change from RANS to URANS intensifies the turbulent mixing due to unsteadiness which in the latter case is covered by the simulation. As a consequence the shear layer and the flame get broader, peak temperatures decrease, and the combustion zone is moving upstream. These effects are enhanced with the reduction of numerical dissipation, achieved by changing from the most dissipative second order minmod to the less dissipative van Leer limiter and further to the 5th order MLP ld scheme. This mere increase in order of discretization shows a tremendous impact on the results. Due to the upstream movement of the flame, the size of the recirculation zone is reduced (see Fig. 7 ). The expansion of the gas associated with an increasingly extensive combustion zone causes this reduction.
The third type of simulation (after axisymmetric RANS and URANS), the 3D URANS with 5th
order MLP discretization, causes a further change, which is most prominent in the OH distribution.
The flame dramatically reduces in size and moves still more upstream (see the two most below figures of Fig. 7 ). This is in agreement with most LES, for example those of Georgia Tech [13].
Combustion is much more intense now and completely limited to the first part of the combustor. This additional change is credited to the removal of the axisymmetric constraint at the center line [15] and at both sides. Due to the upstream movement and the more compact flame the wall temperature decreases in the second half of the combustor. This induces the decreased heat fluxes at x > 100 mm in case of the 3D simulation (see Fig. 5 ). To get some more insight into mixing and combustion, mass flux averaged values are calculated for every channel cross section, which are functions of the combustor length only. Figure 8 shows averaged values of temperature, water, hydroxyl, and oxygen mass fractions. These profiles clarify the statements given above. The change from 2D RANS to 2D URANS and 3D URANS causes an upstream movement of the flame which is visible in the temperature, water, and oxygen profiles.
These cross section averaged values also visualze the tremendous effects stemming from the change in discretization. The temperature profiles show how the 3D URANS simulation reaches its maximum temperature (at x ≈ 100 mm) much faster than the other simulations. Combustion is basically completed in the 3D URANS simulation approximately 140 mm downstream of the injector, as can be seen from the oxygen profile. However, due to the high temperatures, OH is still present at significant concentrations until the flow is accelerated in the nozzle. 
Pressure level in the combustor
In the present study a compressible flow solver is used which allows a complete combustor simulation including the nozzle. Thus the combustor pressure is obtained from the simulation which is defined by the inflow conditions, wall heat losses, combustion efficiency, and nozzle throat cross section. In Tab acoustic mode of the chamber f L =c/2L, wherec is the average speed of sound in the combustion chamber and L is its length. The amplitudes of these oscillations are comparatively low, typically below 1 % of the average value. In [16] a frequency offset between pressure and wall heat flux oscillations is observed. This is not the case in the present simulation where the frequency peaks coincide (not shown in the paper).
The high frequency oscillation at 48.8 kHz (denoted "B") results from dynamic instabilities in the shear layer of the coaxial jet. According to [39] the Strouhal number of the primary vortices in a coaxial jet configuration can be calculated by Figure 11 . Series of instantaneous snapshots of temperature contours close to the injector. The flow fields advance in time from left to right and from top to bottom (from t = 0 up to t = 21µs).
pressure spectra, where the highest amplitudes observed are close to the injector with fluctuations of up to 8 % of the average value.
To provide further evidence that the 48.8 kHz mode is connected to the production of vortices in the inner shear layer of the coaxial jet, Fig. 11 shows instantaneous snapshots of temperature in the near injector region at nine instances in time. The time t 0 = 0 is chosen arbitrarily and the sequence is organized from left to right and top to bottom.
There is an obvious similarity between the temperature contours at t = 0 and t = 21µs. At both times a counterclockwise rotating vortex is formed directly behind the oxidizer post tip, which suggests a periodic behavior with a period of approximately 21µs. This vortex transports low times. This is in accordance with general experimental findings for H 2 /O 2 rocket combustors [40] .
The described periodic processes cause a corrugated flame shape and an alternating contraction and expansion of the central oxygen jet directly at the oxidizer post tip. This is associated with the strong pressure oscillations observed. From Fig. 12 it becomes apparent that the initial vortex shedding occurs in a rotationally symmetric manner (plots on the left). The flow field becomes asymmetric quite fast (plots, on the right, see also Fig. 1 ). This punctuates the necessity of a fully threedimensional simulation. The high-frequency fluctuations associated with the vortex shedding are detectable in the entire chamber. Moreover, these fluctuations have no phase shift in the azimuthal direction at the injector or anywhere in the chamber.
CONCLUSIONS
A detailed numerical study of the PennState Preburner Combustor is presented. Because the same code was used for all simulations, differences in the results may be directly assigned to the parameter changed. A new 5th order upwind biased discretization technique (MLP ld ) has been used for the first time to simulate a complex 3D combustor with finite-rate chemistry. With this technique, the numerical results could be improved significantly at low additional computational cost (less than 10 %). Moreover, the stability of the 5th order discretization was comparable to those of the second order van Leer limiter. As one might have expected, the 3D URANS with 5th order discretization achieved best results. This may be seen in the wall heat fluxes but also by comparison with the LES from GT. What was not to be expected was the tremendous impact of the investigated discretization techniques, both on the heat flux but also on combustion and flow field. A high order discretization helps to reduce the high computational cost. By a time resolved analysis of the near injector region reasons for the formation of high frequency pressure fluctuations could be given. Nevertheless there still are a number of open questions which arise due to differences to the LES from SNL which have to be clarified in the future. This point also stresses the importance of experiments which besides wall heat fluxes provide additional data to assist the validation of numerical codes.
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