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a b s t r a c t
Let H(n; q, n1, n2) be a graph with n vertices containing a cycle Cq and two hanging paths
Pn1 and Pn2 attached at the same vertex of the cycle. In this paper, we prove that except for
the A-cospectral graphs H(12; 6, 1, 5) and H(12; 8, 2, 2), no two non-isomorphic graphs
of the form H(n; q, n1, n2) are A-cospectral. It is proved that all graphs H(n; q, n1, n2) are
determined by their L-spectra. And all graphs H(n; q, n1, n2) are proved to be determined
by theirQ -spectra, except for graphsH(2a+4; a+3, a2 , a2+1)with a being a positive even
number and H(2b; b, b2 , b2 )with b ≥ 4 being an even number. Moreover, the Q -cospectral
graphs with these two exceptions are given.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V (G), E(G)) be a graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G), where v1, v2, . . . , vn are
indexed in the non-increasing order of degrees. All graphs considered here are simple and undirected. Let matrix A(G) be
the (0, 1)-adjacency matrix of G and di = di(G) = dG(vi) the degree of the vertex vi. The matrix L(G) = D(G) − A(G) is
called the Laplacian matrix of G, where D(G) is the n × n diagonal matrix with {d1, d2, . . . , dn} as diagonal entries. The
matrix Q (G) = D(G) + A(G) is called the signless Laplacian matrix of G. The polynomials PA(G)(λ) = det(λI − A(G)),
PL(G)(µ) = det(µI − L(G)) and PQ (G)(µ) = det(µI − Q (G)), where I is the identity matrix, are defined as the characteristic
polynomials of the graph G with respect to the adjacency matrix, the Laplacian matrix and the signless Laplacian matrix,
respectively, which can be written as PA(G)(λ) = λn + a1λn−1 + · · · + an, PL(G)(µ) = l0µn + l1µn−1 + · · · + ln and
PQ (G)(ν) = q0νn + q1νn−1 + · · · + qn. Since matrices A(G), L(G) and Q (G) are real and symmetric, their eigenvalues are
all real numbers. Assume that λ1 ≥ λ2 ≥ · · · ≥ λn, µ1 ≥ µ2 ≥ · · · ≥ µn and ν1 ≥ ν2 ≥ · · · ≥ νn are respectively
the adjacency eigenvalues, the Laplacian eigenvalues and the signless Laplacian eigenvalues of graph G. The A-spectrum (or
L-spectrum, Q -spectrum) of the graph G consists of the adjacency eigenvalues (or Laplacian eigenvalues, signless Laplacian
eigenvalues). Two graphs G and H are said to be A-cospectral (or L-cospectral, Q -cospectral) if they have equal A-spectrum
(or L-spectrum, Q -spectrum) [1]. A graph is said to be determined by the A-spectrum (or L-spectrum, Q -spectrum) if there
is no other non-isomorphic graph with the same A-spectrum (or L-spectrum, Q -spectrum).
Characterizing the graphs that are determined by their spectra seems to be a difficult problem in the theory of graph
spectra. Up until now, many graphs have been proved to be determined by their spectra. The readers can consult [11,16,20,
19,23,24,26,25].
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Fig. 1. Graph H(n; q, n1, n2).
Fig. 2. The A-cospectral graphs H(8; 4, 2, 2) and G′ .
In this paper, we will characterize the graph H(n; q, n1, n2) (shown in Fig. 1) by its spectra, which contains a cycle Cq and
two hanging paths Pn1 and Pn2 attached at the same vertex of the cycle. Note that if we append a pendant vertex of a path Pk
to a cycle Cq, it is just the lollipop graph L(q, k) [2,11]. In [11], the lollipop graph with q odd is proved to be determined by
its A-spectrum, and all lollipop graphs are proved to be determined by their L-spectra. Also the lollipop graphs with an even
cycle are proved to be determined by their A-spectra (Tayfeh-Rezaie [private communication] did the lollipop graphs with
a cycle of length at least 6, and Boulet and Jouve [2] did the general case). Whether all graphs H(n; q, n1, n2) are determined
by their A-spectra? Unfortunately, the answer is negative. By Godsil–McKay switching [10], graph G′ which is A-cospectral
to graph H(8; 4, 2, 2) is found out (see Fig. 2), and A-cospectral graphs H(12; 6, 1, 5) and H(12; 8, 2, 2) are also found out
in Theorem 3.4. In Section 5, A-cospectral graphs H(n; 2a + 6, a, a + 2) and Λ(a, a, 2a + 2) with a being a positive even
number and A-cospectral graphs H(n; 2b, b, b) and Θ(b − 2, 2b − 3, b − 1) with b ≥ 4 being a positive even number are
found out in Lemmas 5.8 and 5.11, respectively.
This paper is organized as follows. In Section 2, some available lemmas are summarized. In Section 3, it is proved
that except for the A-cospectral graphs H(12; 6, 1, 5) and H(12; 8, 2, 2), no two non-isomorphic graphs of the form
H(n; q, n1, n2) are A-cospectral. In Section 4, H(n; q, n1, n2) is proved to be determined by its L-spectrum. In Section 5,
it is proved that all graphs H(n; q, n1, n2) are determined by their Q -spectra, except for graphs H(2a+ 4; a+ 3, a2 , a2 + 1)
with a being a positive even number and H(2b; b, b2 , b2 )with b ≥ 4 being an even number.
2. Preliminaries
Some previously established results about the spectrum are summarized in this section. They will play important roles
throughout the paper.
Lemma 2.1 ([5]). Let u be a vertex of G, N(u) be the set of all vertices adjacent to u and C(u) be the set of all cycles containing
u. The characteristic polynomial of G satisfies
PA(G)(λ) = λPA(G−u)(λ)−
−
v∈N(u)
PA(G−u−v)(λ)− 2
−
Z∈C(u)
PA(G\V (Z))(λ).
Some results of [18,23] are summarized in the following lemma.
Lemma 2.2. Let G be a graph. For the adjacencymatrix and the Laplacianmatrix, the following can be deduced from the spectrum:
(i) The number of vertices.
(ii) The number of edges.
(iii) Whether G is regular.
(iv) Whether G is regular with any fixed girth.
For the adjacency matrix, the following follows from the spectrum.
(v) The number of closed walk of any length.
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Fig. 3. Graphs Hi for i = 1, 2, . . . , 5.
(vi) Whether G is bipartite.
For the Laplacian matrix, the following follows from the spectrum.
(vii) The number of components.
(viii) The number of spanning trees.
(ix) The sum of the squares of degrees of vertices.
Lemma 2.3 ([6]). Let G be a graph with n vertices and m edges, and nG(C4) is the number of subgraph C4. Let xk be the number
of vertices of degree k in G. Then we have−
i
λ4i = 8nG(C4)+
−
k
kxk + 4
−
k≥2
k(k− 1)
2
xk.
Lemma 2.4 ([19]). Let G be a graph and NG(i) the number of closed walks of length i in G, then
NG(5) = 30nG(K3)+ 10nG(C5)+ 10nG(L(3, 1)),
NG(7) = 126nG(K3)+ 84nG(L(3, 1))+ 14nG(H1)+ 14nG(L(3, 2))+ 14nG(L(5, 1))+ 28nG(H2)
+ 42nG(H3)+ 28nG(H4)+ 112nG(H5)+ 70nG(C5)+ 14nG(C7),
where L(q, k) is the lollipop graph, and graphs Hi for i = 1, 2, . . . , 5 are shown in Fig. 3.
Lemma 2.5 ([18]). Let G be a graph with n vertices and m edges and let deg(G) = (d1, d2, . . . , dn) be its non-increasing degree
sequence. Then the first four coefficients in PL(G)(µ) are
l0 = 1, l1 = −2m, l2 = 2m2 −m− 12
n−
i=1
d2i ,
l3 = 13

−4m3 + 6m2 + 3m
n−
i=1
d2i −
n−
i=1
d3i − 3
n−
i=1
d2i + 6nG(C3)

.
Lemma 2.6 ([14,17]). Let G be a graph with V (G) ≠ ∅ and E(G) ≠ ∅. Then
d1 + 1 ≤ µ1 ≤ max

di(di +mi)+ dj(dj +mj)
di + dj , vivj ∈ E(G)

,
where mi denotes the average of the degrees of the vertices adjacent to vertex vi in G.
Lemma 2.7 ([15]). Let G be a connected graph with n ≥ 3 vertices. Then µ2 ≥ d2.
Lemma 2.8 ([7,21]). Let G be a graph with n vertices, m edges, nG(C3) triangles and deg(G) = (d1, d2, . . . , dn). Let Tk =∑n
i=1 ν
k
i , (k = 0, 1, 2, . . .) be the kth spectral moment for the Q -spectrum. Then
T0 = n, T1 =
n−
i=1
di = 2m, T2 = 2m+
n−
i=1
d2i , T3 = 6nG(C3)+ 3
n−
i=1
d2i +
n−
i=1
d3i .
From Lemma 2.8, we can easily get the following result.
Lemma 2.9. If H is a graph Q -cospectral to G, then
(i) G and H have the same number of vertices.
(ii) G and H have the same number of edges.
(iii)
∑n
i=1 di(G)2 =
∑n
i=1 di(H)2.
(iv) 6nG(C3)+∑ni=1 di(G)3 = 6nH(C3)+∑ni=1 di(H)3.
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3. A-spectral characterization of graphs H(n;q, n1, n2)
First, we will prove that the two graphs in Fig. 2 and their complements are A-cospectral, respectively.
Theorem 3.1. The graph H(8; 4, 2, 2) and the graph G′ given in Fig. 2 are A-cospectral. The same is true for their complements.
Proof. Consider the four black vertices H(8; 4, 2, 2) in Fig. 2. For each black vertex v, delete the edges between v and the
white neighbors, and insert edges between v and the other white vertices. It is easily checked that this operation transforms
H(8; 4, 2, 2) into G′. Godsil and McKay (see [10], this operation is called Godsil–McKay switching) have shown that this
operation leaves the A-spectrum of the graph and its complement unchanged. 
It is clear thatH(8; 4, 2, 2) andG′ are non-isomorphic. SoH(8; 4, 2, 2) is not determined by its A-spectrum. Since also the
complements of H(8; 4, 2, 2) and G′ are A-cospectral, it also follows that H(8; 4, 2, 2) is not determined by the spectra of all
its generalized adjacency matrices, where a generalized adjacency matrix (see [10]) is just a linear combination of matrices
A, I and J (the all-ones matrix).
Corollary 3.2. Graph H(8; 4, 2, 2) is not determined by the spectra of all its generalized adjacency matrices.
In the following, we show that except for the A-cospectral graphs H(12; 6, 1, 5) and H(12; 8, 2, 2), no two non-
isomorphic graphs of the formH(n; q, n1, n2) are A-cospectral. Indeed, A-cospectral graphsH(12; 6, 1, 5) andH(12; 8, 2, 2)
can be figured out by the proof of Theorem 3.4 (see Case 8), and by Maple, they both have the adjacency characteristic
polynomial: λ12 − 12λ10 + 51λ8 − 96λ6 + 80λ4 − 24λ2.
For the sake of simplicity and with a slight abuse of notation, let Γ1 = H(n; t + 1, s, k) and we denote PA(Pn)(λ) by
pn = PA(Pn)(λ). By convention, let p0 = 1, p−1 = 0 and p−2 = −1. Using Lemma 2.1, with u being the vertex of degree 4 in
Γ1, we can compute the characteristic polynomial of Γ1 in terms of the characteristic polynomials of paths as follows
PA(Γ1)(λ) = λpspkpt − ptps−1pk − ptpspk−1 − 2pt−1pspk − 2pspk. (3.1)
The next lemma follows from (3.1) and pr(2) = r + 1.
Lemma 3.3. PA(Γ1)(2) = −2skt − 2sk− st − kt − s− k.
Note that by Lemma 2.1, we have pr = λpr−1 − pr−2. Solving this recurrence equation, we find that for r ≥ −2,
pr = x
2r+2 − 1
xr+2 − xr , (3.2)
where x satisfies x2 − λx+ 1 = 0 with λ ≠ 2. Substituting (3.2) in (3.1), by using Maple, we can obtain
xn(x2 − 1)3PA(Γ1)(λ)+ 1− 3x2 − x2n+6 + 3x2n+4 = f (s, k, t; x), (3.3)
where n = s+ k+ t + 1 and
f (s, k, t; x) = 2xt+1 − 2x2k+4 − 2x2s+4 − 2xt+3 − x2t+2 − x2t+4 − 2xt+3+2s + 2xt+5+2s − 2xt+3+2k + 2xt+5+2k
+ x2s+4+2k + x2s+6+2k + 2x2s+4+2t + 2x4+2k+2t + 2xt+5+2s+2k − 2xt+7+2s+2k.
Theorem 3.4. Except for the graphs H(12; 6, 1, 5) andH(12; 8, 2, 2), no two non-isomorphic graphs of the formH(n; t+1, s, k)
are A-cospectral.
Proof. Suppose that H(n; t + 1, s, k) and H(n′; t ′ + 1, s′, k′) are A-cospectral, then they have the same number of vertices,
we have
t + s+ k+ 1 = t ′ + s′ + k′ + 1 = n = n′. (3.4)
By Lemma 3.3,
2skt + 2sk+ st + kt + s+ k = 2s′k′t ′ + 2s′k′ + s′t ′ + k′t ′ + s′ + k′, (3.5)
and by (3.3),
f (s, k, t; x) = f (s′, k′, t ′; x). (3.6)
Without loss of generality, we can assume s ≤ k and s′ ≤ k′. Now enumerate the different possibilities for the monomial of
smallest degree of f (s, k, t; x) (the same can be done for f (s′, k′, t ′; x)):
• 2xt+1 if t + 1 < 2s+ 4,
• − 2x2s+4 if t + 1 > 2s+ 4 and s ≠ k,
• − 4x2s+4 if t + 1 > 2s+ 4 and s = k,
• − 2x2k+4 if t + 1 = 2s+ 4 and t + 3 > 2k+ 4 (that is s = k),
• − 2xt+3 if t + 1 = 2s+ 4 and t + 3 < 2k+ 4 (that is k > s+ 1),
• − 4xt+3 if t + 1 = 2s+ 4 and t + 3 = 2k+ 4 (that is k = s+ 1).
(3.7)
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Therefore, by exchanging the roles of f (s, k, t; x) and f (s′, k′, t ′; x) and by (3.6), it suffices to consider the following cases:
Case 1. 2xt+1 = 2xt ′+1 (the hypotheses are t + 1 < 2s+ 4 and t ′ + 1 < 2s′ + 4). Then t = t ′. By (3.4) and (3.5), we obtain
that s+ k = s′ + k′ and sk = s′k′, which leads to s = k and s′ = k′ or s = k′ and s′ = k.
Case 2. −2x2s+4 = −2x2s′+4 (the hypotheses are t + 1 > 2s + 4, s ≠ k and t ′ + 1 > 2s′ + 4, s′ ≠ k′). Then s = s′. Let
k′ = k − i with i an integer. By (3.4), s = s′ implies that t ′ = t + i. Suppose i ≠ 0. Expressing s′, k′ and t ′ by s, k, t and i in
(3.5), we get (2s+ 1)(k− t − i) = s+ 1. This is a contradiction, since s+ 1 < 2s+ 1. Then i = 0, i.e., k = k′ and t = t ′.
Case 3.−2x2s+4 = −2x2k′+4 (the hypotheses are t + 1 > 2s + 4, s ≠ k and t ′ + 1 = 2s′ + 4, s′ = k′). Then s = k′. Using
the similar computation as in Case 2, we obtain that s′ = k and t = t ′. This means that t + 1 = 2s + 4, a contradiction to
t + 1 > 2s+ 4.
Case 4.−2x2s+4 = −2xt ′+3 (the hypotheses are t + 1 > 2s+ 4, s ≠ k and t ′ + 1 = 2s′ + 4, k′ > s′ + 1). Then t ′ = 2s+ 1.
In this case, t ′ + 1 = 2s′ + 4 and t ′ = 2s + 1 imply that s′ = s − 1. Then s ≥ 2, since s′ ≥ 1. Substitute t ′ = 2s + 1 and
s′ = s− 1 into f (s′, k′, t ′; x), we transform f (s′, k′, t ′; x) into
f (s′, k′, t ′; x) = −2x2s+4 − 2x2k′+4 − 2x4s+2 + x4s+4 − x4s+6 + x2s+2+2k′
− x2s+4+2k′ + 2x2s+6+2k′ + 2x6s+4 + 2x4s+4+2k′ . (3.8)
Now, the different possibilities for the monomial of second smallest degree of f (s′, k′, t ′; x) are
• − 2x2k′+4 if 2k′ + 4 < 4s+ 2,
• − 2x4s+2 if 2k′ + 4 > 4s+ 2,
• − 4x4s+2 if 2k′ + 4 = 4s+ 2.
and the different possibilities for the monomial of second smallest degree of f (s, k, t; x) are
• − 2x2k+4 if 2k+ 4 < t + 1,
• 2xt+1 if 2k+ 4 > t + 1,
• − 2xt+3 if 2k+ 4 = t + 1.
Then consider the following subcases:
Case 4.1.−2x2k′+4 = −2x2k+4 (the hypotheses are t+1 > 2k+4 > 2s+4, and t ′+1 = 2s′+4, k′ > s′+1, 2k′+4 < 4s+2).
Then k = k′. Using the similar computation as in Case 2, we obtain that s = s′ and t = t ′. This means that t + 1 = 2s+ 4, a
contradiction to t + 1 > 2s+ 4.
Case 4.2.−2x2k′+4 = −2xt+3 (the hypotheses are t+1 = 2k+4 > 2s+4, and t ′+1 = 2s′+4, k′ > s′+1, 2k′+4 < 4s+2).
Then t = 2k′ + 1 = 2k+ 3 and t ′ = 2s′ + 3 = 2s+ 1, that is k′ = k+ 1 and s = s′ + 1. Together with (3.4), we get t = t ′.
Then t + 1 = 2s+ 2 < 2s+ 4, a contradiction to t + 1 > 2s+ 4.
Case 4.3.−2x4s+2 = −2x2k+4 (the hypotheses are t+1 > 2k+4 > 2s+4, and t ′+1 = 2s′+4, k′ > s′+1, 2k′+4 > 4s+2).
Then k = 2s− 1 and t ′ = 2s+ 1 = 2s′+ 3, that is s = s′+ 1. Together with (3.4), we get t = k′+ 1. Substitute s, k = 2s− 1,
t = k′+ 1, s′ = s− 1, k′ and t ′ = 2s+ 1 into (3.5) and by simplifying, we get k′ = 6s+ 8+ 8s−1 . Since k′ is a positive integer,
s = 2, 3, 5 or 9. Then we get the following four cases:
s = 2, k = 3, t = 29,
s′ = 1, k′ = 28, t ′ = 5.

s = 3, k = 5, t = 31,
s′ = 2, k′ = 30, t ′ = 7.
s = 5, k = 9, t = 41,
s′ = 4, k′ = 40, t ′ = 11.

s = 9, k = 17, t = 64,
s′ = 8, k′ = 63, t ′ = 19.
Substitute them back into f (s, k, t; x) and f (s′, k′, t ′; x), respectively, and by simple computation, we always get
f (s, k, t; x) ≠ f (s′, k′, t ′; x), contradictions.
Case 4.4.−2x4s+2 = −2xt+3 (the hypotheses are t+1 = 2k+4 > 2s+4, and t ′+1 = 2s′+4, k′ > s′+1, 2k′+4 > 4s+2).
Then t = 4s−1 = 2k+3 and t ′ = 2s′+3 = 2s+1, that is k = 2s−2 and s′ = s−1. Then by (3.4), we get that k′ = 4s−3.
Substitute s, k = 2s−2, t = 4s−1, s′ = s−1, k′ = 4s−3 and t ′ = 2s+1 into (3.5) and by simplifying, we get s2−3s+2 = 0.
Then s = 2, since s ≥ 2. So s = k = 2, a contradiction to s < k.
Case 5.−4x2s+4 = −4x2s′+4 (the hypotheses are t + 1 > 2s+ 4, s = k and t ′ + 1 > 2s′ + 4, s′ = k′). Then s = s′ = k = k′.
Together with (3.4), we obtain that t = t ′.
Case 6. −4x2s+4 = −4xt ′+3 (the hypotheses are t + 1 > 2s + 4, s = k and t ′ + 1 = 2s′ + 4, k′ = s′ + 1). Then
t ′ = 2s+ 1 = 2s′ + 3, that is k = s = s′ + 1 = k′. Using the similar computation as in Case 2, we obtain that s = s′, which
is a contradiction to s = s′ + 1.
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Case 7. −2x2k+4 = −2x2k′+4 (the hypotheses are t + 1 = 2s + 4, s = k and t ′ + 1 = 2s′ + 4, s′ = k′). Then
k = k′ = s′ = s = t = t ′.
Case 8. −2x2k+4 = −2xt ′+3 (the hypotheses are t + 1 = 2s + 4, s = k and t ′ + 1 = 2s′ + 4, k′ > s′ + 1). Then
t ′ = 2k + 1 = 2s′ + 3 = 2s + 1 and t = 2s + 3 = 2k + 3, that is s′ = k − 1. Then by (3.4), we get that k′ = k + 3.
Substitute s = k, t = 2k+ 3, s′ = k− 1, t ′ = 2k+ 1 and k′ = k+ 3 into (3.5), we obtain that k2 − k− 2 = 0, that is k = 2.
Then s = 2, k = 2, t = 7 and s′ = 1, k′ = 5, t ′ = 5. Substitute them back into f (s, k, t; x) and f (s′, k′, t ′; x), and by simple
computation, we get
f (s, k, t; x) = f (s′, k′, t ′; x) = −2x8 − 2x10 + x12 − 3x14 + 3x16 − x18 + 2x20 + 2x22.
Then graphs H(12; 6, 1, 5) and H(12; 8, 2, 2) are A-cospectral.
Case 9.−2xt+3 = −2xt ′+3 (the hypotheses are t + 1 = 2s + 4, k > s + 1 and t ′ + 1 = 2s′ + 4, k′ > s′ + 1). Then t = t ′
and s = s′, together with (3.4), we obtain that k = k′.
Case 10.−4xt+3 = −4xt ′+3 (the hypotheses are t + 1 = 2s+ 4, k = s+ 1 and t ′ + 1 = 2s′ + 4, k′ = s′ + 1). Then t = t ′
and s = s′, together with (3.4), we obtain that k = k′.
Therefore, except for the graphs H(12; 6, 1, 5) and H(12; 8, 2, 2), graphs H(n; t + 1, s, k) and H(n; t ′ + 1, s′, k′) are
isomorphic. This completes the proof of Theorem 3.4. 
Proposition 3.5. Graphs H(12; 6, 1, 5) and H(12; 8, 2, 2) are A-cospectral.
Remark 3.1. In this section, we have shown that graphs H(12; 6, 1, 5) and H(12; 8, 2, 2), which both are of the form
H(n; q, n1, n2), are A-cospectral. This case is very special. Later, in Section 5, A-cospectral graphs H(n; 2a + 6, a, a + 2)
andΛ(a, a, 2a+ 2)with a being a positive even number and A-cospectral graphs H(n; 2b, b, b) andΘ(b− 2, 2b− 3, b− 1)
with b ≥ 4 being a positive even number are found out in Lemmas 5.8 and 5.11, respectively. Clearly, for the respective
A-cospectral mates, one is of the form H(n; q, n1, n2), the other not. Also the same phenomena occurs in Fig. 2. We
consider if there would be more graphs A-cospectral with the graph of the form H(n; q, n1, n2). So characterizing the graph
H(n; q, n1, n2) by its A-spectrum is more complicated than the lollipop graph.
4. L-spectral characterization of graphs H(n;q, n1, n2)
From the previous section, we saw that it is very difficult to prove that graph H(n; q, n1, n2) is determined by its
A-spectrum. But, here we can prove that it is determined by its L-spectrum. Before this, we give some useful lemmas.
Lemma 4.1. Let G be a connected unicyclic graph with n vertices and its cycle Cq. If G′ is L-cospectral to G, then G′ must be a
connected unicyclic graph with n vertices and one cycle Cq. Moreover,
n−
i=1
di(G)3 =
n−
i=1
di(G′)3.
Proof. By Lemma 2.2,G′ is a connected graphwith n vertices and n edges. So,G′ is a unicyclic graphwhich contains a q-cycle,
where q is the number of spanning tree of G′ (given by the Laplacian spectrum, Lemma 2.2). As a consequence, G and G′ have
the same number of triangles and we can apply Lemma 2.5 and (ix) of Lemma 2.2,
∑n
i=1 di(G)3 =
∑n
i=1 di(G′)3. 
Here, we use the symbol Φ to denote a forest. It is the union of components each of which is a tree. We use the
symbol p(Φ) to denote the product of the numbers of vertices in the components of Φ . In [1], the following result can be
found.
Lemma 4.2. The coefficients li of the polynomial PL(G)(µ) are given by the formula
(−1)ili =
−
p(Φ) (1 ≤ i ≤ n),
where the summation is over all sub-forestsΦ of G which have i edges.
Theorem 4.3. No two non-isomorphic graphs of the form H(n; q, n1, n2) are L-cospectral.
Proof. Suppose H(n; q′, n′1, n′2) is L-cospectral to H(n; q, n1, n2). By Lemma 4.1, q′ = q. Then, n1 + n2 = n′1 + n′2. In the
following, we use Lemma 4.2 to prove that H(n; q, n′1, n′2) and H(n; q, n1, n2) are isomorphic. We consider the coefficients
ln−2 and l′n−2 of PL(H(n;q,n1,n2))(µ) and PL(H(n;q,n′1,n′2))(µ) respectively.
For ln−2, by Lemma 4.2, we get
(−1)n−2ln−2 = q
n1−1−
i=0
(q+ n2 + i)(n1 − i)+ q
n2−1−
i=0
(q+ n1 + i)(n2 − i)+
−
p(Φ), (4.1)
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whereΦ is over all sub-forests of H(n; q, n1, n2)with n− 2 edges obtained by deleting two edges both from Cq.
n1−1−
i=0
(q+ n2 + i)(n1 − i) =
n1−1−
i=0
(q+ n2)n1 +
n1−1−
i=1
(n1 − q− n2)i−
n1−1−
i=0
i2
= (q+ n2)n21 + (n1 − q− n2)
n1(n1 − 1)
2
− 1
6
n1(n1 − 1)(2n1 − 1)
= 1
2
qn21 +
1
2
n2n21 +
1
6
n31 +
1
2
n1n2 + 12qn1 −
1
6
n1. (4.2)
Similarly,
n2−1−
i=0
(q+ n1 + i)(n2 − i) = 12qn
2
2 +
1
2
n1n22 +
1
6
n32 +
1
2
n1n2 + 12qn2 −
1
6
n2. (4.3)
Then substituting (4.2) and (4.3) into (4.1), we have
(−1)n−2ln−2 = q

(1− q)n1n2 + 12q(n1 + n2)
2 + 1
6
(n1 + n2)3 +

1
2
q− 1
6

(n1 + n2)

+
−
p(Φ).
Similarly, for l′n−2, we have
(−1)n−2l′n−2 = q

(1− q)n′1n′2 +
1
2
q(n′1 + n′2)2 +
1
6
(n′1 + n′2)3 +

1
2
q− 1
6

(n′1 + n′2)

+
−
p(Φ ′),
whereΦ ′ is over all sub-forests of H(n; q, n′1, n′2)with n− 2 edges obtained by deleting two edges both from Cq.
Since n1 + n2 = n′1 + n′2, we have
∑
p(Φ) = ∑ p(Φ ′). Then ln−2 = l′n−2 implies that n1n2 = n′1n′2. Together with
n1 + n2 = n′1 + n′2, we get that n1 = n′1 and n2 = n′2 or n1 = n′2 and n2 = n′1. Therefore, H(n; q′, n′1, n′2) and H(n; q, n1, n2)
are isomorphic. 
In the following, we will prove that graph H(n; q, n1, n2) is determined by its L-spectrum. Before proceeding, we need
to recall a few facts from the theory of nonnegative matrices; our basic references are Chapter XIII of Gantmacher [9]
and [3,12]. Briefly, a matrix M is said to be nonnegative if Mij ≥ 0 for all i and j. A matrix is reducible if and only if it can be
placed into block upper-triangular form by simultaneous row/column permutations. A squarematrix that is not reducible is
said to be irreducible. IfM is a matrix, denote by |M| the matrix obtained by replacing each entry ofM by its absolute value.
Denote by ρ(|M|) the spectral radius of |M|. IfM is irreducible and λ is an eigenvalue ofM , then |λ| ≤ ρ(|M|), with equality
if and only if M = eiφN|M|N−1, where |N| = I . For an irreducible nonnegative matrix M , ρ(M) ≤ the maximum row sum
with equality if and only it all row sums are equal.
Now, let Lu(H(n; q, n1, n2)) be the principal submatrix of L(H(n; q, n1, n2)) formed by deleting the row and column
corresponding to the largest degree vertex u. Here, Lu(H(n; q, n1, n2)) is reducible and contains negative entries. So, consider
|Lu(H(n; q, n1, n2))|, which is nonnegative. Although |Lu(H(n; q, n1, n2))| is reducible, it contains three irreducible principal
submatrices. And their spectral radii are all strictly less than 4, by using the above statements. Therefore, together with
eigenvalue interlacing, we have the following lemma.
Lemma 4.4. The second largest Laplacian eigenvalue of graph H(n; q, n1, n2) is strictly less than 4.
Theorem 4.5. Graph H(n; q, n1, n2) is determined by its L-spectrum.
Proof. Let G = H(n; q, n1, n2). Suppose G′ is L-cospectral to G. By Lemma 4.1, G′ is a connected unicyclic graph with n
vertices, n edges and cycle Cq. Suppose that G′ has x′j vertices of degree j, for j = 1, 2, . . . ,∆, where∆ is the largest degree of
G′. By Lemma 2.6, 5 ≤ µ1(G′) = µ1(G) ≤ 5+ 23 . Then,∆ = d1(G′) ≤ 4. Lemmas 2.7 and 4.4 imply d2(G′) ≤ µ2(L(G)) < 4,
i.e., d2(G′) ≤ 3. So, G′ has at most one vertex of degree greater than 3. Therefore, (i), (ii) and (ix) of Lemma 2.2 imply the
following equations:x
′
1 + x′2 + x′3 + 1 = n,
x′1 + 2x′2 + 3x′3 +∆ = 2n,
x′1 + 4x′2 + 9x′3 +∆2 = 2+ 4(n− 3)+ 42.
(4.4)
By solving the Eqs. (4.4), we have
x′1 =
5
2
∆− 1
2
∆2, x′2 = n− 3− 4∆+∆2, x′3 =
3
2
∆− 1
2
∆2 + 2. (4.5)
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Fig. 4. Graph Γ2 = Gs′+1,t ′+1 Pk′ .
Lemma 4.1 implies that
∆3 + x′3 · 33 + x′2 · 23 + x′1 · 13 = 43 + (n− 3) · 23 + 2 · 13. (4.6)
Substitute (4.5) into (4.6), we have
∆3 +

3
2
∆− 1
2
∆2 + 2

· 33 + n− 3− 4∆+∆2 · 23 + 5
2
∆− 1
2
∆2

· 13 = 43 + (n− 3) · 23 + 2 · 13. (4.7)
By simplifying (4.7), we get (∆ − 4)(∆2 − 2∆ + 3) = 0. Then ∆ = 4, since ∆ is a positive integer. Then by (4.5), we
have x′3 = 0, x′2 = n − 3, x′1 = 2. So, G′ is the graph H(n; q, n′1, n′2) (say). By Theorem 4.3, H(n; q, n1, n2) is isomorphic to
H(n; q, n′1, n′2). 
For a graph, its Laplacian eigenvalues determine the eigenvalues of its complement [13], so the complements of all the
graphs H(n; q, n1, n2) are determined by their L-spectra.
5. Q -spectral characterization of graphs H(n;q, n1, n2)
Let Gr ′,s′ be the graph consisting of two cycles Cr ′ and Cs′ with just one vertex in common [25]. G

H stands for the
disjoint union of graphs G and H . Let Γ2 = Gs′+1,t ′+1 Pk′ with n′ = s′ + t ′ + k′ + 1 vertices, shown in Fig. 4. Clearly, if
n′ = n, then graphs Γ1 = H(n; t + 1, s, k) and Γ2 = Gs′+1,t ′+1 Pk′ have the same degree sequence. In the following, we
prove that Γ1 and Γ2 cannot be A-cospectral with each other.
First, we calculate the characteristic polynomial of Γ2 by using the analogous method to Γ1. By Lemma 2.1, with u being
the vertex of degree 4 in Γ2, we can compute the characteristic polynomial of Γ2 in terms of the characteristic polynomials
of paths as follows
PA(Γ2)(λ) = pk′(λps′pt ′ − 2ps′pt ′−1 − 2ps′−1pt ′ − 2ps′ − 2pt ′). (5.1)
Substituting (3.2) in (5.1), by using Maple, we can obtain
xn
′
(x2 − 1)3PA(Γ2)(λ)+ 1− 3x2 − x2n
′+6 + 3x2n′+4 = g(s′, t ′, k′; x), (5.2)
where n′ = s′ + t ′ + k′ + 1 and
g(s′, t ′, k′; x) = 2xt ′+1 + 2xs′+1 + x2k′+2 − 2xt ′+3 − 2xs′+3 − x2s′+2 − x2+2t ′ − x4+2t ′ − x4+2s′
− 3x2k′+4 − 2x2k′+3+t ′ + 2x2k′+5+t ′ − 2xt ′+3+2s′ + 2xt ′+5+2s′ + 2x2k′+5+s′ − 2xs′+3+2t ′
+ 2xs′+5+2t ′ − x6+2s′+2t ′ − 2x2k′+3+s′ + x2k′+6+2s′ + x2k′+4+2s′ + x2k′+4+2t ′ + x2k′+6+2t ′
+ 3x4+2s′+2t ′ − 2x2k′+7+s′+2t ′ + 2x2k′+5+s′+2t ′ + 2x2k′+5+t ′+2s′ − 2x2k′+7+t ′+2s′ .
The following proposition follows from (5.1) and pr(2) = r + 1.
Proposition 5.1. PA(Γ2)(2) = −2k′s′t ′ − 2k′s′ − 2k′t ′ − 2s′t ′ − 2(k′ + s′ + t ′ + 1).
Lemma 5.2. There is no graph Γ1 = H(n; t + 1, s, k) being A-cospectral with Γ2 = Gs′+1,t ′+1 Pk′ .
Proof. Suppose that Γ1 = H(n; t + 1, s, k) and Γ2 = Gs′+1,t ′+1 Pk′ are A-cospectral, then they have the same number of
vertices, that is,
t + s+ k+ 1 = s′ + t ′ + k′ + 1 = n = n′. (5.3)
By (3.3) and (5.2), we get
f (s, k, t; x) = g(s′, t ′, k′; x). (5.4)
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Without loss of generality, we can assume s ≤ k and t ′ ≤ s′. Now enumerate the different possibilities for the monomial
of smallest degree of g(s′, t ′, k′; x) are
• 2xt ′+1 if t ′ + 1 < 2k′ + 2 and t ′ ≠ s′,
• 4xt ′+1 if t ′ + 1 < 2k′ + 2 and t ′ = s′,
• 3xt ′+1 if t ′ + 1 = 2k′ + 2 and t ′ ≠ s′,
• 5xt ′+1 if t ′ + 1 = 2k′ + 2 and t ′ = s′,
• x2k′+2 if t ′ + 1 > 2k′ + 2.
And the different possibilities for the monomial of smallest degree of f (s, k, t; x) are the same as (3.7). Therefore, by (5.4),
we only need to consider the case 2xt+1 = 2xt ′+1. Then t = t ′. We define
f ′(s, k, t; x) = f (s, k, t; x)− 2xt+1 + 2xt+3 + x2t+2 + x2t+4
and
g ′(s′, t ′, k′; x) = g(s′, t ′, k′; x)− 2xt ′+1 + 2xt ′+3 + x2t ′+2 + x2t ′+4.
For f ′(s, k, t; x), the different possibilities for the monomial of smallest degree are
• − 2x2s+4 if s < k,
• − 4x2s+4 if s = k.
For g ′(s′, t ′, k′; x), the different possibilities for the monomial of smallest degree are
• 2xs′+1 if s′ + 1 < 2k′ + 2,
• x2k′+2 if s′ + 1 > 2k′ + 2,
• 3xs′+1 if s′ + 1 = 2k′ + 2.
Clearly, there is no case such that the coefficients are the same, a contradiction. This completes the proof of Lemma 5.2. 
For a graph G, let L(G) be the line graph of G, and S(G) be the subdivision graph of G. Recall that a subdivision graph
S(G) is a graph obtained from G by replacing each edge of G by a path of length two [5]. Vertices of L(G) are in one-to-
one correspondence with edges of G, and two vertices in L(G) are adjacent if and only if the corresponding edges of G are
adjacent [5]. Note that the Q -spectrum of a graph can be exactly expressed by the A-spectrum of its line and subdivision
graphs [7,4,8], and the following results can be found in [7,4,25].
Lemma 5.3. If two graphs G and H are Q -cospectral, then their line graphsL(G) andL(H) are A-cospectral.
Lemma 5.4. Let G be a graph with n vertices, and S(G) its subdivision graph. Then graphs G and H are Q -cospectral if and only
if S(G) and S(H) are A-cospectral.
Since the subdivision graph of H(n; q, n1, n2) is H(2n; 2q, 2n1, 2n2), Lemma 5.4 and Theorem 3.4 imply the following
result.
Lemma 5.5. No two non-isomorphic graphs of the form H(n; q, n1, n2) are Q -cospectral.
For the sake of simplicity, let G1 = H(n, c + 6, a, b) with c being nonnegative even numbers and a, b positive even
numbers. Using Lemma 2.1, with u being the vertex of degree 4 in G1, we can compute the characteristic polynomial of G1
in terms of the characteristic polynomials of paths as follows
PA(G1)(λ) = λpapbpc+5 − pc+5pa−1pb − pc+5papb−1 − 2pc+4papb − 2papb. (5.5)
Substituting (3.2) in (5.5), by using Maple, we can obtain
xn(x2 − 1)3PA(G1)(λ)+ 1− 3x2 − x2n+6 + 3x2n+4 = f1(a, b, c; x), (5.6)
where n = a+ b+ c + 6 and
f1(a, b, c; x) = 2xc+6 − 2x2b+4 − 2x2a+4 − 2xc+8 − x2c+12 − x2c+14 − 2xc+8+2a + 2xc+10+2a − 2xc+8+2b
+ 2xc+10+2b + x2a+4+2b + x2a+6+2b + 2x2a+14+2c + 2x14+2b+2c + 2xc+10+2a+2b − 2xc+12+2a+2b.
The next lemma follows from (5.5) and pr(2) = r + 1.
Lemma 5.6. PA(G1)(2) = −2abc − 12ab− ac − bc − 6a− 6b.
Let G2 = Λ(a′, b′, c ′) be the graph shown in Fig. 5 with a′, b′ and c ′ being positive even numbers. Clearly, it is the
subdivision graph of G′2 with d(z, y) = a
′
2 , d(u, v) = b
′
2 and d(w, x) = c
′
2 (shown in Fig. 10). Then, by Lemma 2.1, with
u being the vertex of degree 3 in G2, we can compute the characteristic polynomial of G2 in terms of the characteristic
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Fig. 5. Graph G2 = Λ(a′, b′, c ′).
polynomials of paths recursively as follows
PA(G2)(λ) = λpa′(λpb′+2pc′+2 − p1pb′pc′+2 − p1pb′+2pc′)− pa′−1(λpb′+2pc′+2 − p1pb′pc′+2 − p1pb′+2pc′)
− pa′(λpb′+1pc′+2 − pb′pc′+2 − p1pb′+1pc′)− pa′(λpb′+2pc′+1 − pb′+2pc′ − p1pb′pc′+1)− 2pa′pb′pc′
= λ2pa′pb′+2pc′+2 − λp1pa′pb′pc′+2 − λp1pa′pb′+2pc′ − λpa′−1pb′+2pc′+2 + p1pa′−1pb′pc′+2
+ p1pa′−1pb′+2pc′ − λpa′pb′+1pc′+2 + pa′pb′pc′+2 + p1pa′pb′+1pc′ − λpa′pb′+2pc′+1
+ pa′pb′+2pc′ + p1pa′pb′pc′+1 − 2pa′pb′pc′ . (5.7)
Substituting (3.2) in (5.7), by using Maple, we can obtain
xn
′
(x2 − 1)3PA(G2)(λ)+ 1− 3x2 − x2n
′+6 + 3x2n′+4 = f2(a′, b′, c ′; x), (5.8)
where n′ = a′ + b′ + c ′ + 6 and
f2(a′, b′, c ′; x) = −x2a′+4 − x2b′+4 − x2c′+4 + x2a′+6 + x2b′+6 + x2c′+6 − 2x2a′+8 − 2x2b′+8 − 2x2c′+8
+ 2x2a′+2b′+10 + 2x2a′+2c′+10 + 2x2b′+2c′+10 − x2a′+2b′+12 − x2a′+2c′+12
− x2b′+2c′+12 + x2a′+2b′+14 + x2a′+2c′+14 + x2b′+2c′+14.
By (5.7) and pr(2) = r + 1, we have the following lemma.
Lemma 5.7. PA(G2)(2) = −2a′b′c ′ − 4a′b′ − 4a′c ′ − 4b′c ′ − 6a′ − 6b′ − 6c ′.
Lemma 5.8. Except for the A-cospectral graphsH(n; 2a+6, a, a+2) andΛ(a, a, 2a+2), there is no graphG1 = H(n; c+6, a, b)
being A-cospectral with G2 = Λ(a′, b′, c ′).
Proof. Suppose that G1 and G2 are A-cospectral, then they have the same number of vertices, that is,
a+ b+ c + 6 = a′ + b′ + c ′ + 6 = n = n′. (5.9)
By Lemmas 5.6 and 5.7, we have
− 2abc − 12ab− ac − bc − 6a− 6b = −2a′b′c ′ − 4a′b′ − 4a′c ′ − 4b′c ′ − 6a′ − 6b′ − 6c ′. (5.10)
Then Eqs. (5.6) and (5.8) imply that
f1(a, b, c; x) = f2(a′, b′, c ′; x). (5.11)
Without loss of generality, we can assume a ≤ b. Now enumerate the different possibilities for the monomial of smallest
degree of f1(a, b, c; x):
• 2xc+6 if c + 6 < 2a+ 4,
• − 2x2a+4 if c + 6 > 2a+ 4 and a ≠ b,
• − 4x2a+4 if c + 6 > 2a+ 4 and a = b,
• − 2x2b+4 if c + 6 = 2a+ 4 and c + 8 > 2b+ 4 (that is a = b),
• − 2xc+8 if c + 6 = 2a+ 4 and c + 8 < 2b+ 4 (that is b > a+ 1),
• − 4xc+8 if c + 6 = 2a+ 4 and c + 8 = 2b+ 4 (that is b = a+ 1).
(5.12)
Similarly, without loss of generality, we can assume a′ ≤ b′ ≤ c ′. Now enumerate the different possibilities for the
monomial of smallest degree of f2(a′, b′, c ′; x):
• − x2a′+4 if a′ < b′,
• − 2x2a′+4 if a′ = b′ < c ′,
• − 3x2a+4 if a′ = b′ = c ′.
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Fig. 6. Graph G3 = Θ(a′′, b′′, c ′′).
Then by (5.11), it suffices to consider the following cases:
Case 1.−2x2a+4 = −2x2a′+4 (the hypotheses are c + 6 > 2a + 4, a ≠ b and a′ = b′ < c ′). Then a′ = b′ = a. By (5.9), we
have c ′ = b+ c − a. Substitute a′ = a and b′ = a into f2(a′, b′, c ′; x), then
f2(a′, b′, c ′; x) = −2x2a+4 − x2c′+4 + 2x2a+6 + x2c′+6 − 4x2a+8 − 2x2c′+8 + 2x4a+10 + 4x2a+2c′+10
− x4a+12 − 2x2a+2c′+12 + x4a+14 + 2x2a+2c′+14.
Since c ′ > a and c ′, a are both positive even numbers, clearly c ′ > a+ 1. Thus 2c ′ + 4 > 2a+ 6. Then the second smallest
term of f2(a′, b′, c ′; x) is 2x2a+6. And the different possibilities for the second smallest term of f1(a, b, c; x) are
• − 2x2b+4 if 2b+ 4 < c + 6,
• 2xc+6 if 2b+ 4 > c + 6,
• − 2xc+8 if 2b+ 4 = c + 6.
(5.13)
So (5.11) implies that 2xc+6 = 2x2a+6, then c = 2a and c ′ = b+ c − a = a+ b. Substituting a, b, c = 2a, a′ = a, b′ = a and
c ′ = a+ b into (5.10), we have b = a+ 2. Clearly,
f1(a, b, c; x) = f2(a′, b′, c ′; x)
= −2x2a+4 + 2x2a+6 − 4x2a+8 − x4a+8 + 3x4a+10 − 3x4a+12 + x4a+14 + 4x6a+14 − 2x6a+16 + 2x6a+18.
Thus, graphs H(n; 2a+ 6, a, a+ 2) andΛ(a, a, 2a+ 2) are A-cospectral.
Case 2. −2x2b+4 = −2x2a′+4 (the hypotheses are c + 6 = 2a + 4, a = b and a′ = b′ < c ′). Then a = b = a′ = b′ and
c = 2a− 2. By (5.9), we have c ′ = c = 2a− 2. Substituting a, b = a, c = 2a− 2, a′ = a, b′ = a and c ′ = 2a− 2 into (5.10),
we have a2 − 3 = 0, which is a contradiction to the fact that a is a positive even number.
Case 3.−2xc+8 = −2x2a′+4 (the hypotheses are c + 6 = 2a+ 4, b > a+ 1 and a′ = b′ < c ′). Then a′ = b′ = a+ 1, which
are contradictions to the fact that a, a′ and b′ are positive even numbers.
Therefore, except for the A-cospectral graphs H(n; 2a + 6, a, a + 2) and Λ(a, a, 2a + 2), there is no graph G1 =
H(n; c + 6, a, b) being A-cospectral with G2 = Λ(a′, b′, c ′). This completes the proof of Lemma 5.8. 
Lemmas 5.4 and 5.8 imply the following result, since H(4a+8; 2a+6, a, a+2) is the subdivision graph of H(2a+4; a+
3, a2 ,
a
2 + 1) and G2 = Λ(a, a, 2a + 2) is the subdivision graph of G′2 with d(z, y) = a2 , d(u, v) = a2 and d(w, x) = a + 1
(shown in Fig. 10).
Lemma 5.9. Except for the graph H(2a+ 4; a+ 3, a2 , a2 + 1)with a being a positive even number, there is no graph of the form
H(n; q, n1, n2) being Q -cospectral with graph G′2. And graph H(2a + 4; a + 3, a2 , a2 + 1) is Q -cospectral with graph G′2 with
d(z, y) = a2 , d(u, v) = a2 and d(w, x) = a+ 1.
Let G3 = Θ(a′′, b′′, c ′′) be the graph shown in Fig. 6 with b′′ ≥ 3 and c ′′ ≥ 3 being odd numbers, and a′′ a positive even
number. Clearly, it is the subdivision graph of G′4 with q′ = b
′′+3
2 , d(u, v) = c
′′−1
2 and d(x, y) = a
′′
2 (shown in Fig. 10). Then,
by Lemma 2.1, with u being the vertex of degree 3 in G3, we can compute the characteristic polynomial of G3 in terms of the
characteristic polynomials of paths recursively as follows
PA(G3)(λ) = pc′′(λpa′′(λpb′′+4 − 2p1pb′′+2 − 2p21)− pa′′−1(λpb′′+4 − 2p1pb′′+2 − 2p21)
− 2pa′′(λpb′′+3 − pb′′+2 − p1pb′′+1 − 2p1)− 2pa′′pb′′ − 2p1pa′′)
= λ2pa′′pb′′+4pc′′ − 2λp1pa′′pb′′+2pc′′ − 2λp21pa′′pc′′ − λpa′′−1pb′′+4pc′′
+ 2p1pa′′−1pb′′+2pc′′ + 2p21pa′′−1pc′′ − 2λpa′′pb′′+3pc′′ + 2pa′′pb′′+2pc′′
+ 2p1pa′′pb′′+1pc′′ + 2p1pa′′pc′′ − 2pa′′pb′′pc′′ . (5.14)
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Substituting (3.2) in (5.14), by using Maple, we can obtain
xn
′′
(x2 − 1)3PA(G3)(λ)+ 1− 3x2 − x2n
′′+6 + 3x2n′′+4 = f3(a′′, b′′, c ′′; x), (5.15)
where n′′ = a′′ + b′′ + c ′′ + 6 and
f3(a′′, b′′, c ′′; x) = 2xb′′+3 − 2xb′′+7 − 2x2b′′+8 + x2b′′+10 − x2b′′+12 − x2a′′+4 + x2a′′+6 − 2x2a′′+8 + x2c′′+2
− 3x2c′′+4 − 2xb′′+2a′′+9 + 2xb′′+2a′′+13 − 2xb′′+2c′′+5 + 2xb′′+2c′′+9 + 3x2a′′+2b′′+14
− x2a′′+2b′′+16 + x2a′′+2c′′+6 − x2a′′+2c′′+8 + 2x2a′′+2c′′+10 + 2x2b′′+2c′′+10
− x2b′′+2c′′+12 + x2b′′+2c′′+14 + 2x2a′′+b′′+2c′′+11 − 2x2a′′+b′′+2c′′+15.
By (5.14) and pr(2) = r + 1, we have the following lemma.
Lemma 5.10. PA(G3)(2) = −2a′′b′′c ′′ − 2a′′b′′ − 10a′′c ′′ − 4b′′c ′′ − 10a′′ − 4b′′ − 20c ′′ − 20.
Lemma 5.11. Except for the A-cospectral graphs H(n; 2b, b, b) andΘ(b− 2, 2b− 3, b− 1), there is no graph G1 = H(n; c +
6, a, b) being A-cospectral with G3 = Θ(a′′, b′′, c ′′).
Proof. Suppose that G1 and G3 are A-cospectral, then they have the same number of vertices, that is,
a+ b+ c + 6 = a′′ + b′′ + c ′′ + 6 = n = n′′. (5.16)
By Lemmas 5.6 and 5.10, we have
− 2abc − 12ab− ac − bc − 6a− 6b = −2a′′b′′c ′′ − 2a′′b′′ − 10a′′c ′′ − 4b′′c ′′ − 10a′′ − 4b′′ − 20c ′′ − 20. (5.17)
Then Eqs. (5.6) and (5.15) imply that
f1(a, b, c; x) = f3(a′′, b′′, c ′′; x). (5.18)
The different possibilities for the monomial of smallest degree of f1(a, b, c; x) are the same as (5.12) in Lemma 5.8. Now
enumerate the different possibilities for the monomial of smallest degree of f3(a′′, b′′, c ′′; x):
• 2xb′′+3 if b′′ + 3 < 2a′′ + 4 and b′′ + 3 < 2c ′′ + 2,
• xb′′+3 if b′′ + 3 = 2a′′ + 4 < 2c ′′ + 2,
• 3xb′′+3 if b′′ + 3 = 2c ′′ + 2 < 2a′′ + 4,
• − x2a′′+4 if 2a′′ + 4 < b′′ + 3 and 2a′′ + 4 < 2c ′′ + 2,
• 2xb′′+3 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 < 2c ′′ + 4,
• − 2x2c′′+4 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 and 2c ′′ + 4 < b′′ + 3,
• − 2x2a′′+8 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 = 2c ′′ + 4,
• x2c′′+2 if 2c ′′ + 2 < b′′ + 3 and 2c ′′ + 2 < 2a′′ + 4,
• 2xb′′+3 if 2a′′ + 4 = b′′ + 3 = 2c ′′ + 2.
Then by (5.18), it suffices to consider the following cases:
Case 1. 2xc+6 = 2xb′′+3 (the hypotheses are c + 6 < 2a+ 4 and b′′+ 3 < 2a′′+ 4, b′′+ 3 < 2c ′′+ 2). Then b′′ = c + 3. Now
the different possibilities for the monomial of second smallest degree of f1(a, b, c; x) are
• − 2x2a+4 if 2a+ 4 < c + 8 and a ≠ b,
• − 4x2a+4 if 2a+ 4 < c + 8 and a = b,
• − 2xc+8 if 2a+ 4 > c + 8,
• − 4x2a+4 if 2a+ 4 = c + 8 and a ≠ b,
• − 6x2a+4 if 2a+ 4 = c + 8 and a = b.
(5.19)
And the different possibilities for the monomial of second smallest degree of f3(a′′, b′′, c ′′; x) are
• − 2xb′′+7 if b′′ + 7 < 2a′′ + 4 and b′′ + 7 < 2c ′′ + 2,
• − 3xb′′+7 if b′′ + 7 = 2a′′ + 4 < 2c ′′ + 2,
• − xb′′+7 if b′′ + 7 = 2c ′′ + 2 < 2a′′ + 4,
• − x2a′′+4 if 2a′′ + 4 < b′′ + 7 and 2a′′ + 4 < 2c ′′ + 2,
• − 2xb′′+7 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 < 2c ′′ + 4,
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• − 2x2c′′+4 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 and 2c ′′ + 4 < b′′ + 7,
• − 4x2c′′+4 if 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 = 2c ′′ + 4,
• x2c′′+2 if 2c ′′ + 2 < b′′ + 7 and 2c ′′ + 2 < 2a′′ + 4,
• − 2xb′′+7 if 2a′′ + 4 = b′′ + 7 = 2c ′′ + 2.
Then by (5.18), we consider the following subcases:
Case 1.1.−2x2a+4 = −2xb′′+7 (the hypotheses are 2a + 4 < c + 8, a ≠ b and b′′ + 7 < 2a′′ + 4, b′′ + 7 < 2c ′′ + 2). Then
2a+ 4 = b′′ + 7 = c + 10 > c + 8, a contradiction to 2a+ 4 < c + 8.
Case 1.2.−2x2a+4 = −2xb′′+7 (the hypotheses are 2a+ 4 < c + 8, a ≠ b and 2a′′+ 4 = 2c ′′+ 2 < b′′+ 7 < 2c ′′+ 4). Then
2a+ 4 = b′′ + 7 = c + 10 > c + 8, a contradiction to 2a+ 4 < c + 8.
Case 1.3.−2x2a+4 = −2x2c′′+4 (the hypotheses are 2a+4 < c+8, a ≠ b and 2a′′+4 = 2c ′′+2 < b′′+7, 2c ′′+4 < b′′+7).
Then a = c ′′, which is a contradiction to the fact that a is a positive even number and c ′′ is a positive odd number.
Case 1.4. −2x2a+4 = −2xb′′+7 (the hypotheses are 2a + 4 < c + 8, a ≠ b and 2a′′ + 4 = b′′ + 7 = 2c ′′ + 2). Then
2a+ 4 = b′′ + 7 = c + 10 > c + 8, a contradiction to 2a+ 4 < c + 8.
Case 1.5. −4x2a+4 = −4x2c′′+4 (the hypotheses are 2a + 4 < c + 8, a = b and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 = 2c ′′ + 4).
Then a = c ′′, which is a contradiction to the fact that a is a positive even number and c ′′ is a positive odd number.
Case 1.6.−2xc+8 = −2xb′′+7 (the hypotheses are c+ 8 < 2a+ 4 and b′′+ 7 < 2a′′+ 4, b′′+ 7 < 2c ′′+ 2). Then b′′ = c+ 1,
which is a contradiction to b′′ = c + 3.
Case 1.7. −2xc+8 = −2xb′′+7 (the hypotheses are c + 8 < 2a + 4 and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 < 2c ′′ + 4). Then
b′′ = c + 1, which is a contradiction to b′′ = c + 3.
Case 1.8. −2xc+8 = −2x2c′′+4 (the hypotheses are c + 8 < 2a + 4 and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7, 2c ′′ + 4 < b′′ + 7).
Then c = 2c ′′ − 4 = 2a′′ − 2, so b′′ = c + 3 = 2a′′ + 1. Since b′′ + 3, 2a′′ + 4 and b′′ + 7 are positive even numbers,
b′′ + 3 < 2a′′ + 4 < b′′ + 7 implies that 2a′′ + 4 = b′′ + 5, that is b′′ = 2a′′ − 1, which is a contradiction to b′′ = 2a′′ + 1.
Case 1.9.−2xc+8 = −2xb′′+7 (the hypotheses are c + 8 < 2a+ 4 and 2a′′+ 4 = b′′+ 7 = 2c ′′+ 2). Then b′′ = c + 1, which
is a contradiction to b′′ = c + 3.
Case 1.10. −4xc+8 = −4x2c′′+4 (the hypotheses are 2a + 4 = c + 8, a ≠ b and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 7 = 2c ′′ + 4).
Then c + 8 = 2c ′′ + 4 = b′′ + 7 implies that b′′ = c + 1, which is a contradiction to b′′ = c + 3.
Case 2. 2xc+6 = 2xb′′+3 (the hypotheses are c + 6 < 2a+ 4 and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 < 2c ′′ + 4). Indeed, 2c ′′ + 2,
b′′ + 3 and 2c ′′ + 4 are positive even numbers, there does not exist b′′ + 3 such that 2c ′′ + 2 < b′′ + 3 < 2c ′′ + 4, so the
hypotheses are not valid.
Case 3. 2xc+6 = 2xb′′+3 (the hypotheses are c + 6 < 2a + 4 and 2a′′ + 4 = b′′ + 3 = 2c ′′ + 2). Then b′′ = c + 3. Now
the monomial of second smallest degree of f3(a′′, b′′, c ′′; x) is −2x2c′′+4, and the different possibilities for the monomial of
second smallest degree of f1(a, b, c; x) are the same as (5.19). Then by (5.18), it suffices to consider the following subcases:
Case 3.1.−2x2a+4 = −2x2c′′+4 (the hypotheses are 2a+ 4 < c + 8 and a ≠ b). Then 2a+ 4 = 2c ′′ + 4 = b′′ + 5 = c + 8,
which is a contradiction to 2a+ 4 < c + 8.
Case 3.2. −2xc+8 = −2x2c′′+4 (the hypothesis is 2a + 4 > c + 8). Substituting 2a′′ = b′′ − 1 and 2c ′′ = b′′ + 1 into
f3(a′′, b′′, c ′′; x), we have
f3(a′′, b′′, c ′′; x) = 2xb′′+3 − 2xb′′+5 − 4xb′′+7 − x2b′′+6 − 5x2b′′+8
+ 5x2b′′+10 + x2b′′+12 + 4x3b′′+11 + 2x3b′′+13 − 2x3b′′+15.
Clearly, the monomial of third smallest degree of f3(a′′, b′′, c ′′; x) is −4xb′′+7. By substituting c = b′′ − 3 into f1(a, b, c; x),
we have
f1(a, b, c; x) = 2xb′′+3 − 2xb′′+5 − 2x2b+4 − 2x2a+4 − x2b′′+6 − x2b′′+8 − 2xb′′+5+2a + 2xb′′+7+2a − 2xb′′+5+2b
+ 2xb′′+7+2b + x2a+4+2b + x2a+6+2b + 2x2a+8+2b′′ + 2x8+2b+2b′′ + 2xb′′+7+2a+2b − 2xb′′+9+2a+2b.
Now the different possibilities for the monomial of third smallest degree of f1(a, b, c; x) are
• − 2x2a+4 if 2a+ 4 < 2b′′ + 6 and a ≠ b,
• − 4x2a+4 if 2a+ 4 < 2b′′ + 6 and a = b,
• − x2b′′+6 if 2a+ 4 > 2b′′ + 6,
• − 3x2a+4 if 2a+ 4 = 2b′′ + 6 and a ≠ b,
• − 5x2a+4 if 2a+ 4 = 2b′′ + 6 and a = b.
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Then by (5.18), we have−4xb′′+7 = −4x2a+4 (the hypotheses are 2a+ 4 < 2b′′+ 6 and a = b). Then a = b = b′′+32 . Clearly,
f1(a, b, c; x) = f3(a′′, b′′, c ′′; x)
= 2xb′′+3 − 2xb′′+5 − 4xb′′+7 − x2b′′+6 − 5x2b′′+8 + 5x2b′′+10
+ x2b′′+12 + 4x3b′′+11 + 2x3b′′+13 − 2x3b′′+15.
Nowwehave a = b, b′′ = 2b−3, c = 2b−6, a′′ = b−2 and c ′′ = b−1. Thus, graphsH(n; 2b, b, b) andΘ(b−2, 2b−3, b−1)
are A-cospectral, where b ≥ 4 is a positive even number.
Case 4.−2x2a+4 = −2x2c′′+4 (the hypotheses are c+ 6 > 2a+ 4, a ≠ b and 2a′′+ 4 = 2c ′′+ 2 < b′′+ 3, 2c ′′+ 4 < b′′+ 3).
Then c ′′ = a, which is a contradiction to the fact that c ′′ is a positive odd number and a is a nonnegative even number.
Case 5.−2x2a+4 = −2x2a′′+8 (the hypotheses are c + 6 > 2a+ 4, a ≠ b and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 = 2c ′′ + 4). Then
a′′ = a− 2, b′′ = 2a− 1 and c ′′ = a− 1. Substituting a′′ = a− 2, b′′ = 2a− 1 and c ′′ = a− 1 into f3(a′′, b′′, c ′′; x), we get
f3(a′′, b′′, c ′′; x) = −2x2a+4 − 2x2a+6 + x4a − 3x4a+2 + 3x4a+8 − x4a+10 + 2x6a+4 + 2x6a+6.
Now the monomial of second smallest degree of f3(a′′, b′′, c ′′; x) is−2x2a+6. The different possibilities for the monomial of
second smallest degree of f1(a, b, c; x) is the same as (5.13) in Lemma 5.8. Then by (5.18), consider the following subcases:
Case 5.1.−2x2a+6 = −2x2b+4 (the hypothesis is 2b+ 4 < c + 6). Then b = a+ 1, which is a contradiction to the fact that a
and b are positive even numbers.
Case 5.2.−2x2a+6 = −2xc+8 (the hypothesis is 2b+ 4 = c + 6). Then a = b, a contradiction to a ≠ b.
Case 6.−2x2b+4 = −2x2c′′+4 (the hypotheses are c+ 6 = 2a+ 4, a = b and 2a′′+ 4 = 2c ′′+ 2 < b′′+ 3, 2c ′′+ 4 < b′′+ 3).
Then c ′′ = b, which is a contradiction to the fact that c ′′ is a positive odd number and b is a positive even number.
Case 7.−2x2b+4 = −2x2a′′+8 (the hypotheses are c + 6 = 2a+ 4, a = b and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 = 2c ′′ + 4). Then
we have b = a, c = 2a − 2, a′′ = a − 2, c ′′ = a − 1, b′′ = 2a − 1. But a + b + c = 4a − 2 ≠ a′′ + b′′ + c ′′ = 4a − 4, a
contradiction to (5.16).
Case 8.−2xc+8 = −2x2c′′+4 (the hypotheses are c+6 = 2a+4, b > a+1 and 2a′′+4 = 2c ′′+2 < b′′+3, 2c ′′+4 < b′′+3).
Then we have c = 2a− 2, c ′′ = a+ 1 and a′′ = a. By (5.16), we have b′′ = a+ b− 3. Substituting c = 2a− 2, c ′′ = a+ 1,
a′′ = a and b′′ = a + b − 3 into (5.17), we have b = a + 4 + 8a−1 . Then a = 2 and b = 14, since a and b are both positive
even numbers. So we have a = 2, b = 14, c = 2 and a′′ = 2, b′′ = 13, c ′′ = 3. Substitute them back into f1(a, b, c; x) and
f3(a′′, b′′, c ′′; x) respectively, and by simple computation, we get f1(a, b, c; x) ≠ f3(a′′, b′′, c ′′; x), a contradiction.
Case 9.−2xc+8 = −2x2a′′+8 (the hypotheses are c + 6 = 2a+ 4, b > a+ 1 and 2a′′ + 4 = 2c ′′ + 2 < b′′ + 3 = 2c ′′ + 4).
Then 2a+ 4 = c + 6 = 2a′′ + 6 = 2c ′′ + 4 implies that a = c ′′, which is a contradiction to the fact that c ′′ is a positive odd
number and a is a positive even number.
Therefore, except for the A-cospectral graphs H(n; 2b, b, b) andΘ(b− 2, 2b− 3, b− 1)with b ≥ 4 being a positive even
number, there is no graph G1 = H(n; c + 6, a, b) being A-cospectral with G3 = Θ(a′′, b′′, c ′′). This completes the proof of
Lemma 5.11. 
Lemmas 5.4 and 5.11 imply the following result, since H(4b; 2b, b, b) is the subdivision graph of H(2b; b, b2 , b2 ) and
G3 = Θ(b − 2, 2b − 3, b − 1) is the subdivision graph of G′4 with q′ = b, d(u, v) = b2 − 1 and d(x, y) = b2 − 1 (shown in
Fig. 10).
Lemma 5.12. Except for the graph H(2b; b, b2 , b2 ) with b ≥ 4 being a positive even number, there is no graph of the form
H(n; q, n1, n2) being Q -cospectral with graph G′4. The graph H(2b; b, b2 , b2 ) is Q -cospectral with graph G′4 with q′ = b,
d(u, v) = b2 − 1 and d(x, y) = b2 − 1.
In the following, we will prove that graphs H(n; q, n1, n2), except for graphs H(2a + 4; a + 3, a2 , a2 + 1) with a being
a positive even number and H(2b; b, b2 , b2 ) with b ≥ 4 being a positive even number, are determined by their Q -spectra.
Before this, we give some useful lemmas.
Lemma 5.13. Let G = H(n; q, n1, n2). Then λ2 (S(G)) < 2.
Proof. Let u be the vertex of degree 4 in G. By the interlacing theorem for the A-spectrum, we obtain that
λ2(S(G)) ≤ λ1(S(G)− u) = λ1

P2q−1

P2n1

P2n2

< 2,
since the largest eigenvalue for the A-spectrum of a path is less than 2. 
Lemma 5.14. Let G = H(n; q, n1, n2). If a graph H with deg(H) = (4, 2n−3, 12) is Q -cospectral to G, then H does not contain
cycles as its components.
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Fig. 7. Smith graphsWk , S1 , S2 and S3 .
Proof. S(H) is A-cospectral to S(G), since H is Q -cospectral to G. By Lemma 5.13, λ2(S(H)) = λ2(S(G)) < 2. By
contradiction, we assume that H = H ′ Ck. Then S(H) = S(H ′) C2k. Note that λ1(S(H)) = λ1(S(G)) > 2, since C2q is a
proper subgraph of S(G) and λ1(C2q) = 2. Then λ1(S(H)) = λ1(S(H ′)) > 2 and λ2(S(H)) = max{λ2(S(H ′)), λ1(C2q)} ≥ 2,
a contradiction. 
Recall that a connected graph which satisfies λ1 = 2 is called a Smith graph (see [22]). These graphs are a cycle Cn
(n = 3, 4, . . .), and the graphs depicted in Fig. 7 (k denotes the length of the corresponding path inWk, for k = 0 the graph
reduces toW0 = K1,4).
Lemma 5.15. Let G = H(n; q, n1, n2). If a graph H is Q -cospectral to G, then H does not contain an induced subgraph isomorphic
to the disjoint union of two cycles.
Proof. S(H) is A-cospectral to S(G), since H is Q -cospectral to G. By Lemma 5.13, λ2(S(H)) = λ2(S(G)) < 2. It implies that
S(H) has no induced subgraph isomorphic to the disjoint union of two cycles, since the largest eigenvalue for the A-spectrum
of a cycle is 2. Therefore, graph H has no induced subgraph isomorphic to the disjoint union of two cycles. 
Similarly, we get the following lemma, since the subdivision graph of K1,3 is S1.
Lemma 5.16. Let G = H(n; q, n1, n2). If a graph H is Q -cospectral to G, then H does not contain an induced subgraph isomorphic
to the disjoint union of a cycle and K1,3.
Theorem 5.17. Let G = H(n; q, n1, n2). Then graph G is determined by its Q -spectrum, except for graphs H(2a+4; a+3, a2 , a2+
1) with a being a positive even number and H(2b; b, b2 , b2 ) with b ≥ 4 being an even number.
Proof. Suppose that graphsG′ andG areQ -cospectral. Then Lemma 2.9 implies thatG′ has n vertices, n edges and
∑n
i=1 d
2
i =∑n
i=1 d
′2
i , where di, d
′
i are degrees of vertices vi, v
′
i in H(n; q, n1, n2) and G′, respectively. Suppose that G′ has x′j vertices of
degree j, for j = 0, 1, . . . ,∆, where∆ is the maximum degree of G′. Then
∆−
j=0
x′j = n, (5.20)
∆−
j=0
jx′j = 2n, (5.21)
∆−
j=0
j2x′j = 16+ 4(n− 3)+ 2. (5.22)
Therefore
∆−
j=0
(j2 − 3j+ 2)x′j = 6, (5.23)
i.e.,
2x′0 + 2x′3 + 6x′4 + 12x′5 +
∆−
j=6
(j2 − 3j+ 2)x′j = 6. (5.24)
Eq. (5.24) implies that
Case 1. x′0 = 3, x′3 = x′4 = · · · = x′∆ = 0. By (5.20) and (5.21), we have x′1 = −6 < 0, x′2 = n+ 3 > n, a contradiction.
Case 2. x′0 = 2, x′3 = 1, x′4 = · · · = x′∆ = 0. By (5.20) and (5.21), we have x′1 = −3 < 0, x′2 = n, a contradiction.
Case 3. x′0 = 1, x′3 = 2, x′4 = · · · = x′∆ = 0. By (5.20) and (5.21), we have x′1 = 0, x′2 = n− 3. By (iv) of Lemma 2.9, we have
6nG(C3)+
n−
i=1
di(G)3 = 6nG′(C3)+
n−
i=1
di(G′)3.
Then nG′(C3) = nG(C3)+ 2.
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Fig. 8. Graphs H(5; 3, 1, 1) and G′ .
Fig. 9. Graphs G = H(n; 3, n1, n2) and G′ .
Fig. 10. Graphs G′1 , G
′
2 , G
′
3 and G
′
4 .
Case 3.1. nG(C3) = 1. Then nG′(C3) = 3. Together with deg(G′) = (32, 2n−3, 01), there always exists an induced subgraph
isomorphic to the disjoint union of two cycles, a contradiction to Lemma 5.15.
Case 3.2. nG(C3) = 0. Then nG′(C3) = 2. By Lemmas 5.15 and 5.16, the only possible case of G′ is shown in Fig. 8. But it needs
G to be H(5; 3, 1, 1) (shown in Fig. 8), a contradiction to nG(C3) = 0.
Case 4. x′0 = 0, x′3 = 3, x′4 = · · · = x′∆ = 0. By (5.20) and (5.21), we have x′1 = 3, x′2 = n− 6. By (iv) of Lemma 2.9, we have
6nG(C3)+
n−
i=1
di(G)3 = 6nG′(C3)+
n−
i=1
di(G′)3.
Then nG′(C3) = nG(C3)+ 1. Together with deg(G′) = (33, 2n−6, 13), consider the following subcases.
Case 4.1. nG(C3) = 1. Then nG′(C3) = 2. By Lemmas 5.15 and 5.16, the only case of G′ is shown in Fig. 9. Note that for the
Q -spectrum the multiplicity of 0 gives the number of bipartite components [7]. Then there is an eigenvalue 0 in the
Q -spectrum of G′, but there is no eigenvalue 0 in theQ -spectrum of G. Clearly, G and G′ are notQ -cospectral, a contradiction.
Case 4.2. nG(C3) = 0, i.e, G = H(n; q, n1, n2) with q ≥ 4. Then nG′(C3) = 1. By Lemmas 5.15 and 5.16, the possible cases of
G′ are shown in Fig. 10. Let d(w, y) be the distance (the length of a shortest path) between two vertices w and y. Consider
the following subcases.
Case 4.2.1. For graph G′1, if d(w, y) ≥ 2, then there always exists an induced subgraph isomorphic to the disjoint union of a
cycle C6 and Smith graph S1 in S(G′1), a contradiction to λ2(S(G)) = λ2(S(G′1)) < 2.
If d(w, y) = 1, d(y, z) ≥ 3 and d(u, v) ≥ 2, or d(w, y) = 1, d(y, x) ≥ 3 and d(u, v) ≥ 2, then there always exists
an induced subgraph isomorphic to the disjoint union of Smith graphs S2 and S3 in S(G′1), a contradiction to λ2(S(G)) =
λ2(S(G′1)) < 2.
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Fig. 11. Graphs G′1,1 and G
′
1,2 .
If d(w, y) = 1, d(y, x) ≥ 2, d(y, z) ≥ 2, and d(u, v) ≥ 2, then there always exists an induced subgraph isomorphic to the
disjoint union of two Smith graphs S2 in S(G′1), a contradiction to λ2(S(G)) = λ2(S(G′1)) < 2.
Then the two possible forms of G′1 are shown in Fig. 11.
Case 4.2.1.1. For graph G′1,1, Lemma 5.3 implies that line graphsL(G) andL(G
′
1,1) are A-cospectral. In the following, we use
Lemma 2.4 to compute the number of closed walks of length 5 inL(G) andL(G′1,1), respectively.
For graphL(G),
NL(G)(5) =

380, since nL(G)(K3) = 4, nL(G)(C5) = 2 and nL(G)(L(3, 1)) = 24,
if q = 4, n1, n2 ≥ 2,
350, since nL(G)(K3) = 4, nL(G)(C5) = 2 and nL(G)(L(3, 1)) = 21,
if q = 4, n1 = 1, or n2 = 1,
320, since nL(G)(K3) = 4, nL(G)(C5) = 2 and nL(G)(L(3, 1)) = 18,
if q = 4, n1 = n2 = 1,
370, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 24,
if q = 5, n1, n2 ≥ 2,
340, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 21,
if q = 5, n1 = 1, or n2 = 1,
310, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 18,
if q = 5, n1 = n2 = 1,
360, since nL(G)(K3) = 4, nL(G)(C5) = 0 and nL(G)(L(3, 1)) = 24,
if q ≥ 6, n1, n2 ≥ 2,
330, since nL(G)(K3) = 4, nL(G)(C5) = 0 and nL(G)(L(3, 1)) = 21,
if q ≥ 6, n1 = 1, or n2 = 1,
300, since nL(G)(K3) = 4, nL(G)(C5) = 0 and nL(G)(L(3, 1)) = 18,
if q ≥ 6, n1 = n2 = 1.
For graphL(G′1,1),
NL(G′1,1)(5) =

290, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 16,
if d(y, z), d(y, x) ≥ 2,
280, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 15,
if d(y, z) = 1, or d(y, x) = 1,
270, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 14,
if d(y, z) = d(y, x) = 1.
Clearly, NL(G)(5) ≠ NL(G′1,1)(5), a contradiction to (v) of Lemma 2.2.
Case 4.2.1.2. For graph G′1,2, use the same method as in Case 4.2.1.1, we have
NL(G′1,2)(5) =

290, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 16,
if d(u, v), d(y, z) ≥ 2,
280, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 15,
if d(u, v) = 1, or d(y, z) = 1,
270, since nL(G)(K3) = 4, nL(G)(C5) = 1 and nL(G)(L(3, 1)) = 14,
if d(u, v) = d(y, z) = 1.
Clearly, NL(G)(5) ≠ NL(G′1,2)(5), a contradiction to (v) of Lemma 2.2.
Case 4.2.2. For graph G′2, Lemma 5.9 implies that graph H(2a + 4; a + 3, a2 , a2 + 1) is Q -cospectral with graph G′2 with
d(z, y) = a2 , d(u, v) = a2 and d(w, x) = a+ 1, where a is a positive even number.
Case 4.2.3. For graph G′3, if d(y, z) ≥ 2, d(w, y) ≥ 2 and q′ ≥ 5, then there always exists an induced subgraph isomorphic to
the disjoint union of a cycle C6 and a Smith graph S1 in S(G′3), a contradiction to λ2(S(G)) = λ2(S(G′3)) < 2.
If d(y, z) = 1, d(x, y) ≥ 1 and q′ ≥ 7, then there always exists an induced subgraph isomorphic to the disjoint union of
two Smith graphs S2 and S3 in S(G′3), a contradiction to λ2(S(G)) = λ2(S(G′3)) < 2.
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Fig. 12. Graphs G′3,1 , G
′
3,2 and G
′
3,3 .
If d(y, z) = 1, d(x, y) ≥ 2 and q′ ≥ 6, then there always exists an induced subgraph isomorphic to the disjoint union of
two Smith graphs S2 in S(G′3), a contradiction to λ2(S(G)) = λ2(S(G′3)) < 2.
Then the three possible forms of G′3 are shown in Fig. 12.
Case 4.2.3.1. For graph G′3,1, Lemma 5.3 implies that line graphsL(G) andL(G
′
3,1) are A-cospectral. By Lemma 2.3, we have∑
i λi(L(G
′
3,1))
4 =∑i λi(L(G))4. For graphL(G),
−
i
λi(L(G))4 =

6n+ 110, if q = 4, n1, n2 ≥ 2,
6n+ 102, if q = 4, n1 = 1, or n2 = 1,
6n+ 94, if q = 4, n1 = n2 = 1,
6n+ 102, if q ≥ 5, n1, n2 ≥ 2,
6n+ 94, if q ≥ 5, n1 = 1, or n2 = 1,
6n+ 86, if q ≥ 5, n1 = n2 = 1.
By computing
∑
i λi(L(G
′
3,1))
4, we get
−
i
λi(L(G′3,1))
4 =

6n+ 98, if d(u, v) ≥ 2, d(x, y) ≥ 2,
6n+ 102, if d(u, v) = 1, d(x, y) ≥ 2,
6n+ 94, if d(u, v) ≥ 2, d(x, y) = 1,
6n+ 98, if d(u, v) = 1, d(x, y) = 1.
Then consider the following equality cases:
Case 4.2.3.1.1. 6n+ 102: H(n; 4, n1, n2) with n1 = 1, or n2 = 1 and G′3,1 with d(u, v) = 1 and d(x, y) ≥ 2. By Lemma 2.4,
NL(G′3,1)(5) = 330 ≠ NL(H(n;4,n1,n2))(5) = 350, a contradiction to (v) of Lemma 2.2.
Case 4.2.3.1.2. 6n+ 102: H(n; q, n1, n2) with q ≥ 5 and n1, n2 ≥ 2 and G′3,1 with d(u, v) = 1 and d(x, y) ≥ 2. Now,
NL(G′3,1)(5) = 330 ≠ NL(H(n;5,n1,n2))(5) = 370, and
NL(G′3,1)(5) = 330 ≠ NL(H(n;q,n1,n2))(5) = 360, with q ≥ 6,
contradictions to (v) of Lemma 2.2.
Case 4.2.3.1.3. 6n+ 94: H(n; 4, n1, n2) with n1 = n2 = 1 and G′3,1 with d(u, v) ≥ 2 and d(x, y) = 1. Now, the number of
vertices of H(n; 4, n1, n2)with n1 = n2 = 1 is 6, but there are at least 9 vertices in G′3,1 with d(u, v) ≥ 2 and d(x, y) = 1, a
contradiction.
Case 4.2.3.1.4. 6n+ 94: H(n; q, n1, n2) with q ≥ 5 and n1 = 1, or n2 = 1 and G′3,1 with d(u, v) ≥ 2 and d(x, y) = 1. By
Lemma 2.4, NL(G′3,1)(5) = 320 ≠ NL(H(n;5,n1,n2))(5) = 340, and
NL(G′3,1)(5) = 320 ≠ NL(H(n;q,n1,n2))(5) = 330, with q ≥ 6,
contradictions to (v) of Lemma 2.2.
Case 4.2.3.2. For graph G′3,2, Lemma 5.3 implies that line graphsL(G) andL(G
′
3,2) are A-cospectral. Similarly to Case 4.2.3.1,
we compute
∑
i λi(L(G
′
3,2))
4. Then
−
i
λi(L(G′3,2))
4 =

6n+ 90, if d(u, v) ≥ 2, d(x, y) ≥ 2,
6n+ 94, if d(u, v) = 1, d(x, y) ≥ 2,
6n+ 86, if d(u, v) ≥ 2, d(x, y) = 1,
6n+ 90, if d(u, v) = 1, d(x, y) = 1.
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Then consider the following equality cases:
Case 4.2.3.2.1. 6n+ 94: H(n; 4, n1, n2) with n1 = n2 = 1 and G′3,2 with d(u, v) = 1 and d(x, y) ≥ 2. Now, the number of
vertices of H(n; 4, n1, n2) with n1 = n2 = 1 is 6, but there are at least 10 vertices in G′3,2 with d(u, v) = 1 and d(x, y) ≥ 2,
a contradiction.
Case 4.2.3.2.2. 6n+ 94: H(n; q, n1, n2) with q ≥ 5 and n1 = 1 or n2 = 1 and G′3,2 with d(u, v) = 1, d(x, y) ≥ 2. By
Lemma 2.4, NL(G′3,2)(5) = 310 ≠ NL(H(n;5,n1,n2))(5) = 340, and
NL(G′3,2)(5) = 310 ≠ NL(H(n;q,n1,n2))(5) = 330, with q ≥ 6,
contradictions to (v) of Lemma 2.2.
Case 4.2.3.2.3. 6n+ 86: H(n; q, n1, n2) with q ≥ 5 and n1 = n2 = 1 and G′3,2 with d(u, v) ≥ 2, d(x, y) = 1. Lemma 2.4
implies that NL(G′3,2)(5) = 300 ≠ NL(H(n;5,n1,n2))(5) = 310, a contradiction to (v) of Lemma 2.2.
For H(n; q, n1, n2) with q ≥ 6 and n1 = n2 = 1, we use Lemma 2.4 to compute the number of closed walks of length 7
inL(H(n; q, n1, n2)), then
NL(G)(7) =
3248, if q = 6,
3234, if q = 7,
3220, if q ≥ 8.
And the number of closed walks of length 7 in L(G′3,2) is NL(G′3,2)(7) = 3234. Clearly, the unique equality case is graphs
H(n; 7, n1, n2) with n1 = n2 = 1 and G′3,2 with d(u, v) ≥ 2 and d(x, y) = 1. Now, the number of vertices of H(n; 7, n1, n2)
with n1 = n2 = 1 is 9, but there are at least 10 vertices of G′3,2 with d(u, v) ≥ 2 and d(x, y) = 1, a contradiction.
Case 4.2.3.3. For graph G′3,3, Lemma 5.3 implies that line graphsL(G) andL(G
′
3,3) are A-cospectral. Then by Lemma 2.4, we
have NL(G′3,3)(5) = 290, since nL(G′3,3)(K3) = 4, nL(G′3,3)(C5) = 1 and nL(G′3,3)(L(3, 1)) = 16. Clearly, NL(G′3,3)(5) ≠ NL(G)(5),
a contradiction to (v) of Lemma 2.2.
Case 4.2.4. For graph G′4, Lemma 5.12 implies that graph H(2b; b, b2 , b2 ) is Q -cospectral with graph G′4, with q′ = b,
d(u, v) = b2 − 1 and d(x, y) = b2 − 1, where b ≥ 4 is an even number.
Case 5. x′4 = 1, x′0 = x′3 = · · · = x′∆ = 0. By (5.20) and (5.21), we have x′1 = 2, x′2 = n− 3. Then deg(G′) = (4, 2n−3, 12). By
Lemma 5.14, G′ contains no cycles as its components. Then G′ is the form of either Γ2 or G.
Case 5.1. G′ is the form of Γ2, consider their subdivision graphs S (H(n; q, n1, n2)) and S(Γ2). Lemma 5.4 implies that
S (H(n; q, n1, n2)) and S(Γ2) are A-cospectral. But by Lemma 5.2, S(H(n; q, n1, n2)) and S(Γ2) cannot be A-cospectral, a
contradiction.
Case 5.2. G′ is the form of G. Suppose that G′ = H(n; q′, n′1, n′2). Lemma 5.4 implies that S(H(n; q, n1, n2)) and
S(H(n; q′, n′1, n′2)) are A-cospectral. By Lemma 5.5, S(H(n; q, n1, n2)) and S(H(n; q′, n′1, n′2)) are isomorphic.
Therefore,H(n; q, n1, n2) and G′ are isomorphic, except for graphsH(2a+4; a+3, a2 , a2 +1)with a being a positive even
number and H(2b; b, b2 , b2 )with b ≥ 4 being an even number. This completes the proof of Theorem 5.17. 
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