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ABSTRACT 
Many problems in science require the computation of only one singular vector or, 
more generally, a singular subspace of a matrix. Instead of computing the complete 
singular-value decomposition, iterative methods can be used to improve the computa- 
tional speed, in particular when a priori information about the solution is available. 
This paper deals with the computation of a basis of a singular subspace of a matrix 
associated with its smallest singular values. Three iterative methods-inverse, 
Chebyshev, and inverse Chebyshev iteration-are compared by analyzing their 
convergence properties. Based on the convergence rate and the operation counts per 
iteration step, it is shown in which problems a particular iterative algorithm is most 
efficient. If the gap between the singular values associated with the desired and 
undesired singular subspace is large, inverse iteration is clearly the best choice. If 
not, convergence can be accelerated by applying inverse Chebyshev iteration pro- 
vided sufficiently tight bounds delineating the undesired singular-value spectrum are 
known. The smaller the gap, the larger the gain in speed. Unless the matrix is 
structured or sparse, this method is shown to be always more efficient than ordinary 
Chebyshev iteration. 
1. INTRODUCTION 
Nowadays, the singular-value decomposition (SVD) is considered the 
most reliable and widely used tool in linear algebra. It arises in least-squares 
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[l] and total-least-squares (TLS) applications [19, 181, in the computation of 
the pseudoinverse, and in the solution of (non)homogeneous linear equations 
[8]. Because of its solid numerical properties, the SVD is now incorporated in 
many reliable algorithms used in the most diverse fields: digital signal 
processing, optimization, system identification, modal analysis, medicine, 
economics, etc. 
Its greatest disadvantage is its high computational cost. A considerable 
saving in computation time can be obtained by computing only that part of 
the complete SVD that is needed. In this paper, we concentrate on those 
applications which require only the computation of a singular subspace 
associated with the smallest singular values of a matrix. For example, in 
solving homogeneous linear equations Ax = 0, only the calculation of the 
right singular vectors of A associated with its zero singular values is 
required. Likewise, in TLS applications Ax = h with A of full rank, the 
solution is obtained from the right singular vector of [A; b] associated with its 
smallest singular value. If A is rank-deficient or if multiple right-hand sides 
B = [b,, . . , bJ are used, the TLS solution is computed from a basis of the 
right singular subspace of [A; B] associated with its smallest singular values 
[8, Section 12.3; 19; 171. The same applies for the calculation of the numerical 
null space of a perturbed matrix. Even the solution of nonhomogeneous 
linear equations AX = B only requires the computation of the null space of 
the corresponding matrix [A; B]. For all those cases, the partial SVD (PSVD) 
algorithm presented in [15] can be used. This algorithm first bidiagonalizes 
the given matrix and then only performs a partial diagonalization of this 
bidiagonal, using an appropriate choice of QR and QL iteration steps, until 
convergence has occurred to a basis of the desired subspace. Typically, 
PSVD reduces the computation time of the classical SVD algorithm by a 
factor 2 while the same reliability can be maintained. A drawback of this 
method is that the matrix still needs to be bidiagonalized and there is no way 
to reduce the computation time further by making use of prior knowledge. 
This happens for instance if slowly varying sets of equations have to be 
solved at each time instant. Then, the solution at step t is usually a good 
initial guess for the solution at t + 1. In these problems, iterative algorithm 
are recommended and are more efficient than the direct computation meth- 
ods of classical SVD or PSVD, in particular when their convergence rate is 
high, the dimension of the desired singular subspace is small, the desired 
accuracy is rather low, and good start vectors are available (as illustrated in 
ll81). 
Two types of varying data sequences are possible. The changes in the 
data matrix at each time step can be of rank one (or two), e.g. when a new 
column or row is added or deleted. In these cases, the computation time can 
be speeded up considerably by using efficient rank-one updating algorithms 
[8, Section 12.61. In other situations, e.g. block processing, the changes are of 
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small norm but still of fuZZ rank, e.g. when all elements of the data matrix 
change slowly from step to step (see e.g. [IS]). 
It is the aim of this paper to compare some iterative algorithms, in 
particular inverse iteration and (inverse) Chebyshev iteration, for solving 
slowly varying problems of small or moderate size that require at each time 
instant the computation of the singular subspace of the data matrix associated 
with its smallest singular values. 
This paper is organized as follows. First of all, in Section 2 general 
convergence formulas are derived which allow us to compare the conver- 
gence behavior of the iteration methods. Sections 3.1, 3.2, and 3.3 describe 
respectively the inverse iteration, the ordinary Chebyshev iteration, and the 
inverse Chebyshev iteration method. The algorithms are outlined and their 
convergence properties are analyzed. Section 3.4 discusses some possible 
improvements in efficiency and implementation details. Based on the conver- 
gence rate and the operation counts per iteration step, the efficiency of these 
iterative algorithms is compared in Section 4, showing for which class of 
problems each method is computationally most efficient. Finally, Section 5 
summarizes the conclusions. 
Before starting, we introduce some notation used throughout this paper: 
1. The notation diag(a,,..., (u,), 4 = min{m, n}, is used to denote an 
m X n matrix C defined by cij = 0 whenever i # j and cii = (Y~ for i = 1,. . . , q. 
2. R(C), IICIIF, and ]]C((~ denote respectively the range, Frobenius 
norm, and 2-norm of a matrix C. 
3. Let the SVD of an m X n matrix C, m > n, be given by 
c = UCVT = 2 UiUiV~ (1) 
i=l 
with V = [u,, . . .,u,,,], ui E W”, V= [v,, . . .,v,], vi E .9’“, and Z = 
diag(a,,...,o,J, ai2 0.. > a, > 0. The ai are the singular values of C, and 
their set is called the singular-value spectrum. The vectors ui (vi) are 
orthonormal and are the associated ith left (right) singular vectors. In this 
paper, we consider without loss of generality the computation of the p- 
dimensional right singular subspace R([v,__~+~, . . . , v,]) for a given p. If 
R([un-P+i,...’ u,]) is desired, we can instead consider CT. 
4. dist(S,, S,) denotes the distance between any two subspaces S, 
and S,. 
2. MATRIX FUNCTIONS 
It is well known [6] that one can extend functions on 9 to functions on 
matrices, called matrix functions, at least if those functions are analytic. For 
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such functions, one can prove the following. Consider a real n X n symmetric 
matrix S with eigenvalue decomposition of the form 
s = VAVT. (2) 
V are n orthogonal eigenvectors, and A = diag(A,, . . . , A,). Then the matrix 
function fk satisfies 
fk(S) =VfO)VT and fd A) = diag(fk(A,),...,fk(A.)). (3) 
The expression (3) also applies to an arbitrary m X n rectangular matrix C 
provided the symmetric matrices S = CTC or S = CCT are considered. 
Consider now an arbitrary n-dimensional unit vector q,, which has the 
following coordinates in the eigenvector basis V, called internal coordinates: 
vrq,,=[gl,...,gnlT and gi=vTq,, i=l,...,n. (4) 
It is not difficult to see that the internal coordinates of the vector fk(S)qo in 
the eigenvector basis V are given by 
VTfdS)qo = [fk(A,)gl~...~fk(A,)gnlT. (5) 
Suppose now that one wants to compute, up to a precision E, the ith 
eigenvector vi, i < n, with internal coordinates gj = vTvi = 1 if i = j, else 0, 
for j=l,..., n. For example, in one-dimensional TLS problems Ax = b, the 
nth eigenvector of the n X n matrix [A; blTIA; b] has to be computed. Then 
the sequence of functions fk has to be chosen in such a way that fk(S)q,, 
converges to the desired eigenvector up to a precision E. This implies that 
there must exist a finite K such that the internal coordinates of VTfK(S)q, 
satisfy 
(6) 
Taking cp as the angle between vi and qo, the convergence requirement is 
more elegantly expressed by 
Since cos cp = Iv,rq,l and sin cp = J-Go& B maxj +iIVjT4oI> (7) is more 
severe than (6). 
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For example, inverse iteration uses the functions fk(h) = (A - h,lmk with 
A, an appropriately chosen shift, in order to converge to the eigenvector 
associated with the eigenvalue which approaches A, most closely. By apply- 
ing the orthogonal Chebyshev polynomials T,yZ(A) defined over an appropri- 
ate interval [y,z] containing all undesired eigenvalues of S, the Chebyshev 
iteration method allows one to converge to an eigenvector of S associated 
with an eigenvalue outside [y,z]. 
If the ratio Ifk_Aj)/fk(Ai)) can be written as]f,(Aj)/fl(Ai>]k, then, by 
taking the logarithm (with base 10) of (61, we can derive the number of 
iteration steps, K, required for convergence to the desired ith eigenvector vi 
up to a precision E: 
log&-l +loglvjTq,/v,Tq,l 
K’ loglf,<Ai>/f,(Aj)l 
with IfK(‘j)V~~ol= ~+7If,(Ak)o:9oI 
(8) 
or analogously, from (7), 
K> 
log s-l +logltan cpl 
l”g(lf,(Ai)I/maxj.ilfi(Aj)() ’ 
l<i<n, l<j<n. (9) 
The derived formulas clearly show the three different parameters that 
influence the number of iteration steps: 
1. log]f,(Ai)/f,(Aj)]: the larger the gap between the value of the 
function f,(A) in the desired eigenvalue hi w.r.t. that of the remaining 
eigenvalues Aj, the faster the convergence. If lf,(hi)/f,(hj)l approaches 
one, convergence will be very slow. 
2. loglvT9, / viT4,,] or logltan ~1: the better the quality of the initial guess 
9,,, the smaller the number of iterations. The internal coordinates (4) of a 
very good initial vector 90 satisfy gi z=+ gj vj z i. 
3. log&-‘: this quantity measures the number of desired correct digits 
in the iteration vector converging to the desired eigenvector vi. If, for 
instance, t correct digits are necessary, one sets E = lo-‘. 
Observe that the numerator of (8) or (91 describes the initial state 
information, while the denominator determines the convergence rate, i.e. the 
number of correct decimal digits that can be gained in each iteration step. 
The expression (9) can be extended to subspace iteration methods 
converging to a basis V, of a desired eigensubspace of the matrix S, starting 
with an initial guess matrix Qa. 
V”=lv”--p+i>..., 
Assume that the eigensubspace R(V,), 
0~1, of dimension p > 0 is desired; then the sequence of 
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functions fk must be chosen in such a way that the iteration matrices 
Qk = fk(S)QO converge to a basis of R(V,,), up to a precision E. This is the 
case when 
where A,=diag(h,,..., An_,,> and A, = diag(h,_,+,,...,h,) are the unde- 
sired and desired eigenvalues of S respectively. rp is the largest canonical 
angle between R(Q,) and NV,) [8, pp. 584-5851. If IA,_,] > IAn_-p+ll, 
sin 40 = dist(R(VJ, R(Q,)) < 1, and fk = f: for all k, then the number of 
iteration steps K at which QK has converged to a basis of R(V,,), up to a 
precision e, satisfies 
log e-l + logltan cp] 
The proof is given in [19, Theorem 5.11 and follows roughly the lines of the 
argument in [8, Theorem 7.3.11. For example, inverse subspace iteration with 
zero shift applies the functions f,(A) = Aek to a given matrix S. If S is given 
by (21, then Ilfl(Al)lh = l/A,_, and Ilf;‘(A,)ll~ = An_-p+l. Observe that 
(11) reduces to (9) if convergence to only one vector ui is desired, i.e. 
v, = ui. 
3. ITERATIVE ALGORITHMS 
3.1. inverse Iteration 
The idea of inverse iteration is already quite old. Many authors have 
studied this method in (non)symmetric eigenvalue problems. See e.g. [lo, 18, 
201 and [8, Sections 7.6.1, 7.3.21. By applying the inverse-power functions 
fk(A) = Amk to the n X n matrix S = CrC with the SVD of C given by (11, 
one obtains the inverse of S and its powers: 
j-k(s) =(c’c)-k =V(HT~)-kVT=VDVT (12) 
with eigenvalues dj = fk<$> = ujezk for j = l,.. .,n. Clearly, as the func- 
tions Aek are hyperbolic with vertical asymptote zero, the function values 
fk(oi2) of the singular values ui2 close to zero will dominate the others. 
Hence, the iteration matrix 
(13) 
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with Q. a start matrix, becomes increasingly strong in the direction of the 
singular subspace associated with the smallest singular values ai. 
For reasons of numerical reliability, it is always recommended to use 
CTC implicitly in the algorithm whenever possible. Therefore, we first 
compute the QR factorization [B, Section 5.21 of the given matrix C and then 
apply inverse iteration implicitly to RrR, as shown below. 
ALGORITHM 1 (Inverse subspace iteration applied implicitly to RTR). 
Given: an m X n full rank matrix C, m > n, 
the dimension p of the desired right singular subspace of C, 
the desired numerical accuracy E, 
an n X p start matrix Qa, Q,‘Q, = I,. 
compute the QR factorization: C = QcR,, QEQ, = I,, R, E LPx” upper 
triangular 
for k = 1 2 7 ,... 
solve REY = Qk_l 
solve R,Z = Y 
orthonormalize 2: 2 = QkR_, QIQk = I,, R, E SiPxp {QR factorization] 
if dist(R(Q,l, R(Qk- ,)I < E, stop 
end 
END 
Note that this algorithm does not allow a nonzero shift. For most TLS 
problems AX = B this is not a restriction. Indeed, if r is the numerical rank 
of [A; Z?] and the ratio a,/~,.+~ of the rth to the (r + I)th singular value of 
[A; B] is high, the efficiency can only be marginally improved by choosing an 
appropriate nonzero shift. 
By substituting (12) into (11) [or (8)-(g) if only one singular vector is 
desired], the number Ki of iteration steps necessary for numerical conver- 
gence of the inverse iteration algorithm, up to t = -log E decimal digits, can 
be estimated as given in Table 1. Especially when the convergence rate 
depending on the ratio u,Z__~ /a:_,+ 1 is high, inverse iteration is very 
efficient. This is the case for many TLS problems, as illustrated in [18]. 
3.2. Ordinary Chebyshev lteration 
The usefulness of the inverse iteration method for convergence to a 
singular subspace associated with the p smallest singular values of a matrix 
C, given by (l), depends upon a:_,, /o,“_,+ 1, since this ratio dictates the 
rate of convergence. In other words, convergence is slowed down if the gap 
between um2_, and u,~_,,, is not sufficiently large. Especially in these cases, 
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convergence can be accelerated by applying Chebyshev polynomials Tky”(x> 
instead of inverse-power functions. 
The application of Chebyshev polynomials to accelerate iterative eigen- 
value algorithms is certainly not new; see e.g. [lo, 12, 14, 20, 41. Chebyshev 
polynomials T,(X) are orthogonal over an interval [ - 1, l] w.r.t. the density 
function l/h?. They can be defined in several ways [ll], but we only 
need here some important, well-known properties. Like all orthogonal poly- 
nomials, the Chebyshev polynomials satisfy a three-term recurrence relation: 
Tk+l(x) = 2xTdx) - T&l(X) with T,(x)=l, T,(x)=x. (14) 
They are defined by 
Tk(~)=cos(karccosx)=coskq, 1x1 G I, (15) 
and we have 
]Tk(z)l( 2 )l for Ixi( z )l, and T,(l) = 1 Vk, (16) 
T,(x)=o.5[(x+mq~+(x+Jxl-l)-“] (Ixl>l) (17) 
=0.5(x +JXlj (IX] > I, k large). (18) 
The manic Chebyshev polynomial 2 l-kT,(r) has the steepest slope outside 
[ - 1, 11 of all manic polynomials of degree k [ll]. This rapid growth of T,(x) 
for x outside [ - 1, l] and large k makes the Chebyshev polynomials attrac- 
tive for computing extreme singular values. 
In order to get the analogous results for an arbitrary interval [ y, .a] we can 
use the adapted Chebyshev polynomials with similar properties over [ y, ,z]: 
2x-y-z 
~r(x)=T~(f(x)) with f(x)=t= y_z =I+2s. (19) 
Observe that now every x E [y,z] is projected onto a t E [ - 1, l] by the 
linear spectrum-compression function f. Now, by choosing the interval [ y, z] 
as small as possible so that it contains all undesired eigenvalues of a matrix 
S, the Chebyshev iteration method will converge to a basis of the eigensub- 
space associated with the remaining eigenvalues outside [ y, z]. In particular, 
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if the singular subspace associated with the p smallest singular values of an 
m x n matrix C, m > n, is desired, e.g. in multidimensional TLS problems, 
then [Y, z] must contain the n - p largest eigenvalues of the cross-product 
matrix S = CrC. If (1) is the SVD of C, this implies that 
.z > ui2 and u,&,i < y Q a,,&,. (20) 
By applying the adapted Chebyshev polynomials (19) satisfying (20) to the 
matrix S = CrC, one obtains the sequence of matrices 
~kyz(s) =Tk(f(CTC)) =Vdiag(Tk(dl),...,Tk(dn))VT, 
where the diagonal elements T,(di), with di = f(ai2> = (2ai2 - y - z)/( y - 
z), satisfy the conditions (16). This means that the following Chebyshev 
iteration algorithm is able to converge to a basis Qk of the right singular 
subspace of an m x n matrix C, associated with its p smallest singular 
values: 
ALGORITHM 2 (Ordinary Ghebyshev iteration). 
Given: an m X n matrix C, 
the dimension p of the desired right singular subspace of C, 
bounds y,z satisfying (201, 
the desired numerical accuracy E, 
an n x p start matrix Q,,, Q,‘Q, = I,. 
2 
Q1 
Y+= t -CCT(CQo)- -Qo 
Y-Z Y-a 
k-1 
do while dist(R(Q,), R(Qk_l)) > E 
4 
Q k+l + ---cT(CQk)--2 
Y-a 
ZQk-Qk-1 
k+k+l 
end 
orthonormalize Qk 
END 
Computing CrCQ, as Cr(CQk> is numerically more accurate than as 
(CTC)Qk. Indeed, the latter form requires the explicit formation and storage 
of the cross-product matrix CrC, which may induce a serious loss in 
numerical accuracy due to finite data-storage precision [8, 18, 11. 
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Observe that the matrix C does not change during the computations of 
Algorithm 2. Hence, one can take advantage of the structure or sparsity 
pattern of C in order to compute CT(CQk) very efficiently. However, if C is 
not structured, it may be more efficient to perform first a QR factorization of 
C, i.e. 
c = QcR,, Q:Q, = 1, and R, E .%Pxm upper triangular, 
and then proceed with R, instead of C in the iteration loop. This implemen- 
tation is more efficient than Algorithm 2 if 
K, > 
mn-j+++n+m+z-4/n 
(2m - n - 1)~ 
(2la) 
or, for large m and n, 
(2lb) 
This is the case for most unstructured TLS problems. Moreover, when 
solving slowly varying TLS problems where the modifications at each time 
instant are of low rank, e.g. when a new row is appended successively, 
efficient rank-one updating algorithms for the QR factorization [B, Section 
12.61 can be applied for computing the new factorization from the previous 
one and speed up the computation time considerably. In these problems, the 
implementation with preceding QR factorization is more efficient than 
Algorithm 2 from a much lower number K, of iteration steps on than the 
bound (21) and is recommended, especially when combined with weighting 
the past data by means of an exponential forgetting factor; see e.g. [9]. 
The total number K, of iteration steps necessary for numerical conver- 
gence of Algorithm 2 up to t = -log E decimal digits can be estimated as 
follows. For sufficiently large K, and ]dn_p+l], T$a&,+,) = TK$dn_p+l) 
with dn-p+l = f(a,2_, + 1> [see (1911 can be approximated by (18) with 
x=d n-p+1 Substitute this into (10) [or (6)-(7) if p = 11, use the property 
that maj,r ,..., n_-plTK$dj)l z 1, and take the logarithm (with base 10); then 
one obtains the expression in Table 1. Convergence is optimal if the bounds 
y,z are optimally chosen: 
y=a2 
“l-p 
and .~=a:. (22) 
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Observe from Table 1 that the convergence rate 
log( d&+, + dKJ7) 
depends not only on the gap between a:_, and ui2_,+,, but also on the 
relative spread of the squared undesired-singular-value spectrum, <of - 
o,“_,>/o~_,. It is mainly this last parameter that considerably slows down 
the convergence of the ordinary Chebyshev iteration algorithm, even if the 
gap between u,,__~ and a,_, + , is quite large [see Figure 2(a) in Section 41. 
3.3. Inverse Chebyshev lteration 
In order to accelerate convergence, the Chebyshev polynomials Tfz(r) 
can be applied to the matrix S= S-’ = (CrC)-’ (instead of S). For this 
purpose, choose the interval [z’, 01 as small as possible such that it contains 
all undesired eigenvalues of S, i.e. 
(23) 
Then one obtains the sequence of matrices 
Tp(S) =Tk(f(CTC)-‘) =Vdiag(T,(d,),...,Tk(dn))VT, 
where the diagonal elements Tk(di), with (zi = f(ui-“) = (2uie2 - TV - .z)/ 
(tj - z’), satisfy the conditions (16). This means that the following inverse 
Chebyshev iteration algorithm will converge, up to a precision E, to a basis 
Qk of the eigensubspace of S associated with its p largest eigenvalues 
u,-2,. ..‘u;_fp+l, or equivalently, to a basis of the right singular subspace of 
C associated with its p smallest singular values u,._~+ r, . , a,: 
ALGORITHM 3 (Inverse Chebyshev iteration). 
Given: an m X n full rank matrix C, m > n, 
the dimension p of the desired right singular subspace of C, 
bounds 5, z’ satisfying (23), 
the desired numerical accuracy E, 
an n X p starting matrix Q,,, Q,‘Q, = I,. 
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compute the QR factorization: C = QcR,, QZQ, = I,, R, E LPx” upper 
triangular 
solve RCG = Q. 
solve RcH = G 
2 
Q1 t-H- 
lj+,Z 
ij-z’ -QQo g-z’ 
k+l 
do while dist(R(Qk), R(Qk_ ,>I > E 
solve REG = Qk 
solve RcH = G 
4 -- 
Q k+l +-f+Qk-Qk-, 
4-2’ 
k-k+1 
end 
orthonormalize Qk 
END 
The total number Ki, of iteration steps required for convergence of the 
inverse Chebyshev iteration algorithm, up to t = -log E decimal digits, can 
be estimated analogously as for ordinary Chebyshev iteration. For sufficiently 
large Ki, and Id,_,+ll, T,i!d,_,+,)=T,i.(f(~~~~+, ) can be approxi- 
mated by (18) with x = d, _,,+ 1. 1 Substitute this into (10) or (6)-(7) if p = 11, 
use the property that maXj=l,,,,,n_plTKi,<dj)l = 1, and take the logarithm; 
then one obtains the expression in Table 1. These expressions do not depend 
on the number of times the iteration process was restarted. In case of 
restarting, the total number of iteration steps performed until convergence 
must be considered. Optimal convergence conditions occur for 
it= 1/a; and ij = l/u:_,. (24) 
In practice, the lower bound z’ will be close to zero, since o1 is usually large 
enough. Setting z’ equal to zero hardly influences the convergence rate, as 
experimentally verified in Section 4. 
Finally, it is interesting to note that one can estimate d, or d, from the 
norm of two consecutive iteration vectors. Indeed, denote d, or d, by 6,, 
and let o1 ck) be the first column of the iteration matrix Qk after k iteration 
steps; then 
n-1 
~~~~“‘~~~=T~(dn)g,“+ C Tf(dj)gT> (25) 
j=l 
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where gi = 9i0jT oi is the ith internal coordinate with ui the ith right singular 
vector of C. Provided that J,, is sufficiently larger than J”_ i and k is large 
enough, the sum in (25) becomes negligible and hence we have 
for k large. (26) 
Using (261, the estimate of z” is given by 
This quantity estimates d, or 6, quite accurately, as experimentally verified, 
once a certain number of iteration steps have been performed [5]. 
3.4. implementation Aspects 
This subsection describes how to implement the iterative algorithms 
outlined before and also discusses some possible improvements in efficiency. 
In order to orthonormahze the columns of the iteration matrix Qk, a 
Householder approach [8, Section 5.2.11 is used here in order to get Qk in 
factored form and then compute the first p columns of Qk explicitly. The 
modified Gram-Schmidt method (MGS) 18, Section 5.2.81, which is about 
twice as efficient as Householder orthogonalization, could be used as well. If 
only one singular vector is required (p = 11, the orthonormalization is simply 
a reduction of the computed iteration vector 2 to unit length, i.e. 
Qk + z/11z112. 
The distance function dist( R(Qk), R(Qk _ ,>) describes the closeness of 
the two subspaces R(Qk) and R(Qk_i) and is defined by sin cp with 40 the 
largest canonical angle between these subspaces [8, Section 2.6.3 and pp. 
584-5851. In order to compute this quantity, notice that sin cp is given by [2] 
in which Qk and Qk_ i are the orthonormahzed bases and Pk is the 
projection matrix for orthogonal projection onto the orthogonal complement 
of R(Qk). The matrix PkQk_i can be computed simply by orthonormalizing 
the columns of Qk_i with respect to the columns of Qk (e.g. by MGS). The 
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quantity dist(R(Qkl, R(Qk_ ,I> can then be estimated by a simple estimate of 
IIPkQk_1112 and compared with the desired accuracy E, e.g. by IIPkQk_lIIF, as 
done in this paper. In particular, when the p smallest singular values of C do 
not coincide, so that the columns of Qk converge at different rates to the 
desired basis vectors, I] PkQk _ 1 II F estimates ]I PkQk_ 1 112 very accurately, as 
experimentally verified [5]. 
In contrast to the orthonormal iteration matrices Qk produced by Algo- 
rithm 1, the iteration matrices Qk used in the recurrence relation of 
Algorithms 2 and 3 are not well suited for numerical purposes, since they 
may not be orthonormalized. Hence, Algorithms 2 and 3 can only be used 
with special care, especially when p > 1, while Algorithm 1 is nearly full- 
proof. Indeed, the Chebyshev recurrence relation tends to make the columns 
of Qk more and more parallel as k -+m. In order to guarantee the same 
accuracy E on the final result, the columns of Qk must be kept fully 
independent during iteration. If this is no longer the case, the iteration 
process should be stopped after, say, p iteration steps and Q, be orthonor- 
malized. If the basis thus obtained does not yet approximate the final result 
within the accuracy E, then restart the iteration process, using as start matrix 
the last-computed, properly orthonormalized iteration matrix Q,. As long as 
with z,, = d, or 6, and zn_,+, = dn_-p+l or dn_-p+,, parallelization of the 
columns of Q, will not have gone further than so that at most t digits are 
canceled out when these columns are orthonormalized. Different choices of 
/_L are given in [ 123 and [13]. If the convergence rate is high so that the 
number K of required iteration steps is small, say K < 20 for E = 10-14, then 
/.L = 5 gives satisfactory results in terms of efficiency and accuracy. For 
slower convergence rates, better efficiency is obtained for larger values of p, 
e.g. /L = 9 (see Table 2). Alternatively, one could control the independence of 
the columns of Qk by estimating its condition number K. It was experimen- 
tally found that restarting the iteration process as soon as K exceeds 10’ also 
gives satisfactory results in terms of efficiency and accuracy, provided the 
convergence is fast enough and the p smallest singular values a,,_, + i, . . . , an 
of C do not coincide or are not intrinsically close to a,_,. Even if all smallest 
a, are equal, better convergence properties are obtained by restarting the 
iteration process regularly because of the improved condition of the start 
matrix with orthononnal columns. These facts have been experimentally 
investigated in [5]. 
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TABLE 2 
COMPARISON BETWEEN THE ESTIMATED NUMBERS (AS PREDICTED BY TABLE 1) AND THE 
EXPERIMENTALLY OBTAINED NUMBERS 0F ITERATION STEPS" 
Problem specifications Ki 4 Kit 
P E t Ul gn,-,, Q~rl-,+I Est. Exp. Est. Exp. Est. Exp. 
1 10-14 
1 lo-'2 
1 
1 
lo-'; 
lo- 
1 lo-I4 
: ;;::: 
1 lo-l4 
1 10-14 
1 lo-'4 
1 lo-'4 
1 lo-'" 
2 lo-‘4 
2 lo-‘4 
2 10-14 
2 lo-‘4 
2* 10-l“ 
2” lo-‘4 
2% 10-14 
2% 10-I“ 
0 2.0 1.0 0.5 23.25 24.35 34.22 38.75 11.41 13.75 
0 2.0 1.0 0.5 19.93 21.25 29.43 33.75 9.81 12.20 
0 2.0 1.0 0.5 16.61 17.65 24.65 28.70 8.22 10.50 
0 2.0 1.0 0.5 8.30 9.50 12.68 16.85 4.23 6.60 
1 2.0 1.0 0.5 21.59 19.60 31.82 31.95 10.61 11.40 
3 2.0 1.0 0.5 18.27 16.50 27.04 27.00 9.01 10.00 
5 2.0 1.0 0.5 14.95 13.35 22.25 22.00 7.42 8.90 
7 2.0 1.0 0.5 11.63 10.10 17.47 17.35 5.82 7.00 
10 2.0 1.0 0.5 6.64 5.25 10.29 10.05 3.43 4.00 
0 5.0 1.0 0.5 23.25 24.40 93.62 103.80 12.34 14.70 
0 10.0 1.0 0.5 23.25 24.40 189.40 206.10 12.46 14.90 
0 1.2 1.0 0.5 23.25 24.95 15.22 17.95 8.85 11.00 
0 2.0 1.0 0.5, 0.5 23.25 25.30 34.22 44.90 11.41 14.30 
0 2.0 1.0 0.6, 0.3 31.55 32.70 36.85 47.75 13.53 15.95 
0 2.0 1.0 0.9, 0.4 152.98 147.45 66.10 99.15 30.86 39.45 
0 2.0 1.0 0.3, 0.1 13.39 15.10 31.29 39.80 8.18 10.00 
0 2.0 1.0 0.5, 0.5 23.25 25.30 34.22 41.95 11.41 14.15 
0 2.0 1.0 0.6, 0.3 31.55 32.70 36.85 44.20 13.53 16.25 
0 2.0 1.0 0.9, 0.4 152.98 147.45 66.10 85.60 30.86 36.85 
0 2.0 1.0 0.3, 0.1 13.39 15.10 31.29 37.20 8.18 14.95 
“Averaged over 20 test cases, required by the inverse iteration (Ki), ordinary 
Chebyshev iteration (K,), and inverse Chebyshev iteration (Ki,) algorithm for conver- 
gence, up to a precision E, to a p-dimensional right singular subspace of an m X n matrix 
C associated with its p smallest singular values u~_~,+ ‘, . , CT,. Here m = 18, n = 11, and 
the start matrix contains t correct digits. (+, [on_,>] is the largest [the (n - p)th] singular 
value of C, and the intermediate ones are equally spaced between these two values. For 
(inverse) Chebyshev iteration the optimal bounds y = l/& = u:_,, and z = l/Z = u& 
are taken, and if p > 1, iteration is restarted each /.L steps: p = 9 is used for values of p 
marked with an asterisk, else /.L = 5. 
The work load per iteration step can be considerably reduced by or- 
thonormalizing the iteration matrices Qk and performing the convergence 
test only from time to time. Note however that then the iteration matrices Qk 
of the inverse iteration algorithm (Algorithm 1) are given by Qk = 
(R$R,)-‘Qk_,. Since these are no longer orthonormal, special care is 
needed as in Algorithms 2 and 3. In particular, Qk should be orthonormal- 
ized as soon as its columns are no longer independent. More details are given 
in [12]. 
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The efficiency is further improved as follows. If the p smallest singular 
values of the given matrix C do not coincide, the columns of the iteration 
matrix Qk converge at different rates to the desired basis vectors. Since a 
converged column no longer changes (up to a scaling factor) in the next 
iteration steps, it may be “frozen,” i.e., such a column is no longer subject to 
iteration and orthogonalization, but is still used to orthogonalize the uncon- 
verged columns. Having thus computed o, in the first column of Qk, the 
iteration is continued-with obvious modifications of the testing process-in 
order to find v, _ r, etc. 
An alternative method for computing the p desired basis vectors, p > 1, is 
to compute the basis vectors consecutively by applying the iterative algo- 
rithms for the case p = 1 and preventing the algorithm from recomputing the 
results already found. Such procedures are described in [lo] and may be 
easier to apply. 
Furthermore, precautions against under- and overflow must be included 
in Algorithms 1, 2, and 3 when necessary. 
Finally, notice that the (inverse) Chebyshev iteration algorithms require 
the estimation of good bounds y, z or 0, z’. The upper bound z of ordinary 
Chebyshev iteration can be estimated by ]]C]]F. If (pi of C is one order of 
magnitude larger than the other singular values, this estimate approaches or 
very closely. The lower bound z of inverse Chebyshev iteration can be 
estimated by l/z or more simply be set to zero. The lower bounds y = l/ rJ 
can be estimated by an appropriate rank determination method. For instance, 
in TLS problems Amx(n_pjX = BnlXp where the elements in A and B are 
affected by independently and identically distributed zero-mean errors of 
equal variance u,2, an appropriate rank determinator R, is given by R, = 
2 max{m, n) uVz [17, 191. By setting y = l/q = R,, convergence can occur to a 
basis of the right singular subspace of C associated with its singular values 
d R,, from which a TLS solution can be computed. The efficiency of this 
bound depends on the closeness of R, to the undesired singula:-value 
spectrum ( > R,). If the dimension p of the desired singular subspace is not 
known, then Sylvester’s law of inertia [B, Theorem 8.1.121 or equivalently the 
Strum sequence property [B, Theorem 8.4.11 can be applied to the matrix C 
after bidiagonalization in order to compute how many singular values of C 
are smaller than the given bound. Such procedures are outlined in [3, 15, 191. 
If no bounds on the singular values can be given but instead the dimension p 
of the desired singular subspace is known, then one can compute bounds 
y = l/g, .z = l/z’, sufficiently close to the optimal ones, by using the 
bisection method [B, Section 8.4.11 so that the matrix C has exactly p 
singular values smaller than or equal to the bound y. For that purpose, the 
matrix C needs first to be bidiagonalized. Such procedures are outlined in [S, 
Section 8.4.11 and [19, 161. Efficient estimation procedures which dynami- 
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tally estimate the bounds y, z are not yet analyzed and need further 
investigation. 
Of course, these estimation strategies increase the work load. Altema- 
tively, if the bounds y, z or tj, z’ cannot be obtained efficiently and if the gap 
between the desired and the undesired singular-value spectrum is small, a 
(block) Lanczos method can be used [7; 8, Chapter 91. The Lanczos bidiago- 
nalization method generates a sequence of bidiagonal matrices with the 
property that its extremal singular values are progressively better estimates 
of the extremal singular values of the given matrix. From the associated 
singular vectors and the generated Lanczos vectors, good approximations to 
the singular vectors of the given matrix are derived. The well-known Kaniel- 
Paige theory and its extensions [8, Theorem 9.1.3; 71 reveal how fast the 
Lanczos method converges towards the desired singular values. By compar- 
ing this convergence rate with that of the Chebyshev iteration method, it can 
be shown that the Lanczos method converges at least as fast as ordinary 
Chebyshev iteration with optimal bounds [19, Section 5.8.21. Moreover, the 
same parameters influencing the convergence of ordinary Chebyshev itera- 
tion with optimal bounds also determine the convergence of the Lanczos 
method. Analogously to the inverse Chebyshev iteration method, one can 
accelerate the convergence of the Lanczos bidiagonalization method to the 
smallest singular triplets of a matrix C by applying it to Ii,‘, where R, is 
the upper triangular factor obtained from a QR factorization of C. By 
comparing the convergence formulas, it can again be shown that the inverse 
Chebyshev iteration method with optimal bounds converges approximately as 
fast as this inverse Lanczos method to an extremal singular value [19, Section 
5.8.21. Therefore, similar conclusions hold for both methods. Lanczos meth- 
ods have the great advantage that no bounds on the singular-value spectrum 
are needed. Note however that roundoff errors make the Lanczos methods 
difficult to use in practice. To maintain their stability and reliability, many 
additional computations are required, which reduce their efficiency l&her. 
4. COMPARISON IN EFFICIENCY 
OF THE ITERATIVE ALGORITHMS 
The computational efficiency of the different iterative algorithms pre- 
sented in this paper depends on the number of operations per iteration step, 
as well as on the convergence behavior of the method used. The total 
computational cost of each algorithm is obtained by multiplying the number 
of operations in each iteration step by the number of iteration steps. 
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First of all, observe from Table 1 that ordinary Chebyshev iteration with 
preceding QR factorization requires as many operations per iteration step as 
inverse Chebyshev iteration. Algorithm 3 coincides with Algorithm 1 except 
for the computation of the recurrence. Hence, by adding 2np to the number 
of operations of Algorithm 1, given in Table 1, one obtains the number of 
operations of Algorithm 3. Thus, inverse iteration is as efficient as inverse 
Chebyshev iteration (as ordinary Chebyshev iteration with preceding QR 
factorization) if 
Ki = yK,, (4 = YK,), 
._ 
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(a) 
FIG. 1. Comparison of the experimentally obtained average numbers of iteration 
steps required by the inverse iteration (X 1, ordinary Chebyshev iteration ( * ), and 
inverse Chebyshev iteration (0) algorithms for convergence, up to a precision E, to 
the 11th right singular vector of an 18X 11 matrix C as functions of (a) the desired 
number of correct digits t = -log E in the result, (b) the number of correct digits t in 
the start vector with E = 10-‘4. The singular values of C are (TV = 2, uu, = 1, 
uI1 = 0.5, and the remaining ones equally spaced between u1 and uu,. For Cheby- 
shev iteration optimal bounds y = l/g = 1 and z = l/Z = 4 are taken. The start 
vector is randomly chosen. 
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respectively, where 
for p=l, 
with P=pn”+(1+2p)2pn-ip3+2p2-_p-4 for p>l. 
y approaches 1 for increasing n and p, so that this difference in number of 
operations per iteration step becomes negligible. Hence, for unstructured or 
dense matrices with n or p not too small, we can conclude that differences in 
efficiency between the iterative algorithms discussed here are mainly due to 
differences in convergence behavior reflected in the number of required 
iteration steps. Estimates are given in Table 1 and agree well with the 
experimentally obtained numbers of iteration steps, as shown in Table 2. 
Notice that these estimates cannot be implemented in practice, since the 
singular values of the matrix C are not known a priori. Therefore, different 
but practically feasible convergence tests must be used. That’s the reason 
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FIG. 1 (Continued) 
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why the experimentally obtained numbers of iteration steps performed by 
Algorithms 1, 2, and 3 slightly differ from the estimates given in Table 1. 
Note also that the estimated numbers of (inverse) Chebyshev iteration steps 
agree well with the experimentally obtained numbers of iteration steps as 
long as the applied approximation (18) with x = d,_,+, or x = dn_p+l is 
sufficiently accurate. For small K, or Ki, or values of dn_p+l or dn_r+i 
very close to 1, the estimates largely underestimate the real numbers of 
iteration steps. 
In the following we investigate the difference in convergence behavior of 
the iterative algorithms under study by comparing their average number of 
350r---------- q -- l 
300 
t 
* 
l 
* 
* 
* 
* 
* 
0' 
0 50 100 150 200 250 300 350 
(a) 
FIG. 2. Comparison of the experimentally obtained average numbers of iteration 
steps required by the (a) ordinary, (b) inverse Chebyshev iteration algorithm for 
convergence, up to a precision 10-14, to the 11th right singular vector of an 18 X 11 
matrix C as functions of the quality of the given (a) upper bound z > urs. (b) lower 
bound z’ Q UC ‘. The singular values of C are ur variable, (+,a = 1, or, = 0.5, and the 
remaining ones equally spaced between or and or,,. The symbols X, 0, and * 
correspond with the values u, = 2, 5, and 10 respectively and indicate the corre- 
sponding (a) upper bounds I, chosen in the interval [a:, 3.24~~1, (b) lower bounds Z 
chosen in the interval [0, u;‘]. The bound y = ij = 1 is optimal, and the start vector is 
randomly chosen. 
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iteration steps required in each experiment. These average values, as plotted 
in Figures 1 to 5, are obtained by performing each experiment 20 times using 
different s&t matrices. The estimates in Table 1 clearly reveal the parame- 
ters that determine the differences in convergence behavior. 
First of all, it is clear that each iterative algorithm requires less iteration 
steps if the desired accuracy E decreases or the start matrix is of better 
quality. This is illustrated in Figure l(a) and (b) respectively. As predicted by 
Table 1, the number of required iteration steps increases (decreases) linearly 
with the number of desired correct digits t = -log E (with the number of 
correct digits t in the start matrix). 
The differences between the presented iterative algorithms are entirely 
determined by the differences in convergence rate, given by the denomina- 
tors of the estimates in Table 1. Let us now analyze those influencing 
parameters or, u,-P, a,_,+, and the quality of the bounds y, z, 5, and z’. 
First of all, the convergence rate of ordinary Chebyshev iteration strongly 
depends on the spread of the squared singular-value spectrum. This is clear 
from Figure 2(a). Observe that the convergence rate decreases considerably, 
(b) 
FIG. 2 (Continued) 
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1 1.5 2 2.5 3 3.5 4 4.5 
(a) a 
FIG 3. Comparison of the ratio of iteration steps S = Ki, /Ki as a function of (a) 
the quality (Y of the chosen upper bound cj = o/a:_,, with the singular-value ratio 
‘=%,,/0;1-,,+1 as parameter, (b) the ratio r with (Y as parameter. K,, and Ki 
denote the experimentally obtained average numbers of iteration steps required by 
the inverse Chebyshev iteration and inverse iteration algorithm respectively. The 
symbols *, 0, and X correspond with (a) r = 10/5, 10/9, and 10/7, (b) (Y = 1 
(optimal), 1.05’, and l.l”, respectively. Vertical asymptotes occur at values cr = r2. An 
18X 11 matrix C is considered with p = 1 and singular values cr, = 2, or,, = 1, 
or, = l/r, and the remaining ones equally spaced between or and or”. An accuracy 
E = lo- l4 is required, and the start matrix is randomly chosen. The lower bound f for 
inverse Chebyshev iteration is set to zero. 
causing an increase in the number of iteration steps, when the ratio ui /Us_,, 
increases, i.e. when the singular-value spectrum enlarges. Moreover, this 
number of required iteration steps further increases with decreasing quality 
of the upper bound z 2 a:. That’s the reason why the ordinary Chebyshev 
iteration algorithm can only be efficient in computing singular subspaces of 
sufficiently structured or sparse matrices provided the singular-value spec- 
trum of the matrix is dense enough and the upper bound .z 2 a: is 
sufficiently well estimated (see [I$), Section 5.7.11). 
In contrast, the convergence rate of inverse Chebyshev iteration is nearly 
independent of the spread of the squared singular-value spectrum, as well as 
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FIG. 3 (Continued) 
of the quality of the lower bound z’ satisfying z’ Q l/a:, provided u, is not 
too close to a,_,, say o1 /a,,_, > 2, as illustrated in Figure 2(b). Note that 
the convergence rate of inverse iteration is not at all influenced by the value 
of ur, as evidenced by Table 1. 
Secondly, the gap between a,_, and a,,_,+ r, and additionally the 
quality of the bounds y and IJ in the case of (inverse) Chebyshev iteration, 
strongly influence the convergence rate of each iterative algorithm, although 
in different ways. This difference in behavior is best illustrated by comparing 
the ratio of the numbers of iteration steps required by the two algorithms as a 
function of two important parameters: r = CT,, _p /CT,, _p + 1 and CY defined by 
a = y/u:_, or (Y = g/u,-_“, (see Figures 3 to 5). The singular-value ratio 
r > 1 expresses the influence of the gap between a,,_, and u,_r+ 1. The 
smaller the gap, the closer r is to 1. Here (Y expresses the influence of the 
-’ quality of the bounds y = au,2_, or g = ou,,_,. The closer the bounds are to 
the optimal ones, the closer a! is to 1. Since a:_ 
5 2 ui?J, cx must satisfy 1 > ar > r-2 (1 Q (Y < r 
+r < y < on”_, (ucI,,+r > 
5 
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FIG. 4. Comparison of the ratio of iteration steps S = K, / Ki as a function of (a) 
the quality (Y of the chosen lower bound y = au:_,, with the singular-value ratio 
r=%P/Gp+l as parameter, (b) the ratio r with (Y as parameter. K, and Ki 
denote the experimentally obtained average numbers of iteration steps required by 
the ordinary Chebyshev iteration and the inverse iteration algorithm respectively. 
The symbols *, 0, and X correspond with (a) r = 10/5, 10/9 and 10/7, (b) a = 1 
(optimal), 1.05-2, and 1.1-2, respectively. Vertical asymptotes occur at values (Y = r-‘. 
An 18 X 11 matrix C is considered, with p = 1 and singular values (TV = 2, ml0 = 1, 
(+,1 = l/r, and the remaining ones equally spaced between (TV and (TV,,. An accuracy 
E = lo-l4 is required, and the start matrix is randomly chosen. The upper bound 
z = 4 for ordinary Chebyshev iteration is optimally chosen. 
Let us first compare inverse iteration with inverse Chebyshev iteration. 
For identical start matrices and desired accuracy E, the ratio of the number 
K,, of inverse Chebyshev iteration steps to the number Ki of inverse 
iteration steps is approximately given by 
+_ 
log r2 
(28) 
E log(d,,_,+I + &Eyzz) ’ 
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FIG. 4 (Continued) 
When S < 1, the inverse Chebyshev iteration method converges faster 
than the inverse iteration method. Since the lower bound z’ hardly influences 
the convergence rate of inverse Chebyshev iteration whenever ui /a,_, is 
not too small ( > 2), we can take z’ = 0. This convergence-rate ratio is plotted 
in Figure 3(a) as a function of (Y, defined by zj = (~/a~_,,, for different 
values of r. The smaller the gap between the desired singular values 
(Q a,_,+i) and th e undesired ones ( > cm_,)--i.e. the closer r is to I-the 
larger the gain in speed of the inverse Chebyshev iteration method in 
comparison with the inverse iteration method, but of course, the more 
difficult it is to estimate 5. In other words, a smaller gap increases the 
number of iteration steps required by inverse iteration at a faster rate than 
that required by inverse Chebyshev iteration. Whenever P is large, typically 
r > 10, the convergence rate of inverse iteration is high enough to ensure 
convergence to the desired basis in less than 10 iteration steps. Although in 
these cases the ratio S is still slightly smaller than one, it does not pay to use 
inverse Chebyshev iteration, since one can win at most one iteration step. 
Moreover, good bounds 5 must be estimated. For smaller gaps, say r Q 10, 
the gain in speed may be quite large, depending on the quality of the 
estimate zj, expressed by CL If 5 approaches its optimal value a;?,, (o 3 l), 
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I 1.5 2 2.5 3 3.5 4 
FIG. 5. Comparison of the ratio of iteration steps S = Kj, /K, as a function of 
(a) the quality (Y of the chosen upper bound & = l/y = (Y /a:_,, with the singular- 
value ratio r = ~~_~/a,_,+, as parameter, (b) the ratio r with (Y as parameter. Ki, 
and K, denote the experimentally obtained average numbers of iteration steps 
required by the inverse Chebyshev and ordinary Chebyshev iteration algorithm 
respectively. The symbols *, 0, and X correspond with (a) r = 10/5, 10/9 and 
10/7, (b) LY = 1 (optimal), 1.05’, and l.l’, respectively. An 18X 11 matrix C is 
considered, with p = 1 and singular values c1 = 2, ul,, = 1, uI1 = l/r, and the 
remaining ones equally spaced between u1 and gIO. An accuracy E = 1O-‘4 is 
required, and the start matrix is randomly chosen. The lower bound i = l/z = $ is 
optimally chosen. 
the gain in speed can be considerable but if tj is badly chosen and 
approaches ulT2, + 1, then (Y tends to its limit value r2 and induces such an 
increase in the number of iteration steps that the ratio S greatly exceeds 1, 
i.e., inverse iteration is clearly the most efficient method now. 
Using (28), it follows that, for z’ = 0, inverse Chebyshev iteration requires 
less iteration steps than inverse iteration if 
2r2 ’ 
S<l 43 l<a< 
i 1 r”+l ’ (29) 
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FIG. 5 (Continued) 
or inversely, 
(30) 
For example, take r = 10/5; then (29) tells us that the inverse iteration 
method should be preferred if the estimated bound g is not better than 
2.56/u:_,. For large r it follows that S < 1 whenever (Y Q 4. This means 
that, independently of the singular-value spectrum, inverse iteration is al- 
ways better than inverse Chebyshev iteration if the bound rj cannot be 
sufficiently well estimated, i.e. 0 > 4/u,&. 
For correct and optimal estimation of ij = a,$ corresponding to (Y = 1, S 
is always Q 1 for any r, as shown in Figure 3(b), i.e., inverse Chebyshev 
iteration converges faster than inverse iteration for all r. The smaller the gap 
is between a,,_, and u,,_,+i (the smaller log r is), the better is the 
convergence rate. As (Y increases, this gain in speed of inverse Chebyshev 
iteration becomes relatively smaller. Observe also the sudden increase in 
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number of required inverse Chebyshev iteration steps when (Y approaches its 
limit value r2. If (Y = r2, then lj = a~?,,, and S =m; this means that the 
start matrix cannot converge to the desired basis because ]Tk(d,_,+,)l = 
(T,(l)] = 1 Vk, as opposed to inverse iteration, which still converges provided 
r>l. 
Finally, note that we assume z’ = 0 in the comparison. Choosing a better 
estimate z’ < aF2 may improve the effkiency of inverse Chebyshev iteration, 
in particular when the undesired singular-value spectrum is quite dense, say 
ui /u*_, < 2, so that the better efficiency of inverse Chebyshev iteration is 
even more pronounced (see Table 2). 
Everything that is said here about the convergence of inverse iteration 
and inverse Chebyshev iteration also holds for the convergence of the power 
method [8, Section 7.3.11 and ordinary Chebyshev iteration, respectively, 
provided convergence to the singular subspace of the matrix C associated 
with its p largest singular values u,, . . ., a,, is considered. This is because 
inverse iteration and inverse Chebyshev iteration can also be considered as 
iterative methods which converge to the singular subspace associated with 
the p largest singular values ai ‘, . . . , a[),+ 1 of a matrix, namely the 
pseudoinverse of C. Hence, by replacing uiyi + i with ai in (28) one obtains 
the equivalent ratios of iteration steps required by the power method to that 
required by ordinary Chebyshev iteration. These expressions are given in [4]. 
We now compare inverse iteration with ordinary Chebyshev iteration. 
For identical start matrices and desired accuracy E, the ratio of the number 
K, of Chebyshev iteration steps to the number Ki of inverse iteration steps 
is approximately given by 
s=!s= 
log r2 
Ki log dn-p+l 
( +JW)’ 
(31) 
where dn_-p+l = (2~,2_,,+~ - y - z>/(y - z> with u,2_,+, < y <a:_, and 
a,2 =G z. 
When S < 1, the ordinary Chebyshev iteration method converges faster 
than the inverse iteration method. The convergence-rate ratio is plotted in 
Figure 4(a) as a function of (Y for different values of r. Here, cy expresses the 
quality of the lower bound y = au,&. Figure 4(b) shows the convergence- 
rate ratio as a function of r with (Y as parameter. The smaller the gap 
between the singular values associated with the desired ( < u,,__~+ i) and the 
undesired singular subspace ( > a,,_,)-i.e., the closer r is to I-the faster 
the convergence of the Chebyshev iteration method in comparison with 
inverse iteration, but the more difficult it is to estimate the bound y. 
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Analogously to inverse Chebyshev iteration, we observe a sudden increase of 
the number of iteration steps required by ordinary Chebyshev iteration when 
(Y approaches its limiting value r -‘. In this limit S =m, i.e., the start matrix 
cannot converge to the desired basis, since d, _,,+ i = f(a:_,+ i) = 1 and 
hence IZ’,(d,_,+,)l= 1 Vk. I nverse iteration still converges as long as r > 1 
and is clearly more efficient. 
From (31), one computes that ordinary Chebyshev iteration requires less 
iteration steps than inverse iteration if 
0 1<r2< 
2crJ(cy-1)z+ aa;_, + aa;_, + 2 
z-oXr2 * (32) n-P 
For example, take (Y = 1, .a = 4, and u,_~ = 1; then (32) tells us that 
Chebyshev iteration converges faster than inverse iteration when r2 Q :. 
This agrees well with our experimental results shown in Figure 4(b). 
Comparing Figures 3 and 4, one observes the difference in values of the 
ratio S = K, /Ki, showing that the convergence of ordinary Chebyshev 
iteration is slower, sometimes considerably, than that of inverse Chebyshev 
iteration. It is not difficult to prove that this is always true. Indeed, for 
identical start matrices and desired accuracy E, the ratio of the number 
Kj, of inverse Chebyshev iteration steps to the number K, of ordinary 
Chebyshev iteration steps is given by 
+ log(d,_,+, + &EyiFl) 
c log ( dn_-p+,  @-,+I -1) 
Good bounds y,z for ordinary Chebyshev iteration always imply good 
bounds g,z’ for inverse Chebyshev iteration, since one can always take 
tj = l/y and f = l/z. For this choice, inverse Chebyshev iteration requires 
less iteration steps than ordinary Chebyshev iteration if 
S<l * dn_-p+ld,,_p+l * (a,z_,+,-Y)(a,2_,+,-z)>O, 
which is always satisfied for any given matrix C, since z > y > u,“_,, i. The 
convergence-rate ratio S = Ki, /K, is plotted in Figure 5(a) as a function of 
LY, defined by 5 = l/y = au~_sP, with r as parameter, and in Figure 5(b) as a 
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function of r with (Y as parameter. These plots show that inverse Chebyshev 
iteration is always more efficient than ordinary Chebyshev iteration. The 
larger the gap between a,, _p and u,, _p + 1 (the larger r is), or the worse the 
quality of the estimated bounds zj = l/y = a~-~~~ (the closer (Y is to r’), the 
larger the gain in speed of the inverse Chebyshev iteration in comparison 
with the ordinary Chebyshev iteration. When (Y approaches its limiting 
value, the number of inverse Chebyshev iteration steps as well as the 
number of Chebyshev iteration steps increases considerably, since d,,_,,+ 1 
-+l and dn_-p+l + 1. Observe from Figure 5 that the increase is more 
pronounced for ordinary Chebyshev iteration as K, --) 03 and K,, -+ m. Since 
one cannot go beyond this limiting value LY = r2, the curves of Figure 5 are 
stopped abruptly. 
The experimentally obtained curves in Figures 3 to 5 agree well with the 
theoretical curves computed from the estimates in Table 1 and given in 
[5, 191. Notice also that the estimated bounds of this section, e.g. (291, (301, 
(32), are deduced from theoretical estimates of the numbers of required 
iteration steps Ki, K,,, K,. Hence, they hold approximately in practice as 
long as the theoretical results are good approximations. 
5. CONCLUSIONS 
If only one singular vector (or, in general, a basis of a singular subspace 
of a matrix associated with its smallest singular values) is needed, the SVD 
computations can be speeded up considerably by only calculating those 
desired basis vectors. If moreover a priori information is available, iterative 
methods are recommended. For instance, in solving slowly varying TLS 
problems, the solution of a previous set is usually a good initial guess for the 
solution of the next set. 
In this paper, three methods, namely inverse iteration, ordinary 
Chebyshev iteration, and inverse Chebyshev iteration, are discussed, and 
their efficiency is evaluated. Based on the theory for matrix functions 
(Section 2), estimates of the number of required iteration steps are deduced 
for each method. If the ratio between the singular values corresponding to 
the desired and undesired singular subspaces is high, inverse iteration 
(Section 3.1) is shown to be the best choice. Indeed, fast convergence is 
ensured, as well as efficiency in computations per iteration step and good 
numerical accuracy, and moreover, no bounds whatsoever on the singular- 
value spectrum are needed. 
However, convergence is slowed down if the gap between the singular 
values associated with the desired ( < u,_,+r) and undesired ( > an_,) 
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singular subspaces of the matrix C is not sufficiently large. Typically, this 
occurs for ratios 0, _p /a, _p + 1 < 10. In these cases, convergence can be 
accelerated by applying the Chebyshev polynomials instead of the inverse- 
power functions to the cross-product matrix CrC [or (CrC)-‘1. This method 
is called ordinary [or inverse] Chebyshev iteration, respectively (Sections 3.2 
and 3.3). Usually, inverse Chebyshev iteration is recommended. Indeed, this 
method is proven always to converge faster to the desired basis than ordinary 
Chebyshev iteration. The gain in speed is usually very significant. In contrast 
to ordinary Chebyshev iteration, provided that the undesired singular-value 
spectrum is not too small (say u1 /a,_, > 2) the convergence rate of inverse 
Chebyshev iteration is hardly influenced by the spread of this spectrum, or 
by the quality of its upper bound z > a:. Moreover, this method is proven 
always to converge faster than inverse iteration provided a lower bound y 
sufficiently close to the smallest undesired squared singular value an’_,, 
is known. The smaller the gap, the larger the gain in speed. Ordinary 
Chebyshev iteration is shown to be only efficient in problems characterized 
by a very dense singular-value spectrum. For most TLS problems, this is not 
the case. However, if the matrix C is sparse enough such that the matrix 
products in each iteration step can be computed very efficiently, this method 
can be the most efficient one despite its larger number of required iteration 
steps (Section 4). Note that the (inverse) Chebyshev iteration algorithms 
require slightly more operations per iteration step than the inverse iteration 
algorithm. Moreover, these algorithms must be used with special care, 
especially for convergence to multidimensional singular subspaces, while the 
inverse iteration algorithm is nearly fullproof (Section 3.4). 
Finally, it is interesting to note here that the convergence rate of the 
(block) Lunczos methods is very similar to that of ordinary Chebyshev 
iteration with optimal bounds y = ~t;“_~, and z = u;“. Similarly to inverse 
Chebyshev iteration, Lanczos methods can be applied implicitly to the 
inverse cross-product matrix (CrC)- ’ in order to achieve a considerable 
improvement in convergence speed. These so-called “inverse” Lanczos 
methods have the same convergence behavior as inverse Chebyshev iteration 
in the presence of optimal bounds ij = l/unz_,, and z’= l/u;. Therefore, 
similar conclusions hold. Moreover, no bounds on the singular-value spec- 
trum are needed. Note however that roundoff errors make the Lanczos 
methods difficult to use in practice. To maintain their stability and reliability, 
many additional computations are required, which reduce their efficiency 
further. 
The author greatly appreciated the assistance of Johan Francier in com- 
puting the experimental results presented in the figures and tables of this 
paper. 
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