The nonlinearity of a Boolean function F : F m 2 → F 2 is the minimum Hamming distance between f and all affine functions. The nonlinearity of a S-
Introduction
Let m and n be two positive integers. Functions from the vectorspace V m = F m 2 to the vectorspace V n = F n 2 , where F 2 is the finite field with two elements, are called (m, n)-functions or more generally, vectorial (i.e. multi-output) Boolean functions. These functions include the (single-output) Boolean functions (n = 1). For a cryptographic use, such functions need to fulfill many criteria in order to ensure the robustness of the cryptosystems in which they are involved [1] . Among these criteria, a very important notion is the nonlinearity of these functions that must be as high as possible in order to resist to the linear attack. A (m, n)-function is affine if and only if it is a F 2 -linear map plus a constant. The nonlinearity N L( f ) of a (m, n)-function f equals the minimum Hamming distance between all the component (Boolean) functions of f , that is v · f where v ∈ V * n = V n \ {0}, and all affine (m, 1)-functions. This notion was introduced and studied by Nyberg [8] and later by Chabaud and Vaudenay [4] . It can be computed through the Walsh transform of these components. For a given v ∈ V * n , the Walsh transform of v · f is the Fourier transform of χ v· f (x) = (−1) ( 
Hence a function has high nonlinearity if the Walsh values of all its components have low magnitudes. The covering radius bound being valid for every m-variable Boolean function, is by the above definition, also valid for every
Nyberg proved that this bound can be achieved with equality only if m is even and n ≤ m/2 by the so-called bent functions [9] . Bent functions being not balanced (i.e. they do not take every value of F n 2 the same number 2 m−n of times), they are not suitable for cryptotsystems. This is why it is important to study functions with large but not optimal nonlinearities, among which some balanced functions exist. When n ≥ m − 1, we have the Sidelnikov-Chabaud-Vaudenay bound [4] 
which coincides with the covering radius bound for n = m − 1 and improves it for n ≥ m. This bound is achieved when n = m, with n odd. The (m, m)-functions which achieve this bound 2
are called almost bent functions. Other bounds have been obtained in [3] when n is sufficiently greater than m. Finding better bounds than (2) in the other cases remains an open problem.
Besides these sure results, having almost sure bounds is interesting as it tells us what to expect in a random S-box. When n = 1, several papers [2, 7, 10, 12, 14] (m + n) log 2, when n ≤ m and m large enough. Namely, we prove the following theorem: Theorem 1 Let m and n be two positive integers such that n ≤ m, and 0 < β < 1 4 . The probability that
tends to 1 when m tends to infinity.
When n = 1 and using (1), we find in particular the point of concentration that is already established for the nonlinearity of random Boolean functions.
We begin by proving the lower bound of max
2 A lower asymptotic bound on max v∈V * n ;μ∈ Vm
To obtain this bound, we use Halász method in [6] concerning random trigonometric polynomials. This work inspired Rodier [12] to prove a lower asymptotic bound of the above term for Boolean functions (n = 1). We use the same scheme of proof, however, it was necessary to take more precise approximations in the case of (m, n)-functions. In this section, we take n ≤ m, the other case need even more precise calculations. Let u(x), that will be completely constructed in Section 2.3, be a function on R satisfying
log 2 m . We consider the random variable η on the space of (m, n)-functions
where dμ (resp. dv) is a uniform measure over V m (resp. V * n ) of total mass 1. The function u(x) is the real Fourier transform of a measure U on R
shall prove by applying Chebyshev's inequality
that this occurs with probability tending to 0 for large enough m. Before evaluating the first and second moment of η, some estimations are necessary but we choose to give the proof later. The following proposition is given in [6] and [12] but we repeat it for the reader's convenience.
Proposition 1 When m tends to inf inity, we have the following estimations:
Proof See Section 2.3.
Expectation of η
Lemma 1
Proof We have
The random variables χ v· f (x) indexed by x are independent, and then also the random variables χ v· f (x)μ(x) which take values +1 and −1 with probability 1/2. Thus
, by applying on (7) log cos y = − y
For |t| > 1 3π
, we use the trivial bound 1 for the integrand. This gives
We extend the first integral over the real line making the same error as the third term, that can be included in the second one. This yields
By (4), the remainder equals O 2 −2m m 3 . As for the main term, we use
in addition to (4) and (5) as follows
The proof is complete recalling that the total mass over V * n and V m is 1.
The second moment
The random variable η 2 ( f ) consists of three sums
which we denote respectively by η
Lemma 2
3 )), we use the representation of u as a Fourier transform of U.
We evaluate the integrand in the following lemma.
Lemma 3 Let v ∈ V * n and μ, μ ∈ V m such that μ = μ . For t and t of absolute value smaller than 1 3π
, we have
where c i, j are positive reals.
Proof The random variables χ v· f (x) indexed by x are independent, and then also the random variables χ v· f (x) tμ(x) + t μ (x) which take values tμ(x) + t μ (x)
and − tμ(x) + t μ (x) with probability 1/2. Thus
cos(2π(tμ(x) + t μ (x))).
Since μ = μ , they agree 2 m−1 times
, by applying log cos y = − y Simplifying and using (8) give the result.
Lemma 4 E(η
Proof Using the previous lemma together with the trivial bound 1 for the integrand outside the square |t| ≥ 1 3π
give
We extend integration in the first term over R 2 making the same error as the third term, that is smaller than the second one. Noting that c 1,0 = c 1,1 = 2π 2 , and applying
the first term then becomes
and by (5), we get
Terms in (10) 8 by (4). This gives
As for (9), it can be estimated just like (10) using (3) and (4), yielding O 2 −4m m 6 . We end the calculations by integrating over the other variables.
Lemma 5

E(η
Since v = v , the random variables χ v· f (μ) and χ v · f (μ ) are independent. Thus
as calculated previously in (7). And,
To evaluate the integral, we use [5] 
Thus, we obtain
Adding the fact that
proves the result. 
Proof When η = 0, η deviates from its expectation by E(η), and by Tchebitcheff's inequality
We have
and by (6), we get
When divided by E 2 (η), we can check using (11) and (5) Proof The measure U, having u as its Fourier transform, can be written as the sum of the Dirac measure at the origin and
And integration by parts gives
To prove (3), we use (13) for |t| ≤ 1 and (14) with r = 2 for |t| ≥
To prove (4), we use (14) with r = p for |t| ≤ 1 and with r = p + 2 for |t| ≥
To prove (5), we use the Plancherel's theorem. The Fourier transform of t p U is
using (12) . Proof The random variables χ v· f (x) indexed by x are independent, and then also χ v· f (x)μ(x) which take values +1 and −1 with probability 1/2. Thus (m + n) log 2 (1 + β), which gives the result. When (m + n) tends to infinity, we obtain then a lower bound of the nonlinearity of almost all (m, n)-functions.
Conclusion
In this paper, we gave a lower bound for the nonlinearity of almost all (m, n)-functions. When n ≤ m, we proved that this bound is the best possible. This convergence of the nonlinearity was already established in the single-output case. Moreover, recently, this convergence was extended [14] to the r-th order nonlinearity, that is the minimum Hamming distance of a given function to the set of all functions with degree at most r. It would be nice to see if this fact also holds in the multi-output case.
