Recurrent event data are commonly encountered in longitudinal follow-up studies related to biomedical science, econometrics, reliability, and demography. In many studies, recurrent events serve as important measurements for evaluating disease progression, health deterioration, or insurance risk. When analyzing recurrent event data, an independent censoring condition is typically required for the construction of statistical methods. Nevertheless, in some situations, the terminating time for observing recurrent events could be correlated with the recurrent event process and, as a result, the assumption of independent censoring is violated. In this paper, we consider joint modeling of a recurrent event process and a failure time in which a common subjectspecific latent variable is used to model the association between the intensity of the recurrent event process and the hazard of the failure time. The proposed joint model is flexible in that no parametric assumptions on the distributions of censoring times and latent variables are made and, under the model, informative censoring is allowed for observing both the recurrent events and failure times. We propose a 'borrow-strength estimation procedure' by first estimating the value of the latent variable from recurrent event data, and next using the estimated value in the failure time model. Some interesting implications and trajectories of the proposed model will be presented. Properties of the regression parameter estimates and the estimated baseline cumulative hazard functions are also studied.
Introduction
Recurrent event data are often collected in longitudinal follow-up studies. During the observation period, recurrent events such as repeated tumor occurrences (Byar 1980) , repeated hospitalizations (Eaton et al. 1992a,b) , or recurrent injuries (Wassel et al. 1999) are recorded in the studies. The observation of recurrent events could be terminated (i.e., censored) by loss to follow-up, end of the study, or a failure event such as death. Conventional analysis usually focuses on either failure time data (Cox 1972; Cox and Oakes 1984) or recurrent event data (Prentice, Williams, and Peterson 1981; Andersen and Gill 1982; Pepe and Cai 1993; Lin et al. 2000; Wang, Qin, and Chiang 2001) . In this paper, the event process and the failure time are both of interest, and we consider the joint modeling of a recurrent event process and a failure time.
In analyzing recurrent event data an independent censoring condition is usually required for the development of statistical methods under different types of models. When a failure event serves as a part of the censoring mechanism, validity of the independent censoring assumption is violated when the recurrent event process is correlated with the failure time. Lancaster and Intrator (1998) considered a joint parametric model of the recurrent event process and the failure time, and demonstrated the use of their methodology using AIDS panel data. In their work, a latent variable is used to characterize the association between the recurrent event process and the failure time, and a common baseline function is shared by the intensity of the recurrent event process and the hazard of the failure time. In nonparametric and semiparametric settings, Wang, Qin, and Chiang (2001) proposed estimation procedures for estimating the cumulative rate function and regression parameters under multiplicative intensity models with dependent censoring. In the WQC model, the focus was placed on the distributional pattern of the recurrent event process where the censoring time was treated as a nuisance, and the joint modeling of recurrent event process and failure time was not considered.
To jointly model recurrent events and failure time, Ghosh and Lin (2003) studied correlated marginal models for these two outcomes. At the cost of censoring some of the originally uncensored data, they developed estimation inferences with the correlation between recurrent events and failure time unspecified. Using a general censoring pattern, Huang and Wang (2003) proposed statistical methods to study two nested joint models of a recurrent event process and a failure time, where the correlation of the two outcomes is partially specified in the conditional distribution of the recurrent event process given the failure time. Note that neither of the two papers used frailty in their joint models. In this paper we consider joint modeling of the recurrent event process and the failure time via frailty. This joint model possesses attractive features of frailty models, especially in its interpretation of correlation, and avoids parametric assumption on the frailty term. This paper is organized as follows: In Section 2, we introduce a joint model of recurrent event process and failure time in which a common subject-specific latent variable (frailty) is used to model the association between intensity of the recurrent event process and hazard of the failure time. The proposed joint model is flexible in that no parametric assumptions on the distributions of censoring times and latent variables are made and, under the model, informative censoring is allowed for observing both the recurrent events and failure times.
Section 3 presents theoretical implications and trajectories of the proposed model. In Section 4, we study a 'borrow-strength estimation procedure' by first estimating the value of the latent variable from recurrent event data, and next using the estimated values in the failure time models. Properties of the regression parameter estimators and the estimated baseline cumulative hazard functions are studied. Section 5 reports results of simulation studies, along with the application to a Denmark schizophrenia case cohort study. A discussion is given in Section 6.
Let N (t) denote the number of events occurring before or at time t, and let D be the failure time and C be the potential censoring time for reasons other than the failure event, respectively. The research interest is to derive inferential results on N (·) and D within a fixed time interval [0, T 0 ], where the event process could potentially be observed beyond T 0 .
Let X be a 1 × p vector of covariates. We then make the following model assumptions:
(M1) There exists a non-negative valued latent variable Z so that, given X = x and Z = z, the recurrent event process N (·) is a non-stationary Poisson process with intensity function
where α is a p × 1 vector of parameters and the baseline intensity function λ 0 (t) is a
(M2) Given (x, z), the hazard function of D takes the form
where β is a p × 1 vector of parameters and the baseline hazard function h 0 (t) is continuous.
(M3) Conditioning on (x, z), (N (·), D, C) are mutually independent.
The occurrence of recurrent events is modeled by a subject-specific Poisson process via a latent variable. Conditioning on z, the rate function equals the intensity function since a Poisson process is memoryless. Under (M1), the baseline intensity function λ 0 (t) is shared by all subjects and is left unspecified. A multiplicative hazard function with the same latent variable but a different baseline function is assumed for the hazard of failure event in (M2).
Clearly, large value of z inflates both the intensity of recurrent events and the hazard of the failure event. Under Assumption (M3), D, C and N (·) are allowed to be correlated via their connection with (x, z) . This model relaxes the requirement that a common baseline function be shared by the intensity of N (·) and the hazard of D assumed by Lancaster and Intrator (1998) , and still keeps the semiparametric model features of Wang et al. (2001) .
Define Y = min(C, D, T 0 ), the time when the observation of the recurrent event process is terminated and ∆ i = I(D i ≤ Y i ), the observed censoring indicator. By further conditioning on z, the usual independent censoring condition that N (·) be independent of Y given x is relaxed for recurrent events, and, interestingly, the independent censoring condition that D be independent of C given x is also relaxed for failure time data.
Note that the rate function of event occurrence at time t in a random population, for study subjects with explanatory variable
. In many public health and biomedical studies, the rate function is preferred for analysis, especially in identifying treatment effects and risk factors, because of its marginal interpretation. For instance, the parameter α can be interpreted as the logarithm of the ratio of the rate function for every unit increase in the explanatory variable.
Under (M1∼3), the distribution of Z, the baseline functions λ 0 (t) and h 0 (t), and the distribution of C serve as nonparametric components in the model. In the next section we will examine model implications with or without additional parametric assumptions on Z, yet no parametric assumptions will be made on these components for our developments of estimation inferences in Section 4.
Model Implications
Let H(t) = {N (u) : 0 ≤ u ≤ t} be the event history up to t, and let t 1 ≤ t 2 ≤ . . . ≤ t N (t) be the ordered event times before or at t. Define f Z (·) to be the probability density function of the latent variable Z, f (·) a general probability density function, and f (· | ·) a general conditional probability density function. In this section, we will discuss model implications under the proposed joint model with or without additional parametric assumptions on Z. To simplify the discussion, we consider the reduced model without covariates.
Similar results for regression models with covariates can be obtained with replacement of
Implication 1. (Posterior mean of Z)
Given the observed recurrent event data, we show in Appendix A that the posterior mean of Z can be expressed as
where f (N (y) | y) is the conditional probability density function of N (Y ) given Y . One can examine that, given the follow-up time y, the posterior mean depends on the event history 
The derivation is given in Appendix A. The computation implies that
that is, the residual life time probability depends on the event history only through the number of events occurring up to time t. Further, the median residual life time after time t can be obtained by solving P (D ≥ t + s | N (t), D ≥ t) = 1/2. The residual life time unconditional on the event history has the survival function
For the specific case that Z is distributed as gamma(a, b) with mean a/b, the residual life time probability, given the event history, has the survivor function
This conditional survival function has the following interesting interpretation: With each additional event occurrence in the time interval [0, t], the survival probability at time t + s is decreased by the constant factor, {b + H 0 (t) + Λ 0 (t)}/{b + H 0 (t + s) + Λ 0 (t)}, where the constant factor has a value between 0 and 1 and it depends on (H 0 (t),
Additionally, with the assumption that Z is distributed as gamma(a, b), the survival function for the residual life time unconditional on the event history can be expressed as
It is then interesting to see that
where the inequality relationship becomes strict if Λ 0 (t) > 0 and H 0 (t + s) > H 0 (t) as s > 0.
That is, survivors at time t who experienced no events before t would have higher probability to live s units of residual life time than those population survivors at time t.
Implication 3. (Residual life time for censored subjects) It is also possible to examine the residual life time of those who are censored at time t given the event history
where ∆ = I(D ≤ C) is the censoring indicator and f c (t | z) is the conditional probability density function of the censoring time, C, given Z . If we assume that the hazard function of C given Z is λ c (t | z) = zg 0 (t) and that Z is distributed as gamma(a, b), then we have
where G 0 is the cumulative distribution function of g 0 . With each additional event, the probability of surviving extra s unit of time after being censored at t is decreased by a constant factor, where the constant factor depends on (H 0 (t), 
The mean function given failure time can be decomposed into two parts: one part depends on the baseline cumulative rate function, and the other part depends on the baseline cumulative hazard function and the frailty distribution. The function E[N (s) | D ≥ t] can be further shown to be decreasing in t, where t ≥ s. This result is intuitive because our model implies that the subject-specific event occurrence rate is positively correlated with the risk of failure event: subjects who survive longer tend to have lower event occurrence rates.
4 Estimation Procedure and Asymptotic Properties
A Brief Review
Let subscript i be the index for a subject, i = 1, 2, . . . , n. For subject i, denote by X i the timeindependent covariate, Z i the subject-specific latent variable, Y i the observed terminating time for observing the event process N i (·), D i the failure time, and ∆ i = I(D i ≤ Y i ) the censoring indicator. We further denote by m i the number of recurrent events occurred before time Y i and t i1 , . . . , t im i the observed event times for subject i. For ease of notation, we use m i and t ij , i = 1, 2, . . . , n, j = 1, 2, . . . , m i , to denote either random variables or realization
Under assumption (M3), Y and N (·) are independent given the values of Z and X. The estimation procedure of Wang et al. (2001) can then be adopted to estimate Λ 0 and α.
A key step of their estimation procedure is to observe that, conditional on (
the observed event times, {t i1 , t i2 , . . . , t im i }, are the order statistics of a set of iid random variables with the density function π i (t), where for z i > 0
Note that π i (t) depends on neither z i nor x i , and it is a truncated density function of λ 0 (t) with observations truncated from the right side of y i . As a result, the conditional likelihood
does not require information on x i and the unobserved z i . Although the data are correlated, computationally the conditional likelihood has the form of the nonparametric likelihood for independently right-truncated data. The nonparametric MLE of Λ 0 ,Λ 0 , based on randomly truncated data is known to have a product-limit representation,
where {s (l) } are the ordered and distinct values of the event times {t ij }, d (l) is the number of events occurring at s (l) , and R (l) is the total number of events with event time and observation
Thus a class of estimating equations for α is defined as
An estimate,α, of α can be obtained by solving the estimating equation
It is clearly seen that the estimation focus of Wang et al.(2001) was placed on the recurrent event process where the occurrence of the failure event is treated as a nuisance. In section 4.2 we shall consider inferential results for the failure event as well as the joint model.
A Borrow-Strength Method
LetÊ and E represent the sample empirical means and the limit of average expectation, respectively. More specifically, for any function a of (X,
, assuming existence of the limit. . . . , n}, under (M2) the score function derived from the partial likelihood can be expressed as
Conditional on
U defines a functional of four empirical processes for each fixed β. It is known that, under mild regularity conditions, U (β) converges almost surely to U(β) for each fixed β, where
Under (M3) and minor regularity conditions, it can be proved that the two equalities
hold when β satisfies (M2). It follows that U(β) = 0 if β is the true regression parameter.
By applying the Cauchy-Schwartz inequality to the derivative of U, it can be further shown that the true regression parameter is the unique root (zero-crossing) of U.
In reality, we are not able to observe the value of Z, and therefore cannot have the direct use of the score function U . Conditioning on (
whereΛ 0 (·) andα are obtained from the estimation procedure discussed in the previous section. We propose a "borrow-strength estimation procedure" as follows: First, compute the individual frailty valueẐ i . Next, estimate the empirical processes in the score function
(2) by plugging in (Ẑ 1 , . . . ,Ẑ n ), and, in the final step, use this working score function to estimate β.
Note that the estimate ofΛ 0 (t), and henceẐ i , is obtained from the entire collection of recurrent event data, andẐ i captures the subject-specific characteristics under Model that is, β. To be specific, the working score functionÛ of U is given bŷ
with the usual convention that 0/0 = 0. It will be shown in Section 5 thatÛ converges to U almost surely in a neighborhood of β. We then estimate β byβ, whereÛ (β) = 0.
If Z were observed, the Breslow estimatorH 0 (t) of the baseline cumulative hazard function, H 0 , would beH
which is a functional of two empirical processes. Under the conditional independence assumption of C and D, given (X, Z), we can show that the baseline cumulative hazard function, H 0 (t), is the limit ofH 0 (t).
As with the estimation procedure for the regression parameters, we propose an estimator of H 0 (t) asĤ
The limit of the estimatorĤ 0 (t) can be shown to be the functional of the limits of the two processes in (4), i.e.,Ĥ 0 (t) → H 0 (t) almost surely. The asymptotic normality of the proposed estimatorĤ 0 (t) will be studied in the next section.
Large Sample Properties
In order to study the large sample properties of the proposed estimators, we impose the following regularity conditions:
Under these regularity conditions, the large sample properties ofΛ 0 andα were established in Wang et al. (2001) . We denote the following asymptotic representations:
, f i , and e i are defined in Appendix B. Note that in the WQC model, the baseline cumulative intensity function was not assumed to satisfy Λ 0 (T 0 ) = 1 as we assumed in (M1). The forementioned asymptotic representations have been modified in order to accommodate the current model assumptions.
follow from the classical central limit theorem and Example 2.11.16
of van der Vaart and Wellner (1996) . The two empirical processes converge weakly to a zero-mean normal distribution, W 1 , and a zero-mean Gaussian process, W 2 , respectively. Furthermore, by denoting V the joint probability density function of (X, Y, m) and
arguing as in the proof of Theorem 1 in Wang et al. (2001) , we are able to show that
with the usual convention 0/0 = 0. Note that ψ 3i 's are uncorrelated random variables since 
Moreover, the process converges weakly to a zero-mean Gaussian process, denoted by W 4 .
We establish the consistency ofβ as follows. Define the two functions
One can easily verify thatÛ (b) and U(b) are derivatives of A n (b) and A(b), respectively, and β is the unique maximum of A. Furthermore,β can be shown to be the unique maximum of A n .
From the foregoing discussions, the four processes inÛ has the √ n-convergence rate, hence the four processes converge almost surely to their limits. Applying Lemma 3 of Gill 
One can show thatΓ(b) and Γ(b) are both negative definite, and it follows that A n and A are concave. By Lenglart's theorem (Appendix II in Andersen and Gill 1982) , the unique maximum of A n ,β, converges in probability to the unique maximum of A, i.e., β. Hence we establish the consistency ofβ.
Note that {Ẑ 1 , . . . ,Ẑ n } are correlated because these values are estimated from the entire collection of recurrent event data; therefore, martingale theory does not apply to the working score function,Û . In this paper the large sample properties ofβ andĤ 0 (t) are studied by empirical process theories and the functional delta method. For convenience we denote a 2 = aa T for any vector a. We present asymptotic theories in Lemmas 1 through 3, with proofs given in Appendix B, and summarize these results in Theorem 1.
Lemma 1. Under regularity conditions (A1∼4) and the assumption that Ψ = E[∂e 1 /∂γ] is nonsingular, n 1/2Û (β) is the sum of asymptotically uncorrelated random variables:
Moreover, √ nÛ (β) converges weakly to a normal distribution with zero mean and variance-covariance matrix
Note that the variance-covariance matrix Σ can be consistently estimated byΣ(β), wherê Σ(β) is defined in Appendix B. To study the large sample property ofβ, we further define Γ(β) = ∂U(β)/∂β, andΓ(β) = ∂Û (β)/∂β.
Lemma 2. Assume that Ψ and Γ = Γ(β) are both nonsingular. Then, under regular-
√ n(β − β) converges weakly to a normal distribution with mean zero and variance-covariance matrix Γ −1 Σ(Γ −1 ) T , which can be consistently estimated bŷ
Lemma 3. Under regularity conditions (A1∼4) and by assuming that Ψ and Γ are nonsingular, the cumulative hazard function, H 0 (t), can be expressed as the sum of asymptotically uncorrelated random variables:
Along with the results stated in Section 4.1 and following directly from Lemmas 2 and 3, we state the main asymptotic theorem below:
Theorem 1. Assume that Γ and Ψ are nonsingular. Under regularity conditions (A1∼4), for each fixed s, inf{Λ 0 (y) > 0} < s < T 0 , and fixed t, t ∈ [0, T 0 ], the random vector √ n(α − α,β − β,Λ 0 (s) − Λ 0 (s),Ĥ 0 (t) − H 0 (t)) converges weakly to a multivariate normal distribution with mean 0 and variance covariance matrix E[η 2 1 ], where η i 's are uncorrelated random vectors defined by η i = (f i (α), Γψ i (β), Λ 0 (s)b i (s), φ i (t)).
6 Simulations and Data Analysis
Monte Carlo Simulations
Simulation studies have been conducted to assess the performance of the proposed estimators.
For all simulation studies, 1,000 simulated data sets are generated, each with n = 200 and n = 500 independent subjects. The explanatory variable X was generated from a Bernoulli distribution with P (X = 0) = P (X = 1) = 0.5, and the subject specific latent variable Z was generated from a discrete (poisson with mean 10) and a continuous (gamma with mean 10 and variance 50) distribution. Given X = x and Z = z, the subject's underlying recurrent event process {N (t), t ∈ [0, 10]} is a non-stationary Poisson process with the corresponding intensity function zλ 0 (t) exp(xα) and the subject's failure time D has a hazard function zh 0 (t) exp(xβ). To examine the performance of proposed estimators under different choices of (α, β) and (λ 0 (·), h 0 (·)), we also consider combinations corresponding to (α, β) = (0, 0) and (−1, −1.5) and the following two sets of functions for λ 0 (t) and h 0 (t). Scenario I: λ 0 (t) = 1/10, and h 0 (t) = t/400; Scenario II: h 0 (t) = (t + 1)/10, h 0 (t) = √ t/200. Finally, the censoring time C is either a exponential variable with mean 10 when x = 1, or a exponential variable with mean 300/z 2 when x = 0. Given (x, z), the triplets (N (·), D, C) are mutually independent.
Suppose the censoring time C is the potential dropout time. The justification of such a design for the censoring variable is the following: Suppose the frailty is an unobserved health indicator, in the control group (X = 0), sick patients with high occurrence rate of recurrent events drop out early due to large values of frailty; in the treatment group (X = 1), on the other hand, because the treatment has effectively reduced the event occurrence rates, the dropout is non-informative for both the recurrent event process and the failure time.
As summarized in Table 1 , the average death rate ranges from 13% to 28%, the aver-age length of follow-up time ranges from 3.9 to 4.91, and the average number of observed recurrent events ranges from 1.57 to 3.65 in the conducted simulation studies. It is noted that the average follow-up time is approximately the same under different choices of (λ 0 , h 0 ), but the average number of observed events is smaller under Scenario II. The result of simulation studies is summarized in Table 2 . For each simulation study, the empirical bias, standard error, and correlation coefficient of proposed estimators were calculated based on 1,000 samples. Figures 1 and 2 show the estimates and the pointwise 95% confidence intervals of the baseline cumulative intensity function and baseline cumulative hazard function.
As shown in Table 2 and Figures 1 and 2 , the proposed estimator performs reasonably well;
that is, the empirical bias in the estimates of regression parameters are small and the averages ofΛ 0 (t) andĤ 0 (t) are almost indistinguishable from the true curves. Note that the parameter estimates under Z ∼ poisson(10) have smaller standard errors than those under Z ∼ gamma(2, 5), and the empirical correlation coefficients betweenα andβ are smaller under the assumed poisson distribution; this is because the poisson(10) distribution has smaller variability than the gamma(2, 5) distribution, i.e., the defined population is more homogeneous under Z ∼ poisson(10).
With data generated by Model (M1∼3), it is interesting to see results from the use of a popular but incorrect model, i.e., the proportional hazards model, h(t) = h * 0 (t) exp(xβ * ), for the failure time data. By using the partial likelihood method (Cox, 1972) , Table 2 also reports the average and empirical standard error of the 1000 estimates of β * . It is observed that using the Cox proportional hazards model, which incorrectly assumes the independent censoring assumption, results in biased estimation of the treatment effect. This phenomenon can be explained as follows: In the simulated control group (X = 0) sicker patients with higher hazards tend to drop out at earlier times, therefore, risk sets are likely to consist of healthier patients at later time points. As a result, the estimates given by the Cox proportional hazards model based on comparisons of subjects within risk sets underestimates the treatment effect when treatment reduces the risk of death and conclude that treatment is associate with increased risk of death when the treatment does not affect the mortality rate.
Data Analysis
A Denmark registry data set recorded the initial and recurrences of hospitalizations and associated patient information from 8,811 patients whose first schizophrenia-related hospitalization occurred between April 1, 1970 and March 25, 1988 (Eaton et al. 1992a . The catchment area for the register is the entire nation of Denmark. The data provide a large collection of repeated psychiatric measurements as well as recorded hospitalization episodes.
All death records in Denmark are linked into to the register. Table 3 summarizes numbers of hospital admissions and deaths for subgroups by gender and age of onset. Comparing crude proportions seems to suggest that patients whose first hospitalization occurred after age 20 tend to have fewer hospitalizations but are more likely to die before the end of study. The hospitalizations and survival experiences do not look very different in males and females based on these summary statistics.
We apply the proposed joint model to the Denmark schizophrenia cohort data and investigate the effects of gender and age of onset on the rate of hospitalization and the risk of death. The gender indicator is set to be 1 for male and 0 for female, and the indicator of age onset is set to be 1 if less than 20 years of age and 0 if greater than or equal to 20.
To estimate the standard errors ofα,β, andΛ 0 (t) andĤ 0 (t) at selected time points, a nonparametric bootstrap method for clustered data was adopted by repeatedly sampling 8811 subjects with replacement, using subject as the sampling unit, from the schizophrenia cohort data. The results of data analysis are summarized in Table 4 . Estimates of Λ 0 (t) and H 0 (t), and their pointwise 95% bootstrap confidence intervals are given in Figure 3 . Table  4 shows that patients with early onset (≤ 20 y/o) are hospitalized more often (21% higher) and have decreased risk of death (57% lower). Moreover, being a male will decrease one's occurrence rate of hospitalization episodes and the risk of death by 16% (≈ 1 − e −0.18 ) and 10% (≈ 1 − e −0.11 ), respectively. The estimated covariate effects are statistically significant, except for the gender effect on the risk of death, which is marginally significant. It is interesting to see that the age of onset has opposite effects on hospital admissions rate and the hazard of death -this is not surprising, however, since young patients tend to have longer life expectancy. Also, the analysis confirms the theory in schizophrenia that patients with early onset age tend to be hospitalized more often than those with later onset age. 
Discussions
Frailty models are commonly adopted in modeling multivariate survival time data (Clayton, 1978; Oakes 1982) and in jointly modeling repeated measures and survival time data (Henderson, Diggle, and Dobson, 2000; Lin, Turnbull, McCulloch, and Slate, 2002) . In this paper, we propose a semiparametric joint model for the recurrent event process and failure time data. A latent variable (frailty) is assumed to act as a multiplicative factor in both the intensity function and the hazard function, and hence induces the correlation between the event process and the failure time. Unlike the usual setting of frailty models where a parametric distribution is assumed for the frailty, a specific feature of our model is that the frailty distribution is treated as nuisances and no parametric assumptions were imposed.
Additionally, via the use of frailty, the proposed model relaxes the independent censoring condition for observing both the recurrent event process and the failure time data. For a semiparametric model like (M1∼3), model checking is expected to be a difficult task in general. This paper does not intend to develop methods for formal model checking and we simply suggest possible approaches for the validation of model assumptions. Rigorous study of model checking methods will be conducted elsewhere. To test the assumption of a common baseline intensity function shared by all subjects, we utilize the fact that, under (M1) and conditioning on (
, then a necessary condition to validate the assumption of sharing a common intensity function is to check if the empirical distribution of {V ij : j = 1, . . . , m i ; i = 1 . . . , n} is approximately uniform(0, 1) distribution.
To check on the proportional rate and hazards model assumption imposed by (M1) and (M2), respectively, replace Z withẐ to derive the Schoenfeld residuals (Schoenfeld 1982) . If the assumption of proportional hazards holds, the derived residuals are expected to randomly fluctuate around zero.
In this paper, a borrow-strength procedure was proposed by first estimating the value of the latent variable from recurrent event data, and next using the estimated value in the failure time models. The central idea of estimation is to utilize moment properties ofẐ so that the partial score functions, with Z orẐ, attain the same convergence function. The proposedẐ requires no parametric assumption on Z and is easy to compute. As opposed to this approach, an alternative choice is to estimate Z by the posterior mean of Z given the observed recurrent event data; however, as discussed in Implication 1, the posterior mean does not have an explicit form in our model setting, and is therefore not a useful choice in theory or application.
The proposed estimation procedure is not without constraints -it is applicable only to time-independent covariates. In some applications, it would be desirable to develop estimation procedures that allow for both time-invariant and time-dependent covariates. Also, the implications and trajectories described in Section 3 help understand the general relationship between the recurrent event process and the failure time. However, the probability formulas established in Section 3 can not be made explicit unless the unknown parameters in the formulas are known or estimable, and, to accomplish such a task, it requires more parametric modeling and alternative estimation procedures. Such work will be considered elsewhere in the future. Finally, the proposed time-to-events models assume a common baseline intensity/rate function be shared by all subjects and the intensity/rate function does not change after the occurrence of an event. To characterize the possible change in the risk of event occurrence after each event time, techniques for time-between-events models by, say, Prentice, Williams, and Peterson (1981) and Chang and Wang (1999) can be adopted.
Implication 2: For 0 ≤ t ≤ t + s ≤ T 0 , the survival function of the residual life time after time t, given the event history before and up to time t, can be expressed as P (D ≥ t + s |
and, similarly, P (D ≥ t, H(t)) = (N (t)!) −1 N (t) j=1 λ 0 (t j ) × E[e −Z{H 0 (t)+Λ 0 (t)Z N (t) } ]. We then simplify the formula
Implication 4: Following (M3), the mean function of the recurrent event conditional on the failure time can be expressed as
The partial derivative of the right-hand-side term in (5) with respect to t can be derived as
The partial derivative can be shown to be nonpositive by applying the Cauchy-Schwartz inequality, and, as a result, the mean function in (5) is decreasing in t, t ≥ s.
Appendix B
Denote t ij the j th event time of the i th subject, and define the functions
Under regularity conditions (A1∼4), it has been shown in Wang et al. (2001) 
converges weakly to a normal distribution with zero mean and variance Λ 0 (t) 2 E[b 2 1 (t)].
Define V * to be the joint probability measure of (w,X, m, Y ) and
Then the left-hand-side of the estimating function (1) can be expressed as n −1 n i=1 e i + o p (n −1/2 ). Assuming E[∂e 1 /∂γ] is nonsingular, one has √ n(α−α) = n −1/2 n i=1 f i (α)+o p (1), where f i (α) is the vector function E[−∂e 1 /∂γ] −1 e i without the first entry, and √ n(α − α)
converges to a multivariate normal distribution with zero mean and variance E[f 2 1 ].
Proof of Lemma 1.
Straightforward algebra yields
Since the mapping ofÛ from the four empirical processes, under the regularity conditions, is compactly differentiable with respect to the supremum norm and the four empirical processes converge weakly to their limits, we apply the functional delta method toÛ and establish its
Note that ψ i 's are uncorrelated random variables because ψ i depends only on the observed data of the ith individual. Following the classical central limit theorem, n 1/2Û (β) is asymptotically normal with zero mean and variance-covariance matrix Σ(β) = E[ψ i (β) 2 ]. Defineψ i (β) by substituting empirical processes for their limits in ψ i , and defineΣ(β) =
is the average overψ 1 (β), . . . ,ψ n (β). It can be shown that the second moment ofψ i (β) exists, and it follows from the strong law of large numbers thatΣ(β) converges to its limit, Σ(β), uniformly. Arguing as in the proof for the consistency ofβ, we can show that the functional defined byΣ satisfies sup b∈B |Σ(b) − Σ(b) |→ 0 almost surely. By the consistency ofβ, as well as the continuity of Σ(b) at β, we are able to show thatΣ(β) is a consistent estimator of Σ(β). Moreover, in terms of the notations used before, we can rewrite the limit of √ nÛ (β) as
Proof of Lemma 2.
It can be shown thatΓ(b) defines a functional of four empirical processes. Arguing as in the proof of consistency ofβ, one can show thatΓ E{Ze Xb I(Y ≥s)} .Ĥ 0 (t; b) is a continuous functional of two processes since the denominator is bounded away from zero. The almost sure convergence of the two processes can be established from the previous discussions. It can be shown that sup t∈[0,T 0 ],b∈B |Ĥ 0 (t; b) − H 0 (t; b) |→ 0 almost surely. Then the consistency ofĤ 0 (t,β) for H 0 (t) follows the strong consistency ofβ for β.
A Taylor expansion ofĤ 0 (t;β) about β giveŝ
where β * t depends on t and lies on the line segment betweenβ and β. By similar argument used above, one can show that ∂Ĥ 0 (t; b)/∂b | b=β * t converges in probability to ∂H 0 (t; b)/∂b | b=β for t ∈ [0, T 0 ]. Moreover, the functional delta method applied toĤ 0 (t, β) yields
Following Theorem 2, √ n(β−β) = −Γ(β) √ nÛ (β)+o p (1), and by definition H 0 (t, β) = H 0 (t).
From (6) the estimator of the baseline cumulative hazard function can be expressed as
Since φ i (t) is a linear combination of monotone processes with bounded second moments, the weak convergence of √ n(Ĥ 0 (t;β) − H 0 (t)) follows from Example 2.11.16 of van der Vaart and Wellner (1996). Figure 1 : Plots of estimatedΛ 0 (t) andĤ 0 (t) with pointwise 95% confidence intervals for n = 200. Scenario I: λ 0 (t) = 1/10, and h 0 (t) = t/400; Scenario II:λ 0 (t) = (t + 1)/60, h 0 (t) = √ t/200. -: True curve, ---: empirical average, · · ·: pointwise 95% confidence intervals. Figure 2 : Plots of estimatedΛ 0 (t) andĤ 0 (t) with pointwise 95% confidence intervals for n = 500. Scenario I: λ 0 (t) = 1/10, and h 0 (t) = t/400; Scenario II:λ 0 (t) = (t + 1)/60, h 0 (t) = √ t/200.-: True curve, ---: empirical average, · · ·: pointwise 95% confidence intervals. Figure 3 : Plots ofΛ 0 (t) andĤ 0 (t) for the Denmark schizophrenia cohort data, with pointwise 95% bootstrap confidence intervals.
