Abstract: This paper argues that the true cause of the endogeneity bias that allegedly appears when estimating production functions, and which the literature has tried to deal with since the 1940s, is simply the result of omitted-variable bias due to an incorrect approximation to an accounting identity. As a result we question recent attempts to solve the problem by developing new estimators.
Introduction
A series of recent papers (e.g., Olley and Pakes 1996 , Blundell and Bond 2000 , Levinsohn and Petrin 2003 , has proposed new methods for conditioning out serially correlated shocks to the production technology.
1 As is well-known, the OLS estimates of the parameters of the production function are biased and inconsistent if there is contemporaneous correlation between the error term and the factor inputs due to simultaneity problems (however, see Zellner et al. 1966 for a discussion of when this is not likely to be a problem). An instrumental variable (IV) estimator achieves consistency by instrumenting the factor inputs with regressors that are correlated with them but uncorrelated with the error term. Olley and Pakes (1996) propose to instrument the regression with investment. On the other hand, Levinsohn and Petrin (2003) use intermediate materials as instrument. Finally, Blundell and Bond (2000) propose a model where the error term is divided into three parts. They use GMM estimation where the moments used for identification are the lagged values of the inputs.
The purpose of this paper is to demonstrate that the alleged endogeneity problem to which these papers refer to is not the cause of the implausible results that often appear in empirical estimations of production functions. In fact, the problem is substantially more serious than one requiring the correction for possible simultaneity biases, and unfortunately it is one that has no econometric solution. This is an implication of an argument which appeared in an early paper by Phelps Brown (1957) , who outlined a criticism of Douglas's (1948) cross-industry results. This critique was later formalized by Simon and Levy (1963) . Later, Simon (1979a) extended it into a full paper and elaborated upon its implications. He considered it to be of sufficient importance to warrant mention in his Nobel acceptance speech (Simon 1979b) . Paradoxically, the same year, Samuelson (1979) also rediscovered the same argument.
2 And Shaikh (1980) offers a very provocative discussion of it. As this important argument seems to have been neglected in the literature, notwithstanding its profound and damaging implications for the estimation and interpretation of production functions, it is useful to summarize it and briefly discuss its implications.
In essence, this critique states that the income accounting identity that relates value added (gross output) to the sum of the wage bill plus total profits (plus intermediate materials and energy) can be algebraically rewritten into a form that resembles a production function. The implications are far reaching: if the functional form chosen for fitting a production function provides a good approximation to the identity, the statistical fit obtained will generally be very high, potentially unity; the estimated putative factor elasticities will be equal to the factor shares; and because what one is essentially estimating is an accounting identity (or a very good approximation to it), the whole exercise is extremely problematical, if not useless. Theoretical problems like possible biases due to endogeneity of the inputs, or the effects of the presence of unit roots in the variables (in the case of time-series) are, at most, of secondary importance. If, however, the results obtained are not good (e.g., implausible estimates of the elasticities), it is simply because the wrong functional form as an approximation to the identity has been estimated. The solution to this problem is embedded in the same argument, as shown below.
Despite the well-known theoretical problem of endogeneity bias, in applied work most researchers often commence by estimating the production function using OLS, hoping to obtain estimates of the labor and capital output elasticticities that look plausible and interpretable under a theory. In the simplest case of the CobbDouglas function (still the most widely used form) this means that the estimates of the parameters should be relatively close to the factor shares, thus adding up to unity (or perhaps exhibiting some increasing returns). If the results appear plausible, many researchers generally would not be particularly concerned and would not use more sophisticated estimation methods. Thus, they would ignore the simultaneity problem and implicitly rely on Wold's "proximity theorem" (Wold and Faxer 1957) . But if, on the other hand, acceptable results were not found, as it is often the case in particular with time-series data, it would be necessary to search for an explanation for the anomalous results (e.g., estimated coefficients are biased due to endogeneity) and to use more sophisticated estimation methods (e.g., IV).
It is important to note that researchers in many studies use 3 or 4-digit level industry data. However, as Levinsohn and Petrin (2003, p. 323 , footnote 17; see also Griliches and Mairesse 1998, p.195) acknowledge, the measure of output used in these studies is not a physical quantity (the data that should be used to estimate production functions), but deflated gross output or value added.
4 This is also the case even in studies that use firm or plant-level data, since a firm can be producing different products (which most likely use different production 4 The problems regarding capital are worse. Due to space constraints we do not address them. Suffice to say that the standard measures of the stock of capital used in estimation of production functions (calculated through perpetual inventory at aggregate levels or as the book value of inventories if firm-level data is used) most likely do not have much to do with the true notion of physical capital that, theoretically, should go into the production function (Cohen and Harcourt 2003; Felipe and Fisher 2003). processes) and thus the only way to report an "aggregate" measure of output is in monetary or value terms. Physical data are scarce, and estimations of production functions with physical quantities are the exception, except perhaps in agricultural economics.
5 Certainly, at higher levels of aggregation (e.g., manufacturing sector, total economy), the problem is even more clear and the well-known aggregation problems become an insurmountable difficulty Fisher 2003, Felipe and McCombie 2003) . The implication of this observation about the nature of the data used in these studies is that the series of output, labor and capital are related, definitionally, through an income accounting identity.
The rest of the paper is structured as follows. Section 2 summarizes and discusses the argument's main implications. Section 3 provides empirical evidence. Section 4 concludes.
The Production Function and the Tyranny of the Accounting Identity
For expositional clarity, the argument can be summarized most easily for the case of value added and time series data. The arguments for the cases of gross output and/or cross section can be similarly derived (see section 3). The income accounting identity may be written as The decomposition of the wage bill and total profits into the products of the factor prices times the quantities is definitional. The identity can also be defined in real 5 See Wibe (1984) for a survey of engineering production functions.
6 Expression (1) should not be confused with the similar expression that can be derived from Euler's theorem, which assumes that the first-order conditions hold. That identity will hold only if the production function from which it is derived is linearly homogeneous, and if the conditions for producer equilibrium hold. No such requirements are necessary for equation (1) to hold always. Moreover, although it will always be true that the wage bill can be written as the product of the average wage rate times employment, whether the wage rate equals the marginal product of labor or not, is quite another matter and irrelevant for purposes of writing equation (1). The same argument applies to total profits.
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The profit rate is calculated as and correspondingly in real terms.
terms with the average real wage rate, and the average real ex-post profit rate.
In proportionate growth rates (and in real terms) equation (1) becomes:
where ^ denotes a proportional growth rate, is the share of capital in output, 1 is the share of labor, and .
Now let us assume that in the case at hand, factor shares are constant, i.e., . Then equation (2) becomes
where . Integrating equation (3) yields
and taking anti-logarithms we obtain
Moreover, suppose also that wage and profit rates grow at constant rates, i.e., and r . This, together with the assumption that factor shares are constant, implies that . Then equation (5) can now be written as
In growth rates this is simply
The important point of this derivation is that expression (6) (or (7) in growth rates) is not a Cobb-Douglas production function. It is simply the income accounting identity, equation (1), rewritten under the two assumptions of constant factor shares and constant growth rates of the wage and profit rates.
The implications of this derivation are serious and, ultimately, prevent any unambiguous interpretation of the estimated parameters of an alleged production function. Suppose one estimates by OLS Y (unrestricted), where
ε is the random disturbance and where Y, L and K are the same series as in
(1), namely, real value added, employment and the stock of capital. If the two assumptions above happen to be correct, it is obvious, by comparison with (6), that the statistical fit will be perfect, and the estimates will be ,
, and
. Under a neoclassical interpretation, the equality of the elasticities to the factor shares would be interpreted as a failure to refute the neoclassical theory of factor pricing and, consequently, the assumption that markets are competitive. It can also be seen that the estimate of the trend is a weighted average of the (constant) growth rates of the wage and profit rates. Moreover, the result indicates the putative presence of "constant returns to scale." However, this data set could well correspond to, for example, a command economy where factors are not paid their marginal products. All we have used in deriving equation (6) is the identity that output equals the payment to the factors of production, together with the two empirical assumptions. 9 The fact that the estimated "output elasticities" closely approximate the factor shares does not imply that markets are competitive, and that there are constant returns to scale. This correspondence merely follows from the accounting identity.
What happens if results obtained are implausible, e.g., the estimated coefficients are significantly different from the observed factor shares? Implausible results have led most researchers to interpret them as due to endogeneity bias. However, implausible results simply mean that one or both assumptions used to derive equation (6) from equation (2) does not correspond empirically to the data. There are several ways to "solve" the problem of implausible results.
(i) If factor shares vary substantially, what is needed is to determine the mathematical form of the empirical path of the shares. Once found, one simply has to proceed as above, that is, substitute it into equation (2) and integrate. This, of course, can give rise to functional forms that will resemble the CES or translog, 8 We realize that the expression is what standard analyses refer to as total factor productivity (TFP) growth. Our argument does not deny this, in the sense that the expression can be referred to as such. However, the reader must not forget that our derivation does not assume the existence of any production function, and/or that factor markets are competitive, necessary assumptions in the standard derivation. This expression is simply part of the accounting identity. This is true always by definition. Also recall that the derivation uses the profit rate, and not the user cost of capital. This is the only difference. The user cost of capital, unlike the concept of profit rate, is theory-dependent (it follows from neoclassical theory) and has to be estimated making a series of assumptions. This means that there is no way to know and test whether the number computed is correct or not.
The assumption about the constancy of the factor shares could be mistaken to imply that we have implicitly assumed a Cobb-Douglas production function. Constant factor shares are indeed consistent with a Cobb-Douglas production function. However, Fisher (1971) showed using simulation experiments that this conclusion need not necessarily follow. In fact, Fisher showed that the Cobb-Douglas form tends to work well in empirical analyses because factor shares are constant; and not the other way around, that is, that factor shares are constant because the underlying production function is Cobb- Douglas. for example, and which, when estimated, will lead to better results in terms of statistical fit and elasticities equal to the factor shares. In general, a production function Y=A F(K,L) may be expressed in growth rates and estimated econometrically as
where and are the output elasticities of labor and capital (which, in general, vary in time), is the growth rate of total factor productivity, and is the error term. On the other hand, the accounting identity is given by equation (2). A comparison of both expressions indicates that any functional form (or estimation procedure such as a time-varying estimation method) that gives a good approximation to the identity could also be mistakenly interpreted as a production function.
(ii) If wage and profit rates do not grow at constant rates, one also has to proceed as in (i). It turns out that empirically this is the assumption that is more likely to be incorrect, and is the one that most often produces a poor statistical fit to the Cobb-Douglas with an exponential time trend. As cannot be empirically approximated by a constant term, it will have to be approximated by a more flexible functional form, for example, a trigonometric function. Alternatively, it may be better proxied by another variable that fluctuates significantly and that is highly correlated with .
In some more detail, what happens is as follows. Let us assume that in this case factor shares are constant so that the accounting identity in growth rates corresponds effectively to expression (3). For all practical purposes, when one estimates the Cobb-Douglas function unrestricted in growth rates
the econometric problem is akin to one of omitted-variable bias, i.e., a relevant variable has been omitted from the regression. To see this, compare expressions (3) and (9). Why does so often the latter fail to yield plausible estimates of the coefficients, a problem researchers interpret usually as the result of endogeneity bias? Petrin 2003, Griliches and Mairesse 1998 
To calculate the bias, substitute (3), the true model, into expression (10) for . Working out the algebra and taking expectations yields:
where, since equation (3) is an identity, the theoretical error term is uncorrelated with the regressors (i.e., there is no endogeneity problem); and a similar expression can be derived for the labor coefficient. Expression (11) shows that the estimated coefficient equals the share of capital in value added ( ) plus a term that captures the "bias" (the second part of the sum) due to the incorrect specification of as a constant plus the shock . If , this will imply that the bias in (11) is zero; but this will simply mean that is a constant, or that, by coincidence, the numerator equal zero. Given that the denominator of the bias is always positive, the sign is determined by the numerator. Likewise, the magnitude of the bias will simply be a function of how far is from a constant.
it is a constant, the bias will be zero. Why is the capital coefficient often "biased downward" (Levinsohn and Petrin 2003, p.333) ? This is the case because the variable that drives the fluctuations in is r (wage rate and factor shares do not fluctuate that much), which is a highly procyclical variable, hence highly correlated with . On the other hand, the growth of capital ( * t g t K ) shows virtually no cyclical fluctuations.
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(iii) Often researchers use a capacity-utilization adjusted capital stock ( * K ) instead of the unadjusted one ( K ). This solution tends to produce plausible estimates (Lucas 1970; Barro 1999, p. 123 also refers to this option). Returning to the omitted-variable in the Cobb-Douglas regression, the reason why use of
Expression (11) is the same Levinsohn and Petrin (2003) show (unnumbered) on p.319 in their paper. The difference is that here we clearly show that the first part of the expected value of the coefficient of capital has to be, precisely, the capital share ( ). a 11 Playing devil's advocate, a counter argument to ours could be that the estimates of the parameters in the production function are biased because of the omission of technical progress in the regression. This is precisely what is; namely, the dual of total factor productivity growth. However, the reader must not forget that all our derivation stems from an accounting identity (there is no behavioral model here), and that if is appropriately included or proxied in the regression, one will always obtain the same suspicious results: perfect fit and elasticities equal to the factor shares. In all these three cases the result is that the accounting identity will be more closely approximated by the chosen functional form, with the result that the estimated "output elasticities" will closely approximate the factor shares.
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Finally, regressors' endogeneity (or any other standard econometric problem) is not the problem because all that is being estimated is an accounting identity, or an approximation to it. What any IV estimator will do (but without any guarantee) is to overcome the problem discussed here in a complicated and artificial way. Given that for most econometric applications factor shares are indeed relatively constant, the problem boils down to correctly approximating empirically . When will an IV estimator improve the results? We know precisely what the error (e) is when one estimates equation (7) (which in unrestricted form is (9)), but the true model is the identity (3), namely, ; and we also know, given the discussion above, that it is procyclical. Therefore, an instrument that is correlated with and
K but that is uncorrelated with e will give unbiased estimates. However, it is very difficult to find such an instrument. Since materials are likely to vary procyclically, they will probably be correlated with the error term. Levinsohn and Petrin (2003) , for example, claim that the differences between the OLS estimates and those obtained with their approach are consistent with simultaneity (Levinsohn and Petrin 2003, p.318) . However, paraphrasing Simon (1979) , we believe our arguments provide a more parsimonious explanation for the results obtained and for the true cause of the alleged biases researchers have claimed to encounter when they estimate production functions. This explanation, however, leads to the uncomfortable conclusion that estimates of production functions do not reflect in any way the underlying technology. Barro (1999, pp.122-123) has argued that the econometric estimation of the production function suffers from some serious disadvantages (as opposed to growth accounting) as a method to estimate total factor productivity growth. In particular, he lists the following three: (i) the growth rates of capital and labor are not exogenous variables with respect to the growth of output; (ii) the growth of capital is usually measured with error. This often leads to low estimates of the contribution of capital accumulation; and (iii) the regression framework must be extended to allow for variations in factor shares and the TFP growth rate. The arguments here show why this is not the case and the true nature of the problem.
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A reader may argue that for this to be the case, the data must satisfy the accounting identity (1) above. The data on output, labor and capital, however, must satisfy the identity. We are grateful to Dave Dole for stressing this point.
Econometrics textbooks like those of Cramer (1969) , Intriligator (1978) or Wallis (1980) explain this critique, although the latter two authors, inexplicably, do not take it to its logical conclusion. Intriligator (1978, p.270) , while discussing Cramer's argument, only notes that it leads to a bias in the estimates towards constant returns to scale, and that the factor shares will be approximately equal to the output elasticities. Wallis (1980, pp.61-63 ) goes further and concludes that "perhaps these Cobb-Douglas results and the apparent support for constant returns or marginal productivity theory are not as persuasive as was first supposed."
14 The clear-cut implication of the argument is that the problem removes entirely the possibility of interpreting the result of estimating a production function as a test of a technological relationship.
Authors have quite correctly pointed out that Marschak and Andrews (1944) were aware of the endogeneity problem, as mentioned above. However, while these authors also hinted the problem discussed in this paper, they argued that Douglas had been fitting a hybrid of a cost and production function, and that he had confused it with the true production function. Marschak and Andrews' argument was that there was an identification problem, similar to that of supply and demand. The implication of their argument was that not all was lost, as it should be theoretically possible to find exogenous variables to identify the production function. Bronfenbrenner (1944) also seems to suggest that all estimations of production functions were doing was estimating the cost identity. Marschak and Andrews erroneously dismissed this argument as they considered that a "zeroprofit" condition as required, a situation they considered was empirically unlikely. Bronfenbrenner (1971, pp.399-400) returned to the argument but now considered that the inclusion of a time trend was sufficient to distinguish the production function from the identity. These arguments are erroneous, and in our opinion, the problem is insoluble: inclusion of the time trend in the production function would identify the other equation, namely, the identity, and not the production function, though the idea of identifying an identity is certainly not a meaningful one. Strictly speaking, we do not have an identification problem, as the estimates are always, unambiguously, those of the income accounting identity, and are known in advance.
Empirical Evidence
In this section we present empirical evidence to support the arguments in the previous section. We use firm-level data from publicly listed Indian firms.
15 First 14 Wallis (1980, p.62) derived the argument by assuming that wage and profit rates are constant. Hence we infer that he believes it holds only in this case. As we have shown the argument is more general. 15 We thank the Institute for Studies in Industrial Development, New Delhi, for kindly making this data available to us. The data included the following firm-specific information: grossoutput, book value of plant and equipment, total wage bill, and expenditures on raw materials, intermediates, fuel and energy. Industry-specific wage rates were used to divide firms' total wage we show the results for the time-series case (our argument so far in the paper) with data for one firm; and then for a cross-section of firms.
Table1 summarizes the relevant results. We show the regressions in levels, numbered (1) and (2), and then in growth rates, numbered (3), (4), (5) and (6). Regression (1), corresponding to equation (4) above, and regression (3), corresponding to equation (2) above, are the reference points. All regressions are estimated unrestricted. The regression in levels is the identity rewritten under the only assumption that factor shares are constant. Estimation results show that indeed this is the case. The estimates of the coefficients of the wage rate and labor are equal to each other, and equal to the average labor share. Likewise, the estimates of the coefficients of the profit rate and the capital stock are also equal to each other, and equal to the average capital share. The very high t-values and the statistical fit indicate that we are in the presence of an identity.
TABLE 1 ABOUT HERE
The interesting case appears in the second column, regression (2), which corresponds to equation (6) above. This is the standard Cobb-Douglas with a linear time trend. The comparison between both regressions is truly revealing: now the estimates of labor and capital are negative. Given the results in regression (1), we know why this has happened: all the time trend does in regression (2) is to try to approximate the weighted average of the logarithms of the wage and profit rates, i.e.,
. It was shown above that for this approximation to be correct, wage and profit rates would have to grow at constant rates. All this regression shows that is that this is not true. Hence, this approximation to the identity turns out to be extremely poor. This is not an econometric problem in the standard sense. All is needed is to find the correct approximation to (3) corroborates that all we have is an identity and results are virtually identical to those in regression (1). Regression (4) corresponds to equation (7) above. Once again, results are very poor, with the estimates of labor and capital statistically insignificant, and the latter again negative. In regression (5) we have constructed the variable (TFPG), which, by construction must enter the regression with a coefficient of unity. The estimates of labor and capital are, again, equal to the average factor shares. This regression confirms that all is needed is to find a
bill to arrive at the number of workers. Real values for gross output, capital stocks, and total intermediate inputs were derived by deflating gross output, the book value of plant and machinery, and total intermediates (raw materials plus intermediates plus fuel plus energy), respectively, by an industry-specific price deflator for total intermediates. Because the industry-specific deflators pertain to calendar year while firms' data pertain to their fiscal years, each of the deflators was adjusted for the fiscal year of the firm.
variable that tracks correctly the path of TFPG. Regression (4) shows that a constant does not do a good job. Indeed, Figure 1 graphs TFPG. A constant cannot track this path. Finally, regression (6) uses as a regressor the term a , denoted TFPGR. This is the most important component of TFPG, the one that makes it fluctuate the way it does. Figure 1 shows that indeed this is the case: most of the variation in TFPG is accounted for by TFPGR. Table 2 shows the estimation of equation (13), the approximation to the gross output identity under the sole assumption that factor shares are constant, in levels (first regression) and growth rates (third regression). The result that the estimates are close to the three shares (and of approximately equal magnitude for w and L, r and K, and z and M) together with the extremely high fit can only be interpreted as empirical validation of the said hypothesis. The results indicate that indeed factor shares must be sufficiently constant in the data set so that (13), whether estimated in levels (regression (1)) or in growth rates (regression (3)) -both regressions yield virtually the same estimates-, provides an excellent approximation to the accounting identity (12). The statistical fit is virtually unity, and very important, there is no econometric problem that needs to be taken care of.
TABLE 2 ABOUT HERE
We now discuss the results that researchers obtain estimating the standard production function for gross output as (regression (2) in log levels and regression (4) in growth rates). The differences with the previous results are startling. Estimates are now not plausible, including negative values, and coefficients are substantially different in levels and growth rates. Most researchers would argue that these estimates are the result of endogeneity bias and spuriousness due to the presence of unit roots. Hence some solution is needed.
What has happened? As argued above, our parsimonious explanation is that the weighted average of the factor prices has not been correctly proxied causing an omitted variable bias. It is not a case of true endogeneity bias. To see why this is the case (for the regression in growth rates), Figure 2 shows the graph of
, which is being proxied by the constant term in the regression in growth rates. It is obvious that this approximation is so poor that, for all practical purposes, is omitted. Hence the other coefficients are biased. Regression (5) in growth rates introduces the variable , denoted TFPG, as a regressor. By construction, the coefficient of this variable has to be unity. This indicates that all is needed is to search for a variable highly correlated with . Finally and to dissipate any doubts about the generality of the argument, we now discuss the empirical evidence using cross-sectional data. For a cross section (and using value a value-added to simplify), the labor share can be written as ; and similarly the capital share as )
(where i denotes the units of the cross section). For a low dispersion in factor shares, the 
and a similar expression follows for the capital share
For small deviations of a variable X i from its mean X , it follows that 1
. Thus, taking logs in equations (14)- (15) and using this approximation we can write
Multiplying equations (16) and (17) by ) 1 ( a − and a , respectively, adding them up, and rearranging the result yields
As before, the implication of the derivation is that equation (18) may be mistaken for a production function. It must be noted that, in general, it is easier to obtain plausible results with cross-sectional data than with time series. The reason is that, often, wage and profit rates in a cross-section (e.g., regions in a country, firms in a sector) vary relatively little. This implies that the term A(i) in equation (18) will be well approximated by the constant term, so that A(i) will be, effectively, a constant. This means that the cross-sectional regression Y should work very well provided only that factor shares in the cross-section do not vary excessively. Table 3 provides the results for a cross-section of 48 Indian firms for 1980.
18 As before, we show first the full approximation to the identity, equation (18) in regression (1), and then the production function, regression (2). The results for the 17 This derivation follows the arguments in Cramer (1969). 18 These are firms producing textiles, the industry with the largest number of firms in the data available to us. full regression corroborate that equation (18) provides an excellent approximation to the accounting identity: virtually a perfect fit and estimates highly significant and equal to the average factor shares. The important difference now with respect to the time-series case is that the Cobb-Douglas regression works very well, with estimates that anyone would take as plausible. The reason must be that the term
is minimally and sufficiently (though not perfectly) well approximated by the constant. Indeed, Figure 3 shows that does not vary excessively with respect to the average. 
Conclusions
This paper has shown that the true cause of the alleged 'endogeneity bias' that allegedly appears when estimating production functions is simply the result of omitted-variable bias due to an incorrect approximation to the accounting identity that relates output to the sum of the total payments to labor (the wage bill) and capital (total profits) (plus materials in the case of gross output). As a result we have questioned recent attempts to solve the problem by developing new estimators.
We emphasize that we are not saying that it is absolutely impossible to estimate a production function. The argument in this paper does not apply when all variables entering the production function are measured in terms of physical quantities. In this case, although there is also an accounting identity for value added (and gross output), the physical data can be recovered from the identity (something impossible in the case above). Under these circumstances, it is possible to estimate a production function and test the marginal productivity theory of distribution. It must be noted, however, that even with physical data, there is no guarantee that that this will be the case, since the true production function could only be estimated if we knew what the true path of technical change is, which of course is not possible.
Despite these problems, this indicates that efforts must be made at collecting data for homogeneous products, the only ones for which physical quantities exist, rather than spending efforts at devising new estimation methods. Otherwise, estimation of production functions with variables expressed in monetary terms (however deflated) will continue being a problematic exercise. In contrast, with 19 The regression of on a constant yields a value of 7.31, the mean, statistically significant at 1%. The maximum value of the series is 8.99 and the minimum is 6.05. Katayama et al. (2003) , in a related but different context, acknowledge the necessity to work with physical quantities and discuss (from a different point of view) some of the problems derived from using data expressed in monetary values. Notes: Absolute value of t statistics in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1%. The average factor shares are =0.33 (capital), =0.53 (materials) and (1-0.33-0.53)=0.14 (labor); with ranges 0.30-0.38 (capital), 0.47-0.56 (materials) and 0.13-0.16 (labor). Notes: Absolute value of t statistics in parentheses; * significant at 10%; ** significant at 5%; *** significant at 1% The average factor shares are =0.69 (capital) and (1-0.60)=0.31 (labor); with ranges 0.57-0.85 (capital) and 0.14-0.42 (labor). 
