In this research, the statistical inference of the problem of measuring agreement between two observers who employ measurements on a 2-point nominal scale is focused. The purpose of this study is to approximate Cohen's kappa statistic by using the factorial moment. Moreover, the estimated asymptotic means and variances of the approximated Cohen's kappa statistic are computed.
The relative efficiency (R.E.) of the estimates (ˆC κ , 
Introduction
Over the last decade, researchers have become increasingly aware of the problem of measuring agreement for assessing the acceptability of new or generic process, methodology, and formulation in many areas of both science and non-Pornpis Yimprayoon science fields. By the way, measuring agreement has been used very often to designate the level of agreement between different data-generating sources referred to as raters, observers or interviewers [1, 6] . A rater could be a clinician, a nurse, a psychologist, a radiologist, a chemist, a statistician, a pharmacist, a laboratory apparatus, an instrument, a rating system, a diagnosis, a treatment, a method, a process, a technique or a formula. There are numerous examples, both theoretically and methodologically, that illustrate these situations and here we list some of them. In education and social science measurement comparison of a newly developed measurement method with an established one is often used to see whether they agree sufficiently for the new to replace the old. This makes sure that the new method of measurement is cheap, quick, correct and optimal. In clinical and medical diagnosis problems, a team of physicians is used in order to diagnose and select the appropriate treatment to the comatose patients. In criminal trials, a group of jurors is used and sentencing depends on the complete agreement among the jurors. Hotels receive five stars only after several visitors agree on the service. The medals and ranking in sport games are based on the ratings of several judges (boxing, ice skating, diving, gymnastics, etc.) [3, 7] . By the way, a reliability or a validity study involving multiple raters is conducted in clinical or experimental settings in many times. High measures of agreement would indicate consensus in the diagnosis and interchangeability of the measuring devices [1] . One of the most popular indices of agreement was originally presented by Cohen [2] , namely Cohen's kappa statistic ) ( C κ , as a reliability index for measuring agreement between two raters employing nominal scales.
Brief Description of Cohen's Kappa and its Modification
Let us consider a reliability research where 2 raters, referred to as rater A and rater B, operate independently and are required to classify subjects into one of 2 possible response categories. The subjects are independent. The 2 response categories, labeled as 1 and 2, are independent, mutually exclusive, and exhaustive. We denote by ij π the chance that rater A classifies a subject into category , i while rater B classifies the same subject into category j for In this set-up, Cohen's kappa statistic for measuring agreement between the two raters is defined as (2) and .
In applications, if there are n subjects and ij n represents the number of subjects classified in category i by rater A and in category j by rater B, the sample estimate of κ is given by 
Some Approximations of the Cohen's Kappa Statistic
We now study the approximation of the Cohen's kappa statistic by using the factorial moment. A brief description of the factorial moment and the necessary lemma is given below.
In probability theory, the α th factorial moment of a probability distribution, also called the α th factorial moment of any random variable X with that probability distribution, is ( )
For example, it follows that
, and so on.
where 
Note that we can also get
κ ,K in the same way.
We introduce the plug-in estimator of C κ , denoted by ˆC κ , is defined as
C o e e e κ θ θ θ θ
Initially, the plug-in estimator of
Next, the plug-in estimators of 
In the same manner, we can get the plug-in estimators of
In this study, we will mention only how one can estimate 
Therefore the above equation is now simplified as
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Finally, we derive the properties of ) 0 ( κ , and ) 1 ( κ in the following section. And we obtain
Properties of the Approximations
where the general term of
Next, let us consider the 1 st approximated kappa is given by (16)
(38) By using large sample theory, the asymptotic mean of 
This also means the statistic
where, in general term,
ii
It is quite interesting to compare ˆC κ ,
κ and (1) κ by comparing
( )
Base on Fleiss et al. [4] , the approximate asymptotic expression for the variance of C κˆ can be given by
where, in general term, C Q is defined as
As mention in Sinha et al. [8] , it occur the problem for the high agreement but low value of kappa. So in this section, we compare ˆC κ ,
κ and (1) κ for the specific case which the value of 11 π (or 22 π ) closes to the probability 1,
while the values of 12 π , 21 π and 22 π (or 11 π ) nears to the probability 0.
Comparison of the Estimates
Finally, we compute the variances of each estimate based on the specific case by simulating for = n 30, 50, and 100 and compare ( ) The relative efficiency of ˆC κ and (1) κ is defined as (1) (1),ˆ.
Similarly, the relative efficiency of (0) κ and (1) κ is given by 
Conclusion
In this research, we discussed the problem of measuring agreement or disagreement between two raters while the ratings are given separately in 2-point nominal scale. We focused on the approximating Cohen's kappa statistic by using the factorial moment. In addition, we computed its asymptotic means and variances. We also compare ˆC κ , C R E κ κ . The result of this study shows that (1) κ is more efficient than ˆC κ and (0) κ based on the specific case.
