Abstract. As the demand for computing resource grows, data centers have been enlarging and energy usage is a critical issue for cloud provider as well as the carbon dioxide emission. In order to save energy, virtual machines should be consolidated to execute on as small number of physical machines as possible. However, for highly communicating virtual machines in multi-tier data centers, the migration can misplace them at long distance sections, thus increase the latency and reduce the overall performance. In this paper we present an algorithm that both improve communication performance by reducing overall traffic cost of virtual machines and save energy by increasing CPU utilization.
Introduction
Cloud computing utilizes virtualization to enable cloud users to hire computing resources from cloud data center as a service instead of owning it. Applications are executed in isolated virtual machines (VMs) which are running on a shared physical infrastructure. Because of the differences in VM resource requirement, consolidating them to maximize utilization of overall system is a complicated work. In order to host a VM, a PM must provide all resources the VM requires, including CPU utilization, memory, storage and bandwidth. Among those resources, CPU utilization is the only one provided dynamically according to performance requirement while other resources are provided with fixed size. Due to that reason, most of current researches migrate VMs based on CPU utilization [2] .
However, for many applications, the performance is not only relied on CPU utilization. For ones that require communication among services, the communication cost can also influence the overall performance such as 3 tier web applications, non-overlapping MPI jobs, or MapReduce frameworks [6] .
As the demand for resource provided by cloud computing increase, the energy consumption of data centers becomes a pressing issue. According to [1] , between 2000 and 2006 the amount of energy consumed by data centers around the world has doubled and today datacenter electricity consumption is almost 2% of world production. The energy consumed by cloud data centers not only influent provider electricity bill, but also CO2 emission and global warming. Due to the energy consumption of components such as hard disk, memory, main board, a server at idle state still consumes about 70% of the energy it consumes at full CPU speed. In order to save energy, VMs are consolidated to reduce the number of physical machines (PMs). Unused PMs are turned off and will be turned on using techniques such as Wake on LAN when the demand for resource increases.
In this paper, we propose a virtual machine placement mechanism that considers traffic as well as power among VMs within a cloud data center. The goal of this paper is to minimize the communication cost and also save energy.
Virtual machine placement algorithm
Our algorithm, which named Traffic and Power Aware Virtual Machine Placement (TPVMP), targets to place VMs in a heterogeneous environment, which takes both energy consumption and traffic cost into account. In [3] , the general approach consists of three main steps. First, a PM is checked whether it is over or under-utilized. Second, if a PM is over-utilized, one or more hosted VMs need to be migrated; if it is under-utilized, all hosted VMs are selected. Finally, a new destination PM is chose to host a selected VM. We use methods in [3] for the first two steps, and develop a new algorithm to find the destination PM to host selected VMs.
In heterogeneous environment, energy consumptions per MIPS of servers are different. Our algorithm consolidates VMs on high capacity PMs, and heavy communicated VMs are hosted on PMs that located near each other. c. Original graph converted to tree structure
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Fig. 1. The separation process
We model traffic among VMs as a graph where VMs are vertices and network communications are edges. All vertices are connected to the others. Edge weights are the traffic weight between the VMs. We recursively remove lowest weighted edges from the original traffic until each community has only one node. Figures 1a, 1b and 1c illustrate the separation process. Finally the original traffic map is converted into a tree structure which sibling nodes at low level are heavy communicated (marked as red color nodes in figure  1c ). These sibling nodes are then hosted on PMs that located close together.
Energy aware finding host for VM
In our approach, different policies are applied for VMs migrated from over and underutilized hosts. Specifically, for VMs migrated from over-utilized hosts, we still use the same method as [3] , in which the destination PM is chosen in order to mitigate the power consumption increment. On the other hand, for ones migrated from under-utilized hosts, traffic aware placement policy is applied.
Virtual machine placement algorithm
Our algorithm named Traffic and Power aware Virtual Machine Placement (TPVMP) which combines the energy and traffic aware techniques is illustrated in Algorithm 1. 
Evaluation
We evaluate the efficacy of the traffic and power aware virtual machine placement in a simulation environment using Cloudsim toolkit [5] . The simulated three-layer datacenter has 1 core switch which connected to 3 aggregation switches. Each aggregation switch in turn is connected to 5 edge switches. Finally each edge switch is connected to 10 PMs. It is a worth notice that since our algorithm is based on the concept of distance and cost matrix, it can be applied for any topology. The VM and PM configurations are as same as [4] , plus that all PMs in a partition have the same configuration.
We use FNSS [4] to generate a cyclo-stationary traffic map which updated every hour. Based on the mean traffic volumes, VMs are classified into three categories: networkintensive, CPU-network balance and CPU-intensive server and corresponding CPU utilization values are generated.
In the simulation, the experiment results when TPVMP, Traffic-only and Energy-only algorithms are applied are compared (Figures 2, 3, 4 and 5) . According to figure2, when the number of VMs is low, TPVMP saves about 18% of traffic cost compared to Energy-only algorithm. The percentage of traffic cost saving is reduced when the number of VM is getting higher. Moreover, TPVMP also save about 30% SLA violation when the number of VM is not so high. The number of migrations and energy consumption cause by TPVMP and Energy-only are nearly the same.
Conclusion
This paper presents a VM placement algorithm in heterogeneous cloud data centers that minimize network congestion while energy consumption is unchanged. Different policies are applied for VMs migrated from over and under-utilized PMs. At the end of the simulation, VMs are consolidated on PMs with high CPU usage per energy consumption and heavy communicated VMs are hosted by PMs that located close together. The result shows that our algorithm produce better balance result considering VM communication cost, SLA violation and energy consumption.
