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Povzetek
Naslov: Problem 1-Steinerjevega drevesa
Avtor: Simon Prešern
Problem 1-Steinerjevega drevesa je različica problema Steinerjevega drevesa,
pri katerem pa smemo dodati zgolj eno dodatno točko. V delu podrobno
opǐsemo učinkovit pristop Georgakopoulosa in Papadimitrouja k reševanju
1-Steinerjevega problema.
Originalni Steinerjev problem je NP-težak. Po drugi strani je relativno
enostavno videti, da je 1-Steinerjev problem polinomski. Z uporabo Diri-
chletovih diagramov, njihovih prekritij in učinkovitega računanja minimalnih
vpetih dreves s preprocesiranjem pokažemo, da je moč 1-Steinerjevo drevo
pri n začetnih terminalih poiskati v času O(n2).
Ključne besede: minimalno vpeto drevo, Steinerjev problem, 1-Steinerjev
problem

Abstract
Title: 1-Steiner tree problem
Author: Simon Prešern
The 1-Steiner tree problem is a variant of the Steiner tree problem, where
we are only allowed to use a single additional point. In this thesis we present
an efficient approach of Georgakopoulos and Papadimitrou to solving the
1-Steiner tree problem.
The original Steiner tree problem is known to be NP-hard. On the other
hand it is fairly easy to show that the 1-Steiner tree problem is polynomial.
With the use of Dirichlet diagrams, their overlay, and an efficient updating of
minimal spanning trees with preprocessing we show, that the 1-Steiner tree
of a set of n terminals can be computed in O(n2) time.
Keywords: minimum spanning tree, Steiner tree problem, 1-Steiner tree
problem

Poglavje 1
Uvod
Geometrijski optimizacijski problemi imajo v očeh matematikov in inženirjev
nasploh veliko pozornost. Eden izmed njih je problem Steinerjevega drevesa
STP, ki ga je Bezenšek opisal v diplomskem delu [2]. To je različica problema
minimalnih vpetih dreves, kjer lahko množici točk T ⊆ R2 dodamo množico
točk S ⊆ R2 tako, da bo minimalno vpeto drevo na novem grafu čim kraǰse.
Problem Steinerjevega drevesa je NP-težak in polinomskega algoritma, ki
bi v graf dodal n terminalov po vsej verjetnosti ni.
V svoji diplomski nalogi sem se lotil implementacije algoritma opisanega
v članku “The 1-Steiner Tree Problem” avtorjev Georgakopoulosa in Papa-
dimitria [6]. Pri izbrani množici terminalov T , bi želeli poiskati eno točko
s ∈ R2, tako da bo MST (T ∪ {s}) čimkraǰse.
Temu problemu pravimo 1-Steinerjev problem (STP1), ustreznemu dre-
vesu pa 1-Steinerjevo drevo. Relativno enostavno je poiskati algoritem za
reševanje STP1 časovne zahtevnosti O(n
6 log n). V diplomskem delu pred-
stavimo pristop, ki problem reši v času O(n2).
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Poglavje 2
Zgodovina Steinerjevega
problema
Zgodovina problema seže v 17. stoletje, ko je Pierre Fermat izpostavil nasle-
dnje vprašanje:
• Imamo tri točke t1, t2 in t3, ki ji imenujemo terminali. Kam naj po-
stavimo točko s, da bo vsota razdalj od točke s do teh treh terminalov
minimalna?
Če opǐsemo omenjeni problem z drugimi besedami, naša želja je dodati točko
s tako, da bo minimalno vpeto drevo, ki ima točke s, t1, t2, t3, čim kraǰse.
Na problem, ko je število terminalov tri smo skočili zato, ker sta primera z
eno in dvema točkama trivialna, to pa sledi iz sledečih dejstev.
• Če imamo samo en terminal je dolžina minimalnega vpetega drevesa
že tako 0. Manǰsa ne more biti ker so razdalje med točkami vedno
nenegativne.
• Pri dveh terminalih t1 in t2 po trikotnǐski neenakosti vemo, da mora biti
točka s na daljici med terminaloma t1 in t2. Iz neenačbe dist(t1, t2) ≤
dist(t1, s) + dist(s, t2) vidimo, da z dodajanjem točke v najbolǰsem
primeru dolžino minimalnega vpetega drevesa ohranimo isto, to pa je
v primeru ko s leži na daljici med t1 in t2.
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Torriceli je našel rešitev za sistem s tremi terminali [11]. To naredimo
tako, da naše tri terminale t1, t2, in t3, ki jih postavimo v ravnini, povežemo
z daljicami in naredimo trikotnik. Nato vsaki daljici priredimo enakostranični
trikotnik, kot je prikazano na sliki 2.1. Tem trem, novostalim trikotnikom
očrtamo krožnico in tako dobimo točko s, kjer se krožnice sekajo. Ta točka
se izkaže kot optimalna izbira za našo Steinerjevo točko. Koti ^t1st2, ^t2st3
in ^t3st1 so velikosti 120◦.
Slika 2.1: Torricelijeva metoda
Da se krožnice res sekajo, lahko izpeljemo s pomočjo slike 2.2. Za kot
^t2x1t3 vemo, da je velikosti 60◦. Ker je ta kot ^t2x1t3 obodni kot sredǐsčnemu
kotu ^t2x2t3, lahko sklepamo, da je ^t2x2t3 velik 120◦. Iz dejstva, da ^t2x2t3
in ^t3x2t2 tvorita polni kot, sledi, da je ^t3x2t2 velik 240◦. Sedaj vzemimo
množico točk l1 ∈ L1 na modrem loku, ki je na levi strani daljice t2t3. Tvo-
rimo obodni kot ^t3l1t2 kotu ^t3x2t2 na tetivo t2t3. Kot ^t3l1t2 je velik 120◦,
ker je pripadajoči sredǐsčni kot ^t3x2t2 velik 240◦.
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Enako naredimo tudi za stranico trikotnika t1t3. Točke L2, ki ležijo na
dobljenem loku vidijo daljico t1t3 pod kotom 120
◦. Točka s naj označi
skupno točko L1 in L2. To je točka, kjer se nastala dva loka sekata (glej
sliki 2.2 in 2.1). Ker mora biti vsota kotov ^t1st3,^t3st1 in ^t1st3 enaka
360◦, je tudi ^t1st2 velikosti 120◦. Da bi se tudi lok nad povezavo t1t2 doti-
kal te točke lahko trdimo, ker bi lok zajemal vse točke L1 (vključno s točko
s), ki vidijo t1t2 pod kotom 120
◦ in so na zgornji strani povezave t1t2.
Slika 2.2: Izpeljava lastnosti Torricellijeve točke
Podobno metodo kot Torricelli je razvil tudi Simpson [11], vendar obe
metodi delujeta zgolj v primeru, ko so vsi koti trikotnika manǰsi ali enaki
120◦. Če je kateri kot večji od 120◦ se krožnice pri Torricellijevi metodi
sekajo zunaj trikotnika in na novo generirano drevo celo podalǰsajo. Več kot
80 let je trajalo, da je Fermat predlagal naslednjo rešitev:
• Če je največji kot v trikotniku večji od 120◦, potem novo točko s po-
stavimo kar v to oglǐsče, dolžina rešitve pa je kar vsota dveh kraǰsih
stranic trikotnika.
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• Če so vsi koti manǰsi od 120◦ potem točko najdemo s Torricelijevo
metodo.
Analiziranje primera problema Steinerjevega problema s tremi terminali
je dalo podlago za analizo in raziskovanje splošnega problem z n terminali.
Leta 1934 sta Jarnik in Kössler pokazala, da so vsi koti okoli vsake Steiner-
jeve točke veliki 120◦ [3]. Ta lastnost, ki jo bomo imenovali kotni pogoj je
zelo pomembna tudi pri konstrukciji Steinerjevih dreves z večjim številom
terminalov.
Lema 2.1 Steinerjeve točke so vedno stopnje tri in kot med pripadajočimi
povezavami je vedno 120◦.
Leta 1977 je bilo dokazano, da je problem Evklidskih Steinerjevih dreves
NP-težak [7].
Eksaktni algoritmi ǐsčejo najbolǰso rešitev v iskanju preiskovanju vseh
možnih kombinacij, vendar v praksi zaradi težavnosti problema ta pristop
kmalu odpove. To je hkrati tudi glavni razlog, da se večina orodij za iskanje
Steinerjevih točk poslužuje algoritmov, ki ǐsčejo zgolj približne rešitve.
Poglavje 3
Steinerjevi problemi
V poglavju najprej uvedemo nekaj potrebnih geometrijskih pojmov. Nato
jih povežemo s problemi na geometrijskih grafih. Sledijo variante Steinerje-
vih problemov opisane kot poseben različice problema minimalnega vpetega
drevesa. V drugem delu poglavja pa se lotimo nekaterih posebnih lastnosti
Steinerjevih dreves.
Geometrijski graf je graf, katerega točke so postavljene v ravnini. Po-
vezava med točkama je daljica, njena dolžina pa je kar (evklidska) razdalja
med krajǐsčema. Z dist(x,y) označimo (evklidsko) razdaljo med točkama x
in y. Graf G je urejen par G = (T,E). Graf je poln, če za vsak par točk ti,
tj ∈ T, i 6= j, obstaja povezava ei,j ∈ E.
Za množico točk T naj bo G(P ) poln graf na točkah P , G(P,E) pa je
geometrijski graf z množico povezav E. V diplomskem delu bomo imeli odslej
opravka zgolj z geometrijskimi grafi.
Zaporedje v0e1v1 . . . vk−1ekvk je sprehod med točkama v0 in vk v grafu, če
je ei povezava med točkama vi+1 in vi. Če so vse obiskane točke na sprehodu
različne, bomo tak sprehod imenovali pot med točkama v0 in vk.
Nadaljujemo z definicijo minimalnega vpetega drevesa MST (minimum
spanning tree). Cena geometrijskega grafa je vsota dolžin njegovih pove-
zav. Minimalno vpeto drevo na množici točk T ⊆ R2 je najceneǰsi povezan
(geometrijski) graf, ki ima za točke natanko množico T . Enostavno se je
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prepričati, da je tak graf drevo, saj ne vsebuje nobenega cikla. Označimo ga
z MST (T ), njegovo ceno pa kot mst(T ). Rešitev ni vedno enolično določena,
ker obstaja možnost, da ima več dreves na isti množici točk enako ceno. Kot
primer, za tri oglǐsča enakostraničnega trikotnika imamo tri različna mini-
malna vpeta drevesa.
Poznamo metode, kot so Kruskalov algoritem, ki problem MST rešijo
v času O(n log(n)) [8], če je število povezav in točk reda n. To časovno
zahtevnost lahko ohranimo tudi v primeru polnega geometrijskega grafa z n
točkami, četudi ima kvadratično mnogo povezav. To nam lahko uspe na več
načinov. Eden od teh je, da predhodno izbrǐsemo povezave, ki ne nastopajo
v Delaunayevi triangulaciji. Delaunayeve triangulacije n točk ravno tako
izračunamo v času O(n log n) [10].
3.1 Problem Steinerjevega drevesa
Poiskali bi radi tako množico točk S ⊆ R2, da bo MST (T ∪ S) najce-
neǰsi možen. Točkam iz take množice S pravimo Steinerjeve točke, drevesu
MST (T ∪ S), pa Steinerjevo drevo množice T .
Če je s ∈ S Steinerjeva točka, potem ni stopnje 0 ali 1. Ravno tako
smemo privzeti, da s ni stopnje 2 — v takem primeru S leži, na daljici med
njenima sosednjima točkama x in y. Zato lahko takšno točko iz MST (T ∪S)
odstranimo in nadomestimo z daljico xy.
Izkaže se, da so Steinerjeve točke vedno stopnje 3. Kotni pogoj pravi, da
povezave sosednje Steinerjevi točki, generirajo kote velike 120◦ [9].
Dolžino minimalnega vpetega drevesa lahko z dodajanjem Steinerjevih
točk skraǰsamo za največ količnik velikosti
√
3
2
[5], ta se pa pojavi v eno-
stavnem primeru, kjer so terminali razporejeni kot oglǐsča enakostraničnega
trikotnika. Če odmislimo trivialni primer z zgolj enim terminalom, lahko
izpeljemo, da geometrijskemu grafu z n terminali dodamo največ n− 2 Stei-
nerjevih točk. To lahko izpeljemo iz sledečih izjav:
• Steinerjeve točke niso listi.
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• Steinerjeve točke so vse stopnje tri.
• Vsako drevo z n vozlǐsči ima natanko n− 1 povezav.
Na sliki 3.1 — izdelani v spletni platformi Geogebra [1] — lahko vidimo
dva kombinatorično različna kandidata za Steinerjevo drevo na terminalih
t1, t2, t3, t4. Oba vsebujeta dve dodatni točki, ki imata stopnjo tri, koti med
pripadajočimi povezavami so vedno veliki 120◦.
V drevesu s q vozlǐsči stopnje tri imamo vsaj q + 2 listov. Ker so v
najslabšem primeru vsi terminali listi Steinerjevega drevesa, je število Stei-
nerjevih točk, pri n terminalih, največ n− 2.
Slika 3.1: Dva kandidata za rešitev STP na istih terminalih.
3.2 1-Steinerjev problem
Opǐsimo problem 1-Steinerjevega drevesa. Sam problem označimo z STP1.
Vhodni podatek 1-Steinerjevega problema je znova končna množica termina-
lov T ⊆ R2. Tokrat ǐsčemo zgolj eno točko s ∈ R2 pri kateri je MST (T ∪{s})
najceneǰsi možen.
Drevo MST (T ∪{s}) imenujemo 1-Steinerjevo drevo množice terminalov
T , točko s pa 1-Steinerjevo točko za T . Z mst1(T ) pa označimo ceno takega
1-Steinerjevega drevesa.
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Slika 3.2: Razlika med rešitvijo splošnega problemom(leva) in 1-Steinerjevega
problema (desna).
Obstaja možnost, da dodatne točke s sploh ne rabimo. Če s pripada T ,
je 1-Steinerjevo drevo kar MST (T ).
Naivno pregledovanje vseh kombinacij n terminalov, ki bi bili povezani s
1-Steinerjevo točko bi bilo eksponentne narave. Za vsako podmnožico T ′ ⊆ T
poǐsčemo njeno geometrijsko mediano s′. Geometrijska mediana m na točkah
P je točka, katere vsota razdalj do P je najmanǰsa. Kandidat za 1-Steinerjevo
drevo je najceneǰse drevo na točkah T ∪{s′}, ki vsebuje vse daljice med s′ in
točkami iz T ′. Ker je podmnožic množice terminalov T eksponentno mnogo,
tak pristop zahteva eksponentno mnogo časa.
Lema 3.1 Naj bo s 1-Steinerjeva točka za T . Če s /∈ T , potem velja natanko
ena od naslednjih trditev:
• s je stopnje tri in povezave iz s do T v MST (T ∪ {s}) oklepajo kote
120◦.
• s je stopnje štiri in povezave iz s do T v MST (T ∪ {s}) ležijo na uniji
dveh premic skozi s.
• s je stopnje pet in s najdemo s pomočjo splošnega algoritma za iskanje
geometrične mediane.
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Lemo bomo dokazali z zaporedjem enostavneǰsih premislekov v naslednjih
razdelkih. Intuitivni premislek gre v naslednjo smer. Denimo, da je s
1-Steinerjeva točka in T ′ množica njenih sosed. Če je T ′ zelo velika, po-
tem so nekateri koti ^t1st2, kjer sta t1, t2 ∈ T ′, majhni. Zdi se, da bi ceneǰse
vpeto drevo dobili, če eno od daljic t1s, t2s nadomestimo z daljico t1t2. Pravo
vprašanje, ki si ga sedaj zastavimo je, če sploh rabimo preveriti vse kombi-
nacije sosed in katere so te.
Po sledečem premisleku lahko omenjeno časovno zahtevnost zelo znižamo.
Sliko 3.2 priporočam kot primer s katerim si lahko pomagamo pri naslednjih
trditvah:
Lema 3.2 Naj bodo t1, t2, t3 ∈ T in H minimalno vpeto drevo množice ter-
minalov H. Če H vsebuje daljici t1t2 in t2t3, potem oklepata kot ≥ 60◦
Dokaz. V primeru, ko minimalno vpeto drevo H vsebuje dve stranici triko-
tnika 4t1t2t3, ne sme vsebovati najdalǰse med njimi. Za dokaz s protislovjem
privzemimo, da je t1t3 najdalǰsa izmed stranic trikotnika 4t1t2t3 in da je
njej nasprotni kot ^t1t2t3 ≤ 60◦. Če je kateri od kotov 4t1t2t3 top, potem
je njemu nasprotna stranica najdalǰsa. Če pa so vsi koti trikotnika ostri, je
po sinusnem izreku najdalǰsa stranica nasproti največjega kota. V nobenem
primeru to ne more biti t1t3. 
Lema 3.2 drži za vsako geometrijsko minimalno vpeto drevo, zato ve-
lja tudi za 1-Steinerjevo drevo. Torej je pri 1-Steinerjevi točki s vsak iz-
med kotov (med zaporednima povezavama) vsaj 60◦. Zato ima 1-Steinerjeva
točka največ 6 sosedov in je število možnih soseščin Steinerjeve točke O(n6).
Če upoštevamo še časovno zahtevnost iskanja minimalnega vpetega dre-
vesa, lahko časovno zahtevnost reševanja 1-Steinerjevega problema omejimo
z O(n7 log n).
V nadaljevanju si bomo pogledali, kako najdemo optimalno 1-Steinerjevo
točko za primere, ko je stopnje med 3 in 6.
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Slika 3.3: 60◦ kot
3.3 Vnaprej določeni sosedje točki s
V tem razdelku privzamemo, da je s 1-Steinerjeva točka množice T in da je
v 1-Steinerjevemu drevesu s soseda točk t1, t2, . . . , td. Če je d = 3, potem je s
edina točka, ki ustreza kotnemu pogoju. Konstruiramo jo lahko s Toricellijevo
metodo opisano v poglavju 2.
V nadaljevanju privzemimo, da si povezave st1, st2, . . . , std ciklično sledijo
v tem vrstnem redu okoli s.
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Če je d = 4, potem z s′ označimo presečǐsče daljic t1t3 in t2t4. Ker je s
1-Steinerjeva točka lahko zapǐsemo:
dist(s, t1) + dist(s, t2) + dist(s, t3) + dist(s, t4) ≤
≤ dist(s′, t1) + dist(s′, t2) + dist(s′, t3) + dist(s′, t4) ≤
≤ dist(t1, t3) + dist(t2, t4) ≤dist(s′, t1) + dist(s′, t2) + dist(s′, t3) + dist(s′, t4)
S prvo neenakostjo želimo najti vse rešitve za s, ki so bolǰse ali enako dobre
kot s′. Pri zadnji neenačbi gre za uporabo trikotnǐske neenakosti, katere
rešitev pa je zgolj točka s′.
Slika 3.4: 1-Steinerjeva točka s štirimi sosedi
V primeru, da bi imela 1-Steinerjeva točka šest sosed, bi te sosede tvorile
enakostranični šeskotnik. V pomoč nam je lahko slika 3.5. Vzemimo na-
videzni trikotnik t1t2s, ki ga tvori kandidat za 1-Steinerjevo točko s in dve
zaporedni sosedi t1 in t2. Po lemi 3.2 so vsi notranji koti veliki najmanj 60
◦.
Ker jih je 6, so vsi veliki natanko 60◦. Kot ^tisti+i mora biti največji v
trikotniku 4tisti+1. Torej so vsi koti v trikotniku t1t2s veliki 60◦.
Vsi trikotniki 4t1t2s, 4t2t3s, . . . so enakostranični in, ker si delijo stra-
nice, tudi enake velikosti. Situacija je predstavljena na sliki 3.5. Toda
v tem primeru s ni 1-Steinerjeva točka. Povezave st1, st2, . . . , st6 lahko
v minimalnem vpetem drevesu namreč nadomestimo s petimi povezavami
t1t2, t2t3, . . . , t4t5, točke s pa sploh ne potrebujemo.
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Slika 3.5: Kandidat za 1-Steinerjevo točko s šestimi sosedi
Če je d = 5, potem lahko s, geometrijsko mediano točk t1, . . . , t5, določimo
s konveksno optimizacijo. Funkcija dist(ti, x) je konveksna, zato je konveksna
tudi vsota
∑5
i=1 dist(ti, x). Točka s je tista, kjer ta vsota doseže minimum.
Na tem mestu omenimo, da nismo našli primera, ki bi imel 1-Steinerjevo
točko stopnje pet.
3.4 1-Steinerjev problem je polinomski
Kot smo že omenili je problem Steinerjevega drevesa NP težak problem. Zdi
se, da ima celo eksponentno časovno zahtevnost, saj je potrebno obravnavati
eksponentno mnogo kombinatorično različnih možnosti. To ne velja za 1-
Steinerjev problem.
Lema 3.3 1-Steinerjev problem je polinomski.
Dokaz. V predhodnem delu poglavja smo pokazali, da imamo pri n
terminalih O(n5) različnih možnosti za soseščino 1-Steinerjeve točke. Če
privzamemo, da lahko geometrijsko mediano majhne družine točk določimo v
konstantnem času, je časovna zahtevnost reševanja 1-Steinerjevega problema
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navzgor omejena z O(n6 log n), saj je pri znani lokaciji in njeni soseščini
potrebno zgolj izračunati minimalno vpeto drevo. 
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Poglavje 4
Dirichletov diagram
4.1 Voronoijev diagram
Denimo, da imamo množico točk P = {p1, . . . , pn} ⊆ R2. Vsako točko x v
ravnini želimo opremiti z eno izmed barv 1, . . . , n. Barva točke x naj bo i,
če je izmed p1, . . . , pn ravno točka pi tista, ki je najbližja točki x. Voronoijev
diagram je formalni opis zgornje ideje: to je razdelitev ravnine na množice
točk V = {V1, . . . , Vn}, ki jim pravimo tudi Voronoijeve celice. Pri tem
celica Vi vsebuje natanko tiste točke iz ravnine, ki ležijo najbližje točki pi, če
primerjamo zgolj razdalje od x do točke iz P .
Voronoijeve celice niso disjunktne. Možno je, da ima x ∈ R2 isto razdaljo
do, denimo, p1 in p2, ki sta najbližji točki x. Množica točk, ki je enako od-
daljena od p1 do p2 je simetrala daljice p1p2, rečemo ji tudi p1p2 − bisektor.
Točka x ∈ R2 lahko pripada trem (v izrojenih primerih pa tudi več) Vorono-
ijevim celicam.
Kot analogijo si lahko predstavljamo oddajnike in mobilne telefone, ki
se povežejo na najbližji oddajnik. Voronoijevo celico vi bi v tem primeru
predstavljalo področje, kjer bi se vsi mobilniki povezali na isti oddajnik pi.
Bisektorji pa predstavljajo lokacije, kjer sta najbližja oddajnika vsaj dva.
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Slika 4.1: Primer Voronojevega diagrama.
4.2 Dirichletov diagram
Dirichletov diagram je opisan podobno kot Voronoijev diagram. Denimo,
da izberemo kot 60◦ v ravnini med polarnima kotoma 210◦ in 270◦. Sedaj
zopet uporabimo analogijo z mobilnimi telefoni in oddajniki. Denimo, da
oddajniki oddajajo signal zgolj pod določenim polarnim kotom npr. med 30◦
in 90◦ (mobilni telefon potemtakem vidi oddajnik pod kotom med 210◦ in
270◦). Eno Dirichletovo celico Di opisujejo vse lokacije, ki bi se povezale na
isti oddajnik ti (najbližji, ki oddaja signal v njihovo smer). Z Dirichletovim
diagramom razdelimo ravnino na D = {D0, D1, . . . , Dn}, pri čemer je D0
celica, katere točke se ne morejo povezati na noben oddajnik.
Bolj natančno. Točka x ∈ Di, če ustreza naslednjima pogojema:
• polarni kot vektorja tix je med 210◦ in 270◦
• če ima tjx tudi polarni kot med 210◦ in 270◦, potem je ||tix|| ≤ ||tjx||
Na sliki 4.2 lahko vidimo, da točka x2 vidi zgolj p2, zato x2 ∈ D2. Točka
x1 vidi tako p1 kot p2, toda leži bližje p1, zato p1 ∈ D1. Točka x0 ∈ D0, saj
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Slika 4.2: Dirichletov diagram z dvema usmerjenima ‘oddajnikoma’
v ustreznem kotu ne vidi niti p1 niti p2. Celici D1 in D2 sta obarvani, celica
D0 je bela.
V nadaljevanju bomo zgradili več Dirichletovih diagramov z več različnimi
‘smernimi koti oddajanja oddajnikov’, ki pa bodo vsi veliki 60◦.
Za te Dirichletove diagrame Dγ velja, da točka x ∈ Di,γ, če ustreza na-
slednjima pogojema:
• kot tpi je med γ in γ + 60◦
• če ima tpj tudi kot med γ in γ + 60◦, potem je ||tpi|| ≤ ||tpj||.
20 Simon Prešern
Poglavje 5
Kvadratičen algoritem
V tem poglavju opǐsemo učinkovit algoritem za izračun 1-Steinerjevega dre-
vesa pri n terminalih. Pokazali bomo, da je časovna zahtevnost algoritma
O(n2).
V naslednjem razdelku natančno opǐsemo postopek za konstrukcijo Diri-
chletovega diagrama, ki zahteva O(n2) časa. V algoritmu bomo potrebovali
šest različnih Dirichletovih diagramov ( D30◦ ,D90◦ ,D150◦ ,D210◦ ,D270◦ ,D330◦)
in njihovo prekritje (angl. overlay) Q. V tem delu pokažemo, da ima prekritje
Q največ O(n2) celic, algoritem za izračun prekritja več geometrijskih grafov
je moč najti v [4].
5.1 Kako do Dirichletovega diagrama
Algoritem opǐsemo na zgledu, ki sledi v nadaljevanju.
Vsak terminal v vsakemu izmed šest Dirichletovih diagramov generira
eno Dirichletovo celico. Dirichletove celice dodajamo iterativno v padajočem
vrstnem redu glede na x koordinato pripadajočega terminala. Da problem
rešimo v O(n2), Dirichletov diagram že med grajenjem predstavimo z dvojno
povezano seznamsko podatkovno strukturo (DCEL).
Sledi postopek izdelave Dirichletovega diagrama D210◦ .
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Dirichletov diagram D gradimo inkrementalno z dodajanjem terminalov.
Pri dodajanju terminala ti v diagram s terminali t1, . . . , ti−1 bomo privzeli:
• ti ima najmanǰso x koordinato med t1, . . . , ti.
• Za vsako celico diagrama na na zčetnih terminalih t1, . . . , ti−1 poznamo
ciklično zaporedje povezav v celici, pri čemer lahko iz posamezne po-
vezave naslednjo poǐsčemo v konstantnem času.
• Za vsako povezavo poznamo obe celici, ki nanjo mejita.
• Za vsako točko — bodisi terminal, bodisi točko diagrama — poznamo
ciklični vrstni red povezav, ki iz nje izhajajo.
Prvo Dirichletovo celico je preprosto narediti. Ker mora biti v DCEL
podatkovni strukturi vsaka celica (lice) omejena s ciklom povezav, umetno
naredimo povezave, katerih krajǐsča so zelo daleč. To imenujemo okvir, nje-
gove povezave pa imenujemo okvirne povezave (slika 5.1). Razlaga algoritma
bo vodena skozi slike 5.1, 5.2, 5.3, 5.4, 5.5. Krožne puščice prestavljajo
orientacijo ciklov v posameznem licu DCEL strukture.
Slika 5.1: Okvir
Prva povezava lica, ki ga generira terminal t1 ima izvor v terminalu t1 in
pod polarnim kotom 30◦ ǐsče prvo povezavo obstoječega diagrama s katero
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se bo sekala. Tu bi lahko pregledovali vse obstoječe povezave, vendar je
v resnici dovolj da preverimo sosednje povezave terminalov v že obstoječih
Dirichletovih celicah.
Ker drugih Dirichletovih celic ni, se ta seka z denimo pokončno okvirno
povezavo v novem vozlǐsču y1. Ta povezava sedaj razpade na dva dela. Pove-
zava med vozlǐsčema y1 in y2 sedaj pripada ciklu naše Dirichletove celice, del
pod novim vozlǐsčem y1 pa ostaja okvirna povezava, ki je sedaj skraǰsana,
njeno ciljno vozlǐsče pa je po novem y1. Sedaj sledimo povezavam pi na že
prej obstoječem ciklu, dokler ciljno vozlǐsče povezave pi nima manǰse x ko-
ordinate od začetnega vozlǐsča cikla, ki je v tem primeru terminal t1. Na
tej povezavi pi, ki je v našem primeru zgornja okvirna povezava, naredimo
vozlǐsče y3, ki je novo začetno vozlǐsče zgornje povezave. Terminal t1 generira
lice, ki je na sliki 5.2 definirano s ciklom povezav (t1, y1, y2, y3).
Slika 5.2: Dodajanje prve Dirichletove celice
Sedaj lahko začnemo generirati lice terminalu z drugo največjo x koor-
dinato. Zopet začnemo z povezavo, ki ima za izvorno vozlǐsče pripadajoč
terminal t2. Prva povezava, ki jo seka pod kotom 30
◦ je povezava med vo-
zlǐsčema t1 in y3, seka pa jo v vozlǐsču y4 (slika 5.3). Sedaj preverimo, če je
to vozlǐsče bližje terminalu t2 ali terminalu kateremu pripada lice, ki bi ga
sekali (povezava med y3 in t1 ima shranjeno informacijo, da pripada ciklu, ki
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predstavlja lice Dt1).
Slika 5.3: Dodajanje druge Dirichletove celice v DCEL: faza 1
Ker je vozlǐsče y4 bližje terminalu t2 kot pa t1, povezavo med vozlǐsčema y3
in y4 odstranimo (združimo povezavi med y2 in y6). Nato nadaljujemo z novo
povezavo, ki ima izvirno vozlǐsče v y4, nadaljuje pa še vedno pod kotom 30
◦.
To povezavo imenujemo ptemp1. Sedaj vstopimo v lice terminala t1. Vemo,
da se bo ptemp1 sekala z eno obstoječo v ciklu te Dirichletove celice. Ciklično
preverjamo povezave tega lica, pri čemer nam DCEL struktura omogoča
konstantni dostop do naslednje povezave v ciklu.
Ugotovimo, da je iskana povezava y1y2, sekamo pa jo s povezavo ptemp1 v
vozlǐsču y5 (slika 5.3). Preverimo, če je vozlǐsče y5 bližje terminalu t1 ali ter-
minalu t2. V našem primeru smo ugotovili, da je bližje terminalu t1. Točka,
ki je enako oddaljena od t1 in t2 je torej nekje vmes. Izračunamo presečǐsče
ptemp1 in bisektorja t1, t2. Dobimo vozlǐsče y7, ki je sedaj ciljno vozlǐsče pove-
zave ptemp1. Pot nadaljujemo po bisektorju s povezavo, ki ji bomo rekli ptemp2
(slika 5.4). V pripadajočem licu moramo zopet najti povezavo, ki jo bomo
presekali, tokrat z povezavo ptemp2. To se zopet zgodi na povezavi z začetnim
vozlǐsčem y1 in ciljnim vozlǐsčem y2 vendar v vozlǐsču y8 (slika 5.4). Ker to
vozlǐsče leži na okvirni povezavi, vemo, da celic, ki bi jih sekali še naprej ni
več.
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Slika 5.4: Dodajanje druge Dirichletove celice v DCEL: faza 2
Popraviti pa je bilo treba tudi lice D1, ker je sedaj definiran na novo s
ciklom (t1, y1, y8, y7, y4). Lice vedno presekamo z eno ali pa dvema povezama
(kot v temu primeru), za kar porabimo konstantno mnogo časa.
Na koncu vstavimo terminal t3, ki ima od teh treh terminalov najmanǰso
x koordinato. Začetna povezava se seka z povezavo lica, ki pripada terminalu
t2. Natančneje, seka se s povezavo omejeno z vozlǐsčema y6 in t2, presečǐsče
pa je v novem vozlǐsču y9. Vozlǐsče y9 je bližje vozlǐsču t2 in zato tega
lice sedaj ne sekamo. Sledimo povezavam do vozlǐsča y10 in sklenemo cikel
(t3, y9, y6, y10). Opazimo, da vozlǐsče y6 meji na lici terminalov t2 in t3 kljub
temu, da je bližje t2.
Z začetno povezavo novega terminala tn sekamo obstoječe lice dokler ne
pridemo do celice Di, kjer dobimo presečǐsče, ki je bližje terminalu ti. V tem
primeru preverimo, če naj zadnjo povezavo skraǰsamo in od tam naprej na-
daljujemo z bisektorjem. Ko se vračamo k začetnemu vozlǐsču po obstoječih
povezavah in zapiramo cikel celice Dn terminala tn, moramo preverjati pove-
zave po katerih se premikamo, ker jih morebiti lahko sekamo. S premikanjem
vzdolž obstoječe povezave, ki ni bisektor ter meji na celico Di, in trenutno
celico Dn testiramo, ali vzdolž tega premika dosežemo enako oddaljenost od
ti in tn (glej sliko 5.6). Če je oddaljenost od obeh terminalov enaka, moramo
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Slika 5.5: Dodajanje druge Dirichletove celice v DCEL: faza 3
začeti s sekanjem celice Di.
Slika 5.6: Primer D210◦ na malo drugačni množici terminalov
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Popravljanju lic, tako da so vseskozi ustrezali pravilom DCEL strukture,
tu nisem posvečal prevelike pozornosti. Važno pa je, da lahko vsakega izmed
popravkov spremenjenih lic naredim v konstantnem času. Tu nevarnosti, da
ne bi ustrezali časovni zahtevnosti ni. Imamo n terminalov, katerih povezave
imajo lahko interakcijo s povezami, katerih število je tudi reda n.
Dobljene Dirichletove diagrame D, glede na izbrane kote oddajanja, oz-
načimo z D30◦ , D90◦ , D150◦ , D210◦ , D270◦ in D330◦ . Te Dirichletove diagrame
lahko dobimo z enostavno rotacijo terminalov pred začetkom algoritma in ka-
sneǰso rotacijo celotnega nastalega Dirichletovega diagrama v obratno smer.
Algoritem za izračun Dirichletovih celic smo samostojno sprogramirali v
programskem jeziku C++. Na začetku smo si pri implementaciji želeli poma-
gati s CGAL (The Computational Geometry Algorithms Library), ki vsebuje
velik nabor objektov in operacij, ki so namenjeni računski geometriji. Izka-
zalo se je, da so postopki, ki jih uporabljamo preveč specifični za uporabo
njihovih knjižnjic. Glavni razlog, da smo vseeno ostali pri izbiri program-
skega jezika, je bila potreba po neposrednem operiranju s kazalci. Že v sami
DCEL strukturi ima vsak objekt kar nekaj kazalcev na sosednje elemente, ki
pa smo jih velikokrat morali najti ali spreminjati v konstantnem času. Pri
implementaciji smo imeli največ dela z numeričnimi napakami pri različnih
izračunih. Eden izmed primerov je iskanje presečǐsča dveh premic, kjer lahko
napaka hitro postane nezanemarljiva, če je kot med njima majhen.
Vse skupaj je bilo sprogramirano v okoli 1100 vrsticah kode. Koliko časa
je program potreboval, da se je izvedel pri določenem številu terminalov,
lahko vidimo v spodnji tabeli (izvedene meritve so se izvajale na enemu jedru
procesorja Intel Core i7 8550U).
Število terminalov Čas izvajanja [s]
30 0.05
100 0.25
300 1.88
1000 14.3
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V zaključku razdelka navajamo psevdokodo, ki opisuje najpomembneǰse
korake pri izdelavi Dirichletovega diagrama.
Psevdokoda za konstrukcijo Dirichletovega diagrama.
5.2 Prekrivanje Dirichletovih diagramov
S Q = D30◦ + D90◦ + D150◦ + D210◦ + D270◦ + D330◦ označimo prekritje teh
šestih Dirichletovih diagramov. Celice diagrama Q so preseki celic posame-
znih Dirichletovih diagramov D30◦ , . . . ,D330◦ .
Za tipično celico Q prekritja Q velja:
Q = Qi1,i2,i3,i4,i5,i6 = Di1,30◦ ∩Di2,90◦ ∩ . . . ∩Di6,330◦
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Za vsako točko x ∈ Qi1,...,i6 velja, da je njej najbližji terminal v smeri med
30◦ in 90◦ terminal ti1 , v smeri med 90
◦ in 150◦ terminal ti2 , . . .
Kateri izmed indeksov i1, . . . , i6 je lahko enak 0. Če je, denimo, i1 = 0, to
pomeni, da točke x ∈ Q v smeri med 30◦ in 90◦ ne vidijo nobenega terminala.
Vsekakor pa ni možno, da bi bili vsi indeksi enaki 0.
Denimo, da 1-Steinerjeva točka leži v celici Q = Qi1,...,i6 . Potem je s
v Steinerjevemu drevesu soseda točke ti1 , ali pa med kotoma 210
◦ in 270◦
(obratno od 30◦ in 90◦) nima sosede v 1-Steinerjevem drevesu.
Najprej omejimo število celic prekritja Q.
Lema 5.1 Število celic diagrama Q je O(n2) in časovna zahtevnost za nje-
govo izgradnjo je O(n2).
Lemo bomo utemeljili v nadaljevanju.
Slika 5.7: Primer postopnega prekrivanja treh delitev na vzporedne pasove.
Naivno bi pričakovali, da je število celic delitve Q precej večje. Število
celic vsake od delitev Di1,30◦ , . . . , Di1,330◦ je namreč O(n). Zdi se, da lahko
vsaka celica delitve Di1,30◦ seka vsako izmed celic preostalih delitev — vse-
kakor je število celic delitve Q največ O(n6). Toda zgled na sliki 5.7 kaže v
drugo smer. Dve delitvi na n vzporednih vzporednih pasov res porodita de-
litev z O(n2) celicami, toda s tretjo delitvijo število celic ostane kvadratično.
Razmǐsljamo takole. Vsako izmed delitev Di1,30◦ , . . . , Di1,330◦ lahko sma-
tramo kot geometrijski graf (z nekaterimi neskončno dolgimi povezavami),
število njenih točk, povezav, lic in kar je najpomembneǰse, premic nosilk
povezav je O(n).
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Delitev Q smemo konstruirati iterativno. Najprej prekrijemo D30◦ in
D90◦ , tako dobljeno delitev prekrijemo z D120◦ , in tako naprej.
V vsakem koraku pa število premic nosilk, na katerih ležijo povezave do-
bljene delitve, ostaja omejeno z O(n). Ker vsaka povezava naslednje delitve
seka vsako od nosilk kvečjemu enkrat ima vsaka dobljena delitev O(n2) vo-
zlǐsč (in posledično tudi celic in povezav).
Idejno implementacijo si lahko pogledamo na sledečem primeru. Iz delitve
Rm moramo dodati n povezav na delitev Rc,r. Na začetku moramo najti eno
presečǐsče povezav iz teh dveh ravnin (vozlǐsče o1 na sliki 5.8), nato pa v širino
sledimo celotni delitvi Rm. Delitev Rc,r (ki postaja Rc,r,m) popravljamo in
ji dodajamo povezave v celice, izmed katerih vsako najdemo v konstantnem
času. Preiskujemo samo sosede že spremenjenih celic. Po zaslugi DCEL
strukture pa je dostop do posamezne izmed teh celic konstanten. Imamo
torej n povezav iz Rm in vsako izmed teh lahko prekrijemo z delitvijo Rc,r
v času O(n). Če to dvoje združimo je torej skupna časovna zahtevnost tega
dela algoritem tudi O(n2).
Formalno lahko to za naš primer, prekrivanja Dirichletovih diagramov,
zapǐsemo na sledeč način. Imamo diagrame D30◦ , . . . , D330◦ . Začetnim vo-
zlǐsčem (terminali), ki jih je n, dodamo vozlǐsča, ki se lahko pojavijo zgolj
na presečǐsčih dveh povezav, ki izhajajo iz dveh Dirichletovih diagramov.
Vsak posamezen diagram ima reda n povezav in vsaka povezava se lahko
seka največ z vsemi povezavami drugih Dirichletovih diagramov. Torej je teh
novih vozlǐsč največ
(
6
2
)
n2 = O(n2).
Za vsako celico Q = Qi1,i2,i3,i4,i5,i6 delitve Q velja naslednja opazka: če je s
1-Steinerjeva točka za T in s ∈ Q, potem je s v 1-Steinerjevem drevesu soseda
podmnožice terminalov Tq = {ti1 , ti2 , ti3 , ti4 , ti5 , ti6}, pri čemer upoštevamo
samo od 0 različne indekse. Če upoštevamo še Lemo 3.1, ki trdi, da je
1-Steinerjeva točka stopenj 3, 4, 5, je potrebno za vsako celico zgolj preveriti
največ
(
6
3
)
+
(
6
4
)
+
(
6
5
)
= 20 + 15 + 6 = 41 različnih soseščin kandidatke za
1-Steinerjevo točko.
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Kumulativno je potrebno preveriti O(n2) možnih soseščin 1-Steinerjevih
kandidatk.
Slika 5.8: Optimizacija prekritja dveh ravnin
5.3 Posodabljanje minimalnega vpetega dre-
vesa
Imamo n terminalov, na katerih zgradimo šest Dirichletovih diagramov. Te
prekrijemo in nastane delitev oz. prekritje Q. Q ima O(n2) celic, kjer vsaka
porodi največ 41 različnih soseščin. Imamo torej N = O(n2) soseščin velikosti
med tri in pet in za vsako izmed njih poznamo njeno geometrijsko mediano
sN . V delitvi Q poleg začetnih terminalov nastopa še O(n
2) novih vozlǐsč.
Vsa ta vozlǐsča skupaj bomo imenovali P . Želimo izračunati MST (P∪{sN}),
pri čemer omenjeno drevo vsebuje vse povezave med sN in N . Soseščin N
je reda O(n2). Z preprostim algoritmom bi za izračun n2 minimalnih vpetih
dreves torej rabili O(n3 log n) časa. Ker pa se MST (P ∪ {sN}) ne razlikuje
zelo od MST (P ), želimo minimalna vpeta drevesa izračunati hitreje.
Lema 5.2 Z O(n2) predprocesiranja, lahko vsakega izmed MST (T ∪ {sN}),
izračunamo v konstantem času.
Množici terminalov T izračunamo minimalno vpeto drevo X = MST (T ).
Za vsak par točk t1, tj iz T najdemo najdalǰso povezavo max(ti, tj), ki se
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nahaja na poti med ti, tj v X. To lahko naredimo v kvadratičnem času
O(n2), tako da v X iz vsakega t ∈ T opravimo pregledovanje v širino.
Nato inkrementalno za vsako soseščino N popravimo minimalno vpeto
drevo v konstantnem času, tako da vsebuje vozlǐsče sN in povezave med
sN in soseščino N . Podrobnosti opǐsemo v nadaljevanju, pri tem za pred-
stavitev privzamemo N = {t1, t2, t3}. Pri tem naj za indekse velja, da je
dist(sN , t1) ≤ dist(sN , t2) ≤ dist(sN , t3).
Vozlǐsče sN priključimo na drevo X z zelo dolgo povezavo, tako da ta
predstavlja najdalǰso povezavo max(sN , ti) za i ∈ {1, 2, 3}. Sedaj inkremen-
talno izvajamo sledeče korake:
• Dodamo najkraǰso izmed še nedodanih povezav sN ti, kjer so ti terminali
iz soseščine N .
• Ker nastane cikel, odstranimo max(sN , ti).
• Naj bo tj eden izmed preostalih terminalov v soseščini N . Če je od-
stranjena povezava predstavljala tudi max(sN , tj), postane max(sN , tj)
dalǰsa izmed snti in max(ti, tj).
Sledi primer popravljanja minimalnega vpetega drevesa, kjer je soseščina
sestavljena iz točk t1, t2, t3. Najprej zgradimo minimalno vpeto drevo in
označimo najdalǰse povezave med terminali t1, t2, t3 (slika 5.9).
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Slika 5.9: Minimalno vpeto drevo z označenimi najdalǰsimi povezavami med
pari terminalov t1, t2, t3.
Sedaj dodamo sN in jo povežemo na drevo tako, da bo povezava dolga.
Označimo jo kot najdalǰso povezavo od sN do terminalov t1, t2, t3, (slika 5.10).
Slika 5.10: V drevo dodamo sN .
Vozlǐsče sN direktno povežemo s terminalom t1 in odstranimo dolgo po-
vezavo, da preprečimo nastanek cikla. Terminal t1 izberemo, ker je izmed
množice terminalov v sosščini, najbližje vozlǐsču sN . Ker ne vemo več, ka-
tera povezava je najdalǰsa na poti med sN in t2, jo ponovno določimo in sicer
tako, da izberemo dalǰso izmed max(t1, t2) in t1sN . Enako naredimo tudi za
terminal t3.
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Slika 5.11: V drevo dodamo t1sN .
Sedaj dodamo povezavo sN t2 in odstanimo prej najdalǰso povezavo na
poti med t2 in sN .
Slika 5.12: V drevo dodamo t2sN .
Na koncu dodamo še zadnjo povezavo, najdalǰso izmed dodanih treh,
t3sN in odstranimo max(t3, sN). Na sliki 5.13 vidimo dobljeno končno drevo
MST (P ∪ {sN}).
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Slika 5.13: Končno drevo po dodajanju t3sN .
Skozi prikazan postopek sproti prǐstevamo dolžine dodanih povezav in
odštevamo dolžine odstranjenih. Ugotavljanje cene novo dobljenega mini-
malnega vpetega drevesa nas torej tudi stane konstantno mnogo časa.
Za rešitev 1-Steinerjevega problema izberemo najceneǰse izmed dreves, ki
smo jih izračunali skozi opisan postopek.
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5.4 Strnjen opis algoritma
Sedaj naj povzamemo preǰsnje razdelke in korake opisanega algoritma:
1. Izberemo n terminalov T .
2. Da zgradimo vsakega izmed šestih Dirichletovih diagramov, rabimo
O(n2) časa.
3. V času O(n2) naredimo prekritje Q.
4. Za vsako celico iz Q najdemo največ 41 kandidatov za 1-Steinerjevo
točko, kar nas stane skupaj O(n2) časa.
5. Zgradimo minimalno vpeto drevo na začetni množici terminalov v času
O(n log n).
6. Vsakemu kandidatu v vsaki celici v Q priredimo minimalno vpeto drevo
v konstantnem času. Skupaj nas ta korak stane O(n2) časa.
7. Izberemo 1-Steinerjevo točko si in pripadajoče drevo, ki je najkraǰse
izmed O(n2) kandidatov.
Poglavje 6
Zaključek
V delu smo pokazali, da se da 1-Steinerjev problem res rešiti v času O(n2),
kar je, v primerjavi z naivnim pristopom in njegovo časovno zahtevnostjo
O(n6 log n), preceǰsne izbolǰsanje. V primerjavi z originalnim člankom smo
se spustili tudi v podrobnosti, izpeljave in dokaze, ki so bili tam izpuščeni.
Za konec omenimo zgolj eno vprašanje. Za učinkovito delovanje algoritma
je dovolj pokazati, da ima 1-Steinerjeva točka algoritma omejeno stopnjo. V
delu smo pokazali, da je stopnja 1-Steinerjeve točke 3, 4 ali 5.
Pri tem pa nismo našli konfiguracij točk T , pri kateri bi res potrebovali
1-Steinerjevo točko stopnje 5. Torej, ali je vsaka 1-Steinerjeva točka vedno
stopnje ≤ 4 ali pa morda obstaja primer z 1-Steinerjevo točko stopnje 5.
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računalnǐstvo in informatiko, Univerza v Ljubljani, 2010.
[3] Marcus Brazil, Ronald L Graham, Doreen A Thomas in Martin Zacha-
riasen. On the history of the euclidean steiner tree problem. Archive for
history of exact sciences, 68(3):327–354, 2014.
[4] Mark de Berg, Herman Haverkort, Shripad Thite in Laura Toma. Star-
quadtrees and guard-quadtrees: I/o-efficient indexes for fat triangula-
tions and low-density planar subdivisions. Computational Geometry,
43(5):493–513, 2010.
[5] D-Z Du in Frank K. Hwang. A proof of the gilbert-pollak conjecture on
the steiner ratio. Algorithmica, 7(1-6):121–135, 1992.
[6] George Georgakopoulos in Christos H Papadimitriou. The 1-steiner tree
problem. Journal of Algorithms, 8(1):122–130, 1987.
[7] Michael Herring. The euclidean steiner tree problem. Denison Univ.,
Granville, OH, 2004.
[8] Prasanta K Jana in Azad Naik. An efficient minimum spanning tree
based clustering algorithm. In 2009 Proceeding of International Con-
39
40 Simon Prešern
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