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Abstract
Despite the breakthroughs achieved by deep learning
models in conventional supervised learning scenarios, their
dependence on sufficient labeled training data in each class
prevents effective applications of these deep models in situ-
ations where labeled training instances for a subset of novel
classes are very sparse – in the extreme case only one in-
stance is available for each class. To tackle this natural
and important challenge, one-shot learning, which aims to
exploit a set of well labeled base classes to build classi-
fiers for the new target classes that have only one observed
instance per class, has recently received increasing atten-
tion from the research community. In this paper we pro-
pose a novel end-to-end deep triplet ranking network to
perform one-shot learning. The proposed approach learns
class universal image embeddings on the well labeled base
classes under a triplet ranking loss, such that the instances
from new classes can be categorized based on their simi-
larity with the one-shot instances in the learned embedding
space. Moreover, our approach can naturally incorporate
the available one-shot instances from the new classes into
the embedding learning process to improve the triplet rank-
ing model. We conduct experiments on two popular datasets
for one-shot learning. The results show the proposed ap-
proach achieves better performance than the state-of-the-
art comparison methods.
1. Introduction
Image recognition problem under conventional super-
vised learning regime has been thoroughly studied, gen-
erating very successful models like convolutional neural
networks (CNNs), including AlexNet [16], VGG [30] and
ResNet [10]. Deep CNN models can achieve impres-
sive performance on large datasets like ImageNet [25] and
Places [36]. However in order to train a deep CNN model,
weeks of time and multiple GPUs are typically needed.
Some works have then used the pre-trained deep neural net-
works as off-the-shelf feature extractors [29]. While this
Figure 1: Example of a 20-way 1-shot classification. Left:
base classes with plenty of labelled instances for training.
Right top: novel classes that are disjoint from the base ones.
Each class only has one labelled instance as training data.
Right bottom: test examples. Each test example is to be
classified into one of the 20 characters (novel classes).
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procedure is generally promising, it still requires a large
amount of labelled images to train the model in the first
place. This is in contrast to the way a human vision system
works: A person do not need to see tons of image of an ob-
ject, but only a few of them, to remember and generalize for
recognition of the objects in the future.
Motivated by the gap between the conventional learning
and human vision systems, one-shot learning and few-shot
learning have recently received increasing attention from
the research community, including works on one-shot/few-
shot learning for character recognition [15, 32, 26], image
classification [23, 31, 34, 35, 8], face identification [4], im-
age segmentation [2, 28] and seq-to-seq translation[13]. As
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Figure 2: An example that depicts the strength of relative
similarity. Top: three characters from three different alpha-
bets. The N-ko characters and Armenian characters are very
similar in appearance. Middle: A pairwise similarity based
model can be confused on a pair of characters from the N-ko
and Armenian alphabets. Bottom: If a model learns relative
similarity from triplet instances, it would not be confused
since the anchor character (in the red box) is relatively much
similar to the N-ko character on the right than to the Arme-
nian character.
How much are they similar?
0.1 similarity maybe …
0.9 similarity ? But they are 
different characters …
Relative to the left one, which is more similar ?
v.s.
v.s.
Japanese (hiragana): N-ko: Armenian:
a counterpart of conventional supervised learning, few-shot
learning aims to deal with the situation where only a few
training instances are available from each class, while its
extreme version, ‘one-shot learning’, tackles the more chal-
lenging scenario where only one instance is available for
each class. Typically a few-shot learning setting with N
novel classes and k instances from each class is referred to
as ‘N-way, k-shot’ learning. As learning classifiers solely
on one or a few examples from each novel class is extremely
difficult, studies on one-/few-shot learning have focused on
exploiting data from a set of well labeled available base
classes. Figure 1 presents an example of one-shot learning
task in such a setting.
For one-shot learning, due to the extreme sparseness of
the training instances in the novel target classes, a natural
learning scheme adopted in the literature is to learn im-
age representations under metric oriented learning frame-
works that categorize instances based on the similarities be-
tween pairs of instances [15]. This direct similarity based
method however emphasizes more of the absolute similar-
ity values during the learning phase without paying sub-
stantial attention to the inter-class and intra-class variations,
which can degrade the prediction performance in certain
scenarios. Hence in this paper we develop a novel im-
age representation based metric learning method that in-
duce suitable relative similarities over triplets of images
with a deep ranking neural network. Our motivation is that
a relative similarity based categorization scheme can have
larger capacity in handling inter- and intra-class image vari-
ations. That is when two classes are close in visual ap-
pearance or two images from the same class are far from
each other in visual appearance, it will be difficult to sep-
arate or group them based on absolute similarity measures
computed from the visual appearances, while relative sim-
ilarities can conveniently handle this by only requiring the
inter-class similarity to be smaller than intra-class similar-
ity. An illustrative example is provided in Figure 2. More-
over, to increase the model’s generalization capacity on the
target novel classes, we propose to incorporate the one-shot
instances from these classes into the deep triplet ranking
network by adding a transformation layer to automatically
generate synthetic examples from the one-shot instances.
We conduct experiments on two popular one-shot learning
datasets, Omniglot [17] and miniImageNet [23]. The ex-
perimental results demonstrate that the proposed approach
achieves the state-of-the-art performance.
2. Related Work
One-Shot/Few-Shot Learning Recent works in the liter-
ature have adopted different strategies to deal with the few-
shot problem in different domains [15, 32, 26, 23, 31, 34,
35, 8, 4, 2, 28, 13], among which the most relevant works
are the metric based learning methods [15, 32]. The authors
of [15] proposed a Siamese network to learn direct similar-
ity between image pairs. They randomly sample positive
and negative pairs and enforce the similarity between the
pair of instances to be either large or small. As discussed
above, this model can induce limited capacity of correctly
categorizing difficultly separated instances. The matching
networks developed in [32] can also be counted as a metric
learning approach. It minimizes the cosine similarity loss
between the one-shot instance and test example, while em-
bedding the instances with a bi-directional LSTM. The ap-
proach still compares pairs in the loss function. In the train-
ing process, it uses ‘episodes’ to update the model, while
an ‘episode’ contains different set of classes in each time
step. Another work from [23] also used episodes for train-
ing. It takes advantage of the periodic training by mod-
elling the learning procedure as a LSTM. A more recent
work [31] trained its proposed model on ‘episodes’ for one-
shot/few-shot learning as well. It proposed to use CNNs as
the embedding function and predict class distributions on a
given instance with a softmax function over the Euclidean
distances of the instance to class prototypes. This model
however cannot incorporate the one-shot instances in the
learning process. Another line of research works use net-
works augmented by external memories for one-shot learn-
ing. The Memory Augmented Neural Network (MANN)
developed in [26] enables the information of seen instances
to be encoded and retrieved efficiently. When exposed to
a novel learning task, MANN can rapidly ‘remember’ the
new instances and make prediction on test examples. The
work in [13] proposed a memory module that can be added
to many existing architectures. The memory module can
be added to Google Neural Machine Translation (GNMT)
model to increase performance, while the memory module
augmented CNN achieves the state-of-the-art accuracy on
Omniglot dataset [17]. In addition to these works men-
tioned above, a few other works have used data generation
to improve one-shot performance [4, 8].
Zero-Shot Learning Similar idea of dealing with lack of
training data also appears in zero-shot learning. As indi-
cated by the name, in zero-shot learning there is not any
instance available for the target classes. Side information
such as label embeddings or attributes is usually used to
bridge the gap between seen classes and unseen classes.
In [18, 24] expert-defined attributes are used to represent
animal classes. Some common attributes such as ‘stripe’,
‘spotted’ or ‘live in water’ are used to serve as an intermedi-
ate semantic layer to represent images. In [22, 3] word em-
beddings trained by Skip-gram models [21] are used to rep-
resent labels in a semantic space where similarities between
image features and class prototypes can be directly com-
puted. In [6] the authors used textual descriptions to learn
semantic representation of images. Then [19] enhanced this
idea by using a deep CNN model as an image embedding
function. Another source of inter-class relation informa-
tion comes from the web. COSTA [20] uses web image
hit-counts to compute co-occurrence statistics as connec-
tion between seen and unseen classes for zero-shot learning.
In [1] the authors studied effects of different types of label
embeddings on zero-shot performance.
Metric Learning Another line of relevant research is
metric learning. There is a large amount of work in the
literature of metric learning, we briefly review a few most
relevant works. Some early works [5, 7] use pairwise con-
straints to capture similarity between images. A few recent
works [33, 27, 11] adopted CNN structures as embedding
functions, and use triplet losses instead of pairwise con-
straints to learn the model. Their results demonstrate that
combination of deep model and triplet loss is effective in
learning similarities. Nevertheless the tasks addressed in
these metric learning works still fall into the conventional
learning setting where plenty of labelled data are available.
3. Deep Triplet Ranking Networks
In this section we present a novel deep triplet rank-
ing network model for one-shot image recognition. We
Figure 3: The framework of the proposed deep triplet rank-
ing network. Top: In the training phase, we sample triplets
consist of two positive examples and a negative example
wrt each class. We augment the data through data trans-
formation and then feed them into a CNN. The output em-
beddings are used to compute the triplet ranking loss, i.e.,
the optimization objective. Bottom: In the test phase, both
one-shot training instances and test examples are projected
to the embedding space. Then each test example is assigned
to the class of its nearest neighbour among the correspond-
ing one-shot training instances.
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assume there are N labeled training instances from C
base classes such that Dbase = {(xbasei , ybasei )}Ni=1 and
ybasei ∈{B1, B2, ..., BC}. We also assume there is a la-
tent data set from T novel classes such that Dnovel =
{(xnoveli , ynoveli )}Mi=1 and ynoveli ∈{N1, N2, ..., NT }, where
only a subset Dos = {xok}Tk=1 is sampled as observed one-
shot training set. The test set Dtest which is not observed
during training also comes from the T novel classes. The
goal of one-shot learning is to train a model that can achieve
good classification performance on the test data Dtest, with
only one instance per novel class (Dos) and plenty of data
from the base classes (Dbase).
The proposed framework is presented in Figure 3. The
end-to-end deep training model has two major components.
First we produce image embeddings with convolutional
neural networks (CNNs). CNNs have demonstrated great
power in producing useful image representations in the lit-
erature. We adopted a CNN architecture as our embedding
function fφ(·) : I → Rd, where I denotes the input im-
age space and Rd denotes the feature embedding space.
We use h to denote the output image feature vector such
Figure 4: The CNN architecture constructed for the proposed model. Box with solid lines represent tensors and dashed lines
represent different kinds of layers (Red: convolutional layers, Green: max-pooling layers, Blue: fully connected layers).
Blocks are separated by max-pooling layers. The four blocks contain (2, 2, 3, 3) convolutional layers in each respectively.
Between convolutional layers there are a batch normalization layer and a ReLU non-linearity activation layer. After passing
through the four blocks, an image will be then mapped into a 1024-d vector with the final fully connected layer.
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that h = fφ(x). Second, given the nature of one-shot
learning, we guide the image embedding learning by us-
ing a triplet ranking loss as the training objective. With the
this triplet ranking loss, instances from the same class are
moved closer to each other in the embedded space under
a given metric and those from different classes are pushed
apart. The one-shot instances can be naturally leveraged in
this proposed training framework by generating synthetic
instances through transformation. In the test phase, we em-
bed all the one-shot instances in Dos and test examples in
Dtest into the same embedding space and perform a nearest
neighbour style comparison to predict the test labels.
3.1. Embedding Images with CNNs
We construct a CNN architecture with four blocks for
image embedding. The architecture is depicted in Figure 4.
Each block of the architecture contains multiple convolu-
tional layers which extract feature maps at different lev-
els of abstraction. As shown in [30], small size filters can
greatly reduce the number of trainable parameters and lead
to better performance. We hence use filters with size of
3 × 3 in each convolutional layer of the CNN architecture.
There are two convolutional layers in each of the first two
blocks and three convolutional layers in each of the last two
blocks. Between every two consecutive convolutional lay-
ers in each block, a batch normalization (BN) layer [12] and
a ReLU non-linearity activation layer are added. The batch
normalization layer is used to avoid feature scaling prob-
lem in batches during training, which is usually referred to
as ‘internal covariate shift’. We choose ReLU as the acti-
vation function because it does not suffer from saturation
problem and can lead to faster training process.
There are 64 filters in each convolutional layer of the
first block. Then in each consecutive block, it doubles the
number of filters used in the previous block. This leads to
128, 256 and 512 filters in the 2nd, 3rd and 4th block re-
spectively. Between every two consecutive blocks, a max-
pooling layer with 2× 2 filter size and stride of 2 is used to
spatially down sample the data. This typical pooling opera-
tion used in many CNN architectures can increase model’s
capacity on dealing with spatial variances and dropping
noises from data. Meanwhile, the pooling operation halves
the spatial size of the tensors in the consecutive block. An
input image of 105 × 105 for the first block will reach the
size of 14× 14 in the 4th block; the output tensor of the last
convolutional layer has the size of 14×14×512. We finally
add a fully-connected (fc) layer with ReLU activation to get
a 1024-d vector, which is the final embedding feature vector
h of the input image x. This embedding architecture can be
denoted as a mapping function such that h = fφ(x).
3.2. Triplet Ranking Model
The key that enables the CNN architecture presented
above to induce useful image embeddings for performing
image categorization in the novel classes is a generalizable
learning objective, which can be optimized to identify the
model parameters. Instead of building prediction models
with conventional prediction loss functions, which are dif-
ficult to be generalized into novel classes, we propose to
learn a triplet ranking model based on a novel triplet ranking
loss. The triplet ranking loss is based on a relative similar-
ity/distance comparison metric on triplet instances, which
can be consistent across different classes. Specifically, for
any given triplet (x(1)pos, x
(2)
pos, xneg), where x
(1)
pos and x
(2)
pos
are two distinct instances from same class and xneg comes
from a different class as a negative example, their embed-
ding vectors are produced from the embedding function
fφ(·) such that h(1)pos = fφ(x(1)pos), h(2)pos = fφ(x(2)pos), and
hneg = fφ(xneg). The triplet ranking loss is defined as:
Ltriplet
(
h(1)pos,h
(2)
pos,hneg
)
=[
m+ d
(
h(1)pos,h
(2)
pos
)− d(h(1)pos,hneg)]
+
+
[
m+ d
(
h(1)pos,h
(2)
pos
)− d(h(2)pos,hneg)]
+
(1)
where m is a margin which we fix to 2 in the experiments;
d(i, j) is a metric function that measures distance between
vectors i and j. While in our experiments we use a square
Euclidean distance d(i, j) = ‖i − j‖2, any other differen-
tiable distance functions can also be used here. The capped
operator [x]+ = max(0, x) casts the negative part to zero
to ensure a ranking hinge loss that focuses on a relative in-
stead of absolute distance comparison. This loss function
pushes the distance between the two positive examples to
be smaller than that between a positive and a negative ex-
amples. It guides the training to produce image embeddings
that induce metric measures to achieve this goal. In practice
our model receives data in form of batches during the train-
ing phases, and the overall loss function is computed over
each batch as:
LB = 1|B|
∑
(p,p′,n)∈B
Ltriplet(p,p′,n) (2)
where B is a batch that contains multiple triplets, and the
batch size is set to 64 in our experiments. The triplets of
examples in the batch are sampled independently and uni-
formly across all the training classes.
Moreover, with the relative Euclidean distance compar-
ison, the scaling up of the embedding vectors can substan-
tially affect the ranking hinge loss – some small distance
difference that previously leads to a positive loss can be-
come larger than the margin m and thus lead to zero loss.
We hence propose to add `2-norm regularizers over the em-
bedding features h to alleviate the impact of the vacuous
magnitude increase of h on the learning objective:
LR = 1|B|
∑
(p,p′,n)∈B
(‖p‖2 + ‖p′‖2 + ‖n‖2) (3)
The overall regularized triplet ranking loss is then given by
L = LB + λ · LR (4)
where λ is a trade-off parameter.
After learning a feature embedding function fφ() that is
universal across classes, one-shot prediction is straight for-
ward. For any test example xtest from the novel classes, we
predict its label by finding its nearest neighbour from the
one-shot instances in the embedding space and assigning it
to the corresponding class:
y∗ = argmin
k
‖fφ(xok)− fφ(xtest)‖2 (5)
If a probability distribution is needed as output, one can
simply apply a softmax function:
p(y = k|xtest) = exp(−d(fφ(x
o
k), fφ(xtest)))∑
k′ exp(−d(fφ(xok′), fφ(xtest)))
(6)
3.3. Leveraging One-Shot Instances
Although the embedding function produced from the
proposed deep ranking model has the generalization capac-
ity over new classes, it is a potential information loss to not
use the one-shot instances that directly come from the target
classes in the training phase. The difficulty of incorporating
the one-shot instances under the triplet ranking loss lies in
that there is no anchor point (another positive example) to
construct a triplet over the one-shot example in each target
class. To solve this problem, we propose to generate syn-
thetic examples to augment the one-shot instances; in par-
ticular, for the purpose of simplicity and efficiency we use
transformation operations to produce additional examples
from the one-shot instances. For example, for simple digit
datasets, we can use affine transformation operations such
as horizontal shearing, vertical shearing, random rotation,
random scaling and random translation to generate an aug-
menting example A(x) for an one-shot image x. For more
complex natural images, more complicated transformations
that involve spatial and color adjustments can be used.
We leverage the one-shot instances for model training
through a fine tuning procedure. After pre-training on the
base classes, we proceed to fine tune the model by sampling
each training batch B in the following way. For each triplet
in the batch, it has half probability to be sampled from the
one-shot instances, (xok, A(x
o
k), x
o
j), and half probability to
be sampled from the base classes, (x(1)pos, x
(2)
pos, xneg). This
gives equal weights to the data from the base classes and the
one-shot instances from the novel target classes. Whenever
the ranking loss on a triplet from the one-shot instances,
(xok, A(x
o
k), x
o
j), is positive, it means that two target class
prototype embeddings, fφ(xok) and fφ(x
o
j), are not far apart
enough to bear intra-class variance. Then the deep network
will adjust its weights to produce a better embedding func-
tion to reduce the loss. This fine tuning procedure hence is
expected to tune the model to produce instance embeddings
that can better fit the target classes, while avoiding overfit-
ting the one-shot instances by keeping the base class data.
3.4. Training Algorithm
We use Adam [14] to perform stochastic optimization
over the learning objective L. The hyper-parameters of
Adam are kept to their default values (β1 = 0.9, β2 = 0.999
and  = 10−8). We set the initial global learning rate
as 10−4, then reduce it by half for every 10k iterations to
gain a faster convergence. Two important issues of deep
model training are the weight initialization and overfitting
problem. Following the literature works, we initialize the
weights for each unit of the deep learning model with a nor-
mal distribution with zero mean and standard deviation of√
2
n , where n is the number of input connections of that
unit [9]. To overcome the overfitting problem, we choose to
use batch normalization layers between each convolutional
layer and ReLU non-linearity layer (as depicted in Figure 4)
with the Adam algorithm.
4. Experiment
To evaluate the effectiveness of the proposed approach,
we conducted experiments on two popular one-shot learn-
ing datasets, Omniglot [17] and miniImageNet [23]. We
present the experimental set up and results in this section.
4.1. Datasets
Omniglot Dataset This dataset has handwritten charac-
ters collected from 50 alphabets. The dataset is split into
a background set (30 alphabets with 964 characters) and
an evaluation set (20 alphabets with 659 characters). Each
character has 20 different images in size of 105× 105× 1.
It also provides a test set that consists of 20 sampled
subsets from the evaluation set, each of which contains 20
characters (classes), and each class contains two images,
one for training (one-shot instance) and the other for
testing. On this dataset, we used affine transformation op-
erations. We further split the background set into a training
set (20 alphabets with 633 characters) and a validation
set (10 alphabets with 331 characters) and used them to
perform hyper-parameter selection. After selecting hyper-
parameters, we adopted the same strategy as in [15], and
used the whole background set as base classes for training,
while using each subset of the test set as the novel target
classes. The final results reported are the average of 20 runs.
miniImageNet Dataset This dataset contains 100 classes
randomly sampled from the ImageNet dataset, while each
class contains 600 images. The dataset was further split into
a training set of 64 classes, a validation set of 16 and a test
set of 20 classes [23]. The images have different sizes, and
we spatially resized them to the same size of 132×132×3.
Since the images in this dataset contain real objects and nat-
ural scenes, affine transformations are not suitable as the
generated images can have blank borders. We transformed
the images in the following way. First we randomly crop
a 105 × 105 region to use. Then we randomly flip it hori-
zontally or keep it unchanged, which can model the spatial
variance. Finally we randomly change the image contrast,
which models the colour variance. Same as in Omniglot,
we used training/validation to select hyper-parameters and
trained the final model on the union of training and valida-
tion sets. However, on miniImageNet there are no pre-fixed
multiple subset samples in the test set. Following most liter-
ature works, we adopted a ’5-way’ test setting and randomly
sampled 10 subsets from the test set, each with 5 classes.
Each class contains 1 image as the one-shot instance and
10 images as the test examples. The results reported are
averages over 10 runs, one run for each subset.
4.2. Comparison Methods
We compared the proposed approach with three state-of-
the-art one-shot learning methods, Siamese networks [15],
Matching networks [32] and the Prototypical networks [31].
The Siamese network method developed in [15] is most
relevant to our proposed approach. Nevertheless, they learn
the embedding vectors based on pairwise similarities be-
tween each pair of instances, while we used relative dis-
tances/similarities over triplets. The Matching network
model [32] is a recent work on one-shot learning. They also
adopted a metric learning approach. However their embed-
ding function for a test image is conditioned on the support
set (one-shot instances) by using LSTMs. The most recent
Prototypical network [31] is on few-shot learning. The au-
thors proposed to represent class prototypes as means of
a few examples and minimize the distance of instances to
their corresponding class prototypes. This work however
cannot exploit the one-shot instances for fine tuning due to
the design of their training algorithm.
4.3. Classification Results
One-shot classification on Omniglot We reported the
test results of all the comparison methods on the Omniglot
dataset in Table 1. Since not every comparison method
can exploit the one-shot instances for fine tuning, we de-
noted this specific setup using the ‘Fine Tune’ column (‘N’
for not using fine tuning, ‘Y’ for using). For the Siamese
networks, we reported the results from different previous
works [15, 32]. But in order to obtain a more direct compar-
ison under our CNN architecture with the pairwise loss, we
also reimplemented the Siamese networks by ourself and
conducted experiments. We used the same CNN architec-
ture as our proposed model but with image pairs as inputs
instead of triplets. We computed the distance of the pair
embeddings and passed it through a linear layer and a sig-
moid function to get a probability value, following the orig-
inal work [15]. For fine tuning, since only one instance is
available for each test class, we incorporated the pairwise
Table 1: 20-way 1-shot classification results (%) on Om-
niglot. Methods marked by † are implementations from
[32], and methods marked by * are implemented by us.
Method Fine Tune Accuracy
Siamese Networks[15] N 92.0
Siamese Networks[32]† N 88.0
Siamese Networks[32]† Y 88.1
Matching Networks[32] N 93.8
Matching Networks[32] Y 93.5
Prototypical Networks[31] N 96.0
Siamese Networks* N 91.5
Siamese Networks* Y 92.0
Triplet Ranking Networks N 95.5
Triplet Ranking Networks Y 97.0
Table 2: 5-way 1-shot classification results (%) on miniIm-
ageNet. Methods marked by ‡ are implementations from
[23] and methods marked by * are implemented by us.
Method Fine Tune Accuracy
Baseline 1-NN[23]‡ N 41.08
Matching Networks[23]‡ N 43.40
Matching Networks FCE[23]‡ N 43.56
Meta-Learner LSTM[23]‡ N 43.44
Prototypical Networks[31] N 49.42
Siamese Networks* N 42.14
Siamese Networks* Y 43.26
Triplet Ranking Networks N 48.76
Triplet Ranking Networks Y 50.58
loss where two instance are from different classes. From all
the comparison results in Table 1, we can see our proposed
model produces the best result by naturally incorporating
the one-shot instances. This suggests that the proposed deep
triplet ranking network is effective in one-shot learning.
One-shot classification on miniImageNet We then
conducted experiments on the miniImageNet dataset.
The images in miniImageNet have more complex object
appearances and noises and are more difficult to tackle than
the binary images in Omniglot. In addition to the three
comparison methods used above, on this dataset we also
compared to the results of a Meta-learner LSTM model
from [23] and a baseline 1-Nearest Neighbor method. All
Table 3: Ablation study results (%) on the proposed model.
Method Fine Tune Accuracy
Proposed - w\o BN N 46.63
Proposed - w\o LR N 47.79
Proposed N 48.76
Proposed Y 50.58
the results are reported in Table 2. We can see that again the
proposed triplet ranking network produced the best result
among all the comparison methods. Moreover, the direct
comparisons with Siamese networks suggest that the triplet
ranking loss is much more effective than the pairwise loss.
This again validated the efficacy of the proposed model.
Ablation study We also conducted experiments on mini-
ImageNet to investigate the impact of different components
of the proposed model, including the batch normalization
(BN) layers and the embedding regularization termLR. The
results are reported in Table 3. By dropping the BN layers
from the proposed model, we can see the test accuracy is
reduced from 48.76% to 46.63% (without fine tuning). This
shows the BN layers are important for training the proposed
deep model. Similarly dropping the embedding regulariza-
tion term LR also reduced the test accuracy by about 1%
(from 48.76% to 47.79%). This validated our assumption
on embedding regularization.
4.4. Analysis of Deep Image Representations
In this section we examine the effectiveness of the pro-
posed model in terms of the image embeddings it produced.
In order to facilitate one-shot learning, the deep embed-
ding function needs to produce image representations that
are generalizable across different classes, in particular to
new novel test classes. We investigate the representation
learning capacity of the proposed deep CNN architecture
by checking the representations produced by the last fully
connected layer and the various intermediate convolutional
layers along the deep architecture.
After training, the output vectors of the last fully con-
nected layer for the input images are the final image embed-
ding vectors, which are directly used to compute distances
between a test image and the one-shot instances and per-
form one-shot classification on the test classes. Hence the
quality of these embeddings are critical to one-shot classi-
fication performance. To gain a direct and intuitive under-
standing on the quality of image embeddings produced by
the proposed deep triplet ranking model, we visualized the
embedding vectors of instances from 5 test classes of the
Figure 5: Visualization of the embedding results of different methods on instances from 5 different characters (classes) in
the two dimensional space after PCA dimension reduction. (a) Siamese Network: 3 similar characters are mixed together on
the left. (b) Triplet Ranking Network (Proposed): Classes are separated much better than the Siamese network. But there are
still two similar classes mixed on the left bottom corner. (c) Triplet Ranking Network with Fine Tuning (Proposed): The 5
classes are separated while instances of the same class gathered together.
(a) Siamese Network (b) Triplet Ranking Network (c) Triplet Ranking Network with Fine Tuning
Omniglot dataset in the two dimensional space after dimen-
sionality reduction with PCA. The classes are chosen such
that some of them are quite similar to each other. We com-
pared the embedding results of the proposed deep triplet
ranking model with and without incorporating the one-shot
instances, i.e., fine tuning. We also compared with the em-
bedding results of the Siamese networks. The visualization
results for the three methods are presented in Figure 5. We
can see that only 3 clusters are recognizable from the visual-
ization result of the Siamese network, while instances from
3 out of the 5 classes are mixed together in visualization.
The visualization result of the deep triplet ranking network
without fine tuning is much better than the Siamese network
as one can recognize 4 separated clusters. Nevertheless, in-
stances from 2 close classes are still mixed together. By nat-
urally incorporating the one-shot instances into the training
process, i.e., performing fine tuning, the embedding quality
of the proposed deep triplet ranking network is further im-
proved. In the visualization result shown in Figure 5 (c), we
can see that though the 3 similar classes on the right side
still appear close to each other, the instances are naturally
clustered and one can clearly recognize all the 5 clusters.
These results intuitively validated the effectiveness of the
proposed model on producing generalizable image embed-
dings for one-shot learning.
The deep architecture we constructed for the proposed
model has multiple convolutional layers. Hence the trained
model not only can produce the final representation vec-
tor from the fully connected layer, but also can produce in-
termediate representations at different level of abstractions
from the convolutional layers. We investigated using the in-
termediate representations of data produced from each con-
volutional layer to perform one-shot classification on Om-
niglot. To get the features from each convolutional layer,
we obtain the output tensor from the convolutional layer and
Table 4: Average test accuracy (%) on Omniglot with dif-
ferent levels of feature representations.
Layer Accuracy Layer Accuracy
conv-1-1 18.3 conv-3-3 57.5
conv-1-2 19.5 conv-4-1 59.8
conv-2-1 22.5 conv-4-2 66.5
conv-2-2 35.0 conv-4-3 85.8
conv-3-1 50.3 fc-1 97.0
conv-3-2 52.0
perform max pooling over the spatial dimensions, which re-
sulting in a 1-d feature vector with length equal to the num-
ber of channels. We summarized the average results over
20 runs in Table 4. We can see that in general higher level
layers can produce more effective representations, which is
consistent with the principle of deep learning.
5. Conclusion
In this paper we proposed a deep triplet ranking net-
work for one-shot image classification. This deep network
learns cross-class universal image embeddings by optimiz-
ing a triplet ranking loss function. The loss function sep-
arates the instance pair that belong to the same class from
the instance pair that belong to different classes in the rel-
ative distance metric space computed from the image em-
beddings. The proposed model can also naturally incorpo-
rate one-shot instances into the training process by gener-
ating augmenting instances via image transformations. Ex-
periments were conducted on two popularly used one-shot
learning datasets. The results show the proposed model can
outperform the state-of-the-art comparison methods.
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