Spatial population synchrony is defined as the coincidental changes of population density or other demographic parameters over time. Synchrony between local populations is believed to be widespread in nature because it has been found across a range of ecological guilds and across large spatial scales. However, a detailed understanding is still lacking of the extent of synchronous patterns in population parameters across animal communities, and of the relative importance of the several potential causes of population synchrony.
Introduction
Spatial population synchrony is defined as the coincidental changes of population density or other demographic parameters over time (Bjørnstad, Ims, & Lambin 1999; Liebhold, Koenig, & Bjørnstad 2004) . Synchrony between local populations is believed to be a pervasive phenomenon because it has been found across a range of ecological guilds, in many taxa, and across large spatial scales (e.g. thousands of kilometres; Koenig 2002; Liebhold et al. 2004) . Synchrony among populations arises mainly through two classes of mechanisms: climate which acts over broad scales (Ranta, Kaitala, Lindström, & Helle 1997; Koenig 2002) -and dispersal -a more local effect caused by individuals dispersing between neighbouring populations (Ripa 2000; Peltonen, Liebhold, Bjørnstad, & Williams 2002) . Recent application of advanced statistical modelling to longterm large-scale datasets on population dynamics has helped to increase our understanding of spatial and ecological drivers of population synchrony (e.g. Gouhier, Guichard, & Menge 2010; Haynes, Bjørnstad, Allstadt, & Liebhold 2013) . However, we still lack a detailed understanding of the prevalence of synchronous patterns across animal communities, and of the relative importance of the several potential causes of population synchrony (Liebhold et al. 2004) .
Several issues have hampered a detailed understanding of patterns of spatial synchrony, in particular: (a) The lack of data. The study of synchrony requires large-scale datasets encompassing several years. (b) Restricted taxonomic scope. Synchrony is often studied in single species or small portions of the community (e.g. Bellamy, Rothery, & Hinsley 2003) . (c) Sampling bias. Observer and sampling variability may mask or bias patterns of synchrony (Thomas 1991) , leading to underestimation of the nature and extent of synchrony.
In this paper, we present a study designed to explore patterns of synchrony in the abundance of bird populations inhabiting two contrasting areas of south-eastern Australia: the Victoria Central Highlands (VCH), an area characterised by continuous areas of tall wet Eucalyptus forest belonging to several different forest types; and Booderee National Park (BNP), an extremely heterogeneous coastal area characterised by highly contrasting vegetation types. Both areas support species-rich bird assemblages (77 species recorded in VCH and 128 in BNP) consisting of a variety of ecological guilds, ranging from consumers of nectar to insectivores.
Our study was developed around two broad and exploratory questions:
How widespread is synchrony in bird communities?
We tested for spatial synchrony among the most frequently recorded birds occurring in the study areas (22 species in VCH and 30 in BNP). We expected relatively high levels of synchrony due to the relatively high level of connectivity existing in both areas (Powney, Broaders, & Oliver 2012) and due to the relatively high dispersal capabilities of many species of birds (Paradis, Baillie, Sutherland, & Gregory 1999) . However, we predicted that synchrony would be lower in BNP due to the high levels of vegetation heterogeneity (e.g. different vegetation types characterised by different bird communities, Appendix A: Tables 1 and 2) .
Which are the main drivers of spatial synchrony in bird populations?
At the scale considered here (3281 km 2 VCH and 110 km 2 BNP), dispersal should be expected to prevail over weather factors because differences in weather should be small and dispersal between local populations should be high (Lande, Engen, & Saether 1999; Kendall, Bjørnstad, Bascompte, Keitt, & Fagan 2000) . We also expected that habitat type would play a major role in determining synchrony in the highly heterogeneous BNP due to reduced connectivity between local populations (Bellamy et al. 2003; Powney, Roy, Chapman, Brereton, & Oliver 2011) .
Materials and methods

Study areas
The Victoria Central Highlands region (Fig. 1) range: 0-154 m asl; area covered by convex polygon encompassing sites: 110 km 2 ). The area is characterised by a temperate maritime climate with rainfall spread relatively evenly over the year. The area supports a high degree of patchiness and heterogeneity in vegetation types, ranging from dry heathland to warm temperate rain forest. For this study, we recognised 10 broad categories of native vegetation cover (Appendix A: Table 2 ).
Selection of sampling sites
We used permanent sampling sites to provide a comprehensive coverage of the main habitat types occurring in the two study areas, and of factors such as stand age, aspect and years since last fire. Our site selection process ensured that (1) samples occurred in each habitat type, (2) there was replication of sites within each category (e.g. stand age cohort within a habitat type), (3) sites were well distributed throughout the study area to eliminate geographical bias, and (4) the total number of samples was generally proportional to the total area occupied by each category. Within each category, site locations were randomly selected.
We identified three main habitat types in the VCH region: (1) forest dominated by Mountain ash, (2) forest dominated by the Alpine Ash, (3) mixed forest type (shared dominance between Alpine and Mountain ash). Sites varied in age, aspect and years since last fire. A total of 75 sites was selected for this study (average distance between sites = 25.19 km; range: 0.19-65.97 km; Appendix A: Table 1 ).
In the BNP area, we identified 10 vegetation types (Appendix A: Table 2 ). Sites varied according to years since the last fire. Vegetation types were extremely heterogeneous ranging from dry heathland to rainforest and thus support different bird communities. We selected a total of 110 sites (average distance between sites = 5.18 km; range: 0.18-16.14 km; Appendix A: Table 2 ).
Bird survey protocols
Each site was surveyed with a 100 m (VCH) and 60 m (BNP) transect. In the VCH, 5 min point interval counts were completed at the 0 m, 50 m and 100 m points along the transect, whereas in BNP 5 min point interval counts were conducted at the start and end point of the transect. We recorded all birds seen or heard in a 50 m radius, excluding birds flying over our sites. Each site was surveyed on a different day by a different observer to minimise day effects on detection and to tackle potential bias due to observer heterogeneity. A total of 6 visits per site were carried out in VCH and 4 visits per site in BNP. We completed counts between 5.30 and 9.30 am and did not undertake surveys on days of poor weather. Bird surveys were conducted by the same observers in both areas throughout the duration of the decade-long sampling periods.
In 
Abundance index
We calculated an abundance index for each site by dividing the total number of detections in a given year by the number of point counts in the transect. We followed this approach to minimise variability in counts between observers. This abundance index has been considered a good proxy for the local abundance of birds (Cunningham, Lindenmayer, Nix, & Lindenmayer 1999; Cunningham & Olsen 2008) . In addition, we further checked for the correlation (Spearman correlation coefficient) between the absolute number of birds estimated by the same observer (D.B.L.) and the abundance index, finding a reasonable fidelity (VCH: average = 0.54, range = 0.38-0.73; BNP: average = 0.63, range = 0.47-0.81). We are therefore confident that our index provides a good representation of the abundance of the local populations in both areas.
As the amount of sampling variation strongly affects researchers' capability of detecting synchrony, to explore sampling variation in more detail (i.e. to quantify variance within and between sample times) we fitted generalised linear mixed effects models (glmm) on the point count data (i.e. including the actual number of birds estimated by observers) using the lme4 package in R (release 2.15.2, R Core Team 2012).
Weather data
We focused on rainfall because previous research has shown its importance as determinant of bird abundance in Australia (Mac Nally et al. 2009; Stevens & Watson 2013) . To infer climate variables for each sampling site in this work we have utilised the thin-plate smoothing spline method (Hutchinson 1995) . This method has been widely applied to estimate monthly and daily climate surfaces (McKenney et al. 2011) . In particular these surfaces can be used to calculate accurate spatially-explicit, monthly mean climate values (Xu & Hutchinson 2013) . In Australia the thin plate smoothing splines have been used to estimate monthly time-series surfaces from 1968 by the Australian Greenhouse Office for carbon accounting purposes (Kesteven, Landsberg, & Australia, 2004) . The resulting rainfall surfaces (derived from thousands of site observations by the Australian Bureau of Meteorology as a function of latitude, longitude and elevation, and rigorously tested with cross-validation, Hutchinson 1995) have been used in this study to calculate point values of precipitation at each site. Rainfall patterns are shown in Appendix A: Fig. 1 .
Data analysis
We analysed data for each species and study area separately, following the steps summarised below (see also Haynes et al. 2009 Haynes et al. , 2013 .
We excluded species with less than 10% of the sites occupied at least once. We selected sites where the average detection rate across the years was higher than 0.1. This was done because a sequence of zero abundance counts followed by positive values (e.g. site colonisation) can inflate synchrony values and therefore increase Type I errors (Sutcliffe, Thomas, & Moss 1996) .
We detrended the time series by calculating the difference in the log-abundances between sequential years: r = log N (t + 1) − log N (t) (Bjørnstad et al. 1999) . We added one to all counts prior to the calculations to avoid the issue of logging zero counts.
The synchrony between populations was quantified by calculating the Spearman correlation coefficient between each pair of sites (Bjørnstad et al. 1999; Liebhold et al. 2004) .
The rainfall synchrony among sites was quantified by calculating the Spearman correlation coefficient of cumulative rainfall in each site in the previous two years between each pair of sites (e.g. correlation between cumulative rainfall in site i the two years before each sampling and cumulative rainfall in site j the two years before each sampling).
We calculated the Euclidean distance (in km) between each pair of sites as a measurement of spatial distance.
We used the Gower measurement to quantify the dissimilarity between habitat types and the Mahalanobis coefficient to quantify the dissimilarity between age and fire intensity for each pair of sites (Goslee & Urban 2007) . The Gower measurement is a dissimilarity measurement used for mixed (continuous and categorical) variables, whereas the Mahalanobis measurement is a scale-invariant measurement that can be used for continuous variables (Goslee & Urban 2007) .
Vegetation type and geographic distance were converted to similarities (or proximity) by calculating: 1 − distance from i to j/maximum distance observed.
We checked for collinearity between the rainfall measurement, spatial distance and habitat dissimilarity using a Mantel test. The correlation was ≤0.6 (Appendix A: Table 3 ) and we therefore introduced variables simultaneously in the modelling phase detailed below.
To quantify the effect of spatial distance, weather synchrony and habitat dissimilarity on population synchrony, we used multiple regression of distance matrices (hereafter MRM) with synchrony between populations as a dependent variable and the remaining covariates as predictor variables (Lichstein 2006) . We fitted the following three types of models based on the combination of predictor covariates: full model (spatial distance + habitat dissimilarity + weather dissimilarity), space-only model (spatial distance) and environment-only model (habitat dissimilarity + weather dissimilarity). The analyses using the MRM were conducted with 9999 permutations.
We measured the "pure" effect of each predictor by following the variance partitioning approach (Borcard, Legendre, & Drapeau 1992) . We stress that spatially structured variation in environmental characteristics that is not described by the environmental predictors (e.g. habitat type, age) will be attributed to spatial effects (Lichstein 2006) , which implies that spatial effects may not necessarily be driven by dispersal only.
The magnitude of the R 2 on distance matrices (e.g. an R 2 for MRM analyses) does not correspond directly to the magnitude of the R 2 on raw data (Goslee 2009 ). It follows that the maximum possible values for a correlation on distances can be substantially lower than 1, even with a perfect correlation of the raw data. Consequently, we suggest caution in interpreting the provided R 2 values: low values do not necessarily mean that a very small amount of information is explained. Furthermore, we emphasise that confidence intervals of parameter estimates are currently not available within the 'ecodist' package used to fit MRM models, therefore additional caution should be exerted in interpreting results.
To simplify tables we elected to present results only for similarity of habitat type as measurement of ecological distance (rather than including also similarity in age and time since last fire) because the final results were qualitatively similar. All analyses were conducted using R software (release 2.15.2, R Core Team 2012).
Results
We selected a total of 22 species from the VCH and 30 species from BNP for detailed analysis. Local populations showed strong variations in abundance throughout the years (examples are provided in Appendix A: Figs. 2 and 3) .
The level of synchrony varied substantially between sites and between species, ranging from no synchrony (i.e. minimum of the Spearman correlation coefficient = 0.00, p > 0.05) to almost perfect synchrony (i.e. maximum of the Spearman correlation coefficient = 0.99, p < 0.001). However, the average synchrony between sites was low for all the species examined (e.g. range of the average Spearman correlation coefficient for all sites and species = 0.00-0.23). Results on the GLMM's fitted on the point count data are shown in Appendix A: Table 4 . These results show how the within-site and between-observer variation was relatively high.
Results of the MRM analyses are shown in Tables 1 and 2 (full model including spatial proximity, rainfall synchrony and habitat type), whereas the space model (spatial proximity only) and environment only model (rainfall synchrony plus habitat type) are shown in Appendix A: Tables 5-8 . In the VCH, we found that four species were significantly influenced by spatial proximity only (the Eastern Spinebill, the Golden Whistler, the Striated Thornbill and the Striated Pardalote, Table 1 ), two species were affected by rainfall synchrony (the Silvereye and White-browed Scrubwren; Table 1 ), one species was affected by rainfall synchrony and habitat type (the Grey Fantail) and one species (the Crescent Honeyeater) was affected by habitat type only. We found no significant effects on synchrony for the remaining 15 species (Table 1) . The "pure effect" of spatial proximity vs environment (rainfall and habitat type) for each species is shown in Fig. 2A . As can be seen, both factors (spatial proximity and environment) have comparable "pure effects", however, the effect of spatial proximity was slightly stronger, particularly for species with significant spatial synchrony between populations.
In the BNP, we found that three species were significantly influenced by spatial proximity only (the Eastern Spinebill, the Silvereye and the Little Wattlebird, Table 2 ), two species were affected by spatial proximity and by rainfall synchrony (the Golden Whistler and Noisy Friarbird; Table 2 ), one species (the Eastern Bristlebird) was affected by rainfall synchrony only, whereas two species (the New Holland Honeyeater and the Spotted Pardalote) were affected by habitat type only. We found no significant effects on synchrony for the remaining 21 species ( Table 2) . The "pure effect" of spatial proximity vs environment (rainfall and habitat type) for each species is shown in Fig. 2B . As can be seen both factors (spatial proximity and environment) have comparable "pure effects", however, the effect of environment is slightly stronger. Nevertheless, species with significant spatial synchrony between populations are characterised by a stronger effect of spatial proximity.
Discussion
Our empirical assessment encompassed a total of 38 individual species in two study areas in south-east Australia, and showed that spatial proximity, synchrony in weather conditions (cumulative rainfall) and habitat type influenced the level of spatial synchrony in 11 of the 38 species examined (i.e. approximately 29% of the species). These results are in line with the study of Koenig (2001) who found a similar proportion of synchronous species in his study conducted over a much large spatial scale (e.g. 10 6 km 2 ) than our study. Interestingly, the spatial scale at which Koenig (2001) found most of the evidence for synchrony was comparable to ours (i.e. <100 km).
The overall level of synchrony that we have measured is relatively weak (range of the average Spearman correlation coefficient = 0.00-0.23). Our results may suggest that, at the spatial and temporal scale that we considered, more than half the species display asynchronous patterns, which could suggest that local factors may be the driving force of local population dynamics. Nevertheless, caution is warranted since the observed patterns may be driven by several factors, such as methodological issues as well as genuine lack of synchrony in the target community. These factors are difficult to disentangle in empirical data therefore limited inference may be made in the presence of asynchrony. Possibly, for this reason, synchronous patterns are reported more often than a-synchronous patterns (but see Sutcliffe et al. 1996; Koenig 2001) .
A factor that may have affected our conclusion is differences in abundance and/or detectability between synchronous vs non-synchronous species (e.g. the ready detection of some species may have increased the statistical power of analyses e.g. number of sites included in the analyses). However, several readily detectable and abundant species (e.g. the Crimson Rosella, the Brown Thornbill and the Grey fantail) did not display significant synchronous patterns which suggests that, for several of the species that we have examined, this was not an issue. Furthermore, repeating analyses with a higher cutoff in detection rate (e.g. 0.5 rather than 0.1, see methods) led to a similar proportion of synchronous/non-synchronous species, further suggesting that differences in abundance and detectability were not major factors affecting inference on synchrony.
The main methodological issue that may mask patterns of synchrony is sampling error (Thomas 1991) . Our sampling protocol was designed to take into account sampling error. Each sampling transect covered a relatively large sampling area (e.g. 2.35 ha per transect in VCH and 1.56 ha per transect in BNP) and was composed of multiple detection points surveyed by different observers on different days. Detections at the multiple points were then averaged across a transect, thus reducing spatiotemporal variability. The transect was likely to cover the home ranges of many individuals because most of the target species were small (median body weight = 18 g) and therefore have small territories. Moreover field surveys were conducted during the breeding period, when territoriality is high. Ideally, an additional averaging of data over several transects would have further helped to reduce the potential masking effect of sampling error. However, this approach would have substantially reduced our sample size (and thus the power of our analyses) and would have forced us to group transects falling in different habitat types (e.g. in the highly heterogeneous Booderee national park). For these reasons, we chose to keep analyses focused at the transect scale.
Results from the generalised mixed effects models analyses suggest that the amount of sampling variation in the raw data was relatively high and therefore our efforts to control it (e.g. averaging across point counts) may have not been sufficient and this may have affected our power to detect synchronous patterns in some species. Similarly, the average Spearman correlation coefficient between point counts in the same site was relatively low (Appendix A: Table 4 ). Finally, we emphasise that our parameter estimates do not include confidence intervals (see methods) therefore we suggest additional caution in interpreting the results and the ecological meaning of p values in our models (Ellison, Gotelli, Inouye & Strong 2014) . Given the dominance of measurement error and its impacts on characterisation of spatial patterns (Dungan et al. 2002) , caution is mandatory on these issues, therefore further broad scale multi-species studies are required to confirm our findings on the prevalence of synchrony in bird communities. What are the main drivers of spatial synchrony in bird populations?
Spatial proximity was the strongest predictor of population synchrony, followed by synchrony in rainfall and ecological similarity, which is in accordance with theoretical predictions and with empirical findings (Ranta et al. 1997; Bjørnstad et al. 1999; Liebhold et al. 2004) . Previous research, however, has focused on the similarity between population synchrony and weather conditions, rather than including an actual measurement of weather synchrony (as done in this study: synchrony of rainfall as predictor of synchrony of populations). As underlined by Haynes et al. (2013) , the fundamental property of an environmental synchronising agent is that it should fluctuate synchronously. Rainfall-driven synchrony was lower than spatial proximity-driven synchrony in both areas ( Fig. 2A and B) . Although weather and microclimatic conditions are known to be important at both large and small spatial scales (Vanwalleghem & Meentemeyer 2009; Ashcroft & Gollan 2013) and despite some degree of variation in rainfall between sites (Appendix A: Fig. 1 ) our results suggest that at the small spatial scale examined rainfall-driven synchrony does not play a major role.
Contrary to our predictions, despite the high level of habitat heterogeneity in BNP compared to VCH, the effect of ecological (habitat) similarity on population synchrony was similar in both areas (2 species in each area, Tables 1 and 2) . These results suggest a weak effect of ecological dissimilarity as a factor dampening population synchrony, as suggested by previous studies (Haynes et al. 2013 ).
Conclusions
Our study considered a wide range of ecological conditions, which included an extremely heterogeneous range of species belonging to different guilds (encompassing consumers of nectar to insectivores) and a variety of habitats, ranging from dry coastal heathland to alpine-type vegetation. Through our empirical assessment we found evidence of synchrony in approximately 29% of the species examined which is in line with previous studies conducted in North America (Koenig 2001) . Synchrony was primarily driven by spatial proximity, followed by synchrony in rainfall. Despite the extremely high level of vegetation heterogeneity of BNP, habitat similarity played a small role as driver of synchrony in both areas.
