l Introduction. It is well known that "generally" (which is to is the say, usually) a Pfaffian, or 1-form, a = a x {x)dx Ύ + + a n (x)dx n in R n has one or the other of the two representations
in an appropriate coordinate system (u\ u 2 , , u n ). Moreover, the last index (2p or 2p + 1) appearing in 1.1 is the rank r of the n x (n + 1) matrix 1.2 a v^2 in which α o is an abbreviation for da^dx 1 -ddj/dx*. It goes without saying that this is regarded as a local proposition, indicating that if the rank of 1.2 were constant in some neighborhood of a point P o , then a smaller neighborhood of P o and a curvilinear coordinate system valid on that neighborhood, could be found yielding the representation 1.1.
It is very probable that a satisfactory proof concerning the possibility of reducing a Pfaffian in this way exists in the literature 1 . Nevertheless, it should be pointed out that the accepted version is not exactly true (and this is part of our object in writing this paper,)
Consider The only explanation of this state of affairs is that Pfaff's problem problem is, by the authors mentioned in our bibliography at least, not regarded as an "advanced calculus" type of problem (or theorem.) This is made explicit by Thomas in his postulational approach; and it is made evident by the fact that a reading of the first line of his table on p. 45, shows that co = ydx + 2x dy should have a canonical form pdq, since 0 φ dω = dx Λ dy and ω A dω = 0, if that theory really did apply.
Our proof, given below, shows that a sufficient additional assumption is that the Pfaffian does not vanish at P (and this is already implicitly assumed when r is odd.)
A person might imagine that it would be an easy task to glance at some rather elementary proof such as the first proof presented by Gours at in his book, and verify that the denominator of each quotient formed by Goursat does not vanish at P if the Pfaffian does not. But this proof is by induction, and it is apparent that if you lop terms off a Pfaffian you may find at some lower (even) dimension that the non-vanishing feature has been lost. The exercise of vigilance of this kind almost doubles the length of Goursat's proof. On the other hand, explicit use of Frobenius' theorem on involutory vector field systems, enables us to present a proof which is shorter than Goursat's.
Cartan, in his book (p. 57) sketches a theory of Pfaffian equations, which is to say that two Pfaffians differing by a factor which is only a function are regarded as equivalent. It appears that he permits these functions to have zeros. (Indeed if he did not, then his short proof on p. 57 would establish the accepted version). This is 0 or non-0 according to whether b 2p+1 (0) = -b n (0) = 0, or not. This proves 2.24.
We will now prove 2.2 by induction, assuming it true for each Pfaffian β whose class is less than r. We suppose, then, that a = a i dx i (using the summation convention in this proof) is of class r in a neighborhood U of 0, in R n . The constancy of els {a,.) in a neighborhood V of 0 enables one to find n -r vector fields X r+1 , X n defined on a neighborhood W of 0 such that at each point P of W, any vector X such that 2.21 and 2.22 hold, is representable in the form 0) Our reduction problem is thus obviously reduced to the case n = r+ We therefore start all over again, supposing n = r.
We consider first the case in which the skew symmetric matrix, the r by r minor of 2.11 has a nonzero determinant. ΞΞ 0. Thus r -1 is clearly the rank of the matrix 2.11 for β. We must, however, verify that β(P) Φ 0, because els (β) is even. This might in fact not be true! We can, in such a case write a = (b, + l) 
