Elliptic equations with nonlinear absorption depending on the solution
  and its gradient by Marcus, Moshe & Nguyen, Phuoc-Tai
ar
X
iv
:1
40
9.
71
91
v1
  [
ma
th.
AP
]  
25
 Se
p 2
01
4
ELLIPTIC EQUATIONS WITH NONLINEAR ABSORPTION
DEPENDING ON THE SOLUTION AND ITS GRADIENT
MOSHE MARCUS AND PHUOC-TAI NGUYEN
Contents
1. Introduction 2
2. Preliminaries 7
3. Boundary value problem with measures and boundary trace 10
3.1. The Dirichlet problem 10
3.2. Moderate solutions and boundary trace 15
4. Isolated boundary singularities 19
4.1. Weakly singular solutions 19
4.2. Strongly singular solutions 23
5. Dirichlet problem with unbounded measure data 33
6. Removability 35
Appendix A. Uniqueness result in subcritical case
by Phuoc-Tai Nguyen 37
References 40
Abstract. We study positive solutions of equation (E1) −∆u + up|∇u|q = 0
(0 ≤ p, 0 ≤ q ≤ 2, p+ q > 1) and (E2) −∆u+up+ |∇u|q = 0 (p > 1, 1 < q ≤ 2) in
a smooth bounded domain Ω ⊂ RN . We obtain a sharp condition on p and q under
which, for every positive, finite Borel measure µ on ∂Ω, there exists a solution such
that u = µ on ∂Ω. Furthermore, if the condition mentioned above fails then any
isolated point singularity on ∂Ω is removable, namely there is no positive solution
that vanishes on ∂Ω everywhere except at one point. With respect to (E2) we
also prove uniqueness and discuss solutions that blow-up on a compact subset of
∂Ω. In both cases we obtain a classification of positive solutions with an isolated
boundary singularity. Finally, in Appendix A a uniqueness result for a class of
quasilinear equations is provided. This class includes (E1) when p = 0 but not
the general case.
Keywords: quasilinear equations, boundary singularities, Radon measures, Borel
measures, weak singularities, strong singularities, boundary trace, removability.
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1. Introduction
In this paper, we are concerned with the boundary value problems with measure
data for equations of the form
(1.1) −∆u+H(x, u,∇u) = 0
in Ω where Ω is a C2 bounded domain in RN and H ∈ C(Ω× R× RN), H ≥ 0.
The case where H depends only on u, has been intensively studied, especially the
following typical equation
(1.2) −∆u+ |u|psign u = 0
with p > 1 (see Dynkin [5, 6], Le Gall [9], Gmira and Ve´ron [8], Marcus and Ve´ron
[17, 19, 21], Marcus[15] and the references therein). In [8] it was shown that (1.2)
admits a critical value
(1.3) pc =
N + 1
N − 1
.
such that, for 1 < p < pc, the boundary value problem
(1.4)
{
−∆u+ |u|psign u = 0 in Ω
u = µ on ∂Ω
has a unique solution for every µ ∈ M(∂Ω) (= space of finite Borel measures on
∂Ω). The boundary data is attained as a weak limit of measures. Moreover isolated
boundary singularities of solutions of (1.2) can be completely described. For more
general results on positive solutions of (1.2) with singular sets on the boundary see
[19, 20]. For a treatment of more general equations (where the absorption term H
depends on (x, u)) see [2].
The case where H depends only on ∇u has been recently investigated by P.T.
Nguyen and L. Ve´ron [22]. For equations of the form
(1.5) −∆u+ g(|∇u|) = 0 in Ω
they obtained a sufficient conditions on g in order that the boundary value problem
for (1.5) with measure boundary data have a solution for every measure in M(∂Ω).
If the nonlinearity is of power type, namely g(|∇u|) = |∇u|q with 1 ≤ q ≤ 2, they
showed that the critical value for (1.5) is
(1.6) qc =
N + 1
N
and, for 1 < q < qc, they provided a complete description of the positive solutions
with isolated singularities on the boundary. The question of uniqueness for (1.5) and
some related equations in subcritical case is treated in Appendix A of the present
paper by the second author. The proof is based on a technique of [23] adapted to
the present case.
ELLIPTIC EQUATIONS WITH NONLINEAR ABSORPTION 3
Notice that when q > 2, by [12] if u ∈ C2(Ω) is a positive solution of (1.5) then u
is bounded in Ω. Therefore solutions may exist only for boundary data represented
by a bounded function.
In the present paper, we study boundary value problems and boundary singularities
of positive solutions of (1.1) when H depends on both u and ∇u. It is convenient to
use the following notation: H ◦ u is the function given by
(H ◦ u)(x) = H(x, u(x),∇u(x)).
We study the case of subquadratic growth in the gradient and concentrate on two
model cases:
(1.7) H(x, t, ξ) = tp|ξ|q
where p > 0, 0 ≤ q ≤ 2 and
(1.8) H(x, t, ξ) = tp + |ξ|q
where p ≥ 1, 1 ≤ q ≤ 2.
Equation (1.1) with H as in (1.8) was studied in [1], [3]; existence and uniqueness
of large solutions was established when 1 < p < q ≤ 2. When H is given by (1.7),
there exists no large solution of equation (1.1). To our knowledge, up to now, there
is no publication treating boundary value problems with measure data for (1.1) and
H as in (1.7) or (1.8).
The main difficulty that one encounters in the study of these problems: the in-
equality u ≤ v does not imply any relation between |∇u| and |∇v|. Moreover, in
general, the sum of two supersolutions of (1.1) is not a supersolution. In addition,
for H as in (1.7) there is no a priori estimate of solutions of (1.1) or of their gra-
dient. (However an upper estimate is available for families of solutions satisfying
certain auxiliary conditions.) On the other hand, when H satisfies (1.7) equation
(1.1) admits a similarity transformation; when H is as in (1.8), the equation does
not admit a similarity transformation unless p = q
2−q
.
Before stating our main results we introduce some definitions.
Definition 1.1. (i) A function u is a (weak) solution of (1.1) if u ∈ L1loc(Ω),
H ◦ u ∈ L1loc(Ω) and u satisfies (1.1) in the sense of distribution.
(ii) Let µ ∈M(∂Ω). A function u is a solution of
(1.9)
{
−∆u+H ◦ u = 0 in Ω
u = µ on ∂Ω
if u satisfies the equation and has boundary trace µ (see Definition 3.6).
Remark. It can be shown that (see Theorem 3.7 below) u is a solution of (1.9) if
and only if u ∈ L1(Ω), H ◦ u ∈ L1ρ(Ω) and u satisfies
(1.10)
∫
Ω
(−u∆ζ + (H ◦ u)ζ)dx = −
∫
∂Ω
∂ζ
∂n
dµ ∀ζ ∈ C20(Ω)
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where ρ(x) = dist (x, ∂Ω), n denotes the outward normal unit vector on ∂Ω and
C20(Ω) = {u ∈ C
2(Ω) : u = 0 on ∂Ω}.
Definition 1.2. A positive solution of (1.1) is moderate if H ◦ u ∈ L1ρ(Ω).
Definition 1.3. A nonlinearity H is called subcritical if the problem (1.9) admits
a solution for every positive bounded measure µ on ∂Ω. Otherwise, H is called
supercritical.
Put
(1.11) mp,q := max
{
p,
q
2− q
}
.
The first theorem provides a sufficient condition for H to be subcritical and a sta-
bility result relative to weak convergence of data. As shown later on (see Theorem
F) the sufficient condition is also necessary for subcriticality of H .
Theorem A. Assume either H satisfies (1.7) with 0 < N(p + q − 1) < p + 1 or
(1.8) with mp,q < pc. Then H is subcritical and the following stability result holds:
Let {µn} be a sequence of positive finite measures on ∂Ω converging weakly to
a positive finite measure µ and {uµn} be a sequence of corresponding solutions of
(1.9) with µ = µn. Then there exists a subsequence such that {uµnk} converges to a
solution uµ of (1.9) in L
1(Ω) and {H ◦ uµnk} converges to H ◦ u in L
1
ρ(Ω).
Remark. The method of proof of this theorem is classical. It is based on estimates
in weak Lp space and compactness of approximating solutions. The results stated
in Theorem A can be extended, in the same way, to the following cases:
(1.12) 0 ≤ H(x, t, ξ) ≤ a1(x)t
p|ξ|q ∀(x, t, ξ) ∈ Ω× R+ × R
N
where p ≥ 0, q ≥ 0, 0 < N(p+ q − 1) < p+ 1 , a1 ∈ L
∞(Ω) and a1 > c > 0;
(1.13) 0 ≤ H(x, t, ξ) ≤ a2(x)f(t) + a3(x)g(|ξ|) ∀(x, t, ξ) ∈ Ω× R+ × R
N
where ai ∈ L
∞(Ω), ai > c > 0 (i = 2, 3), f and g are positive, nondecreasing,
continuous functions in R+, satisfying f(0) = g(0) = 0 and∫ ∞
1
t−
2N
N−1 f(t)dt <∞,
∫ ∞
1
t−
2N+1
N g(t)dt <∞.
The next theorem presents an uniqueness result when H satisfies (1.8).
Theorem B. Assume that H satisfies (1.8) and mp,q < pc. Then (1.9) has a unique
solution for every µ ∈M+(∂Ω).
The uniqueness of solutions of problem (1.9) when H satisfies (1.7) (0 < N(p +
q − 1) < p + 1) remains open. However we establish uniqueness in the case that µ
is concentrated at a point.
In the next theorems we discuss solutions with an isolated singularity at a point
A ∈ ∂Ω. Without loss of generality we assume that A is the origin.
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Theorem C. Let H be as in Theorem A. Then for any k > 0, there exists a unique
positive solution of (1.9) with µ = kδ0 (where δ0 is the Dirac mass at the origin).
This solution is denoted by uΩk,0.
Furthermore,
(1.14) uΩk,0(x) = kP
Ω(x, 0)(1 + o(1)) as x→ 0.
and there exists dk > 0 such that
(1.15) dkP
Ω(x, 0) < uΩk,0(x) < kP
Ω(x, 0) ∀x ∈ Ω.
Obviously, uΩk,0 is a moderate solution and is called a weakly singular solution. It
follows from (1.14) that the sequence {uΩk,0} is increasing. Moreover, this sequence
is uniformly bounded in any compact subset of Ω. Therefore
uΩ∞,0 := lim u
Ω
k,0
is a solution of (1.1). Clearly this solution is not moderate.
When there is no danger of confusion we drop the upper index writing simply uk,0
and u∞,0.
Denote by UΩ0 the family of positive non-moderate solutions of (1.1) such that
u ∈ C(Ω \ {0}) and u = 0 on ∂Ω \ {0}. If u is such a solution we say that it is a
strongly singular solution. In the next two theorems we consider solutions of this
type.
Theorem D. Under the assumptions of theorem C, uΩ∞,0 ∈ U
Ω
0 . Furthermore u
Ω
∞,0
is the minimal element of UΩ0 .
Let SN−1 be the unit sphere, RN+ = [xN > 0], S
N−1
+ = S
N−1 ∩ RN+ the upper
hemisphere and (r, σ) ∈ R+ × S
N−1 the spherical coordinates in RN . Denote by
∇′ and ∆′ the covariant derivative on SN−1 identified with the tangential derivative
and the Laplace-Beltrami operator on SN−1 respectively.
As mentioned before, if H is as in (1.7), (1.1) admits a similarity transformation.
However, there is no similarity transformation when H satisfies (1.8) unless p = q
2−q
.
When p 6= q
2−q
there is competition between up and |∇u|q. When p > q
2−q
the
dominant term is up; when p < q
2−q
the dominant term is |∇u|q. This fact is
reflected in the next theorem.
We assume that the set of coordinates is placed so that 0 ∈ ∂Ω, xN = 0 is tangent
to ∂Ω at 0 and the positive xN axis points into the domain.
Theorem E. Assume that either H satisfies (1.7), 0 < N(p + q − 1) < p + 1 and
p ≥ 1 or H satisfies (1.8) and mp,q < pc where pc and mp,q are given by (1.3) and
(1.11) respectively. Then:
(i) UΩ0 consists of a single element u
Ω
∞,0. In other words, u
Ω
∞,0 is the unique strongly
singular solution of (1.1) with singularity at 0.
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(ii) Put r = |x|, σ = x
r
. Then
(1.16) lim
x∈Ω,r→0
rβuΩ∞,0(x) = ω(σ)
locally uniformly on SN−1+ where
(1.17) β = β1 :=
2− q
p+ q − 1
if H satisfies (1.7),
and
(1.18) β = β2 :=
2
mp,q − 1
if H satisfies (1.8).
The function ω is the unique solution of the problem
(1.19)
{
−∆′ω + F (ω,∇′ω) = 0 in SN−1
ω = 0 on ∂SN−1
where F = Fi(s, ξ) (i = 1, . . . , 4), (s, ξ) ∈ R+ × S
N−1, is given by,
(1.20)
F1(s, ξ) = s
p(β21 s
2 + |ξ|2)
q
2 − β1(β1 + 2−N)s, when H satisfies (1.7)
and, when H satisfies (1.8),
F2(s, ξ) = s
p + (β22 s
2 + |ξ|2)
q
2 − β2(β2 + 2−N)s, if p =
q
2− q
F3(s, ξ) = s
p − β2(β2 + 2−N)s, if p >
q
2− q
F4(s, ξ) = (β
2
2 s
2 + |ξ|2)
q
2 − β2(β2 + 2−N)s. if p <
q
2− q
.
The unique solution of (1.19) with F = Fi will be denoted by ωi, i = 1, . . . , 4. When
i = 1, 2 we actually have u
RN+
∞,0(x) = r
−βiωi(σ).
Remark. We note that r−β2ω3 (resp. r
−β2ω4) behaves near the origin like the corre-
sponding strongly singular solution of −∆u + up = 0 (resp. −∆u+ |∇u|q = 0).
Next we present a removability result which implies that the conditions on p, q for
H to be subcritical are sharp.
Theorem F Assume that H satisfies either (1.7) with N(p + q − 1) ≥ p + 1 or
(1.8) with mp,q ≥ pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a nonnegative solution of (1.1)
vanishing on ∂Ω \ {0} then u ≡ 0.
When H satisfies (1.8), the removabilty result is based on the corresponding results
for (1.1) with H = up and H = |∇u|q.
WhenH satisfies (1.7) andN(p+q−1) > p+1 we use a similarity transformation to
show that there is no solution with isolated singularity. The case N(p+q−1) = p+1
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is a bit more delicate. We first establish the removability result for the half-space
and use it, together with some regularity results up to the boundary (see [10]) to
derive the result in bounded domains of class C2.
If q = 2, one can obtain removability result by a change of unknown.
Remark. Theorems C, F and G provide a complete characterization of the positive
solutions u of (1.1) in Ω such that u = 0 on ∂Ω except at one point.
In the case where H satisfies (1.8) we also consider solutions that blow-up strongly
on an arbitrary compact set K ⊂ ∂Ω.
Theorem G Assume H satisfies (1.8) and mp,q ≤ pc where mp,q and pc are given by
(1.11) and (1.3) respectively. Let K be a compact subset of ∂Ω. Denote by UK the
family of all positive solutions u of (1.1) such that S(u) = K (see Definition 3.8)
and u = 0 on Ω\K. Then there exist a minimal element uK and a maximal element
UK of UK in the sense that uK ≤ u ≤ UK for every u ∈ UK . Morover, for every
y ∈ K and γ ∈ (0, 1), there exist r depending on γ and C depending on N , p, q, γ
and the C2 characteristic of Ω such that
(1.21) UK(x) ≤ CuK(x) ∀x ∈ Cγ,r(y) := {x ∈ Ω : ρ(x) ≥ γ|x− y|} ∩Br(y).
This extends a result of [3] on existence of large solutions.
The paper is organized as follows. In section 2, we establish some estimates on
positive solution of (1.1) and its gradient, and recall some estimates concerning weak
Lp space. Section 3 is devoted to the proof of Theorems A, B and various results on
boundary trace. In section 4, we provide a complete description of isolated singular-
ities on the boundary (Theorems C,D,E). Boundary value problem with unbounded
measure data for (1.1) and H as in (1.8) is discussed in Section 5 (Theorem G). In
section 6, we demonstrate the removability result in the supercritical case (Theorem
F). In the appendix, a uniqueness result for a class of quasilinear elliptic equations
is proved.
2. Preliminaries
Throughout the present paper, we denote by c, c1, c2, C,...positive constants which
may vary from line to line. If necessary the dependence of these constants will be
made precise. The following comparison principle can be found in [7, Theorem 9.2].
Proposition 2.1. Assume H : D × R+ × R
N → R+ is nondecreasing with respect
to u for any (x, ξ) ∈ D × RN , continuously differentiable with respect to ξ and
H(x, 0, 0) = 0. Let u1, u2 ∈ C
2(D)∩C(D) be two nonnegative solutions of (1.1). If
−∆u1 +H ◦ u1 ≤ −∆u2 +H ◦ u2 in D
and u1 ≤ u2 on ∂D. Then u1 ≤ u2 in D.
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Next, for δ > 0, we set
Ωδ = {x ∈ Ω : ρ(x) < δ}, Dδ = {x ∈ Ω : ρ(x) > δ}, Σδ = {x ∈ Ω : ρ(x) = δ}.
Proposition 2.2. There exists δ0 > 0 such that
(i) For every point x ∈ Ωδ0, there exists a unique point σx ∈ ∂Ω such that |x−σx| =
ρ(x). This implies x = σx − ρ(x)nσx .
(ii) The mappings x 7→ ρ(x) and x 7→ σx belong to C
2(Ωδ0) and C
1(Ωδ0) respec-
tively. Furthermore, limx→σx∇ρ(x) = −nσx .
In the sequel, we can assume that δ0 < ‖∆ρ‖
−1
L∞(Ω). The next results provide
a-priori estimates on positive solutions and their gradient.
Proposition 2.3. Assume H satisfies (1.7) with p ≥ 0, 0 ≤ q < 2, p + q > 1. Let
u ∈ C2(Ω) be a positive solution of equation (1.1). Then
(2.1) u(x) ≤ Λ1ρ(x)
−β1 + Λ′1 ‖u‖L1(D δ0
2
) ∀x ∈ Ω,
(2.2) |∇u(x)| ≤ Λ˜1 ρ(x)
−β1−1 ∀x ∈ Ω
where β1 is defined in (1.17), Λ˜1 = Λ˜1(N, p, q, δ0, ‖u‖L1(D δ0
2
)), Λ
′
1 = Λ
′
1(N, δ0), and
(2.3) Λ1 =
(
β1 + 2
βq−11
) 1
p+q−1
.
Proof. Put Mδ0 = max{u(x) : x ∈ Dδ0}. For each δ ∈ (0, δ0), we set
wδ(x) = Λ1(ρ(x)− δ)
−β1 +Mδ0 x ∈ Dδ.
By a simple computation, we obtain
−∆wδ + w
p
δ |∇wδ|
q > 0 in Ωδ0 \ Ωδ.
Since wδ ≥ u on Σδ ∪ Σδ0 , by the comparison principle Proposition 2.1, u ≤ wδ in
Ωδ0 \ Ωδ. Letting δ → 0 yields
(2.4) u(x) ≤ Λ1ρ(x)
−β1 +Mδ0 ∀x ∈ Ω.
Since u is subharmonic, by [25, Theorem 1], there exists Λ′1 = Λ
′
1(N, δ0) such that
Λ′1 ‖u‖L1(Dδ0/2)
> Mδ0 . This, along with (2.4), implies (2.1).
Next we prove (2.2). Fix x0 ∈ Ω and set d0 =
1
3
ρ(x0), y0 =
1
d0
x0 and
M0 = max{u(x) : x ∈ B2d0(x0)}, u0(y) =
u(x)
M0
, y =
1
d0
x ∈ B2(y0).
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Then max{u0(y) : y ∈ B2(y0)} = 1 and −∆u0 + M
p+q−1
0 d
2−q
0 u
p
0|∇u0|
q = 0 in
B2(y0). By [14], there exists a positive constant c = c(N, p, q, δ0, ‖u‖L1(D δ0
2
)) such
that maxB1(y0) |∇u0| ≤ c. Consequently,
max
Bd0 (x0)
|∇u| ≤ cd−10 max
B2d0 (x0)
u
which implies (2.2). 
Proposition 2.4. Assume H satisfies (1.8) with p > 1, 1 < q < 2. Let u ∈ C2(Ω)
be a positive solution of equation (1.1). Then
(2.5) u(x) ≤ Λ2ρ(x)
−β2
(2.6) |∇u(x)| ≤ Λ˜2 ρ(x)
−β2−1 ∀x ∈ Ω
where β2 is defined in (1.18), Λ2 = Λ2(N, p, q, δ0) and Λ˜2 = Λ˜2(N, p, q, δ0).
Proof. Since u is a subsolution of (1.2), it follows from Keller-Osserman [21] that
(2.7) u(x) ≤ cρ(x)−
2
p−1 ∀x ∈ Ω
where c = c(N, p). By a similar argument as in the proof of Proposition 2.3, we
deduce that
(2.8) u(x) ≤ c′ρ(x)−β2 + c′′ ‖u‖L1(D δ0
2
) ∀x ∈ Ω
where c′ = c′(p, q) and c′′ = c′′(N, δ0). Combining (2.7) and (2.8) implies (2.5).
Finally, we derive (2.6) from Proposition 2.3 as in the proof of Proposition 2.3. 
Denote by GΩ (resp. PΩ) the Green kernel (resp. the Poisson kernel) in Ω, with
corresponding operators GΩ (resp. PΩ). We denote by Mρα(Ω), α ∈ [0, 1], the
space of Radon measures µ on Ω satisfying
∫
Ω
ραd|µ| < ∞, by M(∂Ω) the space of
bounded Radon measures on ∂Ω and by M+(∂Ω) the positive cone of M(∂Ω).
Denote Lpw(Ω; τ), 1 ≤ p < ∞, τ ∈ M
+(Ω), the weak Lp space defined as follows:
a measurable function f in Ω belongs to this space if there exists a constant c such
that
(2.9) λf(a; τ) := τ({x ∈ Ω : |f(x)| > a}) ≤ ca
−p, ∀a > 0.
The function λf is called the distribution function of f (relative to τ). For p ≥ 1,
denote
Lpw(Ω; τ) = {f Borel measurable : sup
a>0
apλf(a; τ) <∞}
and
(2.10) ‖f‖∗Lpw(Ω;τ) = (sup
a>0
apλf (a; τ))
1
p .
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The ‖.‖Lpw(Ω;τ) is not a norm, but for p > 1, it is equivalent to the norm
(2.11) ‖f‖Lpw(Ω;τ) = sup
{∫
ω
|f |dτ
τ(ω)1/p′
: ω ⊂ Ω, ω measurable , 0 < τ(ω) <∞
}
.
More precisely,
(2.12) ‖f‖∗Lpw(Ω;τ) ≤ ‖f‖Lpw(Ω;τ) ≤
p
p− 1
‖f‖∗Lpw(Ω;τ)
Notice that, for every α > −1,
Lpw(Ω; ρ
αdx) ⊂ Lsρα(Ω) ∀s ∈ [1, p).
The following useful estimates involving Green and Poisson operators can be found
in [4] (see also [21] and [26]).
Proposition 2.5. For any α ∈ [0, 1], there exist a positive constant c1 depending
on α, Ω and N such that
(2.13)
∥∥GΩ[ν]∥∥
L
N+α
N+α−2
w (Ω;ραdx)
+
∥∥∇GΩ[ν]∥∥
L
N+α
N+α−1
w (Ω;ραdx)
≤ c1 ‖ν‖Mρα(Ω) ,
(2.14)
∥∥PΩ[µ]∥∥
L
N+α
N−1
w (Ω,ραdx)
+
∥∥∇PΩ[µ]∥∥
L
N+1
N
w (Ω;ραdx)
≤ c1 ‖µ‖M(∂Ω) ,
for any ν ∈Mρα(Ω) and any µ ∈M(∂Ω) where
‖ν‖
Mρα(Ω)
:=
∫
Ω
ραd|ν| and ‖µ‖
M(∂Ω) =
∫
∂Ω
d|µ|.
3. Boundary value problem with measures and boundary trace
3.1. The Dirichlet problem. Proof of Theorem A.We deal with the case when
H satisfies (1.7). The case H satisfies (1.8) is simpler and can be treated in a similar
way.
Let {µn} be a sequence of positive functions in C
1(∂Ω) converging weakly to
µ. There exists a positive constant c2 independent of n such that ‖µn‖L1(∂Ω) ≤
c2 ‖µ‖M(∂Ω) for all n. Consider the following problem
(3.1)
{
−∆v + (v + PΩ[µn])
p|∇(v + PΩ[µn])|
q = 0 in Ω
v = 0 on ∂Ω.
Since 0 and −PΩ[µn] are respectively supersolution and subsolution of (3.1), by [13,
Theorem 6.5] there exists a solution vn ∈ W
2,s(Ω) with 1 < s <∞ to problem (3.1)
satisfying −PΩ[µn] ≤ vn ≤ 0. Thus un = vn + P
Ω[µn] is a solution of
(3.2)
{
−∆un + u
p
n |∇un|
q = 0 in Ω
un = µn on ∂Ω.
By the maximum principle, such solution is the unique solution of (3.2).
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Assertion 1: {un} and {|∇un|} remain uniformly bounded respectively in L
N
N−1
w (Ω)
and L
N+1
N
w (Ω; ρdx).
Let ξ be the solution to
(3.3) −∆ξ = 1 in Ω, ξ = 0 on ∂Ω,
then there exists a constant c3 > 0 such that c
−1
3 < −
∂ξ
∂n
< c3 on ∂Ω and c
−1
3 ρ ≤ ξ ≤
c3ρ in Ω. By multiplying the equation in (3.2) by ξ and integrating on Ω, we obtain
(3.4)
∫
Ω
undx+
∫
Ω
upn |∇un|
q ρdx ≤ c4 ‖µ‖M(∂Ω)
where c4 is a positive constant independent of n. From Proposition 2.5 and by
noticing that un ≤ P
Ω[µn], for every α ∈ [0, 1], we get
(3.5) ‖un‖
L
N+α
N−1
w (Ω;ραdx)
≤
∥∥PΩ[µn]∥∥
L
N+α
N−1
w (Ω;ραdx)
≤ c1 ‖µn‖L1(∂Ω) ≤ c1c2 ‖µ‖M(∂Ω) .
Again, from Proposition 2.5 and (3.4), we derive that
(3.6) ‖∇un‖
L
N+1
N
w (Ω;ρdx)
≤ c1
(
‖upn |∇un|
q‖L1ρ(Ω) + ‖µn‖L1(∂Ω)
)
≤ c5 ‖µ‖M(∂Ω)
where c5 is a positive constant depending only on Ω and N . Thus Assertion 1 follows
from (3.5) and (3.6).
By regularity results for elliptic equations [16], there exist a subsequence, still
denoted by {un}, and a function u such that {un} and {|∇un|} converges to u and
|∇u| a.e. in Ω.
Assertion 2: {un} converges to u in L
1(Ω).
Indeed, by taking α = 0 in (3.5), we derive {un} is uniformly bounded in L
N
N−1
w (Ω).
Therefore, {un} is uniformly bounded in L
r(Ω) for any r ∈ [1, N
N−1
). By Holder
inequality, {un} is uniformly integrable in L
1(Ω). Thus Assertion 2 follows from
Vitali’s convergence theorem.
Assertion 3: {upn|∇un|
q} converges to up|∇u|q in L1ρ(Ω).
Indeed, by taking α = 1 in (3.5), one derives that {un} is uniformly bounded in
L
N+1
N−1
w (Ω; ρdx). Therefore, {un} is uniformly bounded in L
r
ρ(Ω) for every r ∈ [1,
N+1
N−1
).
By (3.6), {|∇un|} is uniformly bounded in L
s
ρ(Ω) for every s ∈ [1,
N+1
N
). Since
N(p + q − 1) < p + 1, we can choose r and s close to N+1
N−1
and N+1
N
respectively so
that p
r
+ q
s
< 1. By Holder inequality, {upn|∇un|
q} is uniformly integrable in L1ρ(Ω).
Thus Assertion 3 follows from Vitali’s convergence theorem.
For every ζ ∈ C20 (Ω), we have
(3.7)
∫
Ω
(−un∆ζ + u
p
n |∇un|
q ζ)dx = −
∫
∂Ω
µn
∂ζ
∂n
dS.
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Due to Assertions 2 and 3, by letting n → ∞ in (3.7) we obtain (1.10); so u is a
solution of (1.9). By Proposition 2.5, u ∈ L
N
N−1
w (Ω) and |∇u| ∈ L
N+1
N
w (Ω; ρdx).
Next, let {µn} be a sequence of positive finite measures on ∂Ω which converges
weakly to a positive finite measure µ and {uµn} be a sequence of corresponding
solutions of (3.2). Then by using a similar argument as in Assertions 2 and 3, we
deduce that there exists a subsequence such that {uµnk} converges to a solution uµ
of (1.9) in L1(Ω) and {H ◦ uµnk} converges to H ◦ u in L
1
ρ(Ω). 
Using Theorem A one can establish a slightly stronger type of stability.
Corollary 3.1. Let H be as in theorem A. Let {an} be a decreasing sequence con-
verging to 0, µ be a bounded positive measure on ∂Ω and {µn} be a sequence of
bounded positive measure on Σan converging weakly to µ. Let {uµn} be a sequence of
corresponding solutions of (3.2) in Dan. Then there exists a subsequence such that
{uµnk} converges in L
1(Ω) to a solution uµ of (1.9) and {H ◦ uµnk} converges to
H ◦ u in L1ρ(Ω).
Proof. As above, we consider the case H satisfies (1.7) because the case H satisfies
(1.8) can be proved by a similar argument. We extend uµn and |∇uµn| by zero outside
Dan and still denote them by the same expressions. By regularity results for elliptic
equations [16], there exist a subsequence, still denoted by {uµn}, and a function u
such that {uµn} and {|∇uµn |} converges to u and |∇u| a.e. in Ω. Let G ⊂ Ω be a
Borel set and put Gn = G∩Dan . By using similar argument as in Assertion 2 in the
proof of theorem A, due to the estimate ||PΩ[µ]|
Σan
||L1(Σan) ≤ c7 ‖µ‖M(Σ), we derive
(3.8)
∫
Gn
uµndx ≤ |Gn|
1
N ‖uµn‖
L
N
N−1
w (Dan )
≤ c1c2|Gn|
1
N
∥∥∥PΩ[µ]|Σan
∥∥∥
L1(Σan)
≤ c1c2c7|G|
1
N ‖µ‖
M(Σ) .
Hence {uµn} is uniformly integrable. Therefore due to Vitali’s convergence theorem,
up to a subsequence, {uµn} converges to u in L
1(Ω).
Set ρn(x) := (ρ(x)−an)+. By proceeding as in Assertion 3 of the proof of Theorem
A and notice that
∫
Gn
ρndx ≤
∫
G
ρdx, we derive that {upµn |∇uµn|
q} is uniformly
integrable. Therefore by Vitali’s convergence, up to a subsequence, {upµn|∇uµn |
q}
converges to up|∇u|q in L1ρ(Ω).
Finally, if ζ ∈ C20(Ω) we denote by ζn the solution of
(3.9) −∆ζn = −∆ζ in Dan , ζn = 0 on ∂Dan .
Then ζn ∈ C
2
0(Ωan), ζn → ζ in C
2(Ω) and supn ‖ζn‖C2(Ωan) <∞. Since
(3.10)
∫
Dan
(−uµn∆ζn + u
p
µn |∇uµn |
q ζn)dx = −
∫
Σan
∂ζn
∂n
dµn,
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by letting n→∞, we deduce that u is a solution of (1.9). 
Remark. Let µ ∈M+(∂Ω). It follows from Proposition 2.3 and Proposition 2.4 that
there exists a constant c depending on N , p, q, Ω and ‖µ‖
M(∂Ω) such that for every
positive solution u of (1.9) there holds
(3.11) u(x) ≤ cρ(x)−βi ∀x ∈ Ω,
(3.12) |∇u(x)| ≤ cρ(x)−βi−1 ∀x ∈ Ω
where
i =
{
1 if H satisfies (1.7)
2 if H satisfies (1.8).
Using these facts and Corollary 3.1 we obtain the following monotonicity result.
Corollary 3.2. Let H be as in theorem A. For any µ ∈ M+(∂Ω), there exists a
maximal solution Uµ of (1.9). Moreover, if µ, ν ∈ M
+(∂Ω) such that µ ≤ ν then
Uµ ≤ Uν.
Proof. For each δ > 0, let U := Uµ,δ be the solution of
(3.13)
{
−∆U +H ◦ U = 0 in Dδ
U = PΩ[µ] on Σδ.
By the comparison principle, 0 ≤ Uµ,δ ≤ P
Ω[µ], hence {Uµ,δ} is decreasing as δ → 0.
Put Uµ := limδ→0 Uµ,δ then by Corollary 3.1 Uµ is a solution of (1.9). If u is a
positive solution of (1.9) then by the comparison principle 0 ≤ u ≤ PΩ[µ] in Ω.
Therefore u ≤ Uµ,δ in Dδ for every δ > 0. Letting δ → 0 implies u ≤ Uµ.
Next, if µ ≤ ν then PΩ[µ] ≤ PΩ[ν]. Hence Uµ,δ ≤ Uν,δ for every δ > 0 and therefore
Uµ ≤ Uν . 
Proof of Theorem B. The strategy is the same as in the proof of Theorem A.1 so
we only sketch the main technical modifications. Let u be a positive solution of (1.9)
then u ≤ Uµ. Let {µn} be a sequence of functions in C
1(∂Ω) converging weakly to
µ. For k > 0, denote by Tk the truncation function, i.e. Tk(s) = max(−k,min(s, k)).
For every n > 0, denote by un and Uµ,n respectively the solutions of
(3.14) −∆un + Tn(H ◦ u) = 0 in Ω, un = µn on ∂Ω.
(3.15) −∆Uµ,n + Tn(H ◦ Uµ) = 0 in Ω, Uµ,n = µn on ∂Ω.
By local regularity theory for elliptic equations (see, e.g., [16]), un → u and Uµ,n →
Uµ in C
1
loc(Ω). From (3.14) and (3.15) we obtain
(3.16)
{
−∆(Uµ,n − un) = −Tn(H ◦ Uµ) + Tn(H ◦ u) in Ω
Uµ,n − un = 0 on ∂Ω.
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We shall prove that Uµ = u. By contradiction, we assume thatM := supΩ(Uµ−u) ∈
(0,∞]. Let 0 < k < M . From (3.16), Kato’s inequality [21] and the fact that u ≤ Uµ,
we get
(3.17)
−∆(Uµ,n − un − k)+ ≤ (Tn(H ◦ u)− Tn(H ◦ Uµ,n))χEn,k
≤ ||∇Uµ|
q − |∇u|q|χ
En,k
where En,k = {x ∈ Ω : u1,n − u2,n > k}. We next proceed as in the proof of
Theorem A.1 in order to get a contradiction. Thus u = Uµ. 
As a consequence, we obtain the following comparison principle
Corollary 3.3. Under the assumption of Theorem B, if u1 and u2 be respectively
positive sub and supersolution solution of (1.1) such that tr (u1) ≤ tr (u2) then
u1 ≤ u2 in Ω.
Proof. We first observe that if u1 and u2 are both solution of (1.1) then by Theorem
A and B, u1 ≤ u2.
Next we consider the case u1 and u2 are respectively sub and super solution. For
δ > 0, let vi,δ, i = 1, 2 be the solution of
(3.18)
{
−∆v +H ◦ v = 0 in Dδ
v = ui on Σδ
By the comparison principle, u1 ≤ v1,δ and v2,δ ≤ u2 in Dδ. Therefore {v1,δ}
and {v2,δ} are respectively increasing and decreasing as δ → 0. By Corollary 3.1
and Theorem B, vi := limδ→0 vi,δ is the solution of (1.1) with boundary trace µi.
Moreover, u1 ≤ v1 and v2 ≤ u2. Since µ1 ≤ µ2, by the above observation, v1 ≤ v2.
Thus u1 ≤ v1 ≤ v2 ≤ u2. 
When H satisfies (1.7), the question of uniqueness remains open, but we can show
that any positive solution of (1.9) behaves like Uµ near the boundary. Before stating
the result, we need the following definition
Definition 3.4. A nonnegative superharmonic function is called a potential if its
largest harmonic minorant is zero.
Proposition 3.5. Let µ ∈M+(∂Ω). If u is a positive solution of (1.9) then
(3.19) lim
x→y
u(x)
PΩ[µ](x)
= 1 non− tangentially, µ− a.e.
Moreover, under the assumptions of theorem A, there holds
(3.20) lim
x→y
u(x)
Uµ(x)
= 1 non− tangentially, µ− a.e.
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Proof. Put vµ = P
Ω[µ]−u then vµ > 0 and −∆vµ = H ◦u ≥ 0 in Ω. It means vµ is a
positive superharmonic function in Ω. By Riesz Representation Theorem (see [15]),
vµ can be written under the form vµ = vh + vp where vh is a nonnegative harmonic
function and vp is a potential. Since the boundary trace of vµ is a zero measure, it
follows that the boundary trace of vh and vp is zero measure. Therefore vh = 0 in Ω
and vµ = vp. By [15, Theorem 2.11 and Lemma 2.13], we derive (3.19). Then (3.20)
follows straightforward from Corollary 3.2 and (3.19). 
3.2. Moderate solutions and boundary trace. In this section we study the
notion of boundary trace of positive solutions of (1.1). We start with some notations.
Definition 3.6. Let u ∈ W 1,sloc (Ω) for some s > 1. We say that u possesses an
M-boundary trace on ∂Ω if there exists µ ∈M(∂Ω) such that, for every uniform C2
exhaustion {Dn} (see [21, Definition 1.3.1]) and every φ ∈ C(Ω),
(3.21) lim
n→∞
∫
∂Dn
u|∂DnφdS =
∫
∂Ω
φdµ.
The M-boundary trace of u is denoted by tr (u).
Let A be a relatively open subset of ∂Ω. A measure µ ∈ M(A) is the M-boundary
trace of u on A if (3.21) holds for every φ ∈ C(Ω) such that supp φ ⊂⊂ Ω ∪ A. In
case of positive functions, the definition can be extended to include positive Radon
measure on A.
Characterization of moderate solutions (see Definition 1.2) is given in the next
result.
Theorem 3.7. Let u be a positive solution of (1.1). Then the following statements
are equivalent:
(i) u is bounded from above by an harmonic function in Ω.
(ii) u is moderate.
(iii) u possesses an M-boundary trace denoted by µ
(iv) u is a solution of (1.9).
(v) u ∈ L1(Ω), H ◦ u ∈ L1ρ(Ω) and the integral formulation (1.10) holds where
µ = tr (u).
Proof. (i) =⇒ (ii). Suppose u ≤ U where U is a positive harmonic function. By
Herglotz’s theorem, U admits an M-boundary trace and therefore
lim
δ→0
∫
Σδ
UdS <∞.
It follows that u ∈ L1(Ω) and
sup
0<δ<δ0
∫
Σδ
udS <∞.
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Consequently there exist a sequence {δn} converging to zero and a measure µ ∈
M
+(∂Ω) such that
lim
n→∞
∫
Σδn
uφdS =
∫
∂Ω
φdµ
for every nonnegative function φ ∈ C(Ω). Since u is a solution of (1.1),
(3.22) −
∫
Dδ
u∆ζdx+
∫
Dδ
(H ◦ u)ζdx = −
∫
Σδ
u
∂ζ
∂n
dS
for every ζ ∈ C20 (Dδ) and δ ∈ (0, δ0). Given φ ∈ C
2(Ω), then there exists a sequence
{ϕn} and a function ϕ such that
(3.23)
ϕn ∈ C
2
0(Dδn),
∂ϕn
∂n
|Σδn = φ, ϕ ∈ C
2
0 (Ω),
∂ϕ
∂n
|∂Ω = φ,
‖ϕn‖C2(Dδn ) < c ‖φ‖C2(Ω) , ϕn ≤ cρnφ,
ϕn/ρn → ϕ/ρ in C
2
loc(Ω).
The constant c is independent of φ and n, but depends on the exhaustion. Consider
(3.22) with δ = δn and ζ = ϕn. We see that the first and third terms in (3.22)
converge when n→∞. Therefore the second term converges and we get
(3.24) −
∫
Ω
u∆ϕdx+
∫
Ω
(H ◦ u)ϕdx = −
∫
∂Ω
∂ϕ
∂n
dµ.
By choosing φ = 1 in Ω and ϕ = ρ in Ωδ0/2, we deduce that H ◦ u ∈ L
1
ρ(Ω).
(ii) =⇒ (iii). Put v = u + GΩ[H ◦ u] then v is a positive harmonic function.
Therefore v possesses an M-boundary trace µ. Since tr (GΩ[H ◦ u]) = 0, it follows
that tr (u) = µ.
(iii) =⇒ (iv). The implication is obvious.
(iv) =⇒ (v). Let {Dn} be a uniform C
2 exhaustion of Ω. For every n, denote by Un
the harmonic function in Dn such that Un = u on ∂Dn. By the comparison principle,
u ≤ Un on Dn. The sequence {Un} converges to a positive harmonic function U
which dominates u in Ω. Since u possesses an M-boundary trace µ, it follows that
U admits an M-boundary trace µ. Hence U ∈ L1(Ω) and consequently u ∈ L1(Ω).
By proceeding as above, we deduce that H ◦ u ∈ L1ρ(Ω). Let φ ∈ C
2(Ω) and let ϕ
and {ϕn} as in (3.23) with Dδn replaced by Dn. We have
−
∫
Dn
u∆ϕndx+
∫
Dn
(H ◦ u)ϕndx = −
∫
∂Dn
uφdS.
As {ϕn/ρ} and {∆ϕn} are bounded sequences converging to ϕ/ρ and ∆ϕ respectively
and tr (u) = µ, by letting n→∞, we obtain (1.10).
(v) =⇒ (i). The implication follows from the estimate u ≤ PΩ[µ] in Ω. 
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Motivated by the above result, we introduce the following definition.
Definition 3.8. Let u be a positive solution of (1.1). A point y ∈ ∂Ω is regular
relative to u if there is a neighborhood Q of y such that∫
Q∩Ω
(H ◦ u)ρ dx <∞.
Otherwise we say that y is a singular point relative to u.
The set of regular points is denoted by R(u), while the set of singular points is
denoted by S(u).
Remark. Clearly R(u) is relatively open.
The next result can be obtained by combining the argument in the proof of [21,
Theorem 3.1.8] and Theorem 3.7.
Theorem 3.9. Let u be a positive solution of (1.1). Then
(i) u has an M-boundary trace on R(u) given by a positive Radon measure µ.
Hence
lim
δ→0
∫
Σδ
uφdS =
∫
∂Ω
φdµ
for every φ ∈ C(Ω) such that supp φ ⊂ R(u).
(ii) A point y ∈ ∂Ω is singular relative to u if and only if for every r > 0,
(3.25) lim sup
δ→0
∫
Br(y)∩Σδ
udS =∞.
Remark. From the above results, we see that u is a moderate solution if and only if
S(u) = ∅.
Next we give some results concerning the minimum and the maximum of two
positive solutions.
Lemma 3.10. Let u1 and u2 be two positive solutions of (1.1). Then max(u1, u2)
and min(u1, u2) are respectively a subsolution and a supersolution of (1.1). As-
sume in addition that tr (ui) = µi ∈ M
+(∂Ω), i = 1, 2. Then tr (max(u1, u2)) =
max(µ1, µ2) and tr (min(u1, u2)) = min(µ1, µ2).
Proof. Put v = max(u1, u2) = (u1 − u2)+ + u2. Since ui ∈ W
1,s(Ω) for some s > 1,
it follows that v ∈ W 1,s(Ω) and
(3.26) ∇v =
{
∇u1 if u1 > u2
∇u2 if u1 ≤ u2
a.e. in Ω.
By Kato’s inequality (see [21]),
(3.27)
∆v = ∆(u1 − u2)+ +∆u2 ≤ sign+(u1 − u2)∆(u1 − u2) + ∆u2
= sign+(u1 − u2)(H ◦ u1 −H ◦ u2) +H ◦ u2.
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Combining (3.26) and (3.27) implies −∆v+H ◦v ≤ 0 in Ω, namely v is a subsolution
of (1.1). Similarly, min(u, v) is a supersolution of (1.1).
It follows from Theorem 3.7 that ui ≤ P
Ω[µi], i = 1, 2. Hence
v ≤ max(PΩ[µ1],P
Ω[µ2]).
Consequently, tr (v) = max(µ1, µ2). Since min(u1, u2) = u1 + u2 − max(u1, u2), it
follows that
tr (min(u1, u2)) = µ1 + µ2 −max(µ1, µ2) = min(µ1, µ2).

As a consequence, we obtain
Corollary 3.11. Let ui, i = 1, 2 be positive solutions of (1.1) such that tr (ui) =
µi ∈ M
+(∂Ω). Then there exists a minimal solution w dominating max(u1, u2).
This solution satisfies
(3.28) max(µ1, µ2) ≤ tr (w) ≤ µ1 + µ2.
There exists a nonnegative maximal solution w dominated by min(u1, u2). This
solution satisfies
(3.29) tr (w) ≤ min(u1, u2).
If, in addition, supp µ1 ∩ supp µ2 = ∅ then tr (w) = µ1 + µ2. In this case, there
exists no positive solution dominated by min(u1, u2).
Proof. For every δ ∈ (0, δ0), denote by w := wδ the solution of
(3.30)
{
−∆w +H ◦ w = 0 in Dδ
w = max(u1, u2) on Σδ.
By the comparison principle, max(u1, u2) ≤ wδ ≤ P
Ω[µ1 + µ2] in Dδ. Consequently,
the sequence {wδ} is increasing and bounded from above by P
Ω[µ1+µ2]. Therefore,
w := limδ→0wδ is a solution of (1.1) satisfying
max(u1, u2) ≤ w ≤ P
Ω[µ1 + µ2]
in Ω. By Theorem 3.7 w admits a boundary trace and (3.28) holds.
If w is a solution of (1.1) dominating max{u1, u2} then by the comparison principle,
w ≥ wδ for every δ > 0. It follows that w ≥ w and therefore w is a minimal solution
dominating max(u1, u2).
For every δ ∈ (0, δ0), denote by w := wδ the solution of
(3.31)
{
−∆w +H ◦ w = 0 in Dδ
w = min(u1, u2) on Σδ.
The sequence {wδ} is decreasing and converges, as δ → 0, to a function w which
is a solution of (1.1) such that 0 ≤ w ≤ min(u1, u2) in Ω. As above, one can show
that w is the maximal solution dominated by min(u1, u2) and (3.29) holds.
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If supp µ1 ∩ suppµ2 = ∅ then tr (max(u1, u2)) = µ1 + µ2 and tr (min(u1, u2)) = 0.
Therefore tr (w) = µ1 + µ2 and tr (w) = 0. Thus w ≡ 0. 
4. Isolated boundary singularities
If u is a solution of (1.1) in Ω with an isolated singularity at a point A ∈ ∂Ω, we
shall assume that the set of coordinates is chosen so that A is the origin.
4.1. Weakly singular solutions. We start with some a-priori estimates regarding
solutions with an isolated singularity.
Lemma 4.1. Assume u ∈ C(Ω \ {0})∩C2(Ω) is a nonnegative solution of (1.1) in
Ω vanishing on ∂Ω \ {0}.
(i) Assume H satisfies (1.7). Then
(4.1) u(x) ≤ Λ1|x|
−β1 ∀x ∈ Ω,
(4.2) |∇u(x)| ≤ Λ3 |x|
−β1−1 ∀x ∈ Ω,
(4.3) u(x)| ≤ Λ˜3ρ(x) |x|
−β1−1 ∀x ∈ Ω
where Λ1 is defined in (2.3), Λ3 = Λ3(N, p, q,Ω) and Λ˜3 = Λ˜3(N, p, q,Ω) .
(ii) Assume H satisfies (1.8). Then
(4.4) u(x) ≤ Λ2|x|
−β2 ∀x ∈ Ω,
(4.5) |∇u(x)| ≤ Λ4 |x|
−β2−1 ∀x ∈ Ω,
(4.6) u(x)| ≤ Λ˜4ρ(x) |x|
−β2−1 ∀x ∈ Ω
where Λ2 = Λ2(p, q), Λ4 = Λ4(N, p, q,Ω) and Λ˜4 = Λ˜4(N, p, q,Ω).
Proof. We deal only with the case where H satisfies (1.7) since the case H satisfies
(1.8) can be treated in a similar way. For ǫ > 0, we set
Pǫ(r) =


0 if r ≤ ǫ
−r4
2ǫ3
+ 3r
3
ǫ2
− 6r
2
ǫ
+ 5r − 3ǫ
2
if ǫ < r < 2ǫ
r − 3ǫ
2
if r ≥ 2ǫ
and let uǫ be the extension of Pǫ(u) by zero outside Ω. There exists R0 such that
Ω ⊂ BR0 . Since 0 ≤ P
′
ǫ(r) ≤ 1 and Pǫ is convex, uǫ ∈ C
2(RN \ {0}) and it satisfies
−∆uǫ + u
p
ǫ |∇uǫ|
q ≤ 0. Furthermore uǫ vanishes in B
c
R0
. For δ > 0, we set
Uδ(x) = Λ1(|x| − δ)
−β1 ∀x ∈ RN \Bδ,
then −∆Uδ + U
p
δ |∇Uδ|
q ≥ 0 in BR0 \Bδ. Since uǫ vanishes on ∂BR0 and is finite on
∂Bδ, by the comparison principle, uǫ ≤ Uδ in BR0 \ Bδ. Letting successively δ → 0
and ǫ→ 0 yields to (4.1).
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For ℓ > 0, define T 1ℓ [u](x) = ℓ
β1u(ℓx), x ∈ Ωℓ := ℓ−1Ω. If x0 ∈ Ω, we set r0 = |x0|
and ur0(x) = T
1
r0
[u](x). Then ur0 satisfies (1.1) in Ω
r0 = r−10 Ω. By (4.1),
max{|ur0(x)| : (B 3
2
\B 1
2
) ∩ Ωr0} ≤ 2β1Λ1.
By regularity results [10, Theorem 1], there exists Λ3 = Λ3(N,Ω, p, q) such that
max{|∇ur0(x)| : (B 5
4
\B 3
4
) ∩ Ωr0} ≤ Λ3.
In particular, |∇ur0(x)| ≤ Λ3 with |x| = 1. Hence |∇u(x0)| ≤ Λ3|x0|
−β1−1.
Finally, (4.3) follows from (4.1) and (4.2). 
An uniqueness result for (1.9) can be obtained if µ is a bounded measure concen-
trated at a point on ∂Ω. We assume that the point is the origin.
Theorem 4.2. Assume either H satisfies (1.7) with 0 < N(p + q − 1) < p + 1 or
H satisfies (1.8) with mp,q < pc where pc and mp,q are given in (1.3) and (1.11)
respectively. Then for every k > 0, there exists a unique solution, denoted by uΩk,0,
of the problem
(4.7)
{
−∆u +H ◦ u = 0 in Ω
u = kδ0 on ∂Ω.
Moreover,
(4.8) uΩk,0(x) = k(1 + o(1))P
Ω(x, 0) as x→ 0.
Consequently the mapping k 7→ uΩk,0 is increasing.
The existence of a solution to (4.7) is guaranteed by Theorem A. The proof of
uniqueness is based on the following lemma.
Lemma 4.3. Under the assumption of Theorem 4.2, let u be a solution to (4.7).
Then
(4.9) GΩ[H ◦ u](x) = o(PΩ(x, 0)) as x→ 0.
Proof. We prove (4.9) in the case H satisfies (1.7). The case H satisfies (1.8) can
be treated in a similar way.
Since u is a solution of (4.7), it follows from the maximum principle that
u(x) ≤ kPΩ(x, 0) ≤ kcN |x|
1−N ∀x ∈ Ω
where cN is a positive constant depending on N and Ω. By adapting argument in
the proof of Lemma 4.1, we obtain
(4.10) |∇u(x)| ≤ Λ5k |x|
−N ∀x ∈ Ω
where Λ5 is a positive constant depending on N, p, q,Ω. Consequently,
(4.11) GΩ[H ◦ u](x) ≤ c8
∫
Ω
GΩ(x, y) |y|−(N−1)p−Nq dy ∀x ∈ Ω.
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By [21], there exists c9 = c9(N,Ω) such that, for ε0 ∈ (0, 1),
(4.12) GΩ(x, y) ≤ c9ρ(x)ρ(y)
1−ε0 |x− y|ε0−N ∀x, y ∈ Ω, x 6= y,
This, joint with (4.11), implies
(4.13) GΩ[H ◦ u](x) ≤ c10 |x|
N PΩ(x, 0)
∫
RN
|x− y|ε0−N |y|1−(N−1)p−Nq−ε0 dy.
We fix ε0 such that 0 < ε0 < min {1, N + 1− (N − 1)p−Nq}. By the following
identity (see [11]),
(4.14)
∫
RN
|x− y|ε0−N |y|1−(N−1)p−Nq−ε0 dy = c11 |x|
N+1−(N−1)p−Nq
where c11 = c11(N, ε0), we obtain
G
Ω[H ◦ u](x) ≤ α1c10c11 |x|
N+1−(N−1)p−Nq PΩ(x, 0).
Since N + 1− (N − 1)p−Nq > 0, by letting x→ 0, we obtain (4.9). 
Proof of Theorem 4.2. Let u1 and u2 be two solutions of (4.7) then ui(x) =
k PΩ(x, 0)−GΩ[H ◦ ui](x). From (4.9), we obtain
(4.15) ui(x) = k(1 + o(1))P
Ω(x, 0) as x→ 0.
By the comparison principle, we deduce u1 = u2. The monotonicity of k 7→ u
Ω
k,0
follows from (4.8) and the comparison principle. 
Since ∂Ω is of class C2, there exists r0 > 0 such that for every y ∈ ∂Ω, Br0(y −
r0ny) ⊂ Ω where ny is the outward normal unit vector at y.
Lemma 4.4. Assume H satisfies either (1.7) with p+q > 1 and q < 2 or H satisfies
(1.8) with p > 1, 1 < q < 2. Let u ∈ C2(Ω) be a positive solution of (1.1). Let
y ∈ ∂Ω be such that u is continuous at y and u(y) = 0. Then
(4.16) lim inf
x→y
u(x)
|x− y|
> 0 n.t.
Proof. We only deal with the case H satisfies (1.7) since the case H satisfies (1.8)
can be treated in a similar way. Put z = y − r0ny and set
v(x) = e−α|x−z|
2
− e−αr
2
0 x ∈ Br0(z) \Br0/2(z)
where α > 0 will be determined latter on. Then, in Br0(z) \Br0/2(z),
−∆v + vp|∇v|q = 2αNe−αr
2
− 4α2r2e−αr
2
+ (e−αr
2
− e−αr
2
0)p(2α)qrqe−αqr
2
≤ 2α(N − 2αr2 + 2q−1αα−1rq)e−αr
2
≤ α(2N − αr20 + 2
qαq−1rq0)e
−αr2 .
Since q < 2, one can choose α large enough such that the last expression is negative.
Consequently, v is a subsolution of (1.7). As u is positive on ∂Br0/2(z), one can
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choose ε small such that u > εv on ∂Br0/2(z). Obviously u ≥ 0 = εv on ∂Br0(z).
By the comparison principle, u ≥ εv in Br0(z) \Br0/2(z). It follows that
lim inf
x→y
u(x)
|x− y|
≥ −ε
∂v
∂n
(y) = 2εαr0e
−αr20 > 0.

Proposition 4.5. Under the assumption of Theorem 4.2, for every k > 0, there
exists a positive constant dk depending on N , p, q, k and Ω such that
(4.17) dkP
Ω(x, 0) < uΩk,0(x) < kP
Ω(x, 0) ∀x ∈ Ω.
Proof. The second inequality follows straightforward from the comparison principle.
In order to prove the first inequality, put A = {d > 0 : d PΩ(., 0) < uΩk,0 in Ω}.
Suppose by contradiction that A = ∅. Then for each n ∈ N, there exists a point
xn ∈ Ω such that
(4.18) nuΩk,0(xn) ≤ P
Ω(xn, 0).
We may assume that {xn} converges to a point x
∗ ∈ Ω. We deduce from (4.18) that
x∗ /∈ Ω. Thus x∗ ∈ ∂Ω. By Theorem 4.2, x∗ ∈ ∂Ω \ Bǫ(0) for some ǫ > 0. Denote
by σxn the projection of xn on ∂Ω. It follows from (4.18) that
uΩk,0(σxn)− u
Ω
k,0(xn)
ρ(xn)
≥
1
n
PΩ(σxn , 0)− P
Ω(xn, 0)
ρ(xn)
.
By letting n→∞, we obtain
∂uΩk,0
∂n
(0) = 0
which contradicts (4.16). Thus A 6= ∅. Put dk = maxA. By combining (4.1) and
boundary Harnack inequality, we deduce that dk depends on N , p, q, k and Ω. 
Proof of Theorem C. The proof follows from Theorem 4.2 and Proposition 4.5. 
The next result gives the existence and uniqueness of the weakly singular solution
in the case that Ω is an unbounded domain.
Theorem 4.6. Under the assumption of Theorem 4.2, let either Ω = RN+ := [xN >
0] or ∂Ω be compact with 0 ∈ ∂Ω (Ω is possibly unbounded). Then there exists a
unique solution uΩk,0 to (4.7).
Proof. If ∂Ω is compact, for n ∈ N large enough, ∂Ω ⊂ Bn(0). We set Ωn = Ω∩Bn(0)
and denote by uΩnk,0 the unique solution of
(4.19)
{
−∆u+H ◦ u = 0 in Ωn
u = kδ0 on ∂Ωn.
Then
(4.20) uΩnk,0(x) ≤ kP
Ωn(x, 0) ∀x ∈ Ωn
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and
(4.21) uΩnk,0(x) = k(1 + o(1))P
Ωn(x, 0) as x→ 0.
Thus {uΩnk,0} increase to a function u
∗ which satisfies
(4.22) u∗(x) ≤ kPΩ(x, 0) ∀x ∈ Ω.
By regularity theory, {uΩnk,0}n converges in C
1
loc(Ω \ {0}) when n → ∞, and thus
u∗ ∈ C(Ω \ {0}) is a positive solution of (1.1) in Ω vanishing on ∂Ω \ {0}. Estimate
(4.22) implies that the boundary trace of u∗ is a Dirac measure at 0, which is in fact
kδ0 due to (4.21). Uniqueness is follows from the comparison principle. 
4.2. Strongly singular solutions. In this section, we establish existence and
uniqueness of strongly singular solutions at a boundary point. We assume that
the point is the origin.
Lemma 4.7. Under the assumption of Theorem C, if v is a positive solution of
(1.1) and y ∈ S(v) then v ≥ uΩ∞,y.
Proof. We can suppose that y is the origin. Since 0 ∈ S(v), by Theorem 3.9 for
every n ∈ N∗,
lim sup
β→0
∫
B 1
n
(0)∩Σδ
vdS =∞.
Consequently, there exists a sequence {δn,m}m∈N tending to zero as m → ∞ such
that
lim
m→∞
∫
Σδn,m∩B 1
n
(0)
v dS =∞.
Then, for any k > 0, there exists mk := mn,k ∈ N such that
(4.23) m ≥ mk =⇒
∫
Σδn,mk
∩B 1
n
(0)
vdS ≥ k
and mk →∞ when n→∞. In particular there exists t := t(n, k) > 0 such that
(4.24)
∫
Σδn,mk
∩B 1
n
(0)
inf{v, t}dS = k.
By the comparison principle v is bounded from below in Dδn,mk by the solution
w := wδn,mk of
(4.25)
{
−∆w +H ◦ w = 0 in Dδn,mk
w = inf{v, t} on Σδn,mk .
When n → ∞, inf{v, t(n, k)}dS converges weakly to kδ0. By Corollary 3.1 there
exists a subsequence, still denoted by {wδn,mk}n, such that wδn,mk → u
Ω
k,0 when
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n → ∞ where uΩk,0 is the unique solution of (4.7) and consequently v ≥ u
Ω
k,0 in Ω.
Therefore v ≥ uΩ∞,0. 
Proof of Theorem D. By Theorem C and Lemma 4.1, the sequence {uΩk,0} is
nondecreasing and bounded from above by either Λ˜3ρ(x)|x|
−β1−1 if H satisfies (1.7)
or Λ˜4ρ(x)|x|
−β2−1 if H satisfies (1.8). Therefore {uΩk,0} converges to a function u
Ω
∞,0.
By regularity theory, uΩ∞,0 is a solution of (1.1) vanishing on ∂Ω \ {0}. Moreover,
since uΩ∞,0 ≥ u
Ω
k,0 for every k > 0, S(u
Ω
∞,0) = {0} and therefore u
Ω
∞,0 ∈ U
Ω
0 . If v ∈ U
Ω
0
then by Lemma 4.7, v ≥ uΩ∞,0. Thus u
Ω
∞,0 is the minimal element of U
Ω
0 . 
For any ℓ > 0 and any solution of (1.1), define
(4.26) Ωℓ = ℓ−1Ω, T 1ℓ [u](x) = ℓ
β1u(ℓx), T 2ℓ [u](x) = ℓ
β2u(ℓx) ∀x ∈ Ωℓ.
Proposition 4.8. Let v ∈ C(Ω \ {0}) ∩ C2(Ω) be a nonnegative solution of (1.1)
vanishing on ∂Ω \ {0}.
(1) Assume H satisfies (1.7). For each ℓ > 0, put vℓ(x) = T
1
ℓ [v](x). Then, up to a
subsequence, {vℓ} converges in C
1
loc(R
N
+ \ {0}), as ℓ→ 0, to a solution of
(4.27) −∆u+ up|∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
(2) Assume H satisfies (1.8). For each ℓ, put vℓ(x) = T
2
ℓ [v](x).
(i) If p = q
2−q
then, up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \ {0}), as
ℓ→ 0, to a solution of
(4.28) −∆u+ up + |∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
(ii) If p > q
2−q
then, up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \ {0}), as
ℓ→ 0, to a solution of
(4.29) −∆u+ up = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
(iii) If p < q
2−q
then, up to a subsequence, {vℓ} converges in C
1
loc(R
N
+ \ {0}), as
ℓ→ 0, to a solution of
(4.30) −∆u+ |∇u|q = 0 in RN+ , u = 0 on ∂R
N
+ \ {0}.
Proof. We first notice that if H satisfies either (1.7) or (1.8) with p = q
2−q
then vℓ
is a solution of (1.1) in Ωℓ which vanishes on ∂Ωℓ \ {0}. If H satisfies (1.8) with
p > q
2−q
then vℓ satisfies
(4.31) −∆vℓ + v
p
ℓ + ℓ
p(2−q)−q
p−1 |∇vℓ|
q = 0 in Ωℓ, vℓ = 0 on ∂Ω
ℓ \ {0}.
If H satisfies (1.8) with p < q
2−q
then vℓ satisfies
(4.32) −∆vℓ + ℓ
q−(2−q)p
q−1 vpℓ + |∇vℓ|
q = 0 in Ωℓ, vℓ = 0 on ∂Ω
ℓ \ {0}.
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Next, it follows from Lemma 4.1 and [10, Theorem 1] that for every R > 1 there
exist positive numbers M =M(N, p, q, R) and γ = γ(N, p, q) ∈ (0, 1) such that
(4.33)
sup{|vℓ(x)|+ |∇vℓ(x)| : x ∈ ΓR−1,R ∩ Ω
ℓ}
+ sup
{
|∇vℓ(x)−∇vℓ(y)|
|x− y|γ
: x, y ∈ ΓR−1,R ∩ Ω
ℓ
}
≤M
where Γt1,t2 := Bt2(0) \ Bt1(0) with 0 < t1 < t2. Thus there exists a sequence {ℓn}
and a function v∗ ∈ C1(RN+ \ {0}) such that {vℓn} converges to v
∗ in C1loc(R
N
+ \ {0})
which is a solution of
(4.34)
{
−∆v +H ◦ v = 0 in RN+
v = 0 in ∂RN+ \ {0}
Moreover,
(4.35) lim
n→∞
(sup{|(vℓn − v
∗)(x)|+ |∇(vℓn − v
∗)(x)| : x ∈ ΓR−1,R ∩ Ω
ℓn}) = 0.

Proposition 4.9. Let v = uΩ∞,0 and {vℓ} be defined as in Proposition 4.8. Then,
up to a subsequence, {vℓ} converges to a strongly singular solution of
(4.36)


(4.27) if H satisfies (1.7)
(4.28) if H satisfies (1.8) with p = q
2−q
(4.29) if H satisfies (1.8) with p > q
2−q
(4.30) if H satisfies (1.8) with p < q
2−q
Moreover, if H satisfies (1.8) and p 6= q
2−q
then the whole sequence {vℓ} converges
to the strongly singular solution of (4.29) if p > q
2−1
or it converges to the strongly
singular solution of (4.30) if p < q
2−1
.
Proof. Since vℓ ≥ u
Ωℓ
k,0 for every ℓ > 0 and k > 0, v
∗ ≥ u
RN+
k,0 for every k > 0 (v
∗ is
given in the proof of Proposition 4.8). Therefore v∗ is a strongly singular solution.
If H satisfies (1.8) with p 6= q
2−q
then by the uniqueness of the strongly singular
solution of (4.29) and (4.30) (see [20] and [22]), we get the conclusion. 
Denote by Ei (i = 1, . . . , 4) the set of positive solutions in C
2(SN−1+ ) of
(4.37) −∆′ω + Fi(ω,∇
′ω) = 0 in SN−1+ , ω = 0 on ∂S
N−1
+
where Fi is as in (1.20).
We next study the structure of Ei.
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Theorem 4.10. (i) Assume either H satisfies (1.7) with N(p + q − 1) ≥ p + 1 or
H satisfies (1.8) with mp,q ≥ pc. Then Ei = ∅ where
(4.38) i =


1 if H satisfies (1.7)
2 if H satisfies (1.8) with p = q
2−q
3 if H satisfies (1.8) with p > q
2−q
4 if H satisfies (1.8) with p < q
2−q
.
(ii) Assume either H satisfies (1.7) with 0 < N(p + q − 1) < p + 1 or H satisfies
(1.8) with mp,q < pc. Then Ei 6= ∅ with i as in (4.38).
Proof. Notice that if H satisfies (1.8) with p 6= q
2−q
, statements (i) and (ii) have
been proved in [20] and [22]. More precisely, if mp,q < pc and p >
q
2−q
then there
exists a unique element ω3 of E3, while if mp,q < pc and p <
q
2−q
then there exists a
unique element ω4 of E4.
So we are left with the case when H satisfies either (1.7) or H satisfies (1.8) with
p = q
2−q
and we only give the proof for the case H satisfies (1.7).
(i) Denote by ϕ1 the first eigenfunction of −∆
′ in W 1,20 (S
N−1
+ ), normalized such
that maxSN−1+
ϕ1 = 1, with corresponding eigenvalue λ1 = N−1. Multiplying (4.37)
by ϕ1 and integrating over S
N−1
+ , we get
[N − 1− β1(β1 + 2−N)]
∫
SN−1+
ω ϕ1dS(σ) +
∫
SN−1+
ωp(β21 ω
2 + |∇′ω|2)
q
2ϕ1dS(σ) = 0.
Therefore if N − 1 ≥ β1(β1+2−N), namely N(p+ q− 1) ≥ p+1, then there exists
no positive solution of (4.37).
(ii) The proof is based on the construction of a subsolution and a supersolution
to (4.37). By a simple computation, we can prove that ω := θ1ϕ
θ2
1 is a positive
subsolution of (4.37) with θ1 > 0 small and 1 < θ2 <
β1 (β1+2−N)
N−1
. Next, it is easy to
see that ω = θ3, with θ3 > 0 large enough, is a supersolution of (4.37) and ω > ω in
S
N−1
+ . Therefore by [13] there exists a solution ω1 ∈ W
2,m(SN−1+ ) (for any m > N)
to (4.37) such that 0 < ω ≤ ω1 ≤ ω in S
N−1
+ . By regularity theory, ω1 ∈ C
2(SN−1+ ).
Similarly, we can show that if mp,q < pc and p =
q
2−q
then there exists a function
ω2 ∈ E2. 
We next show that ωi (i = 1, 2) is the unique element of Ei.
Theorem 4.11. (i) If H satisfies (1.7) with N(p + q − 1) < p + 1 and p ≥ 1 then
E1 = {ω1}.
(ii) If H satisfies (1.8) with mp,q < pc and p =
q
2−q
then E2 = {ω2}.
Proof. We give below only the proof of statement (i); the statement (ii) can be
treated in a similar way. Suppose that ω1 and ω
′
1 are two positive different solutions
ELLIPTIC EQUATIONS WITH NONLINEAR ABSORPTION 27
of (4.37). Up to exchanging the role of ω1 and ω
′
1, we may assume maxSN−1+
ω′1 ≥
maxSN−1+
ω1 and
τ0 := inf{τ > 1 : τω1 > ω
′
1 in S
N−1
+ } > 1.
Set ω1,τ0 := τ0ω1, then ω1,τ0 is a positive supersolution to problem (4.37). Put
ω˜ = ω1,τ0 − ω
′
1 ≥ 0. If there exists σ0 ∈ S
N−1
+ such that ω1,τ0(σ0) = ω
′
1(σ0) > 0 and
∇′ω1,τ0(σ0) = ∇
′ω′1(σ0) then ω˜(σ0) = 0 and∇
′ω˜(σ0) = 0. This contradicts the strong
maximum principle (see [7]). If ω1,τ0 > ω
′
1 in S
N−1
+ and there exists σ0 ∈ ∂S
N−1
+
such that
∂ω1,τ0
∂n
(σ0) =
∂ω′1
∂n
(σ0) then ω˜ > 0 and
∂ω˜
∂n
(σ0) = 0. This contradict the Hopf
lemma (see [7]). 
Let T 1ℓ and T
2
ℓ be as in (4.26). If u is a solution of (1.1) in Ω with H as in (1.7)
(resp. H as in (1.8) and p = q
2−q
) then T 1ℓ [u] (resp. T
2
ℓ [u]) is a solution of (1.1) in
Ωℓ = ℓ−1Ω. If Ω = Ωℓ and u = T 1ℓ [u] (resp. u = T
2
ℓ [u]) for every ℓ > 0 we say that
u is a self-similar solution.
For x ∈ RN \ {0}, put r = |x| and σ = x
r
.
Proposition 4.12. (i) If H satisfies (1.7) with N(p+ q−1) < p+1 and p ≥ 1 then
(4.39) rβ1uΩ∞,0(x)→ ω1(σ) as r → 0, x ∈ Ω, σ ∈ S
N−1
+
locally uniformly on SN−1+ .
(ii) If H satisfies (1.8) with mp,q < pc then
(4.40) rβ2uΩ∞,0(x)→ ωi(σ) as r → 0, x ∈ Ω, σ ∈ S
N−1
+
locally uniformly on SN−1+ where i ≥ 2 is as in (4.38).
Proof. Case 1: H satisfies (1.7). Since the proof is close to the one of [22, Propo-
sition 3.22], we present only the main ideas.
We first note that T 1ℓ [u
RN+
∞,0] = u
RN+
∞,0 for every ℓ > 0. Hence u
RN+
∞,0 is self-similar and
satisfies (4.39) with Ω replaced by RN+ .
Next, let B and B′ are two open balls tangent to ∂Ω at 0 such that B ⊂ Ω ⊂ G :=
(B′)c. Then
(4.41) uB
ℓ′
∞,0 ≤ u
Bℓ
∞,0 ≤ u
RN+
∞,0 ≤ u
Gℓ
∞,0 ≤ u
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1.
Notice that uB
ℓ
∞,0 ↑ u
RN+
∞,0 and u
Gℓ
∞,0 ↓ u
RN+
∞,0 when ℓ→ 0 where u
RN+
∞,0 and u
RN+
∞,0 are positive
solutions of (1.1) in RN+ , continuous in R
N
+ \ {0} and vanishing on ∂R
N
+ \ {0}. By
letting ℓ→ 0 in (4.41), we obtain
(4.42) uB
ℓ
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ u
Gℓ
∞,0 ∀ 0 < ℓ ≤ 1.
Furthermore there also holds for ℓ, ℓ′ > 0,
(4.43) T 1ℓ′ℓ[u
B
∞,0] = T
1
ℓ′[T
1
ℓ [u
B
∞,0]] = u
Bℓℓ
′
∞,0 and T
1
ℓ′ℓ[u
G
∞,0] = T
1
ℓ′ [T
1
ℓ [u
G
∞,0]] = u
Gℓℓ
′
∞,0 .
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Letting ℓ→ 0 in (4.43) yields
(4.44) u
RN+
∞,0 = T
1
ℓ′ [u
RN+
∞,0] and u
RN+
∞,0 = T
1
ℓ′ [u
RN+
∞,0].
Thus u
RN+
∞,0 and u
RN+
∞,0 are self-similar solutions of (1.1) in R
N
+ vanishing on ∂R
N
+ \ {0}
and continuous in RN+ \ {0}. Therefore they coincide with u
RN+
∞,0.
Finally, since
(4.45) uB
ℓ
∞,0 ≤ T
1
ℓ [u
Ω
∞,0] ≤ u
Gℓ
∞,0 ∀ 0 < ℓ ≤ 1,
by letting ℓ→ 0 we obtain (4.39).
Case 2: H satisfies (1.8) with p = q
2−q
. The proof is similar to the one in case 1.
Case 3: H satisfies (1.8) with p > q
2−q
. For any k > 0 and ℓ > 0, T 2ℓ [u
Ω
k,0] is a
solution of (4.31) with boundary trace ℓβ2+1−Nkδ0. For k > 0, denote by Y
Ω
k the
unique positive solution of
(4.46) −∆Y + Y p = 0 in Ω
with boundary trace kδ0 and by Y
Ω
∞ the unique solution of (4.46) with strong sin-
gularity at the origin.
Since 0 < ℓ < 1 and p > q
2−q
, by the comparison principle, we get
uΩ
ℓ
ℓβ2+1−Nk,0 ≤ T
2
ℓ [u
Ω
k,0] ≤ T
2
ℓ [Y
Ω
k ] = Y
Ωℓ
ℓβ2+1−Nk in Ω
ℓ.
By letting k →∞, we obtain
uΩ
ℓ
∞,0 ≤ T
2
ℓ [u
Ω
∞,0] ≤ Y
Ωℓ
∞ in Ω
ℓ.
By Proposition 4.9 and [20], letting ℓ→ 0 we deduce that
lim
ℓ→0
ℓβ2uΩ∞,0(ℓx) = Y
RN+
∞ (x) = |x|
β2ω3(x/|x|)
which implies (4.40) with i = 3.
Case 4: H satisfies (1.8) with p < q
2−q
. Denote by Z
RN+
∞ the positive solution of
(4.47) −∆Z + |∇Z|q = 0 in RN+
with strong singular at the origin. By proceeding as in case 3 and results in [22], we
derive
lim
ℓ→0
ℓβ2uΩ∞,0(ℓx) = Z
RN+
∞ (x) = |x|
β2ω4(x/|x|).
Thus (4.40) with i = 4 follows. 
We next construct the maximal strongly singular solution.
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Proposition 4.13. (i) Assume either H satisfies (1.7) with 0 < N(p+q−1) < p+1
then there exists a maximal element UΩ∞,0 of U
Ω
0 . In addition, if p ≥ 1 then
(4.48) rβ1UΩ∞,0(x)→ ω1(σ) as r → 0, x ∈ Ω, σ ∈ S
N−1
+
locally uniformly on SN−1+ .
(ii) If H satisfies (1.8) with mp,q < pc then there exists a maximal element U
Ω
∞,0
of UΩ0 and
(4.49) rβ2UΩ∞,0(x)→ ωi(σ) as r → 0, x ∈ Ω, σ ∈ S
N−1
+
locally uniformly on SN−1+ where i ≥ 2 is as in (4.38).
Proof. Case 1: H satisfies (1.7).
Step 1: Construction maximal solution. Since 0 < N(p+ q−1) < p+1, there exists
a radial solution of (1.1) in RN \ {0} of the form
(4.50) U †1(x) = Λ
†
1 |x|
−β1 with Λ†1 =
(
β1 + 2−N
βq−11
) 1
p+q−1
.
Therefore, U∗1 (x) = Λ
∗
1|x|
−β1 with Λ∗1 = max{Λ
†
1,Λ1} (here Λ1 is the constant in
(4.1)) is a supersolution of (1.1) in RN \ {0} and dominates u in Ω. Let {ψǫ,n} with
0 < ǫ < max{|z| : z ∈ Ω} be a decreasing smooth sequence on (∂Ω \ Bǫ(0)) ∪ (Ω ∩
∂Bǫ(0)) such that
0 ≤ ψǫ,n ≤ Λ
∗
1ǫ
−β1 , ψǫ,n(x) = Λ
∗
1ǫ
−β1 if x ∈ Ω ∩ ∂Bǫ(0)
ψǫ,n(x) = 0 if x ∈ ∂Ω \Bǫ(0) and dist (x, ∂Bǫ(0)) >
1
n
.
Let uΩǫ,n be the solution of
(4.51)
{
−∆u +H ◦ u = 0 in Ω \Bǫ(0)
u = ψǫ,n on (∂Ω \Bǫ(0)) ∪ (Ω ∩ ∂Bǫ(0))
By the comparison principle, uΩǫ,n ≤ U
∗
1 in Ω \Bǫ(0). Owing to Corollary 3.1, {u
Ω
ǫ,n}
converges to the solution uΩǫ of
(4.52)


−∆uǫ +H ◦ u = 0 in Ω \Bǫ(0)
uǫ = 0 on ∂Ω \Bǫ(0)
uǫ = Λ
∗
1ǫ
−β1 on Ω ∩ ∂Bǫ(0).
Consequently, uΩǫ ≤ U
∗
1 . If ǫ
′ < ǫ, for n large enough, uΩǫ′,n ≤ u
Ω
ǫ,n, therefore
(4.53) uΩǫ′ ≤ u
Ω
ǫ ≤ U
∗
1 in Ω.
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Letting ǫ to zero, {uΩǫ } decreases and converges to some U
Ω
∞,0 which vanishes on
∂Ω \ {0}. Therefore UΩ∞,0 ∈ U
Ω
0 . Moreover, there holds
(4.54) uΩ∞,0 ≤ U
Ω
∞,0 ≤ U
∗
1 (x).
If u ∈ UΩ0 then u ≤ u
Ω
ǫ,n. Consequently, u ≤ U
Ω
∞,0. Therefore U
Ω
∞,0 is the maximal
element of UΩ0 .
Step 2: Proof of (4.48). Assume p ≥ 1. From the fact that
(4.55) T 1ℓ [U
∗
1 ] = U
∗
1 ∀ ℓ > 0,
and Theorem 4.11, we deduce U
RN+
∞,0 ≡ u
RN+
∞,0.
Next, let B and B′ are two open balls tangent to ∂Ω at 0 such that B ⊂ Ω ⊂ G :=
(B′)c. Note that
T 1ℓ [u
B
ǫ ] = u
Bℓ
ǫ
ℓ
and T 1ℓ [u
G
ǫ ] = u
Gℓ
ǫ
ℓ
∀ℓ, ǫ > 0
where uGǫ is the solution of (4.52) in G \Bǫ(0). By letting ǫ→ 0 we deduce that
(4.56) T 1ℓ [U
B
∞,0] = U
Bℓ
∞,0 and T
1
ℓ [U
G
∞,0] = U
Gℓ
∞,0.
Notice that
(4.57) UB
ℓ′
∞,0 ≤ U
Bℓ
∞,0 ≤ U
RN+
∞,0 ≤ U
Gℓ
∞,0 ≤ U
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1
and
(4.58) UB
ℓ′
∞,0 ≤ U
Bℓ
∞,0 ≤ T
1
ℓ [U
Ω
∞,0] ≤ U
Gℓ
∞,0 ≤ U
Gℓ
′′
∞,0 ∀ 0 < ℓ ≤ ℓ
′, ℓ′′ ≤ 1.
Hence UB
ℓ
∞,0 ↑ U
RN+
∞,0 ≤ U
RN+
∞,0 and U
Gℓ
∞,0 ↓ U
RN+
∞,0 ≥ U
RN+
∞,0 as ℓ→ 0 where U
RN+
∞,0 and U
RN+
∞,0
are positive solutions of (1.1) in RN+ which vanish on ∂R
N
+ \{0} and endow the same
scaling invariance under T 1ℓ . Therefore they coincide with u
RN+
∞,0. Letting ℓ → 0 in
(4.58) implies (4.48).
Case 2: H satisfies (1.8) with p = q
2−q
. Since in this case, (1.1) admits a similarity
transformation T 2ℓ , the proof is similar to the one in case 1.
Case 3: H satisfies (1.8) with p > q
2−q
. In this case, (1.1) admits no similarity
transformation and there is no radial solution of (1.1) in RN \ {0}. We can instead
employ a radial supersolution of the form
(4.59) U∗3 (x) = Λ
∗
3 |x|
−β2 with Λ∗3 = β2(β2 + 2−N)
1
p−1
and then we proceed to construct the maximal solution as in case 1. For ǫ > 0,
let uΩǫ be the solution of (4.52). Since u
Ωℓ
ǫ
ℓ
≤ T 2ℓ [u
Ω
ǫ ], by letting ǫ → 0 we obtain
UΩ
ℓ
∞,0 ≤ T
2
ℓ [U
Ω
∞,0]. It follows that
uΩ
ℓ
∞,0 ≤ U
Ωℓ
∞,0 ≤ T
2
ℓ [U
Ω
∞,0] ≤ T
2
ℓ [Y
Ω
∞] = Y
Ωℓ
∞
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where Y Ω∞ is the unique strongly singular solution of (4.46). Due to Proposition 4.9
and the uniqueness, we deduce
lim
ℓ→0
T 2ℓ [U
Ω
∞,0] = Y
RN+
∞ ,
which, together with the fact Y
RN+
∞ (x) = |x|−β2ω3(x/|x|), implies (4.49).
Case 4: H satisfies (1.8) with p < q
2−q
. The proof is similar to the one in case
3. 
Proposition 4.12 and Proposition 4.13 show that the minimal solution uΩ∞,0 be-
haves like the maximal solution UΩ∞,0 near the origin, which enables us to prove the
following result.
Theorem 4.14. Assume either H satisfies (1.7) with N(p + q − 1) < p + 1 and
p ≥ 1 or H satisfies (1.8) with mp,q < pc. Then U
Ω
∞,0 = u
Ω
∞,0.
Proof. Case 1: H satisfies (1.7) with p ≥ 1.
We represent ∂Ω near 0 as the graph of a C2 function φ defined in RN−1∩BR and
such that φ(0) = 0, ∇φ(0) = 0 and
∂Ω ∩ BR = {x = (x
′, xN) : x
′ ∈ RN−1 ∩ BR, xN = φ(x
′)}.
We introduce the new variable y = Φ(x) with y′ = x′ and yN = xN − φ(x
′), with
corresponding spherical coordinates in RN , (r, σ) = (|y|, y
|y|
).
Let u is a positive solution of (1.1) in Ω vanishing on ∂Ω \ {0}. We set u(x) =
r−β1v(t, σ) with t = − ln r ≥ 0, then a technical computation shows that v satisfies
with n = y
|y|
(4.60)
(1 + ǫ11) vtt + (2β1 + 2−N + ǫ
1
2) vt + (β1 (β1 + 2−N) + ǫ
1
3) v +∆
′v
+ 〈∇′v,
−→
ǫ14 〉+ 〈∇
′vt,
−→
ǫ15 〉+ 〈∇
′〈∇′v, eN〉,
−→
ǫ16 〉
− vp |(−β1 v + vt)n+∇
′v + 〈(−β1 v + vt)n+∇
′v, eN〉
−→ǫ 17|
q
= 0,
on QR := [− lnR,∞)× S
N−1
+ where ǫ
1
j have the following properties
• ǫ1j are uniformly continuous functions of t and σ ∈ S
N−1 for j = 1, ..., 7,
• ǫ1j are C
1 functions for j = 1, 5, 6, 7,
• |ǫ1j (t, .)| ≤ c12e
−t for j = 1, ..., 7 and |ǫ1j t(t, .)| + |∇
′ǫ1j | ≤ c12e
−t for j =
1, 5, 6, 7.
Moreover v vanishes on [− lnR,∞) × ∂SN−1+ . By [8, Theorem 4.7], there exist
constants c13 > 0 and T > lnR such that
(4.61) ‖v(t, .)‖C2,γ (SN−1+ )
+ ‖vt(t, .)‖C1,γ(SN−1+ )
+ ‖vtt(t, .)‖C0,γ(SN−1+ )
≤ c13
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for γ ∈ (0, 1) and t ≥ T + 1. Moreover
lim
t→∞
∫
SN−1+
(v2t + v
2
tt + |∇
′vt|
2)dS(σ) = 0.
Consequently, the ω-limit set of v
Γ+(v) = ∩τ≥0∪t≥τv(t, .)
C2(SN−1+ )
is a non-empty, connected and compact subset of the set of E1. By the uniqueness
of (4.37), Γ+(v) = E1 = {ω1}. Hence limt→∞ v(t, .) = ω1 in C
2(SN−1+ ).
By taking u = uΩ∞,0 and u = U
Ω
∞,0 we obtain
(4.62) lim
Ω∋x→0
uΩ∞,0(x)
UΩ∞,0(x)
= 1.
For any ε > 0, by the comparison principle, (1 + ε)uΩ∞,0 ≥ U
Ω
∞,0 in Ω \ Bε. Letting
ε→ 0 yields uΩ∞,0 ≥ U
Ω
∞,0 in Ω and thus u
Ω
∞,0 = U
Ω
∞,0 in Ω.
Case 2: H satisfies (1.8) with p = q
2−q
. The desired result is obtained by a similar
argument.
Case 3: H satisfies (1.8) with p > q
2−q
. In this case, we use the transformation
t = − ln r for t ≥ 0 and u˜(r, σ) = r−β2v(t, σ) and obtain the following equation
instead of (4.60)
(4.63)
(1 + ǫ31) vtt + (2β2 + 2−N + ǫ
3
2) vt + (β2(β2 + 2−N) + ǫ
3
3) v +∆
′v
+〈∇′v,
−→
ǫ34 〉+ 〈∇
′vt,
−→
ǫ35 〉+ 〈∇
′〈∇′v, eN〉,
−→
ǫ36 〉 − v
p
−e−
p(2−q)−q
p−1
t |(−β1 v + vt)n+∇
′v + 〈(−β1 v + vt)n+∇
′v, eN〉
−→ǫ 37|
q
= 0
where ǫ3j has the same properties as ǫ
1
j (j = 1, 7). Notice that
lim
t→∞
e−
p(2−q)−q
p−1
t = 0
since p > q
2−q
. By proceeding as in the Case 1, we deduce that uΩ∞,0 = U
Ω
∞,0 in Ω.
Case 4: H satisfies (1.8) with p < q
2−q
. Using a similar argument as in Case 3, we
obtain uΩ∞,0 = U
Ω
∞,0 in Ω. 
Proof of Theorem E. Statement (i) follows from Theorem 4.14, while statement
(ii) follows from Proposition 4.12. 
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5. Dirichlet problem with unbounded measure data
Throughout this subsection we assume that H satisfies (1.8).
Proposition 5.1. Assume H satisfies (1.8) with p > 1, 1 < q < 2 and K is a
compact subset of ∂Ω. Then there exists C > 0 depending on N , p, q and the C2
characteristic of Ω such that for any positive solution u ∈ C(Ω\K)∩C2(Ω) of (1.1)
vanishing on ∂Ω \K, there holds
(5.1) u(x) ≤ Cρ(x)ρK(x)
−β2−1 ∀x ∈ Ω
where ρK(x) = dist (x,K).
Proof. Since u is a positive solution of (1.1), it is a subsolution of
−∆v + vp = 0
in Ω. By [21, Proposition 3.4.4], there exists a constant C1 > 0 depending on N , p
and the C2 characteristic of Ω such that
(5.2) u(x) ≤ C1ρ(x)ρK(x)
− p+1
p−1 ∀x ∈ Ω.
Next put CK = {x ∈ Ω : ρ(x) >
1
4
ρK(x)}. Since u is a positive subsolution of
−∆v + |∇v|q = 0
in Ω, by a similar argument as in the proof of [22, Proposition 3.5], we can show
that there exist positive constants δ∗ ∈ (0, δ0) and C2 > 0 depending on N , q and
Ω such that
(5.3) u(x) ≤ C2ρ(x)ρK(x)
− 1
q−1
for every x ∈ Ωδ∗ \ CK . This, along with (2.5), implies that (5.3) holds in Ω. By
combining (5.2) and (5.3), we deduce (5.1). 
Lemma 5.2. Let u and v be two positive solutions of (1.1). Assume that u ≥ v in
Ω. Then either u ≡ v or u > v in Ω.
Proof. Put w = u− v then w ≥ 0 in Ω and w satisfies
−∆w + a(x).∇w + b(x)w = 0 in Ω
where
a(x) =
{ (|∇u|q−|∇v|p)∇(u−v)
|∇(u−v)|2
if ∇u 6= ∇v
0 if ∇u = ∇v,
b(x) =
{
up−vp
u−v
if u 6= v
0 if u = v
By Proposition 2.4, |a(x)| ≤ c1ρ(x)
−1 and b(x) ≤ c2ρ(x)
−2 in Ω where c1 and c2
depend on N , p, q and δ0.
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Next suppose that there exists x0 ∈ Ω such that w(x0) = 0. Let r > 0 such
that B3r(x0) ⊂ Ω. By Harnack inequality [24, Theorem 5], there exists c3 =
c3(N, p, q, δ0, x0, r) such that
max
Bδ(x0)
w ≤ c3 min
Bδ(x0)
w = 0.
Hence w ≡ 0 in Br(x0). By standard connectedness argument and Harnack inequal-
ity, we deduce that w ≡ 0 in Ω. 
For any k > 0 and y ∈ ∂Ω, let uk,y be the unique solution of (1.1) with boundary
trace kδy and u∞,y be the unique solution of (1.1) with strong singularity at y.
Proof of Theorem G. Step 1: Construction of minimal element of UK. Denote
by VK the family of all positive moderate solutions u of (1.1) such that u = 0 on
∂Ω \K. Set uK := supVK .
By Corollary 3.11, if u, v ∈ VK then there exists a solution u˜ ∈ VK such that
max(u, v) < u˜. This fact and Lemma 5.2 imply (by the same proof as in [21,
Lemma 3.2.1]) that uK is the limit of an increasing sequence of solutions in VK .
Proposition 2.4 implies that uK is a solution of the equation and vanishes on ∂Ω\K.
Clearly uK ≥ sup{u∞,y : y ∈ K}. Therefore S(uK) = K and u ∈ UK .
Next we show that uK is the minimal element of UK .
If w ∈ UK then by Lemma 4.7
w ≥ sup{u∞,y : y ∈ K} = sup{uk,y : k > 0, y ∈ K}.
By Theorem B and Corollary 3.11, w dominates every solution of (1.1) whose bound-
ary trace belongs to D(K) (= set of finite linear combination of Dirac measures sup-
ported on K). If u ∈ VK then from Theorem 3.7 we obtain tr (u) = µ ∈ M
+(∂Ω)
with supp µ ⊂ K. Hence there exists a sequence {µm} ⊂ D(K) converging weakly to
µ. By stability and uniqueness result, the sequence {uµn} converges to u in L
1(Ω).
Since uµn ≤ w for every n, we deduce that u ≤ w. Therefore uK ≤ w and uK is the
minimal element of UK .
Step 2: Construction of maximal element of UK. Denote by WK the family of all
positive solutions u of (1.1) such that u = 0 on ∂Ω \ K. Put UK := supWK .
By the same argument as in Step 1, one shows that UK ∈ WK . By Lemma 4.7,
UK ≥ sup{u∞,y : y ∈ K}, which implies S(UK) = K. Therefore UK is the maximal
element of UK .
Step 3: Proof of (1.21). Pick y ∈ K. We may assume y is the origin. By Propo-
sition 4.12, for every γ ∈ (0, 1), there exists r = r(γ) and c = c(N, p, q, γ) such
that
(5.4) uΩ∞,y(x) ≥ c|x− y|
−β2 ∀x ∈ Cγ,r(y) := {x ∈ Ω : ρ(x) ≥ γ|x− y|} ∩ Br(y).
Since y ∈ K = S(uK) we have uK ≥ u∞,y. Therefore
(5.5) uK(x) ≥ c|x− y|
−β2 ∀x ∈ Cγ,r(y).
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On the other hand, by Proposition 2.4, for every x ∈ Cγ,r(y),
(5.6) UK(x) ≤ Λ˜2ρ(x)
−β2 ≤ Λ˜2γ
−β2 |x− y|−β2.
From (5.5) and (5.6) we deduce (1.21). 
6. Removability
In this section we deal with removable singularities in the case that H is super-
critical.
Proposition 6.1. Assume either H satisfies (1.7) with N(p + q − 1) ≥ p+ 1 or H
satisfies (1.8) with mp,q ≥ pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a nonnegative solution
of (1.1) vanishing on ∂Ω \ {0} then u cannot be a strongly singular solution.
Proof. We consider a sequence of functions ζn ∈ C
∞(RN) such that ζn(x) = 0 if
|x| ≤ 1
n
, ζn(x) = 1 if |x| ≥
2
n
, 0 ≤ ζn ≤ 1 and |∇ζn| ≤ c13n, |∆ζn| ≤ c13n
2 where
c13 is independent of n. We take ξζn as a test function (where ξ is the solution to
(3.3)) and we obtain
(6.1)
∫
Ω
(u+ (H ◦ u)ξ)ζn dx =
∫
Ω
u (ξ∆ζn + 2∇ξ.∇ζn) dx =: J + J
′.
Set On = Ω ∩ {x :
1
n
< |x| ≤ 2
n
}, then |On| ≤ c14(N)n
−N . On the one hand, since
ξ(x) ≤ c3ρ(x) ≤ c3|x|,
J ≤ c15Λi
∫
On
nβi+2ξdx ≤ c16n
βi+1−N
where
(6.2) i =
{
1 if H satisfies (1.7),
2 if H satisfies (1.8).
On the other hand,
(6.3) J ′ ≤ c17Λi
∫
On
nβi+1|∇ξ|dx ≤ c18n
βi+1−N
where i is given in (6.2). By combining (6.1)-(6.3) and then by letting n → ∞ we
obtain
(6.4)
∫
Ω
(u+ (H ◦ u)ξ) dx <∞.
By Theorem 3.7, the boundary trace of u is a finite measure. Since u = 0 on ∂Ω\{0},
the boundary trace of u is kδ0 for some k ≥ 0. 
Corollary 6.2. Assume either H satisfies (1.7) with N(p + q − 1) > p + 1 or H
satisfies (1.8) with mp,q > pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a nonnegative solution
of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
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Proof. Since βi + 1−N < 0, we deduce from (6.1)-(6.3) that∫
Ω
(u+ (H ◦ u)ξ)dx = 0,
which implies u ≡ 0. 
Theorem 6.3. Assume either H satisfies (1.7) with N(p + q − 1) = p + 1 or H
satisfies (1.8) with mp,q = pc. If u ∈ C(Ω \ {0}) ∩ C
2(Ω) is a nonnegative solution
of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
Proof. By Proposition 6.1, u admits a boundary trace kδ0, k ≥ 0.
For 0 < ℓ < 1, we set
uℓ(x) = T
1
ℓ [u](x) = T
2
ℓ [u](x) = ℓ
N−1u(ℓx), x ∈ Ωℓ = ℓ−1Ω.
By the comparison principle, uℓ ≤ kP
Ωℓ(., 0) in Ωℓ for every ℓ ∈ (0, 1). Due to
Proposition 4.9, up to a subsequence, {uℓ} converges to a function u˜ which is a
solution of either (4.27) if H satisfies (1.7), or (4.28) if H satisfies (1.8) with p = q
2−q
,
or (4.29) if H satisfies (1.8) with p > q
2−q
, or (4.30) if H satisfies (1.8) with p < q
2−q
.
Moreover, u˜ ≤ kPR
N
+ (., 0) in RN+ .
If H satisfies (1.8) with p 6= q
2−q
then since mp,q = pc, it follows from [17] and [22]
that u˜ = 0.
If H satisfies (1.7) or H satisfies (1.8) with p = q
2−q
then set
V = {v : v is a solution of (1.1) in RN+ , u˜ ≤ v ≤ kP
RN+ (., 0)}
and put v˜ := supV.
Assertion: v˜ is a solution of (4.34) in RN+ .
Indeed, let {Qn} be a sequence of C
2 bounded domains such that Qn ⊂ Qn+1,
∪n∈NQn = R
N
+ and 0 < dist (Qn, ∂R
N
+ ) <
1
n
for each n ∈ N. Consider the problem
(6.5)
{
−∆w +H ◦ w = 0 in Qn
w = kPR
N
+ (., 0) on ∂Qn.
Since u˜ and kPR
N
+ (., 0) are respectively subsolution and supersolution of (6.5), there
exists a solution wn of the problem (6.5) satisfying u˜ ≤ wn ≤ kP
RN+ (., 0) in Qn.
Hence, by the comparison principle u˜ ≤ wn+1 ≤ wn ≤ kP
RN+ (., 0) in Qn for each
n ∈ N. Therefore, w˜ := limn→∞wn ≤ kP
RN+ (., 0) in RN+ . By regularity results
[10], we obtain (4.33) with vℓ replaced by wn and Ω
ℓ replaced by Qn. Thus w˜ is a
solution of (4.34). On the one hand, by the definition of v˜, w˜ ≤ v˜. On the other
hand, v˜ ≤ wn in Qn for every n, and consequently v˜ ≤ w˜ in R
N
+ . Thus v˜ = w˜.
For every ℓ > 0, we set wℓ = T
1
ℓ [v˜] = T
2
ℓ [v˜] = ℓ
N−1v˜(ℓx) with x ∈ RN+ then
wℓ = supV = v˜ in R
N
+ for every ℓ > 0. Hence v˜ is self-similar, namely v˜ can be
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written under the separable form
v˜(r, σ) = rN−1ωi(σ) (r, σ) ∈ (0,∞)× S
N−1
+
where ωi is the nonnegative solution of (4.37). It follows from Theorem 4.10 that
ωi ≡ 0, hence v˜ ≡ 0. Thus u˜ ≡ 0.
Hence
(6.6) lim
n→∞
(sup{|uℓn(x)|+ |∇uℓn(x)| : x ∈ ΓR−1,R ∩ Ω
ℓn}) = 0.
Consequently,
lim
x→0
|x|N−1 u(x) = 0 and lim
x→0
|x|N |∇u(x)| = 0.
Therefore, limx→0(|x|
N ρ(x)−1u(x)) = 0, namely u = o(PΩ(., 0)). By the comparison
principle, u ≡ 0. 
Proof of Theorem F. The proof follows immediately from Corollary 6.2 and The-
orem 6.3. 
We next deal with the case q = 2.
Theorem 6.4. Assume q = 2. If u ∈ C(Ω \ {0})∩C2(Ω) is a nonnegative solution
of (1.1) vanishing on ∂Ω \ {0} then u ≡ 0.
Proof. Put
v =
{
1− e−
1
p+1
up+1 if H satisfies (1.7),
1− e−u if H satisfies (1.8)
then v ∈ C(Ω \ {0}) ∩ C2(Ω), 0 ≤ v ≤ 1 and v satisfies
(6.7) −∆v ≤ 0 in Ω, v = 0 on ∂Ω \ {0}.
Let ηδ be the solution of
(6.8) −∆ηδ = 0 in Dδ, ηδ = v on ∂Dδ
then by the comparison principle v ≤ ηδ ≤ 1 in Dδ. The sequence {ηδ} converges to
an harmonic function η∗ ≥ v as δ → 0. Since 0 ≤ η∗ ≤ 1 and η∗ = 0 on ∂Ω \ {0}, it
follows that η∗ ≡ 0. Hence v ≡ 0, so u ≡ 0. 
Appendix A. Uniqueness result in subcritical case
by Phuoc-Tai Nguyen
In this section, we deal with the question of uniqueness for the problem (1.9). Let
Ω be a C2 bounded domain in RN . We assume that H ∈ C(Ω× R× RN) satisfies
(A.1) |H(x, u, ξ)−H(x, u′, ξ′)| ≤ Aρ(x)α(a(x) + |ξ|q−1 + |ξ′|q−1)|ξ − ξ′|
for a.e. x ∈ Ω, for every u, u′ ∈ R and ξ, ξ′ ∈ RN , where A > 0, α ∈ (−1, 1
N−1
),
q ∈ (1, qα,c) with qα,c :=
N+1+α
N
and a ∈ L
q
q−1
ρ1+α(Ω). As above, we use the notation
H ◦ u to denote H(x, u(x),∇u(x)).
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Solutions of (1.9) are always understood in the sense of Definition 1.1.
The uniqueness result is stated as follows:
Theorem A.1. Assume H satisfies (A.1). For every µ ∈M+(∂Ω), (1.9) admits at
most one solution.
The proof of Theorem A.1 is an adaptation of the method in [23] and based upon
the following lemma
Lemma A.2. Let f ∈ L1ρ(Ω) and z be a positive solution of
(A.2) −∆z ≤ f in Ω, z = 0 on ∂Ω.
Then for any γ ∈ (0, N
N−1
) and 1 < q < N+γ
N
, there exists a constant c19 =
c19(N,Ω, γ) such that
‖∇z‖Lq
ργ
(Ω) ≤ c ‖f‖L1ρ(Ω) .
Proof. Let z˜ is the unique solution to the problem
(A.3) −∆z˜ = f in Ω, z˜ = 0 on ∂Ω.
then there exists a positive constant c20 = c20(N,Ω, γ) such that
(A.4) ‖∇z˜‖Lq
ργ
(Ω) ≤ c20 ‖f‖L1ρ(Ω) .
Denote η = z˜ − z then η satisfies
−∆η ≥ 0 in Ω, η = 0 on ∂Ω.
By the maximum principle, η ≥ 0 in Ω. As η is a superharmonic function, by [21,
Theorem 1.4.1], there exists a positive Radon measure τ ∈M+ρ (Ω) such that
(A.5) −∆η = τ in Ω, η = 0 on ∂Ω.
Therefore, by [4], for every q ∈ (1, N+γ
N
), |∇η| ∈ Lqργ (Ω) and
(A.6) ‖∇η‖Lq
ργ
(Ω) ≤ c21 ‖τ‖Mρ(Ω)
where c21 is another positive constant depending on N , Ω and γ. Moreover, by using
ξ (ξ is the solution of (3.3)) as a test function, we deduce from (A.5) that
‖η‖L1(Ω) =
∫
Ω
ξdτ.
From (A.4) and (A.6), z = z˜ − η ∈ Lqργ (Ω) and
(A.7) ‖∇z‖Lq
ργ
(Ω) ≤ c22(‖f‖L1ρ(Ω) + ‖τ‖Mρ(Ω))
where c22 = c22(N, γ,Ω). Since z ≥ 0, it follows that
(A.8) ‖τ‖
Mρ(Ω)
≤ c3
∫
Ω
ξdτ = c3 ‖η‖L1(Ω) ≤ c ‖z˜‖L1(Ω) ≤ c23 ‖f‖L1ρ(Ω)
where c23 = c23(N, γ,Ω). From (A.7) and (A.8) we get the desired estimate. 
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We turn to the
Proof of Theorem A.1. Let u1 and u2 be two solutions of (1.9). Since q < qα,c,
from Proposition 2.5, we deduce that |∇ui| ∈ L
q
ρ1+α(Ω), i = 1, 2 and
‖∇ui‖Lq
ρ1+α
(Ω) ≤ c1(‖H ◦ ui‖L1ρ(Ω) + ‖µ‖M(∂Ω)).
Let {µn} be a sequence of functions in C
1(∂Ω) converging weakly to µ. For k > 0,
denote by Tk the truncation function, i.e. Tk(s) = max(−k,min(s, k)). For very
n > 0, denote by ui,n, i = 1, 2 the solution of the problem
(A.9) −∆ui,n + Tn(H ◦ ui) = 0 in Ω, ui,n = µn on ∂Ω.
By local regularity theory for elliptic equations (see, e.g., [16]), ui,n → ui in C
1
loc(Ω)
for i = 1, 2. From (A.9) we obtain
(A.10)
{
−∆(u1,n − u2,n) = −Tn(H ◦ u1) + Tn(H ◦ u2) in Ω
u1,n − u2,n = 0 on ∂Ω.
We shall prove that u1 ≤ u2. By contradiction, we assume thatM := supΩ(u1−u2) ∈
(0,∞]. Let 0 < k < M . From (A.10) and Kato’s inequality [21], we get
(A.11) −∆(u1,n − u2,n − k)+ ≤ (Tn(H ◦ u2)− Tn(H ◦ u1))χEn,k
where En,k = {x ∈ Ω : u1,n − u2,n > k}. Applying Lemma A.2 with γ = 1 + α and
Holder’s inequality, thanks to (A.1), we get
(A.12)∫
Ω
|∇(u1,n − u2,n − k)+|
qρ1+αdx
≤ c24
(∫
Ω
|(Tn(H ◦ u2)− Tn(H ◦ u1)|χEn,kρdx
)q
≤ c24A
q
(∫
Fn,k
(a(x) + |∇u1|
q−1 + |∇u2|
q−1)|∇(u1 − u2)|ρ
1+αdx
)q
≤ c25
(∫
Fn,k
(a(x)
q
q−1 + |∇u1|
q + |∇u2|
q)ρ1+αdx
)q−1 ∫
Fn,k
|∇(u1 − u2)|
qρ1+αdx
where Fn,k = {x ∈ Ω : u1,n − u2,n > k,∇u1 6= ∇u2}. Since u1,n − u2,n → u1 − u2
a.e. in Ω, χ
Fn,k
→ χ
Fk
a.e. where Fk = {x ∈ Ω : u1 − u2 > k,∇u1 6= ∇u2}. Hence,
letting n→∞ in (A.12) implies
(A.13)
∫
Ω
|∇(u1 − u2 − k)+|
qρ1+αdx ≤ c25Rk
∫
Fk
|∇(u1 − u2 − k)+|
qρ1+αdx
where
Rk :=
(∫
Fk
(a(x)
q
q−1 + |∇u1|
q + |∇u2|
q)ρ1+αdx
)q−1
.
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Case 1: M = ∞. Then limk→∞ |Fk| = 0. Since a ∈ L
q
q−1
ρ1+α(Ω) and |∇u1|, |∇u2| ∈
Lqρ1+α(Ω), there exists k0 large enough so that Rk0 < (2c25)
−1. Hence, (A.13) implies
(A.14)
∫
Ω
|∇(u1 − u2 − k0)+|
qρ1+αdx = 0.
It follows that ∇(u1 − u2 − k0)+ = 0 in Ω and hence (u1 − u2 − k0)+ = c0 ≥ 0.
Therefore, u1 − u2 ≤ k0 + c0 a.e. in Ω, which contradicts supΩ(u1 − u2) =∞.
Case 2: M <∞. Since |∇(u1−u2)| = 0 a.e. on the set {x ∈ Ω : (u1−u2)(x) = M},
it follows that limk→M |Fk| = 0. By proceeding as in Step 1, we deduce that there
exists k0 ∈ (0,M) and c0 ≥ 0 such that (u1 − u2 − k0)+ = c0 a.e. in Ω. If c0 = 0
then u1 − u2 ≤ k0, which contradicts supΩ(u1 − u2) = M > k0. If c0 > 0 then
u1 − u2 = k0 + c0. Then u1 − u2 = M a.e. in Ω, which contradicts the fact that u
and u2 have the same boundary trace µ.
Thus u1 ≤ u2 and the uniqueness follows by permuting the roles of u1 and u2. 
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