Abstract-Most electricity spot price series exhibit price spikes. These extreme observations may significantly impact the obtained model estimates and hence reduce efficiency of the employed predictive algorithms. For markets with only positive prices, the logarithmic transform is the single most commonly used technique to reduce spike severity and consequently stabilize the variance. However, for datasets with very close to zero (like the Spanish) or negative (like the German) prices the log-transform is not feasible. What reasonable choices do we have then? To address this issue, we evaluate 16 variance stabilizing transformations within a comprehensive forecasting study involving two model classes (regression models, neural networks) and 12 datasets from diverse power markets. We show that the probability integral transform combined with the standard Gaussian distribution yields the best approach, significantly better than many of the considered alternatives.
O VER the last two decades short-term (also called spot or day-ahead; for a discussion see [1] ) electricity price forecasting (EPF) has joined short-term load forecasting as one of the core processes of an energy company's operational activities. The reason is quite simple. Optimal asset scheduling and trading decisions are made through revenue contribution models, and market risk is managed via spot (day-ahead) transactions [2] . The gain from more accurate predictions can be quantified. For instance, a 1% improvement in the mean absolute percentage error (MAPE) in forecasting accuracy would result in about 0.1%-0.35% cost reductions from short-term EPF [3] . In dollar terms, this would translate into savings of ca. 1.5 million USD per year for a typical medium-size utility with a 5-GW peak load [4] .
A critical issue in the calibration of electricity price forecasting (EPF) models is their sensitivity to price spikes [5] . The latter are one of the most pronounced features of deregulated power markets and nearly all spot price time series exhibit them. Spikes come in all sorts and sizes, mostly positive but in some markets also negative [6] [7] [8] . A statistically appropriate modeling framework would require a dedicated treatment of these 'outliers', either via robust estimation algorithms [9] or models with explicit spike components [10] [11] [12] [13] [14] [15] . However, robust techniques are not popular in the EPF literature, while the latter generally do not outperform linear models in short-term EPF [1] , [16] .
As a working remedy some authors suggest filtering electricity prices with a 'reasonable' procedure for outlier detection, then calibrating the model to spike-filtered data, with the spikes replaced by more 'normal' values [17] [18] [19] [20] . Others advocate transforming the original data, running a model on transformed prices, then applying the inverse transformation to obtain forecasts [21] , [22] . For markets with only positive prices, the logarithm is the single most commonly used transform to reduce spike severity and consequently stabilize the variance [1] . However, with the increased market penetration of renewable energy, the price series recorded nowadays quite often include very close to zero or negative values. Obviously, the log-transform is not a feasible option then. Somewhat surprisingly, not too many viable alternatives have been considered in the EPF literature so far.
With this study we want to fill the gap and evaluate 16 variance stabilizing transformations (VSTs), ranging from simple threshold-type cutoffs, via generalized Box-Cox type transforms to the probability integral transform (PIT) based approaches, within a comprehensive forecasting study involving two model classes (regression models, neural networks) and datasets from 12 diverse power markets.
The paper is structured as follows. In Section II we briefly describe the datasets, then in Section III define the notation, the basic forecasting model and discuss the 16 VSTs considered in this study. In Section IV-A we evaluate their performance across the 12 datasets. Next, in Section IV-B we test for statistically significant differences in their forecasting performance using two variants of the Diebold-Mariano [23] test, thus provide robust guidelines to preprocessing electricity spot prices prior to fitting time series or computational intelligence models. In Section IV-C we discuss the economic benefits from using VSTs and a simple day-ahead vs. futures trading strategy. Finally, in Section V we wrap up the results and conclude.
II. DATASETS
We consider a total of twelve electricity spot price datasets, see Table I . Eleven originate from six major European power markets, including the European Power Exchange (EPEX SPOT) for power trading in Germany, France, Austria, Switzerland and Luxembourg, the Nordic power exchange Nord Pool and the Iberian OMIE (Spain and Portugal). All eleven include day-ahead prices (quoted in EUR/MWh) at hourly resolution and cover a six year period from 30 Jul 2010 to 28 Jul 2016. The 12th dataset comes from the price track of the Global Energy Forecasting Competition 2014 (GEFCom2014) and includes locational marginal prices (LMPs, i.e., zonal prices; quoted in USD/MWh) at an hourly resolution from 1 Jan 2011 to 17 Dec 2013 [16] . The exact origin of the data has never been revealed by the organizers but -given its features -it quite likely comes from one of the U.S. markets. Note, that like Uniejewski et al. [24] , we use the terms spot and day-ahead interchangeably, which is line with the majority of literature on European electricity markets. However, in the U.S., the 'spot' is rather used to refer to the real-time market, while the day-ahead market is usually called the forward market [1] , [25] .
Furthermore, because of the clock changes to and from the daylight saving time, we have to do minor adjustments to the data to obtain well defined price processes. For the European data we interpolate the missing hour in March and average the doubled hour in October. The GEFCom2014 data was released clock-change adjusted [16] .
III. THE MODELING SETUP
First, let us fix the notation. We denote by P d,h the electricity price in the day-ahead market for day d and hour h and by
), where f (·) is a given variance stabilizing transformation (VST). After computing the forecasts, we apply the inverse transformation to obtain the electricity spot price forecasts, i.e.,P d,h = f −1 (Ŷ d,h ). Note, that within this setup f −1 must exist and, hence, we restrict ourselves to monotonically increasing VSTs. Naturally, we evaluate the accuracy of the considered methods usingP d,h , not the forecasts of the transformed series.
The general idea behind a VST is to reduce the variation of price data, so that the variation of Y d,h is smaller than that of P d,h . Lower variation and/or less spiky behavior of the input data usually allows the forecasting model to yield more accurate predictions [20] . The latter behavior is closely related to the concept of moment existence and the tail index. Formally, tail index α Z of random variable Z is defined via lim t→0
where F Z is the cumulative distribution function (cdf) of Z. For us it is important to know that all moments of order a < α Z exist. In general, the larger the tail index the better for many estimation, training or forecasting algorithms. For instance, the OLS works properly only if the tail index is larger than 2, i.e., when the input data has a finite variance [26] . 
A. Two Normalization Schemes
Moreover, most transformations we consider work on 'normalized' prices: 
B. The Benchmark Models
Our choice of the benchmark models used in this study is guided by three factors. Firstly, the existing literature on short-term EPF which has generally favored the multivariate framework, with prices for each hour of the day modeled independently by 24 parsimonious models rather than jointly by one large model [1] , [27] . Secondly, the desire to perform a comprehensive study of the influence of VSTs on the forecasting performance using a state-of-the-art structure, that builds on the results of the most recent EPF studies on variable selection [22] , [24] , not of the optimal model structure itself. Thirdly, computational efficiency required to produce forecasts for many VSTs and many datasets within a rolling calibration window scheme, without sacrificing generality. Taking all three factors into account, we have decided to consider two parsimonious structures from two most commonly utilized model classes in EPF -regression (OLS) and artificial neural networks (ANN).
The first benchmark is the expert DoW,nl model of Ziel and Weron [22] , which is an autoregressive structure estimated using OLS with input features selected using the least absolute shrinkage and selection operator (i.e., lasso or LASSO; which shrinks to zero the coefficients of redundant explanatory variables), that outperformed not only 15 other expert 1 models, but also much larger multi-and univariate autoregressive specifications. In this model, the VST-transformed (or original if no transformation is used) day-ahead electricity price for day d and hour h is given by:
end-of-day effect
where ) and ε d,h is the noise term (uncorrelated and with finite variance). Note, that we have also considered several other expert models from [22] , [24] , but they all yielded qualitatively the same results while being outperformed by the expert DoW,nl model.
The second benchmark is a neural net with the same inputs as the expert DoW,nl model and a hidden layer of five neurons with logistic activation functions, see Fig. 1 . We linearly map the input and output layers to the interval [0, 1] and train five neural nets using the BFGS optimization algorithm with random initial weights in the interval [−0.01, 0.01]; we use the nnet package in R [29] . Then we average the corresponding forecasts to receive robust and more accurate forecasting results (i.e., we consider a committee machine of five neural nets [5] ). In the very rare cases where the neural net provides an unreliable forecast (i.e., a predicted price that exceeds the ±10σ range, where σ is the standard deviation of the price series in the calibration window) we restart the neural net. Finally note, that the expert DoW,nl model is a special case of the considered neural net, i.e., a net with no hidden layer.
C. Variance Stabilizing Transformations (VSTs)
The logarithmic transform is by far the most popular approach to reducing spike severity and stabilizing the variance [26] . However, for datasets with very close to zero (like OMIE.ES and OMIE.PT) or negative electricity prices (like EPEX.DE+AT) the standard log-transform is not feasible. In this Section we discuss eight types of transformations that can be used in such a context. Some have been already utilized in EPF, others are new. The first seven are illustrated in Fig. 2 and come in two variants denoted by a subscript, with 1 standing for set 1 and 2 for set 2 normalization (see Section III-A). The last class builds on the probability integral transform (PIT) and does not require normalization. Of course, this selection of VSTs does not exploit all possibilities, in particular time series filters (like exponential smoothing, wavelets, the Hodrick-Prescott filter [1] , [20] ) can be also used to stabilize the variance. However, in this paper we are after 'simple' data transformations that work with one observation at a time.
3σ and 3σlog transformations: Some of the earliest suggested solutions to reducing the 'outlier effect' of electricity price spikes include limiting their severity by setting an upper limit on prices (known as clipping in signal processing [30] and winsorizing in statistics [26] ) or damping all observations above a certain threshold using the logarithmic function [10] , [17] . In this study we consider both variants with the threshold set to the commonly used level of k = 3 standard deviations of the (transformed) price series in the calibration window [20] ; we have also tested variants with k = 2 and 4, but they performed worse. The 'clipping' variant is denoted by 3σ and given by:
, where sgn(x) is the sign of x. The 'log-damping' variant is denoted by 3σlog and given by:
with inverse:
In Fig. 2 we can clearly see that 3σ is not differentiable and bounded at x = ±3, whereas 3σlog is a smooth function with 3σlog(x) → ±∞ as x → ±∞ and a log-damping effect.
Logistic transformation: The next transformation class we consider is given by the logistic function that is a sigmoid curve and has many applications in data analytics. For instance, it is used as a link function in generalized linear models (GLM) and is a very popular choice for the activation function in neural nets [31] . However, to our best knowledge, it has never been applied as a VST in electricity price forecasting. We denote this transformation by logistic and define as:
Its inverse is the so-called logit function:
As visualized in Fig. 2 Asinh transformation: The third class of transformations is built around the area hyperbolic sine, i.e., the inverse of the hyperbolic sine. Interestingly, this transformation has been already used in the context of electricity prices by Schneider [21] , but the article went unnoticed. Recently, Ziel and Weron [22] utilized it in an extensive empirical study on multi-and univariate EPF models, motivated by the transformation's ability to preserve unimodality of the sample density. In this paper we denote it by asinh and define as:
with inverse
). In Fig. 2 we can clearly see the damping behavior of the logarithm in (7), while in Fig. 3 the transformation's performance for a sample dataset. Boxcox transformation: Recall, that the log-transform is a special case of the so-called Box-Cox transform, a very popular VST in time series analysis [32] . Like the logarithm, the standard Box-Cox transform is not defined for non-positive values. However, in this study we consider a robust (to zeros and negative values) variant [33] , denoted by boxcox(λ) and defined as:
Obviously, the robust (to zeros and negative values) variant of the log-transform is obtained for λ = 0. However, here we use λ = 0.5, which was selected based on a limited optimization study. With this choice of λ, the boxcox(λ) transformation exhibits a polynomial damping effect, see Fig. 2 .
Poly and mlog transformations:
Motivated by the robust BoxCox transform, we introduce two new transforms -the polynomial and the mirror-log. We denote the former by poly(λ, c) and define as:
The poly(λ, c) transform is a two parameter family. Here we use λ = 0.125 and c = 0.05, which was selected based on a limited optimization study.
The mirror-log is a straightforward generalization of the logtransform with a mirror image of the logarithm for negative values. More precisely, with the logarithm flipped with respect to the origin from the first to the third quadrant, see Fig. 2 . We denote it by mlog(c) and define as:
c . The mlog(c) transform is a one parameter family. We use c = 1 3 , which again was selected based on a limited optimization study. Similarly as the standard log-transform and asinh, the mirror-log exhibits a log-damping effect, see Fig. 2 . Both the mlog and poly are constructed so that they have a slope of c at the origin. Hence, mlog(1) is the same as boxcox(0).
N-PIT and t-PIT transformations:
The last class we consider here is based on the so-called probability integral transform: PIT(Z) = F Z (Z), where F Z is the cdf of Z. The origin of the PIT is not known, but as Gneiting et al. [34] argue, it can be traced back at least to the works of Karl Pearson in the 1930s. In the empirical context we usually do not know the true distribution of Z, hence the PIT is rather defined as: PIT(Z) =F Z (Z), whereF Z is an estimate (e.g., empirical cdf) or a distributional forecast of F Z . If the latter is perfect, i.e.,F Z = F Z , then PIT(Z) is an independent and uniformly distributed variable. This property can be used to evaluate distributional forecasts [34] , [35] .
In our context, however, the following transformation will be more useful than the PIT itself:
where G −1 is the inverse of some continuous distribution. Note, that we apply the PIT to original prices, P d,h , as this transformation does not require normalization of the inputs. We consider two variants: (i) normal or N-PIT, with G −1 being the inverse of the standard normal cdf, and (ii) Student-t or t-PIT, with G −1 being the inverse of the standard Student-t distribution with ν = 8 degrees of freedom (we have also tried other ν's, but lower values yielded too heavy tails, while larger a behavior too similar to that of N-PIT). The inverse of (13) is given by:
with G being either the standard normal or Student-t cdf. The N-PIT transformation, misleadingly called the Nataf transformation 2 , has been used in [37] to normalize Spanish electricity prices. The t-PIT transformation, on the other hand, has not been used in EPF before.
Diaz and Planas [37] argued that a price cluster of zeros was the reason why N-PIT(P d,h ) was not normally distributed. As a remedy they introduced a 'modified' N-PIT transformation that corrected for the observed zero prices and allowed them to obtain a normal cdf of the transformed prices. However, they have not tested whether the modified transformation led to more accurate forecasts. To address this issue, we have conducted a limited empirical study in which we applied their approach. First, we identified all price value clusters of size exceeding a given threshold -0.5% or 1% of all observations in the calibration sample; if present, the largest identified cluster was typically at P d,h = 0 EUR/MWh. Then applied the 'modified' N-PIT transformation and compared the forecasting results with those obtained from applying (13) . For most datasets the results were identical up to a few decimal places. Only for EXAA.DE+AT, OMIE.ES and OMIE.PT there were some visible differences. For the Spanish market the gain in MAE from using the much more complex to implement 'modified' transformation was ca. 0.1% across the whole test period (and averaged for three different expert models). But to our surprise, for the other two markets the 'modified' transformation performed either the same (for the 1% threshold) or worse by ca. 0.05-0.1% (for the 0.5% threshold).
Since the normal distribution has exponential tails and the Student-t has polynomial, the N-PIT has an exponential spike damping behavior and t-PIT a polynomial one. Hence, extreme price spikes remain larger for t-PIT-transformed data than for N-PIT-transformed. In Fig. 3 we visualize the effect of applying the N-PIT compared to that of original (i.e., untransformed) and asinh 2 -transformed data. We clearly see, that the N-PITtransformed data histogram looks pretty much like a standard normal density. In contrast, asinh 2 preserves the original shape of the histogram of the untransformed data, but damps the price spikes towards the center.
IV. EMPIRICAL STUDY
Like Ziel and Weron [22] , we use a 730-day (ca. two-year) rolling calibration window testing scheme. First, all considered models are estimated using data from the initial calibration period (i.e., from 31 
A. MAE, RMSE and m.p.d.f.b Error Measures
As the main evaluation criterion we consider the Mean Absolute Error (MAE) for the full out-of-sample test period of D = 1459 days (for GEFCom2014 only 352 days). It is computed for each VST and dataset as:
where ε d,h denotes the estimated forecasting error for day d and hour h. The MAE errors are reported for the 16 considered VSTs and all 12 datasets in Table II for the regression (OLS) model and in Table III for the neural net (ANN). We have also analyzed Root Mean Square Errors (RMSE):
but the results were similar and hence are not reported nor analyzed here due to space limitations (but are available from the authors upon request). Only in Tables II and III we (17) below. Although there are some changes in the ranking, the overall picture is very similar.
Given the large number of results it is hard to rank the VSTs. To tackle this issue, following [22] , we introduce the mean percentage deviation from the best (m.p.d.f.b.) VST, which is inspired by the m.d.f.b. measure used in [10] , [38] for comparing models. The m.p.d.f.b. measure for VST i indicates how similar is this VST's performance to the 'optimal VST' composed of the best performing VST for each of the 12 datasets:
where ERR best VST,j = min 1≤i≤17 ERR i,j and ERR can be the MAE, the RMSE or any other error measure for point forecasts. The m.p.d.f.b. measure is reported for the original data and 16 considered VSTs in the last two columns of Tables II and III.  From Table II we can see the dominance of the N-PIT over the competitors in terms of MAE. It has the lowest m.p.d.f.b., nearly twice smaller than the next best transform, i.e., the mlog 1 . Also for four datasets (EPEX.DE + AT, EXAA.DE + AT, NP.DK2 and OTE.CZ) it is the best performer and second best for another two (BELPEX.BE and NP.DK1). However, for some markets (NP.SYS, OMIE.ES and GEFCom2014) it does not excel. The t-PIT transformation is the best for three markets (OMIE.ES, (17), for the MAE and the RMSE. The subscripts in the VST names refer to the two normalization schemes: set 1 : (median, MAD) and set 2 : (mean, std), see Section III-A. Continued in Table III .
TABLE III MEAN ABSOLUTE ERRORS (MAE) AND M.P.D.F.B. ERROR MEASURES FOR THE NEURAL NETS (ANN)
Continued from Table II. OMIE.PT and GEFCom2014), but the overall performance does not seem to be robust and the t-PIT forecasting accuracy is poor for some markets (especially EPEX.CH and NP.SYS). The 3σ, 3σlog and asinh transformations show moderate MAE forecasting performance. Still, their m.p.d.f.b. is better than that of the original (i.e, untransformed) data and sometimes even that of the best transformation for a given market (3σ 1 for EPEX.CH, 3σ 2 for EPEX.FR and asinh 1 for NP.DK1).
In terms of RMSE, both N-PIT and t-PIT are on average outperformed by the generalizations of the Box-Cox transform, i.e., poly and mlog, which show in general a very similar behavior across all 12 datasets. The boxcox and PIT transformations follow closely, while the remaining ones lag behind. Interestingly, the t-PIT has a better RMSE forecasting accuracy than the N-PIT. Furthermore, we see that the logistic transformations are the only ones which are worse in terms of m.p.d.f.b.
(both MAE and RMSE-based) than the original (i.e., untransformed) data. Still, somewhat surprisingly logistic 2 is the best choice in terms of MAE for the Belgian market, which nicely illustrates that the overall behavior can depend on the considered The subscripts in the VST names refer to the two normalization schemes: set 1 : (median, MAD) and set 2 : (mean, std), see Section III-A. A heat map is used to indicate better (→ green) and worse (→ red) performing VSTs.
market and data structure. Finally, we want to remark that there is no clear tendency if a scaling by set 1 (median, MAD) or set 2 (mean, std) is preferable, although for the Box-Cox type transformations (boxcox, poly and mlog) set 1 leads to marginally better predictions in terms of m.p.d.f.b., see Table II . Although there are some small differences, the results for the neural net (ANN; Table III) only strengthen the conclusions for the regression (OLS ; Table II) model. This time the N-PIT is the best both in terms of MAE and RMSE. Another noticeable difference is a better performance of the asinh transformation, which in terms of m.p.d.f.b. is now second best after the N-PIT. For the better performing transformations set 1 again leads to marginally better predictions than set 2 .
To better understand the forecasting performance of the VSTs we consider an evaluation conducted separately for each of three price regimes defined using the 3σ-rule:
where μ is the sample mean and σ is the sample standard deviation of P d,h in the whole considered period, see the 4th and 5th columns in Table I . Note, that across all 12 datasets only 0.08% of prices fall into the negative spike regime, 99.63% into the normal range and 0.29% into the positive spike regime. Table IV contains the aggregate m.p.d.f.b. error measures, see (17) , for the MAE and the RMSE for the three price regimes. Due to space limitations only results for the regression (OLS) model are presented; results for the neural net (ANN) are available from the authors upon request. We can observe that the forecasting performance varies between the three price regimes, but the results based on the MAE and the RMSE are qualitatively similar. The m.p.d.f.b. error measures for the N-PIT are particularly interesting -the MAE-based is only 0.24% for the normal price range, clearly lower than the overall value of 0.45% reported in Table II . The performance in the negative and positive spike regimes is quite poor, e.g., for the MAE respectively 42.35% and 14.28%. Thus, all the improvement from using the N-PIT comes from the excellent forecasting accuracy in the normal price range. In contrast, the untransformed (or original) prices lead to a very a low accuracy in the normal price range, but the best forecasting performance in the positive spike regime -a m.p.d.f.b. of less than 1%, both for the MAE and the RMSE. This shows that the variance stabilization of the VSTs helps mainly in the most important (common) normal price range, but may decrease the performance for the extreme prices. Still, a VST can help to improve the forecasting accuracy in a spike regime as well, e.g., logistic 1 has clearly the best performance of all considered VSTs in the negative spike regime. Finally, note that the two introduced here transformations -mlog and polyyield quite robust results across all three regimes. This, together with their good performance overall (especially of mlog 1 and poly 1 ; as reported in Table II) , allows as to suggest them as universal VSTs, slightly worse than N-PIT in the normal price range, but more robust to outliers.
B. Diebold-Mariano Tests
The MAE values analyzed in Section IV-A can be used to provide a ranking of transformations, but not statistically significant conclusions on the outperformance of the forecasts of one transformation by those of another. Therefore, we also computed the Diebold-Mariano (DM) test [23] , which takes the correlation structure into account. It tests forecasts of each pair of transformations against each other.
In the EPF literature, the DM test is usually performed separately for each of the 24 hours of the day [1] . However, Ziel and Weron [22] recently introduced a different approach, where only one statistic for each pair of models (here: VSTs) is computed based on the 24-dimensional vector of errors for each day, and called it the multivariate or vectorized DM test. Following [22] , denote by ε X ,d = ( ε X ,d,1 , . . . , ε X ,d,24 ) and 24 ) the vectors of out-of-sample errors for day d of VSTs X and Y , respectively. Then the multivariate loss differential series:
defines the differences of errors in the · p -norm, i.e., To jointly evaluate the performance of the VSTs across all 11 European markets we introduce yet another variant of the DM test, in which the norm is computed not only for all hours but all datasets as well. Note, that we exclude GEFCom2014 from this analysis due to a much shorter test period. The computations are analogous, only this time the multivariate loss differential series across all 11 European markets, i.e., M 1 = BELPEX.BE, ..., M 11 = OTE.CZ, is given by:
where now ε X ,d p = (
is the vector of out-ofsample errors all hours and all markets on day d.
In Fig. 4 we plot the results for the multivariate DM-test for each market using the · 1 -norm, i.e., for p = 1 in (18), while in Fig. 5 the aggregated DM-test for both norms, i.e., for p = 1 and 2 in (19) . In both figures we see the corresponding p-values of the conducted pairwise comparisons. Green and yellow squares indicate statistical significance at the 5% level, with the darkest green corresponding to close to zero p-values. Red squares indicate weak significance with a p-value between 5% and 10%, while black denoting no significance, i.e., a p-value of 10% or more. For instance, we see in Fig. 4 for BELPEX.BE that the first row is dark green, so that every transformation Fig. 5 . Results of the 'multivariate' DM test defined by the loss differential series in (19) for the regression (OLS; top) and neural net (ANN; bottom) models with p = 1 (left) and 2 (right) and across all 11 European datasets. We use a heat map to indicate the range of the p-values -the closer they are to zero (→ dark green) the more significant is the difference between the forecasts of a model on the X-axis (better) and the forecasts of a model on the Y-axis (worse).
significantly improved the forecasting accuracy compared to the original untransformed prices. Similarly for EXAA.DE + AT, the column which corresponds to the N-PIT is dark green, meaning that N-PIT leads to significantly better forecasts than all other transformations under consideration.
Regarding the aggregated DM-tests in Fig. 5 , we see that all transformations lead to significantly better predictions than the original data, except for logistic. This result holds for the · 1 -and the · 2 -norm, even though the latter tends to return higher p-values. For the · 1 -norm the N-PIT transformation leads to significantly better forecasts than all other options, both for the regression (OLS) and neural net (ANN) models, which emphasizes the findings from Tables II and III. But for the · 2 -norm the results are not that clear-cut, particularly for the regression (OLS) model. Still poly 1 and mlog 1 lead to forecasts that outperform most of the competitors, except each other, 3σ 2 and N-PIT. Having this in mind, the N-PIT seems to be the overall best performer. It leads to significantly better predictions than all other transformations within the robust evaluation framework with respect to the · 1 -norm and not significantly worse than the best transformations in the · 2 -norm framework. However, if the evaluation focus is on spike detection then we suggest to use the mlog 1 as it has a very similar performance to the poly 1 , but requires only one shape parameter (i.e., c). As the results for the neural net (ANN) model show, the asinh transformation is another reasonable alternative. However, it is less robust -the regression (OLS) results are not that good.
C. Economic Benefits From a Simple Trading Strategy
To put the above numbers into perspective, let us consider a simple spot-futures trading strategy that a wholesale buyer from Germany/Austria can execute. Before noon on day d − 1 the buyer can either bid in the day-ahead market (i.e., EPEX.DE+AT) for electricity to be delivered on day d or enter a long position in a futures contract (i.e., at the EEX power exchange) also for electricity to be delivered on day d; for simplicity we consider here futures closing prices on day d − 2 and assume that the buyer is interested in baseload contracts.
Obviously, with a perfect day-ahead price forecast (i.e., with MAE = 0) the buyer could always choose the lower of the two -the day-ahead price (unknown at the time the bids have to be submitted to EPEX) or the futures price (known at the time the transaction is made at the EEX). In year 2016 the economic benefit from using such a 'crystal-ball strategy' compared to buying only in the day-ahead market would amount to 4.5 million EUR for a 1 GW baseload. Of course, this can never be achieved in reality.
For evaluating the economic benefits of non-perfect forecasts we bias (or perturb) the 'crystal-ball' forecast P * d,h so that it yields a certain MAE or error level E. More precisely, we consider the applied trading strategy for overestimated, i.e., P * d,h + E, and underestimated, i.e., P * d,h − E, forecasts, and average the corresponding results. Using this approach, already a 0.208 EUR/MWh decrease in MAE from using the regression model on N-PIT transformed prices (MAE = 5.162; see Table II ) compared to using it on untransformed prices ('original'; MAE = 5.370) results in profits of ca. 90,000 EUR for a 1 GW baseload in 2016. Although overly simplistic, this simple example already emphasizes the significance of using VSTs in electricity spot price models.
V. CONCLUSION
We have conducted an extensive EPF study across 12 major markets to evaluate different variance stabilizing transformations. In line with the guidelines set forth in [1] , we have used two variants of the Diebold-Mariano (DM) test to formally assess the statistical significance of the forecasting performance. Using data from the German/Austrian market we have further illustrated the economic benefits from using VSTs.
The obtained results suggest that the choice of the optimal transformation depends on the forecasting framework and the considered dataset. However, while for individual markets specifically tailored transformations can yield better results, due to the increasing demand for joint modeling of multiple markets, robust cross-market transformations may turn out to be very useful. In particular, the probability integral transform-based N-PIT yields very robust results and promising forecasting accuracy. According to the · 1 -norm based DM test it leads to forecasts that significantly outperform all other competitors across all markets, both for the regression (OLS) and neural net models. However, if the forecasting focus is on spike sensitive measures (like the RMSE), then the newly introduced poly and mlog transforms tend to perform better for the regression (OLS) model. Given that the mlog requires only one shape parameter (c), while poly needs two (λ, c), we suggest to use the former in such a context. For the neural net, the asinh transformation is nearly as good as the N-PIT, but the mlog also performs reasonably well.
Our study can be further expanded in several directions. In particular, we report results for only two, relatively parsimonious benchmark forecasting models. Although we have also considered several other expert and autoregressive models from [22] , [24] and the results were qualitatively the same, we can only conjecture that our conclusions will hold for more complex models, like parameter rich structures estimated via the LASSO [22] , [24] , [28] or well performing neural network feature selection algorithms [39] . Furthermore, we have focused on the point forecasting framework and ignored the full predictive distribution of electricity prices (or its transformed version). As it holds in general that the back-transformed mean price f
), some subtle mathematical considerations are required to solve this problem properly, especially when it comes to probabilistic forecasting [34] , [35] . This, however, is left for future research. Finally, in this study we have restricted ourselves to symmetric transformations. Future research could elaborate on asymmetric functions, which may yield an even better forecasting performance.
