Let G be a finite undirected graph. For an integer k ≥ 1, the k-cops and robber game on G is played by two players: the cop player and the robber. The cop player places k cops on (not necessarily distinct) vertices of the graph; then the robber chooses a vertex. Now, starting with the cop player, the two players move alternately. A cop move consists in selecting a possibly empty subset of the cops, and sliding each of the selected cops along an edge. Similarly, in the robber move, the robber may slide along an edge or stay put. The game ends when a cop and the robber are positioned on the same vertex, i.e., the cops catch the robber, in which case the cops win. If the game proceeds forever the robber wins.
All players have complete information. We say that G is k-copwin, if, in the k-cops game, the cops have a winning strategy. The smallest integer k such that a graph is k-copwin is called its cop-number.
In [2] , Andrea suggests to study the function c(n) := max{c(G) | G connected and |V (G)| = n}.
Frankl [4] proves c(n) ∈ o(n) and cites Meyniel for the conjecture that c(n) ∈ O( √ n), which would be best possible. Frankl's proof makes use of only two "elementary strategies": a cop either waits on a fixed vertex for the whole game, or he patrols a shortest path. We describe this accurately in the following lemma.
For a vertex v, we denote byN (v) the closed neighborhood of v, i.e., the set of all vertices which are either equal or adjacent to v.
Lemma 1 (Two basic strategies for cops). Let G be a connected graph. (a) Sentry on a vertex. If a cop is placed on a vertex v for the whole game, then c(G) ≤ 1+max c(G j ), where the maximum is taken over all connected components G j of G\N (v). (b) Patrol on a shortest path. [1] Let P be a shortest path in G between its end vertices. A
single cop can, after a finite number of moves, prevent the robber from entering P , i.e., the robber will be caught if he moves onto P . In particular, c(G) ≤ 1 + max c(G j ), where the maximum is taken over all connected components G j of G \ P .
As a consequence we have c(G) ≤ c(n − ∆ − 1) + 1 if ∆ denotes the maximum degree of G, [4] was able to show that c(n) ≤ n/p + p p for all p ≥ 1 by induction on n. In the induction step, he makes use of the alternative:
which follows immediately from the well-known inequality which bounds the number n of vertices of a connected graph in terms of its maximum degree ∆ and diameter d:
Note that c(n) ≤ n/p + p p for all p ≥ 1 does not imply any upper bound f (n) ∈ o(n) on c(n). We find it useful to communicate, in this short note, how a refinement of Frankl's argument which makes use of a variant of inequality (2) without using (1) can be used to obtain a sub-linear upper bound for the cop number.
Theorem 2. c(n) ∈ O
n ln ln n ln n .
As a corollary we obtain an upper bound on the so-called cop density D c (G) := c(G)/|V (G)| of a connected graph, which has been studied in a recent paper by Bonato et al. [3] . They obtain the following upper bound
δ + 1 where δ ≥ 5 denotes the minimum degree of G. Our bound does not depend on δ, but it does depend on n.
Proof of Theorem 2.
Fix an integer D ≥ 4. Let G be a connected graph on n vertices. After deleting at most n/(D+2) closed vertex neighborhoods from G we obtain a graph whose maximum degree is at most D. Hence, by placing at most n/(D + 2) cops on vertices of G as sentries in the sense of Lemma 1, we are left with a connected graph with maximum degree at most D and at most n vertices. We now assume that G has no vertex of degree D + 1 or higher. To make use of strategy (b), we invoke (2). It is readily verified that, for ∆ ≥ 3, the inequality (2) is equivalent to
Using the inequality ∆ ≤ D and solving for d, we obtain
Sending a cop to patrol on a shortest path of length d thus reduces the number of vertices from n to at most
The second inequality follows because D ≥ 4. We use strategy (b) repeatedly. Let
By commanding q cops to patrol paths in the sense of of Lemma 1b, we can thus reduce the number of vertices in the remainder of the graph to h q (n).
Lemma 4. With q(n)
Proof. If we let g :
The estimate used in this lemma is quite weak. A more careful analysis can reduce q(n) by a constant factor. Now we can complete the proof of Theorem 2. Three groups of cops are used:
• at most n/(D + 2) ≤ n/D sentries on vertices to reduce the maximum degree on the remainder of the graph to D; • at most 2n/ log D−1 n parols on shortest paths according to Lemma 4;
• at most √ n/2 sentries on to dominate the remaining vertices. Optimizing D in the expression n D + 2n log D−1 n + √ n 2
we find that the minimum is attained for D := 1 2 ln n, and this bounds the cop number by 2n ln n + 4n ln ln n ln n + √ n 2 ∈ O n ln ln n ln n
