Consider a planar straight line graph (PSLG), G, with k connected components, k 2. We show that if no component is a singleton, we can always find a vertex in one component that sees an entire edge in another component. This implies that when the vertices of G are colored, so that adjacent vertices have different colors, then (1) we can augment G with k − 1 edges so that we get a color conforming connected PSLG; (2) if each component of G is 2-edge connected, then we can augment G with 2k − 2 edges so that we get a 2-edge connected PSLG. Furthermore, we can determine a set of augmenting edges in O(n log n) time. An important special case of this result is that any red-blue planar matching can be completed into a crossing-free red-blue spanning tree in O(n log n) time.
Introduction
Interconnection graphs among disjoint objects in the plane are fundamental in computational geometry, the geometric traveling salesperson (TSP) being a flagship example. Since a minimum length TSP tour of points in the plane has no self-crossing, interconnection graphs are often thought of as planar straight line graphs (PSLGs). Numerous variants of interconnection graph problems were studied in recent years, including Hamiltonian tours, Hamiltonian paths, and spanning trees satisfying various constraints.
This paper addresses two problems on connecting disjoint components of a PSLG. We assume throughout that the PSLG is in general position, that is, no three vertices are collinear. The first problem involves color conforming augmentation of vertex-colored PSLGs into connected PSLGs. A vertex coloring of a graph assigns a color to each vertex such that adjacent vertices have different colors. The second problem is concerned with the augmentation of 2-edge connected (but monochromatic) PSLGs. A connected graph is 2-edge connected if at least two edges need to be removed to disconnect the graph. We have the following results. Fig. 1.) One can add k − 1 straight line edges to G so that the result is a connected vertex-colored PSLG. The augmented graph can be computed in O(n log n) time where n is the size of G.
Theorem 1.1. Consider a vertex-colored PSLG G and suppose it has k connected components and no component is a single vertex. (See
In particular, if we are given a set of n disjoint line segments, each having a red and a blue endpoint, we can connect the segment endpoints with n − 1 edges so that we are left with a vertex-colored planar straight line spanning tree. Theorem 1.2. Suppose G is a PSLG consisting of k components, each of which is 2-edge connected. One can add 2(k − 1) edges to G so that the result is a 2-edge connected PSLG. The augmented graph can be computed in O(n log n) time.
In particular, we can augment a set of k disjoint triangles with 2(k − 1) line segments leaving a 2-edge connected PSLG such that every bounded face is a triangle. See Fig. 2 .
In Section 3, we show that a simple greedy algorithm constructs the augmented graphs for both Theorems 1.1 and 1.2. In what follows we make the simplifying assumption that no PSLG contains a component consisting of a single vertex. Note that the roles of the two PSLGs, A and B, in Theorem 1.3 are not symmetric: It is possible that A has no vertex that would see an entire edge of B; in this case a vertex of B sees an entire edge of A. In Section 2, we show that if the convex hull of (the drawing of) B does not contain A then a vertex of A sees an entire edge of B. Applying Theorem 1.3 greedily, we can construct a vertex-colored connected PSLG in the first problem and a 2-edge connected PSLG in the second problem. In Section 4, we provide an algorithm that computes all steps of such a greedy scheme in O(n log n) total time.
Related previous results
Colored PSLGs. Planar straight line graphs on red-blue points have received increasing attention recently. For a set R of red and B of blue points in the plane, K(R, B) denotes the complete bipartite straight line graph whose vertex set is R ∪ B and whose edges are the red-blue line segments. It is well known that for n red and n blue points in the plane, there is always a crossing-free perfect red-blue matching (e.g., by repeated application of the ham sandwich theorem [11] ).
A path in K(R, B) is necessarily alternating between red and blue points. For n red and n blue points in the plane, K(R, B) does not always contain a crossing-free Hamiltonian tour [1] . Kaneko, Kano, and Yoshimoto [10] proved that such a Hamiltonian tour may have at least n − 1 self-crossings in the worst case. Kaneko and Kano [9] showed that if |R| = (|B| 2 ) then there is a crossing-free alternating path containing all red points. Kaneko [7] proved that any n red and n blue points in the plane can be connected with a color conforming PSLG of maximal degree three.
These and many other interesting results on red-blue PSLGs can be found in a recent survey paper by Kaneko and Kano [8] .
Encompassing graphs. Given a set of pairwise disjoint line segments in the plane, an encompassing tree is a PSLG whose vertex set is the set of segment endpoints and contains every input segment as an edge.
Notice that every encompassing path consists of input segments and non-input segments alternately. Not every set of segments admits a Hamiltonian encompassing path. Pach and Rivera-Campo [13] showed that every set of n segments has a subset of size (n 1/3 ) for which an encompassing Hamiltonian circuit exists. The longest alternating path not crossing any of the initial n segments has size (log n) in the worst case [5] . Bose, Houle, and Toussaint [3] proved that every set of n disjoint line segments in the plane can be augmented to a connected PSLG of maximal degree three in O(n log n) time. Later, Hoffmann and Tóth [6] proved that if not all line segments are collinear, then there is also a Hamiltonian encompassing graph of maximal degree three.
Proof of Theorem 1.3
In order to prove Theorem 1.3, we make use of the following algorithm.
Input:
Two disjoint PSLGs A and B such that A is connected and the convex hull of B does not contain A, that is, there a point of A incident to the convex hull of A ∪ B. Output: A vertex a in A that sees a segment bc in B. Initialize: It is well known that a PSLG may be augmented with a set of straight line edges to obtain a triangulation of the convex hull of the drawing (cf., [2] ). This implies that there is a vertex in A that sees a vertex in B. From Observation 1, we see that the iteration invariant is maintained, that is, at the start of every iteration, a is a point in A that sees a point b in B, and b is incident to an edge bc of B such that abc is counter-clockwise oriented. Thus if the algorithm terminates, it returns the correct result.
It remains to show that this iterative process terminates. We argue that non-termination contradicts our initial assumptions that A is connected and has a point on the convex hull of A ∪ B.
Consider the possibility that the algorithm does not terminate. That is, we enter a cycle of vertices of A and B that are repeatedly visited. Let us examine a minimal cycle where at some iteration j we have a vertex a j in A that sees b j in B, and at some iteration k we enter a state where a k = a j and b k = b j . Thus the sweep of r makes a full circle. By Observations 1 and 2 above we see that there is an empty triangle T i for i, j i k. Consider the region bounded by the union of these triangles, and call it Q. See Fig 4 . From Observation 1 (that is, the fact that extensions through a i a i+1 intersect b i c i ) we infer that the outer boundary of Q contains the vertices from A that take on a values. From Observation 2 (that is, the fact that the segment b i+1 d i does not cross any segment from A) we infer that the outer boundary separates the a vertices from any vertex of A that is on the convex hull of A ∪ B. This establishes the desired contradiction.
Thus we conclude that the algorithm does indeed terminate and that there is a vertex in A that sees an entire edge of B. This fact is summarized by the following lemma.
Lemma 2.1. Let A be a connected PSLG, and B a PSLG such that A is not completely contained in the convex hull of B, that is, there is a point of A incident to the convex hull of A ∪ B. Then there is a vertex of A that sees an entire edge of B.
We now establish Theorem 1.3.
Proof of Theorem 1.3. Consider two PSLGs A and B whose planar drawings are disjoint. Assume that a vertex of the convex hull of A ∪ B is a vertex of A (in other words, the convex hull of B does not contain that of A). We show that a vertex of A sees an entire edge of B. Lemma 2.1 brings us most of the way to proving the theorem. We only need to consider the cases where A is not connected.
Let A be a connected component of A incident to the convex hull of A ∪ B, and let B = B ∪ A \ A . We proceed by induction on the cardinality |A \ A |. We know that a vertex u of A sees an entire edge vw of B . Our proof is complete if vw is an edge of B. Otherwise uv is an edge between two components of A. By induction, the theorem holds for A ∪ {uv} and B, and so we conclude that a vertex of A sees an edge of B. 2
Applications
For our first application we consider a plane drawing of a graph with k connected components and with vertices colored so that no edge of the graph is monochromatic. We want to add k − 1 edges so that we are left with one single connected component with no monochromatic edges.
We proceed by induction on the number of components. If there is only one component, then the input graph is connected. Otherwise we partition the input in two disjoint subgraphs which we call A and B. It follows from Theorem 1.3 that a vertex u of A or B sees at least one entire edge vw of B or A, respectively. Since no edge is monochromatic, either uv, or uw is a color conforming edge between A and B. Augment the input graph by this edge: the number of connected components drops by one-induction completes the existence part of the proof Theorem 1.1.
For our second result, assume that we have a planar drawing of a graph with k components, each of which is 2-edge connected. One example of such an input is a set of disjoint triangles. Suppose that there are k connected components in the input. We want to augment this drawing with 2(k − 1) edges so that we have a single component that is 2-edge connected. We follow the greedy algorithm designed for the problem above where we augment a vertex-colored PSLG. The only difference is that, in each induction step, we connect the vertex u to both endpoints of the visible line segment vw, thus proving the existence part of Theorem 1.2.
4. An O(n log n) time algorithm Theorem 1.3 tells us that for a disconnected PSLG, there is a vertex-edge pair (u, vw) such that u sees the entire edge vw, and u and vw are in different components. The proof of both Theorems 1.1 and 1.2 are based on the following iterative graph augmentation scheme for a PSLG G with k connected components. Find a sequence of pairs (u i , v i w i ), i = 1, 2, . . . , k − 1 such that u i sees the entire edge v i w i in another component after G has been augmented by some or all of the edges {u j v j , u j w j : j < i}. Unfortunately, iterating an algorithm for finding one pair seems inefficient because each iteration may take up to O(n log n) time. Instead, we find the whole sequence of recursive (u i , v i w i ) pairs in a single O(n log n) algorithm.
We capture the layout of the input graph by a convex partition and add new edges based on an auxiliary structure. We first construct a convex partition of the free space around the input graph, and then we compute vertex-edge visibility pairs in two phases. The first phase finds vertex-edge pairs within convex cells, the second phase finds pairs between the remaining large components. The running time of the algorithm is dominated by O(n log n), the time complexity of computing a convex partition. 
Convex partitioning
We use a standard convex partition of the free space around the input PSLG G with n vertices which can be computed in O(n log n) time by two sweep line algorithms. (See [3, 12, 14] 
Let Q be a bounding box of G. In the first plane sweep, we scan in Q from left to right. We draw every ray r(v) which points to the right until it hits an edge of the graph, the boundary of Q, or the drawing of another ray. If the drawings of several rays meet, then only one of the rays is extended further.
In the second sweep, we scan in Q from right to left. We draw every ray r(v) which points to the left until it hits an edge of the graph, the boundary of Q, a previously drawn ray, or the drawing of another ray. If the drawings of several rays meet, then only one of the rays is extended further. (See Fig. 5 for an example.)
By construction, the graph G and the drawn rays partition the bounding box Q into convex cells. The cells form a cell complex C(G, Q) of the bounding box Q. The vertices of the complex are the vertices of G and points lying on the common boundary of three cells. An edge of the complex is a portion of an edge of G or the drawing of a ray between two consecutive vertices of the complex. We say that a simply connected portion of the boundary of a cell is an arc.
We partially direct the edges of the cell complex as follows. An edge of the complex along an edge of G has no orientation; an edge drawn in the left-to-right (resp., right-to left) plane sweep is directed left-to-right (resp., right-toleft). Notice that the number of outgoing edges is at most one at every vertex of the complex. We use the following simple but crucial observation in our argument.
Lemma 4.1. If the boundary of a cell C ∈ C(G, Q) contains edges of both clockwise and counter-clockwise directions, then the boundary of C must contain an entire edge of G.

Proof. Consider a cell C ∈ C(G, Q).
For every pair of a clockwise edge e 1 and a counter-clockwise edge e 2 along the boundary of C, we define the distance dist C (e 1 , e 2 ) as the number of edges of the cell complex along the arc stretching from the tail of e 1 to the tail of e 2 in counter-clockwise direction. Consider a pair e 1 and e 2 of edges with minimal distance dist C (e 1 , e 2 ). Let q 1 and q 2 denote the tail vertices of e 1 and e 2 , respectively, and let γ be the arc stretching counter-clockwise from q 1 to q 2 . Note that q 1 = q 2 because every vertex is incident to at most one outgoing edge. The edges along γ have no orientation, since if an edge f ⊂ γ were clockwise (counter-clockwise), then dist C (f, e 2 ) < dist C (e 1 , e 2 ) (resp. dist C (e 1 , f ) < dist C (e 1 , e 2 )). So all edges of γ lie along edges of G. The outdegree of both q 1 and q 2 is one and they are both incident to some edges of G, therefore they are (reflex) vertices of G. Hence, the edges of the cell complex along γ are edges of G, all of which lie entirely on the boundary of C. 2 A maximal connected component of directed edges in the cell complex is an extension tree (following the terminology introduced by Bose et al. [3] ). Since every vertex is incident to at most one outgoing edge, every extension tree is directed towards a unique root. The root lies in the relative interior of an edge of G, or on the boundary of the bounding box Q. An extension forest is the collection of extension trees whose roots lie on the same edge e of G and whose edges incident to their roots lie on the same side of e. The extension trees whose roots lie on the boundary of Q also form an extension forest. We cite an observation by Bose et al. [3] , which was originally made for the special case that G is a matching, but carries over to every PSLG G. F in the convex partition of a PSLG G. If the vertices p and q in G  are incident to F , then there is a sequence (p = p 1 , p 2 , . . . , p k = q) of vertices of G that are all incident to F such that We recursively determine vertex-edge pairs to augment the input graph G in two phases. In the first phase, every vertex-edge pair lies within a cell of the cell complex C(G, Q), in the second phase the pairs connect the remaining components.
Observation 4.2. Consider an extension forest
(i) for every i = 1, 2, . . . , k − 1, there is a cell C i ∈ C(G, Q) incident
First phase
Consider the input PSLG G and the convex partition of the bounding box Q obtained by the above algorithm. We construct an auxiliary augmented graph X as follows. In every cell C ∈ C(G, Q) whose boundary contains an entire edge of G, select one such edge p C q C (say, choose a segment pq whose left endpoint p has minimal x-coordinate). Connect all the other vertices of G lying along the boundary of C to vertex p C . Note that X is not necessarily color conforming, nor connected. It is an auxiliary graph only.
Lemma 4.3. Every vertex of G that is incident to the same extension forest of the cell complex C(G, Q) belongs to the same connected component in X.
Proof. Let p and q be two vertices of G incident to the same extension forest F . Consider the sequence (p = p 1 , p 2 , . . . , p k = q) of vertices of F described in Observation 4.2. For every i = 1, 2, . . . , k − 1, the vertices p i and p i+1 are incident to some cell C i ∈ C(G, Q). Some (initial) portions of the outgoing edges of the extension tree that are incident to p i and p i+1 must also lie on the boundary of C i . Observation 4.2(ii) implies that these directed edges have opposite orientations with respect to cell C i . By Lemma 4.1, the boundary of C i contains an entire edge of G. The construction of X guarantees that all vertices of G along the boundary of C i are connected by edges lying in the closure of C i . Hence there is a path between p i and p i+1 in the graph X. We conclude that X contains a path between p and q. 2
. . , K h denote the connected components of X. In the first phase, we find a sequence of vertexedge visibility pairs in each component of
connected then the first phase for K i is complete. Otherwise, let us denote by i > 1 the number of components of K i ∩ G. We recursively find i − 1 pairs (u j , v j w j ), j = 1, 2, . . . , i − 1, such that u j sees the entire edge v j w j , which lies in a different component of K i ∩ G after adding some or all the edges {u k v k , u k w k : k < j}.
Each edge of K i \ G connects two distinct components of K i ∩ G. By construction of X, every edge e ∈ K i \ G lies in some cell C ∈ C(G, Q), which contains an entire segment p C q C on its boundary, and it connects p C to some point u j along the boundary of C. Assume that the edges e 1 , e 2 , . . . , e t of K i \ G lie in a common cell C ∈ C(G, Q). Every vertex u j , j = 1, 2, . . . , t, sees the entire edge p C q C . If we augment G by some of the diagonals of cell C that are incident to p C or q C , then every vertex u j , j = 1, 2, . . . , t, sees either the entire edge p C q C or one of the newly added diagonals.
We are now ready to describe how to find vertex-edge pairs (u j , v j w j ), j = 1, 2, . . a list (e 1 , e 2 , . . . , e i −1 ) such that edges lying in a common cell of C(G, Q) are consecutive. We process the edges e j successively for j = 1, 2, . . . , i − 1. For every j , we design a pair (u j , v j w j ) such that u j sees the entire edge v j w j of the current graph and then we augment the graph with a set E j of edges, where E j contains u j v j , u j w j , or both. If u j sees the entire edge p C(j ) q C(j ) then we put v j w j = p C(j ) q C(j ) , otherwise let v j w j be the diagonal of C (inserted previously by our algorithm) that u j can see. For every i = 1, 2, . . . , h, and for every j = 0, 1, 2 
Proposition 4.4.
Proof. For each i = 1, 2, . . . , h, independently, we proceed by induction on j . The base case j = 0 is obvious. Assume that j 1 and our statement holds for j = j − 1. Consider cell C(j ) ∈ C(G, Q) containing edge e j ∈ H i . Since all diagonals of C(j ) inserted so far are incident to either p C(j ) or q C(j ) , both u j v j and u j w j connect the component of u j to the same component of (L i ∩ G) ∪ {e 1 , e 2 , . . . , e j } as the edge e j = u j p C(j ) does. 2
After augmenting a subgraph G ∩ K i with the edges of E 1 , E 2 , . . . , E j , we obtain a connected component
which is the output graph of the first phase of our algorithm.
Second phase
Consider the PSLG G resulting from the first phase. Recall that the connected components of G are the same as those of X. The PSLG G is not necessarily connected (see Fig. 6 for an example), its connected components are We now describe how to find a pair (u i , v i w i ) such that u i is in L i and it sees an entire edge v i w i in a component L j with j < i. Since p i is the right-most vertex of L i , it is a reflex vertex, and so it is incident to a left-to-right Computational complexity. Once we have computed the convex partition by two plane sweeps in O(n log n) time, we can compute the two phases in O(n) time. The size of the cell complex is O(n), because it is a planar graph and every vertex of the cell complex is either a vertex of G or the endpoint of a ray emanating from a reflex vertex of G. So the number of cells is O(n), and the total number of vertex-cell incidences is also O(n).
In the first phase, we compute the auxiliary graph X in O(n) time. We detect its connected components by a simple traversal and find all spanning edges H i in O(n) time. Then in each cell where H i has t edges, we can compute t vertex-edge pairs recursively in O(t) time, which totals to O(n) for all cells of C(G, Q).
We 
Open problems
We have shown that one can compute a vertex-colored spanning tree of a set of disjoint bichromatic line segments in the plane. What about a vertex-colored spanning tree with the minimum weight where the weight is computed as the sum of the Euclidean distances of the added edges? Given a set of points in the plane it is well known that a greedy Fig. 7 . A color conforming minimum spanning tree for this example is not planar.
algorithm always provides an optimal solution and the solution has no crossings. Bose and Toussaint showed that the minimum spanning tree that augments a set of line segments does not have any crossings [4] . However the minimum spanning tree of bichromatic line segments may introduce crossings, as illustrated by the small example in Fig. 7 . It would be interesting to explore methods for determining a vertex-colored minimum weight spanning tree of a set of bichromatic edges.
