Introduction
Over the past few years, big data has been touted as a way to advance many areas of biomedical science (Margolis et al., 2014) . This review article will focus on trying to understand whether data repositories can help in the search for treatments for complex diseases. Complex diseases are defined as disorders that do not have a single deeply penetrant genetic cause or a single infectious agent. Generally, these diseases are thought to have multiple genetic and/or environmental contributions. Almost all of those diagnosed with a mental illness have a complex disease.
It is very common for complex diseases to be composed of multiple subpopulations. Each of these subgroups is defined by a unique set of underlying biological causes. However, the subgroups often share common symptoms. The symptoms allow a diagnosis but do not reflect the underlying biological causes and so do not allow us to understand which sub-population a patient belongs to. Type 1 and Type 2 diabetes are a good example. In type 1 diabetes, the body does not produce insulin. In type 2 diabetes, there is some problem with the way the body uses insulin. The biological causes of these two sub-categories of diabetes are quite different, yet those with either type of diabetes share the symptom of elevated blood sugar. The useful treatment options for those with type 1 diabetes are quite different from the treatment options for type 2 diabetes. In this case, testing for the presence of the C-peptide of insulin could provide an effective biomarker to differentiate those individuals who are producing insulin from those who are not (VanBuecken and Greenbaum, 2014) . Useful biomarkers help differentiate the subgroups of a disease so that effective treatments can be discovered for each subpopulation.
Finding useful biomarkers for complex diseases is very difficult because of our limited understanding of the number of subpopulations for the disease as well as our limited understanding of the underlying genomic and environmental factors that have caused the disease. The purpose of this paper is to explore whether a data repository can contribute to the discovery of a biomarker that would be useful for identifying distinct subtypes of disorders. Data aggregation also raises questions about the best way to combine data from multiple laboratories and the amount of data that might be needed to uncover subpopulations.
Specialized infrastructures?
A data repository for complex diseases will need to deal with large amounts of heterogeneous data. This raises the question of whether specialized infrastructures will be needed to store the data. A number of recent reviews explore various aspects of what is big data (DeMauro et al., 2014; Jagadish et al., 2014) . There is no doubt that the amount of data being collected in biomedical research laboratories is rapidly increasing. However, the scale of data collected by some physics experiments, by retailers, by social media providers, and by the government is often much larger in size or in the speed of acquisition than most current biomedical experiments (Schadt et al., 2010) , and we already have informatics infrastructures that allow both the storage and analysis of those data. Large biomedical data sets have terabytes to petabytes of data while data sets in those other domains have petabytes or even exabytes (Leung, 2014) . The data generated by a biomedical research laboratory can certainly tax the data storage resources in that lab or in the department or even the university, but the same data could be easily stored using the solutions that have been created for big data in other areas at relatively low cost.
Will biomedical data become big data? The change in pace of biomedical data acquisition is hard to measure, but it is likely that genomic data will be the driver for increased storage and computational needs in biomedicine. A recent perspective (Stephens et al., 2015) argues that the amount of sequencing data produced is doubling every seven months. This is roughly consistent with the growth of the sequence read archive (Kodama et al., 2012) seems to be increasing by an order of magnitude roughly every 31 months since January 2009.
The question of the growth of genomic data is important since if biomedical data is growing more quickly than the growth in data storage capacity, infrastructure investments will have to be made specifically to accommodate biomedical data. This genomic data will be only one sort of data that is needed for data mining to understand complex diseases. All of the relevant data will need to be made available in ways that are easily usable by the biomedical research community.
It has been estimated that the unit cost of storage capacity decreases by roughly an order of magnitude every 48 months (Komorowski, 2014) . The increase in biomedical data storage is currently a little faster than, but in line with, the performance improvements for storage capacity. However, as Stephens et al. (2015) argue the increase in biomedical data may still be accelerating. For the near future it seems unlikely that biomedical researchers will need to worry about creating special data storage infrastructures or technologies beyond what has been created to deal with existing big data. However, if genomics experiments really begin to outpace the increases in generic storage capacity, specialized infrastructures will be necessary if all of the data are to be preserved. Stephens et al. (2015) correctly argue that the exascale data and computing centers that are in use today are the result of long range planning. The biomedical research community will need to assess this data growth carefully over the next few years and will need to find consensus to build appropriate data sharing and computational infrastructures to be used by the whole community for data mining and analysis of big data. The good news is that it is not necessary today to build a specialized informatics infrastructure to analyze data relevant to complex diseases.
While biomedical researchers might not have the largest datasets today, collectively, they probably have created the most diverse data sets. The heterogeneity in biomedical data arises from both the individual variability of subjects and samples as well as the diversity of experimental protocols utilized among labs at any given time and over time. One way to uncover true biological heterogeneity is by aggregating data from multiple laboratories. An example of a data archive that has begun to aggregate data from human subjects in mental health research will be discussed below. Just the early stages of that data aggregation show that research laboratories prefer to use idiosyncratic data collection instruments. The use of common data elements (CDEs; measures collected in the same way in multiple laboratories) can help minimize the variability due to different experimental protocols. The timing for the creation of CDEs will be discussed below. Finding ways to effectively aggregate heterogeneous data is necessary to have a data infrastructure relevant to complex diseases.
Successful biomedical data repositories
There are several biological databases that have been established for a long periods of time and have evolved to be very useful for the research community. It is worth looking at the history of three of them to see what they tell us about effective ways to aggregate data. This history is not exactly the same as understanding whether a data repository can help understand complex disease, but it is helpful to understand what biomedical data repositories have been capable of and to see if there are common features for successful data repositories.
Protein data bank
The Protein Data Bank (PDB) began in earnest as a grass roots effort in 1971 (Berman, 2008) . As the number of protein and DNA structures increased, the PDB steadily evolved. The early PDB provided a way to distribute the x,y,z coordinates of macromolecules to the research community. The repository performed some quality control (checking atom labels, checking bond lengths and angles), but in the early days of the PDB, those performing the experiments did not usually provide the raw data that would allow a full reanalysis of the structure that the laboratory submitted. The PDB assigns unique identifiers to each structure. The assignment of persistent identifiers seems to be a characteristic of useful data infrastructures.
Over time, much of the structural biology community agreed that it was important to share both the coordinates and the raw data. The objections to sharing data from some in the research community were overcome by data sharing requirements from both funding agencies and the journals (Berman, 2008) . From the earliest days a subset of the structural biology community were strongly committed to data sharing, although not all members of the community were enthusiastic about making their data available.
Some of the enthusiasm for data sharing might be traced to an existing very successful data repository for crystal structures of small molecules (Groom and Allen, 2014 ) that preceded the creation of the PDB. Business models for databases will be discussed below, so it is worth noting that this small molecule database has evolved into a self-supporting non-profit organization that recovers operating costs from academia and industry while still providing structures free of charge to users. It is also worth noting that initial reluctance to share data seems to be the rule in most biomedical research communities.
As the number of macromolecular structures in the PDB increased, the need to automate the validation process during data submission became much more important. During validation, things like atom names, bond length, and bond angles are checked to see if they are within agreed upon ranges. The PDB pioneered the definition of the macromolecular crystallographic information file (Fitzgerald et al., 2005) which describes all aspects of both the experiment and the resulting structure.
Finding the ranges of acceptable experimental results was greatly facilitated by the existence of a centralized repository along with an experimental technique that was mature enough to permit standardized descriptions of the experiment. The aggregated data in the repository made it straightforward to define standards for things like hydrogen bond lengths and facilitated the conversations that allowed the community to arrive at consensus about the expected range of variation for a particular structural parameter. Emerging standards and a data repository with many different structures naturally resulted in other discussions and inventions such as a single metric that describes the quality of a crystallographic experiment (Brunger, 1992) . The fact that the companies providing hardware for the x-ray experiment did not attempt to use proprietary data reduction algorithms or proprietary data formats was a great advantage to understanding the strengths and weaknesses of various data collection methods and made is possible to compare data collected from the same sample on different devices.
The PDB is now at the point where virtually every macromolecular structure is deposited very quickly. Unlike the early days of structure determination, the PDB has made it possible to be a structural biologist without being a laboratory experimentalist. Today there are many academics interested in molecular evolution, classes of protein structures, drug design, and the simulated dynamics of protein motion who use the PDB as the source of data for their careers. These scientists contribute greatly to the field, but their work would not be possible without a data repository that has become part of the intellectual infrastructure for a research community.
The history of the PDB suggests that a very successful data infrastructure has several phases. The infrastructure starts by accumulating data and trying to make the data easy to use both for experts in the field as well as for other researchers. This ease of use generally starts with defining ways to make queries across data from different laboratories possible. At some point, these queries are refined by the accumulating data. This is when a discussion of standards related to experimental results is ready to happen. The next step for the PDB was to try to develop consensus in the community around the requirements for a complete experimental description and for experimental results. The existence of a data infrastructure was a great aid in resolving issues at this point. Imposing standards before a technique is mature might stifle innovation or, more likely, will result in the community ignoring the proposed standard. Comparing a proposed standard with aggregated data is essential. If a standard proposes that a hydrogen bond should be linear, just how many violations to that rule can be found in the database? What is the cause of the violations? Does the preliminary standard need to be adjusted? Standards developed in the absence of a database may not be as robust as the standard developed by the PDB. After the standards have been defined, an automated validation tool that checks data before it is deposited into the database can be really useful. Such tools minimize the data repository staff time needed to validate each dataset and, more importantly, allows researchers to see potential problems or interesting features that they may not have noticed about their structure or their experimental data.
Once useful standards have been defined for both the experiment and the structure that is derived from that experiment, researchers from outside the laboratory and perhaps even outside the structural biology domain have a much easier time using the data. Rather than mastering a variety of different versions of an experiment and trying to relate them to each other, the outside user can just launch queries that make use of the defined standards. For the PDB, data collected using different data collection devices, in different locations, and even with dramatically different types of x-rays can be described using the established standard that describes the experiment. The standardized formats for experimental descriptions and for experimental output are also of great benefit for those writing data analysis software. With the emergence of standards and of powerful desktop or laptop computers, the structural data in the PDB became accessible to any researcher (Berman 2008) , and it has become indispensable to many.
GenBank
GenBank (Benson et al., 2015) is a second very successful data repository that has had an evolution similar to the Protein Data Bank. GenBank is an annotated collection of all publically available DNA sequences. A brief history of GenBank is available (Strasser, 2008) and suggests many similarities to the evolution of the PDB.
The idea behind GenBank started with a gathering of molecular biologists and computer scientists at Rockefeller University in 1979 (Smith, 1990 ) although many of the ideas around data aggregation discussed at that gathering built on the early work of Margaret Dayhoff (Strasser, 2010) .
As was true for the PDB, parts of the sequencing community recognized the value of a centralized repository and obtained funding for a data infrastructure (Smith, 1990 ). It appears that a significant difference between the early PDB and the infrastructures that turned into GenBank was the desire to correlate the sequence information with as much other biological information as possible (Smith, 1990) . Ultimately, the home for GenBank became the National Library of Medicine at NIH which is well suited to that correlation task. The Entrez data retrieval system at NLM which provides access to GenBank and many other NLM data repositories allows the research community access to tools that make it very straightforward to correlate different types of data (Geer and Sayers, 2003) . The community expectation for sharing genomic data ultimately resulted in the Bermuda Principles that governed the sharing of data from the human genome project (Green et al., 2015) . Like the PDB, persistent identifiers are also assigned to all entries by GenBank.
The data stored in GenBank also helped spur conversations about standards. As the goals for the Human Genome Project evolved, the expectations for data quality were discussed and were adjusted as the experiment continued to develop (Collins et al., 1998) . GenBank has developed ways to upload data from different data collection devices in an automated fashion (Benson et al., 2015) . Standards to describe file formats, the results from experiments, as well as standards related to combining genomic and clinical data all resulted from the compilation of data in GenBank (Husser et al., 2006) .
If there is a significant difference between the two databases, it might be in the evolution of the data collection technology. In the past 10 years, the experimental details of the sequencing experiment and related technologies continue to change in ways that are much more significant than the changes seen in collecting data related to macromolecular structures. As a result, metrics to judge the quality of the sequencing experiment (like a crystallographic R free) are still evolving (Utturkar et al., 2014) .
Finally, there is no doubt that the data in GenBank informs much of the research in biomedicine today. It isn't possible to imagine the average biomedical research laboratory functioning without the data in that repository. The development of GenBank shares resulted in a number of features that the PDB also has.
Gene expression omnibus
Although not as old as either the PDB or GenBank, the Gene Expression Omnibus (GEO) is a third example of a successful data repository. GEO holds high-throughput gene expression data (Edgar et al., 2002) . GEO allows queries either the experimental platform or the molecules of interest, and it allows data to be grouped together in meaningful ways.
As was true for the PDB and for GenBank, GEO originated with a desire from some in the research community to have a repository for high-throughput gene expression data (Edgar et al., 2002) . The accumulation of data resulted in conversations about standards and the implementation of a useful set of standards . These standards set up a set of data elements that should be reported by all experiments .
As was true for GenBank and the PDB, GEO assigns persistent identifiers for submitted data. It appears that the deposited datasets are being reused at an increasing rate (Barrett et al., 2013) . GEO differs a little bit from the PDB and GenBank in the ability to group raw data together into a "series" that is related to a biological question. This seems similar to the way of aggregating data into a "study" in the NIMH Data Archive that will be discussed below.
GEO is younger than either the PDB or GenBank, but it does seem to share the basic developmental history for a successful data repository:
A call from parts of the community for a data repository. Accumulation of sufficient data to allow the community to develop standards to describe the experiment and the results from the experiment. Community expectations (often mediated by policies from the journals or the funding agencies) that the data be shared. The development of a query system that allows both experts and non-experts to use the data effectively. The development of a cadre of investigators who are focused on reanalyzing data made available in the data repository. The development of ways to link the data in the repository to other sorts of data. The creation of persistent identifiers that initially were only for the benefit of the data repository but turn out to be useful for a number of other informatics purposes.
Data repositories for brain imaging
While GenBank, the PDB, and GEO illuminate some of the components of a successful database, examining data sharing in the brain imaging area offers other lessons. Magnetic resonance imaging (MRI) of the brain is a research area where lots of data are collected and many papers are published each year but where a data repository has not flourished. PubMed shows that in 2014 over 18,000 papers related to brain imaging were published. The raw data and the analyzed data for most of those studies are not available outside the laboratory that collected the data.
There was an attempt to create a data repository for functional MRI data (Van Horn and Gazzaniga, 2013; Mennes et al., 2013) about 15 years ago that seemed to have many of the same components that resulted in the successful repositories described above. The Journal of Cognitive Neuroscience supported the proposed data repository, called the fMRI Data Center (fMRIDC). There was not uniform support for the fMRIDC in the imaging research community, but there was support from some members of that community (Van Horn and Gazzaniga, 2013) . That mixed support mirrors the early history of the PDB and GenBank. It is not clear whether the opposition to data sharing was larger than the opposition in the structural biology or sequencing communities. An additional difference that may have contributed to the poor growth of fMRIDC was that neither other journals nor the funding organizations required data to be submitted to a data repository.
The lack of a central repository for imaging data seemingly had effects on the standardization of the experiment. The standardization of imaging experiments has been difficult even at the level of data formats; without a centralized repository, different standards for acquisition, storage and analysis (Aguirre, 2012) began to proliferate. DICOM and NIfTI have emerged as widely used standards, but those standards are not implemented in identical ways across all software packages or instrument manufacturers (Poldrack et al., 2013) .
While there is some agreement about imaging file formats, until very recently, there has been little agreement about the way to conduct an imaging experiment. This was one of the key arguments made against the fMRIDC (The Governing Council of the OHBM, 2001). Even when the same pulse sequences are used in the same type of data collection instrument, there are often significant differences in brain images collected at different sites, and great efforts have gone into trying to understand and minimize those differences. (Friedman and Glover, 2006; Jack et al., 2008; Gunter et al., 2009) . Finally, MRI is a field in which the major instrument manufacturers use proprietary software that makes it difficult to directly compare results obtained on different instruments (Guggenberger et al., 2013) .
Is the situation hopeless for aggregating imaging data? The failure to discover imaging biomarkers that can help distinguish individuals with disorders like schizophrenia or autism has opened a discussion about how to improve the information that can be derived from imaging data at NIMH. Those discussions have resulted in the creation of a data archive that will accept imaging data (see below). While this archive is not expected to turn into a centralized imaging data repository, it might help facilitate the establishment of data collection standards. Others have argued that the imaging community should reconsider the long standing opposition to such repositories (Van Horn and Toga, 2009 ). Those are hopeful signs.
What may change the opposition to data sharing in the imaging community are a number of new imaging data sharing efforts that have shown some unexpectedly positive results. One of the bolder attempts to share data has been the 1000 Functional Connectomes Project (FCP) and its successor the International Data Sharing Initiative (Mennes et al., 2013) . The FCP began by trying to understand whether resting state fMRI data measured at different sites could be combined without prior agreement concerning data collection protocols. Following an initial data aggregation from five sites that suggested that the aggregated data might be useful, many other imaging laboratories volunteered to contribute their data as well. The first FCP data release contained limited phenotypic information and images from over 1300 participants at 30 different sites (Mennes et al., 2013) . The aggregated data clearly showed that similar functional architectures could be found in data from multiple laboratories even though no effort had been made to collect data using similar protocols (Biswal et al., 2010) . This result was quite surprising and may attest to the strength of the underlying signal being measured in the resting state fMRI experiment. The FCP data aggregation experiment has been done with very limited external funding using a variety of existing data sharing infrastructures such as NITRC (Luo et al., 2009) .
The OpenfMRI project (Poldrack et al., 2013) is attempting to create a data resource for task based fMRI experiments. This is a logical extension of the 1000 Functional Connectomes Project, but requires creating a way to precisely describe the task that the subject performed during the experiment. Despite some initial attempts (Turner and Laird, 2012) , describing these metadata for the task fMRI experiment remains a significant challenge. The OpenfMRI platform is not quite as mature as the FCP, but the initial indications are that the task fMRI experiment is also sufficiently robust to allow useful data aggregation from different laboratories.
A third sort of data sharing has occurred for large imaging projects that have standardized data collection at multiple locations prior to the start of the experiment. There are many examples of such projects that collect imaging data at several different sites and use phantoms and harmonized data collection protocols. Generally, these collaborations have a quality control center that aggregates data and evaluates the data to ensure that each site is performing the experiment as expected (Walker et al., 2013) .
A fourth, rather different, data sharing infrastructure related to human imaging has been created for the Human Connectome Project . The focus of the Human Connectome Project is to use advanced imaging techniques on a state of the art scanner to determine the human connectome in 1200 healthy young adults. Structural MRI, resting state fMRI, task fMRI, and diffusion imaging are all being measured on the participants as is a significant battery of behavioral tests.
The HCP data are being released close to the time when they are measured. This may be the first time that a significant imaging data set has been made available to the public before the group measuring the data published on their results. Adopting the same rapid data sharing approach as has been done for genomic data for many years seems to have had interesting results. Nearly 100 papers have been published using data from the HCP even though only half of the final data set has been released.
Although the HCP data acquisition is much faster on certain scanners, the pulse sequences have been made available for a wide range of different data collection instruments. Because of the interesting early results , NIH has decided to expand the initial HCP experiment in several different directions. NIH has made an award for an HCP informatics coordination facility, the Connectome Coordination Facility. The contributing laboratories will have to use the published HCP data collection protocol in order to deposit data. That database will hold connectomic data from many laboratories, and will offer advice to those trying to collect data according to the HCP protocol. Comparing the resting state fMRI data from multiple laboratories in the Connectome Coordination Facility with the data in the FCP will help understand the effect that data collection harmonization has on the overall quality of the data. If it turns out that the HCP data are much more useful than the FCP data have been, the imaging community will have to consider carefully whether the time to promote standards in brain imaging has finally arrived.
In addition, NIH has published request for applications for connectomes related to human disease (PAR-14-281) and related to different age groups across the human lifespan (RFA-AG-16-004, RFA-MH-16-150, and RFA-MH-16-160). As with the original HCP project, all of these data will be released to the research community quickly via the Connectome Coordination Facility. The Connectome Coordination Facility is not a universal data repository for imaging data, but it will be the central repository for HCP data. In developments that are just unfolding while this review is being written, it appears that other large imaging efforts are voluntarily adopting the HCP data collection protocols. This may mark a real turning point for data aggregation and standardization in the imaging field.
One additional imaging data sharing experiment is the approach being explored by the ENIGMA consortium . Under ENIGMA, a collaboration between research groups with imaging and genomic data relevant to a particular biological question is created. These various ENIGMA working groups do not share their raw data with each other or with the public. They do work out exactly how their imaging data sets are going to be analyzed, and then they merge the results to see if they can answer the question. A major driving force behind this approach is the belief that those who have measured the data understand best how to analyze it because of their knowledge of the data collection protocol and the research participants. This mixed collaborative model resulted in a number of interesting papers (Stein et al., 2012; Jahanshad et al., 2013; Kochunov et al., 2014; Li et al., 2014; Hibar et al., 2015) .
It may turn out that this limited data access/shared data analysis model will prove more productive than the other imaging data sharing models outlined above. It certainly allows groups who already have significant storage and computational resources to use their existing hardware and software without creating a centralized data storage/compute infrastructure or standards across an entire field. The limited access model could also be used for other complex data types. Whether a limited access model ever graduates to the PDB/GenBank open data sharing model with defined standards for the imaging community is an important but open question. It is possible that the discussions that occur in the various ENIGMA collaborations will speed the adoption of experimental standards. It is also possible the lack of a centralized repository will impede the creation of such standards. The results of this experiment have important implications for data repositories aimed at understanding complex diseases.
In the imaging area, the lack of a single centralized database has resulted in multiple different approaches to data sharing which are still evolving. It isn't clear whether any of these approaches are going to lead to standards like the PDB and GenBank have, and it is not clear whether any of them will end up being adopted by a majority of the imaging community. However, it is clear that the existing methods could be the starting point for serious discussions about standards.
The funding agencies supporting brain imaging research and the journals publishing such research have been unwilling to mandate data sharing. This lack of a data sharing expectation may be the key difference between imaging data and protein structure or genomic data. It might be argued that the lack of a mature data collection technology for imaging is also a barrier, but the continued evolution of the sequencing experiment has not prevented that community from aggregating their data.
If data collection and image standards don't appear, the ENIGMA approach for pooling data may be the right model for sharing this data. While ENIGMA may end up being the best model for sharing complex data, such a result has very significant consequences for understanding issues related to imaging data reproducibility as well as for the many efforts to promote global data aggregation (see below). One troubling aspect of the ENIGMA experiment is that it does not seem to provide space for reuse of the data in ways that the original experimentalist could not have anticipated (Masseroli et al., 2014) since someone, perhaps from a very different scientific discipline, with a novel data analysis idea will have to convince the (potentially many) groups with the data to set up a collaboration and do the computations.
For a variety of reasons, sharing imaging data has been harder than sharing data from crystal structures or sequencing or highthroughput expression experiments. ENIGMA and the HCP standard are both hopeful signs as are the development of the Connectome Computational Facility and the NIMH Data Archive, described below, that allow the aggregation of data from multiple laboratories and queries across that data.
What is less clear for the development of data infrastructures related to complex diseases is whether the failure of a successful imaging data archive to develop is due to opposition from the research community, from the failure of the journals or the funders to mandate data sharing, from the proprietary data formats used by the various instrument manufacturers, by the lack of overall standards for data collection or data analysis, or by the complexity of the imaging experiment. The current data sharing/data reuse efforts underway in the imaging community may provide answers to that question. What is clear is that the history of sharing data in the imaging community has been very different than the history of data sharing in the successful repositories described above.
Elements of an infrastructure for sharing data related to complex diseases
So far, we have seen that the technology exists to create a data repository related to complex diseases. The case histories illustrate features of successful data aggregation efforts, show the value of data aggregation in some domains, and show some of the unresolved questions with different data aggregation strategies that have relevance to complex diseases. This section deals with additional issues that would need to be addressed by a data repository focused on complex diseases. The topics raised in this section have been divided into a "Consistent Elements Found in Successful Data Repositories" section and an "Open Questions" section where appropriate.
5.1. Common data elements/standards 5.1.1. Consistent elements found in successful data repositories
As they evolved, both GenBank and the PDB developed standards to describe the data and the experimental results in the databases. Such standards allowed others to develop software that used the data in the database, facilitated queries, and made the data easier to use by those who did not collect it. The development of those standards also allowed communities to discuss what sort of data should be provided to describe an experiment and results. In general, the centralized databases seemed to provide the necessary information for a community of scientists to discuss the best way to describe all of the parameters of that experiment and to begin to describe derived observations from the experiment.
The PDB and GeneBank both deal with a limited range of experiments, so the standards they created were limited in scope. Databases trying to aggregate all data related to a complex disease have a much larger challenge since many different sorts of data are likely to be part of the data collection. It is certainly possible for a leader in the field (a funding agency or a key journal) to try to define standards for that field. The lack of standard experimental protocols in MRI imaging contributes to the difficulty that nonexperts have in using data in that field. However, there is real uncertainty about the best time for a research community to adopt and enforce standards. There has always been concern that early adoption of standards could limit innovation as an experimental technique develops although it isn't clear that there have been any cases where proposed standards have stifled creativity.
Recently, several different institutes at NIH have tried to set up common data elements (CDEs) for studies involving human subjects in a particular research domain (Gershon et al., 2010; Hamilton et al., 2011; Grinnon et al., 2012; Conway et al., 2014 , http://www.nlm.nih.gov/cde/). The CDEs are often clinical assessments, but they can include other measurements such as blood pressure (Hamilton et al., 2011) . The common data elements generally are meant to be collected by many laboratories in the field. This facilitates aggregation of and comparison of data from different laboratories.
Usually, these NIH supported CDEs have been created by assembling a group of experts in a reasonably mature research area and asking them to recommend a set of measures that are well validated and would be useful to a research community. Following the initial recommendation, there is outreach to the entire community to allow those who were not involved in the drafting of the CDEs to comment on them. The comments that are obtained in this community outreach effort are considered while reaching final consensus on the measures to be recommended. Establishing these CDEs has usually come with strong encouragement from NIH for all researchers to use the recommended measures going forward (NOT-DA-12-008, NOT-MH-15-012).
Open questions
The situation is a little bit different for developing technologies. The NIH BRAIN Initiative is currently focused on developing new technologies to enhance our understanding of the human brain (Jorgenson et al., 2015) . One component of that initiative is to develop a systematic inventory/census of cell types in the brain. In the first year of the BRAIN initiative, NIH funded 10 pilot awards in the cell census area. In order to develop a common description of experiments being conducted and their results, those awardees are trading data and running local data analysis programs on data from other laboratories. It is hoped that a deep and uniform understanding will emerge from this data sharing that will allow the groups to settle on a first draft of CDEs that will be useful across the field. It isn't clear whether this approach will result in CDEs more quickly than the approach used by the PDB and GenBank, but it could do so. It might also be necessary to use this consortium approach in areas where the science is rapidly developing.
These NIH supported CDE efforts are still a fairly recent development, so it isn't clear whether the targeted research communities are adopting the recommended sets of common measures or not. Unlike the history of the PDB and GenBank, journals do not appear to be requiring articles in a research domain where CDEs have been established to use them. In many cases, there does not seem to be a data repository associated with the communities for which CDEs have been established (http://www. nlm.nih.gov/NIHbmic/nih_data_sharing_repositories.html). As a result, it will be difficult to understand how well the proposed CDEs cover the research being done by the community. The lack of a single common data repository or a method of easily discovering relevant CDEs will also hinder evaluation of the adoption and will make it harder to modify those data elements to better fit the needs of the research community.
Despite these issues, CDEs should help research communities compare data from different laboratories. Such comparisons are probably going to be necessary to resolve the reproducibility issues that are now recognized as being a significant problem throughout biomedical research (Collins and Tabak, 2014) . A listing and registry of some biomedical standards related to biological data is now available (http://www.biosharing.org/, Min et al., 2014) .
Creating knowledge from data

Open questions
While common data element efforts will help integrate data across laboratories moving forward, there are a shocking number of data collection instruments in use today in mental health. The NIMH Data Archive (NDA, described below) is a comprehensive archive of clinical research funded by NIMH. The NDA has been forced to deal with all of these existing data collection instruments and techniques. At least in the early days, a data repository for complex diseases will have to deal with the same level of heterogeneity. NDA started with a focus on autism but has expanded in the past 24 months. Currently, investigators have defined nearly 1500 distinct data collection instruments in NDA. We anticipate that number may grow to over 3000. The very large number of data collection instruments is not unique to mental health. PhenX (https://www.phenxtoolkit.org/index.php?pageLink=browse), a repository of well established, broadly validated measures currently has information about nearly 1000 protocols.
Each of these protocols or instruments typically has multiple, often many, individual questions. Is it possible to launch effective queries across so many instruments? The answer to that question really isn't clear. Imagine the level of effort that would be required for anyone just to find all of the questions that dealt with psychosis among thousands of data collection instruments each with many questions.
It is certainly possible to define the relationships between instruments in a particular topical area. A very nice example of such work can be found in the recent paper defining quantitative relationships between data collected in a variety of instruments used in autism (McCray et al., 2014) . That group constructed an ontology that allows data on similar concepts collected in different ways to be aggregated together. A good specific example is finding subjects who exhibit excessive compulsive behavior. That question is asked in four different data collection instruments examined by McCray et al. (2014) . The range of values that correspond to such behavior are numbers in such questions (between 1 and 2 in one instrument, between 1 and 3 in a different instrument) and are descriptions in other questions (moderately, quite a bit, extremely). These ontologies are really useful, but each of these ontologies takes real effort to construct. It may not be practical to expect the bioinformatics community to map large numbers of concepts among hundreds of thousands of questions that come from thousands of data collection instruments. The emerging tools related to the semantic web (Cheung et al., 2009 ) and especially to semantic normalization (Paraiso-Medina et al., 2015) offer a path to resolving these issues but not all of the needed infrastructure is currently available.
One would expect that as data repositories become available and as the research community begins to understand the scope of the problems caused by tens of thousands of different clinical data collection measures, that consensus will emerge about when to create something new versus when to use an established instrument. Unfortunately, the research community will have to grapple with the existing myriad of data measures for some time to come.
Data federation versus centralized repositories and the business model for maintaining data
Consistent elements found in successful data repositories
One very important question about a data repository for complex disease revolves around the business model for keeping the data available. The NIH Public Access policy to make journal articles freely available was instituted in no small part to make the science that the US taxpayer paid for available to all (Suber, 2008) . Business models to support data repositories for complex diseases that require the user to pay for the data that originated with government support seems inconsistent with that spirit. Even if they were consistent, requiring a user to pay for data access is likely to reduce the re-use of the data.
The business model question is important for both the funding agencies and for the research community. Even a relatively small database like the PDB is very expensive to maintain. As of May 2014 the PDB held about 130 GB of data (http://www.wwpdb.org/ downloads.html). That amount of data isn't small enough to fit on a memory stick, but it could easily fit on a desktop hard drive where 1-2 TB of data storage costs less than $100. The cost to the federal government for the PDB is roughly $8 M per year (NSF Award Abstract #0829586). That cost reflects more than just data storage, but it is a surprisingly large amount for a database where good standards, robust automated software to deposit data exist, and the community doesn't need too much handholding or encouragement to deposit data. Costs of that size certainly take away from the funds that federal agencies have to support the measurement of new data. Finding a business model to minimize the cost of storing data while still making it broadly available to understand complex diseases is an urgent concern.
Since many biomedical datasets are relatively small, it is often straightforward for individuals to share data using e-mail or an infrastructure like Dropbox. This allows pairwise or small group collaboration, but it does not allow others to discover that data are available. However, many authors are unwilling to share their data even though the infrastructure to do so is available (Savage and Vickers, 2009; Piwowar 2011) . Even in the case of pairwise collaboration, the lack of common data elements or formal definitions of the experiment often require significant discussion between those how measured the data and those who want to reuse it to make sure that everyone understands exactly what is being reported in the columns of a spreadsheet or database.
Open questions
In theory, it is possible for researchers to use a federated data sharing model to make data more broadly available. The federated model allows data to be stored at multiple locations and for queries to find the data without a central repository. A good example where this is possible is in the sharing of imaging data. For imaging data either the XNAT (Marcus et al., 2007) or COINS (Scott et al., 2011) data sharing software allows the group measuring data to make it available to a defined group of researchers or to the whole community. However, setting up such a data sharing infrastructure in a laboratory requires real effort. Responding to requests to help with questions about the data also requires significant commitment for a widely used dataset. The long term sustainability of the data is also a question. If grant funding for the lab runs out, the data may just disappear. As the costs to store data decrease, the storage costs for legacy data sets should become very inexpensive. However, it still takes time and effort to move the data to new storage formats and to set up the data sharing software and permissions in the first place. Some of the global data repositories discussed below may solve some of these issues, but the absence of well documented standards will mean that laboratories sending data to a repository will likely have to answer questions about the data.
Data sharing software like XNAT makes data access possible, but it does not make the data easy to discover. Under the Big Data to Knowledge (BD2K, http://bd2k.nih.gov/) initiative, NIH is trying to create a data discovery index (http://biocaddie.org/) that will make data discoverable and accessible. If successful, this project aims to create an index for data that works the same way that PubMed does to find journal articles. Nature's Scientific Data, the INCF Data Space (https://github.com/INCF/ids-tools/wiki/Usingthe-INCF-Dataspace), and the Neuroscience Information Framework (Gardner et al., 2008) have also created infrastructures to help with the data discovery problem. The business model for funding data sharing is likely to be an important topic for the BD2K initiative for some time.
No matter where the data related to complex diseases are stored, someone is going to have to pay for it. Until an outside entity sees real value in keeping a data repository available, as has happened for the data repository for crystal structures of small molecules, it seems likely that those funds are mostly going to come from funding agencies either as part of the funds provided under research grants, as indirect costs that support libraries which can host data at an academic institution, or as data repositories run directly by the funding agency. Finding the right way to pay for these costs and the right level of funding to support legacy data preservation is an urgent question.
Consents and data ownership
Consistent elements found in successful data repositories
When thinking about data relevant to complex disease, the question about how to deal with data from human subjects who might be re-identifiable from the data is another important question. The requirement to obtain informed consent from research participants is well understood, and all ethical experiments involving human subjects obtain such consents. A presentation of plans for the distribution of data from the experiment is often a part of the informed consent process. Such consents can allow broad data sharing, or the consents can hinder broad data sharing.
For complex diseases, restrictive consents are a real problem. As the biological basis for complex diseases are better understood, unexpected linkages between certain areas are discovered. A case in point is the recent potential linkage between the gut microbiome and mental disorders (Foster and Neufield, 2013) . Data from a research subject who donated a stool sample for restricted use in a study about Crohn's disease could not be used for a study on schizophrenia without re-contacting the subject for a revised consent or without an institutional review board (IRB) allowing such data sharing. Both pathways are costly and take significant time and effort. As a result, data consented for narrow sharing is far less useful when thinking about complex diseases than data consented for broad sharing.
Open questions
Some efforts are being made to develop a dynamic data sharing infrastructure that will allow a research participant to control data access. These systems allow the participant to decide which data should be shared, who should have access to that data, and to change data access over time (Kaye et al., 2012) . There is a great deal to be said for returning the data sharing authority to the research participant, but it is not clear whether these new infrastructures will be robust or whether the research community and IRBs will be willing to adopt them.
There are concerns about the potential harm that re-identification might have for those who participate in clinical research. However, it is very clear that when thinking about complex diseases that the data should be made available as widely as possible. Either broad consents in the current system or adoption of a data sharing infrastructure that gives control of the data directly to the research participant could be used. Consents that restrict the use of data to a small subset of the research community interested in a particular domain or topic will likely result in that data becoming unavailable beyond the research group that collected the data.
5.5. Where should the data be held? 5.5.1. Consistent elements found in successful data repositories While data storage and computation on an existing dataset are relatively cheap and efficient today, data transfer continues to be relatively slow and difficult for datasets of the terabyte and larger size. As a result, a key problem for any large data repository is making the data available for computation without transferring the data. It is much more efficient to compute on large datasets without moving them. Security of data from human subjects which will be the focus in a repository devoted to complex diseases also improves when the data set is not held in multiple different locations each of which has to guard the data against unapproved data access.
There are a variety of open data repositories that will accept biomedical data. The 1000 FCP, OpenfMRI, and NITRC projects for imaging data have already been discussed. The CRCNS data sharing website (Teeters et al., 2008) will accept high quality datasets that are useful for testing computational models of the brain as well as new analysis methods. Dryad (http://datadryad.org/) accepts data associated with a publication, assigns a digital object identifier (doi) to the dataset to aid in discoverability, and charges a relatively small fee to hold the data. Users who want to download the data pay no charge. Figshare (http://figshare.com/) performs similar functions. There are many other examples of places where a researcher can drop data off for others to use.
The need for a comprehensive solution to the data discovery problem is absolutely required since it seems unlikely that there will ever be a central data repository for data that might be of use to researchers interested in complex diseases. The digital object identifier and other persistent identifiers are likely part of the data discovery solution, but currently there is not a service that allows a biomedical researcher to launch a Google-like query and find datasets today. Such a robust data discovery service is needed to allow researchers interested in complex diseases to find data that might be of interest À whether that data are stored in a general repository, in a more specialized repository, or in a laboratory that has made data accessible. In addition, the service will need to provide a way to track the number of times that data have been accessed. Such accounting would make it very easy to see how data are being used and for what purposes. This would be very helpful in giving credit to the researcher who gathered the data and would allow journals and funding agencies to understand which data was useful to a research community.
Clearly, standards are a critical component for a robust data discovery solution as well as for making use of the data once it has been discovered. Biosharing (http://www.biosharing.org/) as well as efforts by the National Library of Medicine (http://www.nlm. nih.gov/cde/), the National Cancer Institute (https://cbiit.nci.nih. gov/ncip/biomedical-informatics-resources/interoperability-andsemantics/metadata-and-models), the PhenX Toolkit (https:// www.phenxtoolkit.org/) and others are starting to tackle the problem of making common data elements available to the research community. Despite these efforts, we are still reasonably far from having a functioning data search engine, and as a result it will remain difficult to find all of the data that might be relevant to a complex disease.
5.6. How much data are needed to tackle questions about complex diseases?
The answer to the question of how much data is needed to understand a complex disease is probably a great deal. If complex diseases really have multiple underlying genetic and/or environmental causes and also have an undetermined number of subgroups within a particular "disease", a great deal of data is probably necessary to understanding what is going on. A search through aggregated datasets is not going to replace well designed experiments to understand the underlying biology, but such searches should suggest experiments that the research community would not have been obvious otherwise.
The need for heterogeneous data from a large population suggests that research participants are going to have to provide data from outside the confines of a defined experimental protocol. It also suggests that citizen scientists may be needed to look at the data to find potential clues to understanding complex diseases.
Infrastructures that allow people to volunteer to share their data already exist and have been used in interesting ways. Patients Like Me (https://www.patientslikeme.com/) is an example of an infrastructure that could be used to understand complex diseases. As of May 2015 Patients Like Me (PLM) has attracted over 325,000 research participants to share some data about their medical condition. More than 60 papers have resulted from the data they have accumulated. Even assuming that a number of PLM research participants do not visit the web site frequently, it is easy to imagine how researchers could use the platform to help understand the number of subgroups that exist in a complex disease and to recruit research participants from a subgroup or a large group to provide data to test a hypothesis. A similar data infrastructure focused on autism, the Interactive Autism Network (IAN) has demonstrated that deposited by ordinary individuals can be of quality that is as good as data collected by trained scientists . The potential for very large sample sizes, the fact that those with a complex disease can volunteer information that a narrowly focused research study designed to produce a research paper could not spend the time and effort to collect, the ability to easily collect data related to the environment, and the high quality of volunteered data all strongly suggest that key insights needed do understand complex diseases may come directly from those affected by the disease rather than being uncovered in a small research study.
Clearly, smaller focused studies would be needed to confirm and extend anything discovered in a database composed of volunteered data. There are also serious questions about sample bias in data infrastructures such as PLM or IAN. However, the ability of those with complex diseases to share data with each other (Wicks et al., 2010) and the ability of the research community to obtain data quickly from large cohorts at relatively low cost points to this being an important next step in understanding complex diseases.
Citizen science
Open questions
In addition to the question of whether those who have a complex disease can provide useful data outside the structure of a formal research protocol, there is also a question about who should be doing data analysis. The number of different types of data that may be accumulated in a PLM-like data infrastructure as well as in data repositories containing data from research laboratories is going to be hard to understand. As a result, even if the perfect data discovery service existed and if all of the data had broad consents that allowed accessibility, who should have access to the data?
Until recently, this wouldn't have been a difficult question. Scientists would have been the only group allowed to interpret the data. However, the past 15 years has seen a resurgence of citizen science. The start of this trend may have been the Folding@home project from the Pande laboratory at Stanford. That project allowed anyone with a computer and an internet connection to contribute computational resources when they were not being used (Beberg et al., 2009) .
The citizen science idea has expanded to invite outsiders to participate in solving scientific problems. Sometimes this participation has been cast as a game such as Foldit (Cooper et al., 2010) . In other cases, a prize has been announced and the ability to participate has not been limited to experts in the field. Sage Bionetworks has learned a great deal about how to effectively manage such contests (Friend and Norman, 2013 ). Amazon's Mechanical Turk may make it relatively inexpensive to perform potentially tedious data analysis/data wrangling at moderate cost and may also provide a source of data (Buhrmester et al., 2011) .
The personal interest of those who have a complex disease as well as the need to explore unconventional approaches that would not be funded or would not lead to the advancement of an academic career strongly suggest that data about a complex disease should be made available outside the professional scientific community.
Data aggregation in a limited but large domain -a potential model for other complex diseases
In an effort to explore some of the issues raised above and with the hope that insight may be obtained for some of the many complex mental illnesses, the NIMH has established a Data Archive for all clinical research data related to mental illness. The domain of science is clearly large, but limiting the archive to data from human subjects permits a two dimensional organizational structure. The data infrastructure is organized around global unique identifiers for each research participant (Johnson et al., 2010) and data dictionaries that are defined by the research community and allow each laboratory to describe the experiment they have performed (Hall et al., 2012) . There is a single Oracle database that serves data to multiple websites. The four web sites are the National Database for Autism Research (NDAR, https://ndar.nih.gov/), the NIH Study of Normal Brain Development (http://pediatricmri.nih.gov/nihpd/ info/index.html), the National Database of Clinical Trials Related to Mental Illness (NDCT, http://ndct.nimh.nih.gov/), and the RDoC database (RDoC db, http://rdocdb.nimh.nih.gov/). Each web site is aimed at a subset of the NIMH research community, but queries launched from any web site can run across all of the data in the Oracle database.
All of the research subjects have consented to broad data sharing, so some of the issues with consents discussed above have been resolved in the NIMH Data Archive (NDA).
The global unique identifiers in the NDA allow information about a single subject seen in multiple laboratories to be aggregated without personally identifiable information about that research participant being shared between laboratories or with the data infrastructure. This GUID infrastructure is being made available to other research communities and could be a key component of a broader infrastructure for the understanding of complex diseases.
The data dictionaries that describe the research experiment represent an uneasy compromise between imposing common data elements and allowing each research laboratory to define experiments in isolation from the rest of the community. By early 2016, nearly 1500 different data dictionaries containing over 130,000 individual questions were defined. If a researcher is using a data collection instrument or methodology (clinical assessment, MRI, genomics experiment, . . . ) that is already defined, they must submit data according to the defined format. If an investigator is using a data collection instrument that hasn't been defined, they work with the NDA to create the new data definition supporting their research. If a researcher is using a local modification of an existing dictionary, NDA often is forced to define a new version of the data dictionary and to curate the questions in these similar instruments to allow effective queries.
Data dictionaries allow the NDA to validate all incoming data to make sure that the answer to each question is in the right format and that the valued being reported are within the defined allowable range for that question. Since data are generally deposited every six months, this permits a researcher to find and correct data collection problems close to the time when the data were collected.
Although data are deposited every six months, the data are not shared with the research community until a paper has been published or an agreed upon period of time has elapsed. This data validation step has proved to be enlightening to those collecting data and managing studies. Discovery of problems with data formats are best solved in an ongoing fashion in a research study rather than trying to resolve such issues when papers are being written long after the data have been collected. Although it will be difficult to measure the impact that a formal validation tool has on experimental reproducibility, it certainly can't hurt.
The data dictionaries also permit a researcher to launch queries across data collected in multiple laboratories. Relatively simple mapping (M/F to 0/1 to describe sex) is done by NDA staff. Even this mostly straightforward curation takes a great deal of time and effort, but it is essential to make the data infrastructure useful.
A more serious problem was sketched above for finding all of the questions that deal with something like finding a cohort of subjects who exhibit excessive repetitive actions. Launching such a query would require the investigator to know which data dictionaries have questions related to repetitive actions as well as the range of values for each question that means excessive. A defined ontology can certainly help in such situations (McCray et al., 2014) , but such ontologies are likely only starting points for a discussion among the research community. A variety of different queries are currently enabled across the NDA. Input from users is welcomed to define other useful queries. Finding a robust solution to this problem is essential for any infrastructure that is going to hold data about a complex disease.
The data dictionaries and the global unique identifier effectively allow a large two dimensional matrix to be constructed with individuals on one dimension and results from experiments (either raw data or derived/analyzed data) in the other dimension. The matrix is sparse, but this seems to be a useful framework for aggregating data from clinical research. Both the availability of a large number of data elements as well as the availability of data from multiple subjects using those data elements may lead to some progress in constructing useful queries.
The NDA allows a user to define a block of data (called a study) that might be useful to others. In most cases, these data are associated with a research publication, but they do not need to be. The results from data processing pipelines are another obvious use for a study. Cohorts that could be used as the basis for comparing data analysis pipelines could also be easily imagined. The NDA assigns a doi to each study, and these dois have been relatively popular among users.
The NDA holds both genomic and imaging data in the Amazon cloud. These data are made available to the research community and allow analysis pipelines to compute on the data without moving the data. The storage costs are paid for by the NDA. Computational costs are paid for by the user. Some data analysis pipelines are made available to the research community. The NDA makes those pipelines available but generally does not try to answer questions from users about the pipelines directly. Such queries are referred to the groups that have created the pipeline. Recently, publications have appeared on global analysis of the imaging data (Torgerson et al., 2015) and genomics data (Krumm et al., 2015) .
How would it actually work?
The preceding sections outlined some of the challenges as well as potential solutions to creating a data infrastructure that would be useful in defining subpopulations in a complex disease group and in finding biomarkers for those subpopulations. In this section, a potential complex disease infrastructure is proposed and some recent results from existing data infrastructures are highlighted to suggest how the data in such an infrastructure would be used.
Collecting data from a large number of research participants directly is likely to be important for a successful complex disease database. Such an infrastructure should start by inviting those with a complex disease as well as controls to enroll in the database. It seems critical that the research participant be in control of who has access to their data and be able to make changes to that access when they want to. With a very large number of subjects, losing data because a research participant has changed his sharing preferences, should not matter. However, the dynamic availability of data will require an identifier to be assigned to the cohort providing data for a particular study to enhance reproducibility in data analysis. In addition, the research participant should be in charge of whether they are willing to be re-contacted to take part in further studies. At enrollment, a GUID or a related identifier would be generated so that those analyzing the data would not have direct access to personally identifiable information.
Once the research participant has enrolled, they could provide data in a number of different ways. The data could come from traditional clinical self-report data collection instruments and questionnaires about drugs and treatments being taken, but the participant might also provide data from an electronic medical record, from an app installed on their cell phone, or from a device that they wear to monitor their daily activity or fitness. Some research participants will take part because of their interest in a particular complex disease. Others will do so as a public service.
It is likely that a social media component will make the infrastructure much more attractive to many research participants. The social media component could also become very useful to the research community as discussions there might be a very effective vehicle to discovering unexpected correlations or subpopulations that have somewhat different versions of the disease. The social media component should be viewed as a tool that enables citizen science.
The complex disease website can significantly increase the likelihood that a research participant will return regularly by providing updates about new data that have been received, new research participants who have enrolled, and information about newly opened data collection efforts and results from studies that have been completed. Such results might come from the scientific literature, but they could also come from citizen scientists.
How would research scientists interact with this infrastructure? There are three obvious ways. The first would be to mine the data for interesting observations. This data infrastructure could eliminate many of the barriers that clinical researchers currently face. The cost to analyze preliminary data that is already in a data infrastructure is trivial. Rather than needing to devise a protocol, get IRB approval, find funding, recruit 30 subjects, and then analyze the data, all a researcher would need to do is find the group that they are looking for and see if that group has already provided the needed data. A process that might take years could be reduced to hours if the desired data were available.
Once a group has been identified, the second way a research scientist would use the infrastructure is as a recruitment tool. If an existing group has not provided the data needed for a study, those allowing re-contact could be asked if they were willing to complete a clinical assessment, provide blood, go to an imaging center to have particular scan done, or any of the other things that a researcher might want. Much of this data would go directly back to the data infrastructure. If subjects with a particular set of characteristics are not available, the social media component of the infrastructure could make it possible to find the desired cohort at a very low price.
Finally, it is important that the research scientist commit to depositing their raw data and their analyzed experimental results to the infrastructure. This will make the data broadly available to anyone who might want to use the results to extend them or to verify them. Some of the participants are likely to become very engaged with the research effort and may provide ideas/ correlations that would not have occurred to the researcher.
While there are technical hurdles and policy issues would have to be addressed if such a data infrastructure was created, none of those issues are insurmountable. Would the infrastructure have any real value? Some recent papers suggest ways that it could be used to advance our understanding of complex diseases. A recent paper by Levine et al. (2015) shows how clinically significant biomarkers for schizophrenia can be derived from a large number of research participants. Similar approaches were used by Uher et al. (2012) in depression.
The data infrastructure proposed above really is a new paradigm for doing science that involves the research participant much more in various aspects of data collection and data analysis. With a large number of users, the system could also potentially contribute ongoing surveillance of the efficacy of various treatments (Curtis et al., 2012) and could even be used to deliver advice or treatments through a smartphone app (Tregarthen et al., 2015) .
A summary of the recommendations for those concerned with a data repository for complex diseases are below.
For the IT Infrastructure/Informatics Communities 1) Provide an effective data discovery infrastructure. 2) Provide an infrastructure to monitor data access and reuse in order to give those who measured the data appropriate credit. 3) Find inexpensive easy to use methods to allow data queries across heterogeneous data sets. 4) Carefully monitor the growth of biomedical data relative to the growth of commodity data storage and the speed of data transmission pipelines and data analysis platforms to ensure that we do not arrive at a point where the biomedical data cant be used because the infrastructure doesnt exist. 5) Find ways to link data that resides in different repositories, as appropriate.
For the research laboratory 1) Deposit data in an appropriate data repository with a validation tool close to the time when the data are measured. 2) Share the data quickly rather than hoard it. 3) Whenever possible use common data elements or other defined standards rather than invent new data collection methods. 4) Commit to defining the data collection methodology sufficiently completely to allow data reuse. 5) Make use of data from other laboratories.
For the funders 1) Require the deposition of data in an appropriate repository as a condition of grant award. 2) Require the use of persistent identifiers, as appropriate. 3) Provide appropriate funding for data repositories. 4) Provide appropriate funding to support investigator driven data reuse. 5) Apply review criteria related to innovation in ways that respect the value of common data elements and other data standards. 6) Find ways to provide appropriate expertise in software development and data management to research laboratories, as needed, and in training programs.
For the journals 1) Require the deposition of data in an appropriate repository as a condition of publication. 2) Require the use of persistent identifiers and/or links to the data in the published paper.
For the research community:
1) Avoid the use of data collection or data analysis methodologies that do not permit data to be shared. 2) Use common data elements or common data collection standards.
Conclusion
The arguments made in this article suggest that there is no technical reason that would prevent the use of data repositories to help understand complex diseases. Some preliminary attempts to do so suggest that there could be value in this approach. There are still many open questions about the structure of an effective data repository in this area. The answers to those questions aren't necessarily known, but research and/or infrastructure creation is ongoing to explore the various options. The data discovery question problem and the issues raised with finding ways for a user to launch useful queries in a heterogeneous data repository are probably the most important issues to be resolved now.
Creating an infrastructure that allows those who use data to provide an appropriate citation to those who provided the data is also an important concern. The issue of finding ways to give appropriate credit to those who measured data is related to creating a broad culture of data sharing in the biomedical research community. Such culture change is always challenging, and it may be necessary for the funding agencies and/or the journals to help hasten this change in the research community. The proposed database for complex diseases would mean an even larger culture change for the research community since the research participant would potentially have a much larger role in making data available and in data analysis.
A robust data discovery index, infrastructure(s) to hold data, meaningful data standards, and a change in culture to expect data sharing as part of the scientific process would solve the problems related to data sharing for complex diseases. The NIMH Data Archive has begun tackling many of those issues and the early results suggest that meaningful data reuse can occur. We are making progress on understanding whether data repositories can help uncover a biomarker like the C-peptide, but it is still a little too early to know whether this approach will be successful in helping to tackle a very difficult problem.
