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Este trabajo trata de comprender qué son y cómo se comportan matemáticamente
los fractales. Para ello, en la primera parte de este trabajo, se plasma la teorı́a matemáti-
ca que hay detrás. Se han tocado temas de teorı́a de la medida, autosemejanza y se ha
hecho énfasis en la teoria de la dimensión, hablando de dimensión Hausdorff, que per-
mite que la dimensión sea un número no entero, y la dimensión de cubrimientos, una
dimensión topológica que solo permite números enteros. Esto ha permitido hacer un
análisis de varios de estos conjuntos fractales, como el conjunto de Cantor o el de Julia.
Summary
This paper is about understanding what fractals are and how they behave mathema-
tically. To do this, the first part of this paper presents the mathematical theory behind
it. Themes of measurement theory, self-similarity have been touched upon and emp-
hasis has been placed on the dimension theory, speaking of the Hausdorff dimension,
which allows the dimension to be a noninteger number, and the covering dimension, a
topological dimension that only allows integer numbers. This has allowed an analysis
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En este trabajo intentaremos ahondar en la teorı́a matemática que engloba a una
familia de conjuntos muy singular, los fractales. La principal caracterı́stica de estos es,
que viven en una dimensión no entera. Por ejemplo, la recta y el plano real viven en las
dimensiones 1 y 2, sin embargo, un conjunto perteneciente a esta familia, como puede
ser el conjunto de Cantor, que posteriormente trataremos, vive en una dimensión lg(2)lg(3) ,
siendo este obviamente un número no entero. Aunque no todos los fractales vivenen
dimensiones no enteras, como es el caso de la curva de Peano.
El matemático al que se le atribuyen más logros como divulgador de la geometrı́a
fractal es Benoı̂t Mandelbrot. Él definió lo que era un fractal.
Definición 1 En sus trabajos, Mandelbrot definió un fractal como un conjunto cuya
dimensión de Hausdorff es estrictamente mayor que su dimensión topológica.
Los capı́tulos 2 y 4, están dedicados a la dimensión topológica y de Hausdorff respecti-
vamente.
Aunque no fué el único en el desarrollo de esta teorı́a, otros personajes anteriores a
él, como Karl Weierstrass, Georg Cantor, Felix Hausdorff, Gaston Julia, Pierre Fatou y
Paul Lévy, tienen trabajos muy relevantes en el desarrollo de esta teorı́a.
En el siglo XIX, las matemáticas se centraron en funciones que producı́an curvas sua-
ves. Se creı́a que cualquier función producirı́a ciertamente tal curva. pero a finales de
ese siglo empezaron a aparecer conjuntos que rompı́an con esa tónica. Por ejemplo, en
1872, Karl Weirestrass, presentó a la Real Academia de Ciencias Prusiana una función
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Esta función rompı́a con el pensamiento de la época ya que aún siendo convergente
no era derivable en ningún punto, y su gráfica hoy en dı́a es considerada un fractal.
Figura 1.1: Gráfica de la función de Weierstrass.
En 1883 Georg Cantor, quien habı́a estudiado los trabajos de Weierstrass, durante
su etapa en la universidad de Berlı́n, introdujo una nueva función ψ cuya derivada vale
0 en todos los puntos menos en los pertenecientes al denominado conjunto de Cantor,
que estudiaremos más detenidamente en el capı́tulo 5, el cual ahora también es consi-
derado un fractal. En 1890, Peano, motivado por encontrar una función continua entre
el intervalo [0,1] y el cuadrado [0, 1]x[0, 1], encontró una curva que pasa por todos los
puntos del cuadrado. Este es un ejemplo bastante interesante ya que su dimensión to-
pológica es 1, pero su dimensión de Hausdorff es 2, por lo que cumple con la definición
de fractal de Mandelbrot.
Figura 1.2: Aproximaciones de la curva de Peano
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En marzo de 1918 Felix Hausdorff publicó una teorı́a sobre la dimensión que lleva
su nombre, lo cual fue una de las claves para el estudio de los fractales, ya que per-
mitı́a a los conjuntos vivir en dimensiones no enteras, siendo también este concepto
imprescindible para la definición de fractal de Mandelbrot ( definición 1). (Referencia
bibliográfica a la obra de Hausdorff en [6].
Casi al mismo tiempo de que Hausdorff publicara sus resultados, dos matemáticos fran-
ceses, Gaston Julia y Pierre Fatou, estudiaron la iteración de funciones en el plano com-
plejo, con sus puntos atractores y repulsores, conceptos que son muy importants en la
teoria del caos. Se dieron cuenta que, las fronteras de atracción de los puntos fijos atrac-
tores, formaban conjuntos bastante complejos, lo que a dı́a de hoy también conocemos
como fractales y denominamos conjuntos de Julia.
En 1977, con la publicación de su libro ”The fractal geometry of nature”, Benoit
Mandelbrot popularizó a este tipo de conjuntos, hablando de temas como los fractales
en la naturaleza y la geometrı́a fractal de las galaxias.
Ahora, me gustarı́a responder a una pregunta. ¿Son estos conjuntos reales o son un
simple producto del desarrollo teórico?
Para hacer este análisis nos centraremos en la idea de autosemejanza. Si observamos
el mundo vegetal, más concretamente un árbol, veremos la idea de autosemejanza re-
flejada en él. Cada árbol está formado por ramas, y cada rama es un árbol en potencia.
Nunca podremos ver un árbol ı́ntegramente autosemejante, ya que para que esto ocu-
rriera se necesitarı́a un tiempo infinito en el que el árbol creciera, y esto es imposible.
Pero si dibujaramos un árbol con sus infinitas ramas en potencia de crecimiento, con
un tamaño inversamente proporcional al tiempo que le costará a la rama aparecer, esa
estructura, que recuerda un poco a la curva de Koch, con infinitas ramas infinı́tamente
pequeñas, serı́a un fractal.
Parece ser, por los ejemplos que hemos visto, que si desde una dimensión entera que-
remos observar un objeto viviendo en una dimensión fractal, tenemos que pasar por
la idea de infinito. Todos los ejemplos están construidos como lı́mites en el infinito, y
nuestros cerebros no están preparados para comprender ı́ntegramente el infinito, so-
mos limitados.
Este trabajo está dividido en 5 capı́tulos, introduccción, medida de Hausdorff, auto-
semejanza, dimensión topológica y ejemplos.
En la introducción hemos tratado el contexto histórico en el que se desarrollo toda
esta teorı́a. Nos hemos seguido de las siguientes referencias, [10] y [4].
En el capı́tulo segundo, de medida y dimensión de Hausdorff, primero introduciremos
los objetos matemáticos necesarios para el correcto desarrollo del tema, tales como, me-
dida exterior o σ -álgebra. Construiremos la medida de Hausdorff y entonces seremos
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capaces de definir y caracterizar la dimensión de Hausdorff. Para este capı́tulo hemos
usado las sigientes referencias bibliográficas, [1], [5] y [7].
El tercer capı́tulo está ı́ntegramente dedicado a una caracterı́stica clave de los frac-
tales, la autosemejanza, teorizaremos sobre este concepto, veremos que es el valor de
semejanza y lo relacionaremos con la dimensión de Hausdorff, lo cual nos dará una
forma fácil de calcular dicha dimensión. Para este capı́tulo hemos usado las sigientes
referencias bibliográficas, [7] y [4].
En el cuarto capı́tulo, dimensión topológica, primero introduciremos el concepto de,
orden de una familia de conjuntos, lo que nos llevará a definir y caracterizar la dimen-
sión de cubrimientos. Y por último veremos que ésta siempre será menor o igual que
la dimensión de Hausdorff. Para este capı́tulo hemos usado las sigientes referencias bi-
bliográficas, [7], [8]y [2].
Por último el quinto capı́tulo está dedicado a analizar ejemplos de conjuntos fracta-
les. Concretamente se analizarán: el conjunto de Cantor, el triángulo de Sierpinski, la
curva de Koch y los denominados como Conjuntos de Julia. Para este capı́tulo hemos
usado las sigientes referencias bibliográficas, [7], [4], [9] y [3].
Capı́tulo 2
Medida y dimensión de Hausdorff
El objetivo de este capı́tulo es poder definir y caracterizar la dimensión de Haus-
dorff, para luego poder calcularla en diferentes conjuntos fractales. Para cumplir ese
objetivo primero debemos tener claro el concepto de medida y ser capaces de construir
la medida de Hausdorff.
2.1. Preliminares
Definición 2 Sea X un conjunto arbitrario, Σ una colección de subconjuntos de X. Se
dice que Σ es una σ -álgebra en X si:
1. ∅ ∈ Σ.
2. A ∈ Σ =⇒ Ac ∈ Σ.
3. {Ai}i∈N ⊆ Σ =⇒∪i∈NAi ∈ Σ.
Al par (X,Σ) se le llama espacio medible.
Definición 3 Sea X un conjunto arbitrario. A0 ⊆ P (X), se le dice semianillo, si cumple:
1. A, B ∈ A0⇒ A ∩ B ∈ X.
2. A, B ∈ A0⇒∃{Ai}ki=1 t.q. A−B = ∪
k
i=1Ai .
Definición 4 Sea (X,Σ) un espacio medible. Una medida positiva sobre un semianillo,
A0 ⊆ P (X), es una función, µ :A0 7−→ [0,∞], tal que,
1. µ(∅) = 0.
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Notar que la estructura de semianillo no garantiza que la unión de dos elementos del
semianillo esté en el semianillo.
Definición 5 Sea (X,Σ) un espacio medible. Una medida positiva en este espacio es
una función, µ : Σ 7−→ [0,∞], tal que,
1. µ(∅) = 0.
2. Si {Ai}i∈N, son disjuntos dos a dos, entonces, µ(∪i∈NAi) =
∑
i∈Nµ(Ai).
A la terna (X,Σ,µ) se le llama espacio de medida. Y este es completo sii:
∀B ∈ Σ, µ(B) = 0 ⇒ ∀A ∈ Σ∧A ⊂ B, µ(A) = 0.
Frecuentemente, hay definida una medida µ sobre una pequeña familia de con-
juntos, y queremos extenderla a una familia más grande de conjuntos. Esta situación
motiva la definición de medida exterior.
Definición 6 Sea X y el conjunto de partes de X, P (X), una medida exterior en X es una
función del tipo:
µ∗ : P (X) 7−→ [0,∞].
Tal que:
1. µ∗(∅) = 0.
2. Si A ⊆ B⇒ µ∗(A) 6 µ∗(B).














1. µ∗ es una medida exterior tal que, ∀A ∈ C, µ∗(A) ≤ ρ(A).A la que la llamaremos medida
exterior generada por ρ.
2. Si C es un semianillo y ρ una medida generada por el semianillo, ρ y µ∗ coinciden en C.
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Teorema de extensión de Caratheodory
Notar que una medida exterior no tiene restricciones en cuanto a los subconjuntos
sobre los que está definida, mientras que la medida positiva necesitaba estar definida
sobre una σ -álgebra. Aunque la medida exterior es más débil que la positiva en el senti-
do de que no es numeráblemente aditiva. Ahora el objetivo es encontrar una σ -álgebra
donde las medidas exteriores sı́ sean numeráblemente aditivas.
Definición 7 Sea µ∗ una medida exterior en X. A⊆X, diremos que es µ∗-medible, si
∀B ⊆ X,
µ∗(B) = µ∗(B∩A) +µ∗(B∩Ac). (2.1)
Denotaremos Mµ∗ , a la familia de conjuntos µ∗-medibles.
Teorema 1 (De extensión de Caratheodory) Sea X un conjunto y µ∗ una medida exterior
en X. Entonces:
1. Mµ∗ es una σ -álgebra.
2. La restricción de µ a Mµ∗ es una medida.
3. (X,Mµ∗ ,µ∗) es completo.
4. Si µ∗ es la medida exterior generada por la medida sobre un semianilllo ρ de un semi-
anillo A0⇒A0 ⊂Mµ∗ .
Teorema 2 (Teorema de Hahn) Toda medida σ -finita en un semianillo A0, se extiende de
forma única a cada σ -álgebra, entre A0 y Mµ∗ .
Ejemplo 1 (Medida de Lebesgue en R) Sea C = {(a,b] : a ≤ b} y ρ(a,b] = b − a.
Veamos que C cumple las propiedades de semianillo:
1. Dados dos intervalos semiabiertos A, B. Su intersección o es vacı́a, o es otro intervalo
semiabierto.
2. La resta de intervalos semiabiertos, es la unión disjunta de intervalos semiabiertos.









que es una medida exterior.
Por el teorema de Caratheodory, sabemos que si restringimos la medida exterior a la σ -álge-
bra de los medibles, tenemos una medida, y además, al estar generada por la medida ρ del
semianillo de los intervalos semiabiertos, estos mismos son conjuntos medibles.
Ya que los conjuntos abiertos se pueden expresar como uniones numerables de intervalos
semiabiertos, se tiene que la medida de Lebesgue mide a los abiertos, por lo tanto mide a la
menor σ -álgebra que los contiene, los Borelianos.
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2.2. Construcción de la medida de Hausdorff
Definición 8 Sea un espacio métrico (X,d), A⊂ X, el diámetro de A se define como:
diam(A) = sup
x,y∈A
{d(x,y) : x,y ∈ A}.
Para δ > 0 y t > 0, definamos una función de conjunto. H tδ : P (X) −→ R , que tiene
como valor:




t : A ⊂
⋃
i∈N
Ui , diam(Ui) < δ
 . (2.2)
Observemos que la única restricción que tienen los conjuntos que cubren a A es el
diámetro.
Gracias a la proposición 1, las anteriores funciones son medidas exteriores. Obser-





t : A ⊂
⋃
i∈N





t : A ⊂
⋃
i∈N
Ui ,diam(Ui) < ε}.
Observemos que si δ < ε, la familia de conjuntos con diámetro menor que δ está conte-
nida en la familia de conjuntos con radio menor que ε. Por lo tanto, al ser una familia
más grande, el ı́nfimo será menor para la familia de conjuntos con radio menor que ε.
Por lo tanto:
H tδ(A) > H
t
ε(A). (2.3)
Definición 9 Llamamos medida exterior t-dimensional de Hausdorff, H t, a,
H t = lı́m
δ→0
H tδ. (2.4)
Proposición 2 La medida exterior t-dimendional de Hausdorff es una medida exterior.
Demostración:
Comprobemos queH t cumple con la definición de medida exterior, partiendo de que
H tδ lo es.
1.
H t(∅) = lı́m
δ→0
H tδ(∅) = lı́mδ→0
0 = 0.
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2.
A ⊆ B⇒H tδ(A) ≤H
t
δ(B).
Entonces, por la regla del sandwich, sabemos que:
Si lı́m
δ→0
H tδ(A) ≤ lı́mδ→0
H tδ(B)⇒H
t(A) ≤H t(B).





























De acuerdo con el teorema de Caratheodory, sabemos que si restringimos la medida
exterior de Hausdorff a la familia de sus conjuntos medibles, obtenemos una medida.
Veamos ahora que los borelianos están contenidos en MHp , los conjuntos medibles por
la medida de Hausdorff.
Definición 10 Sea (X, d), un espacio métrico. Diremos que una medida exterior µ∗ es
métrica si dados A,B ⊂ X tales que d(A,B)≥0, la medida exterior de la unión es la suma
de medidas exteriores.
Proposición 3 Si µ∗ es una medida exterior métrica en un espacio métrico (X,d), entonces:
B(X) ⊂Mµ∗ .
Demostración:
Basta demostrar que todos los abiertos en X son conjuntos µ∗-medibles, es decir si U
es abierto, ∀A ⊆ X,
µ∗(A) = µ∗(A∩U ) +µ∗(A∩U c).
Sea A tal que µ∗(A) <∞. Probaremos que,
µ∗(A) ≥ µ∗(A∩U ) +µ∗(A∩U c),
ya que, µ∗(A) ≤ µ∗(A∩U ) +µ∗(A∩U c) es una propiedad de la medida exterior, y el caso
para infinito es trivial.
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Definamos la familia de conjuntos:





A ⊇ (A∩Un)∪ (A∩U c),
ya que la unión de dos subconjuntos de A está en A.
Notemos que al ser U abierto, Un ↑U . Por lo tanto, A∩Un ↑ A∩U y:




Por lo tanto se tiene que A∩Un y A∩U c son conjuntos disjuntos. De esto y de la defi-
nición de medida exterior y de medida exterior métrica deducimos que:
∀n, µ∗(A) ≥ µ∗((A∩Un)∪ (A∩U c)) = µ∗(A∩Un) +µ∗(A∩U c). (2.5)
Si consideramos la familia de conjuntos
Bn = A∩Un ↑ B = A∩U,
por (2.5), basta demostrar que µ∗(Bn) ↑ µ∗(B).
Sea la familia de conjuntos disjuntos
C1 = B1, n ≥ 2, Cn = Bn −Bn−1.
Entonces,
B = Bn ∪
∞⋃
i=n
Ci ⇒ µ∗(B) = µ∗(Bn ∪
∞⋃
i=n+1








Por lo tanto, ahora tenemos que ver que:
∑∞
i=nµ
∗(Ci) 7−→ 0, ası́ que basta demostrar que:∑∞
i=0µ
∗(Ci) converge.
Sea ahora y ∈ Cn+1. Entonces y < Un, es decir, d(y,U c) < 1n .
Sea ahora x ∈ Bn−1. Se tiene que d(x,U c) ≥ 1n−1 .
Despejando tenemos que:













2.2. CONSTRUCCIÓN DE LA MEDIDA DE HAUSDORFF 15









∗(C2n−1) ≤ µ∗(B1) + (µ∗(B3)−µ∗(B1)) + .. = µ∗(B2n−1).
Haciendo lo propio para los pares e impares:
n∑
i=1
µ∗(C2i−1) ≤ µ∗(B2n−1) ≤ µ∗(A),
n∑
i=1
µ∗(C2i) ≤ µ∗(B2n) ≤ µ∗(A).




Teorema 3 H t : P (X) −→ [0,∞] es una medida exterior métrica.
Demostración:
Sean A, B t.q. d(A,B) >0. Ahora sea d(A,B) > δ > 0.
Sea una sucesión de conjuntos,
{Cn}n∈N : diam(Cn) < δ, A∪B ⊂ ∪Cn.
Ahora, notar que al tomar δ mayor que el máximo diámetro de los Cn’s, es imposible
que un Cn interseque al mismo tiempo, con A y B, ya que la distancia entre A y B, es
mayor que el diámetro de estos conjuntos. Teniendo este concepto en cuenta, definamos
dos familias de ı́ndices disjuntas:
I = {i ∈N : Cn ∩A , ∅}, J = {j ∈N : Cn ∩B , ∅}.
Se cumple que A ⊆ ∪i∈ICi y B ⊆ ∪j∈JCj . Ya que H tδ está definida sobre el ı́nfimo de los






































Por lo tanto, ya hemos llegado a la conclusión de que la medida exterior de Haus-
dorff restringida a sus medibles es una medida positiva, y que los Borelianos son con-
juntos H t-medibles.
2.3. Caracterización de la dimensión de Hausdorff
El siguiente resultado nos dará pie a poder definir la dimensión de Hausdorff, ası́
como el poder asegurar su existencia.
Teorema 4 Sea A ⊂ X y sean, 06 p < q. Entonces se tiene que:
1.
Si Hp(A) <∞ ⇒ Hq(A) = 0.
2.
Si Hq(A) > 0 ⇒ Hq(A) =∞.
Demostración:
Basta con probar sólo la primera sentencia, ya que la segunda es la contrarecı́proca
de la primera, es decir si la primera fuera (A⇒ B), se tiene que, la segunda serı́a,
(A⇒ B)⇔ (B⇒ A).
Ya que la medida de Hausdorff es una función positiva, se tiene que negar que Hq(A) =
0, es decir que Hq(A) > 0, y negar que Hp(A) <∞, es decir que Hp(A) =∞.
Ahora, probaremos la primera sentencia. Sea A ⊆ X, con HP (A) < ∞, δ > 0 y Bn un
























Ahora tomando el ı́nfimo, se tiene que, Hqδ (A) 6 δ
q−pH
p
δ (A). Ahora si hacemos δ
tender a 0, Hp(A) = 0. 
Definición 11 De este teorema deducimos que existe un valor crı́tico s0 ∈ [0, ,∞], tal que :
1. ∀s < s0, H s(A) =∞,
2. ∀s > s0, H s(A) = 0.
A este valor s0 le llamaremos la dimensión de Hausdorff del conjunto A. Denotaremos dim(A)=s0.
Nota 1 Si para todo s mayor que 0, H s(A) = 0, entonces dim(A)=0, y si para todo s mayor
que 0 también, H s(A) =∞, entonces dim(A)=∞.
2.3.1. Teorema del contenido




Supongamos que A ⊆ B. Veamos entonces que dim(A) 6 dim(B).
La dimensión de Hausdorff de B es ese valor s0 tal que ∀s > s0 la medida de Hausdorff
de B es 0. Sea s > s0, entonces:
H s(A) 6H s(B) = 0.
Por lo tanto, dim(A) 6 dim(B). 
2.3.2. Teorema de la unión
Teorema 6 (Teorema de la unión) Sean A, B conjuntos Borelianos, entonces
dim(A∪B) = máx{dim(A), dim(B)}.
18 CAPÍTULO 2. MEDIDA Y DIMENSIÓN DE HAUSDORFF
Demostración:
Por el teorema 5 sabemos que dim(A∪B)>máx{dim(A),dim(B)}. Por lo tanto hay que
probar que dim(A∪B)6máx{dim(A),dim(B)}.
Sea s >máx{dim(A), dim(B)}. Por lo tanto, H s(A) = 0 y H s(B) = 0. Entonces,
H s(A∪B) 6H s(A) +H s(B) = 0.





En este capı́tulo vamos a trabajar una caracterı́stica fundamental de los fracctales, la
autosemejanza. Veremos como calcular la dimensión de autosemejanza de un conjunto,
lo que luego será un método sencillo para calcular la dimensión de Hausdorff. Para el
desarrollo de este capı́tulo nos hemos vasado en la cita bibliográfica [7].
Definición 12 Una semejanza (o similitud) es una aplicación entre dos espacios métri-
cos (X1,d1) y (X2,d2) que modifica las distancias entre dos puntos cualesquiera multi-
plicándolas por un factor fijo, r. En el caso de los espacios euclı́deos, por ejemplo, es la
composición de una isometrı́a y una homotecia. Intuitivamente, es una transformación
que puede cambiar el tamaño y la orientación de una figura pero no altera su forma.
Una lista de radios es una lista finita de números positivos (r1, r2, ..., rn).
Si ∀i ri <1, la lista de radios se dice contractiva o hiperbólica.
Definición 13 En un espacio métrico (X,d), un sistema de funciones iterado relativo
a la lista de radios (r1, r2, .., rn), es una lista (f1, f2, ..., fn) con fi una semejanza de radio
ri > 0.
Sea K ⊂ X. Se dice que K es invariante o atractor por el sistema de funciones iterado





Definición 14 El valor de semejanza de una lista de radios (r1, r2, .., rn) es un número




Teorema 7 Si (r1, r2, .., rn) es una lista de radios contractiva, entonces existe un único valor
de semejanza s. Se tiene que s=0 sii n=1.
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Al número s se le llama dimensión de semejanza de un conjunto K que sea invariante
por un conjunto iterado de funciones relativo a la lista de radios (r1, r2, .., rn), es decir,




Y sea la lista iterada de funciones relativa a ella, (f1, f2, ..., fn), cada fi es una semejanza





Entonces se dice que K tiene dimensión de semejanza s.
Intuitivamente la dimensión de semejanza, deberı́a coincidir con la de Hausdorff, y
ésta es única. Pero sin las caracterizaciones adecuadas el conjunto K puede admitir dos
dimensiones de semejanza, ası́ que ésta más que una caracterı́stica del conjunto K, es
una caracterı́stica del conjunto iterado de funciones (f1, f2, ..., fn).
Ejemplo 2 Veamos un ejemplo para comprobar que efectivamente un conjunto puede admi-
tir más de una dimensión de semejanza.




2 , que tienen radio
1




= 1⇔ s = 1.
Se tiene que, según esta lista de funciones la dimensión de semejanza de [0,1], es 1.




3 , igualmente [0,1] es
invariante por la lista de funciones, pero en este caso la dimensión de semejanza sale mayor
que 1, s = 1,7095....
De este ejemplo podemos intuir, que habrá que evitar el solapamiento de los conjuntos
imagen.
Definición 15 Se dice que el sistema iterado de funciones (f1, f2, ..., fn) cumple la con-
dición de conjunto abierto de Moran, si y solo si, existe un conjunto abierto, no vacı́o U
tal que:
Si i , j, fi(U )∩ fj(U ) = ∅, y ∀ i, fi(U ) ⊆U.
Si ese conjunto abierto U existe, se le llama conjunto abierto de Moran para el siste-
ma iterado de funciones.
Teorema 8 Sea (re)e∈E una lista de radios contractivos. Sea s su valor de similaridad y (fe)e∈E
su sistema iterado de funciones asociado en R. Sea K el conjunto invariante para el sistema
iterado de funciones.




La demostración de este teorema se encuentra en el libro [7], es el teorema 6.5.4, en
la página 193. 
No siempre se puede calcular la dimensión de Hausdorff mediante autosemejanza, pue-
de que el sistema iterado de funciones no cumpla la condición de conjunto abierto o no
todos los conjuntos soninvariantes por un sistema iterado de funciones, como el cı́rculo.
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Capı́tulo 4
Dimensión topológica
Para este capı́tulo, todos los espacios que consideremos serán espacios métricos.
Los conjuntos de la geometrı́a elemental llevan asociados una dimensión. Por ejemplo,
puntos aislados tienen dimensión 0, curvas 1, superficies 2. En este capı́tulo trataremos
la dimensión como una propiedad topológica, es decir, si dos conjuntos son topológi-
camente homeomorfos tendrán igual dimensión topológica.
4.1. Orden de una familia de conjuntos
Definición 16 Para un n ∈Z con n ≥ −1. El orden de una familia de conjuntos distintos
A será menor o igual que n, si cualquiera n+2 conjuntos de la familia tienen intersección
vacı́a.
Se dice que A tiene orden exactamente n > 0 si tiene orden menor o igual que n pero
no menor o igual que n− 1.
Nota 2 Se dice que una familia de conjuntos A tiene orden exáctamente -1 si tiene orden
n > −1.
Nota 3 Una familia de conjuntosA tendrá orden∞ si ∀n ∈N existen n conjuntos distintos
pertenecientes a la familia A, con intersección distinta del vacı́o. Es decir:




Ejemplo 3 Para entender mejor la definición de orden de una familia de conjuntos, fijémo-
nos en la figura 4.1 y veamos cuál es su orden.
Supongamos que cada ladrillo y su frontera son un conjunto de la familia, entonces la fa-
milia de ladrillos ¿tendrá orden menor o igual que 1? Obviamente no, ya que existen grupos
de 3 ladrillos que intersecan en un punto dentro de la familia. ¿Y orden menor o igual que 2?
23
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Figura 4.1: Ladrillos
Sı́, ya que cualquier grupo de 4 ladrillos que tomemos dentro de la familia tiene intersección
vacı́a. Por lo tanto, ya que los ladrillos de la figura 4.1 tiene orden menor o igual que dos pero
no menor o igual que uno, la familia tiene orden 2.
El concepto de orden de un conjunto va a ser muy importante en el desarrollo del
trabajo, ya que es algo estrechamente ligado con la dimensión topológica. Veamos otro
ejemplo para afianzar el entendimiento de esta idea.
Figura 4.2: Familia de conjuntos disjuntos
Ejemplo 4 En la figura 4.2 podemos apreciar una familia de 3 conjuntos disjuntos A,B,C,
sobre un espacio S. ¿Cuál será el orden de esta familia? Démonos cuenta que al ser conjuntos
disjuntos cualesquiera 2 conjuntos que tomemos de la familia tienen intersección vacı́a, por
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lo tanto el orden de esta familia será menor o igual que cero. ¿Puede ser menor o igual que
-1? No, ya que cualquiera conjunto de la familia que coja (A, B o C), su intersección consigo
mismo es distinto del vacı́o. Por lo tanto, el orden de una familia de conjuntos disjuntos es 0.
4.2. Espacios de dimensión cero
Esta sección estará dedicada a entender un poco mejor y caracterizar brevemente
los espacios de dimensión cero.
Antes de nada, será indispensable para el desarrollo de la teorı́a que sigue, conocer
el concepto de cubrimiento.
Definición 17 Se dice que una familia de conjuntos A es un cubrimiento del espacio
métrico S, queA cubre a S, si y solo si S está contenido en la unión de todos los elemen-
tos de A.
Definición 18 Sean A y B dos colecciones de conjuntos. Entonces se dice que B está
subordinado a A si y solo si:
∀B ∈ B, ∃A ∈ A : B ⊆ A.
Si A es un cubrimiento abierto del espacio métrico S, un refinamiento de A es un cu-
brimiento abierto B de S que es subordinado a A.
Definición 19 Sea un espacio métrico S. A ⊆ S es un conjunto clopen si es cerrado y
abierto al mismo tiempo. En particular, S y ∅ son conjuntos clopen.
Definición 20 Sea el espacio métrico S. Una partición clopen de S se le dice a una
familia de conjuntos en cuya unión está contenido S, son disjuntos dos a dos (partición)
y cada uno de ellos es clopen.
Definición 21 Un espacio S es de dimensión cero si y solo si todo cubrimiento abierto
y finito de S tiene un refinamiento que es una partición clopen.
En la siguiente sección veremos la relación que existe entre los conceptos de orden
de una familia de conjuntos y de dimensión topológica (dimensión de cubrimientos).
4.3. Dimensión de cubrimientos
Sea S un espacio métrico, y n un número entero ≥ −1. Se dice que S tiene dimensión
de cubrimiento menor o igual que n si y solo si todo cubrimiento con cardinal finito de
S posee un refinamiento de orden menor o igual que n.
La dimensión de cubrimiento de S será exactamente n, para n > 0 si y solo si es menor
o igual que n pero no menor o igual que n-1. Se escribe Cov(S)=n.
Ésta también llamada dimensión de Lebesgue.
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Nota 4 Al igual que pasaba con el orden de un conjunto, la dimendión de cubrimientos de
un conjunto diremos que es exactamente igual a -1 si y solo si es menor o igual que -1.
De las definiciones de orden de un conjunto y dimensión de cubrimientos, podemos
deducir que:
Cov(S) = −1⇐⇒ S = ∅∨ S = {∅}.
Cov(S) = 0⇐⇒ S es un espacio de dimensión cero ya que se puede cubrir por una par-
tición de conjuntos disjuntos dos a dos, que además estos conjuntos serán clopen en S.
A continuación, los siguientes resultados nos servirán como herramienta para probar
los teoremas de suma y contenido de dimensión de cubrimientos.
Nota 5 Sean F cerrado, U un abierto y F ⊆U , entonces:
∃V : F ⊆ V ⊆ V ⊆U,
con V abierto
Este resultado, nota 5, fue visto en la asignatura de topologı́a, por lo que prenscindire-
mos de demostración.
Teorema 9 Sea S un espacio métrico y n un número entero ≥ −1. Las siguientes afirmaciones
son equivalentes:
1. Cov(S ≤ n).
2. Si U = {U1,U2, ..,Uk} es un cubrimiento abierto y finito de S entonces existe un cubri-
miento B = {B1,B2, ..,Bk} que refina a U , tal que Ui ⊇ Bi , i = 1, ..., k, tiene su mismo
número de elementos y cubre a S con orden menor o igual que n.
3. Si U = {U1,U2, ..,Un+2} es un cubrimiento abierto y finito de S, entonces existe un
refinamiento de U , B = {B1,B2, ..,Bn+2}, tal que Ui ⊇ Bi , i = 1, ...,n + 2, que también




4. Si U = {U1,U2, ..,Un+2} es un cubrimiento abierto de S, entonces existen conjuntos
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Demostración:
(2)⇒(3) es claro ya que (2) es una generalización de (3), y (2)⇒(1) también por defi-
nición de dimensión de cubrimiento.
1. (1)⇒(2)
Supongamos que Cov(S)≤n. Sea un cubrimiento abierto de S, U = {U1, ...,Uk}.
Por definición de dimensión de cubrimientos, U posee un refinamiento al que
llamaremosW que tiene orden ≤ n. Ahora para probar (2), debemos ser capaces
de construir uno, que lo haremos a partir deW y con exactamente k elementos.
Fijémonos en que:
∀W ∈W , ∃Ui ∈ U : W ⊆U.
Definamos la familia de conjuntos B de la siguiente forma :
Bi =
⋃
{W ∈W : W ⊆Ui},
ya queW cubrı́a ya a S, los Bi ⊆Ui por como están construidos, también cubren a
S, además hemos restringido su cardinal a k. Ahora, ¿siguen teniendo orden ≤ n?
Supongamos que x∈S, x como mucho puede estar simultáneamente en n+1 ele-
mentos de W y x ∈ Bi sólo si x∈ W para algún W⊆ Ui , por lo tanto x pertenece
como mucho a n+1 Bi ’s, lo que quiere decir que el orden de B es n.
2. (3)⇒(2)
Supongamos que se cumple (3). Sea el cubrimiento abierto de S, {U1,U2, ..,Uk}.
Si k≤ n + 1, entonces el cubrimiento ya tendrı́a orden ≤ n y no habrı́a nada que
probar.
Supongamos entonces que k≥ n+ 2. Sea la familia de conjuntos {Wi}n+2i=1 definida
como Wi = Ui , i=1,...,n+1 y Wn+2 =
⋃k
i=n+2Ui . Ya que los Ui ’s cubren a S, los Wi ’s
también lo cubren.
Por (3):







Para probar (2) solo nos queda ajustar el número de elementos de n+2 a k. Para
ello definiremos los Bi ’s tales que:
Bi = Vi , i = 1, ..,n+ 1, Bj = Vn+2 ∩Uj , j ≥ n+ 2.






Bi = S y ∀i,Bi ⊆Ui .
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3. (3) =⇒ (4)
Supongamos cierto (3), es decir, dado el cubrimiento abierto de S:
{U1,U2, ...,Un+2}, ∀i = 1, ...,n+ 2, ∃Bi ⊆Ui :
n+2⋂
i=1




Con cada Bi conjunto abierto en S.





Ahora, usando la nota 5 y que la unión finita de conjuntos abiertos es a su vez un
conjunto abierto, deducimos que ∃ V1 tal que:




Si definimos el conjunto F1 = S r V1, podemos apreciar que cumple con las si-
guientes propiedades:
S rB1 ⊆ V1 =⇒ S rV1 = F1 ⊆ B1 =⇒ F1 ∩
n+2⋂
i=2




Bi =⇒ S rV1 = F1 ⊇ S r
n+2⋃
i=2




Siguiendo el mismo procedimiento, existe un conjunto abierto V2 tal que:












Continuando con este procedimiento acabaremos definiendo todos los Fi ’s.
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4. (4)⇒(3)
Suponemos cierto (4).Tenemos que:




Esto es cierto ya que F1 ⊆ U1, por la propia definición de los F′is y que F1 ⊆
(S/
⋂n+2
i=2 Fi), también es cierto porque
⋂n+2
i=1 Fi = ∅.
Usando el resultado correspondiente a la nota 5, existe un conjunto abierto B1 tal
que:




Por como está definido B1, se tiene que B1 ⊆U1 y que B1 ∩
⋂n+2
i=2 Fi = ∅.
Luego también existe un conjunto abierto B2 tal que,




Por lo tanto, B2 ⊆ U2 y B1 ∩ B2 ∩
⋂n+2
i=3 Fi = ∅. Continuando la demostración de
esta forma, al final llegamos a que existe una familia de conjuntos abiertos Bi ’s
i=1,...,n+2 tales que:








Se denomina ancho de red de un cubrimiento al mayor de los diámetros de los
conjuntos que lo forman.
Proposición 4 Sea S un espacio métrico con Cov(S) ≤ 1. Tomemos A, B, C subconjuntos
cerrados de S tales que A∩B∩C= ∅. Entonces existen conjuntos abiertos U,V,W cumpliendo
que:
U ⊇ A,V ⊇ B,W ⊇ C, U ∩W ∩W = ∅ U ∪V ∪W = S.
Demostración:
Si A,B,C son cerrados, entonces sus complementarios A’, B’ y C’ son abiertos y además,
aplicando las Leyes de De Morgan:
(A∩B∩C)c = ∅c⇒ Ac ∪Bc ∪Cc = S,
cubren a S, Ac∪ Bc ∪Cc = S. Entonces, por el teorema 9, existen conjuntos cerrados
F,G,H, F⊆ Ac, G⊆ Bc y H⊆ Cc, que cubren a S y tienen intersección vacı́a. Ahora, sus
complementarios Fc,Gc,Hc, son conjuntos abiertos en S tales que, por coonstrucción:
A⊆ Fc, B⊆ Gc y C⊆Hc, Fc ∩Gc ∩Hc = ∅ y Fc ∪Gc ∪Hc = S. 
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Proposición 5 Sea S un espacio métrico con Cov(S) ≤ 1. Tomemos A, B, C subconjuntos
cerrados de S tales que A∩B∩C= ∅. Entonces existen conjuntos cerrados U,V,W cumpliendo
que:
U⊇A, V⊇B, W⊇C, U∩V∩W= ∅ y U∪V∪W= S.
Demostración:
Usando la proposición 4 en el teorema 9, la demostración es trivial.  Notese que se
pueden probar los recı́procos delas proposiciones 4 y 5.
Proposición 6 Sean A1,A2,A3 subconjuntos cerrados de S tales que A1 ∩A2 ∩A3 = ∅. En-
tonces existen U1,U2,U3 abiertos tales que:
i = 1,2,3, Ui ⊇ Ai , U1 ∩U2 ∩U3 = ∅.
Demostración:
Para i=1,2,3, definamos las funciones di = d(x,Ai). Ya que A1 ∩ A2 ∩ A3 = ∅, ∀x ∈
S, d1(x) + d2(x) + d3(x) > 0. Ahora, para i=1,2,3, definamos los conjuntos:
Ui = {x ∈ S : di(x) <
1
4
(d1(x) + d2(x) + d3(x))}.
Los Ui ’s son abiertos y además Ui ⊃ Ai , ya que si x ∈ Ai ⇒ di(x) = 0.
Ahora ¿U1 ∩U2 ∩U3 = ∅? Supongamos que x ∈U1 ∩U2 ∩U3, entonces:
i = 1,2,3, di(x) <
1
4
(d1(x) + d2(x) + d3(x)).
Si d1(x) <
1





4 (d1(x) + d2(x) + d3(x))⇒ d2(x) <
d3(x)
2 y como también d3(x) <
1
4 (d1(x) + d2(x) +
d3(x)), llegamos a la conclusión que d3(x) <
d2(x)
2 , lo cual es absurdo ya que contradice
lo anterior. 
4.3.1. Teoremas de suma
Teorema 10 Sea S un espacio métrico, sean F1 y F2 subconjuntos cerrados de S tales que
Cov(F1) ≤ 1 y Cov(F2) ≤ 1. Entonces Cov(F1 ∪F2) ≤ 1.
Demostración:
Para probar el teorema debemos ver que todo cubrimiento de F1 ∪ F2 posee un refi-
namiento de orden ≤ 1. Usaremos el recı́proco de la Proposición 5. Sean A, B, C con-
juntos cerrados en F1 ∪ F2 tales que A ∩ B ∩ C = ∅. Sus intersecciones con F1, A∩F1,
B∩F1, C∩F1, son cerrados en F1, y con intersección vacı́a, A∩B∩C ∩ F1 = ∅. Entonces,
por (Proposición 5), existen conjuntos cerrados K, L, M que contienen a los anteriores,
K⊇ (A∩ F1), L⊇ (B∩ F1), M⊇ (C ∩ F1), cubren a F1, F1 = K ∪ L∪M y su intersección es
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vacı́a K ∩L∩M = ∅.
Podemos definir los conjuntos:
(K ∪A)∩F2, (L∪B)∩F2, (M ∪C)∩F2,
que por construcción sabemos que también tienen intersección vacı́a y son cerrados en
F2 y están contenidos en F2, por el mismo argumento de antes transladado a F2 existen
conjuntos cerrados P, Q, R, tales que: (K ∪A)∩F2 ⊆ P , (L∪B)∩F2 ⊆Q,(M∪C)∩F2 ⊆ R,
P ∩Q∩R = ∅ y P ∪Q∪R = F2. Ya estamos en condiciones de construir un cubrimiento
de F1∪F2 con orden menor o igual que 1, éste es E = P ∪K , F =Q∪L y G = R∪M, que,
por como están construidos estos conjuntos, sabemos que :
1. E, F, G son cerrados.
2. E ∩F ∩G = ∅.
3. E ∪F ∪G = F2.
Ya hemos econtrado que para un cubrimiento cualquiera de F1∪F2 tiene un refinamien-
to con orden menor o igual que 1. Por lo que acabamos de probar que Cov(F1 ∪F2)≤ 1.

Corolario 1 Sea S un espacio métrico, sean F1 y F2 subconjuntos cerrados de S tales que
Cov(F1) ≤ n y Cov(F2) ≤ n. Entonces Cov(F1 ∪F2) ≤ n.
Demostración:
La prueba de este corolario es similar a la del teorema anterior con la diferencia de
en vez de coger 3 conjuntos A,B,C hay que tener en cuenta n+2 conjuntos A1, ...,An+2 y
a partir de ahı́, seguir los mismos pasos. 
Teorema 11 Sea S un espacio métrico, sean ∀ i ∈N los conjuntos Fi ⊆ S cerrados de S con
Cov(Fi)≤ 1. Entonces Cov(∪i∈NFi)≤ 1.
Demostración:
Debemos probar que la unión numerable de conjuntos cerrados con dimensión Cov
menor o igual que uno tiene también dimensión Cov menor o igual que uno. Usaremos
el recı́proco de la Proposición 4. Para ello la estrategia a seguir será similar a la del
teorema anterior, encontrar un cubrimiento de la unión que tenga orden menor o igual
que 1. Procedamos entonces a construir ese cubrimiento. Asumiremos que S=∪Fi .
Sean los conjuntos cerrados en S, A, B, C con intersección vacı́a, A∩B∩C = ∅. Entonces,
por (Proposición 6), existen conjuntos abiertos A ⊆U0,B ⊆ V0,C ⊆W0 tales que:
U0 ∩V0 ∩W0 = ∅.
Definiremos recursivamente:
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1. Ui ⊇Ui−1, Vi ⊇ Vi−1, Wi ⊇Wi−1.
2. Ui ∩Vi ∩Wi = ∅.
3. Fi ⊆Ui ∪Vi ∪Wi .
Usaremos el procedimiento de inducción para probar que esas tres propiedades se cum-
plen para todo i. Si suponemos que F0 = ∅, la base de la inducción queda probada, ası́
que ahora asumamos que 1), 2) y 3) se cumplen ∀i < k. Los conjuntosUk−1∩Fk , Vk−1∩Fk ,
Wk−1 ∩ Fk , por como están construidos, son cerrados y con intersección vacı́a.Usando
la Proposición 5 y ya que Cov(Fk)≤1, existen subconjuntos de Fk cerrados Kk ⊇ Uk−1 ∩
Fk ,Lk ⊇ Vk−1 ∩ Fk ,Mk ⊇ Wk−1 ∩ Fk , que tienen intersección vacı́a y unión exactamente
todo Fk . Kk∩Lk∩Mk = ∅, Fk , Kk∪Lk∪Mk = Fk . Ahora los conjuntos Uk−1∪Kk , Vk−1∪Lk ,
Wk−1 ∪Mk , son cerrados y con intersección vacı́a, ası́ que por (Proposición 4), existen
conjuntos abiertos en S:
Uk ⊇Uk−1 ∪Kk , Vk ⊇ Vk−1 ∪Lk , Wk ⊇Wk−1 ∪Mk ,
tales que cubren a Fk y la intersección de sus clausuras es vacı́a, con lo que quedarı́a
probada la inducción.











Por como están construidos estos conjuntos, son abiertos en
⋃
k∈NFk , lo cubren y tienen
intersección vacı́a, por lo tanto hemos demostrado que
⋃
k∈NFk tiene un cubrimiento




Corolario 2 Sea S un espacio métrico, sean ∀ i ∈N los conjuntos Fi ⊆ S cerrados de S con
Cov(Fi)≤ n. Entonces Cov(∪i∈NFi)≤ n.
Demostración:
La prueba de este corolario es similar a la del teorema anterior con la diferencia de,
en vez de coger 3 conjuntos A,B,C, hay que tener en cuenta n+2 conjuntos A1, ...,An+2 y
a partir de ahı́ seguir los mismos pasos. 
4.3.2. Teorema de subconjunto
Teorema 12 Sea S un espacio métrico y T un subconjunto de S, T ⊆ S. Entonces Cov(T ) ≤
Cov(S).
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Demostración:
Si Cov(S)=∞, no hay nada que probar, ya que∞≥∞.
Supongamos que Cov(S)=n ∈Z. Por lo tanto, debemos ver que Cov(T)≤ n. Para ver esto
distinguiremos 3 casos, T cerrado, T abierto y T subconjunto cualquiera de S, ni cerrado
ni abierto.
1. Supongamos primero que T es cerrado. SeaA un cubrimiento abierto de T, ya que
T⊆S, ∀A ∈ A, ∃E ⊆ S : A = E ∩ T , con E un abierto en S.
Ya que T es cerrado, ErT es abierto. Por lo tanto podemos definir un cubrimiento
abierto en S de la forma:
A1 = {E ⊆ S : E ∩ T ∈ A, E abierto } ∪ {S/T }.
Ya que Cov(S)=n existe un refinamiento de A1, al que llamaremos A2, que tiene
orden≤n.
Ahora sea A3 = {E ∩ T : E ∈ A2}. A3 por construcción está subordinado a A, y es
un cubrimiento abierto de T con orden ≤ n, por lo tanto, Cov(T)≤ n.
2. Ahora si T es abierto, T puede escribirse como la unión contable de conjuntos
cerrados, T =
⋃∞
i=1Fj , de la forma:




Ahora, por (1), ∀j Cov(Fj )≤n, y entonces, basándonos en el corolario 2, Cov(T)≤n.
3. Supongamos ahora T un subconjunto general de S, no tiene por qué ser ni cerrado
ni abierto, sea {U1, ..,Un+2} un cubrimiento abierto de T. Sean los conjuntos Vi ,






es un conjunto abierto en S. Por (2) Cov(V)≤n, entonces existe un refinamiento de






Wi = V ,
ya que Wi ∩ T son abiertos en T, cubren a T y ,
n+2⋂
i=1
(Wi ∩ T ) = ∅.
Entonces Wi ∩ T forman un refinamiento de orden 6 n, y en consecuencia, pode-
mos asegurar que Cov(T)≤ n.

Teorema 13 La dimensión topológica de Rn es n.
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Demostración:
La demostración de este teorema se puede encontrar ı́ntegra en el libro [2]. Se trata
del teorema 3.2.7 en la página 127. 
Teorema 14 Sea S un espacio métrico completo, entonces la dimensión de cubrimientos de
S es menor o igual que la dimensión de Hausdorff de S.
Demostración:
La demostración completa de este teorema se encuentra en la sección 3.1 de la refe-
rencia bibliográfica [8]. 
Capı́tulo 5
Ejemplos de fractales
5.1. Conjunto de Cantor
5.1.1. Introducción
El Conjunto de Cantor, también llamado en inglés “the Cantor Dust”, polvo de Can-
tor, dust (polvo) es el término que en inglés se utiliza para denominar a los conjuntos
con dimensión topológica igual a cero.
Es un subconjunto de la recta real comprendido entre el intervalo [0,1].
Al estar contenido en R, es un ejemplo de fractal muy sencillo de entender y compren-
derlo. Viene muy bien para interiorizar conceptos clave en este tipo de conjuntos, como
el de autosemejanza.
Recursivamente, se puede construir de la siguiente manera: empiezas por el intervalo
[0,1]=C0, luego este lo divides en 3 partes iguales y te quedas con los extremos derecho







Aplicaremos esta idea de dividir en 3 y quitar la parte central a los subintervalos

















Estos conjuntos, los Ck son una secuencia decreciente, es decir,
∀ i ∈N : Ci ⊇ Ci+1.
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El proceso de construcción del conjunto de Cantor se ilustra muy bien en esta ima-
gen:
Figura 5.1: Construcción del Conjunto de Cantor.





















Proposición 7 No hay dentro del conjunto de Cantor intervalos con longitud mayor que 0.
Demostración:
Sea I un intervalo dentro del conjunto de Cantor. Por lo tanto, ∀k ∈ N, I ⊆ Ck , en-





, y el único número que
cumple esto es 0. Ası́ que la longitud de I es 0. 
Que la longitud (medida 1-dimensional) del conjunto de Cantor sea 0, da a entender
que la dimensión de este conjunto se va a encontrar entre 0 y 1. Procedamos a calcular
su dimensión de fraccionaria.
5.1.2. Cálculo de la dimensión fraccionaria del conjunto de Cantor
El conjunto de Cantor, C, puede ser construido recursivamente utilizando el si-
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De la siguiente forma:
C0 = [0, 1], C1 = f1[C0]∪ f2[C0], ..., Ck = f1[Ck−1]∪ f2[Ck−1].
La siguiente imagen ilustra el proceso de construcción del conjunto de Cantor me-
diante las funciones iteradas.
Figura 5.2: Construcción del Conjunto de Cantor mediante funciones iteradas.
La lista de radios asociada al anterior conjunto de funciones iteradas es {13 ,
1
3 }. Por








Resolviendo la ecuación queda s = lg(2)lg(3) , que es la dimensión de autosemejanza del
conjunto de Cantor.
Y ya que para el interior de C0, C̊0 = (0, 1), el sistema iterado de funciones, cumple con








que son conjuntos con intersección vacı́a, y C es el conjunto invariante, se tiene que
por el Teorema 8 que s=dim(C). Es decir, que para C las dimensiones de Hausdorff y
autosemejanza son iguales.
Ahora, ¿cuál es la dimensión de cubrimientos del conjunto de Cantor? Por el teorema
14, la dimensión de cubrimientos del conjunto debe ser un número entero no negativo
menor que lg(2)lg(3) , por lo tanto la dimensión de cubrimientos del conjunto de Cantor solo
puede ser 0.
5.1.3. Caracterización de los elementos del conjunto de Cantor
En este apartado, nos dispondremos a caracterizar los elementos del conjunto Can-
tor, apoyándonos en su representación en base 3, lo que nos ayudará a deducir propie-
dades importantes del mismo, como su cardinalidad.
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Teorema 15 Sea x ∈ [0, 1]. Entonces x pertenece al conjunto de Cantor, x ∈ C, si y sólo si, se
puede expresar en base 3, usando solo los dı́gitos 0 y 2.
Demostración:
Los números que en base 3 que tienen un 1 en la primera posición decimal, se en-










Ası́ quedarı́an fuera, los elementos que no están en C1.
Notemos que, los propios 13 y
2
3 , también tienen una representación en base 3 sin utilizar







Ahora seguimos el proceso con los números que tienen un 1 en la segunda posición


















. Menos los ex-






























, menos los ex-
tremos, que al igual que antes también tienen representación en base 3, sin usar
el dı́gito 1.
Con lo que hemos eliminado los puntos que quedan fuera de C2.
Siguiendo con esta construcción, deducimos que, los elementos del conjunto de Cantor,
son aquellos que tienen representación en base 3, sin usar el dı́gito 1. 
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Esta demostración es muy intuitiva, viéndola desde el punto de vista de como está
estructurado el conjunto de Cantor. En sı́, éste se construye, empezando por el interva-
lo [0, 1], dividiéndolo recursı́vamente en 3 partes iguales y eliminando del conjunto, la
parte central.
Un método gráfico para representar los números del intervalo [0, 1], en base 3, es divi-


















Si el número está en la primera parte, empezará a escribirse 0.0, si está en la se-
gunda, 0.1 y en la tercera 0.2. Luego, habrá que repetir el proceso recursivamente, para
encontrar el resto de cifras decimales.
Por ejemplo, si queremos representar el número 0.5 en base 3, según el método, su
representación será 0.111111111..., ya que, por muchas veces que dividas en 3, este,
siempre se va a encontrar en el centro.
El proceso se ilustra en la siguiente imagen:
Figura 5.3: Coordenadas en base 3.
En la figura 5.3 se puede apreciar bastante bien que los números que en su represen-
tación en base 3 cuentan con un algún dı́gito 1, quedan fuera del conjunto de Cantor,
excepto aquellos que también se pueden representar sin usar dicho dı́gito, como 13 .
Una consecuencia inmediata de esta caracterización de los elementos de C es que se
puede establecer una biyección entre los elementos de C y el intervalo (0, 1).
Esta biyección consiste en asignarle a cada elemento de C en base 3 el mismo número
cambiándole los 2’s por 1’s, y ası́ obtendrı́amos todos los elementos del intervalo (0,1)
expresados en base 2. Y al ser este intervalo a su vez biyectivo con la recta real R, tam-
bién se puede establecer una biyección entre C y R. Por lo tanto, estamos en condiciones
de afirmar que C es biyectivo con R. Entonces, su cardinal es el mismo.
Nota 6 Al aplicar la función f1(x) = x3 , a un x ∈ [0, 1] expresado en base 3, lo que estamos
haciendo realmente, es añadirle un 0, al inicio de la expresión decimal. Al aplicar la función
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f2(x) =
x+2
3 a un x ∈ [0, 1] expresado en base 3, lo que haces es añadirle un 2, al inicio de la
expresión decimal.







3 tiene expresión en base 3, 0.1 y
1







3 tiene expresión en base 3, 0.1 y
7
9 , 0.21 .
5.2. Triángulo de Sierpinski
A grandes rasgos, si el conjunto de Cantor vive entre las dimensiones 0 y uno, el
triángulo de Sierpinski es su análogo viviendo entre las dimensiones 1 y 2. Por lo que no
le dedicaremos un análisis tan completo como al conjunto de Cantor. Construyéndolo
iteratı́vamente empezamos en el conjunto S0, un triángulo equilátero cerrado de área
1. Luego dividimos este en 4 triángulos equiláteros iguales, uniendo los puntos medios
de las 3 aristas de S0, elimino el triángulo central y me quedo con los de los extremos.






El proceso se ilustra en la siguiente figura. Las partes oscuras son las pertenecientes
a cada fase de la iteración.
Figura 5.4: Proceso de construcción del triángulo de Sierpinski.
Teniendo en cuenta que el área de S0 era uno. Sk es la unión, de exactamente 3k


















Mientras que si calculamos la longitud del contorno de S. En Sk hay 3k triángulos
cada uno con 3 aristas midiendo cada una 2−k . Por lo tanto la longitud del contorno del
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La longitud (medida 1-dimensional) del contorno de S es infinito y el área (medi-
da 2-dimensional) es 0. Esto parece indicar que S vivirá en una dimensión t que se
encuentre entre 1 y 2.
5.2.1. Cálculo de la dimensión del triángulo de Sierpinski
El sistema iterado de funciones que deja S invariante, son tres funciones, que reali-
zan una contracción, con radio 12 , y translación cada una, (f1, f2, f3), por lo tanto, tiene
lista de radios asociada, (1/2, 1/2, 1/2). Entonces, la dimensión de autosemejanza aso-












Y este número es s= lg(3)lg(2) , que efectivamente está entre 1 y 2.
Para S0, el sistema iterado de funciones cumple con la condición de conjunto abierto de
Morán, ya que:
f1(S̊0)∩ f2(S̊0)∩ f3(S̊0) = ∅ i = 1,2,3 y fi(S̊0) ⊆ S̊0.
y S es el conjunto invariante se tiene que por el Teorema 8. s=dim(S), es decir que para
s las dimensiones de Hausdorff y autosemejanza son iguales.
Ahora, ¿cuál es la dimensión topológica del triángulo de Sierpinski? Tiene que ser un
número entero mayor o igual que 0, y por el teorema 14, tiene que ser menor o igual que
su dimensión de Hausdorff, lg(3)lg(2) , por lo tanto, tiene que ser o 0 o 1 y no es cero ya que,
el borde del triángulo de Sierpinski, que está contenido en él mismo, es un triángulo
equilátero de dimensión 1, por el teorema 12, la dimensión topológica del triángulo de
Sierpinski debe ser 1.
5.3. Curva de Koch
5.3.1. Construcción de la curva de Koch
La curva de Koch es otro ejemplo de fractal viviendo entre las dimensiones uno y
dos. A continuación veremos qué forma tiene y dos maneras de construirla.
Construcción por tremas
Con esta forma de construirlo, lo que haremos será partir de un todo, e iremos
quitándole partes a ese todo. Ese todo del que hablamos es L0, un triángulo isósceles
con ángulos 120º, 30º y 30º.
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En la siguiente iteración L1, lo que hemos hecho ha sido quitarle a L0 un triángulo
equilátero situado en la mitad, quedándonos ası́ con dos triángulos isósceles semejan-
tes a L0. Repitiendo el proceso sobre cada triángulo isósceles recursivamente como se
muestra en la figura 5.5, obtenemos el resto de Li .
Figura 5.5: Proceso de construcción de la curva de Koch por tremas.





Construcción de tipo dragón
Esta construcción se basa en la deformación de segmentos. Empezamos con P0 el
intervalo [0, 1]. Quitamos el trozo [1/3, 2/3], y en esa parte formamos un triángulo
equilátero de lado 1/3, obteniendo ası́ P1, y actuando de igual forma con todos los
segmentos recursivamente como se ve en la figura 5.6, obtenemos el resto de los Pi .
Figura 5.6: Proceso de construcción de la curva de Koch de tipo dragón.
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Cada iteración de la curva de Koch, Pk tiene una parametrización asociada, por lo
tanto el lı́mite cuando k tiende a infinito de las parametrizaciones de los Pk’s da una
parametrización de la curva de Koch.
Cada Pk tiene 4k segmentos de longitud 3−k , por lo tanto, la longitud total de la





para todo k ∈N. Por lo tanto la curva de Koch mide
infinito.
Que la medida 1-dimensional sea infinito nos da a entender que su dimensión será
mayor que 1.
5.3.2. Cálculo de la dimensión de la curva de Koch.
En la construcción de tipo dragón de la curva hemos visto que cada segmento se
transformaba en otros cuatro, dilatando cada uno 1/3, y aplicándoles, a parte de la





































































y este número es s = lg(4)lg(3) .
Ya que para el interior de L0 el sistema iterado de funciones cumple con la condición
de conjunto abierto de Morán, notar que:
f1(L̊0)∪ f2(L̊0)∪ f3(L̊0)∪ f4(L̊0) = L2 ⊂ L0,
y los elementos de la unión son disjuntos.
P, curva de Koch, es el conjunto invariante, se tiene que por el Teorema 8, s=dim(P),
es decir, que para la curva de Koch, las dimensiones de Hausdorff y autosemejanza son
iguales.
Por el teorema 14, la dimensión de cubrimientos de la curva de Koch tiene que ser
menor que la de Hausdorff, es decir, la dimensión de cubrimientos puede ser o 0 o 1, 0
no puede ser ya que no cumple con la definición de espacio 0-dimensional, (21).
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Copo de nieve de Koch
Si unimos tres curvas de Koch con forma de pseudo-triángulo equilátero, obtenemos
una estructura llamada copo de nieve de Koch.
En la figura 5.7 se ven las 4 primeras iteraciones de este conjunto.
Figura 5.7: 4 primeras iteraciones del copo de nieve de Koch.
5.4. Conjuntos de Julia
Este tipo de conjuntos, que en las condiciones óptimas se tratan de fractales, deben
su nombre al matemático francés Gaston Julia (3 de febrero de 1893, Sidi Bel Abes, Ar-
gelia - 19 de marzo de 1978, Parı́s, Francia), pionero en el estudio de fractales.
Este tipo de conjuntos corresponden a la frontera de atracción de los puntos fijos
de un polinomio f con grado n≥ 2 y coeficientes en C (plano complejo). En función del
valor de la derivada de la función en el punto fijo, hay 3 tipos de puntos fijos. Sea z0 tal
que f(z0)=z0 y λ=f’(z0).
Si |λ| > 1, el punto fijo z0 es repulsor.
Si |λ| < 1, el punto fijo z0 es atractor.
Si |λ| = 0, el punto fijo z0 es superatractor.
Si |λ| = 1, el punto fijo z0 es indiferente.
Definición 22 Sea f un polinomio con coeficientes en C y grado n≥ 2. Se define el conjunto
de Julia completo de f, K(f), como:
K(f ) = {z ∈C : f k(z) 9∞}
Definición 23 Se define el conjunto de Julia f, J(f), como la frontera del conjunto de Julia
completo, δ(K(f )) = J(f ).
Por lo tanto, si z ∈ J(f ), en todo entorno de z hay puntos v y w tales que,
f k(w) −→∞, f k(v) 9∞.
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Ejemplo 6 Sea la función f:C −→ C, tal que f (z) = z2. se tiene que:




Si |z| < 1⇒ f k(z) −→ 0.
Si |z| = 1, cuando k tienda a infinito, z prevalecerá en la circunferencia de radio 1.
Si |z| > 1⇒ f k(z) −→∞.
Se puede ver que f (z) = z2 tiene 2 puntos fijos, z=0 y z=1, pero, mientras que el 0 es super-
atractor, f ′(0) = 0, el 1 es repulsor, f ′(1) = 2.
Figura 5.8: Conjunto de Julia para f(z)=z2
Como se puede apreciar en la figura 5.8, en este caso partı́cular el conjunto de Julia no es
un fractal, es la circunferencia centrada en el 0 y de radio 1.
5.4.1. Conjunto de Julia para la familia cuadrática
Llamaremos familia cuadrática al conjunto de funciones con la forma:
fc(z) = z
2 + c, c ∈C.
Estas familias de funciones tienen dos puntos fijos,











Habrá que ver, según c, si son atractores o repulsores.
Proposición 8 El conjunto de Julia completo para la familia cuadrática de funciones está
incluido en la bola cerrada de centro en 0 y radio el máximo entre |c| y 2.
Demostración:
Tenemos que probar que si |z| >máx{2, |c|} entonces:
lı́m
k−→∞
f kc (z) −→∞.
Sea ε > 0 y z∈C tal que, |z| > 2 + ε.
|fc(z)| = |z2 + c| > |z2| − |c| > |z2| − |z| = |z|(|z| − 1)
Ya que |z| > 2 + ε⇒ |z| − 1 > 1 + ε, por lo tanto,
|z|(|z| − 1) > |z|(1 + ε)⇒ |fc(z)| > |z|(1 + ε),
aplicando k-veces fc, se tiene:
|f kc (z)| > |z|(1 + ε)k −→∞.

5.4.2. Algoritmos para el cómputo del conjunto de Julia
En la siguiente sección expondremos una lista de algoritmos iterativos para el cálcu-
lo del conjunto de Julia, restringiéndonos a la familia cuadrática, fc(z) = z2 + c.
Algoritmo tiempo de escape
Este algorı́tmo iterativo sirve para aproximar el conjunto completo de Julia, K(fc) y
se basa en la proposición 8. Por ello, el primer paso de la iteración seráQ0c = Bmáx{2,|c|}(0),
o sea, la bola cerrada con centro en 0 y radio el máximo entre 2 y módulo de c.
Ahora,
Q−1c = {z ∈C : f 1c (z) ∈Q0c }.
En general podemos definir:
Q−kc = {z ∈C : f kc (z) ∈Q0c }.
Se tiene que,
Q0c ⊇Q−1c ⊇ ... ⊇Q−kc .





Veamos el contenido ⊃, todos los puntos que queden fuera de algún Q−kc están en la
región de atracción de∞.




c (z0) ∈ Bmáx{2,|c|}(0), por lo tanto no puede
tender a∞.




podremos visualizar las diferentes velocidades de convergencia de esos puntos a infini-
to.
5.4.3. Ejemplos de conjuntos de Julia
Para estos ejemplos usaremos la familia cuadrática de funciones fc = z2c, c∈C.
1. Sea c=-0.5+0.5i,
Los puntos fijos de fc son los que cumplen con la ecuación fc(z) = z, y éstos son:
z1 = −0,40867701 + 0,27512526i, z2 = 1,40867701− 0,27512526i.
Se tiene que |f ′c (z1)| < 1 y que |f ′c (z2)| > 1, por lo tanto, z1 es un punto fijo atractor,
mientras que z2 es un punto fijo repulsor.
En la figura 5.9 se representa el conjunto de Julia Completo en negro y en rojo
z1 dentro del conjunto y z2 en el borde.
2. Ahora sea c=0.1+0.1i.
Los puntos fijos de fc son :
z1 = 0,0936273 + 0,12304i, z2 = 0,906373− 0,12304i.
Se tiene que |f ′c (z1)| < 1 y que |f ′c (z2)| > 1, por lo tanto, z1 es un punto fijo atractor,
mientras que z2 es un punto fijo repulsor. La siguiente figura 5.10 lo representa:
Al ser c cercano a cero, intuitivamente el conjunto de Julia para fc tendrı́a que
parecerse al conjunto de Julia para f0, la circunferencia de centro en 0 y radio 1,
y es lo que vemos, una circunferencia de centro 0 y radio 1 un poco deformada.
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Figura 5.9: Conjunto de Julia con c=0.5+0.25i
Figura 5.10: Conjunto de Julia con c=0.1+0.1i
Capı́tulo 6
Conclusiones
1. Durante este trabajo hemos sentado las bases teóricas que nos han permitido ana-
lizar y comprender mejor qué son los fractales.
2. Hemos estudiado la medida y dimensión de Hausdorff que puede ser fraccionaria.
3. Hemos definido una dimensión topológica, la dimensión de cubrimientos. Esta
dimensión toma valores enteros y es menor o igual que la de Hausdorff. Ası́ he-
mos visto varios ejemplos de conjuntos donde la dimensión de cubrimientos no
coincide con la de Hausdorff, es decir, fractales según la dimensión de Mandel-
brot.
4. En algunos casos la autosemejanza nos permite calcular la dimensión de Haus-
dorff de un modo fácil.
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