Abstract-Social networks can be used to model social interactions between individuals. In many circumstances, not all interactions between individuals are observed. In such cases, a social network is constructed with the data that has been observed, as this is the best one can do. Recent research has attempted to predict future links in a social network, though this has proven a very challenging task. Rather than predicting future links, we propose an inference method for recovering the links in a social network that already exist but that have not been observed. In addition, our approach automatically identifies groups of individuals that form tight-knit communities and models the intra and inter-community interactions. At this higher level of abstraction and for a social network built from mobile phone calls, our method is able to accurately identify a subset of 10% of all community pairs where about 50% of the pairs have had unobserved communication between them, an improvement of about four times over a subset of the same size with randomly chosen pairs. To the best of our knowledge, this is the first method that infers links that exist but are unobservable in a phone call-based social network. In addition, we perform the inference at the community level, where the discovery of unobserved inter-community communication can provide further insight into the organizational structure of the social network and can identify social groups that may share common interests.
I. INTRODUCTION
Social networks have been studied for over a century to connote complex sets of relationships among members of social systems. The availability of vast amounts of data describing explicit communication and social interactions between individuals (phone call logs, chat logs, e-mail logs, on-line social networks data, or location and presence data), not only for small groups of individuals but also for entire regions or even countries, has opened new possibilities for the study of social structures and dynamics in human societies [1] .
Gaining insights into human social networks has a myriad of applications, ranging from the study of the spread of epidemics or the detection of individuals at risk of social exclusion, to the social recommendation of products and the design of viral marketing campaigns [2] . Furthermore, the detection of strongly connected social groups, or communities, has particular interest as their members exert mutual influence.
However, a fundamental challenge in this field consists of unveiling, at a large scale, the real social structure of a group of individuals from the observations available. Studies such as the reality mining experiment [3] have traced a wide range of activities of individuals and their social interactions over a period of time. However, such approaches are limited to small to medium-sized groups (in the hundreds), as they require specific devices and sensors to be available and worn by all participants. Therefore, most if not all the traces of social relations available for large groups of individuals (in the thousands to millions), such as e-mail logs or phone calls, constitute a partial view of all social interactions individuals are involved in and, thus, the social graph reconstructed from these data can only be regarded as an approximation of the real social network.
In this work, we address the problem of inferring nonobserved interactions between social communities. In particular, given a social graph built from the phone communication between individuals, and an agglomerative community detection process, our method infers whether individuals in two communities are socially connected or not, even though their communication link has not been observed from available data. This inference enables the estimation of the communication strength between communities beyond observable communication, which can be used, for example, to determine if two communities should be merged into one single community during the community identification process.
The paper is organized as follows: Section II presents related work on detecting social communities and inferring missing links in social networks; Section III provides a detailed definition of the missing link inference problem addressed in our research; Section IV describes how the social network is built and the social communities are detected, our experimental setting, and the features extracted for inferring missing links between communities; our experimental results are presented in Section V; finally, Section VI discusses the results and outlines future work.
II. RELATED WORK
Community detection approaches can be grouped into two categories: a) approaches that allow overlapping communities, i.e., individual nodes can belong to more than one community (e.g. [4] , [5] ); and b) approaches that require each node to belong to at most one community (e.g. [6] , [7] ). An orthogonal categorization classifies community detection algorithms into: a) agglomerative, which start with each node in the graph being a community and iteratively merge communities until a stopping condition is met (e.g. [8] ), and b) divisive, which start considering that all nodes belong to the same, single community and iteratively partition this initial community into smaller groups until no further partitions can be made or a stopping condition is met (e.g. [7] ).
Link inference and link prediction are two recent statistical machine learning problems that appear as a result of the increasing interest in the broader problem of link mining in social networks, for which [9] is an excellent survey. Recent studies have motivated the practical importance of link mining in the telecommunication industry [17] , in ecology and the World Wide Web [18] .
III. INFERRING UNOBSERVABLE INTER-COMMUNITY
LINKS In this section, we highlight the key research challenges in recovering unobserved interactions between communities in a social network.
A. Interaction Between Social Communities
One of the challenges in recovering unobserved links is that most real-world social graphs tend to be sparse. If a graph consists of N individuals, then the number of potential pairs of individuals that may interact with one another is N 2 , which grows quadratically with the number of individuals. However, in social networks based on phone call data, the number of interactions actually realized is often seen to grow only linearly with the number of nodes. Therefore, any data driven machine learning method aimed at accurately recovering missing links will suffer from the typical problems present in an imbalanced class learning problem [19] , namely having many more instances of pairs that have not communicated than instances that have communicated.
Partially motivated by graph sparsity, we posit that unobservable links should be easier to recover at the community level than at the individual level. Communities are characterized by strong intra-community communication links, such that information interchanged between two communities will eventually reach a large portion of the members of each of the communities, hence, the importance of accurate intercommunity link estimation. Finally, there are applications and services that work at a community level, such that any unobserved interactions that could be recovered at that level would greatly improve the quality of service, e.g., in the area of market segmentation [20] .
Note that, unlike the case of modeling communication between individuals, many community finding algorithms allow for individuals to be members of multiple communities (see Section II). As will be seen, multiple community membership can be used as an input variable for learning algorithms, with the intuition that two communities that share one or more members are more likely to communicate.
When asking whether communication between communities exists, the same ambiguity arises as for individuals: what constitutes sufficient communication for linking two communities depends on the criteria used. In this work, we consider that two communities are linked when there is at least one successful phone call from a member of one community to a member of another community. This low threshold generates an upper bound on the number of unobserved inter-community links.
B. Recovering Unobserved Interactions Between Communities
In this paper, we focus on recovering missing edges that exist in a social network without estimating their associated weights. The recovery of edge weights would be a natural extension of the models we present. Since we make no attempt to recover edge weights, we can frame the recovery of missing links as a binary classification problem, where features extracted from the observed data are used to determine whether there has been (unobserved) communication between a pair of communities or not. Following the work of Liben-Nowell and Kleinberg [12] , we focus on finding the subset of community pairs with the highest probability of having inter-community communication.
C. Simulating Unobserved Data from Observed Data
One of the difficulties in applying a supervised machine learning algorithm to tackle the problem of recovering missing links is that we often do not have the required labels (ground truth). In order to produce labels, we use a quasi-bootstrap process. First, we make the simplifying -yet reasonable-assumption that unobserved nodes behave similarly to observed nodes; the quality of results will depend on the extent to which this assumption is valid. The nodes in the original social network are divided into two sets: Γ, the set of nodes for which all edges are observed; and Λ, the set of nodes for which we can only observe edges that connect with a node in Γ. We assume that all nodes γ i ∈ Γ behave similarly to all nodes λ j ∈ Λ.
The labels are generated by first randomly partitioning Γ into Γ o and Γ u such that all the nodes in Γ o are fully observable nodes (i.e., their edges are observed), and the nodes in Γ u are those with edges connecting with a node in Γ o . Therefore, the nodes in Γ u simulate the nodes in Λ. The original social network is re-processed and all edges between Γ u nodes are labeled as hidden. At the end of this process, a partially observed data set is generated that will be used as training data. Since edges connecting two nodes in Γ u are originally observed -but labeled as hidden, we can quantitatively evaluate the ability to recover them. If nodes in Γ and Λ do in fact behave similarly, then the model learned by hiding information in Γ can be used to recover missing information about edges connecting nodes in Λ.
IV. APPLICATION AREA A. Recovering Unobserved Inter-community Mobile Phone Communication
Our experimental scenario consists of inferring unseen communication between communities of mobile phone users, where the input is a set of CDR (Call Detail Record) data. This data consists of records of phone calls, one record per call. For the experiments described in this paper, we used CDRs from a single mobile phone carrier (from now on referred to as carrier A) from a metropolitan region for a six month period. The information used from each CDR included the encrypted originating phone number, the encrypted destination phone number, the duration of the call, the time and date of the call, and the carrier for both parties. In our experiments we restrict the data by selecting only CDRs where both the caller and receiver of the call were subscribers of carrier A.
From the original data set, we randomly selected 50% of the subscribers and labeled them as being subscribers of some other carrier (carrier B). Next, the original data set was reprocessed by removing all the calls where both callers were labeled as subscribers of carrier B. These calls will be considered unobservable, and our goal is to measure how accurately we can recover such calls while working at the community level. We shall refer to this new data set as the partially observed data set, and it serves as the input to the community building algorithm, described next.
B. Community Detection
Let G = (V, E) be the undirected social graph built from the CDR data, where the set of vertices in the graph, V , is the set of unique encrypted phone numbers that appear in the CDRs; and the set of edges, E, includes links between pairs of customers that have had at least one communication (voice call) during the observation period. The goal of the community detection process is to find groups of individuals that form a cohesive social group. In such process we must allow for overlapping communities as people usually belong to more than one social group, e.g. family, friends, colleagues, etc. Hence, nodes in the graph G are not enforced to exclusively belong to one community as the goal is to identify groups of individuals for which there is enough evidence of a permanent and strong social interaction.
We follow an agglomerative, hierarchical process in order to identify overlapping communities in the graph. The final result of the process is a set Λ = {C 1 , . . . , C n } of communities, such that C i ⊆ V , and there is a high number of social links (edges) among the members of the group 1 . Furthermore, pairs of nodes connected by an edge (dyads) that are not contained in any community C i ∈ Λ are not considered a community, as in our experiment we want to focus on communities of at least 3 members.
Given the data set previously presented and an original graph with 267, 230 nodes and 1, 561, 170 links, the community detection process yields 11, 162 (overlapping) communities of sizes ranging from 3 to 11. After simulating that 50% of all numbers are subscribers of another carrier (B), we have a partially observed graph with 248, 456 nodes, 1, 166, 960 links and 6, 963 (overlapping) communities. It can be thus seen that the unobservability of links in the graph has a direct impact on what communities result from the community identification process.
C. Sampling Methodology for Constructing the Training Data
In order to train our models, we build a training set where each observation is a feature vector (see next section) about a pair of communities, (C i , C j ), i = j. Its associated target value is a binary variable y ∈ {0, 1}, with y = 0 when C i and C j do not communicate, while y = 1 when C i and C j do communicate.
Given N communities, there is a total of N 2 pairs of communities. Note that the vast majority of community pairs (more than 99.9%) have no communication between them, i.e., the pair-wise communication matrix is extremely sparse. Therefore, we only use in our training set community pairs that have at least one observed call between the two communities. This restriction greatly reduces the number of observations in the training set and also mitigates the class imbalance problem due to the sparsity of the data [19] .
D. Description of the Feature Set
We focus on features that utilize community information and that can be directly observed from the CDR data. Note that complex topological features that have been previously proposed to predict individual behaviors [12] , are not easily extended to the community prediction problem. Therefore, we propose a new set of community-centric features.
In particular, we use a 20-dimensional community feature vector that includes community size, community overlap, crosscommunity call frequency, cross-community call duration, intra-community call frequency, and intra-community call duration features. We describe each of the features in further detail.
1) Community Size: Given a community pair (C i , C j ), let φ(C i ) be the set of all individuals that are members of community C i . In each community C i , let φ A (C i ) and φ B (C i ) be the set of individuals of that community that are subscribers to carriers A and B, respectively. This distinction yields four community size-related features:
where φ j (C i ) denotes the number of individuals that are members of community C i and are subscribers of carrier j. Community size features should be helpful in the prediction of communication between communities. Intuitively, the larger the communities, the higher the probability of inter-community communication. Since the community discovery process includes members of both carriers, all information needed to produce these features is observable.
2) Community Overlap: Community size features capture information about the size of each community. However, they do not include any information about whether a pair of communities has any members in common (intersection). We define community overlap features f 5 and f 6 as,
is the number of individuals that are members of both C i and C j and are subscribers of carrier k. Community overlap features are expected to be useful in inferring unobserved communication, because nonzero values imply that there are individuals that belong to both communities, increasing the likelihood of inter-community communication.
3) Cross-Community Call Frequency: The number of observed phone calls can be extracted from the CDR data. Let ψ(a, b) be the number of phone calls observed between individuals a and b during the time period of observation. When working at the community level, we may also define Ψ(C i , C j ) to be the number of inter-community calls between members of communities C i and C j . Additionally, let Ψ(φ k (C i ), φ k (C j )), with k = A, B be the number of intercommunity calls placed between community C i -with all calls belonging to carrier A-and community C j -with all calls coming from carrier B. For example,
is the number of inter-community calls placed between communities C i and C j where all the calls from community C i belong to carrier A and all the calls from community C j belong to carrier B. We denote by C i,α the individual of C i with index α.
Hence, we create three additional features:
Note that our goal is to accurately infer y = Ψ(φ B (C i ), φ B (C j )), i.e., all the phone calls between communities C i and C j belonging to the unobserved carrier B.
This set of cross-community features captures information about how frequently members of each carrier and each community call one another.
4) Cross-Community Call Duration: We define next a set of features that characterizes the total duration of calls between two communities, where we again distinguish the carrier for each caller. Let ω(a, b) be the total duration of calls between individuals a and b, and Ω(C i , C j ) be the total duration of calls between communities C i and C j . Finally, let Ω(φ k (C i ), φ k (C j )) with k = A, B, be the total duration of calls between communities C i and C j and carriers A and B. For example,
represents the total duration of inter-community calls between communities C i and C j , where all the calls from community C i belong to carrier A and all the calls from community C j are from subscribers of carrier B.
We can use this definition to define three additional features: Call duration features have been shown to capture aspects of the strength of a social interaction not captured by interaction frequency [21] . Intuitively, if members of both communities tend to have long calls, unobserved members are more likely to have unobserved interactions.
Finally, we define a set of features that characterize each community individually.
5) Intra-Community Call Frequency: Given a pair of communities (C i , C j ), we define a set of features that examines calls placed within each community, again for both carriers.
This set of features captures information about how often members of the community place phone calls in general. Note that we do not define Ψ(φ B (C i ), φ B (C i )) or Ψ(φ B (C j ), φ B (C j )) as they are unobserved.
6) Intra-Community Call Duration: The last set of features measures the duration of calls placed within a community.
This set of features characterizes how long members of each community speak for and the implied tie strengths. Again, we do not define
7) Variable Correlation Matrix: Figure 1 displays the correlation matrix between the target variable y, and the 20 features presented here plus the 6 additional unobservable features as a heat map. There are a total of 27 variables, whose indices are summarized in Table I . The strongest correlations between the target variable y and the observable features are with feature f 7 , which measures community overlap between subscribers of carrier B, and with f 9 and f 10 , which measure inter-community call frequency where the two subscribers are from different carriers.
V. EXPERIMENTAL RESULTS

A. Experimental Design
Given the original data set of CDRs, we follow the procedure described in Section III-C to create the partially observed Table  I data set used in our experiments. First, all calls in the 6-month period where both parties are subscribers of a single carrier (carrier A) are extracted, which yields a set of about 17 million phone calls. Next, 50% of the subscribers are randomly switched to a different carrier (carrier B) and all the calls between two subscribers of carrier B are considered to be hidden (about 4.3 million phone calls). This partially observed data set is used to automatically extract communities as explained in Section IV-B, yielding 6, 963 overlapping communities. The 20 features presented earlier are computed on the extracted communities, using only the observed data in the partially observed data set. Finally, we use the hidden data to compute the binary target variable y, which is nonzero when a pair of communities had at least one unobserved inter-community phone call during the 6-month period. About 24, 000 community pairs had inter-community communication. Each of these pairs served as one observation in the training data, where an observation consists of the target variable y and the 20 features associated with each community pair.
In order to infer the unobserved links, i.e., community pairs that had unobserved inter-community communication, we use two different binary classifiers: an artificial neural network (ANN) and logistic regression. These two classifiers produce an estimation of the probability of unobserved links between two communities. Both yield very similar results, and in both cases, an improvement over a naïve majority-class classifier.
B. Artificial Neural Network
We use a three layer ANN with an input layer, a hidden unit layer (with 10 hidden units), and an output layer. The data is split into three subsets: 70% of the data is used for training the model, 15% for testing, and the remaining 15% for validation. All the features are used as input without applying any transformations. The neural network is then trained using scaled conjugate gradient backpropogation.
C. Logistic Regression
The binary classification problem of deciding whether or not a pair of communities (C i , C j ) had some unobserved communication maps each pair of communities to the set {0, 1}.
A logistic regression model can be used to perform binary classification by first fitting the data using the model and then defining a threshold value: probabilities below the threshold are assigned to the negative class (no unobserved communication) and probabilities equal to or above the threshold are assigned to the positive class (unobserved communication).
We fit a logistic regression model with all 20 features and use p = 0.5 as the threshold. The regression coefficients quantify the contribution of each feature to the predicted probability. Positive regression coefficients imply that larger values for the corresponding feature increase the probability that the community pair had unobserved communication.
The largest coefficients with our data set were found to be for the community overlap features. This result is intuitive, since members in communities that are largely overlapping seem to be more likely to interact with each other than members in communities without overlaps. The second largest coefficients corresponded to the call frequency features. Conversely, the smallest coefficients (which were near zero in value) were for call duration features.
D. Prediction Accuracy
Note that 87.47% of the community pairs in the training data do not have any communication. Therefore, we have a pronounced class-imbalance. In this case, the baseline naïve majority-class classifier would always predict that there was no communication between two randomly chosen communities. On the validation data, this strategy correctly predicts 87.47% of the time, as only 12.53% of the community pairs have some unobserved communication.
The accuracy of the predictions made by the ANN and the logistic regression model are marginally better than that of the naïve majority-class predictor: 89.9% for the artificial neural network and 89.84% for the logistic regression model with a threshold for the positive class at probability p = 0.5.
E. Lift
Next, we focus on the following task: can we identify all the community pairs that had some unobservable communication? A standard method for trying to find such pairs is to use the numeric output from the logistic regression or artificial neural network to rank the results in order of descending probability. The first N observations correspond to the N community pairs that were most likely to have had intercommunity communication.
This methodology is widely used in marketing, for example when targeting the most likely candidates for a new marketing campaign [22] . The concept of lift [23] is commonly used in this setting to determine how much better than random a model performs when identifying the N most likely positive (y = 1) observations. Lift quantifies our ability to better identify a subset of true positives. The the lift factor is defined as the fraction of true positives in the validation set divided by the fraction of true positives in the training set. Figure 2 depicts the lift factor for both the neural network and the logistic regression classifiers. The large plot shows the lift factor for all the observations in the validation data set. The x-axis is the percentage of the ranked data considered according to the scores of both classifiers and the y-axis measures the lift factor for the first x % of the data. The small plot displays the first 20% of the data, which corresponds to the largest lift.
As the lift chart shows, a maximum lift of 8 is achieved for a small subset of the data. The lift then drops as more data points are included in the subset since the percentage of false positives rises. This is a typical example of increasing recall while decreasing precision. To the best of our knowledge, there are no other studies that infer unobserved links in a social network, either at the individual or community level, so we are not able to compare the results put forth here with any baseline other than random subsets.
VI. DISCUSSION AND FUTURE WORK
Unobserved social interaction is prevalent in a wide array of settings. In this paper, we have presented a new methodology for inferring unobserved links that already exist in a social network. We have also modeled interactions between communities rather than individuals and presented a method for recovering overlapping communities. At this higher level of abstraction and for a social network built from mobile phone calls, we have built two classifiers (neural networks and logistic regression) to determine which communities had unobserved intra-community communication. We have shown that both classifiers perform similarly, and are able to correctly identify a small subset of nodes where up to eight times more pairs had unobserved communication than a randomly chosen subset of the same size. For a larger subset consisting of 10% of all possible pairs, the classifiers correctly identify four times more pairs that communicated than a randomly chosen subset of the same size.
We consider the problem of recovering missing information about unobservable social interaction to be an important open issue. Identifying communities that have unobservable interactions can, for example, lead to better community identification and also allow for the discovery of social groups that share common interests.
