Abstract. Let f be an invertible polynomial and G a group of diagonal symmetries of f . This note shows that the orbifold Jacobian algebra Jac(f, G) of (f, G) defined by [BTW16] is isomorphic as a Z/2Z-graded algebra to the Hochschild cohomology
Introduction
To a polynomial f = f (x 1 , . . . , x n ) ∈ C[x 1 , . . . , x n ] which defines an isolated singularity only at the origin, one can associate a finite dimensional C-algebra called the Jacobian algebra Jac(f ) := C[x 1 , . . . , x n ]/(∂f /∂x 1 , . . . , ∂f /∂x n ) of f , which is an important and interesting invariant of f .
In our previous paper [BTW16] , when f is an invertible polynomial and G is a finite abelian group acting diagonally on variables which respects f we show the existence and the uniqueness of the G-twisted version of the Jacobian algebra of f , a Z/2Z-graded It is natural to expect the isomorphism between Jac ′ (f, G) and A * (f, G) since they have the same underlying Z/2Z-graded C-vector spaces with similar algebraic structures.
We show this by calculating the Shklyarov's product formula of A * (f, G).
Theorem (Theorem 8).
Let f be an invertible polynomial and G a subgroup of the group G f of maximal diagonal symmetries. We have a Z/2Z-graded algebra isomorphism
which is compatible with the G-actions on both sides. In particular, by taking the Ginvariant part, we have a Z/2Z-graded algebra isomorphism
When f is of chain type in two variables, this is done in [S17, Appendix A.1].
Remark 1. While preparing the manuscript, a closely related work by He-Li-Li [HLL] has appeared. They seem to give another method to calculate the cup product of the Hochschild cohomology HH * (C[x] ⋊ G, f ) of G-equivariant curved algebra (cf. [S17, Section 2]) isomorphic to A * (f, G). Their product formula coincides (up to sign) with the Shklyarov's formula.
Acknowledgements. The first named author is very grateful to Dmytro Shklyarov for sharing his ideas and also the draft version of his text [S17] . We are grateful to Elisabeth
Werner for the help on the early stages of the project and to Wolfgang Ebeling for fruitful discussions. The second named author is supported by JSPS KAKENHI Grant Number JP16H06337.
Notations and terminologies
For a non-negative integer n and f = f (x 1 , . . . , x n ) ∈ C[x 1 , . . . , x n ] a polynomial, the Jacobian algebra Jac(f ) of f is a C-algebra defined as
If Jac(f ) is a finite-dimensional, then set µ f := dim C Jac(f ) and call it the Milnor number of f . In particular, if n = 0 then Jac(f ) = C and µ f = 1. The Hessian of f is defined as
In particular, if n = 0 then hess(f ) = 1.
A polynomial f ∈ C[x 1 , . . . , x n ] is called a weighted homogeneous polynomial if there are positive integers w 1 , . . . , w n and d such that f (λ
for all λ ∈ C * . A weighted homogeneous polynomial f is called non-degenerate if it has at most an isolated critical point at the origin in C n , equivalently, if the Jacobian algebra Jac(f ) of f is finite-dimensional.
Definition 2. A non-degenerate weighted homogeneous polynomial f ∈ C[x 1 , . . . , x n ] is called invertible if the following conditions are satisfied.
• The number of variables coincides with the number of monomials in f :
for some coefficients c i ∈ C * and non-negative integers E ij for i, j = 1, . . . , n.
• The matrix E := (E ij ) is invertible over Q.
be an invertible polynomial. Without loss of generality one may assume that c i = 1 for all i by rescaling the variables. According to [KS] , an invertible polynomial f can be written as a Thom-Sebastiani sum f = f 1 ⊕ · · · ⊕ f p of invertible ones (in groups of different variables) f ν , ν = 1, . . . , p of the following types:
(1) x
Remark 3. In [KS] the authors distinguished also polynomials of the so called Fermat type: x a 1 1 , which is regarded as a chain type polynomial with m = 1 in this paper.
Definition 4. The group of maximal diagonal symmetries of an invertible polynomial f (x 1 , . . . , x n ) is defined as
Each element g ∈ G f has a unique expression of the form g = (e[α 1 ], . . . , e[α n ]) with 0 ≤ α i < 1, where e [α] := exp(2π √ −1α). The age of g is defined as the rational number
For each g ∈ G f , let I g := {i 1 , . . . , i ng } be a subset of {1, . . . , n} such that Fix(g) = {x ∈ C n | x j = 0, j / ∈ I g }. In particular, I id = {1, . . . , n} and n g = dim C Fix(g). Denote
by I c g the complement of I g in I id and set d g := n − n g , the codimension of Fix(g).
an n x 1 of loop type, for each element g ∈ G f \{id} has I c g = {1, . . . , n}.
Orbifold Jacobian algebra
We briefly recall our orbifold Jacobian algebras. ¿From now on, let f = f (x 1 , . . . , x n ) be an invertible polynomial and G a subgroup of G f . In order to simplify the notation, we often write f (x 1 , . . . , x n ) as f (x), C[x 1 , . . . , x n ] as C[x] and so on.
by a set of axioms [BTW16, Section 3] motivated by properties satisfied by the pair of the Hochschild cohomology and homology. It exists and it is uniquely defined up to an isomorphism [BTW16, Theorem 21] . This allows us to describe it by the explicit formula.
As a G × Z/2Z-graded C-vector space, we have
where v g is a generator (a formal letter) attached to each g ∈ G. The Z/2Z-grading of the
and
where g * is the G-action, given on the subspace Jac(
Note that f g is also an invertible polynomial and there is a surjective map Jac(f ) −→
Jac(f g ) ([ET13, Proposition 5] and [BTW16, Proposition 7]). The product is compatible
with this map and, in particular, we have [
In order to explain the explicit product formula for Jac ′ (f, G) simpler, we give the following Künneth property of Jac ′ (f, G).
Proposition 6. Let f 1 , f 2 be invertible polynomials and
We have an algebra isomorphism compatible with (G 1 × G 2 )-actions on both sides:
Proof. This is a direct consequence of a set of axioms [BTW16, Section 3] or the product formula [BTW16, Corollary 43]. The key fact is that for any g 1 ∈ G 1 and g 2 ∈ G 2 we haveṽ g 1 •ṽ g 2 := sgn(σ g 1 ,g 2 )ṽ g 1 g 2 where σ g 1 ,g 2 is the permutation that turns the ordered
By this Künneth property, we assume f is of chain type or of loop type. For each pair (g, h) of elements in G and φ(x), ψ(x) ∈ C[x], the product formula is given as follows.
• If gh = id, g = id and
• If gh = id, then
where
and m g,g −1 is a constant uniquely determined by the following equation in Jac(f )
The product • is invariant under the G-action of (11) and hence G-invariant subspace (Jac ′ (f, G)) G is a Z/2Z-graded commutative algebra.
Definition 7. Let f and G be as above. The G-invariant Z/2Z-graded subalgebra Jac(f, G) := (Jac ′ (f, G)) G is called the orbifold Jacobian algebra of (f, G).
Shklyarov's description of Hochschild cohomology
whose underlying C-vector space is given by
where ξ g is a generator (a formal letter) attached to each g ∈ G. It is required that the group G acts naturally on Jac(f g ) for each g ∈ G and ξ g transforms as
so that the product structure of A * (f, G) is invariant under the G-action. In particular, Define the n-th Z-graded Clifford algebra Cl n as the quotient algebra of C θ 1 , . . . , θ n , ∂ θ 1 , . . . , ∂ θn modulo the ideal generated by
where θ i is of degree −1 and ∂ θ i is of degree 1. For I ⊆ {1, . . . , n} write
where in both cases the multipliers are taken in increasing order of the indices. The
Cl n -module structures via the isomorphisms
where l i (p) := p(y 1 , . . . , y i−1 , x i , . . . , x n ), l 1 (p) = p(x) and l n+1 (p) = p(y) [S17, Section 3.1.1]. They are called the difference derivatives, whose key property is the following:
The difference derivatives can be applied consecutively. In particular, we shall use
Now we are ready to describe the product structure of
of elements in G, define the class σ g,h ∈ Jac(f gh ) as follows.
•
is not a non-negative integer, set σ g,h = 0.
• If d g,h is a non-negative integer, define σ g,h to be the class of the coefficient of ∂ θ I c gh in the expression
⊗2 defined as the restriction to the set {y = g(x), z = x} of the following element of
where x g is defined as (
C-linear map defined as the extension of the quotient map C[x] −→ Jac(f gh );
(4) the d g,h -th power in Equation (21) is computed with respect to the natural
defined by
where p i (q i ) denotes the action of p i (θ) on q i (∂ θ ) via the Cl n -module structure on C[∂ θ ] defined above and · is the natural product in
Then the product of
Results
Now we can state our main theorem in this paper.
Theorem 8. Let f be an invertible polynomial and G a subgroup of G f . We have a Z/2Z-graded algebra isomorphism Jac ′ (f, G) ∼ = A * (f, G) compatible with the G-actions on both sides.
One sees immediately that Jac ′ (f, G) and A * (f, G) have isomorphic underlying Z/2Z-graded vector spaces. It is also clear that the G-actions are compatible on both sides (recall (11) and (17)). It remains to check that the products agree. One only needs to do this for f of chain type or of loop type since Jac ′ (f, G) and A * (f, G) have the same Künneth property (12) and [S17, Proposition 2.6]. The rest of this section is devoted to the proof of the theorem.
Proof. First, similarly to the case Jac ′ (f, G), we have the following Proposition 9. If gh = id, g = id and h = id, then σ g,h = 0.
Proof. Since the algebra
we may apply [BTW16, Proposition 34], which yields the statement. We can also show the vanishing of σ g,h due to degree reason by direct calculation, which is elementary.
Hence, we only need to calculate σ g,g −1 for each g ∈ G f \{id}.
Proposition 10. For each g = (e[α 1 ], . . . , e[α n ]) ∈ G f \{id} with 0 ≤ α i < 1, we have
Proof. For f of chain type one applies Lemma 11 and Lemma 12 (see Section 5.1 below) and for f of loop type one does Lemma 13 and Lemma 14 (see Section 5.2 below).
Note that for i = 1, . . . , d g we have 0 < α i < 1 and that dg i=1 2 sin(α i π) is invariant under taking g to its inverse g −1 since this is equivalent to substituting α i with 1 − α i .
The algebra isomorphism A * (f, G) → Jac ′ (f, G) reads:
2 sin(α i π)
5.1. Chain type f = x a 1 1 x 2 + · · · + x a n−1 n−1 x n + x an n . First, we list the ingredients for the product formula (25):
They give
Consider a square matrix M g of size d g whose (i, j)-th entry is given by
Lemma 11. For each g ∈ G f \{id}, we have the following equality in Jac(f ):
Proof. Since I c id = ∅ and due to (24), we only consider the coefficient of
It is clear from this and also the specific form of H f (x, g(x), x), H f,g (x) and H f,g −1 (g(x)) that the coefficients of θ i+1 ⊗ θ i in H f (x, g(x), x) do not contribute to σ g,g −1 . Due to the same reason one sees that H f,g and H f,g −1 contribute to σ g,g −1 in pairs. Taking care of the Clifford algebra coefficients, one obtains a recurrence formula for σ g,g −1 in terms of det(M g ) via its minors.
Lemma 12. For each g ∈ G f \{id}, we have
Proof. The proof is done inductively as follows:
where we used the relations [x
is easily calculated and it is given by (
Proof of Lemma 29]), the statement follows.
Thus we have finished the proof of Proposition 10 for f of chain type.
Loop type
an n x 1 . First, we list the ingredients for the product formula (25):
Consider a square matrix M g of size n whose (i, j)-th entry is given by
Lemma 13. For each g ∈ G f \{id}, we have the following equality in Jac(f ):
Proof. The proof is similar to that of Lemma 11. The only differences are the term θ n ⊗ θ 1 in H f (x, g(x), x) and θ 1 θ n in H f,g (x) (and also in H f,g −1 (g(x))) that give some additional contributions to σ g,g −1 (in particular the third and fourth summands in proof of Lemma 14 below).
Lemma 14. For each g ∈ G f \{id}, we have
Proof. First, we have the following Lemma 15. Let M ′ g be a square matrix of size n whose (i, j)-th entry is given by
We have
Proof. One can show easily the statement by induction where we use the relations [x Thus we have finished the proof of Proposition 10 also for f of loop type.
Categorical equivalence
In our previous papers [BTW16, BTW17] , we found an algebra isomorphism Jac(f ) = Jac(f , {id}) ∼ = Jac(f, G),
for some invertible polynomials f , f and subgroups G ⊆ G f ∩ SL(3, C). More precisely, f is an invertible polynomial defining an ADE singularity or an exceptional unimodal singularity and G is any subgroup of G f ∩ SL(3, C). The polynomial f is defined as the restriction of the map f : C 3 /G −→ C to a chart U isomorphic to C 3 containing all the critical points of f where C 3 /G is a crepant resolution of On the other hand, one may ask whether the (quasi-)equivalence of categories of matrix factorizations holds:
This is true 3 from the construction of f due to the local property of the category of singularities of { f = 0} ⊂ C 3 /G which is equivalent to MF G (f ) [Or, Proposition 1.14]. It is worth mentioning that in [CRCR16, RCN16] the equivalence is given as their "orbifold equivalence" f ∼ orb f .
