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We analyse a recent generalised free-energy for liquid crystals posited by Virga and falling in the
class of quartic functionals in the spatial gradients of the nematic director. We review some known
interesting solutions, i. e. uniform heliconical structures, and we find new liquid crystal config-
urations, which closely resemble some novel, experimentally detected, structures called Skyrmion
tubes. These new configurations are characterised by a localised pattern given by the variation of
the conical angle. We study the equilibrium differential equations and find numerical solutions and
analytical approximations.
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2I. INTRODUCTION
Until recently, uniform nematics, smectics, cholesterics and blue phases have been known to cover the vast phe-
nomenology observed for liquid crystals [1–4]. All of them show interesting new properties and phase transitions
when frustrated by geometric confinement and/or external fields [1–3, 5–7]. In particular, in recent years it has been
demonstrated that chiral nematics can be host for a pletora of new topological and non topological solitonic structures,
i. e. skyrmions, helicoids, merons and hopfions [8–13]. Furthermore, skyrmion clusters with mutually orthogonal
orientations of the constituent isolated skyrmions have been observed and studied in frustrated chiral liquid crystals
[14, 15].
On the other hand, a new class of nematics has been recently found in bent-core and dimeric systems with clearly
recognizable ”banana”-like bent-shaped molecules [16, 17]. Besides the conventional uniform nematic N phase, these
materials can spontaneously form a new one, now recognized as the twist-bend nematic phase NTB [18]. Especially
surprising is the fact that the observed new phases exhibit helical (chiral) orientational ordering despite being formed
from achiral molecules. For comparison, more than a century known conventional uniaxial nematic liquid crystals
(N) are formed from rod-like or disk-like molecules. The chiral cholesteric phases are locally equivalent to nematics
but possess simple (orthogonal) helical structures with pitches in a few micron range: the nematic director n twists in
space, drawing a right–angle helicoid and remaining perpendicular to the helix axis. The cholesteric structure appears
as a result of relatively weak molecular chirality (that is why a relatively large pitch), and the swirl direction of the
spiral (left or right) is determined by the sign of the molecular chirality. Unlike this situation, in the NTB nematics
the molecules tend to spontaneously arrange in heliconical structures with twist and bend deformations, in which the
molecular axes are tilted from the helical axis by an angle θTB and the director follows an oblique helicoid. The NTB
phase is stabilized below the uniaxial nematic phase N through both first-order or second-order temperature-driven
transitions [19]. These structures are a result of the spontaneous chiral symmetry breaking in uniaxial nematics
and they are similar to the smectic SmC∗ phases. But, at variance with SmC∗ phase, the heliconical textures do
not possess any layer periodicity. Moreover the helical pitch, experimentally found to be less than 10 nm, is way
smaller than the standard cholesteric one. Direct observation of the periodic heliconical structure was first achieved
by the authors of [16, 17] with an estimation of the periodicity around more or less 8 nm. The new twist-bend
nematic represents a structural link between the uniaxial nematic phase N , with no tilt, and a chiral nematic, i. e.
helicoids with right–angle tilt. Although the essential features of the heliconical phase and the N -NTB transitions have
been outlined by several experimental studies [20–28], the elastic properties of the NTB phase still remain unknown.
Nevertheless, several attempts have been made so far to posit a coherent elastic continuum theory [29–34].
In fact, by scanning the literature, one can find a number of theoretical works devoted to the twist–bend nematics
[30, 35–38]. Meyer was the first to hypothesize such heliconical structures in the seventies, proposing that they
were originated from a spontaneous appearance of the bend flexoelectric polarization [39]. Later on, majority of the
theoretical works, starting from the influential [35], discuss the question how modulated orientational structures can
be formed in achiral systems. One can easily understand that the description of the twist–bend nematics in terms
of an orientational elastic energy requires a pathological (not positively defined) Frank elastic energy. An analysis in
the framework of such Frank energy can explain some experimental observations made for the NTB liquid crystals, e.
g., anomalously large flexoelectric coefficients [38] or non-monotonous temperature dependence of the orientational
elastic moduli [36]. Moreover, in [40] the negative twist elasticity yielding the spontaneous chiral symmetry breaking,
has been suggested based on the Van der Waals contribution into the Frank elastic moduli.
In [35] Dozov proposed a first elastic theory by using high spatial derivatives of the nematic director field, higher
than the first order usually employed in the classical Frank’s theory. Dozov’s theory departs from Frank’s also for
the sign of the bend elastic constant K33 which turns negative and, therefore, higher order invariants are needed
in the elastic free-energy density in order to stabilize the heliconical state. Moreover in [35], Dozov also provides a
qualitative description of two 1−dimensional periodic structures by suitably selecting high order invariants. Later
on, several studies addressed the theoretical analysis of NTB phase [29, 30, 38, 41]. In particular, in [41] a N -NTB
phase transition was described using a generalized Maier-Saupe molecular field theory. In [29], a generalized Landau
- De Gennes theory was used to investigate 1-dimensional modulated nematic structures generated by non-chiral and
intrinsically chiral V-shaped molecules. In [30], the NTB phase was treated as a mixture of two different ordinary
N phases, both presenting heliconical structures with the same pitch but opposite helicities. A quadratic elastic
theory, still featuring four Frank’s elastic constants, was used for each of the two helical phases. Similar models
were proposed in [31–33], where also the effects of an external magnetic/electric bulk field were investigated. Again,
authors in [42, 43] proposed coarse-grained elastic models, which similarly to the model for SmA∗ [1], make use of
an extra scalar order parameter. In [30, 31] NTB phase elasticity with two director fields has been discussed within
the positively defined conventional Frank energy. In the recent paper [44] the authors consider how flexoelectricity
combined with spontaneous polar order (ferroelectricity) could stabilize conical spiral orientational order. However,
under natural Landau theory assumptions the model in [44] yields strongly biaxial and polar features of the NTB phase,
3apparently not supported by experimental observations. In [45] a Landau phenomenological theory was proposed for
the phase transition from the conventional nematic phase to the heliconical phase. The authors of [45] introduce a
double-scale elasticity energy by splitting the director fields into two components: a long-scale Frank energy for a
component of the director and a short-scale elastic energy for the remaining component.
As mentioned above, in his seminal paper [35] Dozov proposed higher spatial derivatives of the director nematic
field to stabilize his elastic model and to bind the energy from below when K33 turns negative. However, there is
another way to develop higher order field theories, that is looking for invariants expressed through higher powers of
first derivatives. The latter approach has certainly been applied with success in several field theories, as for example
the Skyrme model and the 3-dimensional Skyrme-Faddeev model [46–49]. It is in this perspective that, very recently,
Virga proposed a new fourth order generalized elastic theory for nematics [34]. There it was shown how, for a certain
choice of two model parameters, two families of uniform distortions with opposite chirality, exhausting the heliconical
structures of the NTB phase, minimize the proposed higher order elastic free-energy.
In the present paper, after reviewing in a slightly different approach the main results obtained by Virga, we find
new localised solutions for the generalized elastic free-energy posited in [34]. On the experimental side, evidence of
similar new localised configurations, namely skyrmions, has been found in [14, 15], where the authors showed that
the existence of either a conical or uniform state surrounding isolated skyrmions leads to an attracting/repulsive
inter-skyrmion potential, respectively. These soliton-like structures in a conical or helical background also appear in
ferromagnets, where not only skyrmions, but also the so-called heliknotons have been recently investigated [50].
The rest of the paper is organized as follows. In Sections II and III we obtain the main results of Virga’s work
[34], by expressing the generalized elastic free-energy in terms of the quantities (n,∇n,divn, curln) and by analysing
Meyer’s heliconical configurations of NTB phase. We show how a uniform heliconical state corresponds to a minimum
of the fourth order energy density functional for suitable choices of the six elastic constants characterizing Virga’s
model. In Section IV, we approach the problem of searching for non-uniform distortions departing from the uniform
heliconical state, finding localised solutions similar to those studied in [51] for the Skyrme-Faddeev model. Finally,
we draw our conclusions in Section V and we suggest possible extensions of the results here presented.
II. MATHEMATICAL FRAMEWORK
Traditionally, nematic liquid crystals are modelled by a general quadratic form in the spatial gradients ∇n of a
unit vector, the nematic director n. This quadratic form is usually known as Frank’s elastic energy density and is
written as follows [52]
FF =
1
2
K11(divn)
2 +
1
2
K22(n · curln)2 + 1
2
K33|n× curln|2 +K24
[
tr(∇n)2 − (divn)2] , (1)
where K11,K22,K33, and K24 are Frank’s elastic constants. The term K24 is a null Lagrangian, it can be integrated
over the domain B occupied by the nematic medium, without producing any contribution to the total free-energy
provided that n is assigned over the boundary ∂B. As customary, the general formula is often reduced to the one-
constant approximation, which can be obtained by setting K11 = K22 = K33 = K and K24 =
1
2K, thus leading
to
FF =
1
2
K||∇n||2, (2)
where ||∇n||2 = ∂ink∂ink. In [53], a new interpretation of (1) has been proposed and analysed in depth. The starting
point of this revisited version of Frank’s free-energy density formula is the decomposition of ∇n in a set of specific
distortion modes. More precisely, the gradient of n can be decomposed as follows
∇n = −b⊗ n + 1
2
TW(n) +
1
2
SP(n) +D, (3)
where the scalar S = divn is the splay , the pseudo-scalar T = n · curln is the twist , and the vector b = n× curln is
the bend . W(n) denotes the skew-symmetric tensor associated with n, i. e. Wij = ijknk and P(n) = I− n⊗ n is
the projector onto the plane orthogonal to n. D is a symmetric traceless tensor such that Dn = 0. Accordingly, it
can be given the form
D = q(n1 ⊗ n1 − n2 ⊗ n2), (4)
where q is the positive eigenvalue of D and n1 and n2 are the eigenvectors, orthogonal to n. From (3) it follows that
trD2 = 2q2 = tr(∇n)2 + 1
2
T 2 − 1
2
S2. (5)
4In coordinates, we can rewrite the director gradient ∇n as follows [53]
∂jni = −binj + 1
2
Tijknk +
1
2
S (δij − ninj) +Dij , (6)
and D can be given the alternative forms
Dij =
1
2
[∂inj + ∂jni − nink∂knj − njnk∂kni − δijdivn + ninjdivn] , (7)
or
Dij =
1
2
[∂inj + ∂jni + nibj + njbi − S(δij − ninj)] . (8)
The quantity q was named by Selinger [53] as biaxial splay . The quantities (S, T, b,D) are independent from one
another and are called measures of distortion. Frank’s elastic free-energy density can be written as a quadratic form
in the four above quantities as follows
FF =
1
2
(K11 −K24)S2 + 1
2
(K22 −K24)T 2 + 1
2
K33B
2 +K24tr(D
2), (9)
where B2 = b · b. As recalled in [34], the positive definiteness of the quadratic form (9) implies that
K11 −K24 > 0, K22 −K24 > 0, K33 > 0, K24 > 0, (10)
known as Ericksen’s inequalities [54].
The eigenvectors n1,n2,n of D are called the distortion frame. This can be defined for any sufficiently regular
director field n and it changes from point to point, thus defining a movable frame. The bend vector b can be
decomposed in the distortion frame as follows
b = b1n1 + b2n2. (11)
The scalars (S, T, b1, b2, q) depend on position in space and they are called collectively distortion characteristics of
the nematic director. In [34] it was introduced the concept of uniform distortion, i. e. a uniform distortion is
a configuration of the director field n in which the distortion characteristics are the same everywhere, whilst the
distortion frame may change from place to place. Any constant field n ≡ n0 is uniform but with no distortion, thus
it is clear that a uniform distortion should also have a non-trivial director pattern. In [34], it was shown that there
exist only two families of uniformly distorted director fields and they are given by
S = 0, T = 2q, b1 = b2 = b, (12)
S = 0, T = −2q, b1 = −b2 = b, (13)
where, of course, q and b are constant assigned parameters. In order to reconstruct the structure of the director fields
n corresponding to (12) and (13), one has to integrate the decomposed spatial gradient (3) with the specific distortion
characteristics given by (12) and (13). In [34], it was shown that the most general uniform distortion is a heliconical
director field, more precisely a director field of the form
nh = sin θ0 cosβzex + sin θ0 sinβzey + cos θ0ez, (14)
where the conical angle θ0 and the pitch 2pi/|β| are related to the parameters (q, b) as follows
2pi
|β| =
2piq
b2 + 2q2
, cos θ0 =
|b|√
b2 + 2q2
. (15)
The nematic director n rotates around ez making a fixed cone angle θ0 with the rotation axis ez, which is called
the helix axis. The distortion frame {n1,n2,n} processes along ez turning completely round over the length of a
pitch 2pi/|β| and it remains unchanged in all directions orthogonal to ez. The structure (14) describes therefore the
heliconical distortion predicted by Meyer [39] and it corresponds to the twist-bend liquid crystal phase, experimentally
detected in 2011 [55]. It is worth noticing that formula (14) also describes the nematic phase N when θ0 = 0 and
the chiral nematics when θ0 =
pi
2 , implying that the twist-bend phase represents a structural link between these two
extreme phases.
5Of course, as also observed in [34] the heliconical configurations cannot be minimizers of the standard Frank elastic
energy and it is needed a new elastic theory able to accommodate the heliconical phase as a ground state. In [34],
it was put forward a new energy functional with quartic powers of the spatial gradient of n. The starting point for
positing the quartic energy functional is the set of measures of distortion (S, T, b,D). In order to form a quartic
polynomial in the spatial gradients of n we need to collect the basic invariants under nematic symmetry n ↔ −n,
rotations and inversions, i. e. {
S2, T 2, B2, trD2, Sb ·Db, Tb ·D(n× b)} . (16)
From the list above it would be possible to construct a general quartic polynomial. We shall follow the approach in
[34] and we will consider the minimilastic free-energy density as follows
FTB(S, T, b1, b2, q) =
1
2
k1S
2 +
1
2
k2T
2 + k2trD
2 +
1
2
k3B
2 +
1
4
k4T
4 + k4(trD
2)2 +
1
4
k5B
4 + k6Tb ·D(n× b). (17)
By taking into account that trD2 = 2q2 and
b ·D(n× b) = −2qb1b2, (18)
formula (17) can also be written as a function of the characteristics of distortion
FTB(S, T, b1, b2, q) =
1
2
k1S
2 +
1
2
k2
[
T 2 + (2q)2
]
+
1
2
k3B
2 +
1
4
k4
[
T 4 + (2q)4
]
+
1
4
k5B
4 − k6(2q)Tb1b2. (19)
By directly comparing (17) with (9) we get the following formal identification
k1 = K11 −K24, k2 = K22 −K24 = K24, k3 = K33, (20)
but as shown below k3 can also assume negative values. The above energy density turns out to be coercive provided
that
k4 > 0, k5 > 0, k6 > 0, k
2
6 < 2k4k5, (21)
which is the condition of positive definiteness of the quartic part of (17). Moreover, since the heliconical states (12)
and (13) are characterized by S = 0 we assume k1 > 0 so that FTB attains its minimum for S = 0. Having fixed
conditions on the elastic constants k1, k4, k5, k6, it makes sense to classify the minimizers in terms of the remaining
k2 and k3 constants. It was shown in [34] that (17) is minimized by the trivial uniform state n = n0 if and only if
k3 ≥ 0. In terms of the measures of distortions this minimizer is given by
S = T = q = b1 = b2 = 0. (22)
When
− 2k5
k6
k2 < k3 < 0, (23)
the minimizer is a pure bend state with
S = T = q = 0, B2 = b21 + b
2
2 = −
k3
k5
. (24)
Finally, when
k3 < −2k5
k6
k2 < 0, (25)
FTB is minimized by the pure heliconical state
T 2 = (2q)2 = −k3k6 + 2k5k2
2k4k5 − k26
≥ 0, and b21 = b22 = −
k2k6 + k3k4
2k4k5 − k26
≥ 0. (26)
Summing up, in order to have the heliconical states (26), the following constraints on the elastic constants must hold
2k4k5 − k26 > 0, k3k6 + 2k5k2 < 0, k2k6 + k3k4 < 0. (27)
6In the next section we will work out this minimizer by studying the Euler-Lagrange equations associated to FTB . To
this aim, it is convenient to write FTB in terms of the spatial gradient components ∇n and of the quantities divn,
curln. For this we need some identities. It can be proved that
2Tqb1b2 = (n · curln)curln · ∇n(n× curln) + 1
2
(n · curln)2|n× curln|2. (28)
Upon using the latter identity along with the definition of S, T and D and the identity (5), one arrives at
FTB =
1
2
(k1 − k2)(divn)2 + k2(n · curln)2 + k2tr(∇n)2 + 1
2
k3|n× curln|2 + 1
4
k4(n · curln)4
+ k4
[
tr(∇n)2 + 1
2
(n · curln)2 − 1
2
(divn)2
]2
+
1
4
k5|n× curln|4
− k6
[
(n · curln)curln · (∇n)(n× curln) + 1
2
(n · curln)2|n× curln|2
]
. (29)
Otherwise, FTB can be rewritten as follows
FTB =
1
2
(k1 − k2)S2 + k2T 2 + k2tr(∇n)2 + 1
2
k3B
2 +
1
4
k4T
4 + k4
[
tr(∇n)2 + 1
2
T 2 − 1
2
S2
]2
+
1
4
k5B
4 − k6I4a − 1
2
k6T
2B2, (30)
where
I4a = [(n · curln)curln · (∇n)(n× curln)] . (31)
Correspondingly, the stored free-energy in a region B is given by the volume integral
F =
∫
B
FTBdB. (32)
III. UNIFORM HELICONAL DISTORTIONS
In this section we analyse the special class of solutions (12)-(13) which, as shown above, provides a global minimum
to the free-energy density functional (29). To this aim, we use the standard parametrization of n
n = sin θ cosφex + sin θ sinφey + cos θez, (33)
where ex, ey, ez are the cartesian unit basis vectors in R3 and θ, φ are the standard polar angle functions.
The general Euler-Lagrange equations, also supplemented with boundary conditions on ∂B, are rather involved.
However, it can be shown that they admit the heliconical configurations (14) as solutions. The three-dimensional
representation of such configurations is displayed in Fig. 1, where a set of (x, y)-plane cross sections showing how
the configuration changes along z and a specific helix line are depicted. In the following we will show that they are
actually solutions. To be more specific, we first reduce the general Euler-Lagrange equations by looking for solutions
which are invariant under translations along the ex and ey directions, namely
n = sin θ(z) cosφ(z)ex + sin θ(z) sinφ(z)ey + cos θ(z)ez. (34)
Substituting (34) in (29), we arrive at the reduced form
FTB(θ, θ
′, φ′) =
1
2
[
k3 cos
2 θ + (k1 + k2) sin
2 θ
]
θ′2 +
1
8
(8k2 sin
4 θ + k3 sin
2 2θ)φ′2
+
1
4
(
k5 cos
4 θ + k4 sin
4 θ
)
θ′4
+
1
8
(
−4k6 cos2 θ sin6 θ + 4k4 sin8 θ + 1
8
k5 sin
4 2θ
)
φ′4
+
1
2
(
k5 cos
4 θ sin2 θ − k6 cos2 θ sin4 θ + k4 sin6 θ
)
θ′2φ′2, (35)
7FIG. 1. Three-dimensional representation of the uniform heliconical distortion. Left: Different (x, y)-plane cross sections
showing the change of orientation along the z direction. Right: Helix line along the z axis for a fixed distance from it.
where ′ denotes derivative with respect to z.
The corresponding reduced Euler-Lagrange equations associated with (35) read as[
1
2
φ′3
(
−4k6 cos2 θ sin6 θ + 4k4 sin8 θ + 1
8
k5 sin
4 2θ
)
+
1
4
φ′
(
8k2 sin
4 θ + k3 sin
2 2θ
)
+φ′θ′2
(
k5 cos
4 θ sin2 θ − k6 cos2 θ sin4 θ + k4 sin6 θ
) ]′
= 0, (36)
and [
1
2
θ′
[
2k3 cos
2 θ + 2(k1 + k2) sin
2 θ
]
+ θ′3
(
k5 cos
4 θ + k4 sin
4 θ
)
+ θ′φ′2
(
k5 cos
4 θ sin2 θ − k6 cos2 θ sin4 θ + k4 sin6 θ
) ]′
− 1
2
θ′2
d
dθ
[
k3 cos
2 θ + (k1 + k2) sin
2 θ
]− 1
8
φ′2
d
dθ
(8k2 sin
4 θ + k3 sin
2 2θ)− 2θ′4 d
dθ
(
k5 cos
4 θ + k4 sin
4 θ
)
− 1
8
φ′4
d
dθ
(
−4k6 cos2 θ sin6 θ + 4k4 sin8 θ + 1
8
k5 sin
4 2θ
)
− 1
2
θ′2φ′2
d
dθ
(
k5 cos
4 θ sin2 θ − k6 cos2 θ sin4 θ + k4 sin6 θ
)
= 0. (37)
Since we are interested first in solutions with constant θ, it is straightforward to verify that θ = θ0 and φ(z) = βz,
together with the trivial nematic configuration, solve simultaneously equations (36) and (37) which turn into equations
for θ0 and β. Solving the latter equations is equivalent to solving the stationary conditions with respect to θ0 and β
of the deflated free-energy density
FTB(nh) = fTB(θ0, β) =
1
8
(
−4k6 cos2 θ0 sin6 θ0 + 4k4 sin8 θ0 + 1
8
k5 sin
4 2θ0
)
β4
+
1
8
(
8k2 sin
4 θ0 + k3 sin
2 2θ0
)
β2. (38)
Upon setting t := sin2 θ0 we arrive at
fTB(t, β) =
1
4
[−2k6(1− t)t+ 2k4t2 + k5(1− t)2] t2β4 + 1
2
[2k2t+ k3(1− t)] tβ2. (39)
8The stationary conditions
2 sin θ0 cos θ0
∂fTB
∂t
= 0,
∂fTB
∂β
= 0. (40)
correspond to the Euler-Lagrange equations above and they read as
β2
{
k3 + 4k2t− 2k3t+ β2t
[
k5
(
1− 3t+ 2t2
)
+ t
(
4k4t+ k6
(
− 3 + 4t
))]}
= 0, (41)
βt
{
k3 + 2k2t− k3t+ β2t
[
k5(1− t)2 + 2t
(
k6(t− 1) + k4t
)]}
= 0. (42)
The only non-trivial solutions are the heliconical configurations given by
t =
2k2k5 + k3k6
(2k2k5 + k3k6) + 2(k3k4 + k2k6)
, (43)
β = ± (2k2k5 + k3k6) + 2(k3k4 + k2k6)√−(2k2k5 + k3k6)(2k4k5 − k26) , (44)
from which we can obtain the conical angle
θ0 = arcsin
(√
2k2k5 + k3k6
(2k2k5 + k3k6) + 2(k3k4 + k2k6)
)
, (45)
with the following condition on the elastic constants
0 <
2k2k5 + k3k6
(2k2k5 + k3k6) + 2(k3k4 + k2k6)
< 1, (46)
fully satisfied by the constraints (27). It is worth noticing that both θ0 and β do not depend on the elastic constant
k1. Correspondingly, the free-energy density on the heliconical solutions becomes
fTB(t, β) = −1
2
k23k4 + 2k
2
2k5 + 2k2k3k6
2k4k5 − k26
, (47)
which, taking into account (27), turns out to be negative provided that
k23k4 + 2k
2
2k5 + 2k2k3k6 > 0. (48)
Actually, the quadratic form (48) with respect to k3,
k23k4 + 2k
2
2k5 + 2k2k3k6, (49)
is positive as the discriminant
4k22k
2
6 − 8k4k22k5 = 4k22(k26 − 2k4k5) < 0, (50)
as a consequence of (27). Thus, the value of the free-energy density at the heliconical state turns out to be lower than
the value at the uniform nematic phase.
Now we show that the heliconical solution is a local minimum of the free-energy density by the analysis of the
Hessian matrix
H =
(
Htt Htβ
Htβ Hββ
)
, (51)
where
Htt =
∂2f
∂t2
=
Ntt
Dtt
, Hββ =
∂2f
∂β2
, Htβ = Hβt =
∂2f
∂t∂β
, (52)
9with
Ntt =(
4(k3(2k4 + k6) + 2k2(k5 + k6))
2(4k22k5(8k4k5 + k
2
5 + 2k5k6 − 3k26) + k23(4k24k5 − 4k4k5k6 + k26(k5 + 4k6))
+4k2k3(−2k4k5(k5 − 3k6) + k6(k25 + 3k5k6 − 2k26)))
)
, (53)
Dtt = 8((2k2k5 + k3k6)
2(−2k4k5 + k26)2), (54)
Hββ = −4(2k2k5 + k3k6)(k
2
3k4 + 2k
2
2k5 + 2k2k3k6)
(k3(2k4 + k6) + 2k2(k5 + k6))2
, (55)
Htβ =
8k22k5 − 2k2k3(k5 − 3k6) + k23(2k4 − k6)√
[−(2k2k5 + k3k6)(2k4k5 − k26)]
, (56)
DetH = − (2k2k5 + k3k6)(k3(2k4 + k6) + 2k2(k5 + k6))
2
(−2k4k5 + k26)2
. (57)
Clearly, Hββ > 0 and DetH > 0 under the above conditions on the elastic constants (27), and therefore nh turns out
to be locally stable.
Finally, it is possible to verify that the heliconical configurations found here correspond to those predicted in [34]
in the form (26). Actually, by direct computation, using the expressions for t and β above, one can show that
S = 0, T 2 = t2β2 = −2k2k5 + k3k6
(2k4k5 − k26)
, and B2 = b21 + b
2
2 = −
2(k3k4 + k2k6)
2k4k5 − k26
, (58)
which reproduce formulas (26).
IV. NON-UNIFORM LOCALISED STATES
A. Ansatz on the solution
At variance with the previous section, here we consider the case of non-uniform distortions, possibly leading to
localised states. Bearing in mind that the unifom distortions are heliconical states, we slightly depart from this case
by considering still heliconical structures, but with a non-uniform conical angle and an additional precession around
the axis of the uniform heliconical state. More precisely, we consider configurations of the general form
n(r, z, ϕ;α, β) = sin(f(r)) cos(αϕ+ βz)ex + sin(f(r)) sin(αϕ+ βz)ey + cos(f(r))ez, (59)
where α is an integer describing the number of windings performed by the director around the heliconical axis ez for
fixed z, f(r) is the profile function describing the conical angle and β has the same meaning as in the previous section.
In order to have localised configurations, we may impose the boundary conditions f(0) = 0 and f(r → ∞) = f0, f0
being a suitable conical angle to be determined. Then, to study these configurations, we need to reduce the general
free-energy in order to translate the ansatz into the equilibrium equations. The deflated free-energy integrated over
the unit cell
[
0, 2piβ
]
× [0, 2pi] and over r ∈ [0,∞] will take the form
F [f ;α, β] =
∫ 2pi
β
0
dz
∫ 2pi
0
dϕ
∫ ∞
0
FTB [n(r, z, ϕ;α, β)] rdr. (60)
We are interested in the deflated free-energy per unit cell
[
0, 2piβ
]
× [0, 2pi] which can be obtained by dividing by the
factors 2pi and 2piβ
F˜ [f ;α, β] = β
4pi2
F [f ;α, β] . (61)
In the following, we will study two relevant cases: α = 0 and α = 1.
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B. Case α = 0
In this first case, we are interested in studying whether localised solutions without winding around the heliconical
axis ez are possible. In fact, this is equivalent to take α = 0 in the general ansatz (59) with a radial dependent profile,
f(r), for the conical angle. With these assumptions, the deflated free-energy reads:
F0[f ;β] =
∫ ∞
0
[
Γ0(f) + Γ2(f)f
′2 + Γ4(f)f ′4
]
rdr, (62)
where the quantities Γi are functions of the profile f(r), β and the elastic constants (see Appendix A for details).
Hence, the Euler-Lagrange equation is given by
2f ′′(Γ2 + 6f ′2Γ4) +
2
r
f ′Γ2 + f ′2∂fΓ2 +
4
r
f ′3Γ4 + 3f ′4∂fΓ4 − ∂fΓ0 = 0, (63)
with ∂fΓi the partial derivative of the quantity Γi with respect to the conical function f . It is worth noticing that
the above equilibrium differential equation is invariant under the following transformation
f → −f and r → −r. (64)
First of all, we find the asymptotic state as r →∞. To this aim, we take the limit of (63) as r →∞ and we get the
asymptotic stationary condition
∂fΓ0 = 0. (65)
This last equation corresponds to a stationary condition for the energy functional (62) in the same limit, r → ∞,
where f ′ also vanishes. Correspondingly, the free-energy per unit cell can be written as
F˜0 [f ;β] = β
4pi2
∫
Γ0(f)rdr + h.o.t. . (66)
It is clear that in order to find the corresponding asymptotic state we will need to minimize the leading term of (66)
with respect to f and β. Thus, in addition to the condition (65) we need to include the stationary condition with
respect to β, i. e. letting
F0∞(f, β, r) :=
β
4pi2
Γ0(f)r, (67)
we then have to require that
∇(f,β)F0∞(f, β, r) = (0, 0). (68)
Letting τ := cos 2f , (67) can be written as
F0∞(τ, β, r) =
r
1
64
β2(τ − 1) [β2(τ − 1) (2k4(τ − 1)2 + (τ + 1)(k5t+ k5 + 2k6τ − 2k6))+ 16k2(τ − 1)− 8k3(τ + 1)] . (69)
The corresponding stationary conditions with respect to β and τ read as
1
16
β2
(
β2(τ − 1) (2k4(τ − 1)2 + k5τ(τ + 1) + k6(2τ + 1)(τ − 1))+ 8k2(τ − 1)− 4k3τ) = 0, (70)
1
32
β(τ − 1) (2β2(τ − 1) (2k4(τ − 1)2 + (τ + 1)(k5τ + k5 + 2k6τ − 2k6))+ 16k2(τ − 1)− 8k3(τ + 1)) = 0. (71)
Upon solving them simultaneously we get solutions τ0, β as follows
τ0 =
−2k2k5 + 2k2k6 + 2k3k4 − k3k6
2k2(k5 + k6) + k3(2k4 + k6)
, (72)
β = ± (2k2k5 + k3k6) + 2(k3k4 + k2k6)√−(2k2k5 + k3k6)(2k4k5 − k26) . (73)
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We first observe that τ0 is related to t in (43) by the identity τ0 = 1− 2t. The asymptotic conical angle is then given
by
f0 =
1
2
arccosτ0 =
1
2
arccos
(−2k2k5 + 2k2k6 + 2k3k4 − k3k6
2k2(k5 + k6) + k3(2k4 + k6)
)
, (74)
and is equal to that found in the uniform heliconical state θ0 (45).
To find localised solutions, we need to solve the Euler-Lagrange equation (63) with some specific boundary condi-
tions. In particular, we ask the profile function to reach the asymptotic value of the conical angle θ0 at infinity, i.
e., f(r)→ θ0 when r →∞, while at the origin it takes a different value which we will choose as zero for simplicity.
Unfortunately, after checking numerically, we did not find any localised local minimum. Thus, the α = 0 case just
reproduces the uniform heliconical state (14) with a constant conical angle θ0 as global minimizer. Nevertheless, it
seems reasonable to think that the absence of a winding around a given axis makes it difficult to stabilise solutions
interpolating different values of the conical angle. Indeed, additional energy is not needed in varying the value of f(r)
at the origin and taking the conical angle θ0 everywhere, arriving at the state corresponding to the global minimum.
However, if the system needs to go through an unwinding before reaching the uniform heliconical distortion, then
stable local minima may be allowed. This is in fact what happens when α = 1, so we will devote the rest of the paper
to its study and description.
C. Case α = 1
When α = 1 the deflated free-energy takes the following form
F1 [f ;β] = pi
2
64β
∫ ∞
0
[
G0(r, f) +G1(r, f)f
′ +G2(r, f)f ′2 +G3(r, f)f ′3 +G4(r, f)f ′4
]
dr, (75)
and the associated Euler-Lagrange equation turns into an ordinary differential equation of second order of the form
2f ′′
(
G2 + 3f
′G3 + 6f ′2G4
)
+ 2f ′∂rG2 + f ′2∂fG2 + 2f ′3 (∂fG3 + 2∂rG4) + 3f ′4∂fG4 − ∂fG0 + ∂rG1 = 0. (76)
The quantities Gi, i = 0, 1, 2, 3, 4 depend on r, f, β, k1, k2, k3, k4, k5, k6 and are listed below in Appendix A. Also
in this case, it is worth noticing that the above equilibrium differential equation is invariant under the following
transformation
f → −f and r → −r. (77)
We will use this symmetry property in the following subsections, starting with the investigation of the asymptotic
behaviour of the profile function f(r) around r = 0 and around r =∞.
1. Expansion around r = 0
In order to study the behaviour around r = 0 we first fix the leading order power at the origin by assuming that,
close to r = 0, the profile function f takes the form
f(r) = arl + O(rl+1), (78)
with l > 0, as a negative value would imply loss of regularity in f at the origin. In addition, l has to take an odd
value due to the symmetry given by Eq. (77). Here we show that l = 1. To this aim, we expand the l.h.s. term of
(76) around f = 0 which is the value taken by f at r = 0. By introducing the above expansions in the functions G0,
G1, G2, G3 and G4 and their derivatives (see Appendix A) and by replacing f(r) with (78), we obtain
∞∑
k=0
[
A1kr
(2k+1)l−3 +A2kr(2k+1)l−1 +A3kr(2k+3)l−3 +A4kr(2k+3)l−1 +A5kr(2k+5)l−3 +A6kr(2k+1)l+1
]
= 0, (79)
with k ∈ N and where
Aik = Aik(a, l, β, k1, k2, k3, k4, k5, k6), i = 1, 2, 3, 4, 5, 6, (80)
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are coefficients arising from the expansion. According to the symmetry property (77), the above expansion consists
of even powers of r only. Of course, all coefficients of all independent powers have to equate to zero. Moreover, it can
be shown that there are no powers rl−3, i. e. A10 = 0. Hence it turns out that the lowest order power is rl−1 and the
corresponding coefficient in the expansion is
128a(l2 − 1)(k1 + 3k2), (81)
which implies that
l = ±1, (82)
thus the only positive root is l = 1. It also turns out that in (79) a power of the form r3(l−1) arises, which implies that
the corresponding coefficient must vanish when l = 1 in order to annihilate all zero power terms in the expansion.
The corresponding coefficient is
32a3k4(−1− 66l + 96l2 − 62l3 + 33l4), (83)
which does vanish as l = 1. As it can be argued from the terms in (79), there are no other powers of the form rh(l−1),
h ∈ N. Thus, we conclude that at the origin f has a linear growth. It is worth noticing that the presence of powers
r(l−3) would have implied that l = 3 as l − 3 would have been the lowest order in the expansion. This prevents a
cubic growth of f at r = 0.
Having fixed the leading power at the origin r = 0, we can now study some relationships among the derivatives of
f at r = 0 by inspecting the above expansion (79). From the above mentioned symmetry property (77) of (76) and
from the results about the leading order at r = 0 we conclude that the power expansion of f around r = 0 takes the
form
f(r) = ξr + ζr3 + ηr5 + ... , (84)
where
ξ = f ′(0), ζ =
1
3!
f ′′′(0), η =
1
5!
f (V)(0)... . (85)
By replacing f(r) with (84) in the equation (79) we get an expansion in the even powers of r only. In particular, after
a lengthy calculation, we arrive at
ζ =
3β2k3ξ + 2(k1 − 3k2 − 3β2k6)ξ3
12(k1 + 3k2 + 9k4ξ2)
, (86)
η =
1
360 (k1 + 3k2 + 9k4ξ2)
(
30β4k5ξ
3 + 120β2k2ξ
3 − 80β2k3ξ3 + 30β2k3ζ + 90β2k5ξ5 + 270β2k6ξ5 − 360β2k6ξ2ζ
− 13k1ξ5 + 240k1ξ2ζ + 51k2ξ5 − 15k3ξ5 − 180k3ξ2ζ + 48k4ξ7 + 1080k4ξ4ζ
− 4320k4ξζ2 − 30k5ξ7 + 45k6ξ7 + 360k6ξ4ζ
)
. (87)
This result has been successfully used as a check of the numerical calculations presented below by taking the value of
ξ coming from the simulations.
2. Asymptotic state at r =∞
Here we collect the results about the asymptotic analysis as r → ∞ of equation (76). From the functions Gi
reported in Appendix A, it is not difficult to recognize that the only surviving term is
∂fG
∞
0 = 0, (88)
where the function G∞0 is obtained from the function G0 by dropping all the terms 1/r and 1/r
3 and keeping only
linear terms in r, i. e.
G∞0 = g
∞
01 + g
∞
02 cos 2f + g
∞
03 cos 4f + g
∞
04 cos 6f + g
∞
05 cos 8f, (89)
13
where
g∞01 =
β2
2
r(192k2 + 32k3 + 70β
2k4 + 3β
2k5 − 10β2k6), (90)
g∞02 = −4β2r(32k2 + 14β2k4 − k6β2), (91)
g∞03 = +2β
2r(16k2 − 8k3 + 14β2k4 − β2k5 + 2β2k6), (92)
g∞04 = −4β4r(2k4 + k6), (93)
g∞05 =
β4
2
(2k4 + k5 + 2k6)r, (94)
entailing that
g∞01 + g
∞
02 + g
∞
03 + g
∞
04 + g
∞
05 = 0. (95)
Correspondingly, from (75), the free-energy per unit cell in the same limit reduces to
F˜1 [f ;β] = 1
256
∫
[G∞0 (r, f)] dr + h.o.t. . (96)
Taking into account the expressions for Γ0 in Appendix A and G
∞
0 , it should be noticed that the expression for
F˜1 [f ;β] is the same as the one obtained for F˜0 [f ;β] in (66). Hence we obtain identical stationary conditions and the
same asymptotic state, as far as the conical angle f0 and β are concerned (see eqs. (73) for β and (74) for f0). As
for α = 0 the expression for f0 reproduces the same as that for θ0 in (45). Moreover, in order to avoid divergences at
infinity of the free-energy density, we also need to subtract (see sections above) the free-energy density value for the
uniform heliconical configuration (general global minimum) from the general free-energy expression. This actually
corresponds to the case α = 0.
3. Asymptotic expansion around r =∞
Let now
f(r) = f0 + h(r), (97)
where  1. By plugging the above perturbation (97) into the equilibrium equation (76), we obtain a huge expansion
in powers of . At the linear order in  we get the following equation
2G2(r, f0)h
′′ + 2∂rG2(r, f0)h′ +
[
∂f0∂rG1(r, f0)− ∂2f0G0(r, f0)
]
h = 0. (98)
At the lowest order, by neglecting in the functions Gi all those terms going like
1
r ,
1
r2 ,
1
r3 and keeping only the linear
terms in r, we get the following approximate equation for h
rh′′ + h′ − ω2hr = 0, (99)
where ω2 is a parameter depending on elastic constants
ω2 =
ω2n
ω2d
, (100)
with
ω2n = 4(k2k6 + k3k4)(2k2(k5 + k6) + k3(2k4 + k6))
(
4k22k5(8k4k5 + (k5 − k6)(k5 + 3k6))
+ 4k2k3
(
k6
(
k25 + 3k5k6 − 2k26
)− 2k4k5(k5 − 3k6))+ k23 (4k24k5 − 4k4k5k6 + k26(k5 + 4k6)) ), (101)
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ω2d =
(
2k4k5 − k26
)
(2k2k5 + k3k6)
(
− k1
(
2k4k5 − k26
)
(k2k6 + k3k4)
+ k22
(
8k4k5(k5 + k6) + k6
(
4k25 + 8k5k6 + 5k
2
6
))
+ 2k2k3
(
4k24k5 + k4k6(8k5 + 7k6) + 2k
2
6(k5 + k6)
)
+ k23k6(3k4 + k6)
2
)
. (102)
If ω2 > 0, corresponding to the cases of interest (see constraints (27)), we can rescale r by setting x := ωr and ending
up with
x
d2h
dx2
+
dh
dx
− xh = 0, (103)
which is a modified Bessel equation with general solution
h = c1I0(x) + c2K0(x), (104)
where I0 and K0 are modified Bessel functions of first and second kind and order zero. The boundary condition h→ 0
as r →∞ provides
h(r) = c2K0(ωr) ≈ c2
√
pi
2
e−ωr√
ωr
+ ... . (105)
as I0 diverges at infinity.
4. Global approximation: Pade´ approach
In the previous subsections we have analysed the asymptotic behaviour of the solution of the equation (76) near
the boundaries 0 and +∞, respectively. Now, one may try to look for an analytic expression, which approximates
the true solution in some specific sense. To this aim, we take inspiration from similar second–order ODEs involving
trigonometric non-linearities, like the simple pendulum equation or the challenging PIII Painlev equation (see for
instance [56]). First, one may apply a suitable transformation in terms of inverse trigonometric functions of the
dependent variable, leading to a rational expression of the equation in the new dependent variable and its derivatives.
Then, one may more easily study and possibly obtain a suitable approximated solution, with the method adopted for
instance in [57]. Thus, we look for a solution of the form
f (r) = pi − arccos [s (r)] , (106)
where s (r) is an unknown function subject to the conditions
lim
r→0+
s (r) = −1, lim
r→+∞ s (r) = − cos (f0) , (107)
f0 being defined by the asymptotic value (74). Indeed, the adopted transformation (106) maps (76) into an ODE
involving only algebraic rational expressions, i. e. combinations of powers of s (r) and its derivatives, up to the second
order, with non constant coefficients. However, these coefficients can be Laurent expanded in the neighborhood of
the boundaries. Accordingly, one may guess that also the function s (r) could be expressed as a ratio of polynomials
in r, possibly of infinite degree. Moreover, having already noted above that f (r) must contain only odd powers of
r, it follows from the properties of the arccos function, that s (r) must be an even function of r. As a consequence,
s(r) and its Taylor expansion must depend on r2 only. Now, it is well known that Pad approximants are a powerful
tool to study the convergence of given Taylor series and they are exact on rational functions [58]. To this end, let
SN =
∑N
j=0 cj r
j be a truncated series at the order N of our function s(r), its Pad approximant s[L/M ] of order
(L,M) , L+M = N, is given by
s[L/M ] =
∑L
j=0 aj r
j∑M
j=0 bj r
j
, b0 = 1, (108)
such that
SN − s[L/M ] = O
(
rN+1
)
. (109)
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In our case we have a boundary value problem with two different series expansions at r = 0 and r =∞, respectively,
which have to be joined simultaneously by the searched s[L/M ]. This is a well known problem in the multipoint
Pade´ approximation, which could be solved in terms of continuous fractions (see [58] Vol 2). However, in the present
context, one may proceed in a more straightforward way as follows.
First, by power expanding around r = 0 the function f [s (r)] and comparing it with formulas (84) and (85), one
obtains the corresponding expansion for s(r)
s (r) = −1 + r
2ξ2
2
+
1
24
r4
(
24ξζ − ξ4)+ 1
720
r6
(
720ηξ + ξ6 − 120ξ3ζ + 360ζ2)+ O (r7) . (110)
On the other hand, we need a similar expansion at infinity, for which we use the simplest asymptotic expansion
s (r) = − cos (f0) + O
(
1
r2
)
. (111)
Assuming f0 6= pi2 , a possible Pad approximant (108) must have equal highest powers in both numerator and denom-
inator. Thus, one may choose L = M = 4, and then set
s[4/4] =
a2r
4 + a1r
2 + a0
b2r4 + b1r2 + 1
, (112)
where the five constants ai and bi have to be determined by using the information contained in both asymptotic
expansions above. This can be done by formally expanding s[4/4] around r = 0 and r = ∞ and by matching the
corresponding coefficients with those in (110) and (111). We stop at the fourth order in (110) and accordingly, the
coefficient η, being involved at the sixth order, will not be considered in further calculations. This procedure leads to
finding three relations providing the coefficients ai, namely
a0 = −1, a1 = ξ
2
2
− b1, a2 = 1
24
(
12b1ξ
2 − 24b2 − ξ4 + 24ξζ
)
. (113)
The constant b1 can be determined by resorting to (111) and using (113) to obtain
b1 =
−24b2 cos f0 + 24b2 + ξ4 − 24ξζ
12ξ2
. (114)
Finally, using the above expressions into s[4/4] , one is led to the approximation
f (r) = pi − arccos
(
−12b2r4ξ2 cos f0 + r2
(
24b2 cos f0 − 24b2 + 5ξ4 + 24ξζ
)− 12ξ2
r2 (−24b2 cos f0 + 24b2 + ξ4 − 24ξζ) + 12b2r4ξ2 + 12ξ2
)
. (115)
Thus, we are restrained to choose the four parameters ξ, ζ, b2, f0. The most obvious choice for f0 is to use its expression
given by (74) in terms of the elastic constants. Secondly, the quantity ζ can be expressed in terms of ξ and of the
elastic constants by (86). Thus, one can consider the family of functions depending only on the couple (ξ, b2), which
can be determined by a best fit (in the sense of the minimum squares method) with the numerical solution of the
differential equation (76). A detailed discussion of these methods and their results is contained in the next section.
5. Numerical analysis
Due to the non-linearity and complexity of the system under consideration, also the use of numerical methods seems
mandatory. In the following, we want to numerically study localised solutions of the form (59), with α = 1. Here, for
notational convenience, we will employ a different symbol for the stored free-energy F1 in (75), i. e.
Eα=1 =
pi2
64β
∫ [
G0(r, f) +G1(r, f)f
′ +G2(r, f)f ′2 +G3(r, f)f ′3 +G4(r, f)f ′4
]
dr, (116)
where the integration over r is being performed on a finite domain (a similar notation, i. e. Eα=0, is used for the
stored free-energy F0 in (62)). Hence, to find configurations minimising this energy we use a gradient flow method in
one dimension applied to a lattice of 1000 points with an interspace of ∆r = 0.02. In addition, spatial derivatives are
approximated by a finite fourth-order accurate difference. The values of the profile function f(r) at the boundaries
of the grid are f(0) = 0 and f(r →∞) = θ0, see equation (45).
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FIG. 2. Profile function f(r) for the elastic constants k1 = k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0.
The behaviour at the origin comes from the fact that if we want the field n to be well-defined, f(0) has to be zero
or an integer multiple of pi. Indeed, the condition f(0) = pi has been also considered but it poses a higher energy
with respect to the vanishing profile. This might be expected since it implies a bigger deviation from the global
minimum given by the uniform distortion f = θ0. Fig. 2 shows the localised solution with f(0) = 0 corresponding
to the elastic constants k1 = k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0, which fulfil all the required constraints (27)
and give θ0 = 0.4636, with the parameter β = 5.0 as prescribed by analytical expressions (44) and (45). This value
has been chosen since it is the optimal one in the case of the uniform distortion giving the lower energy per pitch
P = 2pi|β| . In fact, by varying β we have found that still in the case of localised solutions β = 5.0 is the preferred choice,
confirming that the analytical expression found for the optimal β is still valid at least for this choice of the elastic
constants. In addition, it seems natural to stick with the analytical expression (44) for β for a better comparison
with the case α = 0, as this latter reproduces the uniform heliconical state as global minimizer. The energy per
pitch of the solution corresponds to Eα=1/P = −3125.97, while for the conical distortion (which we can identify
with the case α = 0 from the general ansatz), Eα=0/P = −3138.45, being the relative energy of the excited state
∆E/P = (Eα=1 −Eα=0)/P = 12.48. As a check, the behaviour of the numerical solution around the origin has been
compared with the expansion given by Eq. (84) as shown in Fig. 3. The value of the free parameter of the expansion
ξ has been taken from the numerical solution. This result states that the localised non-uniform conical distortions
are stable states with respect to the uniform nematic configuration (n = n0) but, at the same time, they can be seen
as excitations over the ground state realised by the uniform heliconical distortion n = nh, see equation (14).
In Fig. 4, we can see the three-dimensional reconstruction of the localised configuration, where the colouring of the
bars, representing the vector directors, corresponds to different values of the conical angle given by f(r) as indicated.
For a better understanding, this is complemented with the transversal cut on the plane (y, z) appearing in Fig. 5,
together with the cylindrical arrangement of those points with the same value of the conical angle.
As previously commented, one can also consider the profile function taking a multiple of pi at the origin. However,
since this implies a greater deviation from the conical distortion angle, the resulting configuration will have greater
energy. For instance, for f(0) = pi, we found that Eα=1/P = −2356.40, with a relative energy ∆E/P = 782.05.
Another possibility is to study the parameter space, i. e. the elastic constants, of the model. Note that in this case,
we need to bear in mind the existing constraints (27) involving them. For instance, for a fixed k3 = −3.0, it is not
possible to have k2 ≥ 1.5. Nevertheless, we can see that both β and θ0 in (44) and (45) do not depend on the elastic
constant k1. Hence, it seems worth studying how the localised configurations change with an increasing value of it.
However, what we find is that the energy slightly increases (see Table I), so does the size of the configuration (see
Fig. 6), although in both cases it does not seem relevant. In particular, as for the size, it is worth noticing that the
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FIG. 3. Profile function f(r) for k1 = k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0 together with the asymptotic value θ0 and a
representation of the polynomial expansion around r = 0 as in (84) to several orders up to r5 for ξ = 0.94.
FIG. 4. Three-dimensional reconstruction of the localised solution (α = 1) for the elastic constants k1 = k2 = k4 = k5 = k6 = 1.0
and k3 = −3.0. The colour bar represents the value of the conical angle f(r) from the origin to the asymptotic state.
bigger k1 is, the slower the asymptotic angle is approached. On the other hand, there are actually other situations
where β and θ0 change, as it can be seen from (44) and (45). For instance, this is the case when one increases the
elastic constant k4. As it can be seen in Table II, this results in a decreasing of the total energy per pitch of both the
uniform distortion and the localised configurations. In addition, as it can also be seen in Fig. 7, both the excitation
energy ∆E/P and size of the solution are lowered, implying this latter tends to shrink for an increasing contribution
of the elastic constant k4. Finally, we can also easily study the behaviour of the localised solution when decreasing
18
FIG. 5. Transversal cut (left) and cylinder of constant conical angle (right) for the α = 1 case. Elastic constant values:
k1 = k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0. The colour bar represents the value of the conical angle f(r) from the origin to
the asymptotic state.
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FIG. 6. Profile function f(r) near the origin for an increasing k1 while k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0. The bigger k1
is, the slower the asymptotic angle is approached.
k3 from −3 to −10 (see Fig. 8 and Table III). In this case, the size also decreases accompanied by an increasing in
the excitation energy. The above numerical results for all the analysed cases have also been confirmed by using a
shooting method for equation (76), together with the use of an adaptive mesh in order to cope with the stiffness of
the equation around the origin. For this alternative numerical method the normal form of equation (76) has been
used as reported in Appendix B.
Now that we have studied the solutions to equation (76) by numerical methods, we can check the goodness of
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k1 Eα=1/P ∆E/P
1.0 - 3125.97 12.48
2.0 -3124.45 14.00
3.0 -3122.99 15.46
4.0 -3121.52 16.93
5.0 -3120.06 18.39
6.0 -3118.61 19.84
7.0 -3117.17 21.28
8.0 - 3115.73 22.72
9.0 -3114.31 24.14
10.0 -3112.89 25.56
TABLE I. Energy per pitch and the corresponding excess as a function of k1 for k2 = k4 = k5 = k6 = 1.0 and k3 = −3.0.
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FIG. 7. Profile function f(r) near the origin for an increasing k4 while k1 = k2 = k5 = k6 = 1.0 and k3 = −3.0. The bigger k4
is, the faster the asymptotic angle is approached.
approximation (115) by a best fitting procedure. As mentioned above, the number of free parameters for least square
minimization can be reduced to two, i. e. (ξ, b2), by means of (74) and (86). However, here first we use all four
parameters (ξ, ζ, b2, f0) for a few examples. Then we provide the results of the fitting procedure leaving free only
(ξ, b2) or just b2 (with ξ fixed by numerics), for the case k1 = k2 = k4 = k5 = k6 = 1.0, k3 = −3.0 shown in Fig. 2.
By doing so, we show the remarkable capability of (115) to adapt itself to the numerical solutions.
The results of the procedure using all the four possible parameters are provided in table IV for four different sets
{ki}. Here, the values of the best fitting parameters together with the reference values ξnum, ζnum extrapolated from
numerical solutions are provided. As an estimator of the goodness of the best fit, we report in the last column the
distance ||f − fa||2 between the numerical solution f and the approximation fa, this latter obtained by replacing in
(115) the parameters (ξ, ζ, b2, f0) with the best fitted ones.
Moreover, the latter results are depicted in Fig. 9, in order to provide a visual representation of them. Finally, the
detailed analysis, with two and one free parameters respectively, for the case k1 = k2 = k4 = k5 = k6 = 1, k3 = −3 is
displayed in Fig. 10.
According to these results, we can conclude that (115) is a quite good approximation for the solutions of (76).
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k4 β θ0 Eα=0/P Eα=1/P ∆E/P
1.0 5.0 0.4636 -3138.45 -3125.97 12.48
2.0 6.3509 0.3063 -2929.22 -2924.48 4.74
3.0 7.6026 0.2450 -2887.37 -2884.37 3.00
4.0 8.6932 0.2101 -2869.44 -2867.20 2.24
5.0 9.6667 0.1868 -2859.48 -2857.67 1.81
6.0 10.5529 0.1698 -2853.14 -2851.61 1.53
7.0 11.3714 0.1568 -2848.75 -2847.42 1.33
8.0 12.1353 0.1464 -2845.53 -2844.35 1.18
9.0 12.8544 0.1378 -2843.07 -2842.00 1.07
10.0 13.5355 0.1306 -2841.12 -2840.15 0.97
TABLE II. Energy per pitch (both of the uniform distortion and localised configuration) and the corresponding excess ∆E/P
as a function of k4 for k1 = k2 = k5 = k6 = 1.0 and k3 = −3.0.
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FIG. 8. Profile function f(r) near the origin for an increasing k3 while k1 = k2 = k4 = k5 = k6 = 1.0. The bigger |k3| is, the
faster the asymptotic angle is approached.
V. CONCLUSIONS AND PERSPECTIVES
In this paper we studied a generalised elasticity theory for liquid crystals put forward recently in [34], parameterised
by six elastic constants. The proposed theory generalizes Frank’s elastic energy density to include quartic terms in the
spatial gradients of the nematic director. For a suitable choice of the elastic constants, the novel free-energy functional
admits heliconical configurations as ground state. These ground states have been determined by minimising the free-
energy density with respect to the two parameters, β and θ0, of the heliconical solution. In the present paper we have
adopted a different approach, using the Euler-Lagrange equations. We have determined the pitch and the conical angle
of the heliconical configurations. After that, we generalised the heliconical configurations to non-uniform structures
with a variable conical angle (59). The generalised solution contains two parameters α, β and a profile function for
the conical angle depending on the radial distance from the symmetry axis of the configuration. We have studied
the Euler-Lagrange equation associated with the reduced functional on this family of solutions in two distinct cases:
α = 0 and α = 1. We have performed both numerical and analytical studies and we found a non-uniform profile
function only in the case α = 1. Case α = 0 corresponds to the uniform heliconical solutions found in [34]. The
configurations with α = 1 can be considered as stable excitations of the free-energy.
It is worth comparing our results with the work presented in [14, 15]. There, similar configurations called Skyrmion
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k3 β θ0 Eα=0/P Eα=1/P ∆E/P
-3.0 5.0 0.4636 -3138.45 -3125.97 12.48
-4.0 5.6569 0.5236 -6276.90 -6250.90 26.00
-5.0 6.3509 0.5495 -10670.7 -10629.9 40.8
-6.0 7.0 0.5639 -16319.9 -16263.6 56.3
-7.0 7.6026 0.5732 -23224.5 -23152.0 72.5
-8.0 8.1650 0.5796 -31384.5 -31295.4 89.1
-9.0 8.6932 0.5844 -40799.9 -40693.8 106.1
-10.0 9.1924 0.5880 -51470.6 -51347.2 123.4
TABLE III. Energy per pitch (both of the uniform distortion and localised configuration) and the corresponding excess as a
function of k3 for k1 = k2 = k4 = k5 = k6 = 1.0.
Case ξ ξnum ζ ζnum f0 b2 ||f − fa||2
1 0.9620 0.9465 -2.8997 -2.3733 0.4637 3.9775 0.0063
2 0.6604 0.6650 -2.1686 -2.5290 0.1868 95.2940 0.0015
3 0.6854 0.6793 -1.0512 -0.9496 0.4637 1.9905 0.0077
4 1.4608 1.4400 -13.8035 -11.4797 0.3368 41.6260 0.0024
TABLE IV. Results of the best fitting procedure for four different sets of {ki}: k1 = k2 = k4 = k5 = k6 = 1, k3 = −3
(Case 1); k1 = k2 = k5 = k6 = 1, k3 = −3, k4 = 5 (Case 2); k1 = 10, k2 = k4 = k5 = k6 = 1, k3 = −3 (Case 3);
k1 = k4 = k5 = k6 = 1, k2 = 3, k3 = −7 (Case 4). The quantities ξnum and ζnum represent the values obtained from numerical
solutions, while fa is the approximation obtained by replacing in (115) the parameters (ξ, ζ, b2, f0) with the best fitted ones.
f0 is obtained from the best fitted and it reproduces up to the fourth decimal digit the value from (74).
tubes have been numerically described in ferromagnets while experimentally found in liquid crystals. However,
although similarities between ferromagnets and liquid crystals are well-known, there was no theoretical description
for this kind of configurations. Then, at least at the best of our knowledge, the quartic degree free-energy proposed
by Virga and studied here is the first theory within liquid crystals supporting these localised structures.
Indeed, our solutions described above are quite similar to those in [14, 15], with the main difference being the
asymptotic behaviour far from the origin. As opposed to their case, where the vector director achieves the uniform
distortion state (the case α = 0 in our language), ours is given by a vector director with a constant conical angle,
but presenting a winding around the symmetry axis as well. Hence, the configurations studied here might provide a
good description of the cores of the Skyrmion tubes. Nevertheless, it should be noted that we have shown how, far
from the origin, the dominant contribution to the free-energy is exactly the same both for α = 0 and α = 1 cases
so, at least at that level, they are equivalent. Thus, despite the cylindrical symmetry of our ansatz prevents us from
joining the winding localised solution with α = 1 to the uniform distortion, this seems to indicate that the skyrmionic
structures in [14, 15] may also be supported by this quartic theory. Although it is outside the scope of this paper, a
more general ansatz will be pursued in the future.
On the other hand, the expression given in (115) opens new possibilities in the study of field equations of interest,
like (76), in the domain of Skyrmions and similar configurations in liquid crystals and magnetic materials. Generally,
they are only addressed by numerical methods, because of the complicated structure of different effects at different
scales. In our particular case, these effects are related to the singularities in the coefficients at the origin and the
appearance of the trigonometric multiple field contributions in the free-energy. The procedure leading to (115) is
based on a systematic and algorithmic manipulation of analytic expressions which closely reproduce the numerical
solutions, even if they do not provide the exact results. In order to obtain this, the method of the Pad approximants
has played an important role. Actually, by our mixed method we proved that the 4th order approximant already
provides an accuracy of 10−3 in reproducing the numerical solution, by a suitable choice of the parameters.
In the future, we would like to develop and apply a coherent procedure leading to an accurate a priori evaluation
of the Pad coefficients at a given order of approximation. The study of the singularities of the approximated solution
in the complex r-plane may indicate how to tackle such a problem in an efficient way, e. g. moving or adding poles
on suitable conjugated points.
In addition, we also plan to study the interactions of the obtained localised structures among them and the effect
of the interaction with external electric/magnetic fields in order to control the main structure parameters. We also
aim at studying the proposed quartic free-energy functional in confined geometries for liquid crystals.
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FIG. 9. Best fits between the numerical solution and approximation (115) corresponding to the cases listed in Table IV: (a)
k1 = k2 = k4 = k5 = k6 = 1, k3 = −3; (b) k1 = k2 = k5 = k6 = 1, k3 = −3, k4 = 5; (c) k1 = 10, k2 = k4 = k5 = k6 = 1, k3 =
−3; (d) k1 = k4 = k5 = k6 = 1, k2 = 3, k3 = −7.
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Appendix A: Mathematical details
In this part of the Appendix we collect the basic main functions and coefficients appearing in the equilibrium
equations for both cases α = 0 and α = 1.
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FIG. 10. Best fits between the numerical solution and approximation (115) leaving free (a) b2 and (b) both ξ, b2, for the case
k1 = k2 = k4 = k5 = k6 = 1, k3 = −3. Here (a) b2 = 1.4884 and (b) (b2, ξ) = (2.5594, 0.9217).
1. Case: α = 0
The quantities Γi(f), with i = 0, 2, 4, involved in the deflated free-energy for α = 0 (see Eqs. (62) and (63) in the
main text) are given by
Γ0(f) = γ01 + γ02 cos(2f) + γ03 cos(4f) + γ04 cos(6f) + γ05 cos(8f), (A1)
with coefficients
γ01 =
pi2
128
β[32(6k2 + k3) + (70k4 + 3k5 − 10k6)β2], (A2)
γ02 = −pi
2
16
β[32k2 + (14k4 − k6)β2], (A3)
γ03 =
pi2
32
β[16k2 − 8k3 + (14k4 − k5 + 2k6)β2], (A4)
γ04 = −pi
2
16
(2k4 + k6)β
3, (A5)
γ05 =
pi2
128
(2k4 + k5 + 2k6)β
3. (A6)
Then
Γ2(f) = γ21 + γ22 cos 2f + γ23 cos 4f + γ24 cos 6f, (A7)
with
γ21 =
pi2
32β
(
16k1 + 80k2 + 16k3 + 74β
2k4 + 2β
2k5 + 18β
2k6
)
, (A8)
γ22 =
pi2
32β
(
16k1 + 16k2 − 16k3 − 97β2k4 − β2k5 − 17β2k6
)
, (A9)
γ23 =
pi2
32
β (22k4 − 2k5 − 2k6) , (A10)
γ24 =
pi2
32
β (k4 + k5 + k6) . (A11)
And finally,
Γ4(f) = γ41 + γ42 cos(2f) + γ43 cos(4f), (A12)
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with
γ41 =
pi2
64β
(65k4 + 9k5 − 8k6) , (A13)
γ42 =
pi2
64β
(20k4 − 12k5 + 8k6) , (A14)
γ43 =
pi2
64β
(3k4 + 3k5) . (A15)
2. Case: α = 1
The quantities Gi, i = 0, 1, 2, 3, 4 appearing in equation (76) depend on r, f, β, k1, k2, k3, k4, k5, k6 and are listed
below:
G0 = G0 (r, f) = g01 + g02 cos(2f) + g03 cos(4f) + g04 cos(6f) + g05 cos(8f), (A16)
where
g01 =
1
16r3
(178k4 + 105k5 − 30k6) + 1
2r
(64k1 + 96k2 + 48k3 + 70β
2k4 + 15β
2k5 − 18β2k6)
+
β2
2
r(192k2 + 32k3 + 70β
2k4 + 3β
2k5 − 10β2k6), (A17)
g02 = − 1
2r3
(25k4 + 21k5 − 3k6)− 32
r
(k1 + k2 + k3)− 2β
2
r
(21k4 + 3k5 − 10k6)
− 4β2r(32k2 + 14β2k4 − k6β2), (A18)
g03 =
1
4r3
(2k4 + 21k5 + 6k6)− 2
r
(8k2 − 4k3 + 3β2k5 + 10β2k6)
+ 2β2r(16k2 − 8k3 + 14β2k4 − β2k5 + 2β2k6), (A19)
g04 = − 1
2r3
(−k4 + 3k5 + 3k6) + 2β
2
r
(5k4 + 3k5 + 6k6)− 4β4r(2k4 + k6), (A20)
g05 = (2k4 + k5 + 2k6)(
3
16r3
− 3β
2
2r
+
β4
2
r), (A21)
with
g01 + g02 + g03 + g04 + g05 = 0. (A22)
As for G1
G1 = G1(r, f) = g11 sin (2f) + g12 sin(4f) + g13 sin(6f), (A23)
where
g11 =
1
r2
(−35k4 + 5k6) + 64(k1 − k2)− 20(k4 + k6)β2, (A24)
g12 =
4
r2
(4k4 − k6) + 16(k4 + k6)β2, (A25)
g13 =
1
r2
(k4 + k6)− 4(k4 + k6)β2. (A26)
As for G2
G2 = G2(r, f) = g21 + g22 cos(2f) + g23 cos(4f) + g24 cos(6f), (A27)
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where
g21 =
1
r
(71k4 + 5k5 + 29k6) + 4r
[
8(k1 + 5k2 + k3) + β
2(37k4 + k5 + 9k6)
]
, (A28)
g22 = − 1
2r
(15k4 + 15k5 + 79k6) + 2r
[
16(k1 + k2 − k3)− β2(97k4 + k5 + 17k6)
]
, (A29)
g23 =
1
r
(−63k4 + 3k5 + 11k6) + 4β2r(11k4 − k5 − k6), (A30)
g24 = (k4 + k5 + k6)(2β
2r − 1
2r
). (A31)
The function G3 is given by
G3 = G3(f) = g31 sin(2f) + g32 sin(4f), (A32)
where
g31 = −8(6k4 + k6), (A33)
g32 = −4(4k4 − k6). (A34)
Finally,
G4 = G4(r, f) = g41 + g42 cos(2f) + g43 cos(4f), (A35)
where
g41 = r(65k4 + 9k5 − 8k6), (A36)
g42 = 4r(5k4 − 3k5 + 2k6), (A37)
g43 = 3r(k4 + k5). (A38)
Appendix B: Normal form
The above ordinary differential equation (76) for case α = 1 can be written in normal form as follows
f ′′ =
N
D
, (B1)
where
N = − [2f ′∂rG2 + f ′2∂fG2 + 2f ′3(∂fG3 + 2∂rG4) + 3f ′4∂fG4 − ∂fG0 + ∂rG1] , (B2)
and
D = 2(G2 + 3f
′G3 + 6f ′2G4). (B3)
More precisley, we can rewrite the equation as
f ′′ = −
[
2f ′H2r + f ′2H2f + 2f ′3(H3f + 2H4r) + 3f ′4H4f −H0f +H1r
]
2(H2 + 3f ′H3 + 6f ′2H4)
, (B4)
where the quantities defining the r.h.s. term are collected below.
H2r = hr21 + hr22 cos 2f + hr23 cos 4f + hr24 cos 6f, (B5)
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with
hr21 = −r(71k4 + 5k5 + 29k6) + 4r3
[
8(k1 + 5k2 + k3) + β
2(37k4 + k5 + 9k6)
]
, (B6)
hr22 =
r
2
(15k4 + 15k5 + 79k6) + 2r
3
[
16(k1 + k2 − k3)− β2(97k4 + k5 + 17k6)
]
, (B7)
hr23 = −r(−63k4 + 3k5 + 11k6) + 4β2r3(11k4 − k5 − k6), (B8)
hr24 = (k4 + k5 + k6)(2β
2r3 +
r
2
). (B9)
As for H2f
H2f = −2h22 sin 2f − 4h23 sin 4f − 6h24 sin 6f, (B10)
where
h22 = −r
2
2
(15k4 + 15k5 + 79k6) + 2r
4
[
16(k1 + k2 − k3)− β2(97k4 + k5 + 17k6)
]
, (B11)
h23 = r
2(−63k4 + 3k5 + 11k6) + 4β2r4(11k4 − k5 − k6), (B12)
h24 = (k4 + k5 + k6)(2β
2r4 − r
2
2
). (B13)
As for H3f
H3f = 2h31 cos 2f + 4h32 cos 4f, (B14)
where
h31 = −8r3(6k4 + k6), h32 = −4r3(4k4 − k6). (B15)
As for H4r
H4r = hr41 + hr42 cos 2f + hr43 cos 4f, (B16)
where
hr41 = r
3(65k4 + 9k5 − 8k6), (B17)
hr42 = 4r
3(5k4 − 3k5 + 2k6), (B18)
hr43 = 3r
3(k4 + k5). (B19)
As for H4f
H4f = −2h42 sin 2f − 4h43 sin 4f, (B20)
where
h42 = 4r
4(5k4 − 3k5 + 2k6), (B21)
h43 = 3r
4(k4 + k5). (B22)
As for H0f
H0f = −2h02 sin 2f − 4h03 sin 4f − 6h04 sin 6f − 8h05 sin 8f, (B23)
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where
h02 = (B24)
−
[
1
2
(25k4 + 21k5 − 3k6) + 32r2(k1 + k2 + k3) + 2β2r2(21k4 + 3k5 − 10k6) + 4β2r4(32k2 + 14β2k4 − k6β2)
]
,
h03 = (B25)
1
4
(2k4 + 21k5 + 6k6)− 2r2(8k2 − 4k3 + 3β2k5 + 10β2k6) + 2β2r4(16k2 − 8k3 + 14β2k4 − β2k5 + 2β2k6),
h04 = (B26)
−
[
1
2
(−k4 + 3k5 + 3k6)− 2β2r2(5k4 + 3k5 + 6k6) + 4β4r4(2k4 + k6)
]
,
h05 = (2k4 + k5 + 2k6)(
3
16
− 3
2
β2r2 +
β4
2
r4). (B27)
As for H1r
H1r = hr11 sin 2f + hr12 sin 4f + hr13 sin 6f, (B28)
where
hr11 = −2(−35k4 + 5k6), (B29)
hr12 = −8(4k4 − k6), (B30)
hr13 = −2(k4 + k6). (B31)
As for H2
H2 = h21 + h22 cos 2f + h23 cos 4f + h24 cos 6f, (B32)
where
h21 = r
2(71k4 + 5k5 + 29k6) + 4r
4
[
8(k1 + 5k2 + k3) + β
2(37k4 + k5 + 9k6)
]
, (B33)
h22 = −1
2
r2(15k4 + 15k5 + 79k6) + 2r
4
[
16(k1 + k2 − k3)− (97k4 + k5 + 17k6)β2
]
, (B34)
h23 = r
2(−63k4 + 3k5 + 11k6) + 4β2r4(11k4 − k5 − k6), (B35)
h24 = (k4 + k5 + k6)(2β
2r4 − 1
2
r2). (B36)
As for H3
H3 = h31 sin 2f + h32 sin 4f, (B37)
where
h31 = −8r3(6k4 + k6), (B38)
h32 = −4r3(4k4 − k6). (B39)
As for H4
H4 = h41 + h42 cos 2f + h43 cos 4f, (B40)
where
h41 = r
4(65k4 + 9k5 − 8k6), (B41)
h42 = 4r
4(5k4 − 3k5 + 2k6), (B42)
h43 = 3r
4(k4 + k5). (B43)
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We can now exploit the normal form to partially verify the symmetry structure (84). First of all, let us assume that
f admits a general power expansion around r = 0 starting from the linear term
f(r) =
∞∑
k=1
f (k)(0)
k!
rk = ξr + υr2 + ζr3 + ρr4 + ... , (B44)
where ξ = f ′(0), υ = 12f
′′(0), ζ = 13!f
′′′(0), etc... . Correspondingly, N in (B2) and D in (B3) at the lowest order in
r have the following forms
N = Ar4 + o(r4), (B45)
D = A′r4 + o(r4), (B46)
where
A = −128(k1 + 3k2 + 9k4ξ2)υ, (B47)
and
A′ = 128(k1 + 3k2 + 9k4ξ2). (B48)
Hence, from (B1) or (B4)
f ′′(0) = lim
r→0
f ′′(r) = lim
r→0
N
D
= −υ = −1
2
f ′′(0), (B49)
which entails that f ′′(0) = 0. Similarly, it is possible to show that all the odd derivatives at r = 0 are zero.
Equivalently, one might assume the symmetry structure from scratch, i. e.
f(r) =
∞∑
k=0
f (2k+1)(0)
(2k + 1)!
rk = ξr + ζr3 + ... , (B50)
where, as above, ξ = f ′(0), ζ = 13!f
′′′(0). By expanding, correspondingly, N and D in (B1) or (B4) we get
N = A˜r5 + O(r7), (B51)
and
D = B˜r4 + O(r6), (B52)
where
A˜ = −256
3
[−2(k1 − 3k2)ξ3 + β2(−3k3ξ + 6k6ξ3) + 3(k1 + 3k2 + 9k4ξ2)ζ] , (B53)
and
B˜ = 128(k1 + 3k2 + 9k4ξ
2). (B54)
Thus,
f ′′(0) = lim
r→0
f ′′(r) = lim
r→0
N
D
= lim
r→0
A˜
B˜
r = 0. (B55)
It is also possible to find directly the relationship among the first and third derivatives f ′(0), f ′′′(0) at zero by simply
differentiating f ′′. This calculation leads to
ζ =
3β2k3ξ + 2(k1 − 3k2 − 3β2k6)ξ3
12(k1 + 3k2 + 9k4ξ2)
, (B56)
which is exactly the same as found in a different way in the text (86).
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