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Abstract
A new concept of circulant chromatic function of a graph is introduced to generalize the
concept of chromatic polynomial of a graph. This is similar to the generalization from the
concept of chromatic number to the concept of circulant chromatic number. We provide circulant
chromatic functions for a few classes of graphs. We consider circulant chromatic functions on
the graphs obtained by elementary operations on given graphs, and the relationship between the
circulant chromatic number of a graph and that of its complement. We also investigate some
su1cient conditions for the circulant chromatic number and the chromatic number of a graph to
be equal to each other. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we consider only 9nite simple graphs. For a positive integer k, we write
[k] for the set {0; 1; : : : ; k − 1}. As usual, we will denote an edge between vertices u
and v by uv. For any x; y∈ [k], let |x − y|k =min{|x − y|; k − |x − y|}. We use Kn
to represent the complete graph with n vertices, and use the notation Gdk to represent
the graph with vertices 0; 1; 2; : : : ; k − 1, and edges between i and j if and only if
|i − j|k¿d.
Let k and d be positive integers such that k¿ 2d. A (k; d)-coloring of a graph
G=(V (G); E(G)) is a mapping c : V (G) → [k] such that |c(u)− c(v)|k¿d for each
edge uv∈E(G). The circulant chromatic number ∗(G) of a graph G is de9ned by
∗(G)= inf{k=d: G has a (k; d)-coloring}:
We set ∗(G)= 1 if the graph G has no edges.
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These concepts, introduced by Vince [6] in 1988, generalized the notions of the
proper k-coloring and the chromatic number. A proper k-coloring of a graph G is just
a (k; 1)-coloring of G, and (G)= inf{k: G has a (k; 1)-coloring}. They used the terms
‘star coloring’ and ‘star chromatic number’. The referee suggested us to use the terms
‘circulant coloring’ and ‘circulant chromatic number’ by the reasons presented in [6].
We decided to follow his=her advice.
It was proved in [1,7] that
(G)− 1¡∗(G)6 (G); (1)
i.e., (G)= ∗(G).
From formula (1), it is natural to ask conditions under which ∗(G)= (G)? Vince
[7], Zhu [9], Gao et al. [3] obtained such conditions. We investigate this problem
further from four diNerent aspects.
In Section 2 we introduce a new concept: circulant chromatic function. As circulant
chromatic number generalizes the chromatic number, this concept generalizes the chro-
matic polynomial and as such has an independent interest in graph theory. In terms
of circulant chromatic function, we are able to obtain some su1cient conditions for
(G)= ∗(G) in Section 3.
Let Gc be the complement graph of a graph G with p vertices: Then [2]
(G) + (Gc)− 16p6 (G)(Gc): (2)
On the other hand, for any positive integers m; n and p satisfying the relation m+n−
16p6mn, there is a graph G with p vertices such that (G)=m, and (Gc)= n
[8]. In Section 4 we show that this inequality holds for circulant chromatic number,
from which a su1cient condition for (G)= ∗(G) is derived for a special class of
graphs.
Any proper k-coloring of a graph G uses all k colors if and only if k = (G).
Is a similar statement true for (k; d)-colorings of a graph G? This problem is more
complicated and will be discussed in Section 5.
By means of an enumeration of proper -colorings of G, we give another su1cient
condition for ∗(G)= (G) in Section 6.
2. Circulant chromatic function and some examples
Let k and d be positive integers, and let ∗(G; k; d) be the number of all (k; d)-
colorings of G. Obviously, ∗(G; k; 1) is the ordinary chromatic polynomial of the
graph G, and ∗(G; k; d)= 0 for k=d¡∗(G). Let us give some examples of ∗ the
proofs of which are given in the appendix.
Example 1. ∗(Kn; k; d)= k(n− 1)!
(
k − 2d+ 1− (n− 2)(d− 1)
n− 1
)
.
Z. Wang, H. Zhou /Discrete Mathematics 234 (2001) 101–118 103
Example 2. Let C4 be a cycle with four vertices. Then
∗(C4; k; d)
=


0 if k¡2d;
4k
(
k − 2d+ 3
3
)
− 4k
(
k − 2d+ 2
2
)
+ k(k − 2d+ 1) if 2d6 k¡4d;
4k
(
k − 2d+ 3
3
)
− 4k
(
k − 2d+ 2
2
)
+ k(k − 2d+ 1) + 2k
(
k − 4d+ 3
3
)
if k¿ 4d:
(3)
By Example 2 we can see that ∗(G; k; d) is not a polynomial of k and d in general,
but it seems to be ‘piece wise’ polynomial. So we will call ∗(G; k; d) the circulant
chromatic function of the graph G.
If we agree that
(m
n
)
=0 for m¡n, then the circulant chromatic function of C4 can
be expressed as a unique formula (3).
By a similar, but more tedious technique, we have
Example 3. Let Kn − e be the graph obtained by deleting an edge from Kn. Then
∗(Kn − e; k; d)
= k(n− 2)!
[(
k − (n− 1)d+ n− 2
n− 1
)
+
(
k − (n− 1)d+ n− 1
n− 1
)
+(k − 4d+ 1)
(
k − nd+ n− 2
n− 2
)
− 2
(
k − (n+ 1)d+ n− 1
n− 1
)]
: (4)
We notice that the function ∗(Kn − e; k; d) is piece wise polynomial too. It
is a polynomial of k and d on each of the following four ranges k¡(n − 1)d;
(n− 1)d6 k¡nd; nd6 k¡(n+ 1)d, and k¿ (n+ 1)d.
Example 4. If 5d=26 k¡3d, then ∗(C5; k; d)= 2k
(
2k−5d+4
4
)
.
Although the circulant chromatic function ∗(G; k; d) is not a polynomial of k and
d. Examples 2–4 indicate the following conjecture.
Conjecture 5. The circulant chromatic function ∗(G; k; d) of any graph G is polyno-
mial on the range dmax (t − 1; ∗(G))6 k¡dt, where t¿∗(G) is an integer.
We can 9nd formulas of chromatic function only for a few graphs. The graphs of
which circulant chromatic functions can be calculated are fewer than those of which
chromatic polynomials can be calculated.
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3. More about circulant chromatic function
For two graphs G=(V (G); E(G)) and H =(V (H); E(H)) which may or may not
have common vertices, we de9ne the intersection G ∩ H and the union G ∪ H of G
and H as
G ∩ H =(V (G) ∩ V (H); E(G) ∩ E(H));
G ∪ H =(V (G) ∪ V (H); E(G) ∪ E(H));
respectively.
If G and H have no common vertex, the join G + H of G and H is de9ned as
V (G+H)=V (G)∪ V (H) and E(G+H)=E(G)∪ E(H)∪ {uv: u∈V (G); v∈V (H)}.
Theorem 6. (1) If G ∩ H = ∅; then ∗(G ∪ H; k; d)= ∗(G; k; d)∗(H; k; d).
(2) If G ∩ H =K1; then ∗(G ∪ H; k; d)= ∗(G; k; d)∗(H; k; d)=k: (5)
Proof. (1) is obvious. We shall concentrate on (2). Let G∩H =K1. If k=d¡max(∗(G);
∗(H)), then both sides are equal to zero. If k=d¿max(∗(G); ∗(H)), then a(k; d)-
coloring c1 of G and a (k; d)-coloring c2 of H can be put together to form a (k; d)-
coloring c of G∪H if and only if c1(v)= c2(v)∈ [k] for v∈V (K1). On the other hand,
for any (k; d)-coloring c of G ∪H , the restrictions of c on subgraph G and H are the
(k; d)-colorings c1 and c2 of the graph G and H , respectively, with c1(v)= c2(v) for
v∈V (K1). So formula (5) is valid.
Corollary 7. Let Tn be a tree with n vertices. Then ∗(Tn; k; d)= k(k − 2d+ 1)n−1.
Proof. It is obvious that ∗(T2; k; d)= k(k − 2d+1) and when n¿ 3, any tree Tn can
be regarded as a union of a tree Tn−1 and T2 with Tn−1 ∩ T2 =K1. So
∗(Tn; k; d) = ∗(Tn−1; k; d)∗(T2; k; d)=k = ∗(Tn−1; k; d)(k − 2d+ 1)
= · · · = ∗(T2; k; d)(k − 2d+ 1)n−2 = k(k − 2d+ 1)n−1:
Corollary 8. If G ∩ H is K1; then ∗(G ∪ H)=max(∗(G); ∗(H)).
Proof. It is enough to prove that k=d¿ ∗(G∪H) whenever k=d¿max(∗(G); ∗(H)).
In fact, for any positive integers k and d, if k=d¿max(∗(G); ∗(H)), then ∗(G; k; d)
¿0 and ∗(H; k; d)¿0. By (5), ∗(G ∪ H; k; d)¿0, so k=d¿ ∗(G ∪ H).
Corollary 9. Suppose that G ∩ H is K1 and ∗(G)¿ ∗(H). Then (G ∪ H)= ∗(G∪
H) if and only if (G)= ∗(G).
Proof. Since ∗(G)¿ ∗(H), it follows that (G)= ∗(G)¿ ∗(H)= (H). By
a proof similar to that of Corollary 8, we obtain (G ∪H)=max((G); (H))= (G).
Combining with Corollary 8, our result is proved.
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Theorem 10. ∗(G)= (G) if and only if ∗(G; d ·(G)− t; d)= 0 for a ?xed positive
integer t and any suAciently large positive integer d.
Proof. The ‘only if’ part is obvious. The ‘if’ part is proved as follows. For a 9xed
positive integer t and any su1ciently large positive integer d:
∗(G)¿(d · (G)− t)=d:
Let d→∞; ∗(G)¿ (G). By formula (1), we obtain that ∗(G)= (G).
While it is trivially true that ∗(G)= (G) implies ∗(G; d · (G) − t; d)= 0 for
a 9xed positive integer d, and any t ∈{1; 2; : : : ; t − 1}, it is not true that ∗(G)=
(G) if ∗(G; d · (G) − t; d)= 0 for a 9xed positive integer d, and any t ∈
{1; 2; : : : ; t − 1}. For example, ∗(G519)= 19=5 = (G519)= 4. If we take d=3, then
∗(G; 3 · 4− 1; 3)= ∗(G; 3 · 4− 2; 3)=0. Furthermore, we have:
Example 11. For any positive integer  and any 9xed positive integer d we can always
9nd a graph G with ∗(G; d ·− t; d)= 0 for t ∈{1; 2; : : : ; t−1}, but ∗(G)¡(G)= .
We can take G=Gd+1(d+1)−1.
Theorem 12. For any graph G; k |∗(G; k; d).
Proof. The (k; d)-colorings of G can be divided into several classes according to the
criterion: two (k; d)-colorings c1 and c2 belong to the same class if and only if there is
an integer t such that c1(u)≡ c2(u) + t (mod k) is valid for any u∈V (G). Then every
class contains k (k; d)-colorings of G, i.e., ∗(G; k; d) is a multiple of k for any k and
d.
By Theorems 6 and 12, we have the following result.
Corollary 13. If a graph G has t components; then kt |∗(G; k; d).
4. Circulant chromatic numbers of a graph and its complement
It is well known [3] that the chromatic numbers of a graph G and its complement
Gc must satisfy formula (2). For circulant chromatic numbers we have the same result.
Theorem 14. For any graph G with p vertices and its complement Gc; their circulant
chromatic numbers satisfy
∗(G) + ∗(Gc)− 16p6 ∗(G)∗(Gc):
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Proof. Because of (1) and (2), it is enough to prove that ∗(G)∗(Gc)¿p. Suppose
∗(G)= k=d, then the graph G has a (k; d)-coloring c. Let
Vi = {v∈V (G): c(v)= i} (i=0; 1; : : : ; k − 1):
Addition in the indices i of Vi will be taken modulo k. For any i (06 i6 k − 1),
the vertices of Vi ∪ Vi+1 ∪ · · · ∪ Vi+d−1 are not adjacent to each other by the de9-
nition of (k; d)-coloring. In other words, Gc[Vi ∪ Vi+1 ∪ · · · ∪ Vi+d−1] is a complete
graph with v(i)= |Vi ∪ Vi+1 ∪ · · · ∪ Vi+d−1|= |Vi|+ |Vi+1|+ · · ·+ |Vi+d−1| vertices, so
∗(Gc)¿ ∗(Kv(i))= v(i). Therefore,
k∗(Gc)¿
k−1∑
i= 0
v(i)=
k−1∑
i= 0
(|Vi|+ · · ·+ |Vi+d−1|)=d
k−1∑
i= 0
|Vi|=dp;
i.e.,
∗(G)∗(Gc)=
k
d
∗(Gc)¿p:
The proof is completed.
Lemma 15 (Bondy and Hell [1] and Vince [7]). If |V (G)|=p and G has a (k; d)-
coloring; then there exist integers k ′ and d′ such that G has a (k ′; d′)-coloring with
k ′=d′6 k=d; and k ′6p. In other words; if G is not an empty graph; then
∗(G)=min{k=d: G has a (k; d)-coloring for 2d6 k6p}:
We have no result similar to those in [8]. Even if positive rational numbers m; n and
a positive integer p satisfy the conditions m+n−16p6mn, there might be no graph
G with p vertices such that ∗(G)=m and ∗(Gc)= n. The simplest counterexample
is m=5=2; n=2 and p=5. The only graph with 5 vertices and circulant chromatic
number 5=2 is C5, but (C5)c =C5, so ∗((C5)c) = 2.
Theorem 16. If (G)= ∗(G)=m¿ 2 and ∗(Gc)=y; then the denominator of y (in
irreducible form) is less than m.
Proof. Suppose that G has p vertices, and (Gc)= x. By (1), (2) and Theorem 14,
we have
x − 1¡y6 x; and x + m− 16p6my: (6)
If y= x is an integer, i.e., the denominator of y is 1, then the statement is valid.
Assume, then, that y = x. Let y= x − s=r where (r; s)= 1. Then 16 s6 r − 1 and
y=(xr − s)=r. By Lemma 15, we have xr − s6p, i.e.,
x=y +
s
r
6
p
r
+
s
r
: (7)
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From (6), x − s=r=y¿p=m, i.e.,
x¿
p
m
+
s
r
: (8)
Combining (7) and (8) we obtain r6m.
Finally we claim that r = m. Otherwise, from (7) and (8), x=(p + s)=m, i.e.,
p=mx− s. Because (G)=m, G is an m-partite graph and so Gc contains a subgraph
isomorphic to a complete graph with p=m= x vertices. Therefore, y= ∗(Gc)¿
∗(Kx)= x, which contradicts our hypothesis.
Corollary 17. For any bipartite graph G with p vertices and at least one edge;
p=26 (Gc)= ∗(Gc)6p− 1.
Proof. It is obvious from Theorems 14 and 16.
It is quite interesting that (G)= ∗(G)= 2 implies (Gc)= ∗(Gc). But in general
it is not true that (G)= ∗(G) implies (Gc)= ∗(Gc). Let W5 be the wheel of 9ve
vertices. Then (W5)= ∗(W5)= 4 [9]. But ((W5)c)= 3 and ∗((W5)c)= 5=2.
Many graphs G with (G)= ∗(G)= 3 satisfy (Gc)= ∗(Gc). For example, chro-
matic numbers and circulant chromatic numbers of C3; A2n+1 [4], and Q3m [5] are all
equal to 3, and
((C3)c)= ∗((C3)c)= 1;
((A2n+1)c)= ∗((A2n+1)c)= 2n+ 2;
((Q3m)c)= ∗((Q3m)c)= 3m:
But (W5 − e)= ∗(W5 − e)= 3, and ∗((W5 − e)c)= 5=2 = 3= ((W5 − e)c).
Because of Theorem 16, if ∗(G)= (G)= 3, then either ∗(Gc) is an integer (in
this case, ∗(Gc)= (Gc)), or the denominator of ∗(Gc) is 2. It is natural to ask:
what is the characterization of a graph G with ∗(G)= (G)= 3 and ∗(Gc)= (Gc)?
Theorem 18. Suppose that the graph G is connected; has at least one edge and
|V (G)|=p. Then
(1) If (G)=p− 1; then ∗(G)= (G).
(2) If (G)=p− 2; then ∗(G)= (G) except in the case that p=5; G=C5.
(3) If (G)=p − 3; then ∗(G)= (G) except that p=7; G=G27 and p=6; G is
one of the graphs in Fig. 1.
Proof. (1) By (2), (Gc)= 2. By Corollary 17, ∗(G)= (G)=p− 1.
(2) By (2), (Gc)= 2 or 3. If ∗(G) = (G), then ∗(G)= k=2¿2 by Theorem 16,
k is an odd number and no more than p by Lemma 15, and p − 3¡k=2¡p − 2 by
(1). It follows that 56 k =2p− 56p, i.e., p=5. Then ∗(G)= 5=2, it is now easy
to see that G=C5.
108 Z. Wang, H. Zhou /Discrete Mathematics 234 (2001) 101–118
Fig. 1. The graph G with ∗(G)= 5=2; (G)= 3; |V (G)|=6.
(3) By (2), (Gc)= 2; 3 or 4. If ∗(G) = (G), then ∗(G)= k=2¿2 or h=3¿2((k; 2)
=1; (h; 3)=1; k6p; h6p) by Theorem 16 and Lemma 15, and p−4¡k=2¡p−3,
p − 4¡h=3¡p − 3 by (1). It follows that k =2p − 7 (66p6 7) and there is not
any h.
If p=7; and k =2p − 7=7; then ∗(G)= 7=2; and (G)= 4. Therefore G=G27.
If p=6; and k =5; then ∗(G)= 5=2, and (G)= 3. So, G contains C5 but does not
contain C3, i.e., G must be one of the graphs shown in Fig. 1.
5. Chromatic set
Lemma 19 (Bondy and Hell [1] and Gao and Zhou [6]). If G is homomorphic to H;
then ∗(G)6 ∗(H).
The chromatic number (G) of graph G is de9ned as the minimum of k such that the
graph G has proper k-coloring. This de9nition is equivalent to the following de9nition:
k = (G) if and only if any proper k-coloring of graph G uses all k colors. For circulant
chromatic number we have
Lemma 20 (Zhu [9]). Suppose that ∗(G)= k=d; and (k; d)= 1. Then for any (k; d)-
coloring c of graph G; {c(u): u∈V (G)}= [k]; i.e., c uses all colors of [k].
Based on this lemma we de9ne the chromatic set of a coloring of a graph to be the
set of the colors that are actually used. This lemma simply states that the chromatic
set is identical to the set [k] for any (k; d)-coloring c of a graph G if ∗(G)= k=d,
and (k; d)= 1. Applying this lemma we give another proof for the following theorem.
Theorem 21 (Gao et al. [3]). Let G and H be two graphs which have no common
vertices. Then ∗(G + H)= (G + H).
Proof. Suppose ∗(G+H)= k=d; (k; d)= 1; and c is a (k; d)-coloring of graph G+H .
Then c uses all k colors. Assume, without loss of generality, that the color 0 appears
on a vertex of V (G), say u′. By the de9nition of G + H , any pair of vertices u and
v with u∈V (G) and v∈V (H) have to be colored with diNerent colors. Let v′ be a
vertex of V (H) whose color is minimum among those in V (H). Then there is a vertex
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u′′ ∈V (G) with c(u′′)= c(v′) − 1. Therefore d=1, i.e., ∗(G + H) is an integer. By
(1), ∗(G + H)= (G + H).
We use the notation Gdk − v to represent the graph obtained by deleting one vertex
from Gdk .
Lemma 22. Let (k; d)= 1. Then ∗(Gdk − v)= r=max16 s6 d 1s (ks− 1)=d.
Proof. Let ∗(Gdk − v)= k ′=d′; (k ′; d′)= 1. By Lemmas 19 and 15,
k ′=d′¡k=d; k ′6 k − 1:
Let s= (dk ′ + 1)=k. Then 16 s6d and there exists an integer h(06 h6 k − 1)
such that
dk ′ + 1
k
+
h
k
= s
or k ′=(ks− h− 1)=d6 (ks− 1)=d; i.e., k ′6 (ks− 1)=d. Therefore,
∗(Gdk − v)=
k ′
d′
6
k ′
s
6
1
s
⌊
ks− 1
d
⌋
6 r:
Suppose V (Gdk )= {v(0); v(1); : : : ; v(k − 1)}. V (Gst )= {u(0); u(1); : : : ; u(t − 1)}, for
any graph Gst , where 16 s6d; t= (ks− 1)=d.
Let
’(u(i))= v
(⌊
di
s
⌋)
(06 i6 t − 1):
Because
06
⌊
di
s
⌋
6
⌊
d(t − 1)
s
⌋
6
⌊
d
s
ks− 1
d
− d
s
⌋
=
⌊
k − d+ 1
s
⌋
6 k − 1;
t=
⌊
ks− 1
d
⌋
6
⌊
kd− 1
d
⌋
6 k − 1;
the mapping ’ is a mapping from V (Gst ) to V (G
d
k − v).
Let
di= sx(i) + y(i); (06y(i)6 s− 1); z= ks− 1− dt:
Then 06 z6d− 1, and di=s= x(i). When s6 j − i6 t − s; we have⌊
dj
s
⌋
−
⌊
di
s
⌋
= x(j)− x(i)= dj − y(j)− di + y(i)
s
6
d(t − s)
s
+
y(i)− y(j)
s
= k − d+ y(i)− y(j)− 1− z
s
¡k − d+ 1;
⌊
dj
s
⌋
−
⌊
di
s
⌋
= x(j)− x(i)= dj − y(j)− di + y(i)
s
¿d+
y(i)− y(j)
s
¿d− 1:
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So d6 dj=s − di=s6 k − d, i.e., ’ is a homomorphism from Gst to Gdk − v. By
Lemma 19,
∗(Gdk − v)¿ ∗(Gst )=
t
s
=
1
s
⌊
ks− 1
d
⌋
for any s (16 s6d). This implies ∗(Gdk − v)¿ r:
On the basis of the previous lemma, we have the following results to describe those
(k; d)-colorings that use all k colors.
Theorem 23. Suppose k ′=d′¿ ∗(G); (k ′; d′)= 1 and r=max16 s6 d′(1=s)(k ′s−1)=d′.
Then any (k ′; d′)-coloring of G uses all k ′ colors if and only if r¡∗(G).
Proof. ‘If part’: Proof by contradiction. If a (k ′; d′)-coloring of G uses at most k ′− 1
colors, then G is homomorphic to graph Gd
′
k′ − v. By Lemmas 19 and 22,
r¡∗(G)6 ∗(Gd
′
k′ − v)= r:
This is a contradiction.
‘Only if part’: Proof by contradiction again. Assume that r¿ ∗(G). Then there is an
integer s (16 s6d′), such that t=s¿ ∗(G), where t= (k ′s−1)=d′. For convenience,
let k ′s − 1=d′t + z (06 z6d′ − 1). Then the graph G has a (t; s)-coloring c′, i.e.,
for any adjacent vertices u; v of G,
s6 |c′(u)− c′(v)|6 t − s= k
′s− 1− z − d′s
d′
:
Suppose c′(u)d′= c(u)s+ x(u); (06 x(u)6 s− 1), i.e.,
c(u)=
⌊
c′(u)d′
s
⌋
: (9)
Then
06 c(u)6
c′(u)d′
s
6
(t − 1)d′
s
=
k ′s− 1− z − d′
s
= k ′ − z + d
′ + 1
s
;
so c(u)6 k ′ − 1. Furthermore, for any pair of adjacent vertices u and v of V (G) with
(without loss of generality) c′(u)¿c′(v), we have
c(u)− c(v) = c
′(u)d′ − x(u)− c′(v)d′ + x(v)
s
=
d′
s
|c′(u)− c′(v)|+ x(v)− x(u)
s
6
k ′s− 1− z − d′s
s
+
x(v)− x(u)
s
¡k ′ − d′ + x(v)
s
:
Because x(v)6 s− 1, we have c(u)− c(v)6 k ′ − d′.
Similarly,
c(u)− c(v)= d
′
s
|c′(u)− c′(v)|+ x(v)− x(u)
s
¿d′ − x(u)
s
:
Because x(u)6 s− 1, we have c(u)− c(v)¿d′, i.e., c is a (k ′; d′)-coloring of G.
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The mapping c′ has at most t diNerent values, so the mapping c, de9ned by (9),
has at most t diNerent values as well. But
t=
k ′s− 1− z
d′
6
k ′d′ − 1− z
d′
= k ′ − 1 + z
d′
:
So, t6 k ′ − 1. This contradicts the given condition.
Theorem 23 indicates that the converse of Lemma 20 is not true. For example,
∗(C7)= 7=3 = 5=2. But any (5; 2)-coloring of C7 has to use all 9ve colors. In the be-
ginning of this section we mentioned that k = (G) if and only if any proper k-coloring
of graph G uses all k colors. For circulant chromatic number we have no such nice
property.
From Lemma 22 we can obtain a result about critical graphs. A graph G is called
-critical (∗-critical), if (G − v)¡(G) (∗(G − v)¡∗(G)) for any v∈V (G). It
follows from (1) that if G is -critical, it is also ∗-critical. The converse is not true.
Theorem 24 (Bondy and Hell [1]). (a) The graph Gdk is always 
∗-critical for
(k; d)= 1.
(b) Let k =pd+ q (06 q6d− 1). Then Gdk is -critical if and only if q=1.
Proof. (a) From Lemma 22.
(b) By (1) and Lemma 22, we have
(Gdk )= ∗(Gdk )= k=d=
{
p if q=0;
p+ 1 if 16 q6d− 1;
(Gdk − v) = ∗(Gdk − v)=
⌈
max
16 s6 d
1
s
⌊
ks− 1
d
⌋⌉
=
⌈
max
16 s6 d
1
s
⌊
pds+ qs− 1
d
⌋⌉
=p+
⌈
max
16 s6 d
1
s
⌊
qs− 1
d
⌋⌉
This proves the result.
6. Other criteria
The graph G is called uniquely n-colorable if there is a unique partition of V (G)
into n color classes.
Theorem 25. If G is uniquely n-colorable; then ∗(G)= (G)= n. The converse is
not true.
Proof. If ∗(G)= k=d = (G)= n, and (k; d)= 1, then n− 1¡k=d¡n by (1).
Suppose c is a (k; d)-coloring of G. Let, for any v∈V (G),
c1(v)=
⌊
c(v)
d
⌋
; and c2(v)= n− 1−
⌊
k − 1− c(v)
d
⌋
:
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If u and v are adjacent vertices of G, then |c(u)− c(v)|k¿d. So
|c1(u)− c1(v)|=
∣∣∣∣
⌊
c(u)
d
⌋
−
⌊
c(v)
d
⌋∣∣∣∣ ¿ 1;
|c2(u)− c2(v)|= |(k − 1− c(u))=d − (k − 1− c(v))=d|¿ 1;
and for any v∈V (G),
06 c1(v)6 n− 1; 06 n− 1− (k − 1)=d6 c2(v)6 n− 1;
i.e., c1 and c2 are proper n-colorings of G.
Because of Lemma 20, there are u and v∈V (G) such that c(u)= 0 and c(v)=
d− 1, so
c1(u)= c2(u)= 0; c1(v)=
⌊
d− 1
d
⌋
=0; and c2(v)= n− 1−
⌊
k − d
d
⌋
=1;
i.e., u and v are in the same color class with regard to coloring c1, but are not in
the same color class with regard to coloring c2. This is a contradiction to unique
colorability of G.
The following example shows the truth of the second part of the theorem. The wheel
W5 is not uniquely 4-colorable, but ∗(W5)= (W5).
Lemma 26. Let p; q and d be positive integers. Divide a line of length pd+q (p¿ 0;
16 q6d) into (p + 1) segments of positive integral lengths of no more than d. If
we denote the number of such divisions by f(p; q); we obtain that
f(p; q)=
(
d− q+ p
p
)
: (10)
Proof. Because the length of 9rst segment must be one of q; q+1; : : : ; d−1 or d, the
function f(p; q) satis9es the recurrence expression: f(0; i)= 1 for i∈{q; q+ 1; : : : ; d}
and
f(p+ 1; q)=
d∑
i= q
f(p; d− i + q) (p¿ 0; 16 q6d):
By the formula
n∑
i= 0
(
m+ i
m
)
=
(
m+ n+ 1
m+ 1
)
;
expression (10) is immediately derived.
Lemma 27. Let k and d be such that k =pd + q (16 q6d − 1). The number of
partitions of Zk = {0; 1; : : : ; k − 1} into p+1 nonempty classes; each consisting of no
more than d consecutive (modulo k) elements of Zk is
g(p; q)=
dp+ q
p+ 1
(
d− q+ p
p
)
:
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Proof. Let the p + 1 nonempty classes of the partition of Zk be U0; U1; : : : ; Up such
that each Ut (t=0; 1; : : : ; p) consists of several consecutive elements j; j + 1; : : : ;
j + i; (06 j6 k − 1; 06 i6d− 1, and we agree that i= s if i= s (mod k)).
For each class of i elements j; j + 1; : : : ; j + i − 1; we have q6 i6d. For any
i (q6 i6d), there are i diNerent ways for a class U0 = {j; j+1; : : : ; j+ i; } containing
0: j=1− i; 2− i; : : : ; 0. Having determined the class U0 = {j; j+1; : : : ; j+ i−1} which
contains 0, the determination of other classes corresponds to the dividing of a line with
length k − i=(p − 1)d + (d + q − i) into p segments with length being all positive
integers not more than d. By Lemma 26 we have
g(p; q) =
d∑
i= q
if(p− 1; d+ q− i)=
d∑
i= q
i
(
p− 1− q+ i
p− 1
)
= p
d∑
i= q+1
(
p− 1− q+ i
p
)
+ q
d∑
i= q
(
p− 1− q+ i
p− 1
)
= p
(
d− q+ p
p+ 1
)
+ q
(
d− q+ p
p
)
=
dp+ q
p+ 1
(
d− q+ p
p
)
:
Theorem 28. Let (G)= n; and
(G; n)¡
k(dn+ n− k − 1)!
(dn− k)! (11)
for any k and d satisfying
n− 1¡k=d¡n and k6 |V (G)| (12)
where (G; n) is the chromatic polynomial of G. Then ∗(G)= (G)= n.
Proof. If ∗(G)= k=d = (G); then k, d satisfy (12) by (1) and Lemma 15. Suppose
k =pd+q; (16 q6d−1). Then n= (G)=p+1. Let c be a (k; d)-coloring of G; and
V (i)= {u: c(u)= i; u∈V (G)} the color classes of c. Divide V (0); V (1); : : : ; V (k − 1)
into (p + 1) classes U (0); : : : ; U (p), such that every class U (t) consists of several
consecutive V (j); V (j+1); : : : ; V (j+ i) (06 i6d−1; and we agree that V (r)=V (s);
if r≡ s (mod k)). Then the number of such partitions into U (i)’s is the number of
partitions of Zk = {0; 1; : : : ; k − 1} into p+ 1 nonempty classes, each consisting of no
more than d consecutive (modulo k) elements of Zk , which is stated in Lemma 27.
We also note that U (0); U (1); : : : ; U (n − 1) are the color classes of G corresponding
to some proper n-coloring of G. This correspondence is one to one. Hence,
g(p; q)6 (G; n)=n!
i.e.,
(G; n)¿ n!g(p; q)=
(dn+ n− k − 1)!
(dn− k)! :
This contradicts the given condition (11).
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7. Conclusion
Circulant chromatic function of a graph is the generalization of the chromatic poly-
nomial of a graph. The formula of circulant chromatic function is more complicated
than the formula of the chromatic polynomial even for very simple graphs like small
cycles. It will be very interesting to 9nd circulant chromatic functions of more graphs.
We have already use circulant chromatic function as a tool to study when the circu-
lant chromatic number is equal to the chromatic number of a graph. It will be very
exciting to relate the study of circulant chromatic function with other graph theoretical
properties.
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Appendix
Proof of Example 1. First, we note that ∗(Kn)= n. Suppose V (Kn)= {v1; v2; : : : ; vn}.
If k=d¿ ∗(Kn)= n, and c is a (k; d)-coloring of Kn, then c(vn)= c has k diNerent
choices. For any choice of c; c(v1); c(v2); : : : ; c(vn−1) must be chosen from k − 2d+ 1
integers c + d; c + d + 1; : : : ; c + k − d (mod k) such that |c(vi) − c(vj)|k¿d for any
16 i¡j6 n−1. Assume, for the moment, that c(vn)= 0 and c(v1)¡c(v2)¡ · · · c(vn−1),
then d6 c(v1); and c(vn−1)6 k − d. Let b1 = c(v1); b2 = c(v2) − (d − 1); : : : ; bn−1 =
c(vn−1)−(n−2)(d−1). Then c(v2)−c(v1)¿d if and only if b2−b1¿ 1; : : : ; c(vn−1)−
c(vn−2)¿d if and only if bn−1 − bn−2¿ 1. Therefore, the number of ways to choose
c(v1); c(v2); : : : ; c(vn−1) such that d6 c(v1)¡c(v2)¡ · · ·¡c(vn−1)6 k−d; and c(vi)−
c(vi−1)¿d (i=2; : : : ; n− 1) is equal to the number of ways to choose b1; b2; : : : ; bn−1
from d; d+ 1; : : : ; k − d− (n− 2)(d− 1) such that b1¡b2¡ · · ·¡bn−1. There are(
k − 2d+ 1− (n− 2)(d− 1)
n− 1
)
choices. In total, there are(
k − 2d+ 1− (n− 2)(d− 1)
n− 1
)
(n− 1)!
diNerent choices for c(v1); c(v2); : : : ; c(vn−1) such that d6 c(vi)6 k − d and |c(vi) −
c(cj)|¿d(i = j; i; j∈{1; 2; : : : ; n− 1}).
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Proof of Example 2. Suppose V (C4)= {A; B; C; D}; E(C4)= {AB; BC; CD;DA}: Let
positive integers k and d satisfy k=d¿ ∗(C4)= 2. If we color A with 0∈ [k], and C
with i∈ [k], then
(1) if i=0, we can color B, D with any color of {d; d + 1; : : : ; k − d}, there are
(k − 2d+ 1) independent choices.
(2) if 16 i6 2d− 1 (or k − 2d+ 16 i6 k − 1; i.e., 16 k − i6 2d− 1) we can
color B, D with any color of {i + d; i + d + 1; : : : ; k − d} (or {d; d + 1; : : : ; i − d}),
there are (k − 2d− i + 1) (or {k − 2d− (k − i) + 1}) independent choices.
(3) if 2d6 i6 k − 2d (of course, it is possible only when k¿ 4d), we can color
B, D with any color {d; d + 1; : : : ; i − d} and {i + d; i + d + 1; : : : ; k − d}; there are
(k − 4d+ 2) independent choices.
Therefore, if k¿ 4d, the number of (k; d)-colorings with c(A)= 0 is
(k − 2d+ 1)2 + 2
2d−1∑
i= 1
(k − 2d− i + 1)2 +
k−2d∑
i= 2d
(k − 4d+ 2)2
= 2
(
k − 4d+ 3
3
)
+ 4
(
k − 2d+ 3
3
)
− 4
(
k − 2d+ 2
2
)
+ (k − 2d+ 1):
Obviously, the number of (k; d)-colorings with c(A)= t ∈ [k] is as many as with
c(A)= 0, so
∗(C4; k; d) = 4k
(
k − 2d+ 3
3
)
− 4k
(
k − 2d+ 2
2
)
+ k(k − 2d+ 1) + 2k
(
k − 4d+ 3
3
)
: (3)
Similarly, if 2d6 k¡4d, then
∗(C4; k; d)= 4k
(
k − 2d+ 3
3
)
− 4k
(
k − 2d+ 2
2
)
+ k(k − 2d+ 1):
Proof of Example 3. Let V (Kn−e)= {u1; u2; : : : ; un}. Suppose that un−1 and un are not
adjacent, and c is a (k; d)-coloring of Kn − e. Then c(un)∈ [k] has k diNerent choices.
For any choice of c(un), the number of (k; d)-colorings of Kn − e is the same.
Without loss of generality, we suppose c(un)= 0; and c(un−1)= h (06 h6 k − 1).
(1) If 06 h6 2d−1 or k−2d+16 h6 k−1; then (n−2) numbers of c(u1); : : : ; c(un−2)
are chosen from {h+d; h+d+1; : : : ; k −d} or {d; d+1; : : : ; h−d}, respectively, and
satisfy the condition
|c(ur)− c(us)|k¿d; (16 r¡s6 n− 2): (∗)
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Just as Example 1, the number of such colorings is
(n− 2)!
(
k − (n− 1)(d− 1)− 1− h
n− 2
)
or
(n− 2)!
(
h− (n− 1)(d− 1)− 1
n− 2
)
;
respectively.
(2) If 2d6 h6 k − 2d, then i (06 i6 n − 2) numbers of c(u1); : : : ; c(un−2) are
chosen from {d; d + 1; : : : ; h − d} and other (n − 2 − i) numbers are chosen from
{h+ d; h+ d+ 1; : : : ; k − d}, and condition (∗) is satis9ed. The number of choices is
(n− 2)!
(
h−2d+1− (i−1)(d−1)
i
)(
k−2d−h+1− (n− 3− i)(d− 1)
n− 2− i
)
:
Therefore,
∗(Kn − e; k; d)=k(n− 2)!
=
2d−1∑
h= 0
(
k− (n−1)(d−1)− 1−h
n−2
)
+
k−d∑
h= k−2d+1
(
h− (n−1)(d−1)−1
n−2
)
+
k−2d∑
h= 2d
n−2∑
i= 0
(
h− 2d+ 1− (i − 1)(d− 1)
i
)
(
k − 2d− h+ 1− (n− 3− i)(d− 1)
n− 2− i
)
=
(
k − (n− 1)(d− 1)
n− 1
)
−
(
k − (n− 1)(d− 1)− 1− (2d− 1)
n− 1
)
+
(
k − (n− 1)(d− 1)− 1
n− 1
)
−
(
k − (2d− 1)− (n− 1)(d− 1)− 1
n− 1
)
+
k−2d∑
h= 2d
(
k − n(d− 1)− 2
n− 2
)
=
(
k − (n− 1)d+ (n− 2)
n− 1
)
+
(
k − (n− 1)d+ (n− 1)
n− 1
)
+(k − 4d+ 1)
(
k − nd+ n− 2
n− 2
)
− 2
(
k − (n+ 1)d+ n− 1
n− 1
)
:
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Proof of Example 4. By the condition of 5d=26 k¡3d, we have 0¡k−2d¡d¡k−
d¡2d¡k−1. Suppose that V (C5)= {A; B; C; D; E} and E(C5)= {AB; BC; CD;DE; EA}.
Consider the number of (k; d)-colorings c of C5 such that c(A)= 0; c(B)= h;
c(D)= t (d6 h6 k − d; 06 t6 k − 1, 5d=26 k¡3d):
(1) When 06 t6 k − 2d; c(E) has k − 2d− t + 1 diNerent choices.
(2) When 2d6 t6 k − 1, c(E) has t − 2d+ 1 diNerent choices.
(3) When 06 t − h6 k − 2d; c(C) has k − 2d− (t − h) + 1 diNerent choices.
(4) When 0¡h− t¡k − 2d; c(C) has k − 2d− (h− t) + 1 diNerent choices.
Notice that the choices of c(C) and c(E) are independent. Then
∗(C5; k; d) =
k−2d∑
t = 0
(k − 2d− t + 1)
t+k−2d∑
h= d
(k − 2d− (h− t) + 1)
+
k−1∑
t = 2d
(t − 2d+ 1)
k−d∑
h= t−k+2d
(k − 2d− (t − h) + 1):
Since the 9rst one is zero when t is from 0 to 3d−k−1, and the second is zero when
t is from 2k − 3d+ 1 to k − 1, it follows that
∗(C5; k; d)
=
k−2d∑
t = 3d−k
(k − 2d− t + 1)
(
k − 3d+ t + 2
2
)
+
2k−3d∑
t = 2d
(t − 2d+ 1)
(
2k − 3d− t + 2
2
)
=
2k−5d∑
s= 0
(2k − 5d+ 1− s)
(
s+ 2
2
)
+
2k−5d∑
s= 0
(2k − 5d+ 1− s)
(
s+ 2
2
)
= 2(2k − 5d+ 1)
2k−5d∑
s= 0
(
s+ 2
2
)
− 2
2k−5d∑
s= 0
s
(
s+ 2
2
)
= 2(2k − 5d+ 1)
2k−5d∑
s= 0
(
s+ 2
2
)
− 6
2k−5d∑
s= 0
(
s+ 2
3
)
= 2(2k − 5d+ 1)
(
2k − 5d+ 3
3
)
− 6
(
2k − 5d+ 3
4
)
=2
(
2k − 5d+ 4
4
)
:
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