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The interplay between dissipation and internal interactions in quantum many-body systems gives
rise to a wealth of novel phenomena. Here we investigate spin-1/2 chains with uniform local cou-
plings to a Markovian environment using the time-dependent density matrix renormalization group
(tDMRG). For the open XXZ model, we discover that the decoherence time diverges in the ther-
modynamic limit. The coherence decay is then algebraic instead of exponential. This is due to a
vanishing gap in the spectrum of the corresponding Liouville superoperator and can be explained
on the basis of a perturbative treatment. In contrast, decoherence in the open transverse-field Ising
model is found to be always exponential. In this case, the internal interactions can both facilitate
and impede the environment-induced decoherence.
PACS numbers: 05.30.-d, 03.65.Yz, 75.10.Pq, 71.27.+a,
I. INTRODUCTION
Every quantum system that we wish to study or model
is inevitably coupled to some form of environment and
hence an open quantum system [1–5]. The coupling to
the environment can for example induce decay of quan-
tum coherence (decoherence) and dissipation. To take
account of these effects is particularly interesting and
complex when the system itself is already an interact-
ing many-body system. Recently, first theoretical [6–20]
and experimental [21–23] investigations were presented
for this scenario. Whereas decoherence is usually seen
as an obstacle for quantum simulation [24] and infor-
mation processing [25, 26], it has also been suggested
that one could exploit the effect for the preparation of
desired many-body states by engineering the dissipative
processes [27–30].
For Markovian environments [31–33], the system state
ρ evolves according to the Lindblad master equation
∂tρ(t) = Lˆρ(t). The decoherence behavior is determined
by the spectral gap of the Liouville superoperator Lˆ.
For the textbook-type scenarios of finite-size systems or
many-body systems without interaction, the gap is neces-
sarily finite and, consequently, quantum coherence decays
exponentially with time [1–4]. This imposes strong lim-
itations for many quantum simulation and information
processing applications. In this work, we find however
that Markovianity does not necessarily imply exponen-
tial decoherence. For cases where the system itself is a
many-body system with internal interactions, we show
that the Liouvillian gap can close in the thermodynamic
limit and lead to a divergent decoherence time due to an
interplay of dissipation and interaction. The coherence
decay then becomes algebraic, i.e., follows a power law,
instead of being exponential. This novel phenomenon is
reminiscent of the importance of the Hamiltonian gap for
closed many-body systems which is intimately related to
quantum phase transitions [34], the scaling behavior of
entanglement, and the spatial decay of quantum correla-
tions [35, 36].
Specifically, let us consider spin-1/2 lattice systems
with local couplings to a Markovian environment. The
Lindblad master equation [31–33] reads (~=1)
∂tρ = Lˆρ = Hˆρ+ Dˆρ
= −i[H, ρ] + γ
∑
i
(
LiρL
†
i −
1
2
{L†iLi, ρ}
)
. (1)
The Liouville superoperator Lˆ contains two parts: Hˆρ =
−i[H, ρ] generates the evolution due to the system Hamil-
tonian H while the dissipative process is described by
Dˆρ. This equation of motion describes, for example, sys-
tems in the weak-coupling regime (Born-Markov-secular
approximation), singular-coupling regime, or the time av-
erage of a system with stochastic Hamiltonian terms as
described in appendix A. Throughout the paper we con-
sider uniform Lindblad operators Li = S
z
i with a cou-
pling strength γ. This type of coupling was first intro-
duced in the study of dissipative two-state systems [37]
and, as discussed below, is widely applicable for the de-
scription of environment-induced decoherence. For the
simplest case of a single spin with H = 0, the master
equation (1) predicts the typical exponential decay of
off-diagonal density matrix elements, ρ↑,↓(t) ∼ e−γt/4,
implying a rapid destruction of superpositions of states
(quantum coherence).
In this paper, we demonstrate using the example of
spin-1/2 chains with internal interactions and the uni-
form couplings to the environment how the interplay be-
Figure 1: A quantum spin chain uniformly coupled to the
environment via the z-components of the spins.
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2tween interaction and dissipation can fundamentally al-
ter the decoherence behavior. In particular, (i) for the
Heisenberg XXZ model in the thermodynamic limit, the
coherence decay becomes algebraic instead of exponen-
tial, and (ii) for the transverse-field Ising model, the co-
herence decay remains exponential but the internal inter-
actions can both facilitate and impede the decoherence
in comparison to the non-interacting case. We provide
quasi-exact numerical results using the time-dependent
density matrix renormalization group method (tDMRG)
[38–41] and explain both features on the basis of a per-
turbative treatment for the Liouville superoperator.
II. EXPERIMENTAL REALIZATIONS AND
APPLICATIONS
Besides being of fundamental theoretical interest, the
two dissipative models addressed in this paper are of
broad experimental and technological relevance. We
shortly mention a few examples. A uniform coupling
to the environment via Lindblad operators Li = S
z
i oc-
curs for example naturally in quantum computer archi-
tectures [42, 43] based on superconducting flux qubits
(rf-SQUIDs) through fluctuations of the external mag-
netic flux [44–46]. Inductive coupling of flux qubits yields
the Ising-type interaction Szi S
z
j [47–49]. In ultracold
atom systems [50] where both interaction and dissipa-
tion can be controlled, the corresponding Lindblad oper-
ators Li = ni describe laser fluctuations and incoherent
scattering of the laser light [51–53]. With quantum dot
spin-qubits [54, 55], one can implement both the trans-
verse Ising model [56] and the Heisenberg model [54],
where Li = S
z
i describes the effect of variations in the
longitudinal nuclear magnetic field.
III. LIOUVILLE SPECTRUM
Before addressing the two specific spin models, some
general remarks are appropriate. First, as long as L†i =
Li ∀i, the maximally mixed state ρ0 ∝ 1 is always a
steady state (∂tρ = 0) of Eq. (1). For the models ad-
dressed in this paper, ρ0 or restrictions of it to cer-
tain symmetry sectors are the unique steady states. Al-
though all the initial states will eventually converge to
such a steady state, the approach towards it is typically
highly nontrivial and depends on the quantum many-
body Hamiltonian. The dynamics is governed by the
non-Hermitian superoperator Lˆ. Its eigenvalues λα have
non-positive real-parts, Reλα ≤ 0, and the steady state
has the eigenvalue λ0 = 0. We call
∆ := min
α>0
Re(−λα) (2)
the spectral gap of the Liouville operator. If the gap is
finite, the distance of the time-evolved state to the steady
state will decrease exponentially with time, and ∆ sets
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Figure 2: (a) Power-law decay of the off-diagonal density ma-
trix element C = 〈S+i S−i+1〉 in the dissipative XXZ chain (3)
of length N = 96 for different Jxy, Jz, and fixed bath coupling
γ = 1, evaluated in the center of the chain. (b) Finite-size
scaling of the gap (2) of the Liouville superoperator Lˆ for the
open XXZ model, obtained by exact diagonalization (ED).
the corresponding relaxation rate. However, as we will
see below, the many-body interactions in the system may
qualitatively alter the dynamics by closing the gap of Lˆ
in the thermodynamic limit, which gives rise to a novel
algebraic decoherence behavior.
IV. ALGEBRAIC COHERENCE DECAY IN
THE OPEN XXZ MODEL
First, let us consider the spin-1/2 XXZ chain
HXXZ =
∑
i
[
Jxy
2
(S+i S
−
i+1 + S
−
i S
+
i+1) + JzS
z
i S
z
i+1
]
(3)
uniformly coupled to the environment via the z-
components of the spins, Li = S
z
i . We study the time
evolution of the system density matrix ρ(t) based on the
master equation (1) with the initial state ρ(0) = |Ψ0〉〈Ψ0|
being the Ne´el state |Ψ0〉 = | ↑↓ · · · ↑↓〉. In the ab-
sence of dissipation (γ = 0), the time evolution for this
setup has, for example, been studied in the context of
quantum quenches [57–59], where the long-time behav-
ior decisively depends on Jz/Jxy. In this model, the total
magnetization
∑
i S
z
i is conserved. As a consequence, the
off-diagonal element ρi↑,↓ = 〈S+i 〉 of the single-site density
matrices are strictly zero for all times and can not be used
to monitor the decoherence. Instead, we can choose the
off-diagonal term C = 〈S+i S−i+1〉 of the two-site density
matrix to quantify the decoherence, where sites i and i+1
are located in the center of the chain. For the simplest
3case of a two-site system (N = 2), it is easy to show that,
in the subspace of zero magnetization, the model can be
mapped to the decoherence problem of a single spin sub-
ject to a transverse field and that the off-diagonal element
C decays exponentially (see appendix C).
In order to study the effects of the many-body cor-
relations on the decoherence, we employ tDMRG [38–
41]. As shown in Ref. [60], the propagator exp(Lˆt) can
be approximated by a circuit of two-site gates with an
accuracy that is well-controlled in terms of the opera-
tionally relevant (1→ 1)-norm. Here, we specifically em-
ploy a fourth-order Trotter-Suzuki decomposition with
a time step of size ∆t = 0.125. Starting from cer-
tain product states ρ(0), the time-evolved states are ob-
tained by applying the local Trotter gates and approx-
imating ρ(t) by matrix product states (MPS) [61, 62].
The essence of the DMRG procedure is to express ρ(t) in
every step of the simulation in a reduced Hilbert-Schmidt
orthonormal operator basis {OLi ⊗ORi } for a spatial split-
ting of the system into a left and a right part so that
ρ(t) =
∑
i νiO
L
i ⊗ORi . Such a representation can always
be obtained by singular value decomposition. The ap-
proximation consists in discarding all components i with
weights ν2i /
∑
j ν
2
j below a certain threshold  (between
10−10 and 10−12 in this work). One has to ensure conver-
gence of the numerical results with respect to the trunca-
tion threshold  and the system size N in order to capture
the physics of the thermodynamic limit. This is carried
out in appendix D.
The evolution of the coherence C(t) in open XXZ
chains is shown in Fig. 2. In the long-time limit, we
find the coherence to decay algebraically, instead of ex-
ponentially, according to the power law
C(t) ∝ t−η with η ≈ 1.58. (4)
The exponent η is in the studied parameter regime in-
dependent of the system parameters Jxy, Jz, and γ. In
general, an algebraic decay implies the absence of a char-
acteristic time scale in the long-time dynamics. It results
from the vanishing of the gap ∆ of the Liouvillian Lˆ in
the thermodynamic limit. That this is indeed the case
can be verified numerically by exact diagonalization as
shown in Fig. 2b.
To get a better understanding of this phenomenon, let
us perform a second-order perturbative analysis to derive
an effective Liouvillian Lˆeff for the limit γ  |Jz|, |Jxy|
of strong dissipation. The Liouvillian can be split into
an unperturbed part Lˆ0ρ := −i[Hz, ρ] + Dˆρ, where Hz =
Jz
∑
i S
z
i S
z
i+1, and the perturbation Lˆ1ρ := −i[Hxy, ρ]
with Hxy =
Jxy
2
∑
i(S
+
i S
−
i+1 + S
−
i S
+
i+1). The steady
states of Lˆ0 (eigenvalue λ0 = 0) are ρσ0 = |σ〉〈σ|, where
|σ〉 = |σ1 . . . σN 〉 are the {Szi }-eigenstates spanning the
Hilbert space of the spin configurations with zero total
magnetization. The effect of a small coupling Jxy is to
lift the degeneracy in the steady-state manifold through
a superexchange process that leads us to an effective Li-
ouvillian Lˆeff, constrained to the subspace H spanned by
the operators ρσ0 . H is to be understood as a subspace of
the vector space B(H ) of linear operators on the Hilbert
space H , i.e., Lˆ : B(H ) → B(H ) and Lˆeff : H → H.
One obtains
Lˆeff = PˆLˆ1 1
λ0 − Lˆ0
Lˆ1Pˆ. (5)
Pˆ is the projector onto the subspace H. The interme-
diate states in the perturbation theory are of the form
Λσσ
′
1 = |σ〉〈σ′|, where |σ′〉 = (S+i S−i+1 + S−i S+i+1)|σ〉 for
some bond (i, i + 1). Their Lˆ0-eigenvalues, needed to
evaluate the denominator in Eq. (5), are −γ or −γ± iJz,
depending on σ. However, the term ±iJz can be ig-
nored as it represents an irrelevant contribution of order
1/γ2 to Lˆeff. The full calculation given in appendix B 1
shows that the matrix elements of the effective Liouvillian
are identical with those of the ferromagnetic Heisenberg
model
K =
−J2xy
γ
∑
i
[
1
2
(S+i S
−
i+1 + S
−
i S
−
i+1) + S
z
i S
z
i+1 −
1
4
]
in the sense that
Lˆeff|σ〉〈σ| = −
∑
σ′
〈σ′|K|σ〉 · |σ′〉〈σ′|. (6)
As a consequence, at the level of the second-order per-
turbation theory, the gap (2) of the effective Liouvillian
Lˆeff is that of the Heisenberg ferromagnet K. Its gap
vanishes as 1/N2 due to the quadratic spin-wave disper-
sion around zero momentum and the 2pi/N spacing of the
quasi-momenta. This explains the quadratic behavior of
the gaps ∆ for the full model in Fig. 2b.
V. DECOHERENCE IN THE OPEN
TRANSVERSE ISING MODEL
A second paradigmatic example is the dissipative
transverse-field Ising chain
HTI =
∑
i
(Jzσ
z
i σ
z
i+1 − hxσxi )
=
∑
i
(4JzS
z
i S
z
i+1 − 2hxSxi ) (7)
with the interaction strength Jz, the transverse magnetic
field hx, and the Pauli matrices σ
α
i . To study the inter-
play of interaction and dissipation, we set for simplicity
hx = 1 and vary Jz and the bath coupling γ. As Lindblad
operators, we choose again Li = S
z
i and study the time
evolution of the system density matrix based on Eq. (1)
starting from a fully polarized state, i.e., ρ(0) = |Ψ′0〉〈Ψ′0|
with |Ψ′0〉 = |↑↑ · · · ↑↑〉. Alternative initial states have
also been checked. However, as we are foremost inter-
ested in the long-time behavior, the choice of the initial
state is of minor importance. Let us first consider the
4noninteracting case with Jz = 0 which reduces to the de-
coherence problem of a single spin subject to an external
field. In this case, the off-diagonal element ρi↑,↓ = 〈S+i 〉
of the single-site reduced density matrix decays expo-
nentially as ρi↑,↓(t) ∼ e−∆0t, where the decay rate is
∆0 = γ/4 (as long as γ ≤ 8|hx|; see appendix C). For
the interacting many-body system, one can use |ρi↑,↓(t)|,
with site i in the middle of the chain, to monitor the co-
herence decay. In contrast to the situation for the open
XXZ model, we find here that the coherence always de-
creases exponentially as shown in the inset of Fig. 3a,
|ρi↑,↓(t)| = |〈S+i (t)〉| ∼ e−∆t. (8)
The decoherence rate (inverse relaxation time) ∆ is de-
termined by the interplay of the internal interaction and
the dissipation.
For small Jz, the decoherence dynamics is well de-
scribed by oscillations of exponentially decaying ampli-
tude. For large Jz, ρ
i
↑,↓(t) decays exponentially without
oscillations. Similar behavior was found in the relaxation
dynamics of the quenched XXZ chain without dissipa-
tion [57–59]. Now, let us turn to the question of whether
the internal interaction facilitates or impedes the deco-
herence, i.e., whether the decoherence rate ∆ is below
or above that of the noninteracting case Jz = 0 with
∆0 = γ/4. As shown in Fig. 3a, the answer to this ques-
tion depends in an intricate manner on the values of γ
and Jz. In the presence of weak dissipation (small γ),
the dependence of ∆ on Jz is non-monotonic. The inter-
action facilitates the environment-induced decoherence
(∆ > ∆0) for small Jz, whereas it impedes the deco-
herence (∆ < ∆0) for large Jz. For sufficiently strong
dissipation, the interaction always suppresses the deco-
herence.
A qualitative understanding of the fact that interaction
and dissipation cooperate to enhance the decoherence in
the case of small Jz and γ can be gained by analyzing the
magnetization dynamics 〈Szi (t)〉 for different Jz and γ, as
shown in Figures 3b and 3c. For small Jz and γ, 〈Szi 〉 is
well described by an exponentially decaying oscillation.
Generally, for open many-body systems, the long-range
quantum correlations are usually destroyed during the
long-time dissipative dynamics. As a consequence, the
quantum entanglement between a single spin and the rest
of the system is weak. This allows us to explain the above
observations in a mean-field framework corresponding to
the decoupling of the interaction term Szi S
z
i+1 ∼ Szi 〈Sz〉.
On a qualitative level, the decoherence in the long-time
limit can be understood as that of a single spin in a con-
stant transverse field and a longitudinal field 2〈Sz(t)〉 due
to its nearest neighbors. Figures 3b and 3c show that, for
small Jz and γ, the longitudinal field 〈Sz(t)〉 is quickly
oscillating – hence, playing a role similar to that of noise
and thus accelerating the decoherence. Once the oscilla-
tions of 〈Sz(t)〉 vanish (large Jz or γ), the decoherence is
suppressed.
The second key observation, that strong interaction
impedes the decoherence, can again be explained on the
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Figure 3: (a) The relative decoherence rate ∆/γ [Eq. (8)]
for the dissipative transverse Ising model (7) as a function of
Jz for different bath couplings γ. The rates were obtained by
fitting the decay of the off-diagonal element ρi↑,↓ = 〈S+i 〉 of the
single-site density matrix, where site i is in the middle of the
chain. See the inset. (b) Time evolution of the magnetization
〈Szi 〉 for fixed γ = 1 and different Jz. (c) Dynamics of 〈Szi 〉
for fixed Jz = 0.25 and different γ. In all cases, the system
contained N = 64 sites.
basis of a perturbative analysis, here in the limit of a
weak magnetic field, γ  |hx|. The field terms ∝ hx of
the Liouvillian are considered as a perturbation so that
Lˆ = Lˆ0 + Lˆ1 with
Lˆ0ρ = −i[Hz, ρ] + Dˆρ and Lˆ1ρ = −i[Hx, ρ], (9)
where Hz = 4Jz
∑
i S
z
i S
z
i+1 and Hx = −2hx
∑
i S
x
i . In
the second-order perturbation theory, the eigenoperators
of Lˆ0 are similar to those in the treatment of the open
XXZ model (now, the dynamics is not constrained to
sectors of constant magnetization), but the intermediate
states are different. Their Lˆ0-eigenvalues are −γ/2 and
−γ/2± i4Jz. The effective Liouville superoperator (5) is
again of the form (6) and the effective Hamiltonian reads
K =
∑
i
[
α+ α′
4
− (α− α′)Szi−1Szi+1
](
1
2
− Sxi
)
(10)
in this case, where α = 16h2x/γ and α
′ = 4h2xγ/(γ
2/4 +
(4Jz)
2). On the basis of Eq. (10), one can show that
the gap (2) of the effective Liouvillian has for small Jz
a value . (α + α′)/4. For sufficiently large Jz, the gap
is given by α′. The corresponding eigenstate of K is
the spin-wave-like state
∑
j |↑x · · · ↑x↓xj ↓xj+1↑x · · · ↑x〉,
where Sxi | ↑xi 〉 = 12 | ↑xi 〉. A detailed derivation is given
in appendix B 2. So the gap decays as 1/J2z , i.e., strong
5interaction impedes decoherence as we have found in the
quasi-exact numerical analysis.
VI. CONCLUSION
In summary, we have studied the long-time dynam-
ics of open quantum spin systems, discovering that the
quantum many-body effects can significantly change the
nature of the environment-induced decoherence by either
altering the exponential coherence decay to being alge-
braic or, alternatively, by increasing or decreasing the de-
cay rate. Besides illustrative quasi-exact tDMRG simu-
lations, we have explained those effects by a perturbative
analysis. The latter also indicates that these phenomena
are certainly not limited to spin chains. Generically, al-
gebraic coherence decay will occur for models where the
eigenspace of the dissipative terms is highly degenerate,
and this degeneracy is then broken through interactions
within the system. Another interesting direction for fu-
ture investigations are driven-dissipative quantum many-
body systems, where external forces drive the system far
from equilibrium and the interplay between driving, dis-
sipation, and internal interaction may give rise to further
novel non-equilibrium phenomena.
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Appendix A: Derivations of the Markov-Lindblad
master equation
The Lindblad master equation (1) covers several differ-
ent scenarios for (many-body) quantum systems coupled
to some form of environment [1–5]. Generically, all sit-
uations are covered, where the evolution of the system
is due to a quantum dynamical semigroup or so-called
infinitesimal divisible channels [31, 33]. Let us shortly
discuss some specific scenarios.
1. Generalized Nakajima-Zwanzig equation
The Lindblad master equation can be obtained in the
weak-coupling and singular-coupling regimes on the basis
of the so-called generalized Nakajima-Zwanzig equation.
To this purpose, let us consider a system that is coupled
to an environment as described by a Hamiltonian
Htot = H +HB + V,
where H is the system Hamiltonian, HB the environment
Hamiltonian, and V is the system-environment coupling.
The time evolution of the total system is governed by
the von Neumann equation ∂tρtot(t) = −i[Htot, ρtot(t)].
Following Ref. [63] one can introduce the projector
Pˆρtot := TrB(ρtot)⊗ ρB , (A1)
go to the interaction picture with
ρ˜tot(t) := e
i(H+HB)tρtot(t)e
−i(H+HB)t and
V˜ (t) := ei(H+HB)tV e−i(H+HB)t,
and derive the following integral equation for the system
density matrix
Pˆ ρ˜tot(t)− Pˆ ρ˜tot(0)
=
∫ t
0
ds
∫ s
0
drPˆVˆ(s)pˆi(s, r)(1− Pˆ)Vˆ(r)Pˆ ρ˜tot(r). (A2)
In this expression, Vˆ(t)ρ := −i[V˜ (t), ρ] and pˆi(t, r) :=
T+ exp
( ∫ t
r
ds(1 − Pˆ)Vˆ(s)) with the time-ordering oper-
ator T+, and we have assumed that the initial state is a
product state ρtot(0) = ρ(0)⊗ ρB with [ρB , HB ] = 0 and
that the coupling obeys TrB(V ρB) = 0 which can always
be achieved by shifting terms between V and HB . See
for example Refs. [3, 5] for more details.
2. Weak-coupling regime
The weak coupling regime can be analyzed by intro-
ducing a scalar coefficient α
Htot → Htot = H +HB + αV
and considering α  1. Expanding the right-hand side
of the Nakajima-Zwanzig equation (A2) in α and trun-
cating after the leading order (Born approximation), one
obtains after the coordinate transformation r → s− r
Pˆ ρ˜tot(t)− Pˆ ρ˜tot(0)
≈ −α2
∫ t
0
ds
∫ s
0
drPˆVˆ(s)Vˆ(s− r)Pˆ ρ˜tot(s). (A3)
One can now write the interaction in the form V =∑
nAn ⊗ Bn and express the operators An using eigen-
states |E〉 of the system Hamiltonian H so that
An =
∑
ω
An(ω) with (A4)
An(ω) :=
∑
E,E′
E−E′=ω
|E〉〈E|An|E′〉〈E′|.
Inserting this in Eq. (A3), the integral over r is traded
for a sum over two energy differences ω, ω′ and the
integrand acquires a phase factor ei(ω−ω
′)s as V˜ (t) =∑
ω,n e
−iωtAn(ω)⊗B˜n(t) =
∑
ω,n e
iωtA†n(ω)⊗B˜†n(t). Ac-
cording to the Riemann-Lebesgue lemma, the quickly os-
cillating contributions with ω 6= ω′ vanish in the limit
α→ 0. Discarding all such terms, for a small but finite α,
corresponds to the so-called secular approximation which
finally yields the Lindblad master equation (1).
63. Singular-coupling regime
The opposing regime of singular coupling describes the
situation where the system-environment coupling is much
stronger than the system Hamiltonian but still much
weaker than the environment Hamiltonian. It can be
analyzed by introducing a scalar coefficient α
Htot → Htot = H + 1
α2
HB +
1
α
V
and considering α 1. Expanding Eq. (A2) in 1/α, and
using again a representation V =
∑
nAn ⊗ Bn for the
interaction, one obtains for the system density matrix in
the interaction picture:
ρ˜(t)− ρ˜(0) =
∫ t
0
ds
∫ s
0
dr
×
(
Gmn(s− r)
[
A˜n(r)ρ˜(r), A˜m(s)
]
+ h.c.
)
+O(α−3)
(A5)
with the environment correlation function Gmn(s− r) =
α−2 Tr
(
ρBB˜mB˜n(r − s)
)
. The higher-order terms in
Eq. (A5) can be shown to vanish for α → 0 when ρB in
Eq. (A1) is a Gaussian state [64]. Expressing the opera-
tor Bn using eigenstates of HB in analogy to Eq. (A4),
Gmn(s − r) attains the form of a Fourier integral and,
along the lines of the Riemann-Lebesgue lemma, one can
conclude that Gmn(s−r) can be approximated by a delta
function δ(s− r) for small α, and one obtains the Lind-
blad master equation (1).
4. Closed system with stochastic fields
One can realize Lindblad master equations with
(closed) systems that comprise stochastic Hamiltonian
terms, i.e., Hamiltonians of the form
Htot = H +K(t) with K(t) =
∑
i
ξi(t)Fi, (A6)
where the ξi(t) are scalar and F
†
i = Fi. The fields ξi shall
be independent and be generated by a Gaussian stochas-
tic processes characterized by a continuous covariance
function. In this case, all correlators of the stochastic
fields are determined by the two-point correlators and we
assume zero mean-values without loss of generality ((. . . )
denotes the average over all random field configurations)
ξi(t) = 0, ξi(t)ξj(t′) = γδijδα(t− t′). (A7)
The two-point correlations δα(∆t) shall be peaked
around ∆t = 0, have a width ∼ α, and obey∫∞
0
dsδα(s) = 1/2 such that limα→0 δα(∆t) = δ(∆t). All
higher-order correlators are fixed by Eq. (A7) and can be
evaluated using Wick’s theorem
ξi(t)ξi1(t1) . . . ξin(tn) =
n∑
k=1
ξi(t)ξik(tk)
× ξi1(t1) . . . ξik−1(tk−1)ξik+1(tk+1) . . . ξin(tn). (A8)
With Hˆtot(t)ρ := −i[Htot(t), ρ] and analogous defini-
tions for Hˆ, Kˆ(t), and Fˆi, the von Neumann equation
∂tρ(t) = Hˆtot(t)ρ(t) has the formal solution
ρ(t) = τˆ(t, s)ρ(s) with τˆ(t, r) = T+e
∫ t
r
dsHˆtot(s),
so that ∂tτˆ(t, r) = Hˆtot(t)τˆ(t, r) and τˆ(t, t) = 1. Let us
prove in the following that the evolution of the averaged
state ρ(t) = τˆ(t, s)ρ(s) is governed by a Lindblad mas-
ter equation. First, we introduce an interaction picture
(denoted by tildes) with
τ˜(t, s) := e−Hˆtτˆ(t, s) (A9)
so that
∂tτ˜(t, s) = K˜(t)τ˜(t, s) with K˜(t) := e−HˆtKˆ(t)eHˆt.
With these definitions we have τ˜(t, r) = T+e
∫ t
r
dsK˜(s).
Hence, the Dyson series for the propagator in the in-
teraction picture is
τ˜(t, s) =
∞∑
n=0
∫ t
s
dt1 . . .
∫ tn−1
s
dtnK˜(t1) . . . K˜(tn). (A10)
Taking the time derivative, employing the Wick theorem
(A8), plugging in Eq. (A7), and reordering integrals, the
equation of motion for the averaged propagator is
∂tτ˜(t, 0) =
∞∑
n=0
∫ t
0
dt1 . . .
∫ tn−2
0
dtn−1K˜(t)K˜(t1) . . . K˜(tn−1)
=
∞∑
n=0
n−1∑
k=1
∑
i,j
∫ t
0
dt1 . . .
∫ tn−2
0
dtn−1ξi(t)ξj(tk)F˜i(t)K˜(t1) . . . K˜(tk−1)F˜j(tk)K˜(tk+1) . . . K˜(tn−1)
=
∞∑
m,n=0
∑
i,j
∫ t
0
ds
∫ t
s
dt1 . . .
∫ tm−1
s
dtm
∫ s
0
ds1 . . .
∫ sn−1
0
dsnγδijδα(t− s)F˜i(t)K˜(t1) . . . K˜(tm)F˜j(s)K˜(s1) . . . K˜(sn).
7Reinserting Eq. (A10) and taking the limit α → 0, we
finally obtain
∂tτ˜(t, 0) =
∫ t
0
ds
∑
i
γδα(t− s)F˜i(t)τ˜(t, s)F˜i(s)τ˜(s, 0)
α→0−→ γ
2
∑
i
F˜i(t)F˜i(t)︸ ︷︷ ︸
=:D˜(t)
τ˜(t, 0)
and, hence, in the Schro¨dinger picture
∂tτˆ(t, 0) = (Hˆ+ Dˆ)τˆ(t, 0). (A11)
The (dissipative) term has the form Dˆρ = γ2
∑
i(Fˆi)2ρ =
γ
∑
i
(
FiρFi − 12{F 2i , ρ}
)
. So, Eq. (A11) applied to ρ(0)
is just the Lindblad master equation (1) for Hermitian
Lindblad operators Li = Fi.
Appendix B: Perturbative treatment of the
Liouvillians
1. Open spin-1/2 XXZ model with Li = S
z
i
Let us again consider the spin-1/2 XXZ model (3) cou-
pled to a Markovian environment according to the Lind-
blad master equation (1) with uniform Lindblad opera-
tors Li = S
z
i and bath coupling strength γ. Based on
a perturbative treatment, one can derive an effective Li-
ouville superoperator Lˆeff for the limit of strong bath
coupling γ  |Jxy|, |Jz|. To this purpose, the Liouvillian
is split into an unperturbed part Lˆ0 and a perturbation
Lˆ1 such that
Lˆ = Lˆ0 + Lˆ1, (B1)
Lˆ0ρ = −i[Hz, ρ] + γ
∑
i
(Szi ρS
z
i − ρ/4), (B2)
Lˆ1ρ = −i[Hxy, ρ], (B3)
where Hz = Jz
∑
i S
z
i S
z
i+1 and Hxy =
Jxy
2
∑
i(S
+
i S
−
i+1 +
S−i S
+
i+1) as in Eq. (3). The Liouvillian conserves the
total magnetization such that [
∑
i S
z
i , ρ(t)] = 0 ∀t. As
in the main part of the paper, we choose the symmetry
sector of zero magnetization for the following.
The steady states (eigenvalue λ0 = 0) of the unper-
turbed part Lˆ0 are of the form ρσ0 := |σ〉〈σ| with {Szi }-
eigenstates |σ〉 = |σ1 . . . σN 〉 obeying Szi |σ〉 = σi2 |σ〉.
Within the second-order perturbation theory, the result-
ing effective Liouvillian is given by Eq. (5) with Pˆ pro-
jecting onto the space H, spanned by the unperturbed
steady states ρσ0 . Starting from such a state, the inter-
mediate states (after application of Lˆ1) are of the form
Λσσ
′
:= |σ〉〈σ′| such that |σ′〉 = (S+i S−i+1 + S−i S+i+1)|σ〉
for some bond (i, i+ 1). We need their Lˆ0 eigenvalues to
evaluate the denominator in Eq. (5). Computing Lˆ0Λσσ′ ,
one finds that the eigenvalues are −γ or −γ ± iJz de-
pending on the values of σi−1, σi (σi+1 = −σi), and
σi+2. However, as γ  |Jxy|, |Jz| and one only needs the
effective Liouvillian up to first order in 1/γ, the factor
1/(λ0 − Lˆ0) in Eq. (5) can for all cases be approximated
by 1/γ.
1
γ ± iJz =
1
γ
+O(γ−2)
With the terms hi :=
Jxy
2 (S
+
i S
−
i+1 +S
−
i S
+
i+1) in Hxy, the
effective Liouvillian attains the form
1
γ
PˆLˆ1Lˆ1ρσ0 = −
1
γ
Pˆ[Hxy, [Hxy, ρσ0 ]]
= − 1
γ
∑
i
(
h2i ρ
σ
0 + ρ
σ
0 h
2
i − 2hiρσ0 hi
)
. (B4)
Using that h2i =
J2xy
2
(
1
4 − Szi Szi+1
)
, one can read off the
effective Hamiltonian K that describes the action of the
effective Liouvillian Lˆeff on the space H according to the
definition (6). It turns out to be the isotropic Heisenberg
ferromagnet with coupling constant J2xy/γ,
K = −J
2
xy
γ
∑
i
[
1
2
(S+i S
−
i+1 + S
−
i S
+
i+1) + S
z
i S
z
i+1 −
1
4
]
.
(B5)
The spectra of −Lˆeff and K are identical. The gap is
decisive for the long-time dynamics and decoherence. To
confirm and illustrate the perturbative analysis, we have
done an exact diagonalization of the full model Lˆ and the
effective model Lˆeff. As shown in Table I, with increasing
γ, the spectrum of Lˆeff converges indeed towards the cor-
responding eigenvalues of Lˆ. The exact gap of Lˆeff (finite
only for finite system sizes N) is available, because spin
waves with the well-known cosine dispersion relation are
exact eigenstates of the isotropic Heisenberg ferromagnet
(B5).
n −Lˆ −Lˆeff
γ = 100
−Lˆeff
γ = 10
0 0 0 0
1 0.292893 0.292877 0.291271
2 0.633975 0.633925 0.629092
3 1.000000 0.999994 0.999369
4 1.707107 1.707042 1.700617
5 2.366025 2.365987 2.362134
Table I: Spectrum of the effective model Lˆeff [Eq. (B5)] com-
pared to the corresponding eigenvalues of the full Liouvillian
[Eq. (B1)] for a XXZ chain of N = 4 sites with open boundary
conditions, Jxy = 0.5, and Jz = 1. The eigenvalues are given
in units of the effective coupling J2xy/γ.
82. Open transverse Ising model with Li = S
z
i
This appendix presents, in full detail, the perturbation
theory for the spin-1/2 Ising model in a transverse field
(7) coupled to a Markovian environment according to
the Lindblad master equation (1) with Li = S
z
i and bath
coupling strength γ. Using a second-order perturbation
theory, one can derive an effective Liouville superopera-
tor Lˆeff for the limit of a weak magnetic field γ  |hx|.
To this purpose, the Liouvillian is split into an unper-
turbed part Lˆ0 and a perturbation Lˆ1 such that
Lˆ = Lˆ0 + Lˆ1, (B6)
Lˆ0ρ = −i[Hz, ρ] + γ
∑
i
(Szi ρS
z
i − ρ/4), (B7)
Lˆ1ρ = −i[Hx, ρ], (B8)
where Hz = 4Jz
∑
i S
z
i S
z
i+1 and Hx = −2hx
∑
i S
x
i as in
Eq. (7).
As in the perturbative analysis of the XXZ model, the
steady states (eigenvalue λ0 = 0) of the unperturbed part
Lˆ0 are of the form ρσ0 := |σ〉〈σ| with {Szi }-eigenstates
|σ〉 obeying Szi |σ〉 = σi2 |σ〉. The effective Liouvillian
is given by Eq. (5) with Pˆ projecting onto the space H
that is spanned by the unperturbed steady states ρσ0 .
The differences to the calculation for the XXZ model in
appendix B 1 are that, here, the total magnetization is
not conserved and that the factor 1/(λ0 − Lˆ0) in Eq. (5)
is now nontrivial. Starting from one of the unperturbed
steady states, the intermediate states (after application
of Lˆ1) are of the form Λσσ′ := |σ〉〈σ′| such that |σ′〉 =
2Sxi |σ〉 for some site i. Computing Lˆ0Λσσ
′
, one finds
that the Lˆ0 eigenvalues of the intermediate states are
−γ/2 − i(Eσ − Eσ′). Here, Eσ := 〈σ|Hz|σ〉 and Eσ −
Eσ′ = 0 or ±4Jz depending on the values of σi−1, σi, and
σi+1. With the definition of the state |σ, i〉 := 2Sxi |σ〉
and the corresponding eigenvalue of Hz labeled by E
i
σ,
the effective Liouvillian (5) takes the form
Lˆeff|σ〉〈σ| = PˆLˆ1 1
λ0 − Lˆ0
Lˆ1|σ〉〈σ|
= iPˆLˆ1
∑
i
(
hx|σ, i〉〈σ|
γ/2 + i(Eiσ − Eσ)
− h.c.
)
= −γh2x
∑
i
|σ〉〈σ| − |σ, i〉〈σ, i|
(γ/2)2 + (Eiσ − Eσ)2
. (B9)
Employing |Eiσ −Eσ| = 2|Jz(σi−1 +σi+1)|, one can read
off the effective Hamiltonian K that describes the action
of the effective Liouvillian Lˆeff on the space H according
to the definition (6) and finds
K = α
∑
i
(
1
4
− Szi−1Szi+1
)(
1
2
− Sxi
)
+ α′
∑
i
(
1
4
+ Szi−1S
z
i+1
)(
1
2
− Sxi
)
=
∑
i
(
α+ α′
4
− (α− α′)Szi−1Szi+1
)(
1
2
− Sxi
)
(B10)
with
α =
γ(2hx)
2
(γ/2)2
and α′ =
γ(2hx)
2
(γ/2)2 + (4Jz)2
. (B11)
We are particularly interested in the gap (2) of Lˆeff
which is given by that of K and determines the decoher-
ence. Let |↑xi 〉 and |↓xi 〉 denote the normalized eigenstates
of Sxi with eigenvalues ±1/2. In this notation, the fully
polarized state
|ψ0〉 = |↑x↑x · · · ↑x〉 (B12)
is the eigenstate of K with eigenvalue λ0 = 0. As K is
positive-semidefinite (K  0), |ψ0〉 is its ground state.
Note that the counterpart of |ψ0〉 in H is the maximally
mixed state 1 =
∑
σ |σ〉〈σ| which is also the exact steady
state of Lˆ.
In order to determine or bound the gap, the first intu-
ition may be to flip a single spin, i.e., to consider states
|φi1〉 := |↑x↑x · · · ↑x↓xi ↑x · · · ↑x〉. (B13)
They provide the upper bound
〈φi1|K|φi1〉 =
α+ α′
4
(B14)
to the gap. The same bound pertains for any superpo-
sition of the states |φi1〉. One can also construct exact
spin-wave-type eigenstates |ψ˜k1 〉 where a pair of spin de-
fects is bound and travels through the lattice.
|ψj1〉 := |↑x↑x · · · ↑x↓xj ↓xj+1↑x · · · ↑x〉 (B15)
|ψ˜k1 〉 := N−1/2
∑
j
e−ikj |ψj1〉 (B16)
From K|ψj1〉 = α+α
′
2 |ψj1〉− α−α
′
4 (|ψj−11 〉+ |ψj+11 〉) follows
the eigenequation
K|ψ˜k1 〉 =
(
α+ α′
2
− α− α
′
2
cos(k)
)
|ψ˜k1 〉. (B17)
The minimum eigenvalue α′ is obtained for k = 0.
Using exact diagonalization (ED), we have asserted
that the first excited state is similar to |φi1〉 [Eq. (B13)]
for α′/α ' 1 (small Jz) with a gap λ1 ∼ α+α′4 . For suffi-
ciently small α′/α (sufficiently large Jz), |ψ˜k1 〉 [Eq. (B16)]
becomes the first excited state with the gap λ1 = α
′.
In contrast to the open XXZ model discussed in ap-
pendix B 1, the gap for the thermodynamic limit is hence
finite. Consequently, the coherence decay is always ex-
ponential in this model as described in the main text.
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Figure 4: Convergence analysis for the open XXZ model (B1) at the example of the expectation value 〈S+i S−i+1〉 with different
Jxy and Jz, and fixed bath coupling γ = 1, where site i is in the middle of the chain. Left: variation of the DMRG truncation
threshold  for the system size N = 96. Right: variation of the system size for the truncation threshold  = 10−12.
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Figure 5: Convergence analysis for the open transverse-field Ising model (B6) at the example of the magnetization 〈Szi 〉 with
different Jz, fixed bath coupling γ = 1, and field hx = 1, where site i is in the middle of the chain. Left: variation of the DMRG
truncation threshold  for the system size N = 64. Right: variation of the system size for the truncation threshold  = 10−10.
Appendix C: One and two spins with Li = S
z
i
For completeness and in order to have a consistency
check for the the perturbative analysis presented above
in appendix B 2, let us shortly discuss the decoherence for
a single spin-1/2 in a transverse magnetic field. The Liou-
ville master equation for the Hamiltonian H = −2hxSx
and the Lindblad operator L = Sz reads
∂tρ = i[2hxS
x, ρ] + γ(SzρSz − ρ/4). (C1)
Parameterizing the density, matrix as ρ =
[
a b+ic
b−ic 1−a
]
,
we have
∂tρ = ihx
[
−2ic 1− 2a
2a− 1 2ic
]
− γ
2
[
0 b+ ic
b− ic 0
]
,
giving the three equations
∂ta = 2hxc, ∂tb = −γ
2
b, ∂tc = hx(1− 2a)− γ
2
c.
So b decays as b(t) = b(0)e−γt/2. The first and third
equations imply ∂2t c = −4h2xc − γ2∂tc with the solution
c(t) = c+e
iω+t + c−eiω−t + c.c. and
ω± =
iγ
4
±
√
4h2x −
(γ
4
)2
. (C2)
For γ ≤ 8|hx|, the coherence hence decays in the long-
time limit as ∼ e−γt/4. For large γ however (γ >
8|hx|), the square root in Eq. (C2) becomes imagi-
nary and, thus, alters the decoherence rate from γ/4 to
γ/4−√(γ/4)2 − 4h2x = 8h2x/γ +O(h4x/γ3). This can be
compared with the perturbative upper bound (α+α′)/4
[Eq. (B14)] for the gap of the transverse-field Ising model
as derived in appendix B 2. For Jz = 0, this bound has
indeed the same value found here, (α + α′)/4 = 8h2x/γ.
So the two computations are consistent.
In the main text, we also mention the decoherence for
two spins with zero total magnetization (Sz1 + S
z
2 = 0)
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evolving according to the Lindblad master equation with
the XXZ interaction H ′ = Jxy2 (S
+
1 S
−
2 +S
−
1 S
+
2 )+JzS
z
1S
z
2
and the dissipative term Dˆ′ρ′ = γ′(Sz1ρ′Sz1 + Sz2ρ′Sz2 −
ρ′/2). This model maps to the single spin in a transverse
field (C1) if we associate the state |↑↓〉 with the spin-up
state, and |↓↑〉 with the spin-down state. The resulting
single-spin dynamics is governed by the HamiltonianH =
JxyS
x−Jz/4 and the dissipative term Dˆρ = 2γ′(SzρSz−
ρ/4). So the equation of motion is just Eq. (C1) with
transverse field hx = −Jxy/2 and bath coupling γ = 2γ′.
Hence, for γ′ ≤ 2|Jxy|, the decoherence rate is γ′/2. As
is shown in the main part of the paper, the decoherence
changes from this exponential behavior to a power-law
decay in the thermodynamic limit of the corresponding
many-particle system.
Appendix D: Convergence of the tDMRG results
The numerical investigations are based on the
time-dependent density matrix renormalization group
(tDMRG) [38–40]. We use a Trotter-Suzuki decompo-
sition of the propagator exp(Lˆt) [60] for which the error
is of fifth order in the time step ∆t = 0.125. As described
in the main text, an essential part of the algorithm is to
truncate small-weight components in the singular value
decomposition of the density matrix ρ(t). This is neces-
sary in order to bound the computation cost. The corre-
sponding truncation threshold  determines the accuracy
and the computation cost of the simulation. One has
to ensure convergence of the numerical results with re-
spect to  and with respect to the system size N , as we
are interested in the physics of the thermodynamic limit
N →∞.
Figure 4 shows the analysis for the dissipative XXZ
model (B1). The results are sufficiently converged for
a truncation threshold of  = 10−12 and the system size
N = 96. The simulations presented in the main text were
done with these parameters. Figure 5 shows the analysis
for the dissipative transverse-field Ising model (B6). A
truncation threshold of  = 10−10 and the system size
N = 64 are sufficient and were used for the simulations
presented in the main text.
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