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A B S T R A C T
We studied whether the gaze direction of users indicates whom they are speaking or listening to in multiparty conversations. Results show when someone is listening or speaking to individuals, there is indeed a high probability that the person looked at is the person listened (p=88%) or spoken to (p=77%). We implemented these findings in a multi-agent conversational system that uses eye input to gauge which agent the user is listening or speaking to.
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I N T R O D U C T I O N
The ability to communicate without words plays an important part in our everyday use of language. Not only do conversational cues such as gestures, facial expressions, looks and tone of voice often determine the meaning of the words we use, such nonverbal expressions may also play an essential role in regulating the conversational process [1] .
We are now beginning to see how the lack of support for nonverbal conversational cues may limit the usability of speech recognition and production systems [2] . In this paper, we focus on one particular problem:, knowing when the system is being addressed or expected to speak. This problem becomes apparent particularly in multi-agent, multi-user environments, such as our Virtual Theatre [5] . The Virtual Theatre is an animated 3D VRML model of a theatre, in which users can see previews of shows and book tickets through conversational agents. Different agents are used for different queries: to ease contextual knowledge requirements for the system, the embodiment of each agent is used as a metaphor for its functionality. However, the ability to speak to multiple agents means users as well as agents should have a means of establishing who is talking to Whom. It has long been presumed that gaze directional cues are an important source of such information in human conversation [6] . In order to verify how well looking behavior of users predicts their conversational attention, we tracked where people looked in normal face-to-face .group conversations. We will first discuss previous empirical work. We then discuss our experiment, and our work towards a multi-agent conversational system that can observe and use gaze directional cues.
P R E V I O U S W O R K
According to Kendon [3] , in two-person (dyadic) conversations, seeking or avoiding to look at the face of the conversational partner (i.e., gaze) serves at least four functions: (1) to regulate the flow of conversation; (2) to provide visual feedback; (3) to communicate emotions and relationships; and (4) to improve " concentration by restriction of visual input. In the early seventies, Argyle [1] estimated that when two people are talking, about 60 %
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of conversation involves gaze, and 30 % involves mutual gaze (or eye contact). People look nearly twice as much while listening (75%) as while speaking (41%). In general, gaze seems closely linked with speech. According to Kendon [3] , person A tends to look away as she begins speaking, and starts to look more at her interlocutor B as the end of her utterance approaches. This pattern should be explained from two points of view. Firstly, in looking away at the beginning, person A may be withdrawing her attention from person B in order to concentrate on what she is going to say. When she approaches the end of her utterance, the subsequent action will depend largely upon how person B is behaving, necessitating person A to seek information about her interlocutor. Secondly, these changes in gaze function as signals to person B. In looking away at the beginning, person A signals that she is about to begin speaking, forestalling responses from person B. Similarly, in looking at person B towards the end of her utterance, she may signal that she is now ceasing to talk yet still has attention for him, effectively offering the floor to person B. So how do these findings hold in a multiparty situation? In one of the few (unpublished) studies on gaze behavior in groups, Weisbrod [9] found that subjects gazed over 70% of their speaking time, but only 47% of their listening time.
Kendon attributed this reversal of the pattern observed in dyadic studies to the need to make clear to whom one is speaking [3] . When addressing a group, the speaker cannot look at all individuals simultaneously. To avoid too large a drop in gaze per individual, the speaker would increase overall gaze. In order to verify these assumptions, we performed an experiment in which we compared time spent gazing at individuals spoken or listened to with time spent gazing at others in four-person group conversations. Our first hypothesis was:
HI "On average, significantly more time is spent gazing at the individual one listens or speaks to, than at others"
To make sure Hypothesis 1 would still hold in cases where visual attention is divided, we added a second hypothesis:
H2"On average, significantly more time is spent gazing at each person when addressing a group of three, than at others when addressing a single individual'"
M E T H O D S
Our experiment applied a within-subjects design in which all variables were measured, rather than controlled. 7 fourperson groups discussed current-affairs topics in face-to-face meetings. Subjects participated in four 8-minute sessions: one in which we recorded where they looked using a deskmounted eyetracker [4] , and three in which they were conversational partners only. We also registered spe_~h activity of each discussant. The location of the conversational partners' faces was determined by tracking subject fixations at the eyes of each partner before each session. We then fitted the largest possible non-overlapping circles around the mean locations of their eyes (see Figure  I ). During the session, subject fixations within a circle would register gaze for that partner. After each session, the tracked subject was asked to watch a video of the discussion to score whom she had spoken or listened to. When the subject thought she had been listening or speaking, she would press one or more keys on a keyboard indicating the person(s) she had listened or spoken to. Subjects were trained for this task using a pre-recorded video, and scores were corrected for response time (see [7] ).
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ANALYSIS AND RESULTS
Results were calculated over 24 sessions, with 5 female and 19 male subjects. Only the last 5 minutes of each session, were analyzed. We used automated analysis only, verified by human observers. A fuzzy algorithm analyzed the speech patterns of individuals to determine speaker turns (see [7] ). By combining this information with the subject's conversational attention scores, we could calculate, for each moment in time, not just whether the subject was listening or speaking, but also whom he was listening or speaking to. For each session and for each conversational partner, we then calculated the mean percentage of time in which the subject fixated his gaze within the facial region of that partner while (a) speaking to that partner, (b) listening to that partner or (c) speaking to all three. Resulting percentages where averaged across partners and subjects, and are presented in Table 1 . 
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DISCUSSION AND CONCLUSIONS
We can indeed consider gaze behavior to be a very good predictor of people's conversational attention. When someone is listening or speaking to individuals, there is a high probability that the persofi he looks at is the person he listens (88% chance) or speaks to (77% chance). Although levels of gaze per individual drop when addressing larger groups of three, each person still receives 1.7 times more gaze than could be expected had he not been addressed. This means that the user's eye gaze can form a reliable source of input for conversational systems that need to establish whether the user is speaking or listening to them.
APPLICATIONS: FRED, A N A T T E N T I V E A G E N T
We are currently working to implement our findings in FRED, a multi-agent conversational system that establishes where the user looks by means of a desk-mounted LC Technologies eyetracking system [4] . In FRED, multiple conversational agents can be embodied by means of 3D texture-mapped models of humanoid faces. Based on work by Waters [8] ~ muscle models are used for generating accurate 3D facial expressions. The system uses our SCHISMA speech recognition and production engine to converse with the user [5] . Each agent is capable of detecting whether the user is looking at it, and combines this information with speech data to determine when to speak or listen to the user, To help the user regulate conversations, agents generate gaze behavior as well. This is exemplified by Figure 2 . In this example, the agent speaking on the left is the focal point of the user's eye fixations. The right agent observes that the user is looking at the speaker, and signals it does not wish to interrupt by looking at the left agent, rather than the user.
