Using input-output (I-O) accounts provided by the U.S. Department of Commerce, this study investigates the aggregate relationships between the transportation and communications inputs demanded (directly and in total) by all industries in the U.S., and compares the results across time. We analyzed five pairs of Spearman correlations of transportation and communications demands (utilities, manufacturing, and overall) using the direct and total coefficient tables from the ten benchmark input-output years spanning 1947 to 1997. To correctly represent the overall economy-wide relationship, each industry (direct table) or commodity (total table) in the correlation was weighted proportionately to the monetary value of its contribution to the U.S.
Introduction
It is considered a widely desirable social goal to reduce traffic congestion, fuel consumption, and emissions. Since many public policies have been promulgated on the assumption that telecommunications will be a useful trip reduction instrument, investigation of the relationship between telecommunications, or information and communication technologies (ICT) , and travel has been a fertile area of research for several years. Numerous disaggregate and aggregate studies have been conducted, with mixed results regarding whether there is a substitutive or complementary relationship between telecommunications and travel. At the disaggregate level, empirical evaluations of several telecommuting programs (e.g. Quaid and Lagerberg 1992; Mokhtarian et al. 1995) seemed to support the substitution prospect. In the meantime, however, some scholars (e.g. Salomon 1985; Mokhtarian 1990 Mokhtarian , 2002 began to point out that substitution was not the only possible impact of telecommunications on transportation. In particular, it was argued that a very likely impact would be the generation of more travel, or complementarity. Mokhtarian and Meenakshisundaram (1999) suggest that the empirical findings in support of substitution may be a consequence of the short-term, disaggregate, narrow focus of the typical telecommuting (or other application) evaluation, and that when the focus is broadened to examine all communications across the entire population over a period of time, it is more likely that a complementarity effect will emerge.
Only a few aggregate studies have been conducted to date on this question. Selvanathan and Selvanathan (1994) examined three sectors of consumer demand, namely private transportation, public transportation, and communications, using a simultaneous equation system for consumer demand calibrated with annual consumption expenditures and population time series data for the United Kingdom and Australia. They found that all three sectors have pairwise relationships of substitution. On the other hand, a more elaborate replication of this approach (Choo et al. 2007, forthcoming) , using more recent data for the U.S., corroborated the finding of substitution at the most aggregate level of sector categorization, but identified predominantly complementary relationships at finer levels of category disaggregation. Mokhtarian (2005, 2007) explored the aggregate relationships between measures of telecommunications (local telephone calls, toll calls, and mobile phone subscribers) and travel (vehicle-miles traveled, transit passengers, and airline passenger-miles traveled) activities, using structural equation modeling of national time series data (comprising industrial as well as consumer activity) in the U.S. . They found that most significant causal relationships were complementary.
Most of the quantitative studies conducted to date, especially the disaggregate ones, have focused on the consumer demand for transportation and communications. Yet Plaut (1997) noted that in Europe, approximately two thirds of expenditures on transportation and communications services are made not by households but by industry. According to the 1992 benchmark inputoutput (I-O) accounts in the U.S., 57.2% of total expenditures on transportation utilities and 46.0% of total expenditures on communications utilities were for intermediate inputs by industries (while expenditures for personal consumption were 24.0% and 44.2%, respectively; the remaining expenditures were for other final uses such as capital investment, exports or governmental consumption). In 1997, the proportion of industrial uses had increased: 62.3% of expenditures on transportation utilities and 48.1% on communications utilities were for use by industries (with personal consumption at 22.8% and 43.2%, respectively). Thus, it is even more important to understand relationships between transportation and communications for industrythe focus of this study -than it is to do so for consumers.
Both substitution and complementarity effects are likely to occur for industry (see, e.g., Niles 1994 ). Substitution effects can arise when information or effective personal presence is conveyed using ICT (whether telephone, fax, e-mail, videoconferencing, remote sensing, or other product/service) in lieu of physical object delivery or passenger travel. The use of ICT to more efficiently manage travel can also lead to reductions. For example, the adoption of electronic data interchange (EDI) and other ICTs in support of just-in-time (JIT) supply chain strategies can improve shipping performance (Srinivasan et al. 1994) and reduce inventory costs (Wang and Seidmann 1995; Milgrom and Roberts 1988; Zhuang 1994) ; automatic identification technologies such as Global Positioning System (GPS) for tracking freight vehicles have resulted in fuel savings and reductions in deadheading time (McFarlane and Sheffi 2003) .
On the other hand, JIT manufacturing processes and the use of ICTs such as bar codes and radio frequency identification (RFID) tags in retail stocking have arguably increased travel with their emphasis on more frequent deliveries (Holmes 2001; Zhuang 1994) , in some cases reported to have noticeably increased local congestion (Shiomi et al. 1993 , cited in Moinzadeh et al. 1997 ). The complementarities inherent among "rapid mass data communications, production equipment with low setup, wastage, and retooling costs, flexible design technologies, product designs that use common inputs, very low levels of inventories …, and short production cycle times" (Milgrom and Roberts 1990, p. 526) presumably increase manufacturing efficiency, lower costs, and hence support the production of more goods, requiring more transportation (Milgrom et al. 1991) . And advanced information technologies have enabled the increasing globalization of commerce (Boudreau et al. 1998) , which has increased both the demand for goods and the distances over which they are transported.
As explained further in Section 3, in using input-output data to analyze communicationstravel relationships it is useful to distinguish two categories in each case: manufacturing (physical objects, such as phones, computers, and vehicles) and utilities (services, such as telephone service or trucking). Each transportation category (manufacturing and utilities) could be related to each communications category, for four possible combinations. Overall, eight types of relationships could occur, since each relationship could be either substitution or complementarity (if there is a significant relationship at all). Table 1 summarizes some examples of each of those eight potential types of relationships for industry. All of these relationships are plausible, and are likely to be occurring simultaneously. Thus, a given empirical result should be viewed as the net outcome of these counteracting influences, and it is reasonable to hypothesize that either substitution or complementarity might be the net outcome in any given case. It is also possible, of course, that an apparent "no relationship" result is actually the net outcome of both processes at work and approximately equally counteracting each other.
[ Table 1 1 Input-output analysis is an analytical framework and an economic tool to describe the interdependence of various industries in an economy. In the decades since Wassily Leontief (1936) introduced I-O analysis and conducted path-breaking research with it (Leontief 1951) , I-O analysis has become widely used as a quantitative model not only in planning processes (Sand 1988; Szymer 1986 ), but also in policy design (Baumol and Wolff 1994) .
to require large amounts of communication service inputs. 2 Later, Plaut (1999) investigated the relationship between communications and transportation in the countries of Israel (in 1988 ), Canada (in 1991 and the United States (year not clearly specified). Her findings include complementary relationships for all the countries analyzed in the paper, although the format of the I-O accounts is different since each country uses a different set of industry categories.
Hence, only one of these studies (Plaut 1999 ) examines (to some extent) the relationships for the case of the U.S., as part of an international comparison of Israel, Canada, U.S.A. and Europe.
However, her studies are restricted to one year rather than multiple years for the U.S., and which year is not specified. Further, the analysis focused only on the utilities sectors (i.e. services) of transportation and communications, whereas (as indicated above) relationships can also be expected with respect to the manufacturing sectors (i.e. goods) for those inputs. In addition, the correlation calculations gave equal weight to the inputs required by each industry, regardless of whether a given industry constitutes an enormous portion of the overall economy, or a tiny one.
Finally, with respect to the methodological approach, the study seems to be inconsistent (to some extent) in terms of comparing results across countries. Plaut reported only direct input-output coefficients for the U.S. while both direct and total I-O coefficients are reported for the other countries. And for most countries, Plaut uses the Spearman correlation as the indicator of the relationship between transportation and communications inputs, while the Pearson correlation is inexplicably used for the U.S. alone.
The major purpose of this paper is to investigate the aggregate relationships between transportation and communications as commodity inputs for each U.S. industry and industrial outputs of the final end-user demand for U.S. commodities, using input-output direct and total requirement coefficients, respectively, provided by the Bureau of Economic Analysis (BEA) of the U.S. Department of Commerce, and to compare the results across time. Since total requirement coefficients include amounts required indirectly as well as directly, the results of the total analysis might differ considerably from the direct requirements. + (iv)). Lastly, the economic contribution-based weight (ECBW), which is introduced in this study, is applied to each I-O coefficient of the corresponding industry and commodity. In other words, in calculating the correlation between transportation and communications requirement coefficients, every coefficient is weighted proportionally to the monetary value of the contribution of the output industry (for the direct analysis) and the demanded commodity (for the total analysis) to the U.S. economy.
The rest of this paper is organized as follows. The following section explains the application of input-output analysis to this study. Section 3 describes the collection and manipulation of data on the I-O accounts. Section 4 discusses the methodological approach, and the interpretation of the correlation coefficients, which constitute the heart of the analysis. Then, the empirical results are presented in Section 5. Finally, the concluding section briefly reviews the major results, discusses some limitations of the study, and proposes potential further research.
Methodological background

Concept of the input-output methodology
In the U.S., the input-output accounts are composed of five basic tables 3 . Here, we focus on tables 3 (the commodity-by-industry direct requirements matrix, or input coefficient matrix) and
where ij a is the i-jth input coefficient of the direct coefficient matrix, ij X is the monetary value of inputs from sector i directly demanded by sector j, and j X is the monetary value of the gross output of sector j. Thus, the i-jth coefficient represents the monetary value of inputs of commodity i that are required to produce a dollar of gross output in industry j.
Since the sum of the demand for industry sector i over all industry sectors j and final end user demand for sector i should be the same as the total output of industry i, it is represented as follows: (2), the input-output model can be described as follows:
In matrix form, equation (3) can be written: 
Therefore, letting A be the direct input coefficient matrix, F be the vector of final (end user) net industrial output demanded, and X be the column vector of gross industrial outputs, equation (5) in matrix form becomes X -AX = F, or (I -A)X = F, giving:
where I is the identity matrix.
The inverse matrix (I-A) -1 is called the "Leontief Inverse Matrix" or "Multiplier Matrix," and can be represented as follows: 
Thus, i X can be represented as
The above "Multiplier Matrix" is also known as the total coefficients matrix, which is constructed from the direct coefficients matrix A through matrix inversion. Equation (8) shows
is the dollar amount of commodity j contributing to the total output in industry sector i.
The total requirement coefficient ij λ constitutes the weight of the final demand for commodity j in computing the total output required in industry sector i, i.e. the dollar-valued change in output in industry sector i resulting from a unit (one dollar) change in the final demand for commodity j.
For example, if there is a unit (one dollar) change in the final demand for motor vehicles, it generates a dollar-valued change in output in required industries (steel, tires, and other components) which includes direct and indirect effects because there is an extended interaction in the process of production, i.e. each product used as inputs to motor vehicles will itself require assorted inputs to produce it. Specific examples and more detailed explanations can be found in Lee (in progress).
In the simplified discussion above, the input coefficients matrix is square. However, it is not square in actuality. For example, at the most aggregate level of industry categorization, the use DOC 1998) , and this study uses those tables.
Application of input-output analysis to this study
In this study, the direct and total coefficients matrices A and Λ are used to analyze the relationship between transportation and communications, as commodity inputs for each industry (for the direct analysis) and as industry outputs to the final demand for each commodity (for the total analysis). We conduct a cross-sectional analysis for each time period, and then compare results across the 10 benchmark years.
For the direct analysis, let Tjt A be the direct input coefficient of transportation for output industry j in year t, and similarly for Cjt A for communications. "T" and "C" are generic indicators referring to transportation and communications; in application they could refer to transportation or communications utilities, manufacturing, or both combined. The subscript "j" ranges over all industry sectors, e.g. 94 industries in 1992 -including, based on the nine toplevel industries, agriculture, forestry, and fisheries (#1), mining (#2), construction (#3), manufacturing (#4), transportation, communications, and utilities (#5), wholesale and retail 4 "Noncomparable imports include imported services that are not commercially produced in the United States, and goods and services that are produced abroad and used abroad by U.S. residents" (Planting and Kuhbach 2001, p. 51) . 5 "Scrap is a secondary product of many industries, and used goods are sales and purchases typically between final users. Industry output is zero because there is no primary producing industry" (Planting and Kuhbach 2001, p. 51) . 6 "The commodity entries include adjustments among personal consumption expenditures (PCE) and government expenditures to eliminate counting the expenditures by foreign residents in both exports and PCE or government expenditures" (Planting and Kuhbach 2001, p. 51) .
trades (#6), finance, insurance, and real estate (#7), services (#8), and special industries (#9).
Thus, Tjt A is the dollar value of transportation required to produce one dollar of output of industry j in year t. As shown in Figure Thus, the basic indicator of interest to the direct analysis is:
where t Corr means correlation across industries j for year t..
For the total analysis, the question of interest is, when commodity j's total requirement for transportation outputs in year t (λ Tjt ) is high, does its total requirement for communications outputs in year t (λ Cjt ) also tend to be high (complementarity: positive correlation)? Put more simply, when a lot of transportation is required to deliver a dollar of commodity j to final end users, does a lot of communications also tend to be required? Or when the requirement for one is high, does the other tend to be low (substitution: negative correlation)? Therefore the basic indicator of interest to the total analysis is:
where λ T . t is the total requirement coefficients vector for the transportation industry across commodities j for year t, λ C . t is the total requirement coefficients vector for the communications industry across commodities j for year t, and t Corr means the correlation coefficient of T and C for year t, across commodities j. As schematically illustrated in Figure 1b , this quantity is obtained by computing the correlation of the T and C row vectors of the industry-by-commodity total requirements matrix.
Data collection and manipulation
Data Collection
There are two types of input-output matrices for the U.S. economy: benchmark and annual
accounts. An annual table is an updated version of a previous benchmark table, using the current year data for output, which is published at a less detailed level. The benchmark I-O accounts are published essentially every 5 years, with the annual accounts filling in the remaining years (U.S.
DOC 1998). Due to their obvious superiority, we restricted this study to the benchmark tables. 1947, 1958, 1963, 1967, 1972, 1977, 1982, 1987, 1992, and 1997 
Data Manipulation
Classification of Industries
The input-output accounts can be classified into nine top-level industry categories, as noted in Section 2.2. Among those categories, this study focuses on demands for the manufacturing sector (#4) and the transportation, communications, and utilities sector (#5), which have transportation and communications components. Figure 2 shows the nine major industry categories, followed by the subcategories defined for our purposes. The manufacturing sector (#4) is divided into three categories (#10, #11 and #12 in our sequential numbering system): #10 [ Figure 2 goes about here]
Selected Industry Categories for Analyses
The direct and total requirement coefficients are manipulated to compute the correlation coefficients across all industries, among five pairs of the following six selected categories 8 :
• Selected Category #10: All Transportation Manufacturing (16+17+18+19+20);
• Selected Category #11: All Communications Manufacturing (21+22);
• Selected Category #13: All Transportation Utilities (23+24+25+26+27) 9 ;
• Selected Category #14: All Communications Utilities (28+29);
• Selected Category #30: All Transportation Manufacturing and Utilities (10+13); and
• Selected Category #31: All Communications Manufacturing and Utilities (11+14).
7 In 1997, the classification of industries was changed to a format based on the North American Industry Classification System (NAICS). Prior to that year, the Standard Industrial Classification (SIC) system was used as the basis. For this study, we modified the NAICS to make it as consistent as possible with the SIC system of previous benchmark years. 8 We considered including the industry category titled "Computer and Data Processing Services" (SIC 737) as one of our communications-related categories in the analysis. But we chose not to do so, for three reasons. First, that category lies in an entirely different top-level industry group (#8, services) than do the others we analyze (#4, manufacturing and #5, utilities). Second, the SIC 737 category is not uniform across the 10 benchmark tables (only available as a sub-category under "Business and Professional Services, except Medical" (industry #73) in 1972 1977, and 1982) . Third, correlation analyses (on the most disaggregate case) defining "Communications Utilities" (#14, see Table 2 ) to include industry #73A do not show very different results compared to the original ones. 9 This category consists of for-hire transportation services that are offered by transportation companies (e.g. railroads, trucking companies, and air carriers) to industries. However, transportation services are also rendered in-house (own-account), and in the benchmark I-O accounts these are included under the own-industry inputs demanded by either the sending or the receiving industry, not individually classified (US DOT 1999). To provide a more comprehensive measure of the requirement for transportation services (both for-hire and in-house), 
Methodological approach and interpretation of correlation coefficients
Saunders et al. (1994) indicated that using input-output analysis to identify the relationship between telecommunications and economic activity might have a potential problem: the lack of proper weighting according to the proportions of total communications consumption by each industrial sector (e.g., although the service and agriculture sectors consume 50% and 1% of all communications services, respectively, both sectors weighted equally in the analysis). We agree with the implication that sectors should not be weighted equally in the analysis, but in our context, it seems more appropriate to weight each sector based on its overall contribution to the economy rather than its relative consumption of communication or transportation services or manufacturing.
Thus, before computing the correlation coefficients, we apply an Economic ContributionBased Weight (ECBW) to weight each industry according to its monetary contribution to total industry output (for the direct analysis), and to weight each commodity by its contribution to total commodity demand (for the total analysis). The initial weighting factor for each industry j and commodity j (for direct and total, respectively), IECBW j , is as follows:
where j = industry (for the direct analysis) or commodity (for the total analysis) index; X j = total value of production of industry j (jth row-sum of the make table) for the direct analysis, or total value of production of commodity j (jth column-sum of the make table) for the total analysis; and J = number of industries (for the direct analysis) or number of commodities (for the total analysis) contributing non-zero production to the economy.
Since the weights are required to be integers, the IECBW j is rounded to the nearest integer to create the ECBW j , and the j-th case is replicated ECBW j times in computing the correlation 10 .
Since the input-output coefficients are not normally-distributed, we use the Spearman rank-order correlation rather than the Pearson correlation in this analysis. In our context, the equation for the Spearman rank correlation is
where R jC is the rank of the jth element of the vector A C . t or λ C . t , R jT is the rank of the jth R is the mean of the ranks jT R . In the Spearman correlation analysis, the smallest value in the vector gets rank #1, and the largest value in the vector gets rank #J.
The interpretation of the Spearman correlation coefficient is similar to that of the Pearson coefficient, except based on ranks rather than the original values: if, when R jC is above average (R jC > C R ), jT R tends to be as well (or if when jC R is below average, jT R tends to be as well), the numerator and hence r s will be positive. Conversely, if, when R jC tends to be above average jT R tends to be below average, then the numerator and hence r s will be negative. Thus, if the correlation coefficient is positive, it implies that the relationship between the two categories is complementarity because the two outputs tend to be used (or not to be used) together. On the other hand, if a correlation coefficient is negative, it means the relationship between the two inputs is substitution: industries that require more of the one tend to require less of the other. between transportation and communications. With respect to the significance, we take a p-value less than or equal to 0.2 as indicating a statistically significant relationship. Although this is a more relaxed criterion than usual, it is still within the bounds of acceptable practice. For example, in the context of estimating the coefficients of discrete choice models, a t-statistic cutoff of 1.0 (in magnitude) or higher has been recommended (Horowitz et al. 1986 ), which roughly corresponds to a p-value of 0.3. In the context of ordinary least squares regression, it is noted that a t-statistic of 1.0 corresponds to the breakeven point at which the addition or deletion of a variable with that t-value does not change the adjusted R 2 of the model (Greene 2003) . Thus, our standard of 0.2 still gives an overwhelming (80%) probability of being right when the null hypothesis of no correlation is rejected, and allows us more readily to see broad patterns in the data. As shown in Table 2 , using a more conventional 0.1 standard does not change the qualitative nature of the results.
Results
Figure 3 exhibits the 100 correlation coefficients based on the direct and total requirements tables (five pairs for each of 10 benchmark years, for direct and total), together with their significance values. Table 2 summarizes the numbers of significant positive and negative correlation coefficients under the 0.2 and 0.1 standards of significance. Interestingly, Table 2 leaves the impression that the dominant impact is substitution (with the manufacturing pair constituting a notable exception), while Figure 3 shows that in recent years for all pairs, complementarity is the most frequent outcome (when the coefficient is significant at all). We discuss each set of results in turn.
[ Figure 3 and Table 2 go about here]
Direct Analysis
Turning first to the correlation analysis using the direct coefficients, we immediately see 
Total Analysis
With respect to the total coefficients, we observe basically two different patterns in the correlations In the remaining sub-pattern, the sign change occurs between 1982 and 1987 (giving seven benchmark years of substitution, followed by three periods of complementarity), for transportation manufacturing and communications utilities (10×14), the utilities pair (13×14), and transportation and communications overall (30×31). Although many of the coefficients are not statistically significant, and in particular none of those in the complementarity run are significant for 10×14 and 13×14, the consistency of the sign pattern both within and across pairs suggests that the pattern is meaningful, and not just reflecting random fluctuation around zero.
The pattern for the transportation and communications overall pair (30×31) is, loosely speaking, a composite of those for the other four pairs. Since those four pairs often show both substitution and complementarity effects in any given benchmark year, it is not surprising that they tend to cancel out in the composite, with the result that half of the correlations for the overall pair are insignificant. Starting in 1977, we see a significant negative correlation, followed by an insignificant correlation in 1982 at the switchover point to the significant positive ones in the final three periods. The latter result is not surprising in view of the fact that all four of the constituent patterns exhibit positive correlations (albeit significant only for two of the four pairs) for those final three periods.
Thus, the results for the total coefficients bear some rough similarities to the results using the direct coefficients. In the total case, however, three pairs (10×11 13×11, and 30×31) out of five present strongly positive and statistically significant correlations for the last three periods (and the other two pairs present positive but insignificant results for the same periods). Thus, in recent times we tend to observe stronger complementarity between communications and transportation based on the total requirements for these industry outputs, compared to the direct requirements only.
11
11 As mentioned in footnote 9 describing the transportation satellite accounts (TSAs), we also conducted the correlation analyses using the direct and total TSAs of 1992. Comparing the direct results using the TSAs to our results using the benchmark accounts, we see stronger complementarity for the TSAs, with more significant values for the "all" pair (30×31). The transportation utilities and communications manufacturing pair (13×11) shows a sign change from negative to positive (though small in magnitude in both cases), and the utilities pair (13×14) exhibits an increased magnitude of correlation and significance level (p = .114) -showing stronger complementarity. For the remaining two pairs (10×11 and 10×14), the results from the benchmark I-O accounts and the TSAs show similar complementarity (though slightly weaker for the TSAs). With respect to the total results using the TSAs, the relationship is uniformly complementarity across all pairs, with correlations that are quite similar to those of the
Conclusions and directions for further research
This study analyzed the relationships between transportation and communications as commodity inputs for each U.S. industry, and as industrial outputs to the final end-user demand for U.S.
commodities, using input-output analysis (Leontief 1936) . We used the direct and total coefficients matrices in the input-output accounts, where the total matrix takes into account not only outputs that are directly required by a given commodity, but also those that are indirectly required through their role in producing other outputs to a given commodity. We produced Spearman correlations between transportation and communications for each of 10 benchmark years (1947, 1958, 1963, 1967, 1972, 1977, 1982, 1987, 1992, and 1997) , and we compared results across time based on five sets of correlations between transportation and communications (manufacturing, utilities, and total). To the address the problem of the lack of proper weighting noted by Saunders et al. (1994) , we applied economic contribution-based weights 12 in computing the correlations, so that each industry (for the direct analysis) and commodity (for the total A reviewer suggested that the benchmark results might underestimate a complementarity effect, due to the omission of in-house transportation expenditures from the transportation utilities category. That is clearly true for the direct results, where the two correlations involving transportation utilities (category #13, the one most directly affected by the separate identification of in-house transportation) increase the most for the TSAs compared to the benchmark accounts. The total results are more mixed, but in any case the qualitative finding of the predominance of complementarity in 1992 is similar for both sets of accounts. 12 The results are substantively different for the unweighted correlation analysis, more strongly supporting a substitution relationship. Specifically, there are a few more significant negative correlations (18) in the unweighted analysis than in the weighted analysis (15), and considerably fewer significant positive correlations (6) in the unweighted analysis than in the weighted analysis (15). In the unweighted analysis, the correlations for the 10x14 13x14, and 30x31 pairs are all negative or essentially zero, and for the 13x11 pair, only the final-year (1997) correlation is positive (and significant). For the 10x11 pair, however, five of the 10 correlations are significantly positive (the final year and the four benchmark years within [1958] [1959] [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] , and only one (1982) is significantly negative. So the dominant complementarity between transportation and communications manufacturing is a robust result, occurring for both weighted and unweighted analyses of our data as well as in Plaut's analysis of similar categories.
For the rest, we believe that the weighted results are more credible, since they more appropriately reflect the contribution of each commodity to overall economic output. The reversal in dominant direction of correlation between the two results suggests that smaller industries (which receive weight equal to larger industries in the unweighted results) have a greater tendency to use transportation and communications as substitutes than do larger industries. To the extent that smaller industry sectors tend to have smaller firms, one explanation might be that smaller firms are more resource-constrained and also more institutionally nimble than larger ones, so that they are both more motivated to seek, and better able to adopt, the substitution of communications for travel as a cost-saving measure. The correlation between industry size (measured by economic contribution) and firm size within industry is in the expected direction (larger industry sectors tend to have larger firms), though not statistically significant. analysis) was weighted proportionally to its contribution to total industrial outputs and commodity demands, respectively.
We found a mix of complementary and substitutive relationships among both direct and total results over the study period, as shown in Figure 3 and Table 2 . In the analysis using the direct coefficients, however, there are intriguing indications of a possible structural change from substitution to complementarity for the utilities pair (13×14), transportation utilities and communications manufacturing pair (13×11), and "all" pair (30×31), beginning around 1987 in the analysis using the direct coefficients. With respect to the analysis using the total coefficients, we observed two temporal patterns among the five pairs of correlations -one showing complementarity across all 10 benchmark years (the manufacturing pair) and one showing a change of sign from substitution to complementarity (the remaining four pairs). This sign change occurred from 1967 to 1972 for the transportation utilities and communications manufacturing pair, and between 1982 and 1987 for the other three pairs. Thus, the most recent indications for all five sets of total coefficients are of complementarity. Although (as discussed in Section 1 and Table 1 ) we can speculate on some potential reasons for these structural changes in industrial relationships between communications and transportation (e.g. ICT facilitating decentralization at scales from local to global, the adoption of new ICT products and services such as JIT, EDI, GPS, RFID, and so on), more investigation is needed to determine which are the most plausible.
There are two main limitations of this study. First, as Saunders et al. (1994) point out, input coefficients are based on monetary values (dollars of input) rather than on activity levels per se (e.g. vehicle-miles traveled, or hours of Internet connection). Thus, the relationships observed using a monetary basis may differ substantially from those based on measures of actual activity.
For example, requiring $x of output from industry i (say transportation) to meet one dollar of the final end-user demand for commodity j, does not say anything directly about the level of activity (say vehicle-miles traveled) involved for industry i. The interest of transportation planners, however, often lies more in measures of actual transportation activity (e.g. physical traffic flows on the network) than in economic measures. Since the price per unit of activity changes over time, just considering monetary expenditures can be misleading. For example, if the unit price of communications is falling relative to that of transportation, if an industry spends the same amounts of money on communications and transportation inputs over time, that industry would be acquiring gradually higher quantities of communications (on an activity-unit basis) than of transportation. On the other hand, as mentioned in the Introduction, Mokhtarian (2005, 2007) have investigated the aggregate relationships between telecommunications and travel activities (finding clear evidence that complementarity is the dominant effect). Given that, it is also valuable to explore the relationships between transportation and communications from a macroeconomic point of view, since monetary flows are also of interest, to economists and others.
Second, the Spearman correlation is just a measure of association, and does not identify true causality. In other words, just knowing that the amounts of communications and transportation outputs required for final end-user demand tend to be high or low together, does not address whether one actually causes the need for the other, or whether there is some third variable operating more or less separately on both. Further, since the analysis for each benchmark year is cross-sectional, we are only capturing patterns of relationships across industries -we do not really know (for example) how the use of communications would change for a given industry if its use of transportation increased. In any case, though, examining such relationships is of interest, and significant correlations can be at least a precursor to establishing causality.
Furthermore, since, as we have seen (Table 1) , there are a number of ways in which a causal relationship could conceivably occur, we can expect the observed relationships to have at least some causal foundations. Hence, despite these limitations, we are convinced that this study provides useful insight into the changing relationships between communications and transportation in U.S. industry. In particular, these data suggest that it is not realistic in modern times to expect communications to substitute for travel, at least in the industrial context, which constitutes a sizable proportion of the total demand for communications and transportation. Finally, to move beyond the currently cross-sectional analysis as discussed above, it would be of interest to analyze industry-and commodity-specific correlations taken across time (underway in Lee, in progress), rather than the time-specific correlations taken across industries and commodities that were the subject of the present paper. It is possible to calculate Spearman correlations across time for each industry and commodity in the direct and total coefficients matrices, respectively, i.e. correlations over t between A Tjt and A Cjt (using the direct coefficients matrix), or between λ Tjt and λ Cjt (using the total coefficients matrix) for each j. In analyzing these industry-and commodity-specific correlations, a price index to obtain constant dollars (e.g. the Producer Price Index) should be applied to each year because the input-output coefficients are developed based on current monetary values 13 . Converting input-output coefficients from "current" dollars to "constant" ones is important because using current dollars could mask substantial changes over time in the relative buying power for each input. The results would show how the relationships between transportation and communications differ across industries and commodities. 13 The ideal approach in analyzing industry-specific correlations across time would be to apply an industry-specific price index to each I-O coefficient. 
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