We show that the emptiness problem for two-way nondeterministic finite automata augmented with one reversal-bounded counter (i.e., the counter alternates between nondecreasing and nonincreasing modes a fixed number of times) operating on bounded languages (i.e., subsets of
Introduction
Automata theory tries to answer questions concerning the relationship between formal languages and automata that recognize the languages. A fundamental decision question concerning any class of language recognizers is whether the emptiness problem (for the class) is decidable, i.e., whether there exists an algorithm to decide the following question: given an arbitrary machine in the class, is the language accepted by empty? Decidability of emptiness could lead to the decidability of other questions such as containment, equivalence, etc.
The simplest recognizers are the finite automata. It is well-known that all the different varieties of finite automata (one-way, two-way, etc.) are effectively equivalent, and the class has a decidable emptiness problem. When the two-way finite automaton is augmented with a storage device, such as a counter, a pushdown stack or a Turing machine tape, emptiness becomes undecidable (no algorithms exist). In fact, it follows from a result in [12] that the emptiness problem is undecidable for two-way finite automata augmented with one counter (even on a unary input alphabet). If one restricts the machines to make only a finite number of turns on the input tape, the emptiness problem is still undecidable, even for the case when the input head makes only one turn [5] . However, for such machines with one-way input, the emptiness problem is decidable, since they are simply pushdown automata with a unary stack alphabet.
Restricting the operation of the counter in a two-way one-counter machine makes the emptiness problem decidable for some classes. For example, it has been shown that emptiness is decidable for two-way counter machines whose input head is finite-crossing (i.e., for all inputs, the number of times the input head crosses the boundary between any two adjacent cells is bounded by a fixed number) and whose counter is reversal-bounded (i.e., the number of alternations between nondecreasing mode and nonincreasing mode is bounded by a fixed number, independent of the input) [5] . Interestingly, when the two-way input is unrestricted but the counter is reversal-bounded, emptiness is decidable when the machine is deterministic and accepts a bounded language (i.e., a subset of to the system of equations was carried out in one step, in our proof for the nondeterministic case, we use an intermediate machine model, called two-phase programs. At present, we are not able to generalize this result to the case when the input to the machine does not come from a bounded language. We note that when the machines are augmented with two reversalbounded counters, emptiness is undecidable, even when the machines are deterministic and accept only bounded languages [5] .
The rest of this paper is organized as follows. In Section 2, we introduce some known results on reversal-bounded counters and number theory. These results are used in the proof of our main theorem. In Section 3, we show a decidable class of Diophantine systems of degree 2.
The Diophantine systems are used in Section 4 to establish that a class of simple programs has a decidable emptiness problem. The main theorem follows in Section 5 by reducing it to the simple programs. Section 6 compares the computing capabilities of nondeterministic and deterministic two-way one-counter machines with one reversal-bounded counter. Section 7 is a brief conclusion.
Preliminaries
Let be a nonnegative integer. A -counter machine is a two-way nondeterministic finite automaton with input endmarkers (two-way NFA) augmented with counters, each of which can be incremented by 1, decremented by 1, and tested for zero. We assume, w. A language is strictly bounded over
. A straightforward argument shows that a machine of any type studied in this paper accepts a nonempty bounded language if and only if there is another machine of the same type that accepts a nonempty strictly bounded language. So when dealing with the emptiness question for machines over bounded languages, we need only handle the case when the machines accept strictly bounded languages. For convenience we will simple use the term bounded language. There are other equivalent definitions of "boundedness" that we will use in the paper. We will need the following results. [7] , (b) 2NCM( ) over a unary alphabet (i.e., over a bounded language on one symbol) [7] , and (c) finite-crossing 2NCM( ) for every [3, 5] .
Theorem 2.1 The emptiness problem is decidable for the following classes: (a) 2DCM(1)
Next, we recall the definitions of (semi)linear sets and their connection to counter machines. Let 
such that the set of nonnegative integer solutions of is exactly v . It is known that v is a semilinear set iff v is Presburger-definable [2] . One may already notice that, for the purpose of this paper, we define a Presburger formula only over nonnegative integer variables (instead of integer variables). 
Let
. In 1992, R. Kannan [8] showed that for any fixed w there is an algorithm in polynomial time to compute
. In 1996, J. L. Ramirez-Alfonsin [13] proved that the Frobenius problem is NP-hard.
The main theorem of the paper is that the emptiness problem for 2NCM(1) over bounded languages is decidable. The next three sections constitute the entire proof. We first investigate a class of decidable Diophantine systems of degree 2 in Section 3. Then, we show that the emptiness problem for so-called "two-phase programs" is decidable in Section 4. The main theorem follows in Section 5 by reducing the emptiness problem for 2NCM(1) over bounded languages to the emptiness problem for two-phase programs.
A Decidable Class of Diophantine Systems of Degree 2
It is well-known that, in general, it is undecidable to determine if a Diophantine system of degree 2 (i.e., a finite set of Diophantine equations of degree 2) has a nonnegative integral solution [11] . In this section, we exhibit a nontrivial decidable class of Diophantine systems of degree 2. We will use this result later. 
and
Let be a predicate on nonnegative integer -tuples satisfying, for all nonnegative integers
¦ is true iff the conjunction of (1) and (2) has a nonnegative integer solution for
The following lemma states that is effectively l -definable; i.e., a l -formula defining can be computed from the description of (1) and (2) . The proof uses Theorem 2.4 and Theorem 2.3.
Proof. We will construct the l -formula that defines
as required. Inequalities (1) and (2) can be rewritten into the following equations by introducing new nonnegative integer variables
Observe that, for all nonnegative integers
iff the equation system of (3,4,5,6) has a nonnegative integer solution for
. Clearly, since there are only finitely many choices for
, it suffices for us to show that ) is l -definable. We have the following two cases to consider.
We claim that, Claim 1. For all nonnegative integers
, ¥¦
for the system of (7,8,9,10).
The only-if part is obvious. To show the if-part, let
¦ be any given nonnegative integers satisfying 5 7 ) . Suppose that
constitutes a nonnegative integer solution to (7, 8, 9, 10) for the given
We are going to argue that the system of (3,4,5,6), for the given values of
, has a nonnegative integer solution for
. Consider 
has a nonnegative solution for
and therefore, ¥ and be also fixed. We use
to denote a solution to (11) and (12) . Let
, the other formulas of (8), (9) and (10) , then we are done since (7) is now
which is l -definable. If otherwise, we write
. This process can be continued until all the elements
are enumerated. Eventually, (7) can be written into the following conjunction
which is l -definable. Notice that, in above, we introduce new variables
. Hence, the system of (7, 8, 9, 10) is l -definable.
Case 2. At least one of
, then we replace (7) with d ¥ § (since the left-hand side of (3) ¥ § for (7)) is simply a linear constraint over
and thus is l -definable. After the replacement, Claim 1 in Case 1 is still true, by using a similar (and easier) proof. Completely analogous to the usage of Theorem 2.3 in showing Claim 2 of Case 1, we may conclude that )
This completes the proof of Lemma 3.1.
Two-Phase Programs
In In the program, the input nonnegative integer variables do not change values during computation; i.e., they are parameterized constants. Each increment made on the counter satisfies some Presburger constraint in two variables; e.g., . A two-phase program models some one counter system where the counter starts from 0 and, after a number of increments followed by a number of decrements, moves back to 0. In ¢ ¡ , the positive program models the increasing phase and the negative program models the decreasing phase (but the counter in the negative program is always increasing). Therefore, we need further argue whether the total increments made by the positive program equals the total increments made by the negative program. The main result of this section is that the tuple language accepted by a two-phase program Proof. The theorem states that the tuple language accepted by a two-phase program
The following four arguments will establish that we need only consider a special class of two-phase programs in showing (14). . Substituting these generators in (17) and (18) and re-organizing the terms into the form of (1) and (2). From Lemma 3.1,
Consider a finite set of two-phase programs 
2NCM(1) over Bounded Languages
Before we discuss 2NCM(1, ¡ ), we first look at a property of a 2NCM(1,0) over a unary input (i.e., a two-way NFA with a unary input tape augmented with a nondecreasing (i.e., monotonic) counter). The input is in the form of ¢ " # " # " . The left-radius (resp. right-radius) of the loop is the distance between and the leftmost (resp. rightmost) input cell scanned during the loop. The length of the loop is the number of increments made on the loop. Since the input has endmarkers, the left-radius (resp. right-radius) cannot exceed the distance between cell and the left endmarker (resp. right endmarker). can be accepted by a pushdown automaton. The automaton, starting from state ¡ , simulates g : it pushes (resp. pops) a symbol whenever ! g moves to the right (resp. left). The automaton reads its own input (the unary encoding of a length) whenever We divide the input (with 
Now, we modify

¡
) and 2DCM(1) represents its deterministic version. Here, we compare their accepting capabilities for two cases: (1) when the inputs are bounded, and (2) when the inputs are unrestricted.
Bounded Inputs
Currently, it is open whether the classes 2NCM(1) and 2DCM(1) are equivalent over bounded languages. We believe that this is unlikely, even though over bounded languages, a finitecrossing 2NCM( ) can be converted to a finite-crossing 2DCM( ) for any [5] . We use 2NCM (1) Proof. From Theorem 5.3, the bounded language accepted by a 2NCM(1) is l -definable. Since a tuple language definable by a ground formula in l can be accepted by a 2DCM(1) (a 2DCM(1) can check divisibility), the result follows.
We use 2NCM(1)=£ 2DCM(1) to stand for the following statement: for any 2DCM(1) with w -bounded input, there exists a 2NCM(1) such that, for any (1) , then a bounded language is l -definable iff it is accepted by a 2NCM (1) .
Next consider the following decision question:
Given: An equation using a rule in d .
The following result was shown in [6] . 
Conclusions
We showed that the emptiness problem for two-way nondeterministic finite automata augmented with one reversal-bounded counter operating on bounded languages is decidable, resolving a problem left open in [4, 7] . The proof was a rather involved reduction to the solution of a special class of Diophantine systems of degree 2 via a class of programs called two-phase programs.
