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Abstract
We show the existence of a nodal solution with two nodal domains for a generalized
Kirchhoff equation of the type
−M
(∫
Ω
Φ(|∇u|)dx
)
∆Φu = f(u) in Ω, u = 0 on ∂Ω,
where Ω is a bounded domain in RN , M is a general C1 class function, f is a
superlinear C1 class function with subcritical growth, Φ is defined for t ∈ R by setting
Φ(t) =
∫ |t|
0
φ(s)sds, ∆Φ is the operator ∆Φu := div(φ(|∇u|)∇u). The proof is based
on a minimization argument and a quantitative deformation lemma.
1 Introduction
In this paper we study the existence of a nodal solution with two nodal domains for the
following problem
(P )

−M
(∫
Ω
Φ(|∇u|)dx
)
∆Φu = f(u) in Ω,
u+ 6= 0 and u− 6= 0 in Ω,
u = 0 on ∂Ω,
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where Ω ⊂ RN is a smooth bounded domain and
u+(x) = max{u(x), 0} and u−(x) = min{u(x), 0}, for all x ∈ Ω.
Notice that, in this case, u = u+ + u− and |u| = u+ − u−. We looking for solution with
exactly two nodal domains. Problem (P ) with φ(t) = 2, that is,
(∗)
 −M
(∫
Ω
| ∇u |2 dx
)
∆u = f(u) in Ω,
u ∈ H10 (Ω)
is called Kirchhoff type because of the presence of the term M
(∫
Ω
|∇u|2dx
)
. Indeed, this
operator appears in the Kirchhoff equation, which arises in nonlinear vibrations, namely
utt −M
(∫
Ω
|∇u|2dx
)
∆u = g(x, u) in Ω× (0, T )
u = 0 on ∂Ω× (0, T )
u(x, 0) = u0(x) , ut(x, 0) = u1(x).
The reader may consult [2], [3], [24], [39] and the references therein, for more physical
motivation on Kirchhoff problem.
Before stating our main results, we need the following hypotheses on the function M .
The function M : R+ → R+ is C
1 class and satisfies the following conditions:
(M1) The function M is increasing and 0 < M(0) =: σ0.
(M2) The function t 7→
M(t)
t
is decreasing.
A typical example of function verifying the assumptions (M1)− (M2) is given by
M(t) = m0 + bt, where m0 > 0 and b > 0.
This is the example that was considered in [33], [40], [41], [44] and [50]. More generally,
each function of the form
M(t) = m0 + bt+
k∑
i=1
bit
γi
with bi ≥ 0 and γi ∈ (0, 1) for all i ∈ {1, 2, . . . , k} verifies the hypotheses (M1)− (M2). An
another example is M(t) = m0 + ln(1 + t).
The hypotheses on the function φ : (0,+∞)→ (0,+∞) of C1 class are the following:
(φ1) For all t > 0,
φ(t) > 0 and (φ(t)t)′ > 0.
2
(φ2) There exist l ∈ (
N
2 , N), l < m < min{
l∗
2 , N}, where l
∗ =
lN
(N − l)
such that
l ≤
φ(t)t2
Φ(t)
≤ m,
for t > 0, where Φ(t) =
∫ |t|
0
φ(s)sds.
(φ3) For all t > 0,
l − 1 ≤
(φ(t)t)′t
φ(t)t
≤ m− 1.
We assume that the function f is C1 class and satisfies
(f1)
lim
|t|→0+
f(t)
φ(t)t
= 0
and
(f2)
lim
|t|→∞
f(t)
φ∗(t)t
= 0.
(f3) There is θ ∈ (2m, l∗) such that
0 < θF (t) ≤ f(t)t, ∀|t| > 0, where F (t) =
∫ t
0
f(s)ds.
(f4) The map
t 7→
f(t)
t2m−1
is increasing in |t| > 0.
The main result of this paper is:
Theorem 1.1 Suppose that (M1)− (M2), (φ1)− (φ3) (f1)− (f4) hold. Then problem (P )
possesses a least energy nodal solution, which has precisely two nodal domains.
In the last years, many authors show the existence and/or multiplicity of nontrivial
solutions for the problem (∗), as can be seen [4], [8], [14], [16], [17], [18], [23], [24], [25], [26],
[32], [34], [35], [36], [37], [43], [46], [47], [48] and reference therein.
Only the articles [27], [40], [41], [44] and [50] consider solutions that change sign (nodal
solution) for the Kirchhoff problem. In [40], [41], [44] and [50] the authors show the existence
of solutions which change sign consideringM(t) = a+bt for some positive constants a, b. In
[50] the authors showed the existence of the sign changing solutions to the problem (∗) for
the cases 4-sublinear, asymptotically 4-linear and 4-superlinear. In that paper the authors
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use variational methods and invariant sets of descent flow. In [40] the authors showed the
same result found in [50] without considering the Ambrosetti-Rabinowitz condition. In [41]
the authors study the result found in [50] considering now the case asymptotically 3-linear.
In [27] and [44] the authors show the existence of nodal solution using a minimization
argument and a quantitative deformation lemma. In [27] the function M was more general
that included the case M(t) = a+ bt.
The generalized Kirchhoff problem, that is, Kirchhoff problem in Orlicz-Sobolev spaces,
was studied in [19], [28] and [29] using Genus theory in order to show a multiplicity result.
In [20] the author used the Mountain Pass Theorem to show the existence result. In [21]
the author used the Ricceri’s three points critical result to show multiplicity result.
In this work we completes the results found in [19], [20], [21], [28], [29] and extend the
studies found in [27], [40], [41], [44] and [50] in the following sense:
a) Unlike [19], [20], [21], [28], [29], we show the existence of a nodal solution for a generalized
Kirchhoff problem.
b) Since we work in Orlicz-Sobolev spaces, some estimates were necessary, as for example,
Lemma 3.4 and some results were more delicate, as for example, Lemma 3.5.
c) This result is new even in the case M ≡ 1.
d) Problem (Pα) possesses more complicated nonlinearities, as for example:
(i) Φ(t) = tp0 + tp1 , 1 < p0 < p1 < N and p1 ∈ (p0, p∗0), for N ≥ 2.
(ii) Φ(t) = (1 + t2)γ − 1 for γ ∈ (1, 3) and N = 3.
(iii) Φ(t) = tplog(tq + 1), with p ∈ (N2 , N), q ∈ (0,min{
p
N−p , N − p}) and N ≥ 3.
The paper is organized as follows. In the next section we give a brief review on Orlicz-
Sobolev spaces. In section 3 we give the variational framework and we prove some technical
lemmas. In the section 4 we prove Theorem 1.1.
2 A brief review on Orlicz-Sobolev spaces
Let ϕ be a real-valued function defined in [0,∞) and having the following properties:
a) ϕ(0) = 0, ϕ(t) > 0 if t > 0 and lim
t→∞
ϕ(t) =∞.
b) ϕ is nondecreasing, that is, s > t implies ϕ(s) ≥ ϕ(t).
c) ϕ is right continuous, that is, lim
s→t+
ϕ(s) = ϕ(t).
Then, the real-valued function Φ defined on R by
Φ(t) =
∫ |t|
0
ϕ(s) ds
is called an N-function. For an N-function Φ and an open set Ω ⊆ RN , the Orlicz space
LΦ(Ω) is defined (see [1] or [31]). When Φ satisfies ∆2-condition, that is, when there are
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t0 ≥ 0 and K > 0 such that Φ(2t) ≤ KΦ(t), for all t ≥ t0, the space LΦ(Ω) is the vectorial
space of the measurable functions u : Ω→ R such that∫
Ω
Φ(|u|) dx <∞.
The space LΦ(Ω) endowed with Luxemburg norm, that is, the norm given by
|u| = inf
{
τ > 0 :
∫
Ω
Φ
( |u|
τ
)
dx ≤ 1
}
,
is a Banach space. The complement function of Φ, denoted by Φ˜, is given by the Legendre
transformation, that is
Φ˜(s) = max
t≥0
{st− Φ(t)} for s ≥ 0.
These Φ and Φ˜ are complementary each other. Involving the functions Φ and Φ˜, we have
the Young’s inequality given by
st ≤ Φ(t) + Φ˜(s).
Using the above inequality, it is possible to prove the following Ho¨lder type inequality∣∣∣∣∫
Ω
uv dx
∣∣∣∣≤ 2|u|Φ|v|Φ˜ ∀ u ∈ LΦ(Ω) and v ∈ LΦ˜(Ω).
Hereafter, we denote by WΦ0 (Ω) the Orlicz-Sobolev space obtained by the completion
of C∞0 (Ω) with norm
‖u‖ = |u|Φ + |∇u|Φ.
When Ω is bounded, for all u ∈WΦ0 (Ω), there is c > 0 such that
|u| ≤ c|∇u|Φ (2.1)
and ∫
Ω
Φ(u)dx ≤ c
∫
Ω
Φ(|∇u|)dx. (2.2)
In this case, we can consider
‖u‖ = |∇u|Φ.
Another important function related to function Φ, is the Sobolev conjugate function Φ∗
of Φ defined by
Φ−1∗ (t) =
∫ t
0
Φ−1(s)
s(N+1)/N
ds, t > 0.
Another important inequality was proved by Donaldson and Trudinger [22], which
establishes that for all open Ω ⊂ RN and there is a constant SN = S(N) > 0 such
that
|u|Φ∗ ≤ SN |∇u|Φ, for all u ∈ W
1,Φ
0 (Ω). (2.3)
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This inequality shows the below embedding is continuous
W 1,Φ0 (Ω)
→֒
cont LΦ∗(Ω).
If bounded domain Ω and the limits below hold
lim sup
t→0
B(t)
Φ(t)
< +∞ and lim sup
|t|→+∞
B(t)
Φ∗(t)
= 0, (2.4)
the embedding
W 1,Φ0 (Ω) →֒ LB(Ω) (2.5)
is compact.
The hypotheses (φ1) − (φ3) implies that Φ, Φ˜, Φ∗ and Φ˜∗ satisfy ∆2-condition. This
condition allows us conclude that:
1) un → 0 in LΦ(Ω) if, and only if,
∫
Ω
Φ(un) dx→ 0.
2) LΦ(Ω) is separable and C∞0 (Ω)
|.|Φ
= LΦ(Ω).
3) LΦ(Ω) is reflexive and its dual is LΦ˜(Ω)(see [1]).
Under assumptions (φ1) − (φ3), some elementary inequalities listed in the following
lemmas are valid. For the proofs, see [30].
Lemma 2.1 Assume (φ1) and (φ2). Then,
Φ(t) =
∫ |t|
0
sφ(s)ds,
is a N -function with Φ, Φ˜ ∈ ∆2. Hence, LΦ(Ω) and W
1,Φ
0 (Ω) are reflexive and separable
spaces.
Lemma 2.2 The functions Φ, Φ∗, Φ˜ and Φ˜∗ satisfy the inequalities
Φ˜(φ(t)t) ≤ Φ(2t) and Φ˜
(Φ(t)
t
)
≤ Φ(t) ∀t ≥ 0. (2.6)
Lemma 2.3 Assume (φ1) and (φ2) hold and let ξ0(t) = min{tl, tm},
ξ1(t) = max{tl, tm}, for all t ≥ 0. Then,
ξ0(ρ)Φ(t) ≤ Φ(ρt) ≤ ξ1(ρ)Φ(t) for ρ, t ≥ 0
and
ξ0(|u|Φ) ≤
∫
Ω
Φ(u)dx ≤ ξ1(|u|Φ) for u ∈ LΦ(Ω).
Lemma 2.4 Assume (φ3) holds and let Ψ(t) = φ(t)t, τ0(t) = min{tl−1, tm−1},
τ1(t) = max{tl−1, tm−1}, for all t ≥ 0. Then,
τ0(ρ)Ψ(t) ≤ Ψ(ρt) ≤ τ1(ρ)Ψ(t) for ρ, t ≥ 0.
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Lemma 2.5 The function Φ∗ satisfies the following inequality
l∗ ≤
Φ′∗(t)t
Φ∗(t)
≤ m∗ for t > 0. (2.7)
As an immediate consequence of the Lemma 2.5, we have the following result:
Lemma 2.6 Assume (φ1)− (φ2) hold and let ξ2(t) = min{tl
∗
, tm
∗
}, ξ3(t) = max{tl
∗
, tm
∗
}
for all t ≥ 0. Then,
ξ2(ρ)Φ∗(t) ≤ Φ∗(ρt) ≤ ξ3(ρ)Φ∗(t) for ρ, t ≥ 0
and
ξ2(|u|Φ∗) ≤
∫
Ω
Φ∗(u)dx ≤ ξ3(|u|Φ∗) for u ∈ LΦ∗(Ω).
Lemma 2.7 Let Φ˜ be the complement of Φ and put
ξ4(s) = min{s
l
l−1 , s
m
m−1 } and ξ5(s) = max{s
l
l−1 , s
m
m−1 }, s ≥ 0.
Then the following inequalities hold
ξ4(r)Φ˜(s) ≤ Φ˜(rs) ≤ ξ5(r)Φ˜(s), r, s ≥ 0
and
ξ4(|u|Φ˜) ≤
∫
Ω
Φ˜(u)dx ≤ ξ5(|u|Φ˜), u ∈ LΦ˜(Ω).
3 Variational framework and technical lemmas
We say that u ∈ W 1,Φ0 (Ω) is a weak nodal solution of the problem (P ) if u
+ 6= 0, u− 6= 0
in Ω and it verifies
M
(∫
Ω
Φ(|∇u| dx
)∫
Ω
φ(|∇u|)∇u∇v dx−
∫
Ω
f(u)v dx = 0, for all v ∈ W 1,Φ0 (Ω).
In view of (f1)− (f2), we have that the functional J : W
1,Φ
0 (Ω)→ R given by
J(u) := M̂
(∫
Ω
Φ(|∇u| dx
)
−
∫
Ω
F (u) dx
is well defined, where M̂(t) =
∫ t
0
M(s) ds. Moreover, J ∈ C1(W 1,Φ0 (Ω),R) with the
following derivative
J ′(u)v =M
(∫
Ω
Φ(|∇u|) dx
)∫
Ω
φ(|∇u|)∇u∇v dx−
∫
Ω
f(u)v dx,
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for all v ∈W 1,Φ0 (Ω). Thus, the weak solutions of (P ) are precisely the critical points of J .
Associated to the functional J we define the Nehari manifold
N :=
{
u ∈W 1,Φ0 (Ω)\{0} : J
′(u)u = 0
}
.
In the Theorem 1.1 we prove that there is w ∈ M such that
J(w) = min
v∈M
J(v),
where
M :=
{
w ∈ N : J ′(w)w+ = 0 = J ′(w)w−
}
.
From (M1) we have that M
(∫
Ω
Φ(|∇w±|) dx
)
≤ M
(∫
Ω
Φ(|∇w|) dx
)
, for w ∈ M.
Thus, this last inequality implies that
J ′(w±)w± ≤ 0, for all w ∈ M. (3.1)
Let us begin by establishing some preliminary results which will be exploited in the last
section for a minimization argument.
Lemma 3.1 (a) For all u ∈ N we have
J(u) ≥
(θ − 4m)
4θ
σ0ξ0(|∇u|Φ).
(b) There is ρ > 0 such that
‖u‖ ≥ ρ, for all u ∈ N
and
‖w±‖ ≥ ρ, for all w ∈ M.
Proof. From definition of M̂ and (M2), we get
M̂(t) ≥
1
2
M(t)t, for all t ≥ 0. (3.2)
Thus, by (f3) we get
J(u) = J(u)−
1
θ
J ′(u)u ≥ M̂
(∫
Ω
Φ(|∇u|)dx
)
−
1
θ
M
(∫
Ω
Φ(|∇u|)dx
)∫
Ω
φ(|∇u|)|∇u|2dx.
Using (φ2) we obtain
J(u) ≥ M̂
(∫
Ω
Φ(|∇u|)dx
)
−
m
θ
M
(∫
Ω
Φ(|∇u|)dx
)∫
Ω
Φ(|∇u|)dx.
Since θ ∈ (2m, l∗), by (3.2) and Lemma 2.3, the proof of (a) is finished.
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To prove (b), notice that for all u ∈ W 1,Φ0 (Ω), by (f1), (f2), (φ2), (2.2) and (2.7), given
ǫ > 0, there exists Cǫ > 0 such that∫
Ω
f(u)udx ≤ ǫcm
∫
Ω
Φ(|∇u|)dx + Cǫcm
∗
∫
Ω
Φ∗(u)dx. (3.3)
Now from definition of N , (M1), (φ2) again and (3.3), we have
(σ0l − ǫcm)
∫
Ω
Φ(|∇u|)dx ≤ Cǫcm
∗
∫
Ω
Φ∗(u)dx.
By Lemma 2.3 and (2.3) we obtain
(σ0l − ǫcm)ξ0(|∇u|Φ) ≤ cCCǫmξ3(|∇u|Φ).
If |∇u|Φ ≥ 1, the proof is done. Suppose that |∇u|Φ ≤ 1. Then, from the last inequality
we have
(σ0l − ǫcm)|∇u|
m
Φ ≤ cCCǫm|∇u|
l∗
Φ .
Consequently, (
σ0l− ǫcm
cCCǫm
) 1
(l∗−m)
≤ |∇u|Φ,
for all u ∈ N . Then proof of (b) is finished with ρ = min
{
1,
(
σ0l−ǫcm
cCCǫm
) 1
(l∗−m)
}
.
From (3.1) and repeating the reasoning before we obtain
0 < ρ ≤ ‖w±‖.
We apply the next result in the last section to every bounded minimizing sequence of
J on M in order to ensure that the candidate minimizer is different from zero.
Lemma 3.2 If (wn) is a bounded sequence in M, then there is a positive constant
q ∈ (m, l∗) such that
lim inf
n→∞
∫
Ω
|w±n |
q dx > 0.
Proof. Note that by (f1), (f2), (φ2) and (2.7), given ǫ > 0, there exists Cǫ > 0 such that∫
Ω
f(w±n )w
±
n dx ≤ ǫm
∫
Ω
Φ(|∇w±n |)dx+ ǫm
∗
∫
Ω
Φ∗(w
±
n )dx + Cǫ
∫
Ω
|w±n |
q dx. (3.4)
On the other hand, by (M1), (φ2) and Lemma 2.3, we get
σ0lξ0(|∇w
±
n |Φ) ≤ lσ0
∫
Ω
Φ(|∇w±n |)dx ≤
∫
Ω
f(w±n )w
±
n dx. (3.5)
Using (3.4), (3.5) and last Lemma, we obtain
0 < σ0ξ0(ρ) ≤ ǫm
∫
Ω
Φ(|∇w±n |)dx+ ǫm
∗
∫
Ω
Φ∗(w
±
n )dx+ Cǫ
∫
Ω
|w±n |
q dx.
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Since (wn) is bounded in W
1,Φ
0 (Ω), by Lemma 2.3, there is C > 0 such that
0 < σ0lξ0(ρ) ≤ ǫC + Cǫ
∫
Ω
|w±n |
q dx
and the result follows of the last inequality.
Next results try to infer geometrical information of J with respect to M in the same
way that one is used to do about N . To be more precise, note the similarity between the
next result and that which states that for each v ∈ W 1,Φ0 (Ω)\{0} there exists tv > 0 such
that tvv ∈ N .
Lemma 3.3 If v ∈ W 1,Φ0 (Ω) with v
± 6= 0, then there are t, s > 0 such that
J ′(tv+ + sv−)v+ = 0
and
J ′(tv+ + sv−)v− = 0.
Proof. Let V : (0,+∞)× (0,+∞)→ R2 be a continuous function given by
V (t, s) = (J ′(tv+ + sv−)(tv+), J ′(tv+ + sv−)(sv−)).
Note that
J ′(tv+ + sv−)(tv+) = M
(∫
Ω
Φ
(
|∇(tv+ + sv−)|
)
dx
)∫
Ω
φ
(
|∇(tv+)|
)
|∇(tv+)|2dx
−
∫
Ω
f(tv+)tv+dx. (3.6)
Using (M1) and (φ2) we have
J ′(tv+ + sv−)(tv+) ≥ σ0l
∫
Ω
Φ
(
|∇(tv+)|
)
dx−
∫
Ω
f(tv+)tv+dx.
Considering (3.3) in the last inequality we get
J ′(tv+ + sv−)(tv+) ≥ σ0l
∫
Ω
Φ
(
|∇(tv+)|
)
dx− ǫ
∫
Ω
Φ(tv+)dx− Cǫ
∫
Ω
Φ∗(tv
+)dx.
From (2.2) we obtain
J ′(tv+ + sv−)(tv+) ≥ (σ0l− ǫc)
∫
Ω
Φ
(
|∇(tv+)|
)
dx− Cǫ
∫
Ω
Φ∗(tv
+)dx.
Now, by Lemma 2.3 we derive
J ′(tv+ + sv−)(tv+) ≥ (σ0l − ǫc)ξ0(t)ξ0
(
|∇(v+)|Φ
)
−Cǫξ3(t)ξ3
(
|∇(v+)|Φ
)
.
Thus, there exists r > 0 sufficiently small such that
J ′(rv+ + sv−)(rv+) ≥ (σ0l − ǫc)r
mξ0
(
|∇(v+)|Φ
)
−Cǫr
l∗ξ3
(
|∇(v+)|Φ
)
> 0, for all s > 0.
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Arguing of the same way we get
J ′(tv+ + rv−)(rv−) > 0,
for all t > 0 and r > 0 sufficiently small.
On the other hand, using (φ2) in (3.6) we get
J ′(tv+ + sv−)(tv+) ≤ mM
(∫
Ω
Φ
(
|∇(tv+)|
)
dx
)∫
Ω
Φ
(
|∇(tv+ + sv−)|
)
dx
−
∫
Ω
f(tv+)tv+dx. (3.7)
Note that, by (M2), there exists K1 > 0 such that
M(t) ≤M(1)t+K1, for all t ≥ 0. (3.8)
Using (3.8) in (3.7) and recalling that v+ and v− have compact support disjoint we
obtain
J ′(tv+ + sv−)(tv+) ≤ mM(1)
(∫
Ω
Φ
(
|∇(tv+)|
)
dx
)2
+mM(1)
(∫
Ω
Φ
(
|∇(tv+)|
)
dx
)(∫
Ω
Φ
(
|∇(sv−)|
)
dx
)
+mK1
∫
Ω
Φ
(
|∇(tv+)|
)
dx−
∫
Ω
f(tv+)tv+dx.
By Lemma 2.3 and (f3) we have
J ′(tv+ + sv−)(tv+) ≤ mM(1)ξ1(t)
2ξ1(|∇(v
+)|Φ)
2
+mM(1)ξ1(t)ξ1(s)ξ1(|∇(tv
+)|Φ)ξ1(|∇(v
−)|Φ)
+mK1ξ1(t)ξ1(|∇(v
+)|Φ)− θ
∫
Ω
F (tv+)dx. (3.9)
Note that, by (f3) again, there are K2,K3 > 0 such that
F (t) ≥ K2t
θ −K3. (3.10)
Using (3.10) in (3.9), we have
J ′(tv+ + sv−)(tv+) ≤ mM(1)ξ1(t)
2ξ1(|∇(v
+)|Φ)
2
+mM(1)ξ1(t)ξ1(s)ξ1(|∇(tv
+)|Φ)ξ1(|∇(v
−)|Φ)
+mK1ξ1(t)ξ1(|∇(v
+)|Φ)− θt
θK2|v
+|θθ +K3θ|Ω|,
11
where |Ω| denotes the Lebesgue measure of Ω. Thus, since θ > 2m, for s ≤ t ≤ R and
R > 0 sufficiently large, we get
J ′(tv+ + sv−)(tv+) ≤ mM(1)R2mξ1(|∇(v
+)|Φ)
2
+mM(1)R2mξ1(|∇(tv
+)|Φ)ξ1(|∇(v
−)|Φ)
+mK1R
mξ1(|∇(v
+)|Φ)− θK2R
θ|v+|θθ +K3θ|Ω| < 0.
Arguing of the same way we get
J ′(tv+ +Rv−)(Rv−) < 0, for all t ≤ R.
In particular,
J ′(rv+ + sv−)(rv+) > 0 and J ′(tv+ + rv−)(rv−) > 0, for all t, s ∈ [r, R]
and
J ′(Rv+ + sv−)(Rv+) < 0 and J ′(tv+ +Rv−)(Rv−) < 0, for all t, s ∈ [r, R].
Now the lemma follows applying Miranda’s theorem [42].
In the next Lemma we prove monotonicity results for some functions that will be much
useful in our arguments.
Lemma 3.4
(a) The function
t 7→ M̂(t)−
1
2
M(t)t is increasing. (3.11)
(b) For all v ∈W 1,Φ0 (Ω) with v ≥ 0 and v 6= 0, the function
t 7→ M̂
(∫
Ω
Φ(tv)dx
)
−
1
2m
M
(∫
Ω
Φ(tv)dx
)∫
Ω
φ(tv)(tv)2dx is increasing. (3.12)
(c) The function
t 7→
1
2m
f(t)t− F (t) is increasing, for all |t| > 0. (3.13)
(d)
M̂(t+ s) ≥ M̂(t) + M̂(s), for all t, s ∈ [0,+∞). (3.14)
Proof. (a) First of all, let us observe that, from (M2) we have
M ′(t)t ≤M(t), for all t ≥ 0. (3.15)
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Now from (3.15) we conclude (M̂(t)− 12M(t)t)
′ > 0 which implies
t 7→ M̂(t)−
1
2
M(t)t is increasing.
Now we prove (b). For each v ∈W 1,Φ0 (Ω) with v ≥ 0 and v 6= 0, we define the function
ζ(t) = M̂
(∫
Ω
Φ(tv)dx
)
−
1
2m
M
(∫
Ω
Φ(tv)dx
)∫
Ω
φ(tv)(tv)2dx.
Then, recalling that Ψ(t) = φ(t)t ( see Lemma 2.4 ), we have
ζ′(t) =M
(∫
Ω
Φ(tv)dx
)∫
Ω
Ψ(tv)vdx
−
1
2m
M ′
(∫
Ω
Φ(tv)dx
)∫
Ω
Ψ(tv)vdx
∫
Ω
Ψ(tv)tvdx
−
1
2m
M
(∫
Ω
Φ(tv)dx
)∫
Ω
(
Ψ′(tv)tv2 +Ψ(tv)v
)
dx.
Now using (φ3) we have
ζ′(t) ≥
∫
Ω
Ψ(tv)vdx
(
M
(∫
Ω
Φ(tv)dx
)
−
1
2m
M ′
(∫
Ω
Φ(tv)dx
)∫
Ω
Ψ(tv)tvdx
−
m− 1
2m
M
(∫
Ω
Φ(tv)dx
)
−
1
2m
M
(∫
Ω
Φ(tv)dx
))
.
Using (φ2) we get
ζ′(t) ≥
∫
Ω
Ψ(tv)vdx
(
1
2
M
(∫
Ω
Φ(tv)dx
)
−
1
2
M ′
(∫
Ω
Φ(tv)dx
)∫
Ω
Φ(tv)dx
)
.
By (3.15) we obtain ζ′(t) > 0 and the proof of (b) is done.
Now we prove (c). Using (f4) we get
f ′(t)t ≥ (2m− 1)f(t), for all |t| ≥ 0, (3.16)
that implies
(
1
2m
f(t)t− F (t))′ > 0,
that is,
t 7→
1
2m
f(t)t− F (t) is increasing, for all |t| > 0.
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Finaly, we prove (d). From (M1) we obtain
M̂(t+ s) =
∫ t+s
0
M(τ) dτ = M̂(t) +
∫ t+s
t
M(τ) dτ
= M̂(t) +
∫ s
0
M(γ + t) dγ
≥ M̂(t) +
∫ s
0
M(γ) dγ
= M̂(t) + M̂(s), for all t, s ∈ [0,+∞).
Now, we can define a suitable function and its gradient vector field which are related to
functional J and will be involved in particular in the application of the deformation lemma.
Indeed, for each v ∈W 1,Φ0 (Ω) with v
± 6= 0 we consider
hv : [0,+∞)× [0,+∞)→ R given by hv(t, s) = J(tv+ + sv−)
and and its gradient Υv : [0,+∞)× [0,+∞)→ R2 defined by
Υv(t, s) =
(
Υv1(t, s),Υ
v
2(t, s)
)
=
(∂hv
∂t
(t, s),
∂hv
∂s
(t, s)
)
= (J ′(tv+ + sv−)v+, J ′(tv+ + sv−)v−),
for every (t, s) ∈ [0,+∞)× [0,+∞). Furthermore, we consider the Hessian matrix of hv or
the Jacobian matrix of Υv, i.e.
(Υv)′(t, s) =
 ∂Υv1∂t (t, s) ∂Υv1∂s (t, s)
∂Υv2
∂t (t, s)
∂Υv2
∂s (t, s)
 ,
for every (t, s) ∈ [0,+∞)×[0,+∞). Indeed, in the following we aim to prove that, if w ∈M,
function hw has a critical point and in particular a global maximum in (t, s) = (1, 1),
Lemma 3.5 If w ∈M, then
(a)
hw(t, s) < hw(1, 1) = J(w),
for all t, s ≥ 0 such that (t, s) 6= (1, 1).
(b)
det(Υw)′(1, 1) > 0.
Proof. Since w ∈M, then
J ′(w)w± = J ′(w+ + w−)w± = 0.
Thus,
Υw(1, 1) = (
∂hw
∂t
(1, 1),
∂hw
∂s
(1, 1)) = (0, 0).
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Moreover, from (3.8) and (3.10), for t and s sufficiently large, we get
hw(t, s) = J(tw+ + sw−) ≤ mM(1)t2mξ1(|∇(w
+)|Φ)
2 +mM(1)s2mξ1(|∇(w
−)|Φ)
2
+mM(1)t2mξ1(|∇(tw
+)|Φ)ξ1(|∇(w
−)|Φ)
+mM(1)s2mξ1(|∇(sw
−)|Φ)ξ1(|∇(w
+)|Φ)
+mK1t
mξ1(|∇(w
+)|Φ) +mK1s
mξ1(|∇(w
−)|Φ)
−K2θt
θ|w+|θθ + 2K3θ|Ω| −K2θs
θ|w−|θθ.
Since 2m < θ, then
lim
|(t,s)|→+∞
hw(t, s) = −∞,
that implies (1, 1) is a critical point of hw and hw has a global maximum point in (a, b).
Now we prove that a, b > 0. Suppose, by contradiction that b = 0. Thus,
J ′(aw+)aw+ = 0
implies
M
(∫
Ω
Φ(a|∇w+|)dx
)∫
Ω
φ(a|∇w+|)a2|∇w+|2dx =
∫
Ω
f(aw+)aw+dx.
Then, by Lemma 2.4, we have
M
(∫
Ω
Φ(a|∇w+|)dx
)
τ1(a)a
∫
Ω
φ(|∇w+|)|∇w+|2dx ≥
∫
Ω
f(aw+)aw+dx,
which is equivalent
M
(∫
Ω
Φ(a|∇w+|)dx
)∫
Ω
φ(|∇w+|)|∇w+|2dx ≥
∫
Ω
f(aw+)aw+dx
τ1(a)a
.
Hence,
M
(∫
Ω
Φ(a|∇w+|)dx
)
∫
Ω
Φ(a|∇w+|)dx
∫
Ω
Φ(a|∇w+|)dx
∫
Ω
φ(|∇w+|)|∇w+|2dx ≥
∫
Ω
f(aw+)aw+dx
τ1(a)a
.
Since ξ1(a) = τ1(a)a we have
M
(∫
Ω
Φ(a|∇w+|)dx
)
∫
Ω
Φ(a|∇w+|)dx
∫
Ω
Φ(|∇w+|)dx
∫
Ω
φ(|∇w+|)|∇w+|2dx ≥
∫
Ω
f(aw+)aw+dx
ξ1(a)2
.(3.17)
On the other hand, since J(w)w+ = 0 and M is increasing, we get
M
(∫
Ω
Φ(|∇w+|)dx
)
∫
Ω
Φ(|∇w+|)dx
∫
Ω
Φ(|∇w+|)dx
∫
Ω
φ(|∇w+|)|∇w+|2dx ≤
∫
Ω
f(w+)w+dx. (3.18)
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Considering (3.17) and (3.18) we have
[M(∫
Ω
Φ(|∇w+|)dx
)
∫
Ω
Φ(|∇w+|)dx
−
M
(∫
Ω
Φ(a|∇w+|)dx
)
∫
Ω
Φ(a|∇w+|)dx
]∫
Ω
Φ(|∇w+|)dx
∫
Ω
φ(|∇w+|)|∇w+|2dx
≤
∫
Ω
[
f(w+)
(w+)2m−1
−
f(aw+)a
ξ1(a)2(w+)2m−1
]
(w+)2mdx.
The last inequality, (M2) and (f4) imply that a ≤ 1, because otherwise we get
0 <
[M(∫
Ω
Φ(|∇w+|)dx
)
∫
Ω
Φ(|∇w+|)dx
−
M
(∫
Ω
Φ(a|∇w+|)dx
)
∫
Ω
Φ(a|∇w+|)dx
]∫
Ω
Φ(|∇w+|)dx
∫
Ω
φ(|∇w+|)|∇w+|2dx
≤
∫
Ω
[
f(w+)
(w+)2m−1
−
f(aw+)
(aw+)2m−1
]
(w+)2mdx < 0.
Now note that
hw(a, 0) = J(aw+) = J(aw+)−
1
2m
J ′(aw+)(aw+)
=
[
M̂
(∫
Ω
Φ(a|∇w+|)dx
)
−
1
2m
M
(∫
Ω
Φ(a|∇w+|)dx
)∫
Ω
φ(a|∇w+|)|aw+|2dx
]
+
∫
Ω
[
1
2m
f(aw+)aw+ − F (aw+)
]
dx. (3.19)
Since 0 < a ≤ 1 and using (3.12) and (3.13) in (3.19) we obtain
hw(a, 0) ≤
[
M̂
(∫
Ω
Φ(|∇w+|)dx
)
−
1
2m
M
(∫
Ω
Φ(|∇w+|)dx
)∫
Ω
φ(|∇w+|)|w+|2dx
]
+
∫
Ω
[
1
2m
f(w+)w+ − F (w+)
]
dx
= J(w+)−
1
2m
J ′(w+)w = J(w+) = hw(1, 0).
Now, our aim is to prove that
J(w+) = hw(1, 0) < J(w) = hw(1, 1).
By Lemma 3.1 we have that J(w−) ≥ 0. Thus,
J(w+) ≤ J(w+) + J(w−) = M̂
(∫
Ω
Φ(|∇w+|)dx
)
+M̂
(∫
Ω
Φ(|∇w−|)dx
)
−
∫
Ω
(
F (w+) + F (w−)
)
dx. (3.20)
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By (3.14) we get
J(w+) < M̂
(∫
Ω
Φ(|∇w+|)dx+
∫
Ω
Φ(|∇w−|)dx
)
−
∫
Ω
(
F (w+) + F (w−
)
)dx.
Since the supports of w+ and w− are disjoint, we obtain
hw(1, 0) = J(w+) < J(w) = hw(1, 1),
which is an absurd because (a, 0) is a maximum point. The same way we prove that 0 < a.
Now we will prove that 0 < a, b ≤ 1. Since (a, b) is another critical point of hw, we have
M
(∫
Ω
Φ(a|∇w+|)dx+
∫
Ω
Φ(b|∇w−|)dx
)∫
Ω
φ(a|∇w+|)|aw+|2dx =
∫
Ω
f(aw+)aw+ dx.
Without loss of generality, we can suppose that b ≤ a. Suppose by contradiction a ≥ 1.
Thus
∫
Ω
f(aw+)aw+ dx ≤
M
(∫
Ω
Φ(a|∇w|)dx
)
∫
Ω
Φ(a|∇w|)dx
∫
Ω
Φ(a|∇w|)dx
∫
Ω
φ(a|∇w+|)|aw+|2dx.
Then,
∫
Ω
f(aw+)
(aw+)2m−1
(w+)2m dx ≤
M
(∫
Ω
Φ(a|∇w|)dx
)
∫
Ω
Φ(a|∇w|)dx
∫
Ω
Φ(|∇w|)dx
∫
Ω
φ(|∇w+|)|w+|2dx.(3.21)
On the other hand, J ′(w)w+ = 0 implies
M
(∫
Ω
Φ(|∇w|)dx
)
∫
Ω
Φ(|∇w|)dx
∫
Ω
Φ(|∇w|)dx
∫
Ω
φ(|∇w+|)|w+|2dx =
∫
Ω
f(w+)w+ dx. (3.22)
Combining (3.21) and (3.22) and (M2) and (f4), we get
0 <
[M(∫
Ω
Φ(|∇w|)dx
)
∫
Ω
Φ(|∇w|)dx
−
M
(∫
Ω
Φ(a|∇w|)dx
)
∫
Ω
Φ(a|∇w|)dx
]∫
Ω
Φ(|∇w|)dx
∫
Ω
φ(|∇w+|)|w+|2dx
≤
∫
Ω
[
f(w+)
(w+)2m−1
−
f(aw+)
(aw+)2m−1
]
(w+)2mdx < 0, (3.23)
which is a contradiction. Then, 0 < b ≤ a < 1.
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Now we will prove that hw does not have global maximum in [0, 1]× [0, 1]\{(1, 1)}. We
will show that
hw(a, b) < hw(1, 1).
Note that |∇(aw+ + bw−)| = a|∇w+|+ b|∇w−| ≤ |∇w+|+ |∇w−| and since M̂ and Φ
are increasing we have
hw(a, b) = J(aw+ + bw−) ≤ M̂
(∫
Ω
Φ(|∇w|)dx
)
−
∫
Ω
F (aw+ + bw−)dx. (3.24)
By (f3) we get
1
2m
∫
Ω
f(aw+ + bw−)(aw+ + bw−)dx ≥ 0. Thus, put this information
in (3.24) we obtain
hw(a, b) = J(aw+ + bw−) ≤ M̂
(∫
Ω
Φ(|∇w|)dx
)
+
∫
Ω
[
1
2m
f(aw+ + bw−)(aw+ + bw−)− F (aw+ + bw−)
]
dx.
Since w+ and w− have supports disjoint we get
hw(a, b) ≤ M̂
(∫
Ω
Φ(|∇w|)dx
)
+
∫
Ω
[
1
2m
f(aw+)(aw+)− F (aw+)
]
dx
+
∫
Ω
[
1
2m
f(bw−)(bw−)− F (bw−)
]
dx.
Now, using (3.13) we get ∫
Ω
[
1
2m
f(aw+)(aw+)− F (aw+)
]
dx
+
∫
Ω
[
1
2m
f(bw−)(bw−)− F (bw−)
]
dx
<
∫
Ω
[
1
2m
f(w+)(w+)− F (w+)
]
dx
+
∫
Ω
[
1
2m
f(w−)(w−)− F (w−)
]
dx
which implies
hw(a, b) < J(w+ + w−) = J(w) = hw(1, 1)
and item (a) is proved.
Let us prove item (b). Consider the notations Υw1 (t, s) = J
′(tw+ + sw−)w+ and
Υw2 (t, s) = J
′(tw+ + sw−)w−. Thus,
Υw1 (t, s) =M
(∫
Ω
Φ(t|∇w+|+ s|∇w−|)dx
)∫
Ω
φ(t|∇w+|)t|∇w+|2dx−
∫
Ω
f(tw+)w+dx
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and
Υw2 (t, s) =M
(∫
Ω
Φ(t|∇w+|+ s|∇w−|)dx
)∫
Ω
φ(s|∇w−|)s|∇w−|2dx−
∫
Ω
f(sw−)w−dx.
Then
∂Υw1
∂t
(t, s)
= M ′
(∫
Ω
Φ(t|∇w+|+ s|∇w−|)dx
)∫
Ω
Ψ(t|∇w+|+ s|∇w−|)|∇w+|dx
∫
Ω
Ψ(t|∇w+|)|∇w+|dx
−
∫
Ω
f ′(tw+)(w+)2dx+M
(∫
Ω
Φ(t|∇w+|+ s|∇w−|)dx
)∫
Ω
Ψ′(t|∇w+|)|∇w+|2dx
implies
∂Υw1
∂t
(1, 1)
= M ′
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Ψ(|∇w|)|∇w+|dx
∫
Ω
Ψ(|∇w+|)|∇w+|dx
−
∫
Ω
f ′(w+)(w+)2dx+M
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Ψ′(|∇w+|)|∇w+|2dx
≤ mM ′
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Φ(|∇w|)dx
∫
Ω
Ψ(|∇w+|)|∇w+|dx
−
∫
Ω
f ′(w+)(w+)2dx+M
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Ψ′(|∇w+|)|∇w+|2dx.
Using (3.15) in the last equality we obtain
∂Υw1
∂t
(1, 1) ≤ mM
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Ψ(|∇w+|)dx
−
∫
Ω
f ′(w+)(w+)2dx + (m− 1)M
(∫
Ω
Φ(|∇w|)dx
)∫
Ω
Ψ(|∇w+|)dx
= (2m− 1)
∫
Ω
f(w+)w+dx−
∫
Ω
f ′(w+)(w+)2dx.
From (3.16) we obtain
∂Υw1
∂t
(1, 1) < 0. (3.25)
Arguing of the same way we conclude
∂Υw2
∂s
(1, 1) < 0. (3.26)
Since
∂Υw1
∂s (1, 1) = 0 and
∂Υw2
∂t (1, 1) = 0 and considering (3.25) and (3.26) we conclude
that det(Υw)′(1, 1) =
∂Υw1
∂t (1, 1)
∂Υw2
∂s (1, 1) > 0 and the item (b) is proved.
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4 Proof of Theorem 1.1
In this section we will prove the existence of w ∈M in which the infimum of J is attained
on M. After, following some arguments used in [5] by Alves and Souto (see also [9]) and,
in particular, applying a deformation lemma, we find that w is a critical point of J and
then a least energy nodal solution of (P ). In order to complete the proof of Theorem 1.1,
we conclude by showing that w has exactly two nodal domains.
First of all, by Lemma 3.1, there exists c0 ∈ R such that
0 < c0 = inf
v∈M
J(v).
Thus, there exists a minimizing sequence (wn) in M which is bounded from Lemma 3.1.
again. Hence, by Sobolev Imbedding Theorem, without loss of generality, we can assume
up to a subsequence that there exist w,w1, w2 ∈W
1,Φ
0 (Ω) such that
wn ⇀ w, w
+
n ⇀ w1, w
−
n ⇀ w2 in W
1,Φ
0 (Ω),
wn → w, w+n → w1, w
−
n → w2 in L
q(Ω), q ∈ (m, l∗).
Since the transformations w → w+ and w → w− are continuous from Lq(Ω) in Lq(Ω) (see
Lemma 2.3 in [15] with suitable adaptations), we have that w+ = w1 ≥ 0 and w− = w2 ≤ 0.
At this point, we can prove that w ∈ M. Indeed, by w+n → w
+ and w−n → w
− in Lq(Ω) it
is, as n→ +∞ ∫
Ω
|(wn)
±|qdx→
∫
Ω
|w±|qdx.
Then, by Lemma 3.2, we conclude that w± 6= 0 and consequently w = w+ + w− is sign-
changing. By Lemma 3.3, there exist t, s > 0 such that
J ′(tw+ + sw−)w+ = 0,
J ′(tw+ + sw−)w− = 0, (4.1)
then tw+ + sw− ∈ M. Now, let us prove that t, s ≤ 1. First let us observe that, since f
has a quasicritical growth, using compactness Lemma of Strauss [12, Theorem A.I, p.338],
we obtain ∫
Ω
f((wn)
±)(wn)
±dx→
∫
Ω
f(w±)w±dx
and ∫
Ω
F ((wn)
±)dx→
∫
Ω
F (w±)dx.
Thus, since J ′(wn)w
±
n = 0, by (M1) we have
J ′(w+)w+ ≤ 0 and J ′(w−)w− ≤ 0. (4.2)
Consequently, combining (4.1) and (4.2) and arguing as in the proof of Lemma 3.5 item
(a), we obtain 0 < t, s ≤ 1.
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In the next step we show that J(tw+ + sw−) = c0 and t = s = 1 or better J(w) = c0.
Indeed, since t, s ≤ 1 and wn ⇀ w as n → +∞, exploiting the arguments used in the
proof of Lemma 3.5 item (a) and the weak lower semicontinuity of both J and K with
K(u) = J ′(u)u on W 1,Φ0 (Ω) described above we get
c0 ≤ J(tw
+ + sw−) = J(tw+ + sw−)−
1
2m
J ′(tw+ + sw−)(tw+ + sw−)
≤ J(w+ + w−)−
1
2m
J ′(w+ + w−)(w+ + w−)
≤ lim inf
n→+∞
[
J(w+n + w
−
n )−
1
2m
J ′(w+n + w
−
n )(w
+
n + w
−
n )
]
= lim
n→+∞
J(wn) = c0.
At this point, by using a quantitative deformation lemma and adapting the arguments
used in [9] with slight technical changes, we point out that w is a critical point of J , i.e.
J ′(w) = 0 . If we reason by contradiction, we find that there exist a positive constant α > 0
and v0 ∈W
1,Φ
0 (Ω), ‖v0‖ = 1 such that
J ′(w)v0 = 2α > 0.
By the continuity of J ′, we can choose a radius r > 0 so that
J ′(v), v0 = α > 0, for every v ∈ Br(w) ⊂W
1,Φ
0 (Ω) with v
± 6= 0.
Let us fix D = (ξ, χ)× (ξ, χ) ⊂ R2 with 0 < ξ < 1 < χ such that
(i) (1, 1) ∈ D and Υw(t, s) = (0, 0) in D if and only if (t, s) = (1, 1);
(ii) c0 /∈ hw(∂D);
(iii)
{
tw+0 + sw
−
0 : (t, s) ∈ D
}
⊂ Br(w),
where hw and Υw are defined as in Section 3 and satisfy Lemma 3.5. At this point, we can
choose a smaller radius r′ > 0 such that
B = Br′(w) ⊂ Br(w) and B ∩ {tw+ + sw− : (t, s) ∈ ∂D} = ∅. (4.3)
Now define a continuous mapping ρ :W 1,Φ0 (Ω)→ [0,+∞) such that
ρ(u) := dist(u,Bc), for all u ∈W 1,Φ0 (Ω),
then a bounded Lipschitz vector field V :W 1,Φ0 (Ω)→W
1,Φ
0 (Ω) given by
V (u) = −ρ(u)v0
and, for every u ∈ W 1,Φ0 (Ω), denoting by η(τ) = η(τ, u) we consider the following Cauchy
problem {
η′(τ) = V (η(τ)), for all τ > 0,
η(0) = u.
Now, we observe that there exist a continuous deformation η(τ, u) and τ0 > 0 such that for
all τ ∈ [0, τ0] the following properties hold:
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(a) η(τ, u) = u for all u /∈ B;
(b) τ → J(η(τ, u)) is decreasing for all η(τ, u) ∈ B;
(c) J(η(τ, w0)) ≤ J(w) −
r′α
2 τ .
Item (a) follows immediately by the definition of ρ. Indeed, u /∈ B implies ρ(u) = 0 and the
unique solution satisfying the above Cauchy problem is constant with constant value u. As
concerns as item (b), let us first observe that, since η(τ) ∈ B ⊂ Br(w), J ′(η(τ))v0 = α > 0
and, by definition of ρ, it is ρ(η(τ)) > 0. Now, differentiating J with respect to τ , for all
η(τ) ∈ B, we have that
d
dτ
(J(η(τ)) = J ′(η(τ))η′(τ) = −ρ(η(τ))J ′(η(τ))v0 = −ρ(η(τ))α < 0
thus concluding that J(η(τ, u)) is decreasing with respect to τ .
In order to prove item (c), being τ0 > 0 such that η(τ, u) ∈ B for every 0 ≤ τ ≤ τ0, we can
assume without loss of generality
‖η(τ, w)− w‖ ≤
r′
2
⇐⇒ η(τ, w) ∈ B r′
2
(w), for every 0 ≤ τ ≤ τ0.
Thus, since ρ(η(τ, w)) = dist(η(τ, w),Bc) ≥ r
′
2 it follows that
d
dτ
(J(η(τ, w)) = −ρ(η(τ, w))α ≤
r′α
2
and, integrating in [0, τ0] we finally get
J(η(τ, w0))− J(w) ≤ −
r′α
2
τ.
At this point, let us consider a suitable deformed path η0 : D → X defined by
ητ0(t, s) := η(τ0, tw
+ + sw−), for all (t, s) ∈ D
so that
max
(t,s)∈D
J(ητ0(t, s)) < c0.
Indeed, by (b) and the fact that η satisfies the initial condition η(0, u) = u, for all
(t, s) ∈ D − {(1, 1)} it is
J(ητ0(t, s)) = J(η(τ0, tw
+ + sw−)) ≤ J(η(0, tw+ + sw−))
= J(tw+ + sw−) = hw(t, s) < c0,
and, for (t, s) = (1, 1), by (c) we get
J(ητ0(1, 1)) = J(η(τ0, w
+ + w−)) = J(η(τ0, w))
≤ J(w) −
r′α
2
τ0 < J(w) < c0.
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Then, ητ0(D) ∩M 6= ∅, i.e.
ητ0(t, s) /∈M, for all (t, s) ∈ D. (4.4)
On the other side, defined Λτ0 : D → R
2 such that
Λτ0 :=
(J ′(ητ0(t, s))(ητ0(t, s))+
t
,
J ′(ητ0(t, s))(ητ0(t, s))
−
s
)
,
we observe that, for all (t, s) ∈ ∂D, by (4.3) and (a) for τ = τ0, it is
Λτ0(t, s) =
(
J ′(tw+ + sw−)w+, J ′(tw+ + sw−), w−
)
= Φw(t, s).
Then, since by Brouwer’s topological degree
deg(Λτ0 , D, (0, 0)) = deg(Φ
w, D, (0, 0)) = sgn(det(Φw)′(1, 1)) = 1,
we get that Λτ0 has a zero (t, s) ∈ D namely
Λτ0(t, s) = (0, 0)⇐⇒ J
′(ητ0(t, s))(ητ0(t, s))
± = 0.
Consequently there exists (t, s) ∈ D such that ητ0(t, s) ∈ M and we have a contradiction
with (4.4). We conclude that w is a critical point of J .
Finally, we prove that w has exactly two nodal domains or equivalently it changes sign
exactly once. Let us observe that assumptions (M1), (f1) and (f2) ensure that w is
continuous and then Ω˜ = {x ∈ Ω : w(x) 6= 0} is open. Suppose by contradiction that
Ω˜ has more than two components or w has more than two nodal domains and, since w
changes sign, without loss of generality, we can assume
w = w1 + w2 + w3, where w1 ≥ 0, w2 ≤ 0, w3 6= 0,
and
supp(wi) ∩ supp(wj) = ∅, for i 6= j, i, j = 1, 2, 3.
So the disjointness of the supports combined with J ′(w) = 0 implies
〈J ′(w1 + w2), w1〉 = 0 = 〈J
′(w1 + w2), w2〉 .
Since 0 6= w1 = (w1 + w2)+ and 0 6= w2 = (w1 + w2)−, by previous arguments, there exist
t, s ∈ (0, 1] such that t(w1 + w2)+ + s(w1 + w2)+ ∈ M namely tw1 + sw2 ∈ M and then
J(tw1 + sw2) ≥ c0.
On the other side, 0 6= w3 ∈ N , Lemma 2.1 (i) and the arguments used in the proof of
Lemma 3.5 imply that
J(tw1 + sw2) ≤ J(w1 + w2) < J(w1 + w2) + J(w3) = J(w) = c0
then a contradiction and we conclude that w3 = 0. Thus, the proof of Theorem 1.1 is
complete.
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