We explore real telecommunication data describing the spatial geometrical structure of an urban region and we propose a model fitting procedure, where a given choice of different non-iterated and iterated tessellation models is considered and fitted to real data.
Introduction
Spatial stochastic models for telecommunication networks have been developed in recent years as an alternative to more traditional economical approaches to cost measurement and strategic planning. These models allow for incorporation of the stochastic and geometric features observed in telecommunication networks. By taking the geometric structure of network architectures into consideration, network models using tools of stochastic geometry offer a more relevant view to location-dependent network characteristics than conventional network models. The probabilistic setting reflects the network's variability in time and space. Popular examples of networks where stochastic-geometric models have been considered so far are switching networks, multi-cast networks, and mobile telecommunication systems. These new models based on stochastic geometry include Poisson-Voronoi aggregated tessellations (Bacelli et al. (1996) , Tchoumatchenko and Zuyev (2001) ), superpositions of Poisson-Voronoi tessellations (Baccelli, Gloaguen and Zuyev (2000) ), spanning trees (Bacccelli, Kofman and Rougier (1999), ), and coverage processes (Baccelli and Blaszczyszyn (2001) ).
In the following, we focus on telecommunication access networks that can be regarded as the most important part of telecommunication network modelling, since roughly 50% of the total capital investment made in these networks is made in the access network. With such large investments at stake, and possibly evoluting subscriber populations, it is important to find appropriate models for cost evaluation, performance analysis, and strategic planning of access networks.
The access network or local loop is the part of the network connecting a subscriber to its corresponding Wire Center Stations (WCS). The hierarchical physical link is made via network components: a Network Interface Device (ND), secondary and primary cabinets (CS and CP) and a Service Area Station (SAI) as shown in Figure 1 (a). A serving zone is associated to each WCS; the subnetwork gathering all the links between the WCS and the subcribers lying in its serving zone displays a tree structure (Figure 1(b) ).
The most important feature about the access network is that it is the place where the telecommunication network fits in the town and country planning. For urban networks considered here this means the urban architecture and street system. Significant research in studying access networks has taken place in recent years with the so- The SSLM is a stochastic-geometric model and offers tools in order to describe the spatial irregularity as well as the geometric features of access networks and allows for stochastic econometrical analysis, like the analysis of connection costs. Particularly, it provides simple mean value formulae for network characteristics used for cost evaluation, performance analysis, and strategic planning.
The modelling framework of the SSLM is subdivided into the Network Geometry Model, the Network Component Model and the Network Topology Model. The Network Geometry Model represents the cable trench system, which is located along the infrastructure system of a city or of a country. Random iterated tessellations (see e.g., Maier and Schmidt (2003) ) can be used to describe this cable trench system. Subsequently the Network Component Model localizes the technical network components on the geometry using Poisson processes on lines or in the plane (Figure 2 (a) ). To complete the picture, the Network Topology Model builds up the link between a subscriber and the corresponding WCS following the shortest path along the trench system (Figure 2 (b) ).
Since the geometry of the infrastructure, i.e., the road system, is the basis of the access network, an important task is the choice of an appropriate tessellation model given simulated or real infrastructure data. In particular, three basic Poisson-type tessellation models are considered, out of which iterated tessellation models can be constructed. These basic models are called Poisson line tessellations (PLT), Poisson-Voronoi tessellations (PVT), and Poisson-
Delaunay tessellations (PDT).
In the present paper, an approach for a model choice is presented, which is based on the In particular, in Section 2, a brief account of some basic notions of stochastic geometry is given and the theoretical tessellation models we are going to use are presented.
In Section 3, the model choice procedure is described. To compare input data and theoretical tessellation models, characteristics that describe the structural properties of the considered data are used. Examples of such characteristics are the expected number of vertices or the expected total length of the edges. Therefore, we need appropriate estimators for these characteristics first. Notice that, subsequent to the identification of the optimal model, this choice can be tested by using well-known Monte-Carlo test techniques (Stoyan and Stoyan (1994) ). The section closes with numerical examples, where input data is derived from simulated realizations of random tessellations.
Finally, in Section 4, we consider real infrastructure data of Paris (see Figure 3) . The data consist of line segments. Each line segment has an attached mark describing the type of road this segment belongs to. Hence for example, it is possible to distinguish between main roads and side streets. A preprocessing of raw data is necessary in order to obtain a tessellation that consists of polygonal cells. Subsequently, it is possible to measure characteristics similar to those described above for simulated data. 
Mathematical background
In this section, the basic mathematical notation used in the present paper is introduced and a brief account of some relevant notions of stochastic geometry is given. Particularly, we put emphasis on the introduction of random (iterated) tessellations, which are used as models for the road system in the SSLM. For a detailed discussion of the mathematical background, it is referred to the literature, for example Schneider and Weil (2000) and Stoyan, Kendall and Mecke (1995) . Further information about random (iterated) tessellations can also be found, e.g. in Maier and Schmidt (2003) , Møller (1989) , and Okabe et al. (2000) .
Basic notations
The abbreviations int B, ∂B, and B c are used to denote the interior, the boundary, and the complement of a set B ⊂ IR 2 , respectively, where IR 2 denotes the 2-dimensional Euclidean space. Notice that by |B| we denote the 2-dimensional Lebesgue measure for an arbitrary measurable set B ∈ IR 2 , i.e. |B| is the area of B.
The families of all closed sets, compact sets, and convex bodies (compact and convex sets) in IR 2 are denoted by F, K, and C, respectively. Recall that a random closed set Ξ in IR 2 is a measurable mapping Ξ : Ω → F from some probability space (Ω, A, IP) into the measurable space (F, B(F)), where B(F) denotes the smallest σ-algebra of subsets of F that contains all sets {F ∈ F, F ∩ K = ∅} for any K ∈ K. Particularly, the random closed set Ξ is called a random compact set or a random convex body if IP(Ξ ∈ K) = 1 or IP(Ξ ∈ C) = 1, respectively. 
Random tessellations
Notice that a random tessellation {Ξ n } n≥1 can also be considered as a marked point process
, is a measurable mapping such that α(C) ∈ C and α(C + x) = α(C) + x for any C ∈ C and x ∈ IR d , and where Ξ 0 n = Ξ n − α(Ξ n ) is the centered cell corresponding to Ξ n which contains the origin. The point α(C) ∈ IR d is called the associated point of C and can be chosen, for example, to be the lexicographically smallest point of C. Figure 4 shows realizations of our three basic non-iterated tessellation models, namely the PLT, the PVT, and the PDT. axis. Generally, the intensity γ P LT is interpreted as the mean total length of edges per unit area.
Examples of non-iterated random tessellations
Let λ 1 , . . . , λ 4 denote the mean number of vertices, the mean number of edges, the mean number of cells, and the mean total length of edges per unit area, respectively. Table 1 shows the relationship between these four intensities and a tessellation with intensity γ; see e.g. Stoyan, Kendall and Mecke (1995) . In each case γ has to be interpreted differently.
Non-iterated tessellations serve as starting point to construct more refined tessellation mod- 
Random iterated tessellations
Hence, in order to define the notion of a random iterated tessellation, we can proceed as follows. Let Ξ be a random convex body in IR d , where int Ξ = ∅, and let and that η({F ∈ F :
Notice that Y (· | Ξ) can be seen as one possible way to describe a random tessellation in Ξ.
is an independent sequence of independent and identically distributed random tessellations 
Examples of iterated random tessellations
An iterated random tessellation X can itself be an initial tessellation for a further tessellation. further by X 1 . More generally, the nth cell of an initial tessellation X 0 is subdivided by a member of a given finite family
where each of them has a certain probability of being selected. 
4 denote the corresponding characteristics of X 0 and of X 1 , respectively. Then,
4 ,
4 . Table 2 shows the dependence of the four characteristics λ 1 , . . . , λ 4 on p and on the intensities γ 0 and γ 1 of X 0 and X 1 , respectively.
Notice that the case of a X 0 /X 1 -nesting (i.e., p = 1) is degenerate in the sense that a symmetry can be observed in the intensities γ 0 and γ 1 of X 0 and X 1 , respectively. The four characteristics alone cannot be used to discriminate between PVT/PLT and PLT/PVT, between PLT/PDT and PDT/PLT, and between PVT/PDT and PDT/PVT.
Model choice based on comparison of distance measures
In the present section we introduce our model choice algorithm. After a description of the procedure itself, it is verified using simulated input data.
Characteristics of input data
We assume that we observe our input data through a rectangular sampling window W . The input data are either simulated realizations of tessellations or (possibly preprocessed) real infrastructure data. The observed input data are then used to estimate certain characteristics describing the spatial-geometric structure of the input data. In particular, we consider characteristics which are measured per unit area. Popular examples comprise the characteristics λ 1 , . . . , λ 4 , which correspond to the mean number of vertices, the mean number of edges, 
the mean number of cells, and the mean total length of edges with respect to the unit area, respectively.
These characteristics can be interpreted as global characteristics and they are chosen both because they are a good representation of the underlying tessellation model and because of their relative simplicity regarding theoretical formulae; see Maier and Schmidt (2003) and Tables 1 and 2 . Beyond that, one could also consider local characteristics which refer to single cells, like the mean edge-length per cell, the mean perimeter per cell, and the mean area per cell. However, it turns out that these characteristics are less useful, because unbiased estimators for them are not obvious. Therefore, we concentrate on the global characteristics in the following descriptions and consider the vector
Unbiased estimators
The intensities of the vector λ given by (3.1) have to be estimated from the input data.
Therefore, we need a vector of (intensity) estimators
where each entry of this vector is an estimator for the corresponding entry in ( 
Distance measures
In order to compare the estimated vector of characteristics of the input data with the corresponding vector of calculated values for the tessellation models under comparison, we have to consider different distance measures.
However, good choices for such measures are far from being obvious, hence several possibilities have to be examined. Particularly, if x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) denote two vectors with n entries, the following metrics have been taken into account.
Euclidean distance use a certain relative distance measure, the scaling always needs to be done with respect to the same reference argument. This applies throughout the whole paper both in case of the minimization procedure and in the case of Monte-Carlo tests.
Optimal model choice
In this section we describe how an optimal tessellation model τ * (and corresponding optimal intensities) is obtained with respect to a chosen distance measure. In particular, we consider k-fold tessellations with k being either 0 (i.e., non-iterated tessellations) or 1 (i.e., tessellation consisting of an initial tessellation X 0 and a component tessellation X 1 ).
Let k = 0. Then we are dealing with a PLT, PVT, or PDT as competing models for τ * . We
know that these models can be described by one intensity parameter γ > 0, which of course has a different meaning for each of the three models as explained in Section 2.3. First of all, we estimate the relevant characteristics of the input data using 3.2. By stepwise going through a range of intensities for γ and by calculating each time the (theoretical) vector of characteristics (see Table 1 ), we finally determine an optimal vector λ min , in the sense that the distance of the calculated vector of characteristics to the vector of the input characteristics is minimized. Finally, τ * (and also the corresponding optimal intensity γ * > 0) is obtained by minimizing between all tessellation models with respect to the distance d( λ, λ min ).
Now, consider the case of k = 1. This means that we consider a 1-fold X 0 /p X 1 Poisson-type tessellation as described in Section 2.5. In particular, PLT, PVT, and PDT are considered as models both for X 0 and X 1 . Figures 5 to 7 display examples of all possible choices. Each of these 1-fold tessellations can be described by two intensity parameters γ 0 > 0 and γ 1 > 0 as well as the probability p of the Bernoulli-thinning. Again, in the case p = 1, by stepwise going through a range of intensities for γ 0 and for γ 1 and by calculating the vector
in each step using theoretical formulae (see Table 2 ), an optimal vector λ min of characteristics is determined as described above. When we have obtained a vector λ min for each tessellation model (and therefore a corresponding optimal intensity pair (γ * 0 , γ * 1 )), the overall minimal value λ * min is obtained once again by minimizing between all tessellation models with respect to the distance d( λ, λ min ). Hence, the result is a vector λ * min of characteristics and its corresponding optimal tessellation model τ * with intensity parameters γ * 0 and γ * 1 . One further dimension of minimization is introduced if we additionally consider the case p < 1, which eventually leads to an optimal Bernoulli-thinning parameter p * .
Extensions of the decision procedure
To obtain the optimal tessellation model, several extensions of the decision procedure described in Section 3.4 are possible. In particular, one can choose ε ≥ 0 in order to obtain the
Then we would consider every tessellation model to be a candidate for a possible description of the road system if we obtain an optimal distance value situated within the interval for this model. Assume we consider a model with obtained optimal distance, d min say, where
The error for such a model with respect to the optimal model with distance d * is then given by (λ min − λ * min )/λ * min .
Verification of the model choice procedure
The following so-called Monte-Carlo test technique is a general test principle based on simulations and is widely used in different fields of applications.
We start by establishing a null hypothesis H 0 which we want to test. This hypothesis states that the input data can be described by a certain tessellation model τ (H 0 ), where this model depends on an intensity parameter γ(H 0 ) in the case of non-iterated tessellations and on intensity parameters γ 0 (H 0 ) and γ 1 (H 0 ) (and possibly a Bernoulli parameter p(H 0 )) in the case of nested tessellations.
In order to validate the optimal choice of a tessellation model by the minimization procedure in Section 3.4, i.e. in order to validate τ * , we choose τ (H 0 ) = τ * and γ(H 0 ) = γ * (in case of non-iterated tessellation models) or γ 0 (H 0 ) = γ * 0 and γ 1 (H 0 ) = γ * 1 (in case of nested tessellations).
The alternative hypothesis H 1 of such a test states that the input data can be described by the other models that are under consideration. For example if we consider non-iterated tessellations and if H 0 states that τ (H 0 ) = τ * , where τ * is a PLT say, then H 1 would state that the input data can be described by a PVT or a PDT (both with some fixed intensity parameter which can be obtained through the minimization procedure).
Notice that in case of real input data it is useful not only to test H 0 with τ (H 0 ) = τ * , but for τ (H 0 ) to go through all tessellation models under consideration. Hence, if τ * is a PLT for example, we also do tests with the second-best and third-best model, i.e. τ (H 0 ) is chosen to be a a PVT and a PDT for example with some fixed intensity parameters γ(H 0 ).
In what follows, both for the evaluation of the method with simulated data and later on with real data, we will only state the null hypothesis H 0 for short.
Having stated H 0 , a significance level α has to be chosen, which can be interpreted as the maximal error to reject H 0 despite its correctness. Popular choices are α = 0.05 or α = 0.01.
Subsequently, the tessellation model τ (H 0 ) is simulated n times. Notice that for example Stoyan and Stoyan (1994) suggest to use n = 99 if α = 0.05 or n = 999 if α = 0.01.
Then, we choose a distance measure and for each simulation we compute the distance between the estimated vector of the realization of τ (H 0 ) and the vector of characteristics that is obtained for τ (H 0 ) via theoretical calculation using the intensity parameter γ(H 0 ) (or γ 0 (H 0 ) and γ 1 (H 0 )). Eventually, we obtain n distance values d 1 , . . . , d n . One further value d n+1 = d * is obtained as distance between the vector of characteristics for τ (H 0 ) and the (estimated) vector of characteristics of input data.
Notice that the distance measure can be chosen independently from the distance measure used for the minimization procedure. Again, it can be expected that relative distance measures perform better than absolute ones. However, it has to be pointed out that the order of the arguments of relative distance measures has to be kept in mind, i.e., complying to the definition in Section 3.3, the vector of characteristics calculated for γ(H 0 ) (or γ 0 (H 0 ) and γ 1 (H 0 )) would be the first argument. In case of simulated input data the power P MC of Monte-Carlo tests can be estimated and together with this the probability of the error to accept H 0 despite it is not true.
The procedure is in principle analogous to the proceeding described above, except that we replace τ = τ (H 0 ) by one of the tessellations stated in the alternative hypothesis H 1 , where an intensity parameter of τ can be obtained via the minimization procedure. This can be interpreted in the sense that we examine the performance under H 1 .
Finally, we repeat the procedure k times, k ≥ 1, and for each = 1, . . . , k we are able to report whether the position i * of the distance d * within the ordered sequence d , (1) , . . . , d ,(n+1) of distances is in R α or not. The distance d * is calculated between the estimated vector of characteristics of the input data and the vector of characteristics of the model, which can be calculated using the theoretical intensity value stated in H 1 .
Hence, an estimate of the power P MC of the Monte-Carlo test is obtained by regarding the estimator
The power of the Monte-Carlo test can be considered to be high if P MC takes values which are close to one.
Numerical examples using simulated data
In the following, we present numerical results, where input data are derived by simulations of the competing tessellation models. We concentrate on relative distance measures since simulation studies showed that such distance measures do indeed perform better than absolute distance measures.
Assume that the input data are realizations of a non-iterated PLT with parameter γ = 0.1
and assume further that we want to verify if our procedure can correctly decide between a PLT, a PVT, and a PDT. Particularly, the vector λ = (λ 1 , . . . , λ 4 ) of characteristics as introduced in (3.1) is considered. Using the vector λ in (3.2) as given by (3.3) as estimator for the vector of these characteristics, Table 3 shows estimates based on one and on 1000
realizations, respectively, of the input data in a quadratic sampling window of side length 300 (and area 9 × 10 4 ). Notice however that in case of the 1000 realizations for example, a similar quality of estimation can be obtained by only one single realization of the tessellation, but then in a quadratic sampling window of area 9 × 10 7 . where the step width is chosen to be 0.00001. Table 4 suggest a decision in favor of a PLT as optimal tessellation model τ * with intensity parameter γ * = 0.10070. However, it can be seen that the optimal γ-value is relatively stable and does not depend strongly on the chosen distance measure. (1) and d (n+1) are displayed in Table 5 . Furthermore, the position i * of d * within this ordered sequence of distances is given. The decision to not reject the null hypothesis can be obtained via two approaches. First, we see that i * / ∈ R α . Second, the p-values are very large overall and also compared to the significance levels α = 5% and α = 1%. Therefore, H 0 is not rejected and hence we may say that the input data can be represented by a PLT with intensity parameter 0.1007.
Finally, we examine the power P MC of this Monte-Carlo test. Hence, we proceed as described in Section 3.6 and replace in the simulations the PLT model by the models stated in the alternative hypothesis H 1 , namely by a PVT (with some optimal intensity parameter) and by a PDT (with some optimal intensity parameter). We choose k = 1000, i.e. the whole procedure of estimating the power using the estimator P MC in (3.4) is repeated 1000 times.
In case of a PVT and a significance level α = 0.05, Table 6 shows the results of one of the 1000 repetitions, and as estimated power we obtain the value P MC = 1. The same result is obtained for the case of a PDT with intensity γ = 0.00180 (again for α = 0.05).
Notice that this rather high estimated value for power can be explained by the fact that PLT on one side and both PVT and PDT on the other side are quite different models with regard to their geometrical structure.
As a second example the input data are now derived from a X 0 /p X 1 -tessellation, where X 0 and X 1 are chosen to be a PLT with parameter γ 1 = 0.08 and a PDT with parameter γ 2 = 0.0008, respectively. In the case of p = 1 we obtain 9 competing models. Additionally we can consider the case where p is any arbitrary number with 0 ≤ p < 1. Notice however, that such a minimization increases the computational complexity remarkably. Therefore, we first concentrate on the case p = 1, which is interesting in its own right due to a certain symmetry inherent in the intensity formulae shown in Table 2 .
Again the same vector λ 1 , . . . , λ 4 of characteristics given in (3.1) is considered. to get a unique decision, a possible solution is to consider additionally characteristics of the initial tessellation. Therefore, we also estimate the vector of characteristics λ separately for the initial tessellation X 0 , which in this example is a PLT. These estimates and their theoretical values are given in Table 9 .
The model fitting procedure for X 0 is carried through completely analogous to the one for non-iterated random tessellations. The obtained minimal distance values of the distance measures d e and d a are shown in Table 10 along with the corresponding intensity values.
According to these distance values, the decision for an optimal initial tessellation is in favor of a PLT. Hence, we would decide in favor of a PLT/PDT as optimal model with intensities γ * 0 = 0.07200 and γ * 1 = 0.00085 as obtained before by using the metric d e , or γ * 0 = 0.07100 and γ * 1 = 0.00088 for the metric d a . As can be seen, using d e or d a makes no big difference in the resulting numerical values for the intensity parameters.
Alternatively, a slight modification of the original model fitting procedure can be applied to get also a unique decision. Doing so, the optimal intensity from the model fitting for the initial tessellation is kept as intensity γ * 0 for the iterated tessellation. Thereafter, the model choice algorithm is applied for 1-fold nestings, where the model decision has now to be made only between PLT/PLT, PLT/PVT, and PLT/PDT knowing already that the PLT is the initial tessellation. Table 11 In analogy to the examples for non-iterated tessellations as input data, the correctness of the We close this section by a short discussion of X 0 / pX 1 -tessellations where 0 ≤ p < 1 and we consider the case where both X 0 and X 1 are PLTs with intensities γ 0 = 0.08 and γ 1 = 0.05, respectively. Here, the symmetry in the intensity formulae that caused more detailed examinations in the case p = 1 does not occur and we get a decision in favor of a PLT/PLT with fixed Bernoulli-thinning parameter p = 0.5 and optimal intensity parameters γ * 0 = 0.07796, γ * 1 = 0.05549; see Table 12 .
Systematic examination
In the preceding section we explained the fitting procedure for one chosen value of γ in the case of 0-fold nestings and for two chosen values γ 0 and γ 1 in the case of 1-fold nestings. The intention of this section is to show that our procedure of course works correctly not only for these choices but also for other numerical values of intensity parameters. We constraint ourselves to present a systematic examination in the case of simple tessellations.
We consider input data derived from a PLT with intensity parameter γ ∈ [0.01, 0.3]. The step width is 0.001 for 0.01 ≤ γ ≤ 0.05 and step width 0.01 for 0.05 ≤ γ ≤ 0.3. Notice that the sampling window for the simulations is again a rectangle with side length 300. Figure 9 shows the results of the examination of our fitting procedure where the absolute Euclidean distance d e was used. We observe that overall the PLT is indeed recognized as best model, however the distinction between the models gets better and better with increasing intensity γ. In contrast to that we see the same result with the relative Euclidean distance d e in Figure 10 . There, the distances between the optimal model (PLT) and its two alternatives is quite larger than in case of the absolute distance. Moreover, the quality of distinction is the same for each value of γ. Notice that, referring also to the remark on the similiar quality of estimation in differently sized sampling windows at the beginning of Section 3.7, it is of course possible to do such systematic examinations within sampling windows of side lengths other than 300. For example one could take a sampling window where the side length is ten times as large, i.e. a sampling window of side length 3000 as is the case with real data considered in the upcoming Section 4.
In order to compare results with respect to the quality of estimation and minimization to the results obtained within the sampling window of side length 300 as considered in this section, the intensity parameter would also have to be adapted. Therefore, the situation of input data in a larger window with rather small intensity parameter for example can be compared to the situation of input data in smaller sampling windows but with larger intensity. 4 Analysis of real infrastructure data
Preprocessing of raw data
Most often, infrastructure data of certain urban (or rural) areas are given as raw data and need to be preprocessed. Here, we briefly describe the measures that were necessary to get data which could be used for our model fitting. For further information on general image retrieval techniques see, for example, Serra (1982) and Soille (2003) . Figure 3 shows the infrastructural geometry of Paris, where coordinates are given as geodesic data. In this case, the Lambert2-projection methodology was used to obtain these data in the form of (locally) Cartesian-like treatable (x, y)-coordinates. Another quite widely used methodology of this form is called Gauss-Krüger methodology.
Regarding Figure 11 (a), it is quite obvious that certain preprocessing steps are necessary in order to use the raw data for fitting models. As can be seen, roads are given as series of line segments, where each line segment consists of a start point and an end point. Furthermore, a mark is attached to each line segment, which describes the type of the road. These road we concentrate on only two types, which we identified to be the most common road types in Paris, namely intercity main roads and side streets. Finally, we remove dead end streets and by traversing through the line segments it is possible to reconstruct a tessellation which consists of polygonal cells; Figure 11 (b). Still however, points may exist, which do not belong to the set of vertices of the obtained tessellation. Clearly, these are points where only two line segments emanate from and therefore it is easy to not account for such points.
Numerical results
We examine preprocessed data of Paris within a rectangular sampling window W ; see Figure 12 . Since in our case we know how to differentiate between main roads and side streets, our philosophy is to use 1-fold tessellation models for data fitting. Hence we expect to get a realistic and adequate model for our data, since we additionally use the information about their hierarchical structure.
We restrict our description to the case of X 0 /p X 1 -tessellations where p = 1. As pointed out earlier, this is a rather complicated case since the decision is not unique from the first and we have to use some more information to get a unique decision. Notice that in the case of p < 1 the decision is unique. Minimization of an additional parameter p however is little more challenging regarding the computational run times.
We start by considering the main roads contained in Figure 12 . Table 13 shows results of As far as Monte-Carlo tests are concerned for real data input, the idea is to do these tests for all considered tessellation models and to check whether a certain model can be taken as representation of the real data. In the case of X 0 for example, we consider null hypotheses H 0 for non-iterated tessellations, i.e. τ (H 0 ) is chosen to be, one at a time, PLT, PVT, and PDT with intensity parameter γ(H 0 ). Hence, Table 14, Table 15 , and Figure 12 , τ (H0) is a PLT with γ(H0) = 0.002384 Table 14 the null hypothesis H 0 states that τ (H 0 ) = τ * , i.e. H 0 states that the main road data can be described by a PLT with intensity γ(H 0 ) = γ * = 0.002384, Here we test for the optimal tessellation model τ * that has been identified through our minimization procedure.
As we can see, for both significance levels we cannot reject H 0 . Table 15 and Table 16 present the results of the test where H 0 states that the main road data can be represented by a PVT with intensity parameter γ(H 0 ) = 0.000001 and a PDT with intensity parameter γ(H 0 ) = 0.000001, respectively. In view of Table 13 this means that we test for the second-best and third-best model obtained through the minimization procedure.
As we can see, we cannot reject these null hypotheses, except for the case where τ (H 0 ) is a PDT for significance levels α with α ≥ 0.02. Figure 12 , τ (H0) is a PVT with γ(H0) = 0.000001 Figure 12 , τ (H0) is a PDT with γ(H0) = 0.000001 To get an optimal 1-fold nesting model we consider the following. We fix the optimal initial tessellation as given by Table 13 . Since the distance is minimal for a PLT with parameter γ 0 = 0.002384 we concentrate on this model in the following to describe X 0 . Hence, we finally only need to distinguish between PLT/PLT, PLT/PVT, and PLT/PDT. Table 17 shows the results if we apply our minimization procedure with fixed initial tessellation type PLT and intensity γ 0 = 0.002384 to these three models. The results indicate that a PLT/PLT model would be optimal, where for the nested PLT we have the intensity parameter γ 1 = 0.013906. Finally, we consider again Monte-Carlo tests, where the idea is to test all tessellation models given in Table 17 , i.e. for H 0 we choose τ (H 0 ) to be a PLT/PLT, PLT/PVT, or PLT/PDT with intensity parameters γ 0 (H 0 ) = γ 0 and γ 1 (H 0 ) = γ 1 , respectively, as given in Table 17 .
We restrict ourselves to two examples. First we consider the case where H 0 states that τ (H 0 ) is a PLT/PDT with intensity parameters γ 0 (H 0 ) = 0.002384 and γ 1 (H 0 ) = 0.000028. Table 18 and Table 19 show the results both for the case of the relative Euclidean distance (Table 18 ) and for the case of the absolute Euclidean distance (Table 19 ), respectively.
Regarding Table 18 , we see that with the relative Euclidean distance we would not reject the Finally, Table 20 shows the results of the Monte-Carlo test for the null hypothesis H 0 with τ (H 0 ) = τ * and τ * being a PLT/PLT as obtained according to the minimization procedure with optimal intensity parameters γ * 0 = 0.002384 and γ * 1 = 0.013906. In this case, using the relative Euclidean distance, we cannot reject this null hypothesis. We also considered this null hypothesis with a Monte-Carlo test where the absolute Euclidean distance measure was used, obtaining similar results. 
Discussion and Outlook
One of the key necessities of any models like the SSLM for cost analysis and strategic planning of telecommunication networks is to accurately represent the underlying geometrical structure of the network. Therefore, the modelling task can be split into two steps, which are closely connected to each other.
A first step is to incorporate the spatial-geometric structure of the infrastructure along which in most cases, but especially in urban areas, the cable trench system is located. In the SSLM the road system is modelled using the concept of random tessellations. In this paper we propose a procedure which decides in favor of an optimal road system model within a class of given random tessellation models. The procedure has been tested with simulated characteristics as input data, which have been estimated from realizations of the tessellation models under consideration. Particulary, the comparison of input characteristics and theoretical tessellation models described by a certain intensity parameter is possible since we used some characteristics which are related to the intensity parameters through theoretically known formulae. The results of our method are quite impressive in the sense that relatively simple mathematical methods have been combined. In particular, it allows for a general classification of the different models regarding their intensities. Symmetries, for example in the case of PLT/PVT-nestings and PVT/PLT-nestings without Bernoulli-thinning, can be overcome by a slightly modified version of the model choice algorithm, depending on the separate knowledge of initial and nested tessellation data. If this information is not available, i.e., if we cannot distinguish between initial and nested tessellation in a 1-fold nesting say, then it might be a good idea to choose some small ε > 0 and fit an X 0 /p X 1 -nesting with p = 1 − ε. Hence, the decision is unique and letting ε → 0, i.e. executing a sequence of fitting steps with ε getting smaller and smaller, the hope is that also the decision for the limiting tessellation is in favor of that same X 0 /p X 1 -nesting.
Finally, the model choice procedure has been confronted with a set of (preprocessed) infrastructure data of Paris. Owing to the structure of the data, which clearly do not follow any of the proposed tessellation models, the fit is worse, but still relatively impressive regarding our numerical results. Naturally, we can only hope to identify one model among the theoretically proposed which comes closest to the given data.
Clearly, it is necessary to refine the fitting procedure. One possibility can be the application 
