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THE BV FORMALISM: THEORY AND APPLICATION TO A
MATRIX MODEL
ROBERTA A. ISEPPI
Abstract. We review the BV formalism in the context of 0-dimensional gauge
theories. For a gauge theory (X0, S0) with an affine configuration space X0,
we describe an algorithm to construct a corresponding extended theory (X˜, S˜),
obtained by introducing ghost and anti-ghost fields, with S˜ a solution of the
classical master equation in O
X˜
. This construction is the first step to define
the (gauge-fixed) BRST cohomology complex associated to (X˜, S˜), which en-
codes many interesting information on the initial gauge theory (X0, S0). The
second part of this article is devoted to the application of this method to a ma-
trix model endowed with a U(2)-gauge symmetry, explicitly determining the
corresponding X˜ and the general solution S˜ of the classical master equation
for the model.
1. Origin and motivation for the BV formalism: a short introduction
Quantization of a gauge field theory is notoriously difficult, even if one takes a for-
mal approach and works with Feynman’s path integral [12]. The problem is caused
by the very nature of a gauge theory: indeed, while a physical theory can be de-
scribed as a pair (X0, S0), with X0 the (field) configuration space and S0 : X0 → R
the action functional, a gauge theory has to be thought as a triple where, next to
the configuration space X0 and the action S0, there is also a so-called gauge group G
which describes the symmetries of the theory (cf. Definition 2.1). It is precisely the
presence of local symmetries in the action functional S0 which impedes the direct
application of the canonical quantization via path integral of this class of theories.
In 1967 Faddeev and Popov (cf. [10]) gave a fundamental contribution to the solu-
tion of this problem: their main idea was to introduce, next to the physical fields
already in the theory, other non-physical fields (called Faddeev-Popov ghost fields),
used to eliminate the local symmetries appearing in the path integral and avoid
the degeneracy of the propagator. In the years that followed, this idea has been
developed (cf. [21]), arriving to the formulation of the BV construction, discovered
by Batalin and Vilkovisky (cf. [4], [5]).
Thus, the BV formalism found its origin and motivation in the context of the
quantization of gauge theory. However, this formalism has shown to be a very in-
teresting construction on its own and not only as a tool in the BRST quantization
procedure. For this reason, recently the BV formalism has been thoroughly inves-
tigated for infinite-dimensional gauge theories (review articles [1], [2], [3], [14], [15],
[16]) as well as in the finite-dimensional context (cf. [13], [18]).
The purpose of this article is to present the analysis of the BV formalism in the
context of gauge theories defined over a 0-dimensional spacetime. This has demon-
strated to be a surprisingly rich context for the analysis of the BV construction from
a completely algebraic point of view. The BV formalism can then be simply viewed
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as a method to construct, given an initial gauge theory (X0, S0), with X0 the initial
configuration space and S0 the initial action, a new pair (X˜, S˜), where the extended
configuration space X˜ is obtained as an extension of X0 with ghost/anti-ghost fields:
X˜ = X0 ∪ {ghost/anti-ghost fields},
and the extended action S˜ is defined by adding extra terms depending on the
ghost/anti-ghost fields to the initial action S0:
S˜ = S0 + terms depending on ghost/anti-ghost fields.
In order to properly extend the gauge theory (X0, S0), further requirements need to
be imposed on the new pair (X˜, S˜) (cf. Section 2). As a consequence, each extended
pair (X˜, S˜) naturally induces a cohomology complex, known as the classical BRST
cohomology complex. The discovery that the ghost/anti-ghost fields can be viewed
as generators of a cohomology complex should be ascribed to Becchi, Rouet, Stora
(cf. [6], [7]) and, independently, Tyutin (cf. [20]), in 1975, after whom this coho-
mology complex is named. Moreover, under certain conditions, this cohomology
complex is still present also after the gauge-fixing procedure has been implemented
to remove the anti-fields/anti-ghost fields both from the extended configuration
space X˜ and the extended action S˜. This gauge-fixed BRST cohomology complex
plays an interesting role also from a physical point of view: indeed, the cohomology
induced by the gauge-fixed extended theory (X˜, S˜)|Ψ, with Ψ a suitable gauge-fixing
fermion, allows to recover physically relevant information on the initial gauge the-
ory (X0, S0) such as the gauge-invariant functions, i.e. the (classical) observables of
(X0, S0):
H0(X˜ |Ψ, dS˜ |Ψ) = { Observables of the initial gauge theory (X0, S0) }.
In this article, we will concentrate on this first part of the construction, namely on
the BV formalism, analyzing it from a totally algebraic point of view, postponing
the second part of the construction, that is, the presentation of the gauge-fixing
procedure and the explicit description of the gauge-fixed BRST cohomology com-
plex to [17].
We focus on 0-dimensional gauge theories, that is, theories where the configura-
tion space X0 is finite dimensional. The article is structured as follows: the notion
of extended theory is presented in Section 2 as the mathematical object to describe
the pair (X˜, S˜) obtained as the extension of a theory (X0, S0) through the introduc-
tion of ghost/anti-ghost fields. Section 3 is devoted to explain a new procedure,
inspired by the method in [11], to construct a pair (X˜, S˜) given a 0-dimensional
gauge theory (X0, S0). This method suggests a possible way to face a problem that
often appears when the BV construction is applied in the finite-dimensional context:
the emergence of an infinite number of ghost/anti-ghost fields to be added to the
theory. The novel construction we present gives a method to select a finite family of
anti-ghost fields (and so of ghost fields). Furthermore, these anti-ghost fields can be
algorithmically determined, avoiding the full description of a Tate resolution, which
may impose a heavy computation. This BV construction is applied in Section 4 to
a matrix model with a U(2)-gauge symmetry. The implementation of this proce-
dure on an explicit model is relevant because not only it allows to understand the
meaning of this finite family of ghost fields and to determine the characteristics of
the gauge theory that it detects, but also because, determining a (generic) solution
S˜ for the classical master equation in O
X˜
, it provides all the necessary elements to
explicitly determining generators and coboundary operator for the classical BRST
complex and hence for the gauge-fixed BRST complex (for this second part of the
construction on the U(2)-matrix model we refer to the forthcoming [17]).
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2. The BV formalism
Given an initial gauge theory (X0, S0), with X0 the initial configuration space and
S0 the initial action functional on X0, we want to describe a method to extend it
to a new pair (X˜, S˜):
(X0, S0) −−−− −−− → (X˜, S˜)
initial gauge theory BV construction extended theory
In this section we recall the requirements on the pair (X˜, S˜) that are imposed from
a physical point of view and we introduce the mathematical notion that describes
this extended pair, that is, the notion of extended theory. To describe the BV
construction we restrict to consider 0-dimensional gauge theories, whose definition
we recall for completeness.
Definition 2.1. Let X0 be a vector space over R, S0 be a functional on X0, S0 :
X0 → R, and G be a group acting on X0 through an action F : G ×X0 → X0. Then
the pair (X0, S0) is a gauge theory with gauge group G if it holds that
S0(F (g, ϕ)) = S0(ϕ), ∀ϕ ∈ X0, ∀g ∈ G.
Concerning the terminology, X0 is called the configuration space, an element ϕ
in X0 is a gauge field, the functional S0 is the action, and G is known as the gauge
group.
Definition 2.2. A field/ghost field ϕ is a graded variable characterized by two
integers:
deg(ϕ) ∈ Z and ǫ(ϕ) ∈ {0, 1}, with deg(ϕ) = ǫ(ϕ) (mod Z/2).
deg(ϕ) is the ghost degree, while ǫ(ϕ) is the parity, which distinguishes between the
bosonic case, where ǫ(ϕ) = 0 and ϕ behaves as a real variable, and the fermionic
case, where ǫ(ϕ) = 1 and ϕ behaves as a Grassmannian variable:
ϕψ = −ψϕ, and ϕ2 = 0, if ǫ(ϕ) = ǫ(ψ) = 1.
The anti-field/anti-ghost field ϕ∗ corresponding to a field/ghost field ϕ satisfies
deg(ϕ∗) = − deg(ϕ) − 1, and ǫ(ϕ∗) = ǫ(ϕ) + 1, (mod Z/2).
In what follows, the term fields is reserved to the initial fields in X0 while ghost
fields is used to identify the extra fields introduced by the BV construction. Anal-
ogously, anti-fields is specifically used for the anti-particles corresponding to the
initial fields while the anti-ghost fields are the ones corresponding to the ghost fields.
In the BV formalism, the extended configuration space X˜ is required to be a super
graded vector space, suitable to be decomposed as the following direct sum:
(2.1) X˜ ∼= F ⊕ F∗[1], with [X˜]0 = X0
for F = ⊕i>0F i a graded locally free OX0 -module with homogeneous components of
finite rank and with OX0 the algebra of regular functions on X0. While F describes
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the fields/ghost-fields content of X˜, F∗[1] determines the anti-fields/anti-ghost fields
part, with F∗[1] that denotes the shifted dual module of F :
F∗[1] = ⊕i∈Z
[
F∗[1]
]i
with
[
F∗[1]
]i
=
[
F∗
]i+1
.
The condition of X˜ being a super graded vector space encodes the fact that even-
graded elements in X˜ behaves as real variables while odd-graded elements are
treated as Grassmannian variables.
Remark 2.3. Each homogeneous component of the graded vector space X˜ is sup-
posed to be finite-dimensional. However, no hypothesis is done on the number of
non-trivial homogeneous components in X˜, which may be infinite. Therefore, for
each ghost degree there is a finite number of independent ghost/anti-ghost fields
with that degree while it is allowed the possibility of having independent ghost/anti-
ghost fields with ghost degree any integer value.
Given a super graded vector space X˜, by O
X˜
we denote the algebra of regular
functions on X˜, which is the graded symmetric algebra generated by X˜ over the
ring OX0 :
O
X˜
= SymOX0 (F ⊕ F
∗[1]).
Due to the graded structure on X˜, O
X˜
is naturally endowed with a graded algebra
structure. Moreover, O
X˜
can be equipped with a graded Poisson bracket structure
of degree 1:
{−,−} : [O
X˜
]i ⊗ [O
X˜
]j → [O
X˜
]i+j+1,
which is completely determined by imposing that it acts as follows on the generators:{
βi, βj
}
= 0,
{
β∗i , βj
}
= δij and
{
β∗i , β
∗
j
}
= 0
for βi ∈ Fp and β∗i ∈
[
F∗[1]
]−p−1
, and then extending it by requiring being linear
and graded Poisson. More explicitly, we are first of all imposing that the bracket
is graded symmetric, that is, it satisfies
{a, b} = −(−1)(|a|−1)(|b|−1) {b, a} ,
for a, b, c ∈ O
X˜
, where |a| denotes the degree of an element in O
X˜
. Then, we demand
that it is also graded Poisson, so that it holds the following equality:
{ab, c} = a {b, c}+ (−1)|a||b|b {a, c} ,
where, once again, a, b, c are elements in O
X˜
. Finally, the bracket has to satisfy
also the graded Jacobi identity, which reads as follows:
(−1)(|a|−1)(|c|−1) {a, {b, c}}+(−1)(|b|−1)(|a|−1) {b, {c, a}}+(−1)(|c|−1)(|b|−1) {c, {a, b}} = 0.
This Poisson bracket structure on O
X˜
enters the notion of extended action S˜, as
recalled in the following definition.
Definition 2.4. Let the pair (X0, S0) be a gauge theory. Then an extended theory
associated to (X0, S0) is a pair (X˜, S˜) where X˜ = ⊕i∈Z[X˜]i is a super graded vector
space as in (2.1) and S˜ ∈ [O
X˜
]0 is a regular function on X˜, with S˜|X0 = S0, S˜ 6= S0
and such that it solves the classical master equation, i.e.,
{S˜, S˜} = 0,
where {−,−} denotes the graded Poisson structure on the algebra O
X˜
.
Even though this notion of extended theory is similar to the notion of BV variety,
introduced by Felder and Kazhdan in [11], two main differences distinguish them.
The first difference is technical: instead of allowing the configuration space X0 to
be a nonsingular algebraic variety, we require it to be an affine space. This permits
to give a global description of the BV construction, that is, we can describe X˜ as a
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graded vector space instead of having to define it as a sheaf of modules. However,
because the matrix models we are interested in satisfy this stronger requirement of
having an affine configuration space X0, we prefer to avoid the technical difficulties
related to having to work with local descriptions. Concerning the second differ-
ence, this is more conceptual: we do not require the negatively graded cohomology
complex induced by the pair (X˜, S˜) to be acyclic. As more precisely explained in
Section 3, by omitting this extra condition we are able to develop a construction
where only a finite number of ghost fields has to be added.
Remark 2.5. A fundamental consequence of S˜ solving the classical master equation
is that a differential operator is induced over O
X˜
. Indeed, given S˜ ∈ [O
X˜
]0 such
that {S˜, S˜} = 0, the map
d
S˜
: [O
X˜
]• −→ [O
X˜
]•+1 with d
S˜
(ϕ) :=
{
S˜, ϕ
}
,
defines a linear differential operator of degree 1 over the graded Poisson algebra O
X˜
.
While the linearity of d
S˜
as well as its being of degree 1 are immediate consequences
of properties of the Poisson bracket, the fact that d
S˜
is a differential, i.e., that it
satisfies d2
S˜
= 0, follows from the graded Jacobi identity and S˜ solving the classical
master equation. Moreover, due to the properties of the Poisson bracket on O
X˜
,
the operator d
S˜
is graded derivative:
d
S˜
(ϕψ) = (d
S˜
(ϕ))ψ + (−1)deg(ϕ)ϕd
S˜
(ψ),
for ϕ, ψ ∈ O
X˜
, and graded distributive when composed together with the bracket:
d
S˜
({ϕ, ψ}) =
{
d
S˜
(ϕ), ψ
}
+ (−1)deg(ϕ)−1
{
ϕ, d
S˜
(ψ)
}
.
Hence (O
X˜
, {−,−}, d
S˜
) defines a differential P0-algebra (cf. [9]).
The differential operator d
S˜
acts as coboundary operator for the classical BRST
cohomology complex.
Definition 2.6. Given an extended theory (X˜, S˜), the corresponding classical
BRST cohomology complex is a complex where the cochain spaces are
Ci(X˜, d
S˜
) = [SymOX0 (X˜)]
i,
for i ∈ Z, and the coboundary operator is d
S˜
:= {S˜,−}.
3. Construction of an extended theory
In this section we present a method to explicitly construct, from an initial gauge
theory (X0, S0) a corresponding extended theory (X˜, S˜). This method makes fun-
damental use of a Tate resolution of the Jacobian ring J(S0). A crucial passage is
to select a finite family of generators, among all (often infinitely many) generators
introduced in a Tate resolution. This finite family of generators determines a finite
family of ghost/anti-ghost fields, used to extend the initial configuration space X0.
The method we are going to explain is inspired by the construction presented by
Felder and Kazhdan in [11]. However, it is precisely this selection of the generators
that distinguishes our method and allows us to have an explicit description of the
extended theory (X˜, S˜) and of the corresponding BRST cohomology complex.
Definition 3.1. Given a gauge theory (X0, S0), with X0 an m-dimensional affine
space, the Jacobian ring J(S0) of S0 is the quotient J(S0) = OX0/ Im(δ), for
δ : TX0 −→ OX0 with δ(ξ) := ξ(S0).
6 ROBERTA A. ISEPPI
Equivalently, given a global system of coordinates {xi}, i = 1, . . . ,m, on X0, the
Jacobian ring J(S0) is suitable for the following more explicit description:
(3.2) J(S0) =
OX0
〈∂1S0, · · · , ∂mS0〉
,
for ∂iS0 the partial derivative of S0 with respect to the i−th coordinate xi. As
previously announced, a key role in the construction of the pair (X˜, S˜) is played by
a Tate resolution of J(S0), whose construction we briefly recall.
3.1. Tate’s algorithm. Since the Tate resolution (cf. [19]) is an important tool
with a broad range of applications, we review it in a more general context than
the one in which we are going to use it. Thus let R be a commutative Noetherian
ring with unit element and let M be an ideal in R. Tate’s algorithm is a canonical
procedure for constructing a free resolution of R/M that is a differential R-algebra.
Definition 3.2. Let A = ⊕i∈Z60Ai be a Z60-graded commutative algebra whose
homogeneous components Ai are finitely generated as R-modules and such that
A0 ∼= R · 1A, for 1A a unit element. Given δ = {δi}i∈Z60 , with δi : Ai → Ai+1, a
graded derivation of degree 1 satisfying δ2 = 0, the pair (A, δ) defines a differential
R-algebra.
A differential R-algebra (A, δ) can equivalently be viewed as a complex of finitely
generated R-modules with a coboundary operator δ:
· · ·
δ
−n−1
−−−−→ A−n
δ
−n
−−→ A−n+1
δ
−n+1
−−−−→ · · ·
δ
−2
−−→ A−1
δ
−1
−−→ A0 ∼= R
δ0−→ 0.
Therefore, using the standard terminology, the cohomology algebra H(A) of a dif-
ferential R-algebra A is defined as follows:
H(A) =
⊕
k∈Z60
Hk(A) with Hk(A) =
Ker(δk)
Im(δk−1)
.
Definition 3.3. A differential R-algebra (A, δ) is a Tate resolution of the R-module
R/M if A is free, that is, if each homogeneous component Ai is a free R-module,
and acyclic, i.e., it holds that:
H(A) = H0(A) = R/M.
The conditions stated in the above definition can be equivalently rephrased by
requiring that the Ai are free R-modules and the following sequence is exact:
(3.3) · · ·
δ
−3
−−→ A−2
δ
−2
−−→ A−1
δ
−1
−−→ R
pi
−→ R/M → 0 ,
where π is the canonical projection map.
Tate’s algorithm is an inductive construction to determine, given a ring R and
an idealM , a free and acyclic differential R-algebra (A, δ) such that H0(A) = R/M .
This algebra A is obtained as the union of an ascending chain of differential R-
algebras (Ai, δi), with
A0 := R ⊆ A−1 ⊆ A−2 ⊆ · · ·
Thus we begin by describing the first step of this algorithm, that is, the construction
of the differential R-algebra (A−1, δ−1), and then we explain the inductive step, that
is, the construction of the differential R-algebra (A−(k+1), δ−(k+1)), given (A−k, δ−k).
First step: the construction of (A−1, δ−1). We want to construct a differential
R-algebra (A−1, δ−1) such that it determines a free and acyclic resolution of R/M
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up to degree 0. Let {τi}i, with i = 1, . . . , n, be a finite set of generators for M as
an R-module. Then A−1 is defined as the following extension:
A−1 = PolR(T1, . . . , Tn),
with {Ti}, for i = 1, . . . , n, a family of formal Grassmannian variables of degree −1.
The differential δ−1 = {δ−1j }, j ∈ Z60, on the algebra A
−1 is uniquely determined by
imposing that
δ−1−1(Ti) = τi,
for i = 1, . . . , n, and then extending this to a map on the whole A−1 by R-linearity.
Due to this definition of δ−1, it holds that
H0(A−1) = R/M
and hence the sequence
A−1−1
δ−1
−1
−−→ A00 = R
pi
−→ R/M → 0
is exact. So (A−1, δ−1) gives a free and acyclic resolution of R/M up to degree 0.
The inductive step: the construction of (A−(k+1), δ−(k+1)), for k > 0. Let (A−k, δ−k)
be a differential R-algebra that induces a free and acyclic resolution of R/M up
to degree −k + 1. In other words, we are assuming that the following sequence of
finitely generated modules over R is exact:
(3.4) A−k−k
δ−k
−k
−−→ . . .
δ−2
−2
−−→ A−1−1
δ−1
−1
−−→ A00 = R
pi
−→ R/M → 0 ,
and that is holds:
H−j(A−k) =
{
R/M if j = 0
0 if j = 1, . . . , k − 1 .
The aim is now to define a differential R-algebra (A−(k+1), δ−(k+1)) such that, when
adding the module A−(k+1)−(k+1) to the sequence (3.4), we obtain a free and acyclic reso-
lution of R/M up to degree −k. To achieve this goal let {τi}, with i = 1, . . . , nk be
(−k)-cocycles such that their corresponding cohomology classes generate H−k(A−k)
as finitely-generated module over R. We define the graded R-algebra A−(k+1) as
the extension of the algebra A−k by the introduction of a family {Ti}i, i = 1, . . . , nk,
of formal variables of degree −(k + 1). Hence:
A−(k+1) = PolA−k(T1, . . . , Tnk),
where the variables {Ti} are real variables if their degree −(k+1) is even or Grass-
mannian if the degree −(k + 1) is odd. Finally, the derivation δ−(k+1) is uniquely
determined as extension of the derivation δ−k to the whole A−(k+1) by requiring
that it acts as follows on the new variables:
δ−(k+1)(T ji ) = τi · jT
j−1
i .
Because, by construction, A−(k+1) coincides with A−k in degree higher than −(k+1),
it still holds that
H−j(A−(k+1)) =
{
R/M if j = 0
0 if j = 1, . . . , k − 1
while in degree −k we have that
H−k(A−(k+1)) =
H−k(A−k)
〈τ1, . . . , τnk〉
= {0}.
This is consequence of {τi} being a family of generators of H−k(A−k) as an R-
module. Hence A−(k+1) gives a free and acyclic resolution of R/M up to degree −k.
Therefore, the algebra A =
⋃∞
k=0A
−k is a free and acyclic resolution of R/M such
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that H0(A) = R/M .
We observe that, by construction, the algebra A of a Tate resolution (A, δ) can
be viewed as a symmetric algebra
A = SymR(W
∗
T )
for some gradedR-moduleW∗T = ⊕j6−1[W
∗
T ]
j , with locally-free and finitely-generated
homogeneous components [W∗T ]
j . This R-module W∗T collects all the formal vari-
ables {Ti} introduced step by step in the Tate’s algorithm.
Remark 3.4. The procedure described above to extend the algebra A−k to the
algebra A−(k+1) in the case of an even degree −(k + 1) it is applicable only under
the hypothesis that the ring R contains a subfield of characteristic 0. Since this
hypothesis will be satisfied in the context where we want to apply Tate’s algorithm,
we restricted to this setting, which simplifies the construction (cf. [19]).
3.2. The extended configuration space. A key role in the construction of an
extended theory (X˜, S˜) associated to a given gauge theory (X0, S0) is played by the
so-called generators of type β of a given Tate resolution (A, δ) of J(S0) on the ring
OX0 .
Definition 3.5. Given a Tate resolution (A, δ), the generators of type β are in-
ductively defined as follows: all generators of A−1−1 are of type β while a generator
γ−q ∈ A−q−q, with q > 1, is of type β if there exists {rj}, with j = 1, . . . ,mj , a
collection of elements of the ring R such that
δ(γ−q) = r1β
−q+1
1 + r2β
−q+1
2 + · · ·+ rmjβ
−q+1
mj
with β−q+11 , β
−q+1
2 , . . . , β
−q+1
mj
, generators of type β of degree −q + 1. Thus for this
generator γ−q we use the notation β−q.
Selecting the generators of type β of a Tate resolution (A, δ) of J(S0) on OX0 we
determine the anti-fields/anti-ghost fields used to extend the space X0. However,
in order to comply with the requirement of X˜ being symmetric in the field/ghost
field content on one hand and the anti-field/anti-ghost field content on the other
hand, we have to impose that (A, δ) is a Tate resolution of J(S0) on OX0 satisfying
(3.5) A−1 = TX0 [1],
with TX0 [1] the shifted tangent space of X0. Indeed, this property ensures that X˜
has in degree −1 the anti-fields corresponding to the fields in X0. As a consequence,
the algebra A is a symmetric algebra
A = SymOX0 (W
∗
T ) with W
∗
T = TX0 [1]⊕ E
∗
T [1],
for E∗T = ⊕i6−1[E
∗
T ]
i a graded OX0-module with finitely-generated homogeneous
components. Then, given a Tate resolution (A, δ) satisfying condition (3.5), let
W∗ = TX0 [1] ⊕ E
∗[1] denote the OX0 -submodule of W
∗
T determined by generators
of type β. Thus the corresponding extended configuration space X˜ is defined as
follows:
X˜ = E∗[1]⊕ TX0 [1]⊕X0 ⊕ E ,
where the summand TX0 [1] gives the anti-fields content of X˜, E
∗[1] controls the anti-
ghost fields content of X˜ and has been determined by the type-β generators of a
Tate resolution of J(S0) on OX0 and E is the shifted-dual module of E
∗[1] describing
the ghost-fields content of X˜.
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Remark 3.6. To determine a Tate resolution may require involved computations
and force the introduction of an infinite number of new generators: indeed, while
the hypothesis of R being a Noetherian ring guarantees that at each step of the al-
gorithm we introduce only a finite number of new formal variables, nothing ensures
that the procedure has to stop after a finite number of steps. This would then give
rise to an extended configuration space X˜ with independent ghost/anti-ghost fields
in any degree. On the contrary, the generators of type β can be easily computed
by an inductive procedure and, if no redundant generators are introduced through-
out the construction, they form a finite family, inducing an extended configuration
space X˜ with a finite number of ghost/anti-ghost fields. Moreover, taking a full Tate
resolution may cause the loss of meaning for concepts as the level of reducibility L
of an extended theory: indeed, because L is defined as L = k − 1, where k is the
highest degree of a non-trivial homogeneous component in X˜, if X˜ has non-trivial
components in any degree, L would not detect any properties of a gauge theory.
On the other hand, considering only type-β generators, L still gives an estimate of
the “complexity”of the gauge symmetry considered (cf. Section 4).
3.3. The extended action. We explain how to construct an extended action S˜
by a sequence of approximations, where at each step we add terms with increas-
ing degree in the ghost fields. This procedure was inspired by the one proposed
in [11], the main difference laying in the fact of only consider the preselected fam-
ily of type-β generators. This allows to a more explicit description of the procedure.
We begin by introducing the following notation: given a generic element ϕ ∈ O
X˜
,
we write it as as sum ϕ =
∑
i∈I ϕn,iϕp,i, where
ϕn,i ∈ SymOX0 (E
∗[1]⊕ T ∗X0 [1]⊕X0) and ϕp,i ∈ SymOX0 (E).
Then, the negative degree and the positive degree of an element ϕ are respectively
defined as follows:
degn(ϕ) = max
i∈I
deg(ϕn,i) ∈ Z60 and degp(ϕ) = min
i∈I
deg(ϕp,i) ∈ Z>0,
while the degree of a summand ϕi is the sum of its negative and its positive degree:
deg(ϕi) = degn(ϕi) + degp(ϕi) ∈ Z.
Moreover, as useful tools in the following construction we consider the family of
ideals {F rO
X˜
}, for r > 0, which determines a descending filtration of the graded
algebra O
X˜
:
O
X˜
= F 0O
X˜
⊇ F 1O
X˜
⊇ F 2O
X˜
⊇ . . .
with
F rO
X˜
:= {ϕ ∈ O
X˜
: degp(ϕ) > r} ∪ {0}.
While the ideals F rO
X˜
look at the positive degree of the elements in O
X˜
, we intro-
duce a family {I(q)
X˜
}, for q > 1, of modules over OX0 , which consider the number of
positively-graded generators in elements of O
X˜
:
I
(q)
X˜
:=
{
ϕ =
∑
I=(i1,...,iq)
ϕn,Iβi1 . . . βiq : ϕn,I ∈ SymOX0 (TX0 [1]⊕ E
∗[1])
}
.
Notice that these modules are also closed with respect to the product for elements
in O
X˜
/F 1O
X˜
. Finally, {I>q
X˜
} is a collection of ideals, which are defined as unions of
the OX0-modules I
(q)
X˜
, i.e.
I>q
X˜
=
⋃
s>q
I
(s)
X˜
,
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for q > 1 and Slin is the so-called linear action, which denotes the following sum:
Slin = S0 +
∑
k∈K
δ(C∗k )Ck +
∑
j∈J
δ(β∗j )βj ,
with C∗k ∈ [E
∗[1]]−2, Ck ∈ [E ]
1, β∗j ∈ [E
∗[1]]−(q+1) and βj ∈ [E ]q, for q > 1.
We now present two technical lemmas whose statements have to be compared with
[11, Lemmas 4.3, 4.6]. Although the statements have been partially modified to
comply with the fact of considering only type-β generators, because the proofs can
be easily adapted to this different setting, we refer to [11] for further details.
Lemma 3.7. The 1-degree differential operator
Φ := {Slin,−} : O
•
X˜
−→ O•+1
X˜
coincides with the operator δ ⊗ Id modulo F 1O
X˜
, for δ the differential operator
of the fixed Tate resolution (A, δ), restricted to act only on generators of type β.
Therefore, given an element ϕ ∈ O
X˜
, with ϕ =
∑
i ϕn,iϕp,i, it holds:
Φ(ϕ) := {Slin, ϕ} =
∑
i
δ(ϕn,i) · Id(ϕp,i) (mod F
1O
X˜
).
Lemma 3.8. Given an element ϕ ∈ F qO
X˜
, q > 0, then
{ϕ, ψ} ∈ F q+1O
X˜
, for ψ ∈ I>2
X˜
∩ O0
X˜
.
Moreover, if in particular ϕ ∈ F qO0
X˜
, then
{ϕ, ψ} ∈ F qO1
X˜
, for ψ ∈ O0
X˜
and {ϕ, ψ} ∈ F q+1O1
X˜
, for ψ ∈ F qO0
X˜
.
The last element that we have to introduce before being able to present the
construction of the extended action S˜ is the cohomology complex (G•q,r, d), with
r 6 q fixed and non-negative.
Definition 3.9. Let q, r be two fixed values in Z>0, with r 6 q. The pair (G•q,r, d)
is a collection of sets and a graded map on them, where
Gjq,r = πq(F
qOj
X˜
∩ I
(r)
X˜
) ∪ {0},
for j 6 q, with πq the canonical projection πq : F
qO
X˜
→ F qO
X˜
/F q+1O
X˜
. Thus:
Gjq,r =
{
ϕ =
∑
i∈I
ϕn,iϕp,i ∈ O
j
X˜
: deg(ϕp,i) = q, ϕp,i = βj1 · · ·βjr , ∀i
}
∪ {0}.
Concerning the graded map d = {dj}j6p , with dj : Gjq,r → G
j+1
q,r , it is defined as
d(ϕ) = (δ ⊗ Id)(ϕ) =
∑
i∈I
δ(ϕn,i)ϕp,i,
for ϕ ∈ Gjq,r, where δ is the coboundary operator of the fixed Tate resolution.
Proposition 3.10. The pair (G•q,r, d) defines a cochain complex.
Proof. The statement follows by noticing that, because the operator δ acts only on
the generators of non-positive degree, the map d, applied to an element ϕ, not only
preserves its positive degree but also the number of positively-graded generators
appearing in ϕ. This allows to conclude that d is well defined as map from Gjq,r to
Gj+1q,r . All the remaining requirements on d, among which the condition of defining a
differential operator, that is, of satisfying dj+1 ◦dj ≡ 0, can be immediately deduced
from the analogous properties of the coboundary operator δ. 
We now have everything needed to state the main theorem on the existence of an
extended action S˜ ∈ O
X˜
, which solves the classical master equation on O
X˜
, for X˜
the already determined extended configuration space.
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Theorem 3.11. Given a gauge theory (X0, S0), with X0 a real affine variety and
S0 ∈ OX0 , and a Tate resolution (A, δ) of J(S0) on OX0 satisfying condition (3.5),
let X˜ be the extended configuration space determined by the type-β generators of A.
If the induced cohomology complex (Gq,r, d) is such that
(3.6) Hj(Gq,r , d) = 0, for j 6 q,
there exists a function S˜ ∈ O0
X˜
which solves the classical master equation on O
X˜
,
that is, such that {S˜, S˜} = 0, and which satisfies S˜|X0 = S0, with
S˜ = Slin := S0 +
∑
k∈K
δ(C∗k )Ck +
∑
j∈J
δ(β∗j )βj (mod I
>2
X˜
).
Once again, the statement of this theorem has to be compared with [11, Theorem
4.5], the main difference lying in having selected only type-β generators in the Tate
resolution. Hence condition (3.6) has to be explicitly imposed while, if we consider
a complete (eventually infinite) Tate resolution, the vanishing of the cohomology
groups Hj(Gq,r, d) for j 6 q is a direct consequence of the Tate resolution defining
an acyclic complex. However, this extra requirement is only a sufficient condition
to ensure the existence of S˜ (cf. Remark 3.12).
Proof. To prove the existence of an action S˜ as claimed in the statement, we present
an algorithm to construct it. This method determines S˜ via a sequence of approx-
imations obtained by introducing terms of increasing positive degree. As first step
of this algorithm, we define S˜61 as follows:
S˜61 = S0 +
∑
k∈K
δ(C∗k )Ck +
∑
j∈J
δ(β∗j )βj ,
where {Ci} generate [E ]1, {βj} collectively denote the generators of [E ]q, for q > 1,
and {C∗i }, {β
∗
j } are the dual generators of {Ci} and {βj} respectively. Then we
compute the quantity
{
S˜61, S˜61
}
. If this quantity is zero, S˜61 is a solution of the
classical master equation on O
X˜
and the algorithm stops. Indeed, by definition S˜61
automatically satisfies the other two required properties, that is,
S˜61|X0 = S0, and S˜61 = Slin (mod I
>2
X˜
).
Hence we define S˜ := S˜61 and conclude the construction. Otherwise, if
{
S˜61, S˜61
}
6=
0, we have to apply the generic step of the algorithm for q = 1, to obtain the
approximation of the extended action up to positive degree 2. However, in order to
implement this step of the algorithm, we first have to notice that the approximated
action S˜61 satisfies the following properties:
(1) S˜61|X0 = S0;
(2) S˜61 = Slin, (mod I
>2
X˜
);
(3) {S˜61, S˜61} ∈ I
>2
X˜
∩ F 2O0
X˜
;
where, being in degree 2, I>2
X˜
∩F 2O0
X˜
happens to coincide with I>2
X˜
. While the first
two properties follows immediately from the explicit expression of the function S˜61,
the last condition can be verified by an explicit computation:
(3.7) {S˜61, S˜61} = 2
∑
k
{
S0, δ(C
∗
k)Ck
}
+
∑
k,l
{
δ(C∗k )Ck, δ(C
∗
l )Cl
}
+ 2
∑
k,j
{
δ(C∗k )Ck, δ(β
∗
j )βj
}
+
∑
j,m
{
δ(β∗j )βj , δ(β
∗
m)βm
}
,
where we use the fact that, due to the definition of the Poisson bracket, the only
non-trivial contribution to the above expression involving the initial action S0 is
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the one containing the terms δ(C∗k), that is, the only summands that depend on the
anti-fields x∗i . We consider separately the different components of the sum in (3.7).
Concerning the first term, we have that, being δ(C∗k) =
∑
m
gkm(x)x
∗
m, for certain
gkm ∈ OX0 , then∑
k
{
S0, δ(C
∗
k )Ck
}
=
∑
k,m
δ(x∗m)gkm(x)Ck =
∑
k
δ(δ(C∗k ))Ck = 0,
where we use the fact that δ is a coboundary operator and that, as a consequence
of the algorithmic construction of δ as differential in the Tate resolution of the
Jacobian ring J(S0), it holds the following identity
{S0, x
∗
m} = ∂mS0 = δ(x
∗
m).
Once again recalling the explicit expression of δ(C∗k), we deduce that the second
summand in (3.7) satisfies∑
k,l
{
δ(C∗k )Ck, δ(C
∗
l )Cl
}
= −
∑
k,l
Ck
{
δ(C∗k ), δ(C
∗
l )
}
Cl = 0 (mod I
>2
X˜
).
To deduce that also the last two summands in (3.7) contribute to the sum by
elements in I>2
X˜
, we use the characterization of type-β generators, which allows to
deduce that the only terms of type δ(β∗j ) depending on the anti-ghost fields C
∗
i are
the ones referring to generators β∗,−2j of degree −2. In particular, these generators
satisfy
δ(β∗,−2j ) =
∑
m
fmjC
∗
m with
∑
m
fmjδ(C
∗
m) = 0
for fmj ∈ OX0 . Therefore, we deduce the following series of equalities:
(3.8)
∑
k,j
{
δ(C∗k)Ck, δ(β
∗,−2
j )β
1
j
}
=
∑
k,j,m δ(C
∗
k )
{
Ck, fmjC
∗
m
}
β1j −
∑
k,j Ck
{
δ(C∗k ), δ(β
∗,−2
j )
}
β1j
=
∑
k,j fkjδ(C
∗
k )β
1
j = 0 (mod I
>2
X˜
).
The specific characteristic that distinguishes the type-β generators enters these
series of equalities at the last step, allowing to deduce that the last sum is zero. A
completely analogous series of equalities can be written about the last summand in
(3.7), allowing to draw the conclusion that
{S˜61, S˜61} = 0 (mod I
>2
X˜
),
and therefore, all the three properties claimed for the approximated action S˜61 are
verified. Thus the generic step of the algorithm can be applied to the approximated
action S˜61 to determine S˜62, i.e., the approximated action up to positive degree 2.
The generic step. To construct an approximation of the action S˜ up to degree
q + 1 in the ghost fields, consider the approximation S˜6q, obtained in the previous
step of the algorithm. Because of the inductive hypothesis, the approximated action
S˜6q fulfils the following conditions:
(1) S˜6q|X0 = S0;
(2) S˜6q = Slin, (mod I
>2
X˜
);
(3) {S˜6q, S˜6q} ∈ I
>2
X˜
∩ F q+1O0
X˜
.
Moreover we can verify that
{
S˜6q, S˜6q
}
∈
q+1⊕
r=2
Ker(G1q+1,r , d) (mod F
q+2O
X˜
).
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Indeed, this conclusion can be easily drawn from the following series of equalities:
0 =
{
S˜6q,
{
S˜6q, S˜6q
}}
=
{
Slin,
{
S˜6q, S˜6q
}}
= (δ ⊗ Id)
{
S˜6q, S˜6q
}
.
While the first equality is consequence of the graded Jacobi identity satisfied by
the Poisson bracket, the second passage results from applying Lemma 3.8: indeed,
by inductive hypothesis the quantity {S˜6q , S˜6q
}
is an element in F q+1O
X˜
as well as
S˜6q −Slin belongs to I
>2
X˜
∩O0
X˜
and hence the contribution coming from the Poisson
bracket computed on S˜6q − Slin and {S˜6q , S˜6q
}
has positive degree at least q + 2,
that is, is zero modulo F q+2O
X˜
. Finally, the last passage of the above equation
follows from Lemma 3.7.
The hypothesis of trivial cohomology for the cohomology complex (Gq,r, d) ensures
the existence of an element ν ∈ I>2
X˜
∩ F q+1O0
X˜
such that
(3.9) (δ ⊗ Id)(ν) = −
1
2
{
S˜6q, S˜6q
}
(mod F q+2O
X˜
).
Hence, the approximation S˜6q+1 up to positive degree q + 1 is defined to be
S˜6q+1 := S˜6q + ν,
which satisfies the three properties required for the inductive procedure: indeed,
while the first two properties immediately follows from the inductive hypothesis
on S˜6q and from the element ν belonging to I
>2
X˜
∩ F q+1O0
X˜
, the third one can be
checked as follows:{
S˜6q+1, S˜6q+1
}
=
{
S˜6q, S˜6q
}
+ 2
{
Slin, ν
}
= 0 (mod F q+2O
X˜
)
where we first use Lemma 3.8, which ensures that the contribution coming from
the Poisson bracket between S˜6q − Slin and ν belongs to F q+2OX˜ as well as the
quantity {ν, ν}, while the last equality is a direct consequence on the way how the
element ν has been chosen. Therefore, the approximated action S˜6q+1 satisfies
all the properties required for the inductive construction, allowing to conclude the
proof. 
Remark 3.12. The requirement in (3.6) concerning the vanishing of the cohomology
groupsHj(Gq,r, d) for j 6 q has been used in (3.9) to ensure the possibility of defining
the element ν as an element that describes the cocycle {S˜6q , S˜6q} as a coboundary
element. However, the vanishing of all the cohomology groups (cf. in [11]) is a
sufficient condition: to define ν it is not necessary to have that every cocycle of
degree j in the cohomology complex (Gq,r, d), with j 6 q, is also a coboundary
element but it is enough to have that this property holds for the cocycle {S˜6q , S˜6q}
of interest. Next to it, the peculiar form of the selected type-β generators plays
a role in (3.8): indeed, the condition of being type-β generators is exactly the
property that ensures the quantity in Equation (3.8) being zero, it is the minimal
request that accords the possibility of applying the algorithmic construction of an
approximated action up to positive degree 2 starting with the linear approximation
S˜61. Hence it is the algorithmic procedure that tells us how to select the minimal
number of generators to be able to proceed with the construction of an action S˜,
that is, the type-β generators.
Also in this context it is possible to introduce a notion of gauge equivalence of
extended actions.
Definition 3.13. Let X˜ be an extended configuration space for a gauge theory
(X0, S0). Given the Lie algebra gX˜ = O
−1
X˜
∩ I>2
X˜
, the group of gauge equivalences
G(X˜) is defined as the following group of Poisson automorphisms:
G(X˜) = exp(ad(g
X˜
)).
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Theorem 3.14. Let (X˜, S˜) be an extended theory associated to a Tate resolution
(A, δ), corresponding to a gauge theory (X0, S0). Suppose that the cohomology com-
plex (Gq,r, d) has vanishing cohomology groups Hj(Gq,r, d) for j 6 q. If S˜′ ∈ OX˜ is
another solution of the classical master equation on O
X˜
, with
S˜′ = S˜ = S0 +
∑
i
δ(C∗i )Ci +
∑
j∈J
δ(β∗j )βj (mod I
>2
X˜
)
then there exists a gauge equivalence g ∈ G(X˜) such that S˜′ = g · S˜.
Because the proof of [11, Theorem 4.5] can be easily adapted to this context, we
refer to that pages for further details.
Remark 3.15. Once again, the requirement that the cohomology groups Hj(Gq,r, d)
vanish for j 6 q is a sufficient but not necessary condition to draw the conclusion
claimed in Theorem 3.14. Indeed, to complete the proof of the statement it is
enough that the cocycle S˜′ − S˜ (mod F p+1O
X˜
) is in particular also a coboundary
element in the cohomology complex (Gq,r, d), for any p > 2. The condition of the
vanishing of the cohomology groups Hj(Gq,r, d) is always satisfied when we consider
all the generators introduced in a Tate resolution, which by definition is required
to be acyclic. Having selected only the type-β generators, this vanishing condition
had to be explicitly inserted to ensure the validity of the statement.
4. Application to a U(2)−matrix model
For a matrix model (X0, S0) with a U(2)-gauge symmetry, we describe in detail how
to implement the BV construction explained in Section 3, arriving to determine
the minimal extended theory (X˜, S˜) corresponding to (X0, S0). Despite of its low
dimension, this model turns out to be surprisingly rich and it gives interesting
insights for the analysis of matrix models of higher order. Note that an application
of the BV formalism to a U(2)-matrix model can also be found in [8], where a
different approach is followed and different goals are pursued.
4.1. A U(2)-matrix model. Let (X0, S0) be a gauge theory where the configura-
tion space X0 is the real affine variety of 2× 2 self-adjoint matrices, i.e.,
X0 = {M ∈M2(C) :M
∗ =M} ,
and where the action functional S0 : X0 → R is supposed to be a regular function
on X0, that is, S0 ∈ OX0 , invariant under the action F : G ×X0 → X0 of the gauge
group G = U(2) on X0 by conjugation:
F (U,M) = UMU∗,
for U ∈ U(2) and M ∈ X0. The implementation of the BV construction on the pair
(X0, S0) requires an explicit expression of the action S0 in terms of the coordinates
on X0. Thus we fix a basis for X0 given by the Pauli matrices (together with the
identity matrix):
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, σ4 =
(
1 0
0 1
)
.
Hence X0 is isomorphic to a 4-dimensional real vector space generated by four
independent initial fields:
X0 ∼= 〈M1,M2,M3,M4〉R,
with {Ma}, for a = 1, . . . , 4, the dual basis of {σa}, a = 1, . . . , 4. In this set of
coordinates, the ring of regular functions on X0 is the ring of polynomials in the real
variables Ma, OX0 = PolR(Ma), and the most generic form for a functional S0 on X0
that is invariant under the adjoint action of the gauge group U(2) is as symmetric
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polynomial in the eigenvalues λ1, λ2 of the variable M ∈ X0 or, equivalently, as
polynomial in the symmetric elementary polynomials a1 = λ1 + λ2 and a2 = λ1λ2.
Therefore, the action S0 has the following form in terms of the coordinates Ma:
(4.10) S0 =
r∑
k=0
(M21 +M
2
2 +M
2
3 )
k gk(M4)
with gk(M4) ∈ PolR(M4) and for
λi =M4 ±
√
M21 +M
2
2 +M
2
3 , a1 = 2M4, a2 =M
2
4 − (M
2
1 +M
2
2 +M
2
3 ) .
We immediately notice that for any initial action S0 of the form in (4.10), the partial
derivatives with respect to the variables Ma satisfy the following linear relations
over the ring OX0 :
M1(∂M2S0) = M2(∂M1S0), M1(∂M3S0) = M3(∂M1S0), M2(∂M3S0) = M3(∂M2S0).
4.2. The minimal extended theory. To determine the minimal extended theory
(X˜, S˜) for the gauge theory (X0, S0) described above, we first concentrate on the
construction of X˜, arriving to the following theorem.
Theorem 4.1. Given a gauge theory (X0, S0) with configuration space X0 ≃ 〈Ma〉R
for a = 1, . . . , 4, and action functional S0 ∈ OX0 of the form (4.10), the correspond-
ing minimally-extended configuration space X˜ is a Z-supergraded real vector space
whose explicit form depends on the action S0 as follows:
(1) If S0 ∈ PolR(M4),
X˜ = X0 ⊕ 〈M
∗
1 , . . . ,M
∗
4 〉−1.
(2) If GCD(∂1S0, ∂2S0, ∂3S0, ∂4S0) = 1,
X˜ = 〈E∗〉−3 ⊕ 〈C
∗
1 , · · · , C
∗
3 〉−2 ⊕ 〈M
∗
1 , . . . ,M
∗
4 〉−1 ⊕X0 ⊕ 〈C1, · · · , C3〉1 ⊕ 〈E〉2.
(3) If GCD(∂1S0, ∂2S0, ∂3S0, ∂4S0) = D /∈ R,
X˜ = 〈K∗〉−4 ⊕ 〈E
∗
1 , . . . , E
∗
4 〉−3 ⊕ 〈C
∗
1 , · · · , C
∗
6 〉−2 ⊕ 〈M
∗
1 , . . . ,M
∗
4 〉−1
⊕X0 ⊕ 〈C1, · · · , C6〉1 ⊕ 〈E1, . . . , E4〉2 ⊕ 〈K〉3.
Proof. We recall that the strategy to construct X˜ is by extending the initial config-
uration space X0 via the introduction of anti-fields/anti-ghost fields of decreasing
degree, starting in degree −1. Because the anti-fields in degree −1 are determined
by the fields in X0, we have the following exact sequence:
A−1−1 := Pol(Ma)〈M
∗
a 〉
δ−1
−1
−−→ Pol(Ma)
pi
−→ J(S0)→ 0 ,
where π is the projection on the quotient and M∗a , for a = 1, . . . , 4, are Grass-
mannian variables of ghost degree −1, used to extended the ring OX0 = PolR(Ma)
to a Z60-graded algebra. Concerning the coboundary operator δ, it is completely
determined by imposing that it acts as follows on the generators M∗a :
δ−1−1(M
∗
a ) = ∂aS0
and then extending it by linearity on OX0 . To establish what is the minimal num-
ber of variables that need to be introduced in degree −2, we have to find a set of
generators for the cohomology group H−1(A−1) = Ker(δ−1−1)/ Im(δ
−1
−2) . By a direct
computation one can check that the result depends on the partial derivatives of the
action S0 being or not coprime. Thus we analyze the different cases separately.
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Case 1: Suppose that S0 ∈ PolR(M4). Then, because Ker(δ
−1
−1) = 0, the algorithm
stops at degree −1, giving:
X˜ = X0 ⊕ 〈M
∗
a 〉−1, a = 1, . . . , 4.
Suppose that S0 ∈ PolR(Ma) \ PolR(M4). Then, with an explicit computation one
can verify that:
Ker(δ−1−1) = 〈βi, γp〉, for βi =
∑
j,k
ǫijkMjM
∗
k , γp = BM
∗
p −MpAM
∗
4
where ǫijk is a totally antisymmetric tensor with ǫ123 = 1, i, p = 1, 2, 3, and A,
B ∈ Pol(Ma) coprime such that
∂iS0 =MiAD and ∂4(S0) = BD, with D := GCD(∂1S0, . . . , ∂4S0).
Analogous computations lead to the following results:
(4.11) Im(δ−1−2) = 〈ADβi, Dγp〉 and so H
−1(A) =
〈βi, γp〉
〈ADβi, Dγp〉
for i, p = 1, 2, 3. Hence, two possibilities appear, depending whether the partial
derivatives ∂iS0 are coprime or not.
Case 2: Suppose that the partial derivatives ∂iS0 are all coprime, that is, D = 1.
Then, the cohomology group we are interested in reduces to:
H−1(A) =
〈β1, β2, β3〉
〈Aβ1, Aβ2, Aβ3〉
.
Therefore, as prescribed by the algorithm, we introduce three real variables C∗i with
degree −2, which determine a graded algebra A−2 defined to be:
(4.12) A−2 := PolR(Ma)〈M
∗
a , C
∗
i 〉 ,
for a = 1, . . . 4, i = 1, 2, 3. Concerning the action of the coboundary operator δ−2 on
this graded algebra, it is uniquely determined by imposing linearity, being graded
derivative and homogeneous on PolR(Ma) together with fixing its action on the −2-
degree generators C∗i to be δ
−2(C∗i ) = βi, for i = 1, . . . , 3. Continuing with the
algorithm, we see that an extra variable has to be introduced in degree −3. Indeed,
there is only one generator ξ of type β for the cohomology group H−2(A−2), which
has the following form:
ξ =M1C
∗
1 +M2C
∗
2 +M3C
∗
3 .
Hence A−3 is defined to be the following extension of the graded algebra A−2:
(4.13) A−3 := Pol(Ma)〈M
∗
a , C
∗
i , E
∗〉 ,
with E∗ a Grassmannian variable of degree −3. Moreover, A−3 can be endowed
with a differential graded algebra structure, where the coboundary operator δ−3
is defined to be the extension of δ−2 to A−3 satisfying δ−3(E∗) = ξ. Because in
degree −3 we have introduced only one independent variable it is straightforward
to conclude that the algorithm stops at this step. This concludes the proof of the
theorem in the coprime case.
Case 3: Under the hypothesis that the partial derivatives ∂iS0 are not coprime,
the cohomology group H−1(A) in (4.11) has six independent generators. Then, six
real independent variables C∗j of degree −2 have to be introduced. Thus we define
the algebra A−2 as the following extension:
A−2 := PolR(Ma)〈M
∗
a , C
∗
j 〉 ,
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for j = 1, . . . , 6 and with the coboundary operator δ on A−1 extended to a cobound-
ary operator on A−2 by imposing δ−2(C∗i ) = βi, for i = 1, . . . , 6, to be the action on
the generators of degree −2. Continuing with the algorithm, the variables of degree
−3 that have to be introduced are determined by the linear relations with coeffi-
cients in PolR(Ma) existing among the elements δ(C∗1 ), . . . , δ(C
∗
6 ). With an explicit
computation, we establish the following type-β generators:
α1 =
∑
i
MiC
∗
i , αi+1 = −BC
∗
i −
∑
j,k
ǫijkMjC
∗
k+3, i, j, k = 1, 2, 3.
Corresponding to these four generators we introduce four Grassmannian variables
E∗l obtaining that:
A−3 := Pol(Ma)〈M
∗
a , C
∗
j , E
∗
l 〉 ,
for a, l = 1, . . . , 4, j = 1, . . . , 6. As usual, we extend δ−2 to a coboundary operator
on A−3 by imposing that δ−3(E∗l ) = αl, for l = 1, . . . , 4. Finally, we find that there
is only one generator ξ of type β in degree −3, which is
ξ = BE∗1 +
3∑
i=1
MiE
∗
i+1 .
Thus an extra real variable K∗ of degree −4 has to be added, determining
A−4 := Pol(Ma)〈M
∗
a , C
∗
j , E
∗
l ,K
∗〉
for a, l = 1, . . . 4, j = 1, . . . , 6 and with, as coboundary operator, the extension
of δ−3 via the requirement that δ−4(K∗) := ξ. Having found only one generator
in degree −4, the construction automatically stops at this stage. Hence, in the
non-coprime case, the minimally-extended configuration space is
X˜ = 〈K∗〉−4 ⊕ 〈E
∗
1 , . . . , E
∗
4〉−3 ⊕ 〈C
∗
1 , · · · , C
∗
6 〉−2 ⊕ 〈M
∗
1 , . . . ,M
∗
4 〉−1
⊕X0 ⊕ 〈C1, · · · , C6〉1 ⊕ 〈E1, . . . , E4〉2 ⊕ 〈K〉3.

To complete the construction of an extended theory (X˜, S˜) associated to the
initial theory (X0, S0) we still have to determine the extended action S˜, that is,
a functional S˜ : X˜ → R that solves the classical master equation on X˜. Because
we have found different extended configuration spaces depending on the properties
of the initial action S0, these would determine different extended actions. We
concentrate on the generic case, which is the one described in point (2) of Theorem
4.1. In this setting, we have the following result.
Theorem 4.2. Let (X0, S0) be a gauge theory with configuration space X0 ∼= A4R
and action functional S0 as in (4.10) such that D := GCD(∂iS0) = 1. Then, given
an extended configuration space X˜ as in Theorem 4.1, the most general solution of
the classical master equation on X˜ that is linear in the anti-fields, of at most degree
2 in the ghost fields and with coefficients in PolR(Ma) is the following one:
S˜ = S0 +
∑
i,j,k
ǫijkαkM
∗
i MjCk +
∑
i,j,k
C∗i
[αjαk
2αi
(βαiMiE + ǫijkCjCk)
+MiT
(∑
a,b,c
ǫabc
αbαc
2αi
MaCbCc
)]
where αi, β ∈ R\ {0}, T ∈ PolR(Ma), and ǫijk (ǫabc) is the totally anti-symmetric
tensor in three (different) indices i, j, k ∈ {1, 2, 3} (a, b, c ∈ {1, 2, 3}) with ǫ123 = 1.
Proof. We start considering the approximation of the extended action that is linear
in the positively-graded generators, that is,
S˜61 = S0 +
∑
i,j,k ǫijkαkM
∗
i MjCk +
∑
i,j,k C
∗
i
[αjαk
2αi
βαiMiE
]
.
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We explicitly compute the quantity
{
S˜61, S˜61
}
, obtaining the following expression:
(4.14)
{
S˜61, S˜61
}
= 2
[∑
i,j
αiαjMiM
∗
j CiCj +
∑
i,j,k
βǫijkαjα
2
kMjCkC
∗
i E
]
,
with i, j, k = 1, 2, 3. Since
{
S˜61, S˜61
}
6= 0, to construct the approximated action
S˜62, we need to introduce a generic element ν ∈ I
>2
X˜
∩ F 2O
X˜
, which is determined
by imposing
(4.15) 2(δ ⊗ Id)ν +
{
S˜61, S˜61
}
≡ 0 mod F 3O
X˜
.
Because in (4.14) do not appear terms depending on any ∂iS0, we could restrict
to consider an element ν not depending on the anti-fields M∗a . Moreover, since
condition (4.15) is taken modulo F 3O
X˜
, we could start considering a ν which is
precisely of positive degree 2, because terms in ν of higher positive degree would
contribute quantities which automatically belongs to F 3O
X˜
. Thus we consider an
element ν whose generic form is the following one:
ν =
∑
i<j
gijk C
∗
kCiCj
for i, j, k = 1, 2, 3, and gijk ∈ PolR(Ma). Hence, to satisfy (4.15), the polynomials g
ij
k
should verify the following equalities:
(4.16) α[ig
ij
i Mj] = 0, αiαjMi + ǫijkα[ig
ij
i Mk] = 0,
where i, j, k = 1, 2, 3 are different, the polynomials gijk are antisymmetric in the top
indices and the bracket enclosing the indices denotes the anti-symmetrization in
the indices themselves, that is:
α[ig
ij
i Mj] := αig
ij
i Mj − αjg
ij
j Mi.
Hence:
giji = ǫijkαjMiPk, g
ij
j = ǫijkαiMjPk, g
ij
k = ǫijk
αiαj
αk
[1 +MkPk],
with i, j, k = 1, 2, 3, i < j, Pi ∈ PolR(Ma). Therefore, an approximated action
that solves the classical master equation up to terms of positive degree 2 is S˜62 :=
S˜61 + ν, where the polynomials g
ij
k are the ones just determine. To proceed with
the algorithm, we compute the quantity
{
S˜62, S˜62
}
and we verify that the freedom
in choosing the polynomials Pi can be used to convert the approximated solution
S˜62 in an exact solution to the classical master equation by imposing
Pi =MiT,
where T ∈ PolR(Ma) is still a free parameter. Hence, with this choice of polynomials
Pi, the functional S˜62 satisfies all the required conditions and the claimed statement
immediately follows. 
Remark 4.3. The relation between the initial gauge theory (X0, S0) and the minimal
extended theory (X˜, S˜) or, in other words, the role played by the choice of a basis for
X0 still deserves further investigations. Indeed, while it is convincing that the BV
construction detects the structure of the gauge group, as we have seen in the proof
of Theorem 4.1, the procedure to relate different extended theories corresponding
to different choices for the basis of X0 still has to be determined and it is left for
future researches.
With the result proved in Theorem 4.2 we have constructed an extended theory
corresponding to a U(2)-matrix model. Not only is this result of interest given the
current lack of examples of a BV-extended theory, but also it can be viewed as the
first step towards the construction of a (gauge-fixed) BRST-cohomology complex
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for this U(2)-matrix model. The analysis of this cohomology is beyond the scope of
this article and we address it in [17].
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