Unlike traditional classification by output conditions of places, synchronized choice nets (SNCs) were defined as a new class of nets where all first-order structures (FOSs) are symmetric. SNCs are extended to deal with nets with asymmetric first-order structures (AFOSs). A subclass called extended SNCs (ESNCs) can be converted to a general Petri net, called a weighted SNC (WSNC). A WSNC is an SNC if all its arc weights are one. We apply existing theory to check if a WSNC is structural live and bounded. If it is, we derive the sufficient and necessary marking condition (the weighted marking W (M 0 ) > 0) for liveness. Thus, it is live when invariant-controlled. We then enhance it in three aspects and apply it to flexible manufacturing systems with resource sharing.
INTRODUCTION
Due to its graphical modeling power and mathematical expressiveness, Petri net (PN) theory [1] has been applied to specifications, validation, performance analysis, control code generation and simulation for discrete event systems such as flexible manufacturing systems (FMSs). The first step toward these applications is modeling (or synthesis) of PNs for FMSs. A PN model is constructed for an FMS. The analysis of this PN model is conducted and system properties are claimed. A well-behaved PN must satisfy three properties: boundedness (no buffer overflow), liveness (no blocking) and reversibility (periodical operation). These properties are critical for an FMS to operate in a stable, deadlock-free and cyclic way.
A PN is a directed bipartite graph consisting of two types of nodes: places (represented by circles) and transitions (represented by bars). Places represent conditions and transitions represent events. Each transition has a certain number of input and output places indicating the preconditions and postconditions of the event. The holding of the condition in the place is indicated by a token (represented by a dot) in the place. The system status is represented by the holding of a pattern of tokens in places, called a marking.
Marked graph (MG) nets have concurrency but no choices. In free choice (FC) nets and extended FC (EFC) nets multiple choices can be freely selected in a random fashion. This implies that all places of a set ϑ have the same set of output transitions (choices). If |ϑ| (cardinality) = 1 for any ϑ, then it is an FC net; otherwise it is an EFC net. Most literature about liveness focuses on FC nets. In asymmetric choice (AC) nets, the choices are asymmetric.
Proving liveness or, equivalently, solving the reachability problem for general Petri nets (GPNs) is more difficult than proving boundedness and takes exponential time and space. This is because the interplay between choice and synchronization complicates the analysis. That is why local structures such as minimal siphons, traps, handles and bridges have a major role in net behavior and in particular the liveness property. The major role of all these local structures (and minimal siphons in particular) is not net classification but the characterization of the interplay between choice and synchronization.
Siphons and traps have proven to be very useful in analyzing FC nets [2] . Both are a set of places. When a token leaves a siphon, it does not come back. Tokens in a minimal siphon may be completely unloaded; thereafter it remains unmarked and output transitions of places in the minimal deadlock are dead. The support of an S-invariant is also a set of places where the total number of tokens is conserved. The minimal siphon is one such support. Hence all the unloaded tokens remain in the support of the invariant. If they are also in that of another invariant (ν), the minimal siphon is said to be invariant-controlled. By controlling the number of tokens in ν, we may prevent the minimal siphon from being completely unloaded.
It has been shown in [3] that a bounded EFC net is live if and only if any minimal siphon is a marked trap. Thus, if there are no bad siphons (i.e. no traps), it is structurally live. The same result holds for synchronized choice nets (SNCs) [4] and ESNCs (see Lemma 8) . Liveness for AC nets, SNCs and ESNCs (see Theorem 6) is not monotonic in the presence of invariant-controlled bad siphons. Hence, liveness for MG, FC, EFC, AC and SNC nets is closely related to minimal siphons that contain no traps, but the number of which increases exponentially with the size of the net.
Esparza and Silva in [5] complemented them with other objects, handles and bridges that led to results having a clear intuitive meaning. (Roughly speaking, a 'handle' is 506 D. Y. CHAO an alternate disjoint path between two end nodes. A bridge is a path from a node in one handle to a node in another and the two handles have the same end nodes.) They discovered the conditions between handles and bridges for an FC net to be live and bounded. We extended these conditions to create a new class of nets called SNCs. SNCs is not a subset of AC nets, which covers FC and EFC nets, yet all well-behaved FC nets are SNCs. For AC nets and beyond, the global nature of handles and bridges makes efficient analysis unattainable. We solve the problem by localizing all handles and bridges resulting in first-order and second-order structures.
A first-order structure (FOS) contains two directed paths H 1 , H 2 with identical start (called n s ) and end nodes (n e ); there are no paths from H 1 to H 2 and vice versa. In [4] , we showed that in an SNC, any FOS must be symmetrical; that is, both n s and n e must be of the same type: they are both transitions or are both places. A TP (respectively, PT) asymmetrical FOS (AFOS) with n s a transition (respectively, a place) and n e a place (respectively, transition) may result in unboundedness (respectively, nonliveness). To fix the problem, we can insert bridges into the structure to form a second-order structure (SOS). This results in SNCs [4] . That is, if two handles have identical end nodes, then we consider only the case where there is at most one bridge from one handle to another. By investigating all possible variations of such local structures, we are able to find the liveness conditions for SNCs.
Thus, these local structures play a role not only in the classification but also in the characterization of SNCs. Since they are local, they could be searched in polynomial time and efficient algorithms for verifying a net to be SNC and its liveness could be developed-it takes less time to look into a local than a global structure. These local structures determine not only [4] whether an SNC suffers from deadlocks but also whether it is irreversible.
Based on simple structures, we derived the simple conditions plus an integrated algorithm with polynomial time complexity for verification of SNC, liveness, reachability and reversibility. Barkaoui et al. [3] and Lautenbach and Ridder [6] , however, cannot provide integrated algorithms for their new classes of nets to verify a given net is in the new classes and also live. Their algorithms only work for bounded nets in the new classes.
Unlike other classes of nets, this new classification extracts the most nearly well-behaved nets from all possible nets in the SNC. As long as a net is in the new class, it is bounded (no need for its verification), its liveness condition is simple and verification is efficient. Boundedness is essential to simplifying liveness analysis because we do not then have an infinite amount of markings to deal with.
However, this class of nets is limited. For instance, there is no ordering of firings among a set of resource-sharing transitions that are mutually exclusive. Sometimes, these transitions must execute one by one. If an SNC is initially safe, it stays safe for any reachable marking. Also in an SNC, all FOSs are symmetric, while those in an arbitrary net may be asymmetric.
Another way to fix the above problem due to AFOSs is to have a second PT asymmetrical FOS to absorb or provide the extra tokens for the first asymmetrical FOS. An example is shown in Figure 1 . Figure 1a shows an asymmetrical TP FOS; the path [t1 p4 t4 p3] injects an extra token into the circuit in each iteration, causing the net to be unbounded. To consume the extra token, a PT FOS should follow the above FOS as shown in Figure 1c . Figure 1b shows an asymmetrical PT FOS; the path [p2 t4 p4 t3] makes t3 nonlive and thus results in a deadlock.
In general, several TP (PT, respectively) FOSs may be combined to form a composite structure so that more than one extra token is generated (or consumed). The PT FOS must consume multiple tokens generated from the TP FOS in a synchronized manner. One way to do this is to link all relevant PT FOS with a regulation circuit (RC) where several places may hold multiple tokens. Based on this, we will define a new class of net called ESNCs (extended SNCs). To the best of our knowledge, nobody has discussed the case where an RC contains more than one token (see Figure 2 ) at several places.
The liveness condition for an SNC is simple because there is only one kind of bad siphon (minimal deadlock with no traps). For ESNCs, a new kind of bad siphon emerges. The marking condition for liveness will be derived based on the concept of invariant-controlled siphons in [6] .
A parallel mutual exclusion (PME) models a resource shared by independent processes as in the model by Ezpeleta et al. [7] and a sequential mutual exclusion (SME) [8] models sequentialization (synchronization) of PMEs. In a PME, any independent process may monopolize the use of a resource, thus creating an unfair situation. The SME eliminates this unfairness problem by sequentializing or synchronizing these independent processes. Incorporation of SME enhances our SNC-based approach to PME and results in ESNC.
The content of this paper is as follows:
• extending our pioneering FOS theory from symmetry to asymmetry; • generalizing Teruel's work [9] on weighted MGs to weighted SNC where the arc's weight may be multiple; • generalizing the liveness marking condition on a single SME [8] to multiple SMEs interconnected serially, exclusively and/or concurrently as indicated in Section 6, the SME model in [8] did not consider loop gains; hence it is less powerful; • pioneering, to our knowledge, the liveness marking conditions for structures involving RCs with multiple tokens at several places; • creating more complicated classes of nets with ESNCs serving as the backbone for FMSs with resource sharing, i.e. some Working Processes (WPs) can be modeled by ENSCs instead of SNCs. Modeling each task as an SNC, incrementally adding each resource as a place and identifying the minimal bad siphons containing the place, we are able to obtain all bad siphons and the associated marking conditions for liveness. Section 2 presents the preliminaries. Section 3 defines handles, bridges, composite FOSs (CFOSs) and ESNCs. Section 4 derives the structure constraint for liveness and boundedness of an ESNC (with pure CFOS) by transforming it into a GPN with multiple weights (called weighted SNC (WSNC)). It is derived first for a subclass (called WMG) of WSNC where the transformed GPN is a MG. The same constraint also holds for WSNC. The marking constraint is derived first for an RC with multiple tokens in Section 5 based on a new kind of bad siphon. Theorem 9 in [8] is a degenerate case of this constraint. The ESNC is enhanced and applied to an FMS in Section 6. Section 7 extends to ESNC with impure CFOS. Section 8 concludes the paper. 
PRELIMINARIES
We follow [4] for the various terminologies of PNs. For more details, please see [10] . Figure 1b is a non-virtual path, while Figure 4 {p1, p2, p4} is a trap in Figure 1a and {p1, p2, p3} is a siphon in Figure 1b . The siphon becomes empty by firing t3 in Figure 1b . Both siphons and traps are sets of places. Roughly, once a token leaves a siphon (respectively, enters a trap), then it will never return to the siphon (respectively, leak out from the trap). If tokens continue to leave and eventually the siphon is empty of tokens, no input transition of a place in the siphon can be fired again. Hence the net is dead.
path is (respectively, non-) virtual if it contains only (respectively, more than) two nodes. A path is pure if
|•n i | = |n i •| = 1, ∀1 < i < k. An elementary cycle in N is = [n 1 n 2 . . . n k ], k > 1 such that n i = n j , 1 i j k, implies that i = 1 and j = k. [p2 t3 p4 t4] in[p6 t8] in
LEMMA 1. [12] For a PN (N, M 0 ), if there does not exist any firable transition, then there exists a token-free siphon
at M 0 . DEFINITION 7. [13] Given a PN N in which N = (P , T , F ), P ⊆ P , T ⊆ T , F = F ∩ ((P × T ) ∪ (T
xP )) is a subnet of it and N (⊆ N) is a T-component (respectively, S-component) of N iff N is a stronglyconnected marked graph (respectively, state machine) and
In [13] , we showed that any SNC could be decomposed into a set of T-and S-components.
DEFINITION 8. (S-invariant and T -invariant) A Y (respectively, X) vector is called an S-(respectively, T-) invariant iff Y (X) = 0 and AY
The existence of S-invariants is equivalent to the preservation (i.e. neither gain nor loss) of token load [6] . AY = 0 implies that the y values be balanced at each transition (see the T -condition in Lemma 2 below) as shown in Figure 2 .
t or t• and w i is the weight between p i and t. The above condition is defined as the T -condition.
In Figure 1d , at
Note that |y1|/|y5| = 2 indicates that one token at p 1 can drain two tokens from the drain place p 5 (see Section 5, Eq. (3)). This T -condition is useful for finding Y in a step-by-step fashion. We can assign arbitrary equal y values for input places of a transition and compute the equal y value of each of its output places. We continue this until all y values of the S-invariant have been computed. We then multiply or divide all y values by a factor such that all y are integers and their greatest common factor is one. Examples are shown in Figure 2 .
DEFINITION 9. (Conservative) A PN N is called conservative iff there exists a positive integer vector
In Figure 1b , {p1, p2, p3} is a siphon, t3 is a drain transition and t2 is a trap transition. In Figure 2 , p5 is a drain place in the D m which includes all places with y > 0 and
The corresponding Y vector is an S-invariant. Synchronic distance is a concept closely related to the degree of mutual dependence between two events in a condition/event system. The definitions of PN language and synchronic distance are given as follows.
DEFINITION 11. (Language of a PN) The language of a PN N, L(N, M), is the set of all firing sequences for the net with the initial marking M: L(N, M) = {σ | M[σ > M ]}, where σ is the corresponding firing sequence from M to M ∈ R(N, M).

DEFINITION 12. (Synchronic distance) The synchronic distance between two transitions t1 and t2 in a PN
N is defined as d 12 = Max{|σ (t1) − σ (t2)|, σ ∈ L(N,
M)}, where σ (t) is the number of times t appears in σ .
In Figure 2 Condition (i) is referred to as the structural Commoner's property, which is strongly related to liveness [3] . For an FC net, it is live if and only if it satisfies Commoner's property. However, for an AC net, it is only sufficient (not necessary) for liveness. For any other ordinary PN, it is only sufficient for deadlock-freeness. Commoner's property as a deadlock freedom condition has been extended with the invariantcontrolled siphon property [6, 15] . In [4] , we showed that any live SNC satisfies the structural deadlock-trap property.
In a live net, a minimal siphon may not contain a trap; such a siphon is called a bad siphon. Consider the case that there is only one drain place and its output transitions t1 ∈ D and t2 / ∈ D of the siphon. If d 12 = ∞, then tokens in D will be drained completely by a certain number of firings of t2 without any firing of t1. This empty D will stay forever and the N is not live. The general case is similar. To prevent this, t1 and t2 must be synchronized with finite synchronic distance so that D cannot be empty.
HANDLES, BRIDGES AND FIRST-AND SECOND-ORDER STRUCTURES
We follow [4] for the definitions of handles, bridges, AB-handles and AB-bridges where A and B can be T or P .
DEFINITION 14. Let N = (P, T , F )
. Note that for a PT-inconsistent pair, it must be that every n 1,2 s is a place, otherwise, it may no longer be irreversible (Figures 6a and 6b; Figure 6b is not an AC net). For a TPinconsistent pair, however, as long as there exists a transition n 1,2 s , it is not live.
Figures 4 to 7 are examples of SNCs where the shaded areas cover the structures involving (R1) or (R2). Note the net in Figure 7 is neither an FC nor an EFC net. In Figure 5 In the dining philosopher model in Figure 8 , the FOS with two handles [Put1 Fork1 Tk2 Eat2 Put2 Fork2] and [Put1 Fork0 Tk0 Eat0 Put0 Fork3 Tk3 Eat3 Put3 Fork2] has no bridges, violating (R2).
Hence it is not an SNC. [ Figure 5 are two prime handles complementary to one another; n s = p 2 and n e = p 3 . Note that there are no bridges interconnecting them; hence, they together form an FOS. Since n s ∈ P , n e ∈ P , it is symmetrical.
Note that any pair of places (excluding n s and n e ) in an AFOS is also inconsistent. This leads [4] to an integrated algorithm to detect SNC and liveness for an arbitrary net.
ESNC allows an AFOS. Figure 1a shows an asymmetrical TP FOS; the TP-path [t1 p4 t4 p3], which injects an extra token into the circuit in each iteration, causes the PN to be unbounded. To consume the extra token, a PT FOS should follow the above FOS as shown in Figure 1c . Figure 1b shows an asymmetrical PT FOS; the PT-path [p2 t4 p4 t3] makes t3 nonlive and thus results in a deadlock. Note that it must be that n e1 ↔ n s2 , i.e. they are in a circle to be sequential to each other, otherwise the PT FOS cannot consume the extra token from the TP FOS. The net is live if the two output transitions of the n s place of the PT FOS are synchronized to have a synchronic distance of one. This creates classes of nets with more general properties than a SNC. To the best of our knowledge, nobody has discussed the case where RC contains more than one token (see Figure 2) . A CFOS is the largest subnet that can be reduced to a weighted arc with two end nodes. To this end, any Z must be separated from others; i.e. ∀Z i , Z j , 1
In general, a Z need not be pure in order to be reducible. However, making it pure simplifies the discussion and is easier to understand. Examples of CFOS are shown in Figures 1 and 9 . In a CFOS, no i is followed completely by another j .
A PT CFOS will cause the net to be not live. One way to make it live is to add a regulation circuit (RC) Figure 2 , across all t d (also Figure 1d) . Such a structure is no longer an FOS; however, for brevity, we shall still refer to it as a CFOS in the rest of the paper. It is pure if the PT CFOS is pure. If we consider each PT-handle in this Z P to be a process, then the processes (called SMEs) in the Z P are mutually sequentialized (originally mutually exclusive) [8] as mentioned in Section 1. Note that there are three SMEs in series in Figure 2 ; such a structure was not considered in [8, 16] .
For an ESNC to be well-behaved, i.e. bounded and live, it must be correct in both static structure and dynamic marking behavior. In the following, we develop the theory for each separately.
STRUCTURE CONSTRAINT
There are two cases: (1) only one token; (2) multiple tokens in the RC. The first case is easier and the derived structure constraint also holds for (2).
Case (1). Single token in RC
The net (Figure 9 ) can be transformed into a GPN according to the following rule.
Rule of transformation to a GPN. Replace every CFOS by a single arc with two ends being n s and n e and the arc weight being |Z|.
We consider only the case of weighted SNCs (WSNCs) where the ordinary PN (OPN) version of the GPN, i.e. by making all arc weights unity, is an SNC. Let the class of nets transformed into WSNCs be defined as ESNCs. One can consider a WSNC to be the reduced representation of an ESNC and the ESNC to be the expanded representation of the WSNC.
A well-behaved WSNC does not, however, imply a wellbehaved ESNC. An example is shown in Figure 10 where the WSNC with no bad siphons is live but the corresponding ESNC is not live. This is due to the two identical PT CFOSs sharing the same n s = p16 which leads to bad siphons. The tokens in n s could be trapped in each PT CFOS without firing n e , causing the net to be not live. This token trapping does not happen, however, if the WSNC is a weighted MG (WMG). We investigate first the properties of a WMG.
THEOREM 1. An ESNC, the transformed net WSNC of which is a WMG, is well-behaved iff the WSNC is wellbehaved.
Proof. Based on the concept of reduction [10] , after a reduction of a CFOS to a single arc with multiple weights, the marking (hence behavior) of the rest of the nets remains unchanged and the marking of places in the CFOS can be derived from that of the place on the arc. This fact leads to the proof.
This theorem is significant because we can find out how to combine TP and PT CFOSs by studying the transformed net. It does not hold if the WMG is replaced by a WSNC because, as shown in Figure 10 , the WSNC is live but the corresponding ESNC is not. Properties of GPN can be found in Lien [17] , Teruel et al. [9] and Landwebes et al. [18] . We merely cite their results. Lien studied the termination properties (whether any transition can fire infinitely often) of special classes of GPN; i.e. whether they are consistent/conservative. Landwebes et al. [18] characterized reachability sets of conflict-free and persistent PNs.
They developed an exponential time algorithm for deciding boundedness of such nets and determined that it takes exponential space. Teruel et al. [9] provided much more comprehensive studies (reachability, liveness, boundedness, consistency, conservation, and others) of GPNs. To provide algorithms with less time complexity, attention is limited to subclasses 514 D. Y. CHAO FIGURE 9. Extra tokens generated from one TP FOS are not totally consumed by one PT FOS. The net is SL&SB since the loop gain is one. The ESNC on the left is reduced to a WSNC on the right. Z 1 is a CFOS (composite FOS) consisting 4 pure TP-handles or 3 interconnected FOS 1 -3 .
of GPNs. If the GPN is an MG, then it is called a WMG which is the main topic in the following. Afterwards, we will explain the difficulty associated with GPNs that are not MGs.
The following theorem helps determine the structural liveness of WMGs.
THEOREM 4. [9] For a WMG N, the following statements are equivalent: (i) N is structurally live (SL) and structurally bounded (SB); (ii) N is consistent (Ct) and conservative (Cv); (iii) N is Ct and strongly connected; (iv) N is strongly connected and rank(A)
Theorem 4 is very useful because if we can find vector X for any strongly connected WMG satisfying the conditions in Theorem 4, the WMG is SL and SB.
We first consider the special case of an MG, followed by an SNC. When a WMG is consistent, there exists a firing sequence to return the state to the original marking. During each iteration, each node n i executes R i (a finite number) times which constitutes a minimum non-zero T -semiflow denoted as a |T |-vector (|T | being the number of transitions of a PN) R = [R 0 R 1 . . . R |T | ] T . For the WMG in Figure 11 , R = (2 1 2) T .
The consistent condition cannot be satisfied by an arbitrary matrix A with entries the weights of places in the PN. Thus, the weights of places must satisfy certain constraints such that A T R = 0. Solving this equation for large PNs is rather complicated. It is easier, however, to identify the constraints among the places inside a loop. It is thus also essential to identify the constraints among places inside a loop, which can be extended to determine R as shown in [19, 20] . We cite some important definitions and results as follows.
Unless otherwise stated, when we consider a loop L, it has K places (p 1 , p 2 , . . . , p K ) and K transitions (t 1 , t 2 , . . . , t K ) with p i the input place to t i+1 and the output place from t i (1 i K − 1) (i.e. p i is between t i and t i+1 ) and p K the output place from t K and input place to t 1 . In loop L, we also let a i (p k ) be the number of input arcs and a o (p k ) the number of output arcs of place p k , respectively.
The example f 1 /f 2 = 3/2 is shown in Figure 12 . This lemma leads to the following theorem, which is not a new result but is helpful to find R.
THEOREM 5. Assuming there are no tokens in places between t 1 and t k in the loop such that t k cannot fire without firing t 1 , then
f 1 f (k+1) = a o (p 1 ) a i (p 1 ) a o (p 2 ) a i (p 2 ) . . . a o (p k ) a i (p k ) = x=1-k a o (p x ) a i (p x ) .(1)
DEFINITION 17. (Path and loop gain) [19]
The ratio on the right-hand side of Equation (1) 
COROLLARY 1. [20] If a strongly connected WMG is structurally live and bounded (i.e. consistent and conservative), then the loop gain of each loop is one:
G L = a o (p 1 ) a i (p 1 ) a o (p 2 ) a i (p 2 ) . . . a o (p K ) a i (p K ) = k=1-K a o (p k ) a i (p k ) = 1.(2)
COROLLARY 2. A PN is not structurally bounded if there exists a loop in the PN such that
G L > 1. If G L < 1,
DEFINITION 19. (Prime firing number) The prime firing number (PFN) of a transition
t i in loop L, f L i ,
is the minimum number of firings of t i necessary for one iteration of loop L.
For the WMG in Figure 11 , the PFN for transitions A, B and C in L3 are 2, 1 and 2, respectively. The procedure of finding the PFN in loop L of a structurally live and bounded WMG is to adjust the fractions in
place by place. See [20] for details.
In general, if a transition t j is in several loops including loop L, firing it F L j times may not be sufficient to return all tokens consumed by the earlier firings of t j to the input places of t j . Instead, this can only be achieved by t j firing R j times. In [20] , we developed a procedure with polynomial complexity to find R based on the procedure for finding the PFN. This procedure also checks the structural liveness and boundedness of the net while the polynomial algorithm of Teruel et al. [9] only checked the liveness of a WMG.
We start from a random t x with an output place p o and pick one output transition t o of p o . We calculate the firing numbers for t x and t o based on Lemma 3. We repeat this for another t o and multiply all existing firing numbers by the same constant. We continue in this fashion until the new t o has an existing firing number. If the newly computed firing number does not equal the existing one, then the PN does not execute repetitively; it is unbounded (respectively, not live) if the former is greater (respectively, smaller) than the latter. This is because, if the newly computed firing number is greater (respectively, smaller), the transition fires more (respectively, less) than the previous iteration. This will cause continuous accumulation (respectively, drain) of tokens in places, making them unbounded (respectively, no transitions enabled). Otherwise, the procedure continues and stops when the firing numbers for all the transitions have been computed.
Case (2): Multiple tokens in RC
The net (Figure 2 ) cannot be transformed into a GPN. Since transitions in an RC can still fire one by one in the same fashion as in Case (1), the structure constraint remains the same as Case (1) . This is to avoid continuous token generation (G L > 1) and token absorption (G L < 1). Such a constraint will be referred to as the arc-constraint. It can be checked by ensuring G L = 1 for any loop. Another reason for not being live comes from inappropriate token distribution among output transitions of a place. In other words, there exist bad siphons. Thus, the marking constraints for WSNCs and multiple tokens in RC can be treated together based on Lemma 6.
For WSNCs, the existence of a TP-inconsistent pair of places implies the existence of a bad siphon similar to an SNC with unit weights. However, the presence of multiple weights may not empty a bad siphon as shown in Figure 13 . This does not imply live transitions in the bad siphon. The following lemma shows that a WSNC is not SL if a TP-inconsistent pair of places exists.
LEMMA 4. A WSNC is not SL if a TP-inconsistent pair of places exists.
Proof. The cause of a bad siphon not capable of being unloaded is the weight w > 1 between a p d (p16 in Figure 13 ) and a transition t In the following, WSNC o (SNC o ) denotes a WSNC (SNC) without a TP-inconsistent pair of places.
MARKING CONSTRAINT
Lautenbach's marking condition (W (M 0 ) > 0 in Definition 20) can be applied to provide a more generalized liveness condition for SME in [8] . Examples will be provided. Case (2) includes Case (1). Hence we will first treat Case (2), which subsequently degenerates to Case (1). If the net is dead, then the set of unmarked places forms a siphon, which contains a minimal siphon. This is against the assumption that every D m is marked. Hence the net is not dead, but is weakly live.
THE COMPUTER
Thus, for each D m in a weakly live N, either it is invariantcontrolled or an S-invariant. Some t in N are not live simply because there is an insufficient number of tokens under M 0 . Otherwise, if every t in N can fire once under some R(M 0 ), they are all live.
LEMMA 7. [6] Let N be a net which is bounded and covered by an elementary T -invariant j . If N is weakly live, then N is live.
Since N is covered by a single j , every transition is in j . There must be a repetition of markings reproduced by j in any infinite occurrence (firing) sequence for N to be bounded. Hence N is live.
To derive the marking constraint, we study the physical meanings of the y values in a D m and P (Y )\D m . REMARK. The liveness depends on the existence of an S-invariant, which is ensured by the satisfaction of the structure constraint. From [3] , a WSNC can be decomposed into a set of T -and S-components. For each S-component ζ , we can obtain an S-invariant of N as follows. Since ζ is an SM (State Machine), ζ r (the reverse of ζ by interchanging places with transitions) is an MG. Hence, we apply the procedure for R computation for ζ r . R i for t i ∈ ζ r corresponds to y i (>0) for p i ∈ ζ . The S-invariant corresponding to the S-component is obtained in the following procedure. It is easy to see that in
LEMMA 8. Let t be a transition in a marked ESNC N. t is not live, iff there exists a minimal siphon D m containing a place p ∈ •t and a reachable marking
Step (2), the T -condition is satisfied at all transitions in the TP CFOS. In Figure 8 Figure 8) in ζ e . The controlled S-invariant (all thickened places in Figure 2 ) includes the minimal siphon and |Z| − 1 places (missing p3 in Figure 2 ) from each RC for the circuit.
We now develop the theory to find δ j . Theorem 6 implies that we can consider each D m alone. In the equivalent 
where m i is the token at p i in the RC. 
In order to find δ b i , we present the following. LEMMA 10.
( 
where we have used the fact that the reduced representation (i.e. the WSNC), the Tcondition, is satisfied at t = n e and Y (•t) = y d * w = k * y d . Note w = k is the arc weight of (p d t) and, in a P -component, every transition has a single input place. Thus, in the expanded representation (i.e. the ESNC), if we keep Y (•t) = k * y d , the T -condition will also be satisfied at t = n e . This is true because ∀p ∈ •n e , y = 0 if p / ∈ H f and y = k * y d if p ∈ H f . Thus, the T -condition is satisfied at all transitions in the CFOS.
See Figure 2 m5 > m1 for liveness. Note that the SME model in [8] did not consider loop gains as in this paper; hence it is less powerful. In Figure 16a , the n s of two marked places p6 and p10 is a transition (t5), then p6 and p10 appear in two separate P (Y )\D m . Hence, M(p6) and M(p10) appear in two separate marking conditions. We should 'OR' these two equations to obtain the marking constraint for liveness. That is, the minimal marking at p1 for liveness is determined by the minimal solved from the two marking conditions. This is because as long as a controlling S-invariant meeting the marking condition exists, the siphon cannot be unloaded. In Figure 16b, Proof. Assume otherwise, it is impossible to assign y values to all places in H 1 and H 2 to maintain the T -condition.
In Figure 16b , there are two PP-paths from p11 to p10: one via p12; the other via p6. If the first had two t d , so would the second.
IMPURE CFOS
We now deal with the liveness problem for PNs with impure CFOS. Similarly to the case of pure CFOS, PNs with impure CFOS may be reduced to a GPN and analyzed. Figure 3a shows such an example where the subnet with dashed lines is an impure CFOS. We first reduce the impure problem to a pure one (Figure 3b ), which has been dealt with in Section 4. Next the PN can be reduced to a GPN in Figure 3c . There is a single D m = P , which is an S-invariant and it takes at least two tokens for it to be live. All places in the PT-handle (p2 and p1) are in the D m .
We have dealt with the case where all drain transitions t d of a decision place p d are synchronized by a circuit (called Class A). The D m involved is said to be invariantcontrolled [6, 15] . For other cases (called Class B), they are not synchronized (t1, t4 in Figure 3 In summary, for Class A where all t d are synchronized, liveness analysis can be performed as in the previous sections. For class B, the D m becomes an S-invariant and can be reduced to a GPN; the analysis of its structural liveness can be performed accordingly.
Discussion
A PME models a resource shared by independent processes as in the model by Ezpeleta et al. [7] and an SME [8] models sequentialization (synchronization) of PMEs. In a PME, any independent process may monopolize the use of a resource, thus creating an unfair situation. The SME eliminates this unfairness problem by sequentializing or synchronizing these independent processes. Incorporation of SME enhances our SNC-based approach to PME. As a result, we create ESNCs as a new class of PN that extends SNCs.
Zhou and DiCesare [8] presented the deadlock-free condition (DFC) of a PN containing SME. It considers a very simple SME; it is not obvious what the marking condition would be for more general cases.
Chao [16] presented an alternative approach to explain SME and PME in the context of the knitting technique and structural relationship, illustrated the application of S-matrix to detect deadlocks in SMEs, generalized the DFC for more complicated SME than the example in [8] and discovered new DFCs.
In general, two SMEs may be connected in a sequential, parallel or exclusive manner as in an ESNC. Multiple SMEs do so in a combinatorial fashion. It is unclear what the liveness conditions would be. However, neither Zhou or Chao considered this. Zhou considered only a single SME and considered only interactions between SMEs. ESNCs, however, can do so as well.
We have also developed a systematic and efficient technique to find bad siphons and apply the SNC model to serve as the backbones or working processes (WPs) of FMSs. WPs interact with each other via resources such as robots. Because each WP is limited to an SM, bad siphons are solely due to resource-sharing between WPs. Ezpeleta et al. [7] , however, did not take advantage of this. Instead, they analyzed bad siphons in a global manner, i.e. digging them out of the whole net.
We, however, locate bad siphons in a local and incremental fashion. That is, modeling each WP as an SNC, incrementally adding each resource as a place and identifying the bad minimum siphon containing the place, we are able to obtain all bad siphons and the associated marking conditions for liveness. The resulting FMS model is more powerful than those by Jeng and DiCesare [21] , Ezpeleta et al. [7, 22] and others. It allows internal choices and concurrency for each WP. It therefore can model assembly operations with multiple parts and may apply to concurrent systems other than FMSs such as database systems, operating systems and parallel processing.
Further, with some WPs modeled by ENSCs instead of SNCs, we create more complicated classes of nets with ESNCs serving as the backbone for FMSs with resource sharing. Here, we allow multiple SMEs connected in a sequential, parallel or exclusive manner for each WP.
CONCLUSION
We have proposed a CFOS that contains multiple sets of AFOSs to extend our earlier proposed SNCs to ESNCs. We transformed any ESNC into a GPN and applied existing theory to study its properties of liveness and boundedness. In an ESNC, multiple SME structures may be mutually sequential, concurrent or exclusive. Hence its modeling power is more powerful than the single SME proposed in [8] . We also proposed a new class of nets called weighted SNC where the weight of any arc may be greater than one. WSNC includes the WMG in [9] . We derived the marking conditions for liveness of WSNCs. They are useful to apply to the FMS where an operation may involve multiple robots and the associated arc in the PN model is multiple weighted.
