Multi-objective integer or mixed-integer programming problems typically have disconnected feasible domains, making the task of constructing an approximation of the Pareto front challenging. In the present paper, we propose utilizing some recent algorithms, that were originally proposed for continuous multi-objective problems with three and four objectives and with disconnected feasible domains, for these integer and mixed-integer programming problems. We also present a new extension of these algorithms for four objectives. We test the proposed algorithms by means of two-, three-and four-objective problems, and make comparisons with other existing algorithms to illustrate efficiency. In particular, we apply the new four-objective algorithm to a rocket injector design problem with a discrete variable, which is a challenging four-objective mixed-integer programming problem.
Introduction
Multi-objective optimization is concerned with simultaneous minimization of multiple, usually conflicting, objective functions. Once such a problem is posed, it is of the practitioner's interest to obtain/approximate, and view, the set of all trade-off, or compromise, solutions of the problem. The set of trade-off solutions is referred to, in the current article, as the (weak) Pareto front, or the (weak) efficient set, of the problem-a more precise definition is to be provided in Section 2. Once the Pareto front of the problem is at hand, the practitioner, who is the decision maker, would conveniently select a suitable solution in the Pareto front, usually based on some additional criterion. These kinds of problems arise in many reallife applications, for example, in health [6, 36, 43] , engineering [19, 35] , mining [16, 42] , and finance [32, 34] .
If the variables of a multi-objective optimization problem take values from a continuous set, then we refer to that problem as a multi-objective continuous optimization problem. On the other hand, if the variables take values from a set of integers, then one has the socalled multi-objective integer programming problem. In the case when the model has both integer and continuous variables in it, the problem is referred to as a multi-objective mixedinteger programming problem. The latter arise in many real-life applications such as the knapsack [7, 18] and shortest-path problems [10, 38] . Other types of mixed-integer multiobjective problems can be found in [30] .
There is an abundance of practical algorithms for constructing an approximation of the Pareto front of continuous-variable problems, especially those with two or three objective functions [4, 5, 11-13, 17, 22, 25, 31, 40] . On the other hand, it is rare to encounter in the literature such an algorithm for continuous problems with four objectives. A successful algorithm in the case of four objectives has recently been proposed and numerically studied in [5] .
As for the integer and mixed-integer problems, the question of generating a faithful approximation of the Pareto front is still a developing area, even with just three objectives. To the best of the authors' knowledge, none of the existing practical algorithms for constructing the Pareto front of integer or mixed-integer problems consider more than two objectives, although work with three objectives, without the concern of constructing the whole front, is available-see [2, 3, 20, 23, 24, [27] [28] [29] .
In the current paper, our aim is to propose some recent existing algorithms, which are normally used for continuous-variable problems, as well as a new extension of them, for constructing the full Pareto front of multi-objective integer or mixed-integer programming problems with three and four objectives.
One of the main reasons for which there are almost no studied examples of three-and fourobjective mixed-integer optimization algorithms in the literature is that the feasible set in the presence of integer variables is often disconnected. In this situation, specialized techniques and algorithms are needed in order to construct the Pareto front. Specialized scalarization techniques for such problems were first studied in [4, 31] and then in [5] -also see [25, Sections 2.4 
and 3.2.4].
When the multi-objective problem is continuous, and the domain is connected, PascolettiSerafini scalarization [13, 26] , and the constrained-Tchebycheff scalarization [12] , can be successfully implemented to construct the Pareto front. If the domain is disconnected, however, Pascoletti-Serafini scalarization, as well as most other scalarization techniques, are likely to fail. In such a case, implementation of certain scalarization techniques, in particular the weighted-constraint scalarization technique, and the associated algorithms introduced in [4, 5] , have been shown to perform well in constructing the Pareto front. The algorithms in [4, 5] have been demonstrated to be particularly successful when applied to three-and four-objective continuous optimization problems. However, the same algorithms have never been tested before on multi-objective integer or mixed-integer optimization problems.
We expect the algorithms we will employ to solve multi-objective integer and mixed-integer programming problems to have the following two major practical attributes: (i) construct a faithful approximation of the Pareto front and (ii) generate an acceptable approximation of the Pareto front in a reasonable length of computational time. Attribute (ii) is desirable, because solving each scalarized integer or mixed-integer programming problem can be very costly.
The main contributions of the present paper are as follows.
• Test and compare Algorithm 1 given in [4] -also see [25, Section 3.2.4] and Algorithm 8.1
given in [22] for three-objective integer programming problems. Note that these algorithms were previously tested in [4] and [22] only for continuous optimization problems.
• Extend Algorithm 3 given in [5] to the case of four-objective mixed-integer programming problems, and implement it for a challenging test problem.
The layout of the paper is as follows. We present the problem description along with some preliminaries in Section 2. Two classical scalarization methods, namely the Pascoletti-Serafini and the weighted-constraint techniques, are recalled in Section 3. We introduce the existing algorithms for two and three objectives, as well as our new algorithm for four objectives, in Section 4. Numerical experiments with these algorithms are given in Section 5. In particular, Section 5.4 presents the results for a new and challenging formulation of the rocket injector design problem involving four objective functions. Detailed descriptions of Algorithms 3 and 7 are included in the Appendix.
Preliminaries
In this section, we collect the relevant notions, definitions, and concepts that are used in our study. These are standard notations and tools for multi-objective optimization, and we follow here the classical notation as it is found in the literature-see for example, [8, 21, 41] . Let R n be the n-dimensional Euclidean space. Define R + to be the set of all nonnegative real numbers and R ++ the set of all strictly positive numbers. Given the positive integers ℓ, m, n 1 and n 2 , we consider the following multi-objective optimization Problem (P).
where Z is set of all integers, and the functions f i : Z n 1 × R n 2 → R, i = 1, . . . , ℓ, and g j : Z n 1 × R n 2 → R, j = 1, . . . , m, are defined on X. We will assume that the functions f i are bounded below on the constraint set X, with a known lower bound. In this situation, there is no loss of generality in imposing that
We recall next two types of solutions of (P). The more restrictive type of solution is the so-called efficient point [41] or Pareto point [21] , and a less restrictive concept is the one of a weak efficient point. We also provide below the concept of ideal vector and individual minimum.
Definition 2.1 ([8] and [21])
(a) A pointx ∈ X is said to be efficient for Problem (P) iff there is no x ∈ X, x =x such that f i (x) ≤ f i (x), ∀ i ∈ {1, . . . , ℓ}, and f j (x) < f j (x), for some j ∈ {1, . . . , ℓ}. We denote the set of efficient points of Problem (P) by E(P).
(b) A pointx ∈ X is said to be weak efficient for Problem (P) iff there is no x ∈ X such that f i (x) < f i (x), ∀ i ∈ {1, . . . , ℓ}. We denote the set of weak efficient points of Problem (P) by WE(P).
(c) Suppose thatx f i is a minimizer of f i , i = 1, . . . , ℓ, over the set X. That is,x f i solves the optimization problem min
For the problem to be truly multi-objective, ideal vectors cannot be feasible. It is worth noting that E(P) ⊆ WE(P) (IM ⊆ WE(P)), but not necessarily vice versa.
Scalarization Techniques
In this section, we recall two existing scalarization techniques; namely, the Pascoletti-Serafini scalarization [26] and the (kth-objective) weighted-constraint scalarization [4] . The PascolettiSerafini scalarization has been a popular approach for problems with only continuous variables. On the other hand, the weighted-constraint scalarization is a particularly efficient approach in approximating Pareto points when the domain and front are disconnected. The latter approach has not been applied to problems with integer variables yet. Even though these techniques exist in the literature, for the convenience of the reader, we give here short descriptions. For more details, the reader is referred to [4, 5] , as well as [25, Sections 2.4 and 3.2.4], and the references therein.
Both scalarization techniques are parametric in that they use positive weights as parameters in their definitions. Before providing these definitions, we define the set of positive weights as
Pascoletti-Serafini scalarization. This parameter-based scalarization approach was introduced by Pascoletti and Serafini in [26] . This method is also referred to as goal-attainment method (see [9, 12, 21, 26] ). For a given w ∈ W , this type of scalarization is stated as follows.
where α ∈ R is a new variable and u = (u 1 , . . . , u ℓ ) is a utopia vector associated with Problem (P ). In [13] , it is proved that every solution of Problem (PS) is a weak efficient point, which in turn is used for generating an approximation of the Pareto front. This scalarization technique has been used as part of the algorithm (for constructing the Pareto front) proposed in [22] . A modified version of this scalarization technique has been used in another algorithm proposed in [11] .
Weighted-constraint scalarization. This method was introduced in [4] , and has been shown to be particularly efficient in finding weak efficient solutions for a disconnected Pareto front and a disconnected feasible set/domain. In this approach, one of the k objectives is taken for minimization and the remaining (k − 1) weighted objectives are used as constraints, for each k = 1, . . . , ℓ. The mathematical model of the approach is stated as follows.
. . , ℓ, is referred to as a subproblem of the scalarization. Define the solution set of these subproblems as
It was shown in [4, Theorem 3.1] that, for a fixed w ∈ W , if x ∈ ∩ l k=1 S k w , then x is a weak efficient point. On the other hand, if the solutions of two subproblems are different then a comparison is made between these solutions to eliminate a dominated point. If a new solution of a subproblem is non-dominated compared with the solutions of the other subproblems, then that solution is weak efficient. Proposition 3.1 below states this fact more precisely and plays an important role for the weighted-constraint approach. The idea in the proposition is implemented in Algorithms 5-7 for the removal of dominated points.
Suppose that, for some k ∈ {1, . . . , ℓ}, ∃x k ∈ S k w such that ∀r ∈ {1, 2, . . . , ℓ}, r = k, ∃x r ∈ S r w , which satisfies
Thenx k ∈ WE(P).
Algorithms

Grid generation techniques
In our study, we incorporate two types of grid generation techniques in designing the algorithms for approximating Pareto points. For details of these grid generation processes, the reader is referred to [11, 22] , as well as [5, Sections 1.2 and 5].
Convex Hull of the Individual Minima (CHIM). The CHIM grid generation technique was proposed by Das and Dennis, and employed as part of their Normal Boundary Intersection (NBI) method in [11] . The NBI method is arguably the most popular approach to constructing an approximation of the Pareto front. First, the vector of individual minima is obtained, and then the convex hull of these individual minima is generated. After a uniform discretization of the convex hull, and assigning a weight to each node of the discretization, the CHIM grid is created.
In the NBI method, given the CHIM grid along with the corresponding array of weights, a modified Pascoletti-Serafini scalarization of the problem is solved for each weight in the array to generate an approximation of the Pareto point. Geometric illustrations of the CHIM grid generation process for two and three objectives can be found in [5, Figure 1 ].
Sequential Boundary Generation (SBG).
The SBG grid generation technique was proposed by Mueller-Gritschneder et al. in [22] . We observe in our experiments that the SBG method works well when CHIM grid is unable to generate the true boundary of the Pareto front. The SBG method constructs the Pareto front of the problem sequentially. In doing this, the SBG method solves linear programming problems. As a result, it requires more As exemplified via test problems in [5] , when the boundary of the Pareto front happens to be complicated (which is a common occasion with the three-and four-objective problems), the SBG grid is more suitable than the CHIM grid in getting a correct depiction of the boundary. Table 1 provides a list of the algorithms we implement to solve two-, three-and four-objective problems. In the table, we list the number of objectives that an algorithm can handle, as well as the grid generation and the scalarization techniques that are utilized in that algorithm. Algorithms 1 and 2 can solve two-objective problems by using the CHIM grid. While Algorithms 3-6 can all solve three-objective problems, Algorithms 3 and 4 employ the CHIM grid generation technique, and Algorithms 5 and 6 employ the SBG grid generation technique. Algorithm 7 can handle four objectives and utilizes the SBG grid generation technique. As for the scalarization techniques, while the odd-numbered algorithms use the weighted-constraint scalarization, as in Problem (P k w ), the even numbered ones use the Pascoletti-Serafini scalarization, as in Problem (PS).
Descriptions of the algorithms
As indicated in the last column of Table 1 , Algorithms 1 and 2 directly come from [4] , and Algorithms 3-6 from [5] . It should be noted however that Algorithm 3 in the current paper was earlier provided in [5] as Algorithm 2 with steps written in an abridged form. Here we provide a fully expanded and explicit version of that algorithm as Algorithm 3 in Appendix A.1. Algorithm 7, on the other hand, does not appear elsewhere, and we provide its full description in Appendix A.2. We will use Algorithm 7 particularly for solving the challenging rocket injector design problem in Section 5.4.
Numerical Experiments
In this section, we test and compare Algorithms 1-7 that are described in Section 4, by means of example two-, three-and four-objective integer and mixed-integer programming problems. The test problems 1-3 are integer programming problems. These problems are designed in such a way that the number of points in the Pareto front is finite and that we know the weak Pareto points, in advance. These known weak Pareto, or weak efficient, points are referred to as being exact. One of our aims is to understand the capabilities of Algorithms 1-6 in approximating the set of exact weak Pareto points. The task of approximating a Pareto front is particularly challenging for the three-and four-objective cases. We test Algorithm 7 on a challenging real-life problem, namely the rocket injector design, which has four objective functions to minimize simultaneously.
We have coded all of Algorithms 1-7 in MATLAB, and utilized the optimization software BARON [33, 37] or SCIP [1, 14] , for solving the single-objective integer and mixed-integer subproblems (P k w ), including the scalarized problems, in each algorithm. In particular, we used BARON in solving all the test problems. Additionally, we used SCIP for the last test problem, rocket injector design, in order to reconfirm the numerical results we obtained. In the generation of the SBG grid, MATLAB's linprog was used, with default options, for solving the associated linear programming (LP) problems. The computations have been performed on an HP ENVY 14 laptop with 4 GB RAM and core i5 at 1.6 GHz.
Test problem 1: Two objective functions
We consider a small problem with two objective functions and two integer variables:
, and x 1 , x 2 are integers.
The problem above is easy to interpret: The feasible points of the above problem are those points with integer coordinates in the lower-left quarter of a circle of radius 4 centred at (4, 4) . One can easily count that there are 17 feasible points of the problem. Then, of these feasible points, the ones which are located as far to the "south-west" as possible are weak Pareto points. There are nine weak Pareto points, the set of which can simply be written as (see Figure 1(a) )
The above set is nothing but the Pareto front, which is discrete and so is disconnected. Note that f 1 (x) = x 1 and f 2 (x) = x 2 are the objective function of the problem. As the utopia point, we take u = (−10, −10). For Algorithms 1 and 2, we use the CHIM grid. Since the CPU time requirements are in general different for each of the algorithms for the same number of the grid points, we have adjusted the number of grid points in such a way that the CPU time each algorithm takes is roughly the same (in this case, around 13 and 14 seconds, respectively). This way, we provide the two algorithms an equal footing in the comparisons. The data on the CPU time, the number of subproblems attempted, and the number of weak Pareto points generated by each algorithm, are reported in Table 2 . Parts (a) and (b) of Figure 1 display all of the Pareto points, i.e., an approximation of the Pareto front, that could be obtained by each algorithm, respectively, within the CPU times indicated. Algorithm 1, as shown by Figure 1(a) , successfully finds all nine weak Pareto points in the Pareto front. On the other hand, Algorithm 2 is able to generate only 6 of these points. When we increase the number of grid points, i.e., increase the allowed CPU time, by (say) ten times, the number of Pareto points obtained by Algorithm 2 still turns out to be 6. In other words, no improvement in the approximation of the Pareto front can be obtained by Algorithm 2, even after providing the algorithm with a much finer grid and so allowing a much longer computational time.
Test problem 2: Three objective functions -nonlinear constraints
Next we modify the test problem 1 in Section 5.1 by introducing one more objective function and one more variable as follows.
The feasible region is now defined to be a spherical ball rather than a part of a circular region; namely, the feasible set consists of the points with integer coordinates in a sphere of radius 2 centred at (2, 2, 2). In this case, the problem has 70 feasible points, of which 19 are weak Pareto. The set of weak Pareto points, or the Pareto front, can simply be written as (see We note that f 1 (x) = x 1 , f 2 (x) = x 2 and f 3 (x) = x 3 . We choose the utopia point as u = (−10, −10, −10). In order to solve the problem, i.e., to obtain an approximation of the Pareto front, we have implemented Algorithms 3 and 4, both of which use the CHIM grid.
As in the case of Test Problem 1, with the choice of the same CHIM grid, each algorithm requires a substantially different length of CPU time. Therefore, we have adjusted the number of points in the CHIM grids of the algorithms in such a way that the CPU time each algorithm takes is roughly the same (in this case, about 150 seconds each), so that the two algorithms can be compared on an equal footing. Table 3 summarizes the performance of each algorithm.
As can be seen in Table 3 
Test problem 3: Three objective functions -linear constraints
This time, we consider the test problem given by Antunes et al. [2, Exercise 5, Section 6.5], who studied certain properties of two known weak Pareto points, but not the whole Pareto front. We are interested here in constructing the whole Pareto front of this problem, which, to the best of our knowledge, has not been done elsewhere, yet.
subject to 3x 1 + 2x 2 + 3x 3 ≤ 18, x 1 + 2x 2 + x 3 ≤ 10,
The problem has three non-negative integer decision variables. The feasible region is defined by the intersection of four closed half-spaces as indicated above and has 83 feasible points (with non-negative integer coordinates), of which 60 are weak Pareto. The (disconnected) Pareto front consists of these 60 discrete points -see the graphs in parts (a) and (c) of Figure 4 . The three objective functions of the problem are namely f 1 (x) = −x 1 , f 2 (x) = −x 2 and f 3 (x) = −x 3 . We choose u = (−100, −100, −100) as the utopia point. For solving this problem, we used Algorithms 3-6. For the features of these algorithms, see Table 1 . As in the test problems 1 and 2, for fairness in comparisons, we adjusted the number of points in, depending on the algorithm, the CHIM or SBG grids, in such a way that the CPU time each algorithm takes is roughly the same (around 210 seconds for Algorithms 3-4 and 130 seconds for Algorithms 5-6). Table 4 summarizes the numerical performance of Algorithms 3 and 4, while Figures 3 and 4 show the Pareto points generated by each algorithm.
For the given CHIM grid, or the allowed CPU time of 202 seconds, Algorithm 3 generates 58 of the 60 weak Pareto points in the front. On the other hand, Algorithm 4 is able to find only around half of the weak Pareto points, in about the same CPU time as that of Algorithm 3. The Pareto fronts generated by these algorithms are depicted in Figure 3 . When we provide a much finer CHIM grid, i.e., increase the allowed CPU time by about 10 fold, either algorithm fails to generate any new points in the front. We conclude that Algorithm 3 is more efficient and powerful than Algorithm 4 in approximating the Pareto front.
Algorithm 5, which implements the SBG grid, generates all of the 60 weak Pareto points in the front in just 128 seconds, whereas Algorithm 6 produces only 33 out of the 60 Pareto points, in about the same amount of time. When we provide a much finer SBG grid, resulting in a CPU time of 120 minutes or longer, Algorithm 6 can find at most 44 of the weak Pareto points. Considering all of Algorithms 3-6, we conclude that Algorithm 5 is the most efficient and powerful.
An application to rocket injector design
The liquid-rocket injector design problem was previously studied as a multi-objective optimization problem in [5, 15, 39] . Two primary objectives are of concern in this design problem: (i) improvement of the performance of the injector and (ii) increase of its survivability or lifetime. The performance of the injector is influenced by the axial length of the thrust chamber while the lifetime of the injector is associated with the thermal field inside the thrust chamber. For an illustration and visual representation of the injector design we refer the reader to [15] . There is a conflicting interplay between these two main objectives: while high temperatures improve the performance, they reduce the lifetime and thus decrease survivability. Four design variables are introduced in [15] to construct the mathematical model of the rocket injector design problem; namely, In our present study, we introduce an integer-valued variablex 1 ∈ {0, 1, 2, 3} and impose a new constraint x 1 = 0.2x 1 . The constraint enforces the hydrogen flow angle (x 1 ) to be one of the prescribed set of angles {0, 0.2, 0.4, 0.6}. We note that, with the introduction of an integer variable, the modified problem has a disconnected domain and so is expected to have a disconnected Pareto front.
We consider four objective functions as in [15] ; namely, f 1 (x): face temperature, which is the maximum temperature of the injector face, f 2 (x): tip temperature, which is the maximum temperature on the post tip of the injector, f 3 (x): combustion length, which is the distance from the inlet where 99% of the combustion are complete, f 4 (x): wall temperature, which is the wall temperature at three inches (fourth probe) from the injector face.
The modified rocket injector design problem considered in this paper is a multi-objective mixed-integer optimization problem and described as follows. subject to
In obtaining an approximation of the Pareto front of the above problem in the fourdimensional value space, we have used the new Algorithm 7, which implements the weightedconstraint scalarization and the SBG grid. Note that an implementation of the CHIM grid generation technique (instead of the SBG grid) in Algorithm 7 would not have worked for the rocket injector design problem, because of the rather complex boundary of the Pareto front of this problem. Hence Algorithm 7 uses the SBG grid.
We compare our mixed-integer multi-objective programming results with those obtained for the case of continuous variables in [5] . We choose to display the projection (f 1 , f 2 , f 3 , f 4 ) → (f 1 , f 2 , f 3 , 0) in the f 1 f 3 f 2 -space for this comparison. The Pareto front depicted in parts (a) and (c) of Figure 5 corresponds to the case of continuous variables in [5] , and was obtained by using Algorithm 9 from [5] . On the other hand, the Pareto front in parts (b) and (d) of Figure 5 corresponds to the case of mixed integer variables, and have been obtained by using Algorithm 7.
Algorithm 7 obtained 41014 points, which, after the elimination of dominated points, resulted in 33536 points representing the Pareto front. One shoud note that, given the complexity of the problem, one cannot ensure that all dominated points have been eliminated, or weeded out; however, this example application still illustrates the utility of our approach. The Pareto front approximation in Figure 5 (a) for continuous variables had taken about 2 hours, using the same computer, as reported in [5] . The Pareto approximation in Figure 5(b) , on the other hand, took about 32 hours. One should recall that solving mixed integer problems in general requires substantially more computer memory and CPU time. Figures 5(a) and (c).
Conclusion and Discussion
We have implemented and tested algorithms, which were originally proposed for continuous multi-objective problems, for constructing the Pareto front of integer and mixed-integer programming problems. These algorithms utilize one of the CHIM and SBG grid generation techniques and one of the Pascoletti-Serafini or weighted-constraint scalarization techniques, with two or three objective functions to minimize. We have also presented a new fourobjective algorithm. We applied the algorithms to test problems, of which the four objective one being a mixed-integer programming problem and thus particularly difficult.
We found that for the given test problems, (i) Algorithm 1 outperforms Algorithm 2 for the two-objective test problem, (ii) Algorithm 3 outperforms Algorithm 4 for the first threeobjective test problem and (iii) Algorithm 5 outperforms Algorithm 6 for the second threeobjective test problem. The common characteristic of the algorithms which are successful is that they use the weighted-constraint scalarization, this scalarization approach was previously demonstrated to perform well for continuous-variable problems with disconnected feasible domains in [4, 5] . It is also worth to note that, in solving the second three-objective test problem, we have demonstrated that Algorithm 5, which utilizes the SBG grid and the weighted-constraint scalarization, outperforms not only Algorithm 6 but also Algorithms 3 and 4.
We have used the weighted-constraint scalarization and the SBG grid in Algorithm 7, which we have presented in this paper for the first time -see Appendix A.2. We have proposed a modified, mixed-integer programming, version of the already challenging rocket injector design problem (previously studied as a continuous problem in [5] ), and applied Algorithm 7 to constructing the Pareto front of this problem successfully. The choice of the SBG grid for Algorithm 7 is essential as the boundary of the Pareto front in this case is quite complicated.
The continuous version of the rocket injector design problem was solved in [5] with an algorithm (Algorithm 9 in [5] ) implementing the feasible-value-constraint scalarization (also introduced in [5] ) and the SBG grid. In the same paper, an algorithm with the same scalarization and the CHIM grid (instead of the SBG grid) was not successful. In view of the particular success of the weighted-constraint scalarization with problems with disconnected domains, we have proposed in the current paper Algorithm 7 implementing this scalarization along with the SBG grid. We conclude our remarks by saying that, in the future, it would be interesting to apply Algorithm 9 in [5] to the discrete version of the rocket injector design problem here and make further comparisons.
Appendix A A.1 Algorithm 3
We use the CHIM grid and the weighted-constraint scalarization in the algorithm. In Step 2 of Algorithm 3, each objective function, subject to the original constraints of the problem, is minimized. These individual minima are used in Step 3 to form a triangle shaped grid. Each grid point corresponds to a weight vector in R 3 . In Step 4, three sub-problems are solved at each grid point to generate Pareto points.
In
Step 4(b), the approximation of the weak efficient point is calculated using the fact that ifx 1 =x 2 =x 3 =:x (say) holds, then the solutionx would be weak efficient. Here,x k are the solutions of (P k w ) for k = 1, ..., 3. On the other hand, ifx 1 =x 2 =x 3 does not hold, then any dominated point is removed from the set {x 1 ,x 2 andx 3 } (see Step 4(b(ii))). The latter case is typically encountered when the Pareto front and/or the domain is disconnected. Therefore, this algorithm is efficient in finding Pareto points even when the feasible set is discrete or disconnected.
Step 1 (Input)
Choose the utopia point u = (u 1 , u 2 , u 3 ) and x ∈ X. Set the number of partition points N in the (N + 1)(N + 2)/2 grid points. Set s = 0.
Step 2 (Determine the individual minima) Solve Problem (P i ) := min
Step 3 (Generate grid points over the CHIM grid) Compute a k , b k and c k , for k = 1, 2, using [5, Sections 5.1-5.2] : Let
Step 4 (Solve scalar sub-optimization problems)
(a) Find x k that solves Problems (P k w ), k = 1, 2, 3. (b) Determine weak efficient points :
Let s := s + 1.
(i) Ifx 1 =x 2 =x 3 , then setx =x 1 (a weak efficient point) and
(ii) Ifx 1 =x 2 =x 3 does not hold, then, any dominated point is discarded by the following Steps 1-3.
then,x 1 weak efficient point, and
} }
Step 5 (Output) Set F (s + 1) :=F . The array of Pareto points F , is an approximation of the Pareto front.
A.2 Algorithm 7
This algorithm is an extension of Algorithm 5 to the four-objective case. In Algorithm 7, the Pareto front is approximated in six main steps. In Step 2, the individual minima of all four objectives are obtained. In Step 3, the boundaries of the Pareto front of the twoobjective subproblems are constructed. In Step 4, a linear programming problem is solved, to obtain base points that are used in the construction of the SBG grid in the spaces of the objective function triplets. In Step 5, the boundaries of the Pareto fronts of the threeobjective subproblems are generated. In Step 6, another linear programming problem is solved, to obtain base points that are used in the construction of the SBG grid in the space of all objective function quadruplets. Finally, in Step 7, a four-objective minimization problem is solved and so the points within the boundary of the Pareto front are generated.
Step 1 (Input) Set the number of partition points N .
Step 2 (Determine the individual minima)
Step 3 (Generate Pareto fronts of the objective pairs) Set the direction vector
Auxiliary weights for a parallel ray in the f i f k -space : 
(i) Findx 1 andx 2 that solve Problems (P 1 w ) and (P 2 w ), respectively. (iii) Determine weak efficient points :
• Ifx 1 =x 2 =x (a weak efficient point), then set
, f 4 (x)] and s = s + 1.
• Ifx 1 =x 2 , thenx 1 andx 2 are weak efficient points if they are not dominated by each other. The following steps remove a dominated point, if it exists.
(1) If f 2 (x 2 ) ≥ f 2 (x 1 ) then,x 1 weak efficient point, and
then,x 2 weak efficient point. Let s := s + 1, and
, and W (s + 1) = W (s). 
}
Step 4 (Form base points in the spaces of objective triplets) Solve an LP problem as in [22, Section 7.4 ] to get an array of base points U (1,2,3) (r) = [u 1 (r), u 2 (r), u 3 (r), u 4 (r)], r = 1, . . . , (N − 1)(N − 2)/2. Form base points U (2,3,4) (r), U (1, 3, 4) (r) and U (1,2,4) (r) in the f 2 f 3 f 4 -, f 1 f 3 f 4 -and f 1 f 2 f 4 -spaces, respectively.
Step 5 (Generate Pareto fronts of the objective triplets) Step 6 (Form base points in the f 1 f 2 f 3 f 4 -space) Given the Pareto points obtained in Steps 3 and 5 solve an LP problem to construct base points in the f 1 f 2 f 3 f 4 -space.
Step 7 
Step 8 (Output) The array of Pareto points, F , is an approximation of the Pareto front.
