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Abstract. The concept of knowledge graphs is introduced as a method to represent the state
of the art in a speciﬁc scientiﬁc discipline. Next the text analysis part in the construction
of such graphs is considered. Here the ‘translation’ from text to graph takes place. The
method that is used here is compared to methods used in other approaches in which texts
are analysed.
Key words: text analysis, knowledge graphs
1. Introduction
The growth of scientiﬁc knowledge has drawn for a long time. It is usually
considered at a high level of abstraction, where the discussion is about
patterns of growth. Some considers these patterns as unstable; there are
‘sudden’ developments that change all that is known. This is even named
a scientiﬁc revolution (Kuhn, 1962). Others see the growth patterns as a
rather continuous development.
On a more concrete level one usually looks at persons or groups who
are responsible for this growth. Here the focus is on certain people who
have a group of scientists around them, who together are able to produce a
lot of new knowledge. There has also been a lot of attention for communi-
cation among scientists. Here investigators discuss each other’s ideas, com-
ments on texts, and so on. This might happen at conferences, but it takes
also place in another way. Investigators mail each other text (electronically
or via the postman), or phone each other. These are the so-called invisi-
ble colleges, which play an important role in the development of science
(Crane, 1972). The activities in these colleges may result in more ofﬁcial
co-operation between investigators. Here the process of growth is relevant.
In the context of growth of knowledge networks have been used to rep-
resent citation networks (Hummon and Doreian, 1989) in order to see who
is inﬂuenced by whom, or by a speciﬁc text of a person. The networks are
also used to indicate persons co-operating together, often within speciﬁc
research groups (De Haan, 1994).
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One might also look at the knowledge that is already available in some
ﬁeld. It is available, but in a distributed way. State-of-the-art articles usu-
ally try to overcome this problem. Representing this knowledge in a sim-
ple and clear way might also contribute to the growth of knowledge. At
this point, however, a distinction must be made between theories or, more
concrete, hypotheses that still have to be tested, and theories or hypotheses
that have already passed a test. These latter ones are the interesting ones,
as they denote the real empirically proven knowledge. Representation of the
state of the art of this knowledge in a certain ﬁeld or discipline of science
allows getting a picture of gaps in the knowledge or areas where conﬂict-
ing results have been found. This all makes clear where further research
is needed, and what knowledge can safely be used in policy-making or
decision-making processes. For the representation, it is necessary to com-
bine the results of several investigations. This is accomplished in so-called
knowledge graphs. A problem, however, is which knowledge to use and
how to represent this knowledge. This text deals with these problems.
The organisation of the text is as follows. First a short description of
knowledge representation is given; necessary to place the subject of knowl-
edge graphs. Next these graphs are introduced. The remaining text deals
with text analysis. The main questions concern which texts should be used,
how they should be coded and which problems have to be overcome.
2. Knowledge Representation
In knowledge representation a distinction is made between procedural and
declarative knowledge (Ryle, 1949). Procedural knowledge (‘knowing how’)
is described as a set of prescriptions for actions. Usually these prescrip-
tions are referred to as situation-action or if-then rules. Declarative knowl-
edge (‘knowing that’) is given as a set of assertions about a certain subject.
Conclusions can be drawn from these assertions by inference methods.
Such inference methods can be based both on formal logic and on graph
theory. Conceptual knowledge is declarative knowledge in the form of
law-like assertions. Its core consists of explicitly deﬁned types of relations
between concepts.
The application of a knowledge representation for a speciﬁc task is
referred to as exploitation. An example is decision support.
The process of obtaining a representation is called the structuring of
knowledge. Here the acquisition of knowledge is necessarily combined with
the integration of this knowledge.
Based on use and form Stokman and De Vries (1988) present a system-
atic evaluation of systems in the ﬁeld, see Table I.
The exploitation of procedural knowledge is accomplished by chaining
of rules; usually these rules have an if-then structure. Forward chaining is
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Table I. Classiﬁcation of knowledge-based activities
Use of knowledge Form of knowledge Conceptual knowledge
Procedural knowledge
Exploitation Decision-support and infor-
mation retrieval on the basis
of chaining rules
Decision-support on the
basis of detection causality,
information retrieval on the
basis of deﬁnition relations
Structuring Veriﬁcation of rules Induction
of rules
Integration of deﬁnitions and
causal models
Source: Stokman and De Vries (1988: 189).
used in case an action is prescribed. In case one tries to ﬁnd an explana-
tion for what has happened backward chaining is used. The structuring of
procedural knowledge takes place when a chain of rules is inspected and
updated that is triggered by a particular problem presented to a rule based
system. The exploitation of conceptual knowledge is met in the applica-
tion of inference procedures to semantic networks for the retrieval of infor-
mation. The knowledge graphs, to be introduced hereafter, are part of
the structuring of conceptual knowledge which leads the integration of
deﬁnitions and causal models.
3. Knowledge Graphs
A knowledge graph is a network in which knowledge in some ﬁeld is rep-
resented by labelled nodes and labelled links between these nodes. For the
links only a few types of relations are used (James, 1992: 98).
The construction of knowledge graphs starts with the extraction of
information from texts. This is called text analysis. Here subject-verb-object
(SVO) syntactic relations are encoded as concept1-link-concept2 relations.1
The result is a list of concepts, represented as labelled points, and a list of
typed links between the points. These form the so-called author graph.2 A
concept is a unit of meaning. It is used as the basic unit for the meaning
content of what it refers to (Popping, 2000: 17). The most important type
of link between points is the causal relation. This relation refers to a struc-
tural relation between concepts.
The next step is called concept identiﬁcation. Here the various author
graphs are combined into one graph by identifying points with each other.
When the texts that were the basis of the graphs deal with the same
concept, points with the same label are identiﬁed. An author may use
synonyms for a concept; therefore, points with different labels should be
identiﬁed too. This is done by comparing the neighbourhoods of points
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to identify the potentially identical pairs. An index has been developed for
measuring the similarity between two points. The value this index takes,
in combination with a threshold value, can be used to decide upon iden-
tiﬁcation of two concepts. In the same way it is possible to detect points
with the same label, but referring to a different content, the so-called hom-
onyms. For example, a chair is something one sits on, but it can also refer
to one’s position (e.g., a committee leader or a professor). One of these
points should receive another label. A compiled graph results which is free
of ambiguity of language. This graph is further investigated in procedures
called concept integration and link integration. The ﬁrst procedure tries to
ﬁnd interesting substructures; the second procedure infers new links from
the given ones. The result is called the integrated graph.
In order to represent the structure of knowledge sometimes a complex
relation is necessary: the frame relation. This relation combines a num-
ber of concepts and relations that are inseparably connected into a sin-
gle concept. These concepts and relations together ensure that the frame
functions as it is supposed to. Often it holds for speciﬁc types of variables
like constructs and theoretical terms (Kaplan, 1964: 54–57). An example
of a frame is the measurableness of quality of work. A bicycle might also
be regarded as a frame; it consists of the frame, the wheels, the handle-
bar, and so on. Together all these parts enable the bike to work. Concept
integration aims at determining those subgraphs that are candidates for
contraction into a frame. (Note, the term is used in another sense from
that generally used in artiﬁcial intelligence.) In link integration relations are
combined to deduce new relations. If there exist relations between points A
and B as well as between B and C, there may be reasons to infer a relation
between A and C. To ﬁnd these new relations, a path-algebra (Carre´, 1979:
84–85) is used. Relations can be based on multiplication, for the serial
combination, and on addition, for the parallel combination. The whole
process of knowledge integration and graph construction is summarised in
Figure 1.
Four characteristics are distinguished with respect to relations between
concepts: directionality, meaning, sign, and strength (Carley, 1993; Popping,
2000: 99). First only directionality and meaning have been used in the the-
ory on knowledge graphs. All relations are unidirectional, and the meaning,
or the semantic relation, is denoted by using types (see below). A meaning
like “is friends with” is not used, but “is a kind of” is used. The charac-
teristics sign (positive or negative) and strength (usually a value on a 0–1
scale) are added in a later stage (Popping, 2003).
Originally the idea was to represent knowledge by using as few mean-
ing types as possible. First only the types CAU, PAR, and AKO were
used. The CAU relation denotes a cause–effect relation. This can refer to
a structural relation between concepts (“The occurrence of unstable market
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Figure 1. Process of knowledge graph construction.
positions causes polarisation”), but also to a process (“An increase in X
causes an increase in Y”). The relation is asymmetric and transitive. In all
methods using networks based on text the causal relation is read as might
cause.3 PAR stands for the is part of relation (“Having relations with high
status is a part of social capital”), it characterises a property of an attri-
bute. AKO refers to is a kind of (“A married man is a kind of man; a
low educated woman is a kind of woman”). Here something is exempliﬁed,
a concept or class of concepts is considered as a special case of another
concept or class of concepts. The latter two relations are transitive and
asymmetric.
Inverse relations are also distinguished: CBY (is caused by), HAK (has
as kind), and HAP (has as part) (Stokman and De Vries, 1988). Today
different types of concepts are distinguished: types and tokens. Tokens play
a role similar to that of a variable in logic. Types are labelled points
representing generic concepts that are determined by their attribute sets.
Types can be seen as giving schema information, whereas tokens repre-
sent arbitrary instantiations of types. A token denotes an individual that
can be chosen from a universe given by the discourse. As an example,
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“Pluto” is a token, and “dog” is a type. The choice of the individual
might be restricted, and the restriction follows from the relations attached
to the token. The relation between token and type is denoted by ALI
(alike). There are seven relations between types: PAR, CAU, AKO, ORD
(ordering), ASS (association; symmetric), EQU (equal; symmetric), DIS
(distinct).
4. Mathematical Elaboration
From a mathematical point of view the knowledge graphs are thoroughly
elaborated (Bakker, 1987). The process of concept identiﬁcation is well
deﬁned. The outcomes found by using similarity indices suggest that differ-
ent concepts might be identical, or in reverse that identical looking con-
cepts are different. In the ﬁrst situation, the investigator ﬁnds concepts that
are synonyms. In the second situations, there are homonyms. It is up to the
investigator to decide which concepts have to be taken together, and which
should be split. The link integration process is also clear. A limited num-
ber of relation types is used now, as was indicated above. By constructing
knowledge graphs in different ﬁelds of application we will learn whether
these are the necessary types or whether some types have to be added or
can be dropped.
Concerning concept integration some discussion is needed. Measures are
available to ﬁnd concepts that might be integrated, but should one do
this? Usually concepts are linked to one or more speciﬁc concepts within a
frame (Popping, 2003). Figure 2 contains the concept ‘career perspective’,
which is linked by a PAR relation to the concepts ‘employee’ and ‘job’.
The concept might be considered as a frame, as it consists of several con-
cepts itself and the relations between these concepts. In Figure 3 the con-
cept is unravelled into the concepts ‘career’ and ‘perspective’ that are linked
by means of a PAR relation. One can say this is the content of the frame.
The concept ‘employee’ is no longer linked to the complete concept, but
just to the ‘career’ part in it. The same holds for ‘job’, which is now only
linked to ‘perspective’. This new representation gives another view on the
concepts, and probably allows more links between concepts.
Figure 2. The concept “career perspective”.
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Figure 3. Unravelled concept “career perspective”.
A balance is to be found between what is included in a frame and which
concepts must be maintained in order to allow linking to other concepts.
The unravelling looks very useful in case the frame represents mainly a
state of the art, and not when it represents a process. This can be veriﬁed
after several knowledge graphs have been constructed.
The problems just mentioned are already related to the content, to
that what is represented in a knowledge graph. Here more discussions are
needed. These discussions are centred on two main questions: (1) Which
knowledge is used, where does it come from?; and (2) how should this
knowledge be represented in graphs?
5. The Construction of a Knowledge Graph
Knowledge graphs have been developed with the intention to represent
scientiﬁc texts in some ﬁeld of application (James, 1992). Especially sciences
using pre-paradigmatic knowledge (Kuhn, 1962), like social and medical
sciences,4 seem relevant ﬁelds. Theories in these sciences are empirically ori-
ented, rather than deductive systems built upon a small number of premises
as in, for example, physics. Scientiﬁc knowledge in the sciences mentioned
ﬁrst is oriented towards explanation and prediction of empirical phenom-
ena by means of theories, in which covariances between classes of phenom-
ena are ordered in a logically consistent and coherent system. The building
stones of these theories are concepts of which at least some are related to
empirical phenomena. For testing a scientiﬁc theory two submodels are dis-
tinguished: a measurement model that speciﬁes the relation between mani-
fest behaviour and latent concepts; and a structural model that speciﬁes the
direction and type of association between the different concepts and that,
as a consequence, speciﬁes the structure of the phenomena to which these
concepts refer. This implies that concepts can be distinguished at different
theoretical levels.
In the past social scientists performed content analysis. Today the term
thematic text analysis is used. Here theme occurrences (or counts) are
examined. Furthermore some other views on text analysis have been devel-
oped. The ﬁrst one is the semantic text analysis, in which theme usage is
examined (cf. Kelly and Stone 1975; Roberts 1989; Franzosi 1990). Here
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SVO-statements are examined. From here it is a small step to the next view,
the network text analysis where the SVO-statements are taken together in
networks. In a way these three ways of text analysis are cumulative. The
construction of a knowledge graph resembles the network text analysis. If
necessary the text analysis for knowledge graphs can be compared to these
more general methods of text analysis.
Knowledge graphs should be based on knowledge that is empirically
tested. This is true factual knowledge, knowledge valid at a certain time
and place. Time and place are the only restrictions posed to the knowl-
edge available in an author graph. In case such a graph is integrated with
another author graph the resulting graph applies to the population that is
the intersection of the populations the original author graphs are based on
(Popping, 2003).
The beneﬁt of only using empirically tested knowledge is that there
will be no interpretation and no evaluation by the original investigator
or the investigator or coder responsible for constructing the knowledge
graph. When one starts from theories or hypotheses that are not empiri-
cally tested, it is possible that what is stated in a clause is not correct. After
(link) integration this might result in a graph, which contains information
at several places that is not correct and that is not or hardly traceable to
the source from where it came. An example of a knowledge graph based
on not yet proved theories is found in Popping and Strijker (1997). They
present two theories in the ﬁeld of labour market research. Popping (2005)
discusses a graph based on some empirical studies in this same ﬁeld. Hoede
and Weening (1999) present knowledge graphs based on deﬁnitions of the
concept ‘imperialism’, as given by Marx and Schumpeter. The only inter-
esting thing is that later such ‘theoretical’ graphs can be compared to the
knowledge graphs based on empirical data. This tells how good the the-
ory did predict reality. The graphs do not show the actual state of the art,
however.
An enormous difference with the common qualitative research and
quantitative text analysis research is that the investigator does not have to
try and ﬁnd relevant concepts and processes. These are mentioned by the
author of the text that is at the basis of a knowledge graph. Another differ-
ence is that no discourse or natural language is investigated, although this
has been related to knowledge graphs (Van den Berg, 1993); only empirical
relations are investigated.
The choice for the ﬁeld to be covered in a knowledge graph is up to the
investigator who will construct this graph. This investigator has to inform
on which texts the graph is based, and why on these texts. Here the demar-
cation of the ﬁeld becomes visible, and also the criteria the investigator
used for selecting a text or not.
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The goal for which the graph should be used has its effects on the
choices that are to be made now. The graph may be used to have a descrip-
tion of the ﬁeld; here CAU, ASS, AKO and PAR relations are very impor-
tant. In case explanation is a main function, CAU relations will get a lot
of attention. Here it is also relevant to distinguish between independent
and dependent concepts. The concepts and relations are mainly part of the
structural model. But, one has to look at the measurement model in the
sense that the strength of the CAU (and ASS) relations in the graph are
based on statistical parameters. These relations are no deterministic rela-
tions. The parameter is the one as used by the original investigator. How-
ever, in one study this is a product moment correlation coefﬁcient, in an
other study it is a B or beta coefﬁcient found in some type of regression
analysis. Here some problem may rise. PAR and AKO relations usually are
not based on empirical results, but are based on deﬁnitions. These will be
part of the structural model.
It was mentioned before that the graph holds for a certain population.
It is possible however to consider a graph from a certain perspective. A
graph about labour markets will be different for employees compared to
employers. This will give rise to conditional graphs (Popping, 2003). Now
one has to ask for the conditions under which different representations of
empirical scientiﬁc knowledge might be integrated.
The population is restricted by time and place. Time might also
be considered in another sense. Comparing knowledge graphs on two
moments in time will allow investigating scientiﬁc growth. The part that
is added (a possibility that is removed) shows the scientiﬁc growth in the
time between the two moments. Knowledge graphs do not tell why it was
decided to do investigations with respect to speciﬁc new issues.
5.1. selection of relevant texts
Texts in which reports of empirical studies in the ﬁeld selected are pre-
sented are at the basis of knowledge graphs. Even now there might be a
lot of candidate texts. It is not possible to say in advance which ones are
the relevant texts. One criterion for deciding about the relevance of a text
is the fact that the text is cited very often. One can even use that it has
been cited that many times in acknowledged systems like the Social Science
Citation Index within a certain number of years. Another criterion is that
experts in the ﬁeld mention a text. Finally a criterion based on a com-
pletely different principle. The investigation that is reported in the text cov-
ers a very broad population. Therefore, the restriction of time and place
as mentioned before is limited as much as possible. The two criteria men-
tioned ﬁrst contain some quality element; the last mentioned criterion is
lacking this argument.
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Instead of analysing texts one might also interview the authors of these
texts. I would only do this in addition to the text analysis. The author
can assist in interpreting the text and in deﬁning the concepts and their
relations. This task might be compared to protocol analysis (Ericsson and
Simon, 1994). A backdraw might be that the author only mentions a num-
ber of relations or gives an interpretation that is different from the one
in the text. This is relevant in case one wants to control the source of a
relation.
Texts may show signiﬁcant differences in (1) the terminologies, (2) the
level of detail of the descriptions, and (3) the relations distinguished
(Bakker, 1987: 29). The ﬁrst difference refers to the problem of synonyms
and the problem of different deﬁnitions by authors. This is solved in the
process of concept identiﬁcation. The second and third difference go back
to the investigation that is at the basis of the text. For the one constructing
the knowledge graph these are facts. Especially the second difference might
cause an imbalance in the details in the knowledge graph.
5.2. selection of relevant sentences
In most thematic text analysis studies, all sentences from a text are coded.
Here in fact a computer does the job. In case manual coding is neces-
sary, the sentences to be coded are usually selected in a random proce-
dure or they have to meet some speciﬁed criterion (like, the ﬁrst sentence
is a paragraph containing. . . ). With respect to a knowledge graph all sen-
tences are needed that contain crucial information. This is information con-
taining results of the empirical research (by preference presented as CAU
relations), or containing context information necessary to understand the
results (usually PAR or AKO relations). Bakker (1987: 37) writes about
law-like sentences. The sentences consist of one or more clauses. Each
clause contains a positive assertion. Empirically tested knowledge does not
contain negative assertions (like: “a house is not a tree”).
In practice the main conclusions as drawn by the author are incorporated
in the knowledge graphs. Problematic decisions concern the marginal look-
ing conclusions, remember the person constructing the knowledge graph is
not the original investigator. Should these marginal looking conclusions be
included or not? Also the question on the strength of the relation between
two concepts in order to consider this relation as relevant might give rise to
discussions.
Roberts (1989), doing semantic text analysis, distinguishes four kinds of
sentences, based on the meaning that they intend to convey (namely, as
a description or as a judgement of a process or of a state-of-affairs). As
knowledge graphs are based on the results of empirical research, the judge-
ment of a process and the judgement of a state-of-affairs will not occur in
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the texts that are at the basis of such a graph. This implies a simpliﬁcation
compared to the text analysis as is performed in more general methods.
5.3. coding a clause
This section deals with the question: How can empirical scientiﬁc knowl-
edge be extracted from its carrier and represented in a computer system?
In several handbooks on text analysis, a distinction is made between the
instrumental and representational approach to coding. At issue is ‘whether’
one chooses to apply one’s own theory or one’s sources’ theories to the
texts under analysis. This distinction was originally made by Osgood and
has recently been reﬁned by Shapiro (1997). In the instrumental view texts
are interpreted according to the researcher’s theory. The approach ignores
the meanings that the texts’ authors may have intended. When the repre-
sentational perspective is applied, texts are used as a means to understand
the author’s meaning. For more details the reader is referred to Popping
(2000: 59).
The coding for knowledge graphs always starts from the representational
view. This means that coding is in line with what the original investigator
had to say. As results of empirical research are presented one refers to facts
and not to opinions or evaluations.
For the coding it is relevant that the investigator concentrates on
clauses, those parts of a sentence with their own inﬂected verb and asso-
ciated subject and object. A sentence might consist of several clauses.
Inﬂected verbs can be recognised as any words that change form when the
person and/or tense of the clause are changed. An example: The word, ‘go’,
in ‘I go’, and the word, ‘goes’, in ‘He goes’, are inﬂected verbs because they
change form when the subject changes from ﬁrst to third person.
The coding of simple clauses will, technically speaking, hardly give
problems. The concepts representing subject and object are given in the
text. These are manifest concepts that were already deﬁned by the original
investigator, on the place of the verb one of the relation types should come
that has been accepted for entrance in the knowledge graph. An example
of a clause is: “The employee has essential skills.” Here we recognise sub-
ject, verb and object. For the coding the relation type is most important.
‘Has’ denotes a quality. This clause is best coded in reversed order as the
concept ‘essential skills’ is part of the concept ‘employee’. It is up to the
coder to decide whether the genitive that belongs to the subject or object
part of the clause (“essential skills”) must be taken into account. If so,
one might have to distinguish two concepts: “skills” and “essential skills”.
This way of coding resembles very much the ways followed by other inves-
tigators in the ﬁeld of network text analysis (Carley, 1993; Van Cuilenburg
et al., 1988).
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A big difference with coding in qualitative research is that in that type
of research the investigator has to ﬁnd and deﬁne the concepts (see e.g.
Contas, 1992), and that these even might be latent concepts. In knowledge
graphs the concepts are determined by the original investigators on whose
texts the graphs are based.
Real problems may rise when the concept is a complex concept. I will
come to this later. Problems might also rise when the clause is considered.
This works in two ways: (1) when does one have a relation that is relevant
for the knowledge graph, and (2) the relation might also be complicated.
The question on the relevance of a relation holds especially in the
situation of a causal relation. In the empirical research the strength of
the relation is indicated as mentioned before by some statistical index.
The investigator has to decide which value such a coefﬁcient must have at
least in order to include the relation in the knowledge graph. The criterion
depends on the actual value, but also on characteristics of the sample on
which the investigation is based.
The complexity of clauses is met when relative, proxy or conjunctive
clauses are found. A relative clause is a clause that modiﬁes a noun or
noun phrase (e.g., “the employee, who has a high level of training”). A
proxy clause stands proxy for the subject (“that he had a high level of
education pleased them”) or object (“they knew that a high level of edu-
cation is necessary”). Relative and proxy clauses will not be found too
often when one concentrates on empirical results. Conjunctive clauses on
the other hand, will be found rather often. These clauses have a relation
to another clause that is deﬁned in terms of a conjunction (“the employee
was happy, because the candidate had a high level of education”).
The reliability of the coding task can be controlled for in case the
coding is at least performed twice. Now intercoder reliability indices can be
computed. These indices are available for the situation where concepts are
named in different ways (Popping, 1992). Adaptations must be looked for
in case one coder selects other sentences from a text than another coder
does.
6. Theoretical Levels of Abstraction of Concepts
From a theoretical point of view concepts can be distinguished at three
different levels of abstraction. The highest level is constituted by the
theoretical construct. Constructs can not completely be reduced to variables
that can be observed, as they contain some additional systemic meaning
(Kaplan, 1964: 58). An example of a construct is social economic status.
Constructs are measured via dimensions. These dimensions constitute the
second level. Dimensions do not fully cover the complete meaning of the
construct. The construct social economic status is usually measured by
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using dimensions referring to income, education, and occupational status.
Dimensions are not directly recognised in the empirical world, but only
by operational deﬁnitions. An operational deﬁnition of a speciﬁc issue is a
description of the operations, which allow determining whether and even-
tually how this issue occurs in the empirical world; it is a perceptible indi-
cator of that issue. Gross and net income are operational deﬁnitions, they
refer to the dimension income.
Knowledge graphs on the level of operational deﬁnitions are very
detailed. As indicators might be changed (e.g., not gross but net income
is measured), it is possible that several indicators can be used to represent
one dimension.
Problems may rise when one switches to another level. Entering a rela-
tion ‘income PAR social economic status’ is correct, the investigator using
this statement will loose some detail information however in replacing
‘x relation income’ by ‘x relation social economic status’. Replacing one
level by another however really gives problems. Assume someone found:
‘(low) income CAU poverty’, but wants to have this on the level of the
construct. Now ‘low social economic status CAU poverty’ would be found,
which is not correct.
The issue becomes urgent in case in one study income is used as a var-
iable and in another study the social economic status. The problem is to
be solved by the investigator who constructs the knowledge graph. The
issue might be considered as part of the problem of implicit knowledge
(Popping, 2003), knowledge that in fact everybody possesses and that there-
fore never is communicated. In that case one will get income PAR social
economic status. Information about the context in which the concepts are
used is relevant here. I do not see other general solutions, so the only
remark left is that the investigator should be careful.
7. Ambiguity
Ambiguity refers to the situation in which an expression can have more
than one meaning. ‘Spring’ denotes a place where water ﬂows, but also a
season of the year. From Schrodt et al. (1994) we learn that the words
‘accuse’ and ‘deny’ lack ambiguity, but that ‘force’ and ‘attack’ are very
problematic. This is because the latter terms can be used both as nouns
and as verbs. Ambiguity complicates the encoding process in any analy-
sis of texts. Roberts and Popping (1996) distinguish three types of ambigu-
ity (and related methodological problems) that arise in text analysis during
three necessary steps in constructing networks from texts: idiomatic ambi-
guity (in the identiﬁcation of concepts [or points]), illocutionary ambiguity
(in the identiﬁcation of syntactic links [or relations]), and relevance ambi-
guity (in the identiﬁcation of network characteristics). As text analysis for
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knowledge graphs includes only a limited part of the general text analysis,
several problems do not occur. Next follows a treatment that is specialised
on text analysis for knowledge graphs.
As the knowledge graphs to be built are based in results of empirical
research a lot of ambiguity will already be overcome in reporting these
results. This however, does not have to take away all ambiguity.
7.1. idiomatic ambiguity in identifying concepts
In the classical thematic text analysis, a computer program links words to
concepts. Here an instrumental approach to understanding text is taken;
the analyst’s theoretical perspective is used to ‘decode’ meanings of which
the text’s manifest form is symptomatic. A human coder performs the kind
of text analysis that is discussed here. Now a representational view to
understanding text is used, the analyst uses Verstehen to encode the texts
according to the meanings their sources intended. The issue is no longer
‘how’ to encode text, but ‘whether’ one chooses to apply one’s own theory
or one’s sources’ theories to the texts under analysis.
The one who performed the empirical investigation identiﬁed the con-
cepts that are used. In the process of constructing a knowledge graph the
coder might run into problems when confronted with concepts referring
to the same characteristic but still deﬁned in another way. An example is
found in the different deﬁnitions of ‘imperialism’ as investigated by Hoede
and Welling (1999). But concepts as used in empirical research might also
have a different content. Many latent concepts are measured by apply-
ing some scaling procedure. These might be different, based on variables
included and on scaling method used.
This problem of a different content becomes especially relevant when
graphs are integrated. Sometimes the coder is aware of these differences;
otherwise they should become visible when procedures for testing on syn-
onyms and homonyms are applied. Here the correct theoretical level of
the concept is also relevant. Besides, does the concept contain all relevant
information? Or, is ‘essential skills’ identical to ‘skills’, so what is the role
of the genitive? These are questions that must be answered by the coders
(and investigator) in a clear way.
7.2. illocutionary ambiguity in identifying concept relations
After removing idiomatic ambiguities a coder in a traditional text analysis
study may become confronted with illocutionary ambiguity. This is because
such coders must accommodate linguistic ambiguities that arise between
the concepts under analysis and the intentions of authors who uttered
them – ambiguities that are grounded the very structure of language itself
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and that can only be clariﬁed in the light of the context in which they
are expressed. As indicated before such ambiguities are not expected with
regard to knowledge graphs based on empirical texts.
Most relevant with respect to the knowledge graphs is whether the coder
is able to choose the correct relation type. This might become especially rel-
evant when the concepts are of a different theoretical level. Does the coded
SVO-statement still have the same meaning as the original clause, especially
after inversion? Also a conjunctive clause may take care of ambiguity, it
should be clear whether it refers to a concept or to a whole clause.
A distinction can be made between grammatical and semantic complex-
ity. Grammatical complexity refers to the situation in which it is hard to
ﬁnd out the basic structure of a sentence. Semantic complexity is met when
problems rise in interpreting sentences that are connected. This is for exam-
ple when in one sentence a reference is made to another sentence by using
a word like ‘it’ or ‘that’. Easier is the conjunction that usually refers to a
word but sometimes also to a clause.
7.3. relevance ambiguity in applying a network grammar
In addition to performing idiomatic and illocutionary disambiguation, the
network text analyst in a traditional study must also specify the nature
of the networks being encoded. For example, the network might represent
the ‘mental model’ of an individual or the ‘logical structure’ of a debate
(Kleinnijenhuis 1990). Moreover, syntactic links in any sample of networks
must be deﬁned in some consistent manner (e.g., as relations of identity as
in Carley (1986), or of causality as in Kleinnijenhuis et al., 1997). After all,
it is only insofar as one understands how concepts are linked within a net-
work that one can meaningfully interpret measures of the ‘positions’ that
speciﬁc concepts or relations hold within it.
Thus in addition to taking idiomatic and illocutionary ambiguity into
account, the network text analyst must also apply what might be called
a ‘network grammar’ to texts. For example, if a network were to be con-
structed entirely of identity relations (i.e., if a network grammar of iden-
tity relations were to be applied to a text), the researcher would need to
develop ‘relevance rules’ for deciding which statements in the texts do indi-
cate identity relations among themes (e.g., “the government’s ﬁscal policy is
the reduction of spending”), and which do not (possibly, “the government’s
ﬁscal policy has resulted in the reduction of spending”). Only statements
(i.e., concept-relations) relevant to the grammar of the network under con-
struction are then encoded according to this grammar.
To our knowledge no network text analyst has speciﬁed the relevance
rules applied in constructing her or his networks. As a consequence,
there is no precedent for outlining how one might resolve the ‘relevance
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ambiguity’ (i.e., the relevance of some, but not all theme-relations) that
will inevitably arise as network grammars are applied to samples of texts.
Whatever the method of its resolution, relevance ambiguity further compli-
cates the researcher’s encoding task by adding to the previously discussed
problems of resolving idiomatic and illocutionary ambiguities in the texts
under analysis.
The nature of the knowledge graph denotes here especially the popula-
tion the graph is referring to and also the point of view from which it is
considered. In several studies on labour markets, we found a description as
seen from the point of view of the employees, but also from the point of
view from the employers. What does one have, especially after integrating
several author graphs?
In the network statements are related. A concept having an incoming
arrow can only serve as concept with outgoing arrow, when in both state-
ments the concept is at the same theoretical level.
7.4. consequences
Ambiguity must be overcome. In case of just homonyms or synonyms this
should not be too complicated. It has consequences however for the pro-
cess of concept identiﬁcation, where one is confronted with differences
in deﬁnitions used by different investigators. It is possible to catch these
differences by unravelling the concepts referring to these deﬁnitions.
8. Representation of Knowledge in Graphs
The representation of knowledge in graphs can be considered from two
points of view: what is represented and how is it represented? In the what
question the conditions as mentioned before play their role; this refers
especially to the population for which the knowledge is to be represented.
8.1. what is represented?
Apart of the conditions posed by the populations, the original empirical
studies are based on knowledge that can be represented from the point of
view of theory development or use in the ﬁeld of policy making. This point
of view is not relevant for the construction of the graph. In the represen-
tation one might want to investigate the graph at a macro level and at a
micro level. The macro level deals with the social conditions that give rise
to collective effects, while on the micro level actors and goals are inves-
tigated that lead to individual effects. In the representation one might be
interested in only one of the two.
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8.2. how is it represented?
Available knowledge can be represented in several ways. Two ways that will
often come to pass are the following. The knowledge is represented in at
least three columns in a text or in a spreadsheet. The columns contain the
ﬁrst concept, the relation type, and the second concept. Additional col-
umns can be reserved for sign and valence. The knowledge can also be
shown in a plot. Here concepts are represented by points and relations
between concepts as lines. This is on a computer screen or on paper. Fig-
ures 2 and 3 in this text are examples of such plots. A problem can be that,
as one soon has a lot of points, this plot becomes disordered. Now one will
have to use techniques for optimal ordering. Popping (2005) presents infor-
mation based on six studies. His ﬁnal graph contains 194 points. This is at
least disorderly. Therefore it should be possible to represent only a part of
a graph or to zoom in on a part of a graph.
The computer program KnowJoke has been developed for constructing
and representing knowledge graphs.
9. Conclusions
Knowledge graphs have been introduced and the process of text analy-
sis has been described. Problems an investigator might become confronted
with are mentioned, where possible (directions to) answers are given.
Knowledge graphs are based on texts by authors. The ‘translation’ from
text to graph however is performed by coders. The investigator responsible
for the construction of the knowledge graph may want to go to the author
and ask for comments, or even a veriﬁcation of correctness. One step fur-
ther is that this process is repeated. Now one comes close to protocol anal-
ysis that is used for the construction of knowledge or expert systems.
Finally two tests must be standed. The ﬁrst one must answer the ques-
tion whether the theory is represented in a correct way in the knowledge
graph. The second one should inform about the usefulness of the knowl-
edge graph for other investigators, but also for policy makers.
Notes
1. Wrightson (1976: 292) indicates a relation as cause concept – linkage – effect concept.
This suggests that all relations are causal relations, which is not the case.
2. The text-analysis process itself is not described here. In this process, however, one should
stay with the concepts and relations as used by the original investigator. This implies that,
when a computer program is be used for this coding, this program must allow the user
to follow the representational view on coding (Popping, 2000: 26). Here coding is per-
formed according to the intended view of the original investigator. This is the opposite of
the instrumental view, where in fact the process is automated and is performed according
to the view of the investigator constructing the graph.
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Rahmstorf (1983) has deﬁned 39 relations to handle nominal phrases. They allow exact
representations, but, due to their number, they make the knowledge graphs unworkable.
3. In empirical research the strength of a causal relation is usually denoted by a correlation
coefﬁcient or a regression coefﬁcient. These usually do not have the value 1.
4. Kuhn (1962) distinguishes between paradigmatic and pre-paradigmatic knowledge. The
former refers to a small number of premises (e.g., mathematics, physics). In sciences based
on pre-paradigmatic knowledge these formal systems are not predominant.
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