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1.1 Introduction  
Optimal filtering is concerned with designing the best linear system for recovering data 
from noisy measurements. It is a model-based approach requiring knowledge of the signal 
generating system. The signal models, together with the noise statistics are factored into the 
design in such a way to satisfy an optimality criterion, namely, minimising the square of the 
error.  
A prerequisite technique, the method of least-squares, has its origin in curve fitting. Amid 
some controversy, Kepler claimed in 1609 that the planets move around the Sun in elliptical 
orbits [1]. Carl Freidrich Gauss arrived at a better performing method for fitting curves to 
astronomical observations and predicting planetary trajectories in 1799 [1]. He formally 
published a least-squares approximation method in 1809 [2], which was developed 
independently by Adrien-Marie Legendre in 1806 [1]. This technique was famously used by 
Giusseppe Piazzi to discover and track the asteroid Ceres using a least-squares analysis 
which was easier than solving Kepler’s complicated nonlinear equations of planetary 
motion [1]. Andrey N. Kolmogorov refined Gauss’s theory of least-squares and applied it 
for the prediction of discrete-time stationary stochastic processes in 1939 [3]. Norbert 
Wiener, a faculty member at MIT, independently solved analogous continuous-time 
estimation problems. He worked on defence applications during the Second World War and 
produced a report entitled Extrapolation, Interpolation and Smoothing of Stationary Time Series 
in 1943. The report was later published as a book in 1949 [4].  
Wiener derived two important results, namely, the optimum (non-causal) minimum-mean-
square-error solution and the optimum causal minimum-mean-square-error solution [4] – 
[6]. The optimum causal solution has since become known at the Wiener filter and in the 
time-invariant case is equivalent to the Kalman filter that was developed subsequently. 
Wiener pursued practical outcomes and attributed the term “unrealisable filter” to the 
optimal non-causal solution because “it is not in fact realisable with a finite network of 
resistances, capacities, and inductances” [4]. Wiener’s unrealisable filter is actually the 
optimum linear smoother. 
The optimal Wiener filter is calculated in the frequency domain. Consequently, Section 1.2 
touches on some frequency-domain concepts. In particular, the notions of spaces, state-space 
systems, transfer functions, canonical realisations, stability, causal systems, power spectral 
density and spectral factorisation are introduced. The Wiener filter is then derived by 
minimising the square of the error. Three cases are discussed in Section 1.3. First, the 
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solution to general estimation problem is stated. Second, the general estimation results are 
specialised to output estimation. The optimal input estimation or equalisation solution is 
then described. An example, demonstrating the recovery of a desired signal from noisy 
measurements, completes the chapter. 
 
1.2 Prerequisites  
 
1.2.1 Signals 
Consider two continuous-time, real-valued stochastic (or random) signals ( )Tv t  = 
1[ ( ),Tv t 2 ( ),Tv t  …, ( )]Tnv t , ( )Tw t  = 1[ ( ),Tw t 2 ( ),Tw t  …, ( )]Tnw t , with ( )iv t , ( )iw t    , i = 1, … 
n, which are said to belong to the space n , or more concisely v(t), w(t)  n . Let w denote 
the set of w(t) over all time t, that is, w = { w(t), t  ( , )  }.  
 
1.2.2 Elementary Functions Defined on Signals 
The inner product ,v w  of two continuous-time signals v and w is defined by 
, Tv w v w dt  . (1) 
The 2-norm or Euclidean norm of a continuous-time signal w, 2w , is defined as  2w  = 
,w w  = Tw wdt .  The square of the 2-norm, that is, 22w  = Tw w  = Tw w dt  is 
commonly known as energy of the signal w.  
 
1.2.3 Spaces 
The Lebesgue 2-space, defined as the set of continuous-time signals having finite 2-norm, is 
denoted by 2. Thus, w  2 means that the energy of w is bounded. The following 
properties hold for 2-norms. 
(i) 2 0 0v v   . 
(ii) 2 2v v  . 
(iii) 2 2 2v w v w   , which is known as the triangle inequality. 
(iv) 2 2 2vw v w . 
(v) 2 2,v w v w , which is known as the Cauchy-Schwarz inequality. 
See [8] for more detailed discussions of spaces and norms. 
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1.2.4 Linear Systems 
A linear system is defined as having an output vector which is equal to the value of a linear 
operator applied to an input vector. That is, the relationships between the output and input 
vectors are described by linear equations, which may be algebraic, differential or integral. 
Linear time-domain systems are denoted by upper-case script fonts. Consider two linear 
systems  , : p    q , that is, they operate on an input w   p  and produce outputs 
w , w   q . The following properties hold. 
( + ) w  = w + w , 
( ) w  =  ( w ), 
( ) w =  ( w ), 
(2) 
 (3) 
 (4) 
 
where     . An interpretation of (2) is that a parallel combination of   and   is 
equivalent to the system   +  . From (3), a series combination of   and   is 
equivalent to the system  . Equation (4) states that scalar amplification of a system is 
equivalent to scalar amplification of a system’s output. 
 
1.2.5 Polynomial Fraction Systems 
The Wiener filtering results [4] – [6] were originally developed for polynomial fraction 
descriptions of systems which are described below. Consider an nth-order linear, time-
invariant system   that operates on an input w(t)    and produces an output y(t)   , 
that is,  : :     . Suppose that the differential equation model for this system is 
    11 1 01( ) ( ) ( )... ( )n nn nn nd y t d y t dy ta a a a y tdt dt dt

      
                               11 1 01( ) ( ) ( )... ( )m mm mm nd w t d w t dw tb b b b w tdt dt dt

      , 
(5) 
where a0, … an and b0, … bm are real-valued constant coefficients, 0na , with zero initial 
conditions. This differential equation can be written in the more compact form 
     11 1 01 ... ( )n nn nn nd d da a a a y tdt dt dt

 
      
 
                                  11 1 01 ... ( )m mm mm nd d db b b b w tdt dt dt

 
       
. 
(6) 
 
1.2.6 The Laplace Transform of a Signal 
The two-sided Laplace transform of a continuous-time signal y(t)    is denoted by Y(s) 
and defined by 
( ) ( ) stY s y t e dt   , (7) 
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solution to general estimation problem is stated. Second, the general estimation results are 
specialised to output estimation. The optimal input estimation or equalisation solution is 
then described. An example, demonstrating the recovery of a desired signal from noisy 
measurements, completes the chapter. 
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the set of w(t) over all time t, that is, w = { w(t), t  ( , )  }.  
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where s = σ + jω is the Laplace transform variable, in which σ, ω    and j = 1 . Given a 
signal y(t) with Laplace transform Y(s), y(t) can be calculated from Y(s) by taking the inverse 
Laplace Transform of Y(s), which is defined by 
( ) ( )j stjy t Y s e ds


 
   . (8) 
Theorem 1 Parseval’s Theorem [7]:  
2 2( ) ( )j jy t dt Y s ds
 
    . (9) 
Proof. Let ( ) ( )jH H stjy t Y s e ds


  
    and YH(s) denote the Hermitian transpose (or adjoint) of y(t) 
and Y(s), respectively. The left-hand-side of (9) may be written as 
2( ) ( ) ( )Hy t dt y t y t dt     
                                       1 ( ) ( )2j H stj Y s e ds y t dtj        
                                       1 ( ) ( )2 j st Hj y t e dt Y s dsj        
                                       ( ) ( )j Hj Y s Y s ds    
                                       2( )j j Y s ds   . 
 
 
 
 
□ 
The above theorem is attributed to Parseval whose original work [7] concerned the sums of 
trigonometric series. An interpretation of (9) is that the energy in the time domain equals the 
energy in the frequency domain. 
 
1.2.7 Polynomial Fraction Transfer Functions 
The steady-state response y(t) = Y(s)est  can be found by applying the complex-exponential 
input w(t) = W(s)est  to the terms of (6), which results in 
 11 1 0... ( )n n stn na s a s a s a Y s e     11 1 0... ( )m m stm mb s b s b s b W s e     . (10)  
Therefore, 
1
1 1 0
1
1 1 0
...( ) ( )...
m m
m m
n n
n n
b s b s b s bY s W sa s a s a s a




          
 
                            ( ) ( )G s W s , 
(11) 
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where 
1
1 1 0
1
1 1 0
...( ) ...
m m
m m
n n
n n
b s b s b s bG s a s a s a s a




        . (12) 
is known as the transfer function of the system. It can be seen from (6) and (12) that the 
polynomial transfer function coefficients correspond to the system’s differential equation 
coefficients.  Thus, knowledge of a system’s differential equation is sufficient to identify its 
transfer function. 
 
1.2.8 Poles and Zeros 
The numerator and denominator polynomials of (12) can be factored into m and n linear 
factors, respectively, to give  
1 2
1 2
( )( )...( )( ) ( )( )...( )
m m
n n
b s s sG s a s s s
  
  
      . (13) 
The numerator of G(s) is zero when s = βi, i = 1 … m. These values of s are called the zeros of 
G(s). Zeros in the left-hand-plane are called minimum-phase whereas zeros in the right-
hand-plane are called non-minimum phase. The denominator of G(s) is zero when s = αi, i = 
1 … n. These values of s are called the poles of G(s). 
Example 1.  Consider a system described by the differential equation ( )y t = – y(t) + w(t), in 
which y(t) is the output arising from the input w(t). From (6) and (12), it follows that the 
corresponding transfer function is given by G(s) = (s + 1)-1, which possesses a pole at s = - 1. 
The system in Example 1 operates on a single input and produces a single output, which is 
known as single-input-single-output (SISO) system. Systems operating on multiple inputs and 
producing multiple outputs, for example, : p  → q , are known as multiple-input-multiple-
output (MIMO). The corresponding transfer function matrices can be written as equation (14), 
where the components Gij(s) have the polynomial transfer function form within (12) or (13).  
11 12 1
21 22
1
( ) ( ) .. ( )
( ) ( )( ) : :
( ) .. ( )
p
q qp
G s G s G s
G s G sG s
G s G s
        
 . (14) 
 
     
 
 
 
Figure 1.  Continuous-time state-space system. 
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where s = σ + jω is the Laplace transform variable, in which σ, ω    and j = 1 . Given a 
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1.2.9 State-Space Systems 
A system : p  → q  having a state-space realisation is written in the form 
( ) ( ) ( )x t Ax t Bw t  , 
( ) ( ) ( )y t Cx t Dw t  , 
(15) 
(16) 
where A  n n , B   p m , C  q n  and D  q q , in which w   p  is an input, x  n  is 
a state vector and y  q  is an output. A is known as the state matrix and D is known as the 
direct feed-through matrix. The matrices B and C are known as the input mapping and the 
output mapping, respectively. This system is depicted in Fig. 1. 
 
1.2.10 Euler’s Method for Numerical Integration  
Differential equations of the form (15) could be implemented directly by analog circuits. 
Digital or software implementations require a method for numerical integration. A first-
order numerical integration technique, known as Euler’s method, is now derived. Suppose 
that x(t) is infinitely differentiable and consider its Taylor series expansion in the 
neighbourhood of t0 
2 2 3 3
0 0 0 0 0 0
0 2 3
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) 1! 2! 3!
t t dx t t t d x t t t d x tx t x t dt dt dt
        
              2 30 0 00 0 0 0( ) ( ) ( )( ) ( ) ( ) ( )1! 2! 3!t t t t t tx t x t x t x t           
(17) 
Truncating the series after the first order term yields the approximation x(t) = x(t0) + 
0 0( ) ( )t t x t  . Defining tk = tk-1 + δt leads to 
1 0 0( ) ( ) ( )tx t x t x t    
2 1 1( ) ( ) ( )tx t x t x t    
  
1( ) ( ) ( )k k t kx t x t x t    . 
(18)  
Thus, the continuous-time linear system (15) could be approximated in discrete-time by 
iterating 
1( ) ( ) ( )k k kx t Ax t Bw t    (19)  
and (18) provided that δt is chosen to be suitably small. Applications of (18) – (19) appear in 
[9] and in the following example. 
                                                                 
“It is important that students bring a certain ragamuffin, barefoot irreverence to their studies; they are 
not here to worship what is known, but to question it.” Jacob Bronowski 
 
Example 2. In respect of the continuous-time state evolution (15), consider A = −1, B = 1 
together with the deterministic input w(t)  = sin(t) + cos(t). The states can be calculated from 
the known w(t) using (19) and the difference equation (18). In this case, the state error is 
given by e(tk) = sin(tk) – x(tk). In particular, root-mean-square-errors of 0.34, 0.031, 0.0025 and 
0.00024, were observed for δt = 1, 0.1, 0.01 and 0.001, respectively. This demonstrates that the 
first order approximation (18) can be reasonable when δt is sufficiently small. 
 
1.2.11 State-Space Transfer Function Matrix  
The transfer function matrix of the state-space system (15) - (16) is defined by 
1( ) ( )G s C sI A B D   , (20) 
in which s again denotes the Laplace transform variable. 
Example 3.  For a state-space model with A = −1, B = C = 1 and D = 0, the transfer function is 
G(s) = (s + 1)-1. 
Example 4. For state-space parameters 3 21 0A
     
,  10B
    
, 2 5C      and D = 0, the use 
of Cramer’s rule, that is, 
1a b
c d
   
   1 d bc aad bc      , yields the transfer function G(s) = 
(2 5)
( 1)( 2)

 
s
s s    1 1( 1) ( 2)s s  . 
Example 5. Substituting 1 00 2A
    
 and 1 00 1B C D
      
 into (20) results in the transfer 
function matrix  
2 01( ) 30 2
s
sG s s
s
       
. 
 
1.2.12 Canonical Realisations 
The mapping of a polynomial fraction transfer function (12) to a state-space representation 
(20) is not unique. Two standard state-space realisations of polynomial fraction transfer 
functions are described below. Assume that: the transfer function has been expanded into 
the sum of a direct feed-though term plus a strictly proper transfer function, in which the 
order of the numerator polynomial is less than the order of the denominator polynomial; 
and the strictly proper transfer function has been normalised so that an = 1. Under these 
assumptions, the system can be realised in the controllable canonical form which is 
parameterised by [10] 
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1 2 1 0... 1
1 0 ... 0 0
,0 1 :
0 0 0
0 0 ... 1 0 0
n na a a a
A B
                             
 
 and 1 1 0...m mC b b b b    . 
The system can be also realised in the observable canonical form which is parameterised by 
1
2 1
1 1
0 0
1 0 ... 0
0 1 0
0 ,
0 1
0 ... 0 0
n m
n m
a b
a b
A B
a b
a b

 
                         
    and 1 0 ... 0 0 .C      
 
1.2.13 Asymptotic Stability 
Consider a continuous-time, linear, time-invariant nth-order system   that operates on an 
input w and produces an output y. The system   is said to be asymptotically stable if the 
output remains bounded, that is, y  2, for any w  2. This is also known as bounded-
input-bounded-output stability. Two equivalent conditions for   to be asymptotically 
stable are: 
 The real part of the eigenvalues of the system’s state matrix are in the left-hand-
plane, that is, for A of (20), Re{ ( )} 0i A  , i = 1 …n. 
 The real part of the poles of the system’s transfer function are in the left-hand-
plane, that is, for αi of (13), Re{ }i  < 0, i = 1 …n. 
Example 6. A state-space system having A = – 1, B = C = 1 and D = 0 is stable, since λ(A) = – 
1 is in the left-hand-plane. Equivalently, the corresponding transfer function G(s) = (s + 1)-1  
has a pole at s = – 1 which is in the left-hand-plane and so the system is stable. Conversely, 
the transfer function GT(-s) = (1 – s)-1 is unstable because it has a singularity at the pole s = 1  
which is in the right hand side of the complex plane. GT(-s) is known as the adjoint of G(s) 
which is discussed below. 
 
1.2.14 Adjoint Systems 
An important concept in the ensuing development of filters and smoothers is the adjoint of a 
system. Let : p  → q  be a linear system operating on the interval [0, T]. Then : H q → 
 p , the adjoint of  , is the unique linear system such that <y, w> = < H y, w>, for all y  
q  and w   p . The following derivation is a simplification of the time-varying version 
that appears in [11]. 
                                                                 
“Science might almost be redefined as the process of substituting unimportant questions which can be 
answered for important questions which cannot.” Kenneth Ewart Boulding 
Lemma 1 (State-space representation of an adjoint system): Suppose that a continuous-time 
linear time-invariant system   is described by  
( ) ( ) ( )x t Ax t Bw t  , 
( ) ( ) ( )y t Cx t Dw t  , 
(21) 
(22) 
with x(t0) = 0. The adjoint H is the linear system having the realisation 
( ) ( ) ( )    T Tt A t C u t , 
( ) ( ) ( ) T Tz t B t D u t , 
(23) 
(24) 
with ζ(T) = 0. 
Proof: The system (21) – (22) can be written equivalently 
0( )( )
( )( )
d tx tI A Bdt y tw tC D
                  
 (25) 
with x(t0) = 0. Thus 
            <y,  w> = , d xI A Bdtu wC D
                
 
                   0 0( ) ( )T T TT T To dx dt Ax Bw dt u Cx Dw dtdt           . 
(26) 
Integrating the last term by parts gives 
<y,  w> 0 0( ) ( ) ( )
TT TT TdT x T x dt Ax Bw dtdt
         . 
                                       0 ( )
T Tu Cx Dw dt   
                       , ( ) ( )T T T
T T
d I A C x T x Tdt u wB D
 
                      
 
                       , ,  Hy w  
(27) 
where H  is given by (23) – (24).                                                                                                         □ 
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Thus, the adjoint of a system having the parameters A BC D
   
 is a system with T TT TA CB D     . 
Adjoint systems have the property ( )H H     . The adjoint of the transfer function 
matrix G(s) is denoted as GH(s) and is defined by the transfer function matrix  
GH(s)   GT(-s). (28) 
Example 7.  Suppose that a system   has state-space parameters A = −1 and B = C = D = 1. 
From (23) – (24), an adjoint system has the state-space parameters A = 1, B = D = 1 and C = 
−1 and the corresponding transfer function is GH(s) = 1 – (s – 1)-1 = (- s + 2)(- s + 1)-1  = (s - 2)(s 
- 1)-1 , which is unstable and non-minimum-phase. Alternatively, the adjoint of  G(s) = 1 + (s 
+ 1)-1  = (s + 2)(s + 1)-1 can be obtained using (28), namely GH(s) = GT(-s) = (- s + 2)(- s + 1)-1. 
 
1.2.15 Causal and Noncausal  Systems 
A causal system is a system that depends exclusively on past and current inputs. 
Example 8. The differential of x(t) with respect to t is defined by 0
( ) ( )( ) limdt
x t dt x t
dtx t 
  . 
Consider  
( ) ( ) ( )x t Ax t Bw t   (29)  
with Re{ ( )} 0i A  , i = 1, …, n. The positive sign of ( )x t  within (29) denotes a system that 
proceeds forward in time. This is called a causal system because it depends only on past and 
current inputs. 
Example 9. The negative differential of ξ(t) with respect to t is defined by 
0
( ) ( )( ) limdt
t t dt
dtt
  
   . Consider  
( ) ( ) ( )T Tt A t C u t     (30) 
with Re{ ( )} Re{ ( )} 0Ti iA A   , i = 1 …n. The negative sign of ( )t  within (30) denotes a 
system that proceeds backwards in time. Since this system depends on future inputs, it is 
termed noncausal. Note that Re{ ( )} 0i A   implies Re{ ( )} 0i A   . Hence, if causal system 
(21) – (22) is stable, then its adjoint (23) – (24) is unstable. 
 
1.2.16 Realising Unstable System Components 
Unstable systems are termed unrealisable because their outputs are not in 2 that is, they 
are unbounded. In other words, they cannot be implemented as forward-going systems. It 
follows from the above discussion that an unstable system component can be realised as a 
stable noncausal or backwards system.  
Suppose that the time domain system   is stable. The adjoint  system  Hz u  can be 
realised by the following three-step procedure. 
                                                                 
“We haven't the money, so we've got to think.” Baron Ernest Rutherford 
 Time-reverse the input signal u(t), that is, construct u(τ), where τ = T - t is a time-to-
go variable (see [12]). 
 Realise the stable system  T  
( ) ( ) ( )T TA C u      , 
( ) ( ) ( )T Tz B D u     , 
(31) 
(32) 
with ( ) 0T  . 
 Time-reverse the output signal z(τ), that is, construct z(t). 
The above procedure is known as noncausal filtering or smoothing; see the discrete-time 
case described in [13]. Thus, a combination of causal and non-causal system components can 
be used to implement an otherwise unrealisable system. This approach will be exploited in 
the realisation of smoothers within subsequent sections. 
Example 10. Suppose that it is required to realise the unstable system 2 1( ) ( ) ( )HG s G s G s  over 
an interval [0, T], where 11( ) ( 1)G s s    and 12 ( ) ( 2)G s s   . This system can be realised 
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1.2.17 Power Spectral Density 
The power of a voltage signal applied to a 1-ohm load is defined as the squared value of the 
signal and is expressed in watts. The power spectral density is expressed as power per unit 
bandwidth, that is, W/Hz. Consider again a linear, time-invariant system y =  w  and its 
corresponding transfer function matrix G(s). Assume that w is a zero-mean, stationary, white 
noise process with { ( ) ( )}TE w t w  = ( ) Q t , in which δ denotes the Dirac delta function. 
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Thus, the adjoint of a system having the parameters A BC D
   
 is a system with T TT TA CB D     . 
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Example 8. The differential of x(t) with respect to t is defined by 0
( ) ( )( ) limdt
x t dt x t
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“We haven't the money, so we've got to think.” Baron Ernest Rutherford 
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1.2.18 Spectral Factorisation 
Suppose that noisy measurements 
( ) ( ) ( ) z t y t v t  (35) 
of a linear, time-invariant system  , described by (21) - (22), are available, where v(t)  q  
is an independent, zero-mean, stationary white noise process with { ( ) ( )}TE v t v  = ( ) R t . 
Let  
( ) ( )  Hzz s GQG s R  (36) 
denote the spectral density matrix of the measurements z(t). Spectral factorisation was 
pioneered by Wiener (see [4] and [5]). It refers to the problem of decomposing a spectral 
density matrix into a product of a stable, minimum-phase matrix transfer function and its 
adjoint. In the case of the output power spectral density (36), a spectral factor ( ) s  satisfies 
( ) ( ) Hs s  = ( )zz s . 
The problem of spectral factorisation within continuous-time Wiener filtering problems is 
studied in [14]. The roots of the transfer function polynomials need to be sorted into those 
within the left-hand-plane and the right-hand plane. This is an eigenvalue decomposition 
problem – see the survey of spectral factorisation methods detailed in [11]. 
Example 11. In respect of the observation spectral density (36), suppose that G(s) = (s + 1)-1 
and Q = R = 1, which results in ( )zz s  = (- s2 + 2)(- s2 + 1)-1. By inspection, the spectral factor 
( ) s  = 1( 2)( 1) s s  is stable, minimum-phase and satisfies ( ) ( ) Hs s  =  ( )zz s . 
 
1.3 Minimum-Mean-Square-Error Filtering  
 
1.3.1 Filter Derivation 
Now that some underlying frequency-domain concepts have been introduced, the Wiener 
filter [4] – [6] can be described. A Wiener-Hopf derivation of the Wiener filter appears in [4], 
[6]. This section describes a simpler completing-the-square approach (see [14], [16]). 
Consider a stable linear time-invariant system having a transfer function matrix G2(s) = C2(sI 
– A)-1 B + D2. Let Y2(s), W(s), V(s) and Z(s) denote the Laplace transforms of the system’s 
output, measurement noise, process noise and observations, respectively, so that 
2( ) ( ) ( ) Z s Y s V s . (37) 
Consider also a fictitious reference system having the transfer function G1(s) = C1(sI – A)-1B + 
D1 as shown in Fig. 3. The problem is to design a filter transfer function H(s) to calculate 
estimates 1ˆ( )Y s  = H(s)Z(s) of Y1(s) so that the energy ( ) ( )  j Hj E s E s ds  of the estimation error 
E(s) = Y1(s) – 1ˆ( )Y s  (38) 
is minimised. 
                                                                 
“Science may be described as the art of systematic over-simplification.” Karl Raimund Popper 
 
 
 
 
 
Figure 3. The s-domain general filtering problem. 
It follows from Fig. 3 that E(s) is generated by 
2 1
( )( ) ( ) ( ) ( ) ( )
       
V sE s H s HG s G s W s . (39) 
The error power spectrum density matrix is denoted by ( )ee s  and given by the covariance 
of E(s), that is, 
       ( ) ( ) ( )  Hee s E s E s  
                  2 1
2 1
0 ( )( ) ( ) ( ) 0 ( ) ( )
            
H
H H H
R H sH s HG s G s Q G H s G s  
                  1 1 1 2 2 1( ) ( ) ( ) ( )    H H H H H HG QG s G QG H s HG QG s H H z , 
(40) 
where 
2 2( ) ( )H Hs G QG s R    (41) 
is the spectral density matrix of the measurements. The quantity ( )s  is a spectral factor, 
which is unique up to the product of an inner matrix. Denote 1( ) ( ) ( )H Hs s    . Completing 
the square within (40) yields 
1
1 1 1 2 2 1( ) ( ) ( ) ( )H H H Hee s G QG s G QG G QG s     
                                           + 1 2 1 2( ( ) ( ))( ( ) ( ))H H H H HH s G QG s H s G QG s       . 
(42) 
It follows that the total energy of the error signal is given by 
                    11 1 1 2 2 1( ) ( ) ( ) ( )j j H H H Heej js ds G QG s G QG G QG s ds
  
         
                                            1 2 1 2( ( ) ( ))( ( ) ( ))j H H H H Hj H s G QG s H s G QG s ds
  
        . 
(43) 
                                                                 
“Science is what you know. Philosophy is what you don't know.” Earl Bertrand Arthur William Russell 
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The first term on the right-hand-side of (43) is independent of H(s) and represents a lower 
bound of ( )j eej s ds

  . The second term on the right-hand-side of (43) may be minimised by 
a judicious choice for H(s). 
Theorem 2: The above linear time-invariant filtering problem with by the measurements (37) and 
estimation error (38) has the solution 
1
1 2( ) ( )H HH s G QG s    . (44) 
which minimises  ( )j eej s ds

  . 
Proof: The result follows by setting 1 2( ) ( )H HH s G QG s    = 0 within (43).                                     □ 
By Parseval’s theorem, the minimum mean-square-error solution (44) also minimises 22( )e t . 
The solution (44) is unstable because the factor 12 ( ) ( )H HG s  possesses right-hand-plane 
poles. This optimal noncausal solution is actually a smoother, which can be realised by a 
combination of forward and backward processes. Wiener called (44) the optimal 
unrealisable solution because it cannot be realised by a memory-less network of capacitors, 
inductors and resistors [4]. 
The transfer function matrix of a realisable filter is given by 
 1 11 2( ) ( ) ( )H HH s G QG s    , (45) 
in which { }+ denotes the causal part. A procedure for finding the causal part of a transfer 
function is described below. 
 
1.3.2 Finding the Causal Part of a Transfer Function 
The causal part of transfer function can be found by carrying out the following three steps. 
 If the transfer function is not strictly proper, that is, if the order of the numerator is 
not less than the degree of the denominator, then perform synthetic division to 
isolate the constant term.  
 Expand out the (strictly proper) transfer function into the sum of stable and 
unstable partial fractions. 
 The causal part is the sum of the constant term and the stable partial fractions.  
Incidentally, the noncausal part is what remains, namely the sum of the unstable partial 
fractions. 
Example 12.  Consider G(s)   2 2 2 2 1( )( )s s     with α, β < 0. Since G2(s) possesses equal 
order numerator and denominator polynomials, synthetic division is required, which yields 
G2(s)   1 + 2 2 2 2 1( )( )s     . A partial fraction expansion results in  
                                                                 
“There is an astonishing imagination, even in the science of mathematics.” Francois-Marie Arouet de 
Voltaire 
2 2
2 2
( )
( )s
 


    
1 2 20.5 ( )
( )s
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
 
    
1 2 20.5 ( )
( )s
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
 
 . 
Thus, the causal part of G(s) is {G(s)}+ = 1 –  1 2 2 10.5 ( )( )s      . The noncausal part of 
G(s) is denoted as {G(s)}- and is given by {G(s)}- = 1 2 2 10.5 ( )( )s      . It is easily verified 
that G(s) =  {G(s)}+ + {G(s)}-. 
 
 
 
 
 
Figure 4. The s-domain output estimation problem. 
 
1.3.3 Minimum-Mean-Square-Error Output Estimation 
In output estimation, the reference system is the same as the generating system, as depicted 
in Fig. 4. The simplification of the optimal noncausal solution (44) of Theorem 2 for the case 
G1(s) = G2(s) can be expressed as 
 12 2( ) ( )H HOEH s G QG s     
                                                           12 2 ( ) ( )H HG QG s   
                                                           1( )( ) ( )H HR s     
                                                            1( )HI R s     . 
(46) 
The optimal causal solution for output estimation is 
  12 2( ) ( )H HOEH s G QG s     
          1( )HI R s      
                                                             1/ 2 1( )I R s   . 
(47) 
When the measurement noise becomes negligibly small, the output estimator approaches a 
short circuit, that is,  
lim ( )0, 0 OEH s IR s   . (48) 
                                                                                                                                                                   
“Science is the topography of ignorance.” Oliver Wendell Holmes 
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Figure 4. The s-domain output estimation problem. 
 
1.3.3 Minimum-Mean-Square-Error Output Estimation 
In output estimation, the reference system is the same as the generating system, as depicted 
in Fig. 4. The simplification of the optimal noncausal solution (44) of Theorem 2 for the case 
G1(s) = G2(s) can be expressed as 
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When the measurement noise becomes negligibly small, the output estimator approaches a 
short circuit, that is,  
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The observation (48) can be verified by substituting ( )H s    2 2 ( )HG QG s  into (46). This 
observation is consistent with intuition, that is, when the measurements are perfect, filtering 
will be superfluous. 
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Figure 5. Sample trajectories for Example 13: (a) measurement, (b) system output (dotted 
line) and filtered signal (solid line). 
Example 13. Consider a scalar output estimation problem, where G2(s) =  1( )s   ,   = - 1, 
Q = 1 and R = 0.0001. Then 2 2 ( )HG QG s    2 2 1( )Q s     and ( )H s  = – (Rs2 + Rα2 + Q) 
2 2 1( )s    , which leads to ( )s    1/ 2(R s  + 2 1)( )Q R s    . Therefore, 
1
2 2 ( ) ( )H HG QG s  = 1/ 2 2
( )
( )( ) ( )
Q s
s s R s Q R

  
 
      = 1/ 2 2( )( )
Q
R s s Q R     , in 
which a common pole and zero were cancelled. Expanding into partial fractions and taking 
the causal part results in 
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“Science is the systematic classification of experience.” George Henry Lewes 
and 
( )OEH s  = 12 2{ } ( )H HG QG s    = 
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
 
  . 
Substituting 1   , Q = 1 and R = 0.0001 yields H(s) = 199( 100)s  . By inspection, 
lim 99( )0 100H ss  , which illustrates the low measurement noise asymptote (48). Some 
sample trajectories from a simulation conducted with δt = 0.001 s are shown in Fig. 5. The 
input measurements are shown in Fig. 5(a). It can be seen that the filtered signal (the solid 
line of Fig. 5 (b)) estimates the system output (the dotted line of Fig. 5(b)). 
 
1.3.4 Minimum-Mean-Square-Error Input Estimation 
In input estimation problems, it is desired to estimate the input process w(t), as depicted in 
Fig. 6. This is commonly known as an equalisation problem, in which it is desired to 
mitigate the distortion introduced by a communication channel G2(s). The simplification of 
the general noncausal solution (44) of Theorem 2 for the case of G2(s) = I results in 
1
2( ) ( )H HIEH s QG s    . (49) 
Equation (49) is known as the optimum minimum-mean-square-error noncausal equaliser 
[12]. Assume that: G2(s) is proper, that is, the order of the numerator is the same as the order of the denominator, and the zeros of G2(s) are in the left-hand-plane. Under these conditions, 
when the measurement noise becomes negligibly small, the equaliser estimates the inverse 
of the system model, that is,  
1
2
lim ( ) ( )0 IEH s G sR
 . (50) 
The observation (50) can be verified by substituting ( )H s    2 2 ( )HG QG s  into (49). In other 
words, if the channel model is invertible and signal to noise ratio is sufficiently high, the 
equaliser will estimate w(t). When measurement noise is present the equaliser no longer 
approximates the channel inverse because some filtering is also required. In the limit, when 
the signal to noise ratio is sufficiently low, the equaliser approaches an open circuit, namely, 
lim ( ) 00, 0 IEH sQ s   . (51) 
The observation (51) can be verified by substituting Q = 0 into (49). Thus, when the 
equalisation problem is dominated by measurement noise, the estimation error is minimised 
by ignoring the data. 
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1.4 Conclusion 
Continuous-time, linear, time-invariant systems can be described via either a differential 
equation model or as a state-space model. Signal models can be written in the time-domain 
as 
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Under the time-invariance assumption, the system transfer function matrices exist, which 
are written as polynomial fractions in the Laplace transform variable 
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Thus, knowledge of a system’s differential equation is sufficient to identify its transfer 
function. If the poles of a system’s transfer function are all in the left-hand-plane then the 
system is asymptotically stable. That is, if the input to the system is bounded then the 
output of the system will be bounded. 
The optimal solution minimises the energy of the error in the time domain. It is found in the 
frequency domain by minimising the mean-square-error. The main results are summarised 
in Table 1. The optimal noncausal solution has unstable factors. It can only be realised by a 
combination of forward and backward processes, which is known as smoothing. The 
optimal causal solution is also known as the Wiener filter. 
In output estimation problems, C1 = C2, D1 = D2, that is, G1(s) = G2(s) and when the 
measurement noise becomes negligible, the solution approaches a short circuit. In input 
estimation or equalisation, C1 = 0, D1 = I, that is, G1(s) = I and when the measurement noise 
becomes negligible, the optimal equaliser approaches the channel inverse, provided the 
inverse exists. Conversely, when the problem is dominated by measurement noise then the 
equaliser approaches an open circuit. 
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Table 1. Main results for the continuous-time general filtering problem. 
 
1.5 Problems 
Problem 1. Find the transfer functions and comment on stability of the systems having the 
following polynomial fractions. 
(a) 7 12 2y y y w w w        . 
(b) 1 20 5 6y y y w w w       . 
(c) 11 30 7 12y y y w w w        . 
(d) 13 42 9 20y y y w w w        . 
(e) 15 56 11 30y y y w w w        . 
Problem 2. Find the transfer functions and comment on the stability for systems having the 
following state-space parameters. 
(a) 7 121 0A
     
, 10B
    
, 6 14C       and 1D  . 
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(b) 7 201 0A
    
, 10B
    
, 2 26C      and 1D  . 
(c) 11 301 0A
     
, 10B
    
, 18 18C       and 1D  . 
(d) 13 421 0A
    
, 10B
    
, 22 22C      and 1D  . 
(e) 15 561 0A
     
, 10B
    
, 4 26C       and 1D  . 
Problem 3. Calculate the spectral factors for ( ) ( )Hzz s GQG s R    having the following 
models and noise statistics. 
(a) 1( ) ( 1)G s s   , Q = 2 and R = 1. 
(b) 1( ) ( 2)G s s   , Q = 5 and R = 1. 
(c) 1( ) ( 3)G s s   , Q = 7 and R = 1. 
(d) 1( ) ( 4)G s s   , Q = 9 and R = 1. 
(e) 1( ) ( 5)G s s   , Q = 11 and R = 1. 
Problem 4. Calculate the optimal causal output estimators for Problem 3. 
Problem 5. Consider the error spectral density matrix 
1 1
1 2 1 2( ) [ ( ) ][ ( ) ] ( )H H H H Hee s H G QG H G QG s          
                                                 11 1 1 2 2 1[ ( ) ]( )H H H HG QG G QG G QG s   . 
(a) Derive the optimal output estimator.  
(b) Derive the optimal causal output estimator. 
(c) Derive the optimal input estimator. 
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Problem 6 [16]. In respect of the configuration in Fig. 2, suppose that 
1 0 0
0 2 0
0 0 3
A
      
, 
25
25
25
B
      
, 2 1 2 1C     , 1 1 1 1C     , D = 0, Q = 1 and R = 1. Show that the optimal 
causal filter is given by 2 3 2 1( ) (16.9 86.5 97.3)( 8.64 30.3 50.3)H s s s s s s        . 
Problem 7 [18]. Suppose that 2 2 2 23600( ) (169 )
HG QG s s s
   and R(s) = 1. Show that the optimal 
causal filter for output estimation is given by 2 1( ) (4 60)( 17 60)OEH s s s s     . 
 
1.6 Glossary 
The following terms have been introduced within this section. 
  The space of real numbers. 
n  The space of real-valued n-element column vectors. 
t The real-valued continuous-time variable. For example, t  ( , )   
and t  [0, )  denote −∞ < t < ∞ and 0 ≤ t < ∞, respectively. 
w(t) n  A continuous-time, real-valued, n-element stationary stochastic input 
signal. 
w The set of w(t) over a prescribed interval. 
 : p  q  A linear system that operates on a p-element input signal and 
produces a q-element output signal.  
y w  The output of a linear system   that operates on an input signal w.  
A, B, C, D Time-invariant state space matrices of appropriate dimension. The 
system   is assumed to have the realisation ( )x t  = Ax(t) + Bw(t),  
y(t) = Cx(t) + Dw(t) in which w(t) is known as the process noise or 
input signal. 
v(t) A stationary stochastic measurement noise signal. 
δ(t)  The Dirac delta function. 
Q and R Time-invariant covariance matrices of stochastic signals w(t) and v(t), 
respectively. 
s The Laplace transform variable. 
Y(s) The Laplace transform of a continuous-time signal y(t). 
G(s) The transfer function matrix of a system  . For example, the 
transfer function matrix of the system ( )x t  = Ax(t) + Bw(t),  y(t) = 
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(b) 7 201 0A
    
, 10B
    
, 2 26C      and 1D  . 
(c) 11 301 0A
     
, 10B
    
, 18 18C       and 1D  . 
(d) 13 421 0A
    
, 10B
    
, 22 22C      and 1D  . 
(e) 15 561 0A
     
, 10B
    
, 4 26C       and 1D  . 
Problem 3. Calculate the spectral factors for ( ) ( )Hzz s GQG s R    having the following 
models and noise statistics. 
(a) 1( ) ( 1)G s s   , Q = 2 and R = 1. 
(b) 1( ) ( 2)G s s   , Q = 5 and R = 1. 
(c) 1( ) ( 3)G s s   , Q = 7 and R = 1. 
(d) 1( ) ( 4)G s s   , Q = 9 and R = 1. 
(e) 1( ) ( 5)G s s   , Q = 11 and R = 1. 
Problem 4. Calculate the optimal causal output estimators for Problem 3. 
Problem 5. Consider the error spectral density matrix 
1 1
1 2 1 2( ) [ ( ) ][ ( ) ] ( )H H H H Hee s H G QG H G QG s          
                                                 11 1 1 2 2 1[ ( ) ]( )H H H HG QG G QG G QG s   . 
(a) Derive the optimal output estimator.  
(b) Derive the optimal causal output estimator. 
(c) Derive the optimal input estimator. 
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w The set of w(t) over a prescribed interval. 
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system   is assumed to have the realisation ( )x t  = Ax(t) + Bw(t),  
y(t) = Cx(t) + Dw(t) in which w(t) is known as the process noise or 
input signal. 
v(t) A stationary stochastic measurement noise signal. 
δ(t)  The Dirac delta function. 
Q and R Time-invariant covariance matrices of stochastic signals w(t) and v(t), 
respectively. 
s The Laplace transform variable. 
Y(s) The Laplace transform of a continuous-time signal y(t). 
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Cx(t) + Dw(t) is given by G(s) = C(sI − A)−1B + D. 
,v w  The inner product of two continuous-time signals v and w which is 
defined by , Tv w v w dt  . 
2w  The 2-norm of the continuous-time signal w which is defined by 
2w  = ,w w  = Tw wdt

 . 
2 The set of continuous-time signals having finite 2-norm, which is known as the Lebesgue 2-space. 
λi(A) The i eigenvalues of A. 
Re{ λi(A)} The real part of the eigenvalues of A. 
Asymptotic stability A linear system   is said to be asymptotically stable if its output y  
2 for any w  2. If Re{λi(A)} are in the left-hand-plane or 
equivalently if the real part of transfer function’s poles are in the left-
hand-plane then the system is stable. 
H  The adjoint of  . The adjoint of a system having the state-space 
parameters {A, B, C, D} is a system parameterised by {– AT, – CT, BT, 
DT}. 
GH(s) The adjoint (or Hermitian transpose) of the transfer function matrix 
G(s). 
( )zz s  The spectral density matrix of the measurements z. 
( )s  The spectral factor of ( )zz s  which satisfies ( )H s  = ( )HGQG s  + R 
and ( )H s  = 1( ) ( )H s . 
G–1(s) Inverse of the transfer function matrix G(s). 
G–H(s) Inverse of the adjoint transfer function matrix GH(s). 
{G(s)}+ Causal part of the transfer function matrix G(s). 
H(s) Transfer function matrix of the minimum mean-square-error 
solution. 
HOE(s) Transfer function matrix of the minimum mean-square-error solution 
specialised for output estimation. 
HIE(s) Transfer function matrix of the minimum mean-square-error solution 
specialised for input estimation. 
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Cx(t) + Dw(t) is given by G(s) = C(sI − A)−1B + D. 
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and ( )H s  = 1( ) ( )H s . 
G–1(s) Inverse of the transfer function matrix G(s). 
G–H(s) Inverse of the adjoint transfer function matrix GH(s). 
{G(s)}+ Causal part of the transfer function matrix G(s). 
H(s) Transfer function matrix of the minimum mean-square-error 
solution. 
HOE(s) Transfer function matrix of the minimum mean-square-error solution 
specialised for output estimation. 
HIE(s) Transfer function matrix of the minimum mean-square-error solution 
specialised for input estimation. 
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