We study the Laplacian pyramid (LP) as a frame operator, and this reveals that the usual reconstruction is suboptimal. With orthogonal filters, the LP is shown to be a tight frame, thus the optimal linear reconstruction using the dual frame operator has a simple structure as symmetrical with the forward transform. For more general cases, we propose an efficient filter bank for reconstruction in the LP that is shown to perform better than the usual method.
INTRODUCTION
Multiscale data representation is a powerful idea. In particular, it captures data in hierarchical structures where each level corresponds to a reduced-resolution approximation. One of the early examples of such a scheme is the Laplacian pyramid (LP), proposed by Burt and Adelson [ I] for image coding. The basic idea of the LP is the following. First, derive a coarse approximation of the original signal by lowpass filtering and downsampling. Based on this coarse version, predict the original (by upsampling and filtering) and then calculate the difference as the prediction error. The process can be iterated on the coarse version. A diagram for the LP is shown in Fig. I .   Fig. 1 . Laplacian pyramid scheme.
A drawback of the LP is the implicit oversampling. Therefore, in compression applications it is normally replaced by subband coding or wavelet transform which is a critically sampled scheme and often an orthogonal decomposition. However, the LP has the advantage over the critically sampled wavelet scheme in the sense that each pyramid level generates only one bandpass image (even for multidimensional cases) whch does not have "scrambled" frequencies. Trus frequency scrambling happens in the wavelet filter bank when a highpass channel after downsampling is folded back This work was supported by a Department of Communication Systems -EPFL PhD Fellowship and the Swiss National Science Foundation grant number 21-52439.97. 0-7803 -704 1-410 I/$ 10.00 0200 1 IEEE into the low frequency, and thus its spectrum is reflected. In the LP, this effect is avoided by only downsampling the lowpass channel. Therefore the LP permits further subband decomposition to be applied on its bandpass images. A possible scheme is a pyramidal decomposition where bandpass images of the LP are fed into directional filter banks. The end result is a set of directional subband images at multiple scales 121.
For many applications like compression and denoising, the coefficients in the transform domain are processed further and this can introduce errors due to quantization or thresholding. The processed coefficients are then used to reconstruct the original data. For the LP, the usual reconstructionadding the prediction from the coarse version with the difference, produces perfect reconstructed image in the absence of noise but tums out to bc suboptimal otherwise.
Our key observation is that the LP is ajruriie operator and that one should use the dual frame operator for reconstruction. While t h s seems a somewhat trivial observation, it has not been used in practice, probably because the usual reconstruction, while suboptimal, is so simple. Yet, we will show that gains of more than 1 dB are actually possible.
This paper is organized as follows. Section 2 introduces the notations and sets up the LP in the frame analysis where the dual frame operator or the pseudo-inverse is defined. Section 3 considers an important case where the LP is in fact a rightfrunie, and thus the dual frame operator has a simple structure as symmetrical with the forward transform. In Section 4, inspired by the structure of the new reconstruction algorithm for the tight frame case, we study a more general LP where it has better inverse operator with an efficient filter bank. Section 5 compares the two reconstruction algorithms for multilevel LP's. The performance improvement of the new reconstruction algorithm is illustrated with experimental results in Section 6.
PRELIMINARIES

Burt and Adelson's Laplacian Pyramid
We consider the general &dimensional case where a discrete-time signal is a sequence of real-valued numbers defined on the integer lattice Zd, e.g. z [ n ] , n E Zd. The sampling operation is represented by a d x d nonsingular integer matrix M [ 3 ] . Signals with finite energy belong to a Hilbert space Zz(Zd) with the inner product is defined as
and thus the 12-norm is ll:xll = sampling operation for the LP yields = \ / --.
With the notation as shown in Fig. 1 , the filtering and down- In the sequel, we denote I as the identity matrices with appropriate sizes depending on the context. With this matrix notation, the output of the LP in the highpass channels is
By combining the previous relations, we can write the analysis operator of the LP as It is easy to check that T,T, = I for any H and G. This agrees with the well-known fact that the LPcan be perfectly reconstructed with any pair of filters H and G.
When there is additive "noise" in the frame coefficients, the pseudo inverse eliminates the influence of errors that are orthogonal to the range of the frame operator. Therefore, if instead of having access to y = T, z we have y = y + e, then the pseudo inverse provides the solution & = TL y that minimizes the residual /IT,* -911. This is called the least-squares solution.
Let T i ' be an arbitrary left inverse of T, . With the noise model setup as above, we can write the reconstruction error when 
A TIGHT FRAME CASE
First, let us consider the special case where filters in the LP are orthogonal filters with respect to the sampling matrix M. More precisely, the orthogonal condition requires that
Such filters can be designed using well-known methods, including separable and non-separable ones [3, 71. The LP with orthogonal filters possess an important property as stated in the following proposition.
Proposition 1
The Laplacian pyramid with orthogonal filters, i.e. satisfiing (7) arid (E), is a tight frame.
Proof: Under the orthogonality condition, (2) becomes where the equality 11~011 = llyoll comes from the fact that yo are the coefficients in the orthonormal expansion (2) of Q, in V . 0
Since T, is a tight frame with TZT, = I, its pseudo inverse 1 1 4 1 2 = l l~0 1 l 2 + llY11I2 = llYo112 + llY1112.
is simply the transposed matrix. Thus we have
Frame Analysis
The frame analysis is a powerful concept in analyzing redundant representations [4] . For a detailed introduction to frames, readers are referred to [5] (Chapter 2). It can be shown that a linear operator is a frame if and only if it is invertible on its range with a bounded inverse. For the Laplacian pyramid, there always exists a bounded reconstruction algorithm (i.e. the usual algorithm), hence the LP is guaranteed to be a frame. In this case, the frame operator is represented by the left matrix multiplication with T, .
Since the LP is a redundant transform, its frame operator admits an infinite number of left inverses. Among those, the most important one is called the dual frame operator, which is represented by the pseudo inverse of T , [6] ( 5 ) So the optimal (least-square) reconstruction using the pseudo 2 = TLy = Gy, + (I -GGT)y, = G(y, -Hy,) + yl.
The last expression above is derived in order to reduce the computational complexity of the pseudo inverse G. It leads to an efficient filter bank structure for reconstruction of the LP that is shown in Fig. 2 .
It is worth to stress two important facts here. First, the usual inverse is different from the pseudo inverse, and thus it is suboptimal. Secondly, the pseudo inverse in this case has a symmetrical structure with the forward transform hence it has the same order of complexity.
inverse is 1 Fig. 2 . The proposed reconstruction scheme for the Laplacian pyramid in Fig. 1 . It is the pseudo inverse when the filters are orthogonal.
GENERAL CASES
In this section we consider the more general cases where H and G are arbitrary filters. Even though any frame operator has a pseudo inverse, for complexity reason we would like to only consider the cases where the inverse operator has a fast structured transform.
Inspired by the tight frame case, we restrict our attention to the reconstruction algorithm that has a structure as shown in Fig. 2 . We then turn the problem around by asking for which filters such an algorithm is indeed an inverse or pseudo inverse. This has the same flavor as the filter design problem for perfect reconstruction filter banks. The following proposition provides an answer to our question.
Proposition 2 ([SI)
I. Recall that given a Hilbert space H . a linear operator P mapping H onto itself is called a projector if P2 = P . Furthermore, if P is self-adjoint or P = PT then P is called an orrhogorial projector.
Remark: It is interesting to note that the two conditions for the LP in the above proposition, i.e. projection and orthogonal projection, are exactly the same with the conditions for the improved LP's that was studied in [9] . Those conditions lead to LP with interpolation and least squares LP, respectively. The motivation for those modifications in [9] is to minimize the prediction error yl of the LP, whereas our motivation in this work is to have a better reconstruction algorithm for the LP.
So the minimum requircment for the filter bank shown in Fig. 2 In other words, the approximation error is perpendicular t o v . This fact is illustrated in Fig. 3 Let us define W the orthogonal complementary subspace of V . then it is easy to verify that y1 = x -PVX is a projection of x onto W such that the eTor is parallel to V (refer to Fig. 3 ). Denote this projection as Piu, PW = I -G H . Now let us compare the reconstruction using the usual method, denoted REC-1 :
and the one using the filter bank in Fig. 2 , denoted REC-2: 2 2 = T,y = Gyo + (I -GH)yI.
(12) Those two reconstruction algorithms are different in the way of handling the prediction error yl. More specifically, the REC-I method adds directly y1 while the REC-2 method adds the Pw projection of y1 to the reconstructed signal. So when there is noise in thc LP coefficients, the REC-2 method eliminates the influence of errors in y1 that are parallel to V .
In order to have more quantitative measurements in the performance of the two methods, suppose we wish to approximate x given y = T a x + e. With no further information about the error in the LP coefficients e , it makes sense to chose 2 to minimize the residual llTaX -$11. As mentioned before, the optimal linear solution to this problem is the pseudo inverse of T,. Using t h s as the measurement for the performance in reconstruction, the following result states that REC-2 always performs better than REC-1.
Proposition 3 ([SI)
Assitnie that H and G are biorthogoriul PIters. Let X , and X z be the results of recoristruction from noisy LP coefficients y using REC-I arid REC-2, respectively. Then we have where equality holds ifand ordy ifyl = 0.
MULTILEVEL LAPLACIAN PYRAMIDS
We now consider the situation where the LP scheme is iterated on the coarse version. We concentrate, for the sake of simplicity, on the one-dimensional case where M = 2. By separating the sequences yl into two subsequences ylo and ~1 1 of even and odd numbercd samples, respectively, we can re-formulate the LP as a three channels filter banks (see Fig. 4 ).
Then, using polyphase-domain analysis, we can write the new analysis filters as [SI Fig. 4 . Laplacian pyramid as an oversampled filter bank.
where G i ( z ) are the polyphase components of G ( z ) , or
Since H ( z ) and G ( z ) are both lowpass filters, K o ( z ) and
On the synthesis side, for the REC-1 reconstruction we simply 
Whereas, for the REC-2 reconstruction, the synthesis filters are When the filter bank in Fig. 4 is iterated on the lowpass channel yo, then by using the multirate identity which says that G ( z ) followed by upsampling by 2 is equivalent to upsampling by 2 followed by G ( z 2 ) [7], we have equivalent synthesis filters at the n-level of a multilevel LP as n--2 F,'"'(z) = F,(z2"-l) n G(z2'), i = 0 , l . (17) preceded by upsampling by 2". The impulse responses of F,(n)(z) are the synthesis functions for the LP.
Now, consider what happen when (15) and (16) are substituted into (17). In the REC-I method, we see that the synthesis functions for the LP are all low frequency signals. Thus, the errors from highpass subbands of a multilevel LP do not remain in these subbands but appear as broadband noise in the reconstructed signal. In [ I 11, this effect was noted as the most serious disadvantages of the LP for coding applications.
On the other hand, in the REC-2 method, the synthesis functions have the similar frequency characteristics as the analysis functions. Therefore, reconstruction using REC-2 method remedies the previous mentioned problem of the LP. k=O
EXPERIMENTAL RESULTS
In order to test the actual performance of the new reconstruction method with "real" signals we set up the experiments as follows. An input signal is transformed with a Laplacian pyramid. The LP coefficients are uniformly quantized, and this introduces errors depending to the quantization step. The quantized LP coefficients are then used to reconstruct the original signal using the usual and the new inverses. This is the typical scenario in lossy compression. We use the signal-to-noise ratios (SNR) between the original and the reconstructed signals as the measures of quality.
Experiments with different test signals and filters (using both orthogonal and biorthogonal ones) indicate that the new 3644 reconstruction provides significant improvements over the usual method. Fig. 5 plots a typical result. In this case the input signal is the 512 x 512 "Lena" image and the LP is computed with 5 levels using the Daubechies' orthogonal maximally flat %taps filters [5] .
As can be seen, gains of more than 1 dB are actually obtained at each quantization step. 
