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Re´sume´
Dans cette the`se, nous pre´sentons les relations entre le principe de re´flexion
MRP introduit par Moore, les proprie´te´s d’arbres ge´ne´ralise´es ITP et ISP
introduites par Weiß, ainsi que les proprie´te´s square introduites par Jensen
et de´veloppe´es par Schimmerling.
Le re´sultat principal de cette the`se est que MRP+MA entraine ITP(λ, ω2)
pour tout cardinal λ ≥ ω2. Ce re´sultat implique par conse´quent que les
me´thodes actuelles pour prouver la consistance de MRP + MA ne´cessitent
au moins l’existence d’un cardinal supercompact.
Il s’ave`re que MRP seul ne suffit pas a` de´montrer ce re´sultat, et nous
donnons la de´monstration que MRP n’entraine pas la proprie´te´ d’arbre la
plus faible, a` savoir TP(ω2, ω2). De plus MRP+MA n’entraine pas le principe
d’arbre plus fort ISP(ω2, ω2).
Enfin nous e´tudions les relations entre MRP et des versions faibles de
square. Nous montrons que MRP implique la ne´gation de (λ, ω) et MRP+
MA implique la ne´gation de (λ, ω1) pour tout λ ≥ ω2.

Abstract
The object of this thesis is to study the relashionships between the re-
flection principle MRP introduced by Moore, the generalized tree properties
ITP and ISP introduced by Weiß, and the square properties introduced by
Jensen and extended by Schimmerling.
The main result is that MRP + MA implies ITP(λ, ω2) for all cardinals
λ ≥ ω2. Consequently, all known methods for proving the consistency of
MRP +MA require at least a supercompact cardinal.
MRP alone is not enough to prove that result, and we give a proof that
MRP does not imply the weakest tree property, TP(ω2, ω2). Furthermore,
MRP +MA does not imply the stronger tree property ISP(ω2, ω2).
In addition, we study the relationship between MRP and some weak
versions of the square principle. We show that MRP implies the failure of
(λ, ω), and MRP +MA implies the failure of (λ, ω1) for all λ ≥ ω2
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Introduction
L’origine du de´veloppement de la the´orie des ensembles remonte a` l’e´tude
de l’arithme´tique des cardinaux avec les travaux de Cantor vers la fin du 19-
e`me sie`cle. Celui-ci a alors formule´ un proble`me qui est reste´ d’importance
centrale dans le domaine, a` savoir si la cardinalite´ de l’ensemble des nombres
re´els correspond au premier cardinal non de´nombrable. La conjecture de Can-
tor, connue sous le nom de l’Hypothe`se du Continu (CH), stipule ainsi que
2ℵ0 = ℵ1.
Les travaux de Go¨del sur l’incomple´tude [7], publie´s en 1931, ont permis
de jeter un regard nouveau sur ce proble`me en mettant en e´vidence la possibi-
lite´ surprenante qu’il ne puisse pas y avoir de solution a` ce proble`me. En effet
Go¨del de´montre de fac¸on formelle qu’une the´orie englobant l’arithme´tique
contient des formules inde´cidables, c’est-a`-dire des formules qu’il est impos-
sible de prouver ou de re´futer en partant des axiomes. De plus son second
the´ore`me, dont l’influence sur la logique sera tout aussi importante, stipule
que toute the´orie contenant l’arithme´tique ne peut prouver sa propre consis-
tance. Ces de´couvertes mettent ainsi a` mal le programme de formalisation
des mathe´matiques lance´ par Hilbert dont le but e´tait d’assurer les fonde-
ments des mathe´matiques via une the´orie comple`te qui prouverait sa propre
consistance.
En 1947, Go¨del conjecture alors [9] que l’hypothe`se du continu est inde´cidable
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dans le syste`me axiomatique classique de la the´orie des ensembles, ZFC.
Go¨del parvient ne´anmoins a` prouver la consistance relative de CH [8] en
mettant en e´vidence l’univers constructible L, mode`le minimal de ZFC, dans
lequel CH est satisfait. Il souligne alors le fait que des nouveaux axiomes,
ayant des proprie´te´s de maximalite´ s’opposant aux principes de minimalite´
de L, sont ne´cessaires pour prouver la ne´gation de CH. La recherche de ces
nouveaux axiomes fut appele´e par la suite programme de Go¨del.
Il faudra attendre les travaux de Cohen [4] pour obtenir une preuve
comple`te de l’inde´pendance de CH. En effet en 1963 Cohen de´couvre une nou-
velle technique, le forcing, permettant de construire un mode`le de ZFC dans
lequel CH n’est pas satisfait. Cette technique re´volutionnaire, pour laquelle
Cohen se verra attribue´ la me´daille Fields, permet, en partant d’un mode`le de
ZFC, de construire un mode`le plus large contenant un nouvel objet. Ce nouvel
objet, d’essence combinatoire, est obtenu a` partir d’un ordre partiel qui ap-
proxime l’objet a` construire. La technique du forcing se re´ve`le extreˆmement
riche et permet de re´soudre quasiment tout les proble`mes d’inde´cidabilite´
ouverts a` l’e´poque.
Dans les anne´es 70 deux axes de recherche se sont de´veloppe´s autour du
programme de Go¨del : les grands cardinaux et les axiomes de forcing. Les
axiomes de forcing sont apparus suite au de´veloppement des techniques de
forcing, notamment les techniques d’ite´ration. Ils re´pondent au crite`re de
maximalisation du programme de Go¨del dans le sens ou` si un objet combina-
toire de petit taille est obtenu par le forcing, alors il est de´ja` pre´sent dans le
mode`le de base. On peut alors interpre´ter un axiome de forcing comme une
fac¸on de saturer le mode`le par les forcings appartenant a` une certaine classe.
Le premier axiome de forcing, Martin Axiom (MA), a e´te´ pre´sente´ par
Martin et Solovay [17] en 1970 et concernait la classe des forcings dont les
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antichaines sont de´nombrables (ccc). Les travaux de Shelah [24] sur le forcing
propre ont permis par la suite d’e´largir la classe des forcings conside´re´s et
d’isoler l’axiome de forcing propre PFA, introduit au de´but des anne´es 80
par Baumgartner et Shelah [2]. Enfin en 1988 Foreman, Magidor, et Shelah
[6] formulent l’axiome Martin Maximum (MM), et prouvent qu’il est d’une
certaine manie`re l’axiome de forcing le plus fort que l’on puisse formuler.
Paralle`lement, les recherches sur les grands cardinaux permettent de de´gager
une hie´rarchie line´aire d’hypothe`ses, base´es sur l’existence de cardinaux ayant
des proprie´te´s fortes. Grossie`rement, un cardinal supercompact est fortement
compact, un fortement compact est mesurable, un mesurable est faiblement
compact, un faiblement compact est Mahlo et donc inaccessible. De plus la
hie´rarchie est stricte : pour deux hypothe`ses de grands cardinaux, en dessous
d’un cardinal satisfaisant l’une il existe une infinite´ de cardinaux satisfaisant
l’autre.
Les conse´quences induites par l’existence d’un grand cardinal sont bien
diffe´rentes de celles obtenues par un axiome de forcing : alors que les axiomes
de forcing PFA et MM donnent une valeur pre´cise au continu, CH ne peut
eˆtre re´solu en utilisant seulement les hypothe`ses de grands cardinaux, comme
l’on montre´ Levy et Solovay dans [19]. Cependant un pont est cre´e´ entre ces
deux axes de de´veloppement graˆce aux re´sultats d’e´quiconsistance. L’ide´e est
de comparer la force d’un axiome avec l’existence d’un grand cardinal : la
satisfaction d’un axiome implique l’existence d’un mode`le avec un certain
grand cardinal, et l’existence de ce grand cardinal implique l’existence d’un
mode`le de l’axiome conside´re´.
Alors que la consistance de MA ne ne´cessite pas d’hypothe`se de grands
cardinaux, les preuves de consistance de PFA et MM supposent quand a` elles
l’existence d’un cardinal supercompact. La re´ciproque a` ce the´ore`me devient
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alors un proble`me ce´le`bre de la the´orie des ensembles : a` partir d’un mode`le
de PFA ou meˆme de MM, peut-on obtenir un mode`le de ZFC avec un super-
compact ? Les travaux de Schimmerling [22] en 1992 permettent de fixer une
borne infe´rieure au proble`me. En effet Schimmerling de´montre que la consis-
tance de ZFC+ PFA implique la consistance de ZFC + il existe un cardinal
de Woodin. Un cardinal de Woodin est pre´ce´de´ d’un ensemble stationnaire
de cardinaux mesurable et est donc Mahlo. De plus un cardinal supercom-
pact est Woodin. Cependant il existe des cardinaux de Woodin qui ne sont
pas faiblement compact, ce qui laisse un fosse´ entre les bornes infe´rieures de
consistance et les bornes supe´rieures connues.
La conjecture de l’e´quiconsistance de PFA avec un supercompact reste
encore un proble`me ouvert a` l’heure actuelle. Ne´anmoins, la re´solution du
proble`me a pris re´cemment un nouveau tournant avec les travaux de Viale
et Weiß [27]. En 2010, dans son me´moire de the`se [29], Weiß introduit des
principes combinatoires ge´ne´ralisant des proprie´te´s d’arbres. Ces nouveaux
principes permettent de caracte´riser les grands cardinaux : ainsi un cardi-
nal κ inaccessible est supercompact si et seulement si ISP(κ) (ou de fac¸on
e´quivalent ITP(κ)) est vrai et de meˆme κ est fortement compact si et seule-
ment si SP(κ) (ou de fac¸on e´quivalent TP(κ)) est vrai. Viale et Weiß recon-
side`rent alors le proble`me d’e´quiconsistance de PFA en se focalisant sur les
me´thodes de forcing. Puisque que toutes les me´thodes actuelles permettant
de prouver la consistance de PFA reposent sur des ite´rations de forcing, la
question de la consistance est ainsi reformule´e : si on conside`re une ite´ration
de forcings qui force PFA dans un extension ge´ne´rique, quelle est l’hypothe`se
de grand cardinal ne´cessaire sur la longueur de l’ite´ration dans l’univers de
base ?
Baumgartner a prouve´ dans [2] que PFA implique la proprie´te´ d’arbre
(tree property) sur ω2, c’est a` dire que tout arbre de hauteur ω2 dont les
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niveaux sont de cardinal infe´rieur a` ω2 posse`dent une branche de longueur
ω2. Cette proprie´te´ est proche de la caracte´risation d’un cardinal faiblement
compact. En effet un cardinal κ est faiblement compact si et seulement si il
est inaccessible et la proprie´te´ d’arbre sur κ est vraie. De plus une ite´ration
de forcings qui force PFA collapse la longueur de l’ite´ration κ sur ω2. Ainsi
l’ide´e de Viale et Weiß est de re´cupe´rer des proprie´te´s d’arbres de l’extension
ge´ne´rique vers l’univers de base. En utilisant le principe ISP, ils prouvent
que si une ite´ration standard de forcings propre force PFA, alors il existe
un cardinal supercompact. Ce re´sultat re´pond partiellement au proble`me
d’e´quiconsistance de PFA avec un supercompact, dans le sens ou` toutes les
me´thodes connues a` l’heure actuelle pour prouver la consistance de PFA
ne´cessitent un cardinal supercompact.
En 2003, Moore [20] introduit un nouveau principe de re´flexion, MRP.
MRP de´coule de PFA. Ce principe va se re´ve´ler extreˆmement riche et facto-
riser de nombreuses conse´quences de PFA : au niveau de l’arithme´tique des
cardinaux, MRP fixe la valeur du continu en impliquant que 2ℵ0 = ℵ2 et
implique l’hypothe`se des cardinaux singulier SCH. MRP implique l’existence
d’une base a` 5 e´le´ments pour les ordres totaux non de´nombrables (Moore
[21]) ainsi que l’existence d’un bon ordre sur les re´els (en re´alite´ de P (ω1))
qui est ∆1-de´finissable (Caicedo -Velicˇkovic´ [3]). Enfin MRP peut eˆtre utilise´
comme une boite a` outil par des mathe´maticiens non spe´cialistes en tech-
nique du forcing. En effet la formulation de MRP est beaucoup plus simple
que celle de PFA car elle ne requiert pas la connaissance du forcing.
C’est dans ce contexte de recherche que nos re´sultats permettent de
mettre en lumie`re la relation entre MRP, les nouveaux principes d’arbres
ITP et ISP ainsi que les principes square introduits par Jensen et de´veloppe´s
par Schimmerling. Comme PFA implique a` la fois MRP et ISP (et donc ITP),
il est naturel de se demander si MRP est un axiome suffisamment fort pour
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impliquer ISP ou ITP. Le the´ore`me principal de cette the`se est le suivant :
The´ore`me. MRP+MA implique ITP(λ, ω2) pour tout cardinal λ ≥ ω2.
Graˆce aux travaux de Viale et Weiß, l’e´tude de ces relations se re´ve`le eˆtre
particulie`rement fructueuse car elle permet d’obtenir des nouveaux re´sultats
de consistance relative. Nous obtenons donc comme corollaire de ce the´ore`me
que toutes les me´thodes connues pour obtenir un mode`le de MRP + MA
ne´cessitent l’existence d’un cardinal supercompact. Ce re´sultat ge´ne´ralise
ainsi les travaux de Viale et Weiß sur la consistance de PFA en re´pondant
partiellement au proble`me d’e´quiconsistance de MRP+MA avec un cardinal
supercompact. Il permet aussi de justifier l’utilisation de MRP a` la place
de l’axiome de forcing PFA, MRP ne ne´cessitant pas la connaissance de la
technique du forcing.
Nous examinons de plus les relations entre MRP et les diffe´rentes va-
riantes des principes d’arbres. Nous donnons les de´monstrations des re´sultats
suivants :
– MRP seul n’implique pas TP(ω2, ω2) (Magidor).
– MRP +MA n’implique pas ISP(ω2, ω2) (Ko¨nig).
En adaptant notre technique nous renforc¸ons certains re´sultats non pu-
blie´s de Sharon [23] concernant square :
– MRP implique ¬(λ, ω) pour tout λ ≥ ω2.
– MRP +MA implique ¬(λ, ω1) pour tout λ ≥ ω2.
1
Cette the`se s’organise en trois chapitres. Dans le premier chapitre, nous
rappellerons les de´finitions des axiomes de forcings MA et PFA. Ces axiomes
suivent un sche´ma de construction particulier, qui est similaire a` la pro-
prie´te´ de Baire. Puisque l’e´quiconsistance d’un axiome est donne´e en terme de
1. Il s’ave`re que ce dernier re´sultat est une conse´quence du principe ITP.
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grands cardinaux, nous de´finirons succinctement la notion de cardinal forte-
ment compact et supercompact a` l’aide d’ultrafiltres. Enfin nous pre´senterons
les premiers re´sultats de consistance relative des axiomes de forcing, dus a`
Martin et Solovay [17] ainsi que Baumgartner et Shelah [2], a` savoir que la
consistance de MA ne ne´cessite pas de grands cardinaux et que l’existence
d’un cardinal supercompact implique la consistance de PFA. La pre´sentation
de ces re´sultats, inspire´e de celles de Abraham [1] et de Jech [10], permet de
donner une premie`re borne de consistance pour MRP +MA.
Dans le second chapitre, nous pre´senterons le principe de re´flexion MRP
introduit par Moore [20]. MRP de´coule de PFA, tout en factorisant un
nombre important de ses proprie´te´s. Nous pre´senterons l’influence de MRP
sur l’arithme´tique des cardinaux, notamment le fait que le continu vaut ℵ2
(Moore, [20]) ou encore SCH est satisfait (Viale, [26]). La de´monstration du
premier re´sultat utilise le principe υ qui de´finit un bon ordre sur P (ω1)/NS
de longueur ω2 et entraine la ne´gation de weak − ♦. La de´monstration de
SCH quant a` elle repose sur l’existence d’une matrice de recouvrement.
Le troisie`me chapitre est le chapitre central de cette the`se et est consacre´
aux relations entre MRP et les proprie´te´s d’arbres au sens large. Nous de´montrons
dans un premier temps que MRP implique la ne´gation d’une version faible de
square a` deux cardinaux, (λ, ω), pour tout cardinal λ ≥ ω2. En supposant
de plus MA nous e´largissons le re´sultat a` ω1 en de´montrant que MRP+MA
implique la ne´gation de (λ, ω1), pour tout cardinal λ ≥ ω2. Nous atti-
rons l’attention du lecteur sur le fait que ce dernier re´sultat pre´suppose que
MRP + MA implique que tout arbre de hauteur ω2 et de niveaux < ω2
posse`de une branche cofinale. Cette hypothe`se sera ve´rifie´e dans la seconde
partie du chapitre. Ne´anmoins les preuves sur square s’ave`rent plus simples
et illustrent parfaitement la de´monstration dans le cas ge´ne´ral ITP qui lui se
re´ve`le eˆtre tre`s technique. C’est pour cette raison que celles-ci sont pre´sente´es
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en de´but de chapitre, en guise d’introduction au re´sultat principal. Dans la
seconde partie nous commencerons par introduire les ge´ne´ralisations de prin-
cipes d’arbres ITP, ISP, TP, SP mis en e´vidence par Weiß [29] dans sa the`se.
Nous de´montrons alors la version ge´ne´rale de notre the´ore`me, a` savoir que
MRP + MA implique ITP(λ, ω1) pour tout λ ≥ ω2. Nous donnerons en-
suite la preuve d’un re´sultat non publie´ de Magidor, qui est que MRP est
consistent avec κ,ω1 . Par conse´quent MRP seul ne suffit pas pour de´montrer
le the´ore`me principal. Enfin nous discuterons de la relation entre MRP+MA
et une version plus forte de la proprie´te´ d’arbre, ISP.
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Introduction (English Version)
Modern Set Theory originates with Cantor’s work on cardinal arithmetic
in the late 19th century. In his research, Cantor was faced with question that
has remained of central importance in the field ever since : whether the cardi-
nality of the set of reals is the first uncountable cardinal. Cantor’s conjecture,
known as the Continuum Hypothesis (CH), states that 2ℵ0 = ℵ1.
Go¨del’s work on incompleteness, which he published in 1931, suggested
that there may not exist a definitive answer to Cantor’s question. Indeed,
Go¨del showed that any formal theory containing arithmetic cannot be com-
plete ; that is, there exist formulas that can neither be proved nor disproved
from the axioms of the theory. Moreover, his second incompleteness theorem,
whose impact on logic is equally important, states that any theory contai-
ning arithmetic cannot prove its own consistency. These results put an end
to Hilbert’s program, whose aim was to found the whole of Mathematics on
a complete theory that would prove its own consistency.
In 1947, Go¨del conjectured [9] that the Continuum Hypothesis is undeci-
dable in ZFC, the classical axiomatic system of Set Theory. He subsequently
proved the consistency of CH with ZFC [8] using the universe of construc-
tible sets L, which is in some sense a minimal model of ZFC. Go¨del then
conjectured that new axioms would be required for proving the consistency
of the failure of CH ; and that these new axioms would fulfill some maxima-
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lity property, in contrast with the minimality of L. The search for these new
axioms was later called Go¨del’s program.
The problem of the independence of CH was eventually solved by Cohen
in 1963 [4], in a paper that would win him the Fields Medal. Cohen’s ap-
proach relied on a revolutionary new technique called forcing, which he used
to build a model of ZFC where CH is not satisfied. Starting from a model of
ZFC, forcing can be applied to build a larger model containing a new object.
This technique turned out to be extremely fruitful and was subsequently used
to solve almost all undecidability problems open at the time.
In the 1970s, two lines of research began developing around Go¨del’s pro-
gram : large cardinals and forcing axioms. Forcing axioms emerged following
the development of new forcing techniques, especially iterated forcing. They
satisfy the maximization criteria of Go¨del’s program, in the sense that forcing
axioms imply that if an object of small combinatorial size can be obtained
by forcing, then that object was already present in the ground model. We
can thus interpret a forcing axiom as a way of saturating a model by forcings
belonging to a certain class.
The first forcing axiom was introduced by Martin and Solovay [17] in
1970. Martin’s Axiom (MA) applies to the class of forcings whose antichains
are countable (ccc). Shelah’s work [24] on proper forcing has allowed for this
class to be extended, and the Proper Forcing Axiom (PFA) was introduced
by Baumgartner and Shelah [2]. Finally in 1988 Foreman, Magidor, and She-
lah [6] introduced Martin’s Maximum (MM), and showed that it is in some
sense the strongest forcing axiom possible.
Meanwhile, research on large cardinals led to identifying a linear hie-
rarchy among certain cardinals with strong properties. Roughly speaking, a
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supercompact cardinal is strongly compact, a strongly compact cardinal is
measurable, a measurable cardinal is weakly compact, and a weakly compact
is Mahlo and therefore inaccessible. Furthermore this order is strict : for any
two types of large cardinals, below a cardinal satisfying the stronger type one
can find many cardinals belonging to the weaker type.
The implications of large cardinals assumptions on ZFC are very different
from those induced by a forcing axiom : while the forcing axioms PFA and
MM give a precise value to the continuum, CH cannot be decided by large
cardinal assumptions, as shown by Levy and Solovay [19]. However a bridge
can be created between these two techniques through equiconsistency results.
It is possible to compare the strength of a forcing axiom with that of a large
cardinal in the folowing sense : the consistency of a forcing axiom with ZFC
may imply the existence of a model with a certain large cardinal, and the
existence of some large cardinal may imply the existence of a model of ZFC
with a certain forcing axiom.
While the consistency of MA does not require any large cardinal assump-
tion, known proofs of the consistency of PFA and MM assume the existence
of a supercompact cardinal. Finding the weakest large cardinal assumption
necessary to prove the consistency of PFA and MM has become a famous
problem in Set Theory. The question can be summed up in the following
way : from a model of PFA or even MM, can we get a model of ZFC with
a supercompact cardinal ? In 1992 Schimmerling [22] found a lower bound
for this problem, by showing that the consistency of ZFC+PFA implies the
consistency of ZFC + existence of a Woodin cardinal. There is a stationary
set of measurable cardinals below a Woodin cardinal and thus a Woodin car-
dinal is Mahlo. Moreover a supercompact cardinal is Woodin. However, the
first Woodin cardinal is not even weakly compact. This leaves a gap between
the known lower and the upper bounds for the consistency of PFA.
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To this day, the conjecture of the equiconsistency of PFA with the exis-
tence of a supercompact cardinal remains open. However, progress on this
question has recently taken a new turn with Viale and Weiß work [27]. In
his PhD thesis in 2010 [29], Weiß introduced new combinatorial principles
that generalize traditional tree properties. These new principles can be used
to characterize large cardinals : an inaccessible cardinal κ is supercompact if
and only if ISP(κ) (or ITP(κ)) holds, and κ is strongly compact if and only if
SP(κ) (or TP(κ)) holds. Viale and Weiß were then led to recast the equicon-
sistency problem of PFA in the context of forcing iteration. Since all known
methods for proving the consistency of PFA are based on forcing iterations,
the equiconsistency problem can be reformulated in the following way : if we
consider a ”standard” forcing iteration that forces PFA in a generic exten-
sion, what large cardinal hypothesis is required on the length of the iteration
in the ground model ?
Baumgartner proved that PFA implies the tree property on ω2 [2], i.e.
every tree of height ω2 whose levels are of cardinal less than ω2 have a branch
of length ω2. This property is close to the characterization of a weakly com-
pact cardinal. Indeed, a cardinal κ is weakly compact if and only if it is an
inaccessible cardinal and the tree property on κ holds. Moreover standard
forcing iterations used to force PFA collapse the length of the iteration κ to
ω2. Thus the idea of Viale and Weiß is to bring down trees poperties from
the generic extension to the ground model. Using the ISP principle, they
show that if a proper standard forcing iteration forces PFA, then there is a
supercompact cardinal in the ground model. This result partially answers the
equiconsistency problem of PFA with a supercompact, in the sense that any
of the know methods for proving the consistency of PFA requieres at least a
supercompact cardinal.
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In 2003, Moore [20] introduced a new reflection principle, MRP. MRP
is a consequence of PFA. This principle has turned out to be very rich and
captures many properties of PFA : in cardinal arithmetics, MRP fixes the
value of the continuum (MRP implies that 2ℵ0 = ℵ2) and MRP also implies
the Singular Cardinal Hypothesis (SCH). MRP implies that the class of un-
countable linear orders has a five element basis (Moore [21]), and that there
is a well-order on the reals (actually P (ω1)) that is ∆1-definable (Caicedo
-Velicˇkovic´ [3]). MRP has the additional benefit of being usable by mathe-
maticians who are not familiar with forcing. Indeed the statement of MRP
may be more intuitive than PFA because it does not require prior knowledge
of forcing.
In this context, our result etablishes some relationships between MRP, the
tree properties ITP and ISP, and the square properties introduced by Jensen
and extended by Schimmerling. As PFA implies both MRP and ISP, it is a
natural question to ask whether MRP has the same consistency strength as
PFA, and whether MRP is strong enough to imply ITP or ISP on its own.
The main theorem of this thesis is the following :
The´ore`me. MRP+MA implies ITP(λ, ω2) for all cardinals λ ≥ ω2.
Thanks to the work of Viale and Weiß, studying these relationships is
particularly fruitful because it provides new consistency results. Thus, as a
corollary to our theorem, all known methods to prove MRP + MA require
the existence of a supercompact cardinal.
In addition, we study the relationship between MRP and some variants
of the generalized tree properties. We give the proof of the following results :
– MRP alone does not imply TP(ω2, ω2) (Magidor).
– MRP +MA does not imply ISP(ω2, ω2) (Ko¨nig).
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By adapting our technique we strengthen some unpublished results of
Sharon [23] on square :
– MRP implies the failure of (λ, ω) for all λ ≥ ω2.
– MRP +MA implies the failure of (λ, ω1) for all λ ≥ ω2.
2
The present thesis is divided into three chapters. In chapter one, we recall
the definitions of the forcing axioms MA and PFA. These axioms follow a
particular construction scheme, which is similar to Baire’s property. As the
equiconsistency strength of an axiom is given in terms of large cardinals, we
briefly define the notions of strongly compact and supercompact cardinals.
Finally we present the first results on the consistency strength of forcing
axioms due to Solovay and Martin [17] and Baumgartner and Shelah [2],
namely the consistency of MA does not require large cardinals, and the exis-
tence of a supercompact cardinal implies the consistency of PFA, following
the presentation of Abraham [1] and Jech [10]. These results provide a lower
bound for the consistency strength of MRP +MA.
In chapter two, we present the reflection principle MRP introduced by
Moore in [20]. MRP is a consequence of PFA, and captures some of its most
main combinatorial properties. In particular we will will survey the influence
of MRP on cardinal arithmetic, including the fact that the continuum is ℵ2
(Moore, [20]) and that SCH holds (Viale, [26]). The proof of the first re-
sult uses the υ principle which defines a well-order relation on P (ω1)/NS of
length ω2 and implies the failure of weak-♦. The proof of SCH relies on the
existence of a covering matrix.
The third chapter is the main chapter of this thesis and is dedicated to
the relationship between MRP and tree properties. First we show that MRP
implies the failure of the two cardinal version of square (λ, ω) for all λ ≥ ω2.
2. This last result can be obtained as a direct consequence of ITP.
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Assuming MA, we extend our result to ω1 and we show that MRP+MA im-
plies the failure of (λ, ω1) for all λ ≥ ω2. This last result requires the fact
that MRP+MA implies the tree property on ω2. The truth of this assumption
will be established as a corollary to ITP in the second part of the chapter.
However the proofs on square are easier to understand and give an nice intro-
duction to the more technical main result, which is why they are presented
as a first step. In the second part of the chapter, we define the generalized
tree properties ITP, ISP, TP and SP introduced by Weiß [29] in his PhD
thesis. We then show our main result that MRP + MA implies ITP(λ, ω1)
for all λ ≥ ω2. It appears that MRP alone is not enough for proving the
result, and we give a proof of an unpublished result of Magidor that MRP is
consistent with κ,ω. Finally we discuss the relationship between MRP and




Les notations utilise´es dans cette the`se sont standards et pour celles qui
ne seraient pas de´finies dans cette section, le lecteur peut se re´fe´rer aux ou-
vrages de Jech [10] ou Kunen [15].
En re`gle ge´ne´rale les lettres κ, λ de´signeront des cardinaux, et α, β, ξ
des ordinaux. Soit X un ensemble, |X| de´signe la cardinalite´ de X. P (X)
est l’ensemble des parties de X. Pour un cardinal κ, [X]κ ([X]<κ) est l’en-
semble des parties de cardinalite´ κ (infe´rieure a` κ) de X. C ⊆ [X]ω est
un club si pour toute famille de´nombrable (Xi)i<ω d’e´le´ments de C avec
Xi ⊆ Xi+1,
⋃
i<ωXi ∈ C (C est clos) et pour tout Y ∈ [X]
ω , il existe Z ∈ C
tel que Y ⊆ Z (C est cofinal). Il est bien connu que C est un club si et
seulement si il existe une fonction f : [X]<ω → X telle que C contient les
parties de´nombrables closes par f , c’est a` dire les ensembles Y ∈ [X]ω tels
que f([Y ]<ω) ⊆ Y . S ⊆ [X]ω est stationnaire si il rencontre tous les clubs de
[X]ω. Si α est un ordinal et X ⊆ α, il existe un ordinal appele´ type d’ordre de
X et note´ ot(X) tel que (ot(X), <) est isomorphe a` (X,<). Lim(X) de´signe
l’ensemble des ordinaux limites de X pour la topologie induite par la rela-
tion d’ordre sur α. Si κ est un cardinal, cof(κ) de´signe la cofinalite´ de κ.
Pour un cardinal re´gulier θ, nous noterons Hθ la structure (Hθ,∈, <) dont
le domaine est la collection des ensembles dont la cloˆture transitive est de
cardinalite´ infe´rieure a` θ et < est un bon ordre sur Hθ fixe´ de fac¸on arbitraire.
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Un forcing est de´finit comme un ensemble muni d’un ordre partiel ≤P
avec un plus grand e´le´ment 1P. Un e´le´ment p du forcing est appele´ condition.
Une condition q ≤ p est dite plus forte que p. Deux conditions p et q sont
incompatibles si il n’existe pas de conditions r ∈ P telle que r ≤ p et r ≤ q.
Un sous ensemble D ⊆ P est dense si pour tout condition p ∈ P, il existe
q ∈ D avec q ≤ p et A ⊆ P est une antichaine si pour tout p, q ∈ A avec
p 6= q, p et q sont incompatibles entre elles. Un filtre G ⊆ P est une collection
de conditions telles que si q ∈ G et q ≤ p alors p ∈ G et si p, q ∈ G, il
existe r ∈ G tel que r ≤ p, q. V de´signe le ground model. Un filtre G est
ge´ne´rique si il rencontre tous les ensembles denses de V et V [G] de´signera
l’extension ge´ne´rique obtenue. V P de´signe l’ensemble des P-termes. Si σ˙ est un
P-termes, on notera σG ∈ V [G] l’e´valuation de σ˙ avec le filtre ge´ne´rique G et
nous noterons σ pour de´signer cette e´valuation lorsque le filtre ge´ne´rique est
e´vident. Le symbole P de´signe la relation de forcing de´finit dans V et nous
rappelons que p P φ(σ˙0, ..., σ˙n) si et seulement si pour tout filtre ge´ne´rique
G tel que p ∈ G, V [G] satisfait la formule φ(σ0, .., σn). On notera P φ pour
1P  φ. Les forcings conside´re´s seront se´paratifs, et donc si p, q ∈ P, p ≤ q
si et seulement si p  q ∈ G˙ avec G˙ le P-terme pour le filtre ge´ne´rique. Si P
est un forcing et Q˙ un P-terme pour un forcing, l’ite´ration P ∗ Q˙ de´signe le
forcing dont les conditions sont de la forme (p, q˙) avec p une condition de P
et p  q˙ est une condition de Q˙. De plus (p0, q˙0) ≤ (p1, q˙1) si et seulement si
p0 ≤ p1 et p0  q˙0 ≤ q˙1. Si Q˙ est un forcing Q de V , on utilisera la notation
P×Q pour de´signer le produit. Un syste`me d’ite´ration de forcings a` support
fini (ou de´nombrable) est une famille ((Pα)α≤κ, (Q˙)α<κ) telle que pour tout
α ≤ κ Pα est un forcing, pour tout α < κ Q˙α est un Pα-terme pour un
forcing, P0 = {1}, si α = β + 1 alors Pα = Pβ ∗ Q˙β et si α est limite alors
Pα = {p ∈
∏
β<α Q˙β : le support de p est fini (de´nombrable)}. Le support
d’une condition p = (q˙β)β<α, note´ supt(p), de´signe {β < α : 1 1Pβ q˙β = 1Qβ}.
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Chapitre 1
Les axiomes de forcing
Dans ce chapitre nous introduirons les axiomes de forcings MA et PFA.
Nous donnerons la de´finition des cardinaux fortement compact et supercom-
pact. Puis nous pre´senterons les preuves de consistance relative de MA et
PFA.
1.1 Forcings ccc, σ-clos et propres
En pratique, les techniques de forcings les plus couramment utilise´es
pre´servent le premier cardinal non de´nombrable ℵ1. Lors de la de´couverte
du forcing par Cohen, deux classes de forcings re´pondant a` ces crite`res ont
e´te´ isole´es : les forcings ccc (countable chain condition ou condition de chaine
de´nombrable) et les forcings σ-clos.
De´finition 1.1.1. Soit κ un cardinal re´gulier. Un forcing P est κ-cc si toute
antichaine de P est de cardinalite´ < κ. P est ccc si il est ℵ1-cc.
De´finition 1.1.2. Un forcing P est σ-clos si pour toute suite de´croissante
(pi)i<ω de conditions dans P, il existe p ∈ P tel que pour tout i ∈ ω, p ≤ pi.
Les propositions suivantes assurent que ces deux classes de forcings pre´servent
ℵ1 :
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Proposition 1.1.1. Soit P un forcing.
– si P est κ-cc, alors P pre´serve les cardinaux ≥ κ.
– si P est σ-clos, alors toute fonction f ∈ V [G] de ω dans V est dans V .
Dans [24], Shelah introduit une nouvelle classe de forcings : les forcings
propres. Cette notion se re´ve`le eˆtre extreˆmement riche et ge´ne´ralise la classe
des forcings ccc et σ-clos. Les forcings propres pre´servent ℵ1 et sont stables
par ite´ration a` support de´nombrable.
De´finition 1.1.3. Soit P un forcing etM un sous mode`le e´le´mentaire de´nombrable
de Hθ. Une condition p est (M,P)-ge´ne´rique si pour tout sous ensemble dense
D ∈M et pour tout q ≤ p il existe d ∈ D∩M tel que q et d soient compatibles.
De´finition 1.1.4. Soit P un forcing. P est propre si pour tout θ > 2|P|, il
existe un club C de sous mode`les e´le´mentaires de´nombrables de Hθ tel que
∀M ∈ C, ∀p ∈M , ∃q ≤ p tel que q est (M,P)-ge´ne´rique
Le the´ore`me suivant, du a` Shelah [24], montre que les forcings propres
pre´servent ℵ1.
The´ore`me 1.1.1 (Shelah [24]). P est propre si et seulement si tout sous
ensemble stationnaire S de [X]ω avec X ∈ V reste stationnaire dans V [G]
quelque soit le filtre ge´ne´rique G sur P.
Ainsi un forcing a` la fois propre et ℵ2-cc pre´serve les cardinaux dans
toutes les extensions ge´ne´riques.
1.2 Axiomes de forcings
Les axiomes de forcings sont des axiomes de la forme FA(C, < κ), avec
C une classe de forcings satisfaisant une meˆme proprie´te´ et κ un cardinal.
FA(C, < κ) est la formule suivante :
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Soit P un forcing dans la classe C et D une famille de sous en-
sembles denses de P telle que |D| < κ . Alors il existe un filtre G
sur P tel que pour tout D ∈ D, G ∩D 6= ∅.
On peut interpre´ter un axiome de forcing comme une fac¸on de saturer l’uni-
vers avec une classe de forcing, dans le sens ou` si l’on prend une famille de
parties denses de petite taille pour un forcing de la classe conside´re´e, alors il
existe de´ja` un filtre ge´ne´rique pour cette famille.
Les axiomes de forcings conside´re´s dans cette the`se sont l’axiome de for-
cing propre PFA (Proper Forcing Axiom) et l’axiome de Martin MA (Mar-
tin Axiom). Dans ce qui suit CCC de´signe la classe des forcings ccc et
PROPRES la classes des forcings propres.
De´finition 1.2.1 (MA). MA est l’axiome de forcing FA(CCC, < 2ℵ0). MAκ
est l’axiome de forcing FA(CCC, < κ+).
De´finition 1.2.2 (PFA). PFA est l’axiome de forcing FA(PROPRES, < ℵ2).
Nous pouvons noter que MA est trivialement vrai a` partir du moment ou`
CH est satisfait. MA n’est donc conside´re´ en tant qu’axiome que lorsque que
2ℵ0 > ℵ1.
1.3 Grands cardinaux
Nous rappelons les notions de cardinaux fortement compact et supercom-
pact. Pour plus de de´tails sur les grands cardinaux, nous recommandons au
lecteur de consulter le livre de Kanamori The Higher Infinite [13].
De´finition 1.3.1. Soit S un ensemble. F ⊆ P (S) est un filtre sur S si :
1. pour tout X, Y ∈ F , X ∩ Y ∈ F .
2. pour tout X, Y ∈ F , si X ⊆ Y et X ∈ F , alors Y ∈ F .
3. ∅ /∈ F .
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De plus un filtre F est non-principal si pour tout x ∈ S, {x} /∈ F . Tous
les filtres conside´re´s dans cette section sont non-principaux.
De´finition 1.3.2. Soit κ un cardinal. Un filtre F est κ-complet si pour toute
famille (Xα)α<λ d’ensembles de F avec λ < κ,
⋂
α<λXα ∈ F .
De´finition 1.3.3. Un filtre U sur S est un ultrafiltre si pour tout X ⊆ S,
X ∈ U ou S \X ∈ U .
De´finition 1.3.4. Un cardinal non de´nombrable κ est fortement compact si
pour tout ensemble S, tout filtre κ-complet sur S se prolonge en un ultrafiltre
κ-complet.
Un filtre F sur un ensemble de partie [A]κ est un bon filtre (nice filter) si il
contient le filtre forme´ des ensembles P˜ = {Q ∈ [A]κ : P ⊆ Q} avec P ∈ [A]κ.
De plus un filtre F sur [A]κ est normal si pour toute fonction f : [A]κ → A
telle que f est une fonction de choix (c-a-d f(P ) ∈ P pour tout P ∈ [A]κ), il
existe un e´le´ment du filtre sur lequel f est constante.
De´finition 1.3.5. Un cardinal non de´nombrable κ est supercompact si pour
tout A tel que |A| ≥ κ, il existe un bon ultrafiltre κ-complet et normal sur
[A]κ.
1.4 Premiers re´sultats de consistance relative
De fac¸on basique, l’ide´e est de mesurer la force d’un axiome en utilisant
une e´chelle de comparaison. Une e´chelle convenable est celle des grands car-
dinaux. En effet leur hie´rarchie est bien cloisonne´e, dans le sens ou` il est
impossible de de´montrer l’existence d’un cardinal ”fort” a` partir d’un cardi-
nal ”plus faible”. On rame`ne alors la supposition d’un mode`le de la the´orie
des ensembles dans lequel l’axiome est satisfait a` celle d’un mode`le de ZFC
dans lequel il existe un certain type de grand cardinal.
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Nous exposerons dans cette section deux re´sultats importants de consis-
tance relative des axiomes de forcing. Le premier stipule que la consistance de
MA ne requiert pas d’hypothe`se sur les grands cardinaux. Le second re´sultat
nous donne comme borne supe´rieure pour la consistance de PFA l’existence
d’un supercompact. Puisque PFA entraine le principe MRP, ce re´sultat s’ap-
plique a` MRP +MA.
Notons que, malgre´ le fait que la force de consistance de MA peut eˆtre
conside´re´e comme nulle, aucune me´thode ne permet a` l’heure actuelle de
prouver que la consistance de MRP +MA est e´quivalente a` celle de MRP.
1.4.1 Cons(ZFC)→ Cons(ZFC +MA+ ¬CH)
La consistance de l’axiome de forcing MA + ¬CH se montre en utili-
sant une ite´ration a` support fini de forcings ccc. L’ide´e est de cre´er un filtre
ge´ne´rique pour chacun des forcings ccc en proce´dant par ite´ration. Les ordres
partiels ccc nouvellement cre´e´s dans les extensions ge´ne´riques seront rattrape´s
et traite´s dans les e´tapes suivantes. Une fonction de trac¸age permet ainsi de
s’assurer que tous les forcings ccc ont e´te´ parcourus lors de la construction.
Dans le cas de Martin Axiom, cette me´thode ne requiert pas l’existence d’un
grand cardinal. En effet, une remarque sur l’axiome nous permet de borner
le cardinal des ordres partiels conside´re´s. Dans ce qui suit CCC de´signe la
classe des forcings ccc et CCCκ la classe des forcings de cardinalite´ infe´rieure
a` κ.
Lemme 1.4.1. FA(CCC, κ) est e´quivalent a` FA(CCCκ, κ).
De´monstration. Trivialement FA(CCC, κ) implique FA(CCCκ, κ).
Montrons l’implication inverse. Supposons que FA(CCCκ,κ) soit satisfait
et soit P = (P,≤,1) un forcing ccc ainsi que D = (Dα)α<λ une famille
de sous ensembles denses de P de cardinalite´ λ < κ. Par le the´ore`me de
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Lowenheim-Skolem nous pouvons conside´rer (Q,≤, (Dα)α<λ) un sous mode`le
e´le´mentaire de cardinal λ de la structure (P,≤, (Dα)α<λ). Par e´le´mentarite´
la famille D′ = (Dα ∩ Q)α<λ est une famille de sous ensembles denses pour
le forcing ccc Q = (Q,≤,1). Donc il existe un filtre G ge´ne´rique pour cette
famille. Ainsi le filtre
H = {p ∈ P : ∃q ∈ G q ≤ p}
est un filtre sur P ge´ne´rique pour la famille (Dα)α<λ.
Le lemme suivant nous donne une proprie´te´ utile sur les forcings ccc.
Lemme 1.4.2. Soit P un forcing κ− cc et D˙ un P-terme tel que
 D˙ ⊆ κ et |D˙| < κ
Alors il existe γ < κ tel que
 D˙ ⊆ γ
De´monstration. Conside´rons
E = {α : ∃p tel que p  α = sup D}
Pour chaque α ∈ E, prenons une condition pα qui te´moigne de l’appartenance
de α a` E. L’ensemble {pα : α ∈ E} forme une antichaine de P, donc |E| < κ.
Ainsi il existe γ < κ tel que E ⊆ γ et on en de´duit que  D˙ ⊆ γ.
Lemme 1.4.3. Soit P un forcing κ-cc et Q˙ un P-terme pour un forcing tel
que
 Q˙ est κ− cc
Alors P ∗ Q˙ est κ− cc.
De´monstration. Raisonnons par l’absurde et supposons qu’il existe une an-
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tichaine (pi, q˙i)i<κ dans P ∗ Q˙ de cardinal κ. Soit σ˙ le P-terme tel que
 σ˙ = {i ∈ κ : pi ∈ G˙}
Si G est un filtre ge´ne´rique, {qi : i ∈ σ} forme une antichaine dans Q et
puisque Q est κ-cc, |σ| < κ. Ainsi  |σ˙| < κ. D’apre`s le lemme 1.4.2, il existe
γ < κ tel que  σ˙ ⊆ γ. Mais pγ  γ ∈ σ˙, ce qui est contradictoire.
The´ore`me 1.4.1. Soit (Pξ, Q˙ξ)ξ<λ un syste`me d’ite´ration de forcings a` sup-
port fini telle que pour tout ξ < λ,
Pξ Q˙ξ est κ− cc
Alors pour tout ξ ≤ λ, Pξ est κ-cc.
De´monstration. La preuve se fait par induction sur ξ.
– P0 = {1} donc la proprie´te´ est triviale pour ξ = 0.
– Si ξ est un ordinal successeur η + 1, alors Pξ = Pη ∗ Q˙η et d’apre`s le
Lemme 1.4.3, Pξ est κ-cc.
– Si ξ est limite, Pξ est l’ensemble des suites a` support fini dans
∏
η<ξ Q˙η.
Supposons pour obtenir une contradiction qu’il existe une antichaine
(pi)i<κ dans Pξ de cardinal κ. Puisque les supports des conditions sont
finis, on peut conside´rer que la famille (supt(pi))i<κ forme un ∆-syste`me
de racine r ⊆ γ, c’est-a`-dire que pour tout i, j < κ, i 6= j, supt(pi) ∩
supt(pj) = r. Mais {pi ↾ γ : i < κ} forme alors une antichaine de
cardinal κ dans Pγ, ce qui contredit l’hypothe`se d’induction.
The´ore`me 1.4.2 (Martin, Solovay [19]). Supposons que κ soit un cardinal
re´gulier tel que 2<κ = κ. Alors il existe un forcing P tel que P MA+2ℵ0 = κ.
De´monstration. Choisissons une fonction surjective f : κ→ κ× κ telle que
∀ξ, θ, η ∈ κ f(ξ) = (θ, η)→ θ < ξ
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Une telle fonction nous servira de fonction de trac¸age. On peut facilement en
obtenir une a` partir d’une bijection g : κ→ κ×κ×κ en posant f(ξ) = (θ, η)
si g(ξ) = (γ, θ, η) avec θ < ξ et (0, 0) sinon.
Nous allons construire par induction un syste`me d’ite´ration de forcings
(Pξ, Q˙ξ)ξ<κ et une suite de cardinaux (λξ)ξ<κ tels que pour tout ξ < κ :
1. Pξ Q˙ξ est un forcing ccc de domaine λξ × λξ.
2. λξ < κ.
D’apre`s la condition 1. et en utilisant le The´ore`me 1.4.1, chacun des forcings
Pξ sera ccc. De plus la condition 2. nous assurera que le cardinal de chaque
forcing Pξ est strictement infe´rieur a` κ et donc le forcing Pκ sera de cardinal
infe´rieur ou e´gal a` κ.
Nous rappelons qu’un P-terme σ˙ pour un sous ensemble du terme τ˙ est
un bon terme si il s’e´crit sous la forme
⋃
{{x˙} × Ax˙ : x˙ ∈ dom(τ˙)}
avec Ax˙ une antichaine de P pour chaque x˙ ∈ dom(τ˙).
Ainsi si σ est un terme pour un sous ensemble de τ , alors il existe un bon
terme µ tel que
 σ˙ = µ˙
L’ide´e de la construction est d’e´nume´rer, a` chaque e´tape ξ de l’induction,
la liste des bons Pξ-termes pour les nouveaux forcings ccc produits par le
forcing Pξ. Puisque le forcing est ccc, l’ensemble des antichaines de Pξ est de
cardinal au plus (κω) et l’ensemble des bons termes pour un forcing ccc sur
λ× λ (λ < κ fixe´) est de cardinal au plus (κω)λ = κ. Ainsi a` chaque e´tape ξ
on peut fixer une e´nume´ration (Q˙ξ,η)η<κ des bons termes pour les forcings Q˙
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tels que
 Q˙ est un forcing ccc sur λ× λ
avec λ < κ.
On conside`re la valeur (θ, η) de la fonction de trac¸age f en ξ. Puisque
θ < ξ, Q˙θ,η peut eˆtre vu comme un Pξ-terme. Cependant la proprie´te´ d’eˆtre
ccc a pu eˆtre de´truite par le forcing Pξ en rajoutant une antichaine non
de´nombrable. On conside`re donc un Pξ-terme Q˙ tel que
 Q˙ est ccc et si Q˙θ,η est ccc alors Q˙θ,η = Q˙
On pose Q˙ξ = Q˙ et λξ le cardinal sur lequel est de´finit le forcing Q˙θ,η.
Soit Pκ le forcing obtenu a` partir du syste`me d’ite´ration et G un filtre
ge´ne´rique. Nous allons montrer que MAλ est satisfait dans V [G] pour tout
λ < κ. Prenons dans V [G] un forcing ccc Q de cardinalite´ λ et une famille
D de sous ensembles denses de cardinalite´ λ. Alors il existe θ < κ tel que
Q, D ∈ V [Gθ] avec Gθ le filtre ge´ne´rique induit sur Pθ par G. Donc il existe
η < κ tels que Q = Qθ,η. Soit ξ > θ tel que f(ξ) = (θ, η). Alors V [Gξ+1]
contient un filtre ge´ne´rique pour Qξ = Qθ,η = Q. Puisque D ∈ V [Gξ], Gξ+1
qui est un filtre dans V [G] est ge´ne´rique pour la famille D.
Puisque dans V [G], MAλ est satisfait pour tout λ < κ, on a que 2
ω ≥ κ
dans V [G]. Un argument de comptage sur les bons termes de ω nous donne
l’ine´galite´ inverse.
1.4.2 Cons(ZFC + ∃κ supercompact )→ Cons(PFA)
De meˆme que pour la de´monstration de la consistance de MA, l’ide´e
principale est d’utiliser une ite´ration de forcings propres. Cependant, afin de
s’assurer d’avoir traite´ tous les forcings conside´re´s, une proprie´te´ sur les cardi-
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naux supercompacts sera utilise´e. Dans un premier temps nous pre´senterons
le re´sultat que l’ite´ration de forcings propres a` support de´nombrable est
propre, puis nous pre´senterons la preuve de la consistance de PFA a` l’aide
d’un cardinal supercompact.
Lemme 1.4.4. Soit P un forcing propre et Q˙ un P-terme pour un forcing
propre. Si p est une condition (M,P)-ge´ne´rique et q˙ un P-terme pour une
condition de Q˙ telle que
p  q˙ est (M [G],P)-ge´ne´rique
alors (p, q˙) est (M,P ∗ Q˙)-ge´ne´rique.
Remarque 1.4.1. Nous pouvons remarquer qu’une condition p est (M,P)-
ge´ne´rique si et seulement si p  M ∩ G˙ est M -ge´ne´rique. En utilisant cette
caracte´risation le lemme pre´ce´dent devient alors e´vident.
Lemme 1.4.5. Soit P un forcing propre et Q˙ un P-terme pour un forcing
propre. Soit θ un cardinal re´gulier suffisamment grand et M ≺ Hθ un sous
mode`le e´le´mentaire de´nombrable tel que P ∗ Q˙ ∈M . Enfin soit p0 une condi-
tion (M,P)-ge´ne´rique et r˙ un P-terme pour une condition de P ∗ Q˙ tels que :
p0  r˙ = (r˙0, r˙1) ∈M et r˙0 ∈ G˙0
ou` G˙0 de´signe le P-terme pour le filtre ge´ne´rique sur P.
Alors il existe une condition p de P ∗ Q˙, (M,P ∗ Q˙)-ge´ne´rique, telle que p
prolonge p0 (c’est a` dire p = (p0, p˙1) avec p˙1 un P-terme pour une condition
de Q˙) et telle que
p  r˙ ∈ G˙
ou` G˙ de´signe le P ∗ Q˙-terme pour le filtre ge´ne´rique sur P ∗ Q˙.
De´monstration. Pour de´terminer p˙1, prenons un filtre ge´ne´rique G sur P
contenant p0. Puisque r˙ est dansM , r1 est dansM [G]. Puisque Q est propre,
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il existe une condition p1 de Q en dessous de r1 qui est (M [G],Q)-ge´ne´rique.
Soit p˙1 un P-terme de´signant cette condition. p0 est (M,P)-ge´ne´rique et p0 
p˙1 est (M [G], Q˙)-ge´ne´rique donc (p0, p˙1) est (M,P ∗ Q˙)-ge´ne´rique. De plus
p0  r˙0 ∈ G0 et p0  p˙1 ≤ r˙1 donc (p0, p˙1)  r˙ ∈ G.
Lemme 1.4.6. Soit (Pξ, Q˙ξ)ξ<λ un syste`me d’ite´ration de forcings propres
a` support de´nombrable. Soit θ un cardinal re´gulier suffisamment grand et
M ≺ Hθ un sous mode`le e´le´mentaire de´nombrable tel que Pλ ∈ M . Fixons
un ordinal γ ∈ M ∩ λ. Enfin soit p0 une condition (M,Pγ)- ge´ne´rique et r˙
un P-terme pour une condition de Pλ tels que :
p0 Pγ r˙ ∈M et r˙ ↾ γ ∈ G˙γ
ou` G˙γ de´signe le Pγ-terme pour le filtre ge´ne´rique sur Pγ.
Alors il existe une condition p de Pλ, (M,Pλ)-ge´ne´rique, telle que p pro-
longe p0 (c’est a` dire p = p0 ↾ γ) et
p Pλ r˙ ∈ G˙λ
Le lemme se de´montre par re´currence sur λ.
Si λ = α + 1 est successeur, on distingue deux sous cas : si γ + 1 = λ, le
lemme est de´montre´ graˆce au lemme 1.4.5. Si γ + 1 < λ, on peut se ramener
au sous -cas pre´ce´dent graˆce a` l’hypothe`se de re´currence.
Si λ est limite, λ∩M n’a pas de plus grand e´le´ment. Soit (γi)i∈ω une suite
croissante cofinale dans λ ∩M avec γ0 = γ. Soit (Di)i<ω une e´nume´ration
des denses de M . Nous allons construire par re´currence une suite (pn)n∈ω de
conditions telles que
– pn ∈ Pγn est (M,Pγn) ge´ne´rique
– pn ↾ γn−1 = pn−1
Pour chaque pn, nous allons construire de plus un Pγn - terme r˙n tel que pn
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force que :
1. r˙n ∈ Pλ ∩M
2. r˙n ≤ r˙n−1
3. r˙n ∈ Dn−1
4. r˙n ↾ γn ∈ G˙γn
L’induction se prouve de la fac¸on suivante : Supposons pn et r˙n construits.
Nous allons dans un premier temps de´terminer r˙n+1 puis pn+1.
Soit G un filtre ge´ne´rique sur Pγn tel que pn ∈ G. Conside´rons l’ensemble
D′n = {d ↾ γn : d ∈ Dn et d ≤ rn}. D
′
n ∈ M est dense en dessous de
rn ↾ γn ∈ G et pn est (M,Pγn)-ge´ne´rique, donc D
′
n ∩ G ∩M 6= ∅ et il existe
une condition rn+1 ∈ Dn ∩M , rn+1 ≤ rn telle que rn+1 ↾ γn ∈ G. Soit r˙n+1
un Pγn+1-terme pour une telle condition.
En utilisant l’hypothe`se de re´currence sur λ et en prenant les parame`tres
γn+1 pour λ et γn pour γ, il existe une condition pn+1 (M,Pγn+1)- ge´ne´rique
telle que pn+1 prolonge pn (et force par conse´quent les proprie´te´s (1)-(3) de
r˙n) et telle que
pn+1  r˙n+1 ↾ γn+1 ∈ G˙γn+1
(proprie´te´ 4).
Supposons les suite construites. On pose p =
⋃
pn. Il suffit de de´montrer
que pour tout entier n, p  r˙n ∈ G˙λ, ceci entrainant alors que p  r˙ ∈ G˙λ
et que p est (M,Pγ)-ge´ne´rique. Soit Gλ un filtre ge´ne´rique tel que p ∈ Gλ.
Puisque p prolonge pn, rn ↾ γn ∈ Gλ. Or si k ≥ n, rk ≤ rn et donc rn ↾ γk ∈
Gλ. En posant γ = sup(γn)n∈ω, on en conclue que rn ↾ γ ∈ Gλ, mais puisque
rn ∈M , supt(rn) ⊆ γ et rn ↾ γ = rn ∈ G.
The´ore`me 1.4.3 (Shelah [24]). Soit (Pξ, Q˙ξ)ξ<λ un syste`me d’ite´ration de
forcings a` support de´nombrable tel que pour tout ξ < λ,
Pξ Q˙ξ est propre
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Alors pour tout ξ ≤ λ Pξ est propre.
De´monstration. Soit θ suffisamment grand et M ≺ Hθ un sous mode`le
e´le´mentaire de´nombrable. Soit r une condition de Pξ dansMξ. En appliquant
le lemme pre´ce´dent avec γ = 0, il existe une condition p (M,Pξ)-ge´ne´rique
telle que p  r ∈ G, et donc p ≤ r.
The´ore`me 1.4.4 (Laver [16]). Soit κ un cardinal supercompact. Il existe une
fonction f : κ → Vκ telle que pour tout ensemble x et pour tout λ ≥ κ avec
λ ≥ |tc(x)|, il existe un plongement e´le´mentaire j : V →M de point critique
κ tel que j(κ) > λ, Mλ ⊆M et j(f)(κ) = x.
The´ore`me 1.4.5 (Baumgartner, Shelah [2]). Cons(ZFC+∃κ) supercompact
→ Cons(PFA)
De´monstration. La preuve est quelque peu similaire a` celle de la consistance
de MA. On effectue une ite´ration a` support de´nombrable de forcings propres
de longueur κ avec κ un cardinal supercompact. La fonction de Laver nous
sert comme fonction de trac¸age dans la construction de l’ite´ration et permet
de traiter tout les forcings propres. Chacune des notions de forcing est de
cardinal infe´rieur a` κ, ce qui nous assure que le forcing final est propre et
κ-cc. Ainsi le forcing pre´serve les cardinaux au dessus de κ ainsi que ℵ1, les
cardinaux compris entre ℵ1 et κ e´tant collapse´s a` ℵ1. κ devient donc ℵ2. De
plus le mode`le satisfait 2ℵ0 = ℵ2.
Concre`tement l’ite´ration se construit de la fac¸on suivante : Soit κ un
cardinal supercompact et f : κ → Vκ une fonction de Laver. Pour chaque
ξ < κ, on pose :
– Q˙ξ = Q˙ si f(ξ) = (Q˙, D˙) avec Q˙ un Pξ-terme pour un forcing propre et
D˙ un Pξ-terme pour une famille indexe´e par γ < κ d’ensembles denses
de Q˙.
– Q˙ξ = {1} sinon.
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Lemme 1.4.7. Dans V [G] soit D = (Dα)α<γ une famille d’ensembles denses
indexe´e par γ < κ et P un forcing propre. Alors il existe un filtre D-ge´ne´rique.
De´monstration. Le lemme 1.4.7 permet de conclure que V [G] satisfait PFA
car celui-ci implique que dans V [G], ℵ2 = κ.
De´montrons donc le lemme. Soit P˙ et D˙ des Pκ termes pour P et D. De
plus soit λ suffisamment large tel que λ > 22
|P |
et supposons sans perdre
de ge´ne´ralite´ que P ⊆ λ. Puisque f est une fonction de Laver, il existe un
plongement e´le´mentaire j : V → M de point critique κ tel que j(κ) > λ,
Mλ ⊆M et j(f)(κ) = (P˙, D˙).
P est un forcing propre, donc il existe un club C de sous mode`les e´le´mentaires
de Hθ qui te´moigne de cette proprie´te´, avec θ < λ. Or M
λ ⊆ M et Pκ est
κ-cc, on en de´duit que M [G]λ ⊆M [G] et C est un club dans M [G]. Ainsi P
est propre dans M [G].
Par e´le´mentarite´, j(Pκ) est une ite´ration de forcing de longueur j(κ)
utilisant la fonction de trac¸age j(f). Puisque κ est le point critique de j,
j(Pκ) ↾ κ = Pκ. De plus j(f)(κ) = (P˙, D˙) avec P propre dans M [G], donc
j(Q˙)κ = P et j(Pκ) peut s’e´crire sous la forme Pκ ∗ P˙ ∗ Z˙ ou` Z˙ est le reste de
l’ite´ration.
Soit H ∗K un filtre ge´ne´rique dans V [G] pour P∗Z˙. Il est alors possible de
prolonger j : V →M en un plongement e´le´mentaire j˜ : V [G]→M [G∗H ∗K]
en posant j˜(x) = j(x˙)G∗H∗K avec x˙ un Pκ terme pour x. H est ge´ne´rique
dans V [G] et rencontre donc tous les ensembles denses de D. Cependant
j[H] = {j(h) : h ∈ H} est un sous ensemble de λ et j ↾ λ ∈ M , donc j[H]
est dans M [G ∗H ∗K] et on a ainsi que M [G ∗H ∗K]  ”il existe un filtre
j˜(D)-ge´ne´rique sur j˜(P)”. Par e´le´mentarite´ de j˜, on en de´duit que dans V [G]
il existe un filtre D-ge´ne´rique sur P.
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Chapitre 2
Le principe de re´flexion MRP
2.1 Introduction
Le principe de re´flexion des stationnaires RP est une des proprie´te´s com-
binatoires les plus importantes sous l’hypothe`se de l’axiome de forcing MM.
Celui-ci s’e´nonce de la fac¸on suivante :
Pour tout ensemble stationnaire S ⊆ [X]ω, il existe A ∈ [X]ω1 tel que
S ∩ [A]ω est stationnaire.
Ce principe permet de de´montrer les principales proprie´te´s connues de
l’arithme´tique des cardinaux sous MM comme l’hypothe`se des cardinaux
singuliers SCH ou encore que λω = λ pour tout cardinal re´gulier λ ≥ ℵ2. Ce-
pendant PFA n’entraine pas ce principe de re´flexion. Au contraire ce principe
agit comme une pierre angulaire entre ces deux axiomes de forcing : toutes les
applications connues de MM qui ne de´coulent pas de PFA sont conse´quences
d’une forme de re´flexion.
En 2003, Moore [20] met en e´vidence un nouveau principe de re´flexion : le
principe de re´flexion des applications MRP (Mapping Reflection Principle).
Contrairement a` RP, PFA entraine MRP. De plus MRP conserve certaines
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proprie´te´s de RP sur l’arithme´tique des cardinaux. Ainsi Moore [20] montre
que MRP entraine que 2ℵ0 = ℵ2 et Viale [26] montre que MRP implique
SCH, lui permettant ainsi de re´soudre la conjecture a` ce proble`me avec PFA.
De plus il s’est ave´re´ par la suite que MRP factorise d’autres conse´quences
de PFA, comme l’existence d’un bon ordre sur les re´els (en re´alite´ sur P (ω1))
qui est ∆1-de´finissable sur H(ω2) (Caicedo -Velicˇkovic´ [3]) ou encore l’exis-
tence d’une base a` 5 e´le´ments pour les ordres totaux (Moore [21]). MRP peut
donc servir comme un important outil de de´monstration, dont l’utilisation
par rapport a` PFA est simplifie´e car elle ne pre´suppose pas la connaissance
du forcing.
Dans ce chapitre nous pre´senterons certaines des proprie´te´s fondamentales
de MRP, a` savoir :
The´ore`me (Moore [21]). PFA implique MRP.
The´ore`me (Moore [21]). MRP implique que 2ℵ0 = 2ℵ1 = ℵ2.
The´ore`me (Moore [21]). MRP implique la ne´gation de (κ) pour tout κ ≥
ω2.
The´ore`me (Viale [26]). MRP implique SCH.
2.2 Enonce´ du principe MRP
2.2.1 Quelques de´finitions pre´liminaires
Nous allons dans un premier temps introduire certaine notions ne´cessaires
a` la de´finition du principe MRP.
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De´finition 2.2.1 (Topologie de Ellentuck). Soit N ∈ [X]ω et x ⊂ N , x fini.
On de´finit [x,N ] = {Z ∈ [X]ω : x ⊂ Z ⊆ N}. La topologie de Ellentuck est
la topologie engendre´e par les ouverts e´le´mentaires de la forme [x,N ].
De´finition 2.2.2. Soit θ un cardinal re´gulier, X un sous ensemble non
de´nombrable tel que [X]ω ∈ Hθ et M ≺ Hθ un sous mode`le e´le´mentaire
de´nombrable de Hθ. Σ ⊆ [X]
ω est dit M-stationnaire si pour tout club C de
[X]ω tel que C ∈M on a que C ∩ Σ ∩M 6= ∅.
De´finition 2.2.3. Une application Σ est ouverte stationnaire s’il existe un
cardinal re´gulier θ et un ensemble X non de´nombrable avec [X]ω ∈ Hθ tel
que :
1. dom(Σ) est un club dans l’ensemble des sous mode`les e´le´mentaires
de´nombrables de Hθ et X ∈M pour tout M ∈ dom(Σ).
2. pour tout M ∈ dom(Σ), Σ(M) ⊆ [X]ω est ouvert pour la topologie de
Ellentuck et M-stationnaire.
2.2.2 Le principe MRP
Nous pouvons donc a` pre´sent e´noncer le principe MRP :
De´finition 2.2.4 (MRP). Pour toute application Σ ouverte stationnaire, il
existe une suite (Nξ)ξ∈ω1 d’e´le´ments de dom(Σ) telle que :
1. (Nξ)ξ∈ω1 est une ∈-chaine continue, autrement dit Nξ ∈ Nξ+1 et Nξ =⋃
η<ξNη si ξ est limite
2. pour tout ξ < ω1 limite, il existe η < ξ tel que pour tout µ ∈ [η, ξ[,
Nµ ∩X ∈ Σ(Nξ).
Une telle suite est appele´e suite de re´flexion.
The´ore`me 2.2.1 (Moore [20]). PFA implique MRP.
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De´monstration. Soit Σ une application ouverte stationnaire donne´e. Il existe
θ etX tels que [X]ω ∈ Hθ et Σ est de´finie sur un club dom(Σ) de sous mode`les
e´le´mentaires de Hθ. On de´finit PΣ comme l’ensemble des suites croissantes
continues dans dom(Σ) de la forme (Nξ : ξ ≤ α) avec α < ω1 et telles que :
∀ξ ≤ α limite, ∃η < ξ tel que ∀µ ∈ [η, ξ[, Nµ ∩X ∈ Σ(Nξ) (∗)
L’ordre sur PΣ est l’ordre de´finit par inclusion inverse :
si p = (Npξ : ξ ≤ α
p) et q = (N qξ : ξ ≤ α
q), alors




∀ξ ≤ αq, Npξ = N
q
ξ
Lemme 2.2.1. PΣ est propre.
De´monstration. Nous de´montrons en re´alite´ la proprie´te´ suivante qui est plus
forte : pour tout sous mode`le e´le´mentaire de´nombrableM convenable et toute
condition p ∈M∩PΣ, il existe une condition q ≤ p telle que pour toutD ∈M
dense, il existe d ≥ q dans M ∩D.
Soit M un sous mode`le e´le´mentaire de´nombrable de Hλ avec λ suffisam-
ment grand tel que PΣ,Σ, H|PΣ|+ ∈ M et M ∩ Hθ ∈ dom(Σ). Soit p une
condition dans M . On fixe (Di)i<ω une e´nume´ration des ensembles denses de
M . Nous allons construire par induction une suite de´croissante de conditions
(di : i ∈ ω) avec d0 = p et di+1 dans Di ∩M de telle sorte qu’il existe une
condition q telle que q ≤ di pour tout i.
On fixe de plus une e´nume´ration (mi)i<ω de M ∩ Hθ. Supposons que di
soit construit. On conside`re l’ensemble
E = {N ∩X : N ≺ H|PΣ|+ , et mi, Di, di ∈ N}
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E est un club dans M . Puisque Σ(M ∩Hθ) est M -stationnaire, il existe un
sous mode`le e´le´mentaire N ∈ M de H|PΣ|+ tel que N ∩X ∈ Σ(M ∩Hθ). De
plus Σ(M ∩Hθ) est ouverte, donc il existe un sous ensemble fini z de N tel
que [z,N ∩X] ⊆ Σ(M ∩Hθ). Soit N0 la cloˆture de Skolem de {z,mi, di} dans
N . On pose alors
r = di ∪ {(α,N0)}
avec α la longueur de di. Puisque r ∈ N et Di ∈ N est dense, il existe une
condition d ∈ Di ∩N telle que d ≤ r. On prend alors di+1 = d.
Il reste a` montrer qu’il existe une condition q telle que q ≤ di pour tout
i. On pose q = (
⋃
i di) ∪ {(α,M ∩ Hθ)} avec α la borne supe´rieure des lon-
gueurs αi des conditions di. Par confort de notation on re´e´crit q sous la forme
q = (Nξ : ξ ≤ α).
Tout d’abord {mi : i ∈ ω} ⊆
⋃
iNαi ⊆M ∩Hθ, donc
⋃
iNαi = M ∩Hθ et
q est bien une suite croissante continue. Ve´rifions que la proprie´te´ (*) est bien
satisfaite : si ξ est un ordinal limite infe´rieur a` α, il existe i tel que ξ < αi
et la proprie´te´ (*) est ve´rifie´e graˆce a` di. Si ξ = α, alors pour chaque i ≥ 1
il existe par construction un ensemble fini z et un sous mode`le e´le´mentaire
de´nombrable N tels que [z,N ∩X] ⊆ Σ(Nα). di = (Nξ : ξ ≤ αi) est dans N
et de plus pour tout ξ tel que αi < ξ ≤ αi+1, z ∈ Nξ, ce qui nous assure que
Nξ ∩X ∈ Σ(Nα) et (*) est ve´rifie´e. Ainsi q est bien une condition de PΣ et
clairement q ≤ di pour tout i.
Lemme 2.2.2. Pour tout α < ω1, l’ensemble Dα = {p ∈ PΣ : α ∈ dom(p)}
est dense dans PΣ.
De´monstration. La preuve se fait par re´currence sur α. Clairement D0 est
dense. Si α = β+1 et Dβ est dense, alors Dα est dense. Si α est limite, soit p
une condition donne´e. On conside`re un sous mode`le e´le´mentaire de´nombrable
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M tel que {Dβ : β < α} ⊆M et p ∈M . D’apre`s la de´monstration du Lemme
2.2.1, il existe donc une condition q ≤ p telle que pour tout β < α, q ≤ dβ
avec dβ ∈ Dβ et donc q ∈ Dα.
Nous pouvons donc a` pre´sent de´montrer le The´ore`me 2.2.1. Appliquons
PFA au forcing PΣ et a` la famille d’ensembles denses (Dα)α<ω1 et soit GΣ le
filtre obtenu. Alors
⋃
GΣ est une suite (Nξ : ξ < ω1) telle que (Nξ : ξ < α)
est dans PΣ pour tout α < ω1 et la proprie´te´ (*) est ainsi ve´rifie´e pour tout
ξ < ω1 limite.
Corollaire 2.2.1. Cons(ZFC + ∃κ supercompact )→ Cons(MRP).
2.2.3 Exemple d’application rapide de MRP
Nous allons illustrer l’utilisation du principe MRP en donnant un exemple
d’application simple.
Proposition 2.2.1. Soit pour tout α < ω1, α limite, une de´composition de
α en deux ouverts disjoints K0α, K
1
α (ouvert est a` prendre dans le sens de la
topologie naturelle induite par la relation d’ordre sur les ordinaux). Alors il
existe un club C de ω1 tel que pour tout point limite ξ de C, il existe i ∈ {0, 1}
et η < ξ tel que [η, ξ[∩C ⊆ Kiξ.
De´monstration. Soit M ≺ Hθ avec θ choisit suffisamment grand. On note
δM = M ∩ ω1 et Σ
i(M) = {N ∈ [M ∩ ω1]
ω : sup(N) ∈ KiδM} pour i ∈ {0, 1}.
Lemme 2.2.3. Pour tout M ≺ Hθ, Σ
i(M) est ouvert et Σ0(M) ou Σ1(M)
est M-stationnaire.
De´monstration. Montrons que pour tout i ∈ {0, 1}, Σi(M) est ouvert pour
la topologie de Ellentuck. Par exemple pour i = 0, soit N ∈ Σ0(M). Si N
admet un plus grand e´le´ment δ, alors [{δ}, N ] ⊆ Σ0(M). Si N n’admet pas




existe α < sup(N) tel que [α, sup(N)] ⊆ K0δM . Or il existe β ∈ N tel que
42
β > α, et donc [β, sup(N)] ⊆ K0α. On en de´duit que [{β}, N ] ⊆ Σ
0(M).
Montrons qu’il existe i ∈ {0, 1} tel que Σi(M) estM -stationnaire. Dans le
cas contraire Σ0(M) et Σ1(M) ne sont tous deux pasM -stationnaires, donc il
existe deux clubs C0, C1 ∈M tels que C0∩M ⊆ Σ
0(M) et C1∩M ⊆ Σ
1(M).
Or M ≺ Hθ avec θ pris suffisamment grand, donc M |= ”C0 et C1 sont des
clubs de [ω1]
ω”. Ainsi M |= C0 ∩C1 6= ∅ , et il existe x ∈M ∩C0 ∩C1, ce qui
est absurde car Σ0(M) ∩ Σ1(M) = ∅.
Soit Σ l’application qui a` M ≺ Hθ associe l’ensemble Σ
i(M) tel que
Σi(M) est M -stationnaire. Σ est ouverte stationnaire, donc il existe une
suite de re´flexion (Nξ)ξ∈ω1 . Soit C = {Nξ ∩ ω1 : ξ ∈ ω1}. C est un club de
ω1 et pour tout γ limite dans C, il existe ξ limite tel que γ = Nξ ∩ ω1. Ainsi




donc [Nη ∩ ω1, γ[∩C ⊆ K
i
γ.
2.3 MRP et l’hypothe`se du continu
Dans cette section nous allons prouver le the´ore`me suivant :
The´ore`me 2.3.1 (Moore [20]). MRP implique que 2ℵ0 = ℵ2.
Pour de´montrer ce the´ore`me, nous proce´dons de la fac¸on suivante : dans
un premier temps, nous de´finissons une fonction hauteur sur les parties
de´nombrables d’ordinaux. Puis dans un second temps, nous e´nonc¸ons le prin-
cipe combinatoire υ. Nous de´montrons en utilisant les fonctions hauteurs que
MRP implique υ. Enfin nous montrons que υ implique que 2ℵ1 = ℵ2 ainsi
que υ implique que 2ℵ0 = 2ℵ1 .
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2.3.1 Fonction hauteur sur les parties de´nombrables
d’ordinaux
Nous allons introduire une fonction hauteur w sur les parties de´nombrables
d’ordinaux. Pour cela`, on choisit pour tout ordinal α < ω1 limite une par-
tie Cα ⊆ α, cofinal de type d’ordre ω. Soit M et N de´nombrables, N ⊆
M ⊆ ORD, tels que sup(N) < sup(M) et ot(M) est limite. On de´finit
ω(N,M) = | sup(N) ∩ pi−1M (Cot(M))| ou` piM : M → ot(M) est l’isomorphisme
de M sur ot(M).
Remarque 2.3.1. La fonction hauteur ainsi de´finie est a` valeur dans ω car
ot(Cα) = ω. De plus elle est monotone : si N ⊆ N
′ alors ω(N,M) ≤
ω(N ′,M).
2.3.2 Le principe υ
Le principe υ permet de coder un sous ensemble de ω1 par une suite crois-
sante continue de sous mode`les e´le´mentaires via la fonction hauteur.
De´finition 2.3.1. Soit A ⊆ ω1. Le principe υ(A) s’e´nonce ainsi : il existe
δ < ω2, δ de cofinalite´ ω1, et une suite (Nξ)ξ∈ω1 croissante continue dans [δ]
ω
telle que δ =
⋃
ξ<ω1
Nξ et pour tout ξ < ω1 limite, il existe η < ξ tel que pour
tout µ avec η ≤ µ < ξ,
Nξ ∩ ω1 ∈ A si et seulement si ω(Nµ ∩ ω1, Nξ ∩ ω1) < ω(Nµ, Nξ)
υ est satisfait si υ(A) est satisfait pour tout A ⊆ ω1.
2.3.3 MRP implique υ
The´ore`me 2.3.2. MRP implique le principe υ.
De´monstration. Soit M ≺ H(2ω1 )+ , on de´finit
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1. Σ<(M) = {N ∈ [M ∩ ω2]
ω : ω(N ∩ ω1,M ∩ ω1) < ω(N,M ∩ ω2)}
2. Σ≥(M) = {N ∈ [M ∩ ω2]
ω : ω(N ∩ ω1,M ∩ ω1) ≥ ω(N,M ∩ ω2)}
Lemme 2.3.1. Σ< et Σ≥ sont ouverts M-stationnaires.
De´monstration. Montrons que ces ensembles sont ouverts. Soit i ∈ {<,≥}
et soit N ∈ Σi(M). Si supN ∩ ω1 ∈ N , on pose β1 = supN ∩ ω1. Sinon
soit α1 = max(pi
−1(Cot(M∩ω1)) ∩ sup(N ∩ ω1)). Puisque supN ∩ ω1 est li-
mite, il existe β1 ∈ N tel que β1 > α1. De meˆme si supN ∈ N on pose
β2 = supN . Sinon soit α2 = max(pi
−1(Cot(M∩ω2)) ∩ sup(N)). Puisque supN
est limite, il existe β2 ∈ N tel que β2 > α2. Pour tout Y ∈ [{β1, β2}, N ],
ω(Y ∩ ω1,M ∩ ω1) = ω(N ∩ ω1,M ∩ ω1) et ω(Y,M ∩ ω2) = ω(N,M ∩ ω2).
On en de´duit que [{β1, β2}, N ] ⊆ Σi(M).
Montrons que Σ< est M -stationnaire : soit E un club dans [ω2]
ω, E ∈M .
Il existe δ < ω1 tel que Eδ = {sup(N) : N ∈ E et N ∩ ω1 ⊆ δ} soit cofinal
dans ω2. PuisqueM ≺ Hθ, par e´le´mentarite´, il existe δ ∈M tel que {sup(N) :
N ∈ E ∩M et N ∩ ω1 ⊆ δ} soit cofinal dans ω2 ∩M . Soit N ∈ E ∩M , tel
que | sup(N)∩pi−1(Cot(M))| > |δ∩pi
−1(Cot(M∩ω1))|. Alors N ∈ E∩M∩Σ<(M).
Montrons que Σ≥ est M -stationnaire : soit E un club dans [ω2]
ω, E ∈M .
Il existe δ, ω1 < δ < ω2 tel que E ∩ [δ]
ω est un club dans [δ]ω. Puisque
M ≺ Hθ, il existe δ ∈ M tel que E ∩M ∩ [δ]
ω est un club dans [δ ∩M ]ω.
Puisque δ > ω1, il existe N ∈ E ∩ M , tel que N ⊆ δ et ω(N ∩ ω1,M ∩
ω1) = | sup(N)∩pi
−1(Cot(M∩ω1)| > |δ∩pi
−1(Cot(M∩ω2)| ≥ ω(N,M ∩ω2). Alors
N ∈ E ∩M ∩ Σ≥(M).
Soit A ⊆ ω1 et soit Σ : M →
{
Σ<(M) si M ∩ ω1 ∈ A
Σ≥(M) si M ∩ ω1 /∈ A
D’apre`s le lemme, cette application est ouverte stationnaire. Donc en appli-
quant MRP, il existe une suite de re´flexion (Nξ)ξ∈ω1 . On conside`re N
∗
ξ =
Nξ ∩ω2. La suite (N
∗





N∗ξ . De plus pour tout ξ limite, il existe η < ξ tel que pour tout
µ ∈ [η, ξ[,
N∗ξ ∩ ω1 ∈ A⇔ ω(N
∗
µ ∩ ω1, N
∗





On a bien que MRP implique υ.
2.3.4 υ implique 2ℵ1 = ℵ2
Avant de de´montrer que υ implique 2ℵ1 = ℵ2, remarquons tout d’abord
que |P (ω1)upslopeNS| = |P (ω1)|. En effet soit (Sα)α∈ω1 une partition de ω1 en
stationnaires deux a deux disjoints. Alors l’application ω1 → P (ω1)upslopeNS,
A ⊆ ω1 7→
⋃
α∈A Sα est injective et donc |P (ω1)upslopeNS| ≥ |P (ω1)|. L’ine´galite´
inverse est e´vidente.
Soit A ⊆ ω1. On de´finit δA = min{δ : δ convient pour υ(A)}. On ve´rifie
que si A =NS B, alors δA = δB. En effet si A =NS B, il existe un club C
de ω1 tel que C ∩ A = C ∩ B. Soit (N
A
ξ )ξ∈ω1 une suite croissante continue,
club dans [δA]
ω. Alors D = {ξ ∈ ω1 : N
A
ξ ∩ ω1 ∈ C} est un club dans ω1.
Donc la suite (NAξ )ξ∈D convient pour υ(B) et on en de´duit que δB ≤ δA. On
de´montre de meˆme que δB ≥ δA.
On peut donc de´finir une application de P (ω1)upslopeNS → ω2, [A] 7→ δA.
Montrons que cette application est injective : on suppose que δA = δB = δ.
Soit (NAξ )ξ∈ω1 une suite qui convient pour υ(A), et (N
B
ξ )ξ∈ω1 une suite qui




ξ }. Alors E est un
club : en effet si γ est un point limite de E, alors NAγ = N
B
γ par continuite´ des
suites. De plus soit ξ0 ∈ ω1 : puisque (N
B
ξ )ξ∈ω1 est un club dans δ, il existe
µ1 > ξ0 tel que N
B
µ1




En proce´dant ainsi de suite, on construit une suite (µn)n∈ω et si on note
µ = supn∈ω µn, µ > ξ0 et µ ∈ E. Soit E
′ l’ensemble des points limites de E.
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Puisque E est un club, E ′ est un club. Si on note C = {NAξ ∩ ω1 : ξ ∈ E
′},
alors C est un club. Montrons que C ∩ A = C ∩ B. Soit γ ∈ C ∩ A. Alors
γ = NAξ ∩ ω1, avec ξ limite dans E. On suppose que γ /∈ B. D’apre`s la
de´finition de la suite (NBξ )ξ∈ω1 , il existe ηB < ξ tel que pour tout µ ∈ [ηB, ξ[,
ω(NBµ ∩ ω1, N
B




ξ ). De plus d’apre`s la de´finition de la suite







ξ ). On pose η = max(ηA, ηB). Puisque ξ est limite dans E il existe






µ , ce qui est absurde
car ω(NAµ ∩ω1, N
A













On en de´duit que C∩A ⊆ C∩B. On de´montre de meˆme que C∩B ⊆ C∩A.
On en conclue que C ∩ A = C ∩ B et A =NS B.
2.3.5 υ implique 2ℵ0 = 2ℵ1
Nous allons introduire le principe combinatoire suivant :
De´finition 2.3.2 (weak-♦). Pour toute fonction F : 2<ω1 → 2 il existe une
fonction g : ω1 → 2 telle que pour tout f : ω1 → 2, l’ensemble S = {α ∈ ω1 :
F (f ↾ α) = g(α)} est stationnaire.
Devlin et Shelah ont de´montre´ que :
The´ore`me 2.3.3 (Devlin, Shelah [5]). weak-♦⇔ 2ℵ0 < 2ℵ1.
Donc pour de´montrer que MRP ⇒ 2ℵ0 = 2ℵ1 il suffit de de´montrer que
υ ⇒ ¬weak-♦.
De´monstration. On de´montre ce re´sultat par l’absurde. Avec un codage conve-
nable, on de´finit une fonction F : 2<ω1 → 2 telle que F (f) = 0 si et seule-
ment si f code une suite (Nξ)ξ≤µ croissante continue avec µ < ω1 limite et
la suite satisfait la proprie´te´ (*) qui est : il existe η < µ tel que pour tout
ξ < ω1 ∈ [η, µ[, ω(Nξ ∩ ω1, Nµ ∩ ω1) < ω(Nξ, Nµ).
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D’apre`s le principe weak-♦, il existe g : ω1 → 2 qui convient pour F . On
note A = {ξ ∈ ω1 : g(ξ) = 1}. De plus d’apre`s le principe υ, il existe une
suite (Nξ)ξ<ω1 qui convient pour υ(A). On remarque alors que si on choisit µ
limite tel que Nµ ∩ ω1 = µ, on a que µ ∈ A si et seulement si Nµ ∩ ω1 ∈ A si
et seulement si la suite (Nξ)ξ≤µ satisfait le principe (*). Soit f le code associe´
a` la suite (Nξ)ξ<ω1 .
On peut supposer que le codage est suffisamment convenable pour que
C1 = {µ : f ↾ µ code pour (Nξ)ξ≤µ} soit un club de ω1. De plus C2 = {µ ∈
ω1 : µ = Nµ ∩ ω1} est aussi un club. Si on pose C = C1 ∩ C2, puis que S =
{α ∈ ω1 : F ((Nξ)ξ≤α) = g(α)} est stationnaire, il existe µ ∈ S∩C. Or d’apre`s
la remarque pre´ce´dente, F (f ↾ µ) 6= g(µ), ce qui est une contradiction.
2.4 MRP implique ¬(κ) pour κ > ω1, κ re´gulier
2.4.1 Le principe (κ)
De´finition 2.4.1. (κ) est satisfait si il existe une suite (Cα)α∈κ telle que :
1. si α = β + 1, Cα = {β} et si α est limite, Cα est un club dans α
2. si β est limite dans Cα, alors Cα ∩ β = Cβ
3. il n’existe pas de club C de κ tel que pour tout point limite α de C,
C ∩ α = Cα
2.4.2 MRP implique ¬(κ)
Dans ce qui suit nous allons de´montrer que MRP implique la ne´gation de
(κ) pour tout cardinal re´gulier κ > ω1.
Pour de´montrer ce re´sultat on raisonne par l’absurde. On suppose que
l’on a (κ) pour κ > ω1, κ re´gulier. Soit (Cα)α∈κ une suite qui convient
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pour le principe (κ) et soit M ≺ Hθ tel que (Cα)α∈κ ∈ M . On de´finit
Σ(M) = {N ∈ [M ∩ κ]ω : supN /∈ Csup(M∩κ}.
Lemme 2.4.1. Σ(M) est ouvert et M-stationnaire.
De´monstration. Montrons que Σ(M) est ouvert : soit N ∈ Σ(M). Si N ad-
met un plus grand e´le´ment α, alors [{α}, N ] ⊆ Σ(M). Sinon supN est limite.
Par hypothe`se supN /∈ CsupM∩κ, on de´montre donc qu’il existe α ∈ N tel
que pour tout β ∈ [α, supN ], β /∈ CsupM∩κ. En effet dans le cas contraire,
pour tout α ∈ N , il existe βα > α tel que βα ∈ CsupM∩κ. Or CsupM∩κ est
clos, donc supN = supα∈N βα est dans CsupM∩κ, ce qui contredit l’hypothe`se
que N ∈ Σ(M). Soit α ∈ N tel que pour tout β ∈ [α, supN ], β /∈ CsupM∩κ.
Alors [{α}, N ] ⊆ Σ(M).
Montrons par l’absurde que Σ(M) est M -stationnaire. Soit E un club de
[κ]ω, E ∈ M . On suppose que pour tout N ∈ E ∩ M , N /∈ Σ(M). Si on
pose S = {supN : N ∈ E} on remarque que S ∩M ⊆ CsupM∩κ : en effet soit
α ∈ S∩M , alors par e´le´mentarite´ deM ,M |= ”∃N ∈ E tel que supN = α”,
et donc α = supN avec N ∈ E ∩M .
On a que pour tous α < β limites dans S ∩M , Cα = CsupM∩κ ∩ α et
Cβ = CsupM∩κ ∩ β, et donc Cα = Cβ ∩ α. Par e´le´mentarite´ de M et puisque
S ∈ M , on a que pour α < β limites dans S, Cα = Cβ ∩ α. On conside`re
C =
⋃
{Cα : α limite dans S}. Il est clair que C est un club de κ. De plus C
trivialise la suite (Cα)α∈κ : soit δ limite dans C. Il existe α ∈ S tel que δ est
un point limite de Cα. Donc Cδ = Cα ∩ δ. Or Cα = C ∩ α : en effet Cα ⊆ C
et re´ciproquement si γ ∈ C, γ < α, alors γ ∈ Cαγ avec αγ un point limite de
S et on a donc trois cas :
1. si αγ = α, alors γ ∈ Cα
2. si αγ > α, alors Cαγ ∩ α = Cα, et donc γ ∈ Cα
3. si αγ < α, alors Cα ∩ αγ = Cαγ et donc γ ∈ Cα
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Le club C contredit donc le principe (κ). On en de´duit donc par l’ab-
surde qu’il existe N ∈ E ∩M ∩ Σ(M).
Il ne reste plus qu’a` appliquer MRP a` la fonction Σ ainsi de´finie pour
obtenir une contradiction. Soit (Nξ)ξ∈ω1 une suite de re´flexion pour la fonction
Σ. On conside`re l’ensemble E = {supNξ ∩ κ : ξ ∈ ω1}. Si on pose δ = supE,
alors E est un club dans δ. Donc E∩Cδ est un club. Soit γ un point limite de
E∩ Cδ. Alors γ = supNξ∩κ avec ξ limite et il existe η < ξ tel que pour tout
µ ∈ [η, ξ[,Nµ∩κ ∈ Σ(Nξ). Donc pour tout µ ∈ [η, ξ[, supNµ∩κ /∈ Cγ = Cδ∩γ.
Donc γ n’est pas un point limite de E ∩ Cδ, ce qui est absurde.
2.5 MRP implique SCH
Dans cette section nous pre´sentons une preuve du re´sultat de Viale [26]
disant que MRP implique SCH.
2.5.1 SCH et le the´ore`me de Silver
On rappelle la de´finition de l’hypothe`se des cardinaux singuliers :
De´finition 2.5.1 (SCH). Pour tout cardinal κ singulier, κcof(κ) = max(κ+, 2cof(κ)).
Le the´ore`me suivant, du a` Silver [25], donne une re´gularite´ a` la valeur
de l’exponentiation d’un cardinal singulier de cofinalite´ non de´nombrable
lorsque SCH est satisfait en dessous de ce cardinal.
The´ore`me 2.5.1 (Silver [25]). Soit κ un singulier de cofinalite´ non de´nombrable.
Si pour tout λ < κ λcof(λ) = max(λ+, 2cof(λ)) alors κcof(κ) = max(κ+, 2cof(κ)).
Ainsi pour prouver que MRP implique SCH il suffit de de´montrer que
λω = λ pour tout cardinal re´gulier λ > ℵ1. En effet, d’apre`s le The´ore`me
de Silver, le premier cardinal κ pour lequel SCH e´choue est de cofinalite´
de´nombrable. Or sous cette hypothe`se, κ+ ≤ κcofκ ≤ (κ+)ω = κ+, ce qui
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serait contradictoire.
Nous remarquons que le seul cas proble´matique pour de´montrer par re´currence
que λω = λ pour un cardinal re´gulier λ est lorsque λ = κ+ avec κ un cardinal
de cofinalite´ ω. Ainsi dans ce qui suit κ de´signe un cardinal de cofinalite´ ω
tel que pour tout µ < κ, µω < κ.
2.5.2 Fonctions hauteurs sur ω1 et κ
+
Tout d’abord nous de´finissons une fonction hauteur sur ω1. Pour tout
α < ω1, α limite, on choisit Dα ⊆ α cofinal dans α, de type d’ordre ω. Pour
δ < γ < ω1 limites, on pose alors ω(δ, γ) = |δ ∩Dγ|.
De meˆme on de´finit une fonction hauteur sur κ+ qui de´pend d’une de´composition
particulie`re des ordinaux infe´rieurs a` κ+ que l’on va de´finir. Pour cela nous
choisissons au pre´alable un club Cα ⊆ α de type d’ordre minimal pour chaque
α < κ+ de cofinalite´ ω1.
The´ore`me 2.5.2 (Viale [26]). Il existe une suite (K(n, β))n∈ω,β∈κ+ telle que :
1. K(n, β) ⊆ β et |K(n, β)| < κ pour tout n ∈ ω, β < κ+
2. pour tout n < p, K(n, β) ⊆ K(p, β) et
⋃
n∈ωK(n, β) = β
3. pour tout α < β tel que cof(α) = ω1, il existe n ∈ ω tel que Cα ⊆
K(n, β)
4. pour tout n ∈ ω, β ∈ κ+, K(n, β) est clos.
De´monstration. Soit (κn)n∈ω une suite croissante telle que supn∈ω κn = κ.
Pour tout η < κ+ on choisit une surjection φη : κ→ η. On pose alors
K(n, β) = φβ(κn)
⋃
{Cα : α ∈ φβ(κn) et cof(α) = ω1}
ou` a de´signe la cloˆture de a.
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Soit δ < γ < κ+, la fonction hauteur est de´finie par :
ht(δ, γ) = {min n : δ ∈ K(n, γ)}
2.5.3 MRP implique κω = κ+
Comme nous l’avons souligne´ pre´ce´demment il suffit de de´montrer que
MRP implique que κω = κ+ pour obtenir SCH.
Soit N un ensemble de´nombrable, αN = supN ∩ ω1 et δN = supN ∩ κ
+.
Soit M de´nombrable, M ≺ Hθ avec θ choisit suffisamment grand. On re-
marque qu’il existe βM < κ
+, βM ≥ δM , tel que pour tout α < κ
+, cof(α) =
ω1, il existe β < βM , cof(β) = ω1, tel qu’on ait Cα ∩M = Cβ ∩M . En effet
{Cα ∩M : α < κ
+ et cof(α) = ω1} ⊆ P (M) avec M de´nombrable, donc
|{Cα ∩M : α < κ
+ et cof(α) = ω1}| ≤ 2
ω < κ.
On de´finit l’application ouverte stationnaire Σ par :
Σ(M) = {N ∈ [M∩κ+]ω : αN < αM et δN < δM et ω(αN , αM) < ht(δN , βM)}
Lemme 2.5.1. Σ(M) est ouvert.
De´monstration. Soit N ∈ Σ(M). On pose n = ω(αN , αM). Alors il existe
α ∈ N , α < κ+ tel que pour tout β ∈]α, δN ], β /∈ K(n, βM) : sinon pour tout
α ∈ N∩κ+, il existe βα < δN tel que βα > α et βα ∈ K(n, βM). Donc puisque
K(n, βM) est clos, supα∈N βα = δN ∈ K(n, βM), ce qui contredit le fait que
ω(αN , αM) < ht(δN , βM). On choisit donc α ∈ N , α < κ
+ tel que pour tout
β ∈]α, δN ], β /∈ K(n, βM) et on en conclue que [{α}, N ] ⊆ Σ(M).
Lemme 2.5.2. Si κω > κ+, alors Σ(M) est M-stationnaire.
De´monstration. Soit E un club de [κ+]ω tel que E ∈M , et f : [κ+]<ω → κ+
la plus petite application pour l’ordre sur Hθ telle que {Z ∈ [κ
+]ω : f [Z]<ω ⊆
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Z} ⊆ E. Alors f ∈ M . Il suffit de trouver X ∈ Σ(M) ∩M qui soit clos par
f .
Soit N ∈M un sous mode`le e´le´mentaire de´nombrable de Hκ++ , contenant
tous les objets ne´cessaires de´finis plus hauts. En particulier f ∈ N et donc
E ∈ N . On note n = ω(αN , αM), et on choisit α ∈ N tel que htαM (α) = n.
Soit C = {γ ∈ E : cof(γ) = ω}. C est un e´le´ment de N . De plus |[E]ω| =
(κ+)ℵ0 = κℵ0 > κ+. Par hypothe`se, pour tout µ < κ µω < κ, et donc
|[K(n, β)]ω| < κ et [E]ω *
⋃
n∈ω,β∈κ+K(n, β). De plus, par e´le´mentarite´ de
N , il existe X ∈ [E]ω tel que X ∈ N et X * K(n, β) pour tout n, β.
En particulier X * K(n, βM). Puisque X est de´nombrable et X ∈ N , on
en de´duit X ⊆ N . Donc si on prend γ ∈ XK(n, βM), on a que γ ∈ N ,
γ /∈ K(n, βM), cof(γ) = ω et f [γ]
<ω ⊆ γ. On choisit un sous ensemble
de´nombrable Y ⊆ γ, supY = γ. Par e´le´mentarite´ Y ∈ N . Soit Z = clf (Y ) ⊆
γ. Donc supZ = γ, supZ /∈ K(n, βM). Or Z ∈ N , donc αZ < αN . On
en conclue que ω(αZ , αM) ≤ n < ht(δZ , βM) = ht(γ, βM), c’est a` dire Z ∈
Σ(M), et Z est clos par f .
On de´montre par l’absurde que κω = κ+ en utilisant les deux lemmes
pre´ce´dents : supposons que κω > κ+. Alors l’application Σ ainsi de´finie est
ouverte stationnaire. Soit (Nξ)ξ∈ω1 une suite de re´flexion pour Σ obtenue en
appliquant MRP. On pose alors
E = {supNξ ∩ κ
+ : ξ ∈ ω1}
Si on note δ = supE, alors E est un club dans δ. Donc E∩Cδ est un club de δ,
et il existe un club D de ω1 tel que {supNξ ∩κ
:ξ ∈ D} ⊆ Cδ. Soit γ un point
limite de D. On pose M = Nγ. D’apre`s la de´finition de βM , il existe β < βM
tel que Cδ ∩M = Cβ ∩M . De plus il existe n ∈ ω tel que Cβ ⊆ K(n, βM)
et donc pour tout µ ∈ D tel que µ < γ, δNµ ∈ K(n, βM) et ht(δNµ ,M) ≤ n.
En utilisant la proprie´te´ de la suite de re´flexion, il existe η < γ tel que pour
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tout µ ∈ [η, γ[, ω(αNµ , αM) < ht(δNµ , βM). Or αNµ converge vers αM , donc
il existe µ > [η, γ[, µ ∈ D tel que ω(αN , αM) ≥ n, ce qui est absurde car
ht(δNµ , βM) ≤ n.
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Chapitre 3
MRP et les proprie´te´s d’arbres
3.1 Introduction
Nous avons pu voir dans le chapitre 1 comment obtenir un mode`le de
PFA en utilisant une ite´ration de forcings propres de longueur un cardinal
supercompact. Une des questions les plus ce´le`bres en the´orie des ensembles
est la re´ciproque de ce the´ore`me : a` partir d’un mode`le de PFA ou MM,
peut-on obtenir un mode`le de ZFC + ∃κ supercompact ?
Re´cemment dans [28], Weiß a introduit de nouveaux principes combina-
toires cristallisant la puissance de consistance relative des grands cardinaux
en ge´ne´ralisant des proprie´te´s sur les arbres. Ainsi TP, SP correspondent
a` l’existence d’un cardinal fortement compact et ITP, ISP correspondent a`
l’existence d’un cardinal supercompact. En utilisant ces nouveaux principes
combinatoires, Viale et Weiß dans [27] ont ainsi obtenu de nouveaux re´sultats
concernant la puissance de consistance relative de PFA. D’une part ils ont
de´montre´ le the´ore`me suivant :
The´ore`me 3.1.1 (Viale, Weiß[27]). PFA implique ISP(λ, ω2) pour tout car-
dinal λ ≥ ω2.
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D’autre part ils ont de´montre´ que :
The´ore`me 3.1.2 (Viale, Weiß[27]). Soit κ un cardinal inaccessible dans V .
Soit P un forcing tel que :
1. P est la limite directe d’un syste`me {(Pα, Q˙α) : α < κ} pour lequel Pα
est la limite directe de (Pβ)β<α pour un ensemble stationnaire de α,
2. pour tout α < κ, Pα est de cardinal infe´rieur a` κ.
Sous ces hypothe`ses :
si P force que le principe TP(λ, κ) est satisfait pour tout λ ≥ κ, alors
κ est fortement compact dans V .
Nous dirons qu’une ite´ration de forcings est standard si la construction
satisfait les hypothe`ses du The´ore`me 3.1.2.
Pour tout cardinal λ ≥ κ avec κ re´gulier, ISP(λ, κ) implique ITP(λ, κ) et
ITP(λ, κ) implique TP(λ, κ). Ainsi le re´sultat principal formule´ par Viale et
Weiß est que pour toute ite´ration standard de forcings dont la longueur est
un cardinal inaccessible κ, qui collapse κ sur ω2 et force PFA, la longueur de
l’ite´ration est fortement compacte dans V .
La ge´ne´ralisation du The´ore`me 3.1.2 dans sa version supercompacte est
a` l’heure actuelle une conjecture :
Conjecture 3.1.1. Soit κ un cardinal inaccessible dans V . Soit P une ite´ration
standard de forcing de longueur un cardinal inaccessible κ. Si P force que le
principe ISP(λ, κ) est satisfait pour tout λ ≥ κ, alors κ est supercompact
dans V .
Cependant, sous certaines hypothe`ses additionnelles sur les forcings, Viale
et Weiß ont pu obtenir une re´ponse positive a` ce proble`me :
The´ore`me 3.1.3 (Viale, Weiß[27]). Soit κ un cardinal inaccessible dans V .
Soit P une ite´ration standard de forcing de longueur un inaccessible κ. Si P
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est un forcing propre et que P force le principe ITP(λ, κ) pour tout λ ≥ κ,
alors κ est supercompact dans V .
Dans la premie`re partie de ce chapitre, nous e´tudierons la relation entre
MRP et les principes square. Les principes square ont e´te´ introduits par Jen-
sen dans [12], et ge´ne´ralise´s par Schimmerling dans [22]. De meˆme que les
principes combinatoires introduits par Weiß , les principes square peuvent
eˆtre utilise´s pour mesurer la puissance de consistance relative d’un axiome
de forcing ou d’un principe de re´flexion.
Nous avons donne´ dans la section 4 du chapitre 2 la preuve que MRP
implique la ne´gation de (λ) pour tout λ ≥ ω2. Nous e´tendons ce re´sultat a`
une version faible de square a` deux cardinaux en de´montrant que :
The´ore`me. MRP implique la ne´gation de (λ, ω) pour tout λ ≥ ω2.
The´ore`me. MRP+MA implique la ne´gation de (λ, ω1) pour tout cardinal
λ ≥ ω2.
Ces re´sultats sont prouve´s en utilisant une repre´sentation des principes
square sous formes d’arbres. Or il y a une analogie tre`s forte entre les pro-
prie´te´s d’arbres, les principes square et les principes combinatoires de Weiß.
D’ailleurs un the´ore`me de Weiß stipule que :
The´ore`me 3.1.4. Pour tout λ, κ tels que cof(λ) > κ, ITP(λ, κ) implique la
ne´gation de (λ, κ).
C’est ainsi que dans la seconde partie de ce chapitre, nous e´tudierons la
relation entre MRP et les proprie´te´s d’arbres ITP,ISP. En se basant sur la
de´monstration pre´ce´dente et en la ge´ne´ralisant aux listes, nous prouverons
que :
The´ore`me. MRP+MA implique que le principe ITP(λ, ω2) est satisfait pour
tout λ ≥ ω2.
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Nous obtenons ainsi les corollaires suivant :
Corollaire. Soit P une ite´ration standard de forcings de longueur κ qui col-
lapse κ sur ω2 et force MRP+MA. Alors κ est un cardinal fortement compact
dans le mode`le de base.
Corollaire. Soit P une ite´ration standard de forcings de longueur κ tel que
P est propre, P collapse κ sur ω2 et force MRP+MA. Alors κ est un cardinal
supercompact dans le mode`le de base.
De plus ce re´sultat ge´ne´ralise celui de Baumgartner concernant la ω2-
proprie´te´ d’arbre sous PFA :
Corollaire. MRP+MA implique que tout ω2-arbre a une branche cofinale.
3.2 MRP et les principes square
Dans cette section, nous e´tudions la relation entre MRP et les principes
square. Nous commencerons par de´finir le principe (λ, κ), puis nous donne-
rons une formulation e´quivalente sous forme d’arbre. Enfin nous de´montrerons
que MRP implique la ne´gation de (λ, ω) et MRP+MA implique la ne´gation
de (λ, ω1) pour λ ≥ ω2.
3.2.1 Le principe (λ, κ)
De´finition 3.2.1. Soit κ ≤ λ des cardinaux re´guliers. C = (Cα)α∈Lim(λ) est
une suite (λ,< κ)-cohe´rente si :
1. pour chaque α ∈ Lim(λ), |Cα| < κ.
2. pour chaque α ∈ Lim(λ) et C ∈ Cα, C est un club dans α.
3. pour chaque α ∈ Lim(λ) et C ∈ Cα, si β ∈ Lim(C) alors C ∩ β ∈ Cβ.
Soit C une suite (λ,< κ)-cohe´rente. Un club C ⊆ λ trivialise C si pour
chaque α ∈ Lim(C), C ∩ α ∈ Cα.
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(λ,< κ) est le principe suivant : il existe une suite C (λ,< κ)-cohe´rente
telle qu’il n’y a pas de club C ⊆ λ qui trivialise C.
Remarque 3.2.1. Par notation (λ, κ) de´signe (λ,< κ+).
3.2.2 Arbres et club-arbres
La de´finition d’arbre utilise´e sera la suivante :
De´finition 3.2.2. Soit κ ≤ λ des cardinaux re´guliers. T = (Tα)α∈λ est un
(λ,< κ)-arbre si :
1. pour chaque α < λ, Tα ⊆ 2
α.
2. pour chaque α < λ, |Tα| < κ.
3. pour chaque α < λ, pour chaque t ∈ Tα et pour chaque β < α, t↾β est
dans Tβ.
Soit T un (λ,< κ)-arbre. T a une branche cofinale si il existe t ∈ 2λ telle
que pour chaque α < λ, t↾ α ∈ Tα.
Remarque 3.2.2. Si κ < λ alors tout (λ,< κ)-arbre a une branche cofinale.
Ce re´sultat est du a` Kurepa, et une esquisse de la de´monstration peut eˆtre
trouve´e dans [15].
Nous allons en quelque sorte ge´ne´raliser la de´finition d’arbre en introdui-
sant la notion de club arbre. L’ide´e est d’affaiblir la proprie´te´ qui stipule que
si un e´le´ment t est dans l’arbre, alors tout ses pre´de´cesseur le sont aussi. On
requie`re a` la place que l’ensemble des niveaux pour lesquels les pre´de´cesseurs
sont dans l’arbre contient un club.
De´finition 3.2.3. Soit κ ≤ λ des cardinaux re´guliers. T = (Tα)α∈Lim(λ) est
un (λ,< κ)-club arbre si :
1. pour chaque α ∈ Lim(λ), Tα ⊆ 2
α,
2. pour chaque α ∈ Lim(λ), |Tα| < κ,
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3. pour chaque α ∈ Lim(λ), pour chaque t ∈ Tα il existe un club C
t tel
que pour tout β ∈ Lim(Ct), t ↾ β ∈ Tβ,
4. pour chaque α ∈ Lim(λ), pour chaque t ∈ Tα, pour tout β ∈ Lim(C
t),
Ct↾β = Ct ∩ β.
Soit T un (λ,< κ)-club arbre. T a une club branche si il existe t ∈ 2λ et
un club Ct ⊆ λ tels que pour tout α ∈ Lim(Ct), t ↾ α ∈ Tα.
Proposition 3.2.1. Soit κ ≤ λ des cardinaux re´guliers. Les formulations
suivantes sont e´quivalentes :
(i) tout (λ,< κ)-club arbre a une club branche.
(ii) ¬(λ,< κ) + tout (λ,< κ)-arbre a une branche cofinale.
De´monstration. (i) implique (ii) : Soit C = (Cα)α<λ une suite cohe´rente. On
conside`re le (λ,< κ)-club arbre T = (Tα)α<λ avec Tα = {χC : C ∈ Cα} et
pour tout t ∈ Tα, C
t est le club tel que t = χC , χC de´signant la fonction
caracte´ristique de C. T a une club branche : il existe une fonction t ∈ 2λ et
un club C ⊆ λ tel que pour α ∈ Lim(C), t ↾ α ∈ Tα. Donc si α ∈ Lim(C), il
existe Cα ∈ Cα tel que t ↾ α = χCα . Ainsi t est un club de λ. Si α ∈ Lim(t),
alors il existe β > α, β ∈ Lim(C). t ↾ β = χCβ et α est un point limite de
Cβ, donc t ↾ α = χCβ ↾ α = χCβ∩α = χCα et t trivialise C. De plus tout arbre
est un club arbre donc tout (λ,< κ)-arbre a une branche.
(ii) implique (i) : Soit T = (Tα)α<λ un club arbre. C = (Cα)α<λ avec
Cα = {C
t : t ∈ Tα} est une suite cohe´rente. Il existe un club C qui trivialise
C. T ′ = (Tα)α∈Lim(C) forme un (λ,< κ)-arbre et si t est une branche de T
′, t
forme une branche de T indexe´e par C.
3.2.3 MRP et square revisite´s
Nous de´montrons les the´ore`mes suivants :
The´ore`me 3.2.1. MRP implique que pour tout λ ≥ ω2, ¬(λ, ω).
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The´ore`me 3.2.2. MRP+MA implique que pour tout λ ≥ ω2, ¬(λ, ω1).
Ces re´sultats sont pre´sente´s en premier car ils facilitent la compre´hension
de la ge´ne´ralisation au principe ITP , beaucoup plus technique. Cependant
nous assumerons dans toute cette section l’hypothe`se que tout (λ,< κ)-arbre
a une branche pour tout λ ≥ ω2 et κ = ω1 et ω2. D’apre`s la remarque 3.2.2, le
seul cas geˆnant est lorsque κ = ω2 et λ = ω2, et puisque l’on prouvera dans la
section suivante que MRP+MA entraine ITP(ω2, ω2), ce cas sera donc traite´.
Nous allons introduire quelques notations pour les de´monstrations qui
suivent : nous fixons un cardinal µ > 2λ. Ainsi 2λ, λ ⊆ Hµ. Nous fixons de
meˆme un cardinal re´gulier θ0 tel que Hµ ∈ Hθ0 . Pour les deux prochains
lemmes, on supposera λ, κ fixe´s et T = (Tα)α∈Lim(λ) de´signera un (λ,< κ)-
club arbre qui n’a pas de club branche. De plus nous supposons que tout
(λ,< κ)-arbre a une branche. Enfin pour chaque θ ≥ µ et chaque M ⊆ Hθ,
nous posons δM = sup(M ∩ λ).
De´finition 3.2.4. Soit M ⊆ Hθ un sous mode`le e´le´mentaire de´nombrable de
Hθ et t ∈ TδM . t est M-cofinal si
sup{α ∈M ∩ Lim(Ct) : t ↾ α ∈M} = δM .
On posera alors
Cof(M) = {t ∈ TδM : t est M − cofinal}.
Nous pouvons remarquer que les parame`tres intervenants dans la de´finition
de M - cofinal sont dans Hµ et donc Cof(M) = Cof(M ∩Hµ).
Lemme 3.2.1. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ0 tel
que µ, T ∈ M et soit t ∈ Cof(M). Soit E ∈ M un club dans [Hµ]
ω. Alors il
existe X ∈M ∩ E tel que t ↾ δX /∈ Cof(X).
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De´monstration. Nous de´montrons ce lemme par l’absurde. Supposons pour
aboutir a` une contradiction qu’il existe un club E ∈ M et t ∈ Cof(M) tel
que pour tout X ∈ E ∩ M , t ↾ δX ∈ Cof(X). Soit C ∈ M un club tel
que C ⊆ {δN : N ∈ E}. Pour chaque α ∈ C ∩ M , α est un point limite
de Ct. Donc par de´finition de Ct, t ↾ α ∈ Tα. De plus t ∈ Cof(M), donc
t ↾ α ∈ M . On en de´duit par e´le´mentarite´ de M que pour chaque α ∈ C,
il existe s ∈ Tα tel que pour chaque β ∈ C ∩ α, s ↾ β ∈ Tβ. Pour chaque
α ∈ C, soit T ′α = {s ∈ Tα : ∀β ∈ C ∩ α, s ↾ β ∈ Tβ} et T
′ = (T ′α)α∈C . T
′
est un (λ,< κ)-arbre, donc T ′ a une branche. Par conse´quent T a une club
branche, ce qui contredit les hypothe`ses.
Nous fixons θ tel que Hθ0 ∈ Hθ.
Lemme 3.2.2. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ tel
que µ, T, θ0 ∈M et (ti)i<n une suite finie d’e´le´ments de Cof(M). Soit E ∈M
un club dans [Hµ]
ω. Alors il existe X ∈ M ∩ E tel que pour chaque i < n,
ti ↾ δX /∈ Cof(X).
De´monstration. Nous prouvons le lemme par induction sur la longueur de la
suite.
Cas n = 1 : La de´monstration est la meˆme que celle du lemme pre´ce´dent.
Cas n = p + 1 : Soit E ∈ M un club dans [Hµ]
ω. Soit E ′ = {N ≺
Hθ0 : E, µ, T ∈ N} et soit E
′′ = {N ∩ Hµ : N ∈ E
′}. E ′ et E ′′ sont dans
M . Nous pouvons appliquer l’hypothe`se d’induction a` E ′′. Donc il existe
N ∈M ∩ E ′ tel que si i < p, ti ↾ δN /∈ Cof(N). Il y a deux sous cas :
– Soit tp ↾ δN /∈ Cof(N) et donc N ∩ Hµ satisfait les conclusions du
lemme.
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– Soit tp ↾ δN ∈ Cof(N). Donc N ≺ Hθ0 , E ∈M est un club dans [Hµ]
ω
et tp ↾ δN ∈ Cof(N). Puisque pour tout i < p ti ↾ δN /∈ Cof(N),
il existe αi ∈ N tel que si β ∈ N\αi alors ti ↾ β /∈ TδN . Soit α =
max{αi : i < p}. Clairement α ∈ N . Par le Lemme 3.2.1 il existe
X ∈ N∩E, α ∈ X et tp ↾ δX /∈ Cof(X). Puisque α ∈ X etX ⊆ N∩Hµ,
pour tout i < p ti ↾ δX /∈ Cof(X). Par conse´quent X satisfait les
conclusions du lemme.
The´ore`me 3.2.3. MRP implique que pour tout λ ≥ ω2 et pour tout (λ,<
ω1)-club arbre T , T a une club branche.
De´monstration. Nous de´montrons ce the´ore`me par l’absurde.
Supposons qu’il existe λ et un (λ,< ω1)-club arbre T tel que T n’a pas de
club branche. D’apre`s la Remarque 3.2.2, si T est un (λ,< ω1)-arbre alors T a
une branche. SoitM ≺ Hθ tel que T, µ, θ0 ∈M . Soit (Ei)i<ω une e´nume´ration
de tous les clubs de [Hµ]
ω dans M . De plus, soit (ti)i<ω une e´nume´ration de
Cof(M).
Nous appliquons le pre´ce´dent lemme : pour chaque i < ω, il existe
Xi ∈ M ∩ Ei tel que pour tout k ≤ i, tk ↾ δXi /∈ Cof(Xi). Par le meˆme
raisonnement que celui du pre´ce´dent lemme, il existe αi ∈ Xi tel que si
Y ⊆ X et αi ∈ Y , alors pour tout k ≤ i, tk ↾ δY /∈ Cof(Y ).
Nous de´finissons Σ(M) =
⋃
i∈ω[{αi}, Xi]. Σ est bien une application ou-
verte stationnaire. En appliquant MRP, soit (Mξ)ξ<ω1 une suite de re´flexion
pour Σ. On pose M =
⋃
ξ∈ω1
Mξ et prenons un t ∈ TδM .
Sous lemme 3.2.1. L’ensemble C = {ξ ∈ ω1 : t ↾ δMξ ∈ Cof(Mξ)} contient
un club.
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De´monstration du sous lemme. Soit C0 = {ξ ∈ ω1 : δMξ ∈ C
t}. C0 est un
club. Soit C1 = {ξ ∈ C0 : sup{α ∈Mξ : t ↾ α ∈Mξ} = δMξ}. Lim(C1) est un
club et Lim(C1) ⊆ C.
Nous pouvons a` pre´sent terminer la de´monstration du the´ore`me 3.2.3 en
obtenant une contradiction. Soit ξ un point limite de C. Nous choisissons
une suite croissante (ξn)n∈ω d’ordinaux de C telle que sup{ξn : n ∈ ω} = ξ et
soit δn l’ordinal de´signant δMξn , δ de´signant δMξ . Il existe un entier n0 tel que
pour tout n > n0, Mξn ∩Hµ ∈ Σ(Mξ). Cependant t ↾ δ ∈ Cof(Mξ), donc il
existe i0 ∈ ω tel que t ↾ δ = ti0 . Puisque pour tout n > n0, Mξn ∈ Σ(Mξ) et
Mξ =
⋃
n∈ωMξn , il existe n tel que Mξn ∩Hµ ∈ [{αi}, Xi] avec i > i0. Mais
alors t ↾ δn /∈ Cof(Mξn), ce qui est contradictoire.
The´ore`me 3.2.4. MRP +MA implique que pour tout λ ≥ ω2 et pour tout
(λ,< ω2)-club arbre T , T a une club branche.
De´monstration. Nous de´montrons ce the´ore`me par l’absurde.
Nous supposons qu’il existe λ et un (λ,< ω2)-club arbre T tel que T n’a
pas de club branche. Soit M ≺ Hθ tel que T, µ, θ0 ∈ M et soit (Ei)i<ω une
e´nume´ration de tous les clubs de [Hµ]
ω dans M .
En utilisant MA, nous construisons par ge´ne´ricite´ un suite (Xi)i<ω telle
que pour tout t ∈ Cof(M), il existe un entier i0 tel que si i > i0, alors
t ↾ δXi /∈ Cof(Xi).
Pour cela introduisons le forcing P suivant :
P = {((αi, Xi)i≤n, T ) : pour chaque i < n, Xi ∈M ∩ Ei, αi ∈ Xi
et T est une partie finie de Cof(M)}.
L’ordre ≤P sur P est le suivant : p ≤P q si :
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(c) T q ⊆ T p







(e) pour chaque t ∈ T q, et pour chaque i, j + 1 ≤ i ≤ k, si Y ∈ [{αi}, Xi]
alors t ↾ δY /∈ Cof(Y ).
Le forcing P est ccc. De plus, d’apre`s le lemme 3.2.2, pour chaque t ∈
Cof(M), et pour chaque i ∈ ω,D(t,i) = {p ∈ P : t ∈ T et lg(p) > i} est dense.
En appliquant MA, il existe un filtre G tel que pour tout t ∈ Cof(M), et
pour tout i ∈ ω, D(t,i) ∩ G 6= ∅. Soit (αGi , X
G
i ) la suite ge´ne´rique obtenue a`
partir du filtre.







Par le meˆme raisonnement que celui du pre´ce´dent lemme, Σ ne se refle`te pas.
3.3 MRP et les proprie´te´s d’arbres ge´ne´ralise´es
3.3.1 Les principes ISP, ITP, SP et TP
Dans cette section, nous rappellerons la de´finition des principes combina-
toires introduits par Weiß [29] dans sa the`se.
De´finition 3.3.1. Soit κ un cardinal re´gulier et λ ≥ κ. Une liste D =
(dX)X∈[λ]<κ est une suite telle que pour tout X ∈ [λ]
<κ, dX ⊆ X.
De´finition 3.3.2. Soit D = (dX)X∈[λ]<κ une liste.
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1. D est mince (thin) si pour tout X ∈ [λ]<κ, |{dY ∩X : X ⊆ Y }| < κ.
2. D est e´lance´e (slender) si pour tout θ suffisamment large il existe un
club C ⊆ [Hθ]
<κ tel que pour tout M ∈ C et pour tout X ∈ M ∩ [λ]ω1,
dM∩λ ∩X ∈M .
Remarque 3.3.1. Si D est une liste mince, alors D est e´lance´e.
De´finition 3.3.3. Soit D = (dX)X∈[λ]<κ une liste.
1. D a une branche cofinale (cofinal branch) si il existe un sous ensemble
B ⊆ λ tel que pour tout X ∈ [λ]<κ, il existe Y ∈ [λ]<κ, X ⊆ Y et
dY ∩X = B ∩X.
2. D a une branche ineffable (ineffable branch) si il existe un sous en-
semble B ⊆ λ et un ensemble stationnaire S ⊆ [λ]<κ tel que pour tout
X ∈ S, dX = B ∩X.
De´finition 3.3.4. Soit κ un cardinal re´gulier, et λ ≥ κ.
1. le principe TP(λ, κ) est satisfait si toute liste mince (dX)X∈λ]<κ a une
branche cofinale.
2. le principe SP(λ, κ) est satisfait si toute liste e´lance´e (dX)X∈λ]<κ a une
branche cofinale.
3. le principe ITP(λ, κ) est satisfait si toute liste mince (dX)X∈λ]<κ a une
branche ineffable.
4. le principe ISP(λ, κ) est satisfait si toute liste e´lance´e (dX)X∈[λ]<κ a
une branche ineffable.
Remarque 3.3.2. Notre de´finition de liste mince est le´ge`rement diffe´rente de
celle que Weiß a de´finie dans le sens ou elle ne se restreint pas a` un club.
Cependant si on note TP∗(λ, κ) le principe combinatoire obtenu a` partir de la
de´finition originale, TP∗(λ, κ) est e´quivalent a` TP(λ, κ). La meˆme remarque
est applicable a` ITP.
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Remarque 3.3.3. ISP(λ, κ) implique ITP(λ, κ) et SP(λ, κ). ITP(λ, κ) implique
TP(λ, κ). TP(ω2, ω2) est e´quivalent a` la formulation : il n’y a pas d’arbre
d’Aronszajn sur ω2.
Les caracte´risations suivantes sont dues a` Jech [11], Magidor [18] et
Weiß[29] :
The´ore`me 3.3.1. Soit κ un cardinal.
– κ est fortement compact si et seulement si κ est inaccessible et TP(λ, κ)
est satisfait pour tout λ ≥ κ.
– κ est supercompact si et seulement si κ est inaccessible et ITP(λ, κ) est
satisfait pour tout λ ≥ κ.
3.3.2 MRP+MA implique ITP(λ, ω2) pour tout λ ≥ ω2
Nous allons de´montrer que MRP +MA implique que pour tout λ ≥ ω2,
ITP(λ, ω2). Comme corollaire imme´diat, MRP+MA implique qu’il n’y a pas
d’arbre Aronszajn de hauteur ω2. Ce re´sultat ame´liore le re´sultat de Baum-
gartner qui a montre´ que PFA implique qu’il n’y pas d’arbre d’Aronszajn de
hauteur ω2.
Nous rappelons l’e´nonce´ du the´ore`me :
The´ore`me 3.3.2. MRP+MA implique que ∀λ ≥ ω2, ITP(λ, ω2) est satisfait.
Avant de prouver le The´ore`me 3.3.2, nous introduisons quelques nota-
tions. Dans ce qui suit, nous fixons un cardinal re´gulier µ tel que [λ]≤ω1 , 2λ ⊆
Hµ et un cardinal re´gulier θ0 tel que Hµ ∈ Hθ0 .
Soit D = {dX : X ∈ [λ]
≤ω1} une liste mince. Pour tout X ∈ [λ]≤ω1 , nous
de´finissons :
TX = {dY ∩X : Y ∈ [λ]
≤ω1 et X ⊆ Y }.
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D est mince, donc pour tout X ∈ [λ]≤ω1 , |TX | ≤ ω1.
Pour chaque θ et chaque M ⊆ Hθ, soit δM = sup(M ∩ λ). Nous noterons
M pour de´signer la cloˆture de Skolem de ω1 ∪M dans Hθ.
De´finition 3.3.5. Soit Z ∈ [λ]≤ω1. Nous dirons que Z est M-cofinal si pour
tout X ∈M ∩ [λ]≤ω1, Z ∩X ∈M . Nous posons :
Cof(M) = {Z ∈ TM : Z est M − cofinal }.
Nous posons de plus :
Branch(M) = {Z ∈ TM : il existe B ⊆ λ dans M tel que B ∩M = Z}.
Enfin nous posons :
S(M) = Cof(M) \Branch(M).
Nous remarquons que, puisqueD est mince, |S(M)| ≤ ω1. De plus Cof(M) =
Cof(M ∩Hµ), Branch(M) = Branch(M ∩Hµ) et S(M) = S(M ∩Hµ).
Lemme 3.3.1. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ0 tel
que D,µ ∈ M . Soit Z0 ∈ S(M) et E ∈ M un club de [Hµ]
ω. Il existe
N ∈ E ∩M tel que Z0 ∩N /∈ S(N).
De´monstration. Fixons Z0 ∈ S(M) et supposons pour obtenir une contradic-
tion qu’il existe un club E ∈M tel que pour tout N ∈ E∩M , Z0∩N ∈ S(N).
Pour chaque X ∈ [λ]≤ω1 , nous choisissons NX ∈ E tel que X ∈ NX . Pour
chaque X ∈ [λ]≤ω1 , nous de´finissons :
T ′X = TX ∩NX et T
′′
X = {Z ∈ T
′
X : pour chaque Y ⊆ X, Z ∩ Y ∈ T
′
Y }.
Remarquons que pour tout X ∈ [λ]≤ω1 ∩M , T ′′X ∈M .
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Sous lemme 3.3.1. Pour tout X ∈ [λ]≤ω1 ∩M , Z0 ∩X ∈ T
′′
X .
De´monstration du sous lemme. Soit X ∈ [λ]≤ω1 ∩M . Z0 ∈ Cof(M), donc
Z0 ∩ X ∈ M . Alors Z0 ∩ X ∈ TX . Pour chaque Y ⊆ X, Z0 ∩ X ∩ Y =
Z0∩Y ∈ NY puisque Z0∩NY ∈ S(NY ), ainsi Z0∩X∩Y ∈ T
′
Y . En particulier
Z0 ∩X ∈ T
′
X . Par conse´quent pour tout X ∈ [λ]
≤ω1 ∩M , Z0 ∩X ∈ T
′′
X .
A partir (T ′′X : X ∈ [λ]
≤ω1) nous construisons par induction un arbre bien
taille´ (well pruned tree), i.e. une suite (T∞X : X ∈ [λ]
≤ω1) telle que pour chaque
X ∈ [λ]≤ω1 , pour chaque Z ∈ T∞X et pour tout Y ∈ [λ]
≤ω1 , X ⊆ Y , il existe
Z ′ ∈ T∞Y tel que Z
′ ∩X = Z.
Posons
T 0 = (T 0X : X ∈ [λ]
≤ω1) ou` T 0X = T
′′
X pour chaque X ∈ [λ]
≤ω1 .
Par induction, pour chaque α < (λℵ1)+ nous de´finissons une suite T α =
(T αX : X ∈ [λ]
≤ω1) telle que pour tout X ∈ [λ]≤ω1 , si α = β + 1 :
T αX = {Z ∈ T
β
X : pour tout Y ∈ [λ]
≤ω1 , X ⊆ Y , il existe Z ′ ∈ T βY tel que Z
′∩X = Z}





Enfin T∞ = (T∞X : X ∈ [λ]
≤ω1) est une suite telle que pour chaqueX ∈ [λ]≤ω1 ,
T∞X =
⋂
{T αX : α < (λ
ℵ1)+}.
Sous lemme 3.3.2. (T∞X : X ∈ [λ]
≤ω1) est bien taille´ et pour tout X ∈




De´monstration du sous lemme. Pour chaque α < (λℵ1)+, posons :
Dα =
⋃
{T αX : X ∈ [λ]
ω1}
(Dα)α<(λℵ1 )+ est une suite de´croissante de sous ensembles [λ]
≤ω1 , donc il
existe α < (λℵ1)+ tel que pour tout β ∈ (λℵ1)+ \ α, Dα = Dβ. Donc
(T∞X : X ∈ [λ]
≤ω1) est bien taille´.
T∞ est de´fini par induction a` parame`tres dans M , donc T∞ est dans M .
Puisque pour chaque α ∈M ∩ (λℵ1)+ et pour chaque X ∈M , Z0 ∩X ∈ T
α
X ,
par e´le´mentarite´ Z0 ∩X ∈ T
∞
X .
Sous lemme 3.3.3. Il existe X0 ∈ [λ]
≤ω1 et (Bi)i<ω, Bi ⊆ λ tels que pour
tout Y ∈ [λ]≤ω1, si X0 ⊆ Y alors T
∞
Y = {Bi ∩ Y : i ∈ ω} et si i 6= i
′
Bi ∩ Y 6= Bi′ ∩ Y .
De´monstration du sous lemme. Cette preuve est similaire au cas d’un µ-
arbre de hauteur κ avec κ > µ. Soit X ⊆ Y , nous dirons qu’il y a un branche-
ment entre X et Y si il existe Z,Z ′ ∈ T∞Y tel que Z 6= Z
′ et Z ∩X = Z ′∩X.
Supposons que pour tout X, il existe Y , X ⊆ Y tel qu’il y a un branchement
entre X et Y . Nous pouvons de´finir une suite (Xi)i<ω1 et une suite (Zi)i<ω1
tels que (Xi)i<ω1 est croissante, pour tout i < ω1 Zi ∈ T
∞
Xi
, et pour tout
i < j < ω1 Zj ∩Xi 6= Zi. Si nous de´finissons Xω1 =
⋃
i∈ω1
Xi, alors pour tout
i il existe un Z ′i ∈ T
∞
Xω1
tel que Z ′i ∩ Xi = Zi. Mais |{Zi : i ∈ ω1}| = ℵ1 et
|T∞Xω1 | ≤ ℵ0, ce qui entraine une contradiction.
Donc il existe X0 tel que pour tout Y ⊇ X0, il n’y a pas de branchement
entre X0 et Y . Soit {Zi : i ∈ ω} une e´nume´ration de T
∞
X0
. Pour chaque i nous
pouvons de´finir :
SegZiY = {Z
′ ∈ T∞Y : Z
′ ∩X0 = Zi}.
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Maintenant nous sommes preˆts pour prouver le Lemme 3.3.1. Supposons
que X0 ∈ M et (Bi)i<ω ∈ M satisfait la conclusion du Sous lemme 3.3.3.
Pour chaque Y ∈M tel que X0 ⊆ Y , Z0 ∩ Y ∈ T
∞
Y , donc il existe iY ∈ ω tel
que Z0 ∩ Y = BiY ∩ Y . Notons que si Y, Y
′ ⊇ X0, iY = iY ′ . Soit i0 = iX0 ,
alors Bi0 ∈M et Bi0 ∩M = Z0, ce qui contredit que Z0 /∈ Branch(M).
Nous fixons un cardinal re´gulier θ tel que Hθ0 ∈ Hθ.
Lemme 3.3.2. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ tel
que D,µ, θ0 ∈ M . Soit (Zi)i<n une suite finie dans S(M) et E ∈ M un club
dans [Hµ]
ω. Il existe N ∈ E ∩M tel que pour tout i < n, Zi ∩N /∈ S(N).
De´monstration. Nous prouvons ce lemme par induction sur la longueur de
la suite.
Cas n = 1 : La preuve est la meˆme que celle du pre´ce´dent lemme.
Cas n = p+ 1 : Soit E ∈M un club dans [Hµ]
ω. On pose
E ′ = {N ≺ Hθ0 : E, µ,D ∈ N} et E
′′ = {N ∩Hµ : N ∈ E
′}
E ′ et E ′′ sont dans M . Nous pouvons donc appliquer l’hypothe`se d’induction
a` E ′′ : il existe N ∈ M ∩ E ′ tel que pour tout i < p, Zi ∩ N /∈ S(N). Il y a
alors deux cas : soit Zp∩N /∈ S(N) et donc N ∩Hµ satisfait la conclusion du
lemme. Dans le cas contraire Zp ∩N ∈ S(N). Donc N ≺ Hθ0 , E ∈M est un
club dans [Hµ]
ω et Zp ∩N ∈ S(N). Puisque pour tout i < p Zi ∩N /∈ S(N),
il existe Xi ∈ N ∩ [λ]
≤ω1 tel que Z ∩ Xi /∈ N ou Xi ∩ N = Zi ∩ N . Soit
X = {Xi : i < p}, clairement X ∈ N . E est un club dans [Hµ]
ω, donc d’apre`s
le Lemme 3.3.1 il existe N ′ ∈ N ∩ E, X ∈ N ′ et Zp ∩N ′ /∈ S(N).
71
Puisque X ∈ N ′ et N ′ ⊆ N ∩Hµ, pour tout i < p Zi ∩N ′ /∈ S(N
′). Ainsi
N ′ satisfait la conclusion du lemme.
Lemme 3.3.3. Supposons que MAℵ1 soit satisfait. Pour chaque sous mode`le
e´le´mentaire de´nombrable M de Hθ tel que D,µ, θ0 ∈ M , et pour chaque
e´nume´ration (Ci)i<ω de club de [Hµ]
ω dans M , il existe une suite (Xi, Ni)i<ω
telle que pour tout i < ω on a :
(i) Xi ∈M ∩Hµ
(ii) Ni ∈M ∩ [Hµ]
ω
(iii) Xi ∈ Ni
(iv) Ni ∈ Ci
et :
(v) pour tout Z ∈ S(M), il existe i0 tel que pour tout j > i0, et tout
N ′ ∈ [{Xj}, Nj], Z ∩N ′ /∈ S(N
′)
De´monstration. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ.
Nous fixons une e´nume´ration (Ci)i<ω des clubs de [Hµ]
ω in M .
Soit P le forcing constitue´ des pairs ((Xi, Ni)i<n,Z) tels que pour tout
i < n :
(i) Xi ∈M ∩Hµ
(ii) Ni ∈M ∩ [Hµ]
ω
(iii) Xi ∈ Ni
(iv) Ni ∈ Ci
(v) Z est une sous ensemble fini de S(M)
On de´finit l’ordre suivant sur P. p ≤P q si :









(c) Zq ⊆ Zp







(e) pour chaque Z ∈ Zq, et pour chaque i, j+1 ≤ i ≤ k, si N ′ ∈ [{Xi}, Ni]
alors Z ∩N ′ /∈ S(N ′).




Sous lemme 3.3.4. P est un forcing ccc.
De´monstration du sous lemme. Par l’absurde soit A une antichaine de taille
ℵ1. Alors il existe p ∈ A, q ∈ A avec la meˆme suite finie, i.e p = (s,Z
p) et
q = (s,Zq) et ainsi r = (s,Zp ∪ Zq) est une condition dans P en dessous de
p et q.
Sous lemme 3.3.5. Pour chaque Z ∈ S(M) et i ∈ ω,
DZ,i = {p ∈ P : Z ∈ Zp et lg(p) ≥ i}
est dense.
De´monstration du sous lemme. Pour le de´montrer, prenons




Soit Zq = Zp∪{Z}. D’apre`s le Lemme 3.3.3, pour chaque k, lg(p) ≤ k ≤ i, il
existe Nk ∈ Ck tel que pour tout Z
′ ∈ Zq, Z ′ ∩Nk /∈ S(Nk). Donc pour tout
Z ′ ∈ Zq il existe XZ
′
k ∈ Nk tel que Z
′ ∩XZ
′
k /∈ Nk ou X
Z′
k ∩ Nk = Z
′ ∩ Nk.
Posons Xk = {X
Z′
k : Z
′ ∈ Zq}. Donc pour tout N ′ ∈ [{Xk}, Nk], et pour
tout Z ′ ∈ Zq, Z ′ ∩N ′ /∈ S(N ′). Ainsi q = ((Xpk , N
p
k )k≤i,Z
q) est dans DZ,i et
q ≤P p.
Nous pouvons a` pre´sent terminer la de´monstration du Lemme 3.3.3.
Puisque |S(M)| ≤ ℵ1, nous pouvons appliquer MAℵ1 a` la famille (D
Z,i)Z∈S(M),i∈ω.
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Soit G un filtre ge´ne´rique pour cette famille. Nous de´finissons (Xi, Ni)i<ω
comme la suite telle que pour tout n < ω, il existe p ∈ G tel que (Xi, Ni)i<n =
(Xpi , N
p
i )i<n. Cette suite satisfait la conclusion du lemme.
The´ore`me 3.3.3. Supposons que MRP+MA soit satisfait. Soit (dX)X∈[λ]ω1
une liste mince. Alors l’ensemble
S = {M ∈ [Hµ]
ω1 : ∃B ⊆ λ,B ∈M et B ∩M = dM}
est stationnaire.
De´monstration. Supposons pour aboutir a` une contradiction que S ne soit
pas stationnaire. Nous allons construire une fonction stationnaire qui ne se
refle`te pas.
Soit F : [Hµ]
<ω → Hµ une alge`bre telle que X ∈ [λ]
ω1 , clF (X ∪ ω1) /∈ S.
Soit C = {clF (X) : X ∈ [λ]
ω}. Clairement C est un club dans [λ]ω et pour




Soit C ′ = {M ≺ Hθ : M ∩Hµ ∈ C}.
Nous de´finissons l’application stationnaire Σ suivante : Pour chaque M
dans C ′ il existe une suite (Xi, Ni)i<ω qui satisfait le Lemme 3.3.3, soit
Σ(M) =
⋃
{[{Xi}, Ni] : i < ω}
D’apre`s le Lemme 3.3.3, Σ est une application ouverte stationnaire. Nous
allons montrer que la fonction Σ ne se refle`te pas.
Pour cela raisonnons par l’absurde et supposons qu’il existe une suite de
re´flexion (Mξ)ξ<ω1 pour Σ. On pose M =
⋃
ξ<ω1
Mξ et ZM = dM∩λ.
Sous lemme 3.3.6. L’ensemble E = {ξ ∈ ω1 : ZM ∩M ξ ∈ Cof(Mξ)} est
un club.
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De´monstration du sous lemme. Nous montrons d’abord que E est cofinal.
Soit ξ0 ∈ ω1. Nous construisons par induction une suite croissante (ξn)n<ω
d’ordinaux de ω1. A l’e´tape n, puisqueM ξn ∈M , par e´le´mentarite´ TMξn ∈M .
Mais |TMξn | ≤ ω1, donc TMξn ⊆ M et ZM ∩M ξn ∈ M . Choisissons ξn+1 tel
que ZM ∩ M ξn ∈ Mξn+1 . Soit ξ = sup{ξn : n ∈ ω}. Nous montrons que
ξ ∈ E : prenons X ∈Mξ. Mξ =
⋃
n∈ωMξn . Donc il existe un entier n tel que
X ∈ Mξn . Par induction, ZM ∩M ξn ∈ Mξn+1 . Ainsi ZM ∩M ξn ∩ X ∈ Mξ.
Donc ZM ∩X ∈Mξ.
Nous montrons que E est clos. Soit ξ un point limite de E et (ξn)n∈ω une
suite dans E telle que supn∈ωξn = ξ. Soit X ∈Mξ ∩ [λ]
≤ω1 . Il existe un n ∈ ω
tel que X ∈ Mξn . Mais ξn est dans E donc ZM ∩ X ∈ Mξn ⊆ Mξ. Donc
ξ ∈ E.
Sous lemme 3.3.7. L’ensemble E ′ = {ξ ∈ ω1 : ZM ∩M ξ /∈ Branch(Mξ)}
est un club.
De´monstration du sous lemme. Supposons pour obtenir une contradiction
que E ′ n’est pas un club. L’ensemble {Mξ : ξ /∈ E
′} est stationnaire dans
[M ]ω et pour chaque Mξ il existe Bξ ∈ Mξ tel que Bξ ∩M ξ = ZM ∩M ξ.
D’apre`s le Lemme de Fodor, il existe un ensemble stationnaire T ⊆ ω1 et
B ∈ M tel que pour tout ξ ∈ T , B ∩M ξ = ZM ∩M ξ. Mais
⋃
ξ∈T M ξ = M ,
donc B∩M = ZM etM∩Hµ ∈ S. Cependant (Mξ∩Hµ)ξ<ω1 est une ∈-chaine
croissante dans C. Donc M ∩Hµ /∈ S, ce qui est contradictoire.
Sous lemme 3.3.8. La fonction Σ ne se refle`te pas.
De´monstration du sous lemme. Prenons ξ un point limite dans E ∩ E ′ et
choisissons une suite croissante (ξn)n∈ω dans E ∩ E
′ telle que sup{ξn : n ∈
ω} = ξ. (Mξ)ξ<ω1 est une suite de re´flexion Σ, donc il existe n0 ∈ ω tel
que pour tout n > n0, Mξn ∩ Hµ ∈ Σ(Mξ). Cependant ZM ∩M ξ ∈ S(Mξ),
donc il existe i0 ∈ ω tel que pour tout j > i0 et pour tout M
′ ∈ [{Xj}, Nj],
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ZM ∩M ′ /∈ S(M
′). Puisque pour tout n > n0, Mξn ∩Hµ ∈ Σ(Mξ) et Mξ =⋃
n∈ωMξn , il existe n tel que Mξn ∩Hµ ∈ [{Xj}, Nj] avec j > i0. Mais alors
ZM ∩M ξn /∈ S(Mξn), ce qui est contradictoire.
The´ore`me 3.3.4. MRP+MA implique que ITP(λ, ω2) est satisfait ∀λ ≥ ω2.
De´monstration. Soit λ un cardinal re´gulier. Soit (dX)X∈[λ]ω1 une liste mince.
D’apre`s le The´ore`me 3.3.3, l’ensemble S est stationnaire. En appliquant le
lemme de Fodor, il existe un ensemble stationnaire S ′ ⊆ S et B ⊆ λ tel que
pour tout X ∈ S ′, B ∩ X = dX . Donc B est une branche ineffable pour
(dX)X∈[λ]ω1 .
Corollaire 3.3.1. MRP +MA implique qu’il n’y a pas d’arbre d’Aronszajn
sur ω2.
Les corollaires suivant sont des conse´quences directes des The´ore`mes de
Viale-Weiß 3.1.2 et 3.1.3 :
Corollaire 3.3.2. Soit P une ite´ration standard de forcings de longueur κ
qui collapse κ sur ω2 et force MRP+MA. Alors κ est un cardinal fortement
compact dans le mode`le de base.
Corollaire 3.3.3. Soit P un forcing propre obtenu par ite´ration standard de
forcings de longueur κ, qui collapse κ sur ω2 et force MRP + MA. Alors κ
est un cardinal supercompact dans le mode`le de base.
3.3.3 MRP n’implique pas TP(ω2, ω2)
Dans cette section, nous donnons la preuve d’un re´sultat non publie´ de
Magidor, qui est que MRP est consistant avec ω1,ω1 . Ce re´sultat a pour
conse´quence que MRP seul ne peut impliquer le principe d’arbre le plus
faible, a` savoir TP(ω2, ω2). En fait, ω1,ω1 est e´quivalent a` l’existence d’un
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arbre d’Aronszajn spe´cial, ce qui est plus fort que ¬TP(ω2, ω2).
Nous rappelons la de´finition du principe ω1,ω1 :
De´finition 3.3.6. Le principe κ,λ est le satisfait si il existe une suite C =
(Cα)α∈Lim(κ+) telle que
1. pour chaque α ∈ Lim(λ), |Cα| ≤ λ.
2. pour chaque α ∈ Lim(λ) et C ∈ Cα, C est un club dans α et ot(C) ≤ κ.
3. pour chaque α ∈ Lim(λ) et C ∈ Cα, si β ∈ Lim(C) alors C ∩ β ∈ Cβ.
Brie`vement, l’ide´e de la preuve est la suivante. Nous partons du ground
model V dans lequel nous supposons l’existence d’un cardinal supercompact
κ. De meˆme que pour prouver la consistance de PFA, nous allons construire
en utilisant ce cardinal supercompact une ite´ration de forcings propres a` sup-
port de´nombrable. Les forcings utilise´s a` chaque e´tape de l’ite´ration seront
soit le forcing de´fini par Moore pour ajouter une suite de re´flexion a` une
application ouverte stationnaire, soit un forcing ajoutant un club a` partir
de segment initiaux de´nombrables dans le ground model V . Chaque Cα de
la suite te´moignant ω1,ω1 sera de´finie comme l’ensemble des clubs de α du
ground model dans le cas ou` la cofinalite´ dans V de α est ω, soit l’ensemble
re´duit au club obtenu par forcing dans le cas contraire.
Nous commenc¸ons tout d’abord par rappeler les proprie´te´s du forcing
permettant d’ajouter un club par segment initiaux de´nombrables. Nous sou-
lignons au lecteur le fait que ce forcing est de´fini dans le ground model V ,
avant tout processus d’ite´ration de forcing.
De´finition 3.3.7. Soit α < κ tel que cofV (α) > ω. On de´finit (dans V ) le
forcing Rα de la fac¸on suivante :
Rα = {c ⊆ α : c est un sous ensemble clos de´nombrable}
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L’ordre sur Rα est l’ordre inverse de celui de l’extension par segment initiaux :
cp ≤ cq si et seulement si cq ⊆ cp et sup(cq) ∩ cp = cq
Proposition 3.3.1. Soit G un filtre ge´ne´rique pour Rα. Alors
V [G] |= cof(α) = ω1
De plus si l’on pose
CG =
⋃
{c : c ∈ G}
CG est un club de type d’ordre ω1 tel que
∀γ < α, CG ∩ γ ∈ V
Enfin le forcing Rα ne rajoute pas de nouveaux re´els.
De´monstration. Une re´union de´nombrable d’ensembles clos de´nombrables est
un ensemble clos de´nombrable, donc Rα est σ-clos et par conse´quent le for-
cing ne rajoute pas de re´els.
De´montrons que la cofinalite´ de α dans V [G] est ω1. Pour tout γ < α, l’en-
semble Dγ = {c ∈ Rα : sup(c) > γ} est dense. G e´tant ge´ne´rique, CG est un
ensemble cofinal de α. De plus, les conditions dans G sont compatibles, il en
suit que pour tout γ < α, il existe c ∈ Rα de´nombrable tel que c∩γ = CG∩γ.
Ainsi les segments initiaux CG ∩ γ sont dans V et ot(CG ∩ γ) < ω1 pour tout
γ < α. D’apre`s cette indication, on en de´duit que ot(CG) ≤ ω1. Rα est σ-
clos, donc ω1 n’est pas collapse´ et par conse´quent ot(CG) = ω1. Il en suit
imme´diatement que cof(α)V [G] = ω1.
Il reste a` de´montrer que CG est clos. Soit x ⊆ CG avec sup(x) < α.
D’apre`s ce qui pre´ce`de, x est de´nombrable et x ∈ V . Or, par densite´, il existe
c ∈ G clos tel que x ⊆ c et donc sup(x) ∈ CG.
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Nous rappelons la de´finition du forcing de Moore MΣ.
De´finition 3.3.8. Soit Σ une application ouverte stationnaire. Le forcing
MΣ est de´fini comme l’ensemble des suites croissantes continues dans dom(Σ)
de la forme (Nξ : ξ : ξ ≤ α) avec α < ℵ1 et telles que :
∀ξ ≤ α limite, ∃η < ξ tel que ∀µ ∈ [η, ξ[, Nµ ∩X ∈ Σ(Nξ) (∗)
L’ordre sur MΣ est l’ordre de´finit par inclusion inverse :
si p = (Npξ : ξ ≤ α
p) et q = (N qξ : ξ ≤ α
q), alors




∀ξ ≤ αq, Npξ = N
q
ξ
Proposition 3.3.2. Le forcing MΣ est propre et ne rajoute pas de re´els.
De´monstration. Nous avons vu pre´ce´demment que le forcing MΣ est propre.
En re´alite´ nous avons de´montre´ la proprie´te´ plus forte que si M est un sous
mode`le e´le´mentaire de´nombrable de Hθ et que si p ∈MΣ ∩M , alors il existe
une condition q ≤ p telle que pour tout D ∈ M dense, il existe d ∈ M ∩D
telle que q ≤ d. Cette proprie´te´ garantie que le forcing ne rajoute pas de
re´el, car si f˙ ∈ M est un terme pour une fonction de 2ω, q de´cide toutes les
valeurs prises par f˙ .
De plus nous avons besoin du the´ore`me d’ite´ration suivant.
The´ore`me 3.3.5 (Shelah). Soit (Pξ, Q˙ξ)ξ<α une ite´ration de forcing a` sup-
port de´nombrable telle que pour tout ξ < α, Pξ ”Q˙ξ est propre et tout en-
semble ouvert dense de 2<ω dans l’extension ge´ne´rique contient un ouvert
dense dans le ground model”. Alors Pα est propre et tout ensemble ouvert
dense de 2<ω dans V Pα contient un sous ensemble ouvert dense dans V .
Soit P un forcing propre et Q˙ un P-terme pour un forcing. Nous dirons
que P ”Q˙ est V -propre” si pour θ suffisamment grand il existe un club C de
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sous mode`le e´le´mentaires de´nombrables de Hθ tels que dans V [G], pour tout
M ∈ C et toute condition p ∈M [G]∩Q, il existe une condition q ≤ p qui est
(M [G],Q)-ge´ne´rique. Nous remarquons qu’en reproduisant la de´monstration
de Shelah, le the´ore`me 3.3.5 reste vrai en remplac¸ant la condition Pξ ”Q˙ξ
est propre” par Pξ ”Q˙ξ est V -propre”.
Pour construire notre syste`me d’ite´ration de forcing, nous allons suivre
le meˆme exemple que pour PFA. Nous utilisons donc une fonction de Laver
obtenue a` partir d’un cardinal supercompact.
The´ore`me 3.3.6 (Laver [16]). Soit κ un cardinal supercompact. Il existe une
fonction f : κ → Vκ telle que pour tout ensemble x et pour tout λ ≥ κ avec
λ ≥ |tc(x)|, il existe un plongement e´le´mentaire j : V →M de point critique
κ tel que j(κ) > λ, Mλ ⊆M et j(f)(κ) = x.
Nous supposons a` pre´sent l’existence d’un cardinal supercompact et d’une
fonction de Laver f . Nous allons de´finir notre ite´ration de forcing (Pξ, Q˙ξ)ξ<κ.
Celle-ci est a` support de´nombrable et est de´finie par re´currence de la fac¸on
suivante :
– si ξ = γ + 1 avec γ limite de cofinalite´ non de´nombrable, Q˙ξ = Rγ.
– si ξ est limite et f(ξ) = Σ˙ avec Σ˙ un Pξ-terme pour une fonction ouverte
stationnaire, alors Q˙ξ = M˙Σ avec M˙Σ le Pξ-terme pour le forcing de
Moore correspondant.
– Q˙ξ = {1} sinon.
Pour s’assurer que le forcing Pκ est propre, nous de´montrons la proprie´te´
suivante.
Proposition 3.3.3. Pour tout α < κ, le forcing Pα est propre. De plus Pα
force que Q˙α est V -propre et que tout ensemble ouvert dense de 2<ω dans
l’extension ge´ne´rique contient un sous ensemble ouvert dense du ground mo-
del.
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Cette proprie´te´ se de´montre par re´currence. L’initialisation est triviale.
Supposons que l’on soit a` l’e´tape ξ et que la proprie´te´ soit satisfaite pour
tout α < ξ.
– si ξ est limite, en utilisant le the´ore`me d’ite´ration de Shelah, Pξ est
propre et force que tout ensemble ouvert dense de 2<ω dans l’extension
ge´ne´rique contient un sous ensemble ouvert dense du ground model. De
plus dans le cas ou` Q˙ξ est de la forme M˙Σ, nous avons vu que Pξ M˙Σ
est propre. Dans l’autre cas, Q˙ξ est le forcing trivial et on a bien dans
les deux cas que Pξ force que Q˙ξ est V -propre.
– si ξ = α + 1, nous distinguons les deux cas principaux ou` Q˙α est de la
forme M˙Σ et ou` Q˙α est de la forme Rα.
On suppose que l’on a de´montre´ la proprie´te´ (*) suivante : soit P un
forcing propre tel que tout ensemble ouvert dense de 2<ω dans l’ex-
tension ge´ne´rique contient un sous ensemble ouvert dense du ground
model. Soit β < κ. Alors P force que Rβ est V -propre et ne rajoute pas
de re´els.
Dans le cas ou` Q˙α est de la forme M˙Σ, puisque Pα ”M˙Σ est propre”,
Pξ est propre. De plus Pα ”M˙Σ ne rajoute pas de re´el”, donc Pξ est
propre et force que tout ensemble ouvert dense de 2<ω dans l’extension
ge´ne´rique contient un sous ensemble ouvert dense du ground model. En
supposant la proprie´te´ (*) vrai, Pξ force de plus que Q˙ξ est V -propre.
Dans le cas ou` Q˙α est de la forme Rα, la proprie´te´ (*) nous assure Pξ est
propre et force que tout ensemble ouvert dense de 2<ω dans l’extension
ge´ne´rique contient un sous ensemble ouvert dense du ground model. De
plus Pξ force que Q˙ξ est V -propre.
Il reste donc a` prouver la proprie´te´ (*).
Proposition 3.3.4. Soit P un forcing propre tel que tout ensemble ouvert
dense de 2<ω dans l’extension ge´ne´rique contient un sous ensemble ouvert
dense du ground model et soit β < κ. Alors P force que Rβ est V -propre et
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ne rajoute pas de re´els.
De´monstration. Soit M un sous mode`le e´le´mentaire de´nombrable de Hθ et
r0 ∈M∩Rβ. Soit G un filtre ge´ne´rique sur P. Nous allons montrer qu’ il existe
une condition r1 ≤ r0 telle que r1 est (M [G],Rβ)-ge´ne´rique. En re´alite´ nous
allons construire r1 de telle sorte que si D ∈M [G], alors il existe d ∈ D ∩M
tel que r1 ≤ d, ce qui nous assure que P force que Rβ ne rajoute pas de re´els.
Soit (Di)i<ω une e´nume´ration dans V [G] des sous ensembles ouverts
denses de Rβ ∩ M qui sont dans M [G]. Rβ ∩ M est de´nombrable donc il
existe un ensemble dense T ∈ V de Rβ ∩M qui est isomorphe au forcing de
Cohen. Puisque Di est ouvert dense, Di ∩ T est ouvert dense. Ainsi Di ∩ T
est isomorphe a` un ouvert dense de 2<ω dans V [G] et en utilisant l’hypothe`se
sur P, il existe D′i ∈ V tel que D
′
i ⊆ Di ∩ T est ouvert dense dans T . De
plus, puisque P est propre, la famille {D′i : i ∈ ω} est incluse dans une fa-
mille de´nombrable F ∈ V d’ensembles denses de T . Prenons dans V une
e´nume´ration (Ei)i∈ω de la famille F . Pour chaque entier i, nous fixons une
condition di ∈ Ei ∩ T telle que di+1 ≤ di et d0 ≤ r0. Le forcing Rβ e´tant
σ-clos, r1 =
⋃
i∈ω di est une condition de Rβ. De plus, pour tout i ∈ ω, il
existe d ∈ Di telle que r1 ≤ d.
The´ore`me 3.3.7 (Magidor). Pκ force MRP+ω1,ω1.
De´monstration. Le forcing Pκ est propre et κ-ccc. ω1 est pre´serve´ dans l’ex-
tension ge´ne´rique et les cardinaux compris entre ω1 et κ sont collapse´s sur
ω1. De plus κ = ω
V [G]
2 .
En utilisant la meˆme de´monstration que pour PFA, notre fonction de
Laver nous assure que MRP est satisfait dans toute extension ge´ne´rique. Il
reste donc a` prouver que Pκ force ω1,ω1 .
Pour chaque α < κ on de´finit une famille de clubs Cα te´moignant ω1,ω1 .
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– si cof(α)V = ω, on pose Cα = {C ∈ V : C est un club de type d’ordre <
ω1 dans α}.
– sinon on pose Cα = {CG} ou` G est le filtre ge´ne´rique sur Rα obtenu a`
l’ e´tape α + 1 de l’ite´ration.
Puisque κ est supercompact dans V , |Cα| < κ et donc |Cα| ≤ ω1 dans V [G].
Le type d’ordre de CG est ω1, donc pour tout C ∈ Cα, ot(C) ≤ ω1. Enfin si
C ∈ Cα et β est un point limite de C, C ∩ β est dans V , ce qui garantit la
cohe´rence. Ainsi (Cα)α<ω2 est une ω1,ω1 suite.
3.3.4 MRP+MA n’implique pas ISP(ω2, ω2)
ISP est un renforcement du principe ITP. Il est donc naturel de se de-
mander si MRP+MA implique ISP. Cependant il s’ave`re que ce n’est pas le
cas.
Pour de´montrer cela nous allons introduire la de´finition suivante due a`
Shelah :
De´finition 3.3.9. ℵ2 est approchable si il existe une suite (tα)α<ω2 de sous
ensembles borne´s de ω2 et un club C ⊆ Lim(ω2) tel que pour tout α ∈ C, il
existe un ensemble cofinal bα ⊆ α de type d’ordre cf(α) tel que {bα ∩ β : β <
α} ⊆ {tβ : β < α}.
Weiß remarque dans [29] que ISP(ω2, ω2) implique que ℵ2 n’est pas ap-
prochable.
Le the´ore`me suivant a e´te´ prouve´ par Ko¨nig dans [14].
The´ore`me 3.3.8 (Ko¨nig [14]). Il existe un mode`le de MRP +MA+ ℵ2 est
approchable.
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