Abstract. Any nonsingular matrix has pth roots. One way to compute matrix pth roots is via a specialized version of Newton's method, but this iteration has poor convergence and stability properties in general. A Schur algorithm for computing a matrix pth root that generalizes methods of Björck and Hammarling [Linear Algebra Appl., 52/53 (1983), pp. 127-140] and Higham [Linear Algebra Appl., 88/89 (1987), pp. for the square root is presented. The algorithm forms a Schur decomposition of A and computes a pth root of the (quasi-)triangular factor by a recursion. The backward error associated with the Schur method is examined, and the method is shown to have excellent numerical stability.
Introduction. Given a matrix A ∈ C
n×n , a matrix X is a pth root of A if
For the scalar case, n = 1, we know that every nonzero complex number has p distinct roots. But for n > 1, a matrix pth root may not exist or there may be infinitely many solutions of (1.1). For example, the matrix A = 0 1 0 0 has no square root, while any involutary matrix is a square root of the identity matrix.
If the matrix A is nonsingular, it always has a pth root, but for singular matrices existence depends on the structure of the elementary divisors of A corresponding to the zero eigenvalues (see [23, section 8.6] , [8, section 8.7] ). We will restrict our attention to the roots of nonsingular matrices. One approach to computing the matrix pth root is to apply Newton's method to the matrix equation (1.1). Hoskins and Walton [14] implement a specialized form of Newton's method based on commutativity assumptions and apply it to symmetric positive definite A. However, this method is not practically viable, as we will show. Björck and Hammarling [1] and Higham [11] offer methods for computing square roots of A that first form a Schur decomposition of A and then use stable and efficient recursive formulae to obtain a square root of the triangular factor. Here we present a generalization of these Schur methods that computes a pth root for arbitrary p ≥ 2, using only real arithmetic if the matrix A is real.
Applications requiring the matrix pth root arise in system theory in connection with the matrix sector function, defined by sector(A) = (A p ) −1/p A [19] , [2] . Another application is in the inverse scaling and squaring method for computing the matrix logarithm which can be expressed as logA = p logA 1/p [16] , [3] . Among all pth roots it is usually the principal pth root that is of interest. Definition 1.1. Assume that the nonsingular matrix A ∈ C n×n has eigenvalues Λ(A) = {λ i | i = 1: n} with arg(λ i ) = π for all i. Then the principal pth root of A, denoted by A 1/p ∈ C n×n , is the matrix satisfying
• arg(Λ(A 1/p ) ∈ −π p , π p . In section 2 we define a function of a matrix. In particular we look at the matrix pth root function and find that in general not all roots of a matrix A are functions of A. This leads to the classification of the solutions of (1.1) into those expressible as polynomials in A and those that are not.
In section 3 we examine Newton's method for solving the matrix pth root problem. Hoskins and Walton [14] show that for a positive definite matrix a specialized version of Newton's method converges to the unique positive definite pth root provided the starting approximation is taken to be A or the identity matrix. We show that for general A this method fails to converge globally and that, when it does converge, it is usually unstable and thus is of little practical interest.
In section 4 we present our Schur method for computing pth roots. The basic step is the calculation of a pth root of a (quasi-)triangular matrix, using entirely real arithmetic if the original matrix is real. We give a rounding error analysis to show that our algorithm is numerically stable. , where p is a polynomial of minimal degree that interpolates to f on the spectrum of A, that is,
where A has s distinct eigenvalues λ i and n i is the largest Jordan block in which λ i appears. We are particularly interested in the function f (λ) = λ 1/p , which is clearly defined on the spectrum of nonsingular A. However, f (λ) is a multivalued function, giving a choice of p single valued branches for each eigenvalue λ i . As A has s distinct eigenvalues, we have a total of p s matrices f (A) when all combinations of branches are accounted for. Hence the matrix pth root function is not uniquely determined until we specify which branch of the pth root function is to be taken in the neighborhood of each eigenvalue λ i .
We now classify all the pth roots of a nonsingular A ∈ C n×n . We require the following result regarding the pth roots of a Jordan block. Theorem 2.1. For λ k = 0 the Jordan block,
has precisely p upper triangular pth roots
where f (λ) = λ 1/p and the subscript j denotes the branch of the pth root function in the neighborhood of λ k . The p pth roots are functions of J k .
Proof. The pth root function f (λ) = λ 1/p is clearly defined on the spectrum of the Jordan block (2.1). Hence the formula (2.2) for the p distinct roots, f j (J k ), follows directly from the definition of f (A) [8, Chapter 5] .
We need to show that these p roots are the only upper triangular pth roots of J k . Suppose that X = (x α,β ) is an upper triangular pth root of J k . Equating the (α, α) and (α, α + 1) elements in
If the eigenvalue λ k has the polar representation |λ k |e iθ , the p pth roots of (2.3) are
Let the α and α + 1 diagonal entries of X be
The summation in (2.4) now becomes
Equation (2.4) implies that the above sum does not equal zero. In turn, this implies that p−1 r=0 e i2π(q2−q1)r/p = 0. If x α,α and x α+1,α+1 are chosen to have the same value, then q 1 = q 2 , and the summation term becomes
If instead the diagonal entries are taken to be roots of λ k from different branches, then q 1 = q 2 , and the sum becomes
Hence q 1 = q 2 . It follows that X has a constant diagonal, and since X can be shown to be uniquely determined by its diagonal elements (see section 4) the result follows. Theorem 2.1 shows that all roots of a Jordan block, J k , with constant diagonal entries are functions of J k and thus, by definition, are polynomials in J k . However, not all pth roots of a matrix are necessarily functions of the matrix. The pth roots of A that are functions of A are polynomials in A, by definition. Consider, for example, the involutary matrix
We have X 2 = I, but X is clearly not a polynomial in I. Consequently the identity matrix has square roots that are not functions of the matrix in the sense defined above.
We can classify all the pth roots of a nonsingular matrix A ∈ C n×n into two groups: those that are polynomials in A and those that are not. A has precisely p s pth roots that are functions of A, given by
corresponding to all possible choices of j 1 , . . . , j r , j k ∈ {1, 2, . . . , p}, k = 1: r, subject to the constraint that j i = j k whenever λ i = λ k .
If s < r, A has pth roots which are not functions of A. These pth roots form parameterized families
where j k ∈ {1, 2, . . . , p}, k = 1: r, U is an arbitrary nonsingular matrix that commutes with J, and for each j there exist i and k, depending on j, such that λ i = λ k while j i = j k . Proof. From the definition of a matrix function there are precisely p s pth roots of A that are functions of A. We have [8, p. 98ff 
and on combining this with Theorem 2.1, it follows that (2.5) gives the p s pth roots of A that are functions of A.
The second part ensues from [8, pp. 231, 232] and the proof of Higham [11, Theorem 4] .
The essential difference between the roots of A that are functions of A and those that are not is that for all Jordan blocks corresponding to λ i , the same single valued branch of λ 1/p i is chosen. Theorem 2.2 shows that the pth roots of A which are functions of A are isolated pth roots. In contrast, the pth roots that are not functions of A form a finite number of parameterized families. Each family contains infinitely many pth roots sharing the same spectrum.
Note that Theorem 2.2 shows that the principal pth root defined in Definition 1.1 is indeed unique.
3. Newton's method for the matrix pth root. For a general function F : C n×n → C n×n , Newton's method for the solution of F (X) = 0 (see [6, p. 86] , [18, p. 133] ) is
where X 0 is given and F ′ is the Fréchet derivative of F . Newton's method has been used to compute the positive definite square root of a positive definite matrix A by Higham [10] . The more general problem of determining a matrix pth root is discussed by Hoskins and Walton [14] . Here, for nonsingular A ∈ C n×n , we need to solve
Consider the Taylor series for F about X,
From the definition of the matrix pth root (3.1) we have
and by comparing terms with the Taylor series (3.2), we see that
Thus, we may write Newton's method for the matrix pth root as, given X 0 ,
The standard local convergence theorem for Newton's method [6, p. 90 ] tells us that, provided X − X 0 is sufficiently small and the linear transformation F ′ (X) is nonsingular, the Newton iteration (3.3) converges quadratically to a pth root X of A.
Newton's method requires us to solve the equation for H k in (3.3). For p > 2 this can be done with the aid of the vec operator, which for A = [a 1 , a 2 , . . . , a n ] is defined as vec(A) = a Applying the vec operator to (3.3) and using the property that vec(AXB) = (
The linear system (3.4) can be solved using any standard method, provided the coefficient matrix is nonsingular. However, (3.4) is an n 2 × n 2 linear system, which makes both storage and computation expensive. A reasonable assumption (which will be justified in Theorem 3.1) to reduce the cost of solving (3.3) is that the commutativity relation
holds. Then, for example, (3.3) may be written as
Hence, from the Newton iteration (3.3), we can obtain the two simplified iterations
provided that Y k and Z k are nonsingular.
3.1. Convergence of Newton's method. In this section we look at the convergence of Newton's method for the matrix pth root. Let us consider the relationship between the Newton iteration (3.3) and the simplified iterations (3.5) and (3.6) . Note that the Newton iterates are well defined if and only if, for each k, equation (3.3) has a unique solution, that is, the Fréchet derivative, F ′ (X k ), is nonsingular. Theorem 3.1. Consider the iterations (3.3), (3.5), and (3.6). Suppose X 0 = Y 0 = Z 0 commutes with A and that all the Newton iterates X k are well defined. Then
Proof. The proof follows from a suitable modification of the proof of Theorem 1 in [10] .
Hence the Newton iteration (3.3) and its off-shoots (3.5), (3.6) give the same sequence of iterates provided that the initial approximation X 0 = Y 0 = Z 0 commutes with A and both X k and F ′ (X k ) are nonsingular at each stage. The convergence of this sequence is now examined, concentrating on iteration (3.5) for convenience.
Assume that A is diagonalizable. Then there exists a nonsingular matrix W such that
where λ 1 , . . . , λ n are the eigenvalues of A. We are now in a position to diagonalize the iteration. If we define
then, from (3.5), we have
If the starting matrix D 0 is diagonal, all successive iterates D k are also diagonal, and so we may analyze the convergence of the diagonalized iterates
The iteration (3.9) becomes
that is, n-uncoupled scalar Newton iterations for the pth root of λ i . Therefore it suffices to consider the scalar Newton iteration
for the pth root of a.
For p = 2, the Newton iterations (3.3), (3.5), and (3.6) for the matrix square root of A are shown by Higham [10, Theorem 2] to converge quadratically to a square root X of A. From Theorem 2.2 it is clear that the computed square root is a function of A. In particular, for a suitable choice of starting value (e.g., X 0 = I or X 0 = A), the Newton iteration converges quadratically to the principal square root of the matrix A. However, for p > 2 Newton's method for computing a pth root does not converge in general [19] .
The scalar iterations of (3.10) exhibit fractal behavior. Therefore we are interested in finding out for which initial values the iteration (3.10) converges to a particular root. The solution is easy in the case of the square root, but higher order roots present considerable difficulty. The problem in choosing a starting point, x 0 , of the Newton iteration is that there exist regions where iterates converge to fixed points or cycles of the function that are not the required roots. A number of people have studied the dynamics of Newton's method applied to a one-parameter family of polynomials, and with the help of numerical experiments and the classical theory of Julia [15] and Fatou [7] were able to describe the behavior of the iterates; see, for example, Curry, Garnett, and Sullivan [4] and Vrscay [22] .
To examine the behavior of the Newton iteration (3.10), with a = 1, we used MATLAB with a square grid of 160,000 points to generate plots of the attractive basins (the set of points where the iteration converges to a particular root) and their boundary points (the boundary of a basin, B i , is all points in whose neighborhood, no matter how small, there are points both in B i and outside B i ) of the iterates, {x k }. Each grid point was used as a starting value, x 0 , and then shaded gray depending on which root of unity it converged to. Thus the attractive basin associated with each root is assigned a particular shade of gray. The pictures for p = 2, 3, 4, and 5 are shown in Figure 3 .1.
The plot of the square root case shows that points in the right half plane are iterated to the positive square root of unity and points in the left half plane to −1. The boundary of these two regions is the imaginary axis, which constitutes the set of initial points for which the Newton iteration fails, since points lying on the imaginary axis iterate to points that are purely imaginary.
For p > 2 the Newton iterations do not have simple boundaries segmenting their attractive basins. Instead of the plane being bounded into p sectors each 2π/p wide, the basins of attraction are bounded by petal-type structures. The petals result from the fact that the boundary points of one basin of attraction are actually the boundary points of all the basins. These shared boundary points form a set known as the Julia set. Thus iterations that have more than 2 roots cannot have basin boundaries that are simple connected line segments, and so for p > 2, the boundaries of the attractive basins are fractals consisting of totally disconnected point sets. But how do we choose x 0 to achieve convergence to a desired root? We are interested in finding the principal root, so it is natural to start the iteration at a point within the wedge bounded by
The problem is that we do not know the value of p ′ due to the size of the Julia set. However, we can see that for any point lying on the nonnegative real axis, Newton's iteration (3.10) will converge to the principal pth root. Hence, for a positive definite matrix, A, the Newton iterations (3.3), (3.5), and (3.6) converge to the unique positive definite pth root of A, provided that the starting matrix is itself positive definite [14] .
Stability analysis.
We now consider the stability of Newton's method (3.3) and the two variants (3.5) and (3.6). It is known that Newton's method converges quadratically if started sufficiently close to a solution and, under reasonable assumptions, any errors arising due to floating point arithmetic are damped out in succeeding iterates [21] . But how do perturbations affect the behavior of Newton's method with commutativity assumptions? We will examine iteration (3.5) under the assumptions that the iteration converges in exact arithmetic (e.g., pth root of positive definite A) and A is diagonalizable. Let Y k denote the kth computed iterate and define
We make no assumption on the form of ∆ k , since it is intended to model general errors, including rounding errors. Our aim is to analyze how the perturbation ∆ k propagates, so we assume Y k+1 is computed exactly from Y k , to give
We need the perturbation result [20, p. 188] (A + E)
which on taking powers gives
Equation (3.11) becomes
On subtracting (3.5) from (3.12) we have
Using the notation of (3.7) and (3.8), let
and diagonalize (3.13),
As before, let
ij ), to express (3.14) elementwise as
Since we have assumed that D k converges to Λ 1/p , we can write
where
i |. For numerical stability of the iteration we require that the error amplification factors π (k) ij do not exceed 1 in modulus. Hence we require that
This is a very severe restriction on the matrix A and makes the simplified Newton iteration of little practical use for calculating matrix pth roots. For example, if A is Hermitian positive definite, then in the square root case (p = 2) this is equivalent to
where the condition number κ 2 (A) = A 2 A −1 2 . This result was first noted by Laasonen [17] and proved by Higham [10] . For the cube root of a Hermitian positive definite A, (3.15) requires that
On solving this quadratic equation, we find that the condition for stability is
Clearly as we seek higher order roots the condition for numerical stability becomes more restrictive.
The analysis shows that, depending on the eigenvalues of A, a small perturbation ∆ k in Y k may cause perturbations of increasing norm in the iterates, resulting in the sequence Y k diverging from the true sequence Y k . The loss of stability of the simplified Newton's method is due to the unstable propagation of rounding errors, resulting in a loss of commutativity in the iterates. Hence in simplifying Newton's method, (3.3) , to obtain the iterations (3.5) and (3.6), we generally lose the numerical stability of the method.
4. The Schur method. The Newton iterations for computing matrix pth roots considered in section 3 were shown to be of little practical interest due to poor convergence and stability properties. We will overcome these disadvantages by applying a generalization of the direct methods for computing matrix square roots proposed by Björck and Hammarling [1] and Higham [11] . Björck and Hammarling [1] offer a method based on the Schur decomposition and a fast recursion. However, if A is real, this method may require complex arithmetic even if the desired root we are seeking is itself real. The method of [1] was extended by Higham [11] to compute a real square root of a real matrix using real arithmetic. We will use this technique to derive an algorithm for computing a matrix pth root that uses only real arithmetic if the given matrix is itself real.
To find a pth root X of A ∈ R n×n we first form the real Schur decomposition of A (see [9, p. 341 
where T is upper quasi-triangular, each block T ii is either 1 × 1 or 2 × 2 with complex conjugate eigenvalues, and Q is real orthogonal. We then find a pth root U of the upper quasi-triangular matrix T , so that
Finally a pth root X of A is given by
Let R (q) , q = 1: p − 2, be matrices with the same upper quasi-triangular structure as T such that
Equating (i, j) blocks in the equation U R (p−2) = T we see that, for i < j,
Similarly for the blocks of the matrices R (q) , q = 1: p − 2, in (4.2),
We are looking to rearrange the expressions of (4.3) and (4.4) in such a way that we can calculate the blocks of the matrices U and R (q) , q = 1: p − 2, along one superdiagonal at a time. This can be achieved by first solving (4.1) and (4.2) along the lead diagonal, to give
By substituting the expression (4.4) for R (q−1) ij into that of R (q) ij , q = 1: p − 2, we are able to find the remaining blocks of the quasi-triangular matrices by moving upwards along the superdiagonals in the order specified by j − i = 1, 2, . . . , m − 1. The required form is given in the following lemma.
Lemma 4.1. The matrices of (4.4) can be expressed as
Proof. The proof is by induction. From (4.4) it is clear that the result holds for q = 1. Assume that it holds for the first q − 1 matrices. Then
Proof. Substitute the expression for R (p−2) ij from Lemma 4.1 into (4.3) and collect terms.
We are now in the position to form the matrix pth root U of T , starting with the blocks on the leading diagonal and then moving upwards one superdiagonal at a time. We have
then for j − i = 1: m − 1, we can form
We need to solve (4.6) for the blocks U ij of U along one superdiagonal at a time by using only previously computed elements.
Algorithm 4.3. Given an upper triangular quasi-triangular T ∈ R n×n , this algorithm computes a pth root U of the same structure.
Compute U ii and R
(q)
ii , q = 1: p − 2, using (4.5) for k = 1: n − 1 for i = 1: n − k Solve for U i,i+k in (4.6) for q = 1:
i,i+k from (4.7) end end end We can see from (4.5), (4.6), and (4.7) that the matrix pth root U of T is real if and only if each of the blocks U ii is real.
We can compute the principal pth root, U of T , from Algorithm 4.3 provided that each U ii is the principal pth root of the 1 × 1 or 2 × 2 matrix T ii . The desired pth roots of a 2 × 2 matrix can be computed by an extension of the technique of Higham [11, Lemma 2] .
Let T ii ∈ R 2×2 have complex conjugate eigenvalues λ, λ = θ ± iµ, and let
This gives us
where Z = iW KW −1 . Since θ and µ are real, it follows that Z ∈ R 2×2 . Let α + iβ be a pth root of θ + iµ. A pth root of T ii is given by U ii = W DW −1 , where
Hence
is a real pth root of T ii whose complex conjugate eigenvalues α ± iβ are the pth roots of the eigenvalues θ ± iµ of T ii .
We now need to compute θ and µ, where λ = θ + iµ is an eigenvalue of
The eigenvalue λ is given by The next stage requires us to obtain α and β such that (α + iβ) p = θ + iµ. In working out the values α and β it is appropriate to represent λ by its polar coordinates. Namely,
where r = θ 2 + µ 2 and φ = arctan (µ/θ). α and β are now easily computed from
Finally, the real pth root of T ii is obtained from (4.8) and (4.9):
.
In Algorithm 4.3 we need to solve (4.6), which can be rewritten as
Taking the vec of both sides gives
If U ii is of order y and U jj is of order z, the linear system (4.10) is of order yz = 1, 2, or 4 and may be solved using any standard method, provided the coefficient matrix is nonsingular.
Theorem 4.4. If A ∈ C n×n and B ∈ C m×m are nonsingular, then the matrix
is nonsingular, provided that A and e i2πq/p B, q = 1: p − 1, have no eigenvalues in common.
Proof. Let λ be an eigenvalue of A with corresponding eigenvector u, and let µ be an eigenvalue of B T with corresponding eigenvector v. For compatible matrices A, B, C, D, we have ( 
which is nonzero when λ n = µ n , i.e., λ = e i2πq/p µ, q = 1: p − 1. It is easy to show that all eigenvalues of Y are of the form ψ. Therefore, when solving (4.10) we can guarantee the coefficient matrix to be nonsingular by choosing the eigenvalues of U ii and U jj to lie in the same wedge whenever T ii and T jj have eigenvalues in common. As we are usually interested in calculating a root of T that is itself a function of T , the above condition will always be satisfied.
The Schur decomposition can be calculated by numerically stable techniques at a cost of 25n 3 flops [9, p. 359]. The computation of U as described above requires p 2 n 3 /6 flops and the formation of X = QU Q T requires 3n 3 flops. The calculation of U by Algorithm 4.3 requires the formation of p − 2 intermediary matrices, so for large p the method can be expensive in both computation and storage. By finding the prime factors of p we can form the pth root U by repeatedly applying Algorithm 4.3 over the factors of p. Hence, for highly composite p, we can make considerable computational savings; see Figure 4 .1.
Given a matrix A containing real negative eigenvalues, we can find a real odd root of A that is a function of A by using real arithmetic, but this root will not be the principal pth root, as it will have eigenvalues lying in the left half plane. For even p, a real pth root X cannot be computed in real arithmetic since X is real if and only if U ii is real for each i. We now specialize the real Schur method to A ∈ C n×n . Let A ∈ C n×n have the Schur decomposition [9, p. 313] , Q * AQ = T . We need to find a pth root of the strictly upper triangular matrix T . The matrices of (4.2) will also be upper triangular, making (4.5)-(4.7) scalar. This gives us the following recursive formulae for finding a pth root of an upper triangular matrix T .
kj . Starting with the leading diagonal, we are able to form the elements of U and R (q) one superdiagonal at a time, as (4.11) uses only previously calculated elements.
4.1. Stability of the Schur method. We consider the numerical stability of the Schur method by examining the rounding error associated with the scalar equations (4.11). We work with the standard model of floating point arithmetic [13, 
where u is the unit roundoff. We definẽ
where c denotes a small integer constant whose exact value is unimportant. Computed quantities are denoted with a hat. Let
For q = 1, equation (4.11) becomes
The bound of (4.12) is then used in calculating the values |ǫ The stability condition (3.16) for a cube root of a symmetric positive definite matrix is satisfied by the Lehmer matrix, so the simplified Newton iteration (3.5) is numerically stable. Table 5 .1 shows that Newton's method (3.3) and the simplified iteration (3.5) both converge to a positive definite cube root of A after 7 iterations. For the next example we find the fifth root of the 5 × 5 minij matrix A, whose elements are given by A(i, j) = min(i, j). The condition number of the Hermitian positive definite matrix A is κ 2 (A) = 45.4552, which does not satisfy the stability condition (3.15). As A is positive definite, we would expect convergence to the positive definite fifth root, but iteration (3.5) fails to converge due to the unstable propagation of rounding errors which bring loss of commutativity to the iterates. However, the full Newton iteration (3.3) converges to a fifth root after 18 iterations; see Table 5 . This illustrates that the Schur method returns a pth root of a matrix near A as long as β(U ) is not too large.
