Abstract. The concept of focal power is used to examine when a nonnegative power bounded matrix is periodic.
1. Introduction. A complex n × n matrix is power bounded -shortened to PB -when there is a nonnegative M such that the inequalities |(A k ) ij | ≤ M hold for all i, j ∈ {1, . . . , n} and k ∈ N.
A special subclass are the periodic matrices A, for which A k+h = A k for some nonnegative integers h and k.
Given a block matrix A =
A 11 A 12 A 21 A 22 with A 11 square, we say it is (1,1)-focused (as defined in [7] ) if A k = A k 11
? ?
? for all k, in which case A is said to have focal power.
We say A is convergent to the matrix X = [x ij ] if the sequences (A k ) ij converge to x ij as k → ∞. A matrix is convergent if it is convergent to some matrix. This is a special case of convergence as defined in [4, Definition 10.1] , for the matrix sequence {A, A 2 , A 3 , . . . }. In particular, we say A is zero convergent when A is convergent to the zero matrix. We distinguish between convergence and zero convergence (i.e., convergence to the zero matrix) of A. Needless to say, A can be power bounded without being convergent, as seen from the example A = −I.
We denote the rank, the range and the nullspace of a matrix A by rank(A), R(A) and N (A) respectively. The spectrum and the spectral radius of A are denoted, respectively, by σ(A) and ρ(A). For λ ∈ σ(A), its algebraic multiplicity is denoted by the Drazin inverse of X (see [3] ). When in(A) = 1, X D becomes the group inverse of X and is denoted by X # . In particular, when j = 0, Z The question of when a matrix is PB is an old one, and has been examined by numerous authors, e.g., [9] , [11] , [10] , [12] , [13] . Likewise, periodic matrices have also been investigated, as for example in [6] . On the other hand, focal power has only recently been introduced [7] , and appears naturally in the study of PB matrices.
In this paper, we first address the general complex case with aid of the Jordan form and its spectral properties. In addition a special canonical form is used. We subsequently derive results for block triangular matrices, and lastly, consider nonnegative matrices.
For a real nonnegative matrix A, we may combine the Frobenius normal form (FNF), or the irreducible normal form [8, page 506] , with the critical normal form (see Section 4) to obtain a block upper triangular form for nonnegative PB matrices. We give a direct proof that avoids minimal polynomials or generalized eigenvectors. An alternative approach is to use the structure of the diagonal entries in the matrix, which is addressed at the end of this paper. When A is nilpotent, then A is clearly periodic and PB. Recalling that a nilpotent matrix is characterized by the fact that all its powers have zero trace, we may conclude that if A is not nilpotent then there exists a power of A with nonzero trace. Moreover when, in addition, A is nonnegative then it has a FNF of the type
An important matrix in applied matrix theory is the basic circulant matrix 
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It is nonnegative, irreducible and bounded, but it is not convergent. It is periodic because Ω n = I.
For a nonnegative matrix A with ρ(A) ≤ 1, the existence of positive right or left eigenvectors associated with the Perron root is not a necessary condition for a nonnegative matrix to be PB, as seen from the following example. As a special case, we examine nonnegative PB matrices whose powers have diagonal entries that are 0 or 1 exclusively. We use the concept of (1,1) Focal Power to show that these matrices must be periodic. Indeed, some power must be idempotent. This simplifies and extends in part some of the results of Yang and Zhang [14] .
shows that for a matrix to be periodic, it does not suffice for it to be PB, nonnegative, with 0-1 diagonal entries. Indeed, because P 3 = P 2 + (1/4)P − (1/4)I, P is not periodic.
General results.
For a square matrix A, we define its geometric and Cesaro sums respectively by
The Jordan form can be used to establish the following theorem.
Theorem 2.1. Let A be a square complex matrix and λ ∈ σ(A). We next recall ([3, Lemma 1.2]) that if A is a matrix with minimal polynomial
The following are equivalent, as
Now suppose A is PB, which ensures that the group inverse (I − A) # exists (see [1] ).
If 1 ∈ σ(A) then I − A has an inverse and
On the other hand, if 1 ∈ σ(A) then we have m 1 = in(1) = 1, ie, ψ A (λ) = (λ − 1)f (λ) with f (1) = 0, which gives
Another tool to study PB matrices is the RCNZ (row-column-nonzero) canonical form
where P Q R S has no zero row or column. It is easily seen that
and hence, that A and P have a similar behavior, namely, 
Moreover, A is periodic, say A k = A k+h for some nonnegative integers h and k, if and only if
3. The block triangular case. Before we turn to the general nonnegative case let us give a few preliminary results dealing with block triangular matrices. Proof. The necessity is clear, so suppose that X is PB. Then its minimal polynomial is given by ψ X (x) = f (x)g(x), where f only has distinct roots on the unit circle and all the roots of g are inside the unit circle. Now because
, where all the roots of h lie inside the unit circle. This means that M has inherited the property that all eigenvalues on the unit circle have index 1, as desired.
Let us start with the simplest case where
We note that M is PB if and only if A and D are PB and Γ N is bounded for all N . In particular, Theorem 2.1 ensures that, for each
with index at most one on the Perron circle |λ| = 1. We may therefore state that:
If in addition u
This leads to For the general block triangular case, suppose that
We shall show by induction that
Indeed, first observe that it holds for N = 2 with Z 2 = 0. Now assuming it holds for N , we see that
We may now draw several easy conclusions for nonnegative matrices.
• Since Z N ≥ 0 we have
• If we fix k ≥ 1, then by applying (3.1) to (M k ) N we see that
• If M is PB so is M k , and hence,
This yields 
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(ii) C k = 0.
Proof. Condition (ii) follows from the fact that we may apply Corollary 3.3 to the matrices M k , A k , and D k . Indeed, since α k = δ k = 1, S N k cannot be bounded and we must have u T C k v = 0, which ensures that C k = 0.
4. The Frobenius and critical normal forms. Let us now turn to the Frobenius normal form (FNF) of our matrix M . Recall that with a nonnegative matrix M we may associate the digraph G M = (V, E), where V = {S 1 , . . . , S n } is a set of nodes (sites), and E = {(S ir , S js )} is the set of arcs (pairs), such that the pair (S i , S j ) ∈ E. That is, we draw an arc from S i to S j and write S i → S j , exactly when m ij = 0. If there is a path from S i to S j , we write S i −։ S j and if there is no path we indicate this by S i ։ S j .
We define the equivalence relation on V, by S i ∼ S j if and only if S i = S j or S i −։ S j and S j −։ S i . The equivalence classes {V 1 , . . . , V r } are called the "condensed nodes" of G. The condensed graph G * M of M is obtained by drawing an arc from V p to V q , p = q, if and only if there is some arc in G M from a node in V p to some node in V q . The condensed graph has no cycles and the condensed nodes can be relabeled such that the matrix M is permutation similar to its FNF 
In terms of the condensed graph of M , this means that there is no k-step path in G * M from a singular node V p to any singular node V q . Since k is arbitrary, that means that there is no path (no access) from V p to V q .
We now permute the FNF further to the "critical normal form", in which we take the "critical nodes" V i to be those nodes for which ρ(A i ) = 1.
Suppose that
. . .
and that V k is the first critical node in the sequence (V 1 , . . . , V w ). We now partition
made up of all the nodes that have no access to V k . If U and W are two subsets of nodes of the graph (i.e., of V), then we write U → W , if u → w for some u ∈ U, w ∈ W , and U → W otherwise. We now note that: 
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If we rearrange the nodes in V , keeping the indices in increasing order, we arrive at
We may repeat this by selecting a first critical node in the matrix D, while keeping the same increasing ordering, etc. Labeling the nodes according to the critical nodes, we end up with
with ρ(T ) < 1, where Consider the form
where the critical blocks A ri correspond to the critical nodes V ri .
Since the singular node V r1 has no access to the other singular nodes we can conclude that X i1 = 0 and X i2 = 0. Likewise, all Y ij = 0, Z ij = 0, . . . That is, the block rows containing the A ri do not contain any other nonzero blocks, except for the last block column. This means that we may permute the singular nodes, by first taking the odd block rows, except the last one, and then every odd block column, except the last one, followed by taking every even block row and then every even block column. This leads to Theorem 4.1.
A nonnegative matrix M is convergent (respectively, power bounded) if and only if it is permutation similar to a matrix of the form
(4.1) M ′ =    A B C 0 D E 0 0 T    ,
where (i) A and T are block upper triangular; (ii) the diagonal blocks A ii and T jj are irreducible or
0 1×1 ; (iii) ρ(A ii ) < 1, ρ(T ii ) < 1; (iv) D = diag(D 1 , . . . , D q ), in which D i = A ri is irreducible, ρ(D i ) = 1 and D i is
convergent (respectively, power bounded); (v) B, C and E are arbitrary.
Since Du = 1 · u, for some u > 0, it is easily seen that, for all N , the convolution T , we now obtain U −1 DU = P with P e = 1 · e, as desired.
Example 1.1 shows that Theorem 4.1 is best possible.
We note in passing that for a nonnegative PB matrix, a ii ≤ ρ(A) ≤ 1.
If M is periodic, then there is a first power of M , say M b+h , that is equal to an earlier power M b , and thus,
This means that x b (x h − 1) is the minimal polynomial for M with ρ(M ) = 1 and h is the Boolean period of M . Consequently, the matrices A and T in the canonical form of equation (4.1) 
where the diagonal blocks are square and f will be referred to as the Perron period of D.
It further follows that
, where each B i is such that B εi i > 0, for some ε i , and hence, π(B i ) = 1. If we set ε = max{ε i }, then E f ε is a direct sum of positive matrices. In addition ρ(
where n 0 is the algebraic multiplicity of the eigenvalue 0 and 0
, which has h distinct roots λ i on the unit circle. This means that ∆ D (x) takes the form
Identities (4.2) and (4.3) show that the γ i must be absent and that all k i = 1. It then follows that f = h, i.e., the Perron period and the Boolean period are equal.
Next, we observe that E is also periodic with E b = E b+hs for s = 1, 2, . . . Two cases can occur.
Case (I). If b ≤ h then multiplying through by
E h−b shows that E h = E 2h . This means that E hε = E 2hε = diag(B ε 0 , . . . , B ε h−1 ), in which each B ε i is a positive idem- potent.
Case (II)
. This means that we again have a block diagonal idempotent matrix with positive diagonal blocks. Thus, we have the following result: Proof. Let E = E 2 be positive n × n. Then the Jordan form of E is of the form I r ⊕ 0 n−r . Since E > 0, it follows from the Perron-Frobenius theorem that r = 1.
A positive periodic matrix must have a Boolean period of one and a minimal polynomial of the form x b (x − 1), but it need not be idempotent. For example, consider any positive stochastic matrix with trace one and rank two. Let us now turn to a special nonnegative PB case, in which we capitalize on the fact that the two periods are equal. (1) ρ(M ) is an eigenvalue of M and there exists a nonnegative eigenvector associated with ρ(M ). (iii) Clear by permuting rows and columns.
Let us now turn to the diagonal entries of a nnPB matrix.
Diagonal 3ntries of a nonnegative PB matrix.
Let M = [m ij ] be a nnPB matrix.
Using Theorem 2.1 and the nonnegativity, we may conclude that
This also follows from the fact that (
Our aim is to use the diagonal entries of M to investigate power boundedness and at the same time to relate the three concepts of PB, focal power, and convergence.
The two main cases to be considered are when some m ii = 1 or when all m ii < 1. Only in the former case does focal power play a role. In the latter case there is little we can say about the form of M , as seen from the example M = . 
Proof. (i) and (ii) follow from the inequalities (5.1).
The matrix M = 0 1 1 0 has the property that (M 2 ) ii = 1 while m ii = 0; thus, we cannot reverse the conditions of (iii).
We now introduce the parameters u k = #{i : (M k ) ii = 1} and t k = T r(M k ). 
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Then it easily folows that
We note that the sequence {t k } need not be increasing, as seen from M = 0 1 1 0
. Also, if M is not nilpotent, then some t k must be nonzero.
Suppose that v = max{u k } and w = max{t k } and let ∆ = {i : u i = v} and Γ = {i : T r(A i ) = w}. Clearly, if u r = v then u r k = v for all k ≥ 1.
Lemma 5.3.
For M to be power bounded, we must have X = 0.
(ii) Since I + X is nnPB, this follows from part (i). 
Unit diagonal entries.
Suppose now that M is nnPB and has some diagonal elements m ii = 1.
Applying Lemma 5.3 (ii), we may permute the rows and columns of M so that
where D is also nnPB and all d ii < 1. From Lemma 5.3 (iii) we know that M ′ is (1, 1) focussed and that
Moreover, we also know, using [7, Theorem For convenience we do not distinguish between M and M ′ .
It should be noted that: We may even have a zero diagonal, as seen from the example M = 0 c b 0 with |bc| ≤ 1. Indeed, M 2k = (bc) k I. This example also shows that for a nnPB matrix some of its entries may be larger than 1.
Let us now turn to a special class of PB matrices where we keep the diagonal entries under control and can effectively employ the trace concept. This in turn allows us to bring the previous "diagonal" argument to a more transparent conclusion.
6. The semigroup case of nonnegative PB matrices. Consider a nonnegative PB matrix M for which (M k ) ii = 0 or 1 (only), for all powers k = 1, 2, . . . Our aim is to show that such a matrix must be periodic, and that a power of M is permutation similar to an idempotent matrix. If M is nilpotent, then M is periodic and the idempotent is zero. So let us assume that M is nilpotent in what follows.
First we need some simple observations. If M is nnPB and m ii = 0 or 1, then m k ii = m ii and u k = t k for all k = 1, 2, . . . , and hence, we can combine the two parts of Lemma 5.2 in
m ii = T r(M ) for k = 1, 2, . . . ,
i.e., t 1 ≤ t k for all k. In general, for a nnPB matrix, we saw that 0 ≤ m ii ≤ 1 and hence the assumption that m ii can only equal 0 or 1 is an extremal condition. 
