Abstract
Introduction
Forty-four right-handed participants (24 female, ages 19-37) with normal-or corrected-to-normal vision 150 provided written consent and were naïve to the purpose of our experiment. Participants were seated in 151 front of a large digitizing tablet placed at arm-level for recording movements of a handheld cordless 152 stylus embedded within a vertical plastic handle (125Hz sample rate with 0.013 cm accuracy). Stimuli, 153 targets and cursor position feedback were projected by an LCD monitor onto a half-silvered mirror 154 positioned 16cm above and parallel to the digitizer surface, and thus appeared to float on the plane of 155 the digitizing tablet. The subjects' task was to report the direction of motion of the stimulus by 156 completing reaching movements toward one of two targets whose locations corresponded to the 157 potential motion directions. The task and data collection was programmed in LabView (National 158
Instruments, Austin TX), stored in a database (Microsoft SQL Server 2005, Redmond WA), and analyzed 159 using custom MATLAB scripts (MathWorks, Natick MA). The experimental protocol was approved by the 160 university ethics committee. The data presented in this report are available upon request from the 161 corresponding author. 162 163
Behavioral task 164 165
Each trial began when subjects moved the cursor into a small circular target (1cm in diameter) near the 166 center of a white display. After 500ms, two circular targets (3cm in diameter) appeared 6cm to each side 167 of the stimulus display area, separated by 180°. The targets were projected to appear oriented along the 168 natural direction of single-joint elbow movements, thereby minimizing any potential difference in 169 biomechanical cost between the two peripheral targets (Figure 2a ). 300ms after the start target was 170 entered, 200 black dots appeared in a borderless circular area (3cm diameter) in the center of the 171 display between the two targets. Each of the dots was re-drawn in a new location 2 pixels away from its 172 previous location on each frame (60Hz). While most dot movements were random, a subset of the dots 173 was re-drawn along a vector corresponding to the location of one of the two targets. While the 174 individual dots assigned to the coherently-moving subset changed from frame to frame, the resulting 175 percept was of a persistent motion signal, whose direction subjects could reliably and accurately report 176 with a degree of difficulty inversely related to the percentage of coherently-moving dots (Newsome et 177 al. 1989; Kim & Shadlen, 1999) . 178 179
Subjects were given up to 3000ms to report the direction of the coherent motion by moving from the 180 initial start target to one of the two choice targets, and were free to respond at any time. Movements 181 had to be completed in less than 1000ms, and had to land within the chosen target circle. The motion 182 stimulus continued until the cursor crossed a target circle's border. The cursor had to remain within the 183 chosen target for 500ms, at which point the outline of the target turned green or red to indicate a 184 correct or incorrect choice, respectively. After a brief inter-trial interval of 500ms, all on-screen objects 185 disappeared except for the starting target, and a new trial began. 186 187
In the analyses reported here, response times (RTs) for each trial were obtained post hoc by determining 188 the precise moment at which the cursor's velocity began to increase from a point of rest within the start 189 target. However, an ad hoc estimate of RT based on the time at which the cursor exited the boundary of 190 the start target was used to obtain session-specific estimates of subjects' mean reaction times; these 191
were then used to provide on-line feedback during the experimental sessions, as described below.
193
Before each session began, we presented the subject with 40 very easy motion-discrimination trials in 194 which the motion coherence was 50%, and instructed them to respond as rapidly as possible. The 195 average RT from these trials was then stored as a session-specific estimate of "non-decision time" 196 comprising both sensory and motor delays (mean=475ms, std=103ms). This measurement was used to 197 classify correct and incorrect responses for trials in which the motion signal could change directions over 198 the course of a single decision (see below). Importantly, these initial 40 trials were the only ones for 199 which subjects were ever provided with explicit instructions about how quickly to respond: for the main 200 experimental task, subjects were informed of the 3-second time limit but were told that they could 201 make their decision whenever they liked, though most of our subjects very rarely took more than 202 1800ms to make their decision.
204
For any experimental session, subjects completed one of two session types: "blocked" or "interleaved".
205
"Blocked" sessions consisted entirely of trials with a single, common baseline motion coherence value of 206 3%: we refer to these as "constant-motion discrimination" (CMD) trials. In 40% of such trials there were 207 no additional changes to the stimulus, and we refer to these as "no-pulse" trials. The remaining 60% of 208 the CMD trials contained brief motion "pulses" during which the coherence of the motion stimulus was 209 doubled (to 6%) for 100ms. Such brief coherence manipulations have previously been shown to affect 210 response timing in motion discrimination tasks (Huk & Shadlen, 2005; Wong et al. 2007) , even though 211 they are not consciously detectable by our subjects (confirmed by post-experiment interview and 212 consistent with similar studies; see Kiani et al. 2008) . Thus, as far as the subjects were aware, the 213 motion coherence for all CMD trials appeared to remain constant throughout each trial, regardless of 214 whether a pulse was or was not actually shown. These pulses could occur 100, 200, or 400ms following 215 stimulus onset, and we refer to such trials collectively as "pulse" trials. Each of these pulse timing 216 conditions thus comprised 20% (60% total) of the total number of trials in the "blocked" condition. 217 218
"Interleaved" sessions consisted of a mix of trial types. Twenty percent of the trials in these sessions 219
were CMD trials -including both pulse-and no-pulse trials -identical in every respect to those 220 presented in the blocked sessions. Each of the 4 CMD trial types comprised 5% of the total number of 221 trials encountered during these sessions. These CMD trials were randomly interleaved among "variable-222 motion discrimination" (VMD) trials, which comprised the remaining 80% of the interleaved session.
223
These trials began with a net motion coherence of +/-3%, and this motion signal was adjusted either up 224 or down in 3% steps every 200ms (sometimes reversing the direction of motion; see Figure 2b ). Of the 225 VMD trials, 60% were random, such that each motion coherence change was given an independent and 226 equal probability of favoring either of the two possible targets. The remaining 40% of trials were divided 227 among a number of pre-generated trial types similar to those featured in previous studies (Cisek et al. 228 2009; Thura et al. 2012) -these included "easy" and "ambiguous" trial types, as well as a variety of 229 "bias" trials. These trials were included to test whether effects previously reported ) 230
were still observed in our subjects. In brief, "easy" trials were those in which the motion signal reached 231 >=9% within the first 800ms and remained at or above 9% for the remainder of the trial; "ambiguous" 232 trials were those in which the absolute motion signal remained within 6% of zero throughout the trial.
233
"Bias" trials included brief biases (800ms or 1000ms) either for or against the final motion direction and 234 then resembled easy trials (see Thura et al. 2012 for details). Since the previously reported effects were 235 indeed confirmed, we do not analyze these further and refer the reader to Thura et al. (2012) . 236 237
Each session type consisted of a single pseudorandom, predefined sequence of trials that was the same 238 for all subjects. Subjects had to achieve a total of 560 correct trials to complete one "blocked" session, 239 or 500 to complete an "interleaved" session. Correct trials were always defined with respect to whether 240 the net direction of the motion signal indicated the chosen target at the time of the subject's decision.
241
Decision accuracy classification was straightforward for CMD trials in which the motion signal always 242 favors one of the two targets; in contrast, the motion signal in VMD trials could sometimes indicate 243 different targets over the course of a single trial. We therefore determined decision accuracy for VMD 244 trials by subtracting each subject's estimated non-decision time from the approximate time of the start 245 of the movement with which they reported their decision. The trial was counted as correct if the motion 246 signal at this time indicated the chosen target, even if the signal had changed directions between the 247 effective decision time and the offset of the motion stimulus. Both session types took approximately 50 248 minutes on average to complete, depending on an individual subject's speed and accuracy on that day. 249
Importantly, however, subjects were paid the same amount per session ($20 CAD) regardless of how 250 long it took for them to reach the required quota of correct trials. Thus, while we otherwise provided no 251 explicit penalty for wrong answers, the structure of the task nonetheless implicitly motivated subjects to 252 minimize the total session duration by finding a decision policy that maximized success rate for each 253 experimental session. 254 255
Crucially, our two session types differed with respect to the value of stimulus observation time. In 256 blocked sessions, the average success rate was not appreciably improved with longer observation times 257 because the motion in CMD trials was essentially constant; in other words, all relevant decision 258 information was fully present from the start of each trial and therefore motivated relatively rapid 259 decisions. In contrast, the interleaved sessions predominantly featured VMD trials. In these trials, not 260 only does the motion signal itself change over time, but -crucially -the range over which it may vary 261 increases in direct proportion to elapsed time. Thus the more one prolongs their decision, the greater 262 the chance that the motion signal will reach a value of larger magnitude. Because this tendency is 263 unique to the VMD trials, which only appear in interleaved sessions, we expected that subjects would 264 exploit this by generally adopting a slower decision policy during the interleaved sessions relative to the 265 blocked sessions. With respect to the two models being tested, this difference in decision policy can be 266 achieved either by increasing the decision bound, as per figures 1a-b, or decreasing the urgency signal's 267 slope, as per figures 1c-d.
269
Consequently, we expected that this difference in decision policy between task conditions would result 270 in systematically different response times during the otherwise identical CMD trials common to both 271 session types. Note that while subjects were generally able to discern that some sessions were different 272 from others, post-experiment interviews revealed that they could not specify the precise nature of the 273 differences in the stimuli across sessions; nor could they detect the presence of the pulses in CMD trials 274 or specific types of VMD trials. Furthermore, even had they been able to tell the difference between 275 session types, the fact that trial sequences were randomized would preclude them from being able to 276
know in advance what type a given trial would be. Thus we can be confident that any differences in our 277 subjects' decision policies in CMD trials across session types indicated adaptations to the implicit reward 278 structure inherent to each session type as a whole, rather than specific strategies adopted on a trial-by-279 trial basis. 280 281
Most importantly, this contextual manipulation of decision policy, if successful, would allow for an 282 empirical discrimination of the divergent predictions of the DDM and UGM by comparing trials in which 283 evidence is identical and only the effective decision policy differs (as per Figure 1 ). Specifically: if early 284 pulses have an effect on reaction times that is always at least as strong as late pulses, then this would 285 support a pure integration model such as the DDM. If, instead, early pulses lose their efficacy as 286 decisions are slowed while late pulses become more effective, then this would support models in which 287 evidence is not integrated over time, but instead low-pass filtered with a highly leaky integrator. 288 289 P a g e 8
To test these predictions, we initially ran 39 subjects for three sessions each (1 blocked, 2 interleaved), 290 thereby allowing across-subject analyses (total trials=90,302). Then, to obtain enough data to perform 291 within-subject analyses we ran 4 of these subjects plus an additional 5 new subjects for 10 to 24 sessions 292 each (total trials=71,736 (1) 299 300 where evidence E is set to 1 to simulate 3% coherent motion and increased to 2 for 100ms to simulate 301 the motion pulse. The variable N denotes 1000Hz intra-trial Gaussian noise with mean zero and standard 302 deviation ϴ. The variable a denotes an "attentional gain" that varied from trial to trial with mean 1 and 303 standard deviation 1.5, effectively implementing endogenous variations in the signal-to-noise ratio that 304 differed across trials but was constant within each trial (negative assignments to parameter a were re-305 drawn from the source distribution until it was positive, and thus this parameter was never permitted to 306 be negative). The decision was made when the variable x(t) reached a threshold +/-T, and a non-decision 307 delay of t 0 = 300ms was added to yield the total reaction time. The T and ϴ parameters were adjusted to 308 fit the data separately in the blocked and interleaved conditions, using an exhaustive grid-search to find 309 the pair that minimized the mean squared error between the model's estimate of the median RT in no-310 pulse trials and its estimate of the effect of the 100, 200, and 400ms pulses on median RT (the latter 311 three error terms were multiplied by 10 to emphasize the importance of these effects). After finding the 312 best parameters using a grid search, we fine-tuned them by hand to further improve the fit. The purpose 313 of all of our fitting procedures was to capture the qualitative differences among the various pulse 314
conditions (e.g. relative effect of early versus late pulses), with less emphasis placed on precise 315 quantitative fits. For reasons explained below, in some simulations we also allowed the model extra 316 parameters to implement a delay between the onset of motion and the start of integration. 317 318
To implement the urgency-gating model, we first low-pass filter the sensory information using a first-319 order linear differential equation
322 323 where the time constant was set to τ = 167ms. Note that the precise value of the time constant is 324 difficult to establish with confidence from behavioral data, because any changes of the time constant 325
can be "traded-off" with changes to the inter-trial variability of the urgency signal or other potential 326 variance parameters. Thus, not knowing the precise value of these parameters ahead of time 327
necessitates either the introduction of an intractably large number of free parameters, or else calls for 328 assumptions about what these parameters may be. Consequently, we assumed a time constant of 329 167ms on the basis of a number of previous behavioral and physiological studies which have suggested 330 that it must be at least 100ms (Cisek et al. 2009; Thura et al. 2012 ) and at most 200ms (Thura & Cisek, 331 2014). The evidence (E) and attentional gain (a) parameters were exactly the same as in the DDM, and 332 intra-trial noise was 60Hz with mean zero and standard deviation set to ϴ=5. 333 334
The resulting variable x(t) is then combined with an urgency signal as
where U(t) is the urgency signal that rises from zero with a slope that varies from trial to trial according 339 to a log-normal distribution with parameters μ and σ. While our analyses of monkey behavior suggest 340 that the urgency signal has a non-zero baseline value that can vary with speed-accuracy tradeoffs 341 (Thura, Cos, Trung & Cisek, 2014), here we simply set its baseline to zero so as to avoid introducing 342 another free parameter. The decision was made when the variable y(t) reached a threshold of T = +/-343 300, and a non-decision delay t 0 =300ms was added to yield a reaction time. To simulate each of the 344 conditions (blocked and interleaved), we picked values of μ and σ that produced the best fit to the mean 345 and standard deviation of the RT distribution from 3% coherence no-pulse CMD trials in each condition.
346
We then used the same parameter settings when simulating pulse trials, trusting the effects of our 347 different pulse timings to "fall out" out of the parameters used to fit the no-pulse trials. 348 349
Note that for each model, two parameters were adjusted to fit the data. For the DDM these were the 350 threshold T and the noise ϴ, while for the UGM they were the μ and σ parameters used to determine 351 the urgency slope. These pairs are functionally related: T and μ influence the means of RT distributions, 352
while ϴ and σ influence their variability. While the settings of the DDM parameters were determined 353 through an exhaustive search for the least mean squared error fit to data from all trials, the UGM 354 parameters were only adjusted to fit the no-pulse trials, and the effects of pulses expected to follow 355 simply from the assumption of a short time constant. The models were used to simulate 5,000 trials for 356 each trial type in each task condition, and the results analyzed in the same way as the behavioral data.
358
Results
360
Effects of sessions 361 362
The first step of our analyses was to determine whether our manipulation of decision policy succeeded 363 in slowing subjects down in the interleaved condition. We did this by comparing RTs for identical no-364 pulse CMD trials across the two conditions. Mean RTs (± s.e.m.) of individual subjects are shown in 365 Figure 3a for constant-evidence, 3% motion coherence trials without pulses in both the "blocked" (x-366 axis) and "interleaved" (y-axis) conditions. All individual data points lay above the unity slope line, 367
indicating that the mean RTs for identical CMD trials were slower when these were interleaved among 368 VMD trials than when blocked together (p=3.3x10
, K-S test), thereby corroborating the efficacy of our 369 decision policy manipulation. Similarly, cumulative RT distributions for no-pulse CMD trials for the 9 370 subjects who completed the greatest number of experimental sessions (Figures 3b & 3c) show both a 371 clear rightward displacement along the x-axis, indicating later RTs in the interleaved condition. 372 373
The main effect on overall mean RT was found for nearly all of our subjects (42/44 subjects, p<0.05 for 374 each, K-S test) in spite of the otherwise large inter-subject variability in overall speed. Thus while some 375 subjects tended to be considerably faster than others, all of them individually slowed down during the 376 interleaved sessions. Crucially, this behavior emerged despite the fact that no explicit instructions were 377 ever provided to the subjects regarding the timing of their decisions. The strength and consistency of 378 this result across all of our subjects thus strongly supports the effectiveness of our contextual 379 manipulation on subjects' decision policies. Moreover, because these differences obtain in no-pulse 380 CMD trials that were otherwise identical, the most parsimonious interpretation of this effect implicates 381 a slowed decision policy for the interleaved sessions relative to the blocked sessions. Within the 382 framework of the DDM, this corresponds to increasing the decision bound during interleaved sessions, 383 or in the framework of the UGM, to decreasing the slope of the urgency signal ( Figure 1 ).
385
Effects of pulses on reaction times 386 387
Next, we analyzed the effects of pulses in each task context to distinguish between the specific 388 predictions of each model under conditions of changing evidence (Figure 1 ). Similar to the above, this 389 analysis also focused exclusively on CMD trials (both with-and without pulses) which were identical in 390 both session types. 391 392
As can be seen in Figure 3a , collectively our subjects varied greatly in terms of average RTs within both 393 task conditions. Such inter-subject variability prohibited a general comparison of across subject means, 394
as pooling together data from subjects with such different RT distributions could weaken any latent 395 significant effects within each subject. Additionally, normalizing by RT would obscure the time course of 396 the impact of evidence on the developing decision. Thus, we instead pooled subjects into subgroups on 397 the basis of the similarity of their mean RTs. Two such subgroups are indicated in Figure 3a . The "fast 398
subgroup" was defined so as to capture fast responders while including most of the subjects for whom 399
we had 10+ sessions' worth of data, while the "slow subgroup" aimed to capture a similar range of 400 slower responders.
402
The pooled RT distributions for all CMD trials appear in figures 4a and 4b. For the "fast" subgroup, the 403 100ms and 200ms pulses significantly sped up response time in the "blocked" condition (K-S test 404 p=6.7x10 -16 and p=1.8x10
, respectively), while pulses at 400ms had no significant effect (p=0.21, K-S 405 test). For the interleaved sessions, however, the 100ms pulses lost their efficacy (p=0.052, K-S test), 406 while the 400ms pulses became effective (p=2.1x10 Results for a second, "slow" subgroup appear in figure 4b. For these subjects, the mean response times 410 were long even during the "blocked" condition, and none of the pulses had a significant effect on 411 decision timing, although there is an apparent trend for faster decisions with later pulses (Fig. 4b , top).
412
Response times for the "interleaved" condition are even later, and also not affected by any of the 413 pulses, (Fig. 4b, bottom) . Note, however, that this subgroup consists only of subjects who completed 3 414 sessions each (see figure 3a ) and therefore comprises substantially fewer trials than the "fast" subgroup, 415 which may therefore account for the failure of this trend to reach statistical significance. 416 417
While here we have shown only two subject groups, other arbitrary groupings of subjects along similar 418 lines (data not shown) yield effects which are qualitatively similar to those discussed above. Similar 419 results were also obtained on the level of individual subjects. Figure 5a shows the cumulative RT 420 distributions from blocked and interleaved sessions for one representative subject ('JM'; n sessions =20, 421 n trials =12,900 the blocked condition, p=0.001 in the interleaved condition). For subject SC (n sessions =16), the first two 435 pulses were effective in the blocked condition, whereas only the last two were effective in interleaved 436
sessions. Overall, of the 9 subjects who performed more than 10 sessions, six (JM, EC, VC, SC, EG, TM) 437
showed patterns in their data that are qualitatively consistent with the results described above, insofar 438 as the most effective pulse was earlier in the blocked than in the interleaved condition (although this 439 only reached significance in 4/6 cases). Of the remaining subjects, two (FK and CS) showed no effects of 440 pulses at all -these were our two slowest subjects, while one (LH) showed similar effects in both blocks 441 -this subject was fast in both blocks (Figure 3a ). This too is consistent with the UGM, which predicts 442 that the relative difference between a subject's overall mean RT and the timing of relevant changes in 443 sensory evidence determines the extent to which these changes influence the timing of the decision.
444
Because the pulse timings we selected occurred relatively early in a trial, the differences between the 445 effects of these pulses on response time between the two session types are most pronounced for 446 subjects whose mean RTs are relatively short. A clear demonstration of this comes from the fact that 447 one subject's RTs were extremely slow ( Figure 3b , outlying red line), and did not appear to be influenced 448 by any pulses in either condition -as if they have leaked away. 449 450
The relationship between the median RT of an individual subject and the efficacy of pulses at different 451 times is summarized in figure 6 , where the fastest eight of our subjects with >10 experimental sessions 452 are plotted together to illustrate how the effect of a given pulse on RT depends on the RT itself. In the 453 blocked condition -where RTs are faster for any given subject -the 100ms pulse (blue) has the 454 strongest effect, followed by the 200ms pulse (red), with the 400ms pulse (green) having little or no 455 effect. However, for the slowest subjects (TM, FK) even the effects of 100ms and 200ms pulses are 456 reduced. In contrast, the patterns of effects are inverted in the interleaved condition, where median RTs 457 are longer. Here, most of the subjects are most strongly influenced by the 400ms pulse (green), while 458 some relatively faster subjects are also influenced by the 200ms pulse (red). While there is variability in 459 the data, and many points do not reach significance, there is a clear tendency for early pulses (blue) to 460 be stronger than late ones (green) in the blocked condition, while the opposite is true in the interleaved 461 condition. Furthermore, there is a "window" of reaction times in which the pulses influence behavior, 462
and that window shifts as subjects slow down their decision policy. Figure 7 shows that the accuracy of decisions decreases as reaction times increase, for all conditions, 479 both for individual subjects (subject JM shown) as well as for both the "fast" and "slow" subject 480
subgroups. This may at first appear paradoxical, since longer viewing of a motion stimulus should allow 481 one to better filter-out noise and thus better estimate the underlying signal. An increasing accuracy with 482 time is often reported in tasks in which observation time is externally controlled (Ratcliff & Rouder, 483 1998; 2000; Ratcliff & Smith, 2004) . However, in our task the subjects are allowed to respond at any 484 time, which means that the distribution of trials within each RT bin can be distorted by the distribution 485 of trials in earlier bins. In such conditions, a decreasing performance for longer RTs can be easily 486 explained if we suppose that a subject's attention can vary between trials. If a subject happens to be 487 more attentive on a given trial then he/she will both respond more quickly and be more accurate than if 488 he/she is less attentive. Thus, the short RT trials will be biased toward those in which attention was high, 489 while the long RT trials will be biased toward those in which attention was lower. As a result, accuracy 490 will tend to decrease for longer RT bins, and in theory this should hold for both models. 491 492
Modeling results 493 494
As shown in Figure 8 , both models correctly simulated the tendency for accuracy rates to decrease over 495 time. This tendency simply results from variations in the "attentional gain" parameter a, included in 496 both models, which effectively varies the signal-to-noise ratio from trial to trial. This causes differences 497 in the distribution of otherwise identical trials in different RT bins, as described above. We added this 498 parameter because the results shown in Figure 7 may otherwise be taken as direct evidence for a 499 dropping bound, and thus favor the UGM (which effectively implements a decreasing bound by 500 including a growing evidence-independent urgency signal). However, that conclusion would not be 501 accurate; both the UGM and the DDM can explain this phenomenon, so it cannot be used to distinguish 502 between the models. The true distinction between the model prediction lies in analyses of the effects of 503 pulses on RT distributions (see Figure 1) , to which we turn next. Importantly, all of the simulations 504 described below have been performed both with-and without the attentional gain parameter, yielding 505 qualitatively identical results. 506 507 Figure 9 shows the RT distributions produced by an urgency-gating model with a filter time constant of 508 167ms (see Methods), and urgency signal parameters that were condition-dependent: for the "fast" 509 subgroup, the slope of the urgency signals were drawn from a log-normal distribution with μ=-0.50 and 510 σ=0.65 for modeling the blocked condition, and μ=-1.65 and σ=0.7 for modeling the interleaved 511 sessions. These parameters were chosen so that the RT distributions produced by the model for no-512 pulse trials fit those of the fast subgroup (Fig. 4a, black) . Next, the various pulses were added to the 513 simulated input signal and their effects on response time determined by the same analyses performed 514 on the real data. 515 516
As expected, the output of a model parameterized according to the data obtained from the "fast" 517 subgroup resulted in the 100 and 200ms pulses being effective during the blocked condition (Fig. 9a,  518 top, K-S test p=7.2x10
-22
, p=3.7x10 4 , respectively), while the 400ms pulse was not (p=0.31, K-S test). In 519 contrast, during the interleaved condition, the 200ms and 400ms were effective (Fig. 9a, , respectively) while the 100ms pulse was not (p=0.07, K-S test), as expected 521 (Fig. 1d) . 522
523
Data from the "slow" subgroup were modeled in a similar way (Fig. 9b) , with urgency parameters μ=-524
.41, σ=.30 for the blocked condition and μ=-0.50, σ=.17 for the interleaved condition. With these 525 parameters, the UGM predicted that 400ms pulses will have an effect in both conditions (blocked, 526 p=0.04; interleaved, p=0.01, K-S test). While such a trend can be seen in the "slow" subgroup data from 527 the blocked condition (Fig. 4b, top) , it did not reach significance, perhaps because this subgroup 528
contained only a few sessions of data for each subject. 529 530 Figure 10a shows simulations of the DDM with parameters adjusted to fit the "fast" subgroup. For the 531 blocked condition, the best fit was provided by T=550 and ϴ=16, and these parameters simulated the 532 major features of the data quite well -correctly producing an effect of 100ms and , respectively). However, 536 the DDM also predicted that the 100ms pulses had a significant effect (p=4.4x10
-11
, K-S test), as is clear 537 by examining the cumulative RT distributions. This prediction follows directly from the assumption of 538 perfect integration, which is inherent in the DDM and which does not depend on parameter settings. For 539 the same reason, the DDM predicts that for the "slow" subgroup of subjects, all pulses always have 540 significant effects in both blocked and interleaved conditions (Fig. 10b, p<10 -4 for all pulses, K-S test).
541
The best fitting parameters for the slow subgroup were T=1100 and ϴ=25 for the blocked condition and 542 T=2500 and ϴ=40 for the interleaved. 543 544
Delays in the onset of integration 545 546
Because the motion signal during VMD trials can often reach conspicuously high values, but nonetheless 547 cannot grow much in strength until several steps into the trial, it could be argued that during the 548 interleaved sessions our subjects had simply learned to delay the onset of evidence integration for the 549 first few hundred milliseconds so as to avoid having to discern weak early motion in favor of what could 550 be assumed to be an easier discrimination later on. If this was true, it would cause them to show no 551 effects of the earliest pulse timings (e.g. the 100 and 200ms pulses) in the interleaved CMD trials, 552 because these pulses would have already ended before the subjects began integrating evidence. 553
Correspondingly, if the onset of integration was delayed by 200-300ms, the 400ms pulse would 554 effectively become a 100ms pulse, which would explain why such pulses suddenly became effective in 555 the VMD sessions. This would not only explain the shifts in pulse efficacies obtained in the VMD 556 condition, but also the slower RT distributions for all VMD trials in general, providing an explanation for 557 the data that would still be consistent with the DDM. 558 559
To test this conjecture, we added two more parameters to the DDM to allow a pre-integration delay 560 with a mean and standard deviation. For modeling the blocked sessions, we set both of these to zero 561 because the DDM could fit that data without any pre-integration delay. For modeling the interleaved 562 session, we searched for the best-fitting setting of threshold and pre-integration mean (with standard 563 deviation set to 100ms). With T=1250 and pre-integration delay of 150±100ms, the DDM correctly 564 simulated our finding that 100ms pulses lost efficacy in the interleaved session, simply because most of 565 them were ignored by the model. 566 567
However, for obvious reasons such a model could not produce decision times that are shorter than the 568 pre-integration delay. Only 0.7% of its decision times were made before 200ms, and only 9.1% before 569 400. This contrasts with the data, in which we observed that 11.6% of decision times in no-pulse trials 570 were shorter than 200ms and 27.6% were shorter than 400ms. Importantly, these early decisions were 571 not merely random; they were correct 78.9% and 78.2% of the time, respectively, indicating that the 572 early information was not in fact being ignored by our subjects. 573 574
In summary, the DDM could either be parametrized to capture the patterns of pulse efficacy in the 575 interleaved trials, or to produce early decisions comparable to those observed in the data, but we found 576 no setting of parameters that could allow it to reproduce both of these findings. Nevertheless, it is 577 possible that advocates of the DDM may find other ways to modify that model to explain our results. To 578 that end our data is available upon request. 579 580 Discussion 581 582
The main result of our study is that when subjects slow down their decision policy, the effect of early 583 pulses becomes weaker while the effect of later pulses grows (Figs. 4, 5, 6 ). Although the specific pattern 584 of pulse efficacy varied across subjects, the earliest pulse timings consistently lost their efficacy as 585 subjects slowed down. This result is important because it cannot be reproduced by any model involving 586 perfect integration of the motion signal ( Figure 10 ). In particular, the DDM predicts that early pulses will 587 always be at least as effective as late pulses in reducing RTs, because a perfect integrator retains all 588 input until decision time regardless of the threshold setting. In order to explain our results, a strong leak 589 would have to be added to the DDM, effectively turning it into a low-pass filter with a relatively short 590 time constant. Our previous analyses of behavioral and neural data in changing evidence tasks suggest There may be many reasons why subjects slow down during the interleaved sessions. Above, we 594 proposed that they do so because in the VMD trials higher motion strengths are reached later in time, 595 and thus many individual trials tend to get easier with longer viewing. It is also possible that subjects 596 slow down because sometimes the net direction of motion might change just after they make their 597 decision, reducing their overall confidence. While such reversals occurred in less than 3% of trials, the 598 very possibility of reversals might motivate subjects to be more conservative. There may still be other 599 reasons. Regardless of why subjects slow down, different models suggest different mechanisms for how 600 they do so. The DDM assumes that there is a change in the threshold while the UGM assumes that there 601 is a change in urgency. Other mechanisms may also be proposed, such as a reduction in the strength of 602 recurrent feedback in attractor-type models (e.g. Wang, 2002) . What is important to emphasize, 603 however, is that our present results and their interpretations are not dependent upon any of these 604 issues. Regardless of why subjects slow down and regardless even of how they do so, it is the fact that 605 they slow down that is most pertinent to the question of the time constant. If slowing down causes early 606 pulses to lose their efficacy, then the time constant must be short. 607 608
The possibility of a "two-model" solution 609 610
One possible objection to the above interpretation, however, is that our subjects may have employed 611 radically different strategies during each of our two session types. For example, perhaps they used a 612 DDM in our blocked sessions (and in previous studies) and a UGM in our interleaved sessions. Because 613 none of the trials presented in the blocked sessions ever exceeded 3% baseline motion coherence, all 614 trials in the blocked condition can be considered fairly difficult, which may therefore have motivated our 615 subjects to integrate motion evidence with a long time constant. By contrast, VMD trials presented 616 during the interleaved sessions could often reach much larger values of coherence, and may therefore 617 have motivated subjects not to integrate motion evidence across time, but rather to simply wait for the 618 motion signal to become highly conspicuous before deciding. 619 620
However, there are a number of reasons to doubt this account. First, in both sessions subjects were 621 always given the same instruction: to respond as soon as they were able to detect any motion signal at 622 all. This is the same instruction typically given to subjects in a large variety of studies using the random-623 dot task in conditions similar to our blocked sessions. Thus, the only feature of the task which may have 624 motivated subjects to change their strategy in interleaved sessions is the reinforcement provided 625 regarding correct or incorrect choices. If our subjects' default strategy was to use a perfect integration, 626 the only reason they would switch to an alternative, short-time-constant strategy would be if they were 627 penalized often enough for choosing the direction indicated by the total net motion, but which was 628 contraindicated by the current motion at the time of their decision. Such cases -if they occurred often 629 enough to be noticeable -might motivate subjects to begin to discard past evidence, and to instead 630 weight recent evidence more heavily. 631 632
To examine this possibility, we compared overall accuracy rates that would ensue from a post-hoc 633 reclassification of "correct" and "incorrect" choices according to the total cumulative motion evidence, 634 as opposed to our original classification based on the sign of the motion evidence at the estimated time 635 of decision. This revealed that out of all VMD trials completed by our subjects, only 9% would have been 636
incorrectly reinforced according to a cumulative-motion-evidence criterion, and that this discrepancy 637 falls to only 3% when considering VMD trials in which the motion signal ever reached or exceeded 15% 638 coherence, i.e. the trials which would have conspicuously stood out to the subjects. Consequently, it 639 seems unlikely that the reinforcement provided to our subjects was significant enough to be responsible 640 for the changes in decision strategy we observed across the session types. 641 642
Furthermore, the logic of this proposal can be reversed. In natural behavior, sensory evidence does 643 change, and changes often. To react quickly to such changes, leaky integration is much more effective 644 than perfect integration, which first needs to "undo" previously accumulated evidence before moving 645 toward the new decision bound. Thus, reinforcement in the real world would seem to favor mechanisms 646 with short time constants (as long as the time constant is long enough to filter out noise) to be the 647 default strategy. This then raises the question of why humans would ever change their strategy and use 648 perfect integration, even when performing a standard constant motion discrimination task. In such 649 tasks, the motion does not change so the reinforcement obtained by a perfect integrator would be no 650 different than that obtained by a leaky model. 651 652
Finally, while a two-model solution is plausible, it lacks parsimony. It proposes two different models for 653 explaining two different kinds of data, and necessitates additional mechanisms for arbitrating between 654 them. From a modeling perspective, it is certainly possible that such a hybrid, "switching" model could 655 produce better quantitative fits to our data; however, by the same token, such a model would 656 necessarily include a larger total number of parameters than either model by itself. Any measure of 657 goodness-of-fit to any given data set would be penalized by the additional parameters of the switching 658 mechanism as well as those of the "unused" model, and therefore rank low according to traditional 659 model-comparison measures (e.g. AIC/BIC criteria, etc.). In contrast, the UGM can explain all of the data 660 with just a single parameter change -a modification of urgency -that is motivated by optimization of 661 reward rates. In a recent paper , we directly demonstrated that neural activity in 662 dorsal premotor and primary motor cortex combines both urgency and evidence-related components, 663
and that the latter is processed with a short time constant. While this used a different species and a 664 different task, we propose that the conclusions generalize to a broad range of tasks and species. Indeed, 665 although we acknowledge that perfect integration is commonly assumed when interpreting data, we are 666 not aware of data that conclusively proves that assumption to be correct. 667 668
Narrowing down the value of the time constant 669 670
The present results could, in principle, be explained by the leaky competing accumulator (LCA) model 671 ( suggesting that the effects observed in that study are not task-dependent but rather indicative of a 683 general strategy of low-pass filtering a noisy stimulus signal. 684 685
A recent analysis using the LCA (Ossmy et al. 2013) suggested that time constants can change between 686 conditions with different distributions of signal durations. Across subjects, the best-fitting time constant 687 values varied from 29ms to 1995ms (mean 78ms and 493ms) in the two conditions (see their table S2 ). 688
However, because the LCA assumes a fixed bound, it forces the use of a long time constant for 689 explaining any late decisions. We believe that if that assumption was relaxed, and the bound was 690 allowed to decrease through the use of a context-dependent urgency signal, then long decisions could 691 be explained even if the time constant was always short. 692 693
While a precise estimate of the time constant is difficult to make without direct neural data, the present 694 results are nonetheless useful for providing bounds on the possible values that it may take. In particular, 695 while results similar to Figure 9 could be generated with a 200ms time constant, a 250ms time constant 696 consistently predicts a significant effect of the 100ms pulse even in the interleaved sessions, in contrast 697 to our data. In principle, one could use a model fitting optimization procedure to try to find the best-698 fitting time constant, but in our view that would not be fruitful in practice. The reason is that once the 699 time constant is set below 250ms, small variations of it can be traded off against changes in inter-trial 700 variability parameters (e.g. the σ parameter of the UGM) producing similar goodness of fit. Our 701 approach is not to try to estimate these parameters precisely, but rather to eliminate sections of the 702 parameter space. The results of the present study as well as previous ones (Cisek et It is possible that during the interleaved sessions, subjects neither integrate the motion signal nor 709 combine it with a growing urgency, but simply wait until a large coherent motion appears randomly 710 during a trial. However, we consider it unlikely that this strategy -akin to a threshold detection process 711 -was used in our task. Because our subjects could not predict ahead of time what the range of motion 712 coherence would be on a given trial, there was no way for them to set any particular decision threshold.
713
For example, simply waiting until the motion coherence exceeded 15% would have failed to produce any 714 decision at all on ~40% of VMD trials, whereas the number of 'time out' trials we actually observed was 715 less than 1%. Indeed, any threshold much higher than 3% would have failed to produce any decisions on 716 the no-pulse CMD trials. Conversely, setting the threshold lower would have produced many more 717 errors than what we observed. Thus, while a detection strategy is plausible and may be used in some 718 situations, it seems unlikely to explain our data. 719 720
The UGM suggests that low-pass filtered evidence is brought to threshold through combination with an 721 independent urgency signal that controls the decision timing policy. After a pulse, activity related to 722 evidence increases briefly but then quickly returns to the baseline "no-pulse" level. Thus, a motion pulse 723 reduces the RT on a given trial only if the decision is made before the effect of the pulse has leaked 724 away (see figure 1c,d ). The UGM thus predicts that the efficacy of a given motion pulse will depend on 725 its timing with respect to the decision time. By extension, any systematic change in average decision 726 times will change which pulse timings reduce RTs. This is precisely what we observed. Moreover, this 727 not only explains the general trends we found, but also many of the differences obtained across 728 subjects, with different individuals susceptible to a different set of motion pulses based on the average 729 timing of their decisions in a given context (Figure 6 ).
731
An alternative way to implement a build-up of neural activity is through recurrent feedback between the 732 populations representing the different options, as in the model of Wang (2002) . While such models 733 differ from the DDM in many important ways, their recurrent feedback effectively implements a long 734 time-constant of integration. Indeed, simulations by Wang (2002) show that reduction in the strength of 735 the recurrent connections causes the system to lose its slow build-up of neural activity, and equilibrate 736 within 200-300ms after stimulus presentation. If the recurrent connections are strong enough to 737 produce continued build-up, then they effectively implement temporal integration with almost no leak. 738
Consequently, we conjecture that such models, like the DDM, would also predict a persistent effect of 739 the 100ms pulses even in the interleaved condition, in contrast to our data. However, variations of 740 attractor models in which the interaction function governing the recurrent connections becomes 741 steeper over time (see Standage et al. 2011 ) can produce dynamics that approximate a leaky integrator 742 with urgency, and consequently are in principle able to reproduce our findings (Marcos et al. 2012 SFN 743 poster). Indeed, such models were the original inspiration for our experiment, though their detailed 744 implementation is beyond the scope of the present paper. 745 746 Noise 747 748
Integrator models deal with noise by adding together successive samples on the assumption that the 749 noise components will cancel each other out over time, leaving an estimate of the underlying signal. On 750 the surface, the UGM may appear susceptible to noise because it privileges recent information. 751
However, because the UGM includes a low-pass filter, it is just as effective as an integrator at dealing 752 with noise. Indeed, for stimulus components above the filter cutoff frequency, a low-pass filter and an 753
integrator are approximately equivalent. The time constant of the filter jointly determines both the 754 frequency of input fluctuations which will be screened out as noise as well as the amount of time 755 required for the decision variable to respond to a genuine change in the underlying signal. This issue is 756 relevant for two recent papers that attempted to argue against the UGM. Winkel et al. (2014) showed 757 that early motion signals influence response times and took this as evidence against the UGM. However, 758 in their implementation of the UGM they did not include the low-pass filter. If a low-pass filter is added 759 to the model, it can easily reproduce that data (Carland, Thura, & Cisek, 2015) . Indeed, as shown here 760 (Fig. 9) Important to the present discussion is the question of what constitutes evidence in a given task. The 771 DDM is often seen as equivalent to the sequential probability ratio test (SPRT), a statistical test that 772 optimizes sampling time to attain a given level of accuracy (Wald, 1945) . However, the equivalence 773 between the DDM and SPRT holds only under the assumption that each sensory sample is statistically 774 independent from preceding ones (Bogacz et al. 2006; Thura et al. 2012; Huang & Rao, 2013) . In any 775 constant-evidence task, repeatedly sampling the stimulus means that each additional sample is 776 increasingly redundant, providing less and less information. Ideally, the decision process should be 777 governed primarily by novel information. Thura et al. (2012) suggested that for simple tasks, this may be 778 approximated by a low-pass filter, which quickly adjusts the current estimate of evidence while ignoring 779 fluctuations whose frequency is above the range at which the signal of interest is likely to change. This 780 mechanism not only ensures that redundant information is ignored, but also enables faster transitions 781 between options under conditions in which evidence can change. A perfect integrator would be slow to 782 reflect such changes, as it would have to first "undo" the previously-integrated sum for the initial choice 783 before it could begin to accumulate evidence in favor of the new choice. In contrast, an urgency-gating 784 model could respond to the new choice after only a brief delay determined by its time-constant. 785 786
In light of the above, we can consider some of the specific tasks that have been described in the 787 literature. In some tasks subjects are being given new sensory information over time -this includes the 788 "weather prediction" task (Yang & Shadlen, 2007; Kira et al. 2015) , the "tokens" task ( conditions, each sample of the visual stimulus is identical to previous samples and provides no new 796 information, so it should not be integrated. The random-dot motion discrimination task (Britten et al. 797 1992) as well as noisy image categorization tasks (e.g. Tremel & Wheeler, 2015) are a variant of the 798 latter category -they are tasks in which the underlying signal is static and all that changes between 799 sequential samples is noise. In such conditions, each sequential sample provides some novel information 800 but with diminishing returns, because once the noise has been filtered out there is no more new 801 information to be obtained. Thus, in such tasks, an accurate estimate of evidence should stop growing 802 quickly and therefore could not be responsible for the prolonged build-up of neural activity. 803 804 signals with a fixed bound that is set to a low value, to emphasize speed in a "fast" task context. As a 841 result, early motion pulses (red line) will result in significantly shorter reaction times (RT) distributions 842 than in no-pulse trials (black dotted line), but late motion pulses (blue) will have no effect because they 843 occur after the decision bound has already been reached. Schematic reaction time distributions are 844 shown on the x-axis. B. In a "slow" task context, the bound is set to a higher value, and as a result both 845 early and late pulses cause a reduction of RTs as compared to no-pulse trials. C. Here, following the 846 UGM, we assume that the motion signal is low-pass filtered and combined with a growing urgency that 847 is steep, to emphasize speed in the "fast" task context. As in A, early pulses have an effect but late 848 pulses occur too late to reduce the RT. D. In the "slow" task context, the urgency is shallower, and so 849 late pulses now significantly reduce the RT. However, in contrast to panel B above, early pulses no 850 longer reduce RTs because their effect has leaked away by the time the threshold is crossed. Example trajectories of the time-course of motion evidence in VMD trials. After being initialized at 0% at 858 the beginning of each trial, the motion signal is adjusted in increments of 3% motion coherence towards 859 one of the two targets (with equal probability) every 200ms. Note that when the motion signal already 860 favors a target, a step "toward" the opposing target corresponds to a weakening of the strength of the 861 motion signal. 862 863 Figure 3 : Reaction times in no-pulse trials in the blocked and interleaved conditions. A. Mean RTs of 864 individual subjects in no-pulse trials during the blocked (x-axis) versus the interleaved (y-axis) conditions. 865
Crosses show the standard error of the mean, and colored points indicate subjects who performed 10 or 866 more experimental sessions each. All but two subjects (shown in light grey) showed a significant 867 difference between conditions (p<.05, KS-test). The dotted rectangles show subjects that were grouped 868 together for the pooled analyses shown in figure 4 . B. Cumulative RT distributions in no-pulse trials 869 during the blocked condition, for the 9 subjects who performed >10 sessions (same colors as in 5a); 870 vertical lines indicate medians. C. Cumulative RT distributions and medians of the same subjects in no-871 pulse trials during the interleaved condition. In all cases, RTs for such trials are significantly shorter in 872 the blocked condition than in the interleaved condition (all no-pulse trials pooled by session type, 873 p=8.84x10
, K-S test). 874 875 Figure 4 : Comparison of reaction time effects of pulses in constant motion discrimination (CMD) trials.
876
A. Cumulative RT distributions for no-pulse (black), 100ms pulse (blue), 200ms pulse (red), and 400ms 877 pulse (green) for the "fast" subgroup of subjects indicated in Figure 3 . Insets show the corresponding 878 median RTs (with 95% confidence intervals) and asterisks indicate significant differences (large asterisks 879 indicate statistical comparisons against no-pulse trials, small asterisks show comparisons between pulse 880 trials). B. Cumulative RT distributions for the "slow" subgroup of subjects. Same format as A. 881 882 
