Abstract: Inpatient health buildings in the United States are the most intensive users of water among large commercial buildings. Large facilities (greater than 1 million square feet) consume an average of 90 million gallons per building per year. The distribution and treatment of water imposes a significant electrical power demand, which may be the single largest energy requirement for various states. Supply and demand-side solutions are needed, particularly in arid and semi-arid regions where water is scarce. This study uses continuous simulations based on 71 years of historical data to estimate how rainwater harvesting systems and demand-side interventions (e.g., low-flow devices, xeriscaping) would offset the demand for externally-provided water sources in a semi-arid region. Simulations from time series models are used to generate alternative rainfall models to account for potential non-stationarity and volatility. Results demonstrate that hospital external water consumption might be reduced by approximately 25% using conservative assumptions and depending on the design of experiment parameters associated with rainfall capture area, building size, holding tank specifications, and conservation efforts.
Introduction
The 2012 Energy Information Administration (EIA) Commercial Buildings Energy Consumption Survey (CBECS) identified inpatient healthcare buildings as the most intensive users of water among large commercial buildings. Facilities over 1,000,000 square feet consumed about 90 million gallons per building [1] . This type of utilization is increasingly problematic in arid and semi-arid regions such as central Texas (San Antonio), where population growth and drought have often resulted in water use restrictions and the emergence of desalination plants for brackish groundwater [2] . A need exists for demand and supply-side interventions such as the installation of low-flow devices and adoption of rainwater harvesting systems for existing or new construction, and such construction is supported by the State of Texas [3] .
Rainwater harvesting systems (RWH) date back at least 4000 years [4] , yet their adoption as a primary or tertiary water source is now gaining traction in the United States and other countries [5] . Several authors have explicated the methods and requirements for building domestic-use rainwater harvesting in the United States [6] [7] [8] [9] as well as abroad [10, 11] . In the United States, considerations for county-wide adoption of RWH systems have been investigated. With appropriate design and maintenance, quality standards can be met [3, 12] . The use of RWH in healthcare facilities is also not a new concept and one promulgated by the World Health Organization [13] . In India, hospitals are sometimes fined for not using RWH [14] .
There are many advantages in using rainwater harvesting. First, the water is free, as the cost is for the collection and use. Rainwater may be used to augment groundwater and surface water as necessary, particularly when water is in short supply. It provides a zero-hardness, no salt solution, RWH as well as conservation techniques such as low-flow plumbing installation. Quality of water is specifically delimited. 
Study Setting & Data
This study's setting is San Antonio, Texas. Although NOAA daily rainfall data are available for cities throughout the United States and substitution of that data into the provided simulation is trivial, San Antonio was selected for several distinguishing characteristics. San Antonio, Texas is located in a semi-arid region which routinely experiences droughts. The area has experienced a median annual rainfall of 30.4 inches over the past 71 years with significant variability year to year. Further, the population growth in the area has been robust. The increase is estimated at 12.4% from 1 April 2010 through 1 July2016, and the total population estimate is now 1.49 million [22] . These factors make the selected location ideal for evaluation, as the need to conserve water is paramount.
Supply (rainfall) data for the study were available from the NOAA [18] , and the closest reporting station (San Antonio International Airport) served as the source for daily rainfall information. Daily rainfall from 1 January 1947 through 31 December 2017 provided the supply stream, as complete yearly records were available only beginning in 1947. These data are freely available from the EIA's CBECS Study [1] .
The historical data provided baseline runs to assist in validating the simulation distributions; however, the uncertain nature of rainfall suggested that alternative supply generators should be investigated [6, 7] . If area rainfall trends upward or downward over time (perhaps, due to changes in climatology), then using only historical data as the supply source would not be representative of the future. Further, the effects of volatility required the evaluation of stochastic rainfall generators. For these reasons, simulations from time series models served as a secondary source of rainfall generation. Still, the historical model provided a good basis for initial investigation for this simulation which is now explicated.
Simulation: Parameters, Variables, & Flowchart
The simulation begins with the initialization of Design of Experiments (DOE) parameters (Supplementary material-"DOE"). For clarity, variables will be italicized, but parameters will be in regular type. Building size, tank holding capacity, roof capture area, and demand are important characteristics to evaluate when considering RWH systems [7, 15] . Table 1 provides the operational definition of these parameters along with the source and values investigated. 
Study Setting & Data
Simulation: Parameters, Variables, & Flowchart
The simulation begins with the initialization of Design of Experiments (DOE) parameters (Supplementary material-"DOE"). For clarity, variables will be italicized, but parameters will be in regular type. Building size, tank holding capacity, roof capture area, and demand are important characteristics to evaluate when considering RWH systems [7, 15] . Table 1 provides the operational definition of these parameters along with the source and values investigated. The building size (BUILD) parameter is necessary to estimate the total daily demand of a hospital facility. For this simulation, some proportion of available square footage is used by a facility for capture of rainfall. Six specific building sizes are investigated ranging uniformly between 200,000 and 1.2 million square feet. The ROOF parameter (discussed below) makes that conversion.
The mean daily water demand (DEMAND) parameter is based on the building size. The Commercial Building Energy Consumption Survey (CBECS) from the US Energy Information Administration reports an average of 0.19 gallons per square foot per day are consumed by larger facilities [1]; however, we investigate the effect of demand reductions over a wide range. Just the addition of low-flow plumbing may reduce hospital consumption as much as 30% [23] . With xeriscaping and the addition of low-flow devices, it is not unreasonable to expect a 50% reduction in water consumption.
The capture area (ROOF) is based on the building size as well and is defined as the percentage of the building area (BUILD) actually used for rainwater harvesting. The capture area (ROOF) may include large, enclosed garages, outbuildings, and any area which has an appropriate roof structure and surface (either when built or after construction) that is not estimated as part of the hospital's building space, so values above 100% are feasible, particularly if the hospital is designed in advance with rainwater harvesting in mind. Further, free-standing collection areas might also be incorporated. It is impossible to translate building square footage into capture square footage, which is why various values of ROOF capture proportions are investigated, {50%, 100%, 150%, 200%}.
The holding tank capacity (CAP) for large hospitals may include water-tower like structures, as installed in the Miami Veteran's Hospital [24] , or multiple smaller above or below-ground cisterns. The capacity of this tank is an engineering consideration that must be planned during the design/re-design phase. For this simulation, the values of {500 K gallons, 1 M gallons, 1.5 M gallons, and 2 M gallons} are investigated.
For the simulation models, the balance equation details the primary variables of interest. This model is shown as Equation (1).
Here, V t is the volume in the tank at time t measured in gallons. C is the "capture" or rainfall supply while D is the associated demand. O is the overflow. The volume at time t must be positive, semi-definite and is restricted as such by using the maximum operator. Not shown here is that capture of water is imperfect. The Texas Manual on Rainwater Harvesting [3] suggests that capture efficiency (which is identified as E) is somewhere between 0.75 and 0.90. The simulation therefore uses a uniform distribution to model Equation (2), where S t is the rainfall supply at time t. Inserting Equation (2) into Equation (1) results in a modified balance equation shown in Equation (3).
The daily rainfall in inches, S t , is based on 71-years of daily NOAA data. In the historical runs (Supplementary material-"historical run"), the simulation assumes that the past rainfall data will be representative of the future. Because of potential non-stationarity (i.e., trending) and volatility of daily rainfall possibly due to changes in climatology, using a fixed, historical data stream might not represent what is achievable when adopting rainwater harvesting systems. For this reason, simulation from time series models were also investigated to model S. These time series simulations will be discussed later.
Mean values for the water demanded variable, D, derived from CBECS [1] based on average demand per square foot (DEMAND) multiplied by the total hospital square footage (BUILD). CBECS reported standard errors associated with these estimates, and these were used as part of a stochastic process. The water demanded (D) was then assumed to be from a Poisson process and modeled as an exponential distribution with a mean of 1/(DEMAND × BUILD). Because of the daily variability of demand and its strict truncation at zero, the exponential was a reasonable choice.
Equation (4) details all stochastic and deterministic elements associated with the simulation. Table 2 provides a complete list of variables and the associated explanations. Figure 2 depicts the variables and parameters for each iteration of the simulation model in a flowchart. An important statistic for this simulation model was the proportion of external water demand offset that a specific design would have. Thus, the number of simulation iterations was set to ensure that the volume in the tank estimate was bracketed within 5000 gallons (margin of error, MOE), which represents 1% of the smallest tank size, a small error. The maximum standard error for volume (V) across all DOE scenarios was 4148 gl after a 25,915-day (71-years) run (excludes 29 February). Using this standard deviation, the MOE of 5000 gallons and α = 0.05, the estimate for the number of runs was calculated to be 3 as shown in Equation (5), where Z is the value for the standard normal distribution at the specified α.
With 6 building sizes (BUILD), 4 capture proportions (ROOF), 4 holding tank capacities (CAP), 3 demand parameters (DEMAND), 365 days per year, 71 years, and 3 iterations (sequence i), the total number of individual daily observations was 6 × 4 2 × 3 × 365 × 71 × 3 = 22,390,560 observations per rainfall generator.
Verification & Validation
To investigate validity, prior distributions were compared statistically and visually with posterior distributions. No significant differences were found. Posterior parameter values all matched the fixed values previously assigned, while the stochastic variables D (total daily demand) and E (efficiency of water capture) derived from the requisite distributions. The simulation was designed in R Statistical Software [25] using verbose commenting for debugging and the simulation flowchart (designed a priori) to reduce error. Random number seeds were used to ensure that differences in DOE replications were due to engineering design and not the selection of pseudo-random numbers. The results of the simulation runs were spot checked against direct calculations with no variability. 
To investigate validity, prior distributions were compared statistically and visually with posterior distributions. No significant differences were found. Posterior parameter values all matched the fixed values previously assigned, while the stochastic variables D (total daily demand) and E (efficiency of water capture) derived from the requisite distributions. The simulation was designed in R Statistical Software [25] using verbose commenting for debugging and the simulation flowchart (designed a priori) to reduce error. Random number seeds were used to ensure that differences in DOE replications were due to engineering design and not the selection of pseudo-random numbers. The results of the simulation runs were spot checked against direct calculations with no variability. Table 3 shows the descriptive statistics for the rainfall in the geographic region of interest. The average daily rainfall for all days in the dataset was 0.084. For only those days where rain occurred, the rainfall estimate was 0.380. Overall, 22.2% of the days experienced rainfall, although much of that was trace. As depicted previously, rainfall is seasonal. Consumption data from CBECS [1] suggests that large hospitals, on average, consume 67.7 gallons of water per square foot per year. That statistic changes by Census region; however, consumption can range from 55.1 gl/ft 2 in the Northeast to 76.0 gl/ft 2 in the Midwest. There were 3040 facilities from which these statistics were derived.
Results

Descriptive Statistics
Time series evaluation of rainfall is necessary to investigate any possible trends, which would change the historical analysis as well as seasonal and other components that might affect future rainfall. An analysis of the rainfall time series suggested that annual rainfall was relatively but not perfectly stationary year over year with monthly seasonality present. Figure 3 provides a yearly aggregated time series plot (beginning on 1 January 1947) with linear and loess curves superimposed. While a slight upward trend might be inferred from the linear fit, the loess curve suggests otherwise. There is no evidence of significant changes in this reporting station's annual rainfall, although there may be multi-year periodicity associated with natural or human-made processes. As such, investigating stochastic rainfall generators as an alternative method for generating rainfall would be prudent.
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Descriptive Statistics
Time series evaluation of rainfall is necessary to investigate any possible trends, which would change the historical analysis as well as seasonal and other components that might affect future rainfall. An analysis of the rainfall time series suggested that annual rainfall was relatively but not perfectly stationary year over year with monthly seasonality present. Figure 3 provides a yearly aggregated time series plot (beginning on 1 January 1947) with linear and loess curves superimposed. While a slight upward trend might be inferred from the linear fit, the loess curve suggests otherwise. There is no evidence of significant changes in this reporting station's annual rainfall, although there may be multi-year periodicity associated with natural or human-made processes. As such, investigating stochastic rainfall generators as an alternative method for generating rainfall would be prudent. Decomposition of the monthly aggregated time series also suggest the absence of trend; however, volatility and seasonality appeared to be present. The volatility is evidenced by reviewing the error (random) components, while the seasonal components are graphed separately. Some cyclicity appears to exist, as there are multi-year waves, which are particularly noticeable starting in 1970 and extending through the mid 2000's. Figure 4 depicts that decomposition. Decomposition of the monthly aggregated time series also suggest the absence of trend; however, volatility and seasonality appeared to be present. The volatility is evidenced by reviewing the error (random) components, while the seasonal components are graphed separately. Some cyclicity appears to exist, as there are multi-year waves, which are particularly noticeable starting in 1970 and extending through the mid 2000's. Figure 4 depicts that decomposition. When looking at the daily time series, the volatility is clear. While aggregated data illustrate a lack of trend (yearly data) and definite seasonality (monthly data), the daily data illustrate the volatility and suggest a need to investigate rainfall generators that are stochastic. Figure 6 depicts the daily rainfall time plot. When looking at the daily time series, the volatility is clear. While aggregated data illustrate a lack of trend (yearly data) and definite seasonality (monthly data), the daily data illustrate the volatility and suggest a need to investigate rainfall generators that are stochastic. Figure 6 depicts the daily rainfall time plot. When looking at the daily time series, the volatility is clear. While aggregated data illustrate a lack of trend (yearly data) and definite seasonality (monthly data), the daily data illustrate the volatility and suggest a need to investigate rainfall generators that are stochastic. Figure 6 depicts the daily rainfall time plot. 
Simulation Results, Historical Data
The results of the simulation using historical data demonstrate the offset available for various choices of the DOE parameters. The primary variable of interest was the ratio of SUPPLY/DEMAND, the proportion of the demanded water actually supplied by RWH. A second variable of interest was the proportion of time the tank was empty. If the tank was not empty on a given day, it was capable of supplying the hospital with 100% of its demand. Thus, manipulation of DOE parameters would provide engineers and designers information regarding what is necessary to offset water demand.
The contribution of RWH is clear from looking at the histogram of SUPPLY/DEMAND for all DOE runs. At best, RWH could eliminate 90% of the ground water and surface water demand for hospitals, reducing the impact on the environment in terms of both water and electricity. Even with the most unfavorable assumptions and design factors, a 10% reduction might be achieved. Figure 7 shows the histogram over all DOE parameters. The distribution appears bi-modal given the parameters investigated (0.2 and 0.4). 
The contribution of RWH is clear from looking at the histogram of SUPPLY/DEMAND for all DOE runs. At best, RWH could eliminate 90% of the ground water and surface water demand for hospitals, reducing the impact on the environment in terms of both water and electricity. Even with the most unfavorable assumptions and design factors, a 10% reduction might be achieved. Figure 7 shows the histogram over all DOE parameters. The distribution appears bi-modal given the parameters investigated (0.2 and 0.4). Figure 8 maps the "reliability" proportion, the proportion of days the water in the tank was not empty. This graphic depicts averages over all other DOE factor levels. What is interesting here is that using reasonable demand reductions of 10% (i.e., 0.17 gallons per square foot per day, represented by the vertical arrow on Figure 3 ) and adoption of rainwater harvesting at 100% (represented by the horizontal arrow on Figure 3 ) of built design would result in approximately 23% total reduction as depicted by the arrows in Figure 8 . Figure 8 maps the "reliability" proportion, the proportion of days the water in the tank was not empty. This graphic depicts averages over all other DOE factor levels. What is interesting here is that using reasonable demand reductions of 10% (i.e., 0.17 gallons per square foot per day, represented by the vertical arrow on Figure 3 ) and adoption of rainwater harvesting at 100% (represented by the horizontal arrow on Figure 3 ) of built design would result in approximately 23% total reduction as depicted by the arrows in Figure 8 . Figure 8 . This figure depicts a contour plot of the proportion of days the tank would not be empty (zaxis, the contours) versus the demand in gallons per square foot per day (x-axis) and the proportion of building size that is assigned RWH capability (e.g., 100% of the building = 1.0, (y-axis). Arrows indicate a 10% reduction in demand and square footage for rainfall capture equivalent to building size. The corresponding proportion of demand axis (contour) is roughly 0.23 (23%).
Spearman's correlation among the design parameters and the proportion of rainwater provided by RWH is shown in Table 4 . The non-empty proportion was highly and positively correlated with the roof capture proportion (ρ = 0.778), while increases in demand had a predictably negative effect (ρ = −0.501). Surprisingly, the tank size had the smallest effect, although it was statistically significant at a < 0.01. A simple multiple regression equation using only parameter terms, their squares, and the twoway interactions accounted for 99% of the variability in the average proportion of external water required using the historical data, converting the terms in the model to an equation is that this equation might be used to estimate external water reliance for this semi-arid region and the standardized coefficients provide importance indicators for each of the variables. Table 5 provides the standardized coefficients and associated pvalues for the historical runs. Of particular interest is that demand reduction is of primary importance in reducing reliance on external water sources. Spearman's correlation among the design parameters and the proportion of rainwater provided by RWH is shown in Table 4 . The non-empty proportion was highly and positively correlated with the roof capture proportion (ρ = 0.778), while increases in demand had a predictably negative effect (ρ = −0.501). Surprisingly, the tank size had the smallest effect, although it was statistically significant at a < 0.01. A simple multiple regression equation using only parameter terms, their squares, and the two-way interactions accounted for 99% of the variability in the average proportion of external water required using the historical data, F 14,273 = 2388.99, p < 0.001, Adjusted R 2 = 0.991. The value of converting the terms in the model to an equation is that this equation might be used to estimate external water reliance for this semi-arid region and the standardized coefficients provide importance indicators for each of the variables. Table 5 provides the standardized coefficients and associated p-values for the historical runs. Of particular interest is that demand reduction is of primary importance in reducing reliance on external water sources. 
Time Series Models
Options for rainfall generators outside of historical data were investigated for use in a second simulation. The intent was to provide a secondary data stream to account for any variations in trend and volatility as well as the stochastic nature of rainfall. Historical data may not be fully representative of future rainfall just as historical portfolio returns may not reflect future returns. All models were built on a sequential 70% training set using the 71-years of historical data and evaluated against the remaining 30% test set (sequential). Naïve, seasonal naïve, Error, Trend & Seasonality (ETS), Auto-Regressive Integrated Moving Average (ARIMA), and a two-stage Gamma Hurdle were considered along with two stochastic, non-parametric generators and a Time Series with Neural Networks model. Each model is discussed and compared in the next sections.
The primary accuracy metrics reported here include the Mean Error (ME), the Mean Absolute Error (MAE), the Root Mean Square Error (RMSE), and the Mean Absolute Scaled Error (MASE). The ME is a measure of bias that averages the differences of the forecast values (F) from the observed values (X) for all available time period forecasts (index t), Equation (6) . Ideally, time series models should identify unbiased forecasts (ME = 0).
The MAE is the average absolute difference between the observed (X) and forecast (F) scores for all available time period forecasts (index t) and is good measure of variability (Equation (7)). By taking the L1 norm, the deviations between observed and forecasts are made positive, and the MAE may be read in the original units (inches of rain).
The RMSE is the square root of the average squared difference between the observed (X) and forecast (F) scores and is a measure of variance that heavily penalizes outliers Equation (8) . The squared differences are averaged and returned to their original units (e.g., inches of rain) by using the square root function.
The MASE provides a ratio of the average absolute error of the forecasting method divided by the average absolute error of the one-step naïve forecast (Equation (1)). In Equation (9), the numerator represents the Mean Absolute Error (MAE) of a forecast, while the denominator is the MAE of the naïve forecast. Ratios less than one indicate a forecasting model better than what would be expected from the naïve. The beauty of this equation is that models are evaluated against a baseline (the naïve).
Naïve Model
A naïve forecasting model is nothing more than "last = next." The forecast for rain (F) at time t is nothing more than the observed rainfall (X) time period t − 1 (Equation (10)). The last time-period observation is used to forecast the next period, where multiple period forecasts are simply a straight-line estimate. This model provides a baseline for comparison via the Mean Absolute Scaled Error.
F t = X t−1 (10)
ETS Model
An ETS model evaluates a seasonal time series as a function of three components: smoothed error, smoothed trend, smoothed seasonality. When only the error is smoothed, ETS returns a Simple Exponential Smoothing (SES) model, where a linear combination generated by the scalar α applied to the immediately prior forecast (F t ) and the previous observation (X t ) generate the forecast. An additive version of this model is Equation (11) . The scalar α is chosen through minimization of the RMSE or another variance metric.
Holt's Trend Smoothing models may include both the SES but always have a trend smoothing component, β. Equation (12) illustrates the additive Holt's model for a one-step forecast.
Holt and Winter's Smoothing (or just Winter's) include smoothed seasonality. Since the rainfall data are annual, there is no reason to believe that the previous year's daily rainfall would have an influence on the current year's rainfall. Since this study leverages auto-optimization of ETS, the parameters to be selected were allowed to be selected by the software, so for completeness, the formulation of the additive Holt and Winter's model for daily data is show in Equation (13), where s t is the rainfall experienced 365 days prior to the forecast and γ is the smoothing constant for the season.
To evaluate ETS models, auto-optimization of parameter coefficients was conducted using the "forecasting" library in R Statistical Software (The R Foundation for Statistical Computing, Institute for Statistics and Mathematics, Vienna, Austria) [26] . The suggested optimal parameters resulted in a simple, relatively unbiased (ME = 0.003), additive, simple exponential smoothing model: ETS(ANN), Equation (10) . The RMSE of 0.324 was lower than the naïve model. and the auto-optimized model also performed just marginally better in comparison to the naïve (MASE = 0.971).
ARIMA Model
An auto-optimized Auto-Regressive, Integrated, Moving Average (ARIMA) model [26] with investigation of seasonal components was unable to provide reasonable forecasts for daily rainfall when compared to a naïve model. An ARIMA model uses autoregressors, integrated (differenced) values, and moving averages and may include these components with or without seasonality and drift. Equation (14) illustrates a non-seasonal ARIMA model on an already differenced time series vector, X . In this equation, c represents the drift constant, the φ are the parameter estimates for the autoregressive terms for the differenced data, and the θ are the coefficient estimates for the moving averages. The "auto.arima()" function in R suggested an unbiased ARIMA(1,1,0) with drift but no seasonal components, yet the model was slightly biased (ME = 0.008), had higher variability than the ETS (RMSE = 0.331, MAE = 0.165), and performed worse in comparison to the naïve (MASE = 1.080).
Gamma Hurdle Model
A zero-inflated Gamma hurdle model was explored (Equation (15)). The Gamma Hurdle model uses logistic regression to evaluate the condition of rain or no rain. Given that the probability of rain is greater than 0.5 from this model, the amount of rain conditioned on the fact that it rained is modeled using a general linear model with a gamma link function. Unfortunately, this two-stage model had poor predictive accuracy when compared with the naïve model (MASE = 1.255), was slightly biased (ME = −0.056), and had a relatively high MAE (0.192).
Stochastic Rainfall Generator
In line with the work of Fulton et al. [7] and Bassinger et al. [6] , a stochastic non-parametric rainfall generator was investigated to see if it might be reasonable enough to mimic the historical data stream reasonably while retaining variability. The probability of rain for any individual calendar day (365 days excluding 29 February) was estimated as a Bernoulli trial based on the empirical proportion of days rain occurred based on the 71 years of historical daily data (Supplementary material-"rain2"). The amount of rain for non-zero amounts was then estimated using the empirical distribution seen on that given day. This method of generating rain produced a slightly biased estimator (ME = 0.003) with a MAE of 0.164 and a high RMSE of 0.521 inches. The model did not perform better than the naïve (MASE = 1.072 on the test set).
Updated Stochastic, Non-Parametric Rainfall Generator
In the previous model, centered moving averages were used to estimate rainfall on the 30% test set. With 71 years of daily data, value might exist in modeling the probability of rain and the distribution of the amount of rain without averaging over 30 days. This model sampled from the marginal probability of rain by day. Given that a day received rain, the distribution of rainfall amount for that day was sampled. The results were slightly improved from the original stochastic generator but were still worse than the naïve model (MASE = 1.033).
Neural Network (NNETAR) Model
A final model for predicting model was built using time series components as well as a neural network. The model was implemented using Hyndman's "nnetar" package in R [26] . After some parameter tuning on the training set, the model that emerged was a 5-lag, model with 1 layer consisting of 12 hidden nodes, and two external regressors (Month and Day). The slightly biased results (ME = 0.007) were impressive in terms of MAE (0.135) and MASE (0.809). This model outperformed all other models on the MAE and MASE metrics. Since the RMSE penalizes outliers (which exist in the dataset) much more heavily than the MAE, these were considered the most important statistics in evaluating a potential generator. For this reason, the neural network model served to generate forecast for our simulation. Table 6 provides the models' performance. 
Simulation Results, Time Series with Neural Net
The TS with Neural Net model served to produce estimates for rainfall in the second simulation, as it proved to be reasonable for forecasting an unseen test set. When applied to the entire dataset, the model was unbiased (ME = 0) with an RMSE of 0.34 and an MASE of 0.836. These values were superior to other TS models considered on the full data set. Using this rainwater stream, the results for the simulation were similar yet not identical to the historical data.
Evaluating the histogram of SUPPLY/DEMAND for all DOE runs using the neural network distribution ( Figure 9 ) illustrates that, depending on parameters, offsets near 100% might be achievable depending on build and demand assumptions. The distribution is not identical to that of the historical data (unimodal, skewed right), as error in forecasting is somewhat smoothed. The modal range appears to be about 0.30 given the parameter values investigated. This is congruent with the average of the bimodal values (2 and 0.4) from the historical data. results (ME = 0.007) were impressive in terms of MAE (0.135) and MASE (0.809). This model outperformed all other models on the MAE and MASE metrics. Since the RMSE penalizes outliers (which exist in the dataset) much more heavily than the MAE, these were considered the most important statistics in evaluating a potential generator. For this reason, the neural network model served to generate forecast for our simulation. Table 6 provides the models' performance. 
Evaluating the histogram of SUPPLY/DEMAND for all DOE runs using the neural network distribution ( Figure 9 ) illustrates that, depending on parameters, offsets near 100% might be achievable depending on build and demand assumptions. The distribution is not identical to that of the historical data (unimodal, skewed right), as error in forecasting is somewhat smoothed. The modal range appears to be about 0.30 given the parameter values investigated. This is congruent with the average of the bimodal values (2 and 0.4) from the historical data. Figure 10 maps the "reliability" proportion, the proportion of days the water in the tank was not empty for the TS with Neural Net model. This graphic depicts averages over all other DOE factor levels. What is interesting here is that using reasonable demand reductions of 10% (i.e., 0.17 gallons per square foot per day, represented by the vertical arrow on Figure 3 ) and adoption of rainwater harvesting at 100% (represented by the horizontal arrow on Figure 3 ) of built design would result in approximately 24% total reduction as depicted by the arrows in Figure 10 . While the isobars are certainly not identical to the historical model, the neural net time series appears to be congruent with the historical model. This suggests that either historical or forecast data would work well for estimating requirements. Figure 10 maps the "reliability" proportion, the proportion of days the water in the tank was not empty for the TS with Neural Net model. This graphic depicts averages over all other DOE factor levels. What is interesting here is that using reasonable demand reductions of 10% (i.e., 0.17 gallons per square foot per day, represented by the vertical arrow on Figure 3 ) and adoption of rainwater harvesting at 100% (represented by the horizontal arrow on Figure 3 ) of built design would result in approximately 24% total reduction as depicted by the arrows in Figure 10 . While the isobars are certainly not identical to the historical model, the neural net time series appears to be congruent with the historical model. This suggests that either historical or forecast data would work well for estimating requirements. Figure 10 . This figure depicts a contour plot of the proportion of days the tank would not be empty (z-axis, the contours) versus the demand in gallons per square foot per day (x-axis) and the proportion of building size that is assigned RWH capability (e.g., 100% of the building = 1.0, (y-axis). Arrows indicate a 10% reduction in demand and square footage for rainfall capture equivalent to building size. The corresponding proportion of demand axis (contour) is approximately 0.24 (24% reduction).
Discussion
In this study, demand and supply-side measures were investigated for their effects on reducing water consumption among the group of large commercial buildings consuming the highest quantity of this resource: large hospitals. While the study focused on a single semi-arid region, the methods are generalizable outside of this region.
Part of the analysis required some exploration of rainwater time series. For the region under investigation, no trend was observed; however, seasonality and volatility existed. After exploration of several methods, a neural network rainfall generator was selected along with the use of historical data.
The results of the simulation demonstrated achievable deductions of external water usage in the 20-30% range without much adjustment of demand behavior. Given the high water-usage of large hospitals, this savings might represent 18 to 27 million gallons saved per year. Further, the use of RWH is more efficient than using groundwater, as the efficiency of system capture is 75-90% versus standard absorption. RWH reduces runoff and non-point source pollution [3] , and RWH also reduces energy demands for water transport. The associated savings in kWh requires additional investigation; however, states like California which spend 30% on moving and treating water would expect significant reductions in kWh energy usage. Figure 10 . This figure depicts a contour plot of the proportion of days the tank would not be empty (z-axis, the contours) versus the demand in gallons per square foot per day (x-axis) and the proportion of building size that is assigned RWH capability (e.g., 100% of the building = 1.0, (y-axis). Arrows indicate a 10% reduction in demand and square footage for rainfall capture equivalent to building size. The corresponding proportion of demand axis (contour) is approximately 0.24 (24% reduction).
The results of the simulation demonstrated achievable deductions of external water usage in the 20-30% range without much adjustment of demand behavior. Given the high water-usage of large hospitals, this savings might represent 18 to 27 million gallons saved per year. Further, the use of RWH is more efficient than using groundwater, as the efficiency of system capture is 75-90% versus standard absorption. RWH reduces runoff and non-point source pollution [3] , and RWH also reduces energy demands for water transport. The associated savings in kWh requires additional investigation; however, states like California which spend 30% on moving and treating water would expect significant reductions in kWh energy usage.
Based on Spearman's correlation, the proportion of building square footage used for rainwater capture is the most important metric followed by the reduction in demand through the adoption of low-flow plumbing, xeriscaping, and other conservation measures proxied as demand reduction. For new facilities, rainwater capture, xeriscaping, and low-flow devices should be considered as part of the design process. Retrofitting older facilities with RWH may be more challenging depending on the design characteristics, but, the socially responsible solution is to reduce demand and increase internal collection via harvesting where possible. Even without an RWH, reduction in demand should be a sustainability priority in all hospitals, particularly in semi-arid regions. The culture of the organization must support sustainability, though, and this may be the hardest problem to address.
This analysis is specifically designed for semi-arid regions, and while the rainfall was selected for a single region, it is trivial to replace this stream for evaluation of other areas. The intent of the paper is to highlight what might be achieved in difficult regions. For regions which experience more rain, the offset in water and electricity would be even more impressive.
As stewards of human health, hospitals have a responsibility to be conservators of resources as well. The two cannot be considered separately. The developed environment requires custodial care to support us, and the inclusion of smart designs for hospitals is important.
