A biomolecular network is called adaptive if its output returns to the original value after a transient response even under a persisting stimulus. The conditions for adaptation have been investigated thoroughly with systems theory approaches in the literature and it is easy to check whether they are satisfied in the linear approximation. In contrast, it is in general not easy to modify a non-adaptive network model such that it gains adaptive behaviour, especially for medium and large-scale networks. We present a systematic approach based on the notion of kinetic perturbations to construct adaptive biomolecular network models from non-adaptive ones. An advantage of kinetic perturbations in this application is that neither the stoichiometry nor the steady state of the system is changed. Furthermore, the method covers both parameter and network structure modifications and can be applied to any reaction rate formalism and even to medium-scale or partially unknown models. The approach is exemplified at a small and a medium-sized biomolecular network, illustrating its potential to systematically evaluate the different network modifications for adaptation.
Introduction
Adaptation of a biomolecular network denotes the property that an observed output initially responds to a stimulus, but resets itself to the prestimulus level in the limit of large times, even though the stimulus persists. Adaptation can be found in single cell organisms and also in sensory cells of higher organisms, and it has been observed e. g. in eukaryotic gradient sensing [1] , bacterial chemotaxis [2] , archaeal phototaxis [3] , yeast osmo regulation [4] , or MAP kinase activities [5] . In general, adaptation is important to keep cells fit in changing environments by maintaining homeostasis under perturbations, or by expanding the dynamic range of sensory receptors. If the output converges exactly to the prestimulus level, adaptation is often called perfect, and it is called partial if the output only returns close to, but not exactly to the prestimulus level. Adaptation in biomolecular networks often exhibits robustness against network perturbations [6] and may persist for input stimuli varying over several orders of magnitude [7] .
From a systems theoretic point of view, the conditions for mathematical models of biomolecular networks to show perfect adaptation have been extensively investigated [5, 8, 9, 10, 11, 12] . It is known from the internal model principle that if a system adapts to a class of input signals, then it necessarily contains a subsystem that is capable of generating signals of this class [9] . For step inputs or slowly varying inputs, this corresponds to an internal integrator. In the linear approximation, this condition is equivalent to the transfer function from the input to the output of the linearized system having a transmission zero at the origin. This condition is easy to check for any given network.
Considering the interaction structure of the network, adaptation can be achieved by certain feedback or feedforward structures [13, 14] . Ma and coworkers [8] argued that adaptation to persisting (step) inputs can be achieved by a negative feedback loop with a buffering node, or incoherent feedforward loop with a proportioner node [8, 9] .
Even though the interaction structure of a network is an important prerequisite for achieving adaptation, perfect adaptation is unlikely to arise from random choices of parameters for a network possessing the described structures [15, 8] . For certain types of kinetics (usually zero-order kinetics), adaptation can be robust with respect to parameter variations. However, parameter tuning might be necessary for other types such as Michaelis-Menten, where zero-order kinetics are approximatively obtained if the corresponding enzyme works in saturation.
In modeling of systems biology networks, one often faces large networks with dozens of species and reactions. If a model is non-adaptive, adaptation can then potentially be achieved by varying many parameters, interactions, or reaction kinetics. Such a setup will typically not be straightforward to analyze, and it might not be possible or desired to focus on or identify one single network motif responsible for the adaptive behaviour.
In this paper, we propose a method that helps to identify the network interactions that can be modified for achieving adaptation to step inputs. Kinetic perturbations [16] are applied to induce a transmission zero at the origin of the transfer function from the stimulation (input) to the output of the linear approximation. To demonstrate the application of our approach, we present two examples, a simple three enzyme network and a MAPK cascade model.
Kinetic perturbations for adaptation

Conditions for local adaptation
We study adaptation for biochemical network models given by equations of the formż = N r v(x, u)
Thereby, x ∈ R n is the concentration vector for the network's species, and z ∈ R r is the vector of independent concentrations. The concentration vector x is computed from z through the conservation relations, using the link matrix L ∈ R n×r and the vector of conserved moieties x T ∈ R n [17] . The matrix N r ∈ R r×m is the reduced stoichiometric matrix, where each element (i, j) gives the stoichiometric change of the concentration z i under reaction j. Additionally, we consider an input u ∈ R, representing for example a biochemical stimulus, and an output y ∈ R, representing a variable for which adaptative behaviour is of interest. The output is assumed to depend linearly on the concentrations via the output matrix K ∈ R 1×n . The vector v(x, u) ∈ R m is the reaction rate vector. Without conservation relations, the general formulation reduces to the classical network descriptionẋ
by setting L = I n , x T = 0, and N r = N . First, a steady state of the network (1) has to be determined by fixing a nominal input value u = u 0 , settingż in (1) to zero, and solving for z. The resulting steady state is denoted as the pair (z 0 , u 0 ), and also gives rise to the steady state concentration vector x 0 = Lz 0 + x T , output y 0 = Kx 0 , and reaction fluxes v 0 = v(x 0 , u 0 ). The steady state is called exponentially stable, if all eigenvalues of the network's Jacobian evaluated at this steady state have a negative real part.
Definition 1 Let (z 0 , u 0 ) be an exponentially stable steady state of (1). Denote by x(t) the concentration time course of (1) with step input u(t) = u 0 + u s h(t), where h(t) is the unit step, and initial condition z(0) = z 0 . The system (1) is said to perfectly adapt at (z 0 , u 0 ), if, for any u s ∈ R,
It is said to perfectly adapt locally at
By this definition, "local" adaptation means adaptation to small stimulus changes. Clearly, an infinitesimally small change in the stimulus will yield only an infinitesimally small change in the output for most systems, even for systems that we would consider non-adaptive. The asymptotic gain condition (4) , where the output change is divided by the stimulus change, ensures that only systems where the output change in the linear approximation goes to zero faster than the stimulus change are classified as adaptive.
Next, we discuss conditions for local adaptation which rely on the network's transfer function in the frequency domain. This transfer function is obtained by a linear approximation to the network's dynamics around the steady state (z 0 , u 0 ) and a subsequent Laplace transformation, as discussed in more detail in [18] . Local adaptation of the linear approximation is equivalent to local adaptation of the original network due to local topological equivalence of a non-linear system to its linear approximation at a hyperbolic steady state [19] . The linear approximation is given by the system of linear ordinary differential equationsḋ
where dz, du, and dy are infinitesimally small deviations from the steady state variables z 0 , u 0 , and y 0 , respectively. The matrices A, B, and C are computed from
The relation between the output deviation from steady state dy and the stimulus deviation from steady state du in frequency domain is characterized by the transfer function G(s) computed from the matrices in (6) as
with the frequency variable s ∈ C. The transfer function G characterizes the network's gain by the relation dy(s) = G(s)du(s). By the final value theorem of the Laplace transformation [20, p. 28] , we get the following result: The network (1) has perfect local adaptation at (z 0 , u 0 ), if and only if
If A does not have eigenvalues at zero, from the Schur complement formula [20, p. 896] , (8) is equivalent to the condition
For any given biochemical network with conservation relations, the choice of the matrices L and N r in the model (1) is not unique. However, since the property of local adaptation is invariant under state coordinate transformations, conditions (8) and (9) are independent of this choice.
Definition and implementation of a kinetic perturbation
A kinetic perturbation is a perturbation of the network's reaction rate vector v(x, u) to become a perturbed reaction rate vectorṽ(x, u). The key restriction is that the steady state reaction rates v 0 should remain unchanged [16] . Other network characteristics, e.g. the stoichiometric matrix, are left unperturbed. Kinetic perturbations are relevant for local adaptation, since they affect the slopes of the reaction rates in steady state. The slopes are mathematically described by the Jacobian ∂v ∂x , and slope changes imply changes to the matrix A in (6) , which may affect the condition (9) for local adaptation.
Mathematically, the kinetic perturbations are represented by a dimensionless matrix ∆ ∈ R m×n , where the (i, j) entry corresponds to the change in the slope of reaction i with respect to species j. The formal definition of a kinetic perturbation is as follows.
Definition 2 A change in the reaction rate expressions in the network (1) from v toṽ is called a kinetic perturbation, if the following conditions hold:
We also define the perturbation matrix ∆ ∈ R m×n for the kinetic perturbation from v toṽ as
The normalization of ∆ with v 0 and x 0 is also routinely used in metabolic control analysis. A detailed discussion of normalized vs. non-normalized partial derivatives is given in [17, Section 5.7] . There, also the issue of singularities, which occur if v 0 or x 0 contain zero elements, is discussed.
The computation of a specific ∆ such that the perturbed network will have local adaptation is described in Section 2.3. Here, we shortly discuss how to construct the perturbed reaction rate vectorṽ, given a specific kinetic perturbation ∆ which is to be realized. A direct approach for this task is to perturb v toṽ by changing some reaction rate parameters [16] . This approach is feasible for certain types of reaction rate laws, such as for example generalized mass action or enzymatic reaction rates. A generalized mass action reaction rate v i is described by the formula
where k i > 0 is the reaction rate constant and σ ij ∈ R the kinetic orders of the reaction i. A kinetic perturbation can be realised for such a rate by perturbing it toṽ
where the perturbed parameter valuesk i andσ ij are computed as
In addition to the cases where kinetic perturbations can be implemented by changing reaction parameters, a kinetic perturbation ∆ ij can be applied to an arbitrary reaction rate expression v i (x) by the formulã
An example how a kinetic perturbation changes a linear reaction rate and how that affects the network's dynamics is shown in Figure 1 , roughly modelled after example (3) in [21] . Note that while kinetic perturbations which are mapped directly to parameter changes may be implemented in a real biological network by manipulating the corresponding parameter values, the formula (16) is more appropriate for preliminary computational evaluations, when one doesn't want to specify exactly which parameters in a reaction may be modified. Substitutingṽ for v in the network equations (1), we obtain the perturbed networkż = N rṽ (x, u)
In the following section, we study the problem of how to chooseṽ, or the perturbation matrix ∆ in (11) , such that the pertubed network (17) has perfect adaptation.
Computing kinetic perturbations to achieve adaptation
In this section, we develop a method for finding network modifications leading to local adaptation, based on applying kinetic perturbations. Kinetic perturbations are particularly attractive for this problem, as they allow one to keep the network structure unperturbed. Yet, kinetic perturbations can also be used to detect network interactions which can be added or deleted to achieve adaptation, where a network interaction is understood as a link from a species to a reaction whose rate depends on the concentration of this specific species. By condition (10), kinetic perturbations do not have an effect on the stationary reaction rates v 0 . Thus, it is guaranteed that the steady state (z 0 , u 0 ) of the unperturbed network (1) is also a steady state of the perturbed network (17) . However, the Jacobian matrix A = N r ∂v ∂x x0,u0 L of the network will in general be affected by the perturbation. In this way, the kinetic perturbation can have an effect on adaptation in the network. Using (11), the perturbed matrixÃ is computed from a given ∆ as
The matrices B and C in (6) are not affected in this setting, although an extended perturbation could be defined which also affects B or C.
(a) Network structure In order for the perturbed network to have local adaptation, it has to satisfy (9) . From (18) , this corresponds to the condition
Condition (19) is of the general structure
with the matrices M 0 , M in , and M out defined as follows:
Equation (20) is a structured matrix perturbation problem as studied in robust control theory [22, Section 5.1]. It can generally be solved by constructing an appropriate structured singular value problem [23, 22] . While there has been much progress in the past decades to compute ∆ satisfying (20) , it may still be challenging for larger networks [22] . Here, we focus on the special case of a scalar kinetic perturbation, where only the effect of a single species x j on a single reaction rate v i is perturbed. Scalar kinetic perturbations are particularly attractive, because they are suitable to achieve adaptation by perturbing a single interaction only, and they allow the ranking of individual interactions with respect to their relevance for adaptation. In the scalar case, ∆ can be written as
where e i ∈ R m and e j ∈ R n are unit vectors in the direction of the coordinate i and j, respectively, and all elements apart from the (i, j) element ∆ ij are zero.
Then, condition (19) becomes
Similar to the general case, this is written as
In the following, we assume that M 0 is invertible, which by condition (9) 
The solution to (25) is directly computed as
This ∆ * ij is the candidate kinetic perturbation in the interaction from species j to reaction i for achieving local adaptation.
It remains to check that applying the obtained kinetic perturbation to the original network (1) does not make the steady state (z 0 , u 0 ) unstable, which also includes the condition that the JacobianÃ of the perturbed network satisfies detÃ = 0, which was required to derive the adaptation condition (9) . We suppose that the steady state (z 0 , u 0 ) is exponentially stable in the unperturbed network (1), i.e. the matrix A has all its eigenvalues in the left half complex plane. With the kinetic perturbation ∆ * ij as defined above, the Jacobian of the perturbed network becomes
For stability analysis, it is useful to define the transfer function H(s) as
We can then derive a stability condition for the perturbed network: based on the results in [16] , from the argument principle, the perturbed JacobianÃ will have all its eigenvalues in the left half complex plane, if
where R is the realness locus of H, that is the (usually finite) set of all frequencies ω where H(jω) is a real number. Note that condition (29) will always fail if the perturbation ∆ * ij induces a zero eigenvalue within an unobservable part of the network. In this case, the perturbed network will not be exponentially stable. Also, a pole-zero cancellation will occur at the origin in the transfer function G(s) of the perturbed network, and the perturbed network will not be adaptive. This problem can usually be counteracted by introducing an additional interaction from the unobservable part of the network to the observable part (see also the examples in Section 3).
In conclusion, under the assumption that the network does not yet adapt, i. e. M 0 is invertible, we obtain from the analysis of the linear approximation (5) a candidate kinetic perturbation ∆ * ij . If ∆ * ij satisfies (29), applying it as kinetic perturbation to the original network (1) will result in a perturbed network (17) having local adaptation at (z 0 , u 0 ). Moreover, (29) also guarantees that (z 0 , u 0 ) will remain exponentially stable in the perturbed network, and that no pole-zero cancellations occur for s = 0, which would preclude adaptation.
An algorithm to achieve adaptation via kinetic perturbations
In this section, we develop an algorithm to construct kinetic perturbations yielding adaptation, based on the theoretical results from the previous sections. For simplicity of presentation, we consider only the scalar case. The procedure is as follows:
1. Steady state: Compute a steady state (z 0 , u 0 ) and the corresponding matrices M 0 , M in , and M out according to (21).
2. Candidate perturbations for adaptation: Iterate over all pairs (i, j) with i ∈ {1, . . . , m} and j ∈ {1, . . . , n} and compute the critical value ∆ * ij for the kinetic perturbation according to (26) .
3. Pre-check of candidate perturbations: From the list of the resulting ∆ * ij , select those that
• have an absolute value smaller than a defined threshold.
• do not violate the stability constraint (29).
4. Detailed analysis of candidate perturbations: For each interaction (i, j) where ∆ * ij satisfies the above conditions, change the reaction rate v i toṽ i , using for example the formula (16) or parameter changes in suitable reaction rate expressions. Evaluate adaptation in the perturbed network (17) for larger stimulus changes, for example by simulation of a step response.
The threshold in step 3 is to assure that very large perturbations, which can be biochemically unrealistic, are not considered further. Recalling that ∆ ij is the normalized change in the slope of reaction rate v i with respect to species concentration x j , a threshold on the order of about 1 is usually reasonable. The a posteriori evaluation in step 4 is necessary, because kinetic perturbations yield only local adaptation to infinitesimally small stimulus steps u s , and for finite steps the behaviour of the perturbed network has to be evaluated separately.
Examples of local adaptation via kinetic perturbations 3.1 A simple three enzyme network
Network description As a first example, we consider a simple enzymatic network with three enzymes X A , X B , and X C (Figure 2A) . Each of the enzymes is assumed to exist in an active and an inactive form. The example is modeled after the analysis in [8] , where adapation in enzymatic networks with three enzymes has been analyzed via extensive parameter sampling. The network's output is the activity of the enzyme X C , and the stimulus acts on enzyme X A . For the network model according to (1) , the species concentrations are
The stoichiometric matrix N r and the link matrix L are given by and the vector of total concentrations is chosen as
The reaction rate expressions are given as follows:
In the next paragraphs, we describe the application of the algorithm from Section 2.4 to achieve adaptation in this network.
Step 1: A steady state of the three enzyme network is computed with nominal stimulus u 0 = 1. This steady state is characterized by x 2 = 0.73, x 4 = 0.36, and x 6 = 0.64. Also the matrices M 0 , M in , and M out are computed, but for brevity not shown here.
Step 2: The candidate interactions, where a kinetic perturbation may lead to perfect adapation, are computed by (26) and are given in Table 1 . Note that due to symmetries in the network structure, we can identify groups of perturbations having the same effect on the linearized dynamics. For each group of perturbations, one representative interaction to be perturbed is shown in Figure 2B . Step 3: Due to the simplicity of this example, it is not necessary to apply a threshold on the perturbation strength. We just keep all candidates. However, the perturbations from group b (marked with * in Table 1 ) fail the stability test (29). In fact, the perturbed Jacobian has an eigenvalue at zero. A pole/zero cancellation will occur in the transfer function G(s), precluding adaptation. This problem can be avoided by adding a feedback from X B to X A , which is achieved by the kinetic perturbatioñ
With the integral behaviour in X B from the suggested kinetic perturbations in Table 1b ), this becomes an integral feedback, a well known motif for biochemical adaptation [10] .
Step 4: Let us first consider the group of perturbations labelled a in Table 1 . These perturbations remove the effect of X A activity on the change of X C activity. This corresponds to a disconnection of X C activity, and thus the output, from X A , where the input acts. In consequence, the steady state output of the perturbed network does not change under stimulus variations, but there is also a lack of the transient response.
While kinetic perturbations from the group b in Table 1 improve adaptation compared to the nominal network, no perfect adaptation is obtained. This is due to the restriction that the proposed kinetic perturbations yield local adaptation only. In such a case, using a different value for the perturbation ∆ ij may decrease the adaptation error as shown in Figure 3 .
Finally, let us consider the group of perturbations labelled c in Table 1 . The resulting perturbed network is an incoherent feedforward loop: X A activates X C directly, but inhibits it indirectly via X B . The incoherent feedforward loop is another classical example of adaptive network motifs [8] . Time courses for two different perturbations in this group are shown in Figure 4 , also in comparison with the output time course of the original network. Both perturbations show near perfect adaptation also for large changes in the input.
In summary, the analysis of a basic three enzyme network with kinetic perturbations has revealed all the possibilities for adaptation which have previously been found only by an extensive computational parameter scan study [8] . In the case of adaptation via integral feedback, the approach revealed that feedback from X B to X A is necessary to also satisfy the stability constraint.
Adaptation in the MAPK cascade
The second case study is to search for modifications yielding adaptation in a mitogen activated protein kinase (MAPK) cascade. For brevity, we will not discuss the biological details and implications of adaptation in the MAPK cascade, but merely consider this system as a case study where adaptation through kinetic perturbations is evaluated in a medium-size signaling network model.
The analysis is based on the model of the MAPK cascade as presented in [24] . This model is built from a detailed biochemical description of reactions in the MAPK pathway. All enzymatic reactions are modeled with the Michaelis-Menten mechanism, using mass action kinetics and including intermediate enzyme-substrate complexes explicitly in the model. We make two extensions to the original model from [24] which are appropriate in the context of achieving adaptation. First, to fit the framework outlined in Section 2.1, activation and deactivation of the enzyme E1 at the top of the cascade is added to the model. This extension provides a control parameter u which is in the following considered as the stimulus. Second, we add a model part describing expression of a protein regulated by MAPK, shortly termed RP. This extension is done because the original network cannot be made adaptive by scalar kinetic perturbations, as an application of the algorithm proposed in Section 2.4 to this network showed. Intuitively, this is due to the lack of potential buffering or proportioner nodes, which are a known prerequisite for adaptation [8] . The structure of the model with these extensions is shown in Figure 5 . The full model definition including parameters and initial conditions is provided in an SBML file as supplementary online information. In Figure 5 and Table 2 , MAPK, MAPKK, and MAPKKK are abbreviated as K, KK, and KKK, respectively.
The goal of this case study is to find kinetic perturbations that yield adaptation of the nuclear MAPKpp activity to variations in the stimulus u. We first compute the critical ∆ * ij for all species-reaction interactions in the model. A cutoff threshold ∆ * ij ≤ 1 is chosen to restrict the number of resulting candidate interactions to a reasonable amount. The results are given in Table 2 . The first five candidate perturbations concern interactions within the direct path from the stimulus to the output. Already from this observation, we can suspect that applying these perturbations could lead to a total interruption of signal flow and loss of the transient response to changes in the stimulus, and this has been confirmed by simulating the perturbed systems. For the remaining four candidate perturbations, a pole-zero cancellation problem for the perturbed systems is detected, thus precluding adaptation. This is also intuitively clear from the observation that these perturbations affect only the non-observable part of the model.
To avoid the problem with pole-zero cancellations, we add a feedback from the non-observable part to the observable part of the system, similarly as has Figure 5 ). been done in the three enzymes example (Section 3.1). In this study, such a feedback is achieved by postulating that the regulated protein RP binds to unphosphorylated MAPK and inhibits its phosphorylation. This inhibitory complex of RP and unphosphorylated MAPK is denoted as IC in Figure 5 .
We again search candidate perturbations for adaptation in the model with feedback. The results are given in Table 2 , again using the threshold ∆ * ij ≤ 1. As previously, the first five perturbations lead to an interruption of signal flow and a lack of the transient response. With the other four perturbations, it is in fact possible to achieve perfect adaptation. Time courses showing the response to input steps are shown in Figure 6 .
In summary, the proposed approach can also be applied to determine perturbations for adaptation in more complex signaling pathway models like the MAPK cascade.
Discussion and conclusions
We presented a method to systematically construct an adaptive model from a non-adaptive one. This is achieved by perturbations of the rate expressions such that a transmission zero in the origin is obtained, which is a necessary and sufficient condition for local adaptation. Basically, we proceed as follows: candidate kinetic perturbations are computed for the network using the conditions on local adaptation. The detailed analysis of these candidates then allows a judgement how reaction rates can be changed to obtain adaptation. The method was illustrated with two examples to systematically identify modifications of the network that lead to adaptation. The examples have shown that the method can be used to detect several possibilities for adaptation, and that it is applicable to networks of realistic complexity.
The candidate kinetic perturbations are computed from the linear approximation of the network around the considered steady state. Therefore, applying the perturbations to the network only guarantees local adaptation. Yet, as the examples illustrate, they improve adaptive behaviour even to large stimulus changes in most cases, and can even achieve perfect or partial adaptation in many cases.
In comparison to other approaches, our method does not rely on extensive sampling of the possibly multi-dimensional parameter space (e. g. [8] ). As an alternative to sampling, also set-based methods can be used for the analysis of adaptation core-motifs [25] . Especially for large networks, sampling and setbased approaches can be computationally demanding and they may therefore only be feasible to analyze core-motifs. However, a search for core-motifs might not be easy and is not always intuitive.
Another advantage is that the stoichiometric matrix is left untouched by the proposed method, but only reaction kinetics and parameters are perturbed. This might be desired because very often the stoichiometry of a network is well known, but the kinetic rate expressions or parameters are not. In relation to the distinction between mass and signal flow made in [26] , kinetic perturbations leave the network's mass flow unaffected, but may change the signal flow.
With kinetic perturbations, the network does not necessarily adapt to arbitrarily large changes of the stimulus. Depending on the type of the reaction that needs to be perturbed for adaptation and on the expression for the kinetic perturbation, the achieved adaptation may be local or non-robust. Yet, for certain classes of reaction rates such as generalized mass-action, kinetic perturbations will typically transform a first-order reaction into a zero-order reaction, which is often a robust adaptation mechanism even for large stimulus changes. In any case, kinetic perturbations can be used to systematically detect rates where perturbations are most promising to achieve adaptation.
The method can be particularly useful in iterative model building processes where one model part was previously derived by quantitative fitting to experimental data. The approach intrinsically guarantees that the kinetically perturbed system maintains the same steady state and with the same mass flow as the original system for the nominal stimulus. Therefore, the method can be used to extend the quantitative model core by additional mechanisms that account for the observed adaptation.
An alternative application of the proposed method is in synthetic biology. As discussed in [27] , the design of synthetic networks with adaptation is "the next frontier" in metabolic engineering. In large synthetic networks which are assembled from small modular parts, it will become important to achieve a specific overall behaviour, such as adaptation, without perturbing other desired network functions, such as the nominal steady state [28] . In this context, kinetic perturbations may offer a useful tool for the fine-tuning of large synthetic biomolecular networks.
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