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RESUMO:  A metanálise é uma técnica que combina os resultados de diversos estudos
voltados a um conjunto de hipóteses específicas. A metanálise vem sendo amplamente utilizada
em estudos médicos, especialmente em revisões sistemáticas de ensaios clínicos aleatoriza-
dos. Há, portanto, a necessidade de estudos sobre as ferramentas estatísticas envolvidas. Os
resultados dos estudos são combinados por diferentes estratégias. Uma alternativa considera
homogeneidade entre os estudos. Modelos de regressão com efeitos fixos são compatíveis com
este pressuposto. Por outro lado, se for assumida heterogeneidade entre os estudos, os mode-
los de efeitos aleatórios são mais adequados. O presente artigo revisa alguns aspectos quanti-
tativos da metanálise.
Descritores: Metanálise. Ensaios Clínicos. Revisão Sistemática. Estatística.
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1- INTRODUÇÃO
Um ensaio clínico é uma forma de experimento
planejado que envolve pacientes, designado a elucidar
o mais apropriado tratamento para futuros pacientes
com uma específica condição1. Muitos ensaios bus-
cam testar o efeito de uma droga ou uma intervenção
para determinar sua efetividade ou segurança. O pla-
nejamento de ensaios clínicos é discutido, por exem-
plo, por Boissel2. Um ensaio clínico controlado alea-
torizado envolve ao menos um tratamento sob investi-
gação e um tratamento controle, onde a alocação dos
indivíduos aos tratamentos utiliza um processo aleató-
rio (ver, por exemplo, Kendall3). O tratamento contro-
le envolve uma droga, meio, teste ou procedimento
que serve como um padrão para comparação com o(s)
tratamento(s) sob investigação. Pode consistir de um
placebo, um procedimento simulado, um tratamento
convencional, ou mesmo nenhum tipo de tratamento,
dependendo do desenho do estudo.
Diz-se que um ensaio clínico é aleatorizado quan-
do os indivíduos elegíveis ao estudo são alocados nos
diferentes grupos de tratamentos de maneira casual,
segundo, por exemplo, a geração de uma seqüência
de números aleatórios em um programa de computa-
dor. Em um ensaio aleatorizado, portanto, não há qual-
quer controle do pesquisador sobre a decisão de des-
tinar um paciente a um ou outro grupo; e nem os paci-
entes participam desta escolha. O conceito de alocação
aleatória quando comparados diferentes tratamentos,
segundo Pocock1, recebe grande importância no deli-
neamento de experimentos desde o trabalho pioneiro
de Fisher4. Os primeiros experimentos aleatorizados
foram realizados na agricultura, e suas idéias foram
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posteriormente adaptadas aos outras áreas da pesqui-
sa científica. Os propósitos da aleatorização são: (a)
evitar vieses e (b) garantir que os pressupostos exigi-
dos pelos métodos tradicionais de análise estatística
sejam respeitados.  A importância da aleatorização em
ensaios clínicos é discutida por Altman e Bland5, que
mencionam que o periódico British Medical Journal
possui a política de não publicar ensaios que não te-
nham sido propriamente aleatorizados, a não ser que
seus autores apresentem justificativas para isto. Ma-
neiras de garantir que um ensaio clínico seja aleatori-
zado são discutidas por Robert e Torgerson6, Torgerson
e Roberts7, Altman e Bland8 e Pocock1.
Uma revisão sistemática9 é um tipo de pesqui-
sa planejada para sumarizar estudos médicos, respon-
dendo a uma questão clínica específica. Utiliza méto-
dos apropriados para identificar, selecionar e avaliar
criticamente os estudos, e também para analisar os
dados destes estudos incluídos na revisão10. Segundo
Mulrow11, profissionais da saúde, pesquisadores e ou-
tros responsáveis por políticas de saúde são freqüen-
temente inundados com quantidades de informação
nem sempre manejáveis, o que torna a revisão siste-
mática uma maneira eficiente de integrar a informa-
ção existente, gerando dados que auxiliem a tomada
de decisões. Em uma revisão sistemática, os dados
dos diferentes estudos podem ser quantitativamente
combinados por métodos estatísticos. Estes métodos
são chamados de técnicas de metanálise12.
Uma etapa importante de uma revisão sistemá-
tica consiste em classificar os estudos conforme sua
qualidade, selecionando aqueles que irão compor a
metanálise. Buscando atenuar a subjetividade desta
classificação, alguns sistemas foram propostos, como
o Maastricht13, Jadad14 e Delphi15. Silva Filho et al.16
apresentam uma descrição destes sistemas de avalia-
ção de qualidade, questionando a concordância entre
os mesmos.
Huque17 define a metanálise como uma análise
estatística que combina ou integra os resultados de
diversos ensaios clínicos independentes, considerados
“combináveis” pelo especialista. Villar et al.18 enten-
dem a metanálise como o uso de técnicas estatísticas
que combinam em uma medida resumo os resultados
de estudos independentes voltados a uma única ques-
tão. As bases estatísticas da metanálise originaram-
se no século XVII, na astronomia, onde se estabele-
ceu que a combinação dos dados de diferentes estu-
dos poderia ser mais apropriada que a observação de
alguns destes trabalhos19. No século XX, o estatístico
Karl Pearson foi provavelmente o primeiro pesquisa-
dor a usar técnicas formais para combinar dados de
diferentes estudos médicos, quando examinou o efei-
to preventivo de inoculações contra febre entérica20.
Em 1976, o termo meta-analysis aparece pela pri-
meira vez, em um artigo do psicólogo Gene Glass19,
mas em um contexto filosófico, e não estatístico. Atu-
almente, a metanálise é uma ferramenta amplamente
aceita e utilizada em várias áreas do conhecimento,
como pesquisa social21, educação22 e medicina.
No campo dos ensaios clínicos controlados, um
grande salto para a utilização da metanálise foi o de-
poimento de Archie Cochrane, médico e epidemiolo-
gista britânico, em 1979:
“Seguramente a maior crítica à nossa pro-
fissão é que nós não temos resumos críticos organi-
zados e atualizados periodicamente, por especia-
lidades ou subespecialidades, de todos os ensaios
clínicos controlados randomizados relevantes.” 23.
Cochrane elogiava as revisões sistemáticas
de ensaios clínicos aleatorizados de intervenções
durante a gravidez e o parto publicadas na época, su-
gerindo que os métodos utilizados nestes estudos de-
veriam ser utilizados por pesquisadores de outras es-
pecialidades24,25. Em 1992, a Colaboração Cochrane
(http://www.cochrane.org) surgiu para atender a este
apelo, realizando, auxiliando e disseminando revisões
sistemáticas de intervenções em saúde. Em 1997 sur-
giu o Centro Cochrane do Brasil, seção brasileira da
Colaboração Cochrane. Segundo sua home-page, é
uma organização não governamental, sem fins lucra-
tivos e sem fontes de financiamento internacionais,
com a missão de elaborar, manter e divulgar revisões
sistemáticas de ensaios clínicos randomizados (ver
http://www.centrocochranedobrasil.org.br).
Egger e Smith19 citam que uma metanálise bem
conduzida permite uma avaliação mais objetiva sobre
a evidência de utilidade de um tratamento, podendo
antecipar a introdução de um eficiente tratamento na
prática clínica. Atallah25 afirma que uma revisão sis-
temática não leva menos de três meses quando con-
duzida por profissionais experientes, podendo ultrapas-
sar o período de um ano. Este autor coloca ainda que
é praticamente impossível uma revisão sistemática ser
realizada por um único pesquisador, sendo necessários,
no mínimo, dois profissionais para avaliar os ensaios
clínicos. Assim, o aprendizado do trabalho em equipe,
o espírito colaborativo e a capacidade de “negociar”
opiniões além das evidências são ingredientes funda-
mentais para a qualidade da revisão sistemática25.
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Embora a metanálise seja amplamente utilizada
em revisões sistemáticas de ensaios clínicos, muitos
pesquisadores e estudantes de cursos da área médica
ainda apresentam algumas dificuldades em compre-
ender os métodos estatísticos envolvidos nestas análi-
ses. A diferença entre o odds ratio tradicional e o
proposto por Peto, a derivação de medidas metanalíti-
cas, o teste Q de homogeneidade de Cochran e a es-
tatística I2 ainda fomentam dúvidas a muitos principi-
antes em metanálises. Assim, o objetivo do presente
estudo é descrever, evitando o tanto quanto possível o
formalismo de expressões e derivações matemáticas,
as ferramentas quantitativas mais usuais em metanáli-
ses de estudos clínicos controlados aleatorizados.
2- MEDIDAS USUAIS DE TAMANHO DE
EFEITO DE TRATAMENTO
Para exemplificar o uso das medidas de tama-
nho de efeito de tratamento, utilizaremos como exem-
plo os dados da revisão sistemática publicada por Silagy
et al.26, apresentados na Tabela I. Estes dados são
também apresentados e discutidos por Skrondal e
Rabe-Hesketh27. Trata-se de um metanálise de 27
ensaios clínicos controlados sobre o efeito da pastilha
de nicotina (nicotine gum) sobre a interrupção do
hábito de fumar. Em cada ensaio, os indivíduos são
alocados aleatoriamente em um grupo que recebeu a
pastilha de nicotina ou a um grupo que recebeu a pas-
tilha, entretanto, sem o ingrediente ativo nicotina (um
placebo). O desfecho (evento) em questão é a ces-
sação do hábito de fumar dentro de um período de 6
meses após o tratamento.
Outras discussões sobre as medidas usuais de
efeito de tratamento são apresentadas por Nobre28,
Escosteguy29 e Akobeng30.
Odds ratio: Se denotamos a probabilidade de
um evento ocorrer por p, chamamos de odds a razão
p/(1 – p), ou seja, quantas vezes a probabilidade deste
evento ocorrer equivale à probabilidade dele não ocor-
rer. Por exemplo, se, em um grupo de indivíduos, a
probabilidade de ocorrência de complicações após uma
cirurgia é 80%, temos que a probabilidade de não ocor-
rer complicações é 20% e o odds é 80%/20% = 4.
Isto significa que a probabilidade de ocorrer compli-
cações após a cirurgia equivale a 4 vezes a probabili-
dade de não ocorrer complicações. Notar que um odds
igual a 1 indica que as probabilidades de ocorrer com-
plicações e de não ocorrer complicações são iguais.
O odds ratio é o quociente entre o odds do evento
para j = 1, 2, ..., J, onde n1j e n2j denotam os
tamanhos amostrais dos grupos de indivíduos tratados
e controles do j-ésimo estudo, respectivamente, e d1j
e d0j denotam o número de eventos de interesse ob-
servados nos grupos de indivíduos tratados e contro-
les, respectivamente, do j-ésimo estudo. Intervalos de
confiança para o odds ratio são geralmente calcula-
dos pelo método de Woolf31.
É interessante notar que, se d0j é igual a zero(ou seja, o evento de interesse não ocorre entre os
indivíduos do grupo de controles), o OR não pode ser
determinado pois sua expressão tem o valor zero em
seu denominador. Isto pode ocorrer especialmente em
amostras pequenas, onde o número de indivíduos não
foi grande o suficiente para que ao menos um evento
ocorresse. Por este motivo, o chamado odds ratio de
Peto32 é amplamente utilizado em metanálises. Esta
alternativa é valida em situações onde d1j é igual a
zero ou d0j é igual a zero.
O odds ratio de Peto (ORP) para o j-ésimo
estudo é estimado por:
onde Oj é igual a d1j, o número observado de
eventos entre os indivíduos do grupo de tratados do
j-ésimo estudo, Ej = n1j(d1j + d0j)/nj e Vj é dado por:
considerando nj = n1j + n0j (ver exemplo em
Altman et al.33). Considerando o primeiro estudo da
revisão sistemática de Silagy et al.26, apresentado na
Tabela I, temos:  O1 = 37, E1 = 92(37+24)/(92+90) =
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30,835 e V1 = 92(90)(37+24)(92+90–37–24)/
[1822(181)] = 10,1935. Assim, o ORP1 é dado por
exp((37 – 30,835)/10,1935) = 1,83. A Tabela I mostra
os odds ratio calculados pelos métodos tradicional e
de Peto para os J = 27 estudos da revisão sistemática
de Silagy et al.26. Notar que, para os estudos descri-
tos na Tabela I, OR e ORP são bastante próximos,
especialmente quando OR é próximo a 1.
Risco relativo: O risco relativo (RR) associa-
do ao j-ésimo estudo é dado por:
para j = 1, 2, ..., J. Notar que, quando a incidência do
evento é relativamente pequena entre os indivíduos
tratados e entre os controles, o OR é próximo ao RR.
A Tabela I mostra valores de RR para cada um dos
estudos da revisão sistemática de Silagy et al. 26. No-
tar que, se o pesquisador adota o RR como uma medi-
da de tamanho de efeito de tratamento, o OR supe-
restima esta medida ao apresentar uma tendência de
ser maior que o RR 34.
Redução absoluta de risco: Seja d0j / n0j o
risco absoluto do evento de interesse entre os indiví-
duos controles e d1j / n1j o risco do evento entre os
indivíduos tratados. A redução absoluta de risco28
(RAR) associada ao j-ésimo estudo é dada pela dife-
rença de riscos absolutos
para j = 1, 2, ..., J. Valores positivos para RAR indi-
cam que o risco do evento é maior no grupo de indiví-
duos controles. Intervalos de confiança para a RAR
são apresentados por Anbar35 e Gart e Nam36. A me-
tanálise de estudos onde a RAR é utilizada como me-
dida de tamanho de efeito de tratamento é discutida
em Warn et al.37.
3- MEDIDAS USUAIS EM METANÁLISE
Peso de um estudo: Considerando que uma
revisão sistemática envolve estudos de tamanhos
amostrais diferentes, a “força” da evidência (a favor
ou não do tratamento) de cada estudo não é igual.
Desta forma, convenciona-se em uma metanálise que
a contribuição de cada um dos estudos à determina-
ção de uma medida resumo deve ser relacionada ao
tamanho do estudo e ao número de eventos observa-
dos. Quando o odds ratio de Peto é eleito a medida
de interesse em uma metanálise, o peso de cada estu-
do é determinado simplesmente por Vj, calculado da
forma apresentada na seção anterior. Como ilustra-
ção, seja uma metanálise envolvendo somente quatro
estudos, cujos resultados fictícios são apresentados na
Tabela II. Observar que, neste exemplo, o OR con-
vencional não pode ser obtido para os estudos 2 e 4
(Tabela II), dado que, em ambos, não foram observa-
dos eventos entre os indivíduos alocados no grupo de
tratados. Esta é, portanto, uma situação típica onde o
OR de Peto é utilizado.
Na Tabela II são apresentados os valores Vj
associados a cada estudo (j=1,2,3,4), calculados pela
equação apresentada na seção anterior. Para facilitar
a interpretação, geralmente apresenta-se em uma
metanálise o peso de cada estudo em porcentagens.
Estas porcentagens são dadas pelo quociente entre
cada Vj e a soma de todos os valores de Vj. Por exem-
plo, a contribuição relativa do estudo 1 (Tabela II) na
metanálise é de 1,4808/5,232 = 28,3%.
Quando utilizado o odds ratio tradicional, uma
forma simples38 de determinar o peso de cada estudo
é utilizando a relação d0j (n1j  – d1j)/nj, onde nj = n1j +
n0j. Considerando os dados da Tabela II, o peso do
estudo 1 seria 6(20 – 1)/40 = 2,85. O peso dos estudos
2, 3 e 4 seriam, respectivamente, 1,0, 3,66 e 2,5. Sen-
do a soma destes pesos igual a 10,01, a contribuição
relativa de cada estudo à metanálise é de, respectiva-
mente, 2,85/10,01 = 28,47% (estudo 1),
1/10,01 = 9,99% (estudo 2), 36,57% (estudo 3) e
24,97% (estudo 4). Notar que estes pesos, em por-
centagens, são semelhantes àqueles encontrados pelo
método de Peto (Tabela II).
É importante observar que o peso é baseado no
tamanho amostral de cada estudo e no número de
eventos observados, mas não diz respeito à qualidade
dos estudos. O peso indica quanto cada estudo influ-
enciará nos resultados gerais da metanálise.
Odds ratio metanalítico de Peto: O odds
ratio metanalítico de Peto (ORMP) é dado pela fun-
ção exponencial do quociente entre a soma dos valo-
res Oj – Ej e a soma dos valores Vj. A Tabela III
mostra os passos para a determinação desta medida,
onde temos ORMP = exp(-8,5915 / 5,2307) = 0,1819.
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Tratamento Controle
Estudo d1 n1 d0 n0 OR ORP RR
Blondal 1989 37 92 24 90 1,85 1,83 1,51
Campbell 1991 21 107 21 105 0,98 0,98 0,98
Fagerstrom 1982 30 50 23 50 1,76 1,74 1,30
Fee 1982 23 180 15 172 1,53 1,52 1,47
Garcia 1989 21 68 5 38 2,95 2,58 2,35
Garvey 2000 75 405 17 203 2,49 2,20 2,21
Gross 1995 37 131 6 46 2,62 2,27 2,17
Hall 1985 18 41 10 36 2,03 1,99 1,58
Hall 1987 30 71 14 68 2,82 2,70 2,05
Hall 1996 24 98 28 103 0,87 0,87 0,90
Hjalmarson 1984 31 106 16 100 2,17 2,11 1,83
Huber 1988 31 54 11 60 6,00 5,28 3,13
Jarvis 1982 22 58 9 58 3,33 3,11 2,44
Jensen 1991 90 211 28 82 1,43 1,42 1,25
Killen 1984 16 44 6 20 1,33 1,32 1,21
Killen 1990 129 600 112 617 1,23 1,23 1,18
Malcolm 1980 6 73 3 121 3,52 3,64 3,32
McGovern 1992 51 146 40 127 1,17 1,17 1,11
Nakamura 1990 13 30 5 30 3,82 3,49 2,60
Niaura 1994 5 84 4 89 1,34 1,34 1,32
Niaura 1999 1 31 2 31 0,48 0,50 0,50
Pirie 1992 75 206 50 211 1,84 1,83 1,54
Puska 1979 29 116 21 113 1,46 1,45 1,35
Schneider 1985 9 30 6 30 1,71 1,69 1,50
Tonnesen 1988 23 60 12 53 2,12 2,07 1,69
Villa 1999 11 21 10 26 1,76 1,74 1,36
Zelman 1992 23 58 18 58 1,46 1,45 1,28
Tabela I – Ensaios clínicos aleatorizados sobre o efeito da pastilha de nicotina (nicotine gum) sobre a interrupção
do hábito de fumar (dados de Silagy et al., 2003)
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 Tratamento Controle
 
 OR Peso
Estudo d
1
n
1
d
0
n
0 de Peto IC 95% V (%)
     1 1 20 6 20 0,185 (0,037 ; 0,925) 1,4808 28,30
     2 0 15 2 15 0,126 (0,008 ; 2,116) 0,4828 9,23
     3 2 29 8 30 0,251 (0,065 ; 0,969) 2,1115 40,36
     4 0 27 5 27 0,120 (0,019 ; 0,741) 1,1570 22,11
Soma 91 92 5,2320 100,00
Tabela II – Dados fictícios de uma metanálise envolvendo quatro estudos, exemplificando a determinação do peso de
cada estudo
Tabela III – Dados fictícios de uma metanálise envolvendo quatro estudos, exemplificando a determinação do
OR de Peto metanalítico
Tratamento Controle OR
Estudo d1 n1 d0 n0 de Peto O E O – E V
1 1 20 6 20 0,185 1 3,500 -2,500 1,4808
2 0 15 2 15 0,126 0 1,000 -1,000 0,4828
3 2 29 8 30 0,251 2 4,915 -2,915 2,1115
4 0 27 5 27 0,120 0 2,500 -2,500 1,1557
Soma 91 92 -8,915 5,2307
Greenland e Salvan39 advertem que o ORMP é
sujeito a vieses quando a metanálise inclui estudos não
balanceados quanto ao número de indivíduos que com-
põem os grupos de tratamento e controle.
Odds ratio metanalítico de Mantel-
Haenszel: Quando utilizados odds ratios calculados
pela maneira tradicional, o odds ratio metanalítico
pode ser determinado pelo método de Mantel e
Haenszel40. O odds ratio metanalítico de Mantel e
Haenszel (ORMMH) é uma média entre os odds ratios
encontrados em cada estudo (ORj), ponderada pelos
respectivos pesos dados por d0j (n1j  – d1j)/nj. Consi-
derando os dados da Tabela I, temos que o peso do
primeiro estudo é 24(92 – 37)/182 = 7,25. O peso do
segundo estudo é 21(107 – 21)/212 = 8,52, e assim
por diante. O ORMMH é dado pela soma dos produtos
entre cada ORj e o seu respectivo peso, dividida pela
soma entre todos os pesos, ou seja,
Assim, na revisão sistemática publicada por
Silagy et al.26, temos ORMMH = 1,66. Intervalos de
confiança para ORMMH são apresentados por Robins
et al.41. Neste exemplo, temos um intervalo de confi-
ança 95% igual a (1,46;1,89).
É importante destacar que ORMP e ORMMH são
medidas que pressupõem que os estudos considera-
dos são homogêneos, ou seja, a variabilidade entre os
( )
( )j
jj
MH pesosoma
ORpesosoma
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×
=
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estudos é casual, e não devida às possíveis diferenças
entre as populações, intervenções e protocolos em-
pregados. A diversidade entre os estudos é um aspec-
to fundamental na metanálise, pois quanto mais ho-
mogêneos forem os resultados a serem combinados,
mais confiável será a estimativa combinada.
Teste Q de homogeneidade de Cochran:
Cochran42 introduziu um teste de hipóteses para a ho-
mogeneidade entre diferentes experimentos (não con-
fundir com o conhecido teste de Cochran para amos-
tras pareadas, descrito em Fleiss et al.43 (p.389)). Este
teste é baseado na quantidade Q que, considerando
os dados da Tabela II, é dada por:
quando utilizado o OR de Peto (ORP) como medida de
tamanho de efeito. Considerando uma metanálise que
abrange J estudos e sob a hipótese que estes estudos
são homogêneos, Q segue uma distribuição qui-qua-
drado com J – 1 graus de liberdade (gl). Assim,
p valores são obtidos comparando o valor de Q en-
contrado na metanálise com uma distribuição qui-
quadrado. Considerando J – 1 = 3 gl, temos um p
valor igual a 0,91 (este p valor pode ser facilmente
obtido no programa Microsoft Excel digitando em uma
célula a expressão = DIST.QUI(0,53;3)). Como o p
valor é grande, temos evidências de que os estudos
são homogêneos.
Ainda considerando os dados da Tabela II, por
ilustração, vamos considerar agora que, no estudo 3,
d1 = 5 e d0 = 2. Note que, com esta mudança, o ORP
do terceiro estudo é bastante diferente dos demais
(OR3 = 2,702), evidenciando uma maior heterogenei-
dade entre os estudos. Temos agora ORMP = 0,388,
ou seja, o OR metanalítico é “inflacionado” pelos re-
sultados do estudo 3. A estatística Q do teste de
Cochran é dada por Q = 9,04, e o respectivo p valor é
0,03. Desta vez, um p valor pequeno (menor que os
tradicionais 5%) evidencia que os estudos envolvidos
na metanálise são heterogêneos.
Quando utilizado o odds ratio tradicional, uma
maneira de obter a estatística Q é pela soma dos qua-
drados das diferenças entre o logaritmo do OR de cada
estudo e o logaritmo de ORMMH, sendo que cada ter-
mo desta soma é multiplicado pelo peso do estudo.
Considerando os dados da Tabela I, temos Q  = 26,2
(p = 0,45).
( ) ( )[ ] ( )
,53,0
2307,5
915,8725,15
  
EO EO
 
222
=
−
−=
−
−



−
=
j
jj
j
jj
Vsoma
soma
V
somaQ
Higgins et al.44 apontam algumas desvantagens
do teste de Cochran. Em metanálises que envolvem
um número pequeno de estudos, o poder do teste pode
ser baixo. Ainda que tenhamos uma grande variação
entre os odds ratios, o teste de Cochran pode não
conseguir detectar a heterogeneidade devido ao nú-
mero reduzido de estudos (o p valor será enganosa-
mente grande). Por outro lado, quando a metanálise
envolve um número bastante grande de estudos, o
poder do teste será alto, e o teste de Cochran pode
evidenciar uma heterogeneidade entre os estudos “es-
tatisticamente significante”, porém, clinicamente não
importante. Perante estas desvantagens, Higgins e
Thompson45 propuseram a es-
tatística I2 com o propósito de
quantificar a heterogeneidade
entre os estudos envolvidos em
uma metanálise.
Estatística I2: A estatística I2, interpretada
como a porcentagem total de variação entre os estu-
dos envolvidos em uma metanálise devida a heteroge-
neidade entre estes, é obtida da equação:
I2 = 100% (Q – J + 1)/Q,
onde Q é a estatística do teste de Cochran e J é o
número de estudos contidos na metanálise. A estatís-
tica I2 varia de 0% a 100%, sendo que valores negati-
vos são considerados iguais a zero44. Um valor igual a
0% evidencia homogeneidade entre os estudos, e va-
lores grandes traduzem a magnitude da heterogenei-
dade. Uma alta heterogeneidade é interpretada como
um indicativo de inconsistência entre os resultados dos
estudos.
Considerando os dados da Tabela II, temos I2 =
100% (0,53 – 3)/ 0,53 = -4,66%. Como I2 é, neste
caso, negativo, consideramos I2 = 0% e interpretamos
este resultado como uma evidência de que os estudos
são homogêneos.
Enquanto Higgins et al.44 mostram que uma
desvantagem do teste de Cochran é que seu poder
depende do número de estudos, a estatística I2 é
corrigida pela quantidade de estudos considerados na
metanálise. Intervalos de confiança para I2 são apre-
sentados em Higgins e Thompson45.
4- REPRESENTAÇÃO GRÁFICA
Os resultados de uma metanálise são geralmen-
te apresentados em uma representação gráfica cha-
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mada forest plot. Lewis e Clarke 46
 
mencionam que
as origens deste nome são obscuras, e há a sugestão
de que o gráfico é assim chamado por possuir a apa-
rência de uma “floresta de linhas”. A Figura 1 traz um
exemplo de um forest plot para os dados da Tabela
II. Na coluna à esquerda da figura, são listados os
estudos utilizados na metanálise. A segunda coluna con-
tém os dados do grupo de tratamentos de cada estu-
do. Seus valores indicam o número de eventos (d1) e
o tamanho amostral do grupo (n1). A coluna seguinte
traz os dados do grupo de controles (respectivamente
d0 e n0). As linhas horizontais representam intervalos
de confiança 95% para o odds ratio de Peto esti-
mado em cada estudo. Observar que tamanhos amos-
trais relativamente pequenos trazem menor precisão,
e, conseqüentemente, intervalos de confiança com
maior amplitude.
Os pontos sobre cada linha horizontal represen-
tam o odds ratio de Peto de cada respectivo estudo,
sendo que o tamanho destes pontos é diretamente pro-
porcional ao respectivo peso (exibidos na primeira co-
luna à direita da figura). Notar que os pontos não são
representados necessariamente no centro das linhas,
dado que os intervalos de confiança para o OR não
são simétricos em relação a esta medida. A linha ver-
tical pontilhada mostra onde seriam representados odds
ratios iguais a 1, que indicariam a ausência de uma
associação entre o tratamento em estudo e a ocorrên-
cia do evento considerado. Assim, odds ratios repre-
sentados à esquerda desta linha vertical evidenciam
que o evento é mais propenso a ocorrer dentre os con-
troles; e odds ratios representados à direita desta li-
nha evidenciam que o evento tem maior propensão a
ocorrer dentre os tratados.
Se a linha horizontal atravessa a linha pontilha-
da, o intervalo de confiança 95% contém então o va-
lor 1, o que traz evidências de que naquele respectivo
estudo o efeito do tratamento sobre a ocorrência do
evento é não significativo (a interpretação é análoga à
usualmente feita quando o p valor é maior que 5%,
mas lembrar que este conceito de “significância esta-
tística” é sempre influenciado pelo tamanho amostral).
Na Figura 1, notamos que o intervalo de confiança
associado ao estudo 2 contém o valor 1, indicando que
o seu respectivo OR é “não significativo”. Por outro
lado, notar que o estudo 2 possui um tamanho amostral
menor que os demais, sugerindo a possibilidade desta
“significância” não ter sido atingida pelo número re-
duzido de participantes no estudo. Esta discussão leva
ao conceito do “poder” do teste de significância, que
não será aqui apresentado por demandar uma discus-
são bastante ampla.
0.0 0.5 1.0 1.5 2.0 2.5
odds ratio
Estudo 1 28.3 0.185
Estudo 2 9.2 0.126
Estudo 3 40.4 0.251
Estudo 4 22.1 0.12
peso
(%)
OR
Peto IC 95%
(0.037,0.925)
(0.008,2.116)
(0.065,0.969)
(0.019,0.741)
ORM Peto 0.182 (0.077,0.428)
Trat
1/20
0/15
2/29
0/27
Cont
6/20
2/15
8/30
5/27
Figura 1 - Forest plot para dados fictícios de uma metanálise envolvendo quatro estudos, onde Q = 0,53 (p = 0,91) e I2 = 0%.
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Finalmente, o OR metanalítico é representado
abaixo do conjunto de linhas horizontais, com seu res-
pectivo intervalo de confiança (este também repre-
sentado por uma linha horizontal). Costuma-se repre-
sentar o OR metanalítico por um losango, como na
Figura 1, para diferenciá-lo dos odds ratios associa-
dos a cada um dos estudos. Na Figura 1, nota-se que
o intervalo de confiança para o OR metanalítico tem
naturalmente uma amplitude menor que a dos interva-
los de confiança individuais, dado que ele reúne infor-
mações de todos os estudos considerados.
A Figura 2 mostra o forest plot para a metaná-
lise do efeito da pastilha de nicotina sobre a interrup-
ção do hábito de fumar (Tabela I). Os odds ratios e
seus intervalos de confiança são agora representados
em uma escala logarítmica, o que é mais comum na
apresentação de resultados de metanálises. Notar que
os intervalos de confiança, representados em escala
logarítmica, são agora simétricos em relação ao OR
(os odds ratios agora aparecem exatamente no cen-
tro das linhas horizontais). Neste gráfico, a maioria
dos odds ratios aparece à direita da linha vertical
pontilhada que atravessa a escala em zero (lembran-
do que estamos considerando uma escala logarítmica,
e o logaritmo de 1 é zero), evidenciando que a inter-
rupção do hábito de fumar é mais incidente entre os
indivíduos que receberam a pastilha de nicotina. O odds
ratio metanalítico de Mantel-Haenszel traz um inter-
valo de confiança que não atravessa a linha verti-
cal, o que permite concluir que há um “significativo”
efeito do tratamento sobre a interrupção do hábito de
fumar.
Figura 2: Forest plot para a metanálise do efeito da pastilha de nicotina (nicotine gum) sobre a interrupção do hábito de fumar
(dados de Silagy et al, 2003).
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5- MODELOS DE REGRESSÃO EM META-
NÁLISE
O desenvolvimento de modelos de regressão
voltados à metanálise tem despertado o interesse de
muitos estatísticos18,47. Há essencialmente dois tipos
de regressão em metanálise: os modelos de efeitos
fixos e os modelos de efeitos aleatórios. Os modelos
de efeitos fixos assumem a existência de um único
efeito de tratamento e qualquer variabilidade entre os
efeitos estimados de tratamentos dos estudos é com-
pletamente devida à variabilidade amostral interna de
cada um dos estudos27. Este pressuposto de homoge-
neidade entre os estudos é geralmente testado pelo
teste Q de Cochran. Os modelos de efeitos aleatórios,
por sua vez, assumem que os estudos não são homo-
gêneos, havendo alguma variação entre os estudos
devida a diferenças entre as respectivas populações e
protocolos empregados (por exemplo, dosagens ou
duração do tratamento).
Quando a medida de tamanho de efeito de tra-
tamento utilizada na metanálise é o odds ratio, os
modelos de regressão buscam analisar o logaritmo do
odds ratio (ln(OR)) devido à sua melhor aproxima-
ção a uma distribuição normal. O modelo de efeitos
aleatórios possui a forma forma ln(OR j) = β + ζ j +
ε j , onde β é o odds ratio metanalítico, ζ j é um efeito
aleatório, representando o desvio do odds ratio do
j-ésimo estudo em relação ao odds ratio metanalítico,
e εj é o resíduo do modelo, com distribuição normal
com média 0 e variância       dada pelo método de
Woolf 31:
considerando o odds ratio calculado pelo modo tradi-
cional. Notar que uma característica deste modelo é
que não se assume que a variância do resíduo é cons-
tante, como é tradicionalmente feito nos modelos de
regressão, mas admite-se que cada estudo contribua
com uma medida      . O modelo de efeitos fixos pos-
sui a mesma forma, exceto pela ausência de  ζ j , ou
seja, ln(OR j) = β + ε j,
Utilizando o programa SAS versão 9 e consi-
derando os estudos descritos na Tabela I, o parâmetro
β do modelo de regressão de efeitos fixos ln(ORj) = β
+ εj, é estimado em 0,4983 (com erro padrão 0,06634).
O odds ratio metanalítico estimado por este modelo
é, portanto, eβ = 1,65, com intervalo de confiança 95%
dado por (1,43 ; 1,89). Notar que o OR encontrado
pelo modelo de regressão é bastante próximo ao
ORMMH, estimado em 1,664 com um intervalo de con-
fiança 95% (1,46;1,89) (ver Figura 2).
O modelo de regressão de efeitos aleatórios
ln(OR j) = β + ζ j + εj, por sua vez, estima β em 0,5583.
Assim, não considerando homogeneidade entre
os estudos, o odds ratio metanalítico é dado por
eβ = 1,75 com intervalo de confiança 95% (1,46 ; 2,09).
Notar que, não considerando o pressuposto de homo-
geneidade, o OR é corrigido pelo efeito aleatório ζ j
introduzido no modelo de regressão.
Modelos de regressão para metanálises sob um
contexto Bayesiano são apresentados por Sutton e
Abrams48 e Warn et al.37.
6- RECURSOS COMPUTACIONAIS
Alguns programas comerciais de computador
trazem grandes facilidades ao pesquisador que está
desenvolvendo uma metanálise. O programa
Comprehensive Meta-Analysis (http://www.Meta-
Analysis.com) traz diversos recursos, incluindo gráfi-
cos e ajustes de modelos de regressão. O Cochrane
Collaboration’s Review Manager software
(RevMan49; http://www.cc-ims.net/RevMan) e o
NCSS (http://www.ncss.com/metaanal. html) também
trazem bons recursos de metanálise.
Sheu e Suzuki50 trazem um roteiro para o uso
dos modelos de regressão de efeitos aleatórios com o
procedimento PROC MIXED do programa SAS.
Houwelingen et al.46 apresentam outros exemplos do
uso do programa SAS em metanálise. O ajuste de
modelos de regressão sob um enfoque Bayesiano,
considerando efeitos fixos ou aleatórios, é facilitado
pelo programa Winbugs (disponível gratuitamente em
http://www.mrc-bsu.cam.ac.uk/bugs/). O primeiro
volume do manual de exemplos do Winbugs51 traz uma
ilustração do uso deste programa no ajuste de mode-
los de regressão em metanálises.
7- COMENTÁRIOS FINAIS
Perante uma questão clínica relevante sobre
intervenções terapêuticas onde não existe um consenso
dos estudos publicados, ou quando não há uma com-
provação adequada da eficácia de um procedimento,
a metanálise pode trazer importantes informações para
as decisões sobre condutas, desde que alguns critérios
sejam atendidos. Estes critérios incluem uma questão
clínica adequadamente formulada, uma busca com-
pleta e abrangente dos estudos em fontes confiáveis,
a garantia da qualidade metodológica dos estudos e a
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utilização de ferramentas estatísticas adequadas.
Embora programas de computador estejam atualmente
disponíveis para a condução de metanálises, o uso
destes programas como “caixas-pretas”, sem o co-
nhecimento adequado dos métodos estatísticos neles
implementados, pode trazer falsas interpretações so-
bre a variabilidade dos estudos e sobre as medidas
usuais da metanálise. O presente artigo busca suprir
especificamente este critério.
Embora a metanálise seja uma ferramenta ana-
lítica aceita em diversas áreas do conhecimento, cons-
tante em muitos artigos publicados nos mais conceitu-
ados periódicos indexados no Medline, não deixa de
receber a desconfiança de pesquisadores que clamam
por uma medicina baseada em evidências objetivas.
Como exemplo, Voltarelli52 discute a descrença de
pesquisadores médicos em metanálises, mencionando
uma frase de H.J.Eysenck, da Universidade de Lon-
dres: “If a medical treatment has an effect so
recondite and obscure to require meta-analysis to
establish it, I would not be happy to have it used
on me. It would seem better to improve the
treatment, and the theory underlying the treatment”.
Decisões de condutas terapêuticas e preventi-
vas dependem de informações científicas que devem
com imprescindibilidade possuir confiabilidade e pre-
cisão. O discernimento sobre o nível de evidência de
um achado de investigação é, portanto, essencial para
julgar o mérito deste achado nesta tomada de deci-
sões. Às opiniões de especialistas pode ser atribuído
um nível pequeno, porém importante, de evidência. Em
uma ordem crescente, podemos atribuir maiores níveis
de evidência53,54,55 às séries de casos, aos estudos
caso-controle, e aos estudos de coorte56,57. Em segui-
da, aparecem os ensaios clínicos aleatorizados. Pri-
meiro, os ensaios pequenos, com menos de 1000 paci-
entes, e, portadores de um nível maior de evidência,
os megatrials com mais de 1000 pacientes. As revi-
sões sistemáticas de ensaios clínicos, com metanálise
e homogeneidade entre os estudos, apareceriam como
o processo de investigação científica merecedor de
maior nível de evidência. No entanto, as controvérsias
sobre a metanálise são prevalentes19, sendo que alguns
pesquisadores acreditam que misturar resultados de
estudos traz conclusões inadequadas58, portanto peri-
gosas para a tomada de decisões. Outra crítica im-
portante é quanto à sua exposição ao viés de sele-
ção59, conseqüente do fato de estudos com resultados
favoráveis a uma intervenção possuírem maiores chan-
ces de serem publicados e incluídos na metanálise.
Martinez EZ. Meta-analysis of randomized controlled trials: quantitative aspects. Medicina (Ribeirão Preto)
2007; 40 (2): 223-35.
ABSTRACT: A meta-analysis combines the results of several studies that address a set of
related research hypotheses. Meta-analyses has been taking place in the medical literature,
specialy in systematic reviews of randomized control trials. Therefore, there is a need for more
works on the underlying statistical methodology. Results from studies are combined using different
statistical approaches. One approach frequently used in meta-analysis of randomized controlled
trials considers that there is homogeneity across all studies. Regression models with fixed effects
are compatible with this assumption. Other approach considers heterogeneity across the studies.
Random effects regression models are used in this situation. The present article reviews some
quantitative aspects of the meta-analysis.
Keywords: Meta-Analysis. Clinical Trials. Systematic Review. Statistics.
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