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ABSTRACT
This paper presents an effective classification method
based on Support Vector Machines (SVM) in the context of
activity recognition. Local features that capture both spa-
tial and temporal information in activity videos have made
significant progress recently. Efficient and effective features,
feature representation and classification plays a crucial role in
activity recognition. For classification, SVMs are popularly
used because of their simplicity and efficiency; however the
common multi-class SVM approaches applied suffer from
limitations including having easily confused classes and been
computationally inefficient.
We propose using a binary tree SVM to address the short-
comings of multi-class SVMs in activity recognition. We
proposed constructing a binary tree using Gaussian Mixture
Models (GMM), where activities are repeatedly allocated to
subnodes until every new created node contains only one ac-
tivity. Then, for each internal node a separate SVM is learned
to classify activities, which significantly reduces the training
time and increases the speed of testing compared to popu-
lar the ’one-against-the-rest’ multi-class SVM classifier. Ex-
periments carried out on the challenging and complex Hol-
lywood2 dataset demonstrates comparable performance over
the baseline bag-of-features method.
1. INTRODUCTION
Efficient and effective video representation and classification
plays an important role in recognizing human activities from
video sequences. Several video representation techniques
have been proposed in the literature and different represen-
tations are found to work well in different domains. Local
features have retained their popularity due to their simplic-
ity and effectiveness in unconstrained environments. In this
paper we focus on improving local feature based activity
recognition by proposing a new framework for multi-class
activity classification using a binary-tree SVM.
A variety of video representation methods have been pro-
posed for activity recognition such as Holistic features [1, 2],
space-time templates [3, 4] and tracking interest points in
video sequences [5, 6, 7]. Recent research efforts have sought
to build higher level feature representations based the on hu-
man skeletons and it’s parts. Several models have also been
proposed to incorporate contextual information into the ac-
tivity recognition framework, such as fusing global and local
features [8], selecting a set of attributes [9], and incorporat-
ing mid-level features [9] that are capable of representing the
context in which the action takes place. Higher level activ-
ity representation suffers from various issues such as estimat-
ing accurate human poses and parts as well as automatically
learning contexts and attributes for different activities.
On the other hand local features are still attractive [10,
11, 12, 13] due to distinct advantages such as invariance to
affine transformations, robustness to occlusions and view-
point changes. Furthermore, the sparse nature of these lo-
cal descriptors allows for efficient storage and processing;
and the use of distinct descriptors to model appearance and
motion separately, allowing the underlying motion and the
context in which the action takes place to be captured.
Local feature based methods incorporate the Bag-of-
visual-words (BoV) representation to consolidate the local
features for the purpose of action classification. In local fea-
ture based action recognition, classification is done with SVM
classifiers, often in combination with a χ2 kernel. Although
support vector machines were originally developed for binary
classification problems, two main variations of multi class
SVM classifiers [14] are popularly used in the context of
action recognition: ‘one-against-rest’ and ‘one-against-one’.
The ‘one-against-rest’ method is a popularly used multi-class
classifier for action recognition and requires N classifiers for
a N class classification problem. In the training phase, a par-
ticular class is considered as positive and the remainingN−1
classes are treated as negative. Since all SVMs are trained
with all the training samples it consumes more computa-
tional resources and reduces the performance due to a large
amount of negative samples. In the testing phase all N SVMs
are required to predict the sample data point. On the other
hand, a ‘one-against-one’ approach requires N(N − 1)/2
SVM classifiers, each trained with a pair of classes. While
this improves performance compared to a ‘one-against-rest’
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Fig. 1. Binary tree structure for support vector machine classification in the Hollywood2 dataset.
approach, it still requires N(N − 1)/2 binary decisions to
predict the test sample based on majority voting.
In this paper, to address the above mentioned problems
in multi-class SVMs, we propose using a binary-tree SVM
[15]. In the first stage, to convert the problem into a binary
decision tree, Gaussian Mixture Model (GMM) clustering is
used. At the beginning, all the training samples are assigned
to the root node of the tree and a GMM is used to separate
the training samples into two clusters, and activities belong-
ing to each cluster are assigned to the left and right sub-nodes
respectively. The GMM is continuously applied at sub-nodes
to further split the activities into pairs, until every newly cre-
ated node contains only one class. In the second stage, SVM
training, each internal node in trained with a SVM to make a
binary decision. In the training phase, it requires only N − 1
SVMs to be trained for anN class problem; and the amount of
time required for training also reduces as the tree is traversed
downwards as the number of classes (and amount of data) at
each node is reduced. When performing classification, the
proposed approach requires only log2N SVMs to predict the
sample due to the binary nature of the decision tree.
The reminder of the paper is organized as follows: Section
2 describes the feature extraction and representation. Section
3 provides details of our proposed classification method.
Experimental results for the popular Hollywood2 dataset is
presented in Section 4. Finally, Section 5 concludes the paper.
2. VIDEO REPRESENTATION
In this section, we describe the feature extraction and feature
encoding scheme used in our experiments.
2.1. Feature extraction
We encode the video using low level, local features incorpo-
rating static appearance and motion information. The His-
togram Oriented Gradients (HOG) descriptor is used to en-
code the appearance information and the Motion Boundary
Histogram (MBH) is used to capture motion information. In-
stead of using a dense space-time cuboid, we sample the video
using dense trajectories [7] 1, with default parameters. Trajec-
tories of length 15 frames are extracted on a dense grid with
a 5 pixel spacing.
For appearance, the HOG descriptor is calculated along
the trajectory and the cuboid region is subdivided into an 2×
2 × 3 grid of cells. For each cell, an 8-bin HOG histogram
is calculated and normalised into a HOG descriptor. Motion
information is captured using the MBH [7] along the trajecto-
ries, which is more robust to camera motion compared to the
simple optical flow based HOF descriptor.
2.2. Feature encoding
Once the two local features are extracted , we use the popular,
standard bag-of-visual-words (BoV) approach for represen-
tation. This approach requires the construction of a visual
vocabulary. We use the K-means algorithm with the number
1we use the publicly available implementation at
http://lear.inrialpes.fr/people/wang/densetrajectories
of clusters set to k = 4000 to generate the required vocabu-
lary, which has previously been shown to provide good results
[10, 13]. Then, each video feature is assigned to the closest
cluster based on the Euclidean distance, and is represented by
a histogram of visual word occurrences over a video subvol-
ume defined by a dense trajectory.
3. BINARY TREE CONSTRUCTION WITH GMM
The organization of the binary decision tree is vital as errors
have the potential to propagate down the tree. We employ a
GMM clustering algorithm to convert the multi-class problem
into a binary decision tree. In this work we avoid the overlap-
ping of classes to make the classification framework simple
as possible.
GMMs are considered to be a soft clustering approach,
which uses the EM algorithm to assign features to mixture
components, based on posterior their probabilities, p(k|x).
But unlike k-means, which performs a hard assignment of
features to a cluster, GMM considers shape of the distribu-
tion as well. A GMM is a generative model to describe the
distribution of feature space as follows:
p(x; θ) =
K∑
k=1
πkN (x;μk,Σk), (1)
where K is the number of mixtures, model parameters
are θ = {π1, μ1,Σ1, . . . , πk, μk,Σk} and N (x;μk,Σk) is a
D-dimensional Gaussian distribution. Given a set of features
X = {x1, . . . , xM}, the EM algorithm is used to learn the op-
timal parameters through maximum likelihood, lnp(X; θ) =
Σmlnp(xm; θ).
Initially, all activity samples are allocated to the root node
and the GMM algorithm is applied to split the activities into
two clusters, where we use majority voting to assign the
classes to appropriate clusters. After step one, two sub-nodes
denoted as NL and NR have been created, each containing
portion of action classes from its parent clustered using the
GMM. The process is illustrated in Figure 1. In Figure 1,
at the first level 5 activities allocated to left node (NL) and
remaining 7 activities are allocated to the right node (NR).
This clustering procedure continues recursively at sub-nodes,
NL and NR, until every newly created node contains only
one class.
3.1. SVM classification
After the binary tree is constructed, a separate SVM is trained
for each node, except leaf nodes. For anN class problem it re-
quiresN−1 SVMs. Also, as we go down the tree its computa-
tional complexity reduces and discriminatory power increases
as a result of each node comparing fewer and fewer classes.
In the testing stage due to the binary nature of the tree, only
Level Error (%)
K-means GMM
Root 1.7 1.2
Level 1 L11 6.2 5.4
L12 11.9 4.8
Level 2
L21 4.2 3.4
L22 7.4 7.8
L23 8.9 6.4
L24 22.6 4.1
Level 3
L31 15.2 10.4
L32 7.4 8.2
L33 26.3 5.2
Level 4 L41 7.9 5.3
Table 1. The clustering results for constructing the Binary
Tree (see Figure 1). The error represents the percentage of
misclassified feature vectors in each node. The root node con-
sists of all activities, the L11 node consists of {Driving car,
fighting, getting out of car, kissing, running}, L12 consists
of {Answer the phone, eating, hand shake, hugging, sitting
down, sitting up, standing up} and so on.
some of the SVMs are employed instead of all SVMs as in
other multi-class SVM methods.
4. EXPERIMENTAL RESULTS
The Hollywood2 [16] dataset is used for evaluation of our
proposed classification framework in the context of activity
recognition. This dataset consists of 12 actions, such as driv-
ing car, answering the phone, eating, getting out, fighting,
hand shaking, hugging, kissing, sitting down, sitting up, run-
ning and standing up collected from different movies.
For the clustering, we employ both k-means (hard cluster-
ing algorithm) and Gaussian Mixture Model (GMM). Table
1 shows the clustering results. We find that GMM cluster-
ing demonstrates best clustering with minimal overlapping of
classes and organizes the tree such a way the classes are easy
to differentiate first, and complexity increases down the tree.
Table 2 compares our method against the state-of-the-art
Wang et al. [7], where they combined HOG, HOF and MBH
features using multi-channel approach and use ‘one-against-
rest’ multi-class classification. It significantly reduces the
computational complexity in testing to log2N , as opposed to
N in other methods. In our method we concatenate HOG and
MBH features and use the proposed binary tree SVM, which
yields comparable results.
In addition, it can be noted that activities are separated
into spatial and temporal events along the tree and more com-
plex activities, such as sitting down and sitting up are pushed
down the tree (see Figure 1). This enables the SVM to clas-
sify activities which are similar in nature spatially or tempo-
rally easily compared to ‘one-against-other’ approach where
Action class Wang et al. [7] Our method
AnswerPhone 32.6% 30.5%
DriveCar 88.0% 87.4%
FightPerson 81.4% 80.1%
GetOutCar 52.7% 51.3%
Kiss 65.8% 66.4%
Run 82.1% 83.2%
Eat 65.2% 67.2%
SitDown 62.5% 63.8%
SitUp 20.0% 21.3%
StandUp 65.2% 67.2%
HandShake 29.6% 27.6%
HugPerson 54.2% 52.3%
mAP 58.3% 58.2%
Table 2. Average Precision(AP) per action class for the Hol-
lywood2 dataset compared against [7]
one activity is classified against all other activities. Also this
tree structure potentially allows different sets of features to be
used at each internal node to further improve performance.
5. CONCLUSION
In this work we have presented a new classification approach
in the context of activity recognition. In the proposed binary
tree SVM approach, first GMM clustering is used to construct
a binary decision tree; after which a separate SVM is trained
for each node of the tree. This approach is not only efficient,
but also useful in classifying large amount of activities which
are otherwise difficult to distinguish spatially and temporally.
Also this allows different sets of features to be used for dif-
ferent activities within a given dataset, which is particularly
useful when the dataset contains a large amount of activity
classes.
In future we plan to extent this work to a larger dataset
which contains a larger amount of activity classes, and inves-
tigate how best to automatically select the optimal features to
use at each node based on the activities observed at that node.
6. REFERENCES
[1] M. D. Rodriguez, J. Ahmed, and M. Shah, “Action mach a
spatio-temporal maximum average correlation height filter for
action recognition,” in IEEE Conference on Computer Vision
and Pattern Recognition, 2008. CVPR 2008., pp. 1–8.
[2] J.K. Aggarwal and M.S. Ryoo, “Human activity analysis: A
review,” ACM Comput. Surv., vol. 43, no. 3, pp. 1–43, 2011.
[3] Moshe Blank, Lena Gorelick, Eli Shechtman, Michal Irani, and
Ronen Basri, “Actions as space-time shapes,” in Computer Vi-
sion, 2005. ICCV 2005. Tenth IEEE International Conference
on. IEEE, 2005, vol. 2, pp. 1395–1402.
[4] D. Weinland, R. Ronfard, and E. Boyer, “A survey of vision-
based methods for action representation, segmentation and
recognition,” Computer Vision and Image Understanding
(CVIU), vol. 115, no. 2, pp. 224–241, 2011.
[5] R. Messing, Chris Pal, and H. Kautz, “Activity recognition
using the velocity histories of tracked keypoints,” in IEEE 12th
International Conference on Computer Vision, 2009, pp. 104–
111.
[6] Ju Sun, Xiao Wu, Shuicheng Yan, Loong-Fah Cheong, T.-S.
Chua, and Jintao Li, “Hierarchical spatio-temporal context
modeling for action recognition,” in IEEE Conference on Com-
puter Vision and Pattern Recognition, 2009, pp. 2004–2011.
[7] Heng Wang, A. Klaser, C. Schmid, and Cheng-Lin Liu, “Ac-
tion recognition by dense trajectories,” in IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), 2011, pp.
3169–3176.
[8] Yingying Zhu, N.M. Nayak, and A.K. Roy-Chowdhury,
“Context-aware modeling and recognition of activities in
video,” in Computer Vision and Pattern Recognition (CVPR),
2013 IEEE Conference on, 2013, pp. 2491–2498.
[9] Jingen Liu, Benjamin Kuipers, and Silvio Savarese, “Recog-
nizing human actions by attributes,” in Computer Vision and
Pattern Recognition (CVPR), 2011 IEEE Conference on. IEEE,
2011, pp. 3337–3344.
[10] I. Laptev, M. Marszalek, C. Schmid, and B. Rozenfeld, “Learn-
ing realistic human actions from movies,” in IEEE Conference
on Computer Vision and Pattern Recognition, 2008, pp. 1–8.
[11] Alexander Kläser, M. Marszalek, , and C. Schmid, “A spatio-
temporal descriptor based on 3d-gradients,” BMVC, 2008.
[12] C. Schuldt, I. Laptev, and B. Caputo, “Recognizing human
actions: a local svm approach,” in International Conference
on Pattern Recognition (ICPR), 2004, vol. 3, pp. 32–36.
[13] H. Wang, M. Ullah, A. Klaser, I. Laptev, and C. Schmid, “Eval-
uation of local spatio-temporal features for action recognition,”
2009, BMVC.
[14] Chih-Wei Hsu and Chih-Jen Lin, “A comparison of methods
for multiclass support vector machines,” 2002, vol. 13, pp.
415–425, IEEE.
[15] Sungmoon Cheong, Sang Hoon Oh, and Soo-Young Lee,
“Support vector machines with binary tree architecture for
multi-class classification,” 2004, vol. 2, pp. 47–51, KAIST
Press.
[16] M. Marszalek, I. Laptev, and C. Schmid, “Actions in context,”
in IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR), 2009, pp. 2929–2936.
