Abstract-Subspace approaches have become popular in the last two decades for retrieving constant amplitude harmonics observed in white additive noise because they may exhibit superior resolution over the FFT-based methods, especially with short data records and closely spaced harmonics. We demonstrate here that MUSIC and ESPRIT methods can also be applied when the harmonics are corrupted by white or wideband multiplicative noise. The application context is the retrieval of texture information from high resolution and low grazing angle radar clutter data affected by wideband colored speckle that is modeled as complex multiplicative noise. Texture information is fundamental for clutter cancellation and constant false alarm rate (CFAR) radar detection. A thorough numerical analysis compares the two subspace methods and validates the theoretical findings.
Time-Averaged Subspace Methods for Radar Clutter
Texture Retrieval
I. INTRODUCTION AND PROBLEM STATEMENT

H
ARMONIC retrieval in the presence of additive noise has been a classical signal processing problem for about a century. Recently, however, it has been realized that multiplicative noise may also appear in certain harmonic retrieval applications. Multiplicative noise shows up in radar imaging due to the presence of speckle noise [4] , [20] , [33] . It is also encountered in weather radar and underwater acoustic applications, where the multiplicative noise could be due to the fluctuation of the medium [38] . Lightwave signals for digital communications, amplitude-modulated signals, and fading communication channels also comply with the multiplicative noise model [10] , [12] , [13] .
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with the following assumptions. a1) s are deterministic positive constants. a2) s are deterministic constants in . a3) s are distinct and nonzero constants in . a4) Process is complex valued, stationary, and zeromean. The only constraint that is posed on , , and is that they produce for every . Motivation for the use of model (1) is detailed in Section II. Given , we wish to retrieve , which amounts to estimating , and . Since the mean of is nonzero, the cyclic mean of (1), i.e., the normalized Fourier transform of , can be used to estimate the frequencies [9] . The limitation, however, is that frequencies separated less than cannot be resolved [28, p. 264] . This motivates us to study subspace methods [28, Sec. 9.7] , which have not been applied to the random amplitude model in (1) . We prove in this paper that MUSIC and ESPRIT methods are capable of retrieving harmonics in the presence of white or colored wideband multiplicative noise with unknown spectral density as well.
The organization of the paper is as follows. In Section II, we introduce the radar problem that motivates the use of signal model (1) . In Section III, we briefly review the concept of time-averaging statistics for mixed processes, and then, we use this concept to formulate MUSIC and ESPRIT for harmonics observed in white multiplicative noise. The use of subspace methods for retrieving harmonics in wideband colored multiplicative noise is also discussed. Simulation examples are provided in Section IV to illustrate the two estimation algorithms and their ability to retrieve clutter texture information from intensity data. Finally, conclusions are drawn in Section V.
II. HIGH-RESOLUTION RADAR SEA CLUTTER MODEL
The most popular statistical model in the radar literature for high-resolution and low grazing angle sea clutter is the compound-Gaussian model [6] , [30] , [34] , [35] . According to this model, samples of the complex envelope of the sea clutter process are expressed as the product between two components:
. Factor is a complex Gaussian process, which is usually called the speckle, and accounts for local backscattering; and are the in-phase ( ) and quadrature ( ) components that are assumed to satisfy with ; thus, the speckle power is . Factor is a non-negative real random process, which is usually called texture; it describes the underlying mean power level of the data. Due to their different physical origin, these two components present different correlation lengths. For X-band high-resolution data, the speckle correlation length was measured to be on the order of tens of milliseconds, while that of the texture was on the order of seconds [8] . Although many hypotheses have been formulated and tested on measured sea clutter data, they pertain to the one-dimensional (1-D) probability density function (PDF) of the texture and of the clutter amplitude [2] , [5] , [8] , [19] , [36] . In fact, because of its long correlation time, the texture has been, so far, considered constant within each radar coherent processing interval (CPI), changing according to a given PDF from one CPI to the next, that is, for ; thus, is a spherically invariant random vector (SIRV) [31] , [35] . Conditioned on a given value of , the complex data vector is Gaussian distributed. Thanks to this property, this model is mathematically tractable and has gained popularity in the radar literature [11] , [14] , [15] , [30] , [34] . However, there is a prominent interest to model the texture as a process, in order to predict its behavior in time intervals greater than a CPI, for clutter cancellation and constant false alarm rate (CFAR) detection purposes [3] , [25] , [26] .
For ocean imaging, it is common practice to analyze and plot samples of the intensity of the radar echo, that is, the modulo squared of the complex envelope samples, which are sometimes incoherently integrated over a small space-time window, to highlight the local power and to reduce the speckle effect. If the sea is fully developed, the characteristic periodic wave structure with alternating crests and troughs is clearly visible in the range-time or range-azimuth intensity maps, particularly in VV polarization [26] , [29] . For the compound-Gaussian sea radar clutter, the intensity is given by . Due to their different correlation lengths, the texture and the speckle have been usually separated using lowpass filtering [8] , [22] ; in particular, the texture has been estimated (nonparametrically) by means of a moving-window filter of length as (2) In order for the approximation in (2) to be valid, parameter should be such that , where and are the speckle and texture correlation lengths, respectively. The term in (2) represents the sample estimate of the speckle power whose actual value is one. When the speckle is Gaussian distributed, represents the maximum likelihood estimate of given the data samples . Note that in order to choose the value of , the speckle and texture correlation lengths and should be known, at least approximately. A method for estimating them from measured clutter data is reported in [8] and employed in [16] .
We model here the non-negative sea clutter texture as a sum of cosinusoids and a constant term (3) so that (1) is obtained. Fig. 1 depicts a realization of and in the presence of complex Gaussian distributed speckle with Gaussian-shaped power spectral density (PSD) and with parameters given in Example 1. In Fig. 2 , we plot the estimate of , obtained by means of the moving window (MW) estimator of (2) for and ; it is evident that the estimation accuracy is not satisfactory.
Under a1)-a4), in (1) is (almost) cyclostationary 1 [7] , [9] , [12] . The presence of cyclostationarity in the sea clutter has been already documented theoretically by Conte and Longo in [6] and empirically by Haykin and Thompson in [21] . Starting from the empirical evidence that high-resolution and low grazing angle sea clutter is cyclostationary, due to the periodic structure of the sea surface [1] , [27] , [32] , we model the texture component of the clutter as the superposition of real cosines with unknown frequencies, amplitudes, and phases. Model (3) has been also validated by processing measured high-resolution sea clutter data in [17] and [18] .
Remark 1: Estimator (2) implicitly assumes that on a small time-window of size and attempts to estimate the clutter power by making use of samples only (with ). This estimate is updated at each time instant because is locally constant, but the value of this constant changes (slowly) with time during the observation interval of length . It is worth stressing that the estimator in (2) does not make any attempt to model the time-variation of the texture, i.e., it is a nonparametric estimator. In (3), we model the texture time variation by means of cosinusoids, and we expect that by making use of this additional information, we can improve on the MW estimator of (2), and most importantly, we can predict its behavior outside the observation interval. Another advantage of the subspace methods to be developed in this paper is that they do not require knowledge of the speckle and texture correlation lengths. In the next sections, we show how this improvement can be obtained.
Remark 2: In (1) and subsequent analyses, we do not consider the contribution of additive thermal noise, mainly for two reasons: i) In the radar application described in Section II, the thermal noise is negligible relative to the clutter power at least for polarizations VV and HH [8] , [16] ; ii) we are interested in the multiplicative noise effect, which usually affects estimation accuracy more than the additive noise (the multiplicative noise is responsible for the well-known "floor" effect in estimation and detection performance). Due to lack of space, we do not include here numerical results for small clutter-to-thermal noise power ratio; however, there is no theoretical problem in including additive thermal noise to our analysis.
III. TIME-AVERAGED STATISTICS AND TIME-AVERAGED SUBSPACE METHODS
First, we stress that although different realizations of the clutter process may have independent and identically distributed (i.i.d.) phases uniformly distributed in , in the clutter time series analysis, only a single record is often available. Moreover, aiming at clutter cancellation and target detection, we want to retrieve only for the specific realization under observation, possibly on a time interval greater than that used for its estimation. Therefore, assumptions a1)-a3) are reasonable, and the model in (1) is well motivated.
As a consequence of the deterministic phase assumption a2), the process is nonstationary, i.e., its statistics change with time. Ljung's unified framework for deterministic plus random (thus mixed) processes is appropriate for treating single record (non)stationary processes [23, Sect. 2.3]. Let be a generally mixed process. The time-averaged expectation is denoted with overbar and is defined as (4) if such a limit exists. Note that is always time-independent. Two special cases of interest arise here. When is purely deterministic, the drops: ; when is stationary, time averaging has no effect:
. Within this framework, we define the time-averaged autocorrelation function (ACF) of a generally complex and mixed process as
The natural estimator of (5) from the data is given by (6) and can be shown to be asymptotically unbiased and mean square sense consistent for the cyclostationary process (1) [7] , [38] .
We now show that subspace methods, such as MUSIC and ESPRIT, are applicable rigorously and without approximation for estimating the cosinusoidal frequencies in the presence of white multiplicative noise. Later on, in Section IV, we show by numerical examples that they still perform well in the colored wideband multiplicative noise scenario so that they can be used to retrieve texture information from clutter data in the presence of wideband colored speckle. However, before we proceed, we wish to point out that a harmonic-in-multiplicative-noise process is different from a narrowband process, and hence, the analysis that follows does not apply directly to the former. A narrowband process satisfies , where is the carrier frequency assumed to be much greater than the bandwidth of . At first sight, the right-hand side of the last equation looks like a random amplitude harmonic, but in fact, it is not, since the complex exponential is not a function of [compare with (1)].
Consider now the real cyclostationary process of (1). The time-averaged ACF of is given by
Under the Gaussianity assumption for the speckle [6] , [8] , [30] , [34] , we obtain (8) where ( ) is the ACF of the ( ) component, and is the cross-correlation between the and components. It holds true that
. If the speckle is white noise, (8) reduces to (9) In order to estimate , it is useful to estimate first and remove its contribution, i.e., the line at zero frequency, from the data. For this purpose, define the new data as . The mean-averaged ACF of the new data , in the general case of colored Gaussian speckle, is given by (10) Note that the time-averaged autocorrelation in (10) has the same structure as the autocorrelation of a stationary process composed by the superposition of constant amplitude harmonics with i.i.d. uniformly distributed phases and colored additive noise. For white speckle, i.e., white multiplicative noise, (10) reduces to (11) Interestingly, in this case, the time-averaged autocorrelation has the same structure as the autocorrelation of the stationary process (12) where the s are i.i.d. uniformly distributed in , and is white noise with variance . It is exactly this property that allows us to employ subspace methods that were originally proposed for estimating harmonics embedded in additive white noise, as well as for retrieving harmonics affected by multiplicative white noise.
To proceed, define the data vector , where , and the autocorrelation matrix . The matrix is real, symmetric, and Toeplitz. Analogous to common MUSIC and ESPRIT analyses, it is easy to verify that can be decomposed as , where is the so-termed steering matrix , diag , is the identity matrix, and is the (self-) noise power. Therefore, eigendecomposition is performed on the time-averaged autocorrelation matrix, the same way that is applied to constant amplitude harmonics. This shows that we can apply subspace methods, like MUSIC and ESPRIT, for estimating from the clutter intensity data when the speckle is white. We refer to [28, Ch. 9] for subsequent development of MUSIC and ESPRIT.
Matrix is built from the estimates of for , which in turn are obtained as (13) where is the sample mean of the intensity data (we do not know so we use an estimate of it). is an unbiased and mean square sense (m.s.s.) consistent estimator of , and is an asymptotically unbiased and m.s.s. consistent estimator of in (11) . Estimates and are related as follows: (14) where . As , (14) becomes . In the next section, we will show by means of a thorough numerical analysis that even if MUSIC and ESPRIT have been designed for additive white noise and extended here to the case of multiplicative white noise, they work fairly well also for wideband colored multiplicative noise. The performance depends on the "memory" of the ACF of the multiplicative noise , that is, related to the value of the lag beyond which is negligible. If , then both the subspace algorithms "blindly" applied to the intensity data provide accurate frequency estimates. The intuition behind this surprisingly good performance is that a large-size banded Toeplitz matrix with a small "bandwidth" parameter behaves like a diagonal matrix [38] .
MUSIC and ESPRIT methods provide estimates of the frequencies . For the purpose of texture retrieval, we need the estimates of amplitudes and phases, as well. The term is estimated separately as . To estimate and , we use the nonlinear least squares (NLLS) method, that is, we estimate the unknown parameters as the minimizers of the following criterion: (15) where are the frequency estimates. By making use of the notation found in (16) and (17), shown at the bottom of the next page, we can verify that the vector , which minimizes in (15) , is given by (18) where , i.e., is obtained from by replacing with its estimate . Estimates and follow immediately from , and the texture is then retrieved according to (3) . The fact that the texture is non-negative was imposed in the algorithm by assuming that for those values of for which the retrieved texture is negative, but negative s never occurred in our simulations, which are described in the following section.
Remark 3: The usefulness of the theoretical results derived in this section is not limited to the case investigated in this paper, where the multiplicative noise is common to all the cosinusoidal components. There is an abundance of literature dealing with multicomponent models, where each component is affected by multiplicative noise that is independent from that of the other components (see, e.g., [9] and [24] ). In this case, the observed signal and its time-averaged autocorrelation are given by (19) and (20) that has the same structure as the autocorrelation of a stationary process composed by the superposition of constant amplitude harmonics with i.i.d. uniformly distributed phases and colored additive noise. For white multiplicative noise, (20) reduces to (21) that has the same structure as the autocorrelation of a stationary process composed by the superposition of constant amplitude harmonics with i.i.d. uniformly distributed phases and white additive noise. Therefore, we can also employ subspace methods for retrieving harmonics affected by independent multiplicative white or wideband noises.
IV. NUMERICAL ANALYSIS OF TIME-AVERAGED MUSIC AND ESPRIT
To evaluate the estimation accuracy of time-averaged MUSIC and ESPRIT, we carried out 1000 Monte Carlo trials, generating for each trial a vector of complex samples according to the model (1). The speckle is complex Gaussian distributed with Gaussian shaped PSD. The autocorrelation sequence is (22) and , where is the one-lag speckle correlation coefficient. Note that the lower is, the shorter the length of the multiplicative noise ACF will be. Under the above assumption, we find the time-averaged ACF of the new intensity data from (10) as (23) The first sum on the right-hand side of (23) represents the contribution of the "signal" component, whereas the second one the contribution of the "noise" component. Calculating (23) at lag zero, we obtain , where is the term in square brackets in (23) calculated at lag , which was called self-noise in Section III. We define the overall signal-to-noise ratio (SNR) and the th signal-to-noise ratio (SNR ) as SNR and SNR (24) Note that since , the SNR here is always smaller than 1, i.e., SNR dB. Concerning the length , if we define the correlation length as the value of the lag at which the sequence in (23) is reduced by a factor , we obtain . For example, if , we find , whereas for , we obtain . By Fourier transforming in (23), we obtain the timeaveraged PSD of (25) where is a Gaussian-shaped function, symmetric around , and with standard deviation ; the with (16) . . . greater is, the narrower the multiplicative noise bandwidth will be. Note that contains both a discrete part (2 lines) and a continuous part.
In agreement with previous comments, we observe that the time-averaged PSD in (25) has the same structure as the PSD of a stationary process expressed as the superposition of constant amplitude harmonics with i.i.d. uniformly distributed phases and stationary colored additive noise with PSD . Note that is the continuous part of , whereas the locations of the lines in constitute the information we want to retrieve. Plots of are depicted in Fig. 3(a) . Note that the "local" SNR for each discrete line in the spectrum changes with in a way that depends on the shape of as well as on the values of . In Fig. 3 , we observe that it decreases with ; thus, we expect estimation accuracy to get worse as increases. When becomes very close to one, the terms in with the shape of become very peaky, and assumes a multimodal shape, as shown in Fig. 3(b) . When , each term tends to a delta of Dirac and the time-averaged PSD becomes purely discrete: The lines already present plus a line at zero frequency. Therefore, when , behaves like a useful signal, and estimation accuracy is expected to improve abruptly. To numerically evaluate the performance of the proposed time-averaged MUSIC and ESPRIT estimators, we calculated the mean square error (MSE) for a few case studies.
Example 1: Cosinusoids with Identical Amplitudes: We set , ,
; as a result, we have SNR SNR SNR dB, and SNR dB. As a first step, we investigate how the rank of the covariance matrix depends on the one-lag speckle correlation coefficient . In the absence of multiplicative noise, we have that rank . In the presence of speckle, when , the rank is ; indeed, the completely correlated, nonzero-mean, multiplicative noise generates a line at zero frequency. When , we have rank , i.e., is full rank. In Fig. 4 , we plot the first 30 eigenvalues of [estimated from a single realization through (13) ] for three different values of . It is quite evident that for , the eigenvalues show an abrupt decrease for ; thus, for wideband speckle, can be inferred by inspecting the estimated eigenvalue spectrum. Alternatively, (23) suggests a way to get rid of (or reduce) the effect of multiplicative noise, therefore, obtaining a better estimate of . In fact, if we calculate the correlation sequence for , with , we get . Therefore, forming the "modified" autocorrelation matrix using only the values of for lags , we obtain a matrix with rank . This suggests estimating by counting the number of dominant eigenvalues in the eigenvalue spectrum of the modified . In Fig. 5 , we plot the first 30 eigenvalues of the modified . Alternatively, we may count the dominant (and symmetric) peaks in the modified time-averaged PSD obtained by Fourier transforming the sequence . In Fig. 6 , we plot one estimate of the modified time-averaged PSD for ; when , the six symmetric peaks are even more distinguishable. The curves in Figs. 5 and 6 were obtained for and . Note that ; in fact, for , we found . Finally, it is worth stressing that since the time-averaged ACF in (10) and (23) has the same structure as the autocorrelation of a stationary process composed of the superposition of constant amplitude harmonics with i.i.d. uniformly distributed phases and colored additive noise, all the methods for model order determination already proposed for MUSIC in colored noise can be applied as well. All the numerical results presented in the following were derived by applying MUSIC and ESPRIT as described in [28, Ch. 9 ] to the unmodified covariance matrix . However, an interesting development of the present work will be to investigate the performance of subspace methods applied to the modified . In Fig. 7 , we report the MSE of the frequency estimates as a function of for both MUSIC and ESPRIT methods. Lines without marks refer to ESPRIT and lines with marks ( ) to MUSIC. For , the two methods have almost the same estimation accuracy. We also investigated the performance for , but the results are not reported here for lack of space. In this case, ESPRIT exhibits better performance than MUSIC for almost every value of . Note that in Fig. 7 , the lower is, the better the estimation accuracy will be, but when , estimation accuracy improves abruptly. The MSE behavior as a function of also depends on , on the SNRs, and on , e.g., for and the other parameters as in Fig. 7 , we found that the MSE is almost constant for (it decreases very slowly) and decreases abruptly when .
This abrupt decrease is also present for . The different behavior of the MSE versus for and is probably due to the following reason. It is known that the accuracy of MUSIC and ESPRIT frequency estimates increases with increasing (remember that is the size of the covariance matrix ); hence, this value should be chosen as large as possible, but not too close to , in order to obtain a reliable estimation of . The variance of increases both with the lag and with the value of (because the number of "effective" independent samples decreases with ). When and , the estimates for the largest values of are quite good, and thus, the effect of on their variance is negligible; therefore, MSE is almost constant. For and , estimates of for the largest values of suffer for non-negligible variance, and this variance gets worse when increases; thus, MSE also gets worse with . To further investigate the effect of on frequency estimation accuracy, we derived the results plotted in Fig. 8 , where increases from 15 to 255, which is lower than . We observe that for small , ESPRIT performs better than MUSIC, whereas for large , the situation is reversed (but for , they have the same performance). Moreover, it is worth observing that the MSE decreases quite abruptly when goes from 16 to 64 and more slowly after that. In fact, for , the correlation length of the speckle is , and the estimation algorithms perform like in additive white noise.
In Fig. 9 , we allowed to vary while keeping and constant, leading to variable SNR , SNR , and SNR . Indeed, from (24), we have that SNR . When SNR dB, the three SNRs are equal. Note that the range of variation of SNR has be chosen such that is satisfied for every . In this range, MUSIC outperforms ESPRIT.
Curves of the MSE for the amplitude estimators in (18) are plotted in Fig. 10 . The two methods exhibit almost identical performance (MUSIC is slightly better). Similar results were found for the phases. The estimates of , , and are then plugged into (3) to retrieve texture information. In Fig. 11 , we show the true , which is the same as in Figs. 1  and 2 , and obtained by means of ESPRIT and MUSIC. The improvement over the nonparametric WP estimator of (2) is quite evident. To quantify it, we calculate the time-averaged expectation of the squared error of the texture estimate defined as (26) In practice, we estimated by first calculating for each Monte Carlo (MC) run and then averaging over the 1000 MC runs. We found , , and for , for , and for (see also Fig. 2 ). This confirms previous results. Thus far, we have assumed that the value of is known or that it is perfectly estimated from the eigenvalue spectrum of . To investigate how a wrong estimate of affects the accuracy of texture retrieval, we assumed that the number of components in is , whereas the actual number is still . For each , we estimated running 1000 Monte Carlo simulations. The results, which are plotted in Fig. 12 , show that the lower is, the lower will be (as expected) and, in addition, the lower the robustness to a wrong estimate of will also be. However, the results also show that an increase in is more tolerable if is overestimated rather than underestimated. In fact, it is quite natural, e.g., , to expect . The error will be much greater if , and as a consequence, we erroneously set . However, it is worth stressing that results in Fig. 12 refer to a scenario where all the components have the same amplitude, which is a sort of worst-case scenario. In a realistic radar application, we expect the amplitudes to decrease with the order [18] and the method to be quite robust even to non-negligible errors on . We further elaborate on this problem in the next example. Fig. 13 show that MUSIC outperforms ESPRIT for the frequency with the highest SNR, but for the other two frequencies, they have almost the same accuracy. Plots in Fig. 14 show that increasing improves estimation accuracy only for the line with the highest SNR. The MSE of the other two estimates is scarcely sensitive to changes of . Amplitudes and phases are estimated according to (18) . The retrieved texture information is plotted in Fig. 15 for and . In this case, we found , , for , for , and for . To further investigate how a wrong estimate of affects the accuracy of texture retrieval, we generated a more realistic texture, composed of components with different amplitudes, 2 and we repeated the simulations (#MC 1000) described in Example 1 to derive the results plotted in Fig. 12 . The data size is still . In Fig. 16 , we plot the amplitudes as a function of frequency, with the locations of the lines being 2 The frequencies, amplitudes, and phases of (n) used in this example were obtained by processing, through the method based on time-averaged ESPRIT, the measured high-resolution sea clutter data described in [8] and [18] . determined by the values of . The actual behavior of the texture is plotted in Fig. 17 (only the first 300 samples). The results shown in Fig. 18 confirm that when the method works well (i.e, when is small), it is also quite robust to errors in the estimation of the number of components. In fact, in this case, the -curve is quite flat around the minimum. Interestingly, for large , the curve is monotonically increasing with , in the range we have investigated. However, in this case, the error is quite large for as well. This confirms that subspace methods can be employed to solve such kinds of estimation problems only when the multiplicative noise is white or colored wideband, in agreement with the theoretical results of the previous section.
Example 3: Two Closely Spaced Cosinusoids: As is well known, MUSIC and ESPRIT are super-resolution frequency estimation algorithms, that is, they guarantee better resolution than , which is the so-called Rayleigh limit. This characteristic is fundamental for sea clutter analysis purposes. Therefore, to complete the analysis of the two algorithms, we evaluate the MSE of the two methods when estimating two frequency lines spaced apart less than . To this purpose, we generated 1000 random sequences of samples so that . Then, we set , , (so that SNR SNR SNR dB), , , and . The speckle process is generated as in Examples 1 and 2. Fig. 19 shows the periodogram of one data sequence in the range . It is clear that the two frequency lines are indistinguishable, not only because , but also because of the presence of the wideband multiplicative noise which smears the periodogram. This is not a surprise because we stated at the very beginning that due to the presence of wideband multiplicative noise, the frequencies cannot be estimated simply from the periodogram of the intensity data, which amounts to calculating the FFT of and locating the 2 highest peaks. However, (23) and (25) and Fig. 3 suggest that to estimate the frequencies, we can first estimate the time-averaged ACF and then locate the 2 highest peaks in the FFT of , which represents an FFT-based estimate of . From (25) , where the lines appear unsmeared, we have that the best resolution we can obtain with this method is . Therefore, the well-known Rayleigh limit holds valid in this case as well, provided that we refer to the time-averaged PSD rather than to the periodogram of the intensity data. It is exactly this fact that motivates the use of subspace methods for estimating closely spaced frequencies in the presence of white or wideband colored multiplicative noise. The main issue in our application is the parametric estimate of a slowly varying signal and the texture, which may contain low and closely spaced frequencies [17] , [18] . The better the estimates of frequencies, amplitudes, and phases, the better the texture retrieval will be.
To evaluate numerically the performance, we calculated the MSE on frequency estimation as a function of (Fig. 20) and (Fig. 21 ). Comparing these results with those shown in Figs. 7 and 8, we observe that the MSEs for closely spaced frequencies are considerably higher. In this case, is not sufficient to guarantee good performance, and we have to use higher values of at the cost of increasing computational complexity. For example, if we require MSE from Fig. 6 , we require , and for closely spaced harmonics, we need . Plots of the MSE for amplitude and phase estimates are not reported here due to lack of space.
V. CONCLUDING REMARKS
The main contribution of this paper is to show that the problem of retrieving harmonics observed in white (or wideband colored) multiplicative noise can be carried out using similar tools as in retrieving constant amplitude harmonics observed in white (or wideband colored) additive noise. This result was reached by employing Ljung's time-averaged framework for nonstationary processes and, in particular, the concept of time-averaged autocorrelation function and power spectral density. Eigendecomposition was performed on the time-averaged autocorrelation matrix, the same way that it is applied to constant amplitude harmonics. This allowed us to establish that MUSIC and ESPRIT are also applicable to harmonics observed in white wideband colored multiplicative noise. We then applied the time-averaged subspace estimators to solve the problem of retrieving the texture of high-resolution and low-grazing angle sea clutter. The texture was modeled as a cyclostationary signal, taking into account the periodic structure of the sea surface. In this application, the multiplicative noise models the square of the absolute value of the clutter speckle samples. It is colored wideband with unknown spectra, nonzero mean, and non-Gaussian distributed. Simulation examples illustrated that subspace algorithms can be applied to retrieve texture information without requiring knowledge of the speckle spectral shape. Numerical results suggest that generally MUSIC slightly outperforms ESPRIT, but both of them enable separation of closely spaced harmonics present in the texture when classical FFT based methods cannot, at the price of increased computational complexity (large ), and provide better texture retrieval performance than standard nonparametric methods. The problems of estimating the number of cosinusoidal components in the texture and the effects on texture retrieval of a wrong estimate were also considered. The next step in our research is the validation of subspace method performance prediction against real recorded sea clutter data. After lecturing for one year at USC, he joined the University of Virginia, Charlottesville, in 1987, where he became a Professor of electrical engineering in 1997. Since 1999, he has been with the University of Minnesota, Minneapolis, as a Professor of electrical and computer engineering. His general interests span the areas of communications and signal processing, estimation and detection theory, time-series analysis, and system identification-subjects on which he has published more than 120 journal papers, 250 conference papers, and two edited books. Current research topics focus on transmitter and receiver diversity techniques for single-and multiuser fading communication channels, redundant precoding and space-time coding for block transmissions, and multicarrier and wideband wireless communication systems. He is a frequent consultant for the telecommunications industry. 
