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Abstract
The importance of aerodynamic downforce in competitive motorsports has been well estab-
lished. Much of this aerodynamic downforce is produced from the inverted multielement wings
at the front and the rear of the car. While such a high-lift system is capable of producing high
downforce as a result of the interaction between flows around adjacent elements, there may exist
off-the-surface flow reversal, commonly known as wake bursting, causing an adverse effect on the
downforce generated. Since the phenomenon of off-the-surface flow reversal occurs as a result of
retardation of a wake under adverse pressure gradients, wake bursting is also referred to as wake
deceleration in this study. A steady-state two-dimensional CFD analysis of a racecar multielement
airfoil was carried out to study wake deceleration characteristics in ground effect. Simulations
were performed using ANSYSr FluentTM, which is a finite-volume method (FVM) based com-
mercial hybrid-grid Reynolds-averaged Navier-Stokes (RANS) equations solver. Computational
results were obtained using a two equation shear stress transport (SST) k–ω model coupled with
a one equation intermittency transition model to predict the laminar-to-turbulent boundary layer
transition. The simulations were performed for an inverted two-element airfoil consisting of a
main element and a flap for a fixed Reynolds number of Re = 1.1 × 106. The effects of ground
clearance height on the main element decelerated wake were analyzed. The effects of varying flap
ratio, flap deflection, angle of attack, and gap sizes on the wake deceleration patterns have been
investigated. It was found that decreasing the ground clearance led to a significant increase in the
amount of the main element wake bursting. Increased wake bursting at higher angles of attack was
found to have caused a drop in downforce without any surface-flow separation. Although the main
ii
element wake was strongly affected while varying each of these parameters, the size of the flap
wake was not affected significantly.
iii
Acknowledgments
I would like to take this opportunity to thank a number of individuals without whom this thesis
would not have possible.
First and foremost, I would like to express my deep gratitude toward Prof. Michael S. Selig for
being a wondeful advisor and mentor. It was due to his support and guidance on a number of both
technical and non-technical matters that I was able to grow a lot as a researcher in a very short
period of time. I would also like to thank him for giving me an opportunity to be creative, come up
with new ideas, and work on multiple technical projects because of which I was able to gain some
degree of real-life engineering experience, and due to which my technical skills and abilities have
improved over time.
I thank Brent Pomeroy for his guidance and valuable suggestions from which I was able to
generate a high quality computational mesh for this study. I would like to extend my appreciation to
Or Dantsker who helped me acquire sufficient computational resources which significantly reduced
the time required to perform the CFD simulations for this research. I want to thank my good friend,
roommate, and group mate, Sparsh Chadha for his valuable suggestions on numerous matters
which have helped me throughout my Masters. A special thanks to Gavin Ananda for his feedback
on my thesis, for his constant support on the ARPA-E project, and for helping me learn how to
implement different wind tunnel setups and perform testing for various applications. Feedback
on this thesis and many other helpful tips and suggestions provided by the fellow members of the
research Group, Adam Ragheb and Giovanni Fiore is also greatly appreciated.
iv
A big thanks to my parents for their constant support. I would not have been able to reach
where I stand in my career without their love and guidance. Finally, thanks to my roommate Nakul
Nuwal and all my other friends who made my time here in the US really memorable.
v
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The Importance of Aerodynamic Downforce . . . . . . . . . . . . . . . . . . . . . 1
1.2 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2 A Brief Discussion on CFD Methods and Considerations . . . . . . . . . . 11
2.1 Computational Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Turbulence Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Including Effects of Turbulence in the Simulations . . . . . . . . . . . . . 18
2.3 Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 Discretization Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.2 Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Chapter 3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Grid Convergence Study and Grid Selection . . . . . . . . . . . . . . . . . . . . . 50
3.3 Computational Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Chapter 4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 Effect of Ground Clearance Height . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Effect of Angle of Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Flap Deflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4 Effect of Main Element to System Chord Ratio . . . . . . . . . . . . . . . . . . . 79
4.5 Effect of Gap Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Chapter 5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Future Work Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Appendix A Airfoil Coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
vi
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
vii
List of Tables
3.1 Tabulated Values of Various Baseline Configuration Geometric Parameters for the
UIUC1600 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Tabulated List of the Total Number of Cells for Four Different Grids . . . . . . . . 51
viii
List of Figures
1.1 Diagram depicting an idealized performance envelope for a racecar. Adapted
from Wright [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Graphical description of the evolution of the aerodynamic downforce and engine
power over a period of time. Taken from Wright [1]. . . . . . . . . . . . . . . . . 6
1.3 Effect of improving racecar technology, especially the aerodynamic downforce,
on the performance envelope of actual racecars over a period of time. Taken from
Wright [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Effect of the turbulent fluctuations on the mean flow described using a control
volume in a sheared inflow. Adapted from Versteeg and Malalasekra [2]. . . . . . 20
3.1 Diagram of the inverted multielement airfoil configuration UIUC1600 in ground
effect showing (a) the full geometry and (b) a close-up of the gap size and over-
hang distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Computational grids for the two-element airfoil UIUC1600: (a) extra-coarse
grid, (b) coarse grid, (c) fine grid, and (d) extra-fine grid. . . . . . . . . . . . . . 52
3.3 Grid convergence of Cl from the SST γ transition model. . . . . . . . . . . . . . 53
3.4 Computational grid for the two-element airfoil UIUC1600: (a) computational
domain, (b) grid refined in relevant regions around the airfoil, and (c) fine grid
cells between the gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Boundary layer cells and transition to triangular cells: (a) airfoil surface and (b)
ground surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1 Plots of velocity contours depicting effect of ground proximity on wake bursting
for five different ground heights: (a) no ground, (b) h = 12 in., (c) h = 8 in.,
(d) h = 4 in., and (e) h = 1 in. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Streamlines around UIUC1600 at five different ground clearance heights: (a) no ground,
(b) h = 12 in., (c) h = 8 in., (d) h = 4 in., and (e) h = 1 in. . . . . . . . . . . . . . 62
4.3 Effect of ground proximity on the degree of wake bursting, as shown by stream-
lines in the flap vicinity: (a) no ground, (b) h = 12 in., (c) h = 8 in., (d) h = 4 in.,
and (e) h = 1 in. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4 Variation of lift and drag coefficients with varying ground proximity. . . . . . . . 64
4.5 Pressure distribution plots for the selected multielement airfoil configuration at
different ground clearance height: (a) no ground, (b) h = 12 in., (c) h = 8 in.,
(d) h = 4 in., and (e) h = 1 in. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
ix
4.6 Velocity contours depicting effect of main element angle of attack on wake burst-
ing: (a) α = −1 deg, (b) α = 2 deg, (c) α = 5 deg, and (d) α = 8 deg. . . . . . . . 68
4.7 Diverging streamlines near the lower surface of the flap due to wake deceleration
for four different main element angles of attack: (a) α = −1 deg, (b) α = 2 deg,
(c) α = 5 deg, and (d) α = 8 deg. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.8 Effect of angle of attack on the degree of wake bursting, as shown by streamlines
in the flap vicinity shown for four different angles of attack: (a) α = −1 deg,
(b) α = 2 deg, (c) α = 5 deg, and (d) α = 8 deg. . . . . . . . . . . . . . . . . . . 70
4.9 Variation of lift and drag coefficients for the UIUC1600 airfoil with angle of attack. 71
4.10 Variation of Cp distribution with angle of attack α: (a) α = −1 deg, (b) α = 2 deg,
(c) α = 5 deg, and (d) α = 8 deg. . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.11 Velocity contours depicting effect of flap deflection angle on wake bursting:
(a) δ f = 12 deg, (b) δ f = 27 deg, and (c) δ f = 42 deg. . . . . . . . . . . . . . . . 74
4.12 Diverging streamlines in the vicinity of the flap due to wake deceleration shown
for three flap deflection angles: (a) δ f = 12 deg, (b) δ f = 27 deg, and (c) δ f
= 42 deg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.13 Flow structure within the burst wakes shown for three flap deflection angles:
(a) δ f = 12 deg, (b) δ f = 27 deg, and (c) δ f = 42 deg. . . . . . . . . . . . . . . . 76
4.14 Variation of Cl and Cd with flap deflection angle. . . . . . . . . . . . . . . . . . 77
4.15 Variation of Cp distribution with flap deflection angle: (a) δ f = 12 deg, (b) δ f
= 27 deg, and (c) δ f = 42 deg. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.16 Velocity contours depicting wake bursting with varying main element to system
chord ratio: (a) 79% main element, (b) 69% main element, (c) 59% main ele-
ment, and (d) 49% main element. . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.17 Diverging streamlines in the flap vicinity portraying wake deceleration with vary-
ing main element to system chord ratio: (a) 79% main element, (b) 69% main
element, (c) 59% main element, and (d) 49% main element. . . . . . . . . . . . . 83
4.18 Flow reversal in the main element wake with varying main element to system
chord ratio: (a) 79% main element, (b) 69% main element, (c) 59% main ele-
ment, and (d) 49% main element. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.19 Variation of Cl and Cd with main element to system chord ratio. . . . . . . . . . 85
4.20 Variation in pressure distribution plots with different main element to system
chord ratios: (a) 79% main element, (b) 69% main element, (c) 59% main ele-
ment, and (d) 49% main element. . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.21 Velocity contours depicting effect of varying gap size on wake bursting for seven
different gap sizes: (a) ls,y = 0.84 in., (b) ls,y = 0.63 in., (c) ls,y = 0.21 in., (d)
ls,y = 0.14 in., and (e) ls,y = 0.07 in. . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.22 Streamlines for the dual element airfoil for five gap sizes: (a) ls,y = 0.84 in., (b)
ls,y = 0.63 in., (c) ls,y = 0.21 in., (d) ls,y = 0.14 in., and (e) ls,y = 0.07 in. . . . . . 91
4.23 Effect of gap size on the degree of wake bursting, as shown by streamlines in the
flap vicinity: (a) ls,y = 0.84 in., (b) ls,y = 0.63 in., (c) ls,y = 0.21 in., (d) ls,y = 0.14
in., and (e) ls,y = 0.07 in. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.24 Plots of Cl and Cd versus gap size ls,y: (a) Cl vs ls,y and (b) Cd vs ls,y. . . . . . . . 93
x
4.25 A plot of pressure distribution Cp vs x/c for five different gap sizes: (a) ls,y = 0.84




A = cross-sectional area
Cl = two-dimensional downforce coefficient
Cd = two-dimensional drag coefficient
c = system chord length
c1 = main element chord length
c2 = flap chord length
ls,x = overhang distance
ls,y = gap size
h = ground clearance height
p∞ = freestream static pressure
u = velocity component in x-direction
v = velocity component in y-direction
M∞ = freestream Mach number
Re = Reynolds number based on system chord length
T∞ = freestream static temperature
Reθ = transition momentum thickness Reynolds number
N = total number of cells in the grid
α = angle of attack
γ = intermittency
xii
δ f = flap deflection angle




The first known true automobile race was held more than a century ago (1895) from Paris
to Bordeaux, France and back (1,178 km) with a record average speed of 24.15 km/h [3]. Ever
since then, the motorsport industry has experienced an enormous growth both in terms of size
and technological complexity. Today, the five main parameters that affect the performance of
a racecar are: a) power, b) aerodynamic downforce, c) aerodynamic drag, d) weight, and e) tire
grip [1]. In earlier days, the significance of aerodynamic downforce was not realized, and the other
four parameters were focused on to maximize the racecar performance. Modern racecar engineers
strive to optimize these five parameters for as much time as possible during a lap. With the tire grip
performance and weight of nearly all modern racing cars being about the same, the competitive
edge comes from better engine and aerodynamic performance. Thus, understanding how racecar
aerodynamics affects its performance becomes important. The manner in which the aerodynamic
downforce affects racecar performance is described next, in the following section.
1.1 The Importance of Aerodynamic Downforce
It is known that during any form of racing, the main parameters that decide who wins are the
position and velocity. Thus, during the race the task of a driver is to control position and velocity
of the car (in terms of both speed and direction). Similarly, the task of the engineers is to equip
the driver with the means to control the velocity in the least amount of time (acceleration). To
achieve this aim, the force generating components within a racecar must be as powerful as possi-
ble while the overall mass of the racecar (including the driver) must be as low as possible. The
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performance/maneuver envelope, originally developed for the analysis of aircraft performance, is a
method to compare and assess the performance of these force generating systems [1]. The purpose
of discussing the performance envelope in this section is to qualitatively demonstrate the effect of
aerodynamic downforce on the performance of a racecar.
A performance envelope is a 3D plot which defines the operating range of a racecar. The
three axes are: a) speed, b) longitudinal acceleration, and c) lateral acceleration, which together
provide an insight into the forces (and power) generated by the car systems including engine power,
aerodynamic drag and lift, brakes, tires, and the inertia. Figure 1.1 shows an idealized performance












Figure 1.1: Diagram depicting an idealized performance envelope for a racecar. Adapted from
Wright [1].
The outer surfaces of the 3D performance envelope describes the maximum potential of race-
car performance on a given track. The amount of performance extracted from the racecar depends
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on its stability and control characteristics and the ability of the driver to operate as close to the
envelope outer surfaces as possible. The shape of the envelope depends upon a variety of factors
such as car characteristics including engine, aerodynamics, brakes, tires, transmission, suspen-
sion and chasis, the track design, and the ambient conditions. For example, when the tracks are
wet (say, during rains), the longitudinal and lateral acceleration dimensions of the envelope may
change drastically. Similarly, at a higher altitude, the power, drag, and downforce may reduce
significantly due to lower air density while the top speed of the car may remain nearly the same,
thus causing a change in the shape of the performance envelope [1]. The complete theory behind
the g-g-V performance envelope is presented in a text on race car dynamics by Milliken [4].
Wright [1] used the performance envelope presented in Fig. 1.1 as a tool to observe the manner
in which good drivers are able to extract maximum performance from their racecars. During a cor-
ner on the track, the brakes are applied such that drivers gradually reach the braking limit. When
the braking power is gradually increased to let the temperature on the brakes and tires reach an op-
timum point, the speed decreases which in turn reduces the maximum available braking power at
that speed. Such a condition is represented by moving from point A to point B in the performance
envelope. At some point, the drivers will turn in the corner with the brakes on (lateral acceleration
+ longitudinal deceleration), which is represented by points B to C. The racecar in this phase is the
least stable as the drivers are braking and trying to turn in at the same time, thereby making it hard
for them to stay close to the surface of the envelope. However, once the steady state is achieved
during cornering, represented by points C to D, it becomes easier for the drivers to stay close to the
envelope surface, thus extracting maximum performance from the racecar. Once the drivers are
close to finishing a turn around the corner, they will apply power to accelerate in order to regain
higher speeds, as represented by points D to E. Finally, when they are back on the straight line,
they can apply full throttle along with fast gear changes to be as close to the envelope surface, as
represented by points E to A.
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The lateral forces required for turning in a corner are produced by both the front and rear tires
through friction. In addition to these lateral forces, the tires generate the required forces for stabil-
ity and control of the racecar. As a result, control is lost when the forces required are higher than
the friction forces that can be generated (depending on the coefficient of friction between the tire
and ground, overall weight of the car, and the aerodynamic downforce). In other words, when the
drivers are operating right on the surface of the operating envelope, the racecar is bound to go out
of control. It is this aspect of the automobile racing which depends on the ability of the drivers
to operate as close to surface of the envelope (thus making the car progressively less stable), that
makes it a human sport and a competition between human abilities.
The manner in which aerodynamic downforce affects acceleration can be demonstrated with
the help of simple mathematical equations. Total friction force generated by the racecar tires can
be written as
F f = µFN (1.1)
where, FN is the total normal forces on the tire-ground contact region and is the sum of the weight
of the car (including the driver) and the aerodynamic downforce L at a given velocity, viz.
FN = mg + L (1.2)
Substituting FN in F f , we get
F f = µ (mg + L) (1.3)









As can be seen, higher the aerodynamic downforce, higher the total acceleration, thus expand-
ing the g-g-V envelope and improving the maximum performance that can be extracted out of a
racecar. Higher aerodynamic downforce helps in attaining higher cornering speed VT , as higher
lateral acceleration is possible for a corner of a given radius of curvature.
In the last few years, the performance from the five main parameters have changed drasti-
cally, with power increasing three times, drag reducing 1.8 times, tire grip increasing by 1.7 times,
weight of the car reducing by a slight amount, and an enormous increase in the downforce pro-
duced [1]. The evolution of engine power and aerodynamic downforce over a period of time can
be seen through Fig. 1.2. The effect of dramatic increase in the aerodynamic downforce due to
ground effect can be observed. Such an enormous increase in the downforce generated played
such an important role in acceleration, braking and cornering performance of a racecar, that rules
were soon imposed to ban a few technologies in order to limit the amounts of downforce produced
for safety reasons [1]. The effects of the five parameters, in particular the aerodynamic downforce,
on the g-g-V envelope can be observed in Fig. 1.3. The importance of downforce can be realized
from the fact the the size of the g-g-V envelope has been quadrupled due to an increase in the
aerodynamic downforce [1].
1.2 Previous Work
Aerodynamic downforce is one of the most important factors when it comes to the design of
a racing car. Since a large portion, typically 55–65% [5], of the total aerodynamic downforce is
produced by the inverted multielement wings installed on the racecar, the design of such high-lift
devices becomes extremely important for maximum performance during the competition. Modern
racecar design engineers strive to improve the multielement airfoil design in order to maximize
the downforce generated, while satisfying all the geometric constraints imposed on the wing ge-
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Figure 1.2: Graphical description of the evolution of the aerodynamic downforce and engine power
over a period of time. Taken from Wright [1].
ometry. The flowfield around multielement high-lift devices, largely influenced by viscous effects,
is a complex one containing regions of high flow turning, merging flows, confluent boundary lay-
ers, flows through the slot, and wake bursting [6, 7]. Introducing ground effect in such a complex
flowfield will lead to an even more intricate flow dominated by these viscous effects. The study of
multielement airfoils in ground effect thus becomes imperative.
The study of high-lift multielement airfoil flows in ground effect with respect to motorsports
applications has attracted much attention in the literature. Razenbach et al. [8] experimentally and
computationally studied a specific case of an inverted NACA 632–215 Mod B airfoil with a 30%c
single-slotted flap to determine the differences produced in the flowfield with road conditions and
wind tunnel ground boundary condition at a Reynolds number Re = 1.5 × 106. On comparison of
the experimental data with computational results, it was found that in both cases an increase in
downforce was seen when decreasing ground clearance height, until a critical height was reached
6
Figure 1.3: Effect of improving racecar technology, especially the aerodynamic downforce, on the
performance envelope of actual racecars over a period of time. Taken from Wright [1].
beyond which the downforce was reduced. The reduction in downforce was attributed to the merg-
ing of airfoil and ground boundary layers, thereby altering the velocity and pressure fields in the
region between the two surfaces. The authors [8] concluded that RANS computation with moving
floor ground boundary condition is an extremely useful tool in analysis of such flows. Soso and
Wilson [9] performed a downforce sensitivity analysis of the UIUC700 two-element airfoil us-
ing the commercial CFD software ANSYSr FluentTM. It was observed that with increasing main
element angle of attack, the downforce sensitivity decreased while decreasing the maximum down-
force generated. An observation made by the authors [8] relevant to this study was that changing
the main element angle of attack while maintaining the same flap deflection, gap, and overhang
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values had an effect of producing a thicker main element wake. Also, increasing the main element
angle of attack changed the onset of flow separation on the main element surface, which affected
the amount of downforce generated.
In addition to the surface flowfield, off-the-surface flow in the presence of an adverse pressure
gradient has a significant impact on the performance of a multielement airfoil, thus affecting the
Cl and Cd produced [10–19]. When the main element wake traverses a region of high adverse
pressure gradient as a result of flow turning around the flap, it gathers a greater momentum-deficit,
causing it to slow down and become thicker. Increased wake thickness causes the surrounding
flow streamlines to flatten, thus affecting the surface pressure distribution. Pomeroy and Selig [20]
investigated off-the-surface flowfield of a three-element airfoil system using a 7-hole probe in the
low-speed low-turbulence open-return-type wind tunnel at the University of Illinois at Urbana-
Champaign to experimentally capture wake bursting over multiple elements. Wake measurements
were collected using a 7-hole probe to determine all three components of flow velocity along with
pressure. It was found that an increase in the main element angle of attack led to a thicker-wake
and an increased momentum deficit. Smaller gap sizes, larger overhang distances, and increased
flap deflection angle amplified the amount of wake bursting.
Klausmeyer and Lin [12] analyzed the skin friction over a three-element supercritical airfoil
with a leading-edge slat and trailing-edge flap using a two-dimensional RANS computational
method at various angles of attack and Reynolds numbers. The solver was finite-element method
based and utilized unstructured triangular cell elements for computations. The Spallart-Allmaras
turbulence model was employed to simulate the flowfield using a grid containing 55,000 nodes
with a wall y+ = 0.5. Results were obtained for a chord Reynolds number ranging from 5−6×106
over an angle of attack ranging from −4 to 24 deg. Loss of lift at higher angles of attack without
surface-flow separation was observed. The loss of lift was attributed to the presence of a flow-
reversal region in the main element burst wake. On increasing the angle of attack further, flow
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separation on the airfoil surface was observed as well. Similar observations by Johnston and Hor-
ton [21] and Nakayama et al. [10] have been reported.
Mahon and Zhang [22] computationally investigated 2-D flow around an isolated inverted two-
element airfoil in ground effect. The main element airfoil was a derivative of NASA/Langley
LS1−0413 MOD profile with a finite trailing edge while the flap airfoil was typical of one usually
used in motorsports. A multiblock hybrid grid, refined in areas of importance, was used to perform
RANS simulations coupled with realizable k–ε model for modeling turbulence. The computational
grid had 184,335 cells with wall y+≈ 1. A number of ground clearance heights were used to run the
simulations in order to study variations in surface pressure distributions, aerodynamic forces, and
off-the-surface flowfield. With respect to off-the-surface flowfield, the authors [22] reported that
the wake thickness increased with decreasing ground clearance, and that the recirculation region
aft of the main element finite-trailing edge greatly contributed to increased wake bursting. It was
hypothesized that the use of a sharp main element trailing edge will cause a reduction in the wake
thickness.
1.3 Motivation
Despite growing interest in understanding wake bursting, there still exists a gap in the existing
literature regarding effects that burst wakes have on the performance of an inverted multielement
airfoil in ground effect with respect to application in the motorsports industry. A statement by
Agathangelou and Gascoyne [5] shows the importance of analyzing the multielement airfoil wakes
and tuning them for increasing the aerodynamic performance of a racecar:
“Due to the fact that the rest of the car operates in the wake generated by this wing,
and that this wake severely affects [sic] in particular the undertray and diffuser of the
car, it is important to tune the wake profile of the front wing [5].”
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The objective of this thesis was to build on a previous related work by Carroll [23] and to
computationally capture wake deceleration patterns of the inverted two-element airfoil system in
ground effect, and to determine different parameters that affect the development and behavior of
these decelerated wakes. Effects of wake bursting on the performance of various two-element
airfoil configurations with varying parameters were investigated by analyzing surface pressure
distributions, sectional aerodynamic forces, velocity contours, and flow streamlines.
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Chapter 2
A Brief Discussion on CFD Methods and
Considerations
A CFD process can be broken down into three primary phases: 1) pre-processing, 2) solving,
and 3) post-processing. The purpose of pre-processing is to define an input to the CFD solver to ob-
tain solutions to the desired fluid flow problem. Defining inputs for the solver in the pre-processing
stage typically includes definition of the geometry and the computational domain, identification of
flow features and the level of details and accuracy required, subsequent discretization of the de-
fined computational domain (grid generation), selection of relevant CFD models to capture the
flow features to be resolved, definition of fluid properties, and application of appropriate bound-
ary conditions. The solving stage consists of running the solver, which uses various models and
numerical techniques to obtain the solutions. The post-processing stage includes analysis and ma-
nipulation of the obtained CFD data to obtain meaningful results, typically in the form of line
plots, contours, 2D and 3D surface plots, vector plots, streamlines, particle tracking, animations,
and so on.
Usually, pre-processing is the most time-consuming phase of CFD and can have a significant
impact on the accuracy of the solutions, time required to obtain those solutions, and the required
computational costs. The following sections delve briefly into the some important aspects of CFD




Discretization of the problem geometry into smaller elements is one of the initial steps in
CFD. The governing fluid flow equations are then solved on these individual smaller elements,
commonly referred to as cells. A collection of cells is called a mesh or grid and may be of different
types depending on the manner in which the problem geometry is discretized. The type of grid
used for a CFD problem will generally depend on the following factors:
1. Fluid flow problem and the flow features needed to be resolved
2. Complexity of the geometry, ease of meshing, and the time required to produce a high-
quality grid
3. Size of the resulting mesh
4. CFD solver
5. Computational costs and time required to obtain solutions
As mentioned above, a computational grid may be of different type depending on several fac-
tors. Based on the topology, a mesh may be broadly classified into two different categories:
• Structured mesh
Structured grids are curvilinear grids that are body-fitted based on the mapping of a complex
fluid flow domain onto a domain with simpler shape. Such a grid is characterized by a well-
defined arrangement of cells, where the interior cells have the same number of neighbors
which can be located using i, j, k indexing. An advantage of a good quality structured
grid is that for simpler flows it will usually have cells aligned in the direction of the flow,
thus improving the convergence and accuracy of the solution [24]. Moreover, a user has
a higher degree of control over the placement of interior cells because they are linked by
the user-defined exterior nodes. Additionally, since the neighbors of an interior node can
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be referenced by the i, j, k indexing, structured mesh demand less amount of memory for a
given mesh size [25].
A major disadvantage of using a structured grid is the large amount of time and high level of
operator skill required to generate good quality structured meshes for complex geometries.
Another disadvantage of using structured grids is that due to the structured layout of the
mesh, refining of cells in a given region of interest results in refinement of cells at other
places in the fluid domain which can sometimes result in a large mesh size [24]. However,
with latest capabilities in grid generation techniques, structured grids may not be constrained
with matching cell faces, thus overcoming the aforementioned disadvantage of less efficient
mesh distribution [25].
Structured meshes can be further categorized into single- and multi-block meshes. While
single-block structured grids are easier to create for simpler geometries where the fluid do-
main is mapped onto a simpler shape, finding a suitable mapping for a complex geometry
becomes difficult. In such a case, the geometry may be broken into several blocks, each of
which can be discretized into structured grids separately, and matched up with the neighbor-
ing cells. Such a grid is commonly referred to as multi-block structured mesh. A multi-block
structured mesh is more flexible than a single-block grid and will typically yield better grid
quality for complex geometry [2].
• Unstructured grids
A natural extension of the multi-block concept can be applied to difficult geometries where
a large number of blocks have to be created to obtain a good mesh [2]. In situations where
the geometry is extremely difficult, it can be discretized such that each cell is a separate indi-
vidual block, thus resulting in an unstructured mesh. Unstructured grids are usually easier to
create, especially for difficult geometries and give tremendous flexibility in placing cells of
13
desired sizes at required places [2, 24, 25]. Since the mesh is unstructured in nature, smaller
cells can be placed in selected regions where tiny details of the flow features are required
to be captured, while larger cells may be placed outside these regions. Such selective grid
refinement in the regions of interest leads to an efficient cell placement within the grid, thus
leading to an efficient use of computational resources.
Unstructured grids give less control over placement of interior cells as they are usually cre-
ated semi-automatically. Hence unstructured cells may not be as well-aligned with the flow
when compared with the structured grids. Moreover, since interior nodes are not organized
in a structured manner, the neighboring cells cannot be referenced by the i, j, k indexing and
hence unstructured grids require larger memory for cell referencing.
A popular type of unstructured grid is the hybrid grid where the cell arrangement is not
restricted to a particular cell shape and a mixture of cell shapes may be used. In two-
dimensional hybrid grids, triangular and quadrilateral cell elements may be used depending
upon the flowfield. For instance, such hybrid grids are commonly used when dealing with
boundary layer flows where the quadrilateral elements are placed near the walls such that the
cells in the region are well aligned with the boundary layer flow and the expanding triangular
elements are placed outside the boundary layer and refined in the regions of interest.
In general, a good mesh will have the following main qualities: a) high smoothness, b) low
skewness, c) high orthogonal quality, and d) optimum aspect ratio depending on the flowfield.
Smoothness of a grid is defined as relative change in size when moving from one cell to the other.
In other words, a large jump in cell size relative to the adjacent cell would not be considered a
smooth mesh. Skewness can be qualitatively defined as the degree of distortion of an element
from its ideal shape. Orthogonal quality of a grid determines how well the cells are aligned rela-
tive to each other. In other words, orthogonal quality of a grid refers to the degree of alignment
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between the vector connecting the center of the adjacent cells and the normal vector of the com-
mon face. Aspect ratio, which is defined as the ratio of the longest edge to shortest, should be
low. Aspect ratio should be nearly 1 where the flow is multidimensional and can be larger when
the flow is largely one-dimensional [26]. For example, in boundary layer flows where the flow
is primarily one dimensional (along the wall surface with zero normal component), the boundary
layer cells can have large aspect ratio with the longer sides oriented along the streamlines. How-
ever, in regions with large recirculation regions, the grid cells must have lower aspect ratios. Other
qualities of a good mesh include placing appropriately sized cells based on the flow features to be
resolved.
Finally, using a finer mesh than necessary is not always a good approach. For example, using an
extremely fine mesh for RANS turbulence models may produce convergence issues due to some of
the finer unsteady features being resolved by the solver (depending on the solution method) while
trying to converge to a steady-state solution.
Creating a high-quality structured grid for a multielement airfoil will typically require a com-
plex blocking strategy and a large amount of time and effort. The fact that varying any of the mul-
tielement airfoil parameters such as the ground proximity, flap deflection angle, angle of attack,
main-element to system chord ratio, gap, or overhang distance will require the domain geometry
to be meshed again, makes the use of structured mesh for this study infeasible, where a parametric
study of the effect of wake bursting on the performance of a racecar multielement airfoil is desired
to be investigated. Hence, a hybrid unstructured grid refined in the regions of interest was selected
for simulations in this study. More details on the computational meshes used in this thesis will be
described later in Chapter 3.
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2.2 Turbulence Models
Quality grid generation, though extremely important, is not the only critical step that deter-
mines the accuracy of the simulations performed. Similar to grid quality and resolution, the com-
putational models selected for simulations have an effect on their rate of convergence and the
obtained accuracy. Depending on the problem, the degree of accuracy and details required in the
simulations will dictate the choice of the models being selected, which in turn will have an impact
on the required computational time. Similarly, the numerical methods used to solve the selected
models will also have an effect on how reliably the solution converges, the time per iteration, the
number of iterations and the total time to obtain a fully converged solution. This section will
briefly discuss commonly available CFD models in most commercial CFD software and the steps
involved in selecting an appropriate computational model for simulation of a given engineering
problem.
This study employs the use of the Finite Volume Method (FVM) using a commercial CFD
package, ANSYS Fluent. The Finite Volume Method is a technique to convert a system of par-
tial differential equations (PDEs) to a system of algebraic equations which approximately repre-
sent these PDEs by discretization of the domain into discrete cells and integrating the governing
equations over those individual cells. The governing equations for a fluid include the continuity
equation (mass conservation), Navier-Stokes equations (momentum conservation), energy equa-
tion (energy conservation), equations from the turbulence models, and equations from other mod-
els based on the simulation problem.
It is important to note that the equations shown in this section are mainly taken from Versteeg
and Malalasekra [2] and the ANSYS Fluent theory guide [27] and have been shown here for a
basic understanding of the manner in which turbulence effects are included in a CFD simulation.
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Starting with a small control volume for a fluid, the conservation of mass and energy and
Newton’s laws of motion can be applied to obtain the aforementioned governing equations for the
fluid. The continuity equation is given by
∂ρ
∂t
+ div (ρu) = 0 (2.1)
Similarly, the momentum equations are given by
∂ (ρu)
∂t




























When the flow anywhere in the computational domain is above Mach 0.2, the solver must be set to
account for compressibility effects. In such cases, the energy equation must be solved along with
the equations of state for the fluid using
∂ (ρi)
∂t
+ div (ρiu) = −p div (u) + div
(
k grad (T )
)
+ Φ + S i (2.5)
where S and Φ are the source and the dissipation functions, respectively.
p = F (ρ, T ) (2.6)
i = H (ρ, T ) (2.7)
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Here, F and H are the functions representing the variation of pressure p and enthalpy i in a fluid
with the other state variables such as the density and temperature. For an ideal gas, these equations
become
p = ρRT (2.8)
where R is a universal gas constant, and
i = CvT (2.9)
where Cv is the specific heat in constant volume for a fluid.







+ S φ − div (ρφu) (2.10)
where φ is any general scalar variable. Physically, the transport equation states that the net rate of
increase of a given quantity φ in the control volume is the combination of the net rate of increase
in φ due to diffusion (gradient of φ in the physical space), the increase of φ in the control volume
due to sources, and the net rate at which φ flows out of the control volume due to the bulk motion
of the fluid (convection). By selecting an appropriate value of φ and Γ in the transport equation,
any of the Eqns. 2.1–2.5 can be obtained easily.
2.2.1 Including Effects of Turbulence in the Simulations
Flowfield in a typical racing scenario is turbulent and hence, including the effects of turbulence
while performing CFD analysis for a racecar multielement airfoil is extremely important. This
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section discusses various methods of modeling turbulence and the manner in which these methods
affect the selection of a particular turbulence model for a given simulation.
Turbulent flows are inherently chaotic and unsteady, and an accurate mathematical description
of such chaotic behavior of the fluid flow is difficult. Instead, the turbulent flow properties are
decomposed into mean and fluctuating components viz.
φ(t) = φmean + φ′(t) (2.11)
Such a decomposition of the flowfield into a mean and statistically varying component is called
Reynolds decomposition. Versteeg and Malalasekra [2] used a diagram involving a control volume
and fluctuating eddies in sheared flow to explain the effect of the fluctuations due to turbulence on
the mean flow, as shown in Fig. 2.1.
There exists a component of flow velocity normal to these boundaries due to the fluctuating
eddies around the control volume boundaries, thus enabling a flow of mass and momentum in and
out of the control volume. Due to the negative fluctuating component v′ < 0 on the upper boundary,
as shown in Fig. 2.1, the outer flow enters the control volume with a higher momentum. Similarly,
due to the negative component, the higher momentum flow from within the control volume travels
to the outer region. The positive components of the fluctuation causes the lower momentum flow
from within the control volume to exit outside on the upper boundary, and the higher momentum
flow from the outer region to enter within the control volume from the lower boundary. As a re-
sult of these interactions of the flow within the control volume with the one outside due to these
fluctuating eddies, there is a net momentum exchange across the boundaries. Such a phenomenon
gives rise to turbulent shear stresses called the Reynolds stresses.












Figure 2.1: Effect of the turbulent fluctuations on the mean flow described using a control volume














−∂(ρu′φ′)∂x − ∂(ρv′φ′)∂y − ∂(ρw′φ′)∂z
+S φmean
(2.12)
where the variables with an overbar are time averaged and the variables with tilde indicate a
density-weighted or Favre-averaged variables. The Favre-averaged variables account for a non-
zero mean density variations due to density fluctuations, which is especially important in free
turbulent flows such as wakes.
The three popular methods to capture effect of turbulence can be categorized as follows
• Direct numerical simulation (DNS)
The Direct Numerical Simulation method calculates the mean and all fluctuating compo-
nents within the turbulent flow using the unsteady Navier-Stokes (N-S) equations. The con-
tinuity and the Navier-Stokes equations for an incompressible flow provide four equations
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(one from continuity and three from N-S equations). With the pressure p and three com-
ponents of the flow velocity u, v, and w as the four unknowns, the four equations form a
closed set of equations which can be subsequently solved using numerical techniques. The
grids must be made sufficiently fine to resolve the eddies at small scales (Kolmogorov length
scales, where the viscous forces are nearly equal to inertia forces), at which energy dissipa-
tion takes place due to energy cascade. Similarly, the time steps have to be sufficiently small
to resolve faster fluctuations. As it be can be inferred from the discussion, the computational
costs required to solve unsteady Navier-Stokes equations on such a fine mesh with small
time steps can result in high computational cost to the extent that the method is seldom used
in industry [2, 28]. Due to such high computational costs associated with DNS simulations
despite the performance of modern supercomputers, other methods making simplifying as-
sumptions based on the level of detail and accuracy required are often used.
• Large eddy simulation (LES)
In comparison with DNS, the Large Eddy Simulation method resolves eddies on a larger
scale by using space filtering of unsteady Navier-stokes equations. The space filtering tech-
nique allows the larger scale eddies to be resolved and the smaller scale eddies to be filtered
out. In other words, the larger eddies are resolved exactly, while approximations are made to
account for the effects of the smaller eddies. Such an approach is possible since the smaller
scale eddies are almost isotropic and their behavior remains largely unchanged at sufficiently
high Reynolds number [2] which allows for an approximate description of the small-scale
eddy behavior using compact equations. The main motivation behind such an approach is
the reduced computational costs by avoiding resolution of small scale eddies without sacri-
ficing too much details and accuracy. The effects of the small scale unresolved eddies on the
resolved flow are included using a sub-grid scale model [2].
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• Reynolds-Averaged Navier-Stokes Models (RANS)
RANS models focus on the effect of fluctuating flow due to turbulence on the mean flow
properties. The time averaged governing equations result in six components of Reynolds
stresses which require additional equations to be solved for a closed system of equations.
Various models attempt to model the Reynolds stresses that appeared in Eqn. 2.12 using
additional transport equations. The number of additional transport equations required to be
solved along with the RANS flow equations vary from one to seven, depending on the level
of accuracy desired. The manner in which RANS turbulence models are coupled with the
other governing equations has been shown using two popular eddy viscosity models for ex-
ternal aerodynamic applications: a) Spalart-Allmaras model and b) Menter’s SST k-ωmodel.
Spalart-Allmaras Model
The Spalart-Allmaras model was specifically developed for external aerodynamic flows. It is
a robust model and provides an economical framework to predict boundary layer flows under ad-
verse pressure gradients. As discussed before, the turbulent shear stresses (Reynolds stresses) in
Eqn 2.12 originate as a result of the momentum exchange between the turbulent shear layer and the
surrounding fluid. To evaluate these Reynolds stresses, additional transport equations are required.
As shown next in this section, this model uses one additional transport equation to account for
turbulence effects (Reynolds stresses) using several simplifying assumptions.
Boussinesq [29] proposed a relationship between turbulent shear stresses (Reynolds stresses
which appear in Eqn. 2.12) to the rate of deformation as















where, µt is the dynamic turbulent or eddy viscosity, and δi j is the Kronecker delta using tensor
notation. However, the Spalart-Allmaras model approximates Eqn. 2.13 as shown











Spalart and Allmaras claimed that the missing k term does not have a major effect in shear
flows [30]. Using Eqn. 2.14, Reynolds stresses can be evaluated if the value of dynamic eddy
viscosity is somehow known. The Spalart-Allmaras method evaluates the dynamic eddy viscos-
ity values by modeling the transport of the kinematic eddy viscosity parameter ν̃ as shown be-
low [2, 30].
The dynamic eddy viscosity µt is related to kinematic eddy viscosity parameter ν̃ by
µt = ρ̃ν fν1 (2.15)































which states that the sum of the rate of change of the viscosity parameter ν̃ and the transport of ν̃
by convection is the combination of the rate of diffusion of ν̃, rate of production of ν̃, and the rate
of dissipation of ν̃. Here, the local mean vorticity can be predicted using




where the function fν2 can be estimated using
fν2 = 1 −
χ
1 + χ fν1
(2.20)
Here, S is the scalar measure of the deformation tensor and is given by
S ≡
∣∣∣Ωi j∣∣∣ + Cprodmin (0, ∣∣∣S i j∣∣∣ − ∣∣∣Ωi j∣∣∣) (2.21)
with
∣∣∣Ωi j∣∣∣ = √2Ωi jΩi j (2.22)
∣∣∣S i j∣∣∣ ≡ √2S i jS i j (2.23)






























where g is given by










Finally, the constants in the transport equation are defined as shown
Cν1 = 7.1 (2.29)
σν = 2/3 (2.30)
κ = 0.4187 (2.31)
Cb1 = 0.1355 (2.32)









Cw2 = 0.3 (2.35)
Cw3 = 2.0 (2.36)
Cprod = 2.0 (2.37)
These constants have been derived using model calibration for various wall-bounded external aero-
dynamic flows and a few other cases [27]. It should be noted, that the original method had provi-
sion for specification of the location of a trip to simulate the laminar-to-turbulent boundary layer
transition [30]. However, most CFD codes use the Spalart-Allmaras equation as a fully turbulent
model, and above formulation of the model is modified when implemented in ANSYS Fluent with
no requirements for a trip location specification. There are several variations of this model avail-
able in Fluent based on the problem requirement. Further details on the the model implementation
in Fluent can be found out from the solver documentation [27].
To summarize, a transport equation for calculation of the kinematic eddy viscosity parameter
was developed by Spalart and Allmaras [30] using various simplifying assumptions. Once the
kinematic eddy viscosity parameter is known, the dynamic eddy viscosity can be estimated using
Eqn. 2.15. Using the dynamic eddy viscosity value, the Reynolds stresses in Eqn. 2.18 can be
computed using Eqn. 2.14, thus forming a closed set of equations.
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SST k-ω Model
The predictions from the k-ε model [31] are known to suffer in case of boundary layer flows
with adverse pressure gradients. The Wilcox k-ω model [32] (also known as the standard k-ω
model) on the other hand is known to be sensitive to the assumed freestream value of ω. The SST
k-ω method [33] uses a blend of the widely-validated k-ε model and the Wilcox k-ω model, thus
combining the best of the two. The k-ε model is used in the region far away from the wall to reduce
the sensitivity of the obtained solutions to the freestream boundary conditions [2, 27, 33]. Such an
aim is accomplished by transforming the k-ε model into a k-ω formulation by substituting ε = kω.
Near the wall, however, the standard k-ω model is used for an improved performance under strong
adverse pressure gradients. Such a switch from the standard k-ω model in the near-wall region to
the modified k-ω model obtained from the transformation of the k-ε model can be easily achieved
using a blending function. Both the standard k-ω and the modified k-ω model are multiplied by
blending functions and added together. In the near wall region, the blending function becomes
1 which activates the standard k-ω model while it becomes zero far away from the wall which
activates the modified k-ω model.
The SST k-ω model uses the turbulence frequency ω as the second transport variable, causing




and the eddy viscosity to be given by
µt =
a1ρk




2S i jS i j, a1 is a constant, and F2 is a blending function.
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As before, the Reynolds stresses are calculated using Eqn. 2.13. To calculate the Reynolds
stresses, the values of the dynamic eddy viscosity and the turbulent kinetic energy must be deter-
mined. The SST k-ω uses the transport equation for the turbulent kinetic energy k from the Wilcox
k-ω model as shown below
∂ (ρk)
∂t








+ Pk − β ρkω (2.40)
where, Pk is the rate of production of turbulent kinetic energy given by
Pk =
(









where S i j is given by Eqn. 2.24.
The second transport equation for turbulence frequency ω is given by
∂ (ρω)
∂t




























Once the values of k and ω have been obtained from the transport equations, the value of the dy-
namic eddy viscosity can be calculated which enables prediction of Reynolds stresses in Eqn. 2.18.
Coupling Local Correlation Based Transition Methods with the SST k-ω Model
Including the laminar-to-turbulent boundary layer transition modeling capability in CFD sim-
ulations has proven to be difficult in the past, and this has been particularly true in the case of
general commercial CFD software used to simulate problems having real-life applications. As a
result of this difficulty in modeling the boundary layer transition, many CFD simulations assume
a fully turbulent boundary layer and hence fail to accurately capture the flowfield. Simulation of
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the laminar-to-turbulent boundary layer transition on high-lift devices is of great importance in
acquiring accurate predictions [18, 34]. Accurate modeling of the boundary layer transition pro-
cess will lead to improved predictions of surface-flow separation which is critical for an accurate
aerodynamic analysis of a high-lift system.
The Local Correlation based Transition Method (LCTM) is an approach where the experi-
mental correlations are used to relate the turbulence intensity in the freestream to the momentum-
thickness Reynolds number Reθt, to trigger the transition using only local variables [35]. Such an
approach of using only local variables is beneficial as: 1) using a non-local formulation requires
determination of the edge of the boundary layers which are not properly defined and 2) due to
the fact that the grid lines orthogonal to the wall in case of unstructured grids are very hard to
determine. Menter et el. [35] proposed a γ-Reθt model which uses two transport equations and
experimental correlations in a LCTM framework. The first transport equation models the trans-
port of intermittency which triggers the transition process through experimental correlations. The
link between the intermittency and the experimental correlation is given by the vorticity Reynolds





Here, y is the distance from the nearest wall and S the shear strain rate. From Eqn. 2.43 it can be
seen that all the variables on the right hand side of the equation are local variables, making the
computation of Reν consistent with the LCTM concept.




























Eγ1 = ce1Pγ1γ (2.46)
Here, Fonset is a term used to trigger the production of intermittency as a function of the Vorticity



























Fonset = max (Fonset 2 − Fonset 3, 0) (2.51)
The critical momentum-thickness Reynolds number Reθc is used to determine the location where
the production of intermittency is triggered, and this location is upstream of the transition momentum-
thickness Reynolds number location. The two aforementioned momentum-thickness Reynolds







Such a relationship between the critical and the transition momentum-thickness Reynolds numbers
was determined by Menter et al. using numerical experiments on a flat plate [35]. As will be seen
shortly, Reθc is determined using the second transport equation in this model.
The destructive or relaminarization terms Pγ2 and Eγ2 in Eqn. 2.44 are given as
Pγ2 = ca2ρΩγFturb (2.53)
Eγ2 = ce2Pγ2γ (2.54)
where Ω is the vorticity magnitude. Such a formulation of the destructive terms ensures a value of
zero in the laminar boundary layer and allows prediction of possible relaminarization in the bound-
ary layer. The term Fturb ensures that the destruction sources for intermittency are not activated in
the laminar portion of the boundary layer and is defined as
Fturb = e−(RT /4)
4
(2.55)
where RT is given by Eqn 2.49.
An accurate prediction of the onset of transition requires that the grids have a wall y+ ≈ 1. In
case of large y+ values, the transition onset location moves upstream with increasing y+ values [33].
The Reθc value is estimated from experimental correlation to freestream turbulence quantities such
as the turbulence intensity and few others as shown
Reθc = f (Tu, ...) (2.56)
31
To obtain the value of Reθc in a given grid cell within the boundary layer using above correlation,
the corresponding freestream turbulence quantities need to be determined and hence becomes non-
local. As discussed earlier, such a non-local formulation becomes difficult to implement in unstruc-
tured and parallelized CFD codes. Hence, Menter et al. [35] formulated a transport equation for
the transition momentum Reynolds number where Reθc is calculated in freestream using the cor-
relation given by Eqn. 2.56, which is then allowed to diffuse into the boundary layer. The second















σθt (µ + µt) ∂R̃eθt
∂x j
 (2.57)
The source function Pθt calculates transition momentum-thickness Reynolds number from the cor-













The function Fθt is designed such that it turns off the source term with the boundary layer to allow
the calculated freestream value of R̃eθt to be diffused within the boundary layer and is equal to 1 in
the boundary layer and zero in freestream. The function Fθt is defined as
Fθt = min
max
Fwakee−(y/δ)4 , 1.0 − ( γ − 1/ce21.0 − 1/ce2




















Menter et al. introduced a correction for the model to accurately predict the length of the laminar
separation bubble, especially at low levels of freestream turbulence intensities [35]. During the
boundary layer separation, the value of intermittency is allowed to be greater than 1 for a rapid
increase of turbulent kinetic energy in the flow, causing earlier reattachment of the turbulent shear






















The size of the bubble can be controlled by adjusting the value of the constant s1. The function
Freattach ensures that modification to γ is disabled once the shear layer reattachment has taken place,
and Fθt is the blending function in Eqn. 2.60, which ensures that the modifications made are con-
fined to the boundary layer.
Finally, the manner in which the intermittency transport equation is coupled with the transport






























P̃k = γeffPk (2.71)
D̃k = min
[
max (γeff, 0.1) , 1.0
]
Dk (2.72)
To summarize, the SST transition model predicts the laminar-to-turbulent boundary layer transition
on a wall using an experimental correlation between the freestream turbulence quantities and the
transition momentum-thickness Reynolds number. This transition momentum-thickness Reynolds
number calculated in the freestream is then diffused within the boundary layer using the second
transport equation for R̃eθt. The transition momentum-thickness Reynolds number is again corre-
lated to the critical momentum-thickness Reynolds number to predict the onset of transition. At a
location where the local momentum-thickness Reynolds number is equal to the critical value, the
production term within the intermittency transport equation is activated which causes generation of
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turbulent kinetic energy in the boundary layer, thus simulating the process of transition. It is to be
noted, that the actual physics of the transition has not been captured in the model. The purpose of
this model was to provide a simple framework where an industry-strength transition method could
be applied to both structured and unstructured CFD codes in a robust manner. All the information
regarding the physical mechanisms through which the transition takes place using this model is
contained within the experimental correlation functions. Such a technique is very useful because
several types of transition such as natural and bypass transition can be modeled accurately using
just the experimental correlation, without the need to develop sophisticated models for each mode
of transition.
The manner in which steady-state turbulence effects are included in CFD simulations through
RANS-based models has been described in this section. The two popularly used turbulence models
for external aerodynamics, the Spalart-Allmaras and SST k-ωmodels are implemented as fully tur-
bulent models in ANSYS Fluent. However, including the effects of laminar-to-turbulent boundary
layer transition in the simulations is highly desired for this study. The turbulence models that are
capable of simulating boundary layer transition in ANSYS Fluent include: a) the Langtry-Menter
4-equation SST Transition model, also known as the γ-Reθt-SST Transition model as described
earlier in this section and b) the 3-equation intermittency SST Transition model, also based on the
LCTM approach.
In this study, the 3-equation intermittency (γ) SST Transition model [36] is used to simulate the
UIUC1600 in ground effect. As discussed by Menter et al. [36], the γ transition model has many
advantages over the popularly used 4-equation γ–Reθ transition model including reduced compu-
tational time while maintaining all the benefits of the Local Correlation-based Transition Model
(LCTM) concept. Meshing guidelines for the γ transition model require wall y+ to be nearly 1 for
accurate resolution of wall boundary layers and prediction of transition, with at least 30 boundary
layer cells in the normal direction and a growth rate of 1.1 or below required for grid indepen-
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dence [36]. A growth rate of 1.1 implies that the cell height of the n + 1th boundary layer will be
1.1 times the height of the nth boundary layer cell.
Selection of the best CFD model for a given problem is essential. However, if those models are
not solved accurately using numerical methods, large errors are bound to show up in the solution.
The choice of a numerical scheme not only affects the level of accuracy, but has a significant effect
on the rate of convergence. The following section delves briefly into various commonly available
solution methods in a commerical CFD code such as ANSYS Fluent.
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2.3 Solution Methods
One of the most attractive features of the Finite Volume Method (FVM) is the fact that a
geometry can be discretized in the form of cells, each one representing a control volume. The
governing equations can be integrated over each of these control volumes and thus FVM is easier
to interpret from a physical reasoning standpoint when compared with other methods. The manner
in which the governing PDEs can be integrated over each cell representing a control volume to
obtain a set of algebraic equations will now be demonstrated.
2.3.1 Discretization Methods
Considering steady state, the transport equation (Eq. 2.10) can be rewritten as




+ S φ (2.73)
Ignoring the source term and considering one-dimensional flowfield for simplicity, the trans-












where u is the flow velocity in the x-direction.
It should be noted that each term in the general transport equation given by Eq. 2.10 is rep-
resented on the per-unit-volume basis. Thus, integrating Eq. 2.74 for the conservation of a given














where dV represents the volume of the cell on which the transport equations are being integrated.















where A is the area of the y-z face of the cell (face normal to the x-direction). Equation 2.76
physically represents the conservation of the property φ via flux balance in the control volume.
Integrating Eq. 2.76 over the control volume yields















It should be noted that in FVM, the flow properties are evaluated at the center of the cell in a
grid. However, the subscripts E f and W f represent the east and the west faces of the control
volume. Since flow properties are known only at the center of the cells, the flow properties at the
face of the cells must be estimated using various assumptions and approximations. Various spatial
discretization methods can be used to evaluate values of a given property at the face of the cell
from the values at the center of the neighboring cells. The diffusion terms on the left side of the
Eq. 2.77 are commonly discretized using the second order accurate central differencing scheme.











where the subscripts WC, EC, and PC represent the cell centers of the west, east, and the cell P,
respectively.
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Using the central differencing scheme, the gradients at the control volume faces are approxi-



























where δxPEC and δxWPC are the distances between the cell centers of the cells represented by the
subscripts.
Substituting Eqs. 2.78–2.81 into Eq. 2.77 yields











Defining new variables DW f and DE f viz.
DW f =





ΓE f AE f
δxPEC
(2.84)
Using the new variables DW f and DE f , Eq. 2.82 can be re-written as










It is important to note that the above formulation of the central differencing scheme is simplistic in
nature to provide a conceptual understanding of how the method works. The actual implementation
of the central differencing method in ANSYS Fluent is slightly different to account for stability
and convergence issues [27].
The convective terms on the right hand side of Eq. 2.77 are discretized using a different method.
Although central differencing method is applicable to the convective terms as well, the property
φ on, say the east face of the cell P is always influenced by both φEC and φPC . As Versteeg and
Malalasekra described, in a strongly convective flow from east to west, the property φ on the east
face of the cell P should be influenced more strongly by the upstream cell value [2] which in this
case would be φPC . Hence, taking into account the direction of the flow when discretizing the
convective terms becomes important.
Consider a first order upwind scheme where the property φ on the faces of a cell are determined
by setting them equal to φ value of the corresponding upstream cell viz.
φW f = φWC (2.86)
and
φE f = φPC (2.87)
where Eq. 2.86 and 2.87 are true when the flow is in positive x-direction, i.e., uW f > 0 and uWe > 0.
Equation 2.85 now becomes,










It should be noted that the value of flow velocity at the east and west faces of the cell have not
been set equal to the corresponding values of the upstream cell and are computed using a different
method. Representing the terms (ρu)E f and (ρu)W f by new variables CE f and CW f , Eq. 2.88 can be
re-written as









Rearranging Eq. 2.89 gives
(




DW f + CW f
)
φWC + DE fφEC (2.90)
Equation 2.90 can be written in general form viz.
aPφPC = aWφWC + aEφEC (2.91)
Similarly, when the velocity is in negative x-direction, the property φ at cell faces can be computed
as shown
φW f = φPC (2.92)
and
φE f = φEC (2.93)
Using these values of φ at the cell faces for flow velocity in negative x-direction, similar analysis
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can be performed to obtain Eq. 2.91 but with different coefficients represented by aP, aW , and aE.
The coefficients aP, aW , and aE for flow velocity in both positive and negative x-direction is
given by
aP = aW + aE + (CE f −CW f ) (2.94)
aW = Dw + max
(









As stated earlier, the method presented above for discretization of the convective terms is the first
order accurate upwind method. For higher accuracy, the second-order upwind scheme is often
used for the discretization of the convective terms in a given transport equation. In the second-
order upwind method, the value of a property φ at the face of a cell is computed using
φW f = φPC + ∇φPC .rPCW f (2.97)
where φPC and ∇φPC are calculated at the upstream cell center PC, assuming the flow direction is
in the positive x-direction. Here, rPCW f is the displacement vector from the upstream cell center PC
to the west face of the cell P. The manner in which the gradients of the property φ are evaluated in
ANSYS Fluent will be described later.
In ANSYS Fluent, the diffusion terms are central differenced and hence are second-order ac-
curate [27]. However, Fluent has various spatial discretization schemes for the convection terms
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for each transport equation being solved. These spatial discretization schemes can be selected by
the user depending on various factors as described below [27]:
• First Order Upwind
The first order Upwind method calculates the values of property φ by setting them equal to
the values corresponding to the cell centers of the upstream cell as described above. Such
a method of calculating flow property values at the faces of the cells results in a first order
accuracy. An apparent advantage of using the first order method is reduced computational
cost. Typically, first order methods are dissipative in nature and hence are used to obtain
first-order convergence when convergence using higher order methods are hard to achieve.
In such cases, using first-order converged solution as the initial solution, higher order con-
vergence may then be achieved using other discretization schemes such as those listed below.
• Second Order Upwind
The second order Upwind method, as described earlier briefly, is based on the same concept
as the first-order accurate upwind method. However, to achieve a higher order accuracy,
the quantities at cell faces are computed using Eq. 2.97. Second Order Upwind method
is selected by default for the momentum equations while the First Order Upwind method
is selected by default to solved for turbulence model transport equations. However, Sec-
ond Order Upwind method is recommended for all transport equations for most low-speed
aerodynamics applications for higher accuracy.
• Power Law
The Power Law scheme gives more accurate solutions for one-dimensional problems. It




QUICK is an acronym for Quadratic Upstream Interpolation for Convective Kinetics. The
QUICK scheme calculates the cell face values using a quadratic interpolation of three cell
centers: two nodes on either side of the face and one additional adjacent upstream node.
In general, QUICK scheme are more accurate on meshes with hexahedral or quadrilateral
cell shapes where the cells are well aligned in the flow direction.The QUICK scheme is
recommended for rotating or swirling flows over the second order accurate methods.
• Third-Order MUSCL
The third-order MUSCL scheme uses a blend of the Second Order Upwind method and the
Central Differencing Method to achieve higher order accuracy. The third-order MUSCL
scheme is applicable over any type of grid and is typically recommended for rotating or
swirling flows. The third-order MUSCL scheme provides higher spatial discretization ac-
curacy over the second-order methods. An important numerical phenomena called the nu-
merical dispersion is a phenomena where different Fourier components of the solution travel
at different speeds in the computational domain due to finiteness of the computational grid,
thus causing wiggles and a mismatch between the phase of the numerical and the actual
solution. Higher order methods typically suffer from high numerical dispersion and require
the use of flux and gradient limiters to reduce the problems of undershoots and overshoots.
In the current formulation of ANSYS Fluent, the third-order MUSCL scheme does not con-
tain gradient limiters due to which the obtained solutions may suffer from undershoots and




The gradient term ∇φPC in Eq. 2.97 is one of the many instances depicting the need of a method
for computation of gradients in CFD. Such gradient terms are typically evaluated using the Green-





φE f ~AE f + φW f ~AW f
)
(2.98)
where the value of property φ at the cell faces are evaluated using cell-based and node-based
methods. The two Green-Gauss methods available in ANSYS Fluent to calculate φ at cell faces
for evaluation of gradients and derivatives have been described below briefly:
• Green-Gauss Cell-Based Method
The value of φ at cell faces is evaluated using arithmetic average of the neighboring cell-






In this method, the value of φ at cell faces is evaluated using arithmetic average of the nodal







Here, the nodal values are estimated using a weighted average of neighboring cell values
around those nodes.
Other then the Green-Gauss method, the least-squares cell-based gradient evaluation technique
is available in Fluent where the method relies on a face-based least-squares method.
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Of the three methods discussed, the cell-based Green-Gauss method is the least computation-
ally expensive and the least accurate. On the other hand, the node-based Green-Gauss method
provides higher accuracy but is the most computationally expensive of the three. The least-squares
cell-based gradient evaluation lies in between the two Green-Gauss methods in terms of computa-
tional costs but is comparable to the node-based Green-Gauss methods in accuracy on unstructured
meshes, especially those with high skewness and distortion. The least-squares cell-based gradient
evaluation is the default method in ANSYS Fluent.
2.3.2 Solution Methods
The manner in which the governing fluid equations are discretized to obtain a set of algebraic
equations have been described in the earlier sections. However, there are different ways to solve
the obtained set of discretized equations in order to obtain predictions for the dependent variables
such as velocity, pressure, temperature, density, etc. Primarily, there are two popular methods in
most commercial CFD solvers for obtaining solutions from the discretized equations: a) pressure-
based approach and b) density-based approach. The pressure-based approach was initially de-
veloped for the low-speed incompressible flows while the density-based approach was developed
for high-speed compressible flows. However, both methods have been extended to include wide
range of flow conditions ranging from the low-speed incompressible to high-speed compressible
flows. In both the pressure-based and density-based solvers, the velocity field is obtained from the
discretized momentum equations. In case of the pressure-based approach, the pressure-correction
equation is solved to obtain the pressure field. The pressure-correction equation is obtained from
manipulation of the continuity and momentum equations. The pressure-based solver was selected
for this study since it was originally intended for the low-speed flows, and will be described in
brief in this section.
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The pressure-based approach can be accomplished using two methods: a) solving for velocity
and pressure in a segregated fashion, where the discretized governing equations are solved one
after other and b) solving for velocity and pressure in a coupled manner, where the momentum and
continuity equations are solved as a coupled system of equations and the remaining equations are
solved one after the other. There are pros and cons to both the segregated and coupled algorithms
in the pressure-based approach. The segregated algorithms require lesser memory than the coupled
algorithms since only one discretized equation need to be stored in the memory at a time. The cou-
pled algorithm typically requires 1.5–2 times the memory required by the segregated algorithm for
the same case being simulated [27]. However, the increased memory requirement for the coupled
algorithm comes with an advantage of significantly faster convergence compared to the segregated
algorithm. It is to be noted that the time required per iteration in the coupled method increases
when compared with the segregated algorithm, but the overall time required to obtain a converged
solution is lower using the coupled algorithm due to lesser number of iterations required to achieve
convergence.
The segregated algorithm can be of various types. There are three pressure-based segregated
algorithms included in ANSYS Fluent for the steady-state case: a) SIMPLE, b) SIMPLEC, and c)
PISO. The SIMPLE algorithm is a standard algorithm popularly used in commercial CFD software
to obtain the solution for pressure and velocities. The SIMPLEC algorithm is a variation of the
SIMPLE algorithm and may provide better convergence in case of relatively simpler flow prob-
lems, for instance, when using only the laminar flow model in the solver without including any
additional physics models. PISO method is mainly intended to be used for transient calculations.
However, PISO maybe used for steady-state simulations in case of highly-skewed meshes.
Unlike the segregated algorithm, the pressure-based coupled algorithm does not offer varia-
tions. The coupled method is more robust than the SIMPLE algorithm since sometimes it may be
hard to achieve convergence using the SIMPLE algorithm for complex fluid flow problems despite
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using lower values of the under-relaxation factors. The aforementioned benefit of using the cou-
pled algorithm along with the fact that it will typically converge faster than the SIMPLE method





An inverted two-element airfoil UIUC1600 [23] that is typical of wings found on open wheel
racecars was selected for this study, and the geometry is shown in Fig. 3.1 (see Appendix A for
coordinates). The main element chord length c1 is defined as the length of a line joining the
leading and the trailing edge of the main element. The flap chord length c2 is also defined in a
similar fashion. In this study, the system chord length c is set to 13 in. and is defined as c1 + c2
when both the elements are set at zero angle of attack and placed end to end. To maintain this
chord length at a fixed value of 13 in., the flap was increased in size whenever the main element
size was reduced to vary the main element to system chord ratio, thereby defining a new airfoil in
each case. The angle of attack α is defined as the angle made by the main element chord with the
ground plane and is positive when its trailing edge is deflected upward with respect to its leading
edge. The gap size ls,y was defined as the shortest distance of the flap from the main element
trailing edge while the overhang distance ls,x was defined as the distance of the flap leading edge
from the main element trailing edge along the main element chord, as shown in Fig. 3.1. A positive
overhang is the case when the leading edge of the flap is upstream of the trailing edge of the main
element, and a negative overhang is when the flap leading edge is aft of the main element trailing
edge. The flap deflection angle δ f is the angle made by the flap chord relative to the main element
chord and is defined positive when the flap trailing edge is deflected upward. Finally, the ground
clearance height h is defined as the shortest distance from the ground to the main element airfoil.

















Figure 3.1: Diagram of the inverted multielement airfoil configuration UIUC1600 in ground effect
showing (a) the full geometry and (b) a close-up of the gap size and overhang distance.
3.2 Grid Convergence Study and Grid Selection
In this section, a systematic grid convergence study has been conducted for an inverted two-
element airfoil in ground effect, and the criteria used to determine the best grid to perform further
simulations will described. Four grids for the same geometry, 1) extra-coarse, 2) coarse, 3) fine,
Table 3.1: Tabulated Values of Various Baseline Configuration Geometric Parameters for the
UIUC1600
Parameter Value
System chord, c 13 in.
Ground clearance height h 4 in.
Angle of attack α 5 deg
Flap deflection angle δ f 27 deg
Main element to system chord ratio (c1/c) 69%
Flap element to system chord ratio (c2/c) 31%
Gap size ls,y 0.211 in.
Overhang distance ls,x 0.595 in.
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and 4) extra-fine grid, having progressively smaller cell sizes have been used to perform the grid
convergence study (grids shown in Fig. 3.2). The total number of cells in the four grids are tab-
ulated in Table 3.2. The grids were refined by prescribing smaller cell sizes on the airfoil and
ground surfaces, by increasing the number of cell layers and using a smaller growth rate in the
boundary layer mesh, and by decreasing the growth rate for the triangular cells in the inviscid re-
gion. The aforementioned parameters were carefully selected to maintain the smoothness of mesh
by ensuring smooth transition from quadrilateral cells in the boundary layer to triangular cells in
the inviscid region and by avoiding any abrupt change in the size and volume of the adjacent cells.
Grid convergence index (GCI) is a factor that aids in quantifying the computational uncer-
tainty in a grid convergence study and provides a uniform method of presenting grid refinement
results in the field of computational fluid dynamics. In this approach involving a grid conver-
gence factor as proposed by Celik et al. [37] and Roache [38], the true solution is extrapolated
using the Richardson extrapolation method, and the computed solutions on successively refined
meshes must approach the true solution asymptotically as shown in Fig. 3.3. The error bars shown
in Fig. 3.3 are computed using GCI values determined using the approach described in Celik et
al. [37]. These error bars represent the amount of uncertainty in the computed solution. If the true
solution falls within the uncertainty range of the computed solution from a given mesh, the mesh
is suitable for use in further simulations.
Table 3.2: Tabulated List of the Total Number of Cells for Four Different Grids








Figure 3.2: Computational grids for the two-element airfoil UIUC1600: (a) extra-coarse grid, (b)
coarse grid, (c) fine grid, and (d) extra-fine grid.
Grid Selection
Figure. 3.3 indicate that the fine and extra-fine meshes are suitable for further computations.

















Figure 3.3: Grid convergence of Cl from the SST γ transition model.
verged grid for the remainder of this study. Figures 3.4–3.5 show the fine grid in greater detail.
The inlet, outlet, and the far-field boundary of the computational domain are both maintained
at a distance of 32c from the airfoil surfaces to ensure a good mesh quality and to allow full devel-
opment of the wake. The ground clearance height was set according to the case being simulated. A
hybrid computational grid, as shown in Fig. 3.4, was generated using a patch conforming advanc-
ing front approach with (1) structured cells containing quadrilateral elements near the airfoils and
ground to capture the boundary layer on each surface and (2) unstructured triangular cells filled in
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the remaining space of the computational domain.
The centroid of the first boundary layer cell on the main element, flap, and ground was set
to achieve a maximum wall y+ value less than 1, as required by the γ transition SST model for
accurate resolution of the boundary layer. The boundary layer cell growth rate was set at 1.04 for
the airfoil and 1.07 for the ground boundary layer mesh. The boundary layer meshes had 85 layers
of cells normal to both the main element and flap surfaces and 65 layers of cells normal to the
ground. In order to capture the decelerated wakes accurately, the growth rate of the unstructured
triangular cells was set at 1.035 to keep the cell size small in the vicinity of the multielement airfoil.
3.3 Computational Methodology
The wake deceleration characteristics of the UIUC1600 inverted two-element airfoil operating
in ground effect have been simulated. The effects of individual parameters have been isolated by
varying the ground clearance height, angle of attack, flap deflection angle, main element to system
chord ratio, and gap size, while maintaining other parameters constant. Varying each parameter led
to a different geometric configuration which was meshed separately each time. ANSYSr FluentTM
was used to perform the simulations on a desktop PC with an Intelr Core i7 quad core processor
and 12 GB of RAM. The simulations were assumed to be converged when (1) the relative residual
for each equation was below 10−6 and (2) there were no changes in Cl and Cd values for more than
1,000 iterations.
All cases were run at a fixed Reynolds number Re = 1.1 × 106 based on the system chord
length c, freestream Mach number M∞ = 0.15, operating pressure p∞ = 2017.42 lb/ft2, and
operating temperature T∞ = 518.69 oR. The upstream boundary was modeled using velocity inlet




Figure 3.4: Computational grid for the two-element airfoil UIUC1600: (a) computational domain,
(b) grid refined in relevant regions around the airfoil, and (c) fine grid cells between the gap.
viscosity ratio of 10. The downstream boundary of the domain was modeled using pressure-outlet
boundary condition in which the gauge pressure was set at zero. The domain farfield was modeled
using pressure far-field boundary condition which enforced a velocity tangency condition. The
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(a) (b)
Figure 3.5: Boundary layer cells and transition to triangular cells: (a) airfoil surface and (b) ground
surface.
ground was modeled using a moving-floor boundary condition or the road condition [8] in which
the ground moves with the freestream velocity in the positive x-direction. Since the study deals
with an inverted racecar multielement airfoil system, Cl will represent the aerodynamic downforce
coefficient instead of the aerodynamic lift, with a negative sign denoting the downward direction
of forces that are generated orthogonal to the freestream direction. Wake bursting occurs as a result
of high velocity deficit gathered by the wakes under adverse pressure gradients, and hence the term




4.1 Effect of Ground Clearance Height
Racecar wings operate in strong ground effect producing a high aerodynamic downforce to
improve traction. Additionally, the front wing is also used as a trimming device, and its sensitivity
to the ground proximity determines the ease of driving a racecar. Studying the effect of ground
proximity on the manner in which wakes of a high-lift airfoil system behave, thus becomes im-
portant. Hence, the flow around the UIUC1600 was simulated at varying ground clearance heights
while maintaining the same values of other baseline configuration geometric parameters as defined
in Table 3.1.
Figure 4.1 shows velocity contours for different ground clearance heights where the warmer
shades (red) of color show higher velocity while cooler shades (blue) represent low velocity. As
can be seen in Fig. 4.1b, the peak velocity on the suction surface of the main element increases
when placing the airfoil in ground vicinity (h = 12 in.) compared with when the airfoil is out of
ground effect. The peak velocity increases further with reduction in the ground clearance height
until a height of 4 in. is reached, as represented by increasing intensity of the red color beneath
the suction surface in Figs. 4.1b–4.1d. A ground clearance height of 4 in. is typical of front wings
on an open-wheel racecar. The data indicate that further decreasing the clearance height leads to
a reduction in the peak velocity on the main element airfoil as a result of flow separation on its
suction surface. The blue regions beneath the flap represent main element wake deceleration due
to the adverse pressure gradient as a result of the flow turning around the flap. With progressive
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reduction in ground clearance heights, the blue region grows larger indicating increased main el-
ement wake deceleration causing it to thicken. The separated flow from the main element surface
merges with the decelerated main element wake when the airfoil is operating at h = 1 in. as shown
in Fig. 4.1e. Although a racecar front wing will seldom operate at such low h values, small ground
clearance heights may be experienced when the racecar pitches down, for example, when apply-
ing brakes. Upon close inspection of Fig. 4.1e, it becomes clear that any further decrement in
the ground clearance may result in confluence of the burst wakes from the airfoil and the ground
boundary layer. Thus, at extremely low ground clearance heights achieved when the car pitches
down on the racetrack, the resulting confluence may affect the flowfield around the downstream
aerodynamic components of the racecar and may cause handling problems.
The adverse effects of wake bursting on the aerodynamic performance of a multielement air-
foil system becomes apparent from the data in Fig. 4.2. In this figure the streamlines are plotted
uniformly around the multielement airfoil simulated at different ground heights in order to better
visualize the flowfield. On careful inspection, one can notice the increased crowding of streamlines
at the suction surface and a decrease in the same on the high-pressure surface of the main element
indicating higher lift, as seen in Fig. 4.2b. Near the suction surface of the flap, the streamlines di-
verge due to wake thickening, causing the streamlines curvature to decrease. It is this decambering
in the streamlines curvature near the flap, as a result of wake deceleration and subsequent wake
thickening, that causes flap loads to become suppressed. The loss of streamline curvature is fur-
ther increased as the ground clearance is decreased, as seen in Figs. 4.2b–4.2e, causing a greater
reduction in the value of Cl. The downforce reduction is worsened when the wake of the main
element merges with the separated region around its trailing edge, causing the load on a portion of
the main element to be suppressed as well.
The flow structure of the main element wakes can be observed from Fig. 4.3 which presents
zoomed-in plots of the streamlines in the vicinity of the flap. The wake deceleration is increased
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when bringing the airfoil closer to ground causing the streamlines to diverge, as seen while com-
paring Figs. 4.3a–4.3d. When the ground clearance is reduced to 1 in., flow reversal is observed in
the decelerated wake where the flow separates from itself to form two vortices. The lower vortex
in the main element wake merges with the separated flow on the aft portion of the main element
causing it to become larger in size than upper vortex. Also, the path-angle followed by the burst
wakes is shallower causing the streamlines below the wake to flatten out further and the downforce
to decrease.
The trends discussed above can be observed in the pressure distribution plots for varying
ground clearance heights in Fig. 4.5. With smaller values of the ground clearance height, the
suction peak on the Cp distribution plots increases until a height of 4 in. is achieved. The increase
in the suction peak with reducing values of h is due to a venturi-like channel with converging and
diverging cross-section areas formed between the airfoil and the ground, as seen in Figs. 4.1 and
4.2. The flow is accelerated in the converging area of the channel, thereby increasing the peak
velocity on the main element and consequently the suction peak. Bringing the airfoil any closer to
the ground results in the loss of suction peak due to flow separation. The flow separation is caused
due to the high adverse pressure gradients in the diverging portion of the channel, and this causes
the pressure distribution on the aft portion of the suction surface to become flat as observed in
Fig. 4.5e. The location of the laminar-to-turbulent boundary layer transition on the main element
and flap suction surfaces moves toward the leading edge with reduced ground clearance height and
is due to the increased adverse pressure gradients at lower ground heights. The effects of wake
bursting become evident when observing the Cp distribution around the flaps in Figs. 4.5d–4.5e.
When the burst wakes are thick enough to cause significant decambering of the streamlines in the
flap vicinity, the pressure on the flap suction surface increases causing the pressure distribution
on the flap to plateau. The flattening of the flap Cp distribution contributes to the loss of overall
downforce produced from the airfoil system. It is worth noting that the Cp distribution plots show
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the presence of a laminar separation bubble.
Figure 4.4 shows the lift and drag coefficient trends for varying ground clearance height h. As
h is decreased to 12 in., an increase of 26.4% is observed in the aerodynamic downforce coeffi-
cient Cl value over the case with no ground present. The trend of increasing Cl with decreasing
h continued until a clearance height of 4 in. was reached. The data indicate that decreasing the
ground clearance below this point leads to a drastic decrement in the Cl value produced as shown
in Fig. 4.4a. The drag coefficient Cd on the other hand shows a monotonically increasing pattern
with decreasing ground clearance, as shown in Fig. 4.4b. The drag coefficient becomes signifi-
cantly larger at h = 1 in. due to merging of an already thick decelerated wake with the separated





Figure 4.1: Plots of velocity contours depicting effect of ground proximity on wake bursting for
five different ground heights: (a) no ground, (b) h = 12 in., (c) h = 8 in., (d) h = 4 in., and





Figure 4.2: Streamlines around UIUC1600 at five different ground clearance heights:





Figure 4.3: Effect of ground proximity on the degree of wake bursting, as shown by streamlines in
the flap vicinity: (a) no ground, (b) h = 12 in., (c) h = 8 in., (d) h = 4 in., and (e) h = 1 in.
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Figure 4.5: Pressure distribution plots for the selected multielement airfoil configuration at dif-
ferent ground clearance height: (a) no ground, (b) h = 12 in., (c) h = 8 in., (d) h = 4 in., and
(e) h = 1 in.
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4.2 Effect of Angle of Attack
The main element angle of attack was varied from −1 to 8 deg with the remainder of the base-
line configuration parameters maintained at the same values as given in Table 3.1. Figure 4.6
shows the velocity contour plots for the UIUC1600 airfoil for these varying angles of attack. As
can be seen from the data, with increasing angle of attack the intensity of the red region beneath
the main element increases, indicating an increase in the peak velocity. This trend of increasing
peak velocity with increasing α is observed until α = 5 deg is reached, beyond which the peak ve-
locity is reduced due to highly-separated flow. The velocity deficit gathered by the main element
wake, as represented by the blue region beneath the flap, increases with increasing α and becomes
significantly large at α = 8 deg.
Figure 4.7 shows the flow streamlines around the multielement airfoil for different angles of
attack. A fixed number of streamlines are plotted uniformly to represent the manner in which the
flowfield behaves around the airfoil system. It is evident that the thickness of the main element
wake increases with increasing angle of attack, as represented by the diverging streamlines be-
neath the flap in the figure. Figure 4.8 shows the main element wake structure for different values
of α. The streamlines in the wake increasingly diverge with increasing α, indicating increased
wake bursting due to higher adverse pressure gradient. When the angle of attack reaches a value of
α = 8 deg, flow reversal is observed in the main element wake causing two large vortices to form.
Also, at α = 8 deg, the flow separates from the main element suction surface near the trailing edge
and merges with the burst wakes thus contributing toward an increase in the main element wake
thickness.
Figure 4.9 shows results of all the cases simulated for varying angles of attack. It was observed
that Cl increases with an increasing angle of attack before reaching a critical angle, beyond which
66
a loss of downforce occurs. The critical angle of attack in this case was 2 deg with Cl,max ≈ −4.6.
Figure 4.10 shows the pressure distribution plots for different angles of attack. The data indi-
cate that as the angle of attack increases, the strength of the adverse pressure gradient increases
both on the main element and the flap, causing the transition points on the suction surfaces to move
upstream. The boundary layer flow on the main element is able to transition via a laminar separa-
tion bubble for all values of α, while a laminar separation bubble is formed on the flap surface for
−1 ≤ α ≤ 5 deg. No transition on the flap is observed on the flap surface for α = 8 deg.
An interesting observation can be made upon careful examination of the pressure distribution
shown in Fig. 4.10. The loss of downforce occurs at α = 5 deg with no flow separation observed on
the main element or on the flap surface. In fact, α = 5 deg has a higher suction peak on the main
element than when the angle of attack has a value of α = 2 deg. The main factor that drives Cl to
a lower value at α = 5 deg is the pressure distribution around the flap. On comparing Figs. 4.10c
and 4.10d closely, a flatter flap pressure distribution can be observed for the latter case.
An explanation for the loss of downforce without flow separation on the airfoil surfaces can
be explained with Fig. 4.7. On examining the flowfield, the manner in which the streamlines di-
verge below the flap suction surface with increasing α can be observed. As the main element wake
loses velocity while traversing the adverse pressure gradient region around the flap, the streamlines
become less crowded and diverge causing the neighboring streamlines to have less curvature. On
recalling that the downforce is produced as a result of lower-than-freestream pressure on the airfoil
suction surface due to the streamline curvature introduced by the airfoil geometry, it can be con-
cluded that the loss in the streamline curvature around the burst wake results in increased pressure
on the suction surface of the flap, thus causing the Cl value to fall. In substantial wake bursting,
the curvature loss experienced by the surrounding streamlines will be greater thus increasing the




Figure 4.6: Velocity contours depicting effect of main element angle of attack on wake bursting:
(a) α = −1 deg, (b) α = 2 deg, (c) α = 5 deg, and (d) α = 8 deg.
to reduce the overall downforce from the airfoil system despite the increase in the suction peak
on the main element, thus demonstrating the significance of wake bursting on the aerodynamic




Figure 4.7: Diverging streamlines near the lower surface of the flap due to wake deceleration for
four different main element angles of attack: (a) α = −1 deg, (b) α = 2 deg, (c) α = 5 deg, and




Figure 4.8: Effect of angle of attack on the degree of wake bursting, as shown by streamlines in the
flap vicinity shown for four different angles of attack: (a) α = −1 deg, (b) α = 2 deg, (c) α = 5 deg,







































































Figure 4.10: Variation of Cp distribution with angle of attack α: (a) α = −1 deg, (b) α = 2 deg,
(c) α = 5 deg, and (d) α = 8 deg.
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4.3 Flap Deflection
The flap deflection angle effects on the wake bursting were analyzed for the UIUC1600 airfoil
system for three deflection angles of 12, 27, and 42 deg while maintaining other baseline configu-
ration parameter values as shown in Table 3.1. Figures 4.11 and 4.12 show that with increasing flap
deflection the wake bursting increases, as indicated by the larger size and intensity of the blue re-
gion beneath the flap and the amount by which streamlines diverge indicating the increased wake
thickness and decambering of flow streamlines in the flap vicinity. The peak velocity increases
with increasing flap deflection angle until δ f = 27 deg, beyond which the peak velocity is reduced
due to highly separated flow. Figure 4.13 shows the main element wake structure for varying flap
deflection angles. With increasing values of δ f , the flow streamlines in the wake diverge by a
greater amount causing loss of curvature in the surrounding streamlines. At δ f = 42 deg, the flow
separates from the main element suction surface and merges with the lower vortex formed in the
main element wake, thus causing the decelerated wake to become larger in size.
Figure 4.14 summarizes the results of the simulations. The downforce coefficient Cl increases
when the flap deflection is increased from 12 to 27 deg and decreases when δ f is increased to
42 deg. The drag coefficient Cd increases monotonically with increasing δ f as a result of a larger
frontal area exposed to the incoming flow.
Figure 4.15 shows the pressure distribution plots for varying flap deflection angles. In general,
increasing the flap deflection angle will increase the suction peak on both the elements resulting
in an increased Cl value and this can be seen by comparing the area enclosed within the Cp plots
shown in Figs. 4.15a and 4.15b. Observing the pressure distribution plots in Figs. 4.15b and 4.15c
around the flap, a general trend can be noticed that as the wake starts to thicken it suppresses the




Figure 4.11: Velocity contours depicting effect of flap deflection angle on wake bursting: (a) δ f




Figure 4.12: Diverging streamlines in the vicinity of the flap due to wake deceleration shown for




Figure 4.13: Flow structure within the burst wakes shown for three flap deflection angles: (a) δ f
































































Figure 4.15: Variation of Cp distribution with flap deflection angle: (a) δ f = 12 deg, (b) δ f
= 27 deg, and (c) δ f = 42 deg.
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4.4 Effect of Main Element to System Chord Ratio
The size of the main element expressed as a percentage of the total chord is varied to study its
effect on wake bursting and the downforce. As the main element was reduced in size, the flap size
was increased to maintain the same value of the total chord, as defined earlier (13 in.). The range
of the main element size varies from as large as 79% of the system chord c to as small as 49%,
while keeping the other baseline configuration parameters constant.
Figure 4.16 shows the velocity contour plots for varying main element and flap sizes of the
UIUC1600. As the flap size grows larger, the peak velocity on the main element suction sur-
face increases as seen from the growing intensity of the red region beneath the main element.
The blue region beneath the flap surface representing the main element wake deceleration grows
larger in size and intensity with increasing flap size. Figure 4.17 shows the streamline plot for
the UIUC1600 having different main element to system chord ratios. The streamlines are more
crowded beneath the main element suction surface when the flap size is larger. Also, with increas-
ing flap size the streamlines in the flap vicinity diverge by a greater amount indicating the presence
of a thicker wake. Figure 4.18 shows the flow structure within the main element wake in greater
detail. When the main element to system chord ratio is 79%, two small vortices are formed as
a result of the off-the-surface flow separation in the main element wake. When the flap size is
increased resulting in a main element to system chord ratio of 69%, the flow reversal in the wake
is suppressed. The flow reversal is observed again for the main element to system chord ratios of
59% and 49%. When the flap is small in size (79% main element), the peak velocity on the main
element suction surface is low and hence the resulting main element wake has low momentum to
begin with, while traversing the adverse pressure gradient in the flap vicinity. It is this low mo-
mentum in the main element wake that results in flow reversal and the subsequent formation of
two vortices. When the flap size is increased (69% main element), the peak velocity increases and
hence the wakes from the main element have higher momentum before traversing the adverse pres-
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sure gradient beneath the flap which results in suppression of flow reversal. On increasing the flap
size further (59% and 49% main element), the peak velocity on the suction surface increases but
the resulting adverse pressure gradient in the flap region is high enough to cause off-the-surface
flow separation within the wakes resulting in formation of the two vortices again. It should be
noted from Fig. 4.16 that even though the smallest and the largest flap sizes result in flow reversal
in the main element wakes, the intensity and the size of the blue region increases with increasing
flap size indicating greater wake bursting.
The lift and drag results for the analysis are presented in Fig. 4.19. As the size of the main
element decreases, an increase in the downforce coefficient Cl is seen until a main element to sys-
tem chord ratio of 59%, beyond which Cl experiences a slight drop in value. The drag coefficient
Cd on the other hand rises monotonically with decreasing main element size due to the increased
exposed frontal area resulting from a larger flap.
Figure 4.20 shows the pressure distribution trends with a varying main element to system chord
ratio. As the main element size is decreased, higher main element and flap suction peaks are ob-
served. On careful examination of Fig. 4.17, the angle made by the line joining the leading edge
of the main element and the trailing edge of the flap with the ground increases with a decreasing
main element size. The aforementioned angle reflects the amount of curvature observed in the
flowfield. Hence, with an increasing angle made by the line joining the leading edge of the main
element and the trailing edge of the flap with the ground the streamlines around the flap experience
a greater turning which increases the peak velocity on the flap and hence increases its circulation.
An increase in the circulation on the flap in turn increases the main element suction peak due to
the circulation effect, as described by Smith. [6] Also, with a decreasing main element size, the Cp
curve in the recovery region on the flap suction side becomes flatter as a result of an increase in the
thickness of the burst main element wakes, shown in Figs. 4.16 and 4.17. The increasing flatness
of the flap Cp distribution in the recovery region can be explained by looking at Fig. 4.16. As the
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main element size reduces, the flap size increases and so does the amount of wake bursting. As the
flap grows larger, the low-momentum wake of the main element has to travel in the high-adverse
pressure gradient region for a longer distance causing it to gather higher velocity deficit and be-
come thicker. As explained earlier, this increased wake thickness affects the pressure distribution
on the flap suction surface.
A competition between the positive interaction of the main element with the flap via circulation
effect and the negative one via wake bursting is what causes the rate at which Cl increases to
reduce with each decrement in the main element size. The significance of wake bursting in the
performance of a high-lift system can be seen from Fig. 4.19. For the 49% main element case,
the positive effect of an increase in the suction peak due to a larger flap was countered by larger
amount of wake bursting, thus causing the Cl to be lower than the one in the 59% main element




Figure 4.16: Velocity contours depicting wake bursting with varying main element to system chord





Figure 4.17: Diverging streamlines in the flap vicinity portraying wake deceleration with varying
main element to system chord ratio: (a) 79% main element, (b) 69% main element, (c) 59% main




Figure 4.18: Flow reversal in the main element wake with varying main element to system chord
ratio: (a) 79% main element, (b) 69% main element, (c) 59% main element, and (d) 49% main
element.
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Figure 4.20: Variation in pressure distribution plots with different main element to system chord
ratios: (a) 79% main element, (b) 69% main element, (c) 59% main element, and (d) 49% main
element.
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4.5 Effect of Gap Size
The UIUC1600 airfoil was simulated for different gap sizes varying from 0.07 in. to 0.84 in.,
while maintaining other baseline parameters as shown in Table 3.1. Figure 4.21 depicts velocity
contours and represents the development of flowfield around the multielement airfoil geometry as
the gap size is varied. The intensity of the warmer colors increases initially as the gap size is re-
duced to 0.63 in. and starts diminishing with further reduction in the same. For ls,y = 0.84 in., the
blue region indicates highly-separated flow on the flap and small amount of wake bursting beneath
the flap. As the gap size reduces to 0.63 in., a significant reduction in the separated region on the
flap suction surface is observed, with separation point moving downstream near the trailing edge.
The reason for reduced flow separation when the gap size is made smaller is the reduction in ve-
locity around the flap leading edge due to the bound vortex on the main element. Such a reduction
in the flow velocity near the flap leading edge results in a reduction of the pressure peak on the flap
and hence the adverse pressure gradient, thereby delaying flow separation. The reduction in the
flap suction peak due to the bound vortex on the main element is greater at lower gap sizes because
the main element bound vortex is closer to the flap for smaller gaps. Also, with this reduction
in gap size, the main element wake becomes thicker as depicted by the larger and more intense
blue region beneath the flap indicating an increased amount of wake deceleration. The trend of in-
creasing size and intensity of the blue region in the flap vicinity indicating stronger wake bursting
continues as the gap size reduces further.
The trends discussed above can be explained with the aid of Fig. 4.22 which represents uni-
formly plotted streamlines around the multielement airfoil. For a large gap size the flap may
experience a massive flow separation on its suction surface, as in the case of the ls,y = 0.84 in.,
thus reducing the curvature of the turn that the low momentum wake of the main element has to
make around the flap. The resulting lower adverse pressure gradient that the main element wake
experiences causes a reduction in the wake thickness. As the gap size is reduced to ls,y = 0.63 in.,
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the separation on the flap suction side is delayed and hence the main element has to traverse a turn
with a higher curvature, thus increasing the adverse pressure gradient causing the wake to thicken.
The trend continues until a gap size of 0.21 in. is achieved. Beyond this point, flow separation
on the flap surface is zero and does not cause any major difference in the curvature of the main
element wake path. But as it can be observed from Figs. 4.21 and 4.22, the wake still continues to
grow in size with decreasing gap size thus indicating increasing amount of the wake bursting. The
increased wake thickness occurs as a result of the obstruction to the slot flow due to low gap size.
In general, the flow around a flap for two element airfoils can be broken down into three dis-
tinct regions, 1) flap boundary layer, 2) flow through the slot, and lastly, 3) main element wake.
A significant increase in the size of the burst wake can be explained with the aid of an interaction
between these three flow regions. At larger gap sizes, large amounts of flow can be accelerated to
a higher velocity resulting in a higher momentum of the slot flow. The high-momentum flow from
the slot can exchange some of the momentum with the low-momentum main element wake, thus
aiding the latter in better traversing the high adverse pressure gradient around the flap. Hence the
velocity deficit gathered by the wake remains low, resulting in a thinner wake. This trend contin-
ues as the gap size is decreased until a critical gap size is reached. As the gap is reduced beyond
the critical gap size, a large reduction in the mass flow rate causes a decrease in the slot flow mo-
mentum. The low-momentum flow from the slot becomes relatively inefficient in imparting some
of its momentum to the main element wake, causing the latter to gather higher velocity deficit.
The trend continues as the gap size is reduced further, and at a certain gap size the momentum
exchange between the flow through the slot and the burst wakes can be significantly low causing
off-the-surface flow reversal in the latter. For very small gap sizes such as 0.07 in., the burst wakes
become large enough to cause confluence with the flap boundary layer. The confluence causes the
flap pressure distribution to become much flatter, thus accounting for the low value of Cl as seen
from Fig. 4.24.
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Observing the streamlines passing through the gap in Fig. 4.22, the reason for flap pressure
peak reduction with decreasing gap size can be deduced. For large gap sizes such as ls,y = 0.84 in.,
and ls,y = 0.63 in., the streamlines passing through the slot have to turn around the suction surface
of the flap having higher curvature causing a high suction peak. At lower gap sizes, one can notice
that a larger portion of the flow, earlier passing through the slot, is diverted toward the pressure side
of the flap having lower curvature causing a pressure peak reduction as seen in Fig. 4.25. Also, as
discussed earlier, a gap size smaller than 0.63 in. results in lower momentum in the flow through
the slot and causes wake bursting to increase. The combined effect of the reduced curvature in the
flow and a lower mass flow rate through the slot causes a flatter pressure distribution on the flap
suction side, as seen from Figs. 4.25c–4.25e.
The importance of the gap size on wake bursting can be seen from Fig. 4.23 which depicts the
streamlines around the flap in greater detail. For the 0.84 in. gap size, a massive flow separation as
discussed previously can be seen in Fig. 4.23a. With this gap size reduced further, the separation
on the flap suction side is delayed and the streamlines in the flap vicinity can be seen diverging
as a result of increased wake deceleration. When the gap size is reduced to 0.14 in., the flow in
the main element wake separates from itself resulting in formation of two distinct vortices having
nearly equal size. On reducing the gap size to 0.07 in., the upper vortex breaks into two smaller
ones while the lower vortex merges with the separated flow on the main element suction side. The
burst main element wake becomes confluent with the flap boundary layer at such a small gap size





Figure 4.21: Velocity contours depicting effect of varying gap size on wake bursting for seven
different gap sizes: (a) ls,y = 0.84 in., (b) ls,y = 0.63 in., (c) ls,y = 0.21 in., (d) ls,y = 0.14 in., and





Figure 4.22: Streamlines for the dual element airfoil for five gap sizes: (a) ls,y = 0.84 in., (b)





Figure 4.23: Effect of gap size on the degree of wake bursting, as shown by streamlines in the flap

















































































Figure 4.25: A plot of pressure distribution Cp vs x/c for five different gap sizes: (a) ls,y = 0.84





A computational study of wake bursting was performed for varying inverted multielement con-
figurations in ground effect to identify the wake-bursting amplifying configurations, and to study
the effect of off-the-surface flowfield on the performance of these configurations. The conclusions
drawn from this study have been summarized in this section.
Decreasing the ground clearance height of the airfoil system led to an initial increment in the
downforce coefficient Cl produced until a critical height was reached, beyond which downforce
reduction was observed. The reduction in the Cl value with further decreasing ground clearance
height is attributed to a combination of large areas of separated flows on both the main element
suction side and increased amount of the main element wake bursting as a result of increasing
adverse pressure gradient on the airfoil suction surfaces.
Increasing the main element angle of attack, while maintaining the same ground clearance
and other parameters led to an increase in the amount of downforce generated until a critical
angle was reached beyond which loss of downforce was observed. This reduction in downforce,
however, did not precipitate as a result of surface flow separation, but because of increased wake
bursting. Interestingly, no flow reversal was observed in the main element wake indicating that
wake bursting, even without any flow separation either on the airfoil surface or within the wake,
can be significant enough to cause the downforce reduction of an inverted multielement airfoil
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operating in ground effect. Increasing the flap deflection angle increased Cl while also increasing
the wake thickness.
Decreasing the main element to system chord ratio, thus making the flap larger in size, had the
effect of increasing the suction peak heights on both the main element and the flap. However, an
increment in the suction peak over the airfoil surfaces was countered by a flatter pressure distribu-
tion on the flap surface due to increased wake bursting, causing the rate at which the Cl increases
with increasing flap size, to fall. For the larger flap sizes, wake bursting was found to be signif-
icant enough to cause the Cl to be almost same as the one for a slightly smaller flap size, while
increasing the Cd significantly.
Decreasing the gap size had the effect of increasing the downforce initially, until an optimum
gap size was achieved. Reducing the gap size further had the effect of reducing the amount of flow
mass through the slot causing some of the flow, earlier passing through the slot, to flow over the
lower-curvature pressure-side of the flap instead of the higher-curvature suction side. The reduced
mass flow rate coupled with a lowered slot flow acceleration caused the wake bursting to increase
and hence affected the flap pressure distribution further. The resulting suppression of the flap
loading with further reduction in the gap size caused a dramatic decrease in Cl. At a certain small
gap size, flow reversal in the wake was observed.
In general, it can be concluded that off-the-surface flowfield has a significant effect on the
surface pressure distribution and performance of an inverted multielement airfoil in ground effect.
The effect of increased wake bursting was to flatten the pressure distribution on the flap causing
the Cl to be lower. The pressure distribution near the trailing edge of the airfoil was also flattened
significantly when the burst wake merged with the separated flow on the main element suction
surface near its trailing edge.
Wake bursting, as seen in the case of low ground clearances and extremely small gap sizes,
can create a large areas of recirculation region within the wake which may interfere with the
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aerodynamic performance of the racecar components operating in the wake of the front wing. Also,
it is hypothesized that this large sensitivity of the size of the burst wake with ground clearance can
alter the flowfield of these downstream racecar components whenever a racecar experiences even
a slight amount of pitching due to braking or other reasons. Keeping these reasons in mind, it
becomes apparent that tuning the front wing wake structure is very important for optimum overall
aerodynamic performance of a racecar.
5.2 Future Work Recommendations
The significance of wake bursting on the aerodynamic performance of a high-lift system, which
in this study is a racecar front-wing two-element airfoil, was demonstrated through a parametric
CFD study. However, a number of recommendations can be made to further explore the effects of
wake bursting on racecar performance:
• Wake bursting is a highly viscous phenomenon and hence Reynolds number effects will af-
fect the wake deceleration characteristics significantly. In this thesis, simulations were per-
formed at a fixed Reynolds number which is representative of the average Reynolds number
encountered in real racing scenarios. However, the speed of the car will vary during the lap
with faster speeds on the straighter portion of the tracks and comparatively lower speeds
during cornering, thereby experiencing different wake deceleration characteristics as the car
progress along the track. Hence, the study of Reynolds number effects on the racecar front-
wing burst wake behavior should be analyzed.
• Flow on a racecar is three dimensional due to shorter aspect ratios of the front and rear
wings and complex aerodynamic interactions between various racecar components. It is
well known that the flow over a wing (3D) will typically differ from the flow characteristics
over the corresponding airfoil section in 2D due to finiteness of the wing. Similarly, it is
anticipated that the 3D wake bursting characteristics from the low-aspect ratio racecar wings
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will differ from the two-dimensional wake deceleration behavior observed in this thesis. For
a much more realistic study of the effect of wake bursting on the aerodynamic performance
of the racecar, the analysis must be conducted in three dimensions.
• As mentioned earlier, the flow around a racecar is highly complex due to aerodynamic in-
teractions between various racecar components. For example, the wakes from the front
wing will affect the aerodynamic performance of the downstream aerodynamic components.
Hence, the effect of front wing burst wakes on the aerodynamic performance of the down-
stream components must be isolated and studied in detail. Such an aim may be accom-
plished using two methods: a) by investigating the aerodynamic downforce produced by the
downstream components each time while parametrically varying the ground height of the
front wing, angle of attack, gap size, flap deflection, and relative chord sizes similar to this
study and b) by designing a new front wing for reduced wake bursting and comparing the
performance of the downstream components in the presence of the original and the newly
designed wing. If wake bursting significantly hinders the performance of the downstream
components, the newly designed wing should increase the amount of performance extracted
from the downstream components.
• The effect of wake bursting on the overall performance of the racecar including aerodynamic
downforce, control, and stability may be studied by performing lap-time simulation. By
comparing the lap times obtained with the original and the newly designed wings, the effect
of wake bursting on the laptime of a given racecar may be determined.
• In case of availability of sufficient computational resources, a detailed LES simulation of
wake bursting in three dimensional can be conducted to capture the physics more accu-
rately. Performing LES will lead to investigation of the unsteady effects associated with
burst wakes. Moreover, using LES the amount of momentum deficit in the decelerated
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