A test statistic for testing goodness-of-fit of the Cauchy distribution is presented. It is a quadratic form of the first and of the last order statistic and its matrix is the inverse of the asymptotic covariance matrix of the quantile difference statistic. The distribution of the presented test statistic does not depend on the parameter of the sampled Cauchy distribution. The paper contains critical constants for this test statistic, obtained from 50 000 simulations for each sample size considered. Simulations show that the presented test statistic is for testing goodness-of-fit of the Cauchy distributions more powerful than the Anderson-Darling, Kolmogorov-Smirnov or the von Mises test statistic.
Introduction
Suppose that x 1 , . . . , x n is a random sample. The null hypothesis, that it is drawn from a Cauchy distribution, is recommended in Section 4.14 of [1] to be tested by means of the Anderson-Darling test statistic
or by means of the von Mises test statistic
.
is the empirical distribution function, Z (i) are the order statistics computed from
is the distribution function of the Cauchy distribution with the parameter θ = (µ, σ), the estimator of the distribution functionF = F (x,θ), andθ = (μ,σ) is the estimator of the unknown parameter, computed by means of the order statistics x
c ni x (i) n , c ni = 1 n J i n + 1 , (1.6) J(u) = 8 tan(Ô(u − 0.5)) sec 4 (Ô(u − 0.5)) = −8 cos(Ôu) sin 3 (Ôu).
This null hypothesis can be tested also by means of the Kolmogorov-Smirnov test statistic
As has been observed in [10] , for the constants in (1.5) the equality i g ni = 1
does not hold and therefore the estimateμ is not equivariant. Consequently, the
