Abstract. We study the L p mapping properties of a family of strongly singular oscillatory integral operators on R n which are non-homogeneous in the sense that their kernels have isotropic oscillations but non-isotropic singularities.
1. Introduction. Let n ≥ 2, 1 = b 1 ≤ b 2 ≤ · · · ≤ b n be given constants, and for x ∈ R n define τ (x) = (x 
..bn) .
The function τ is a non-isotropic distance function on R n in the sense that τ is homogeneous with respect to the non-isotropic dilations d t (x) = (t b 1 x 1 , t b 2 x 2 , . . . , t bn x n ) and the function τ (x − y) is a quasi-distance on R n (as defined in [10, pp. 10-11] ). In particular, R n equipped with the quasi-distance τ (x − y) and the dilation group {d t } t>0 turns into a quasi-metric space of homogeneous dimension
The purpose of this paper is to study the singular integral operator T defined initially for f ∈ C ∞ 0 (R n ) by T f (x) = p.v. e i/|y| β τ (y) α f (x − y) dy, where α and β are positive parameters. If α < b, then the kernel of T is an L 1 function ( 1 ), so we assume α ≥ b and ask how large β should be so that, for a given p ∈ (1, ∞), T extends to a bounded operator on L p (R n ). Informally, for a given p ∈ (1, ∞), how much oscillations do we need to overcome a non-isotropic singularity of order α at the origin and obtain L p boundedness? In the isotropic case, i.e. when 1 = b 1 = · · · = b n , the operator T has a long history. It was first studied in [12] , where it was shown that T is bounded on L p (R n ) whenever (1) 1 p − 1 2 < (n/2)β − α + n nβ ,
and that T fails to be bounded on L p (R n ) if
The question of whether or not T remains bounded on the critical spaces L p (R n ), |1/p − 1/2| = ((n/2)β − α + n)/(nβ), was first considered in [2] , where it was shown that T is of weak type (1, 1) if α = n. It was then shown in [3] that T is bounded from H 1 (R n ) to L 1 (R n ) if α = n. Using complex interpolation on Hardy spaces, it was also shown in [3] that if α > n, then T is bounded on the critical L p spaces. The results of this paper generalize those of [12] . We show that T is bounded on L p (R n ) whenever (3) β > 4(b n − 1) and
The negative result was addressed in [1] , where it was shown that T fails to be bounded on L p (R n ) whenever
Notice that when 1 = b 1 = · · · = b n , (3) coincides with (1) and (4) coincides with (2) . In the general case, however, a gap remains between the positive result in (3) and the negative result in (4). Before we carefully state our results, we would like to generalize the situation a little further. A {d t }-homogeneous distance function is a continuous function : R n → [0, ∞) satisfying (d t x) = t (x) for every t > 0, and (x) = 0 for x = 0. Any {d t }-homogeneous distance function is comparable to τ . To prove this, let Σ = {x ∈ R n : τ (x) = 1} and notice that, since
we have
for all x ∈ R n . For later reference let us note that (5) implies
for |x| ≤ 1, and
for |x| ≥ 1, where c 3 = c 1 inf S n−1 τ and c 4 = c 2 sup S n−1 τ . For further properties of these distance functions we refer to [11] .
The results previously known about T are stated in the following theorem, which was proved in [5] in dimension n = 2 and in [1] in higher dimensions.
and
Then:
(i) The principal value integral in (8) exists for every x ∈ R n .
(ii) T extends to a bounded linear operator on L p (R n ) whenever
Notice that, putting b n+1 = ∞, we have
. So we only have a sharp result (up to the end-points) in the case 1 + β ≤ b 2 . The main result of this paper is stated in the following theorem.
Then T extends to a bounded linear operator on L p (R n ) whenever
For further results on oscillatory strongly singular integral operators, we refer the reader to [4] and [6] - [9] .
The notation A < ∼ B means A ≤ CB for an appropriate constant C, and A ≈ B means A < ∼ B and B < ∼ A.
2. Fourier transform estimates. Let ϕ : R n−1 → R be a C ∞ function, and let Φ ∈ C ∞ 0 (R n−1 ) be such that ϕ has a unique critical point x 0 ∈ supp Φ. Suppose, in addition, that this critical point is non-degenerate. Then the method of stationary phase, in its most standard form (see e.g. [10] ), tells us that
as λ → ∞, where c 0 , . . . , c k−1 , as well as the constants occurring in the error term, are bounded by the L ∞ -norms of finitely many derivatives of ϕ and Φ. But if the L 2 -norm of each derivative of Φ is much smaller than its L ∞ -norm (as is the case with the function h δ defined in Lemma 2 below), then one has to adjust the standard arguments in order to obtain new satisfactory bounds. This is precisely what we plan to do in this section. We shall use the principle of stationary phase in the following form.
for every multi-index m in R n−1 , and let k be a positive integer. Then
In addition to being independent of δ, the constants in the error term are independent of Φ and A (but, of course, depend on the C m 's).
Proof. Since the distributional Fourier transform of e πiλ|x| 2 is
where
To estimate this last integral we set Φ δ (x) = Φ(δx), let N > n/2 be an integer, and notice that
The following is the main result in this section.
δ |ν| for every multi-index ν in R n , and let k be a positive integer. Then, for ξ = |ξ|ξ with |ξ| ≥ 1, we have
Proof. We shall denote multi-indices in R n by ν or ν , and multi-indices in R n−1 by m or m .
Notice that if R : R n → R n is a rotation with R(ξ ) = e n = (0, 0, . . . , 1), then ψdσ(ξ) = (ψ • R −1 dσ)(|ξ|e n ) and
for all z ∈ R n − {0}. It is therefore enough to prove the theorem in the case ξ = e n . Morse's lemma tells us that there are neighborhoods V and V of 0 in R n−1 and a C ∞ diffeomorphism G : V → V such that
for all x ∈ V . Choose 0 < s < 1 such that B = B(0, s) = {x ∈ R n−1 : |x| < s} ⊂ V and put U = G −1 (B). Then let {F 1 , . . . , F r } be a system of local coordinates on S n−1 where F 1 , F 2 : B → S n−1 are given by
and F 3 , . . . , F r map onto sets whose closures do not contain ∓e n . Then
where λ = |ξ|, q 1 , . . . , q r are real-valued C ∞ functions, q 1 is supported in B and q 1 (0) = 1, q 2 = q 1 , and supp q l ⊂ Domain F l . The phase function of each of the integrals I l (3 ≤ l ≤ r) has no critical points in supp q l . Thus standard non-stationary phase estimates tell us that
for every positive integer N , where
applied after an appropriate partition of unity on supp q l ). Taking N = (n + 2k)/2 , we get
for all x ∈ R n−1 , and it follows that
for l = 3, . . . , r. It remains to estimate I 1 and I 2 .
We start by looking at I 1 . Making the change of variables u = G −1 x and using (9), we get
Applying Lemma 1, we get
Since I 2 is the same as I 1 with ψ • F 1 replaced by ψ • F 2 , it follows that
This combined with (10) gives the desired result.
We are now in a position to describe the asymptotic behavior at infinity of the Fourier transforms of the measures (rθ) −α dσ(θ), but we first need the following lemma.
Lemma 2. Let be a {d t }-homogeneous distance function which is C ∞ in R n −{0}, and let α > b−1 = b 2 +· · ·+b n . For 0 < δ ≤ 1 and x ∈ R n −{0}, set h(x) = (x) −α and h δ (x) = h(δx).
Proof. For the proof of (i)-(iii) we refer the reader to [1]. (iv) Since h(x) = t α h(d t x), it follows that
Putting t = 1/ (x), we get |D ν h(x)| < ∼ (x) −α−ν·(b 1 ,...,bn) , and hence
for x = 0. So for ω ∈ S n−1 , (6) gives
, where we have used the standing assumption 1 = b 1 ≤ · · · ≤ b n .
(v) follows from (i) and (iii).
Proposition 2. Let , α, h, and h δ be as in Lemma 2. If k is a positive integer , then, for ξ = |ξ|ξ , |ξ| ≥ 1,
for every multi-index ν, and
Applying Proposition 1 with ψ = h δ , A = δ (b−n)/2−α , and δ replaced by δ bn−1 , we get
where we used Lemma 2(iv). To complete the proof, notice that
3. Proof of Theorem 1. Our method of proof follows the general lines of [9] . In particular, we shall use integration by parts in the following form, which is Lemma 1 in [9] .
, F is real-valued , F = 0 on I, and k is a positive integer. Then
where G k is a linear combination of functions of the form
For y ∈ R n − {0}, define
Here, and for the rest of this paper, h and h δ are the functions defined in Lemma 2. Also, let η ∈ C ∞ 0 (R n ) be radial, non-negative, supported in the ring 1/2 < |y| < 1, and satisfying
On the other hand, if k and l are positive integers and ψ ∈ S(R n ), then
with F (r) = 2 lβ r −β and g(r) = η(r)h 2 −l r (θ)ψ(2 −l rθ)r n−1 , and so by Lemma 3,
where in the last line we have used Lemma 2(iii). Since the implicit constants are independent of l, we can choose k large enough for ∞ l=1 2 −l(kβ−α+b) < ∼ 1 and conclude that the mapping
defines a tempered distribution K such that K 0 +K agrees with K away from the origin,
. It is therefore enough to prove the theorem for the operator T = K * f . We shall start by estimating K.
Fix a positive integer l, a point ξ ∈ R n , a small constant c and a large constant C. We are going to estimate K l (ξ) in three different ways depending on whether 2 −l ≤ c|ξ| −1/(β+1) (this includes the possibility ξ = 0),
with g l (r) = η(r)h 2 −l r (θ)r n−1 and F l (r) = 2 lβ r −β − 2π2 −l r(ξ · θ). Since
for 1/2 < r < 2, c must be small enough for one to have
By Lemma 3, we then have
and it follows from Lemma 2(iii) that
Before we consider the remaining two cases, let us write
for all 1/2 < r < 2 and θ ∈ S n−1 . By Proposition 2, we now have
J 2 is the same as J 1 but with ξ replaced by −ξ and φ l (r) modified by a sign,
Using (12) and (13), we see that
provided β ≥ 4(b n − 1), and
provided k is large enough for
to hold. We now consider J 1 . Since |φ l (r)| > ∼ 2 lβ for 1/2 < r < 2, van der Corput's lemma (see [10, pp. 332-334] ) tells us that
where we have used Lemma 2(ii). Hence
Similarly,
Combining (14)- (16), and (17), we get
. This time we use (19) instead of (14), (12) instead of (15), and we replace (16) and (17) by the better estimates
(which follows from van der Corput's lemma after noticing that now |φ l (r)| > ∼ |ξ| β/(β+1) for all 1/2 < r < 2, provided C is large enough) to get
We now have all we need to estimate K(ξ). If |ξ| ≤ c β+1 , (11) tells us that
with no conditions on β except being positive (of course, k has to be chosen large enough for kβ − α + b > 0). If |ξ| > c β+1 , then (11), (18), and (21) tell us that
provided β ≥ 4(b n − 1) and k is large. Thus for all ξ ∈ R n . To establish the L p inequality, we shall use complex interpolation. Choose a number a such that α − (n/2)β ≤ a < n, and for z = u + iv ∈ C, set M z (y) = (y) α+(n/2)(z−1)β−a K(y).
We consider the analytic family {R z } 0≤u≤1 of operators defined on the domain of Schwartz functions by
Clearly, R ((n/2)β+a−α)/((n/2)β) = T .
If u = 1, then Re(a − (n/2)(z − 1)β) = a < n, so M 1+iv ∈ L 1 (R n ) with L 1 -norm independent of v. Thus
. Our next goal is to show that R iv satisfies an L 2 inequality with a constant having polynomial growth in v. Equivalently, we need to show that the Fourier transform of M iv is a function which is bounded by C(1 + |v|) N for some constants C and N . Following the same steps that led to (22), we see that
−(nβ−2(a+(n/2)β)+2n)/(2(β+1)) = (1 + |v|) N (1 + |ξ|) (a−n)/(β+1) ≤ (1 + |v|) N for all ξ ∈ R n . Thus
Interpolating between the L 1 inequality (23) and the L 2 inequality (24), we conclude that R u f L p (R n ) < ∼ f L p (R n ) whenever 0 ≤ u ≤ 1 and 1/p = (1 − u)/2 + u = u/2. So (25) T f L p (R n ) < ∼ f L p (R n ) whenever α − (n/2)β ≤ a < n and 1 p − 1 2 = (n/2)β + a − α nβ , and so (25) holds whenever 0 ≤ 1 p − 1 2 < (n/2)β − α + n nβ .
Finally, a duality argument shows that (25) holds whenever 1 p − 1 2 < (n/2)β − α + n nβ , as desired.
