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Analytic m-isometries without the wandering
subspace property
Akash Anand, Sameer Chavan and Shailesh Trivedi
Abstract. The wandering subspace problem for an analytic norm-
increasing m-isometry T on a Hilbert space H asks whether every T -
invariant subspace of H can be generated by a wandering subspace. An
affirmative solution to this problem for m = 1 is ascribed to Beurling-
Lax-Halmos, while that for m = 2 is due to Richter. In this paper, we
capitalize on the idea of weighted shift on one-circuit directed graph to
construct a family of analytic cyclic 3-isometries, which do not admit
the wandering subspace property and which are norm-increasing on the
orthogonal complement of a one-dimensional space. Further, on this one
dimensional space, their norms can be made arbitrarily close to 1. We
also show that if the wandering subspace property fails for an analytic
norm-increasing m-isometry, then it fails miserably in the sense that the
smallest T -invariant subspace generated by the wandering subspace is
of infinite codimension.
1. Introduction
The structural theory of z-invariant subspaces in the Hilbert spaces of
analytic functions led many mathematicians to develop the theory of non-
isometric Hilbert space operators. For instance, the structural theory of
z-invariant subspaces in Dirichlet space led Richter [24] to study the class
of 2-isometries. A similar quest inspired Aleman [3] to study the class of
Dirichlet-type operators. Further, the structural theory of z-invariant sub-
spaces in the Bergman space motivated Shimorin [26] to study the class of
Bergman-type operators. The basic problem here is to see whether or not
the given analytic operator admits the wandering subspace property. In this
terminology (attributed to Halmos), a celebrated result of Beurling [6] says
that the unweighted shift operator in the Hardy space of the unit disc admits
the wandering subspace property. A counter-part of Beurling’s Theorem for
the Bergman shift was a long-standing open problem. Indeed, a similar result
had been deemed virtually impossible by many analysts in view of the huge
lattice of its invariant subspaces (see [5, Corollaries 3.3 and 3.4]). Finally
in [4], the trio Aleman-Richter-Sundberg settled this problem affirmatively.
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Later in the influential paper [26], Shimorin not only obtained an alternate
proof of their theorem but at the same time developed an axiomatic approach
to the wandering subspace problem (see, for instance, [16, Section 6.3]).
All the Hilbert spaces occurring below are complex, infinite-dimensional
and separable. Let H denote a Hilbert space and let B(H) denote the unital
C∗-algebra of bounded linear operators on H. The Hilbert space adjoint of
T ∈ B(H) is denoted by T ∗. The kernel of T is denoted by ker T, whereas
the range of T is denoted by ran T . An operator T ∈ B(H) is left-invertible if
there exists L ∈ B(H) (a left-inverse) such that LT = I, where I denotes the
identity operator on H. If T is left-invertible, then T ∗T is invertible. This
fact provides a canonical choice of left-inverse L := T ′∗ for any left-invertible
operator T , where T ′ := T (T ∗T )−1. The operator T ′ is referred to as the
Cauchy dual of T, a notion coined and studied by Shimorin [26]. For an
operator T ∈ B(H), the hyper-range of T is given by
T∞(H) :=
∞⋂
n=0
T nH.
If T is left-invertible, then T∞(H) is a closed subspace of H. An operator
T ∈ B(H) is analytic if T∞(H) = {0}. Note that an analytic operator on
a non-zero Hilbert space is never invertible. We say that T ∈ B(H) admits
the wandering subspace property if [ker T ∗]T = H, where
[ker T ∗]T :=
∨
{T nh : n ∈ N, h ∈ ker T ∗}, (1.1)
where N denotes the set of non-negative integers. Here ker T ∗ is the wander-
ing subspace in the sense that
kerT ∗ ⊥ T n(ker T ∗), n > 1.
Following [26], we say that a left-invertible operator T ∈ B(H) admits Wold-
type decomposition if
T = U ⊕A on H = Hu ⊕Ha,
where Hu is the hyper-range of T, U is unitary on Hu, A is analytic on
Ha, and A admits the wandering subspace property. It turns out that for
a left-invertible operator T ∈ B(H), T is analytic if and only if the Cauchy
dual T ′ of T admits wandering subspace property (see [26, Proposition 2.7]).
In particular, T admits Wold-type decomposition if and only if T ′ admits
Wold-type decomposition.
Given a positive integer m and T ∈ B(H), set
Bm(T ) :=
m∑
k=0
(−1)k
(
m
k
)
T ∗kT k.
We say that an operator T is norm-increasing or expansive (resp. isometry)
if B1(T ) 6 0 (resp. B1(T ) = 0). For m ≥ 2, an operator T ∈ B(H) is said to
be anm-isometry (resp. m-concave) if Bm(T ) = 0 (resp. (−1)mBm(T ) 6 0).
A 2-concave operator is usually known as concave operator. It turns out that
the approximate point spectrum of any m-isometric operator is contained in
the unit circle and hence its spectrum is contained in the closed unit disc
(see [2, Lemma 1.21]). For the basic theory of m-isometries, the reader is
referred to [2].
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Remark 1.1. Let T ∈ B(H) be an m-concave operator. It follows from
the definition that the approximate point spectrum of T is contained in the
unit circle. Since the approximate point spectrum contains the boundary
of the spectrum, the spectrum of T is contained in the closed unit disc. In
particular, the Cauchy dual operator of T is well-defined.
This paper is partly motivated by the following problem addressed by
Shimorin in [26, Pg 185]:
Question 1.2. If T ∈ B(H) is a norm-increasing m-isometry (or norm-
increasing m-concave), then whether T admits Wold-type decomposition?
The above question has affirmative answer in cases m = 1 (isometries)
[6, 21, 15] and m = 2 (concave operators) [24] (cf. [23, Corollary 2.1]). In
case m > 2, the best known result till date, due to Shimorin, is as follows
(cf. [25, Corollary 1.6]):
Theorem 1.3. [26, Theorem 3.8] Assume that T ∈ B(H) is norm-
increasing and satisfies the inequality
T ∗2T 2 − 3T ∗T + 3I − T ′∗T ′ − Pker T ∗ 6 0, (1.2)
where Pker T ∗ denotes the orthogonal projection of H onto ker T ∗. Then T is
a 3-concave operator, which admits Wold-type decomposition.
Unlike the condition of 3-concavity, the condition (1.2) is not stable with
respect to the process of taking the restriction to an invariant subspace.
This is one of the obstructions in deriving the wandering subspace prop-
erty for norm-increasing operators satisfying (1.2). Further, as pointed out
in [26], the main difficulty in Question 1.2 is whether the analyticity im-
plies the wandering subspace property. To see this deduction, note that
Hu := T∞(H) is T -invariant and T |Hu is invertible. Since the restriction
of a norm-increasing m-isometry to an invariant subspace is again a norm-
increasing m-isometry, by [26, Proposition 3.4], T |Hu is unitary and Hu is
reducing for T. The assumption that T is norm-increasing in Question 1.2
is essential since there exist invertible (and hence non-analytic) cyclic 3-
isometries on an infinite-dimensional Hilbert space, which are not unitary
(refer to [2, Section 4]). However, we are not aware of any known example
of an analytic m-isometry, which does not admit the wandering subspace
property. One of the purposes of this paper is to settle the wandering sub-
space problem for analytic m-isometries in the negative. This is achieved
by constructing a family of analytic cyclic 3-isometries, which do not admit
the wandering subspace property (the reader is referred to [19, Corollary 1],
[26, Pg 186], [17, Proposition 2], [11, Corollary 6.2], [10, Theorem 2.2], [22,
Corollary 4.1], [25, Theorem 1.5] for a variety of results pertaining to the
phenomenon of failure of wandering subspace property in Hardy, Bergman
and Dirichlet-type spaces). Further, these 3-isometries are norm-increasing
except on a one-dimensional space, where their norms can be made arbi-
trarily close to 1. Needless to say, these examples shed light on the role of
the expansivity property in Question 1.2. Our construction capitalizes on
the idea of weighted shift operator on directed graph recently boosted in the
realm of graph-theoretic operator theory (refer to [18], [12], [8], [13]).
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Here is the outline of the paper. In Section 2, we present some prepara-
tory results including a characterization of a class of analytic weighted shifts
on a locally finite one-circuit directed graph (see Theorem 2.1). Section 3
includes the construction of analytic 3-isometries without the wandering sub-
space property (see Example 3.1). In Section 4, we prove that for analytic
norm-increasing m-concave operators, either the wandering subspace prop-
erty holds or it fails miserably. This result applies to the class of analytic
weighted shifts on a locally finite one-circuit directed graph as discussed in
Section 2. In the remaining part, we collect preliminaries related to weighted
shift on directed graphs mostly from [18] and [8].
1.1. Weighted shifts on one-circuit directed graphs. The notion
of adjacency operator on a directed graph first appeared in [14], while that
of weighted shift on a (one-circuit) directed graph, central to the present
investigations, has been formulated and investigated in [8] (refer to [8, Sec-
tion 3] for its connection with weighted composition operators on discrete
measure spaces). The reader is referred to [18, Chapter 2] for an excellent
exposition on directed graphs and all relevant notions including weighted
shift on directed trees (see, in particular, the discussion on the parent par(·)
as a partial function). It is worth mentioning that par(·) becomes a function
in case the underlying directed graph is a one-circuit directed graph.
Definition 1.4. Let T = (V,E) be a rooted directed tree with root
root. For l ∈ N, let Cl := ∅ if l = 0 and Cl := {w1, . . . , wl} otherwise. A
one-circuit directed graph associated with the rooted directed tree T = (V,E)
is a directed graph G = (W,F ) given by
W := V ⊔ Cl,
F :=
{
E ∪ {(root, root)} if l = 0,
E ∪ {(root, w1), (w1, w2), . . . , (wl−1, wl), (wl, root)} otherwise.
root
u1
v1
u2
v2
. . .
. . .
. . .
. . .
. . .
. . .
w1
wl
Figure 1. A one-circuit directed graph with one branching vertex
We refer to l as the length of the circuit. For a subset {λw : w ∈ W} of C,
consider the weight system λ : W → C given by λ(w) := λw, w ∈ W. The
weighted shift operator Sλ,G on G is defined by
D(Sλ,G ) := {f ∈ ℓ2(W ) : ΛG f ∈ ℓ2(W )},
Sλ,G f := ΛG f, f ∈ D(Sλ,G ),
where ΛG is the mapping defined on complex functions f on V by
(ΛG f)(w) := λw · f
(
par(w)
)
, w ∈W.
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Remark 1.5. Assume that Sλ,G belongs to B(ℓ2(W )). It is well-known
that the above notion is closely related to the notions of weighted shift on
rooted directed trees and composition operator on discrete measure spaces
(refer to [14], [18], [8, Theorem 3.2.1]). This is summarized as follows:
(i) Consider the weighted shift operator Sλ,T with weight system
λ|V \{root} on the rooted directed tree T . Note that ℓ2(V \ {root})
is an invariant subspace for Sλ,G and
Sλ,G |ℓ2(V \{root}) = Sλ,T |ℓ2(V \{root}),
Sλ,G eroot =
{
Sλ,T eroot + λrooteroot if l = 0,
Sλ,T eroot + λw1ew1 otherwise.
(ii) Consider the map φ : W →W given by
φ(w) = par(w), w ∈W.
Then Sλ,G can be identified with the weighted composition opera-
tor Cφ,λ given by
(Cφ,λf)(w) = λwf(φ(w)), f ∈ ℓ2(W ), w ∈W.
Let G = (W,F ) be a directed graph and let U be a subset of W . Set
ChiG (U) :=
⋃
u∈U
{w ∈W : (u,w) ∈ F}.
We define inductively Chi
〈n〉
G
(U) for n ∈ N as follows:
Chi
〈n〉
G
(U) :=
{
U if n = 0,
ChiG
(
Chi
〈n−1〉
G
(U)
)
if n > 1.
Given w ∈W , we set ChiG (w) := ChiG ({w}).
Assumption. Let G = (W,F ) be a one-circuit directed graph associ-
ated with the rooted directed tree. Unless stated otherwise, G is assumed
to be countably infinite (that is, W is countably infinite) and leafless (that
is, ChiG (w) 6= ∅ for every w ∈ W ). Further, we assume that λ consists of
positive numbers and Sλ,G belongs to B(ℓ2(W )).
In what follows, we need the following elementary fact in the sequel.
Lemma 1.6. Let l ∈ N and let G = (W,F ) be a one-circuit directed
graph associated with the rooted directed tree T = (V,E) and the circuit
{w1, . . . , wl+1}, where wl+1 := root. Then W can be partitioned as follows:
W =
(
l+1⊔
k=1
Chi
〈k〉
G
(root)
)⊔( l+1⊔
k=1
∞⊔
m=1
Chi
〈(l+1)m+k〉
T
(root)
)
, (1.3)
where
⊔
denotes the disjoint sum.
Proof. Clearly, the right hand side of (2.1) is contained in W . To see
the inclusion other way round, first note that W = V ⊔ {w1, . . . , wl} and
Chi
〈k〉
G
(root) = Chi
〈k〉
T
(root) ⊔ {wk}, k = 1, . . . , l + 1. (1.4)
Let w ∈W . Then either w ∈ V \ {root} or w = wj for some j = 1, . . . , l+1.
If w = wj for some j = 1, . . . , l + 1, then, as noted above, w ∈ Chi〈j〉G (root).
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Let w ∈ V \ {root}. Then by [18, Corollary 2.1.5], there exists a positive
integer n such that w ∈ Chi〈n〉
T
(root). By division algorithm, there exists
m ∈ N such that n = m(l + 1) + k for some k = 0, . . . , l. It is now easy to
see that w belongs to the right hand side of (1.3). 
2. Analyticity of weighted shifts on one-circuit directed graphs
The main result of this section characterizes a class of left-invertible
analytic weighted shifts on a locally finite one-circuit directed graph (see
Theorem 2.1 and Remark 2.2). Unlike weighted shifts on rooted directed
trees (see [12, Lemma 3.3]), these shifts need not be analytic. Indeed, they
may admit non-zero eigenvalues (cf. [9, Theorem 2.1]).
Theorem 2.1. Let l ∈ N and let G = (W,F ) be a one-circuit directed
graph associated with the locally finite rooted directed tree T = (V,E) with
root root and the circuit {w1, . . . , wl+1}, where wl+1 := root. Let Sλ,G be a
weighted shift on G such that inf λ > 0 and let
λ
(k) := λ(λ ◦ par) · · · (λ ◦ park−1), k > 1. (2.1)
Then Sλ,G is analytic if and only if for each k = 1, . . . , l + 1, the following
series diverges:
∑
v∈Chi〈k〉
G
(root)
(
λ
(k)(v)
λ
(k)(wk)
)2
+
∞∑
m=1
∑
v∈Chi〈(l+1)m+k〉
T
(root)
(
λ
((l+1)m+k)(v)
λ
((l+1)m+k)(wk)
)2
. (2.2)
Remark 2.2. Note that the set {Sλ,G ew}w∈W is orthogonal in ℓ2(W ).
It is now easy to see that the assumption inf λ > 0 implies that Sλ,G is left-
invertible, and hence the hyper-range of Sλ,G is closed in ℓ
2(W ). Finally,
note that since G is locally finite, the first sum in (2.2) is finite.
In the proof of Theorem 2.1, we need a couple of lemmas. We begin with
the following variant of a known fact pertaining to weighted composition
operators (see [20, Theorem 2.1.1] and [7, Remark 45]).
Lemma 2.3. Let G = (W,F ) be a one-circuit directed graph associated
with a locally finite rooted directed tree. Let Sλ,G be a weighted shift on G
such that inf λ > 0. Then, for any positive integer k, the range of Sk
λ,G is
given by{
f ∈ ℓ2(W ) : f
λ
(k)
∣∣∣
Chi
〈k〉
G
(w)
is constant for each w ∈W
}
,
where λ(k) is given by (2.1).
Proof. Suppose that f ∈ ran Sk
λ,G . Thus there exists g ∈ ℓ2(W ) such
that f(w) = λ(k)(w)g(park(w)), w ∈ W . Let v ∈ W be fixed and let
u,w ∈ Chi〈k〉
G
(v). Then
f(u)
λ
(k)(u)
= g(park(u)) = g(v) = g(park(w)) =
f(w)
λ
(k)(w)
.
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Thus f
λ
(k) |Chi〈k〉
G
(w)
is constant. Conversely, suppose that f ∈ ℓ2(W ) is such
that f
λ
(k) |Chi〈k〉
G
(w)
is constant for each w ∈ W . This allows us to define
g : W → C by
g(w) =
f(v)
λ
(k)(v)
, v ∈ Chi〈k〉
G
(w).
Since inf λ > 0 and f ∈ ℓ2(W ), g ∈ ℓ2(W ). Further,
(Skλ,G g)(w) = λ
(k)(w)g(park(w)) = f(w), w ∈W.
Thus f ∈ ran Sk
λ,G and the proof is over. 
We next analyze the hyper-range of weighted shifts on a one-circuit di-
rected graph associated with the locally finite rooted directed tree.
Lemma 2.4. Let l ∈ N and let G = (W,F ) be a one-circuit directed
graph associated with the locally finite rooted directed tree T = (V,E) with
root root and the circuit {w1, . . . , wl+1}, where wl+1 := root. Let Sλ,G be a
weighted shift on G such that inf λ > 0 and let
gk :=
∑
w∈Chi〈k〉
G
(root)
λ
(k)(w)
λ
(k)(wk)
ew +
∞∑
m=1
∑
w∈Chi〈(l+1)m+k〉
T
(root)
λ
((l+1)m+k)(w)
λ
((l+1)m+k)(wk)
ew,
k = 1, . . . , l + 1. (2.3)
Then the following statements hold:
(i) The hyper-range of Sλ,G is spanned by hk : W → [0,∞), k =
1, . . . , l + 1, given by
hk :=
{
gk if the series in (2.2) converges,
0 otherwise.
(ii) The hyper-range of Sλ,G is given by{
f ∈ ℓ2(W ) : f
λ
(k)
∣∣∣
Chi
〈k〉
G
(root)
is constant for each k > 1
}
.
Proof. Let f belong to the hyper-range of Sλ,G . By (1.3), f can be
decomposed as
f =
l+1∑
k=1
∑
w∈Chi〈k〉
G
(root)
f(w)ew +
l+1∑
k=1
∞∑
m=1
∑
w∈Chi〈(l+1)m+k〉
T
(root)
f(w)ew. (2.4)
Further, Lemma 2.3 combined with the fact that wk ∈ Chi〈(l+1)m+k〉G (root)
yields the following identities:
f(w) = f(wk)
λ
((l+1)m+k)(w)
λ
((l+1)m+k)(wk)
, w ∈ Chi〈(l+1)m+k〉
G
(root),
m ∈ N, k = 1, . . . , l + 1.
Substituting this into (2.4), we obtain f =
∑l+1
k=1 f(wk)gk, where gk, k =
1, . . . , l + 1, is given by (2.3). Since f ∈ ℓ2(W ) and supports of g1, . . . , gl+1
are disjoint, if gk /∈ ℓ2(W ) for some k = 1, . . . , l + 1, then f(wk) = 0. This
completes the proof of (i).
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To see (ii), note that by Lemma 2.3, f is in the hyper-range of Sλ,G if
and only if
f
λ
(k)
∣∣∣
Chi
〈k〉
G
(w)
is constant for each w ∈W and k > 1. (2.5)
We claim that (2.5) is equivalent to
f
λ
(k)
∣∣∣
Chi
〈k〉
G
(root)
is constant for each k > 1. (2.6)
Clearly, (2.5) implies (2.6) by taking w = root. Suppose that (2.6) holds.
Let w ∈ W . By (1.3), there exists n ∈ N such that w ∈ Chi〈n〉
G
(root). Now
for any k ∈ N,
Chi
〈k〉
G
(w) ⊆ Chi〈n+k〉
G
(root).
Let u, v ∈ Chi〈k〉
G
(w). Then
f(u)
λ
(k)(u)
(2.1)
=
f(u)
λ
(n+k)(u)
(
λw · · ·λparn−1(w)
)
(2.6)
=
f(v)
λ
(n+k)(v)
(λw · · ·λparn−1(w))
=
f(v)
λ
(k)(v)
.
This establishes (2.5) and hence completes the proof. 
We now complete the proof of Theorem 2.1.
Proof of Theorem 2.1. If, for each k = 1, . . . , l+1, the series in (2.2)
diverges, then by Lemma 2.4(i), Sλ,G is analytic. Conversely, suppose that
for some k = 1, . . . , l + 1, the series in (2.2) converges. In particular, gk, as
given by (2.3), belongs to ℓ2(W ). We check that gk belongs to the hyper-
range of Sλ,G . In view of Lemma 2.4(ii), we only need to verify that f := gk
satisfies (2.6). To see that, let n > 1 be an integer and write n = (l+1)p+ r
for some p ∈ N and 0 6 r < l + 1. It now follows from (1.4) that
Chi
〈n〉
G
(root) =
{
Chi
〈n〉
T
(root) ⊔ {wr} if r > 0,
Chi
〈n〉
T
(root) ⊔ {root} otherwise.
Thus by (2.3), we have
gk
λ
(n)
∣∣∣
Chi
〈n〉
G
(root)
=


1
λ
(n)(wk)
if r = k,
1
λ
(n)(root)
if r = 0 and k = l + 1,
0 otherwise.
This completes the proof of the theorem. 
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3. Analytic 3-isometries without wandering subspace property
We now construct a family of cyclic analytic 3-isometries, which do not
admit the wandering subspace property and which are norm-increasing on
the orthogonal complement of a one-dimensional space.
Example 3.1. Consider the directed tree T with the set of vertices
V := N and root = 0. We further require that ChiT (n) = {n + 1} for
all n ∈ V (see [18, Equation (6.2.10)]). Let G = (W,F ) be the following
one-circuit directed graph associated with the rooted directed tree T :
0 1 2 . . .
For positive numbers a, b, consider the degree 2 polynomial pa,b : N→ (0,∞)
given by pa,b(n) = 1+ an+ bn
2, n ∈ N. By the Archimedean property, there
exists ǫ0 ∈ (0, 1) such that ǫ + b(2/ǫ − 1) > a for every ǫ ∈ (0, ǫ0). For
ǫ ∈ (0, ǫ0), let λǫ = {λw : w ∈W} = {λn : n ∈ N} denote the weight system
of positive real numbers given by
λ0 :=
√
1− ǫ, λ1 :=
√
ǫ3
Kǫ
with Kǫ := ǫ
2 − ǫ(a+ b) + 2b > 0,
λn =
√
pa,b(n−1)
pa,b(n−2) , n > 2.

 (3.1)
Let Sλǫ,G (resp. Sλǫ,T ) be a weighted shift on G (resp. T ). An inductive
argument shows that ew belongs to the linear span of {Snλǫ,G e0 : n ∈ N} for
every w ∈W , and hence Sλǫ,G is cyclic with cyclic vector e0:∨
{Snλǫ,G e0 : n ∈ N} = ℓ2(W ).
By (3.1) and Remark 2.2, Sλǫ,G ∈ B(ℓ2(W )) is left-invertible. Note that
Cauchy dual operator S′
λǫ,G
is the weighted shift Sλ′ǫ,G on G with weight
system λ′ǫ = {λ′w : w ∈W} given by
λ′0 =
λ0
λ20 + λ
2
1
, λ′1 =
λ1
λ20 + λ
2
1
, λ′n =
√
pa,b(n− 2)
pa,b(n− 1) , n > 2. (3.2)
Then we have the following statements:
(i) Sλǫ,G is an analytic 3-isometry.
(ii) Sλǫ,G is norm-increasing if and only if Kǫ 6 ǫ
2.
(iii) Sλǫ,G admits the wandering subspace property if and only if
Kǫ <
ǫ3√
1− ǫ(1−√1− ǫ) . (3.3)
(iv) S′
λǫ,G
admits Wold-type decomposition if and only if (3.3) holds.
We verify the above statements as follows. Since {pa,b(n)}n∈N is an in-
creasing sequence, Sλǫ,T is a norm-increasing weighted shift on T . Further,
since ‖Sk
λǫ,T
e1‖2 = pa,b(k), k ∈ N, is a degree 2 polynomial, by [1, Theorem
2.1], Sλǫ,T is a 3-isometry. Since for any positive integer k, the sequence
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{Sk
λǫ,G
ew}w∈W is orthogonal, Sλǫ,G is a norm-increasing 3-isometry if and
only if
‖Sλǫ,G e0‖ > 1,
1− 3‖Sλǫ,G e0‖2 + 3‖S2λǫ,G e0‖2 − ‖S3λǫ,G e0‖2 = 0.
In view of (3.1), ‖Sλǫ,G e0‖ > 1 if and only if Kǫ 6 ǫ2. It is thus easy to see
that the above identities simplify to
Kǫ 6 ǫ
2,
1− 3λ21 + 3λ21λ22 − λ21λ22λ23
= λ20(3− 3λ20 − 3λ21 + λ40 + λ20λ21 + λ21λ22).
}
(3.4)
It is easy to see that (3.4) is immediate from (3.1). Thus Sλǫ,G is a 3-
isometry, which is norm-increasing if and only if Kǫ 6 ǫ
2. On the other
hand, by Theorem 2.1, Sλǫ,G is analytic if and only if
1 +
(
λ
(1)
ǫ (1)
λ
(1)
ǫ (0)
)2
+
∞∑
m=1
(
λ
(m+1)
ǫ (m+ 1)
λ
(m+1)
ǫ (0)
)2
=∞.
A routine inductive argument using (2.1) shows however that for m ∈ N,
λ
(m+1)
ǫ (m+ 1) =
m+1∏
j=1
λj
(3.1)
= λ1 pa,b(m),
λ
(m+1)
ǫ (0) = λ
m+1
0 .
Since pa,b(m) > 1 for every m ∈ N, we have
∞∑
m=0
(
λ
(m+1)
ǫ (m+ 1)
λ
(m+1)
ǫ (0)
)2
=
∞∑
m=0
λ1 pa,b(m)
λ
2(m+1)
0
> λ1
∞∑
m=0
1
λ
2(m+1)
0
.
Also, since λ0 < 1, the series on the right hand side diverges, and hence Sλǫ,G
is analytic. This completes verifications of (i) and (ii). The above argument
applied to the Cauchy dual operator Sλ′ǫ,G together with (3.2) yields that
Sλ′ǫ,G is analytic if and only if the following series diverges:
∞∑
m=0
(
λ
′(m+1)
ǫ (m+ 1)
λ
′(m+1)
ǫ (0)
)2
=
∞∑
m=0
(λ20 + λ
2
1)
2(m+1)
λ
2(m+1)
0
λ′1
pa,b(m)
.
Since pa,b is a degree 2 polynomial with positive coefficients, the above series
diverges if and only if λ20 + λ
2
1 > λ0. On the other hand, by (3.1), we obtain
λ20 + λ
2
1 > λ0 ⇐⇒ 1− ǫ+
ǫ3
Kǫ
>
√
1− ǫ ⇐⇒ (3.3) holds.
Thus Sλ′ǫ,G is analytic if and only (3.3) holds. However, by [26, Proposition
3.4], Sλǫ,G admits the wandering subspace property if and only if Sλ′ǫ,G is
analytic. This yields (iii). To see (iv), recall that Sλǫ,G admits Wold-type
decomposition if and only if S′
λǫ,G
admits Wold-type decomposition (see
[26, Proposition 3.4]). Further, by (i) and (iii), Sλǫ,G admits Wold-type
decomposition if and only if (3.3) holds. Combining last two observations,
ANALYTIC m-ISOMETRIES 11
we obtain (iv). It is interesting to note that in case (3.3) does not hold, then
the hyper-range of Sλ′ǫ,G is spanned by
g = e0 +
∞∑
m=1
λ
′(m)
ǫ (m)
λ
′(m)
ǫ (0)
em.
In particular, the space spanned by g is not invariant under S∗
λ
′
ǫ,G
(since λ′ǫ
is not eventually constant in view of (3.2)).
Let us discuss some consequences of (i)-(iv). Firstly, since 0 < ǫ < 1, we
obtain ǫ2 6 ǫ
3√
1−ǫ(1−√1−ǫ) , and hence it follows from (ii) and (iii) that if Sλǫ,G
is norm-increasing, then Sλǫ,G necessarily admits the wandering subspace
property. Secondly, since
lim
ǫ→0+
Kǫ = 2b > 0, lim
ǫ→0+
ǫ3√
1− ǫ(1−√1− ǫ) = 0,
we may conclude from (i) and (iii) that there exists ǫ1 ∈ (0, ǫ0) such that
Sλǫ,G is an analytic 3-isometry without the wandering subspace property for
every ǫ ∈ (0, ǫ1). It is worth noting that Sλǫ,G is always norm-increasing on
the orthogonal complement of the space spanned by e0. Although Sλǫ,G is
not norm-increasing, we have
‖Sλǫ,G e0‖2 = 1− ǫ+
ǫ3
Kǫ
→ 1− as ǫ→ 0+.
In particular, Question 1.2 has a negative answer if we replace the assumption
‖Sλǫ,G e0‖ > 1 by ‖Sλǫ,G e0‖ > 1− δ for arbitrarily small δ > 0.
Remark 3.2. Let l ∈ N and let G = (W,F ) be a one-circuit directed
graph associated with the rooted directed tree (as in the preceding example)
and the circuit {w1, . . . , wl+1}, where wl+1 := root is the only branching
vertex of G . It is not difficult to see that there are no norm-increasing
analytic 3-isometry weighted shifts Sλ,G without the wandering subspace
property. Indeed, if
λwj > 1, j = 2, . . . , l + 1, λ
2
w1
+ λ21 > 1,
λw1
λ2w1 + λ
2
1
>
l+1∏
j=2
λwj
(with the convention that product over an empty set is 1), then λw1 > 1,
and hence λw1 ≥ λ2w1 + λ21, which is not possible.
4. A dichotomy
As noted above, if Sλ,G is a norm-increasing analytic 3-isometry weighted
shift on a one-circuit directed graph associated with a rooted directed tree
having one branching vertex, then it must admit the wandering subspace
property. In view of this, it is tempting to explore the wandering subspace
problem for the class of weighted shifts on a one-circuit directed graph asso-
ciated with a rooted directed tree having more than one branching vertex.
However, it turns out that by incorporating more than one branching vertex
in the underlying rooted directed tree does not yield an answer to Shimorin’s
question. Indeed, we have the following general fact.
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Lemma 4.1. Let T ∈ B(H) be an analytic norm-increasing operator with
spectrum contained in the closed unit disc and let [ker T ∗]T be the T -invariant
closed subspace generated by ker T ∗ (see (1.1)). Then H⊖ [ker T ∗]T is either
zero or infinite-dimensional.
Proof. Assume that H⊖ [ker T ∗]T is finite-dimensional. Note that the
hyper-range H′u of T ′ is a closed invariant subspace for T ′ and let S := T ′|H′u .
By [26, Proposition 3.4], H′u = H⊖ [kerT ∗]T , which is finite-dimensional. It
now suffices to check that H′u = {0}. Assume that H′u is non-zero. Thus S
is an invertible finite-dimensional operator on H′u, and hence there exists a
non-zero g ∈ H′u such that Sg = λg for some λ ∈ C \ {0}. It follows that
T ′g = λg. However, T ′ is a contraction (since T is an expansion), and hence
|λ| 6 1. As T ∗T ′ = I, we must have λT ∗g = g. Since the spectrum of T
is contained in the closed unit disc, |λ| = 1. Recall the fact that the fixed
points of a contraction and its adjoint are same (see [27, Proposition 3.1]).
Applying this fact to the contractive operator λT ′ shows that T ′∗g = λg. It
follows that T ′∗T ′g = g. Now observe that
Tg = T ′(T ′∗T ′)−1g = T ′g = λg.
It is immediate that g belongs to the hyper-range of T , which is {0} by the
analyticity of T . This contradicts the fact that g is non-zero. Hence H′u
must be zero. 
Remark 4.2. An examination of Example 3.1 shows that one may con-
struct analytic norm-increasing weighted shifts by letting constant weights
with value bigger than 1 for which H⊖[kerT ∗]T is non-zero and finite dimen-
sional. The above lemma is not applicable in this case, since these operators
do not have spectrum contained in the closed unit disc.
The previous lemma together with Remark 1.1 yields the following:
Theorem 4.3. Let T ∈ B(H) be an analytic norm-increasing m-concave
operator and let [ker T ∗]T be the T -invariant closed subspace generated by
ker T ∗ (see (1.1)). Then either T admits the wandering subspace property or
H⊖ [ker T ∗]T is of infinite dimension.
Combining the last theorem with Lemma 2.4(i), we obtain the following:
Corollary 4.4. Let G = (W,F ) be a one-circuit directed graph asso-
ciated with the locally finite rooted directed tree T = (V,E) with circuit of
length 0. Let Sλ,G be a weighted shift on G such that inf λ > 0. If Sλ,G
is an analytic norm-increasing m-concave operator, then Sλ,G admits the
wandering subspace property.
As a future direction, it is natural to incorporate more than one circuit
in a rooted directed tree. In this case, the associated weighted shifts are
no more composition operators on discrete measure spaces (note that the
proof of Lemma 2.3 relies heavily on the fact that these weighted shifts are
composition operators). The problem of characterizing analytic weighted
shifts within this class, an important step in the above problem, is of course
of independent interest.
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