When two moving objects are presented in perfect alignment, but are not visible for the same amount of time, the briefer object will often be perceived as ''lagging'' the object of greater duration. Most investigations of this flash-lag effect (FLE) employ high velocity broadband stimuli, such as lines or dots with sharp boundaries and flashes with rapid onset and offset. We introduce a stimulus paradigm with narrow-band stimuli and measure the stimulus dependence of the FLE when basic stimulus parameters of spatio-temporal frequency and temporal duration are varied. We suggest that this dependence is consistent with the involvement of early visual mechanisms and interpret our results in the context of existing theories of the FLE.
Introduction
The human visual system is known to judge relative spatial position with high accuracy and precision (Klein & Levi, 1985) , even when stimuli are moving at considerable speed on the retina (Chung & Bedell, 2003; Westheimer & McKee, 1975) . In the laboratory or in natural conditions, these judgments are usually made in a visual environment that is illuminated by a constant light source, where rapid changes of the retinal image are produced by motion of the observer's eye or the object in space. However, when the moving objects to be compared are of unequal brightness (e.g. Burr, 1979; Whitney, 2002; Williams & Lit, 1983; Wilson & Anstis, 1969; Zanker, Quenzer, et al., 2001) or are illuminated with different temporal patterns of light (e.g. Mackay, 1958; Nijhawan, 1994) , observers' estimates of relative position are no longer veridical. This paper is concerned with the ''Flash-lag'' effect, which describes the bias in the perceived relative position of a pair of moving objects when one is presented for a briefer duration than the other (Nijhawan, 1994) . Asked to judge the vernier alignment of two drifting vertical bars while one bar translates smoothly and the other is briefly presented (''flashed'') with no vernier offset, observers typically report a spatial offset: the continuously presented (''moving'') bar appears to lead its ''flashed'' counterpart. In most experiments, the ''flashed'' object is presented in a single-frame and thus does not move, but there are also numerous stimulus configurations in which the ''flashed'' object is not stationary (Baldo, Kihara, et al., 2002; Krekelberg & Lappe, 1999; Lappe & Krekelberg, 1998) , including a continuous stroboscopic presentation which is sometimes credited as the original demonstration of the FLE (Mackay, 1958) . Nijhawan (1994) sparked considerable debate between theoretical explanations for the FLE when he proposed ''motion extrapolation'' to account for the perceived offsets. He argued that neural processing introduces a delay into position estimates, and therefore, in order for moving objects to be perceived veridically, the visual system 0042-6989/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2007.06. 023 advances their position by the corresponding (velocitydependent) spatial offset. This original version of motion extrapolation was decisively rejected in the literature (Brenner & Smeets, 2000; Eagleman & Sejnowski, 2000; Whitney & Murakami, 1998) , even as other work suggested that a different form of motion extrapolation was in fact present in the visual system-as a byproduct of the temporal response properties of retinal and LGN neurons (Berry, Brivanlou, et al., 1999; Fu, Shen, et al., 2001) . Nevertheless, the literature has since discounted the role of these early visual mechanisms, not just because of the consensus against the original version of motion extrapolation, but also because low-level motion extrapolation studies reported stimulus dependence thought to be inconsistent with the FLE (Fu et al., 2001) . Our view is different; we believe these discrepancies may result from differences between stimulus paradigms, rather than the incompatibility of low-level motion extrapolation and the FLE.
The importance of stimulus paradigm
Most existing flash lag stimulus paradigms were developed as tests of the controversial ''motion extrapolation'' theory of Nijhawan (1994) rather than tools for measuring the stimulus dependence of the FLE. These paradigms require subjects to compare the perceived location of a static object to one that is clearly moving, such that the objects may have large differences in spatial and temporal frequency content, different retinal sizes or eccentricities, and various parts of the objects (with different stimulus properties) may be used to estimate their position or motion.
The most common FLE stimulus configuration used in prior studies is a rotating display in which the moving and flashed objects are dots or lines arranged radially and spinning around the fixation point. Even if the moving and flashed objects in these displays have the same spatial properties, they are presented at different retinal eccentricities. The distribution of the stimulus over the retina affects the relative spatiotemporal sensitivities of the early visual mechanisms detecting the stimuli. Indeed, the eccentricity of the flashed object is known to influence the magnitude of the FLE (Baldo & Klein, 1995) . Furthermore, vernier acuity is degraded under rotational motion when compared to translational motion (Carney, Silverstein, et al., 1995) . Thus, measures of the FLE taken with rotational displays may be less precise than measures taken with a simple translation.
Other stimulus paradigms require observers to report the relative position of objects that have a different spatial form, such as a moving annulus filled with a flashed center dot (Eagleman & Sejnowski, 2000) , or a pair of wedge-like stimuli (Chappell & Hine, 2004) . The stimulus spatial properties in these studies vary over space, and subjects' judgments may be spatially selective. For example, since the width of the wedge or ring/annulus is not constant, it is uncertain which part or parts of the stimuli are being used to make the judgment of relative position. Different observers could base their judgments on different parts of the two objects being compared.
Furthermore, in most of these studies the ''flashed'' object is ultra-brief, often presented within a single frame, while the ''moving'' object is presented for long periods of time, rotating or translating at relatively high speeds, over many frames. High-contrast broadband stimuli such as bars, annuli, wedges, dots, and arrays of dots include energy at all spatial frequencies, so the ''moving'' object in these experiments will concentrate energy along a line or plane in frequency space, whereas the flashed object broadly distributes energy at all combinations of spatial and temporal frequencies (for an illustration see Fig. 1c ). We should therefore expect activation of a variety of the differentially-sensitive early visual mechanisms, making it more likely that numerous neural representations of the ''flashed'' and ''moving'' objects are available (different subsets of the spatiotemporal information in the object) to solve the problem. This may also reduce the accuracy of vernier comparisons (e.g. Ruttiger, Lee, et al., 2002) .
All of these factors may explain why the stimulus dependence reported in a study is often not replicated when different FLE stimuli are used. For example, terminating motion at the time of the flash yields no significant effect in a study where rotational stimuli are used (Eagleman & Sejnowski, 2000) , whereas in other studies, translational stimuli have demonstrated ''motion extrapolation'' (Fu et al., 2001; Kanai, Sheth, et al., 2004) . Likewise, indications that FLE magnitude only depends on events after the flash (Brenner & Smeets, 2000; Eagleman & Sejnowski, 2000) , have been contradicted by studies in other laboratories (Chappell & Hine, 2002; Patel, Ogmen, et al., 2000) . These variations encourage us to consider the role of stimulus paradigm before rejecting a particular theory of the FLE. Therefore, on the basis of disagreements between studies that used different stimulus paradigms, it may be premature to conclude that motion-extrapolating retinal/LGN ganglion cells do not play a significant role in producing the FLE.
A role for early visual mechanisms?
Early visual mechanisms are well-studied and are known to be sensitive to basic stimulus parameters such as spatial and temporal frequency, duration, luminance, and contrast. Accordingly, this paper tests the specific hypothesis that the FLE demonstrates spatio-temporal stimulus dependence consistent with the early visual mechanisms implicated in studies of motion extrapolation (Berry et al., 1999; Fu et al., 2001 ). We introduce a new stimulus paradigm that will allow us to restrict the spatial and temporal frequency content of the stimulus and measure the FLE when basic stimulus parame-ters of spatio-temporal frequency and temporal duration are varied. We suggest that the stimulus dependence is evidence that early visual mechanisms do play a significant role in producing the FLE, and we discuss the implications for descriptive and computational theories of the FLE. The briefer stimulus is presented above the fixation point, while the more continuous stimulus is presented below. The observer's task is to judge the vernier offset between the two gratings. In these images, the gratings are perfectly aligned and moving to the right, but due to the Flash-lag effect, the observer would probably perceive the top grating as displaced to the left (the bottom grating leading in the direction of motion). (b) Space-time schematic representation of the stimulus construction (in one spatial dimension) of the Gabor FLE stimulus, as compared to a typical FLE stimulus. The space-time (XT) plots on the left represent two 1D patterns drifting at a fixed velocity. The typical FLE stimulus is a drifting line (or bar). The Gabor stimulus is a drifting sine wave windowed with a stationary Gaussian spatial envelope. In the middle panel, the XT plots are windowed with temporal envelope profiles to generate the ''flash'' and ''moving'' object. In the Gabor FLE paradigm, the profiles are temporal Gaussians of differing widths, while the typical FLE paradigm uses a single-frame exposure vs. a continuous presentation of the ''moving'' object. This windowing produces the stimulus representations (pairs of XT plots) in the right panel. (c) The stimulus construction in (b) is shown in the Fourier (frequency) domain to illustrate the spatio-temporal energies in the stimuli and how they are produced. The typical FLE stimulus is spatially broadband to begin with whereas the Gabor FLE stimulus has a very narrow concentration of energy (left panel). The temporal envelopes used in windowing the stimulus spread energy along the temporal frequency axis (middle and right panels). Compared to the typical FLE stimuli, the Gabor FLE paradigm allows us to concentrate the spatio-temporal energy in the stimuli, in order to target subsets of low-level visual mechanisms.
General methods

Observers and apparatus
Five emmetropic or corrected subjects participated as observers in the study. All subjects were experienced observers, but four were naïve as to the goals of the experiment. Subjects had normal visual acuity or wore their optimal spectacle and took part after signing an informed consent form approved by the Committee for the Protection of Human Subjects (CPHS) at the University of California, Berkeley.
Stimuli were produced with a Cambridge Research Systems VSG Board (Version 2/3). They were presented on a monochrome Clinton monitor with a refresh rate of 150 Hz and a screen resolution of approximately 600 · 800 pixels on a viewable monitor area of 14 · 16 cm. The stimuli were presented in a dark room (less than .5 cd/m 2 with the monitor switched off). In order to maintain stimulus resolution, the monitor was placed at one of three viewing distances: 50 cm, 1 m, or 2 m, depending on the desired spatial frequency of the displayed stimulus. A fixed head rest was used to limit movement of the observer's head, and the non-dominant eye was patched so that viewing was monocular.
Method and stimuli
Stimuli were composed of a pair of vertically separated Gabor patches presented with different exposure durations. Both Gabor profiles were one-dimensional (uniform luminance in the vertical direction), composed of a drifting sine wave carrier defined by its spatial frequency, phase, and velocity, and a stationary Gaussian spatial envelope that was used to limit stimulus size in the visual field (Fig. 1a) . The width of the spatial envelope was always a fixed multiple of carrier spatial frequency, producing a spatial bandwidth of $0.79 octaves. For a spatial frequency of 0.5 cpd, the top and bottom Gabor patches subtended 10 deg of horizontal visual angle and were separated by 0.2 deg vertically. A fixation cross appeared in the middle of the screen, between the two patches, to prevent eye movements that might increase or reduce the stimulus motion on the retina.
The temporal presentations of the top and bottom patch were modulated by two Gaussian temporal envelopes of different widths. These envelopes limited the exposure durations of the flashed, drifting Gabor patches, and by making one briefer than the other we were able to generate a FLE. Both grating patches reached maximum contrast at the same time and maximum contrast was identical for both patches (Fig. 1a shows how the observer's view of the stimulus changes over time). The temporal durations of these patches are specified by width in ms of the standard deviation (r) of the Gaussian temporal envelope.
Our Gabor stimulus arrangement differs from prior studies of the FLE that used single-frame flashes. This difference is well illustrated by examining the stimulus construction and the resulting spectra of the two paradigms in the frequency domain. A FLE stimulus pair can be constructed from a single continuously-moving object, which is then windowed by two temporal envelopes (a briefer and a longer one) to yield the ''flashed'' and ''moving'' object. A ''typical'' FLE stimulus (e.g. Nijhawan, 1994 ) is generated with a ''flashed'' temporal envelope of negligible width (a delta-function or an ultra-brief pulse) while the ''moving'' temporal envelope is a pulse of infinite (or very long) duration. Fig. 1b depicts the construction of our Gabor stimulus pair and the typical FLE stimulus pair as a single two-dimensional space-time plot, which is multiplied by two one-dimensional temporal envelopes to yield ''flashed'' and ''moving'' space-time plots.
Fig. 1c examines these stimulus constructions in the frequency domain, applying the convolution theorem (multiplication by a temporal envelope in space-time corresponds to convolution in the frequency domain). The differing Fourier energy in the two stimulus paradigms is evident before the temporal envelopes are applied: the Gabor stimulus restricts the spatial and temporal frequency information to a narrow range of frequency space whereas the energy in the typical stimulus is spread along a line through frequency space. The frequency spectra of the temporal envelopes are then convolved with the stimuli: with the Gabor stimuli this produces a differential smearing of the energy concentration along the temporal frequency axis, whereas in the typical paradigm the energy for the ''flashed'' stimulus is spread so that it covers most of frequency space (the Fourier energy of the typical ''moving'' stimulus is unchanged-it is still a line).
Procedure
Observers performed a 2AFC moving vernier judgment: they indicated whether the top carrier grating was offset to the right or left of the bottom carrier grating. They were instructed to make their judgment of vernier offset at the time of the ''flash''. Subjects were given at least 200 practice trials in order to get accustomed to the stimulus and reported no difficulty in understanding or performing the moving vernier task.
Data were collected in blocks using interleaved adaptive staircases and the direction of motion was randomized from trial to trial to minimize the potential effects of stimulus anticipation, adaptation, or fatigue. The dependent variable was the perceived vernier offset, while the independent variable was a physical relative phase offset between the top and bottom carrier gratings, adjusted using an adaptive staircase method following Kontsevich and Tyler (1999) . This psychophysical procedure computes a Gaussian probability distribution over a parameter space representing a family of psychometric functions (e.g. a two dimensional space consisting of PSE and slope). The value of the independent variable for the next trial presentation is chosen so as to maximize the entropy of the resultant distribution. The procedure returns the parameter values corresponding to the mean of the Gaussian distribution, as well as the standard deviation of the distribution, which are indicated as error bars on each data point in our plots.
With a periodic test stimulus, if perceived phase offset is too large the reported vernier relationship must flip (e.g. a flash lag of >180 deg appears as a flash lead). Our staircase procedure is designed to present most of its stimuli near its estimate of PSE, but can have trouble converging if it chooses stimuli that produce a perceived offset that is too large. To avoid this problem, we tuned the staircases so that their choice of the next testable phase offset was limited to within $90 deg of the PSE estimate, and initialized each staircase with a PSE estimate of 0.
All of our adaptive staircases converged on a point of subjective equality-where the perceptual phase offset induced by the FLE was nulled by the physical relative phase offset introduced in the stimulus. The raw measurements were obtained in degrees of the Gabor patch carrier grating, and in order to facilitate comparisons across our experiments we converted these spatial measurements into temporal units throughout the paper. For a stimulus pair drifting at a given velocity, the equivalent temporal delay (ETD) is computed by dividing the temporal frequency by the measured phase offset (PSE in cycles of the carrier).
Experiment I: Stimulus velocity
The first experiment measured the effect of stimulus velocity on the magnitude of the FLE. Since our stimulus concentrates energy in a band of spatial frequencies, and drifts at a constant velocity, its energy is also limited to a band of temporal frequencies. Thus velocity dependence and temporal frequency dependence will not be distinguishable in this experiment; both are being tested.
The literature suggests two hypotheses for this experiment. Linear velocity dependence (Brenner & Smeets, 2000; Krekelberg & Lappe, 2000; Nijhawan, 1994) suggests that the FLE magnitude, measured as a spatial offset, increases linearly as a function of stimulus speed. Linear velocity dependence predicts that our dependent variable (ETD) should remain constant over a range of velocities, corresponding to a uniform temporal delay between the two objects, over which higher speed stimuli simply elicit a proportionally larger perceived spatial offset than slower speed stimuli. Another possibility is that ETD varies in some significant way with velocity, deviating from a strictly linear relation, and there are suggestions that the ETD decreases with increasing velocity (Berry et al., 1999; Fu et al., 2001 ).
Methods
The FLE was measured for a drifting 0.5 cpd grating moving over a range of speeds, with velocities distributed between 1 and 8 deg per second. The grating was displayed at a viewing distance of 50 cm at 50% contrast. The background (average) monitor luminance was set at 5.8 cd/m 2 . Stimulus pair durations were r = 24 ms vs. r = 120 ms.
A control experiment was also performed in order to determine whether the velocity dependence would differ when the more common single-frame flash was used as opposed to when our multiple-frame flash stimulus was used. Velocity dependence was measured for two subjects with the same Gabor stimuli at a background luminance of 28 cd/m 2 . In the single-frame condition the flashed stimulus was displayed at full contrast for one frame ($20 ms) while the moving stimulus ramped on and off with a Gaussian temporal envelope of r = 120 ms. In the multi-frame condition both stimuli were modulated by Gaussian temporal envelopes (r = 24 ms vs. r = 120 ms).
Results
Fig. 2a demonstrates significant variation of ETD as a function of velocity for 3 subjects. Both the grand average (thick black line) as well as individual subject data (dashed lines) show that the magnitude of the effect generally decreased as speed was increased. These findings show that for velocities above 1 deg/s (0.5 Hz), the flash lag magnitude tends to decrease with increasing speed. Fig. 2b illustrates the results of the control experiment for two subjects. The stimulus dependence subjects exhibited for the single frame flash was similar to that exhibited for the multiframe flash, showing a significant reduction of ETD as velocity increased. This confirms our expectation that the FLE measured with our Gabor stimulus paradigm is compatible with the FLE as measured in a single-frame flash paradigm.
The error bars in Fig. 2 are consistently smaller for higher velocity stimuli, and this is due to the experimental design. Our method measures a spatial offset which is then converted into an equivalent temporal delay, and this conversion requires us to divide the spatial offset by the stimulus velocity. As a result the errorbars at low velocities are magnified relative to the errorbars at high velocities. The statistical significance of these results has been ascertained using a Chi-squared test to rule out the null hypothesis (i.e. ETD is constant-independent of velocity). We found significant effects for all 3 individual subjects in the first experiment (p 1 < .01, p 2 < .01, p 3 < .05) as well as for data averaged across all subjects (p < .01). ETD for both subjects in the control experiment showed a similar and significant dependence on velocity, for both the single-frame ''flash'' (p 1 < .01, p 2 < .01) as well as the multi-frame ''flash'' (p 1 < .01, p 2 < .01). . Rather than remaining constant, the magnitude of the FLE is reduced as temporal frequency or velocity increases, rather than remaining constant. (b) Data from a control experiment, plotted individually for two subjects. Maximum contrast was still 50% but we used a different background luminance (29 cd/m 2 ). The moving object in these plots has the same duration (r = 120 ms), but two types of flashes are used-the dashed line corresponds to a flashed object whose temporal envelope ramps on and off with a Gaussian profile (r = 24 ms), while the solid line corresponds to a stationary single-frame flash ($20 ms exposure). The results do not show significant differences between the FLE magnitudes for static single-frame flash paradigm and our Gabor FLE stimulus paradigm. The control experiment also confirms our expectation that the nature of the flash (stationary vs. moving) does not affect the pattern of stimulus dependence. Error bars represent the standard deviation of measured PSE, as returned by our adaptive staircase method.
Discussion
The velocity dependence we have observed deviates from the prediction of constant ETD, and diminishes at higher velocities. One possibility might be that the differences between the stimuli used are responsible for the two different kinds of speed dependence. Studies such as ours and Fu et al. (2001) that show ETD decreases with velocity have restricted the high spatial (and temporal) frequency energy in the stimulus whereas the stimuli of Krekelberg and Lappe, and Nijhawan, have sharp edges that produce such energy. Also, our stimulus translates laterally, whereas rotational motion was used in studies finding linear velocity dependence. Another explanation for the differences might consist in characterizing the FLE as having two regimes, one at lower speed ranges, and one at higher speeds, by suggesting that our stimuli fall into this low-speed regime. In this view, our stimulus dependence could be a kind of threshold effect, or it could represent the contribution of different visual processes.
To put our data in context, we replotted the grand average from our Fig. 1a alongside three sets of data from other studies. We obtained raw data from Krekelberg and Lappe (Figure3a: 1999) and (Figure 9b: 2000) and converted it into units of tangential velocity in deg/sec and ETD in milliseconds. We then plotted that data on the same axes we used in Experiment I. We interpret the combined evidence (Fig. 3) as suggesting that (1) lower speed stimuli elicit larger ETD, (2) velocity dependent ETD may be seen in both sharp-edged and Gabor stimuli, and (3) that the FLE may be described as having two types of velocity dependence, a low speed regime where slower speeds produce significantly larger ETDs, and a higher speed regime which exhibits a constant ETD characteristic of linear velocity dependence.
Since the data sets in Fig. 3 have different stimulus parameters and restricted ranges, it does not make sense to try to identify a transition point between two regimes of velocity dependence. Moreover, other forms of stimulus dependence could mediate the division between a low and high speed regime. Indeed, Experiment III will offer evidence that spatial frequency modifies the velocity dependence in addition to the magnitude of the ETD.
Experiment II: Flash duration
The difference in relative stimulus durations of visual objects is the critical ingredient in producing the FLE. Yet the literature contains differing suggestions as to the timescale that the FLE operates on. Events up to about 60-80 ms after the flash (Brenner & Smeets, 2000; Eagleman & Sejnowski, 2000) , and events up to around 50 ms after the flash (Chappell & Hine, 2004) have been shown to have an effect on the FLE magnitude. On the other hand, existing modeling work suggests that the visual system integrates the position of the moving object over a much longer temporal interval: 400 ms (Fu et al., 2001) or even 500 ms (Krekelberg & Lappe, 1999) .
This experiment is intended to assess the temporal window or timescale during which the FLE is produced for our Gabor stimuli. We measure the effects of relative stimulus duration as (1) the ''flashed'' object becomes briefer and (2) as the ''moving'' object is presented for longer period of time.
Methods
Two temporal envelopes specify the duration of our stimuli and the durations of both envelopes were performed. First, we held the duration of the ''moving'' pattern constant r = 200 ms, and varied the duration of the ''flashed '' pattern (r = 24, 40, 80, 120, 160, and 200 ms) . Second, we fixed the duration of the ''flashed'' pattern at r = 24 ms, and varied the duration of the ''moving'' pattern (r = 24, 40, 80, 120, 160, and 200 ms) . The stimuli had a carrier frequency of 0.5 cpd moved at 2 deg/s (1 Hz) at a viewing distance of 50 cm. They peaked at full contrast and average luminance of the display was set at 5.8 cd/m 2 .
Results
Fig . 4 shows the results for these manipulations. In the first plot (4A), the duration of the ''moving'' Gabor pattern Krekelberg and Lappe (1999) and one set is taken from Figure 9b in Krekelberg and Lappe (2000) . The grand average of our Experiment I (open circles) is reproduced in this axis for comparison, falling in the middle of the range spanned by the other data sets. While the data sets represent results taken with different stimuli, the aggregate data shows that these studies do not contradict one another on the question of velocity dependence; instead they suggest over a low velocity ETD generally decreases, and at higher velocities, the reduced ETD remains fairly constant.
is set to the longest interval: r = 200 ms (indicated by reference arrow in plot). In this condition, the FLE diminishes rapidly over a 60 ms range and plateaus at ''flash'' durations above r = 80 ms. In Fig. 4b , FLE increases as the duration of the ''moving'' stimulus is extended over a 100 ms range and appears to asymptote above ''moving'' object durations of r = 120 ms. In both plots, when the temporal durations of the 2 objects are physically indistinguishable it is impossible for the subjects to report any effect. These observations are confirmed by chi-squared function fits to the aggregate data for subjects in the two conditions. In the first case we fit a decaying exponential f(t) = ae Àt/s + b yielding a time constant s of 79 ms (X 2 = 4.54) and in the second case we fit a rising logistic function f ðtÞ ¼ a À b þ a ð1þe t=s Þ h i yielding a time constant s of 126 ms (X 2 = 7.09).Several conclusions can be drawn from the data. First, the magnitude of the effect can be varied by manipulating either of the two stimulus parameters. It can be increased by decreasing the duration of the ''flash'', and it reaches a maximum at the shortest presentations. Likewise, it can be increased by fixing the duration of the ''flash'' and increasing the duration of the ''moving'' object, in which case the magnitude of the FLE plateaus at a wide pulse width. Second, it appears that the temporal durations of both ''moving'' and ''flashed'' object are important and that relative duration of the temporal envelope pair (rather than absolute duration of the flash) is what matters. Finally, the results suggest that there are limits on the effectiveness of the relative duration in eliciting an effect: the ''moving'' objects become indistinguishable after exposure times on the order of 120 ms.
Discussion
Our findings-critical stimulus durations on the order of 120 ms-are in reasonable agreement with the psychophysical studies that found shorter durations for this temporal window (Brenner & Smeets, 2000; Chappell & Hine, 2004; Eagleman & Sejnowski, 2000) , and differ significantly from suggestions of 400-500 ms. However, if we consider the differences in the stimuli used in these studies and the procedure for estimating these durations, the discrepancy is not as surprising.
In the studies that found shorter temporal windows, the timing of the flash was shifted relative to the moment the moving stimulus, while the ''flash'' used was always an ultra-brief stimulus. On the other hand, Krekelberg and Lappe's experiment tested stimuli in which both ''flashed'' and ''moving'' stimuli started rotating together, with the outer dots being extinguished after a variable time period. The ''flash'' duration in the dissenting study was therefore variable. We also note that a non-zero lag effect appears to remain even at the longest durations: in Fig. 2 of Krekelberg and Lappe (1999) a non-zero FLE is recorded even at 1 second durations. This suggests that the stimulus offset occurring at the moment the outer dots are extinguished could itself constitute a ''flash'', independent of the exposure duration. Increasing the duration of the outer or ''flashed'' dots also increases the duration of the inner ''moving'' dots, which could (according to our results) increase effectiveness of the stimulus pair even as the flash duration is increased. Fig. 4 . Effect of relative stimulus duration. For a .5 cpd stimulus moving at 2 deg/s, effects of relative stimulus duration are plotted. Durations are manipulated by changing the standard deviation of Gaussian temporal envelope of a grating patch: (a) The more continuously presented Gabor pattern is set to the longest interval: r = 200 ms (indicated by the reference arrow in the plot). As the duration of the flashed stimulus is increased, data for all subjects shows a rapid decrease in the magnitude of the Flashlag Effect, with the flash becoming ineffective at durations above r = 60 ms. (b) The duration of the more transient stimulus is fixed at the briefest interval: r = 24 ms (indicated by reference arrow in plot). When the duration of the more sustained Gabor pattern is increased, the FLE magnitude gradually increases and plateaus at values above r = 120 ms. In both plots, when the temporal durations are equal the two patterns to be compared are completely identical, so it is technically impossible for there to be an effect. For this reason, data has not been collected for all subjects in the longest flash duration condition (the point at r = 200 ms is not significantly different from zero). Error bars represent the standard deviation of measured PSE, as returned by our adaptive staircase method. These factors could be expected to lengthen the temporal horizon suggested by the data. The stimuli used in Fu et al. (2001) also did not contain a traditional ''flashed'' stimulus. Instead, the relative position of two targets translating in opposite directions was judged -after the targets had ceased moving and while they remained stationary and visible for 100 ms (after which they were extinguished). Since it is unclear (in both studies) at what point the observer makes their judgment, this uncertainty should be factored into reports of longer timescales.
Two alternative interpretations of our results deserve consideration, as they could lead to different conclusions about the meaning of the data in this experiment. First, we have not attempted to control for the effect of duration on the perceptual salience of the stimulus. The data should therefore be evaluated with the understanding that more visible or salient objects are likely to be perceived as leading less salient objects (e.g. the Hess effect). Stimulus visibility has been shown to modulate the magnitude of the FLE (e.g. Patel et al., 2000) , and since the reduction of stimulus duration could be expected to reduce the salience of the stimulus, we cannot say how much of the variability in our results is due to changes in visibility or salience. Second, we do not know how the position judgment is being made, or when. For example, if the moving object is being seen at its ''final position'' for intermediate duration stimuli, then it is possible that this could also explain the increase in FLE as the moving object duration is extended. However, these interpretations cannot account for any of our other results-the velocity dependence reported in Experiment I or the spatial frequency dependence reported in Experiment III-because the temporal envelope durations remained constant during those manipulations.
Experiment III: Spatial frequency
With our Gabor FLE stimulus, velocity dependence indicates temporal frequency dependence. In other words, if we double the velocity of a stimulus while keeping its spatial frequency the same, the temporal frequency of the stimulus doubles. But we can also double the temporal frequency by keeping the velocity the same and doubling the spatial frequency of the stimulus instead. Experiment I showed that ETD decreased with increasing temporal frequency/velocity. Experiment III takes a more detailed look at the contributions of temporal frequency and velocity, by manipulating the spatial frequency of the stimulus (in addition to velocity).
Stimulus dependence on spatial frequency has been indirectly explored in the literature. A study of motion extrapolation in humans found that it only occurred with low-pass stimuli, and that sharp-edged stimuli nulled the effect (Fu et al., 2001) . These findings are contradicted by experiments that produced FLE in the flash-terminated condition (Kanai et al., 2004 ) using broadband stimuli. However, we do not know of existing work that offers predictions for the manipulation we perform: shifting the spatial frequency energy distribution of a narrow-band stimulus.
Methods
We varied the carrier frequencies of the Gabor stimuli (0.25, 0.5, and 1 cpd) and measured the FLE at carrier grating velocities of 1, 2, and 4 deg/s. This range was limited by the monitor resolution and by the subjects' difficulty in performing a moving vernier judgment with higher spatial frequency stimuli. Observers used a 2 mm artificial pupil and the average monitor luminance was 81.5 cd/m 2 , resulting in retinal illuminance of 256 Trolands. Stimulus pair durations were r = 24 ms vs. r = 120 ms. In order to maintain resolution and avoid pixelation, the monitor was placed at two viewing distances: at 1 m for 0.5 and 1 cpd and at 50 cm for 0.25 cpd stimuli.
Results
The magnitude of the FLE changed when measured with stimuli of different spatial frequency content. When considered as a function of velocity, FLE was greatest for the 0.25 cpd stimuli, it was reduced at 0.5 cpd, and it was smallest at 1 cpd. The biggest differences occurred between the 0.25 cpd and the 0.5 cpd conditions. Fig. 5a plots the averaged results for all 5 subjects plotted as a function of velocity. We note that data for stimuli at the lower spatial frequencies (0.25 and 0.5 cpd) show a significant reduction in ETD as speed increases (chi-squared test, p < .05). We expect such stimulus dependence given the velocity dependence of the FLE we saw in Experiment I. On the other hand, stimuli at 1 cpd present a flatter profile, with no significant dependence on velocity. This suggests that the sensitivity to one parameter (velocity) depends on the other (spatial frequency).
For a given velocity, the lower spatial frequency stimuli contain energy at lower temporal frequencies than the higher spatial frequency stimuli. For example, a 1 deg/s stimulus of 1 cpd produces a temporal modulation of 1 Hz while a 2 cpd stimulus would produce a 2 Hz modulation at the same speed. In order to separate the effect of temporal frequency from the effect of spatial frequency, we also plot the results as a function of temporal frequency (Fig. 5b) . Indeed, spatial frequency of the stimuli has an effect on the magnitude of the ETD that is not accounted by the effect of temporal frequency.
Discussion
The observed variations in the magnitude of the FLE cannot be explained on the basis of velocity, temporal frequency, or spatial frequency alone. Thus, we conclude interactions between these stimulus properties generate the stimulus dependence of the FLE. For example, when measured with higher spatial frequency stimuli the FLE is not just lower but also flatter with variations in temporal frequency, indicating less dependence on temporal frequency or velocity modulation. That velocity dependence of the ETD is reduced at high spatial frequencies is consistent with the empirical work of Fu et al. (2001) . In Fu et al's study larger effects were found when the width of the (low-pass) stimulus was increased, a manipulation which introduces lower spatial frequency energy into the stimulus. Moreover, the magnitude of the extrapolation also varied the most (reaching the highest magnitudes) at the largest stimulus widths, so that the contribution of spatial width and velocity were inseparable.
These results build on the conclusions of Experiment I, where we suggested that the FLE demonstrates different regimes of velocity dependence, declining ETD at lower speeds followed by constant ETD at higher speeds. The additional data taken in this experiment suggest that the visual mechanism responsible for the low-speed regime might be selective for low spatial frequencies, since the high spatial frequency stimulus did not show significant dependence on speed. We explore these implications further in the Section 6.2, where we argue that they suggest a role for magnocellular mechanisms.
We can now offer a reason why Fu et al.'s study failed to produce motion extrapolation with sharp-edged stimuli. Our (and their) data suggests that larger effects occur when the energy in the stimulus is concentrated at lower spatial frequencies. If subjects localized the boundary of the sharp-edged stimulus (a feature with energy at high spatial frequencies) in those experiments, one would expect a reduced effect. This would contrast with data taken for the Gaussian (low pass) stimulus, since subjects would not be able to localize features such as edges, and would probably use a statistic such as the center of mass of the luminance distribution.
We must also consider why sharp-edged stimuli did produce an effect in Kanai et al.'s FLE study. As with previous stimulus duration experiments, we believe the discrepancy is due to differences in the stimuli used. In the Kanai et al. study the moving stimulus stopped and was extinguished at the time of the flash (flash terminated stimulus). In the Fu et al. study, on the other hand, the stimulus stopped moving and remained visible and stationary for 100 ms before being extinguished. This visible and rapid deceleration may explain why the Fu et al. stimulus was not effective with a sharp-edged stimulus. Another reason, suggested by Kanai at al, is that the spatial separation between their ''moving'' and ''flashed'' stimuli enhanced the magnitude of the FLE.
General discussion
Implications for descriptive theories of the FLE
Descriptive theories of the FLE can be placed in three categories. In motion extrapolation theories, such as originally proposed by Nijhawan (1994) , the position of a moving object is seen further ahead of its veridical position in order to compensate for neural delays. Differential latency theories are based on a timing distinction: a continuously moving object is perceived sooner than the flashed object so that by the time the flashed object is seen, the perceived position of the moving object is ahead of the perceived position of the stationary flash (Purushothaman, Patel et al., 1998; Whitney, Cavanagh, et al., 2000) . Sampling (or postdiction) theories argue that the flash resets or triggers a process that then samples, interpolates, or otherwise determines the location of the moving object (Eagleman & Sejnowski, 2000) , and include theories that describe a role for attentional processing (Baldo & Namba, 2002) . Fig. 5 . Dependence on stimulus spatial frequency. Data for carrier gratings at 3 spatial frequencies (0.25, 0.5, and 1 cpd) drifting at three velocities (1, 2, and 4 deg/s) is plotted in terms of velocity (a) and temporal frequency (b), showing that neither stimulus property accounted for variance in FLE when different spatial frequencies were used. This suggests a separate spatial frequency dependence of the FLE (in addition to the velocity/temporal frequency dependence of the effect). The data also suggest an interaction between the velocity dependence of the FLE and the carrier spatial frequency. At 0.25 cpd and 0.5 cpd the magnitude of the FLE decreases as observed in Experiment I. At 1 cpd, the stimulus dependence is no longer significant, and the profile describing velocity dependence remains fairly flat. Error bars represent the standard deviation of measured PSE when observer data is combined.
The initial debate between these theories revolved around how accelerations change the magnitude of the FLE: what happens when motion is initiated (Khurana & Nijhawan, 1995; Patel et al., 2000) , reversed (Eagleman & Sejnowski, 2000) or redirected (Whitney, Cavanagh, et al., 2000a; Whitney, Murakami, et al., 2000b) , increased/decreased (Brenner & Smeets, 2000) , or terminated (Kanai et al., 2004) at the time of the flash. But rather than differentiate the descriptive theories, such experiments only underscored the significance of the stimulus dependence of the FLE (Kanai et al., 2004; Ogmen, Patel, et al., 2004) and raised the question of why particular stimuli produce a FLE in conditions where others do not.
As the FLE literature increasingly focuses on computational models for the FLE, we think it is important to consider how this early debate still influences the definition of the FLE stimulus and our thinking about the effect itself. The original versions of these descriptive theories all invoked a categorical distinction between ''flashed'' and ''moving'' objects to explain the FLE. The typical FLE stimulus continues to reinforce such distinctions, because the brevity of the flash guarantees that motion (of the ''flash'') cannot be perceived. Thus, the FLE is often defined as occurring between two entirely different classes of objects, one which is ultra-brief and entirely static, and one which is moving continuously and presented for long durations of time.
Our stimulus paradigm intentionally calls such a distinction into question, since both objects are flashed briefly and both are moving, and yet a FLE is generated. The literature has already shown that flashed stimuli that are moving (multi-frame or strobed exposures) do produce an FLE Krekelberg & Lappe, 1999; Lappe & Krekelberg, 1998; Mackay, 1958) . Our control experiment in Section 3 showed that similar effects were generated in 2 conditions: a single-frame (static) ''flashed'' stimulus vs. a multiple frame stimulus that translated. More importantly, our results explicitly show that there is no objective criterion that identifies which visual objects are ''flashes'' and which are ''moving''. For example, Experiment II demonstrates that a visual object with a duration of r = 45 ms will lag when viewed alongside a longer counterpart, but will lead when viewed alongside a briefer counterpart. If one were to insist on labeling them, the same physical stimulus would be termed a ''flash'' in one condition and a ''moving object'' in the other. Theories which rely on an explicit dichotomy between the ''flashed'' and ''moving'' objects must therefore articulate it as a function of the relative properties of the stimulus pair, rather than the physical characteristics of the ''flashed'' or ''moving'' stimulus.
Indeed, the differential latency model has since been elaborated (Ogmen et al., 2004) so that it does not explicitly rely on the distinction between ''flashed'' and ''moving'' objects. Sampling theories, which hold that the ''flash'' fulfills a special function by resetting the process of temporal integration or triggering a process of position sampling, might also be elaborated. For example, the trigger signal need not be tied to a single-frame ''flash'', and could instead be defined as the moment when both elements of the stimulus pair reach a maximum or some threshold, or as the moment when some population of perceptual mechanisms determines that a flash has occurred.
Stimulus dependence as evidence of early visual mechanisms
Experiments with our narrow-band Gabor stimulus produce 3 basic observations about the FLE. First, the highest ETDs are produced by low spatial frequency stimuli moving at low velocities. Second, while ETD decreases with increasing velocity and increasing spatial frequency, increasing spatial frequency decreases the stimulus dependence on velocity. Finally, the FLE occurs on a temporal time scale on the order of 120 ms. If there is a role for early visual mechanisms in producing the FLE, then we should be able to compare the stimulus dependence of those early visual mechanisms to the stimulus dependence we have observed in this study. And since the mechanisms we are interested in are magnocellular ganglion cells which have been used to model motion extrapolation (Berry et al., 1999; Fu et al., 2001 ), we will appeal to the results of that modeling work (we refer to this model as the Temporal Impulse Response or TIR model of the FLE) and the stimulus dependence of the temporal impulse response to make the link.
The TIR model is a computational model of the integration of luminance information by the temporal impulse response function of early visual mechanisms (Berry et al., 1999; Fu et al., 2001) . Rather than explaining the FLE on the basis of a separate neural processing of the flash and moving objects, the model convolves both objects (whatever their spatial profile or duration) with the same spatial and temporal filter and examines the output (the putative ''neural image''). The model shows that a biphasic temporal filter (used to model magnocellular ganglion cells) will produce motion extrapolation such that the position of the moving object in the neural image is ahead of its veridical location. By contrast, monophasic temporal filters (used to model parvocellular ganglion cells) do not produce such motion extrapolation.
The TIR model both predicts velocity dependence, and also its sign (Berry et al., 1999; Fu et al., 2001) . The modeling in both of those studies found that increasing the velocity of the stimulus decreased the magnitude of the effect, which is consistent with our general observation in Experiment I. On the other hand, although the absolute magnitude of our effect declined in the low speed regime as suggested by the model, other evidence (see Fig. 3 ) suggests that this decline does not extend to the higher velocity regime. Thus, we do not believe that the full range of velocity dependence is due to a magnocellular mechanism. This does not rule out the involvement of a TIR mechanism, but rather suggests the involvement of an additional mechanism that produces the linear velocity dependence seen in the high speed regime. For example, if we added a small constant ETD to a velocity dependent (declining) ETD, we could capture the overall stimulus dependence suggested in Fig. 3 .
The spatial frequency dependence of the FLE is further evidence for a significant role for magnocellular mechanisms. We note that the stimulus dependence of the temporal impulse response of the early visual mechanisms depends on the spatial frequency content of the stimulus (Fredericksen & Hess, 1999; Georgeson, 1987; Pantle & Turano, 1992; Watson & Nachmias, 1977) . This change in response is often characterized as a transition between two systems-the transient or magnocellular system, and the sustained or parvocellular system. Higher spatial frequencies are associated with the sustained system and a monophasic temporal impulse response function that integrates stimulus energy over a broader duration. Lower spatial frequencies are associated with transient mechanisms and have a temporal impulse response that is briefer, with a biphasic profile and the transition has been modeled between 0.5 and 4 cpd (Watson & Nachmias, 1977) .
Thus, if the biphasic temporal impulse response of magnocellular mechanisms is involved in producing the FLE, then lowering the spatial frequency of the stimuli should increase the activation of magnocellular neurons and could be expected to produce a larger effect. Indeed, our results confirm that lowering the spatial frequency of the stimulus without changing the temporal frequency increased the magnitude of the ETD. We also showed that reducing spatial frequency increased the velocity dependent variability of the ETD. Since both of these observations are consistent with the modeling and experimental results of Fu et al. (2001) , we take them as evidence of an interaction mediated by the magnocellular system and its temporal impulse response.
At the same time, this spatial frequency dependence argues against a comprehensive role for the temporal impulse response of early visual mechanisms. At high velocities and with narrower (higher spatial frequency) stimuli the modeling of Fu et al. shows negligible effects as well as a lack of stimulus dependence. However, at higher spatial frequencies (1 cpd) our stimulus continues to generate a constant ETD, but it does not decay as velocity increases. Considering the observations we made in Fig. 3 we can make a general suggestion: a constant ETD emerges as the spatial or temporal frequency content of the stimulus approaches the limits of an effective ''magnocellular'' range, so that in addition to the simple mechanism we have described, some other mechanism is also contributing to the effect.
The time course of the FLE offers some additional evidence for early visual mechanisms. The TIR model describes a temporal convolution and thus an integration window in which the response of neurons can be affected by changes in the stimulus. In other words, with constant stimulation, the response of a model neuron will stabilize after the exposure duration exceeds the duration of the temporal impulse response. Likewise, changes to the stimulus, such as rapid onsets or flashes, should cease to have an effect on the putative response of neurons after a period of time equal to the duration of the temporal impulse response.
Experiment II described a temporal window in which the mechanism underlying the FLE operates. Our results show that increasing the duration of the longer stimulus up to r = 120 ms increases the magnitude of the FLE, after which the effect appears to plateau. This temporal duration is consistent with the duration for biphasic or ''transient'' temporal impulse response functions ($150 ms), as measured psychophysically (Burr & Morrone, 1993) and physiologically (De Valois & Cottaris, 1998) . In this sense, these observations might be taken as evidence that the FLE is mediated by an early visual mechanism.
Extending existing computational models of the FLE
Here, we take a broader view of the literature and address three computational models that have been proposed to account for the FLE, including the TIR model. All of these models are quantitative in the sense that they can suggest a value of FLE for a given stimulus configuration, and we can critically evaluate these theories by seeing if they predict the stimulus dependence observed in our data. Furthermore, we discuss how extending or combining these models may allow us to capture the stimulus dependence we have observed in this study.
TIR model
The previous section defined the TIR model and used it to explore the hypothesis that early visual mechanisms might account for the spatio-temporal stimulus dependence of the FLE we observed in our experiments. Although we concluded that the hypothesis is supported, there remain some discrepancies between our experimental results and the TIR model as described by Fu et al. (2001) . First, the temporal impulse response duration suggested by Fu et al.'s model fitting contradicts the values in the temporal impulse response literature. Second, the TIR model will not account for linear velocity dependence exhibited in higher velocity ranges. Fu et al. (2001) suggested a temporal impulse response function with a time constant of roughly 400 ms, themselves noting that such a long duration is inconsistent with the retinal ganglion cells that inspired their model. However, one linear mechanism was used to cover their entire parameter range, and only the temporal response function of the receptive field was fit, while the spatial parameters remained fixed. The best-fitting values for the temporal parameters may have been longer than expected because a single mechanism was being used to account for an effect that is produced by a population of mechanisms with different tunings.
The TIR model could be modified to produce variable magnitude and velocity dependence at different spatial frequencies by making the spatio-temporal receptive field a function of the spatial frequency of the stimulus. We note that this modification would not be necessary to capture spatial frequency dependence, because unlike the other two models in this section, the TIR model predicts an interaction between spatial frequency content and the magnitude of the effect without explicitly accounting for the spatial frequency of the stimulus. But allowing for more than one linear mechanism over the parameter range would increase the power of the model, and might result in reasonable estimates for temporal impulse response durations.
Finally, given the modeling work of Fu et al., it appears impossible to generate linear velocity dependence with a biphasic temporal impulse response. Non-linear velocity dependence appears to be a feature of TIR model, which suggests that any extended TIR model would have to be combined with another model to account for stimulus dependence over the full range of stimulus parameters. Such possibilities are explored in the following sections.
Position averaging model
Another computational model that can be applied to the FLE is temporal averaging of position information (Krekelberg & Lappe, 2000) . This model produces a FLE by integrating the stimulus input with a monophasic temporal impulse function, then using a local energy model to generate position estimates (Morrone & Burr, 1988) , and finally averaging the difference between the position of the ''moving'' and ''flashed'' objects over a recruitment period of 500 ms. This model allows for the persistence of a relative position signal between the flashed and moving objects, and the critical element is the integration time over which this relative position signal is averaged.
The stimulus dependence observed in our experiments seems quite problematic for the position averaging model. Since linear velocity dependence is an unavoidable consequence of averaging the position signal over a fixed temporal window, it should be impossible for the position averaging model to account for an ETD that declines as velocity is increased. Like Fu et al., Krekelberg and Lappe held the spatial parameters of their model fixed when fitting the model parameters to their data. They reported a critical period of approximately 600 ms in which the integration of position information (or ''recruitment'') occurs, significantly exceeding measurements of the timecourse for our FLE stimulus. Finally, in its current incarnation the position averaging model does not take spatial frequency into account.
The obvious way to modify the position averaging model would be to allow the duration of the position averaging to vary based on the stimulus parameters. For example, a slower stimulus might see its position integrated for a longer duration of time, resulting in a higher ETD. Likewise, a high spatial frequency stimulus might have its position integrated over a shorter period of time, on average, than a lower spatial frequency stimulus. However, these modifications may not be a viable solution. First, the proposed length of temporal averaging in the model is already quite high. Second, because the other model parameters do not produce much variation in the output of the model, only the position integration time is left to account for quite complex stimulus dependence (e.g. ETD that decreases with velocity for low spatial frequency stimuli, yet remains constant with velocity for high spatial frequency stimuli).
Recognizing that the model does make a correct prediction for particular parameter ranges (i.e. linear velocity dependence at higher velocities/high spatial frequencies), we suggest that some combination of the position averaging model and the TIR model might be better suited to producing the full spectrum of FLE stimulus dependence. The position averaging model already performs temporal integration of the raw luminance input before extracting a position signal. However, this integration is a monophasic function which Fu et al. (2001) showed to produce negligible motion extrapolation. If the monophasic profile of that stage of the model were replaced with a biphasic temporal filter, we would essentially be incorporating the TIR model within the position averaging model. The result would be a large ETD that rapidly declines as velocity increases, and this would be added to the ETD produced by the temporal integration of position information. And because the first stage of the model would account for some of the magnitude of the FLE, as well as produce some of the stimulus dependence, the modification would leave the positionaveraging process to account for other stimulus dependence.
Multi-channel differential latency model
The multiple-channel differential latency model (MCDL) is an elaboration of the differential latency model discussed in Section 6.1. The MCDL still accounts for the FLE on the basis of visibility-dependent cross-channel delays between ''static'' and ''moving'' objects (Ogmen et al., 2004) , but it also describes the effects of a dynamic position computation process for moving objects. The perceived position of the moving object is governed by a linear time-invariant system (LTI) that describes the dynamics of the position computation of the motion system. The position of the moving object (at constant velocity) soon achieves a steady state in which it lags the veridical position of the stimulus (by a fixed delay). However, while the moving stimulus has been recently presented, the perceived position of the moving object must pass through a transient regime in which it ''catches up'' to its steady-state representation.
Because it identifies two sources of delay, the MCDL model is quite powerful and could on its own be modified to account for some of our stimulus dependence. Since our stimuli are both moving and briefly presented, in the context of the MCDL model our results would be facets of this ''transient'' regime of the position computation process.
The model would therefore predict an effect for our stimuli, since the briefer stimulus will have had less time to reach its steady state and thus would lag the longer duration stimulus. And although this model does not appear to predict the velocity dependence we have observed, if the dynamics of the position computation process in the model were allowed to change with velocity, e.g. a reduction of the delay in the LTI, it is likely that the model could produce our velocity dependence.
The results of Experiment II (relative duration) are not problematic for the MCDL model, since it treats the position signal as input and assumes abrupt onsets and offsets, whereas our stimulus onsets and offsets are gradual. The variation in contrast (and hence visibility) of our stimulus suggests adding an additional dimension to the dynamics of the system described by the MCDL, and this would allow relative durations to affect the perceived position of the stimulus over time. But even if we ignore the contribution of changing contrast levels, the MCDL offers an easy way to interpret the stimulus dependence exhibited by our stimuli, since the data in Fig. 4 would be thought of as illustrating the transition from a transient regime of position computation to the steady-state outlined in Ogmen et al. (2004) . Finally, in order to account for the results of Experiment III, the existing MCDL model could be modified so that the dynamics of the position computation process are based on the spatial frequency of the stimulus.
While a modified MCDL model seems like it could account for the stimulus dependence observed here, another option might be to combine it with the TIR model. The position computation system in the MCDL need not be governed by the differential equation proposed by the authors, since the proposed LTI was offered as an example of the multiple ways delays can be generated. The TIR model would need to be integrated into the position computation performed by the ''motion system'' proposed in the MCDL, processing the moving stimulus before-or in addition to-any additional position computation process. Indeed, the magnocellular mechanisms described in the TIR model have been implicated in motion processing and thus form an appropriate neural substrate for the processing of position. As noted in Section 6.2, adding such a mechanism to the MCDL model would produce most of our stimulus dependence at the level of the position computation process, while the fixed transmission delays proposed by the model might be used to account for the remaining linear velocity dependence that occurs at high speeds and high spatial frequencies.
Conclusion
The involvement of early visual (magnocellular) mechanisms in producing the FLE is a parsimonious explanation for variations in effect magnitude when relative duration or spatial and temporal frequencies are varied in the stimulus. The TIR model, which is based on these mechanisms, predicts stimulus dependence similar to our observations, but does not account for linear velocity dependence (fixed ETD) in higher velocity or high spatial frequency ranges. In order to increase the predictive power and conform to the temporal impulse response literature, we suggest that stimulus spatial frequency should modify the temporal filter applied to the luminance input in the TIR model (e.g. Fredericksen & Hess, 1999; Georgeson, 1987; Pantle & Turano, 1992; Watson & Nachmias, 1977) . In order to produce the overall stimulus dependence of the FLE, we suggest the limitations of the TIR model may be overcome by combining it with either the position averaging model or the MCDL model.
