This paper analyzes budget-constrained, nonpoint source (NPS) pollution control with costly information acquisition and learning. To overcome the inherent ill-posed statistical problem in NPS pollution data the sequential entropy filter, a cross entropy econometric approach, is applied to the sediment load management program for Redwood Creek, which flows through Redwood National Park in northwestern California. We simulate dynamic budget-constrained management with information acquisition and learning, and compare the results with those from the current policy. The analysis shows that when information acquisition increases overall abatement effectiveness the fiscally constrained manager can reallocate resources from abatement effort to information acquisition, resulting in lower sediment generation than would otherwise exist. In addition, with learning about pollution generation occurring over time the manager may switch from a high intensity of data collection to a lower intensity to further reduce sediment generation. Also, as sediment control proceeds at upstream sources, at some time in the future the marginal reduction in sediment for a given expenditure will equalize across the sources such that uniform abatement effort may occur across all sources.
I. INTRODUCTION
Nonpoint source (NPS) pollution control is typically defined as pollution from diffuse sources where the fundamental relationship between polluted area and sources is not known with certainty. It follows that NPS pollution control can be characterized as an information, or conversely, an uncertainty problem, and as such, modeling NPS pollution control requires that the role of information and learning be explicitly specified and addressed in the model. In general, pollution control problems can be characterized by the degree of uncertainty or incomplete information about the location of polluting sources and the magnitude of their contribution. If there were complete certainty or perfect information on the location and magnitude of pollution for each source, then the problem would be a "pure" point source (PS) problem. If, however, the manager in charge of pollution control does not know the location of the sources or has no knowledge of the contribution of each source in the aggregate pollution, then the problem would be a "pure" NPS problem.
These two extremes of information mark the ends of a spectrum that defines all pollution problems by the degree of uncertainty about the location and pollution generation for each source rather than the vague classification of either PS or NPS. Note that the extreme NPS problem when the location is unknown is not susceptible to direct policy controls because the location of the pollution sources needs to be known, or information can easily be acquired about the identity of the sources, to implement abatement policies.
Another complication to NPS control is budgetary restrictions that often limit the extent of NPS pollution control. These financial limitations have implications for pollution control in general and in the United States particularly, where the federal government spends $3 billion annually to control NPS water pollution, yet reports that the public control of NPS pollution was limited by a lack of financial resources [44] . The United States government is perhaps the largest controller and contributor of NPS pollution, contributing nearly half of all the NPS pollution in the 11 western states from (Arizona, California, Colorado, Idaho, Montana, Nevada, New Mexico, Oregon, Utah, Washington, and Wyoming) [44] . 1 The analysis of NPS pollution control is further complicated by the statistical nature of NPS pollution data. In any given period, there are more polluting sources than observations (i.e., an undersized sample). This statistical problem of estimating with an undersized sample, sometimes referred to as an ill-posed data problem, makes traditional statistical approaches inappropriate and requires that a different approach be employed. Although the policy maker could wait for a sufficiently long time series to be collected, thereby avoiding the ill-posed estimation problem, interim damage will occur that results in irreversible losses, such as the destruction of critical habitat for endangered or protected resources. If the information contained in the data is incorporated as it is collected the manager can take concurrent action that reduces interim damage rather than wait until sufficient data is collected and risk incurring irreversible losses. Farzin [8] illustrates the importance of accounting for interim damages in irreversible stock pollution problems. In the empirical application to follow we adopt a sequential entropy filter (SEF), a cross entropy econometric approach, which generates parameter estimates from ill-posed data and updates the estimates, as new data becomes available [24] .
As an application of the theoretical and methodological aspects described above, we consider the current sediment control program for Redwood Creek, which flows into and through Redwood National Park, located in Orick, California. If perfect information were available on the location and sediment load contribution of the pollution sources, park managers could allocate the entire sediment control budget to abatement effort. 2 However, with incomplete information, the management of sediment loading requires an explicit or implicit allocation of sediment control resources between information acquisition and abatement. We focus on the tradeoff between information acquisition and abatement by explicitly modeling information acquisition and learning within a budget-constrained, pollution control model. In addition, the management model minimizes sediment load within a fixed exogenous budget instead of minimizing damages because achieving environmental goals is a common objective in environmental policies and ascribing economic value to the loss of aquatic and riparian habitat is difficult [3, p.160 ].
In the analysis two data collection regimes are constructed to facilitate the estimation of the unobservable sediment loading parameters. These estimates are then incorporated into the sediment control model. We simulate the model to derive optimal policy decisions regarding abatement and information acquisition (learning) strategies and provide a comparison of the current abatement policy with two alternative site-specific abatement policies. This comparison allows us to evaluate the hypothesis that flexible abatement strategies with information acquisition and learning can reduce downstream sediment loads even though resources used to collect data are no longer available to abate the polluting sources. The fact that resources used to collect data and acquire information are no longer available for abatement activities makes the results from this analysis less than obvious. That is, although more information is preferred to less information it may not be efficient to expend resources on data collection when those resources are more productively used elsewhere (i.e., on abatement effort).
This paper extends the literature by developing a dynamic model of NPS pollution control that explicitly characterizes the uncertainty about the pollution loading and the budget constraint that limits the ability of managers to minimize sediment loading and, in principle, sediment related damages. Also, this paper contributes to the literature by applying a statistical approach well suited for empirical analysis of NPS pollution problems and dynamic models in general. The application of the SEF is, to our knowledge, the first use of the entropy approach to sequentially update parameters for a dynamic NPS pollution control model. Finally, the policy analysis reveals that when data collection is optimal, the intensity of data collection may decrease with time as the gains to information acquisition wane. In addition, abatement effort across polluting upstream sources will become more homogenous as the high generation sources are reduced to a level such that the marginal reduction in downstream sediment load for a given level of abatement effort is equilibrated across sources.
In the next section we provide past research related to this paper. Section III introduces the entropy formalism. Section IV develops the budget-constrained pollution control model under sediment generation uncertainty. Section V describes the empirical application of the SEF to the sediment control program for Redwood Creek and the estimation results. The simulated model and policy analysis are presented in Section VI. Section VII concludes.
II. RELATED LITERATURE
Pollution control problems are often cast as non-cooperative, asymmetric games because the private polluter has better information on the cost of abatement than the pollution control manager [10, 17, 18, 23, 32, 33] . Alternatively, Amacher and Malik [1] introduced pollution control as a cooperative game in light of the bargaining potential observed in actual management strategies. In the problem presented here, the manager does not rely on bargaining but rather on strategic data collection to reduce uncertainty, emphasizing that budget constraints limit the ability of a public manager to reduce her own pollution levels. Furthermore, asymmetric information does not exist in Redwood National Park since the Park managers know the cost of abatement. Incomplete information does exist however, since the managers are not fully informed on each sources' contribution to the pollution load.
Research on information acquisition in pollution control dates back to Rausser and Howitt [31] , which examines information acquisition in regulatory mechanisms. Garvie and
Keeler [10] consider a fiscally constrained regulator who is responsible for minimizing the pollution level in excess of a given minimum standard by allocating an exogenously determined budget between data collection and enforcement. The regulator relies on data collection as evidence necessary to enforce the standard. The data collection improves the enforcement effectiveness. In our paper the budget-constrained manager collects data to improve abatement effectiveness. Enforcement activity is not considered in this paper because the public managers control their own NPS pollution.
Griffin and Bromley [14] , Beavis and Walker [4] and Shortle and Dunn [37] were among the first to establish a theoretical basis for analyzing NPS pollution control. This work led to exploration of incentive mechanisms for efficient NPS pollution control [19, 21, 27, 34, 40] . In a related paper, Xepapedeas [45] examines the social planner's use of an effluent tax, in conjunction with an ambient tax, as an incentive for individual polluters to reveal information about their contribution to ambient emissions. In the case of sediment loading, the budgetconstrained manager cannot impose fees against nature to learn more about polluting sources' contribution to the total ambient load. The manager must spend limited resources to obtain information that otherwise could have been obtained by the social planner through the use of effluent fees.
Likewise, Cabe and Herriges [5] consider NPS pollution control in a social welfare framework, incorporating uncertainty and information acquisition. Acquired information reduces the social cost of setting a control mechanism through an ambient tax, as proposed by
Segerson [34] . However, the behavioral objective of social welfare maximization leads to a different outcome and policy prescription than under damage or pollution minimization subject to a budget constraint [2] .
Empirical analysis of pollution control with information acquisition has been sparse.
LaPointe and Rilstone [26] and Magat and Viscusi [28] analyze the effect of inspections on pulp and paper mill emissions. Gray and Deily [13] extend this work to U.S. steel mills. Helland [20] explores the targeting of pulp and paper mill inspections to improving violation detection and induce self-reporting. These studies, however, fail to address the economic trade-off between information acquisition and pollution abatement in a budget-constrained environment.
III. THE ENTROPY FORMALISM
The entropy formalism is used to measure information acquisition and estimate unobservable parameters from an undersized sample. Both of these uses rely on the seminal work of Shannon [36] , who first introduced the entropy formalism as a measure of the expected information contained in a noisy message. Jaynes [22] and Kullback [25] expanded Shannon's information entropy, developing methods for use in problems of statistical inference.
Shannon employed an entropy metric to define the expected information contained in a distribution of probabilities for random outcomes
subject to and
. That is, the entropy is maximized when the distribution of probabilities is uniform (i.e., where any event is as likely as any other event). This maximum entropy associated with the uniform distribution represents complete uncertainty for a given random parameter. Conversely, a spiked or collapsed distribution (i.e., where only one event occurs) has information entropy of zero. This lower bound corresponds to the case of certainty or perfect information. Thus, normalizing the entropy measure by the entropy of the uniform distribution bounds the uncertainty between one and zero and provides a bounded ordinal ranking of uncertainty. Golan, Judge and Miller [11] define normalized entropy as
where and
represents the entropy of the uniform distribution or maximum uncertainty. When there is complete certainty or perfect information and when there is complete uncertainty about the distribution. The normalized entropy metric can be used to track changes in the uncertainty as additional data is collected and information acquired [11] . Following from the earlier discussion on information and pollution problems, we can, in principle, model the entire spectrum of possible pollution control problems by incorporating this interpretation of information entropy into the management model.
There is a second application of the information entropy as well. That is, the estimation of parameter distributions. Jaynes [22] shows that the entropy criterion maximizes the multiplicity in the sense that the selected distribution is the one that can be realized in the greatest number of ways, and consistent with what is known (i.e., the data). The particular problem we face is estimating sediment loading parameters for more sources than there are ambient sediment measures. This is similar to the problem of reconstructing images from sparse data where maximum entropy methods have been used in the past [15, 16, 39] .
Several advantages in using the entropy approach over least squares or maximum likelihood estimation make it well suited for estimating NPS pollution parameters, where the underlying distributions for the natural system are unknown and the pollution generation is from diffuse sources. First, the error distribution does not have to be specified in the entropy approach. It is, however, estimated from the data. Second, given that in any given period there are more pollution source parameters to estimate than observations (i.e., the problem is illposed), inverting the matrix of explanatory variables is difficult. The entropy approach avoids inverting matrices, freeing the researcher to infer model parameters without degree of freedom restrictions or knowledge of the underlying distribution that are necessary to employ least squares or maximum likelihood estimation. In addition, the SEF can be employed to empirically model statistical learning (Bayesian updating) and avoids integrating over multiple dimensions [24] . Conventional modeling of Bayesian learning by integrating over joint density functions is often very cumbersome [6] . Given that the SEF has desirable properties, we employ it in estimating unknown sediment loading parameters.
IV. THE SEDIMENT CONTROL MODEL
In the sediment control model, we assume the manager knows the location and size of the sources but there is uncertainty (incomplete information) about the generation of sediment from each upstream source. 3 The pollution control manager decides how to optimally allocate a limited budget between abatement effort and information acquisition in order to minimize downstream sediment loads. Abatement directly reduces the sediment generation at the upstream sources. However, the manager can improve the abatement effectiveness by acquiring information that reduces the sediment generation uncertainty. If information is sequentially acquired (i.e., learning), then the degree of uncertainty declines with each sequential update, at a decreasing rate. In some situations, a NPS problem may evolve to a PS one given that sufficient information is acquired.
This new model generalizes the problem to any type of pollution. In the model, information about sediment generation is acquired through a single channel, namely data collection. Data collection is often limited to stream flow for dispersed upstream sources and a downstream ambient sediment load measure for the main watercourse. If there is significant variability in and between the stream flow from the sediment generating sources, then changes in stream flow can be compared with changes in aggregate sediment load to estimate the unobservable pollution generated by each source. As mentioned, the model used to estimate the sediment load relationship follows from Singh and Krstanovic [38] . 4 To construct the model let Q denote the downstream ambient sediment load at time t, which is a linear combination of the unobservable sediment generated from N upstream sources denoted as q . Although the manager does not know the sediment generated from each of the N upstream sources she has a subjective expectation denoted as
. If we assume a simple linear specification for the relationship between the upstream sediment generation and downstream ambient load then it follows that " "
where the sediment generated at each of the N sources is a function of , observable stream flow at the source at time t, , an unobservable sediment loading parameter at time t, E is the expectation operator, and is the level of abatement effort for the nth source at time t. Let be the kth state of nature for the nth sediment loading parameter and be the probability that . We set k = 2 to simplify the presentation and write the probabilities as and , which allows us to reduce the number of state equations from N*k to N. The controls are
, the data collection intensity and level of abatement effort at each of the N sources, respectively. The data collection intensity provides information that allows the manager to update the probabilities and . Abatement effort at any of the diffuse sources decreases the sediment loading parameter states for that source. The state equations of motion for the probabilities are
The function updates the probability distribution on the unobservable sediment loading parameter states when information is acquired. The partial derivative
may be positive or negative and will depend on whether the information contained in the data increases or decreases the posterior probability for the given state of nature. The equations of motion for the sediment loading parameter states are
Without loss of generality, we assume a linear specification for the sediment loading parameter equations of motion, where -b n is the marginal decline in the sediment loading state for a given abatement effort. To reduce the number of state equations, we sum the k sediment loading parameter state equations of motion for each of the N sediment loading parameters and obtain
Using the post-data probabilities and post-abatement sediment loading parameter states we can construct the expected sediment loading parameter for each source
The sediment loading uncertainty about the known sources at a given time is measured with the normalized information entropy metric over all sediment loading distributions or formally
In every time period the public manager is constrained by a budget B(t), which is allocated between ) (t + and . We simplify the cost functions to focus our attention on the tradeoff between information acquisition and abatement effort. We assume constant per unit costs of data collection, m, and abatement, c, and that per unit abatement costs are identical across sites. Thus, the budget constraint is
The optimal control problem facing the pollution manager is to choose the optimal paths of data collection intensity and abatement effort so as to minimize the downstream sediment load. The time horizon for this problem is assumed to be infinite since there is no mandatory future date by which the control problem is expected to cease. Therefore the optimization problem is
Note, the initial probability and are the subjective prior probabilities on the nth sediment loading parameter state. Also, in the limit the probabilities on the N*i sediment loading parameter states tend towards To solve this optimal control problem, we first construct the Hamiltonian,
where and are the costate variables for the probabilities and sediment loading states at the N sources, respectively. Now we form the Lagrangian to incorporate the budget constraint, The necessary conditions to minimize the Lagrangian are (we suppress t as the argument of functions whenever no confusion arises) 
The control problem does not allow us to solve for an analytical solution; however, we can still derive some qualitative properties from the necessary conditions. First, equation (13a) and (13b) provide the optimal conditions for choosing data collection intensities and abatement effort. These optimal conditions state the familiar story of selecting inputs so that the expected marginal benefits from employing an input equals its marginal cost. Farzin and Kaplan [7] and others noted that information acquisition is a collective good. Similarly, equation (13a) defines the optimal data collection intensity as the intensity where the expected value of acquired information (i.e., the increased abatement effectiveness in sediment control over all sources) is equal to the marginal opportunity cost of acquiring information. There is another interesting result obtained from (13a) and (13b) as well. We solve (13a) and (13b) for the shadow value on the budget constraint ( 3 ) and then equating these expressions for 3 yields The economic interpretation of equation (14) is that, at any time, the expected benefits from a dollar spent on data collection equals the expected benefits from the same dollar spent on abatement at any of the sites. This must be so in an efficient allocation of the budget between (i) data collection and abatement efforts, and (ii) allocation of abatement efforts across the sites, for otherwise, either a reallocation between + and Table I ). This sediment and stream flow data correspond to the data collected in the theoretical model above.
In the empirical estimation the single ambient sediment measure is disaggregated among the six-catchment regions and then sequentially updated, as new data becomes available (i.e., with each daily observation). We also estimate and sequentially update the random state equation parameters. Two estimation scenarios are considered. In the first case, defined as high intensity data collection, we use the disaggregated stream flow data. In the second case, defined as low intensity data collection, the stream flow data for the lower reach of the creek (i. Previous empirical application of the entropy metric in state space modeling, which is used here, has been limited. Golan, Judge and Karp [12] , in the context of a dynamic discrete time model, present the generalized maximum entropy (GME) approach for estimating unobservable state space parameters. Similarly, Fernandez [9] employs an entropy approach to estimate an inverse control problem of the parameters of an objective function, state equation, and control rule with time series data. However, her paper is focused on point sources not NPS where the sequential updating potential of the entropy formalism does not apply. Singh and Krstanovic [38] estimate sediment yield using a maximum entropy procedure. The sediment loading model described below draws on this latter work.
The empirical state and observation equations are defined as
where ) (t q n is now defined as the estimated unobservable sediment generated from the nth source subject to the constraint
v n and w n are random errors with mean zero and variances V and W, respectively. Equation (15) is a simplified combination of equation (4) and (5) with an additive error term. We derive equation (16) by adding an error term to the log transformation of a known hydrological relationship between stream flow and sediment loading taken from Singh and Krstanovic [38] , which is defined as
where a is a constant term assumed to be equal to one.
To estimate probability distributions for the random model parameters, the following reparameterization from parameter space to probability space is necessary.
, and v ,
where , and are support values for the respective distributions that represent the constraints on the probability space. Note that the support values are analogous to the states of nature described in the theoretical section and thus have the same subscript to denote the various support values. The probability distributions sum to unity; (20) Substituting (19) into (15) and (16) yields the new reparameterized updating rules.
In each time period t, the entropy specification of the objective function is (17), (20), (21) and (22), where , , and are the prior probabilities. This specification of the entropy objective function is a combination of generalized ME and CE as discussed in Golan, Judge and Miller [11] .
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We assume the initial prior probabilities p , 7 , and 8~, are uniformly distributed. In other words, any state or value is as likely as any other and thus the probabilities will be equal to
where K is the total number of support values. 6 The number of support values is limited to three The entropy estimation results appear in Figure 2 through Figure 6 and Table II through   Table VI . Figure 2a and 2b illustrates the information acquired under the two data collection intensities and error support values. Recall that normalized information entropy of one represents complete uncertainty and normalized information entropy of zero represents certainty. It appears that information is acquired (uncertainty reduced) under both data collection scenarios. The acquisition of information is greater for the high intensity data collection than for low intensity.
Also the difference in information acquisition between high and low intensity is greater when the error bounds are set at the lower value (i.e., z w *[-50,50]). These results can also be interpreted as an improvement in the predictability of the sediment loading parameters. For instance under the high intensity data collection scenario and when the error bound is set at the lower values the predictability of the system increases by nearly 40 percent. We also observe under the high intensity scenario that information acquisition exhibits decreasing returns to data collection (i.e., the high intensity information acquisition function appears convex). Figure 3a and 3b shows the low intensity scenario estimates for the two sediment loading parameters, where s1 is the expected sediment loading parameter for the upper reach of Redwood Creek and s2 is the expected sediment loading parameter for the lower reach. The relative magnitude of these parameters appears to be consistent across the different support value ranges with a greater difference apparent in the lower value case. We can infer from this result that, for a given rainfall event the majority of sediment loading will be generated from the upper reach of the creek outside the Park. Table II presents the estimated expected sediment loading parameters for the low intensity data collection scenarios obtained at the end of the rain season along with standard errors. We do not provide a statistic for the goodness of fit for this empirical exercise because it is predetermined by the constraint imposed by equation (17), which states that the estimated unobservable sediment loading from all sources must equal the observed ambient sediment load. Figure 4a and 4b show the result for the high intensity data collection scenario. In these results we again see greater separation among the expected sediment loading parameters when the lower error bounds are evaluated (i.e., greater information acquisition). As with the low intensity data collection scenario result, we see that the sediment loading from the catchment regions outside the Park are greater than inside the Park. Table III and IV present the end of the rain season sediment loading parameter values for comparison. These results suggest that the majority of the sediment loading is more likely generated upstream from the park boundary and thus abatement effort may be more wisely spent treating roads outside the park. Overall, these results for the low and high intensity scenarios suggest that the level of aggregation of the stream flow measure affects the managers' ability to acquire information and produce more predictable parameter estimates and consequentially greater precision in their policy response.
The estimated marginal information acquisition parameters (g) that are defined in equations (15) and (19) are shown in Fig. 5 and 6 . Only one figure is presented for the each data collection scenario since the estimated parameter are nearly identical except for g6 in the high intensity scenario where the value in the parentheses denotes the bound on the error support space. Table V shown. This lack of deviation for the information acquisition parameters and the abatement parameters suggests that either the information contained in the data was insufficient for the model to detect a deviation from the prior expected value or that the parameter has a value equal to the prior expected value. The former explanation seems more plausible. The lack of variation with respect to the abatement parameters may also be a result of the limited observation and variation in the explanatory variable (five observations on road removal are used to estimate the parameter on abatement effort in the model). 
VI. MODEL SIMULATION AND POLICY ANALYSIS
The control model defined in equation (10) Under this situation the budget allows for the removal of 114 miles of roads from region 6 each summer. Next, two scenarios depicting low and high intensity data collection are simulated.
Here, the manager incorporates the information acquired through data collection to reallocate resources from relatively low sediment generating regions to relatively high sediment generating regions but total expenditures on abatement are reduced due to data collection costs.
The results from the policy simulations are shown in Table VII and Figure 7 . First, we see in Table VII that the optimal abatement for high intensity data collection has no abatement effort concentrated in region 6. After the first two years, the low intensity data collection abatement effort is mostly concentrated in the upper reach of Redwood Creek but does show a movement of abatement effort away from this region and toward the other regions over time.
Given that the high intensity data collection allows the manager to treat the relatively high sediment generating regions, we see in Figure 7 that the annual average daily sediment loads are initially lowest for this data collection scenario. After four years the low intensity scenario lowers sediment loads below the levels for the high intensity data collection scenario since the low intensity data collection eventually provides information that allows the manager to reallocate resources to abatement effort at the relatively high sediment generating region. We clearly see that the sediment loads over time are greatest for the no data scenario. We observe that over time a switch in the superiority between the low intensity scenario and high intensity scenario occurs. This switch results for two reasons. First, with decreasing returns to information acquisition the marginal productivity of data collection for the high intensity scenario falls below the marginal productivity of data collection for the low intensity scenario.
Second, the low intensity scenario is less costly, leaving greater resources available for abatement effort. Taken together these two effects suggest that less data collection will be needed at some time in the future to achieve the minimum level of sediment loading. Another interesting result from this simulation exercise is that the level of abatement activity across the sources becomes more homogenous with time. This occurs because the marginal reduction in sediment generation also exhibits decreasing returns to abatement effort such that over time the marginal reduction in sediment for a given expenditure tends to equilibrate across all sources such that homogenous abatement may occur throughout the upstream sediment generating sources.
VII. SUMMARY
In this paper, we present an empirical application of the public management of NPS pollution under conditions of incomplete and costly information. The application is the problem of sediment loading in Redwood Creek, which flows into and through Redwood National Park, located in Orick, California. The empirical estimation of the sediment loading parameters is conducted using the sequential entropy filter. This application shows the practical use of the entropy formalism for estimating ill-posed problems. We also employ the entropy metric to characterize the level of incomplete information about the pollution loading that provides a more tractable measure for determining whether a pollution problem is point source or nonpoint source.
In addition, this paper simulates three policy options. These options include an abatement policy where no data is collected and all polluting sources are assumed to produce the same sediment per square mile, and low and high intensity data collection policies. Data collection implies that the manager reallocates the budget to collect data in order to improve the abatement effectiveness and thus reduce sediment-related damage within the creek. The simulation results show that when sufficient information is acquired, the manager can more effectively allocate limited resources to reduce sediment loads. In other words, despite the budgetary restrictions on public expenditures, a greater intensity of data collection, and thus fewer resources available for sediment load abatement, results in greater reductions in uncertainty and sediment loading. This suggests that diverting some resources from abatement effort to information acquisition in order to improve the overall abatement effectiveness may enhance NPS pollution control. In addition, we may see a switching in data collection regimes as time goes by, given decreasing returns to information acquisition. Furthermore, we may also expect to see movement toward homogenous abatement across all sources as the marginal productivity of abatement equalizes across the sources.
There are several limitations to interpreting these results, however. First, the analysis is based on a single sediment control program. We may wish in the future to consider other watersheds and, in particular, watersheds where economic activity is still occurring. Further, only have 5 year data on which to estimate the model parameters. This difficulty is common to many resource policy problems. Time series on pollution related problems are currently being collected. It will be some time before long series are available. This situation demonstrates the advantages of sequential updating with the SEF. It allows policy makers to use new information, as it becomes available and avoids having to wait for an extended period of time to learn where the pollution is generated. If we wait too long without taking remedial action we may find that irreversible damage, such as the loss of ancient redwood trees, occurs. 
