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Abstract
Moving horizon estimation (MHE) is a class of estimation methods in which
the system state and disturbance estimates are obtained by solving a con-
strained optimization problem. The main advantage of MHE is that informa-
tion about the system can be explicitly considered in the form of constraints
and hence improve the estimates. In stochastic systems the estimation error
will inevitably be non-zero and the controller needs to explicitly account for
it to prevent constraint violations. In order for the controller to be robus-
tiﬁed against the estimation error, bounds on the error need to be known.
These bounds can be calculated if the dynamics that govern the estimation
error are known. This work presents those dynamics for the unconstrained
and the constrained case of the moving horizon estimator with a linear time-
invariant model, and also discusses how the bounds on the estimation error
can be obtained with set-theoretical methods. Those bounds are then used
for robust output-feedback model predictive control (MPC). The MHE and
the MPC are derived explicitly through multi-parametric programming. The
complete framework is demonstrated using simultaneous MHE and tube-
based MPC.
The possibility of solving MPC explicitly is very appealing for ﬂight con-
trol of small unmanned aerial vehicles (UAVs) because the behaviour of the
controller is known in advance and can be guaranteed. Flight control is
a challenging task that involves a multi-layer control structure where each
decision inﬂuences the other layers and the overall performance. This work
investigates the requirements on the diﬀerent layers and their cross-eﬀects.
A linear model of the UAV is derived such that it captures the wind which is
the most challenging disturbance for UAV ﬂight. Particular focus is placed
on the design of a model predictive controller as the autopilot and on in-ﬂight
wind estimation.
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From the past to the future
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KKT Karush-Kuhn-Tucker conditions of optimality
LDI Linear Diﬀerence Inclusion
LPV Linear Parameter Varying
LQR Linear Quadratic Regulator
LTI Linear Time Invariant
MHE Moving Horizon Estimation/Estimation
mp multi-parametric
MPC Model Predictive Control
MPP Multi-Parametric Programming
mRPI minimal RPI
N horizon length
P Proportional (controller)
PID Proportional Integral Diﬀerential (controller)
Q weighting matrix on states(MPC)/process noise(MHE)
Qy weighting matrix on outputs
QP Quadratic Programming
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R weighting matrix on inputs(MPC)/measurement noise(MHE)
RPI Robust Positively Invariant
SS Steady-State
u input vector
v measurement noise
w process noise
x state vector
y output vector
Subscripts and superscripts
r, ref, s reference, setpoint
T − a|T value at t=T-a taken at time t=T
()∗ optimizer
(ˆ·) estimated variable
(ˆ·)∗ optimal estimated value of variable
(·)k|T value of variable at time k given or estimated at time T
{·}Tk=i sequence from k=i to k=T
Sets
U⊕ V Minkowski sum of sets U and V
U ∼ V Pontryagin set diﬀerence of sets U and V
U ∪ V union of sets U and V
A ≻ 0 A is positive deﬁnite
A  0 A is positive semi-deﬁnite
co(A) convex hull of A
‖x‖2Q ‖x‖2Q , xTQx
Greek letters
θ Theta space of parameters
Aeronautical nomenclature
Some of the default units are stated in spare brackets. All plots and values
are in these units unless otherwise stated.
Roman letters and abbreviations
AHRS Attitude Heading Reference System
AoA Angle of Attack
AR Aspect Ratio
b wingspan
c¯ mean aerodynamic chord
CD drag coeﬃcient
CD0 minimum drag coeﬃcient of the airplane
CδaD variation of CD with aileron deﬂection [radians or degree]
CδeD variation of CD with elevator deﬂection [radians or degree]
CδfD variation of CD with ﬂap deﬂection [radians or degree]
CδrD variation of CD with rudder deﬂection [radians or degree]
CMD variation of CD with Mach number
CL lift coeﬃcient
CL0 zero-alpha lift: lift coeﬃcient at zero AoA
CαL alpha derivative: variation of CL with AoA
Cα˙L α˙ derivative: variation of CL with the time derivative of the AoA
CδeL variation of CL with elevator deﬂection
CδfL variation of CL with ﬂap deﬂection
CqL variation of CL with the pitch rate
Cl rolling-moment coeﬃcient
Cβl variation of Cl with sideslip angle
Cδal variation of Cl with aileron deﬂection
Cδrl variation of Cl with rudder deﬂection
Cpl variation of Cl with the roll rate
Crl variation of Cl with the yaw rate
c.m. center of mass
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Aeronautical nomenclature
Cm pitching-moment coeﬃcient
Cm0 zero-alpha pitch: pitch moment at zero AoA
Cαm variation of Cm with AoA
Cα˙m variation of Cm with the time derivative of the AoA
Cδem variation of Cm with elevator deﬂection
Cδfm the variation of Cm with ﬂap deﬂection
CMm variation of Cm with the Mach number
Cqm variation of Cm with the pitch rate
Cn yawing-moment coeﬃcient
Cβn variation of Cn with sideslip angle
Cδan variation of Cn with aileron deﬂection
Cδrn variation of Cn with rudder deﬂection
Cpn variation of Cn with the roll rate
Crn variation of Cn with the yaw rate
CSF side force coeﬃcient
CβSF variation of CSF with sideslip angle
CδaSF variation of CSF with aileron deﬂection
CδrSF variation of CSF with rudder deﬂection
CpSF variation of CSF with the roll rate
CrSF variation of CSF with the yaw rate
CX aerodynamic force in body x-axis
CY aerodynamic force in body y-axis
CZ aerodynamic force in body z-axis
D Drag
DCM Direction Cosine Matrix
DoF Degree Of Freedom
e eﬃciency factor
EOM Equations Of Motion
Faero aerodynamic force
Fprop force due to propulsion
GPS Global Positioning System
H frame2frame1 orthonormal transformation from frame1 to frame2
g gravity
h altitude [m]
LBE , L
E
B non-orthonormal transformation from
Euler angle rates to body axes and vice versa
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Aeronautical nomenclature
L Lift
rolling moment
m mass
M pitching moment
M Mach number
Maero aerodynamic moment
Mprop moment due to propulsion
n load factor
N yawing moment
p roll rate in body axes [radians/s or degree/s]
q pitch rate in body axes [radians/s or degree/s]
q¯ dynamic pressure
r yaw rate in body axes [radians/s or degree/s]
S reference area of wing
SAS Stability Augmentation System
SF Side Force
T Thrust
TAS True Air Speed
u inertial velocity along xB [m/s]
UAV Unmanned Aerial Vehicle
v velocity vector: frame speciﬁed by subscript
v1 inertial velocity along xI [m/s]
v2 inertial velocity along yI [m/s]
v3 inertial velocity along zI [m/s]
V Velocity: frame speciﬁed by subscript [m/s]
A: TAS in body axes
v inertial velocity along yB [m/s]
w inertial velocity along zB [m/s]
w wind [m/s]
W weight of the aircraft
x Cartesian coordinate [m]
state vector
y Cartesian coordinate [m]
z Cartesian coordinate [m]
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Greek letters
α alpha AoA [radians or degrees]
β beta sideslip angle [radians or degrees]
δa delta aileron deﬂection [radians or degrees]
δe elevator deﬂection [radians or degrees]
δf ﬂap deﬂection [radians or degrees]
δr rudder deﬂection [radians or degrees]
δth throttle setting, 0:closed, 1:fully open
ǫ epsilon induced drag factor
γ gamma ﬂight path angle [radians or degrees]
µ mu bank angle [radians or degrees]
ω omega velocity vector in body axes
Ω Omega rotations/s of the propeller
φ phi roll angle [radians or degrees]
ψ psi yaw angle [radians or degrees]
ρ rho density
Θ Theta body attitude vector
θ theta pitch angle [radians or degrees]
ξ xi heading angle [radians or degrees]
Subscripts and superscripts
A Air-relative frame
B Body frame
D Drag quantity related to drag
g gust
I Inertial frame
L Lift quantity related to lift
r reference, set-point
SF Side Force quantity related to side force
T Thrust quantity related to thrust
V Velocity frame
W Wind frame
WP WayPoint
x in x-direction
y in y-direction
z in z-direction
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1 Introduction
Estimation techniques are vital for obtaining information about a system’s
state and condition, for example to detect if a tank is leaking, but also for
realising control of a system based on the state information [4–6]. The pur-
pose of estimation is hence often to reconstruct this state information from a
possibly noisy set of measurements. A long existing model-based technique
for state estimation is the Kalman ﬁlter [7, 8], which is an unconstrained
method. The use of constrained estimation techniques such as the moving
horizon estimator (MHE) can lead to signiﬁcant improvements of the esti-
mation result [6, 9] by adding system knowledge, such as the fact that a leak
is always an outﬂowing stream. MHE is an estimation method that obtains
the estimates by solving a constrained optimization problem given a number,
or horizon, of past measurements. It not only obtains the state information
but also the noise sequence over the horizon for the system [5, 6]:
xk+1 = Axk +Buk +Gwk
yk = Cxk + vk
(1.1)
where A is the system matrix, B the input matrix, C the output matrix
and G captures the eﬀect of the disturbance w where w and v are assumed
independent zero-mean Gaussian variables, x is the state vector, y the output
vector or measurement vector. The MHE hence diﬀers from the Kalman
ﬁlter in two important points [5, 6]:
1. Handling of constraints that potentially improves the estimation result
signiﬁcantly by incorporating system knowledge such as non-negativity
of a leak [6] or re-present non-Gaussian noise [10].
2. Estimation not only of the state values x but also of the values of the
disturbance w over the horizon.
The obtained estimates can then be used for the control of the system using
model predictive control (MPC), which is a model-based control method
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that solves a constrained optimization problem to obtain the optimal control
action to fulﬁll the purpose of the system, for example a certain quality of the
ﬁnal product for as little production cost as possible. The main advantages
of MPC are the handling of multiple-input-multiple-output systems and the
handling of system constraints that, for example, represent limitations to
guarantee the safety of the system.
The objectives of this thesis are to investigate the use of linear MPC
and linear estimation techniques in the following two parts:
Part 1: Simultaneous explicit/multi-parametric constrained moving horizon
estimation and robust model predictive control.
Part 2: Multi-layer control of small unmanned aerial vehicles and in-ﬂight
wind estimation.
Part 1: Simultaneous explicit/multi-parametric constrained
moving horizon estimation and robust model predictive control
Estimation techniques are often embedded in a control structure that relies
on the estimated values, such as model predictive control (MPC) [5]. MPC
solves a constrained optimization in real-time to obtain the best control
action and requires the current state information which can often not be
measured directly but is only available as the result of an estimator. If noise
is present in the available measurements there will inevitably be an error
in the estimator’s results. If the controller and the estimator of the sys-
tem are unconstrained, they can be designed independently without loss of
optimality, following the separation principle. This principle does however
not hold any more for constrained systems as the estimation error might
signiﬁcantly decrease the performance or lead to instability [5]. The con-
strained MPC should hence not simply assume that the estimated values
are correct but needs to consider the estimation error in order to obtain the
best performance [5].
The consideration of the estimation error leads to robust control tech-
niques such as tube-based MPC [4] that explicitly account for the measure-
ment noise and the estimation error. Tube-based MPC requires the knowl-
edge of how big the estimation error can become. While the determination
of this error set is rather straight forward for unconstrained estimators such
as the Luenberger observer [4, 11, 12] or the unconstrained MHE [13], no
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method exists for constrained MHE. Since the constrained MHE can give
signiﬁcantly better estimates than unconstrained methods, the controller
based on those better estimates will also perform better [5].
Model predictive control needs to solve the involved optimization problem
in order to control the system. This means that the optimization problem
needs to be solved frequently over and over again on-line while the system is
under the control of the MPC. Multi-parametric programming is a method
for solving constrained optimization problems that depend on some param-
eters (for MPC they are for example the values of the current system state)
over the range of parameters that is of interest for the problem. For MPC,
multi-parametric programming can be used to derive the governing control
laws for the system as a set of explicit functions of the system states oﬀ-line
before the MPC control starts. It is hence a popular method for MPC be-
cause it reduces the on-line computation time signiﬁcantly [14–16]. Up to
now, however, the constrained MHE and robust MPC have not been solved
simultaneously via multi-parametric programming so that the computational
advantage of this method cannot be realised.
The objectives of the first part of the thesis are
1. Derivation of a method to obtain the error set of the constrained MHE
so that a robust controller can beneﬁt from the better estimates.
2. Derivation of the estimation error and bounding error set of the
Kalman ﬁlter.
3. Derivation of a framework for the simultaneous design of explicit/
multi-parametric constrained MHE and robust tube-based MPC.
4. Derivation of the multi-parametric solution of the constrained MHE
and the tube-based MPC.
Part 2: Multi-layer control of small unmanned aerial vehicles and
in-flight wind estimation
Unmanned Aerial Vehicles (UAVs) have recently attracted attention in re-
search due to their numerous applications where direct human intervention
is undesirable for safety reasons in hostile, hazardous, and geometrically
complex environments, or in long-term monotonous missions [17–22]. The
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goal in particular for long-term monotonous missions is to make the ﬂight
of the UAV as autonomous as possible to reduce the work-load of a remote
human pilot [20]. Autonomous control of unmanned aerial vehicles is an
inter-disciplinary task of considerable complexity as a large number of inter-
dependent design and implementation decisions have to be made [23]. A
standard control structure consists of three layers [24, 25]: 1) the path plan-
ner, 2) the guidance, and 3) the autopilot. The task of layer 1 is to plan
a ﬂight path for the aircraft such that mission objectives are accomplished.
The task of layer 2 is to generate commands for the autopilot such that the
planned ﬂight path is followed. The task of layer 3, the autopilot, is to ﬂy
the aircraft such that it follows the guidance command but also such that
ﬂight safety is ensured at all times. The main issues in the control of small
UAVs are [23, 26]:
• Guaranteeing safe ﬂight such that safety constraints are not violated.
• Inter-dependence and cross-eﬀects of each part of the control structure.
• Handling and estimation of wind.
Many of the diﬃculties in the control of small UAVs stem from wind. Small
UAVs are prone to wind because of their light weight and low speed [27].
The wind is hence a disturbance that needs to be considered at each part
of the control structure. The diﬃculty is that the wind cannot be predicted
precisely enough through weather forecasts [28]. A method for in-ﬂight wind
estimation is hence needed. This part will investigate linear estimation tech-
niques, in particular the Kalman ﬁlter as a benchmark and the MHE. The
MHE will be investigated because it can inherently estimate disturbances.
Model predictive control is an obvious choice for the autopilot because it can
handle the ﬂight safety constraints inherently. The objective of this thesis is
to investigate how the wind can be incorporated in the model of the aircraft
and hence in the MPC such that the autopilot ensures safe ﬂight in windy
conditions.
The objectives of the second part of the thesis can be summarized
as follows:
1. Investigation of the cross-eﬀects of each part of the control structure,
in particular in the presence of wind.
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2. Investigation of linear MPC for ﬂight control.
3. Investigation of wind handling and wind estimation techniques.
1.1 Thesis outline
This thesis is split into two parts, where chapters 2 to 6 are dedicated to
the ﬁrst part and chapters 7 to 13 are dedicated to the second part. Due to
the complex and diverse nature of each part, they are treated as complete
entities with separate introductions and conclusions. General conclusions
and future work related to the whole thesis are summarized in chapter 14.
The detailed outline is as follows.
Part 1: Simultaneous explicit/multi-parametric constrained
moving horizon estimation and robust model predictive control
Chapter 2 provides an introduction to the simultaneous design of constrained
MHE and robust MPC. Chapter 3 provides a literature overview of MHE,
MPC, and multi-parametric programming. In chapter 4 the explicit/multi-
parametric solution of the MHE is formulated and is then used to derive
the error dynamics of the constrained linear MHE. Methods for calculating
the bounding error sets of the MHE are also investigated. In the same
chapter, the error dynamics and the calculation of the error set for the
Kalman ﬁlter are presented. These error sets are then used in chapter 5
for the simultaneous design of explicit MHE and robust MPC. The work
of the ﬁrst part is validated by conﬁrming that the Kalman ﬁlter and the
unconstrained MHE give the same results. The conclusions and future work
are outlined in chapter 6. Appendix A gives further details for the ﬁrst part
of the thesis.
Part 2: Multi-layer control of small unmanned aerial vehicles and
in-flight wind estimation
Chapter 7 provides an introduction to the control of UAVs. Chapter 8 gives a
literature overview of various aspects of ﬂight control such as path planning,
guidance, the design of autopilots, and wind estimation. The non-linear
aircraft model of the system is described in chapter 9 and a discussion of
relevant limitations of the aircraft’s ﬂight capabilities is included. Since
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the model predictive controller used in this work requires a linear model,
linearization of the aircraft model is highlighted in chapter 10. Details about
the setup of the three-layer control structure are given in chapter 11. In the
same chapter, simulation studies are performed and discussed. In chapter 12,
the Kalman ﬁlter and the linear moving horizon estimator are investigated
for in-ﬂight wind estimation. The ﬁndings in chapters 11 and 12 contain the
novelties of the second part and determine the course of the future work as
detailed in chapter 13. Appendices B to D give further details for the second
part of the thesis. [29–34]
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Part I: Multi-parametric/explicit
moving horizon estimation and
model predictive control
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2 Introduction to simultaneous
constrained moving horizon
estimation and robust model
predictive control
Model predictive control (MPC) is a model-based control technique that
solves an optimization problem to derive the optimal control action in or-
der to achieve the purpose of the system, for example the production of
a product at minimum cost while guaranteeing its quality. The under-
lying optimization problem needs to be solved at frequent intervals over
and over again while the MPC controls the system. One popular approach
to avoid the frequent solution of the optimization problem is to use multi-
parametric programming. The key idea of explicit/multi-parametric MPC
is to solve the online optimization problem involved in a traditional MPC
framework with multi-parametric programming and derive the control inputs
as a set of explicit functions of the system states i.e. to obtain the governing
control laws for the system at hand [14–16, 35]. The main advantage of
explicit/multi-parametric MPC is that it replaces the online optimization-
based implementation of traditional MPC with simple function evaluations
which are faster than solving the optimization problem [16]. The imple-
mentation of explicit/multi-parametric MPC, and generally MPC, relies on
the assumption that the state values are readily available from the system
measurements.
In reality however, the system measurements do not produce this infor-
mation directly - instead the state information needs to be inferred from
the available output measurements with the use of a state estimator which
obtains an estimate xˆ of the real state x. The controller and the estimator
cannot be designed separately for constrained control applications because
separation principle does not hold as the estimation error can signiﬁcantly
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degrade the controller performance or result in constraint violations [5]. This
can be seen by the MPC problem of a linear discrete-time system with state
and input constraints:
min
uk
‖xNMPC‖2PMPC+
NMPC∑
k=1
‖xk‖2QMPC+
NMPC−1∑
k=0
‖uk‖2RMPC
s.t. xk+1 = Axk +Buk, x0 = x, (2.1)
xk∈ X , {xk∈ Rn|Dxxk ≤ dx},
uk∈ U , {uk∈ Rm|Duuk ≤ du}.
where x and u are the states and inputs of the system, X and U are the sets
of the state and input constraints that contain the origin in their interior,
QMPC  0, PMPC  0 are symmetric positive semi-deﬁnite matrices and
RMPC ≻ 0 is a symmetric positive deﬁnite matrix, NMPC is the horizon
length of the MPC, and ‖z‖2Q , zTQz.
The state estimate xˆ replaces the unknown real value of x in (2.1) to obtain
the control variable u. However, due to the estimation error ex = x − xˆ,
the state constraints for the real system are described by Dx(xˆ + ex) ≤ dx
if the estimation error is bounded. It is obvious then that variations of
the estimation error may result in constraint violations and that the eﬀect
of the estimation error ex has to be explicitly accounted for. In order to
address the problem, the estimation and the control designs of the system
have to be addressed simultaneously. Robust MPC methods such as tube-
based MPC that ensure that the constraints of the system are not violated
due to the presence of the estimation error can be employed if the bounds
on the estimation error are known. In order to calculate these bounds, the
dynamics of the error have to be known. The methodology proposed in this
thesis addresses the problem of simultaneous estimation and control design.
In order to achieve this, the following three steps need to be addressed:
1. Obtaining the dynamics that govern the estimation error (chapter 4.3),
2. Investigating methods for calculating the bounds on the estimation
error from the obtained error dynamics (chapter 4.4), and
3. Incorporating the error bounds into tube-based MPC that robustiﬁes
the system and the controller against the estimation error (chapter 5).
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2.1 Objectives and contributions of this thesis
Previous work on this problem has focused on unconstrained estimators
such as the Luenberger observer [4] and the unconstrained moving horizon
estimator (MHE) [13, 36] but the Kalman ﬁlter constrained estimators have
not yet been addressed.
Moving horizon estimation is a class of estimation methods in which the
system state and disturbance estimates are obtained by solving a constrained
optimization problem. This makes it possible to incorporate knowledge
about the system into the constraints to improve the result of the estimation.
These constraints may represent system properties such as non–negativity
of an inﬂowing liquid or may account for non–zero–mean noise of the sensors
and hence signiﬁcantly improve the estimates [5, 6, 9].
2.1 Objectives and contributions of this thesis
The objectives of this thesis are to close some gaps in linear control and esti-
mation. The main focus of this thesis is placed on the simultaneous design of
constrained MHE and tube-based MPC so that the better estimation result
of the constrained estimator can be used for robust control. The objectives
and contributions of this thesis in detail are:
• Derivation of the error dynamics and bounding sets of the estimation
error for the Kalman ﬁlter and the constrained MHE.
• Design of robust tube-based MPC using the Kalman ﬁlter and con-
strained MHE.
• Formulation of the explicit/multi-parametric solution of constrained
MHE and the tube-based MPC.
2.2 Outline
Chapter 3 gives a literature overview of MHE, MPC, including robust tube-
based MPC and the required set calculations, and multi-parametric pro-
gramming. In chapter 4 the explicit/multi-parametric solution of the MHE
is formulated and the error dynamics of the linear Kalman ﬁlter and the
constrained MHE are derived. In the same chapter methods for calculating
the bounding error sets for the Kalman ﬁlter and the unconstrained and the
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constrained MHE are discussed. The obtained error sets are then used in
chapter 5 for the simultaneous design of explicit MHE and robust tube-based
MPC. The results are validated by comparing the Kalman ﬁlter and the un-
constrained MHE. Finally, chapter 6 draws conclusions and outlines future
work. In appendix A further details for the derivation of the MHE, the
calculation of mRPI sets, and the algorithm for quadratic multi-parametric
programming are presented.
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3 Simultaneous MHE and robust
MPC
This chapter provides the theoretical background necessary for the simulta-
neous design of a state estimator and an explicit robust tube-based model
predictive controller (MPC). An overview of the literature related to Kalman
ﬁltering, moving horizon estimation (MHE), MPC in general, and tube-
based MPC in particular is given. Additionally, the set-theoretical concepts
that are employed in tube-based MPC are brieﬂy introduced. Finally multi-
parametric programming which can be used to derive an explicit solution of
the MHE and the MPC is introduced. Table 3.1 summarizes the literature
in these areas and shows the structure of this chapter.
Area of research Publications
Kalman ﬁlter [7, 8]
MHE [5, 6, 9, 10, 37, 38]
MPC [5, 39–41]
Tube-based MPC with Luenberger observer [4, 11, 12]
Tube-based MPC with unconstrained MHE with
ﬁltered arrival cost and without the estimation of
the noise
[13, 36]
Set theory [42–44]
Multi-parametric programming [14–16, 35, 45–53]
Multi-parametric formulation of constrained lin-
ear MHE using ﬁltered arrival cost
[9]
Table 3.1: Literature related to estimation, MHE, multi-parametric program-
ming, and robust explicit MPC.
The following discrete-time linear system is considered in the ﬁrst part of
this thesis:
xk+1 = Axk +Buk +Gwk (3.1)
yk = Cxk + vk (3.2)
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where A is the system matrix, B the input matrix, C the output matrix, G
captures the eﬀect of the noise w. The additive noise w and v are assumed
independent zero-mean Gaussian variables (Markov process). x is the state
vector, y the output or measurement vector. The dimensions of the ma-
trices and vectors are: x ∈ Rn×1, A ∈ Rn×n, u ∈ Rm×1, B ∈ Rn×m, y ∈
R
p×1, C ∈ Rp×n, w ∈ Rq×1, G ∈ Rn×q, v ∈ Rr×1. The following assump-
tion about the system holds for the work of this thesis:
Assumption 3.1
• The system (A, C) is observable.
• The noise v, w is bounded in the polytopic sets v ∈ V and w ∈ W
containing the origin in their interiors.
3.1 The Kalman filter
The linear Kalman ﬁlter is a standard method for unconstrained state es-
timation for the system (3.1) - (3.2) and is a common benchmark for com-
parison with other estimators [5–8]. It will also be used in this thesis for
comparison with the moving horizon estimator. This section gives only a
very brief overview and more details can be found in the related literature.
The Kalman ﬁlter follows a two-step procedure to calculate the maximum
a-posteriori Baysian estimate [7, 8]. The ﬁrst step is the time update, the
second step is the measurement update. The ﬁrst step uses the system model
to predict the current state of the system based on the last estimate. In the
measurement step this prediction is updated by using the sensor informa-
tion. The Kalman ﬁlter is hence a predictor-corrector type estimator that
is optimal in the sense that it minimizes the estimated error covariance [8].
The Kalman ﬁlter for system (3.1) - (3.2) is given by [8]:
1) Time update/ prediction step/ a-priori:
Prediction of the state:
xˆk|k−1 = Axˆk−1|k−1 +Buk−1,
Projection of the error covariance:
Pk|k−1 = APk−1A
T +Qkal.
(3.3)
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2) Measurement update/ correction step/ a-posteriori:
Computation of the Kalman gain:
Kk = Pk|k−1C
T (CPk|k−1C
T +Rkal)
−1,
Update of the estimate with the measurement:
xˆk|k = xˆk|k−1 +Kk(yk − Cxˆk|k−1),
Update of the error covariance:
Pk = (I −KkC)Pk|k−1.
(3.4)
where Qkal and Rkal present the measure of conﬁdence in the model and
the measurement. The larger the entries in Rkal are in relation to Qkal the
more relative trust is put into the measurements over the system model.
The solution of the discrete algebraic Riccati equation [7]
P = ATPA−ATPB(BTPB +Rkal)−1BTPA+Qkal (3.5)
can be used for the calculation of the steady-state gain which makes Pk+1 =
Pk = P constant.
3.2 Moving horizon estimation
The Kalman ﬁlter considers only one set of measurements at a time. In [5]
is shown that the Kalman ﬁlter is the algebraic solution to the following
unconstrained least-square optimization problem:
min
xˆ0,{wˆ}
T−1
k=0
= ‖xˆ0 − x0‖2P−10 +
T−1∑
k=0
‖wˆk‖2Q−1k +
T∑
k=0
‖vˆk‖2R−1k (3.6)
where
xˆk+1 = Axˆk +Buk +Gwˆk
yˆk = Cxˆk + vˆk
and Qk ≻ 0, Rk ≻ 0, P0 ≻ 0 are positive deﬁnite matrices and x0 is the mean
of xˆ0. This optimization problem now opens the possibility to add system
knowledge in the form of constraints. The constraints might for example
capture the fact that a leak is always an outﬂowing stream or account for
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non-zero non-Gaussian noise [10]. The optimization problem (3.6) is then
not equivalent to the Kalman ﬁlter any more. If all the available past mea-
surements are used for the estimation as in (3.6), the estimation problem
grows unbounded with time. This is referred to as the full information es-
timator [6]. A probabilistic derivation of the full information estimator can
be found in appendix A.1. The derivation is based on the maximization
of the a-posteriori Baysian estimate. In order to keep the estimation prob-
lem computationally tractable it is necessary to limit the processed data,
for example by discarding the oldest measurement once a new one becomes
available. This essentially slides a window over the data, leading to the mov-
ing horizon estimator (MHE). The data that is not considered any more can
be accounted for by the so called arrival cost so that the information is not
lost (see section 3.2.1). The MHE then considers only a limited amount of
data so that the constrained optimization problem becomes:
min
xˆT−N|T ,WˆT
‖xˆT−N |T − xT−N |T ‖2P−1
T−N|T−1
−
‖Y T−1T−N −O xˆT−N |T − c¯b UT−2T−N‖2W−1+
T−1∑
k=T−N
‖wˆk‖2Q−1k +
T∑
k=T−N
‖vˆk‖2R−1k (3.7)
s.t. xˆk+1 = Axˆk +Buk +Gwˆk, yˆk = Cxˆk + vˆk,
xˆk ∈ Xˆ , {xˆk∈ Rn|Dˆxxˆk ≤ dˆx},
wˆk∈Wˆ, {wˆk∈ Rq|Dˆwwˆk ≤ dˆw}, (3.8)
vˆk ∈ Vˆ , {vˆk∈ Rr|Dˆvvˆk ≤ dˆv},
where T is the current time, Qk ≻ 0, Rk ≻ 0, PT−N |T−1 ≻ 0 are the
covariances of wk, vk, xT−N assumed to be symmetric, N is the horizon
length of the MHE, i.e. the amount of past data taken into account. Y TT−N =
[yTT−N , . . . , y
T
T ]
T is a vector containing the pastN+1measurements, UT−1T−N =
[uTT−N , . . . , u
T
T−1]
T is a vector containing the past N inputs. x, w, v denote
the variables of the system (3.1)-(3.2). xˆ, wˆ, vˆ denote the estimated variables
of system (3.8), and xˆ∗T |T−N and Wˆ
∗
T = W
T−1
T−N
∗
= {wˆ}T−1T |T−N
∗
denote the
optimizers of problem (3.7)–(3.8) where WˆT = W
T−1
T−N = {wˆ}T−1T |T−N denotes
the estimated noise sequence from time T − N to time T − 1. Finally,
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‖xˆT−N |T −xT−N |T ‖2P−1
T−N|T−1
−‖Y T−1T−N −O xˆT−N |T − c¯b UT−2T−N‖2W−1 is the arrival
cost which will be discussed in section 3.2.1 and is given in equation (3.11).
For steady-state MHE Qk = Q, Rk = R, and PT−N |T−1 = P are time-
invariant.
The current state of the system can be calculated from the initial state
xT |T−N by forward programming using the system equations (3.1) and (3.2)
if the deterministic input UT−1T−N and the noise sequence {w}T−1T−N are known.
It is thus suﬃcient to estimate the initial state xˆ∗T |T−N and the noise Wˆ
∗
T .
The concept of MHE is illustrated in ﬁgure 3.1 where (·)T−k|T denotes the
sample at time T − k obtained at time T .
time
T −N T
estimation horizon
measured outputs yT−k|T
futurepast
T − 1
noise sequence {wˆ}T−1T−N
Ts
xˆT−N |T
xˆT
inputs uT−k|T
Figure 3.1: Concept of moving horizon estimation.
The MHE is applied with the following steps:
1. The optimization problem (3.7) - (3.8) is solved to obtain xˆ∗T |T−N and
Wˆ ∗T .
2. The current state estimate xˆ∗T |T is obtained by substituting xˆ
∗
T |T−N
and Wˆ ∗T into the system dynamics xˆk+1 = Axˆk + Buk + Gwˆk and
projecting the state values forward from time T − N to the current
time T by xˆ∗T |T = A
N xˆ∗T−N |T +
∑T−1
j=T−N A
T−1−jGwˆ∗j
3. When the next measurement becomes available (at the next sampling
instance), steps 1 and 2 are repeated.
Remark 3.1 In the case T ≤ N , the full information estimator is solved
using the arrival cost ‖xˆT−N |T − xT−N |T ‖2P−10 . The horizon ‘ﬁlls up’ and no
data is discarded [6].
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Remark 3.2 Rao [6] points out that wrongly posed constraints might lead
to an infeasible optimization problem and that hard constraints on vˆk could
be problematic due to the possibility of outliers in the measurement. Any
constraints posed in (3.8) should hence be chosen such that the real system
does not violate them [6].
This observation leads to the following assumption for the work in this thesis:
Assumption 3.2 The real system does not violate the constraints posed to
the MHE: x ∈ Xˆ, v ∈ Vˆ, w ∈ Wˆ which contain the origin in their interior.
The potential improvement of the state estimate by posing constraints is
demonstrated in example 3.1 [6]. In this example the constrained MHE and
the Kalman ﬁlter are compared for the linear system (3.9). The simulation
depicted in ﬁgure 3.2 clearly shows the improvement of the constrained MHE
compared to the Kalman ﬁlter where the MHE better approximates the real
state while the Kalman ﬁlter gives a poorer estimate.
Example 3.1
xk+1 =
[
0.9962 0.1949
−0.1949 0.3815
]
xk +
[
1
1
]
uk +
[
0.03393
0.1949
]
wk,
yk = [1 − 3]xk + vk, (3.9)
wˆk ∈ Wˆ , {wˆ ∈ R| − 0.01 ≤ wˆ} , W.
Figure 3.2: Comparison of constrained MHE and Kalman ﬁlter.
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3.2.1 Different update schemes of the arrival cost
The MHE can only consider a limited amount of past data while remaining
computationally tractable. The information in the discarded data should not
be simply ‘thrown away’, but preserved. This is achieved through the arrival
cost which captures the older data through forward dynamic programming.
It can hence be seen as an equivalent to the cost to go in backward dynamic
programming [6]. In the constrained case, the arrival cost cannot be calcu-
lated analytically [6]. Rao [6] argues that the unconstrained arrival cost is
a reasonable choice because it is exact if no constraint is active. Caution
needs to be taken because an ill-chosen arrival cost can lead to an unsta-
ble estimator [6], but in [6] it is also shown that the steady-state (constant
PT−N |T−1) constrained estimator is stable if PT−N |T−1 ≥ P∞ where P∞
is the solution of the discrete algebraic Riccati equation (3.5) (see section
3.2.3). The arrival cost needs to be updated at each time step and Findeisen
[37] and Rao [6] suggest two diﬀerent update schemes for xT−N |T :
1. Filtered update scheme [6, p. 74]: Use of the optimal estimate xT−N |T =
Axˆ∗T−N−1|T−N−1 + BuT−N−1|T−N−1 + Gwˆ
∗
T−N−1|T−N−1 N + 1 time
steps in the past.
2. Smoothed update scheme [6, p. 83]: Use of the optimal estimate
from the last time step xT−N |T = Axˆ
∗
T−N−1|T−1 + BuT−N−1|T−1 +
Gwˆ∗T−N−1|T−1.
Rao [6] demonstrates that either update can give a better estimate than
the full-information estimator if the estimation constraints (3.8) are not
properly posed and the real system violates them but no general claim about
robustness is made. The MHE with the smoothed update performs best but
further research in this direction still remains open. The main disadvantage
of the ﬁltered update is that cycling eﬀects can occur because the ﬁltered
update can be seen as N independent parallel running ﬁlters [6, 37]. The
use of the smoothed update however avoids the cycling eﬀect and hence this
work only considers the smoothed update. The smoothed arrival cost is
calculated as follows [38]:
‖xˆT−N |T − xT−N |T ‖2P−1
T−N|T−1
− ‖Y T−1T−N −O xˆT−N |T − c¯b UT−2T−N‖2W−1 (3.10)
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where for i, j ≤ N
O =
[
CT ATCT . . . A(N−1)
T
CT
]T
,
Mi,j =


0 if j ≥ i,
C G if j = i− 1,
C Ai−1Ai−2 . . . Aj+1G otherwise,
(3.11)
W = diag(R) +M diag(Q)MT
and PT−N |T−1 is calculated by the following backward Riccati equation [38]:
Pk|T = Pk|k + Pk|k A
T P−1k+1|k(Pk+1|T − Pk+1|k)P−1k+1|k APk|k,
Pk|k = Pk|k−1 − Pk|k−1CT (R+ C Pk|k−1CT )−1C Pk|k−1, (3.12)
Pk|k−1 = GQG
T +APk−1|k−1A
T .
3.2.2 Alternative formulations of the MHE
Apart from the MHE formulation stated in equation (3.7), a number of vari-
ations in the formulation can be found in the literature which are mentioned
here for reasons of completeness. Alessandri et al. [36] used the following
objective function in which the estimates of the noise sequence WˆT are not
obtained: J = µ‖xˆT−N |T − xT−N |T ‖2 +
∑T
k=T−N ‖y(T )− Cxˆ(k|T )‖2. In
this formulation the scalar µ is used to guarantee stability. By reason of
optimality, the formulation (3.7) will give at least as good a result as the
formulation in Alessandri et al.. Darby and Nikolaou [9] introduced a non-
zero mean wm,k for wˆk using the ﬁltered update of the arrival cost:
min
xˆT−N|T ,Wˆ
T−1
T−N|T
‖xˆT−N |T − xT−N |T ‖2P−1
T−N|T−N
+
T−1∑
k=T−N
‖wˆk−wm,k‖2Q−1 +
T∑
k=T−N
‖vˆk‖2R−1 (3.13)
3.2.3 Stability of the MHE
The stability of the MHE is crucial in ensuring that a good estimate is
obtained. Conditions for stability of the MHE have been studied in [6] and
in this section the results which are relevant for this work will be presented.
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Loosely speaking, stability is deﬁned for the nominal, i.e. the noise-free,
system (v = 0, w = 0) as follows: the ﬁlter converges from a wrong initial
state to the actual state (asymptotic convergence) and the estimation error
will remain zero for all future time once it is zero (simulator property).
Mathematically this is expressed by the following deﬁnition:
Definition 3.1 [6, p. 75] The estimator is an asymptotically stable ob-
server for the system
xk+1 = Axk, yk = Cxk
if for any ǫ > 0 there corresponds a number δ > 0 and a positive integer T¯
such that if ‖x0− xˆ0‖ ≤ δ and xˆ0 ∈ X, then ‖xˆT −ATx0‖ ≤ ǫ for all T ≥ T¯
and xˆT → ATx0 as T →∞.
In corollary 4.5.3. in [6] the following stability conditions for the constrained,
linear MHE using the smoothed arrival cost are stated:
Proposition 3.1 [6, p. 83] The constrained linear MHE with smoothed
arrival cost is asymptotically stable if
1. Qk ≻ 0, Rk ≻ 0, P0 ≻ 0, PT−N |T−1 ≻ 0,
2. N ≥ n,
3. (A,C) is observable, and
4. assumption 3.2 holds.
Stability of the MHE (3.7)-(3.8) for the nominal system is proved by the
following steps, the details of which can be found in [5, 6, 37]:
1. Under the conditions of proposition 3.1, it is shown that the value
function of (3.7) - (3.8) is monotonically non-decreasing.
2. It is shown that the value function is bounded above.
3. From this can be shown that the estimator converges and the estima-
tion error goes to zero as T → ∞ and asymptotic stability is estab-
lished.
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3.2.4 Equivalence to the Kalman filter
The unconstrained linear MHE is equivalent to the linear Kalman ﬁlter
if the solution of the diﬀerential algebraic Riccati equation (3.5) is used
for P0 in the arrival cost of the MHE and in the Kalman ﬁlter [6, 37].
This equivalence will be useful for validating the results of this thesis in the
subsequent chapters.
3.3 Model predictive control
The term model predictive control describes the basic underlying principle: a
dynamic model of the system is used to forecast or ‘predict’ the behaviour of
the system. The future control moves can be used to optimize the predicted
behaviour of the system to obtain the optimal control moves such that the
objective of the system is best fulﬁlled [5]. The objective might for example
be to produce a product to a certain quality as cheaply as possible. The
control moves are determined through an optimization problem where the
objective of the system is represented by the objective function [5, 39–41].
The control task is posed as an optimization problem which allows the ex-
plicit inclusion of constraints for example on the inputs, outputs, and states
of the system. One basic formulation of the optimization problem based on
state-space models is [5] where ys is the setpoint on y:
min
uk
‖xNMPC‖2PMPC+
NMPC∑
k=1
‖yk − ys‖2QMPC+
NMPC−1∑
k=0
‖uk‖2RMPC
s.t. xk+1 = Axk +Buk, yk = Cxk (3.14)
xk∈ X , {xk∈ Rn|Dxxk ≤ dx},
uk∈ U , {uk∈ Rm|Duuk ≤ du},
yk∈ Y , {yk∈ Rp|Dyyk ≤ dy}.
The solution of this optimization problem depends on the current system
state. The concept of MPC is depicted in ﬁgure 3.3. The repetitive nature
of the basic steps for the implementation of a model predictive controller
leads to an implicit feedback control [39]:
1. The current system measurements are obtained.
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2. The optimization problem is solved to obtain a sequence of future
control inputs.
3. The ﬁrst control input out of this sequence is applied to the system.
4. When the next measurement becomes available the procedure is re-
peated from step 1.
time
futurepast
k k + 1 k +m k + p
control horizon
prediction horizon
predicted outputs yk+i|k
sequence of inputs uk+i|k
Ts
setpoint ys
Figure 3.3: Concept of MPC.
The following comments highlight some of the issues related to the steps of
the implementation:
1. The MPC (3.14) requires full state information in order to solve the
optimization problem. If not all states of the system can be measured, a state
estimator is needed to generate the missing values from the measurements.
The estimation error might signiﬁcantly decrease the performance of the
MPC and needs to be taken into account to avoid constraint violations (see
[5], the introduction of this part of the thesis, and section 3.3.6).
2. The optimization problem (3.14) uses a linear model of the system.
This leads to a convex quadratic optimization problem which can quickly
be solved to obtain its unique global optimum [5]. The performance of the
MPC depends signiﬁcantly on the quality of the model. Since a linear model
represents the system completely only in simple or artiﬁcial cases, the linear
model used in MPC normally captures the real system only with an error.
The use of a non-linear model can hence improve the performance of the
controller at extra computational cost because then a non-linear, often non-
convex optimization problem has to be solved [5, 41]. Whereas there is a wide
ﬁeld of research for non-linear MPC [5], linear MPC is the dominant variety
used in industry and there are still open problems related to linear control.
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Hence, this thesis concentrates on some open issues in linear MPC, such as
the simultaneous use of a linear tube-based MPC and a linear constrained
MHE which has not yet been considered in the literature.
3. The control and prediction horizon can be of the same or diﬀerent lengths
where the control horizon cannot be longer. If it is shorter, some control
strategy must be assumed for the remainder of the prediction horizon such
as keeping the control input constant [5]. In the MPC formulation (3.14)
the horizons are of the same length, in ﬁgure 3.3 their lengths are diﬀerent.
4. In step 3, the ﬁrst control input can be applied immediately once it be-
comes available when the optimization problem has been solved, or at ﬁxed
time intervals. Applying it immediately might lead to better control perfor-
mance while the application at ﬁxed time intervals simpliﬁes the analysis of
the controller and the time delay can be taken into account when obtaining
the control sequence [39]. In this thesis, the control input will be applied in
ﬁxed equidistant intervals.
5. Measurements of the system are normally not all available at the same
time at the same rate. For simplicity of implementation, it is however often
assumed that all measurements become available in ﬁxed intervals (see ﬁgure
3.3). If this simpliﬁcation aﬀects the performance of the controller, it cannot
be neglected [39]. It will be assumed in this thesis that all measurements are
available synchronously at ﬁxed equidistant interval and that this intervals is
identical to the interval at which the control input is applied to the system.
3.3.1 Advantages of MPC
The success of MPC is based on two main advantages [40]:
1. The ability of handling multiple-input-multiple-output (MIMO) sys-
tems and
2. The ability of handling (hard) constraints in the optimization problem.
The model of the system can be obtained such that it relates multiple outputs
to multiple inputs. Constraints can be included by simply adding them to
the optimization problem. Theoretically, any kind of constraints can be in-
cluded, often on outputs and inputs which represent the physical properties
of the actuators or the quality of the product [39]. The direct considera-
tion of the constraints allows the controller to operate the system close to
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its boundaries which is often a necessity for optimal performance or max-
imization of proﬁt while quaranteeing to not violate the physical or safety
constraints of the system [5, 40].
3.3.2 Disadvantages of MPC
The three main issues about MPC are [39, 40]:
1. The required computation time to solve the optimization problem,
2. The handling of the mismatch between the model used for the design
of the MPC and the real system, and
3. The possibility of the optimization problem becoming infeasible.
The main disadvantage of MPC is that the solution of the underlying opti-
mization problem might require considerable computation time [40]. MPC
hence originated in the process industry where the systems are ‘slow’ and the
required computation time is available. With faster computers and advances
in optimization techniques, MPC can be applied to a growing area of ap-
plications [39]. Optimization algorithms that exploit the structure of MPC
are for example based on structured interior point methods [6] or on partial
enumeration [54]. Another approach to reduce the computation time during
the operation of the system is to solve the optimization problem with multi-
parametric programming techniques (see section 3.4). Rather than solving
the optimization problem repetitively on-line it is solved once oﬀ-line, before
the start of the system to obtain the solution over the range of interest of
the current state. The on-line solution then consists only of the evaluation
of aﬃne functions [15, 35, 45, 46, 50–52, 55].
The model of the system on which the design of the MPC is based does
not, with the exception of simple or artiﬁcial examples, capture the be-
haviour of the real system completely and precisely. A model mismatch is
almost always present. This mismatch can be estimated and incorporated
into the model [39] (see section 3.3.3). Due to this model mismatch, the
MPC might predict constraint violations which do not exist in reality or
predict none when violations actually occur. This aﬀects the prediction of
the states and the outputs, but not the inputs, since they are determined by
the optimization and hence the MPC has direct control over the inputs [39].
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Hence, it might be possible that the optimization problem becomes infeasi-
ble, in which case no control inputs are calculated. Consequently there is
the need for a strategy to avoid or handle this situation (see section 3.3.4).
Treating some or all of the constraints as soft constraints that can be vio-
lated if necessary rather than hard constraints is one approach to avoid an
infeasible optimization problem [39] (see section 3.3.4). MPC methods that
explicitly take the mismatch and other noise and disturbances into account
are addressed with robust control methods [5] (see sections 3.3.4 and 3.3.6).
3.3.3 Handling of the model-mismatch
With the exception of simple and artiﬁcial cases, a model mismatch exists
between the model used in the design of the MPC and the real system.
In many cases the system dynamics are described by complex non-linear
dynamics while a linear model is used for the MPC formulation. The model
mismatch will aﬀect the performance of the controller but methods exist
that reduce the eﬀect [39]. One such method is to incorporate the estimated
model mismatch into the state-space system and hence improve the model
which in turn leads to a better control performance:
xk+1 = Axk +B uk +Gwk
yk = C xk +Duk + ek
(3.15)
where ek is the mismatch vector and k = 0, . . . , NMPC . In the simplest
case it is assumed constant over the whole prediction horizon and can be
estimated by comparing the current measurements with the measurements
predicted by the model ek = y0, actual −Cy0, predicted = y0, actual −C(Ax−1 +
Bu−1 + Gw−1) [39, p.56]. In [30, 31] a method is given for the rigorous
analysis of the suitability of linear MPC for non-linear systems with only
input constraints.
3.3.4 Strategy for infeasibility
Model predictive controllers are based on an optimization problem which
always comes with the ‘risk’ of becoming infeasible in which case no control
action is determined. Common causes for the infeasibility are the model
mismatch or noise and other disturbances [39]. Hence, a strategy needs to
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be devised that determines what to do in this situation or, at best, how to
avoid an infeasible optimization problem.
The situation can be avoided by constraint softening of the output and
state constraints. Soft constraints may be violated by as much as neces-
sary to obtain a feasible solution of the optimization problem. Input con-
straints are often hard because they normally represent actuator limitations
and hence cannot be relaxed [39]. A second approach is to incorporate the
model mismatch and other disturbances into a robust formulation of the
MPC. The robust MPC then guarantees that no constraint violations occur
if the disturbances have been quantiﬁed correctly [5] (see section 3.3.6). An-
other approach is to solve the optimization problem with multi-parametric
programming (see section 3.4) which will derive the infeasible regions of the
MPC [15]. Once those regions are known, two approaches can be realised for
each region: the tuning of the MPC can be modiﬁed such that all regions of
interest are feasible or any other control method can be designed such that
the control is safe/stable, for example state-feedback control [56] or a safe
emergency procedure.
If no such strategy is used to avoid an infeasible MPC, a strategy needs
to be devised about what to do in this case. Possible approaches are to use
the last feasible result or to reset the inputs to some pre-speciﬁed values,
for example some steady-state values [5, 39]. Both strategies are rather ‘ad
hoc’ and care should be taken in their application.
3.3.5 Stability of MPC
Closed-loop stability of any system and controller is essential for good control
performance and the safety of the system. In MPC, one reason for potential
closed-loop instability is that the prediction horizon is limited [39]. The
evolution of the system after the horizon has ended cannot be taken into
account and hence the system could be driven into an unstable state. This
situation is particularly likely in the presence of input constraints [40]. An
investigation into robust stability of constrained l1-norm MPC using a step-
response model of the system is given in [29]. There are four main MPC
conﬁgurations for ensuring stability [40]:
1. Terminal equality constraint conﬁguration: A constraint is added to
the optimization problem that requires the state vector at the end of
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the prediction to be zero [57]. This assumes that x = 0 and u = 0
constitutes an equilibrium point meaning that the equilibrium state
has to be reached at the end of the prediction horizon. One problem
that might arise is the necessity for a feasible global solution at each
step in ﬁnite time [39, 58].
2. Terminal cost function conﬁguration: An additional term, the terminal
cost, is added to the objective function. The regulatory problem for
linear and stable systems is then formulated as [59]:
J(k) =
N∑
i=1
x(k + i|k)T Qx(k + i|k) +
m−1∑
i=0
△u(k + i|k)T R △ u(k +N |k)
+ x(k +N |k)T P x(k +N |k)
where P is the solution of the inﬁnite horizon problem (discrete alge-
braic Riccati equation (3.5)).
3. Terminal constraint set conﬁguration: The purpose of the MPC is
to steer the system into a subset of the state-space that contains the
origin. Inside this subset a local stabilizing controller ‘takes over’. This
is referred to as dual mode [60].
4. Terminal cost and constraint set conﬁguration: A combination of the
two can be used if the calculation of the terminal cost is not exactly
possible due to non-linearities or constraints but is possible (approx-
imately) in the neighbourhood of the origin where again a local con-
troller is employed [40, 61]. This is currently the most popular method
and is for example used in robust tube-based MPC (see section 3.3.6).
3.3.6 Tube-based robust MPC
Uncertainties such as the model mismatch, the state estimation error, and
measurement noise are present in nearly every real system. They can sig-
niﬁcantly decrease the control performance or lead to constraint violations
and an unsafe state of the system [5]. Robust controllers prevent such a
situation and are deﬁned as follows:
Definition 3.2 (Robust controller [48]) A robust controller can be deﬁned
as a controller that provides a control sequence that is guaranteed to steer the
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plant within the feasible operating region for a speciﬁc range of uncertainty
variations.
In order to guarantee safety in the presence of bounded uncertainties, a large
number of approaches has been developed for robust MPC of which only a
few will be mentioned here. The minmax method solves the optimization
problem (minimization) such that the worst (maximal) eﬀect of the distur-
bance is considered [62]. Two other main approaches exist that make use
of multi-parametric programming techniques (see section 3.4): In [48], the
optimization problem is reformulated into a multi-stage optimization prob-
lem such that safe control under an additive disturbance is guaranteed. In
[63], additive and polytopic disturbances are present and the optimization
problem is solved with dynamic programming. In [32] the class of ﬁnite hori-
zon feedback control policies parameterized as aﬃne functions of the system
state is considered where the disturbances are bound in polytopic sets. In
[34] this method is extended to general convex disturbance sets such as el-
lipsoids and conditions of stability for a stochastic design of a robust MPC
are established.
In all these approaches, the formulation of the optimization problem be-
comes (signiﬁcantly) more complex even for linear system models than the
convex, quadratic formulation (3.14). The work in this thesis considers the
case when an additive disturbance bounded in a polytope is present as in
the system (3.1)-(3.2). For this case an important robust MPC approach
that preserves the ‘simple’ form of the optimization problem is the tube-
based MPC [4, 5, 64]. Figure 3.4 pictures the idea of tube-based MPC in
a simpliﬁed diagram: the constraints of the MPC are tightened so that the
trajectory calculated by the MPC remains in the smaller set X¯. The real
system will then remain in the original constraint set X even if the state
estimation error and disturbances act on the system.
X
X¯
ex
w,v
Figure 3.4: Basic concept of tube-based MPC.
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More precisely, the tube-based robust MPC is formulated as follows [4]:
min
x¯0, u¯k
‖x¯NMPC‖2PMPC+
NMPC∑
k=0
‖x¯k‖2QMPC+
NMPC−1∑
k=0
‖u¯k‖2RMPC
s.t. xk+1 = Axk +Buk +Gwk (actual system),
xˆk+1 = Axˆk +Buk + t (estimated system),
x¯k+1 = Ax¯k +Bu¯k (nominal system), (3.16)
uk ∈ U, xk ∈ X,
u0 = u¯
∗
0 −K(xˆ∗0 − x¯∗0), u¯k ∈ U¯ = U ∼ KS¯,
x¯k∈ X¯ = X ∼ S, k = 1, . . . , NMPC − 1, x¯NMPC ∈ X¯f ,
xˆ∗0 ∈ x¯0 ⊕ S¯, S = Ex ⊕ S¯,
where x¯, u¯ denote the nominal system states and inputs, xˆ∗0 is the state
estimate at the current time, ⊕ denotes the Minkowski sum of two sets,
∼ denotes the Pontryagin set diﬀerence between two sets (see deﬁnitions
3.5 and 3.6 on page 59), and K is the gain of a stabilizing state-feedback
controller. The set Ex is the state estimation error of the state estimator.
The error between the state estimate and the nominal system state xˆk−x¯k is
bounded in the set S¯, which is obtained as the minimal robustly invariant set
(see section 3.3.7) for the system xˆk+1− x¯k+1 = (A−BK)(xˆk− x¯k)+t where
t ∈ T [4, 43]. The terminal set X¯f here is the maximal positively invariant set
for the nominal system x¯k+1 = Ax¯k+Bu¯k subject to the tighter constraints
x¯ ∈ X¯, u¯ ∈ U¯ with the associated linear quadratic regulator u¯k = −Kf x¯k (see
section 3.3.5 for comments on stability of MPC). The set S denotes the eﬀect
of the state estimation error and of the disturbances on the system states
and inputs. Therefore the tighter constraints X¯ = X ∼ S and U¯ = U ∼ KS¯
are used for the rejection of the estimation error and the disturbances in
tube-based MPC (3.16).
The optimization problem (3.16) determines the optimal nominal control
inputs u¯∗k and the initial nominal state x¯
∗
0. The control input u0 = u¯
∗
0 −
K(xˆ∗0 − x¯∗0) is then applied to the actual system. Since the constraints of
(3.16) have been robustiﬁed against the disturbances and the estimation
error by x¯∈ X¯ and u¯ ∈ U¯, it follows that the states and inputs of the actual
system satisfy the state and input constraints x∈ X and u = u¯∗ −K(xˆ∗ −
x¯∗) ∈ U [4, 43].
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It can be seen from (3.16) that tube-based MPC requires the set which
bounds the estimation error Ex as well as the dynamics of the estimator
(xˆk+1 = Axˆk + Buk + t) for the calculation of S¯. It is hence vital for the
design of the tube-based MPC that the error dynamics are known for the
used state estimator. In [4, 11, 12] the error dynamics of the Luenberger
observer were derived. The Luenberger observer for the system (3.1)-(3.2)
is given by [5]:
xˆk+1 = Axˆk +Buk + L(yk − yˆk),
yˆk = Cxˆ.
(3.17)
where L is obtained such that the system (A− LC) is stable, i.e. such that
the spectral radius satisﬁes ρ(A − LC) < 1. Substituting the equations of
the Luenberger observer (3.17) and the system (3.1)-(3.2) into the deﬁnition
of the estimation error ek = xk − xˆk yields the dynamics of the estimation
error for the Luenberger observer:
ek+1 = (A− LC)ek +Gwk − Lvk. (3.18)
A method for calculating the bounding set of the estimation error Ex (3.18)
such that ek ∈ Ex for all time will be discussed in section 3.3.7.
Whereas the derivation of the error dynamics for the Luenberger observer
is straight forward, the derivation of the error dynamics for the MHE is more
complicated due to the optimization problem that derives the state estimate
not at the current time but at the start of the horizon, N time steps in the
past. Nonetheless, Sui et al. [13] have demonstrated the derivation of the
error dynamics for the unconstrained MHE based on the work of Alessandri
et al. [36]. They follow a three-step procedure to obtain the error dynamics
and dynamics of the estimator for the unconstrained MHE:
1. The error dynamics at the beginning of the horizon at time T −N are
obtained. This is the result of the optimization problem (3.7)-(3.8) and
can be achieved through the conditions of optimality for unconstrained
convex minimization problems (the ﬁrst derivative has to be zero) [36].
2. The error dynamics are projected forward from time T − N to the
current time T through the system equations (3.1)-(3.2) [13]. For
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control the current state and the current estimation error are normally
of interest.
3. The dynamics of the estimated system (xˆk+1 = Axˆk + Buk + t in
equation (3.16)) are derived from the error dynamics at time T derived
in step 2 and from the deﬁnition of the estimation error (ek = xk− xˆk)
[13].
From this literature review of tube-based MPC it is obvious that the frame-
work has not yet been applied to the constrained MHE, or even the simpler
case of the Kalman ﬁlter. This thesis will hence expand the research to these
open issues so that tube-based MPC can be used with the Kalman ﬁlter,
which is one of the standard methods for unconstrained state estimation,
and the constrained MHE so that the better estimates of the constrained es-
timator can be fully realised for control purposes. The Kalman ﬁlter will be
treated in chapter 4, but the main focus of chapter 4 will be on constrained
MHE as this poses the more complicated case.
3.3.7 Set theory
Set-theoretical methods are vital for the calculation of the bounding set of
the estimation error so that tube-based MPC can be realised. These bounds
can be obtained in the form of minimal robust positive invariant sets (mRPI)
as will be discussed in this section. Loosely speaking the mRPI set is the
smallest set to which an autonomous system will eventually converge and in
which it will then remain for all time. The precise deﬁnition of the mRPI
set is given in this section below. The exact calculation of such sets is
computationally intractable except for artiﬁcial examples [43]. Methods for
the calculation of an outer approximation of the mRPI set for linear time
invariant (LTI) systems and linear diﬀerence inclusion (LDI) systems are
described below. It is important to calculate the outer approximation so
that the error set is not underestimated and robustness can be ensured.
The sets required for the tube-based MPC (3.16) are the mRPI set for
LTI systems which is needed for the calculation of the error sets Ex of the
Kalman ﬁlter and the unconstrained MHE, the mRPI set for LDI systems
which is needed for the calculation of the error set Ex of the constrained
MHE, and the maximal RPI (MRPI) set for LTI systems which is needed
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for the calculation of the terminal set X¯f . Before detailing algorithms to
calculate the approximations of these sets, a few deﬁnitions are required:
Definition 3.3 (Polyhedron [11]) A polyhedron is the convex intersection
of a ﬁnite number of open and/or closed half-spaces.
Definition 3.4 (Polytope [11]) A polytope is a closed and bounded polyhe-
dron.
A polytope W can be represented by W , {w ∈ Rn|fTi w ≤ gi, i ∈ I } where
fi ∈ Rn, gi ∈ R and I is a ﬁnite index set [43].
Definition 3.5 (Minkowski sum [42]) The Minkowski sum of two sets U ⊂
R
n and V ⊂ Rn is deﬁned by U⊕ V , {u+ v|u ∈ U, v ∈ V}.
Definition 3.6 (Pontryagin set diﬀerence [42]) The Pontryagin set diﬀer-
ence between two sets is deﬁned as U ∼ V = U⊖ V , {x|x⊕ V ⊆ U}.
Given a sequence of sets {Ui ⊂ Rn}bi=a the Minkowski sum of the sequence
is denoted by
⊕b
i=a U , Ua⊕· · ·⊕Ub [43, 44]. The use of support functions
reduces the computational complexity of the algorithms presented below
[43, 44]. Support functions are deﬁned as follows:
Definition 3.7 (Support function [42]) The support function of a set W ⊂
R
n evaluated at η ∈ Rn is deﬁned as:
hW (η) , sup
w∈W
ηTw. (3.19)
Additionally the following properties of support functions hold [42]:
• Linear transformation: hGU (η) = hU (GT η),
• Minkowski sum: hU⊕V (η) = hU (η) + hV (η),
• Pontryagin difference: hU∼V (η) ≤ hU (η)− hV (η).
The mRPI set for LTI systems
The set that bounds the estimation error is needed for the design of tube-
based MPC (3.16). The error dynamics of the Luenberger observer (3.18)
constitute a stable linear time-invariant (LTI) autonomous system. For such
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systems of the form xk+1 = Axk+w an outer ǫ-approximation of the minimal
robustly positive invariant (mRPI) set can be calculated with the method of
[43]. This method will be brieﬂy summarized here. The following deﬁnitions
are needed:
Definition 3.8 (RPI set [4]) A set Ω ⊂ Rn is robust positively invariant
for the system xk+1 = Axk + wk and the constraint set (X, W) if Ω ⊆ X
and Axk + wk ∈ Ω, ∀xk ∈ Ω, ∀wk ∈ W.
Definition 3.9 (Minimal RPI set [43]) The mRPI set F∞ of the system
xk+1 = Axk +wk is the RPI set in Rn that is contained in every closed RPI
set for xk+1 = Axk + wk.
Definition 3.10 (Outer ǫ-approximation [43]) Given a scalar ǫ > 0 and a
set Ω ⊂ Rn, the set Φ ⊂ Rn is an outer ǫ-approximation of Ω if Ω ⊆ Φ ⊆
Ω⊕ Bnp (ǫ).
The mRPI set F∞ is given by [43]:
F∞ =
∞⊕
i=0
AiW. (3.20)
The inﬁnite sum generally prevents a calculation of the mRPI in ﬁnite time.
An outer RPI approximation can however be derived by
F (α, s) , (1− α)−1Fs (3.21)
if the following relation holds
AsW ⊆ αW (3.22)
where α ∈ [0, 1), s is a positive integer (including zero), zero is in the interior
of W, and the set Fs is given by
Fs =
s⊕
i=0
AiW, F0 , {0}. (3.23)
Rakovic et al. [43] presented a computationally tractable algorithm to cal-
culate α and s for a convex outer ǫ-approximation in the case where W is
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a polytope which permits the use of support functions. An overview of the
algorithm is brieﬂy summarized in appendix A.2 while the interested reader
is referred to [43] for more details. This algorithm will be used for the calcu-
lation of the bounding error set for the Kalman ﬁlter and the unconstrained
MHE in chapter 4.
The mRPI set for LDI systems
This section outlines the calculation of an ǫ-outer approximation of the
mRPI set for the stable linear diﬀerence inclusion (LDI) (3.24) with the
algorithm of [44]. This algorithm will be needed for the calculation of the
bounding set of the estimation error for the constrained MHE in chapter 4.
An LDI is deﬁned as [44]:
xk+1 ∈ D(x,A,W)
D(xk,A,W) , {Axk + wk|A ∈ co(A), wk ∈ W}
A = {Ai ∈ Rn×n|i ∈ N+q }
(3.24)
where q ∈ N+ is a ﬁnite integer, W is a convex polytope with the origin
in its interior, and A belongs to the closed convex hull of a ﬁnite set A of
known and bounded matrices Ai:
A =
q∑
i=1
λiAi, λ ∈ Λ,Λ , {λ ∈ Rq+|
q∑
i=1
λi ≤ 1} (3.25)
Definition 3.11 (RPI set of LDI [44]) A set Ω is robustly positively invari-
ant set for the diﬀerence inclusion (3.24) if D(Ω,A,W) ⊆ Ω.
Definition 3.12 (mRPI set of LDI [44]) A set D∞ is the minimal robustly
positively invariant set for the diﬀerence inclusion (3.24) over the class of
closed RPI sets if D∞ is an RPI set and D∞ is contained in every closed
RPI set for the diﬀerence inclusion (3.24).
As for the calculation of the mRPI for LTI systems, the exact calculation
of the mRPI for LDIs involves an inﬁnite Minkowski sum. Kouramas et al.
present in [44] a computationally tractable algorithm for calculating a convex
outer ǫ-approximation of the mRPI in the case where W is a polytope which
permits the use of support functions. An overview of the algorithm is brieﬂy
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summarized in appendix A.3 while the interested reader is referred to [44]
for more details.
The MRPI set for LTI systems
The design of the tube-based MPC (3.16) requires the calculation of the
terminal set X¯f which is here the maximal positively invariant (MRPI) set
for the nominal system x¯k+1 = Ax¯k+Bu¯k subject to the tighter constraints
x¯ ∈ X¯, u¯ ∈ U¯ with the associated linear quadratic regulator u¯k = −Kf x¯k.
The MRPI set is deﬁned below. It can be calculated with the algorithm
detailed in [42]. Since the details of this algorithms are not relevant for this
thesis, further details are omitted and can be found in [42].
Definition 3.13 (Maximal RPI set [11]) The maximal RPI (MRPI) set C∞
for the system xk+1 = Axk + wk, yk = Cxk + v and constraint sets (W, V)
is the RPI set that contains every RPI set for the system xk+1 = Axk +wk,
yk = Cxk + v and constraint sets (W, V).
3.4 Multi-parametric programming
A quadratic multi-parametric programming problem with linear constraints
and additive uncertainty is formulated as follows [15]:
min
x
xTHx+ θT fTx
s.t. Ax ≤ b+ Sθ
Dx = e+ Fθ
θ ∈ Θ
(3.26)
where x is the vector of optimization variables subject to linear inequality
and equality constraints that depend on the parameter vector θ. If the pa-
rameters of an optimization problem are bounded, the optimization problem
can be solved by multi-parametric programming (MPP) [15, 35, 45, 46, 50–
52, 55]. MPP provides an explicit solution of the optimization problem as
a function of the parameters, over the speciﬁed space of parameters. An
algorithm for multi-parametric quadratic programming is summarized in
appendix A.4. The solution of the multi-parametric programming problem
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is visualized schematically in ﬁgure 3.5 for two parameters. The solution
comprises of [15]:
• The mathematical expression of the decision variables as an aﬃne func-
tion of the parameters and the area of the parameter space in which
this function is valid. These areas are called regions of optimality or
critical regions (CR). The boundary between two regions belongs to
both [15].
• The region of the parameter space where no solution to the optimiza-
tion problem exists, also called infeasible regions.
θ1
θ2
CR1
CR2
CR4
CR3
infeasible
region
Figure 3.5: Schematic solution of a multi-parametric programming problem
showing the critical regions.
Mathematically, the solution of the multi-parametric programming problem
(3.26) can be stated as
x∗ = f(θ) =


K1θ + c1 if θ ∈ CR1
...
...
Ksθ + cs if θ ∈ CRs
(3.27)
where x∗ is the optimizer for the optimization problem, s is the number of
critical regions (CR).
Remark 3.3 Each critical region of the explicit/multi-parametric solution
(3.27) corresponds to a set of active constraints of the optimization problem
[15].
The linear example 3.2 [1] demonstrates the concept of MPP and is solved
via multi-parametric programming. The critical regions of the solution are
depicted in ﬁgure 3.6.
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Example 3.2
z(θ) = min
x
−3x1 − 8x2 + 4x3 + 2x4
s.t. x1 + x2 ≤ 13 + θ1
5x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121 + θ2
−4x1 − x2 ≤ 8
x1 − 10x3 ≤ 0
x2 − 15x4 ≤ 0
−25 ≤ θ1 ≤ 10
−50 ≤ θ2 ≤ 10
(3.28)
where x1, x2, x3, x4 are the decision variables, θ1, θ2 are the parameters.
Multi-parametric programming gives a solution for x1, x2, x3, x4 in depen-
dence of θ1, θ2 as depicted in ﬁgure 3.6 for −25 ≤ θ1 ≤ 10 and −50 ≤ θ2 ≤
10.
−25 −20 −15 −10 −5 0 5 10
−50
−40
−30
−20
−10
0
10
θ1
θ 2
3 Critical Region Fragments
CR001
CR002
CR003
x1 = 0.73 θ1 − 0.033 θ2 + 5.5
x2 = 0.26 θ1 − 0.033 θ2 + 7.5
x3 = 0.07 θ1 − 0.003 θ2 + 0.55
x4 = 0.01 θ1 − 0.002 θ2 + 0.5
x1 = 0.05 θ2 + 11.8
x2 = 0.06 θ2 + 9.8
x3 = 0.003 θ2 +1.1
x4 = 0.08 θ2 + 0.6
x1 = 0.33 θ1 − 7
x2 = 1.33 θ1 + 20
x3 = −0.03 θ1 − 0.7
x4 = 0.08 θ1 + 1.3
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Figure 3.6: Multi-parametric solution of example 3.2 (with permission from
[1]).
Whereas various optimization problems can be addressed by multi-parametric
programming as summarized in table 3.2 and highlighted in [16, 53], the work
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in this thesis focuses on convex problems with quadratic objective functions
and linear constraints (mp-QP).
Problem class Publications
mp-LP [65–68]
mp-QP [14, 46, 69]
mp-MILP [67, 70, 71]
mp-MIQP [46]
mp-NLP [72–74]
mp-MINLP [75, 76]
Table 3.2: Overview over algorithms for diﬀerent classes of multi-parametric
programming problems.
3.4.1 Multi-parametric MPC and MHE (mp-MPC and
mp-MHE)
Multi-parametric programming can be used solve the optimization problem
(3.14) involved in MPC [14, 35, 45, 48, 49, 53, 69]. The parameter vector
in this MPC formulation consists of the current state values. The explicit
solution is derived oﬀ-line and provides the control inputs as aﬃne functions
of the parameters of the form (3.27). This reduces the on-line implementa-
tion of the MPC to a table look-up to identify the correct critical region and
simple function evaluations and hence allows for real–time applications [16].
Figure 3.7 demonstrates the principle of mp-MPC: The underlying optimiza-
tion problem (3.14) is solved oﬀ-line. The solution of the form u0 = f(x0)
similar to (3.27) is then stored for on-line control. Once the current values of
the parameters are obtained the control only consists of ﬁnding the correct
critical region (table look-up) plus the function evaluation.
In a similar way, multi-parametric programming can be applied to MHE
resulting in multi-parametric MHE (mp-MHE) as will be further detailed
in chapter 4.2. The parameters of mp-MHE are the values of x in the
arrival cost, the sequence of past measurements Y TT−N , and the sequence of
past inputs UT−1T−N . Darby and Nikolaou [9] have formulated the constrained
MHE with the ﬁltered update of the arrival cost in the multi-parametric
framework. This thesis will expand the framework to the MHE with the
smoothed arrival cost.
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Figure 3.7: Concept of mp-MPC.
3.4.2 Advantages of multi-parametric programming
The advantages of multi-parametric programming are summarized in the
following [15]:
• No assumptions about the nature of the uncertainty (parameters) are
necessary. Only the bounds of the parameter space have to be known
[15].
• An explicit solution in the form of aﬃne functions of the parameters
is obtained. The existence of the explicit solution brings advantages
for mp-MPC and mp-MHE:
– Once this explicit solution has been calculated oﬀ-line, the on-
line optimization problem is reduced to a table lookup for ﬁnding
the right critical region and the evaluation of the aﬃne function
to obtain the control input which is then applied. This is nor-
mally faster than solving the optimization problem on-line which
is one main issue of classical MPC. Hence, the parametric solu-
tion is ideal for on-line implementation where computational time
is tight [35, 53].
– It is possible to analyse the explicit solution for example to assess
under which circumstances which constraints are active [35].
– Infeasible regions are known in the parameter space. For control,
these are the regions where no control input exists such that the
constraints are fulﬁlled. For constrained estimation, these are the
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regions where no estimate exists that fulﬁlls the constraints. Since
these parts of the parameter space are known through the explicit
solution, measures such as re-tuning of the MPC or designing a
feedback controller can be taken to prevent a critical state of the
system (see section 3.3.4).
3.4.3 Disadvantages of multi-parametric programming
Whereas there are signiﬁcant advantages of multi-parametric programming,
in particular for mp-MPC, there are also issues that are limiting its appli-
cability:
• The computational time required for the oﬀ-line computation makes
multi-parametric programming currently only applicable to relatively
small problems, typically one or two inputs, ﬁve to ten states, and a
control horizon length of about three to four [53].
• The number of critical regions which have to be stored might become so
large that the table-lookup will take signiﬁcant time [53]. Work on fast
algorithms for table-lookup is available to reduce this problem some-
what, for example [77]. The number of regions depends exponentially
on the number of constraints, the number of parameters, and the num-
ber of optimization variables. For quadratic programming problems it
can be shown that the maximum number of regions is ηr =
n−1∑
k=0
k! qk
where q is the number of inequality constraints, n is the number of
constraints that are active at a point in the space of parameters θ [46].
The survey papers [16, 53] indicate some research directions that address
the listed issues and ongoing or future work.
3.5 Open issues in the literature
This chapter has given an overview of the literature relevant to the simulta-
neous design of explicit constrained MHE and robust MPC. Fundamentals of
MHE, MPC, tube-based MPC, set-calculations, and multi-parametric pro-
gramming have been detailed. The literature review also reveals some open
issues in linear control and estimation that will be addressed in this thesis
in the next two chapters:
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1. The Kalman ﬁlter has not yet been addressed in the framework of tube-
based MPC. This thesis will derive the error dynamics of the Kalman
ﬁlter in the next chapter and show how to calculate the bounding error
set. The Kalman ﬁlter will then be incorporated into the tube-based
MPC in chapter 5.
2. Unconstrained MHE with the estimation of the additive process noise
w has also not yet been addressed for robust control. This will also be
done in the next chapter.
3. Constrained MHE has not been considered at all yet for robust con-
trol. This thesis will show in the next chapter how to derive the error
dynamics of the constrained MHE and discuss how to calculate the
bounding error. This allows the incorporation of constrained MHE
into tube-based MPC in chapter 5.
4. MHE with the smoothed arrival cost has not been addressed in the
multi-parametric programming framework which will be done in the
next chapter.
5. Tube-based MPC has also not yet been addressed in the multi-parametric
programming framework which will be done in chapter 5.
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parametric MHE: error dynamics
and their bounding sets
The literature review in the previous chapter has shown that there are still
open issues in the research related to control and state-estimation of lin-
ear systems which will be addressed in the work here and constitute the
contributions of the ﬁrst part of this thesis:
• Robust tube-based MPC using the Kalman ﬁlter or the constrained
MHE has not been addressed yet.
• The multi-parametric formulations of the constrained MHE with the
smoothed arrival cost and the multi-parametric formulation of the
tube-based MPC have not been addressed yet.
In order to incorporate the Kalman ﬁlter and the MHE into the tube-based
MPC, the bounding sets of their estimation errors need to be derived. This is
possible if the dynamics that govern the estimation errors are known (chapter
3.3.6). In this chapter it will ﬁrst be shown how to derive the error dynamics
of the Kalman ﬁlter. Then the multi-parametric formulation of the MHE
will be presented followed by the derivation of the error dynamics of the
constrained MHE. Eventually methods for the calculation of the bounding
error sets for the Kalman ﬁlter, for the unconstrained MHE, and for the
constrained MHE will be discussed. In this work, only the steady-state
estimators are considered. Whereas the derivation of the error dynamics
for the Luenberger observer (chapter 3.3.6) and for the Kalman ﬁlter (see
section 4.2) is rather straight forward, the necessary steps for incorporating
MHE into robust tube-based MPC are more complex:
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1. The estimation error at the beginning of the horizon has to be derived.
2. The estimation error at the current time has to be derived.
3. The bounding set of the estimation error has to be obtained so that it
can be used for the tube-based robust MPC.
This chapter will present the three steps so that afterwards a robust con-
troller using constrained MHE can be designed in chapter 5. The work will
be validated by comparing the result of the unconstrained MHE to the result
of the Kalman ﬁlter. This work has been published in [78, 79].
4.1 Error dynamics of the Kalman filter
Since the unconstrained MHE can be formulated to be equivalent to the
Kalman ﬁlter [6, 37], the comparison of their error sets is an invaluable
method to validate the results of this work as the error sets of the Kalman
ﬁlter and the unconstrained MHE should be identical. The a-posteriori of
the steady–state Kalman ﬁlter is given from the formulation of the Kalman
ﬁlter (3.3)- (3.4) and the system (3.1)-(3.2) by:
xˆk|k = Axˆk−1|k−1 +Buk−1︸ ︷︷ ︸
xˆk|k−1
+ (4.1)
K(CAxk−1 + CBuk−1 + CGwk−1 + vk︸ ︷︷ ︸
yk=Cxk+vk
−CAxˆk−1|k−1 − CBuk−1︸ ︷︷ ︸
Cxˆk|k−1
)
Similar to the Luenberger observer (chapter 3.3.6), the dynamics of the state
estimation error for the Kalman ﬁlter then follow from the deﬁnition of the
estimation error (eT = xT − xˆT ):
eT+1 = (A−KCA) eT + (G−KCG)wT −K vT (4.2)
where K = PCT (CPCT + R)−1 is constant and P is the solution of the
discrete algebraic Riccati equation (3.5) for the system (A,B,G,Q,R).
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4.2 Multi-parametric formulation of the
constrained MHE
The formulation of the MHE with the smoothed arrival cost is still an open
issue which will be addressed here. In order to formulate and solve the con-
strained moving horizon estimator with multi-parametric programming, the
optimization problem (3.7)-(3.8) needs to be reformulated into the standard
multi-parametric quadratic form (3.26) introduced in chapter 3.4.
Darby and Nikolaou [9] have re-formulated the MHE with the ﬁltered
arrival cost. This chapter now revisits their work for the smoothed update
of the arrival cost which will be used in this thesis. The multi-parametric
formulation of the constrained MHE is obtained by substituting the state-
space formulation of the estimated system xˆk+1 = Axˆk +Buk +Gwˆk, vˆk =
yk − Cxˆk into (3.7):
min
xˆT−N|T ,Wˆ
T−1
T−N|T
1/2[xˆTT−N |T , Wˆ
T−1
T−N |T
T
]H
[
xˆT−N |T
Wˆ T−1T−N |T
]
+ θf
[
xˆT−N |T
Wˆ T−1T−N |T
]
s.t. K ·
[
xˆT−N |T
Wˆ T−1T−N
]
≤ k
(4.3)
where further details are given in (4.4) on page 72. In order to make the
notation shorter and more readable the following notations are used: diag(z)
denotes a block diagonal matrix of appropriate size with the matrix or vector
z as blocks on its main diagonal. col(z) denotes a block column matrix of
appropriate size of the matrix or vector z. P denotes PT−N |T−1 unless
otherwise stated.
Remark 4.1 Often only the state estimate xˆT |T is of interest and hence it
might be suﬃcient if only xˆT |T has to fulﬁll the constraints rather then all
xˆk|T for all k = T −N, . . . , T . It might therefore suﬃce to pose constraints
only on xˆT |T rather than the whole horizon by replacing in (4.4) the matrix
col(dˆx) with dx and the matrix diag(Dˆx) with
[
0 . . . Dˆx
]
. This reduces
the number of constraints in the optimization problem (4.3)-(4.4) and hence
the number of critical regions.
kajgh
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θ = [xTT−N |T , y
T
T−N , . . . , y
T
T , u
T
T−N , . . . , u
T
T−1]
T ,
H=
[
2P−1−2OT ·W−1·O+2caT ·diag(R−1)·ca 2caT ·diag(R−1)·cg
2cgT ·diag(R−1)·ca 2diag(Q−1)+2cgT ·diag(R−1)·cg
]
,
f=


[−2P−1,0]
−2·diag(R−1·C)·[a,g]+
[
2·W−1·O 0
0 0
]
2bT ·diag(CT ·R−1·C)·[a,g]−
[
2·cbT ·
[
W−1·O
0
]
0
]

 ,
a¯ =


I
A
A2
...
AN−1


, g¯ =


0 0 . . . 0
G 0 . . . 0
A ·G G . . . 0
A2 ·G A ·G . . . 0
...
. . .
AN−2 ·G AN−3 ·G . . . G


,
b¯ =


0 0 . . . 0
B 0 . . . 0
A ·B B . . . 0
A2 ·B A ·B . . . 0
...
. . .
AN−2 ·B AN−3 ·B . . . B


,
ca = diag(C) · a,
cg = diag(C) · g,
cb = diag(C) · b,
c¯a = diag(C) · a¯,
c¯g = diag(C) · g¯,
c¯b = diag(C) · b¯,
a =
[
a¯
AN
]
, g =
[
g¯
AN−1 ·G . . . G
]
(4.4)
b =
[
b¯
AN−1 ·B . . . B
]
,
K =

 diag(Dˆw)diag(Dˆx) · [a, diag(Dˆx) · g]
[diag(−Dˆv · C) · a, diag(−Dˆv · C) · g]


k =

col(dˆw)col(dˆx)
col(dˆv)

+

 0[0, 0, diag(−Dˆx) · b]
[0, diag(−Dˆv), diag(Dˆv · C) · b]

 · θ
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Example 4.1, which is identical to example 3.1 on page 44, is solved with
the algorithm stated in appendix A.4 to demonstrate the multi-parametric
solution of the MHE. Equation (4.6) shows the critical region of example 4.1
where the constraint on wT−2 is active, using Q = 1, R = 0.01, N = 2. A
horizon length of two with one constraints results in 22 = 4 critical regions at
most. The other three critical regions look similar to (4.6) but are omitted
here for brevity.
Example 4.1
xk+1 =
[
0.9962 0.1949
−0.1949 0.3815
]
xk +
[
1
1
]
uk +
[
0.03393
0.1949
]
wk,
yk = [1 − 3]xk + vk, (4.5)
wˆk ∈ Wˆ , {wˆ ∈ R| − 0.01 ≤ wˆ} , W.


xˆ1∗T−2
xˆ2∗T−2
wˆ∗T−2
wˆ∗T−1

 =


−0.0708 0.6114 0 0.6421 0.0317 1.2641 0.0634
−0.3323 1.1857 0 0.1947 0.0139 0.3807 0.0278
0 0 0 0 0 0 0
−0.1874 1.7785 0 1.9676 −1.661 4.9838 −3.3219




x1T−2|T
x2T−2|T
yT−2
yT−1
yT
uT−2
uT−1


+


−0.0037
−0.0011
−0.01
−0.0090

 (4.6)
if
(
0.0376 −0.3569 0 −0.3948 0.3333 −1 0.6665
0.5940 −0.4440 0 −0.4725 0.0870 −1 0.1740
)


x1T−2|T
x2T−2|T
yT−2
yT−1
yT
uT−2
uT−1


≤
(
0.0002
−0.0026
)
Remark 4.2 The multi-parametric solution (4.6) explicitly reveals that the
measurement yT−N is not needed if the smoothed arrival cost is used which
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can also be conﬁrmed from the expression for f in equation (4.4) as de-
tailed below. Therefore the smoothed update of the arrival cost involves fewer
parameters in the multi-parametric formulation of the MHE and hence its
choice requires less computational time to solve the mp-MHE than if the
ﬁltered arrival cost is chosen.
As revealed by the multi-parametric solution of the MHE (4.6) the parameter
yT−N is not relevant for the MHE using the smoothed arrival cost. In the
following this will be conﬁrmed analytically through equation (4.4). The
relevant part of f in equation (4.4) that relates to the vector of measurements
is:
−2 · diag(R−1 · C) · [a, g]+
[
2 · W−1 · O 0
0 0
]
(4.7)
For a horizon length of N = 2 follows from equation (4.4):
a =

 IA
A2

 , g =

 0 0G 0
AG G


W =
[
R 0
0 CGQGTCT +R
]
→W−1 =
[
R−1 0
0 ∗
]
, O = C
(4.7)⇒

−2R
−1C 0 0
0 −2R−1C 0
0 0 −2R−1C

 ·

 I 0 0A G 0
A2 AG G

+

2R
−1C 0 0
0 ∗ 0
0 0 0


=

0 0 0∗ ∗ ∗
∗ ∗ ∗


θ =
[
yTT−2 y
T
T−1 y
T
T
]T
→ θT · f =
[
yTT−2 y
T
T−1 y
T
T
]T
·

0 0 0∗ ∗ ∗
∗ ∗ ∗


⇒ Value of yT−2 = yT−N is irrelevant!
where ∗ denotes a non-zero entry the exact value of which is not of interest
here. The above calculation holds for all horizon lengths N ≥ 2. In the next
section, it will be shown how to derive the dynamics of the estimation error
for the constrained MHE.
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4.3 Dynamics of the estimation error and of the
state estimator for the constrained MHE
In this section, ﬁrst the derivation of the dynamics of the estimation error
for the constrained MHE and then the dynamics of the state estimator are
detailed. Both are necessary to incorporate the MHE into a robust tube-
based MPC. The dynamics of the estimation error are required to calculate
the bounding error set. The MHE estimates the state estimate xˆT−N |T as
well as the disturbance sequence Wˆ T−1T−N . The estimate of interest for control
is normally xˆT |T so that the aim is to ﬁnd the error dynamics at the current
time deﬁned by the following diﬀerence equation:
eT |T =
[
ex|T
eW |T
]
=
[
xT − xˆ∗T |T
W T−1T−N − Wˆ T−1 ∗T−N |T
]
= f(eT−1). (4.8)
In the next section, it will be shown how these error dynamics can be derived.
4.3.1 Dynamics of the estimation error
In order to derive the error dynamics of the constrained MHE, the three-step
procedure for the unconstrained MHE used in [13, 36] is adopted as follows
[78, 79]:
Step 1) The Karush-Kuhn-Tucker (KKT) conditions are formed and solved
for the constrained MHE (3.7)-(3.8).
Step 2) The error dynamics of the estimation error at the beginning of the
horizon at time T −N are obtained from the KKT conditions.
Step 3) The error dynamics at time T , which is the current time of the
estimation, are obtained from the result of step 2.
In the rest of this section, the three steps will be described in more detail.
Step 1
The Karush-Kuhn-Tucker conditions of optimality for constrained optimiza-
tion problems provide the basis for deriving the error dynamics. Forming the
KKT conditions for the constrained MHE (3.7)-(3.8) (assuming that Strict
Complimentary Slackness (SCS) holds) are given as follows [15]:
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Stationary conditions:
∇xˆL = ∇xˆK¯ · λ+ 2 · P (xˆ∗T−N − xT−N )+ (4.9)
2(−caT ) · diag(R−1) · (Y − ca · xˆ∗T−N − cb · U − cg · Wˆ T−1T−N
∗
) = 0
∇WˆL = ∇Wˆ K¯ · λ+ 2 · diag(Q−1) · Wˆ T−1T−N
∗
+ (4.10)
2(−cgT ) · diag(R−1) · (Y − ca · xˆ∗T−N − cb · U − cg · Wˆ T−1T−N
∗
) = 0
K¯ , K ·
[
xˆT−N |T
Wˆ T−1T−N
]
− k (4.11)
Complementary conditions:
λˆT · (Kˆi ·
[
xˆ∗T−N |T
Wˆ T−1 ∗T−N
]
− kˆi) = 0 (4.12)
Strict complementary slackness:
λˆ > 0 (4.13)
where UT−1T−N = [u
T
T−N , . . . , u
T
T−1]
T is a column vector of the N most recent
control inputs, Y TT−N = [y
T
T−N , . . . , y
T
T ]
T is a column vector of the N + 1
most recent measurements. To simplify the notation Y and U is denoted for
the past sequence of measurements Y TT−N and inputs U
T−1
T−N respectively. K,
k, ca, cb, and cg were given in equation (4.4). λˆ, Kˆi, kˆi denote the Lagrange
multipliers and corresponding matrices of the active inequalities of (4.3).
Remark 4.3 The maximum number of Kˆi in (4.12) is 2p, where p is the
number of constraints. However normally not all combinations of constraints
can be active at the same time such as lower and upper bounds. The number
of possible Kˆi in the range of interest of θ can be obtained through the multi-
parametric solution of the MHE, see remark 3.3, page 63.
In the next step will be shown how to use the KKT conditions to derive the
error dynamics at time T −N .
Step 2
The linear diﬀerence equation describing the estimation error eT−N = -
f(eT−N−1) at time T − N can be derived from the KKT conditions (4.9)-
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(4.13) via a set of algebraic computations as will be detailed in the following.
The estimation error at time T −N is deﬁned as:
eT−N |T =
[
ex|T−N
eW |T
]
=
[
xT−N − xˆ∗T−N |T
W T−1T−N − Wˆ T−1 ∗T−N |T
]
= f(eT−N−1). (4.14)
Using the fact that xT−N − AxT−N−1 − BuT−N−1 − GwT−N−1 = 0, the
smoothed update of the arrival cost can be re–written as
xT−N |T =Axˆ
∗
T−N−1|T−1 +BuT−N−1|T−1 +Gwˆ
∗
T−N−1|T−1
+ xT−N −AxT−N−1 −BuT−N−1 −GwT−N−1. (4.15)
From the system dynamics xk+1 = Axk+Buk+Gwk, yk = Cxk+vk follows
Y = ca · xT−N + cb · U + cg ·W T−1T−N + V TT−N (4.16)
where V TT−N = [v
T
T−N , . . . , v
T
T ]
T is the noise sequence of v from time T −N
to T and ca, cb, and cg were given in equation (4.4). Substituting (4.15)
and (4.16) into (4.9) and (4.10) and solving for eT−N results in
eT−N |T = H
−1FeeT−N−1|T−1 +H
−1FWW
T−1
T−N +H
−1FV V
T
T−N +H
−1KˆTi λˆ
(4.17)
where H ≻ 0 (since Q ≻ 0, R ≻ 0, P ≻ 0) was given in equation (4.4) and
hence its inverse exists, and
Fe =
[
2P−1 ·A [2P−1 ·G, 0, . . . , 0]
0 0
]
,
FW =
[
0
2 · diag(Q−1)
]
, (4.18)
FV =
[
−2 · caT · diag(R−1)
−2 · cgT · diag(R−1)
]
.
Moreover, since λˆ > 0 and Kˆi ·
[
xT−N
W T−1T−N
]
−Kˆi ·
[
xT−N
W T−1T−N
]
= 0, equation (4.12)
can be re–written as
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KˆieT−N |T = −kˆi + Kˆi
[
xT−N
W T−1T−N
]
. (4.19)
The expression for the Lagrange multipliers is obtained by multiplying both
sides of (4.17) with Kˆi and then substituting in (4.19) and solving for λˆ:
λˆ = (KˆiH
−1KˆTi )
−1Kˆi· (4.20)
[H−1FeeT−N−1|T−1 +H
−1FWW
T−1
T−N +H
−1FV V
T
T−N − eT−N |T ].
Finally, by substituting (4.20) into (4.17), the error dynamics for eT−N are
gained and with it the result of step 2:
eT−N |T = SiFeeT−N−1|T−1 + SiFWW + SiFV V (4.21)
→ eT−N+1|T+1 = SiFeeT−N |T + Si
[
FWW
FV V
]
(4.22)
where
Si = (I +H
−1KˆTi (KˆiH
−1KˆTi )
−1Kˆi)
−1·
(−I +H−1KˆTi (KˆiH−1KˆTi )−1Kˆi)H−1 (4.23)
W ∈ WN = W×. . .×W︸ ︷︷ ︸
N terms
, V ∈ VN = V×. . .×V︸ ︷︷ ︸
N+1 terms
The dynamics for the estimation error at time T −N are described by the
linear diﬀerence equation (4.21). In the next step the diﬀerence equation
describing the dynamics of the error at the current time T is determined.
Step 3
Step 2 derived the error dynamics at the beginning of the horizon T − N .
For control however normally the error at the current time is of interest so
that the purpose of this step is to ﬁnd the error dynamics eT . This can be
done by projecting the error dynamics eT−N forward to the current time
using the linear model (3.1)-(3.2). From the system model follows:
xT = A
NxT−N + bTU + gTW
T−1
T−N , (4.24)
xˆT = A
N xˆT−N |T + bTU + gT Wˆ
T−1
T−N , (4.25)
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where bT , gT are the last rows of b and g in (4.4) respectively. The estimation
error is then derived by substituting (4.24) and (4.25) into the deﬁnition of
the estimation error ex|T = xT − xˆ∗T |T (4.8):
ex|T = A
Nex,T−N |T + gT eW,T−N |T
eT |T = MeT−N |T with M =
[
AN gT
0 I
]
→ eT−N |T = M−1eT |T (4.26)
→ eT−N+1|T+1 = M−1eT+1|T+1. (4.27)
Substituting (4.26) in (4.22) gives
eT−N+1|T+1 = SiFeM
−1eT |T + Si
[
FW FV
] [W
V
]
. (4.28)
Finally, by substituting (4.27) in (4.28) we obtain the error dynamics for
the constrained MHE and with it the desired result:
eT+1 = MSiFeM
−1eT +MSi
[
FW FV
] [W
V
]
= Aerr,ieT +Did. (4.29)
where each Si corresponds to one possible combination of active constraints
Kˆi (see remarks 4.4-4.6 below). Equation (4.29) describes the dynamics
of the estimation error on the state estimate and the disturbance estimate.
The state estimation error ex|T is then calculated from the simple expression:
ex|T = [In 0]eT |T . (4.30)
Remarks on the error dynamics of constrained MHE
Remark 4.4 The error dynamics (4.29) depend on the active constraints.
As highlighted in remark 4.3 normally not all combinations of active con-
straints are possible such as lower and upper bound active at the same time.
The number of actual possible Si over the parameter range of θ can be found
through the multi-parametric solution of the MHE.
Remark 4.5 Note that in (4.29) each i corresponds to one active set of
constraints deﬁned in the parameter space [Y T , UT ]. Therefore, the linear
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diﬀerence equality (4.29) establishes the dynamics of the estimation error as
an autonomous, linear parameter-varying (LPV) system [80].
Remark 4.6 The estimation error becomes zero if Kˆi is invertible
which is the case for example when all variables are at their upper
or lower bounds. From equations (4.21), (4.23), and (4.29) follows:
H−1KˆTi (KˆiH
−1KˆTi )
−1Kˆi = H
−1 KˆTi Kˆ
T−1
i︸ ︷︷ ︸
I
H Kˆ−1i Kˆi︸ ︷︷ ︸
I
= I ⇒ Si = (I +
I)(I − I)H−1 = 0⇒ eT−N |T = 0⇒ eT |T = 0. This highlights that assump-
tion 3.2 is essential. If the real system does not fulﬁll the constraints posed
to the MHE, the estimate will inevitably be wrong. Hence the MHE might
potentially be unstable [6] and the estimation error might potentially be un-
bounded. The calculation of the estimation error assumes that assumption
3.2 holds. Keeping this in mind is of fundamental importance for the design
of the MHE as well as for any robust control method.
Remark 4.7 From (4.29) it is obvious that the update of the estimation
error is aﬀected by the unknown, random disturbances w and v and that
hence an estimation error is inevitable.
The design of the tube-based MPC (3.7)-(3.8) does not only require the
bounding set of the estimation error but also the dynamics of the state
estimator which will be presented next.
4.3.2 Dynamics of the state estimator
An expression for the update of the state estimate xˆT+1 can be obtained by
substituting the system model xk+1 = Axk + Buk + Gwk, yk = Cxk + vk
and expressions (4.29), (4.30) in the deﬁnition of the state estimation error
xˆk+1 = xk+1 − ex|k+1:
xˆk+1 = Axˆk +Buk +
(
[A 0]− [I 0]MSiFeM−1
)︸ ︷︷ ︸
Aerr,x,i
ex,k+
[([0 . . . 0 G]− [I 0])MSiFW [−I 0]MSiFV ]︸ ︷︷ ︸
Dx,i
[
W
V
]
︸ ︷︷ ︸
d
= Axˆk +Buk + t (4.31)
80
4.4 Calculating the estimation error sets
where I is the identity matrix of appropriate size, t = Aerr,x,iek + Dx,id
is an artiﬁcial disturbance vector that captures the eﬀect of the additive
disturbances w, v and of the estimation error e on the state estimate.
Since the constrained MHE (4.3) is stable by design [6], the error dynamics
(4.29) and dynamics of the state estimator (4.31) are also stable and the
estimation error is hence bounded. In the next section of this chapter it will
be discussed how the bounding sets of the estimation error for the Kalman
ﬁlter, the unconstrained MHE, and the constrained MHE can be calculated.
4.4 Calculating the estimation error sets
The dynamic equations for the estimation error of the Kalman ﬁlter and the
MHE were presented in the previous sections of this chapter. This section
will show how to calculate the bounding sets of those estimators so that they
can then be combined with the tube-based MPC in chapter 5. The method
for calculating the bounding error set of the unconstrained estimators is
discussed ﬁrst, followed by the method for the constrained MHE.
4.4.1 Unconstrained MHE and Kalman filter
The steady-state Kalman ﬁlter and the steady-state unconstrained MHE can
be designed to give the same estimate and their error sets should hence be
identical. This fact will be used here to validate the error dynamics of the
MHE obtained in equation (4.29) by comparing it to the error dynamics of
the Kalman ﬁler that were obtained in equation (4.2). The unconstrained
MHE is a special case of the constrained MHE where Kˆi = [ ] and hence
from equations (4.23) and (4.29) follows:
S = H−1 (4.32)
→ eT+1 = MH−1FeM−1eT +MH−1
[
FW FV
] [W
V
]
= AerreT +Dd
(4.33)
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→ xˆk+1 = Axˆk +Buk +
(
[A 0]− [I 0]MH−1FeM−1
)︸ ︷︷ ︸
Aerr,x
ex|k+
[
([0 . . . 0 G]− [I 0])MH−1FW [−I 0]MH−1FV
]︸ ︷︷ ︸
Dx
[
W
V
]
︸ ︷︷ ︸
d
= Axˆk +Buk + t (4.34)
where H is given in equation (4.4). Hence, the error dynamics (4.29) become
a simple system of linear ordinary diﬀerence equations (4.33). This allows
the calculation of the bounding error set by applying the set-theoretical
method for obtaining mRPI sets of LTI systems with the method of Rakovic
et al. [43] (see chapter 3.3.7). This has previously been done for the Lu-
enberger observer in [4, 11] and for the unconstrained MHE without the
estimation of the noise w in [13]. In a similar way, the estimation error
of the Kalman ﬁlter and the unconstrained MHE is bounded in an RPI
set because the error dynamics are described by the stable linear time-
invariant diﬀerence equation (4.33) [11, 43]. A ﬁnite–time–computable outer
ǫ-approximation of the mRPI set E that is the bounding set of the estima-
tion error (4.33) is obtained with the method of [43] in the form of linear
inequalities on eT . Since E is an RPI set, it follows with D · d ∈ D that
AerrE⊕ D ⊆ E. (4.35)
Remark 4.8 For any initial value e0 ∈ E, the estimation error will remain
bounded in eT ∈ E for all d ∈ D as the set E is an RPI set for (4.33), i.e.
the error trajectory remains bounded in E for all time.
The set E contains the estimation error on the state x and the disturbance
sequence W T−1T−N . For the design of the tube-base MPC only the estimation
error on the state x is of interest. The bounds of the state estimation error
ex|T are then obtained as the following projection of E on the state-space
R
n:
Ex = [In 0]E. (4.36)
The calculation of the error sets for the unconstrained MHE and the Kalman
ﬁlter is demonstrated in example 4.2. Figure 4.1 shows that the error set
Ex for the MHE is identical to the set for the Kalman ﬁlter. Both sets were
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calculated with the method of [43]. It also shows that the error trajectory
of the MHE (here simulated for 200s), which is identical to the error tra-
jectory of the Kalman ﬁlter, covers the set and stays within the computed
set and hence that the set Ex is indeed an mRPI set. The equivalence of
the unconstrained MHE and the Kalman ﬁlter veriﬁes the derivation of the
error dynamics of the MHE (4.29).
Example 4.2
xk+1 =
[
1 1
0 1
]
xk +
[
1
0.3
]
uk +
[
1
10
]
wk,
yk = [1 1]xk + vk,
wk ∈ W , {w ∈ R| − 0.01 ≤ w ≤ 0.1},
vk ∈ V , {v ∈ R||v| ≤ 0.05},
(4.37)
with N = 3, Q = I, R = 0.05, and a sampling time of 1s.
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Figure 4.1: Estimation error and error set Ex for example 4.2, unconstrained
MHE and Kalman ﬁlter.
4.4.2 Constrained MHE
The error dynamics of the constrained MHE (4.29) derived in section 4.3.1
form an LPV system (see remark 4.5). Even though the estimation error
is bounded in an RPI set since its dynamics (4.29) form a stable linear
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time-invariant unforced system with bounded additive disturbance, there are
currently no methods for obtaining an mRPI set for LPV systems. However,
this issue can be overcome by over-approximating the LPV system (4.29)
with the following linear diﬀerence inclusion (LDI):
eT+1 = AerreT + d¯ , where Aerr =
s∑
i=0
µiAerr,i (4.38)
where
∑s
i=0 µi = 1, µi ≥ 0 and d¯ = Did. An RPI set E for the system
(4.38), which is ﬁnite time computable, can then be obtained by using the
method of [44] (see chapter 3.3.7). In order to apply the method from [44]
the disturbance d¯ needs to be bounded by a convex set with the origin in its
interior. Hence, the vector d¯ is bounded by:
d¯ ∈ D¯ where D¯ , co(D) ⊃ D ,
⋃
i
Did (4.39)
where co(D) is the convex hull of D. Since E is an RPI set, it holds that
Aerr,iE⊕ D¯ ⊆ E (4.40)
and hence E is also an RPI set for the LPV system (4.29) because the
LDI system (4.38) over-approximates the LPV system (4.29). The set E
represent the estimation error on the state x and the disturbance sequence
W T−1T−N . For the design of the tube-base MPC only the error on the state is of
relevance. The bounds of the state estimation error ex|T are then obtained
by the following projection of E on the state-space Rn:
Ex = [In 0]E. (4.41)
Example 4.3 uses the same system as example 3.1 to demonstrate the calcu-
lation of the bounding error set for the constrained MHE. While the MHE
uses only one constraint (−0.01 ≤ wˆ), the noise v and w needs to be bounded
by polytopic sets V and W in order to calculate an RPI set with the method
of [44].
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Example 4.3
xk+1 =
[
0.9962 0.1949
−0.1949 0.3815
]
xk +
[
1
1
]
uk +
[
0.03393
0.1949
]
wk,
yk = [1 − 3]xk + vk, (4.42)
wˆk ∈ Wˆ , {wˆ ∈ R| − 0.01 ≤ wˆ},
further subject to the following constraints on w and v for the set calculation:
wk ∈ W , {w ∈ R| − 0.01 ≤ w ≤ 0.4}, (4.43)
vk ∈ V , {v ∈ R||v| ≤ 0.05}. (4.44)
The example was taken from [6] and slightly modiﬁed as in [6] the set Wˆ
does not contain the origin in its interior as is required to calculate the error
set (see chapter 4.4). As in [6] and in examples 3.1 and 4.1 in this thesis, the
MHE considers only a lower bound on wˆ, i.e. here the constraint −0.01 ≤ wˆ.
By using a horizon of 2 and only one constraint on wˆ (−0.01 ≤ wˆ) for
the formulation of the MHE leads to four possible combinations of active
constraints Kˆi, i = 1, . . . , 4:
Kˆ1 = [ ], Kˆ2 =
[
0 0 1 0
]
, Kˆ3 =
[
0 0 0 1
]
, Kˆ4 =
[
0 0 1 0
0 0 0 1
]
(4.45)
Figure 4.2 depicts the bounding error set of the constrained MHE for exam-
ple 4.3 obtained by using the method of [44] for calculating mRPI sets for
LDI systems. It further shows a trajectory of the estimation error for the
unconstrained and constrained MHE and compares the bounding error set
computed for the constrained and unconstrained MHE. The error trajectory
of the constrained MHE remains closer to the origin than the trajectory of
the unconstrained MHE which conﬁrms the better estimation result
Remark 4.9 It is worth noting that the error trajectory of the constrained
MHE does not lie within the error set of the unconstrained MHE, see ﬁgure
4.3.
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Figure 4.2: Estimation error and error set Ex for example 4.3, constrained
MHE.
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Figure 4.3: Constrained error does not lie within the unconstrained error set.
zoom into ﬁgure 4.2.
86
4.5 Computational issues
Over-approximation of LPV system as LDI system
Even though the estimation result of the constrained MHE is expected to
be signiﬁcantly better than the estimation result of the unconstrained MHE
(see ﬁgure 3.2 on page 44), the obtained error set is larger than the set
for the unconstrained MHE (ﬁgure 4.2). The error trajectory of the con-
strained MHE however remains in a small part of the set, which indicates
that the treatment of the LPV system (4.29) as an LDI system (4.38) for
the computation of the set has indeed resulted in an over-approximation of
the bounding set, due to the following two reasons:
1. Instead of using the actual set Did, the convex hull of the union of all
Did (equation (4.39)) is used to obtain E and Ex.
2. Although the actual system matrix Aerr,i in (4.29) takes its values
in a discrete set of values, in the calculation of E and Ex the LDI
system (4.38) considers its convex hull which also constitutes an over-
approximation of the actual LPV system (4.29).
This guarantees an over-approximation of the error set and hence ensures
safe control but there is currently no method to determine how much the
error set is over-approximated. Incorporating the constrained MHE into the
tube-based MPC leads to a smaller feasible region of the MPC and hence to
a more conservative controller than incorporating the unconstrained MHE
because the error set for the constrained MHE is larger than the set for the
unconstrained MHE. Hence there is currently a trade-oﬀ between the better
estimation result, that probably leads to a better control performance, and
the degree of conservatism in the MPC. However, currently no method exists
to obtain a tighter error set for the constrained MHE. In order to realise the
full potential of the constrained MHE such methods have to be developed
in the future. A few other computational issues will be discussed next.
4.5 Computational issues
Calculation of the error set for constrained MHE
The computation time required for the calculation of the error set depends
on the number of possible Aerr,i in (4.38). In the worst case, this number
is 2q where q is the number of constraints in the MHE. Remarks 4.3 and
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4.4 highlight that the multi-parametric solution of the MHE ﬁnds the actual
possible number of constraints which is normally signiﬁcantly lower than
2q. The multi-parametric solution of the constrained MHE can hence avoid
exhaustive enumeration of active sets and reduce the required computation
time.
As highlighted in the literature review in chapter 3.3.7 the calculation of
the outer ǫ-approximation of the mRPI sets for LDI systems becomes com-
putationally tractable with the use of support functions if the disturbance
sets W and V are bounded polytopes with the origin in their interior. The
methods of [43] and [44] require a system of the form
xk+1 = Axk + wk
whereas the error dynamics are given by a system of the form (4.29)
eT+1 = Aerr,ieT +Did.
In order to match the two forms, the vector Did is bounded by Did ∈
D =
⋃
i
Did ⊂ D¯ = co(D), where co(D) is the convex hull of D (equation
(4.39)). This requires the calculation of the linear transformation Did which
cannot be calculated through support functions because Di is in general not
square. Therefore one has to resort to obtaining D from its vertices which
are given by multiplying each column in Di with each vertex of d and is
computationally intractable for all but small dimensions. The dimensions of
Di and d grow with the horizon length so that this is limiting the possible
choices of horizon lengths. It must also be notes that the set D¯ after the
linear transformation must have full rank, i.e. the rank of Aerr,i in order to
use the methods of [43] and [44]. After this linear transformation has been
obtained support functions can be used for the rest of the calculations.
Influence of the horizon lengths on the multi-parametric solution
The computation time of the explicit/multi–parametric solution for the
MHE (3.7)–(3.8) mostly depends on the number of constraints in the mp–
QP problem (4.3) (as was shown in [14] for convex mp–QP problems). This
mainly holds for the case where constraints are considered for all steps of the
estimation horizon and hence the number of constraints changes with the
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estimation horizon N . However, in the case where only constraints at the
current time are considered, the computational time does not vary signiﬁ-
cantly with the horizon length, since the number of constraints is constant
(see remark 4.1).
4.6 Summary
In this chapter the multi-parametric formulation of the constrained MHE
was presented. Then the main result of the thesis, the dynamics of the
estimation error and of the state estimator for the constrained MHE, was
detailed. The error dynamics of the Kalman ﬁlter were derived and the
comparison of the error sets for the unconstrained MHE and the Kalman
ﬁlter veriﬁed the derivation of the error dynamics of the MHE. Finally, it was
discussed how to obtain the bounding sets of the estimation error as minimal
robustly positive invariant sets. The results of this chapter are necessary for
the simultaneous design of constrained MHE and robust tube-based MPC
which will be presented in the next chapter.
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5 Simultaneous explicit mp-MHE
and tube-based mp-MPC
In order to incorporate an estimator into the tube-based robust MPC, the
bounding set for the estimation error has to be known. In chapter 4 this
set has been derived for the MHE and the Kalman ﬁlter. In this chapter
the framework for simultaneous explicit/multi-parametric constrained MHE
(mp-MHE) and explicit/multi-parametric tube-based MPC (mp-MPC) will
be demonstrated for the Kalman ﬁlter, the unconstrained MHE, and the
constrained MHE. The proposed framework consists of four steps:
1. Multi-parametric formulation of the MHE. The contribution of
this thesis is to present the explicit solution of the constrained MHE
with smoothed arrival cost. This has been presented in chapter 4.2.
2. Derivation of the dynamics of the estimation error and the
state estimator. The presentation of these dynamics for the con-
strained MHE in chapter 4 constitutes the main contribution of this
thesis. The error dynamics of the Kalman ﬁlter have also been derived.
3. Bounding the estimation error. Chapter 4.4 has shown how meth-
ods for the calculation of minimal robustly positive invariant sets can
provide such bounds.
4. Robustification of the controller against the disturbances and the
obtained estimation error. This will be demonstrated in this chapter
and has been published in [78] and [79].
The ﬁrst three steps have already been presented in chapter 4. This chapter
will now present a method for the last step.
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The tube-based robust MPC takes the following form (see also chapter 3.3.6
for more details):
min
x¯0, u¯k
‖x¯NMPC‖2PMPC+
NMPC∑
k=0
‖x¯k‖2QMPC+
NMPC−1∑
k=0
‖u¯k‖2RMPC
s.t. xk+1 = Axk +Buk +Gwk (actual system),
xˆk+1 = Axˆk +Buk + t (estimated system),
x¯k+1 = Ax¯k +Bu¯k (nominal system), (5.1)
uk ∈ U, xk ∈ X,
u0 = u¯
∗
0 −K(xˆ∗0 − x¯∗0), u¯k ∈ U¯ = U ∼ KS¯,
x¯k∈ X¯ = X ∼ S, k = 1, . . . , NMPC − 1, x¯NMPC ∈ X¯f ,
xˆ∗0 ∈ x¯0 ⊕ S¯, S = Ex ⊕ S¯,
In order to formulate the tube-based MPC, the sets Ex, S¯, and S = Ex ⊕ S¯
have to be obtained. The set Ex represents the state estimation error and
in chapter 4 was detailed how to derive Ex for the MHE and the Kalman
ﬁlter. The error between the state estimate and the nominal system state
ex|k = xˆk − x¯k is bounded in the set S¯, which is obtained as the mRPI set
for the system xˆk+1 − x¯k+1 = (A − BK)(xˆk − x¯k) + t where t ∈ T [4, 43].
The dynamics of the state estimator have been obtained in chapter 4.3.2 as
follows (see equation (4.31)):
xˆk+1 = Axˆk +Buk +
(
[A 0]− [I 0]MSiFeM−1
)︸ ︷︷ ︸
Aerr,x,i
ek+
[([0 . . . 0 G]− [I 0])MSiFW [−I 0]MSiFV ]︸ ︷︷ ︸
Dx,i
[
W
V
]
︸ ︷︷ ︸
d
(5.2)
= Axˆk +Buk + ti, where ti = Aerr,x,iek +Dx,id
where each Si corresponds to one active set of the MHE (see remark 4.4).
The disturbance ti is bounded by the set ti ∈ Ti = Aerr,x,iE ⊕ D¯x,i where
D¯x,i = Dx,i(W
⋃
V). It follows that t ∈ T = co
(⋃
i
Ti
)
.
The constraint xˆ∗0 ∈ x¯0 ⊕ S¯ in the tube-based MPC (5.1) can be imple-
mented as follows: By re-writing this constraint as xˆ∗0 = x¯0+z, z∈ S¯ = {z∈
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R
n+N ·m|DS¯z ≤ dS¯} follows that DS¯(xˆ∗0− x¯0) ≤ dS¯ → −DS¯ x¯0 ≤ dS¯ −DS¯xˆ∗0.
In the rest of this chapter, the framework for simultaneous constrained MHE
and tube-based MPC will be demonstrated ﬁrst for the unconstrained MHE
and then for the constrained MHE.
5.1 Unconstrained MHE and Kalman filter
The framework for simultaneous mp-MHE and tube-based mp-MPC is demon-
strated for the unconstrained MHE and compared to the Kalman ﬁlter in
order to validate the results of this thesis. The unconstrained MHE with
smoothed arrival cost and the steady-state Kalman ﬁlter are designed for
example 5.1 using the same co-variances and the solution of the discrete
Riccati equation for P . Example 5.1 is the same as example 4.2 that has
already been used in chapter 4.4.1 on page 83 to demonstrate the calculation
of the bounding set for the estimation error:
Example 5.1
xk+1 =
[
1 1
0 1
]
xk +
[
1
0.3
]
uk +
[
1
10
]
wk,
yk = [1 1]xk + vk,
wk ∈ W , {w ∈ R2| − 0.01 ≤ w ≤ 0.1},
vk ∈ V , {v ∈ R| |v| ≤ 0.05},
with the additional control constraints:
xk ∈ X , {x ∈ R2|x1 ∈ [−50, 3], x2 ∈ [−50, 4]},
uk ∈ U , {u ∈ R| |u| ≤ 4}.
with NMHE = 3, QMHE = Qkalman = 1, RMHE = Rkalman = 0.05,
NMPC = 8, QMPC = I, RMPC = 0.01, K = [1 1], and a sampling time
of 0.3s.
Since the method by [43] requires w and v to be bounded by convex polyhe-
dral sets W and V with the origin in their interior, the bounds on w and v
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are necessary for the calculation of the sets E and S¯. The tightened bounds
on x¯k and u¯k then become:
x¯k ∈ X¯ , {x¯ ∈ R2| x¯1 ∈ [−49.839, 2.8403], x¯2 ∈ [−49.088, 0.081057]},
u¯k ∈ U¯ , {u¯ ∈ R| − 3.0624 ≤ u¯ ≤ 0.062313}.
Figure 5.1 has already been depicted on page 83 and veriﬁes the derivation
of the estimation error for the MHE by comparing the error set Ex of the
MHE with the error set of the Kalman ﬁlter: the sets are identical and the
estimation error remains inside them. The tube-based MPC for example 5.1
is solved via multi-parametric programming and the 384 critical regions of
its explicit solution are visualized in ﬁgure 5.2, where θ1 = xˆ∗1 and θ2 = xˆ
∗
2.
Figures 5.3 and 5.4 show the same example trajectory over 20s, comparing
the robust tube-based MPC and a conventional MPC that has not been
robustiﬁed against the disturbances or the estimation error. Figure 5.5 de-
picts the corresponding control actions. It is obvious that the robust MPC
keeps the system, in particular state x1, closer to the origin. This highlights
the importance and improvement due to the robustiﬁcation. The estimated
state values of the MHE and the Kalman ﬁlter are identical and close to the
actual values as depicted in ﬁgure 5.4.
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Figure 5.1: Error set Ex of unconstrained MHE and Kalman ﬁlter with error
trajectory.
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Figure 5.2: Explicit/multi-parametric solution of the robust tube-based
MPC.
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Figure 5.3: State trajectory starting from x1 = −0.6741, x2 = 3.551.
x(τ), τ = 0, . . . , 12, mark the ﬁrst 12 steps after start of simulation.
95
5 Simultaneous explicit mp-MHE and tube-based mp-MPC
0 5 10 15
−2
0
2
4
time [s]
st
at
es
 
 
x1 robust
x2 robust
x1 estimated
x2 estimated
x1 conventional
x2 conventional
Figure 5.4: Comparison between states and estimates of MHE and Kalman
ﬁlter for robust and non-robust MPC.
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Figure 5.5: Control action.
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5.2 Constrained MHE
The framework for simultaneous mp-MHE and tube-based mp-MPC is now
demonstrated using the constrained MHE by applying it to example 5.2, the
same as examples 3.1, 4.1, and 4.3 that have been used to demonstrate the
improvement of the constrained MHE compared to the unconstrained MHE
and to show the calculation of the error set:
Example 5.2
xk+1 =
[
0.9962 0.1949
−0.1949 0.3815
]
xk +
[
1
1
]
uk +
[
0.03393
0.1949
]
wk,
yk = [1 − 3]xk + vk,
wˆk ∈ Wˆ , {wˆ ∈ R| − 0.01 ≤ wˆ},
wk ∈ W , {w ∈ R| − 0.01 ≤ w ≤ 0.4},
vk ∈ V , {v ∈ R||v| ≤ 0.05},
with the additional control constraints:
xk ∈ X , {x ∈ R2| − 50 ≤ x1 ≤ 3, −50 ≤ x2 ≤ 4},
uk ∈ U , {u ∈ R||u| ≤ 4}.
with NMPC = 8, QMPC = I, RMPC = 0.01, K = [1.2175 0.16024].
The example was taken from [6] and slightly modiﬁed as in [6] no controller
is considered and the set Wˆ does not contain the origin in its interior as
is required to calculate the error set (see chapter 4.4). As in [6] and in
examples 3.1, 4.1, and 4.3 in this thesis, the MHE considers only a lower
bound on wˆ, i.e. here the constraint −0.01 ≤ wˆ. The other constraints are
for the controller and the calculation of the RPI-sets. The constraints on
x¯k and u¯k of the tube-based MPC are tightened according to the calculated
error set (Fig. 4.2) and then become:
x¯k ∈ X¯ , {x¯ ∈ R2| x¯1 ∈ [−48.885, 1.7675], x¯2 ∈ [−48.797, 2.7691]},
u¯k ∈ U¯ , {u¯ ∈ R| − 3.0663 ≤ u¯ ≤ 2.9979}.
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The initial condition of the system is x1,0 = −0.6741, x2,0 = 3.551 whereas
for the estimator it is x2,0 = −0.2741, x2,0 = 3.701 so that there is an initial
estimation error which lies within the RPI set Ex (ﬁgure 5.6). Figure 5.6
shows the set Ex calculated with the method presented in chapter 4.4.2 by
treating the LPV system that represents the error dynamics as an LDI. It
shows that the estimation error remains in this set. As discussed in chapter
4.4.2, the treatment of the LPV system representing the error dynamics
as an LDI system leads to an over-approximation of the error set. The
improvement of the state estimates of the constrained MHE compared to a
Kalman ﬁlter designed with the same co-variances is obvious from ﬁgure 5.7
(already depicted in chapter 3.2) and from ﬁgure 5.8. The noise w and v is
shown in ﬁgure 5.9. The tube-based MPC for example 5.2 is solved using
multi-parametric programming and the 279 critical regions of its explicit
solution are visualized in ﬁgure 5.10, where θ1 = xˆ∗1 and θ2 = xˆ
∗
2. The
corresponding control action of the robust mp-MPC is shown in ﬁgure 5.11.
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Figure 5.6: Error set Ex for example 5.2, constrained MHE.
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Figure 5.7: Real value and estimates of state x1.
Figure 5.8: Real value and estimates of state x2.
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Figure 5.9: Noise w and v.
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Figure 5.10: Explicit/multi-parametric solution of robust tube-based MPC.
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Figure 5.11: Control action.
5.3 Summary
Four steps are required for the simultaneous design of the explicit constrained
MHE and the explicit tube-based MPC:
1. Derivation of the explicit/multi-parametric formulation of the MHE
(chapter 4.2),
2. Derivation of the dynamics that govern the estimation error (chapter
4.3.1) and the dynamics of the state estimator (chapter 4.3.2),
3. Calculation of the bounding error set to tighten the constraints of the
MPC (chapter 4.4), and
4. Formulation and explicit solution of the tube-based MPC (this chap-
ter).
The framework has been demonstrated for the ﬁrst time using the con-
strained MHE, making it possible to beneﬁt from the improved estimation
result that the constrained MHE produces compared to unconstrained es-
timators. It has been found that the estimation error remains inside the
calculated error set and that the robust MPC hence guarantees to satisfy
the constraints. The ﬁndings have been validated by conﬁrming that the
unconstrained MHE and the Kalman ﬁlter give the same results. Whereas
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this work closes some of the issues in linear control and estimation future
work detailed in the next chapter still remains such as the extension to the
non-steady-state Kalman ﬁlter and MHE.
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Model predictive control requires the current state information to solve the
optimization problem and obtain the optimal control action. However the
current system state can normally not be measured directly so that it needs
to be inferred from the available, often noisy, measurements by using a
state estimator. If unknown measurement noise or model uncertainties are
present, there will inevitably be an estimation error. It is hence vital for a
constrained MPC to consider the noise and the estimation error explicitly
in order to avoid constraint violations. One approach to solve this problem
is the tube-based robust MPC. It requires information about the size of the
noise and the estimation error, i.e. the bounding sets have to be known. The
estimation error set has previously been derived for the Luenberger observer
and the unconstrained linear MHE with additive measurement noise.
The objectives of this part of the thesis were to expand the method-
ology to the Kalman ﬁlter and to the (un)constrained MHE with additive
measurement and system noise. A second objective of this work was to de-
rive a explicit/multi-parametric solution of the constrained MHE and the
tube-based MPC. The objectives were approached in a four-step procedure:
1. Derivation of the dynamics of the estimation error and the state esti-
mator for the Kalman ﬁlter and the MHE.
2. Calculation of the bounding sets of the estimation error.
3. Robustiﬁcation of the controller against the disturbances and the ob-
tained estimation error through the use of tube-based MPC.
4. Multi-parametric formulation of the MHE and the tube-based MPC.
This procedure provided progress on both objectives so that the contribu-
tions of the first part of the thesis are:
1. Derivation of the error dynamics and the bounding sets of the estima-
tion errors for
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• the Kalman ﬁlter,
• the unconstrained MHE with additive state and measurement
noise, and
• the constrained MHE with additive state and measurement noise.
2. Simultaneous design of these three estimators and tube-based MPC.
3. Extension of the multi-parametric programming framework by
• the constrained MHE using the smoothed arrival cost and
• the robust tube-based MPC.
A number of interesting observations about the MHE were made:
• The multi-parametric formulation of the MHE showed that the pa-
rameter yT−N |T is irrelevant if the smoothed update of the arrival cost
is used. Hence only the last N measurements have to be considered
whereas for the ﬁltered update the lastN+1measurements are needed.
• The error dynamics of the constrained MHE showed that the estima-
tion error is zero if the matrix of active constraints is invertible. This is
of course only true if the real system does not violate these constraints.
This highlights that care needs to be taken if constraints are posed.
• The error dynamics of the constrained MHE are given by a linear
parameter varying system with the past measurements as parameters.
The last point is in particular of interest for the calculation of the bounding
set for the estimation error. No method currently exists to calculate the
minimal robustly positive invariant set of such LPV systems. The error
dynamics were hence treated as a linear diﬀerence inclusion which led to an
unquantiﬁable over-approximation of the error set. The future work might
hence include:
• Investigation of a method for the calculations of a tighter, guaran-
teed bounding set for LPV systems such as the error dynamics of the
constrained MHE.
• Derivation of the error dynamics and bounding sets for the non-steady-
state Kalman ﬁlter and MHE.
• Extension of the framework to hybrid and non-linear systems.
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7 Introduction to multi-layer control
of small unmanned aerial vehicles
7.1 Motivation and project overview
Unmanned Aerial Vehicles (UAVs) have recently attracted attention in re-
search due to their numerous applications in hostile, hazardous, and geo-
metrically complex environments, or in long-duration monotonous missions
where direct human intervention is undesirable. The civilian applications in-
volve rescue missions, ﬁre extinction, identiﬁcations of hazardous materials,
grid searching for mining, oil spill detection, surveillance and reconnaissance
for traﬃc control, marine and border inspection, and oceanographic/geolog-
ical surveys [17–22]. The goal in particular for long-time monotonous mis-
sions is to make the ﬂight of the UAV as autonomous as possible to reduce
the work-load of a remote human pilot [20]. For this work a civil mission
that involves the surveillance of a limited area, for example a harbour, is
assumed.
The situation becomes technologically challenging if multiple UAVs are
involved in the task, which may be of the same (homogeneous) or diﬀerent
type (heterogeneous) [24, 81, 82]. A key issue, which must be addressed in
order to realise the potential beneﬁts of UAVs is the guaranteed performance
of the dynamic behaviour of multiple UAVs [83]. In particular coordinating
ﬂight dynamics of UAVs in a predictable and veriﬁable way is crucial for
their ﬂight certiﬁcation. A common method for ﬂight control is the following
three-level structure [24, 25] (ﬁgure 7.1):
1. Layer 1: Mission planning and task allocation where the mission ob-
jectives and tasks (for all and each individual vehicle) are designed.
2. Layer 2 consists of two sub-layers:
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2.1) Path planning determines the optimal paths in terms of mission
objectives, assigned task, time, and energy consumption while
avoiding collisions with other UAVs and obstacles.
2.2) Guidance generates commands for the lower layer 3 based on the
planned path.
3. Layer 3: Control of each individual UAV ensures that the guidance
commands and hence the planned path is followed while guaranteeing
safe ﬂight.
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Figure 7.1: Three-layer control of UAVs. This thesis focuses on the gray
areas.
Aircraft comprise challenging systems as they are inherently unstable with
fast dynamics [84] and subject to disturbances such as wind. As the wind can
only be measured and predicted in a limited way close cooperation between
the three layers is required. The planned path in layer two has to be revised
and the guidance adopted according to actual wind conditions. Even a
slow wind can have a large impact on small UAVs [85]. Weather forecasts
are not suﬃcient in this case and the wind hence needs to be estimated
during the ﬂight in layer 3. The controller in layer 3 can then use this
information to make sure that the limits of the aircraft are not exceeded.
The estimated wind is then coupled back to layer 2 to re-compute the ﬂight
path and guidance commands. The insights gained by dealing with such
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systems will beneﬁt the control and optimization community as well as the
aeronautics community, in particular by supporting certiﬁcation of UAVs.
The algorithmic developments will expose the aerospace industry to tools
and techniques from the optimization and control engineering community.
7.2 Objectives of this thesis
This thesis focuses mainly on layers 2.2 and 3 of the proposed control struc-
ture. The research objectives are:
1. Investigation of suitable guidance laws for layer 2.2 that ensure path
following.
2. Investigation of linear models for UAV control.
3. Investigation of wind handling and wind estimation strategies.
Meteorological wind data, i.e. weather forecast, is not suﬃcient for small
UAVs which are sensitive to wind due to their light weight. Hence, an in-
ﬂight wind estimate is necessary to detect changes in the wind and react
accordingly. While wind handling has to be considered in every layer of
the control structure, this work investigates how it can be included in the
guidance layer and in a linear model for the autopilot.
For layer 3 model predictive control (MPC) with a linear aircraft model
will be investigated for the following advantages [5]:
• If a linear model of the aircraft is suﬃcient for control, the MPC can
be solved explicitly via multi-parametric programming which has the
advantages (see chapter 3):
– Fast implementation (real-time requirement) and
– A known operating region of the controller such that guarantees
can be given in advance which is important for ﬂight certiﬁcation.
• MPC can handle constraints that can address actuator capabilities and
ﬂight constraints such as minimum speed. This is safety critical and
vital for ﬂight certiﬁcation.
• MPC makes decisions based on forecasting of the future system evo-
lution.
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• MPC handles multi-variable systems well.
• MPC uses the system degrees of freedom in an optimal manner.
MPC uses a model to compute the future evolution of the system trajectory
and ﬁnds the optimal input by solving an optimization problem according
to some performance criteria such as minimal cost or minimal time for task
completion. The optimization involved can become computationally expen-
sive and hence MPC has traditionally been used for ‘slow’ systems but has
now evolved to applications for faster system due to theoretical advances in
the theory related to MPC as well as due to faster computers.
Multi-parametric optimization obtains the optimal solution of MPC of-
ﬂine as a number of aﬃne functions of the system data/measurements [35],
thus the control is implemented online by simple function evaluations. By
this mp-MPC overcomes the computational burden MPC might impose on
the system. Hence this method is ideal for online real-time applications
such as UAVs where fast control implementation is critical. Furthermore,
and probably more importantly, the oﬄine computation shows when the
controller will produce infeasible results. Since this is known in advance, a
suitable control strategy can be devised for these situations thus prevent-
ing accidents. The aim of this project is hence to assess the performance
of a linear MPC as an autopilot which van be solved via multi-parametric
programming.
7.3 Cooperation between Imperial College and
Cranfield University
This part of the thesis is the result of a cooperation between Imperial College
and Cranﬁeld University (Defence Academy of the United Kingdom) with
Prof. Antonios Tsourdos, Prof. Brian A. White, and Dr. Rafal Źbikowski
[86]. Cranﬁeld University provides layer 1 and the path planner in layer
2.1. Kripke structures are used on layer 1, because they allow rigorous
model checking and thus provide guarantees on performance [83, 87–89].
Level 2.1 uses Dubins path planning [90]. The cooperation was supported
by the Engineering and Physical Sciences Research Council (EPSRC) grant
EP/E047017/1.
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7.4 Outline
Chapter 8 gives a literature overview over various aspects of ﬂight control,
path planning, guidance, the design of autopilots, and wind estimation. It
also provides details on Dubins path planning. The non-linear aircraft model
of the system is described in chapter 9 and a discussion on relevant limita-
tions to the aircraft’s ﬂight capabilities and manoeuvrablities is included.
As a the case study, the small unmanned aircraft Aerosonde [91] is used
for the implementation and evaluation of the ﬁndings in this work. The
Aerosonde and the Aerosim blockset for Matlab/Simulink [92] to simulate
the Aerosonde are introduced in chapter 9.3. Since the model predictive con-
troller used in this work requires a linear model, linearization of the aircraft
model is highlighted in chapter 10. Details about the setup of the three-layer
control structure are given in chapter 11. In the same chapter, simulation
studies are performed and discussed. In chapter 12, the linear Kalman ﬁlter
and the linear moving horizon estimator are investigated for in-ﬂight wind
estimation. The ﬁndings in chapters 11 and 12 highlight the ﬁndings in this
project and determine the course of the future work as detailed in chapter
13. Appendix B presents further details of aircraft modelling, wind mod-
elling, and of the Aerosonde and Aerosim. Appendix C details the design
of dampers on the lowest control layer and includes the linearized model of
the Aerosonde. Finally, appendix D presents further simulation results of
the case study using the three-layer control structure.
7.5 Amelia Earhart Fellowship
This project was supported by the worldwide Amelia Earhart Fellowship
from Zonta International awarded in 2008 which aims at promoting women
in aerospace-related sciences and engineering (http://www.zonta.org/
WhatWeDo/InternationalPrograms/AmeliaEarhartFellowship.aspx).
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The purpose of this chapter is to put later design decisions into a broader
context. The literature review gives an overview of the various design de-
cisions necessary for ﬂight control. Each decision inﬂuences all others and
the overall performance of the control structure. The review focuses ﬁrst on
the various approaches to the whole control structure and on the assignment
of the many tasks to multiple layers. It then continues with diﬀerent ap-
proaches to each of the parts in the three-layer structure (ﬁgure 7.1). Table
8.1 gives an indicative list of the extensive aircraft control literature and an
overview of the structure of this chapter.
Area of research Publications
Control structure [23–25, 86, 93]
Sensors [94–97]
Path planning [93, 98]
Pre-deﬁned manoeuvres [99–103]
Model based optimization [33, 104–110]
Curve ﬁtting by Dubins path, clothoids, etc. [90, 111–114]
Guidance [23, 96]
Model-based [115–117]
Geometry-based [2, 118–120]
Control of the aircraft [121]
Controller performance [122, 123]
Longitudinal and lateral directional modes [26, 84]
SAS and Autopilot
PID-like [26, 104]
Inverse dynamics [2, 124–126]
MPC [117, 125, 127–130]
Wind estimation [27, 28, 85, 125, 131–133]
Table 8.1: Literature related to the control of aircraft.
This chapter starts with a short general discussion about the diﬀerent pieces
that inﬂuence the control structure. Then follows an overview of the avail-
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able sensors and measurements which inﬂuence the whole structure. It then
continues with a short discussion about path planning and non-holonomic
constraints which play an important role in path planning. Dubins path
planning is treated in more detail because it is used in layer 2.1. The lit-
erature review then continues with guidance (layer 2.2), then follows an
overview of various set-ups for the autopilot (layer 3) for the generation of
control deﬂections from the guidance commands such that the planned path
is followed. Each section also includes an account of the handling of wind.
A discussion about wind estimation then ﬁnishes the chapter.
8.1 Control structure
In a fully autonomous mission all decisions that traditionally involve a hu-
man operator (for example a pilot) have to be made automatically, from the
mission objectives, path planning, and coordination of several aircraft to
the movement of the elevator and the other control eﬀectors. This section
discusses which points inﬂuence the multi-layered control structure. The
following factors have to be considered in the decision about the control
structure:
• Mission objectives such as which routes shall be ﬂown, smooth ﬂight
versus ﬂight with a ﬁxed angle for reasons of a ﬁxed camera, precision
in position versus precision in speed and many more.
• Coordination and collision avoidance of multiple air vehicles and
obstacle avoidance of known and pop-up obstacles. Strategies of ob-
stacle avoidance for mobile robots include Voronoi diagrams, visibility
graphs, cell decomposition, potential ﬁelds, bubble bands, and the bug
algorithm [93].
• Control surface failure, for example an aileron malfunction. Recon-
ﬁgurable control is in particular important for ﬁghter aircraft [117, 125]
but has also been investigated for the longitudinal mode of a research
aircraft with redundant actuators [130]. For the civil surveillance mis-
sion in this project it is assumed that no such faults occur.
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• Size, capabilities, payload, and computational resources in the
UAV. These factors are obviously most important in the design of the
mission and the control structure.
• Available sensors (see section 8.2). The availability and accuracy of
measurements inﬂuences each part of the control structure.
• Flat or round earth. The path planning, guidance and the model
of the aircraft diﬀer for a ﬂat or round earth assumption. It is only
important to take the curvature of the earth’s surface into account for
long-distance ﬂight. The ﬂat earth assumption is a simpliﬁcation and
shall suﬃce here as only a limited area of surveillance is considered in
the mission. This assumption greatly simpliﬁes the path planning and
guidance.
• Path planning (see section 8.3). A path for the UAVmust be planned
that is ﬂyable, i.e. does not exceed the capacity of the aircraft.
• Guidance strategy to follow the planned ﬂight path (see section
8.4). A ﬂyable command must be produced so that the UAV follows
the planned path according to the mission objectives.
• Structure of the autopilot (see section 8.5). The ﬂight controller
in the UAV is responsible for following the guidance command while
not exceeding the aircraft’s limitations.
• Wind is a particularly important disturbance for small aircraft. In
this work, only wind up to a strength that the aircraft can handle in
normal ﬂight is considered. In general, the wind handling also includes
a strategy for dealing with wind that exceeds the capability of the
aircraft and requires special manoeuvres such as turning into the wind
[119]. For wind estimation see section 8.6.
The ﬁrst two points are treated at Cranﬁeld university by Kripke modelling
[83, 89] and are hence out of the scope of this thesis. For further discussion
it is necessary to clarify some terms:
Navigation: “Navigation is the determination of the position and velocity
of a moving vehicle. The three components of position and the three compo-
nents of velocity make up a six-component state vector that fully describes
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the translational motion of a vehicle1 [. . . ] When the state vector is mea-
sured and calculated on board, the process is called navigation. When it is
calculated outside the vehicle, the process is called surveillance or position
location. [. . . ] in modern usage, navigation is conﬁned to the measurement
of the state vector.” [94, p.1]
Guidance: “The handling of the vehicle is called guidance: more specif-
ically, it is called [. . . ] flight control for aircraft [. . . ]” [94, p.1] “Guidance
is the art of controlling the path of a vehicle so that some desired result is
accomplished.” [134, p.1]
Waypoint: A waypoint is a set of inertial coordinates that identiﬁes a
point in physical space. For air navigation, these coordinates usually include
longitude, latitude, and altitude. Under the assumption of ﬂat earth, the
waypoint is deﬁned in a North-East-Down frame or in x-y-z coordinates.
The waypoint might in addition be speciﬁed with a certain arrival time and
heading angle and ﬂight path angle in order to fully specify the path [94].
Waypoints are normally speciﬁed by the mission objectives.
Flight path: The ﬂight path is the route or course the aircraft shall
ﬂy. It could be deﬁned for example by a series of pre-deﬁned manoeuvre
or by several waypoints. A path is ﬂyable if the non-holonomic kinematic
constraints are met.
Flight Control: The ﬂight controller normally consists of a stability aug-
mentation system (SAS) whose purpose it is to improve the handling quality
and range of operation and an autopilot who provides functions such as turn
coordination, altitude-hold, Mach-hold, or attitude-hold [26].
When several layers are used for the control of UAVs the questions that
need to be answered are how many layers are necessary and which layer
fulﬁlls which tasks? This decision greatly depends on the mission and ca-
pability of the aircraft. A three-layer control has been introduced in section
7. A similar structure is proposed in [24]. Ren and Beard [25] propose a
four-level structure consisting of a waypoint path planner, a dynamic trajec-
tory smoother, a trajectory tracker, and longitudinal and lateral auto-pilots.
In [25], they focus on the trajectory tracker which converts the trajectory
1Note from the author: Six components are necessary for motion in three-dimensional
space. For motion in a plane, only two position components and two velocity compo-
nents are necessary.
116
8.2 Sensors and measurements
given by the trajectory smoother (time-parametrized inertial coordinates
and heading) into command for the autopilots (velocity, heading, and al-
titude). The autopilots then generate the control deﬂections. In [121] an
overview over various controllers and coordination techniques for a single or
multiple UAVs is presented. In general, the non-holonomic constraints and
limitations of the aircraft need to be considered at each level because the
wind, as a relatively large, varying, and mostly unknown disturbance cannot
be completely handled at one layer alone.
8.2 Sensors and measurements
Sensors inﬂuence the control structure, in particular the guidance and the
autopilot and are here discussed as a basis for the following sections. Small
UAVs are normally designed to be relatively cheap and are not likely to
have unusual, heavy or expensive sensors such as radar. Depending on
the aircraft and the mission, a combination of sensors such as pitot tubes,
accelerometers, gyros etc. is possible. Data processing and sensor fusion is
necessary to obtain the best results. This might be done with the Global Po-
sitioning System (GPS) and an Attitude Heading Reference System (AHRS)
brieﬂy described below. This is only a short overview and further reading
is recommended, see for example the following books on navigation: [94–
97] and the speciﬁcations of sensor manufacturers, for example: xsens (
http://www.xsens.com), Microstrain (http://www.microstrain.com), or
sbg systems (http://www.sbg-systems.com).
Pitot tubes
Pitot tubes measure stagnation pressure and can hence be used to measure
the airspeed of an aircraft. Pitot tubes show the indicated airspeed. The
true airspeed is of importance for ﬂight and needs to be calculated from
the indicated airspeed using static air temperature, pressure altitude, and
calibrated airspeed (indicated airspeed corrected for instrument error and
position error). Pitot tubes give a good reading in normal angle of attack
values and Mach numbers but if the pitot tube is in a ﬁxed mounting the
reading diﬀers from the actual airspeed in non-small angle of attacks and
sideslip angles (>10◦) for which self-aligning tubes can be used [94]. In [85],
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a sensor head with ﬁve pitot tubes is used to measure the airspeed vector and
the angle of attack and the sideslip angle. Pitot tubes need to be calibrated
in wind tunnel tests which is relatively costly and might hence want to be
avoided for civilian UAVs which should be cheap and of which often only a
low number is produced.
Global Positioning System (GPS)
Global Positioning System (GPS) is a satellite based system to obtain loca-
tion and time information in all weather conditions anywhere on the Earth
if there is an unobstructed line of sight to four or more GPS satellites. It is
operated by the United States of America. Civil use is limited to 18 kilo-
meters altitude and velocity of 515 metres per second. The civil precision is
usually around 2-3m. The civil update rate is typically 4HZ whereas the up-
date required by the ﬂight computer is normally 50Hz. For further reading
see for example [97]. GPS alone does normally not give the desired update
rate or accuracy and suﬀers from ‘jumps’ in the measurements so that it is
often used in combination with other sensors to get a smoother result.
Attitude Heading Reference System (AHRS)
Attitude Heading Reference System (AHRS) provides roll, pitch, and yaw
angle using gyroscopes, accelerometers and magnetometers. Often Kalman
ﬁltering is used to fuse the information of the various sensors. The diﬀerence
to an Inertial Measurement Unit (IMU) is that AHRS includes the data
processing, while IMU produces the raw sensor data.
AHRS plus GPS
Sensors that combine AHRS with GPSare readily available, relatively small
in size (58x58x33mm, [135]) and weight (68g, [135]). Such sensors oﬀer an
out of the box solution using various basic sensors. The accuracy of these
type of sensors is approximately as follows [135]: Static accuracy (roll/pitch)
<0.5◦, static accuracy (heading) <1◦, dynamic accuracy 1◦, angular resolu-
tion 0.05◦, position 2.5m, velocity relative to earth 0.1m/s.
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8.3 Path planning
The term path planning refers here to the strategic decision-making com-
petence of ﬁnding a course that enables the aircraft to reach its goal. This
might include ﬁnding waypoints but also a ﬂyable trajectory in between the
points. Path planning for aircraft needs to ﬁnd a path in a three-dimensional
space. Richards and How [108] argue that a simpliﬁcation of the planning
to the horizontal plane can be justiﬁed by air traﬃc models which are built
of ﬂight layers of constant altitude.
8.3.1 Non-holonomic constraints
Non-holonomic constraints pose a challenge for the design of control systems
for UAVs that are mainly handled in path planning. Loosely speaking, non-
holonomic constraints are constraints that prevent a vehicle from reaching
any goal point in any orientation when starting from any start point in any
orientation. “In mobile robotics, the term refers speciﬁcally to the kinematic
constraint of the robot chassis. [. . . ] A holonomic kinematic constraint can
be expressed as an explicit function of position variables only.” [93, p.75].
This is not the case for non-holonomic constraints which require a diﬀeren-
tial relationship, for example the derivative of the position variables. Most
importantly, it cannot be integrated to a constraint that only depends on
position. Systems with non-holonomic constraints are thus also referred to
as non-integrable systems.
The most important non-holonomic constraints are turn rate/radius and
rate of climb/descend. These constraints are inﬂuenced by the ﬂight enve-
lope (Mach number versus altitude), limitations in acceleration (available
thrust, load factor) which all change with wind. Additional constraints are
the stall angle and minimum airspeed. A detailed description of the con-
straints is given in chapter 9.1.5. Further constraints might depend on the
aircraft, the mission, or the lower level controllers. Some manoeuvres, in par-
ticular at the performance limits, can only be executed at certain speeds: for
example a steeper climb or sharper turn is only possible at a lower speed.
For more conservative manoeuvres simpliﬁcations could be made such as
assuming a ﬁxed minimum turn radius. Wind could be accounted for by
incorporating it in the non-holonomic constraints as it changes the ability
of the aircraft to perform turns or climb.
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Figure 8.1 demonstrates the eﬀect of limitation in the turn radius. The
waypoint labelled 1 can be reached from the aircraft’s Start position and
orientation by a turn with minimum radius. The waypoint labelled 2 is too
close to the start. In order to reach it, the aircraft needs to ﬁrst turn away
until it can reach it with the minimum radius turn.
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Figure 8.1: Eﬀect of non-holonomic constraints.
8.3.2 Methods for path planning
Path planning is often done in two steps: 1) coarse planning of the way-
point according to mission objectives (for example fuel eﬃciency, shortest
path, fastest path etc.) while avoiding obstacles and 2) detailed planning of
a ﬂyable path [106] between the waypoints. The waypoints that deﬁne the
path can for example be generated by a visibility graph [93], Voronoi dia-
grams [93, 136], or cell decomposition [93]. Once the waypoints have been
determined, a ﬂyable path needs to be found. A ﬂyable path lies within the
kinematic and dynamic constraints of the UAV [98].
The path-planning task is part of the work conducted at Cranﬁeld Univer-
sity, who use Dubins path planning which will be described in more detail
in section 8.3.3. Nonetheless, for completion, other planning methods shall
brieﬂy be introduced ﬁrst. There are three main diﬀerent strategies, the use
of which depends on the mission target and setup:
1. Path generation by switching between several pre-defined flyable
manoeuvres which are also called motion primitives. The ad-
vantages are that those manoeuvres can be on the limit of the ﬂight
envelope and that the computationally more expensive work could be
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out-sourced to a central computer with more power than the aircraft.
The disadvantage is the storage of (potentially many) manoeuvres and
their associated controllers because the number of ﬂyable manoeuvres
represents the ﬂight capabilities of the aircraft. A simple example in
the horizontal plane is presented in the Master’s thesis of Sirigineedi
[99]. The outer controller is based on Eucledian geometry (see sec-
tion 8.5.3). The inner controllers are separate pre-calculated LQRs for
each of the stored manoeuvres: straight level ﬂight and ﬁxed coordi-
nated turn without wind. Anderson and Beard [100] considers three
consecutive waypoints also in the horizontal plane. The aircraft shall
ﬂy along the connecting straight lines. The necessary turns are calcu-
lated based on intersecting circles. Waypoints are determined where to
start and to end the turning with minimum radius. More complicated
work solves a mixed integer programming problem to determine the
points where to switch between these pre-stored manoeuvres in order
to smoothen a path that is speciﬁed in x-y-z points [101, 102]. Frazzoli
[103] applies motion primitives to single and multiple UAVs.
2. Path generation with model based optimization accounting for the
constraints. The main advantage of the use of the model is that not
only the minimum turning radius but the precise non-linear constraints
can be imposed and the wind can easily be included in the model.
The minimum turning radius is not a ﬁxed number but depends on
the current speed, wind conditions, rate of climb, etc. In addition,
obstacles can be included without further changes through constraints
[137]. The disadvantage might be the computational time needed. In
[117], a 3-DoF model is used to optimize a path for minimum time
or fuel consumption in between a start point and a goal point (both
x-y-z with heading angle and ﬂight path angle) while meeting ﬂight
constraints. In [33, 109], the trajectory shall be as close to a given ref-
erence trajectory while avoiding obstacles. Jia and Vagners [105] use
an evolutionary algorithm with a non-linear model to plan between
a start and goal point while avoiding circle shaped obstacles in 2D.
Their investigations have shown the sub-optimality of a local minima
and how to overcome them by using parallel competing populations.
Bellingham et al. [106] nicely demonstrate the need for two time scales
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to plan a path in the horizontal plane between a start and goal point
in the presence of rectangular shaped obstacles which need not be
convex. The work was later expanded to the three-dimensional space
[107]. They use a detailed linear point-mass model to plan a path over
the limited prediction horizon which minimizes the time-to-ﬂy over
this horizon plus the estimated remaining time-to-ﬂy while meeting
the ﬂight constraints. The future time-to-ﬂy is estimated by a visibil-
ity graph which is biased against sharp turns because they take longer
to ﬂy (a lower speed is required for sharper turns). This coarse esti-
mated time-to-go is calculated quicker than the detailed MPC. Most
importantly it allows for planning over a long distance which cannot
be covered by the prediction horizon. The obstacle avoidance makes
it necessary to formulate the problem as a mixed integer problem and
approximate the line of sight by equally distanced points in order to
avoid non-linear optimization. Richards and How [108] argue that a
turn takes less time at higher speed with a larger radius and is thus
preferable over a shaper turn at lower speed. This way of planning
takes place at two levels: one coarse with the visibility graph and one
ﬁne using MPC for the immediate future thus ensuring the reaching
of the goal and ﬂyability. Another optimization based approach is
particle swarm optimization to plan a path through obstacles in the
horizontal plane [110].
3. Path generation by a geometry-based representation such as Du-
bins path [90, 111, 138] or Bezier curves [112], or cubic spirals whose
main advantage is computational speed. These curves ﬁt a path through
several waypoints while considering a minimum curvature. Recent
work addresses Dubins path planning for known, changing wind ﬁelds
[114]. A disadvantage of geometry-based methods is that it is diﬃcult
to optimize the path for minimum fuel consumption or minimum time
for which constraints on the acceleration might have to be imposed
which in turn inﬂuence the airspeed at a given point which inﬂuences
the turn radius. Cornu spirals, also known as clothoids or Euler spirals,
can take the speed of the vehicle into account. The major drawback
of clothoids is the necessity for Fresnel integrals which need to be inte-
grated numerically thus imposing a large computational burden [112].
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8.3.3 Dubins path
The general idea of Dubins path planning is that the shortest path between
an initial pose Ps (position (xs, ys) and orientation (θs) and a ﬁnal pose
Pf (xf , yf , θs) that fulﬁlls curvature constraints (maximum curvature κmax,
minimum turn radius Rmin) can be represented by a sequence of circle-
straight line-circle (CLC) [90, 111, 138].An example of a left-straight-left
(LSL) path Dubins path is shwon in ﬁgure 8.2. The path planner produces
a Dubins path r(t)
Ps(xs, ys, θs)
r(t)−−→ Pf (xf , yf , θf ), κ(t) ≤ κmax, κ = 1/Rmin (8.1)
where the following constraint is satisﬁed:
1− 1
c2
(±1
κf
− ±1
κs
)2
> 0 (8.2)
where κs and κf are the maximum curvature of the turning circles and c is
the distance between the centre of curvatures.
Figure 8.2: Example of a left-straight-left Dubins path.
Such a path exists if the two poses are at least double the turning radius
away from each other (that means constraint (8.2) is fulﬁlled). A method
to calculate a ﬂight path in three dimensions has, for example, been derived
by [113]. Obstacle avoidance has also been implemented for known, ﬁxed
obstacles [90]. The advantage is that the planning is a simple combination of
trigonometric and geometric functions which can be calculated quickly. One
diﬃculty with the Dubins path planning method is that the variation in the
minimum turning radius with lower or higher speed cannot be considered
because the procedure cannot couple the speed into the planning. The basic
method of circular turns cannot easily include wind because a ﬂyable path in
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wind resembles an ellipsoid rather than a circle but this has been overcome,
for example, by [114]. In this work the path planner used (8.1)-(8.2) does
not consider wind. The path planner (8.1)-(8.2) produces a reference path
which is a set of poses consisting of the desired position and orientation for
every segment of the path. The length of each segment can be speciﬁed by
the user.
The next section will deal with the guidance layer whose purpose is to
communicate the path as planned above to the aircraft and ensure path
tracking.
8.4 Guidance
The main purpose of the guidance layer is to communicate the planned path
to the aircraft so that it can follow the path. The guidance methods largely
depend on how the planned path is represented and which sort of commands
the autopilot understands (angles, accelerations, etc.). Since aircraft ﬂy in
three dimensions, the guidance law needs to take care of the vertical and
horizontal path following and potentially compensate the loss of lift while
turning. Some of the requirements for the guidance of small UAVs are:
• The path that should be followed is normally pre-set by the path plan-
ner. A mechanism is needed that guides the UAV back on track should
it be oﬀ, for example due to a wind gust [119].
• Wind needs to be considered/compensated so that the UAV keeps
on track. The main eﬀect of wind is that the groundspeed and the
airspeed are not the same any more and that in smooth ﬂight (no
sideslip) the yaw angle and the heading angle are also not the same
any more [23, 84] (see chapter 9).
• The aircraft should not start turning early, i.e. ‘cut corners’ [118].
• Smooth ﬂight versus ﬂight at a speciﬁed angle which depends on the
mission, for example if the UAV is equipped with a ﬁxed angle camera
that needs to point downwards [139]. Such missions require normally
target tracking where the tracked target (for example a ship) sets the
course rather than a path-planner. In this work however, the goal is
smooth ﬂight along a pre-planned path.
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8.4.1 Methods for guidance
Two main diﬀerent approaches to guidance exist:
1. Model-based guidance: In [115] a nonlinear MPC is used to cal-
culate the guidance commands, the speed and steering angle from a
negatively parametrized (with path angle) path. It requires that the
path is given as a diﬀerentiable function of an angle. The disadvantage
is that a non-linear optimization problem needs to be solved which re-
quires computational power. Although the wind is not considered in
[115], it could relatively easily be included in the model. One ad-
vantage of model-based guidance is that future guidance commands,
which depend on the movement of the aircraft, are inherently consid-
ered (and potentially modiﬁed) through the use of the model. Another
advantage is that guidance in three dimensions is inherently realised.
In [117], the path is produces as a time-parametrized x − y − z tra-
jectory where the points are ﬁve seconds apart. MPC is then used
to generate groundspeed, altitude, and turn rate guidance commands
while considering constraints such as a turn rate limit or turn accel-
eration. This work also includes the handling of an aileron failure by
further reducing the turn capabilities of the aircraft.
Integrated guidance and control: Very recently, the ﬁrst ap-
proaches to simultaneous guidance and control have been realised. The
advantage is that the constraints on the aircraft are directly considered.
The disadvantage is that such methods require non-linear optimization
due to the necessary use of trigonometric functions, which is compu-
tationally expensive. Wang and Wen [116] use a Baysian ﬁlter with
separate linearized models for longitudinal and lateral motion for path
tracking and simultaneous control of a a small ﬁxed-wing UAV (simu-
lation in X-wing without wind). They use particle ﬁlter optimization
to determine the control inputs (rudder, elevator, ailerons, speed) to
follow a time-parametrized path (position and heading).
2. Geometry-based guidance: Most missile guidance laws are based
on geometry, such as line of sight [96]. Those methods are well tested
and can be employed for path tracing by following an artiﬁcial target
which is a receding virtual waypoint that lies on the path some dis-
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tance ahead of the aircraft [120]. This is also known as ‘follow the
carrot’ [118, 140]. The distance of the carrot point is a tuning param-
eter that largely inﬂuences the performance: a larger distance leads
to smoother control but also the cutting of corners, a shorter distance
leads to a more aggressive control and potential oscillations. The sim-
plest method to pursue the carrot is a pure pursuit strategy, where
the commanded angle is the one in direction of line of sight (like a dog
chasing a hare) [96]. Pure pursuit leads to sharp manoeuvres just be-
fore the target is reached which is not a concern here since the carrot
point keeps on moving with the aircraft. Geometry-based guidance
has the disadvantages that a large change in the guidance command
can occur if the estimated current position of aircraft ‘jumps’ as might
be the case with GPS-only measurements [97]. This might lead to
poor path tracking or oscillations. A further disadvantage is that it
is diﬃcult to predict future guidance commands as they depend on
the actual movement of the aircraft and a small UAV in wind might
ﬂy with far from constant speed. The advantage is that calculation
of the geometry-based guidance command is fast as it mainly involves
trigonometry.
8.4.2 Pure pursuit
In this work, the Dubins path methods (section 8.3.3) will be used for hori-
zontal path planning which speciﬁes a path with reference headings (γref ).
The carrot approach is then applied here for horizontal guidance. The
planned angle at the carrot point can be used as a command if the aircraft is
on track with the speciﬁed heading and no wind is present (γcommand = γref ).
If the aircraft is on track with a diﬀerent current heading (γ0), a simple
guidance law that takes the diﬀerence between the two angles (γcommand =
γref − γ0) can be employed (see ﬁgure 8.3 and [2]). [2] does not consider
wind and aims only for the waypoint. This essentially constitutes a pure
pursuit approach of a non-moving target. The fact that wind is not consid-
ered leads to an oﬀset for constant wind. A pure pursuit guidance approach
coupled with a receding virtual waypoint is applied in [120] to calculate guid-
ance commands for the angle of attack and the bank angle while keeping the
sideslip zero (smooth ﬂight). While other approaches exist that also take the
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curvature of the path into account [119], the pure pursuit follow-the-carrot
approach will be adopted for Dubins path following in windy conditions and
employed in this work (see chapter 11).
Waypoint
East
North
ξref
Aircraft heading
ξ0
Figure 8.3: A simple pursuit guidance (adopted from [2]).
In order to follow a pre-set ground path the guidance layer has to compensate
for the inﬂuence of wind. Two ways are possible: adjustment of the yaw angle
which regulates the side-slip to zero or adjustment of the roll angle which
leads to an increased drag and a non-zero side-slip but keeps the heading
constant [23]. Which compensation is used depends on mission and the ﬂight
phase. If the yaw angle is compensated, the required wind compensation
angle can be calculated from the wind triangle (see ﬁgure 8.4 and chapter
11). Similarly, the pitch angle can be compensated for altitude control.
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Figure 8.4: Wind triangle.
Altitude control can be split into two phases: constant altitude hold and
change of altitude. In this work, the path planner is only employed for
horizontal planning and a change in altitude can hence not be realised by
following the path, as is done in [2] who calculate the required pitch angle
from a three-dimensional path. The altitude needs to be handled separately
in this work. Brockhaus [23, p. 608] suggest a ﬂare curve to change altitude,
denoting altitude by h: First keep h¨ constant, then h˙, then h¨ again until the
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target altitude is reached. This ensures a smooth manoeuvre. In this work,
the aircraft model includes the altitude as a state and hence the altitude
can be directly used as a set-point. The change in the commanded altitude
is limited such that a smooth behaviour is achieved (see chapter 11).
The next section deals with the actual control of the aircraft and how to
generate control deﬂections from the guidance commands.
8.5 Control of the aircraft
Path planning and guidance methods have been introduced above. This
section now deals with the control of the aircraft. The controller is normally
divided into two parts: the stability augmentation system (SAS) and the
autopilot [23]. The purpose of the SAS is to stabilize the unstable modes
of the aircraft, improve handling quality, and enlarge the ﬂight envelope.
The purpose of the autopilot is to respond to the guidance commands and
typical tasks are altitude hold, altitude change, or heading hold. This section
ﬁrst brieﬂy discusses speciﬁcations for controller performance. Then the
longitudinal and lateral-directional motions are brieﬂy outlined. In the last
part of this section, the discussion focuses on the actual ﬂight controller
and several approaches to calculate deﬂections of the control surfaces from
a given ﬂight path/guidance command.
8.5.1 Controller performance specifications
Requirements of controllers and ﬂight handling for piloted aircraft are spec-
iﬁed in MIL-F-8785C [122] and MIL-F-9490D [123]. Unfortunately, no such
standard is available to date for unmanned aerial vehicles which certainly
have other control criteria. Nonetheless, these speciﬁcations represent a de-
sirable ﬂight performance. These criteria are aimed for military applications
of all kinds including cargo and are not limited to ﬁghter aircraft. They give
a good introduction to diﬀerent classes of aircraft, diﬀerent ﬂight phases,
and ﬂying-quality levels. In MIL-STD-3013 [141], an accuracy in heading
hold of ±0.5◦ in smooth air or ±5◦ in turbulence is required. Other spec-
iﬁcations include pitch-hold with the same accuracy and ±1◦ or ±10◦ for
roll. Among other books, Cook [142] summarizes some points important for
control.
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8.5.2 Longitudinal and lateral motion and their implications
on control
This section investigates the longitudinal and lateral-directional motion sep-
arately and their coupling in turning ﬂight. Motions in the vertical plane
are called longitudinal motions, those out of this plane are called lateral-
directional motions [84]. Associated to the longitudinal motion are the pitch
angle and rate, the angle of attack, the altitude, the rate of climb, the ﬂight
path angle and rate, and the forward and upward speed. Associated to the
lateral-directional motions are the roll angle and rate, the yaw angle and
rate, the sideslip, the heading angle and rate, and the sidewards speed.
Longitudinal modes
The longitudinal motion can be classiﬁed by two basic dynamic modes: the
short-period mode and the long-period mode or phugoid [142, pp.119-121].
The phugoid is an oscillation in airspeed and altitude with changing pitch
angle but constant AoA with a time period around 20-60s. The phugoid can,
for example, be excited by a change in body speed through turbulence or by
a rapid pitch up. The short-period mode is a fast pitching up and down of
the nose around the aircraft’s centre of gravity which happens so fast that
neither altitude nor speed change, only the AoA. It occurs when the aircraft
is disturbed from its pitch equilibrium. The period is in the area of some
few seconds. The pitch angle reacts faster than the altitude to a change
in elevator deﬂection, for example. Therefore if the altitude is given as a
setpoint, measures have to be taken to prevent the pitch from oscillating.
Lateral-directional modes
The lateral-directional motion can be classiﬁed by three basic dynamic modes:
roll, spiral, and dutch roll [142, pp.154-158]. The roll and spiral modes are
non-oscillatory and both might be excited by a deviation in roll angle from
the trim which might trigger a deviation in sideslip leading to a normally
slowly developing spiral mode. If the spiral mode is unstable and no counter-
measures are taken the aircraft will ﬂy in a spiral motion downwards. The
dutch roll is an oscillatory yawing-rolling motion. Clearly, the three modes
should be stable which is unfortunately not possible. Often the compromise
is a mildly unstable spiral mode and a poorly damped roll mode.
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The main standard control surfaces and their primary eﬀects are sum-
marized in table 9.2 (p. 138). Apart from this, there are secondary eﬀects
associated with the control surfaces: Aileron movement rolls the aircraft
but also causes adverse yaw, while rudder movement is intended to yaw
the aircraft but also creates an adverse bank [84]. Such eﬀects have to be
compensated appropriately.
Turning the aircraft
An aircraft is best turned by rolling it into the turn with the ailerons, unlike
a boat which is steered by the rudder. In a coordinated turn, the net side
force is zero. When rolling, the lift, which in straight level ﬂight points
upwards only, is split into a vertical and a horizontal component. If the
total lift is kept constant, this reduces the upwards lift which needs to equal
the weight in order to not lose altitude. So the lateral-directional motion
of rolling requires a longitudinal control action if the loss in altitude is not
intended. This compensation is limited because the wings can only produce
a limited amount of lift at a given airspeed. This means that the aircraft
either has to turn in a bigger circle or trade altitude for airspeed. The
maximum sustainable turn rate is at the condition where drag equals thrust
[84]. A ‘simple’ turn coordination might consist of a roll damper loop and
a yaw damper loop [26, p.322]. Stevens and Lewis [26, p.348] suggest to
calculate a pitch rate command as a function of the roll angle1 or to use an
altitude-hold controller to compensate for the loss of altitude while turning.
Effects of wind
Constant wind does not inﬂuence the dynamic behaviour of the aircraft
and hence only aﬀects the groundspeed and ground track [23]. In straight
ﬂight, a step in tailwind leads to a decrease in airspeed and hence a loss
in altitude which in turn leads again to an increase in airspeed until the
previous airspeed is reached. A step in cross wind leads to an increase in the
sideslip which then returns to zero, causing the aircraft to deviate from the
straight line and lose some altitude. A step in downwind initially leads to a
change in the angle of attack which then leads to a change in the ﬂight path
1In principle the error in altitude determines the elevator deflection.
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angle, causing the aircraft to move downwards with the wind. Controllers
are necessary to counterbalance those eﬀects.
8.5.3 Flight control: SAS and autopilot
The control of the aircraft normally consists of a stability augmentation sys-
tem (inner loop) that increases handling qualities and stabilises the aircraft
and an autopilot (outer loop) that provided functionality such as altitude
hold or heading hold. Naturally, the limitations of the aircraft and actuators
must not be violated. If the non-holonomic, kinematic, and dynamic con-
straints have been appropriately accounted for by the path planning and/or
guidance, the lower level controller, that actually moves the control surfaces,
should not exceed the limitations of the aircraft as no such set-point would
be commanded. A ‘simple’, unconstrained PID-like controller [104] or LQR
[99] would suﬃce. Problems with incorporating those constraints completely
into the path planning come from the wind disturbance because the wind
cannot be known precisely in advance. For this reason, more advanced con-
trollers such as MPC [121] can be employed as the autopilot. Their main
disadvantage is the computational requirement. MPC can also be used in
reconﬁgurable ﬂight control where failures and faults of sensors and actuator
are taken into account [143, 144]. Despite the presence of such damage, the
aircraft still needs to perform according to the speciﬁcation (for example ac-
cording to MIL-STD-1797A). In the following, the SAS and various methods
for the autopilot are summarized.
Stability augmentation system (SAS)
A ﬂight-certiﬁed SAS guarantees safety which is important for real ﬂight
tests. The SAS stabilised the aircraft dynamics and improves handling qual-
ities and might take care of turn coordination [23]. It normally includes
a pitch damper (for example pitch rate to elevator feedback), a phugoid
damper (for example pitch angle to elevator feedback), a roll damper (for
example roll rate to aileron feedback), and a yaw damper (yaw rate to rud-
der). Turn coordination can be realised with an aileron-rudder interconnect
(ARI) to obtain a coordinated turn [26]. A sideslip to rudder feedback
can be used for this and for keeping the sideslip small in wind. Other ap-
proaches are possible: in [104] the inner-loop controller consists of: bank-to-
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aileron PI (Proportional), airspeed-to-elevator PID (Proportional-Integral-
Diﬀerential), and a turn coordinator (ARI).
Autopilot
The purpose of the autopilot is to respond to the guidance command. It
normally operates on top an SAS [23]. The principal types of autopilots are:
1. The ‘simplest’ controllers are PID-like for attitude hold, airspeed
hold, altitude hold or changes. There are several possibilities, as for
example the altitude and airspeed are coupled and one can be gained
at the expense of the other. One example then is altitude to pitch
angle feedback [26]. Attitude control can be realised for example by a
heading to bank angle feedback [104] or by yaw angle to aileron feed-
back [26]. The advantage of such controllers is that they are relatively
straight forward and easy to implement. One disadvantage is that
several loops of controllers might be necessary which can be diﬃcult
to tune. Another disadvantage is that the aircraft’s limitations are
not taken into account inherently. Limiters and anti-windups could be
inserted to avoid loss of control and actuator violations.
2. Approaches based on non-linear inverse dynamics [2, 124–126] cal-
culate the necessary actuator commands by inverting the kinematic
equations and the moment equations. [2] takes the roll angle, pitch
angle, and yaw angle commands from the guidance level to obtain the
command for the angular rates which in turn are used for the calcula-
tion of the aerodynamic moments from which the actuator command
is obtained. Inverse dynamic controllers do not use a separate SAS but
simulatenously integrate the autopilot and the SAS. Inverse dynamics
can inherently deal with wind by including it in the non-linear model.
The main issue with this approach is that invertability has to be en-
sured for example by assuming that only the control surfaces produce
the aerodynamic moment for stability or by simpliﬁcation through sep-
aration of the fast and slow modes [125, 145]. Problems also occur with
the inclusion of non-holonomic constraints which are not considered in
the inversion.
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3. MPC has the advantage that it can incorporate wind in the model
and all constraints in the optimization problem. Diﬃculties with MPC
arise from its computational demand if a non-linear model is used. For
computational reasons, a linearized model might have to be used. This
introduces a (potentially not small) model mismatch which might lead
to an infeasible optimization problem and poor control. This can be
avoided by keeping the aircraft in a conservative state which forbids
manoeuvres at the performance limit. It is diﬃcult to capture the
non-linear dynamics of the aircraft accurately, in particular at the
performance limits where the inclusion of the constraints might pay
oﬀ [146, p.319]. MPC can also be used in reconﬁgurable ﬂight control
where failures and faults of sensors and actuator are taken into account
[117, 125, 130, 143, 144].
Yang et al. [129] uses a straight forward MPC with two linearized mod-
els (longitudinal and lateral dynamics decoupled) of the Aerosonde
(simulation). They do not consider wind and do not include a sta-
bility augmentation system. Keviczky and Balas [117, 127] state that
it might be sensible to assume an inner loop SAS in order to avoid
prediction of an unstable system for an MPC and for reasons of ﬂight
certiﬁcation. This means that the MPC would not move the control
surfaces directly but generates a pitch rate command which is then fol-
lowed by the in-built controller. The article compares three diﬀerent
MPC versions for the longitudinal control (throttle and pitch-rate com-
mand from a given airspeed and altitude setpoint) of an F-16 ﬁghter:
an LTI system based MPC, an interpolated linear parameter-varying
MPC, and a non-linear MPC. The interpolating approach interpolates
between models linearized at 38 diﬀerent points in the ﬂight envelope.
The interpolation technique is also used in other projects: for example
in the ADMIRE project [147] (30 linearization points). Lumbar et al.
[128] simulate a medium-sized business aircraft that employs an inner
loop SAS that takes the roll rate and pitch rate as commands. Those
rates together with the throttle, spoiler, ﬂap settings are determined
by an MPC. The MPC takes as a setpoint the required altitude, re-
quired airspeed, and required yaw angle which are all determined by
a guidance layer from a given ﬂight path. Wind is included in the
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non-linear model. Two MPCs are used: one for the lateral control,
one for the longitudinal control, both using linearized models. Several
linearized models are used for the longitudinal MPC and the control
is switched between them according to ﬂight situation.
4. For an example of integrated guidance and control see the work
of Wang and Wen [116] as mentioned above in section 8.4.
This project will use MPC for the autopilot for the reasons already out-
lined in the introduction in chapter 7, mainly for guarantee of constraint sat-
isfaction and optimal handling of multiple-input-multiple-output systems.
8.6 Wind estimation
Meteorological wind data, i.e. the weather forecast, is not suﬃcient for small
UAVs which are sensitive to wind [85]. Hence an in-ﬂight wind estimation
is necessary to detect changes in the wind and react accordingly. This work
shall investigate model-based in-ﬂight wind estimation methods. Hence this
short review shall put the work of chapter 12 into context. The estimation
methods used in the literature depend on the available measurements:
1. If the aispeed vector and the groundspeed vector can be fully
measured, the wind vector is simply the diﬀerence between the two
(see section 9.2). [85] describes the calculations with all involved co-
ordinate frames. A Kalman ﬁlter might be used to deal with noise
in the measurements [28]. Palanthandalam-Madapusi et al. [27] con-
sider wind only in the horizontal plane and use a simple model of the
aircraft for horizontal movement. They assume two scenarios with
measurement: 1) airspeed, groundspeed, and heading angle, 2) air-
speed and groundspeed. In scenario 1) the model is linear in the wind
and they apply the linear Kalman ﬁlter and an unbiased minimum-
variance ﬁlter. For scenario 2) when the model is not linear in the
wind, they apply an unscented Kalman ﬁlter and an unbiased, un-
scented minimum-variance ﬁlter with the latter yielding better results
in both cases.
2. If the airspeed vector cannot be measured, the wind vector can be
estimated by dead reckoning or ﬂight manoeuvres, for example turning
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of the aircraft: two turns and three pieces of straight ﬂight are needed
as detailed in [28] when only radar position information is available.
Two opposite turns with constant speed and constant bank will vary
in wind and from the diﬀerence the wind can be calculated. The cal-
culated wind is the average over the ﬂown distance. Dead reckoning
uses a model of the aircraft to calculate, assuming no wind, the cur-
rent position of the aircraft from known past inputs and a known past
position. The diﬀerence between the predicted wind-free position and
the actual measured position is due to the wind (see wind triangle
ﬁgure 8.4). The disadvantage is that the dead reckoning is prone to
model uncertainties (for example wear of hardware) and to the precise
measurement of the current position. Kumon et al. [131] use the wind-
sensitivity of a small kite-like plane to estimates the wind from a vector
of measurements by optimization (as the system of equations is over-
determined by the large number of measurements). The requirement
is that the number of measurements is high enough and varies enough
(i.e. not only straight ﬂight or constant turns). The available noisy
measurements are: acceleration in body x-axis (along fuselage), angu-
lar velocities (roll, pitch, and yaw), angles (pitch, roll), ground velocity
in body frame through GPS. Qu and Liang [132] use dead-reckoning
methods with a Kalman ﬁlter, estimating low-frequency wind changes
and treating high-frequency changes as a disturbance in the ﬁlter.
3. The wind can be treated as a disturbance to the aircraft and dis-
turbance estimation methods can be employed. Leonard et al.
[133] use a non-linear ﬁlter for simultaneous estimation of the wind
and the model uncertainties of a small helicopter. An extended
Kalman ﬁlter is used in [125] to estimate wind and actuator failures
(for restructurable control) from measurements of (simulation studies):
VA, α, β, φ, θ, ψ, p, q, r, V˙A, α˙, β˙, p˙, r˙.
8.7 Summary
This chapter has presented various issues related to the control of aircraft.
This shows how many aspects have to be considered and that all control lay-
ers inﬂuence the design and performance of the other. It also highlights the
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complexity of aircraft control, from mission control, through path planning,
guidance, and the autopilot to the acutators and sensors. Special attention
has been given to the handling of wind. Whereas this chapter constitutes
a conceptual overview, the next chapter will deal with the modelling of air-
craft. The model is then linearized and used in a three-layer control structure
and for wind estimation in the consecutive chapters.
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principles
This section serves as a basic introduction to airplanes, to the principles of
ﬂight, and to the mathematics behind it. It is divided into three subsection,
one for the non-linear modelling of a single aircraft, one for the wind, and one
for the Aerosonde UAV which is used as a case study in this thesis. The ﬁrst
part deals with the components of an aircraft, with the diﬀerent coordinate
systems, with the ordinary diﬀerential equations, with angles, with the ﬂight
envelope, and with trim and linearization. Atmosphere is then treated in
short, followed by the modelling of wind. Finally, details about the Aersonde
UAV are given. Aeronautical glossary terms are summarized in MIL-STD-
3013 [141]. Table 9.1 gives an overview of the structure of this chapter and
the most important related literature. The non-linear model presented in
this chapter will then be linearized in chapter 10 for the design of the ﬂight
controller in chapter 11 and the in-ﬂight wind estimators in chapter 12.
Area of research Publications
Modelling of a single airplane [26, 84, 142, 148]
Angle representation [149, 150]
Aircraft performance/ ﬂight envelope [151]
Trim and linearization [26, 84]
Atmosphere and modelling of wind [122, 152–154]1
Aerosonde and Aerosim [91]
Table 9.1: Literature related to modelling of a single aircraft and wind.
9.1 Modelling of a single airplane
This section gives an overview of the literature and concepts related to the
diﬀerent ﬁelds involved in the modelling of a single aircraft. The basic
1MIL-F-8785C [122] is superseded by MIL-HDBK-1797 which is superseded by MIL-
STD-1797B both of which are of limited circulation and not freely available.
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elements of an aircraft, the diﬀerent frames, the non-linear mathematics,
the ODEs, and the aerodynamic coeﬃcients are given in this section. The
determination of steady-state conditions and the linearization of the non-
linear equations follows. More details can be found in appendices B and B.3.
The books by Stengel [84], Stevens and Lewis [26], and Etkin and Reid [154]
which oﬀer a thorough introduction to modelling of aircraft. [84] provides all
equations cited in sections 9.1.2, 9.1.3, and 9.1.4 unless otherwise stated. [26]
supplies the formulae and concepts of sections 9.1.6. A non-mathematical
introduction to virtually all phenomena of ﬂight is given in the small book
Flight without Formulae [155].
9.1.1 Basic components of airplanes
Even though the shape and size of diﬀerent aircraft varies greatly, the main
parts are for most of the designs the same (except for example for ﬂying
wings). An airplane basically comprises two wings (including ailerons, ﬂaps,
and spoilers), a fuselage, some kind of engine (propeller or yet engine), a
tail (comprising of elevators, rudder, vertical stabilizer, and horizontal sta-
bilizer), and wheels for take-oﬀ and landing (landing gear). Many designs
are symmetric along the fuselage. The four or ﬁve standard control ele-
ments are: elevators, rudder, ailerons, throttle, and possibly ﬂaps. Figure
9.1 shows the main functions of the individual parts. The main functions of
the individual controls are summarized in table 9.2.
device purpose effect
ailerons δa roll left1aileron down and right aileron up
rolls the right wing down
diﬀerential movement:
δa = 1/2 (δaleft − δaright)
elevator δe pitch elevator up causes the nose to pitch upwards
ﬂap δf lift and drag mainly used for take-oﬀ and landing
deﬂects only downwards
rudder δr yaw rudder deﬂected to the right causes the nose
to yaw to the right
throttle δt thrust values between 0 and 1 with 1 for full throttle
Table 9.2: Main control purposes and positive deﬂections.
1Left and right according to view from tail to nose.
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Figure 9.1: Main elements of aircraft (with permission from NASA [3]).
9.1.2 Coordinate frames
Translational and rotational motions can only be speciﬁed with respect to
some reference frame. In the scope of this thesis, a frame is represented by
three mutually perpendicular unit vectors (i,j,k) following the right hand
rule. A position of a point within this frame is classiﬁed by the length
(x,y,z) along these unit vectors. The origin is at [x,y,x]=[0,0,0]m. Rotation
is measured around the unit vectors following the right hand rule. A frame
that is not rotating and accelerating “with respect to some absolute reference
system of cosmic scale” [84, p.38] is called an inertial reference frame. A
relative frame might be accelerating and rotating with respect to the iner-
tial reference frame. There are four main diﬀerent frames needed for ﬂight
purposes:
1. Inertial axes,
2. Body axes,
3. Velocity axes, and
4. Wind axes.
The axis-frames as used in this thesis are depicted in ﬁgures 9.2, 9.3, and
9.4.
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Inertial axes - earth fixed reference frame
Since for this thesis the distance traveled is assumed to be ‘short’ and at a
‘low’ altitude, the earth is considered ﬂat. A North East Down (NED) frame
can be used as an inertial frame: its x -axis points north, the y-axis east,
and the z -axis down. The x -y-plane is tangent to the earth’s surface (ﬁgure
9.3). The origin can be placed at an arbitrary point, but shall be located at
zero altitude above earth surface, at zero longitude and zero latitude in the
WGS-84 [156] standard. The airplane’s height is positive with h=-z.
The position of the airplane’s center of mass (c.m.) is given in the inertial
frame by [xI , yI , zI ]. The airplane’s velocity in the inertial frame is
vI =

 v1v2
v3

 =

 dxI/dtdyI/dt
dzI/dt

 =

 x˙Iy˙I
z˙I

 (9.1)
The inertial velocity vector can be represented in polar coordinates, using
the vector magnitude V, the heading angle ξ (from north), and the ﬂight
path angle γ (from horizontal):
vI =

 v1v2
v3

 =

 VI cos γ cos ξVI cos γ sin ξ
−VI sin γ

 (9.2)
The inverse yields:

 VIξ
γ

 =


√
v21 + v
2
2 + v
2
3
cos−1
[
v1√
v21+v
2
2
]
sin−1
(
−v3
V
)

 =


√
v21 + v
2
2 + v
2
3
sin−1
[
v2√
v21+v
2
2
]
sin−1
(
−v3
V
)

 (9.3)
Body axes
The body-ﬁxed frame with origin at the center of mass (c.m.) of the airplane
is a relative frame. Normally its x -axis (roll axis) points parallel to the
fuselage from the tail to the head. The y-axis (pitch axis) points from the
pilot’s left to right. The z -axis (yaw axis) completes the right hand rule
and points downwards when the airplane stands on the ground. Figure 9.2
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demonstrates the axes, ﬁgure 9.3 depicts the inertial NED ﬂat-earth frame
and the body frame.
Figure 9.2: Roll, pitch, yaw, and
body axes (with permission from
NASA [3]).
Figure 9.3: NED inertial frame
and body frame.
The inertial velocity expressed in body axes is
vB =

 uv
w

 = HBI · vI. (9.4)
The orthonormal transformation HB
I
, also called Direction Cosine Matrix
(DCM), transforms a vector from the inertial to the body axes while keeping
the length unchanged. It is usually deﬁned as a rotation around the yaw
axis by angle ψ, around the pitch axis by angle θ, and around the roll axis
by angle φ in this order [23, 26, 84]. HB
I
becomes:
H
B
I =

 cos θ cosψ cos θ sinψ − sin θ(− cosφ sinψ + sinφ sin θ cosψ) (cos θ cosψ + sinφ sin θ sinψ) sinφ cos θ
(sinφ sinψ + cosφ sin θ cosψ) (− sin θ cosψ + cosφ sin θ sinψ) cosφ cos θ


(9.5)
The inverse transformation, from body to inertial axes, is withHI
B
= (HB
I
)T :
vI = H
I
BvB (9.6)
The body attitude vector gives the orientation of the body frame with respect
to the inertial frame in Euler angles:
Θ =

 φθ
ψ

 (9.7)
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The Euler angle rate vector Θ˙ is
Θ˙ =

 dφ/dtdθ/dt
dψ/dt

 =

 φ˙θ˙
ψ˙

 (9.8)
Expressing the inertial Euler angle rates in body axes yields:
ω =

 pq
r

 = LBEΘ˙ (9.9)
where LB
E
is a non-orthonormal transformation (see appendix B).
Velocity axes, air-relative body axes
The air-relative body axes, also called velocity axes, is another relative frame
with origin at the airplane’s center of mass. The x-axis is oriented to the
inertial velocity vector V. The orientation of the air-relative axes with respect
to the body axes gives the important angles sideslip (β) and angle of attack
(α, AoA), taking wind from equation (9.44) into account [84, pp.180-181]:

 VAβA
αA

 =


√
u2A + v
2
A + w
2
A
sin−1(vA/VA)
tan−1(wA/uA)

 (9.10)
And the inverse calculation:
 uAvA
wA

 =

 VA cosα cosβVA sinβ
VA sinα cosβ

 (9.11)
VA is called true airspeed (TAS). The earth-relative and air-relative velocity
vectors coincide if the wind is zero. If the wind changes the air-relative frame
rotates.
Wind axes
Wind axes are deﬁned as follows: Having the axes aligned with the air-
relative velocity vector, rotate left-handed through β and then right-handed
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through α. It can also be expressed using the ﬂight path angles γ, ξ, and
the bank angle µ. The bank angle is measured about the velocity vector,
while the roll angle is measured about the body x-axis. The lift (L), the
drag (D), and the side force (SF) are measured in wind axes. The lift is the
force perpendicular to the velocity vector and the body y-axis. The drag is
parallel and opposed to the velocity vector. The side force completes the
right-handed frame.
Summary of angles
There are eight angles involved (depicted in ﬁgure 9.4):
• γ and ξ: heading and ﬂight-path angles in the inertial frame.
• φ, θ, and ψ: roll, pitch, and yaw Euler angles relating the inertial
frame and the body frame.
• α, and β: sideslip angle and angle of attack relating the air-relative
frame to the body frame.
• µ: bank angle relating the wind axes to the velocity frame: ‘roll’ about
wind axes velocity vector.
Figure 9.4: Angles in wing level ﬂight.
Non-linearities in Euler angles and the use of quaternions
There are two main issues with Euler angles:
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• There is not a unique representation of Euler angles for one given at-
titude. If the pitch angle is constrained to θ ≤ ±90◦ a unique solution
exists but exhibits the so-called ‘gimbal lock’ singularity at θ = ±90◦
where φ and ψ change instantaneously and are not deﬁned [149].
• There are non-linearities when moving for example from 0◦ to 359◦
instead of −1◦ which is unfavourable for control.
The solution to the ﬁrst problem is the use of quaternions [150]. Phillips
[150] summarizes diﬀerent representations of aircraft attitude. The second
issue could be solved by unwrapping the angles, which means that there is
no jump from 0◦ to 359◦ but it follows −1◦. The angles add up but a desired
orientation of 1◦ could mean the same as multiples of π, for example 361◦
which needs to be considered in the guidance layer.
9.1.3 6-DoF non-linear equations of motion
The non-linear equations presented in this section hold for a rigid-body,
symmetric (along the body x-axis) aircraft ﬂying over ﬂat earth. The mo-
ments of inertia and rotational dynamics have to be included to represent
the position and orientation of the aircraft. Twelve states are necessary to
model the six degrees of freedom in the inertial and in the body frame [84,
pp.240-242]:
u˙ = X/m− g sin θ + r v − q w (9.12)
v˙ = Y/m+ g sinφ cos θ − r u+ pw (9.13)
w˙ = Z/m+ g cosφ cos θ + q u− p v (9.14)
p˙ = (Izz L+ Ixz N
− {Ixz(Iyy − Ixx − Izz) p+ [I2xz + Izz(Izz − Iyy)] r} q)/(Ixx Izz − I2xz)
(9.15)
q˙ = [M − (Ixx − Izz) p r − Ixz(p2 − r2)]/Iyy (9.16)
r˙ = (Ixz L+ IxxN
− {Ixz(Iyy − Ixx − Izz) r + [I2xz + Ixx(Ixx − Iyy)] p} q)/(Ixx Izz − I2xz)
(9.17)
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x˙I = (cos θ cosψ)u+ (− cosφ sinψ + sinφ sin θ cosψ) v
+ (sinφ sinψ + cosφ sin θ cosψ)w (9.18)
y˙I = (cos θ sinψ)u+ (cosφ cosψ + sinφ sin θ sinψ) v
+ (− sinφ cosψ + cosφ sin θ sinψ)w (9.19)
z˙I = (− sin θ)u+ (sinφ cos θ) v + (cosφ cos θ)w (9.20)
φ˙ = p+ (q sinφ+ r cosφ) tan θ (9.21)
θ˙ = q cosφ− r sinφ (9.22)
ψ˙ = (q sinφ+ r cosφ) sec θ (9.23)
where Ixx, Iyy, Izz, and Ixz are elements in the inertia matrix [84, p.167].
X, Y, and Z are the body-axis forces:
 XY
Z

 =

 CX q¯ SCY q¯ S
CZ q¯ S


︸ ︷︷ ︸
Faero
+

 TXTY
TZ


︸ ︷︷ ︸
Fprop
= HBW

 −DSF
−L

+ T (9.24)
where TX , TY , and TZ are the thrust components, S is the reference area,
and q¯ is the dynamic pressure.
L, M, and N are the body-axis moments (rolling, pitching, and yawing
moment): 
 LM
N

 =

 Cl q¯ S bCm q¯ S c¯
Cn q¯ S b


︸ ︷︷ ︸
Maero
+

 MTXMTY
MTZ


︸ ︷︷ ︸
Mprop
(9.25)
where Cl is the rolling-moment coeﬃcient, Cm is the pitching-moment coef-
ﬁcient, Cn is the yawing-moment coeﬃcient, b is the wingspan, c¯ is the mean
wing chord, and MTX , MTY , and MTZ are the components of the moments
due to thrust.
9.1.4 Aerodynamic coefficients
The twelve non-linear equations of motion presented in section 9.1.3 hold
for all airplanes. The individual characteristics and the eﬀects of the control
surfaces are ‘hidden’ in the forces and moments via the aerodynamic coeﬃ-
cients and thrust coeﬃcients. Its calculation varies greatly with the desired
detail and the type of engine. Several simpliﬁcations can be made such as
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the assumption that the thrust generates force only in the body x-axis and
no moment. Appendix B.3 details the calculation of Mprop and Fprop for the
Aerosonde. The aerodynamical forces in equation (9.24) can be calculated
using the lift, the drag, and the sideforce:

 LD
SF

 =

 CL q¯ SCD q¯ S
CSF q¯ S

 =

 1/2 ρ V
2 S CL
1/2 ρ V 2 S CD
1/2 ρ V 2 S CSF

 (9.26)
where CL, CD, and CSF are the lift coeﬃcient, the drag coeﬃcient, and
the sideforce coeﬃcient. The calculation of these coeﬃcients varies greatly
according to the desired detail. It might include table-lookups or may be
limited to the linear regions. In this thesis, the Aerosim blockset (see the
Aerosim userguide [157] and section 9.3.2) limits the simulation to the linear
case and uses constant coeﬃcients:
 CLCD
CSF

 =

 CL0 + C
α
L α+ C
δf
L δf + C
δe
L δe+
c
2VA
(Cα˙L α˙+ C
q
L q) + C
M
L M
CD0 +
(CL−CL0)
2
pi eAR
+ CδfD δf + C
δe
D δe+ C
δa
D δa+ C
δr
D δr + C
M
L M
CβSF β + C
δa
SF δa+ C
δr
SF δr +
b
2VA
(CpSF p+ C
r
SF r)


(9.27)
where AR = b
2
S is the wing aspect ratio. M is the Mach number:
M = VA
a(z)
(9.28)
where a(z) is the speed of sound at altitude z.
The moments, equation (9.25), require the rolling-, pitching-, and yawing-
moment coeﬃcients. Similar to the calculations of the forces, this may in-
volve table-lookups or might be approximated linearly over a certain range
as it is done in Aerosim:
 ClCm
Cn

 =

 C
β
l β + C
δa
l δa+ C
δr
l δr +
b
2VA
(Cpl p+ C
r
l r)
Cm0 + C
α
m α+ C
δf
m δf + C
δe
m δe+
c¯
2VA
(Cα˙m α˙+ C
q
m q) + C
M
m M
Cβn β + C
δa
n δa+ C
δr
n δr +
b
2VA
(Cpn p+ C
r
n r)


(9.29)
9.1.5 Flight constraints under the assumption of zero wind
The operational range of an aircraft is limited by its structure, engine, and
control facilities. These constraints have to be taken into account in the
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control design. The Mach number versus altitude plot, the so called ﬂight
envelope, represents the ﬂyable Mach number at a certain altitude. These
properties vary from airplane to airplane and with ﬂight conditions. The
maximum available thrust T depends on the engine, on altitude and Mach
number, and thrust buildup (gain and delay). Further properties of the
aircraft are maximum and minimum load factor n = L/W , maximum lift L,
maximum and minimum drag D, weight of the aircraft W, and many more.
In order to maintain altitude, the lift needs to be equal to the weight.
When the airspeed decreases, the lift decreases. To counteract and maintain
altitude, the angle of attack needs to be increased. When the angle of attack
of an airfoil increases from zero, the lift also increases up to a maximum
where any further increase leads to the stall angle at which the airﬂow over
the wing changes from laminar to turbulent and the lift suddenly decreases
while the drag increases. The lowest airspeed to maintain level is just before
the stall angle is reached. This airspeed is called stall velocity and depends
on the aircraft’s weight and its altitude. Normal ﬂight conditions do not
involve ﬂight above the stall angle for an aircraft that is not a ﬁghter or
made for aerobatics. The angle of attack α is thus limited to keep the
airplane away from the stall. Additionally imposing a lower limit for the
AoA limits the lift coeﬃcient to the region where it is linear in α. This leads
to the following two constraints:
Vstall ≤ VA ≤ Vmax (9.30)
αmin ≤ α < αstall (9.31)
The maximum and minimum velocity can be determined from the load factor
[84, pp.135-136].
n = L/W = CL
1
2
ρ V 2 S/(mg) (9.32)
where W = mg is the weight of the aircraft. The stall velocity where the
lift is maximal and equals the weight (n=1 ):
Vstall =
√
2W
ρS CLmax
(9.33)
The maximum velocity can be calculated if the maximum allowable load
factor for the particular airplane is known.
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The maximum altitude is normally the service ceiling. The rate of climb
h˙ = VI sin γ is limited by the available thrust. For accelerating climb it is
[151, p.110]:
h˙ =
(T −D)V
W
− V
g
V˙ (9.34)
Hence:
0 ≤ h ≤ hmax (9.35)
h˙ ≤ h˙max (9.36)
γ˙min ≤ γ˙ ≤ γ˙max (9.37)
In a coordinated steady turn (maintaining altitude and airspeed with zero
sideslip) the lift has to equal the weight and the thrust has to equal the
drag. The bank angle is limited by L, T , or n whichever produces the
smallest value [84, p.137]:
µ = min
(
cos−1
(
W
L
)
, cos−1
(
1
n
)
, cos−1
[(
W
√
2 ǫ
(T −D0) ρ V 2 S
)])
(9.38)
where ǫ is the induced drag factor. The maximum steady bank angle is
then limited by Lmax, Tmax, or nmax. The attainable turn rate ξ˙ is also
determined by L, T , or n and also limited by Lmax, Tmax, or nmax:
|ξ˙| ≤ min
(
L sinµ
mV
,
g tanµ
V
,
g
√
n2 − 1
V
,
√
((T −D0) ρ V 2 S/(2 ǫ))−W 2
mV
)
(9.39)
leading to the minimum turn radius:
Rturn =
V
ξ˙
(9.40)
From this, the desired bank angle can be calculated by:
µ = tan−1
ξ˙ V
g
(9.41)
If the assumption of no wind does not hold the true airspeed and the ground-
speed are not equal and the wind needs to be included in the constraints.
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9.1.6 Specification of steady flight conditions and
linearization
A system is in steady-state if all derivatives are zero while the inputs re-
main unchanged. In ﬂight, there is no steady-state as such because x-, y-,
and z-position, the gravity, air density, wind, and other environment-related
variables change during the ﬂight. Nonetheless, a steady ﬂight condition is
necessary for linearizing the equations and helpful for studying dynamic ef-
fects. Assuming constant gravity1 and constant mass of the aircraft2 allows
steady wing-level 3 ﬂight and steady turning ﬂight (ignoring the changes
in x -, and y–position). Further neglecting the atmospheric changes with
altitude allows wing-level climb4 and climbing steady turn as steady ﬂight
conditions. The derivatives of the state variables for these four ﬂight condi-
tions are as follows [26, p.117]:
1. For all steady conditions: p˙, q˙, r˙, and u˙, v˙, w˙, or V˙ , β˙, α˙ = 0 5or
constant, controls ﬁxed
2. Steady wing-level ﬂight: φ, φ˙, γ, θ˙, ψ˙ = 0 → p, q, q = 0
3. Steady turning ﬂight: φ˙, θ˙ = 0, ψ˙ = turn rate
4. Steady pull-up/push-down: φ, φ˙, ψ˙ = 0, γ = climb angle
5. Steady roll: θ˙, ψ˙ = 0, φ˙ = roll rate
The steady ﬂight conditions require the aerodynamic and thrust moments
and forces to be zero. Thus the steady pull-up/push-down and the steady
roll conditions only exist instantaneously.
It needs to be investigated which state and control variables can be spec-
iﬁed freely and what constraints remain on the remaining variables [26,
pp.187-191]. The settings of the ﬂaps and of other elements of the aircraft
such as the landing gear or speed brakes are normally pre-speciﬁed. The
control variables are typically the deﬂection of the ailerons, of the rudder,
and of the elevators and the throttle setting. Hence, the values of those four
1As it is for flat-earth.
2i.e. neglecting fuel burn.
3Wing tips level with respect to ground.
4Climb refers here to ascending and descending.
5u˙, v˙, w˙ if body axes are chosen. V˙ , β˙, α˙ if velocity axes are chosen.
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control variables need to be determined.
For steady translational ﬂight, it should be possible to specify the altitude,
the speed (V ), and the ﬂight-path angle (γ). Assuming ﬂat earth, the north-
east position of the aircraft is of no signiﬁcance. The variables φ, p, q, and r
are zero. The sideslip angle (β) must zero out the sideforce for smooth ﬂight
and can hence not be speciﬁed freely. V and α are interrelated so that only
one of them can be speciﬁed. θ cannot be speciﬁed if γ is. Hence, there are
three variables to be speciﬁed freely (within engine power limits): ψ, V and
γ. γ is zero for level ﬂight and non-zero for steady climb.
Once the steady state values for the states and inputs have been deter-
mined, the non-linear equations can be linearized around those values. For
steady level ﬂight the linear model can be decoupled into two models, one for
the lateral-directional motion and one for the longitudinal motion. Wing-
level linearization under diﬀerent wind conditions is carried out in the next
chapter 10 where tables 10.3 and 10.5 present a summary.
9.2 Atmosphere and modelling of wind
This section gives an overview over the concepts related to the modelling
of the atmosphere and of wind. A thorough introduction to several wind
models and the eﬀect of wind on diﬀerent aspects of ﬂight is provided in [158].
Constant wind does not inﬂuence the dynamic behaviour of the aircraft and
hence only aﬀects the groundspeed and ground track [23]. Consequently, the
main eﬀect for the guidance layer is that in wind the groundspeed and the
airspeed are not the same any more and that in smooth ﬂight (no sideslip)
the yaw angle and the heading angle are also not the same any more.
Atmosphere
The calculation of several variables in the aircraft’s model such as the Mach
number require atmosphere dependent quantities such as speed of sound.
Since the real atmospheric conditions vary from minute to minute it is impos-
sible to model them. Hence a standard that captures the average conditions
has been agreed on for reasons of comparability of results. The U.S. stan-
dard atmosphere tables are deﬁned in the document STANAG-4044 ED.2
available via http://assist.daps.dla.mil.
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Wind modelling
Moving air mass with a velocity relative to the earth-ﬁxed frame, in other
words wind, is speciﬁed in the inertial frame by:
wI =

 w1w2
w3

 (9.42)
The resulting velocity then is the sum of the aircraft’s velocity through the
air plus the wind:
vI = vA,I +wI =

 v1v2
v3

+

 w1w2
w3

 (9.43)
This relation can be visualised by the wind triangle which has been depicted
in ﬁgure 8.4 on page 127: the path that should have been ﬂown if there was
no wind plus wind equals the path that has been ﬂown. Wind in body axes
is taken into account in the same way:
vB =

 uv
w

 = HBI (vI −wI) = vA,B −HBI wI︸ ︷︷ ︸
wB
(9.44)
Frost and Bowles [152] and Etkin [153] detail how the wind comes into the
non-linear equations of motion of an aircraft. Essentially, the velocity has to
be replaced by equations (9.42) and (9.44) in all equations and constraints.
Wind shear is the change of wind over horizontal and vertical distance.
Gusts are locally diﬀerent ﬁelds of wind which might change rapidly within a
small distance. Atmospheric turbulences are a random variation in direction
and speed of wind superimposed on the slowly varying mean wind ﬁeld w0
[84]:
w(r, t) = w0(r, t) +△w(r, t) (9.45)
Turbulences are commonly modelled using the von Karman or Dryden model
which ﬁlter white noise such that the power of the turbulence decreases with
increasing frequency [122, 159] (also see appendix B). The von Karman
model (appendix B.2) matches experimental data better [84, p.37]. It is
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thus preferable to the Dryden model but has the disadvantage of using a
non-integer exponent which means that it is not easily used in state-space
formulations but which is possible for the Dryden model [160]. The turbu-
lence is added to the wind to give the total wind acting on the aircraft.
9.3 Case study: Aerosonde and Aerosim
The Aerosonde UAV is used throughout this thesis for the demonstration
of UAV control and wind estimation techniques. It is used here because it
was the only freely available model (www.u-dynamics.com) of a small UAV
and hence the only one for which multiple publications by other groups are
available and for which results could be validated by other groups. Un-
fortunately, the download is for reasons unknown to the author no longer
available. Multiple research publication have demonstrateD control con-
cepts using the Aerosonde [2, 104, 119, 129, 161] which are detailed further
in appendix B.3. The Aerosonde is simulated in Matlab/Simulink with the
Aerosonde blockset. This chapter brieﬂy describes the Aerosonde and the
Aersim blockset. Appendix B.3 holds further information on the model of
the Aerosonde and the calculation of the forces and moments in Aerosim.
9.3.1 Aerosonde
The Aersonde UAV is developed and operated globally by Aerosonde Pty
Ltd and Aerosonde North America [91]. The development of the Aerosonde
started in 1992. A major development program was initiated in Australia
in 1995 with the aim of designing an aircraft for economical observations
while providing ﬂexibility in operation [162]. It is in particular used for
meteorological observations in remote and otherwise inaccessible regions [21,
22]. The Aerosonde was completed in 1998, when it passed a comprehensive
trial conducted by the Australian Bureau of Meteorology. In 1998, with
the support of the University of Washington, the Aerosonde was the ﬁrst
robotic aircraft to successfully cross the Atlantic Ocean. A Microsoft Flight
Simulator snapshot of the Aerosonde is depicted in ﬁgure 9.5. Important
technical properties of the Aerosonde are summarized in table 9.3 ([162] and
appendix B.3). More detail can be found in the Aerosim conﬁguration ﬁle in
appendix B.3.4. The advantage of using the Aerosonde for demonstrations
152
9.3 Case study: Aerosonde and Aerosim
in this work is that a ready-made simulator for Matlab Simulink is available
through the Aerosim blockset (section 9.3.2). The disadvantage is that exact
data might be conﬁdential since the Aerosonde is a commercial product.
Unfortunately this includes the limits on the controls for which typical values
have to be assumed. For simulation purposes, it is assumed that the aircraft
is equipped with a rudder, elevators, a throttle, ﬂaps, and ailerons moving
the same amount up/down. Even though the Aerosonde has a V-shaped
tail, the Aerosim blockset for Simulink (see below) uses the traditional setup
with elevators and rudder, accounting for it in the aerodynamic coeﬃcients
(appendix B.3.4).
Figure 9.5: Aerosonde over Tower Bridge.
9.3.2 Aerosim
The Aerosim blockset for Simulink [157] is provided by Unmanned Dynamics
LLC, Hood River, OR 97031, USA. The Aerosim blockset provides a set of
tools for developing 6-DOF aircraft dynamic models. It includes a ready-
built 6-degree-of-freedom (6-DOF) model for the Aerosonde which is why
it is used as means of simulation throughout this work. The equations of
motions used by Aerosim are identical to those presented in section 9.1.3.
Aerosim uses quaternions for the integration of the ODEs. Aerosim uses
ﬁrst order terms to calculate the aerodynamic moments and forces which
means that “the aerodynamic model will provide acceptable results only in
the linear aerodynamic conditions (small angles)” [157, p.30]. The values for
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Vehicle Characteristics
Weight empty 8.5kg
Wingspan 10ft, 2.8956m
Payload 5kg with 2kg fuel
Navigation GPS, diﬀerential GPS (DGPS)
Propulsion one propeller, engine with 24cc. and 1.2kW, up to 7l fuel
Take-oﬀ from catapult or car roof rack
Landing on belly
Performance
Cruise Speed 18-30m/s
Climb 4 m/s at sea level
Range >4000km
Endurance >40h
Max altitude 20,000ft, 6000m (medium weight)
Table 9.3: Technical summary of the Aerosonde.
the groundspeed expressed in body axes VA, α, and β need to be limited
to guarantee this and Aerosim saturates VA, α, and β when their limits
are reached thus providing a good simulation of the aircraft only within
these bounds. The wind turbulences are modelled using the von Karman
model. Wind shear aﬀects the pitch and yaw rates (appendix B.3). The
technical requirements are Matlab 6 and Simulink 4 or later versions. The
calculation of the moments, the forces, and wind shear eﬀects can be found in
appendix B.3. Details on the in-built linearization routine for the Aerosonde
are outlined in appendix B.3.3. The conﬁguration ﬁle for the Aerosonde can
be found in appendix B.3.4.
9.4 Summary
This chapter has given an overview of the non-linear modelling of aircraft.
Particular attention has been paid to the modelling of wind. Speciﬁcation of
steady ﬂight conditions and linearization has been detailed. The Aerosonde,
which is used as a case study in this thesis, has been introduced. In the
next chapter, a linear model of the Aerosonde in windy conditions will be
obtained in order to carry out the control study and wind estimation study
in the consecutive chapters.
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The last two chapters summarized the literature related to ﬂight control,
wind estimation, and aircraft modelling. From this chapter onwards, the
design of the three-layer ﬂight controller and of the model-based wind es-
timation system will be presented consisting of the following main three
steps:
1. Design of the stability augmentation system (SAS) to stabilize
the aircraft and improve its handling quality. This is the basic layer of
the aircraft ﬂight controller and the main advantage is that the autopi-
lot then operates on a stable system [23]. Hence, it is designed before
the derivation of a linear model for control and estimation design.
2. Derivation of a linear model. The contribution of this thesis is
a method to derive a single time-invariant linear model that captures
the eﬀect of diﬀerent wind strengths. This work has been published in
[163].
3. Design of the three-layer control structure and in-flight wind
estimators. The thesis contributes a study on the interaction of the
diﬀerent layers, an assessment of an MPC with a linear model, and a
study of model-based wind estimation. This work has been published
in [163] and [164].
Steps 1 and 2 will be described in this chapter. They are essential for the
design of the three-layer control structure in chapter 11 and for model-based
in-ﬂight wind estimation in chapter 12.
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10.1 Stability augmentation system (SAS)
Fixed-wing aircraft normally exhibit an unstable spiral ﬂight mode [23]. For
the Aerosonde this is conﬁrmed by linearization around the following steady
wing-level ﬂight conditions: altitude 1500m, airspeed 25m/s, wind 0m/s, ﬂap
0, fuel 2kg, [δe, δa, δr, δth] = [−5.4087◦, −0.48128◦, −0.057296◦, 0.8008]
The resulting analysis of the ﬂight modes in table 10.1 shows that all modes
except the spiral mode are stable. The relative position of the eigenvalues
exhibits a typical pattern for ﬁxed-wing aircraft [23]. An open-loop simu-
lation (i.e. without any control) of the non-linear model over 300s clearly
shows the unstable spiral (ﬁgure 10.1): the Aerosonde starts at the steady
ﬂight conditions and eventually goes into a spiral.
Longitudinal Eigenvalues Damping Natural Period/
modes frequency Time constant
Short-period -4.2315 ± 10.2826i 0.3806 11.1192rad/s 0.6111s
Phugoid -0.0579 ± 0.5332i 0.1080 0.5364rad/s 11.7834s
Lateral Eigenvalues Damping Natural Period
modes frequency Time constant
Roll -18.9175 - - 0.0529s
Dutch roll -1.2159 ± 5.6905i 0.2090 5.8190rad/s 11.7834s
Spiral 0.0553 - - -18.0829s
Table 10.1: Eigenvalues of the linearized model: unstable spiral mode.
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Figure 10.1: Unstable open-loop.
The SAS designed in this thesis consists of proportional dampers to stabilize
the aircraft and a sideslip to rudder feedback for turn coordination. An
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overview over the SAS is given in ﬁgure 10.2. The purposes of the SAS are
[165]:
• Stabilization of the spiral mode by reducing the angular rates of the
UAV. The MPC autopilot which operates on top of the SAS then
controls a stable system which is usually preferable (see chapter 11).
• Overall improvement of the aircraft’s handling quality.
• Continuous deﬂection of the control surfaces. The MPC uses a discrete-
time model with a relatively large sampling time (0.2s) and new control
commands are only obtained at every sample instance. The dampers
ensure that the aircraft can also react in between two instances, i.e. in
continuous-time.
UAV
δr
δe
krβ
keθ
keq
kap
krr
δr
δe
δa
+
+
sideslip β
roll rate p
pitch angle θ
pitch rate q
yaw rate r
Figure 10.2: Overview of the SAS.
10.1.1 Dampers
The Aerosonde will be stabilized with basic (proportional) conventional
dampers at the lowest control level. The design of the dampers was ﬁrst
described in [165] and is presented below. The roll damper and the yaw
damper modify the lateral directional modes of the Aerosonde, while the
pitch damper and the phugoid damper modify the longitudinal modes [165].
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Further details about their derivations are speciﬁed in appendix C.1 which
result in:
1. Roll damper (roll rate to aileron feedback) alters the time constant of
the aperiodic roll mode: δa = kap · p where kap = 0.2629s.
2. Yaw damper (yaw rate to rudder feedback) modiﬁes the dutch roll
mode: δr = krr · r where krr = 0.3983s.
3. Pitch damper (pitch rate to elevator feedback) alters the short period:
δe = keq · q where keq = 0.1301s.
4. Phugoid damper (pitch angle to elevator feedback) modiﬁes the phugoid
mode: δe = keθ · θ where keθ =0.3s.
The Aerosonde model is equipped with the dampers and the new model is
then linearized again around the same steady ﬂight conditions as without
the SAS (wing-level, altitude 1500m, airspeed 25m/s, wind 0m/s). The
simulation over 300s in ﬁgure 10.3 now shows that the Aerosonde has been
successfully stabilized and does not go into a spiral as was the case without
the SAS. The analysis of the ﬂight modes and of the eigenvalues in table
10.2 and in ﬁgure 10.4 on pager 163 also conﬁrms that all modes are now
linearly stable.
Longitudinal Eigenvalues Damping Natural Period/
modes frequency Time constant
Short-period -6.1204 ± 10.3410i 0.5093 12.0165rad/s 0.6076s
Phugoid -0.1740 ± 0.5039i 0.3264 0.5331rad/s 12.4696s
Lateral Eigenvalues Damping Natural Period
modes frequency Time constant
Roll -48.7491 - - 0.0205s
Dutch roll -5.5130 ± 6.5457i 0.6442 8.5580rad/s 0.9599s
Spiral -0.0187 - - 53.4585s
Table 10.2: Eigenvalues of the linearized model: stable spiral mode through
dampers.
10.1.2 Sideslip to rudder feedback
The main purpose of the rudder is to ensure smooth ﬂight and turn coor-
dination (i.e. keeping the sideslip zero). The control of the rudder is hence
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Figure 10.3: Stability through the dampers.
not included in the MPC but is implemented as a proportional sideslip to
rudder feedback:
δr = −krβ · β. (10.1)
The feedback gain krβ was set as large as possible while still having a stable
model and was set to krβ = 2 [165].
10.2 Linear aircraft model
In this section the derivation of a linear model that captures the eﬀect of
wind for the design of the autopilot in chapter 11 and the estimator in
chapter 12 is presented. As highlighted in the literature review, the wind is
a large disturbance for small UAVs and needs to be considered appropriately.
Previous work with MPC as an autopilot focuses on re-conﬁgurable control
in the case of actuator failures which leads to hybrid models [143, 144].
This work focuses on the derivation of a single linear model for control of
a small UAV in windy conditions. Even though the linearization is carried
out speciﬁcally for the Aerosonde, the general method is independent of
any particular UAV. As the MPC/estimators operates on top of the SAS,
the model needs to capture the behaviour of the SAS. The model is hence
linearized after the dampers of the SAS have been added. In chapter 9
the wind modelling and the speciﬁcation of steady ﬂight conditions were
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introduced. First a suitable steady ﬂight point has to be speciﬁed. In windy
conditions, there are essentially two cases for specifying a linearization point:
1. Groundspeed- and heading-angle-hold capture the aircraft’s behaviour
in wind with respect to the inertial frame1.
2. Airspeed- and yaw-angle-hold capture the aircraft’s behaviour in body
coordinates2. This is presented below and will be used in the following
chapters.
The advantage of case 1 it that it allows the speciﬁcation of setpoints for the
MPC in inertial coordinates whereas version 2 requires the guidance level to
translate the commands from inertial to body axes. The disadvantage of ver-
sion 1 is that it implicitly linearizes the transformation from inertial to body
axes (DCM) and hence the dynamic behaviour of the linear model changes
with wind which is not the case for version 2. The dynamic behaviour of
an aircraft does not change in steady wind, only its behaviour with respect
to the inertial reference frame [23]. Version 2 hence shows a better match
of the linear model with the non-linear one in windy conditions (see ﬁgure
10.5). This work uses version 2 and this chapter presents a corrected form
of the model derived by Farahmand [166]
One way to include wind in a linear discrete-time model is to treat it as
a measurable disturbance which can then be used in a feed-forward control:
x+ = Ax+B u+GwB
y = C x+ e
(10.2)
where A is the system matrix, B the input matrix, C the output matrix,
all under the assumption of no wind. G captures the eﬀect of wind, e
captures any other model mismatch and disturbances. x is the state vector,
y the output vector or measurement vector, wB the wind vector, where only
wx,B and wy,B are considered in the linear model. The dimensions of the
matrices and vectors are: x ∈ Rn, A ∈ Rn×n, u ∈ Rm, B ∈ Rn×m, y ∈
R
p, C ∈ Rp×n, w ∈ Rq, G ∈ Rn×q. The eleven states of the model are
x = [u, v, w, p, q, r, φ, θ, ψ, h, Ω]. The inputs are u = [δe, δa, δr, δth].
The outputs can be chosen according to the available measurements, here
y = [VA, β, α, p, q, r, φ, θ, ψ, h, Ω].
1This has been part of of Matthias Dördelmann’s project work [165].
2The work has been partly done by Soheil Farahmand for his Master thesis [166].
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In order to obtain a model of the form (10.2), steady ﬂight conditions have
to be speciﬁed for no wind and diﬀerent values of constant wind. The system
then has to be linearized around the steady conditions and discretized. The
following sections describe the procedure in detail.
10.2.1 Steady flight conditions without and with wind
The aircraft is linearized in straight wing-level ﬂight around the ﬂight condi-
tions speciﬁed in tables 10.3 and 10.4. Constant wind of diﬀerent strengths
is introduced in the direction of the body x-axis (wx,B) and body y-axis
(wy,B) separately to capture the principal eﬀects. As the airspeed and the
yaw angle shall be held (while the sideslip is zero), most of the steady ﬂight
conditions do not change with wind speed. The only values that change are
those for u, v, and w because they represent the groundspeed in body axes
according to (9.44):

uv
w

 =

uv
w


A,B
+

wxwy
wz


B
=


VA√
(tan(α)2+1)
+ wx,B
wy,B
tan(α) · u + wz,B

 (10.3)
where the subscripts specify the corresponding frame of coordinates, for
example

uv
w


A,B
is the airspeed in body axes.
Wind is introduced in the longitudinal and lateral direction with strengths
[1, 3, 5, 7, 9, -1, -3, -5, -7, -9]m/s where positive values correspond to
wind from tail/left, negative values to wind from head/right. The result-
ing steady-state trim values for the states and inputs can be found in table
10.5 for some of the chosen wind strengths. These particular wind values
were chosen for the following reason: for a linearization point of 25m/s
airspeed without wind a front wind of 9m/s leads to an airspeed of 25m/s-
9m/s=16m/s where the lower limit of the Aerosonde is 15m/s (minimum
airspeed, see appendix B.3.4). Also, since the aircraft dynamics do not
change in constant wind [23], the exact wind values are not of great impor-
tance. The choice of various values mainly serves as a way of verifying the
linearization procedure in the next section by checking that the linearized
models for the diﬀerent wind strengths all have the same dynamic behaviour.
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Variable Value for steady flight
Airspeed VA 25 m/s
Side-slip angle β 0◦
Pitch-angle θ angle of attack, α
Yaw-angle ψ 0◦
x-velocity uB see equation (10.3)
y-velocity vB see equation (10.3)
z-velocity wB see equation (10.3)
Angular rates p, q, r 0◦/s
Altitude h 1500m
AoA rate α˙ 0◦/s
Flaps deﬂection δf 0
Table 10.3: Speciﬁed values for steady wing-level ﬂight.
Variable Value for steady flight
Fuel mass mfuel 2 kg
Total mass mtotal 10.5 kg
Temperature at altitude Tcurr 278.4 K
Pressure at altitude Pcurr 8.456×104Pa
Density at altitude ρcurr 1.058kg/m3
Speed of sound at altitude az 334.5 m/s
Mach number M 0.08
Table 10.4: Constant parameters for wing-level steady ﬂight.
Variables Wind Values for steady flight
wx =0m/s [24.953 0 1.5392
0 0 0 -0.036603◦ 3.5299◦ 0 1500 546.68]
wy =7m/s [31.953 0 1.971
0 0 0 -0.036603◦ 3.5299◦ 0 1500 546.68]
[u v w p q r φ θ ψ h Ω]SS wx =-5m/s [19.953 0 1.2308
0 0 0 -0.036603◦ 3.5299◦ 0 1500 546.68]
wy =5m/s [24.953 5 1.5392
0 0 0 -0.036603◦ 3.5299◦ 0 1500 546.68]
wy = −3m/s [24.953 -3 1.5392
0 0 0 -0.036603◦ 3.5299◦ 0 1500 546.68]
[δe δa δr δth]SS all values [−6.4229◦ − 0.4646◦ − 0.073912◦ 0.7992]
Table 10.5: Trim values of states and inputs for steady wing-level ﬂight.
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10.2.2 Linearization and the calculation of G
In (10.2) the matrix G represents the eﬀect of wind on the aircraft. Only
longitudinal and lateral directional wind in body coordinates is considered,
so that G takes the form:
G = [Gx Gy]. (10.4)
The model of the Aerosonde (including the dampers of the SAS) is lin-
earized around the steady values speciﬁed in table 10.5. The linearization
is done numerically by the ﬁnite diﬀerence method (implemented with Mat-
lab’s linmod function). The resulting model has the form x˙ = Aixi + Bu
for each wind strength wi. x˙, B, and u are constant for each wind strength.
Figure 10.4 shows that the eigenvalues of all Ai for all wind strengths are
nearly equal within numerical tolerances of the linearisation routine which
conﬁrms that the dynamic behaviour of the aircraft does not change in con-
stant wind and veriﬁes the linearization procedure. The eigenvalues in no
wind are: 0, -0.00076514, -0.018686, -3.0739, -48.749, -6.1204 ± 10.341i,
-5.5129 ± 6.5457i, -0.17391 ± 0.50381i.
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Figure 10.4: Eigenvalues of all linearized models are nearly equal.
In order to include the wind into the linear model, the matrix G can be
calculated as follows. While the linearization produces a model of the form
163
10 Identification of linear dynamic models for flight control and wind estimation
x˙ = Aixi + Bu, the form x˙ = Anowindx + Bu + Gw is required for the
autopilot. Gi is calculated for each wind strength by equating the two forms:
Anowind · xnowind +B · u+Gi · wi = Ai · xi +B · u (10.5)
where xnowind and Anowind are the values for steady wing-level ﬂight for no
wind (table 10.5). wi is here a scalar as longitudinal and lateral wind is
treated separately. Solving for Gi then results in
Gi =
Awind · x−Anowind · xnowind
w
. (10.6)
This results in oneGi matrix for each of the wind strengths. Even though the
Gi matrices are very similar for all longitudinal and lateral wind strengths
respectively, Gx and Gy are then obtained by averaging the corresponding
Gi matrices, where n = 10 (wi =[1, 3, 5, 7, 9, -1, -3, -5, -7, -9]m/s) but the
procedure is valid for any n:
Gx/y =
G1 +G2 + · · ·+Gn
n
, i = 1, . . . , n (10.7)
The obtained continuous-time model is discretized using zero-order-hold (im-
plemented with Matlab’s c2d function) with a sampling time of 0.2s to obtain
the discrete-time model speciﬁed in appendix C.2. The discrete-time model
is then veriﬁed by comparing it to the behaviour of the non-linear model.
Figure 10.5 shows the response to a step-input of 7m/s in wx at time 10s.
Figure 10.6 depicts the response to a step-input of +1◦ in the elevator δe
at time 10s. Both conﬁrm a good match to the linear model. For brevity,
further ﬁgures are omitted but a good match is also obtained for other wind
and input steps.
10.3 Summary
This section has detailed the necessary steps for the derivation of a linear
discrete-time time-invariant model of the Aerosonde that captures the eﬀects
of wind on the system. First the SAS has been designed as it is the basic
layer of the control structure on top of which all further work operates.
Then the multiple linear models for diﬀerent wind strenghts was obtained
from which the wind eﬀect matrix G could be calculated. The linear model
was veriﬁed as capturing the non-linear model accurately. The linear model
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will be used in the next chapter for the design of the autopilot and in chapter
12 for in-ﬂight wind estimation.
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Figure 10.5: Comparison of non-linear and linear models, wind step
wx =7m/s.
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Figure 10.6: Comparison of non-linear and linear models, elevator step△δe =
+1◦.
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11 Three-layer aircraft control:
Dubins path planner, pure
pursuit guidance, model
predictive control as autopilot
In this chapter the performance of a three-layer control structure for the con-
trol of a UAV is investigated. The purpose is to assess the inter-dependence
of the three layers. The performance of the setup is investigated with the
Aerosonde in no wind, medium wind, and strong wind. As already described
in the introduction in ﬁgure 7.1, the control structure comprises three layers:
1. The path planner using Dubins path method,
2. Pure pursuit guidance, and
3. The SAS and a linear MPC as the autopilot.
Figure 11.1 gives a more detailed overview over the speciﬁc implementation
in this work. The literature review about various aspects of aircraft control
has been given in chapter 8. The design of each of the three layers will
be described in more detail in the following sections. Special focus will be
placed on investigating if the linearized model derived in the last chapter
is suﬃcient for MPC in windy conditions. The advantage of linear MPC is
that it leads to a convex, quadratic optimization problem that can quickly
be solved while guaranteeing to not violate the constraints. The required
update rate of the control surfaces for aircraft control varies with the design
of the autopilot and with the actual aircraft (for example 20Hz in [167]). The
general procedure described in this chapter applies for diﬀerent sampling
times and a value that results in good performance needs to be chosen. The
MPC uses the linear model derived in the previous chapter which has been
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discretized using a sampling time of 0.2s. This value for the MPC shows
good results in this case study as will be seen further on in this chapter.
Layer 1
Layer 2
Layer 3
next waypoint
(x,y,z,ξ)WP
SAS
autopilot MPC
groundspeed
command
(ψ,VA,h)r (x,y,h,ψ,ξ,groundspeed)
Guidance:
pure pursuit plus PID
Dubins path planner
wind
(x,y,z,ξ)r (x,y,z,ξ)
Layer 3
MPC
altitude hr
airspeed VA,r
yaw angle ξr
pr=qr=rr=0
UAV
+
SAS
wind
δe
δa
δth
states, outputs, inputs
Figure 11.1: Overview over the 3-layer control structure.
11.1 Dubins path planning
The Dubins path planner as described in chapter 8.3.3 is employed here for
path planning in the horizontal plane. This path planner does not take wind
into account and can only be employed if the distance to the next waypoint
is at least twice the minimum turning radius. It shall here only be used
up to three times this radius to obtain a stable planned path. The result
of the Dubins path planner is a trajectory parametrised with the x-, y-,
z-coordinate in the inertial coordinate frame and the heading angle of the
path ξplan. This angle can be used as the required heading angle while the
path planner is employed. The continuous re-planning of the path according
to the actual current ﬂight situation was found to improve the behaviour of
the overall control structure as compared to a pre-ﬁxed path in particular
in windy conditions where a pre-ﬁxed path might not be ﬂyable due to the
fact that the Dubins path planner does not consider the wind. Hence, in
this thesis, the ﬂight path will be re-planned during the ﬂight when possible.
After the path planner is switched oﬀ, the last planned path is used by the
guidance layer as a reference.
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11.2 Guidance
The purpose of the guidance layer is to produce ﬂyable commands for the
autopilot from a given planned ﬂight path, also under windy conditions.
The horizontal path is provided by layer 1, the Dubins path planner. Since
this planner does not consider the vertical path, the longitudinal and lateral
guidance is decoupled. The longitudinal guidance controls the altitude of
the UAV while the lateral guidance has to ensure that the UAV follows the
planned horizontal path. Lastly, the guidance layer has to take care of the
speed control where here a given groundspeed proﬁle should be followed.
The guidance layer has to determine setpoints that are controlled variables
of the autopilot. For MPC the controlled variables should be chosen such
that they are a subset of the measurable variables. Here, the guidance layer
needs to determine values of
1. the altitude for longitudinal guidance,
2. the yaw angle for lateral guidance, and
3. the airspeed for speed control.
The three parts of the guidance will be described next.
11.2.1 Longitudinal guidance
The longitudinal guidance has two purposes:
1. altitude hold,
2. smooth altitude change.
The altitude is one of the states and measured variables of the linear model
of the Aerosonde and can hence be used as a setpoint hr. The general
idea is as follows: the altitude shall be held (case 1) if the current altitude
h0 is the same as (or close to) the altitude of the next waypoint hWP . For
altitude hold, hWP can be used as the setpoint hr = hWP while the aircraft’s
current altitude is close between hWP + hswitch ≤ h0 ≤ hWP − hswitch, i.e.
close enough to the next waypoint. However, if hWP is too far from the
current altitude h0, the hWP shall be reached smoothly (case 2). Problems
occur if the altitude setpoint hr is far from the current altitude h0 so that
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simply using hr = hWP would lead to a large step in the setpoint. This
in turn might lead to a strong reaction of the controller. Large changes of
the controller values will lead to a large pitch angle and pitch oszillations.
In order to avoid this, an intermediate setpoint needs to be introduced that
smoothly guides the aircraft to the new altitude and mimics a ﬂare curve.
This intermediate setpoint always keeps above (or below) the actual altitude
until hWP is reached. This strategy leads to the steepest possible ascent
which has been demonstrated by Matthias Dördelmann [165]. The altitude
guidance is summarized in algorithm 11.1 and illustrated in ﬁgures 11.2
and 11.31 Since the required altitude can be used directly as a setpoint, no
measures have to be taken to compensate for wind.
hWP
h0
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?6
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d
hswitch
6
?dmax
6?
dhold
Figure 11.2: Longitudinal guidance strategy.
Algorithm 11.1 Altitude guidance
Require: current altitude h0 and altitude of next waypoint hWP
Determine: altitude setpoint hr
1: Set parameters (see ﬁgure 11.2):
• Maximal absolute value of step of hr: dmax2
• Vertical distance at which to switch from altitude hold to altitude
change: hswitch3
• Distance within which the altitude should be held: dhold4
2: Initialize last step size of hr: dlast = 0
3: Repeat
4: Obtain the measurement of the current altitude h0 and the altitude
of the next waypoint hWP .
5: Determine the diﬀerence between the current altitude and the next
waypoint: d = hWP − h0
1Figure 11.3 is a part of figure 11.9 on page 182.
2Here dmax = 3m.
3Here dswitch = 7m.
4Here dhold = 0.3m.
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6: If the diﬀerence is large (|d| > hswitch), a smooth change of altitude
should be performed. The step in the setpoint is limited to dmax:
• If the last setpoint step is less than the maximum step size (|dlast| <
|dmax|), increase the step smoothly: dlast = dlast+0.01× sign(d)
where sign(d) denotes the sign function.
• If the last step size has already been at the limit (|dlast| = |dmax|),
limit the step size: dlast = dmax × sign(d).
• Set the altitude setpoint: hr = h0 + dlast.
7: If the diﬀerence is small enough |d| ≤ hswitch approach the ﬁnal
altitude hWP smoothly:
• Reset the last step size: dlast = 0.
• Approach smoothly if not yet within the hold distance (|d| >
|dhold|): hr = h0 + d ∗ dmax/hswitch.
• If close to the altitude of the next waypoint (|d| ≤ |dhold|), use
hWP as the setpoint: hr = hWP .
8: Until all waypoints have been reached.
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Figure 11.3: Smoothing the change of altitude.
11.2.2 Lateral guidance
The Dubins path planner produces a trajectory parametrised with the x-,
y-, z-coordinate in the inertial coordinate frame and the heading angle of
the path ξplan. The purpose of the lateral guidance is to ensure that the
UAV follows the planned horizontal path. This involves three scenarios:
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1. Following the path if the UAV is currently on the path with the correct
heading,
2. Guiding the UAV onto the path if the UAV is currently not on the
path, and
3. compensating for wind.
In order to achieve this, a pure pursuit approach with a carrot point as
described in chapter 8.4 is adopted. The carrot point chosen to be located
25m ahead of the point on the path that is closest to the current position of
the UAV (ﬁgure 11.4).
Scenario 1: The yaw angle equals the heading angle in no wind and smooth
ﬂight. Hence, if the UAV is on the path with the correct heading and there
is no wind, the planned heading angle at the carrot point (ξplan) equals the
yaw angle ψr the aircraft should ﬂy, i.e. ψr = ξplan.
Scenario 2: If the UAV is not on the path, the guidance needs to bring the
UAV back on track. In order to achieve this, a correcting term is introduced
and the lateral guidance strategy becomes:
ξr = ξplan − ξ0 + ξcorr. (11.1)
where, ξplan is the pre-planned angle at the carrot point, ξ0 is the current
heading angle, and ξcorr is the correcting angle from the current position to
the reference point (ﬁgure 11.4).
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Figure 11.4: Left: lateral guidance strategy. Right: wind triangle.
Scenario 3: If wind is present, the yaw angle required to keep track does
not equal the required heading angle and hence needs to be adjusted ac-
cording to the current wind strength and wind direction. The required wind
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correction angle can be calculated from the wind triangle (ﬁgure 11.4) as fol-
lows [166]: The direction of the wind vector ξwind, the wind tracking angle
ϕwt and the wind correction angle χwc are deﬁned as:
ξwind = tan
wy,I
wx,I
,
ϕwt = ξplan − ξwind,
χwc = sin
−1 (
√
w2x,I + w
2
y,I + w
2
z,I ·
sinϕwt
VA
).
(11.2)
The yaw angle command ψr, is then given by
ψr = ξr + χwc. (11.3)
The autopilot uses the yaw angle command ψr to ﬂy at the yaw angle that
is required to follow the desired ground path. It was found in this work
that limiting the change in the yaw angle command to ±7◦/s to avoid large
jumps in the setpoint leads to a smoother control action. This limit leads to
a minimum turning radius of roughly 210m at a speed of 25m/s in no wind
(equation (9.40)).
11.2.3 Groundspeed
The UAV is required to follow a given groundspeed proﬁle (VI,r). The
groundspeed proﬁle is speciﬁed separately from the ﬂight path according
to the mission objectives. If no wind is present the airspeed equals the
groundspeed and the airspeed command is hence VA,r = VI,r. If however
the wind is not zero, the two are not the same any more and the guidance
layer has to adopt the airspeed command such that the given groundspeed
is achieved [166]:
VA,r =
√
V 2I,r + |wI|2 − 2 · |wI| · VI,r · cosϕwt (11.4)
where |wI| =
√
w2x,I + w
2
y,I + w
2
z,I and ϕwt is given by equation (11.2). VA,r
is limited by the aircraft’s properties such that the minimum airspeed is not
violated VA,r ≥ Vmin, here VA,r ≥ 16m/s1.
1The actual limit is 15m/s (see appendix B.3.4) but for safety reasons, a slightly higher
value is chosen.
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11.3 MPC as autopilot
The objective of the autopilot is to follow the commands given by the guid-
ance layer while ensuring safe ﬂight. The autopilot operates ‘on top’ of the
SAS. In this work, a model predictive controller will be designed as the au-
topilot because MPC inherently takes constraints into account and hence
ﬂight and safety critical limitations can be easily incorporated (chapter 3).
The MPC handles wind by using the linear model derived in chapter 10.
In the following sections the analysis of the control problem will be pre-
sented. The controlled and manipulated variables will be deﬁned, then the
constraints will be detailed and the formulation of the MPC will be given.
A summary is listed in table 11.1.
11.3.1 Controlled and manipulated variables
The guidance layer determines setpoints for the altitude, the yaw angle, and
the airspeed. For stability and handling purposes the angluar rates are reg-
ulated, i.e. a constant zero setpoint is speciﬁed for the roll rate, pitch rate,
and yaw rate. Although the rates have to change during maneouvres, a rate
close to zero constitutes smooth ﬂight whenever possible. This helps to pre-
vent unnecessary oscillations. The manipulated variables are the standard
control surfaces: elevator, ailerons, rudder, and throttle. A summary of the
variables can be found in table 11.1.
11.3.2 Constraints
The aircraft’s ﬂight limitations have to be considered by the autopilot to en-
sure safe ﬂight. Those constraints are the limitations of the control surfaces
and ﬂight limitations as described next and summarized in table 11.1. For
reasons of ﬂight safety, the minimum and maximum angle of attack and the
minimum airspeed must not be violated. The roll angle and roll rate are
also limited because very steep roll leads to a high loss in lift and an unsafe
ﬂight condition that in turn leads to an infeasible optimization problem.
The Aerosonde is a commercial product so that the exact limitations of
the control surfaces could not be obtained. The limits assumed in this work
are typical values [23] and are summarized in table 11.1. Values of 0 and
1 mean closed and full throttle respectively. For the throttle a value of 1
174
11.3 MPC as autopilot
means full throttle, 0 closed throttle. The lower limit must be above zero
in order to prevent the engine from switching oﬀ in ﬂight. The lower value
was here chosen to be 0.1.
Manipulated variable Setpoint
Yaw angle ψr as determined by the guidance
Altitude hr as determined by the guidance
Airspeed VA,r as determined by the guidance
Angular rates p, q, r zero
Control surface Operational range
Elevators −15◦ ≤ δe ≤ 15◦
Ailerons −15◦ ≤ δa ≤ 15◦
Rudder −15◦ ≤ δr ≤ 15◦
Throttle 0.1 ≤ δth ≤ 1
Flight constraint Range
Airspeed 16m/s ≤ VA
Angle of attack −5◦ ≤ α ≤ 15◦
Roll rate −15◦/s ≤ p ≤ 15◦/s
Roll angle −35◦ ≤ φ ≤ 35◦
Table 11.1: Overview of the control problem.
The MPC needs to consider the SAS which also moves the control sur-
faces in order to ensure that the constraints are not violated. Hence, the
commands of the MPC and of the dampers need to be considered simulta-
neously in the constraints. For the elevator, the overall command becomes
(similar for the rudder and the ailerons):
δe = δeMPC + keq q + keθθ︸ ︷︷ ︸
damper input
. (11.5)
A violation of the input constraints can potentially occur if the contribu-
tion of the dampers is largely under-predicted by the linearized model that
the MPC uses. Simulations however showed that the contributions of the
dampers are small so that this situation did not occur in the work for this
thesis (see chapter 11.4).
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11.3.3 Formulation of the optimization problem
Having deﬁned the controlled and manipulated variables and the constraints,
the MPC is formulated as follows:
min
U
N∑
k=1
(yk − ykr)T ·Qy · (yk − ykr) +
N−1∑
k=0
△uTk ·R · △uk
s. t.
xk+1 = A · xk +B · uk +G · w
yk = C · xk + e
e = yactual − ypredicted
△uk = uk − uk−1
−15◦ ≤ δeMPC + keqq + keθθ ≤ 15◦
−15◦ ≤ δaMPC + kapp ≤ 15◦
−15◦ ≤ krrr + krββ ≤ 15◦
0.1 ≤ δthMPC ≤ 1
16m/s ≤ VA
−15◦/s ≤ p ≤ 15◦/s
−35◦ ≤ φ ≤ 35◦
−5◦ ≤ α ≤ 15◦
(11.6)
The quadratic objective function penalizes movement of the control surfaces
(∆uk) because that comes with a cost for the actuators and causes wear. The
objective function further penalizes the deviation of the controlled variables
from their setpoints (yk−ykr) so that the UAV will follow the planned ﬂight
path. The eﬀect of the wind is captured by the linear system derived in
chapter 10. The wind is assumed constant (the current value) for the whole
prediction horizon and so is the model mismatch term e. This does, of
course, not correspond to reality but is a common simpliﬁcation for control
[39]. The calculation of ∆uk requires an initial value u−1 at the start of
the simulation. It is assumed that the aircraft is initially at the linearization
point and hence this value (see table 10.5 on page 162) is used. The matrices
Q and R are positive deﬁnite diagonal matrices. The diagonal values of Q
refer to the controlled variables in the order [VA, p, q, r, ψ, h]. The
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diagonal values of R refer to the movement of the control deﬂections in the
order [δe, δa, δth]. The values are set to:
Q = diag([300, 50000, 50000, 1000, 900000, 1000]),
R = diag([80, 20, 50]).
The largely diﬀerent values in Q do not only refer to the importance of the
controlled variables but also account for their diﬀerent units and ranges.
The horizon length N is chosen to be 15, leading to a total of 15 × 3 =
45 decision variables (settings for the elevators, ailerons, and throttle) and
8 × 15 + 4 × 15 + 3 = 222 constraints (upper and lower bounds on the
actuators, upper and lower bounds on the roll rate and roll angle, upper and
lower bounds on the angle of attack, and lower bound on the airspeed), as
well as 11+11+11+4+6+2× 15 = 73 parameters (current measurement,
current and previous states, previous input, setpoints, and wind over the
whole horizon). Note that no terminal cost was added because the wind and
the set-points determined by the guidance layer are changing fast at each
step so that no steady-state exists and because of the presence of an unknown
mismatch between the linear model and the real aircraft. It remains to be
investigated in the future if a terminal cost has a positive eﬀect.
11.4 Implementation and simulation results
The case study considers scenarios where the Aerosonde should follow a
ﬂight path consting of the four waypoints listed in table 11.2. A waypoint
is considered reached if the Aerosonde’s longitudinal and lateral position is
within 10m of it. Once a waypoint is reached, the next waypoint in the list is
chosen until all waypoints have been reached and the simulation terminates.
Waypoint xI [m] yI [m] h [m] Orientation
Start 0 0 1500 Facing straight north
1 1300 200 1500 Facing straight east
2 400 -1200 1530 Facing straight east
3 -850 -100 1350 Facing straight east
4 0 -1100 1400 Facing straight east
Table 11.2: List of waypoints.
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The Dubins path planner is employed while the UAV is still three times the
minimum turning radius away from the next waypoint and then switched
oﬀ so that the Aerosonde is supposed to follow the last planned path. Even
thought the chosen limitation of the change of the yaw angle command to
±7◦/s leads to a minimum turning radius of roughly 210m at a speed of
25m/s in no wind, the minimum turning radius for the Dubins path planner
is set to 400m to allow a safety margin in windy conditions. The ground-
speed command is kept constant at 25m/s throughout the whole ﬂight. The
movements of the elevators, ailerons, and the rudder are limited to ±10◦/s
in order to add realism to the simulation. These rate limitations are not
considered by the MPC. The sideslip to rudder feedback is implemented as
a PI controller (δr = −2β−1/20
∫ t
0 βdt while the MPC only takes the linear,
proportional part into account as detailed in chapter 10.1.2.
The performance of the three-layer control structure is then investigated
through simulations for no wind, medium wind (6m/s), and strong wind
(10m/s) where it is assumed that perfect state, output, and wind measure-
ments are available. The minimum airspeed of the Aerosonde is 15m/s and
the maximum around 30m/s so that the diﬀerence is 15m/s which is the
limit at which the Aerosonde is still able to ﬂy forward over a ground path
with head wind. So 15m/s wind is the absolute maximum for normal for-
ward ﬂight. Given a commanded groundspeed of 25m/s the diﬀerence to
the minimum airspeed reduces to 10m/s. Wind of 6m/s considered medium
wind whereas wind of 10m/s is considered strong wind for the purpose of
this case study.
The three-layer control strategy is implemented in Matlab/Simulink R2009a
using the Aerosim blockset. The non-linear ODEs (9.12)-(9.23) are solved
using a ﬁxed-step (0.04s) Runge-Kutta solver. The optimization problem
of the MPC is solved using quadprog. An overview of the general setup is
given in ﬁgure 11.5.
In the ﬁgures, depicting the results of the case study, the vertical dotted
lines marked ‘WP1-4’ indicate when the corresponding waypoint has been
reached. The lines marked ‘oﬀ’ indicate when the path planner switched oﬀ
because the Aerosonde has come too close to the waypoint for the Dubin’s
path planner to plan a ﬂight path (< 3Rmin). In the ﬁgures showing the
ﬂight path, this point is marked by a dot.
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11.4.1 Control performance in no wind
The desired ﬂight path in this investigation consists of the four waypoints
listed in table 11.2. The three-layer control structure is ﬁrst evaluated for
the case where no wind is present. The ﬂight path to the ﬁrst waypoint is
simulated and the results are shown in ﬁgure 11.6. It can be seen that the
setpoint of the yaw angle generated by the lateral guidance is oscillating and
that there is an oﬀset in the yaw angle. This also results in the oscillations
of the other controlled variables.
The guidance is hence modiﬁed by ﬁltering the yaw angle setpoint to
remove the oscillations and potential spikes. The transfer function of the
ﬁlter is
5
s+ 5
. The yaw angle oﬀset is removed by adding a PID controller
that regulates the diﬀerence between the ﬁltered yaw angle command and the
actual yaw: ψr,modified = 0.01(ψr,filtered − ψ) + 1/0.3
∫ t
0 (ψr,filtered − ψ)dt+
0.4
d(ψr,filtered−ψ)
dt (see ﬁgure 11.5). The improvement due to the ﬁltered and
regulated yaw angle is evident from ﬁgure 11.7. The ﬁlter and the PID
controller will be present in all following simulations in this work.
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Figure 11.6: Yaw angle oﬀset and oscillations.
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Figure 11.7: The oscillations and the oﬀset are removed due to the ﬁlter and
the PID controller.
Variable altitude flight path
After improving the yaw angle setpoint, the ﬂight through all four waypoints
is simulated. This is a ﬂight path with variable altitude. The results are
shown in ﬁgures 11.8 to 11.10 and D.1 to D.3 in appendix D. The verti-
cal dotted lines marked ‘WP1-4’ indicate when the corresponding waypoint
has been reached. The lines marked ‘oﬀ’ indicate when the path planner
switched oﬀ. In ﬁgure 11.8 showing the ﬂight path, this point is marked by
a dot. Figure 11.8 also shows the eﬀect the path planner has on the ﬂight
path. It re-plans the ﬂight path every sampling time while the UAV is still
far enough away and so the resulting path slightly deviates from the origi-
nal path. In order to avoid this behaviour, the path planner would have to
be modiﬁed to plan a ﬂyable path as close to the original one as possible.
Figure 11.9 show that the guidance commands are followed nearly perfectly
and that no oscillations occur. However, the airspeed setpoint cannot be
maintained during ascend and descend when the throttle and elevators sat-
urate (ﬁgure 11.10). This clearly shows the connection between the altitude
and the airspeed: in order to hold airspeed, the ascent/descent needs to be
slower. Figure 11.10 reveals some oscillations of the ailerons and the rudder
which in future should be addressed for example by ﬁltering. Nevertheless,
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the control structure succeeds in following the horizontal setpoint (yaw an-
gle) and the altitude setpoint. Hence the ﬂight path is tracked well while
the MPC keeps the aircraft within the limits of the constraints.
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Figure 11.8: Horizontal ﬂight path.
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11.4.2 Control performance in the presence of 6m/s wind
After the successful performance of the three-layer control structure in no
wind, a wind of 6m/s wind is introduced. This is more than a third of
the minimum airspeed (VA ≥15ms) of the Aerosonde and about a ﬁfth of
the maximum airspeed (about 30m/s in no wind) and hence constitutes a
notable disturbance. It is assumed that the wind direction is constant from
the east and that the wind is introduced as a ramp proﬁle starting after 5s
and increasing at a rate of 1m/s until it reaches 6m/s after which it remains
constant. The von Karman turbulence is added by the Aerosim blockset on
top of the background wind in order to add realism to the simulation. While
the wind in inertial axes is kept constant it changes in body axes during the
ﬂight. First, the eﬀect of the wind matrix G in the linearized model will be
investigated.
Effect of the wind matrix G
In chapter 10 a method for including the wind disturbance in the linearized
model of the UAV was presented. The main objective of the method was
to obtain the additive term Gw in the linear state-space model where w
is the wind vector and G captures the eﬀect of the wind on the states.
In order to evaluate the improvement of the control performance due to
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Figure 11.11: 6m/s background wind from the east in inertial axes.
the introduction of the wind matrix G in the linearized model, ﬂight to
the ﬁrst waypoint listed in table 11.2 is evaluated without and with this
matrix. The improvement by accounting for the wind in the model through
Gw is signiﬁcant and in particular evident in the altitude control. The
positive eﬀect on the controlled variables is shown in ﬁgure 11.12. Hence,
the linear model with the additive wind termGw will be used for all following
investigations.
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and without G.
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Variable altitude flight path
As before in no wind, ﬂight with variable altitude through the four waypoints
listed in table 11.2 is considered. The results are shown in ﬁgures 11.13 to
11.16. The horizontal ﬂight path is presented in ﬁgure 11.13, the wind in
body axes in ﬁgure 11.14, the the setpoints and actual values in ﬁgure 11.15,
and the necessary control values in ﬁgure 11.16. The values of the states,
the angle of attack, the sideslip angle, and the three-dimensional ﬂight path
can be found in ﬁgures D.4 to D.6 in appendix D.
The MPC eventually becomes infeasible at the end of the descent from
waypoint 2 to waypoint 3 when the path planner is already switched oﬀ
and the controller fails to follow the last planned path. The airspeed drops
sharply and the elevator starts to largely oscillate which is probably the
reason for the eventual failure. In the future it needs to be investigated
if this can be avoided by modifying the path planner such that it can be
employed until the waypoint is reached, and/or takes the wind into account,
and/or plans the path in three dimensions rather than only in the horizontal
plane.
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Figure 11.13: Horizontal ﬂight path with variable altitude in 6m/s wind.
The x marks the point where the MPC becomes infeasible.
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Figure 11.15: Setpoints and actual values for ﬂight with variable altitude in
6m/s wind.
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Figure 11.16: Control actions for ﬂight with variable altitude in 6m/s wind.
Constant altitude flight path
Since the Dubins path planner only plans a path in the horizontal plane and
the controller failed at the end of an altitude change, the four waypoints were
modiﬁed so that all are at the constant altitude 1500m and the performance
of the three-layer control structure is assessed again. The results are shown
in ﬁgures 11.17 to 11.20. The horizontal ﬂight path is presented in ﬁgure
11.17, the wind in body axes in ﬁgure 11.18, the the setpoints and actual
values in ﬁgure 11.19, and the necessary control values in ﬁgure 11.20. The
values of the states, the angle of attack, the sideslip angle, and the three-
dimensional ﬂight path can be found in ﬁgures D.7 to D.9 in appendix D.
Now, the controller remains feasible and can follow the path. This highlights
the need for a path planner not only in the horizontal plane but in three
dimensions. The results above show that the change in altitude must not be
neglected in the path planning.
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Figure 11.17: Horizontal ﬂight path with constant altitude in 6m/s wind
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Figure 11.18: Wind in body axes for ﬂight with constant altitude in 6m/s
wind.
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Figure 11.19: Setpoints and actual values for ﬂight with constant altitude in
6m/s wind.
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Figure 11.20: Control actions for ﬂight with constant altitude in 6m/s wind.
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11.4.3 Control performance in the presence of 10m/s wind
Wind from the east is now introduced as a ramp input after 5s increasing
at a rate of 1m/s until it reaches 10m/s and then remains constant (ﬁgure
11.21). This is a strong wind in relation to the maximum (about 30m/s
in no wind) and minimum (VA ≥15m/s) speed of the Aerosonde. Again,
the von Karman turbulence is added in order to make the simulation more
realistic. The Aersonde should again follow the same four waypoints but
with constant altitude in order to investigate the performance of the three-
layer control structure under this strong disturbance. The results are shown
in ﬁgures 11.22 to 11.25 The horizontal ﬂight path is presented in ﬁgure
11.22, the wind in body axes in ﬁgure 11.23, the the setpoints and actual
values in ﬁgure 11.24, and the necessary control values in ﬁgure 11.25. The
states, the angle of attack, and the sideslip angle can be found in ﬁgures
D.11 and D.10 in appendix D.
The controller becomes infeasible even before reaching the ﬁrst waypoint
when the elevator is close to saturation and the altitude keeps decreasing.
The possible causes for this are:
1. The wind strength is beyond the possibilities of the UAV, i.e. the
combination of the commanded groundspeed and the horizontal ﬂight
path is not feasible for the UAV.
2. The guidance law fails to translate the path into a ﬂyable command.
The yaw angle command cannot be followed (ﬁgure 11.24) so that an
adaptation of the guidance might improve the control performance.
3. The assumption of constant wind in body coordinates for the MPC
prevents the MPC from ’seeing’ the dangerous wind and avoiding a
dangerous ﬂight situation.
The cause of the failure needs to be researched in the future. The wind in
body axes is in fact a state-dependent disturbance through G and changes
with ﬂight. The eﬀect of the wind can hence be inﬂuenced by choosing a
beneﬁcial ﬂight path. Reason 1 can be investigated by using a path planner
that considers the wind in the ﬂight path and also adopts the groundspeed.
Reason 2 can be investigated by using a diﬀerent guidance strategy than
pure pursuit (see the literature review in chapter 8.4). Reason 3 could be
investigated by assuming that wk is time varying where the value at each
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time step can be approximately pre-computed using an assumed heading
based on the nominal, planned ﬂight path. Alternatively, reason 3 could
be investigated by using a non-linear controller that considers the state-
dependency of the wind.
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Figure 11.21: 10m/s background wind in inertial axes.
−2500 −2000 −1500 −1000 −500 0 500 1000 1500
−1500
−1000
−500
0
500
1000
position east [m]
po
sit
io
n 
no
rth
 [m
]
 
 
actual path
plan off
waypoints
planned path
Figure 11.22: Horizontal ﬂight path with variable altitude in 10m/s wind.
The x marks the point where the MPC becomes infeasible.
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Figure 11.23: Wind in body axes for ﬂight with variable altitude in 10m/s
wind.
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Figure 11.24: Setpoints and actual values for ﬂight with variable altitude in
10m/s wind.
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Figure 11.25: Control actions in 10m/s wind.
11.5 Analysis of the results of the control case
study
The purpose of this chapter was to investigate the performance of the three-
layer control structure, to assess the inter-dependence of the three layers, and
to investigate if a linearized model is suﬃcient for MPC in windy conditions.
This was achieved by evaluating a ﬂight of the Aerosonde in the presence of
no wind, 6m/s wind, and 10m/s wind. The ﬁndings can be summarized as
follows:
• Even if no wind is present, the yaw angle setpoint inﬂuences the control
performance: if it oscillates slightly it introduces oscillations into the
rest of the system. A smooth yaw angle setpoint was achieved by
ﬁltering and regulating the command generated by the pure pursuit
guidance to remove oscillations and spikes. The variable altitude ﬂight
path could then be followed well while keeping the UAV within the
speciﬁed ﬂight constraints.
• The introduction of 6m/s wind and the consequential failure of the
control structure to follow the variable altitude ﬂight path showed
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that the ﬂight path planner needs to plan the path in three dimen-
sions rather than only in the horizontal plane and take the wind into
account. When a ﬂight path with constant altitude was considered,
it could be followed well in these wind conditions while keeping the
aircraft safe inside its ﬂight constraints. This highlights the impor-
tance of the path planner because an improperly planned ﬂight path
increases the workload for the lower layers which might not be able to
compensate the improperly planned ﬂight path. It also highlights the
importance of good wind information in order to plan the path ap-
propriately. It further indicates that a more ﬂexible path planner that
can be employed until the waypoint is reached and does not have to be
switched oﬀ could compensate changing wind conditions and avoiding
an unﬂyable path thus relieving the lower layers of workload.
• Whereas the wind of 6m/s could still be handled by the control struc-
ture, a stronger wind of 10m/s lead to an infeasible optimization prob-
lem of the MPC. The possible reasons identiﬁed for this are either that
1) the commanded ﬂight path and groundspeed is beyond the limits
of the aircraft, or that 2) the guidance does not produce ﬂyable com-
mands from the planned ﬂight path, or that 3) the MPC’s assumption
of constant wind in body axes is too much of a simpliﬁcation. Further
investigations into this issue need to be addressed in the future by
employing an appropriate path planner, modifying the guidance law,
and investigating a controller that does not consider the wind to be
constant but either uses wind values based on the nominal path or
treats the wind as a state-dependent disturbance.
The above ﬁndings demonstrate the importance of proper cooperation of
the three layers. They show that the UAV under control of the three-layer
structure successfully follows the path if the scenario is within the range
of the structure, i.e. for a horizontal ﬂight path in medium wind. The
MPC succeeds in ensuring that the ﬂight constraints are not violated. The
simulation results further highlight the importance of good wind information
and the necessity of a proper handling of this information at each layer.
The wind can unfortunately not be measured directly, so that the next
chapter investigates model-based wind estimation techniques to obtain the
wind information during ﬂight.
194
12 In-flight wind estimation with
linear Kalman filter and MHE
Small UAVs are particularly prone to wind and gusts due to their light
weight [85]. Accurate local wind information is thus required to properly
control small UAVs as has been seen in the previous chapter. In this chapter
in-ﬂight wind estimation will be investigated to obtain the wind information
as it is not possible to measure the wind strength and direction directly. If
the aircraft’s velocity over ground in inertial axes and through the air can be
measured, for example through a combination of an AHRS and a GPS with
pitot tubes, the diﬀerence between the two velocities is the wind velocity
(chapter 8.6). The diﬃculty that comes with the use of pitot tubes is that
they need to be calibrated in expensive wind tunnel tests and hence should
be avoided for civilian UAVs which normally should be cheap and are not
yet produced in large numbers. An additional fast and cheap method for
in-ﬂight wind estimation would improve the control performance.
Wind estimation techniques have been proposed before as discussed in
chapter 8.6. One approach is to treat the wind as a disturbance and apply
estimation techniques. In [125] an extended Kalman ﬁlter was used for in-
ﬂight wind estimation in extreme ﬂight conditions such as actuator failures.
The purpose of the work in this chapter is to investigate linear estimation
techniques for normal ﬂight conditions which would be quicker to compute.
The results have been published in [164]. In particular, the linear Kalman
ﬁlter and the linear moving horizon estimator (MHE) (chapter 3) will be ap-
plied to the wind estimation problem. Both techniques use the linear model
derived in chapter 10 (xk+1 = Axk +Buk +Gwk, yk = Cxk) that captures
the eﬀect of the wind on the system. The standard Kalman ﬁlter can be
used to estimate the value of the wind disturbance w by augmenting the
disturbance w as a state of the system. The main drawback of this method
is that some dynamic behaviour of the wind w has to be assumed. The MHE
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inherently estimates the disturbance w without requiring to augment it as
a state and without any assumption on the dynamic behaviour. It hence
does not assume that the wind is constant over the estimation horizon but
derives a diﬀerent value for each time step. Because of this diﬀerence the
two estimators are not identical even though the wind estimation problem
posed here is unconstrained. The results are hence not only of interest for
in-ﬂight wind estimation but also, by their own right, for the estimation
community. The signiﬁcance of this approach to wind estimation is that the
model does not require the measurement of the velocity in the air related
frame and that hence groundspeed measurement suﬃces.
The methodology presented in this chapter has been published in [164]
where however the simulations have to be corrected here. Whereas the
ﬁgures change slightly, the general results remain the same. In this chapter
ﬁrst the setup of the Kalman ﬁlter, then the setup of the MHE will be
detailed. Then follow the description of the in-ﬂight wind estimation case
study and the analysis of the results.
12.1 Setup of the Kalman filter
In order to employ the Kalman ﬁlter for the estimation of a disturbance
the disturbance has to be augmented as a state assuming some dynamic
behaviour for it. It is here assumed that the wind is constant:[
xk+1
wk+1
]
=
[
A G
0 I
][
xk
wk
]
+Buk + w¯k
yk =
[
C 0
] [xk
wk
]
+ vk.
(12.1)
where w¯k and vk are random Gaussian variables with
zero-mean covariances Qkal and Rkal. Throughout this
chapter values of Qkal and Rkal are set to Qkal =
diag[0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 100, 100]
and Rkal = diag[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.00001, 0.00001] (if no mea-
surement noise present), Rkal = diag[σ] (if measurement noise present)
where diag[·] represents a matrix whose oﬀ-diagonal elements are zero and
the leading diagonal elements are speciﬁed by [·].
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12.2 Setup of the moving horizon estimator
The MHE obtains the state and disturbance estimates xˆk, wˆk, ˆ¯wk, vˆk by
considering the past N measurements and solving the following optimization
problem (see chapter 3.2 for details on MHE):
min
xˆT−N|T ,Wˆ
T−1
T−N|T
‖xˆT−N |T − xT−N |T ‖2P−1
T−N|T−1
−
‖Y T−1T−N −O xˆT−N |T − c¯b UT−2T−N‖2W−1+
T−1∑
k=T−N
∥∥∥∥∥
[
wˆk
ˆ¯wk
]
−
[
wm,k
0
]∥∥∥∥∥
2
Q−1
+
T∑
k=T−N
‖vˆk‖2R−1 (12.2)
s.t. xˆk+1 = Axˆk +Buk +Gwˆk + I ˆ¯wk, yˆk = Cxˆk + vˆk,
where w is a random Gaussian variable with mean wm and co-
variance QMHE . w¯ and v are random Gaussian variables with
zero mean and covariances Q1MHE , RMHE whose values are set
as follows unless otherwise stated: QMHE = diag[1000, 1000],
RMHE = diag[500, 0.0001, 0.0001, 0.0001, 0.0001, 0.0001, 0.0001, 0.0001,
0.0001, 0.0001, 0.0001] (if no measurement noise present), RMHE = diag[σ]
(if measurement noise present), Q1MHE varies. N is the horizon length, here
N = 3. Stability of the estimator can be checked by checking if the error
dynamics of the MHE are stable, i.e. through equation (4.33) in chapter 4.4
on page 81.
12.3 Implementation and simulation results
The augmented Kalman ﬁlter and the MHE will be applied to two particular
estimation cases:
Case 1: In the ﬁrst case it is assumed that the UAV is described fully by
its linear system (from chapter 10). The estimators are used to obtain
the states of this linear system so that there is no model uncertainty
between the Kalman ﬁlter/MHE and the system. This is an ideal case
which will be used for the initial assessment of the performance of the
linear Kalman ﬁlter and the MHE.
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Case 2: In the second case, the UAV is described by its full non-linear model
(see chapter 9) while the Kalman ﬁlter and the MHE are designed
based on the linear model. This means that the estimators operate in
the presence of model uncertainties which is the realistic case.
Additionally, the following three possible set-ups for the available measure-
ments are considered:
A. All state measurements are noise-free: groundspeed in body axes u,
w, v and p, q, r, h, φ, θ, ψ, Ω.
B. The airspeed scalar VA =
√
(uA + wx)2 + (vA + wy)2 + (wA + wz)2 is
measurable in addition to p, q, r, h, φ, θ, ψ, Ω. In this case not all
states are measurable. It constitutes a harder optimization problem
than set-up A and is also of interest from an estimation point of view
independent of its application to wind estimation.
C. Good groundspeed measurement can be provided by a combination of
an AHRS and a GPS which is also necessary to provide good position
measurement and is hence likely to be on board of a UAV. Measure-
ment noise is added assuming that an AHRS and GPS is on board
(see section 8.2 for sensor speciﬁcations). The noise is assumed Gaus-
sian, zero-mean with the following standard deviations σ: u,v,w,VA:
0.1m/s, p,q,r: 1◦/s, φ,θ,ψ: 2◦, altitude: 2.5m, engine: no noise. Figure
12.3 compares the noise-free and noisy states.
The linear system (A, C) is observable for both measurement scenarios. An
overview of the simulation setup is depicted in ﬁgure 12.4. The controller
implemented in chapter 11 is used to ﬂy the Aerosonde through the two way-
points detailed in table 12.1. The horizontal ﬂight path is shown in ﬁgure
12.1. For the controller it is assumed that the exact state and wind informa-
tion is available so that this chapter concentrates only on the performance
of the estimators. Medium wind from the east is introduced as a ramp input
with rate 1m/s after 5s and then remains constant once it reaches 6m/s. In
body coordinates this leads to the proﬁle depicted in ﬁgure 12.2. It is the
same scenario as in chapter 11.4.2 for constant altitude ﬂight through the
ﬁrst two waypoints.
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Waypoint xI [m] yI [m] h [m] Orientation
Start 0 0 1500 Facing straight north
1 1300 200 1500 Facing straight east
2 400 -1200 1530 Facing straight east
Table 12.1: List of waypoints.
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Figure 12.1: Horizontal ﬂight path
with constant altitude in medium
wind.
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Figure 12.2: Wind in body axes
for ﬂight with constant altitude in
medium wind.
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Figure 12.3: Comparison of noise-free and noisy state measurements.
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Figure 12.4: Simulation setup for the diﬀerent cases for wind estimation.
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The results of the case study are detailed as follows for each of the cases:
Case 1.A: Linear model with full state measurement and no noise
Case 1.A corresponds to the ideal case where no model mismatch and
no measurement noise is present. Both estimators give the same re-
sult with insigniﬁcant error (ﬁgure 12.5). The MHE was designed us-
ing the following values for the variances: Q1MHE = 10, RMHE =
diag[500, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01].
Case 1.B: Linear model with VA measurement and no noise
The output is changed so that VA is measurable instead of the groundspeed
which constitutes a slightly harder estimation problem. The MHE uses the
non-augmented system and assumes zero mean noise which is, of course, vio-
lated for the wind and the estimate hence ‘drifts’. This can be compensated
by taking a non-zero mean for wk, here wm,k = wˆ∗k|T−1, wm|T = 0 (ﬁgure
12.6). The MHE was designed using Q1MHE = 0.00001.
Case 1.C: Linear model with full state measurement and noise
In this case all states are measurable but noise is present in the measure-
ments. The results of the two estimators are shown in ﬁgure 12.7 where
it can be seen that they both obtain a good estimate of the wind that is
only slightly more noisy as in the case 1.A where no measurement noise was
present. The MHE was designed using Q1MHE = 10.
Case 1.C: Linear model with VA measurement and noise
Even though no model-mismatch is present, both estimators only give a
good estimate for wx,B. The Kalman ﬁlter only very vaguely, and with
noise, capture the trend for wy,B and no tuning could be found that im-
proves the situation. The MHE captures the trend for wy,B better (ﬁgure
12.8) but ‘drifts’ even though the mean has been compensated as mentioned
above. The MHE was designed using Q1MHE = 0.1. While this estimation
result might not be good enough for in-ﬂight wind-estimation it is certainly
interesting from an estimation point of view: both estimators are uncon-
strained, the wind disturbance is changing only slowly, but the MHE still
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performs better than the Kalman ﬁlter. The reason is probably the fact
that the MHE does not have to make any assumption about the dynamic
behaviour of the disturbance.
Case 2.A: Non-linear model with full state measurement and no
noise
The non-linear model now produces the measurements so that a model-
mismatch due to the linearization is introduced. With full mea-
surement availability, both estimators give a good estimate except
for some oscillations at the beginning of the simulation (ﬁgure 12.9).
Q1MHE = 10 for the MHE is the same as in 1.a and here RMHE =
diag[500, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01].
Case 2.B: Non-linear model with VA measurement and no noise
As already indicated by case 1.C, the situation is more diﬃcult in
the presence of noise when only the measurement of VA is avail-
able instead of the the groundspeed vector. The model mismatch
can be interpreted as a kind of noise. The Kalman ﬁlter can-
not even capture the trend, while the MHE only very vaguely cap-
tures it (ﬁgure 12.10). The MHE uses Q1MHE = 0.1, RMHE =
diag[500, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01, 0.01].
Case 2.C: Non-linear model with full state measurement and
noise
Again, noise is added to the measurements and again both estimators show
the same result which shows only a small oﬀset in wx,B (ﬁgure 12.10). As
for the noisy linear case, the MHE uses Q1MHE = 10.
Case 2.C: Non-linear model with VA measurement and noise
With the model-mismatch, the measurement noise, and the reduced mea-
surement, both estimators fail to even capture the trend (ﬁgure 12.10). The
MHE uses Q1MHE = 0.00001.
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Figure 12.5: Case 1.A: Wind es-
timate using the noise-free linear
system, all states measureable.
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Figure 12.6: Case 1.B: Wind es-
timate using the noise-free linear
system, VA measurable.
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Figure 12.7: Case 1.C: Wind es-
timate using the noisy linear sys-
tem, all states measureable.
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Figure 12.8: Case 1.C: Wind es-
timate using the noisy linear sys-
tem, VA measurable.
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Figure 12.9: Case 2.A: Wind es-
timate using the noise-free non-
linear system, all states measure-
able.
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Figure 12.10: Case 2.B: Wind es-
timate using the noise-free non-
linear system, VA measurable.
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Figure 12.11: Case 2.C: Wind es-
timate using the noisy non-linear
system, all states measureable.
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timate using the noisy non-linear
system, VA measurable.
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12.4 Analysis of the result of the wind estimation
case study
In-ﬂight model-based wind estimation was investigated using the linear
Kalman ﬁlter and the linear unconstrained MHE. The ﬁndings can be sum-
marized as follows:
• The cases where all states were measurable (noise-free and and with
noise for the linear and the full non-linear model) show that both es-
timators obtain the correct wind values (cases 1.A, 1.C, 2.A, 2.C).
It indicates that the groundspeed measurement is suﬃcient for wind
estimation so that no dead-reckoning manoeuvres or airspeed mea-
surements are necessary. Airspeed measurement via pitot tubes is
expensive because they need to be calibrated. The UAV is very likely
to be equipped with sensors such as an AHRS and a GPS that give a
good groundspeed and position measurement which is also necessary
for the guidance layer. The assumption that the UAV will be equipped
with such a sensor combination is not unrealistic.
• With the available velocity measurement reduced to VA, both estima-
tors produce estimates with a signiﬁcant error in the presence of noise
even though the nominal system is observable (cases 1.C, 2.B, 2.C).
• Case 1.B (linear system with VA measurement and no noise) highlights
the importance of the mean of the noise used in the MHE: The wind
is not a zero-mean disturbance and the MHE hence ‘drifts’ if it is
assumed so. Using the wind estimate obtained in the previous time
step as the mean of the wind compensates for the drift and results in
the correct result.
• Case 1.C (linear system with VA measurement and added noise) is
interesting from an estimation point of view as it shows the advantage
of the MHE by not having to assume a speciﬁc dynamic behaviour of
the disturbance: Even though both estimators are unconstrained the
MHE gives a better estimate.
All these results need to be validated in ﬂight tests which remains work for
the future as will be outlined in the next chapter.
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Autonomous control of unmanned aerial vehicles is an inter-disciplinary task
of considerable complexity. A large number of inter-dependent design and
implementation decisions have to be made [23]. A standard control struc-
ture consists of three layers [24, 25]: 1) the path planner, 2) the guidance, 3)
the autopilot. This structure has been implemented here using Dubins path
planning, pure pursuit follow the carrot guidance, and a model predictive
controller as the autopilot based on a linearized model of the UAV. Dubins
path planning is a geometric method. The version used here only works in
the horizontal plane and does not consider wind. The lateral and longitu-
dinal guidance are hence decoupled. The longitudinal guidance mimics a
ﬂare curve for changing altitude. The lateral guidance uses a pure pursuit
approach to follow a receding virtual waypoint (carrot). It calculates a re-
quired yaw angle to follow the planned path and adopts this angle according
to current wind conditions. The autopilot consists of a proportional stabil-
ity augmentation system and a linear MPC on top of it. Wind estimation
with diﬀerent measurements was investigated using the Kalman ﬁlter and
the moving horizon estimator. The main purposes of this part of the thesis
were
1. The investigation of the eﬀects that the various decisions have on the
overall performance. A lot of the work in the open literature focuses
only on one part of the control structure and assumes that the other
layers work perfectly. This project assesses the whole structure.
2. The investigation of the eﬃciency of linear MPC for ﬂight control. The
MPC can then be solved multi-parametrically and hence guarantees
on the performance can be given. This is of great importance for ﬂight
certiﬁcation. Research about MPC for larger planes concentrates on
the change of the model due to loading of fuel and cargo or after
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damage [127, 143, 144]. This project for small UAVs focuses on the
handling of the wind as a large disturbance.
3. The investigation of in-ﬂight wind estimation. This work has shown
that in-ﬂight wind estimation is possible with only groundspeed mea-
surement using a linear six degree of freedom model. Traditionally
wind is estimated either through dead-reckoning methods, or by com-
paring the airspeed and the groundspeed (chapter 8.6).
The limitations of the path planner obviously increase the work load of the
lower layers and greatly inﬂuence the overall performance. It also makes it
more diﬃcult to assess other reasons of a failure because the path planner
could be one of the possible causes. In-ﬂight path planning reduces the risk
of failures. The simulations show that it is absolutely vital that the lateral
guidance layer produces a ﬂyable yaw angle command and does not induce
oscillations. The control structure is then stable for medium wind but no
rigorous stability guarantees have been derived which remains work for the
future. In reality, the wind in body coordinates is not only a function of the
wind in inertial coordinates but mainly also of the movement of the aircraft.
Wind is hence a state-dependent disturbance. However the only way to
handle wind in the MPC, while maintaining a linear model, is to assume it
is constant or of a given proﬁle. This simpliﬁcation in the control may cause
diﬃculties in the presence of strong wind where the MPC becomes infeasible
as it cannot capture the change in the wind direction properly. Nonetheless,
in situations where the ﬂyability of the path is ensured, such as in medium
wind for a horizontal ﬂigth path, the overall performance of the proposed
control structure is satisfactory and a can serve as a good starting point for
further improvements. A set of possible recommendations and modiﬁcations
for the proposed three-layer control structure is given as follows:
• Robustiﬁcation of the complete structure against measurement noise
and improvement of the tolerance to stronger wind.
• Investigation of the stability conditions and stability guarantees for
the complete control structure.
• Modiﬁcation of the path planner such that it
1. takes the wind into account [114],
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2. produces a ﬂyable path in three dimensions [90],
3. is able to re-plan in-ﬂight until the waypoint has been reached,
4. re-plans the path as close to a given one as is ﬂyable.
• Modiﬁcation of the guidance such that
1. the lateral guidance law generates a ﬂyable yaw command that is
robust to measurement noise [96].
2. the lateral and longitudinal guidance are considered simultane-
ously [2].
• Robustiﬁcation of the MPC against measurement noise and wind to
avoid an infeasible optimization problem.
• Exploration of diﬀerent sensor conﬁgurations such as GPS only for the
in-ﬂight wind estimation.
This thesis only implemented basic methods of the Dubins path planner
and guidance layer. More complex methods already exist as detailed in
the literature review in chapter 8 and indicated above. All modiﬁcations
should be designed simultaneously while keeping their cross-eﬀects and the
implications of reduced or noisy measurements in mind. A ﬁrst step in
that direction was the in-ﬂight wind estimation. The guidance might be
adopted by adding or modifying existing ﬁlters or changing from a simple
pure pursuit of the carrot to a more involved strategy [96]. For the MPC,
one possibility is to investigate if constraint softening is suﬃcient to avoid
an infeasible MPC and deliver a good performance. Another possibility is to
investigate MPC with the wind as a state-dependent disturbance. Ideally,
the whole control structure could be formulated as one large optimization
problem using a twelve degree of freedom non-linear model which should
avoid any failures but by far exceeds the computational power of most small
UAVs. Such integrated methods exist for sub-parts of the complete task
ignoring the computational demand as detailed in the literature review [116].
From a computational point of view it would be ideal to keep a linear model
that can be solved multi-parametrically to make the problem tractable in
a small UAV and to simplify ﬂight certiﬁcation. Once the performance is
satisfactory in simulations, validation with ﬂight tests is required.
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14 General conclusions and future
work
The objectives of this thesis were to investigate linear moving horizon esti-
mation and linear model predictive control in two areas. In the ﬁrst part of
the thesis a framework for the simultaneous design of constrained MHE and
robust tube-based MPC was derived. In the second part the performance of
a three-layer control structure for a small unmanned aircraft with a linear
MPC as the autopilot was assessed. The possibilities of wind estimation
with MHE and Kalman ﬁltering were also investigated:
The contributions of the first part of the project are:
1. Derivation of the error dynamics and the bounding sets of the estima-
tion errors for
• the Kalman ﬁlter.
• the unconstrained MHE with additive state and measurement
noise.
• the constrained MHE with additive state and measurement noise.
2. Simultaneous design of those three estimators and tube-based MPC.
3. Extension of the multi-parametric programming framework by
• the constrained MHE with additive state and measurement noise
and the smoothed update of the arrival cost.
• the robust tube-based MPC.
The future work of this research might follow three directions: 1) inves-
tigation of a method for the calculations of tighter bounding sets for LPV
systems such as the error dynamics of the constrained MHE, 2) determina-
tion of the error dynamics of the non-steady-state Kalman ﬁlter and MHE,
and 3) extension of the framework to hybrid and non-linear systems.
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The contributions of the second part of the project are:
1. Assessment of the three-layer control structure.
2. Assessment of a linear MPC for use as an autopilot.
3. Assessment of linear MHE and Kalman ﬁltering for in-ﬂight wind es-
timation.
The research highlighted the importance of a proper consideration of the
wind as a large disturbance for small UAVs. It further showed that a linear
MPC is able to guarantee safe ﬂight when the planned ﬂight path for the
prevailing wind condition is within the capabilities of the aircraft. The wind
estimation with the linear Kalman ﬁlter and MHE obtained good results if
all states were measurable, even if measurement noise was present. For the
Kalman ﬁlter the wind disturbance had to be augmented as a state with
some assumed dynamic behaviour, here constant. The MHE can however
estimate the disturbance inherently so that no dynamic behaviour had to
be assumed. The wind estimation highlighted that the MHE can perform
better if strong noise is present and not all states are measurable. The fu-
ture work of this part can lead into various directions: 1) modiﬁcation of
the path planner to handle the presence of wind and adoption of the guid-
ance level, 2) modiﬁcation of the MPC such that the wind disturbance is
not assumed constant, 3) inclusion of measurement noise in the controller
and guidance, 4) obtaining the multi-parametric solution of the MPC for
reasons of online computational time and ﬂight certiﬁcation, 5) wind esti-
mation with other sensor conﬁgurations such as GPS only, and 6) real ﬂight
test once the simulation performance is satisfactory.
In the future the work of the two parts could be joined by the
following steps:
1. Bounds on the model mismatch between the linear system and the real
aircraft, on the estimation error of the wind, and on the measurement
noise should be determined.
2. These bound can be used to design a robust MPC for the autopilot to
guarantee safe ﬂight.
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A MHE, mRPI sets,
multi-parametric quadratic
programming
This appendix provides details of the probabilistic derivation of the MHE,
of the algorithms for the calculation of the outer ǫ-approximation of mRPI
sets for LTI and LDI systems, and of the algorithm for multi-parametric
quadratic programming.
A.1 Probabilistic derivation of MHE
Findeisen [37] gives a deterministic and a probabilistic approach to the for-
mulation of a moving horizon estimator. Here, the probabilistic approach
shall be outlined. The deterministic explanation is basically a least squares
ﬁtting of the estimate to the measurements. The probabilistic explanation
gives a bit more insight. The model of the system is given by:
xk+1 = Axk +Buk +Gwk (A.1)
yk = Cxk + vk (A.2)
The current state of the system can be calculated by forward programming
using the system equations (A.1) and (A.2) if the initial state, the determin-
istic input, and the noise sequence W T−1T−N is known. It is thus suﬃcient to
estimate the initial state and the noise. The measurements are correlated
with the states through equation (A.2). Hence, the quantity of interest is the
conditional probability density (pdf) function of the state evolution given
the measurements:
p(x0, x1, . . . , xT |y0, y1, . . . , yT ) (A.3)
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Where T is the current point in time. The optimal estimate is a functional
of this conditional pdf. It can for example be chosen as the maximum
likelihood, the conditional mean, or the maximum a-posteriory Bayesian
estimate (MAP) [6, 37, 168]. Here the MAP shall be used:
{xˆ0, xˆ1, . . . , xˆT } ∈ arg max
{x0,x1,...,xT }
p(x0, x1, . . . , xT |y0, y1, . . . , yT ) (A.4)
Using the Markov property, the Bayes rule1, the properties of logarithm2,
and the system equations (A.1) (A.2) leads to [6, 37]:
{xˆ0, xˆ1, . . . , xˆT } ∈ arg max
{x0,x1,...,xT }
p(x0, x1, . . . , xT |y0, y1, . . . , yT ) =
arg max
{x0,x1,...,xT }
log px0(x0) +
T−1∑
k=0
log pwk(w) +
T∑
k=0
log pvk(v)
(A.5)
The pdf of a normal distribution is (where σ2 is the variance, µ is the mean):
p(x) =
1
σ
√
2π
exp
(
−(x− µ)
2
2σ2
)
(A.6)
Substituting equation (A.6) into equation (A.5) and assuming zero-mean3,
leads to the minimization of the following objective function for the full
information estimator:
Φ(x0, {w}) = ‖xˆ0 − x0‖2P−10 +
T−1∑
k=0
‖wˆk‖2Q−1 +
T∑
k=0
‖vˆk‖2R−1 (A.7)
xˆk+1 = Axˆk +Buk +Gwˆk
yk = Cxˆk + vˆk
1Involving only discrete distributions, Bayes’ theorem relates the conditional and
marginal probabilities of events A and B, where B has a non-vanishing probability:
P (A|B) = P (B|A)P (A)
P (B)
, where P (A) is the prior probability or marginal probability
of A. P (A|B) is the conditional probability of A given B, also called the posterior
probability. P (B|A) is the conditional probability of B given A. P (B) is the prior or
marginal probability of B. It acts as a normalizing constant. Loosely speaking, this
Bayes’ theorem represents the way in which the beliefs about observing A are updated
by having observed B.
2Multiplications can be calculated by additions: loga(xy) = loga x+ loga y
3Non-zero mean can easily be considered by ‖wˆk − w¯k,mean‖.
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where the pair (x0, P0) is the initial guess of the mean value and its covari-
ance supplied by the user, Q and R are the covariances of the noise. The
solution of (A.7) is the optimal estimate xˆ∗0|T , Wˆ
T−1
0|T
∗
. (ˆ·)∗k|T denotes the
estimated value at time k estimated with the data available at time T . The
current state estimate xˆ∗T |T of the system can be calculated through equa-
tions (A.1) and (A.2) from the initial estimate xˆ∗0|T and the estimate of the
noise sequence Wˆ T−10|T
∗
.
A.2 Outer ǫ-approximation of the mRPI set for
LTI systems
The algorithm for the calculation of an outer ǫ-approximation of the mRPI
set for the LTI system xk+1 = Axk + wk, wk ∈ W , {wk ∈ Rn|fTi wk ≤
gi, i ∈ I } (convex polytope with the origin in its interior), is summarized
below and detailed in [43].
Algorithm A.1 Computation of an outer ǫ-approximation of the mRPI set
for LTI systems
Require: A, W, ǫ > 0
Determine: F (α, s) such that F∞ ⊆ F (α, s) ⊆ F∞ ⊕ Bn∞(ǫ)
1: Choose any s ∈ N+ (ideally set s← 0).
2: Repeat
3: Increment s by one.
4: Compute α = α◦(s) = max
i∈I
hW
(
(As)T fi
)
gi
.
5: ComputeM(s) , max
j∈{1,...,n}
{
s−1∑
i=0
hW
(
(Ai)T ej
)
,
s−1∑
i=0
hW
(−(Ai)T ej)
}
where ej is the jth standard basis vector in Rn.
6: Until α ≤ ǫ/(ǫ+M(s))
7: Compute Fs =
s⊕
i=0
AiW and scale to obtain F (α, s) , (1− α)−1Fs.
A.3 Outer ǫ-approximation of the mRPI for LDI
systems
The algorithm for the calculation of an outer ǫ-approximation of the mRPI
set for the LDI where wk ∈ W , {wk ∈ Rn|fTj wk ≤ gj , j ∈ Nl}, l ∈ N+
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(convex polytope with the origin in its interior), is summarized below and
detailed in [44].
Algorithm A.2 Computation of an outer ǫ-approximation of the mRPI set
for LDI
Require: A, W, ǫ > 0
Determine: D(α, s)
1: Choose any s ∈ N+ (ideally set s← 0).
2: Repeat
3: Increment s by one.
4: Compute α = α◦(s) = max
j∈Nl
maxis∈Is maxw∈W f
T
i Aisw
gj
.
5: Compute
M(s) , max
j∈N
+
n
{
max
is∈Is
s∑
l=0
max
w∈W
eTj Aj s−l(is)w,max
is∈Is
s∑
l=0
max
w∈W
(−ej)TAj s−l(is)w
}
where ej is the jth standard basis vector in Rn.
6: Until α ≤ ǫ/(ǫ+M(s))
7: Compute the ﬁnite Minkowski sum to obtain Ds (see [44] for details)
and scale to obtain D(α, s) , (1− α)−1Ds.
A.4 Multi-parametric programming: algorithm for
quadratic/linear problems
This appendix describe the algorithm for solving quadratic optimization
problems multi-parametric programming (mp-QP). The algorithm was de-
veloped by Dua et al. [46] and is described in detail by Sakizlis [47]. Assume
the following quadratic programming problem:
φ(θ) = min
x
L1 + L
T
2 x+ L
T
3 θ +
1
2
xTL4x+ θ
TL5x+
1
2
θTL6θ
s.t. G1x ≤ G2 +G3θ
(A.8)
where x is the vector of optimization variables of dimension nx belonging to
the set X ⊆ Rnx , θ is the vector of the parameters of dimension nθ belonging
to the set Θ ⊆ Rnθ . X and Θ are assumed to be compact polyhedral convex
sets. G2 ∈ Rp×1, L1 ∈ R1×1 are constant vectors, L2 ∈ Rnx×1, L3 ∈ Rnθ×1,
L4 ∈ Rnx×nx , L5 ∈ Rnθ×nx , L6 ∈ Rnθ×nθ , G1 ∈ Rp×nx , and G3 ∈ Rp×nθ .
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The case where L4 = 0 constitutes the linear problem for which a diﬀerent
algorithm detailed in [55] can be used. This algorithm assumes that L4 is
positive deﬁnite and symmetric. If this does not hold, L4 can be transformed
by L
′
4 = (L4 +L
T
4 )/2 to a symmetric matrix without loss of generality. It is
further assumed that the bilinear terms have been eliminated, for example
θTL5x can be transformed by z = x+L
−1
4 L
T
5 θ. Once, these conditions hold,
the optimization problem becomes:
φ(θ) = min
z
L
′
1 + L
′T
2 z + L
′T
3 θ +
1
2
zTL4z + θ
TL5θ
s.t. G
′
1z ≤ G
′
2 +G
′
3θ
(A.9)
where z is a vector that belongs to the sub-space Z ⊆ Rnz and where
L
′
1 = L1, L
′
2 = L2
L
′T
3 = L
T
3 − LT2 L−14 LT5 L
′
4 = L4, L
′
5 = L6 − L5L−14 LT5 ,
G
′
1 = G1, G
′
2 = G2, G
′
3 = G3 +G1L
−1
4 L
T
5
(A.10)
Non-linear programming theory gives the ﬁrst order Karush-Kuhn Tucker
optimality conditions of problem (A.9) by the following complementary
equations:
L
′
4z + L
′
2 +G
′T
1 µ = 0
µT ⊗ (G′1z +G
′
2 −G
′
3θ) = 0
µi ≥ 0, i = 1, ..., p
(A.11)
where µ ∈ Rq are the Lagrange multipliers of the inequality constraints of
problem (A.9) and ⊗ denotes the element by element multiplication between
two vectors.
The basic sensitivity theorem [169, contains also the proof] for quadratic
programming problems of the form (A.9) is formulated as:
Theorem A.1 Let θ0 be a vector of parameter values and (z0, µ0) a Karush
- Kuhn Tucker critical point of (A.9), where µ0 is the non-negative Lagrange
multiplier of the inequality constraints and z0 is a feasible point for (A.8).
Also assume that: (i) strict complementary slackness (SCS) holds; (ii) the
binding constraint gradients are linearly independent (LICQ: Linear inde-
pendence Constraint Qualiﬁcation); and (iii) the second-order suﬃciency
conditions (SOSC) hold. Then, in the neighbourhood of θ0, there exists a
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unique, once continuously diﬀerentiable aﬃne function [z(θ), µ(θ)] satisfy-
ing the optimality conditions (A.11).
From theorem A.1 follows for multi-parametric quadratic problems [46]:[
z(θ)
µ(θ)
]
= −(Ms)−1Ns(θ − θs) +
[
z(θs)
µ(θs)
]
(A.12)
where
Ms =


L
′
4 G
T
1,1 . . . G
T
1,p
−µ1G1,1 −V1
...
. . .
−µpG1,p −Vp

 (A.13)
Ns = (Y, µ1G3,1, ..., µpG3,p)
T (A.14)
Vi = G1,iz(θs)−G2,i −G3,iθs (A.15)
where Y is a null matrix of dimensions nx×nθ. The matricesMs and Ns are
not functions of θ or z but do still depend on their values at any point [zs θs].
Theorem A.1 guarantees that Ms is alway invertible and hence guarantees
a unique solution of (A.12). Dua et al. [46] use feasibility and optimality
conditions to derive the space of parameters for which the solution of (A.12)
is valid. These constraints are:
Feasibility constraint:
G˘1zs(θ) ≤ G˘2 + G˘3θ (A.16)
Optimality constraint:
µ˜s(θ) ≥ 0 (A.17)
where, G˘1, G˘2 and G˘3 correspond to the inactive inequalities and λ˜s to the
active constraints for the optimal point [zs θs]. Combining the constraints
(A.16) and (A.17) gives the space of parameters (critical region CR) where
the solution of (A.12) is valid:
CR =
[
G˘1zs(θ) ≤ G˘2 + G˘3θ, µ˜s(θ) ≥ 0, CRIG
]
(A.18)
where CRIG represents the set of linear inequalities deﬁning the space of
possible parameter variations as initially given by (A.9). From the obtained
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critical region CR (A.18) a compact critical region (CRc) is obtained by
CRc = △{CR} where △ is an operator removing redundant constraints
[50]. This obtained critical region is only valid in a sub-space of the space
of parameters. The remaining region also has to be explored. This region is
obtained by [46]:
CRR = CRIG − CRc. (A.19)
Repeating the above steps (A.12) and (A.18) a new critical region is
obtained. The algorithm terminates when the remaining region is empty.
The solution obtained by this multi-parametric algorithm is a set of aﬃne
proﬁles θ ∈ Θ and the convex polyhedral regions (CRs) in which each aﬃne
function holds. The CRs are hyperplanes. As mentioned above, the number
of critical regions is ﬁnite. It is possible that the same aﬃne functions
hold in neighbouring CRs. These two regions can then be joined (uniﬁed)
to reduce the number of regions in the solution and obtain a compact
representation. Algorithm A.3 gives a summary:
Algorithm A.3 mp-QP
1: Within the given initial region CRIG (A.9) ﬁx the parameters at a
feasible point θ = θs and solve (A.9) to obtain a Karush-Kuhn Tucker
point [z(θs), λ(θs)].
2: Solve (A.12) and obtain Ms, Ns.
3: Form the combined feasibility and optimality constraints to obtain the
critical region CR from (A.18).
4: Remove redundant inequalities from this CR and deﬁne the correspond-
ing compact set CRc.
5: Find the remaining region CRR (A.19).
6: If CRR is empty (no more regions to explore) go to step 7, otherwise
set CRIG = CRR and go to step 1.
7: Unify CRs where possible to reduce the number of regions and obtain
a compact representation.
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B Literature overview: single
aircraft
This appendix gives further details on the modelling of aircraft such as the
coordinate frame transformations necessary in chapter 9, the wind mod-
elling, and details on the Aerosonde and the Matlab blockset Aerosim.
B.1 Modelling of a single airplane
Coordinate frame transformation matrices
Orthonormal transformation of velocities from inertial to body axes (DCM):
H
B
I =

 cos θ cosψ cos θ sinψ − sin θ(− cosφ sinψ + sinφ sin θ cosψ) (cos θ cosψ + sinφ sin θ sinψ) sinφ cos θ
(sinφ sinψ + cosφ sin θ cosψ) (− sin θ cosψ + cosφ sin θ sinψ) cosφ cos θ


(B.1)
Orthonormal transformation of velocities from body axes to inertial axes:
HIB = (H
B
I )
T (B.2)
Non-orthonormal transformation of Euler angle rates from inertial axes to
body axes:
LBE =

 1 0 − sin θ0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

 (B.3)
Non-orthonormal transformation of Euler angle rates from body axes to
inertial axes:
LEB =

 1 sinφ tan θ cosφ tan θ0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ

 (B.4)
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Orthonormal transformation from inertial axes to velocity axes:
HVI =

 cos γ cos ξ cos γ sin ξ − sin γ− sin ξ cos ξ 0
sin γ cos ξ sin γ sin ξ cos γ

 (B.5)
Orthonormal transformation from velocity axes to inertial axes:
HIV = (H
V
I )
T (B.6)
Orthonormal transformation of velocities from wind axes to body axes:
HBW =

 cosα cosβ − cosα sinβ − sinαsinβ cosβ 0
sinα cosβ − sinα sinβ cosα

 (B.7)
Orthonormal transformation of velocities from velocity axes to wind axes:
HWV =

 1 0 00 cosµ sinµ
0 − sinµ cosµ

 (B.8)
Orthonormal transformation of velocities from wind axes to velocity axes:
HVW = (H
W
V )
T (B.9)
The transformation from inertial axes to wind axes is HW
I
= HW
V
·HV
I
.
Dynamic pressure q¯
Dynamic pressure q¯ is given by
q¯ =
ρ(h)V 2A
2
(B.10)
where ρ(h) is a function of altitude according to the US or International
Standard Atmosphere [156]. In this report ρ is used for ρ(h) for brevity.
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B.2 Atmosphere and modelling of wind
The continuous von Karman spectra in body axes are given by:
Φug(ω) =
σ2u 2Lu
V pi
1
[1+(1.339Lu ω/V )2]5/6
Φvg(ω) =
σ2v 2Lv
V pi
1+ 8
3
(1.339Lv ω/V )2
[1+(1.339Lv ω/V )2]11/6
Φwg(ω) =
σ2w 2Lw
V pi
1+ 8
3
(1.339Lw ω/V )2
[1+(1.339Lw ω/V )2]11/6
(B.11)
where ug,vg,wg are the gust velocity components in body axes, ω the angular
frequency, V the aircraft’s speed, Lu,Lv,Lw the turbulence scale lengths (ft
or m), σu,σv,σw the root square gust magnitude (ft/rad or m/rad). In MIL-
F-8785C [122] diﬀerent turbulence scale lengths for a low and a high altitude
model are speciﬁed.
B.3 Details of Aerosim and Aerosonde
This appendix presents literature related to the Aerosonde, the calculation
of moments, forces, and the eﬀect of wind as used in Aerosim. Then, details
on the in-built linearization routine for the Aerosonde are given. Further
technical data on the Aerosonde in form of the conﬁguration ﬁle of the
Aerosonde used in Aerosim are given.
B.3.1 Publications related to control of the Aerosonde
The following list of publications concentrates on control issues where the
Aerosonde was used:
• In the work of Niculescu [119] a Euclidean geometry based lateral
controller is implemented to follow a straight line between to points.
Special handling is implemented for cases of strong wind (turn nose
into wind and try to get onto the line).
• Landing in wind is investigated by Eng et al. [161]. The wind triangle
is used for wind compensation.
• A non-linear reduced order point mass model of the Aerosonde is used
for path planning between two waypoints in Etchemendy’s Master’s
thesis [104]. The full model is then controlled with PIDs to follow the
planned path.
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• Ortner and del Re [2] use a simple pure pursuit guidance law as detailed
in section 8.4. They then compare a dynamic inversion controller with
a proportional controller and conclude that the proportional controller
would be preferable due to its simplicity. Not considering the wind
(5m/s from north) in the guidance law leads to an oﬀset in the control.
• Yang et al. [129] use two linearized models (longitudinal and lateral
dynamics decoupled) of the Aerosonde to design two MPCs. They use
the Aerosim blockset for simulation, do not consider wind, and do not
include an stability augmentation system.
B.3.2 Calculation of moments, forces, and effect of wind in
Aerosim
This section details the modelling of the moments, of the forces, and of the
eﬀect of wind in the Aerosim blockset.
Calculation of moments
The calculation of the total moment needs to be adjusted to the centre of
gravity. Equation (9.25) then becomes:
M = (raero− rCG)×Faero+Maero+ (rprop− rCG)×Fprop+Mprop (B.12)
where raero, rCG, and rprop are the aerodynamic force application point, the
propulsion force application point, and the center of gravity, respectively,
all given in body axes. The aerodynamic and propulsion forces, Faero and
Fprop, are described in the next section. The aerodynamic and propulsion
moments, Maero and Mprop, are described in this section below.
The aerodynamic moment,Maero, is calculated using equations (9.25) and
(9.29). The moment due to propulsionMprop1, is assumed to only take eﬀect
1There is an ambiguity in the name Mprop. The output of the GA Propulsion System
block named Mprop, the moment due to propulsion, is not the same as the output
of the ‘Fixed-Pitch Propelle’ block with the same name which is the propeller torque
(equations (B.13) and (B.19)).
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along the body x-axis [157, p.134]. It is calculated in the GA Propulsion
System block by:
MT = Mprop =

 MTXMTY
MTZ

 =

 MTX0
0

 =

 −Torque0
0

 (B.13)
where Torque is an output of the Piston Engine block. Mprop is zero if the
engine is switched oﬀ or out of fuel. The torque of the Piston Engine is
calculated by:
Torque =
Power at Current Altitude
Ω
(B.14)
The Power at Current Altitude is given by:
Power at Current Altitude = Power LUT
√
Temperature at Sea Level
Current Temperature
(B.15)
where Power LUT is a two-dimensional table lookup to ﬁnd the power for
a given Rate-Per-Minute (RPM) and a given MAP where RPM = Ω · 30/π.
The table is named Power in the conﬁguration ﬁle in appendix B.3.4. MAP
is the manifold of pressure data points, also found in the same ﬁle. It is
calculated by:
MAP = l([MAPmin + δth (p/1000−MAPmin)], MAPmin) (B.16)
where p is the current pressure, MAPmin is the smallest entry in the MAP
vector, and the function l is
l(x, a) =

a x < ax elsewhere (B.17)
Ω is the engine speed. Ω˙ is calculated by:
Ω˙ =
Meng +Mprop
Jeng + Jprop
(B.18)
Jeng and Jprop are the moments of inertia of the engine shaft and of the
propeller as deﬁned in the conﬁguration ﬁle. Meng is the moment generated
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by the engine shaft which is the Torque as deﬁned in equation (B.14). Mprop
is now the Mprop generated by the Fixed-Pitch Propeller. It is
Mprop = Mp = −4/π3 ρR5Ω2CP (B.19)
where R is the propeller radius, Ω is the propeller rotation speed (engine
shaft rotation speed × gear ratio), and CP is the coeﬃcient of power in
dependence of the advance ratio J . It is implemented as a table-lookup
CP (J). J is given by:
J =
π VA
ΩR
(B.20)
Calculation of forces
Equations (9.24), (9.26), (9.27), and (9.29) show how the aerodynamic force
Faero is calculated. The thrust Fprop is assumed to only take eﬀect along
the body x-axis [157, p.134]. It is calculated by:
T = Fprop =

 Fp0
0

 with Fp = − 4
π2
ρR4Ω2CT (B.21)
where R is the propeller radius, Ω is the propeller rotation speed (engine
shaft rotation speed × gear ratio), and CT is the coeﬃcient of thrust in
dependence of the advance ratio J (equation (B.20)). It is implemented as
a table-lookup CT (J).
Effect of wind shear
Wind shear is taken into account by its eﬀect on the pitch and yaw rate:
qwind =
1
uaircraft
dwwind
dt
(B.22)
rwind =
1
uaircraft
dvwind
dt
(B.23)
B.3.3 Linearization in Aerosim
The Aerosim blockset comes with a built-in trim function for the Aerosonde.
This trim-function decouples the lateral and longitudinal equations and is
thus only valid for straight wing level ﬂight. The user has to supply the
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airspeed, the altitude, the bank angle, the fuel mass, and the ﬂap setting
for which the aircraft shall be trimmed. The trim function then sets default
values for aircraft control inputs and identiﬁes the order of the aircraft states.
The Aerosim trim function calls the Matlab function trim which calls a
sequential quadratic programming solver to ﬁnd steady states from a given
intitial point. Since the trim procedure is actually a non-linear optimization,
the result depends highly on the initial guess as trim only performs a local
optimization. The initial guess for the aircraft controls is obtained through
simulation with proportional feedback control for airspeed, altitude, and
airspeed hold. Once the initial guess is found, the optimization determines
the trim control inputs and states. The model is then linearized around
the trim conditions using the Matlab function linmod and then decoupled
to yield separate continuous-time LTI state-space representations for the
lateral and longitudinal equations of motion. For the longitudinal dynamics
the states, the control inputs, and the outputs are: x = [u, w, q, θ, h, Ω],
u = [δe, δth], and y = [VA, α, q, θ, h]. For the lateral-directional dynamics
the states, the control inputs, and the outputs are: x = [v, p, r, φ, ψ],
u = [δa, δr], and y = [β, p, r, φ, ψ]. The continuous-time, linear time
invariant model is of the form:
x˙ = Ax+B u
y˙ = C x
(B.24)
B.3.4 Configuration file of the Aerosonde for simulation
with Aerosim
Listing B.1: Conﬁguration ﬁle of the Aerosonde for simulation with Aerosim
% AIRCRAFT CONFIGURATION SCRIPT
% Aerosonde UAV − sample model from AeroSim Library
% Copyright 2002 Unmanned Dynamics , LLC
% Revis ion : 1 .0 Date : 05/13/2002
% Clear workspace
c l e a r a l l ;
% Name of the MAT− f i l e t h a t w i l l be genera ted
c f gma t f i l e = ’ ae rosondec fg ’ ;
%%% AERODYNAMICS %%%
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% Aerodynamic f o r c e a p p l i c a t i o n po in t
% ( u s ua l l y the aerodynamic cen ter ) [ x y z ]
rAC = [0 . 1 425 0 0 ] ; % m
%%% Aerodynamic parameter bounds %%%
% Airspeed bounds
VaBnd = [15 5 0 ] ; % m/s
% S i d e s l i p ang l e bounds
BetaBnd = [−0.5 0 . 5 ] ; % rad
% Angle o f a t t a c k bounds
AlphaBnd = [−0.1 0 . 3 ] ; % rad
%%% Aerodynamic r e f e r ence parameters %%%
% Mean aerodynamic chord
MAC = 0.189941 ; % m
% Wind span
b = 2 . 8956 ; % m
% Wing area
S = 0 . 5 5 ; % m^2
% ALL aerodynamics d e r i v a t i v e s are per radian :
%%% L i f t c o e f f i c i e n t %%%
% Zero−a lpha l i f t
CL0 = 0 . 2 3 ;
% alpha d e r i v a t i v e
CLa = 5 . 6106 ;
% L i f t c on t r o l ( f l a p ) d e r i v a t i v e
CLdf = 0 . 7 4 ;
% Pitch con t r o l ( e l e v a t o r ) d e r i v a t i v e
CLde = 0 . 1 3 ;
% alpha−dot d e r i v a t i v e
CLalphadot = 1 . 9724 ;
% Pitch ra t e d e r i v a t i v e
CLq = 7 . 9543 ;
% Mach number d e r i v a t i v e
CLM = 0 ;
%%% Drag c o e f f i c i e n t %%%
% L i f t a t minimum drag
CLmind = 0 . 2 3 ;
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% Minimum drag
CDmin = 0 . 0434 ;
% L i f t c on t r o l ( f l a p ) d e r i v a t i v e
CDdf = 0 . 1467 ;
% Pitch con t r o l ( e l e v a t o r ) d e r i v a t i v e
CDde = 0 . 0135 ;
% Rol l c on t r o l ( a i l e r on ) d e r i v a t i v e
CDda = 0 . 0302 ;
% Yaw con t r o l ( rudder ) d e r i v a t i v e
CDdr = 0 . 0303 ;
% Mach number d e r i v a t i v e
CDM = 0 ;
% Oswald ’ s c o e f f i c i e n t
osw = 0 . 7 5 ;
%%% Side f o r c e c o e f f i c i e n t %%%
% S i d e s l i p d e r i v a t i v e
CYbeta = −0.83;
% Rol l c on t r o l d e r i v a t i v e
CYda = −0.075;
% Yaw con t r o l d e r i v a t i v e
CYdr = 0 . 1914 ;
% Rol l r a t e d e r i v a t i v e
CYp = 0 ;
% Yaw ra t e d e r i v a t i v e
CYr = 0 ;
%%% Pitch moment c o e f f i c i e n t %%%
% Zero−a lpha p i t c h
Cm0 = 0 . 1 3 5 ;
% alpha d e r i v a t i v e
Cma = −2.7397;
% L i f t c on t r o l d e r i v a t i v e
Cmdf = 0 . 0467 ;
% Pitch con t r o l d e r i v a t i v e
Cmde = −0.9918;
% alpha_dot d e r i v a t i v e
Cmalphadot = −10.3796;
% Pitch ra t e d e r i v a t i v e
Cmq = −38.2067;
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% Mach number d e r i v a t i v e
CmM = 0 ;
%%% Rol l moment c o e f f i c i e n t %%%
% S i d e s l i p d e r i v a t i v e
Clbeta = −0.13;
% Rol l c on t r o l d e r i v a t i v e
Clda = −0.1695;
% Yaw con t r o l d e r i v a t i v e
Cldr = 0 . 0024 ;
% Rol l r a t e d e r i v a t i v e
Clp = −0.5051;
% Yaw ra t e d e r i v a t i v e
Clr = 0 . 2519 ;
%%% Yaw moment c o e f f i c i e n t %%%
% S i d e s l i p d e r i v a t i v e
Cnbeta = 0 . 0726 ;
% Rol l c on t r o l d e r i v a t i v e
Cnda = 0 . 0108 ;
% Yaw con t r o l d e r i v a t i v e
Cndr = −0.0693;
% Rol l r a t e d e r i v a t i v e
Cnp = −0.069;
% Yaw ra t e d e r i v a t i v e
Cnr = −0.0946;
%%% PROPELLER %%%
% Propuls ion f o r c e a p p l i c a t i o n po in t
% ( u s ua l l y p r o p e l l e r hub ) [ x y z ]
rHub = [0 0 0 ] ; % m
% Advance r a t i o v ec t o r
J = [−1 0 0 .1 0 .2 0 .3 0 .35 0 .4 0 .45 0 .5 0 .6 0 .7 0 .8 0 .9 . . .
1 1 . 2 2 ] ;
% Coe f f i c i e n t o f t h r u s t look−up t a b l e CT = CT(J)
CT = [0 . 0 492 0 .0286 0 .0266 0 .0232 0 .0343 0 .034 0 .0372 . . .
0 .0314 0 .0254 0 .0117 −0.005 −0.0156 −0.0203 −0.0295 −0.04 . . .
−0 .1115 ] ;
% Coe f f i c i e n t o f power look−up t a b l e CP = CP(J)
CP = [0 . 0 199 0 .0207 0 .0191 0 .0169 0 .0217 0 .0223 0 .0254 . . .
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0 .0235 0 .0212 0 .0146 0 .0038 −0.005 −0.0097 −0.018 −0.0273 . . .
−0 .0737 ] ;
% Prope l l e r rad ius
Rprop = 0 . 2 5 4 ; % m
% Prope l l e r moment o f i n e r t i a
Jprop = 0 . 0 0 2 ; % kg∗m^2
%%% ENGINE %%%
% Engine rpm vector , ro t per min
RPM = [1500 2100 2800 3500 4500 5100 5500 6000 7000 ] ;
% Manifold pre s sure vec t o r
MAP = [60 70 80 90 92 94 96 98 1 0 0 ] ; % kPa
% Sea− l e v e l f u e l f l ow look−up t a b l e f f l ow = f f l ow (RPM, MAP)
% RPM −> rows , MAP −> columns
FuelFlow = [
31 32 46 53 55 57 65 73 82
40 44 54 69 74 80 92 103 111
50 63 69 92 95 98 126 145 153
66 75 87 110 117 127 150 175 190
83 98 115 143 148 162 191 232 246
93 102 130 159 167 182 208 260 310
100 118 137 169 178 190 232 287 313
104 126 151 184 191 206 253 326 337
123 144 174 210 217 244 321 400 408
] ; % g/hr
% Sea− l e v e l power look−up t a b l e P = P(RPM, MAP)
% RPM −> rows , MAP −> columns
Power = [
18 .85 47 .12 65 .97 67 .54 69 .12 67 .54 67 .54 69 .12 86 .39
59 .38 98 .96 127 .55 149 .54 151 .74 160 .54 178 .13 200 .12 224 .31
93 .83 149 .54 187 .66 237 .5 249 .23 255 .1 307 .88 366 .52 398 .77
109 .96 161 .27 245 .57 307 .88 326 .2 351 .86 421 .5 491 .14 531 .45
164 .93 245 .04 339 .29 438 .25 447 .68 494 .8 565 .49 673 .87 . . .
772 .83
181 .58 245 .67 389 .87 496 .69 528 .73 571 .46 662 .25 822 .47 . . .
993 .37
184 .31 293 .74 403 .17 535 .64 570 .2 622 .04 748 .75 956 .09 . . .
1059 .76
163 .36 276 .46 420 .97 565 .49 609 .47 691 .15 860 .8 1130.97 . . .
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1193.81
124 .62 249 .23 417 .83 586 .43 645 .07 762 .36 996 .93 1246.17 . . .
1429 .42
] ; % W
% Sea− l e v e l p re s sure and temperature . . .
% at which the data above i s g i ven
pSL = 102300; % Pa
TSL = 291 . 15 ; % deg K
% Engine s h a f t moment o f i n e r t i a
Jeng = 0 . 0001 ; % kg∗m^2
%%% INERTIA %%%
% Empty a i r c r a f t mass ( zero−f u e l )
mempty = 8 . 5 ; % kg
% Gross a i r c r a f t mass ( f u l l f u e l tank )
mgross = 13 . 5 ; % kg
% Empty CG l o c a t i o n [ x y z ]
CGempty = [ 0 . 1 5 6 0 0 . 0 7 9 ] ; % m
% Gross CG l o c a t i o n [ x y z ]
CGgross = [ 0 . 1 5 9 0 0 . 0 9 0 ] ; % m
% Empty moments o f i n e r t i a [ Jx Jy Jz Jxz ]
Jempty = [0 . 7 795 1 .122 1 .752 0 . 1 2 1 1 ] ; % kg∗m^2
% Gross moments o f i n e r t i a [ Jx Jy Jz Jxz ]
Jgros s = [ 0 . 8 244 1 .135 1 .759 0 . 1 2 0 4 ] ; % kg∗m^2
%%% OTHER SIMULATION PARAMETERS %%%
% WMM−2000 date [ day month year ]
dmy = [13 05 2002 ] ;
% Save workspace v a r i a b l e s to MAT f i l e
save ( c f gma t f i l e ) ;
% Output a message to the screen
f p r i n t f ( s t r c a t ( ’ \n␣ A i r c r a f t ␣ c on f i gu r a t i on ␣ saved␣ as : \ t ’ , . . .
s t r c a t ( c f gma t f i l e ) , ’ . mat ’ ) ) ;
f p r i n t f ( ’ \n ’ ) ;
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of the linear model
This appendix details the design of the dampers of the SAS and the deriva-
tion of the linear system presented in chapter 10.
C.1 Design of the dampers of the SAS
The dampers have been designed as part of Matthias Dördelman’s project
work. The details can be found below. To obtain the gain for each damper
simpliﬁed equations for each mode will be used so that the gain can be
calculated analytically.
Pitch damper
The pitch damper modiﬁes the short period of the aircraft. The character-
istic equation can be obtained from the state space equation [170]:
det(sI−A) = s2 − (Mq + Zα)s+ (MqZα −Mα) = 0 (C.1)
Comparing it to the common oscillator’s equation
s2 + 2Dω0s+ ω
2
0 = 0 (C.2)
leads to the natural frequency
ω0 =
√
MqZα −Mα (C.3)
and the damping
D = − Mq + Zα
2
√
MqZα −Mα
(C.4)
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The damper deﬂects the elevator from the pitch rate q to modify the air-
craft’s pitch moment Mq and therefore adjust the damping. The pitch mo-
ments result in the angular acceleration [170]
q˙ = Mqq +Mαα+Mδeδe (C.5)
The pitch damper’s gain keq alters the deﬂection of the elevator from δe =
δep to
δe = δep + keqq (C.6)
This changes equation (C.5) to
q˙ = Mqq +Mαα+Mδe(δep + keqq) = M
∗
q q +Mαα+Mδeδep (C.7)
where M∗q = Mq +Mδekeq is the modiﬁed Mq of the aircraft.
With one parameter keq it is only possible to pre-deﬁne either the damping
or the natural frequency as ω0 = ω0(D). Comparing this to equation (C.2)
yields
keq = − 1
Mδe
(−2Dω0 +Mq + Zα) (C.8)
and
ω20 = (Mq +Mδekeq)Zα −Mα (C.9)
Inserting equation (C.8) into (C.9) and solving keq for a given damping D
yields
ω01,2 = DZα ±
√
D2Z2α − Z2α −Mα (C.10)
Using again equation (C.8) keq can be calculated.
With a desired damping of D = 0.8 and the negative ω02 from equation
(C.10) (to obtain a positive D) the results are
keq = 0.1301 s (C.11)
and using equation (C.3)
ω0 =
√
M∗qZα −Mα = 11.9926
1
s
(C.12)
Without the damper these values would be D = 0.6724 and ω0 = 11.32761s .
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Phugoid damper
The phugoid damper deﬂects the elevator from the pitch angle deviation.
The gain is set to
keθ = 0.3 (C.13)
Yaw damper
The yaw damper is used to alter the dutch roll. The characteristic equation
of the dutch roll reads [170]
det(sI−A) = s2 − (Nr + Yβ)s+ (Nβ +NrYβ) = 0 (C.14)
Hence, compared to equation (C.2),
ω0 =
√
Nβ +NrYβ (C.15)
and
D = − Nr + Yβ
2
√
Nβ +NrYβ
(C.16)
As the yaw damper deﬂects the rudder proportional to the yaw rate r the
deﬂection of the rudder becomes
δr = δrp + krrr (C.17)
where krr is the gain of the yaw damper. This changes the equation of the
angular acceleration from [170]
r˙ = Nrr +Nββ +Nδrδr (C.18)
to
r˙ = N∗r r +Nββ +Nδrδrp (C.19)
where N∗r = Nr +Nδrkrr is the adjusted Nr of the aircraft.
To calculate the value of krr one can obtain, similar to the pitch damper,
krr =
2Dω0 −Nr − Yβ
Nδr
(C.20)
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and
ω01,2 = DYβ ±
√
D2Y 2β +N
2
β − Yβ (C.21)
With a desired damping of D = 0.8 the results are
krr = 0.3983 s (C.22)
and
ω0 =
√
Nβ +N∗r Yβ = 3.2712
1
s
(C.23)
With no yaw damper these values would be D = 0.1857 and ω0 = 2.88211s .
Roll damper
The roll damper deﬂects the ailerons from the measured roll rate. The roll
mode is aperiodic so the time constant TR is altered with the damper. TR
can be approximated by using [170]
1
TR
= −Lp +
(
Np − g
V0
)
Lβ
Nβ
(C.24)
The equation of the roll acceleration is [170]
p˙ = Lpp+ Lδaδa (C.25)
The roll damper changes δa = δap to δa = δap + kapp which yields
p˙ = L∗pp+ Lδaδap (C.26)
where again L∗p = Lp + Lδakap is the modiﬁed Lp. So using
1
TR
= −L∗p +
(
Np − g
V0
)
Lβ
Nβ
(C.27)
the gain kap can be calculated as follows:
kap =
−Lp +
(
Np − gV0
)
Lβ
Nβ
− 1TR
Lδa
(C.28)
A desired roll time constant of TR = 0.03s yields kap = 0.2629s. With no
damper the roll time constant is TR = 0.0540s.
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Damping of the spiral
As previously mentioned, the spiral of the undamped aircraft is slightly
unstable. This can also be seen using the approximation of the spiral’s time
constant TS which reads [170]
1
TS
= TR
g
V0
1
Nβ
(NrLβ −NβLr) (C.29)
Without any damper the result is TS = −21.8253s.
But as the yaw damper changes Nr to N∗r and the roll damper changes
TR the time constant of the spiral also changes even without a special spi-
ral damper. Inserting these new values into equation (C.29) yields TS =
+4.3624s, which means that the spiral is stabilized.
C.2 Linearized model of the Aerosonde
This appendix presents the continuous-time linearized model of the Aerosonde
as described in chapter 10. The trim conditions at which the linearization
has been carried out are stated in table C.1. The resulting state-space model
Airspeed 25 m/s Altitude 1500 m
Bank angle 0 rad Fuel mass 2kg
Flap setting 0 (in fraction) Sample time 0.04 s
Table C.1: Trim conditions for controller design.
has 11 states, 4 inputs, and 11 outputs. The outputs are the same as the
inputs with the exception of the ﬁrst three variables where u, v, w, are re-
placed by VA, β, α. The following values are valid at the trim condition
without wind:
x = [u, v, w, p, q, r, φ, θ, ψ h, Ω]
= [24.953m/s, 0m/s, 1.5392m/s, 0◦/s, 0◦/s, 0◦/s,
− 0.036603◦, 3.5299◦, 0◦, 1500m, 546.68rot/s]
u = [δe, δa, δr, δth] = [−6.4229◦, −0.4646◦, −0.073912◦, 0.7992]
y = [Va, β, α, . . . ] = [24.953m/s, 0
◦, 3.5298◦, . . . ]
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C Design of the SAS and derivation of the linear model
A =


0.9524 −0.0020 0.1131 0.0008 −0.0708 0.0254 −0.0040
0.0005 0.3166 0.0000 0.1263 −0.0000 −1.1411 1.3552
0.0208 0.0013 −0.0335 −0.0002 0.5606 −0.0157 0.0030
0.0015 −0.0040 0.0002 −0.0090 −0.0000 0.0842 −0.0661
0.0345 −0.0007 −0.0984 0.0006 −0.2074 −0.0010 0.0007
0.0000 0.1319 0.0000 0.0137 −0.0000 −0.1325 0.2259
0.0003 −0.0053 0.0000 0.0177 −0.0000 0.0315 0.9930
0.0052 0.0001 −0.0286 −0.0000 0.0496 −0.0009 0.0001
0.0000 0.0232 0.0000 −0.0038 −0.0000 0.0589 0.0188
0.0226 0.0002 −0.1525 −0.0001 0.0668 −0.0004 −0.0001
4.4878 −0.0096 0.4134 0.0063 −0.0672 0.0772 −0.0085




−1.7864 0.0000 −0.0000 0.0016
−0.0003 0.0000 0.0000 0.0000
−1.6012 0.0000 0.0001 −0.0010
−0.0026 0.0000 0.0000 0.0000
−0.4744 0.0000 −0.0000 −0.0002
−0.0001 0.0000 0.0000 0.0000
−0.0002 0.0000 0.0000 0.0000
0.9147 0.0000 −0.0000 −0.0001
0.0000 1.0000 0.0000 0.0000
4.9637 0.0000 1.0000 −0.0000
−4.8512 0.0000 −0.0090 0.5557


B =


0.4228 0.0601 0.0393 0.0501
0.0000 −1.4822 4.8306 −0.0041
−5.1732 −0.0339 −0.0238 −0.0294
0.0001 −2.1562 −0.5683 −0.0146
−1.4687 −0.0102 0.0017 −0.0155
0.0000 0.1343 −1.1603 −0.0002
0.0000 −0.4001 −0.0685 −0.0027
−0.2763 −0.0019 −0.0016 −0.0014
0.0002 0.0206 −0.1970 −0.0001
−0.0918 −0.0007 −0.0008 −0.0001
0.1808 0.1478 0.1350 43.8816


G =


0.0478 0.0021
−0.0004 0.6834
−0.0207 −0.0025
−0.0015 0.0040
−0.0347 0.0005
−0.0000 −0.1319
−0.0003 0.0053
−0.0052 −0.0001
−0.0000 −0.0232
−0.0227 −0.0003
−4.5122 0.0100


C =


0.9981 0. 0.0616 0 0 0 0 0 0 0 0
0 0.0400 0 0 0 0 0 0 0 0 0
−0.0025 0 0.0399 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1


D = 0
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C.2 Linearized model of the Aerosonde
The eigenvalue analysis shows that all poles are stable. The main dynamic
modes are:
Longitudinal Eigenvalues Damping Natural Period/
modes frequency Time constant
Short-period -6.1204 ± 10.3410i 0.5093 12.0165rad/s 0.6076s
Phugoid -0.1740 ± 0.5039i 0.3264 0.5331rad/s 12.4696s
Lateral Eigenvalues Damping Natural Period
modes frequency Time constant
Roll -48.7491 - - 0.0205s
Dutch roll -5.5130 ± 6.5457i 0.6442 8.5580rad/s 0.9599s
Spiral -0.0187 - - 53.4585s
Table C.2: Eigenvalues of the linearized model: stable spiral mode through
dampers.
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D Three-layer control: additional
results
This appendix pictures additional results of the three-layer control of the
Aerosonde detailed in chapter 11.
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Figure D.1: Flight path.
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Figure D.2: Angle of attack and
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Figure D.3: Longitudinal and lateral states.
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6m/s wind
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Figure D.4: Flight path in 6m/s
wind, variable altitude.
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Figure D.5: Angle of attack and
sidelip angle in 6m/s wind, vari-
able altitude.
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Figure D.6: Longitudinal and lateral states in 6m/s wind, variable altitude.
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Figure D.7: Flight path in 6m/s
wind, constant altitude.
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D Three-layer control: additional results
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Figure D.9: Longitudinal and lateral states in 6m/s wind, constant altitude.
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