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Abstract
In this article a technique for constructing p-ary bent functions
from near-bent functions is presented. Two classes of quadratic p-ary
functions are shown to be near-bent. Applying the construction of bent
functions to these classes of near-bent functions yields classes of non-
quadratic bent functions. We show that one construction in even di-
mension yields weakly regular bent functions. For other constructions,
we obtain both weakly regular and non-weakly regular bent functions.
In particular we present the first known infinite class of non-weakly
regular bent functions.
Keywords: Bent function, Near-bent function, Semi-bent function,
Weakly regular, Non-weakly regular, Fourier transform.
1 Introduction
Let p be a prime, and let Vn be any n-dimensional vector space over Fp. For
a function f from Vn to Fp the Fourier transform (or Walsh transform) of
f is the complex valued function f̂ on Vn given by
f̂(b) =
∑
x∈Vn
ǫf(x)−〈b,x〉p
where ǫp = e
2πi/p and 〈, 〉 denotes any inner product on Vn. We say that f is
a bent function if |f̂(b)|2 = pn for all b ∈ Vn. If p = 2 then ǫp = −1 and f̂(b)
is an integer, so a necessary condition for the existence of a bent function
is that n is even. This does not hold for odd p, where bent functions can
exist for both odd and even n. When p is odd, bent functions are sometimes
called p-ary bent functions.
As all vector spaces of dimension n over Fp are isomorphic we may as-
sociate Vn with the finite field Fpn . We then usually use the inner product
〈x, y〉 = Trn(xy) where Trn(z) denotes the absolute trace of z ∈ Fpn. In
1Research supported by the Claude Shannon Institute, Science Foundation Ireland
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this framework the Fourier transform of a function f from Fpn to Fp is the
complex valued function on Fpn given by
f̂(b) =
∑
x∈Fpn
ǫf(x)−Trn(bx)p .
Often one considers the normalized Fourier coefficient p−n/2f̂(b) of a bent
function. For any p, we can only say a priori that the normalized Fourier
coefficients lie on the unit circle. For p = 2, a bent function must have
normalized Fourier coefficients ±1, because the Fourier coefficients are real.
For odd p, the values of the normalized Fourier coefficients of a bent function
are also quite constrained, (cf. [2], [4, Property 8]). The possibilities are as
follows:
p−n/2f̂(b) =
{
±ǫ
f∗(b)
p : n even or n odd and p ≡ 1 mod 4
±iǫ
f∗(b)
p : n odd and p ≡ 3 mod 4
(1)
where f∗ is a function from Fpn to Fp that by definition gives the exponent
of ǫp.
A bent function f is called regular if, for all b ∈ Fpn, we have
p−n/2f̂(b) = ǫf
∗(b)
p ,
i.e., the coefficient of ǫ
f∗(b)
p is always +1. Thus the normalized Fourier
coefficients of a regular bent function are a subset of (in fact the full set
of) the p-th roots of unity. This is a natural generalization of the binary
situation, where the normalized Fourier coefficients are ±1. It is obvious
from equation (1) that regular bent functions can only exist for even n and
for odd n with p ≡ 1 mod 4. For example, when p = 3, regular bent functions
can only exist in even dimensions, and the normalized Fourier coefficients
are shown in the complex plane in Fig 1.
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Fig 1, p = 3, even dimension
2
A bent function f is called weakly regular if, for all b ∈ Fpn , we have
p−n/2f̂(b) = ζ ǫf
∗(b)
p
for some complex number ζ with absolute value 1 (see [4]). By (1), ζ can
only be ±1 or ±i. Thus the normalized Fourier coefficients of a weakly
regular bent function are a rotation (through some multiple of π/2) of the
p-th roots of unity. For p = 3, the three possibilities for the normalized
Fourier coefficients are shown in Fig 2, Fig 3 and Fig 4. In this ternary case,
weakly regular bent functions (that are not regular) can exist in both odd
and even dimensions.
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Fig 2, p = 3, even dimension
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Fig 3, p = 3, odd dimension
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Fig 4, p = 3, odd dimension
Almost all known p-ary bent functions are weakly regular. Until this
paper, there are just a few sporadic examples of non-weakly regular bent
functions known (see [2, 3]). If p = 3, a non-weakly regular bent function in
even dimensions would have normalized Fourier coefficients as in Fig 5 (Fig
1 and Fig 2 combined).
s
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Fig 5, p = 3, even dimension
A ternary non-weakly regular bent function in odd dimensions would
have normalized Fourier coefficients as in Fig 6 (Fig 3 and Fig 4 combined).
We give a construction of such functions in this paper (for any p).
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Fig 6, p = 3, odd dimension
For the binary case, where bent functions in odd dimension do not exist,
the notion of near-bent functions was introduced in [5]. We generalize this
now to characteristic p, and we call a function f from Fpn to Fp near-bent
if, for all b ∈ Fpn, |f̂(b)|
2 = pn+1 or 0. We remark that in [1] the term
semi-bent function is used for the same concept in characteristic 2.
In this article we first generalize to characteristic p the technique pre-
sented in [5] (see also [1]) that constructed binary bent functions from near-
bent functions. In Section 2 we illustrate the principle of the construction.
The idea is to choose near-bent functions in dimension n, which will be
mappings from Fpn to Fp, and glue them together using another copy of Fp
to obtain bent functions in dimension n + 1. These functions will be from
Fpn × Fp to Fp. The near-bent functions must be chosen so that the sup-
ports of their Fourier transforms are disjoint, so exactly one of their Fourier
transforms is nonzero at any point. We will show that varying the glueing
coefficients from the extra copy of Fp can drastically change the nature of
the bent function, thereby demonstrating that inequivalent bent functions
can be constructed by this method. For example, both weakly regular and
non-weakly regular bent functions can be found by a simple tweak of the
Fp-coefficients (which are denoted ck below, see Theorem 8).
In Section 3 we present a class of p-ary quadratic binomials that are near-
bent. Another feature of our construction is that we obtain infinite families
of non-quadratic bent functions from quadratic near-bent functions, so we
are able to leave the quadratic world. The construction of bent functions
from quadratic near-bent functions is described in detail in Section 4. In
Section 5 we prove that one class of bent functions obtained with the near-
bent functions introduced in Section 3 is weakly regular. For the general
construction we give if and only if conditions to yield weakly regular bent
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functions. Using these conditions we are then able to give infinite classes of
non-weakly regular bent functions.
2 Obtaining bent functions from near-bent func-
tions
Let f be a function from Fpn to Fp, and f̂ denote its Fourier transform. The
support of f̂ is then defined to be the set supp(f̂) = {b ∈ Fpn | f̂(b) 6= 0}.
For any p-ary function f we have∑
b∈Fpn
∣∣∣f̂(b)∣∣∣2 = ∑
b∈Fpn
∑
x,y∈Fpn
ǫf(x)−Trn(bx)−(f(y)−Trn(by))p
=
∑
x,y∈Fpn
ǫf(x)−f(y)p
∑
b∈Fpn
ǫTrn(b(y−x))p .
Observing that
∑
b∈Fpn
ǫ
Trn(b(y−x))
p = 0 if x 6= y, and
∑
b∈Fpn
ǫ
Trn(b(y−x))
p = pn
if x = y, we obtain the special case of Parseval’s relation:∑
b∈Fpn
∣∣∣f̂(b)∣∣∣2 = ∑
x,y∈Fpn ,x=y
pn = p2n.
For a near-bent function f , clearly∑
b∈Fpn
∣∣∣f̂(b)∣∣∣2 = ∣∣∣supp(f̂)∣∣∣ pn+1
and combining this with Parseval’s relation gives∣∣∣supp(f̂)∣∣∣ = pn−1.
The following theorem presents how to obtain p-ary bent functions from
a set of p near-bent functions f0(x), f1(x), · · · , fp−1(x) from Fpn to Fp with
supp(f̂i)∩supp(f̂j) = ∅ for i 6= j. We remark that then
⋃p−1
i=0 supp(f̂i) = Fpn .
Theorem 1 Let f0(x), f1(x), · · · , fp−1(x) be near-bent functions from Fpn
to Fp such that supp(f̂i) ∩ supp(f̂j) = ∅ for 0 ≤ i 6= j ≤ p − 1. Then the
function F (x, y) from Fpn × Fp to Fp defined by
F (x, y) = (p− 1)
p−1∑
k=0
y(y − 1) · · · (y − (p − 1))
y − k
fk(x)
is bent.
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Proof : For (a, b), (x, y) ∈ Fpn×Fp the inner product we use is Trn(ax)+
by. The Fourier transform F̂ of F at (a, b) is
F̂ (a, b) =
∑
x∈Fpn ,y∈Fp
ǫF (x,y)−Trn(ax)−byp
=
∑
y∈Fp
ǫ−byp
∑
x∈Fpn
ǫF (x,y)−Trn(ax)p
=
∑
y∈Fp
ǫ−byp
∑
x∈Fnp
ǫ
(p−1)!(p−1)fy(x)−Trn(ax)
p
=
∑
y∈Fp
ǫ−byp
∑
x∈Fnp
ǫ
fy(x)−Trn(ax)
p
=
∑
y∈Fp
ǫ−byp f̂y(a).
As each a ∈ Fpn belongs to the support of exactly one f̂y, y ∈ Fp, for this y
we have
∣∣∣F̂ (a, b)∣∣∣ = |ǫ−byp f̂y(a)| = pn+12 . ✷
3 Monomial and binomial quadratic near-bent func-
tions
Recall that a function f from Fpn to Fp of the form
f(x) = Trn
(
l∑
i=0
aix
pi+1
)
is called quadratic, its algebraic degree is two (if f is not constant), see [1, 2].
The following theorem giving the Fourier spectrum of a quadratic function
in terms of the dimension of a certain subspace of Fpn (seen as a vector
space over Fp) is essentially Proposition 2 in [2]. The result is obtained via
the standard squaring technique. We present the proof to keep the paper
self contained.
Theorem 2 Let f be the quadratic p-ary function
f(x) = Trn
(
l∑
i=0
aix
pi+1
)
,
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and let L(z) be the linearized polynomial
L(z) =
l∑
i=0
(
ap
l
i z
pl+i + ap
l−i
i z
pl−i
)
. (2)
The square of the Fourier transform of f takes absolute values 0 and pn+s,
where s is the dimension of the kernel of the linear transformation on Fpn
defined by L(z).
Proof. With the standard squaring technique we obtain
|f̂(−b)|2 =
∑
x,y∈Fpn
ǫf(x)−f(y)+Trn(b(x−y))p
=
∑
y,z∈Fpn
ǫf(y+z)−f(y)+Trn(bz)p
=
∑
z∈Fpn
ǫf(z)+Trn(bz)p
∑
y∈Fpn
ǫf(y+z)−f(y)−f(z)p .
Observe that
f(y + z)− f(y)− f(z) = Trn
(
l∑
i=0
ai
(
(y + z)p
i+1 − yp
i+1 − zp
i+1
))
= Trn
(
l∑
i=0
ai
(
yzp
i
+ yp
i
z
))
= Trn
(
yp
l
l∑
i=0
(
ap
l
i z
pl+i + ap
l−i
i z
pl−i
))
= Trn(y
plL(z)).
Consequently
|f̂(−b)|2 =
∑
z∈Fpn
ǫf(z)+Trn(bz)p
∑
ypl∈Fpn
ǫTrn(yL(z))p
= pn
∑
z∈Fpn
L(z)=0
ǫf(z)+Trn(bz)p
=
{
pn+s if f(z) + Trn(bz) ≡ 0 on ker(L)
0 otherwise
(3)
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where in the last step we used that f(z) + Trn(bz) is linear on the kernel of
L. ✷
3.1 Monomials
Our next goal is to find quadratic near-bent functions that can be used to
construct bent functions as described in Theorem 1. We might hope for a
monomial function, but unfortunately these do not exist as we now prove.
Theorem 3 Quadratic monomial near-bent functions f(x) = Trn(ax
pr+1),
a ∈ Fpn, in odd characteristic p do not exist.
Proof. The linearized polynomial (2) that corresponds to f(x) = Trn(ax
pr+1)
is given by L(z) = az+ ap
r
zp
2r
. We have to show that for any odd prime p,
integers r, n ≥ 1 and a ∈ Fpn the kernel of the linear map on Fpn induced by
L does not have dimension 1. For a primitive element γ of Fpn let a = γ
c for
some c, 0 ≤ c ≤ pn − 2. Then L(γt) = 0 for an exponent t, 0 ≤ t ≤ pn − 2, if
and only if
γ
pn−1
2
−c(pr−1) = γ(p
2r−1)t,
which is equivalent to
pn − 1
2
− c(pr − 1) ≡ (p2r − 1)t mod (pn − 1).
Clearly the kernel of L has dimension 1 if and only if this congruence has
p − 1 incongruent solutions, which applies if and only if the two conditions
gcd(p2r−1, pn−1) = p−1 and p−1 divides p
n−1
2 − c(p
r−1) hold. The first
condition is satisfied if and only if gcd(2r, n) = 1, in particular n is then
odd, which contradicts the second condition. ✷
Remark 1 In [2] it is pointed out that f is bent, i.e. the kernel of L has
dimension 0, if and only if pgcd(2r,n) − 1 does not divide p
n−1
2 − c(p
r − 1).
3.2 Binomials
As a consequence of Theorem 3 we must consider non-monomial quadratic
functions in order to be able to apply Theorem 1. Two classes of binomial
near-bent functions are presented in the following theorem.
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Theorem 4 Let c 6= 0 be an element of Fp. The function f from Fpn to Fp
given by
(i)
f(x) = Trn
(
cxp
r+1 − cxp
t+1
)
(4)
is near-bent if and only if gcd(n, r+ t) = gcd(n, r− t) = gcd(n, p) = 1,
and
(ii)
f(x) = Trn
(
cxp
r+1 + cxp
t+1
)
(5)
is near-bent if and only if gcd(n, 2(r+ t)) = gcd(n, 2(r− t)) = 2, r− t
is odd, and gcd(n, p) = 1.
Proof. By Theorem 2 a function f from Fpn to Fp is near-bent if and only
if the kernel (in Fpn) of the corresponding linearized polynomial L(x) has
dimension 1 as a vector space over Fp, i.e., gcd(L(x), x
pn − x) has degree p.
Equivalently ker(L) is one-dimensional if and only if the associates A(x) and
xn − 1 of L(x) and xp
n
− x, respectively, satisfy deg(gcd(A(x), xn − 1)) = 1,
see [6, p.118].
For the binomial (4) we have L(x) = c(x+xp
2r
−xp
r−t
−xp
r+t
), consequently
A(x) = c(1 + x2r − xr−t − xr+t) = c(xr+t − 1)(xr−t − 1). Using gcd(xm −
1, xn − 1) = xgcd(m,n) − 1 we easily see that deg(gcd(A(x), xn − 1)) = 1 if
and only if gcd(n, r + t) = gcd(n, r − t) = gcd(n, p) = 1. The last condition
prevents 1 from being a multiple root of xn − 1.
The polynomial A(x) for the binomial (5) is given by A(x) = c(1 + x2r +
xr−t+xr+t) = c(xr+t+1)(xr−t+1). Using gcd(xm−1, xn−1) = xgcd(m,n)−1
we obtain that
g = gcd(xr±t + 1, xn − 1) = (xgcd(2(r±t),n) − 1)/(xgcd(r±t,n) − 1). (6)
If n is odd then g = 1, thus we need n even and hence we have gcd(n, 2(r±
t)) ≥ 2. If gcd(n, 2(r ± t)) = 2 then r ± t odd is a necessary and sufficient
condition for g = x+1. If gcd(n, 2(r±t)) = 2u for an odd integer u > 1 then
by equation (6) we have g = xu + 1, and gcd(n, 2(r ± t)) = 2e for an even
integer e yields g = 1 or g = xe + 1. As a consequence, gcd(n, 2(r + t)) =
gcd(n, 2(r − t)) = 2 and r − t (r + t) odd are necessary conditions for
gcd(A(x), xn − 1) = x+ 1. As −1 is then a double root of A(x) we obtain
gcd(A(x), xn − 1) = x+ 1 if and only if gcd(n, p) = 1. ✷
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Remark 2 The kernel of L(x) in Fpn for the function (4) is the set of the
solutions of xp − x, which is Fp. For the function (5) the kernel of L(x) in
Fpn is the set of the solutions of x
p + x, which are all in Fp2.
Remark 3 Note that in part (i), n can be either even or odd, whereas in
part (ii), the conditions imply that n must be even.
4 Constructions of Bent Functions, Examples
In order to apply Theorem 1 we need p near-bent functions such that the
supports of their Fourier transforms are pairwise disjoint. We observe that
the support of the Fourier transform of the quadratic p-ary function f(x) =
Trn(
∑l
i=0 aix
pi+1) is explicitly described in equation (3). This will be used
in the following theorem which describes how to obtain a set of p quadratic
near-bent functions with the required properties.
Theorem 5 Let g0, g1, . . . , gp−1 be quadratic near-bent functions from Fpn
to Fp such that the linearized polynomials L0, L1, . . . , Lp−1 corresponding
to g0, g1, . . . , gp−1, respectively, have the same kernel {cβ, 0 ≤ c ≤ p − 1}
in Fpn. Let b0, b1, . . . , bp−1 ∈ Fpn such that gk(β) + Trn(bkβ) = g0(β) +
k, 0 ≤ k ≤ p − 1. The p near-bent functions f0, f1, . . . , fp−1 defined by
fk(x) = gk(x) +Trn(bkx), 0 ≤ k ≤ p− 1, satisfy supp(f̂i)∩ supp(f̂j) = ∅ for
0 ≤ i 6= j ≤ p− 1.
Proof. We have to show that −b ∈ supp(f̂j) implies −b 6∈ supp(f̂i) for
integers 0 ≤ j, i ≤ p − 1, j 6= i. Suppose −b ∈ supp(f̂j), i.e. gj(β) +
Trn(bjβ) + Trn(bβ) = g0(β) + j + Trn(bβ) = 0. Then fi(β) + Trn(bβ) =
gi(β) + Trn(biβ) + Trn(bβ) = g0(β) + i+Trn(bβ) 6= 0 when i 6= j. ✷
Example 1. Let g(x) = Trn(
∑l
i=0 aix
pi+1) be a quadratic near-bent func-
tion from Fpn to Fp, let β ∈ F
∗
pn be a root of the corresponding linearized
polynomial L(x) and let bk ∈ Fpn , 0 ≤ k ≤ p − 1, such that Trn(bkβ) = k.
Then the function F1(x, y) from Fpn × Fp to Fp given by
F1(x, y) = (p−1)
p−1∑
k=0
y(y − 1) · · · (y − (p− 1))
y − k
(
Trn(
l∑
i=0
aix
pi+1) + Trn(bkx)
)
is bent. Here all the gk(x) are equal to g(x). As easily observed the bent
function F1(x, y) is quadratic, a result of the fact that the p near-bent func-
tions
fk(x) = Trn(
l∑
i=0
aix
pi+1) + Trn(bkx)
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used for the construction only differ in a linear term.
As the values of the Fourier spectrum of this quadratic bent function
are the nonzero values in the Fourier spectrum of the underlying near-bent
function, (1) implies that the nonzero normalized Fourier coefficients of a
quadratic near-bent function f from Fpn to Fp satisfy
p−n/2f̂(b) =
{
±ǫ
J(b)
p : n odd and p ≡ 3 mod 4
±iǫ
J(b)
p : n even or n odd and p ≡ 1 mod 4
for some function J(x) from supp(f̂) to Fp. By [2, Proposition 1] quadratic
bent functions are always (weakly) regular, and thus quadratic near-bent
functions are also, in that sense that ζp−n/2f̂(b) = ǫ
J(b)
p for all b ∈ supp(f̂)
and a fixed complex number ζ with absolute value 1 (in this connection we
remark that adding a linear term to a p-ary function f does not change
the Fourier spectrum). A detailed description of the Fourier spectrum of
quadratic near-bent functions will be given in Theorem 6.
As by Remark 2 the linearized polynomials of all near-bent functions of
the form xp
r+1 + xp
t+1 have the same kernel (the solutions of xp + x) we
now apply Theorem 5 to construct non-quadratic bent functions.
Example 2. Let p = 3 and n = 8. We construct a bent function in
dimension 9. Let g0(x) = g1(x) = Trn(x
32+1 + x3+1), g2(x) = Trn(x
36+1 +
x3
5+1) be functions from F38 to F3. By the remark after Theorem 4 the kernel
ker(L) of the corresponding linear transformations consists of the solutions
of x3 + x. For a root β of x2 + 1 we have g0(β) = g1(β) = g2(β) = 0
and therefore we need to find b0, b1, b2 ∈ F38 such that Tr8(bjβ) = j, to
construct three near-bent functions such that the supports of their Fourier
transforms are pairwise disjoint. Observing that Tr8(β) = 0,Tr8(β
2) = 1
and Tr8(2β
2) = 2, we can choose b0 = 1, b1 = β, b2 = 2β, and we therefore set
f0(x) = Tr8(x
10+x4+b0x), f1(x) = Tr8(x
10+x4+b1x), f2(x) = Tr8(x
36+1+
x3
5+1 + b2x). By Theorem 1, the following function from F38 × F3 to F3 of
algebraic degree 4 is bent:
2
2∑
k=0
y(y − 1)(y − 2)
y − k
fk(x)
= (2y2 + 1)Tr8(x
10 + x4 + x) + (2y2 + 2y)Tr8(x
10 + x4 + βx) +
(2y2 + y)Tr8(x
36+1 + x3
5+1 + 2βx)
= 2y2Tr8(2x
10 + 2x4 + x3
6+1 + x3
5+1 + x) +
12
yTr8(2x
10 + 2x4 + x3
6+1 + x3
5+1 + βx) + Tr8(x
10 + x4 + x)
= 2y2Tr8(2x
4 + x3
5+1 + x) + yTr8(2x
4 + x3
5+1 + βx)
+Tr8(x
10 + x4 + x).
Example 3. Let g0(x), g1(x), g2(x), b0, b1, b2 be as in Example 2, except
use 2g1(x) in place of g1(x).
Example 4. Let g0(x), g1(x), g2(x), b0, b1, b2 be as in Example 2, except
take g1(x) = g2(x) instead of taking g1(x) to be g0(x).
Example 5. Let g0(x), g1(x), g2(x), b0, b1, b2 be as in Example 4, except
use 2g1(x) in place of g1(x).
Example 6. We give an example in even dimensions using Theorem 4
part (i); let p = 3 and n = 5. Let g0(x) = Trn(x
32+1 − x3+1), g1(x) =
Trn(2x
32+1−2x3+1), g2(x) = Trn(x
32+1−x3+1) be functions from F35 to F3.
Then these functions vanish on F3, so we can choose b0 = 0, b1 = 2, b2 = 1
which yields f0(x) = Tr5(x
10 − x4), f1(x) = Tr5(2x
10 − 2x4 + 2x), f2(x) =
Tr5(x
10 − x4 + x). The resulting bent function
2
2∑
k=0
y(y − 1)(y − 2)
y − k
fk(x) = 2(y−1)(y−2)f0(x)+2y(y−2)f1(x)+2y(y−2)f2(x)
from F35 × F3 to F3 again has degree 4.
Remark 4 We will see later that Examples 2, 4, 6 are weakly regular, but
examples 3 and 5 are not weakly regular.
5 (Non) Weak Regularity
We finally consider the question of whether the bent functions obtained from
quadratic near-bent functions with Theorem 1, Theorem 4 and Theorem 5
are weakly regular. In this section we will prove necessary and sufficient con-
ditions for weak regularity. Throughout this section, η denotes the quadratic
character in Fp.
5.1 Necessary and sufficient conditions for weak regularity,
and the Fourier spectrum
We start with explicitly determining the Fourier spectrum of a quadratic
near-bent function f . Choosing and fixing a basis {α1, . . . , αn} of Fpn over
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Fp we correspond x =
∑n
i=1 xiαi to the vector x = (x1, . . . , xn). Then we can
associate a quadratic function f(x) = Trn(
∑l
i=0 aix
pi+1) with a quadratic
form
f(x) = xTAx
where xT denotes the transpose to the vector x, and the matrix A has entries
in Fp. By [6, Theorem 6.21] any quadratic form is equivalent to a diagonal
quadratic form, i.e. D = CTAC for a nonsingular matrix C over Fp and a
diagonal matrix D = diag(d1, . . . , dn). With standard arguments based on
Theorems 6.26 and 6.27 in [6] one can express the Fourier transform of a
quadratic near-bent function in terms of the product of the nonzero entries
in D (for bent functions see [2, Proposition 1]).
Theorem 6 Let f be a quadratic near-bent function from Fpn to Fp and
f(x) = xTAx be the associated quadratic form. Then a corresponding diago-
nal matrix D has n−1 (not necessarily distinct) nonzero entries d1, . . . , dn−1,
and the Fourier spectrum of f is given by{
0, η(∆)p
n+1
2 ǫ
J(b)
p
}
: p ≡ 1 mod 4,{
0, (−1)
n−2
2 η(∆)ip
n+1
2 ǫ
J(b)
p
}
: p ≡ 3 mod 4 and n even,{
0, (−1)
n−1
2 η(∆)p
n+1
2 ǫ
J(b)
p
}
: p ≡ 3 mod 4 and n odd,
where J(x) is a function from supp(f̂) to Fp, ∆ =
∏n−1
i=1 di, and η denotes
the quadratic character in Fp.
Proof. We write f(x)− Trn(bx) = j equivalently as
xTAx− (Trn(bα1), . . . ,Trn(bαn))x = x
TAx+ cTx = j (7)
where c ∈ Fnp . Denoting by Nb(j), j = 0, . . . , p− 1, the number of solutions
in Fnp for (7) we observe that
f̂(b) =
p−1∑
j=0
Nb(j)ǫ
j
p.
Substituting x = Cy where C is the nonsingular matrix with D = CTAC
we obtain for equation (7)
yTDy + cTCy =
n∑
i=1
(diy
2
i + ciyi) = j
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with cTC = (c1, . . . , cn)
T ∈ Fnp . Suppose that w.l.o.g. dn = 0 is the only
zero in the diagonal of D. Performing the substitution yi = zi− ci/(2di) for
i = 1, . . . , n− 1, we get
n−1∑
i=1
diz
2
i = j +
n−1∑
i=1
c2i
4di
− cnyn. (8)
We note that finding solutions (z1, . . . , zn−1, yn) ∈ F
n
p for (8) is equivalent
to finding solutions (x1, . . . , xn) ∈ F
n
p for (7), and the number of solutions is
Nb(j). Also note that the map b 7→ (c1, . . . , cn) is a bijection.
First suppose we have b with cn 6= 0. For an arbitrary choice of j, z1, . . . , zn−1,
equation (8) is satisfied for a unique choice for yn. As a consequence Nb(j)
has the same value for each j and so f̂(b) = 0. (As an aside, there are
pn−1(p− 1) vectors (c1, . . . , cn) with cn 6= 0, so p
n−1(p− 1) is the multiplic-
ity of 0 in the Fourier spectrum.)
Now suppose we have b such that cn = 0, and define J(b) = −
∑n−1
i=1
c2i
4di
.
We need to consider the cases of even and odd n separately. For even n, [6,
Theorem 6.27] gives the number of solutions of (8) (i.e. gives Nb(j)) and we
have
f̂(b) = p
p−1∑
j=0
(
pn−2 + p(n−2)/2η
(
(−1)(n−2)/2(j − J(b))∆
))
ǫjp
= pn/2η
(
(−1)(n−2)/2∆
) p−1∑
j=0
η(j − J(b))ǫjp. (9)
By [6, Theorem 5.15] we have
p−1∑
j=0
η(j)ǫjp =
{
p1/2 : p ≡ 1 mod 4,
ip1/2 : p ≡ 3 mod 4,
(with the usual convention that η(0) = 0), thus equation (9) reduces to
f̂(b) = (−1)
(p−1)(n−2)
4 η(∆)is(p)p(n+1)/2ǫJ(b)p ,
where s(p) = 0 if p ≡ 1 mod 4 and else s(p) = 1.
For odd n, Theorem 6.26 in [6] implies that the values Nb(j) are all equal
except forNb(J(b)) which differs from the others by η((−1)
(n−1)/2∆)p(n+1)/2.
Consequently
f̂(b) = (−1)
(p−1)(n−1)
4 η(∆)p(n+1)/2ǫJ(b)p ,
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which shows the correctness of the values for the Fourier transform given in
the theorem.
Finally, as shown in [2], f is bent if and only if the associated quadratic
form is nondegenerate. If the rank of A is n−s, and w.l.o.g. d1, . . . , dn−s 6= 0,
we consider elements b ∈ Fpn for which cn−s+1 = · · · = cn = 0 (if one
is nonzero, then f̂(b) = 0). Here we use that C is nonsingular and that
b 7→ (Trn(bα1), . . . ,Trn(bαn)) defines a one-to-one linear transformation
from Fpn to F
n
p . Then with the same arguments as above we obtain that
|f̂(b)| = p(n+s)/2. Thus f is not near-bent for s 6= 1. ✷
Remark 5 We remark that the ‘aside’ comment in the previous proof gives
a description of the b with f̂(b) = 0.
As an immediate consequence we obtain the following corollary, which
gives our necessary and sufficient conditions for weak regularity.
Corollary 1 Let f0, . . . , fp−1 be p-ary quadratic near-bent functions with
supp(f̂i) ∩ supp(f̂j) = ∅ for 0 ≤ i 6= j ≤ p − 1. Let Ai, 0 ≤ i ≤ p − 1,
be the matrix of the quadratic form associated with fi, and let ∆i be the
product of the nonzero eigenvalues of Ai, respectively. Then the bent function
constructed as in Theorem 1 is weakly regular if and only if η(∆0) = η(∆1) =
· · · = η(∆p−1).
5.2 (Non) Weak regularity of our examples
In order to decide whether the bent functions obtained in Theorem 5 using
the functions of Theorem 4 are weakly regular, we are interested in the
matrices (and their eigenvalues) of the quadratic forms associated with these
quadratic functions. We start with a lemma on the quadratic character of
the product of the nonzero eigenvalues of the matrix A associated with a
quadratic near-bent function.
Lemma 1 Let f be a quadratic near-bent function from Fnp to Fp, let x
TAx
be the associated quadratic form and let ∆ denote the product of the n − 1
nonzero eigenvalues of A. For a nonzero constant c ∈ Fp, the product ∆
(c) of
the n−1 nonzero eigenvalues of the matrix for the quadratic form associated
with cf satisfies
η(∆(c)) = η(c)n−1η(∆).
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Proof : The lemma follows with cf(x) = xT cAx. ✷
We observe that as a consequence of Theorem 6 and Lemma 1, if n is even
then we can change the signs of the Fourier coefficients if we switch from the
near-bent function f to the near-bent function cf , with a nonsquare c ∈ Fp.
With these observations we can obtain an infinite class of non-weakly regular
bent functions. As building blocks we may use the near-bent functions from
Theorem 5.
Theorem 7 Let n be even. For each 0 ≤ k ≤ p− 1 let ck be an element of
F
∗
p and let gk be the near-bent function
gk(x) = ckTrn(x
pr+1 − xp
t+1) or gk(x) = ckTrn(x
pr+1 + xp
t+1)
from Fpn to Fp described as in Theorem 4(i) or Theorem 4(ii), respectively.
Here r = rk and t = tk may vary with k. Let f0, . . . , fp−1 be p-ary quadratic
near-bent functions from Fpn to Fp with supp(f̂i) ∩ supp(f̂j) = ∅ for i 6= j,
which are obtained as in Theorem 5 from the binomial near-bent functions
gk. Then the bent function F (x, y) from Fpn × Fp to Fp
F (x, y) = (p− 1)
p−1∑
k=0
y(y − 1) · · · (y − (p − 1))
y − k
fk(x)
is weakly regular for (p − 1)p/2p−1 choices for (c0, . . . , cp−1) ∈ (F
∗
p)
p, and
non-weakly regular for the remaining (2p−1 − 1)(p − 1)p/2p−1 choices for
(c0, . . . , cp−1) ∈ (F
∗
p)
p.
Proof : Let ∆k denote the product of the nonzero eigenvalues of the
matrix that corresponds to gk. Then by Corollary 1 and Lemma 1, F (x, y)
is weakly regular if and only if η(c0)
n−1η(∆0) = η(c1)
n−1η(∆1) = · · · =
η(cp−1)
n−1η(∆p−1). Since n − 1 is odd, for a fixed value of η(ck)
n−1η(∆k),
1 or −1, for every 0 ≤ k ≤ p− 1 we have (p− 1)/2 choices for ck. This gives
in total 2((p − 1)/2)p choices for (c0, . . . , cp−1) ∈ (F
∗
p)
p for which F (x, y) is
weakly regular. ✷
The conditions in the previous theorem mean that a simple tweak of the
coefficients ck can drastically change the nature of the bent function. For
example, we observe that the bent functions from Example 2 and 4 where
each ck is equal to 1, are weakly regular. The normalized Fourier spectrum
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(without multiplicities) of Example 2 (and 4) is shown in Fig 4, and the
spectrum with multiplicities is
(−i)2187, (−iǫ3)
2268, (−iǫ23)
2106,
(recall the dimension is 9). In Examples 3 and 5, still c0 = c2 = 1, but we
changed c1 to c1 = 2. This alters the sign of the Fourier coefficients for one
of the near-bent functions. Consequently the bent functions in Examples 3
and 5 are non-weakly regular. The normalized Fourier spectrum (without
multiplicities) of Example 3 (and 5) is shown in Fig 6, and the spectrum
with multiplicities is
(iǫ3)
702, (iǫ23)
756, (−i)1458, i729, (−iǫ23)
1404, (−iǫ3)
1512.
Many non-weakly regular bent functions can clearly be constructed in this
manner; one simply has to arrange that for two of the coefficients ck and ck′
we have η(ck)η(∆k) 6= η(ck′)η(∆k′).
Finally we remark that the arguments in Theorem 7 are not restricted
to near-bent functions of the form (4), (5), but applicable to every set of p
quadratic near-bent functions in even dimension satisfying the conditions of
Theorem 1.
5.3 A Family of Weakly Regular Bent Functions
We show that the bent functions obtained with Theorem 1 using the near-
bent functions (4) are always weakly regular when n is odd. As weakly
regular bent functions are useful for the construction of certain combina-
torial objects such as partial difference sets, strongly regular graphs and
association schemes (see [7]) they are of independent interest.
First observe that a quadratic function f(x) = Trn(
∑l
i=0 aix
pi+1) can
be written in the form f(x) = Trn(xL(x)) for the linear transformation
L(x) =
∑l
i=0 aix
pi on Fpn . As we did in Section 5.1, if we choose a basis
{α0, . . . , αn−1} of Fpn over Fp, and let x =
∑n−1
i=0 xiαi ∈ Fpn correspond to
the vector x = (x0, . . . , xn−1), then we can associate f(x) with a quadratic
form xTAx.
We now choose {α0, . . . , αn−1} to be a self-dual basis of Fpn over Fp,
which exists if and only if n is odd. Then a straightforward calculation shows
that A is the matrix representation of the linear transformation induced by
L(x) with respect to the given self-dual basis.
For the functions of interest to us, L(x) is of the form
L(x) = cxp
r
− cxp
t
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where c ∈ Fp. We choose the self-dual basis to be also a normal basis
{α,αp, . . . , αp
n−1
} (which always is possible when n is odd, see [6]). Then
L(αi) = L(α
pi) = cαp
r+i
− cαp
t+i
= cαr+i mod n − cαt+i mod n. Hence the
corresponding matrix A
(r,t)
c is an n × n circulant matrix with first column
(a0, . . . , an−1)
T with ar = c, at = −c and ai = 0, i 6= r, t, or equivalently
with first row (s0, . . . , sn−1) with si = c if i ≡ n − r mod n, si = −c if i ≡
n− t mod n, and si = 0 otherwise. Using the notation A = C(s0, . . . , sn−1)
for a circulant matrix A with first row (s0, . . . , sn−1) we can summarize these
observations with
A(r,t)c = C(s0, . . . , sn−1) where
si =

c : i ≡ n− r mod n
−c : i ≡ n− t mod n
0 : otherwise.
(10)
We will use the following result on eigenvalues of circulant matrices, see 1.6
in [8].
Lemma 2 Let n be an integer relatively prime to p, u a primitive n-th root
of unity over Fp, and let A = C(s0, . . . , sn−1) be an n× n circulant matrix.
The eigenvalues of A are given by
λj =
n−1∑
i=0
siu
ij, j = 0, . . . , n− 1.
We denote the eigenvalues of the matrix A
(r,t)
1 corresponding to x
pr − xp
t
∈
Fpn [x] as λ
(r,t)
j , j = 0, 1, · · · , n − 1. By (10) and Lemma 2 we then have
λ
(r,t)
j = u
(n−r)j − u(n−t)j for j = 0, 1, · · · , n − 1, where u is a primitive n-th
root of unity over Fp. As easily seen λ
(r,t)
0 = 0 and hence the product of
the nonzero eigenvalues of A
(r,t)
1 is ∆
(r,t) =
∏n−1
j=1 λ
(r,t)
j . Next we show that
∆(r,t) does not depend on the special choice of r and t.
Lemma 3 For an odd integer n let r, t and v,w be pairs of integers satis-
fying the conditions in Theorem 4(i). Then with the above notations
∆(r,t) =
n−1∏
j=1
λ
(r,t)
j =
n−1∏
j=1
λ
(v,w)
j = ∆
(v,w).
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Proof : For fixed j, 0 ≤ j ≤ n − 1, we are interested in two integers
0 ≤ kj , cj ≤ n− 1 such that
λ
(r,t)
j = u
(n−r)j − u(n−t)j = (u(n−v)kj − u(n−w)kj)ucj = λ
(v,w)
kj
ucj .
We therefore consider the linear system in the two variables kj , cj
−rj ≡ −vkj + cj mod n
−tj ≡ −wkj + cj mod n
yielding
kj ≡
r − t
v − w
j mod n and cj ≡ −
rw − tv
v − w
j mod n.
We remark that kj and cj are well defined since gcd(v−w,n) = 1. Moreover
also gcd(r− t, n) = 1 thus (r− t)/(v −w) is an invertible residue modulo n
and kj runs through the integers modulo n if j does. Consequently
∆(r,t) =
n−1∏
j=1
λ
(r,t)
j =
n−1∏
j=1
(u(n−v)kj − u(n−w)kj)ucj
=
n−1∏
j=1
λ
(v,w)
kj
n−1∏
j=1
ucj = ∆(v,w)
n−1∏
j=1
ucj .
Since
n−1∏
j=1
ucj = uσ
∑n−1
j=1 j = 1,
where σ ≡ − rw−tvv−w mod n, the proof is complete. ✷
Theorem 8 Let n be odd. For each 0 ≤ k ≤ p − 1 let ck be an element of
F
∗
p and let gk be the near-bent function
gk(x) = ckTrn(x
pr+1 − xp
t+1)
from Fpn to Fp described as in Theorem 4(i). Here r = rk and t = tk may
vary with k. Let f0, . . . , fp−1 be p-ary quadratic near-bent functions from
Fpn to Fp with supp(f̂i) ∩ supp(f̂j) = ∅ for i 6= j, which are obtained as in
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Theorem 5 from the binomial near-bent functions gk. Then the bent function
F (x, y) from Fpn × Fp to Fp
F (x, y) = (p− 1)
p−1∑
k=0
y(y − 1) · · · (y − (p − 1))
y − k
fk(x)
is weakly regular.
Proof. By Lemma 1 and Lemma 3 we may write cn−1k ∆ for the product of
the nonzero eigenvalues of the circulant matrix we correspond to gk, 0 ≤ k ≤
p − 1. Since n − 1 is even we have η(cn−1k ∆) = η(∆) for all 0 ≤ k ≤ p − 1.
By Corollary 1 we obtain then the assertion of the theorem. ✷
Remark 6 Theorem 8 implies that Example 6 is a weakly regular bent func-
tion.
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