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Abstract  
Thorough characterization of distinct neuronal lineages derived from progenitor cells is essential 
for the development of biological models that can recreate native function of neurons of the central 
nervous system while permitting researchers to have an easily accessible source of cellular 
building blocks. These models are particularly important for studies on neurological disorders 
aimed at understanding disease pathways and for high throughput testing of drug candidates. 
Furthermore, developing a model system with stem cell-derived spinal cord motor neurons (MN) 
is attractive for designing control systems for soft-tissue robotics. The critical first step towards 
building a useful model with MNs require a detail investigation of spontaneous and stimulation-
evoked electrical activity of developing MN networks. The following work uses multi-electrode 
array (MEA) electrophysiology and optogenetics to characterize electrical activity of MNs 
differentiated from mouse embryonic stem (mES) cells. A customizable substrate integrated 60-
electrode MEA chip was designed for this study. MEA chips were fabricated with platinum 
deposited on borofloat glass for detection of small changes in electrical field potentials resulting 
from neuronal activity that causes small change in ionic currents. A Multi-Channel Systems 
amplifier was used for recording. MN embryoid bodies (MEBs) were grown in these MEA chips, 
and differentiation of mES cells into MNs was monitored by the expression of eGFP with a MN 
specific promoter, Hb9. The mES cell line was transfected with channelrhodopsin-2 (ChR2) 
tagged with Td-Tomato which allowed for optogenetic stimulation of the networks with a 470 nm 
LED. Network firing patterns were evaluated for bursting activity and spectral content using 
analysis algorithms developed in MATLAB. Data presented here demonstrated that MEBs are 
spontaneously active, they develop a robust network synchronization, and optogenetic stimulation 
increased the firing rate and affected the firing patterns. This work established a model system 
with mES cell derived MNs. These findings are a milestone in the efforts of developing neural 
circuits that can be used to potentially control higher order soft-tissue robotics.  
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Chapter-1: Background and Introduction 
The neuron 
The central nervous system (CNS) is composed of thousands of neurons that are interconnected in 
discreet function-specific loci and glial cells which surround neurons in order to support in neural 
function and provide protection. Neurons orchestrate all the body’s actions such as motor function, 
memory and cognitive analysis by transferring information which codes for all these functions. 
This coded communication is achieved by the progressive activation of neurons through the 
transfer of ionic current across their membranes. This phenomenon, called an action potential, is 
an inherent property of neurons and is facilitated by its physical components: the soma, the axon 
and the dendrites. 
The main cell body is called the soma. An axon is a single long projection which extends from the 
soma to carry signals to subsequent neurons. The information is transferred through a diffusion-
limited space called the synapse. This chemical signal from another neuron is received by 
processes called dendrites that extend to the post-synaptic neurons and connect to an incoming 
axon at the synapse. When a neuron is stimulated, an action potential is formed at the axon hillock 
– where the soma becomes an axon- and then travels through the axon reaching the end, called the 
synaptic button. At this point, neurotransmitters are transferred across the synapse where receptors 
at post-synaptic dendrites receive the stimulation from the neurotransmitters and excite the next 
neuron, and the cycle continues until it reaches its target. [1] This pathway of inner neuronal 
dynamics was discovered during the late 1940’s and early 1950’s by Alan Lloyd Hodgkin and 
Andrew Huxley. By using the patch clamp technique, they developed an analytical model to 
describe the physiological function of a single neuron. [2] 
MEA: A platform for measurement of neuronal circuit dynamics 
In the 21st century, as the field develops, numerous types of neurons have been discovered, each 
with a pattern of activity unique to its function. Through patch clamp electrophysiology, 
neuroscientists and molecular biologists have been able to quantitatively characterize many types 
of neurons individually [6]. Advancement in imaging techniques has enabled the field to accurately 
describe different regions of the brain and their function. However, a lot remains unknown about 
the neuronal activity dynamics at the intermediate stage where single neurons connect with each 
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other to form networks, and then densely connected neuronal circuits develop. It is at this stage 
when higher order functions emerge. [3] To be able to understand this important step in CNS 
development, scientists must be able to not only assess and measure electrical activity at the 
cellular level, but do so for an entire network of neurons. 
Unfortunately, while the patch clamp technique has a high sensitivity, capable of detecting even 
small subthreshold potential fluctuations, scaling its assessment to a network level is not viable 
and at best is not cost-effective. [4] 
On the other hand, during neuronal electrical activity, ions exit and enter the cell. Therefore, by 
placing a sensing element close enough to the neuron where these ions are exchanged, the neuronal 
activity can be measured. During these events specific firing patterns arise among developing 
networks of interconnected neurons that describe neuron-specific activity as well as inner 
dynamics of the network itself. Due to advances in lithographic techniques fabricating such array 
of transducing elements is extremely accessible. [5] Thus by being able to detect these changes of 
ionic fluctuations (field potentials) in the proximity of a neuron, scientists are able to thoroughly 
monitor large scaled neuronal activity. This method is called microelectrode array (MEA) 
electrophysiology. Consisting of an array of small electrodes on top of which a network of neurons 
is grown, each electrode element measures oscillations of voltage potential from nearby neurons. 
It is a technique that has been optimized in the past 30 years [6] [7] [8] [9] and with the advance 
of computational hardware capable of handling large amounts of data, it has become one of the 
most important and reliable tools for studying bioelectricity in vitro. In combination with 
stimulation techniques, MEA technology can perform in depth analysis of neuronal activity for 
long term cultures. Furthermore, it has proven to be versatile and has expanded to diagnostics and 
clinical studies and investigation of neuronal growth and connectivity. [5] The capacity of these 
high-content assessment systems permit an accurate reconstruction of the network topology 
through the characterization of functional connectivity and the plasticity of the dynamics that 
emerge during neurogenesis.  
Coupling MEA electrophysiology with a source of perturbation can further extend the capability 
of this technology. Electrical stimulation via the electrodes in MEA chip can effectively evoke 
neuronal response in a circuit, however it is not suited for long term stimulation as it is invasive 
and harmful to the circuits. Therefore, it is preferable to utilize a safe stimulation method for long 
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term studies of evoked-response. Optogenetics, described in detail in the next section, is a novel 
method that uses light for stimulation of neurons genetically modified to express light sensitive 
ion channels. [10] Expression of these proteins into the neuron membrane allows neuroscientists 
to selectively turn neurons on or off with light with a high degree of precision. This enables control 
and modulation of neuronal activity in real-time for various types of neurons with significant 
accuracy. Optogenetic stimulation can elicit cellular response within the microsecond time scale, 
but it does not affect cell health, making it optimal for long term cultures [11].  
This work uses a combinatorial platform comprised of MEA electrophysiology and optogenetic 
stimulation to characterize mES cells derived MNs (Figure 1.1). MNs have a particularly high 
importance in muscle tissue engineering, stem cell research, for pharmacological studies and 
forward engineering in development of soft-tissue robotics. While the differentiation of mES cells 
into MNs has been studied extensively, [12] to the best of our knowledge, no published work 
discusses their electrical activity. Therefore, we concentrated our efforts in electrical 
characterization of this system. This thesis discusses spontaneous firing patterns of differentiated 
MNs as well as network response to optogenetic stimulation including modulation of network 
periodicity. The goal for this study was to develop an understanding of these cells’ inherent 
electrical performance, so that future studies with this model system can be designed more 
effectively for modulation and training of neuronal circuits. 
Why use optogenetics for stimulation of neurons? 
A rather common yet extremely informative way of characterizing the dynamics of a network is 
to describe its response to perturbation through electrophysiological assessment. Through this 
manner, the network’s bias to burst synchronization, its sensitivity to external stimuli and many 
other aspects relating to neuroplasticity can be aptly probed [13]. Moreover, this technique of 
evoked-response measurement is essential to illustrate the pathways that regulate learning in neural 
circuits, and perhaps the emergence of cognitive behavior in vitro. 
Two long standing methods for neuronal stimulation have been chemical and electrical 
stimulation. Chemical stimulation consists on the addition of micro to millimolar range of 
substances which can inhibit, excite or modulate neuronal activity. [14] Coupled with MEA 
electrophysiology, toxicity pathways can be identified, by distinguishing different classes of 
compound as well as explicitly portraying what pathway is being perturbed. This is particularly 
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important for drug screening, as it can develop “well-characterized substance finger-prints” [15] 
to allow comparison across substances. While this has huge applications for researching potential 
drug candidates, it is very limited for studying modulation of networks as there is very little control 
on the temporal aspect of diffusion-dependent response and returning the network to a steady state 
would require extensive perfusion with little guarantee that traces of the substance are not still 
bound to neuron receptors. 
Electrical stimulation has more advantages in this regard. By applying a voltage at the electrode 
site, nearby neuron response can be evoked, since this disrupts the resting membrane potential to 
a level where action potentials can form. In this manner, pulses can be administered in specific 
patterns offering a wide range of options in terms experiment design to test for fatigue, 
responsiveness, steady state bias, and modulation of activity patterns. Extensive studies have been 
done [16] which have addressed many question regarding neural dynamics. However, this method 
suffers from various issues. First of all, electrochemical dc offsets hinder the preciseness and 
reproducibility of stimulation intensity between electrodes, and thus across the network. 
Furthermore, there is a discrepancy or around four orders of magnitude between the voltage 
applied to induce response and the potential range of normal firing which is usually less than 0.1 
mV  [17]. This introduces large artifacts that can mask quick responses from the network. Finally, 
the continued use of electrical stimulation can cause cell death due to heating. To efficiently 
modulate response of a network, stimulation is required to be non-invasive, temporally precise and 
capable of long term use. More importantly, it should also be able to generate a binary response in 
cells.  
Optogenetics has the capacity to address all these requirements. It is a technique for stimulating 
neurons developed and published by Boyden et al. in 2005 in Nature Neuroscience. [18] Here, a 
light-based method for the control of activity of neurons that had a high temporal resolution was 
discussed. It used light-sensitive ion channel called channelrhodopsin-2 (ChR2) which is involved 
in the chemo-taxis of certain algae. When exposed to blue light (470 nm), these channels open, 
setting a cascade of ionic transfer which causes the algae to mobilize towards light. By transfecting 
neurons with ChR2, ionic transfer can be evoked using this light wavelength which results in 
production of action potentials. With the discovery and optimization of new opsins, neurons can 
now be excited or inhibited with the use of different wavelengths specific to each opsin [19]. 
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Furthermore, due to specificity of transfection, optogenetics can be applied to a specific 
subpopulation of cells expressing the opsin inside a bigger non-transfected network without the 
possibility of perturbing surrounding cells. This is particularly advantageous in studying neuronal 
dynamics since the propagation of stimuli can be isolated and followed through statistical mapping 
methods. 
For this study, optogenetics was coupled with MEA measurements to determine how optogenetic 
stimulation would translate into firing rate and/or firing pattern and if the effect would last for 
prolonged amount of time. 
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Chapter-1 Figure 
 
  
Figure 1.1. Overall experimental scheme for mESC differentiation to MEBs and 
measurement of electrical activity using custom-designed MEA chip. Differentiation of 
transgenic mES cell-derived MNs was directed by exposing cells progressively to retinoic acid 
and sonic hedgehog. Channelrhodopsin-2 (ChR2) expressing ES neurons showed red fluorescence 
(Td-Tomato). The presence of motor neuronal lineage was monitored by expression of eGFP under 
the control of the MN specific Hb9 promoter. Using a 60-channel amplifier (Multi-Channel 
Systems, Germany) and MC-Rack software, the spontaneous and light-evoked electrical activity 
from MEBs were measured. In parallel, confocal fluorescence microscopy was used to monitor 
and characterize MEB differentiation and network maturation.  
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Thesis Overview  
Thesis objective and tasks 
This thesis describes how we characterized electrical activity of mES cell derived MNs. 
Task 1: To develop a fabrication protocol for an in-house MEA that is optimized for ease of 
customization. 
Task 2: Optimize and utilize the differentiation protocol of mES cells into MNs adapted from 
Witcherle et al. (2002) [21] .  
Task 3: Describe spontaneous firing patterns and light-evoked responses from optogenetically-
modified MEBs. 
Task 4: Establish algorithms in MATLAB for easy and fast analysis of MEA electrophysiology 
data. 
Thesis organization 
The thesis is divided in five chapters. Chapter 2 presents the theory of MEA electrophysiology 
and discusses the fabrication protocol for the sensing chips used for this experimentation. It is 
followed by discussion of the electrode treatment performed to decrease impedance in order to 
enhance the sensing capability. Also, included in this chapter is the data regarding all procedures 
for the optimization of the in-house MEA chip. Chapter 3 discusses a summary of the established 
protocols for the differentiation of mESC-derived MNs, a quantitative description for this process, 
characterization of these cells and their potential contributions to the fields of tissue engineering, 
stem cell research and therapeutics. Chapter 4 describes spontaneous and light-evoked electrical 
activity measurement from differentiated mES cell derived EBs grown on MEA chips. Spike 
analysis and spectral analysis were used to describe network activity patterns. Chapter 5 
summarized the work presented in the thesis and detailed the future steps for this ongoing project. 
Chapter 6 (Appendix-1) presents the MATLAB algorithms developed for analysis of electrical 
activity. 
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Chapter-2: MEA Chip Fabrication and Characterization 
Introduction 
The work published by Hodgkin and Huxley between 1939 and 1952 [20] [21] [22] laid the most 
important groundwork to study fundamental factors of the electrical activity of neurons. Due to 
development of electrochemical techniques, properties of single neurons, ion channels and 
synapses have become well understood. However, beyond single neuron function, network activity 
is responsible for the emergence of cognitive behavior. Moreover, a collective effort of neurons is 
required for the occurrence of physiological roles. Higher-order brain function such as learning, 
memory, cognitive analysis, motor response and speech require multiple groups of neurons to 
orchestrate synchronized firing patterns. 
For this purpose, a planar microelectrode array (MEA) to be used for recording from cultured cells 
was developed and published by Thomas et al. in 1972 (Citation). Notable advances on the 
technology were seen across the decade, but due to lack of processing power, it was not until the 
last decade that MEA technology has established itself as a viable and advantageous method of 
electrophysiology. [23] Companies such as Multi-Channel Systems (MCS, Reutlingen, Germany) 
have designed and developed MEA chips and a multi-channel recording and analysis system. This 
system consists of: (i) a substrate containing a micro-electrode array design with respect to 
geometry and impedance that ensures low noise levels, (ii) a filter amplifier with adequate gain 
and a bandwidth with the capabilities to detect both fast (around 1-2 µseconds) and slow (1-10 
seconds) fluctuations and (iii) a data sampling software for the desired sampling rate and 
resolution, with which to properly digitally filter and average the measured activity.  
Unlike patch-clamp electrophysiology, this system permits cell-non-invasive in vitro recordings 
of extracellular potentials of large populations of active neurons for days and even months without 
damaging the integrity of cell membrane. Recordings from an electrode can reflect spike trains of 
individual neurons or a superposition of action potentials that arise from multiple surrounding 
neurons, as well as collective slow waves with a high temporal resolution. The discreetness of 
electrode position also permits analytical models to calculate conditional probability and 
covariance among electrodes that arise from neuron coupling, and thus reconstructing source and 
flow of signals. [24]  This opens the door for studying learning in networks, as well as enhancing 
connectivity bias for the purpose of training networks. [25] 
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For some experimental design, depending on commercially available MEAs is not convenient or 
optimal as it is not possible to have MEAs made to specifications to suit every specific study. It 
would also not be cost-effective. Therefore, having the flexibility to customize and fabricate MEA 
chips with the capability of iteratively selecting the optimum chip electrode configuration would 
be a huge advantage.  
To this aim, we first developed a protocol for in-house fabrication of easily customizable chips. 
For an optimal design, the electrical characteristics of the signal transfer properties of the MEA 
chip have to be optimized to be at par with the performance specifications of the external hardware, 
which contain the filter amplifiers connected to the electrodes. For this purpose, two main variables 
were crucial: the geometry of the conductive elements and the electrode-neuron interface. The 
following section detailed description of the optimization procedure used to achieve a working 
MEA chip that is capable of measuring electrical activity from a neuronal network. 
Chip Design 
The chip was designed on AutoCAD, and it utilized masking lithographic techniques for 
fabrication. An initial layer was drawn to simulate the outline of the patterning of the metal to 
serve as the electrode, trace and contact pads. The measurements were done as an adaptation of 
the current standard chip sold by Multi-Channel Systems (60MEA). (Figure 2.1) The entirety of 
the metal layout measured 38 x 38 mm2. Contact pads bordered the layout, measuring 2.2 x 2.2 
mm2 separated by a 0.2 mm gap, for a total of 60 contact pads: one was connected to the bath 
ground and fifty-nine corresponded to sensing electrodes. The bath ground serves as the reference 
for recordings from the rest of the electrodes. The area for the ground was larger than 4 mm2, 
which is approximately 6000-fold larger than each sensing electrode (7x10-4 mm2). The traces that 
extended from the contact pad to the sensing area had an initial width of 500µm and slowly 
decreased to 10 µm, were a 50 µm diameter element was added at the end. These were distributed 
in an 8-by-8 square configuration, with a 200 µm distance between two adjacent electrodes. A 
secondary CAD drawing served to reduce the diameter of the electrodes to 30 µm. (See Chip 
fabrication and Process flow for details) 
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Chip fabrication and Process flow 
Platinum electrode arrays were fabricated on Borofloat glass wafers using basic lithographic 
techniques that was adapted from [26] (Figure 2.2). The substrates were cleaned by Piranha 
(Sulfuric Acid:Hydrogen Peroxide::3:1) for 15 minutes, and dehydrated at 270oC after thorough 
rinsing. Photoresist LOR3A (MicroChem, MA, USA) was spun at 3000 rpm for 35 s followed by 
a 7-minute bake time at 183oC. After cooling down to RT, photoactive S1805 (Dow Chemical 
Comp., MI, USA) was spun at 4000 rpm for 40 s followed by a 90 s bake time at 110oC. Spun 
substrates were later exposed to an energy dose of 28 mJ/cm2 by using an EVG 620 (i-line) aligner 
(EV Group Inc., Tempe, AZ), before developing. Ti/Pt (1:3) was later evaporated for a total 
thickness of 1000 Angstroms. To passivate traces between the detection area and contact pads, 300 
nm of silicon nitride was grown on the entire substrate using PlasmaLab Plasma-Enhanced 
Chemical Vapor Deposition System (PlasmaLab International, WA) using a 1:4 ratio of SiH4/NH3 
high frequency (13.65 MHz) recipe at 900mTorr [27]. This thickness was chosen based on 
deposition uniformity as it corresponds to a breakdown voltage of 500 V/µm [28], which is 4 
orders of magnitude larger than the voltages to which it would be exposed during 
electrophysiological measurements.  Proper passivation was tested using uniformity on 
corroborating nitride color vs. film thickness charts. (Figure 2.3). Finished chips, free of 
imperfections, were diced into 49 x 49 mm squares for a proper fit on the amplifier. 
Pt black Deposition 
Diced chips were descumed with a 5 minutes exposure to O2 plasma. Platinum black was grown 
on top of the clean electrodes by electrodeposition methods to achieve high surface area, using a 
Gamry Reference 600 Potentiostat. The galvanostatic deposition was achieved by performing a 
chronoamperometric scan at 2.83 x 10-6 A/cm2 (using Pt as ground) for 15 seconds with a two 
electrode setup (Working-Counter) while electrodes were immersed in dihydrogen 
hexachloroplatinate (0.08 mM H2PtCl6-6H2O, Sigma Aldrich, with 0.25 g/L of (CH3COO)2Pb 
Alfa Aesar) for a total of 21.45 ng (1.71E-2 ng/µm2) of crystallized Pt. 
For optimization of the protocol, scanning electron micrographs (SEM) of the resulted deposition 
were taken at 1 kV after grounding the entire array through the contact pads, to avoid charging the 
insulating silicon nitride layer at 100-300X magnification. 
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Packaging and sample well preparation 
Square acrylic wells cut to 1 cm height were centered and bonded to finished MEA chips using 
Sylgard 577 Primerless Silicone Adhesive (Dow Corning, MI) and cured for an hour at 125oC. In 
order to be able to remove the cultures from incubation during measurement without risking 
contamination, acrylic/glass boxes with covers were also fabricated to fit snuggly on the sample 
wells. 
Electrochemical Impedance Spectroscopy 
For proper recording of electrical activity from neurons, the sensing elements have to be able to 
detect millivolt changes that arise from millimolar fluctuations in extracellular ionic concentrations 
during the firing of action potentials. To achieve this, the impedance of the electrode-membrane 
junction (Figure 2.4) has to be decreased beyond 1 MΩ at 1 kHz to ensure that the thermally 
generated noise voltage is below membrane voltage fluctuations during neuronal electrical 
activity. [29] Impedance at the electrode can be decreased by addressing its real and imaginary 
component: 
𝑍 = 𝑅 +
1
𝑗𝜔𝐶
 
𝑅 =
𝜌𝐿
𝐴𝑐𝑟𝑜𝑠𝑠
 
𝐶 =
𝜖𝐴𝑠𝑢𝑟𝑓
𝑑𝑑𝑙
 
𝑅 → 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒  
𝐶 → 𝑏𝑖𝑙𝑎𝑦𝑒𝑟 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑎𝑛𝑐𝑒  
𝜌 → 𝑟𝑒𝑠𝑖𝑠𝑡𝑖𝑣𝑖𝑡𝑦 
 𝐿 → 𝑡𝑟𝑎𝑐𝑒 𝑙𝑒𝑛𝑔𝑡ℎ  
𝐴𝑐𝑟𝑜𝑠𝑠 → 𝑡𝑟𝑎𝑐𝑒 𝑐𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑟𝑒𝑎  
𝜖 → 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑒𝑟𝑚𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑑𝑖𝑎𝑙𝑒𝑐𝑡𝑟𝑖𝑐  
𝐴𝑠𝑢𝑟𝑓 → 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎  
𝑑𝑑𝑙 → 𝐻𝑒𝑚ℎ𝑜𝑙𝑡𝑧 𝑑𝑜𝑢𝑏𝑙𝑒 𝑙𝑎𝑦𝑒𝑟 𝑙𝑒𝑛𝑔𝑡ℎ 
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From the previous relations, the way to decrease impedance contribution of the real component is 
to select a metal with low resistivity and increase the cross sectional area of the trace.  
To decrease the imaginary component, the bilayer capacitance can be increased by increasing the 
surface area. Treating the electrodes by electrochemically depositing platinum increases the 
surface area (Figure 2.5) which in turn increases the sensitivity of the sensing electrode to be able 
to detect voltage changes on the range of millivolts.  
To determine the proper time for platinization treatment on smooth electrodes that would result in 
the area increase required to lower the impedance enough to detect action potentials, smooth 
electrodes were treated for 15 seconds, 30 seconds, 60 seconds and 120 seconds (See Figure 2.6). 
The surface area enhancement from the Pt black deposition was characterized by electrochemical 
impedance spectroscopy (EIS). EIS measures impedance by applying an AC potential across a 
range of frequencies and iteratively calculating impedance. A small sinusoidal potential excitation 
signal is applied to evoke a pseudo-linear current response. This type of response will also be 
sinusoidal with the same frequency with a phase shift. Using Ohm’s Law, impedance is then 
calculated as a function of this phase shift. To quantify effects on the electrode treatment, the shift 
of phase is enhanced at higher levels of capacitance. This phenomenon can be represented in a 
Nyquist Plot or a Bode Plot. [30]  
A resulting Bode Plot shows impedance modulus as a function of the current frequency along the 
range of 1 MHz to 1 Hz. The Bode plot can easily show the contributions of the real and imaginary 
components. As the bilayer capacitance of the electrode increases at longer deposition times, the 
resistive contribution (constant line at high frequencies) prolongs to lower frequencies, before the 
slope of the capacitive component begins to come into effect. To quantify the conductivity increase 
at different deposition times, the calculated impedance of different deposition times at 200 Hz 
where plotted as a function of the deposition time. As deposition time increased, area increase was 
caused more by expansion of volume as the surface area became smoother. This caused the 
impedance decrease to saturate after 60 seconds of deposition (Figure 2.7.A). Figure 2.7.B shows 
the impedance spectra for smooth electrodes before deposition and rough electrodes after 
deposition of Pt black. It was worth noting that the impedance spectra for a smooth Pt electrode 
resided in the border of the required impedance for detection. Based on this data, 15 second 
deposition was able to decrease the impedance below the required limit by more than 1.5 decades. 
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By 30 seconds of deposition, conductivity increase surpassed 80% of the maximum improvement 
obtainable for this configuration. 
To ensure that the fabrication techniques gave consistent electrical read-outs, EIS measurements 
were obtained from 4 separate chips. Bode plots were superimposed for 4 electrodes selected 
randomly between the four respective electrode quadrants per chip, and then repeated for 4 chips 
fabricated at different times. Data shows a negligible deviation of the mean across the entire 
frequency range that was measured which is accounted by metal impurity during evaporation and 
the stochastic nature of the crystallization of platinum during Pt black deposition. 
Cultures of mES cells were grown on NeuroChip functionalized with collagen-I. Therefore, it was 
important to ensure that the collagen layer did not affect the dielectric properties of the medium 
enough to impede the detection of neuron-generated field potentials. Four electrodes were selected 
randomly for 4 different chips functionalized with a thin layer of collage I, and EIS was measured. 
Impedance values for functionalized electrodes were within two standard deviations from the 
average of 15 second treated bare electrodes and were still well below the required impedance to 
ensure that the sensing element has the capability of preserving millivolt fluctuations of field 
potential during neuronal electrical activity to be properly detected by the amplifier. 
Next, the profiles were measured using a profilometer. Height data of Pt black electrodes shows a 
10-fold increase between deposition times (Figure 2.8). There was a slight increase of electrode 
diameter (2-5 µm), as the Pt ions could crystalize on the sides of the protruding Pt crystals. While 
no tensile strength measurements were done, the need to decrease the force of the profiling needle 
to measure the profile of the deposition over 15 seconds, made evident that 15 seconds is the most 
mechanically robust of the deposition times. It is worth mentioning that mechanical robustness is 
an important parameter to consider when optimizing MEA chip fabrication as not only does liquid 
surface tension during the handling of culture media exerts stress on the electrodes, but also 
neurons exert finite stress on the substrate surface on which they grow. [31] Comparing with 
previously documented impedance values for electrodes used for action potential detection, 15 
second deposition was selected for standard in-house MEA chip fabrication due to its compliance 
with reported impedance levels and mechanical strength. (Figure 2.9) 
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Conclusions 
MEA electrophysiology has the capability of measuring and recording action potentials of active 
neuronal cell lines in a convenient and non-destructive way. While this technology has been 
optimized and is easily accessible commercially, it is not suitable for some experiment design. To 
be able to customize the layout of the electrode array to serve for multiple case-specific studies 
along with a protocol that enables future experiments to build upon that groundwork in a flexible 
and cost-effective manner is of huge advantage. This chapter presented the protocol as well as the 
optimization procedure for the fabrication of a straightforward MEA chip for the detection of field 
potentials using the amplifying equipment and recording software sold by Multi-Channel Systems. 
Patterning platinum is simple but highly effective, as the metal can be easily deposited through 
methods that are commonplace in standard cleanroom facilities. Its status as a noble metal makes 
it suitable for use in contact with cell culture as it will not react with any byproducts of biological 
processes. Using glass as substrate for MEA chip fabrication permits future electrophysiological 
studies to be coupled with optical imaging techniques. A 15 second electrodeposition of platinum 
black on the sensing electrodes ensured that noise levels would be below the potential ranges of 
fluctuation of the membrane potential. This fabrication was thoroughly characterized and shown 
to be reliably repeatable. This will make it applicable to many interests and studies of the bio-
electrical activity of multiple neuron types. 
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Chapter-2 Figures 
 
 
 
 
Figure 2.1: MEA chip mask design. CAD design of masks for lithography. Chip fabrication required two distinct 
masks: 1) 38-by-38 mm layout was used to pattern metal.  2) The second mask permitted the electrical isolation of the 
sensing electrodes from the contact pads via use of an alignment mask. 
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Figure 2-2. MEA chip fabrication. Metal layout on the chip was achieved 
by lift-off of patterned photoresist (Steps 1-3). This was followed by a 
deposition and patterned etch of silicon nitride (SiN) to expose contact pads 
and electrodes, while maintaining trace passivation (Steps 4-8). Exposed 
electrodes were then platinized to decrease their impedance decrease (Step 
9). 
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Figure 2.3: Full color chart for Si3N4 (Department of ECE, Brigham Young University). Silicon nitride layer 
thickness can be easily assessed with the use of this chart. Box marks thickness range of deposition. This way high 
deviations from the intended thickness caused by machine error or incorrect user input could be addressed. 
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Figure 2.4: Electrical circuit representation of neuron-electrode interaction. The neuron-electrode interface can 
be represented through circuit elements. This facilitates discussion of the optimization of the system. Under 
physiological condition neurons fire action potentials and that changes in membrane conductance near an electrode. 
More details can be found in [4]. 
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Figure 2.5: Pt black deposition increases roughness of the electrode surface. Pt black deposition is the 
electrodeposition of ionic platinum. Pt black when deposited on a surface forms small crystals which causes an 
increase in the effective surface area of a smooth electrode. Scale bar: 1 µm.  
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Figure 2.6: Optimization of Pt black deposition times. SEM images of 4 different deposition times that were 
measured to determine optimum deposition time for detection. 15, 30, 60 and 120 seconds of deposition were 
compared based on impedance decrease, profile and mechanical strength (Figure 2.7). 
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Figure 2.7. Chip Characterization. A. Impedance was measured after Pt black deposition with deposition times (15 
sec: yellow, 30 sec: green, 60 sec: blue, 120 sec: purple) using Electrochemical Impedance Spectroscopy (EIS) (inset). 
Conductivity increase was measured by comparing EIS impedances at 200 Hz across deposition times (n=8; mean ± 
SD). Scanning electron micrographs (SEM) were taken for each deposition time. B. Repeatability of 15 second 
deposition was measured for electrodes (n=16). The effect of collagen functionalization on platinized electrode 
impedance (star) was also measured (n=4, mean ± std. dev.) and shown to stay below impedance range required for 
measurement with neurons (gray area). 15 second deposition time was selected based on conductivity increase, high 
tensile strength (data not shown) and deposition time. 
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Figure 2.8: Height profile of Pt black deposited electrodes. The profiles of deposited electrodes (n=3) for four 
respective deposition times were measured using a profilometer. Measuring 60 and 120 second deposition was difficult 
as these seemed to be structurally weaker causing it to crumble initially when measured. 15 seconds was the strongest 
of the tested depositions.  
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Figure 2.9: Pt black electrode array. A) SEM of neuron-electrode interface for a primary neuron culture on an 
electrode that permits detection of field potentials with respect to a bath ground electrode. Electrode is black. Scale 
bar: 50 µm B) SEM of MEA electrodes before (left) and after (right) culturing neurons. Imaging after culture provided 
an insight on reusability of chips before they required to be replatinized. Scale bar: 1mm C) SEM of single electrodes 
after culture showing the effect of neuronal culture on Pt Black. Some electrodes are damaged easily while others 
remain mostly unaffected. 
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Chapter-3: Motor Neuron Differentiation and Culture 
Introduction 
Engineered tissue and cell lines can serve as model systems for studying many physiological 
disorders at the cellular level. By employing progenitor cells and specializing them through 
differentiation, scientists are making efforts in recent years to functionally repair or emulate native 
tissue [32]. The access to a cell line that is able to iteratively develop diverse models for various 
types of experimentations is a huge advantage for many biotechnological industries.   
First of all, these models are very important for research and development of cell-based therapies, 
where the identity of internal and external signals that direct differentiation can be uncovered. 
Knowledge on differentiation pathways can also serve for creating physiological models for 
studying underlying mechanisms in the development of disease in vitro, drug development and 
cost-effective high throughput drug screening [33]. More specifically, the development of 
replenishable in vitro models using engineered soft tissue has a profound effect in the field of soft 
robotics. [32] Because of the efficiency of the skeletal muscle system as an actuator in nature, it 
has become of great interest for bioengineers to utilize engineered skeletal muscle to power soft 
robotic devices. Not only is it scalable, but it shows great adaptability in its capacity to handle a 
wide range of contractile frequencies and forces. However, the field is facing many challenges, 
mainly the translation between knowledge of in vivo systems to in vitro models. Furthermore, to 
be able to develop functional skeletal tissue that can be engineered for clinical or soft robotics, 
vascularization and innervation is required. [34] Innervation of skeletal muscle requires first an 
understanding of the basic regulators that control nerve regeneration. Studies [35] [36] have 
initiated efforts to utilize stem cells for the application of nerve regeneration. However, directing 
differentiation has been an obstacle for scientists to obtain more predictable results [37] [38] [39]. 
Furthermore, the inherent electrical activity of successfully differentiated neurons is still poorly 
understood for most viable stem cell models. Therefore, the ability to develop a comprehensive 
understanding of of neuronal progenitor cells is a prime subject of research. 
Mouse ES cells differentiation has been extensively studied. Dr. Hynek Wichterle [40] [41] 
successfully developed a protocol to direct progenitor cells differentiate into MNs by utilizing 
signaling factors that direct stem cell fate to MNs in vivo. Other works have invested in increasing 
the yield of MNs to glial cells and other neuronal cell types. [42] However, no reports exit till date 
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that characterized these differentiated MNs’ electrical activity. This chapter discusses how we 
adopted the differentiating protocol developed by Dr. Wichterle, and then optimized it to generate 
mES cell derived MEBs for electrical activity measurements using MEA chip. 
Mouse ES cell culture and differentiation 
Mitomycin-C-inactivated mouse embryonic fribroblasts (MEFs) were purchased from Applied 
StemCell Inc., CA. Mouse embryonic stem cells (mESC) transfected with ChR2-TdTomato were 
graciously donated by Prof. Roger D. Kamm, MIT. 
Media compositions 
MEF culture medium 
 DMEM high glucose-basal media (Sigma-Aldrich, Cat. No.:D5671) 
 10% FBS (ThermoFisher Scientific, Cat. No.:16140071) 
 2% L-Glut (ThermoFisher Scientific, Cat. No.:21051040) 
 1% Penicillin-Streptomycin (ThermoFisher Scientific, Cat. No.:15070063) 
Cell proliferation medium 
 DMEM with 4.5g/L glucose-basal media (StemCell Technologies, Cat. No.: 36250) 
 1% EmbyroMax Nucleoside (EMD Millipore, Cat. No.: ES-008-D) 
 1% L-Glut (ThermoFisher Scientific, Cat. No.:21051040) 
 1% Non-essential amino acids ((ThermoFisher Scientific, Cat. No.:11140-050) 
 15% FBS (ThermoFisher Scientific, Cat. No.:16140071) 
 0.1 mM Beta-mercaptoethanol (Sigma-Aldrich, Cat. No.:M6250) 
 103units/mL Mouse leukemia inhibitory factor (EMD Millipore, Cat. No.:LIF 
Differentiation medium 
 1:1:: Adv. DMEM/F12 (ThermoFisher Scientific, Cat. No.:12634-010): Neurobasal-basal 
media (ThermoFisher Scientific, Cat. No.:21103-049) 
 10% Knockout serum replacement (ThermoFisher Scientific, Cat. No.:10828028) 
 1% L-Glut (ThermoFisher Scientific, Cat. No.:21051040) 
 1% Penicilin-Streptomycin (ThermoFisher Scientific, Cat. No.:15070063) 
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 0.1 mM Beta-mercaptoethanol (Sigma-Aldrich, Cat. No.:M6250) 
Differentiation medium with retinoic acid and puromorphine 
 Differentiating medium-basal media 
 1 µm Retinoic acid (Sigma-Aldrich, Cat. No.:223018) 
 1 µm Purmorphine (EMD Millipore, Cat. No.:540220) 
Differentiation medium with retinoic acid and puromorphine with growth factors 
 Differentiating medium-basal media 
 1 µm Retinoic acid (Sigma-Aldrich, Cat. No.:223018) 
 1 µm Purmorphine (EMD Millipore, Cat. No.:540220) 
 10 ng/mL glial cell derived neurotrophic factor (Neuromics, Cat. No.:PR27022-010) 
 10 ng/mL cerebral dopamine neurotrophic factor (Sigma-Aldrach, Cat. No.: PRS4343) 
mESC expansion protocol 
A feeder layer of MEF cells was thawed and cultured in MEF medium at a cell density of ~3.5 
x104 cells/cm2 and left to recover for 48 hrs. At the second day, HB9::GFP transgenic mES cells 
transfected with ChR2-TdTomato were seeded on the feeder layer at a ratio of 1.5 mES cells per 
MEF seeded. Media was changed to cell proliferation medium and changed every day until start 
of differentiation. 
mESC differentiation protocol 
When mES cell colonies reached high confluency (80-90%), media was changed to differentiation 
medium 1 hr prior to replating the cultures. Cultures were then trypsinized (0.05% Trypsin) and 
spun down and resuspended in 10 mL of differentiation medium. The next day, differentiating 
suspended cells were collected without disturbing the culture flask. This step helps to separate 
non-neuronal lineages which adhered to the bottom. At this stage, small EBs have formed. These 
were replated in differentiation medium supplemented with retinoic acid (RA) and purmorphine 
(PM) [40]. After inducing differentiation towards spinal neuronal lineage with exposure to RA, 
EBs become responsive to differentiating cues of sonic hedgehog protein which directs expression 
of ventral spinal progenitor markers which initiate specification towards MNs. At the fifth day of 
differentiation, cells were once more collected and resuspended in differentiation medium 
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supplemented in RA and PM plus growth factors, which have been shown to contribute in the 
longevity of MNs. Differentiating EBs at this point have grown in size considerably. During 
differentiation, EBs were monitored to choose proper time of plating on MEAs for 
electrophysiological measurements.  
Imaging EBs to follow differentiation  
EBs (n=25) were imaged daily for eGFP fluorescence (Figure 3.1.A). Using ImageJ software, 
fluorescence was quantified by calculating corrected fluorescence (CF) per area using the 
following function: 
𝐶𝐹 = 𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 − (𝐴𝑟𝑒𝑎 𝑜𝑓 𝐸𝐵) ∗ (𝑀𝑒𝑎𝑛 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑) 
Integrated density is the summation of intensity for the ROI. 
Mean Intensity of the Background was calculated by averaging the mean intensity of three 
different background sections. 
The subtraction of the background mean intensity of the entire EB area removes background gain 
to normalize the EB intensity across images. This way, discrepancies from background noise 
across days were removed. Then this value was normalized with EB area, and averaged and 
compared across days. (n=25; mean ± std. dev.) (Figure 3.1.B). The intensity increased up to the 
ninth day. However, between days 10-11, fluorescence seemed to decrease to begin another, 
starting to rise again at day 12. While the explanation for this trend might need further analysis of 
temporal aspect of mES cell differentiation, there was good indication that a significant number of 
cells in these EBs had differentiated into MNs by day 9 (D9).  
At this stage, substrates were prepared for plating EBs. Coverslips (for imaging) and MEA chips 
(for electrophysiology) were prepped by hydrolyzing in O2 plasma for 2 minutes. Next, they were 
sterilized under high intensity UV lamp for 10 minutes after adding water to stabilize the 
hydrophilic surface. Afterward, the sensing area of the MEA was functionalized with 5 µg/cm2 
collagen type I (ThermoFisher Scientific, NC, USA) in acetic acid for 2 hours at RT. This was 
typically enough time for the solvent to vaporize. After rinsing the substrate surface with 1x PBS, 
EBs on the 9th day of differentiation were plated. Neurogenesis was imaged every two days from 
this point. 
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By the first day after plating (D9+1) the cells started extending processes radially. (Figure 3.2) 
Cells in the EB also started to spread and migrate into the extracellular matrix. By D9+3, extended 
processes between EBs formed web-like networks similar to neuronal networks grown with 
primary neurons. By d9+5, areas between EBs densely packed with formed neurites as a common 
mature network. Some cells from the EB migrated further and formed a monolayer of cells at 
various sections of the matrix.  
Three-dimensional fluorescence images of the EBs were recorded after staining with DAPI. A 
ratio of MN to total cells was calculated for 10 distinct flattened EBs by counting cells in blue 
(DAPI: nuclear stain) and green (GFP: MN) channel separately. Approximately one fifth of cells 
were MNs (0.218 ± 0.123; n=5, mean ± std. dev). This value matched well to the reported value 
of 20%-30% by Wicherle et al. Cell. 2002. 
Next, the density of synapses was assessed. MEBs fixed at day 6 using 4% paraformaldehyde were 
permeabilized with 0.05% Triton-X. Samples were later stained at 4oC overnight with the synaptic 
marker, anti-Synapsin I antibody, derived from rabbit (Abcam, MA), followed by staining with 
Goat anti-rabbit IgG (H+L) secondary antibody Alexa-fluor 633 (Fisher Scientific LLC, IL) for 
30 minutes at room temperature. Later, samples were imaged using Leica TCS SP8 confocal 
microscope (Leica Microsystems) in 1 µm stacks,  to quantify number of synapse per area (Figure 
3.3) Superimposed images of 5 stacks of interest were processed in Image J by setting a binary 
threshold to only capture high intensity pixels. Using a particle counter, synapses were counted as 
positive 1-4 pixel2 points. An average of 1536 ± 154 (mean ± std. dev.; n=8) synaptic connections 
per 200 x 200 µm2 pointed toward to an active network.  
Furthermore, zooming into single MNs of color channels green and red which show eGFP 
expressing MNs and synapsin-1 staining respectively, the correlation between green neurites and 
synaptic connections were observed. (Figure 3.4) 
Conclusions 
Based on the results discussed above, we can conclude that mES cells were differentiated 
successfully. EBs on D9 of differentiation were plated on the sensing area of the MEA chip 
functionalized with collagen type I. Approximately, 30-40 EBs were selected for an approximate 
initial coverage of 50% of the sensing area. Adhered EBs were fed every other day. Their electrical 
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activity was measured on D9+6, when the abundance of synaptic connections indicated an active 
network. 
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Chapter-3 Figures 
 
 
Figure 3.1: mESC differentiation into MN. A) Representative suspended EBs were imaged using an inverted 
microscope in the eGFP channel from 5th day of differentiation to monitor expression of GFP under Hb9 promoter 
after addition of growth factors. In total 25 EBs were measured each day. (Scale Bar: 50µm; p<0.05**, p<0.005***). 
B) Average eGFP intensity changes as more cells differentiate into MNs. Degree of differentiation was quantified 
with fluorescent intensity per unit area for day 5 to day 12 of differentiation (n=25; mean ± std. dev.). Results from 
this experiment was used to determine differentiation stage and readiness for plating MEBs on ECM. C) Box plot for 
area change of EB subpopulations (n=25) during days of differentiation. (p<0.05**)  
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Figure 3.2: Neurogenesis and network maturation. A) Representative phase contrast image of neurite extension 
after plating MEBs on collagen type I matrix. MEBs were seeded on ECM on D9 and neurogenesis and network 
formation was monitored. D9+1 shows radial extension of processes, and by D9+3 cells migrated from the EB itself 
and dense network structures were developing as expected. 
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Figure 3.3: Synapsin-1 stain confirms presence of a spontaneously active network. Superimposed confocal z-
stack image (5µm) of MEBs grown on collagen type I substrate and stained for synapsin-1 (red). EGFP (green) 
expression confirms presence of MNs and DAPI (blue) stains all cellular nuclei. Positive synapsin-1 staining shows 
presence of active synapses, and indicate likely presence of a spontaneously active network. An average of 1536 ± 
154 (n=8; mean ± std. dev.) synaptic connections per 200 x 200 µm2 were counted using ImageJ particle counting 
plug-in.  
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Figure 3.4: Synapses are present on MNs. Confocal image showing spatial colocalization between MN cellular 
processes (green) and synapses (red) stained positive with synapsin-1.  
  
34 
 
Chapter-4: Electrophysiological Measurements 
Introduction to advantages of MEA electrophysiology 
High content analysis is one of the strongest aspects of MEA electrophysiology. Using high 
temporal resolution, discreet spatial measurements across the network, multi parameter 
assessment, and a frequency detection bandwidth capable of detecting slow (1-10 sec) and fast (1-
2 ms) activity components, MEA is able to extract extensive quantitative data from large 
population of neurons. [43] As more robust electrical equipment develops and new techniques 
emerge, experiments are now able to record continuously for hours from each individual electrode 
(common commercial arrays can go from 60 to 256 electrodes per chip) at a sampling rate of up 
to 50 kHz. This amount of data coupled with the increase in complexity from experimental case-
specific constraints such as the addition of optogenetic stimulation, requires analytical frameworks 
that can decouple and quantify the high amount of raw data that is obtained from experiments. 
Software such as MC_Rack, which was developed by Multi-Channel Systems, offer the ability to 
easily extract various modes of data. With these tools, very complex analysis can be done with 
relatively low effort and high information yield. This chapter presents electrical activity 
measurements performed with MEBs and the development of analytical algorithms to process this 
data. The MATLAB code developed for data analysis is included in Appendix-1. 
MEA setup and measurement 
MEA measurements were performed using a MEA 1060-Inc-BC amplifier (Multi Channel 
Systems MCS GmbH, Germany) at 37oC. This system offers a gain of 1100 and is able to collect 
a wide range of frequencies. Electrical activity from ChR2+ MEBs cultured on MEA were 
measured on D9+6, when a mature state of neurogenesis was confirmed using synapse staining 
with synapsin-1 antibody. Measurements were performed in dark at a sampling rate of 10 kHz for 
30 minutes in differentiation medium supplemented with RA+PM+GFs after changing media 2 
days before recording. The initial 4 minutes were recorded for spontaneous firing. Three patterns 
of optical stimulation were employed using the aforementioned setup: 
1. Pattern #1: 10 pulses at 10 Hz (pulse width: 10 ms); Stimulated at: 260 s and 310 s  
2. Pattern #2: 10 pulses at 1 Hz (pulse width: 10 ms); Stimulated at: 1040 s and 1300 s  
3. Pattern #3: 10 pulses at 1 Hz (pulse width: 50 ms); Stimulated at: 1600 s and 1750 s 
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Electrophysiological analysis 
a) Spike/Burst analysis 
Raw data was digitally filtered to extract only high frequencies using a 2nd Order Butterworth high 
pass filter (cutoff frequency: 200 Hz). Action potentials can be further processed by sorting using 
the MC_Rack software. A threshold was set at 4x standard deviating from the noise mean as shown 
in Figure 4.1.A. Any potential change that reached this threshold was treated as a binary occurrence 
and counted as a “spike” and represented as spike count per second. In this manner, changes in 
firing rate can be readily represented. Also a qualitative overview of periodicity in the system 
activity, if present, can be assessed as well. Furthermore, spike train data was analyzed using burst 
analysis, with which firing pattern related parameters were extracted to further describe the 
network activity. (Figure 4.1.B) Burst is a term to describe certain spike train morphology. At 
times, neurons fire action potentials in a rapid fashion followed by a silent period of time. This 
rapid firing is referred to as a burst. The temporal parameters that constitute a burst are case-
specific. These are set by: 
1. The minimal number of spikes to make-up the burst 
2. The minimal duration of a spike train to be considered a burst 
3. The minimal time interval between two bursts to be registered as individual bursts 
4. The maximum time interval between spikes to be counted as part of the burst 
5.  The maximum time interval between spikes to start the burst 
The qualitative parameters that are calculated by cataloging and sorting spikes and bursts through 
these values can describe how bursts and spike events fluctuate in response to many factors of 
interest, such as addition of substances, stimulation or even network maturation.  
b) Spectral analysis 
Slow wave potentials can also give substantial information on cumulative potential changes and 
network dynamics. These can be analyzed by processing raw data through a low pass filter (cutoff 
frequency: 100Hz). While optogenetic stimulations evoke fast action potentials instantly, 
modulations of network activity are observed at this frequency range. These modulations can be 
described by representation on the frequency domain by discreet Fourier Transform using Fast 
Fourier Transform. For this analysis a MATLAB code was developed (See Appendix). Raw data 
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was filtered through a low pass filter and divided in subsections between three different stimulation 
times. FFT was performed for 200 second intervals inside each patterns. These 200 seconds “FFT 
scans” were repeated by shifting the interval beginning time by two seconds. (See Figure 4.1.B) 
By averaging across all scans at each subsection, frequency peaks that resulted from noise were 
reduced and detection of real frequency peaks was given statistical robustness 
MEB Spontaneous activity characterization 
Electrical activity measurements showed that MEBs are spontaneously active (Figure 4.2.A). 
Detection of activity correlated directly to location of the adhered MEBs. This served as an initial 
control to differentiate between active (electrodes in the proximity of MNs) and inactive 
electrodes. Electrodes proximal to MEBs that do not show activity are electrodes that are no longer 
functional due to damage caused by multiple use of MEA chip.  
Furthermore, MEBs showed an inherent firing pattern in the slow and fast components (Figure 
4.2.B). The modulations of the slow wave have a structure similar to action potentials, and it 
showed a periodicity of approximately one minute. While the specific inner dynamics cannot be 
currently assessed using a planner MEA, this data confirms a highly integrated network within a 
specific MEB. Additionally, at this level of MEB maturation there was high level of synchronized 
bursting (Figure 4.2.C). This high correlation in activity along the entire electrode array poses the 
question how did this firing pattern synchronize and when a steady state is reached. The other 
possibility to consider is that this periodic firing pattern is characteristic of these MEBs, but they 
are typically shifted in phase unless they are interconnected. 
For further MEB characterization, 8 active channels were selected, 4 from top MEB-1 and 4 from 
bottom MEB-2. Then burst analysis parameters were calculated and presented for comparison 
(Figure 4.3). There was a slight change in distribution of values between the two clusters, but no 
significant difference was observed. This data implied a connection between MEB connectivity 
and size to the bursting electrical activity. This hypothesis was tested further during spectral 
analysis of the periodic components of the network activity. 
Response to optical stimulation 
To test network’s response from light stimulation, the MEBs were exposed to three patterns of 
blue light pulses using a collimated 470 nm LED (Mightex). (Figure 4.4.A). Looking at the slow 
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and fast spectra during stimulation, light is able to evoke a clear response from the network. There 
is both a presence of an approximately 10 second burst following or during stimulation, but there 
is also a decrease in the slow wave spectra. (Figure 4.4.B) The response is also shown in an 
expansion of the spike count graph. Expanding 30 seconds centered around the stimulation time 
shows an increase of spikes that prolonged from approximately 10 seconds before continuing with 
oscillatory firing. 
The immediate evoked response of the three stimulation patterns was compared in Figure 4.4.A. 
The total number of action potentials evoked in 100 ms after the light pulse was computed and 
then averaged per pulse. Data from 8 active electrodes, 4 from MEB-1 and 4 from MEB-2 was 
plotted. This data showed that a 10 ms pulse gave a higher immediate response than a 50 ms pulse 
pattern. Interestingly application of a 10 ms pulse at a higher frequency gave a higher response per 
pulse. Furthermore, the spike count of the total time intervals between stimulation of these 8 active 
channels was averaged and plotted as mean spike count per second. The box plot shows how mean 
firing rate of the network increased during each pattern of stimulation (Figure 4.4.B). It was 
interesting to note how stimulation with longer exposure to light (50 ms) might have caused the 
network to fatigue reflected in a slight reduction in the firing rate. Nevertheless, this is a good 
indication that optogenetic stimulation can elicit a response in MEBs, and moreover, it can induce 
a long term effect on the network activity. 
Modulation of pattern of network activity 
The periodicity of the network can be illustrated by representing slow wave data in the frequency 
domain through discreet Fourier Transform. By importing raw data into MATLAB the filtered 
data was run through the FFT function for the complete 30 minutes of experiment. (Figure 4.6) 
For proper control this was done for an active channel, a non-active channel and the ground 
electrode. First of all, as expected there should be no peak magnitude for the ground electrode as 
all recordings are measured with respect to the ground. The peak for channel 74 at 0.015 Hz 
corresponds to the periodic slow wave that appeared approximately every minute. There also 
seems to be a conglomeration of peaks at around 0.2 Hz, which are absent from the channel 38 
spectra. It is also worth bringing to attention that the 1 Hz harmonic peaks present at both channel 
74 and channel 38 correspond to the artifacts of the 1 Hz light stimulations.  These served as a 
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control for proper selection of areas of interest: 0.005-0.1 Hz and 0.1-0.5 Hz. Frequency peaks 
below 0.005 Hz belong to DC peaks and thus removed. 
The next step was to employ the FFT scanning code to channels of interest for the frequency ranges 
of interest and compare the results before and after stimulation. (See Figure 4.7-4.8) It was 
noticeable that there was no shift in peak population after stimulation. The strong 1-minute slow 
wave period remained constant through the 3 stimulation intervals. This suggests a strong bias by 
the network to this period component. It brings into consideration of other stimulation profiles 
perhaps being able to affect it. To confirm this bias, the network should be completely silenced 
and a timed observation should be done to determine if the same periodic component emerges. 
An interesting characteristic between the electrodes chosen from the top aggregation of MEBs 
versus those from the bottom brings into attention the size and the degree of connectivity of the 
system. The bottom electrodes recorded from only one large MEB (MEB-2), whereas the top 
electrodes had various MEBs seemingly fused as one large cluster (MEB-1). However, bottom 
electrodes show a very clear peak at the 0.015 Hz frequency, while top electrodes show a 
distribution of frequencies with its maximum at 0.015 Hz. Therefore, it seems probable that the 
clustering of MEBs contribute to divergences emerging across the network. This raises questions 
regarding the burst synchronization between MEBs connected by synapses across the ECM, versus 
synchronization between bodies that have merged together. Initially this data suggested that there 
was a difference in connectivity and information transfer between neurons connected inside the 
MEB versus an external connection. 
When considering periodic components of the firing pattern for frequency range of 0.1-0.5 Hz, 
distributions of peak populations seem to respond to optogenetic stimulation. There are still strong 
similarities in the form of the distribution with top or bottom electrodes but some differences exist 
across the MEBs. Most importantly, during the 1st stimulation which consisted of ten 10 ms pulses 
(at 10 Hz), distributions seemed to shift toward a lower frequency, 0.094 ± 0.031 Hz (mean ± std. 
dev.; n=4). The 3rd stimulation which used 50 ms pulses (5 times longer than 1st and 2nd 
stimulation), the frequency components shifted to a higher value (0.069 ± 0.024 Hz (mean ± std. 
dev.; n=4). No obvious frequency shift was observed after the second stimulation pattern (10 sec, 
1 Hz, 10 ms pulses). This observation suggested that MEBs not only respond to optogenetic 
stimulation but there activity be modulated by stimulation frequency and amplitude. Furthermore, 
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this pilot data will inform more complex experiments designed to correlate burst modulation to 
changes in spectral frequency for determination of MEBs capability of optogenetic training. 
Conclusions 
MEA electrophysiology coupled with light stimulation is an informative platform for describing 
and understanding activity dynamics of MEBs. Its capability of performing high content screening 
with very high temporal sensitivity makes it a prime non-invasive method for characterization of 
neuronal network activity. In addition, targeted optogenetic stimulation has the capacity of 
perturbing the network equilibrium in an excitatory or inhibitory fashion. The high volume of data 
obtained can be analyzed with commercial codes and more sophisticated analysis codes developed 
in-house.  
Using this platform it was shown that not only MEBs fire spontaneously but have an inherent firing 
pattern. This suggest that the differentiation of mES cells into MNs induced an inherent firing 
pattern. The responsiveness of the culture to optogenetic stimulation opens up the possibility of 
more complex experiment design, for regulation of the network dynamics, and ultimately network 
manipulation to introduce training and self-regulation of neuronal circuits.  
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Chapter-4 Figures 
Figure 4.1: MEA 
electrophysiology and 
data analysis 
algorithm. A) An 
overview of MEA 
electrophysiology 
experiment scheme. 
MEAs with cultured 
MEBs were connected 
to a broadband 
amplifier that detects 
electrical signals for a 
wide range of 
frequencies. The data 
collected is recorded 
digitally and presented 
through specialized 
software, MC_Rack 
(Multi-Channel 
Systems). Raw data 
can be processed by 
digitally filtering to 
separate fast event 
from slow events. For 
this work, both slow 
and fast components of 
the electrical signal 
were used to 
characterize the 
network activity. B) 
Burst Analysis: 
Overview of logic and 
detection parameters 
used to quantify burst. 
First, spikes were 
counted with a time 
stamp using a detection 
threshold. Then, using 
burst detection 
parameters (which specifies temporal distances), 11 burst and spike associated parameters of interest are computed. 
Following logic is used for burst detection: (i) Spike train scan until an interspike interval is found to be equal or less 
than 1. (ii) For interspike intervals that are less than 2., they are included in the burst. (iii) If a following interspike 
interval is longer than 2. the burst ends. (iv) Spike train clusters that are separated by at least 3. are merged. (v) Bursts 
that last less than 4. or have fewer spikes than 5. are removed. C) Spectral Analysis: Raw slow potential data was 
characterized further by detecting periodic components of the electrical activity. For this purpose, an appropriate 
scanning time interval was used to perform Discreet Fourier Transform. Then shifting the starting time of the interval, 
DFT would be repeated. By increasing the number of repetitions and averaging them, noise levels can be decreased 
and signals were made clearer. 
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Figure 4.2: MEBs are spontaneously active. A) MEA chip with MEBs was imaged using an inverted microscope to 
determine localizations of MEBs along the electrode array. After detecting spikes (action potentials) per electrode 
channel in MC_Rack, 2 minute long activity profiles were superimposed on their corresponding electrode on the 
image. This confirmed that the spontaneous electrical activity correlates to MEBs position. Electrodes without MEBs 
in their close proximity didn’t record any signal. B) Spontaneous activity recorded was digitally filtered to fast 
component (top) and corresponding slow waves (bottom). C) Profiles of spike count per second for all 60 electrodes 
for 30 minutes or recording. Profiles show similar periodic activity at all active channels indicating a synchronized 
network of MEBs.  
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Figure 4.3. Characterization of MEBs using burst analysis. Active channels were chosen across the entire array 
based on highest total spike count, 4 from the top MEB-1 cluster and 4 from the bottom MEB-1 cluster. Box plot of 
all burst analysis related parameters were plotted for top (left) and bottom (right) MEBs to show the distribution of 
values for each parameter in contrast to each other. Analyzing as separate clusters permitted analyzing how MEB 
clustering effected bursting.  The MEB-1 top cluster was composed of various MEBs which had merged together, 
while the bottom cluster pertained to a single large MEB. 
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Figure 4.4: Response of the fast electrical component to optogenetic stimulation. A) 3 patterns of stimulations 
used to observe response dynamics of mature MEBs with the corresponding fast and slow wave measurements. Pattern 
1: 10 ms pulses applied at 100 Hz for 100 ms; Pattern 2: 10 ms pulses applied at 1 Hz for 10 seconds; Pattern 3: 50ms 
pulses applied at 1 Hz for 10 seconds. B) Fast evoked response for 8 randomly selected active electrodes. All patterns 
were applied twice throughout 30 minutes of measurement. 30 second time expansions show the real time response 
of evoked spikes at each stimulation. 1st and 2nd stimulations were 1minute apart. At 1 minute, ChR2 channels had not 
yet reset to be excitable once more, thus showing minimal response. Two minutes or longer, as shown for the other 
stimulation, evoked responses, indicating that optogenetic channels were ready to be again stimulated. 
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Figure 4.5: Firing rate response to optogenetic stimulation. A) Number of evoked action potentials per pulse per 
100 millisecond were compared between stimulation patterns.  B) Box plots of total spike counts post stimulation 
were plotted after normalizing for the total time interval. This is computed for the entire network and compared with 
spontaneous activity (blue). Total 8 electrodes were selected for this analysis, and network activity was divided into 
4 intervals: (1) spontaneous (blue), (2) interval after stimulations with first pattern (yellow), (3) interval after 
stimulations with second pattern (green) and (4) interval after stimulation with third pattern (orange). Data 
demonstrated that stimulation altered network activity levels even after the light was turned off. (p < 0.05**; p < 
0.005***). 
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Figure 4.6: Discreet Fourier transform (DFT): How data should look at active versus control electrode is analyzed 
here. DFT for 30 minutes of slow component of the raw data was calculated using MATLAB for electrodes 74 (active), 
38 (inactive as no MEB is close to this electrode) and 15 (ground). Frequencies from 0.001 to 4 were selected as 
frequencies of interest which contained periodic components with significantly high magnitude. The signals between 
0.01-0.02 Hz and between 0.1-0.5 Hz were analyzed to assess optogenetic response in the frequency domain. Select 
MEB clusters (1 & 2) were analyzed individually to assess effects of connectivity on electrical activity. Note how 
light stimulation artefacts due to noise from turning the LED on and off are visible for C38 and C74, but not for C15 
(ground electrode). 
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Figure 4.7: Optogenetic stimulation response of spectral components (0.005-0.1 Hz). (Figure legend is after the 
second part of the figure)  
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Figure 4.7: Optogenetic stimulation response of spectral components (0.005-0.1 Hz). Results of FFT scanning for 
4 randomly chosen electrodes from MEB cluster 1 (A) and MEB cluster 2 (B) respectively for frequencies 0.005-0.1 
Hz. Multiple FFT of 200 seconds were taken each one displaced by 2 seconds within 250 seconds intervals for a total 
of 25 scans within measured intervals before and after 3 select stimulations (1st stimulation: 260 s, 2nd stimulation: 
1040 s and 3rd stimulation: 1300) without including the intervals at which light stimulation occurred to remove the 
FFT signals belonging to the light artifacts. Bin values were averaged across scans (n=25, mean ± std. dev.). The 
averaged component magnitudes from before stimulation and after were plotted to assess changes in periodicity as a 
response of optogenetic stimulation. Channels 74, 61, 31 and 43 and channels 76, 67, 68 and 58 were chosen from the 
electrodes proximal to MEB cluster 1 and MEB cluster 2 respectively. Scans for intervals of pre-stimulation and post-
stimulation were plotted next to each other to compare changes in magnitude of the frequency components detected 
in response to optogenetic stimulation. While further statistical analysis is required to make any quantitative assertion, 
this data serves as an initial observation of a bias to the 1-minute period (0.015 Hz) observed in the spontaneous 
activity of these networks even after optogenetic stimulation. 
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Figure 4.8: Optogenetic stimulation response of spectral components (0.1-0.5 Hz). (Figure legend is after the 
second part of the figure) 
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Figure 4.8: Optogenetic stimulation response of spectral components (0.1-0.5 Hz). Results of FFT scanning for 4 
randomly chosen electrodes from MEB cluster 1 and MEB cluster 2 respectively for frequencies 0.005-0.1 Hz. The 
calculations and analysis were obtained following the same method explained in Figure 4.7. Results for scans for pre-
stimulation were plotted above post-stimulation data to detect shifts in population distribution in response to 
optogenetic stimulation. Visually, the distribution of DFT signals at these frequencies showed shifts in response to the 
optogenetic stimulation. This first representation of the data serves as a confirmation that modulation of pattern of 
activity can be achieved using optogenetic stimulation. Further studies are required to quantify to what extent of 
magnitude and experimental control can these modulations be affected by optogenetics. Furthermore, the profile of 
FFT plots for MEB cluster 1 and cluster 2 showed differences which indicated that cluster size and connectivity 
affected degree of activity for MEBs.  
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Chapter 5: Summary and Next Steps 
Summary 
Developing a fabrication protocol for micro electrode array chips with optimized impedance for 
detection of neural circuitry has enabled this project to have experimental flexibility that would 
have been very costly in terms of time and money otherwise. This protocol permits diverse 
electrode layouts to be designed easily, which can be coupled with neural patterning and other 
methods (e.g. optogenetic stimulation) to study circuit and single neuron dynamics. Furthermore, 
addition of other modules such as microfluidics, waveguides, or network boundaries can be easily 
implemented to this straightforward protocol. Currently a simple 8 x 8 array was used to 
characterize the electrical activity of NMs differentiated from mES cells. 
Using MEA electrophysiology coupled with optical stimulation, the MEB networks were 
characterized for electrical activity. These networks were not only spontaneously active but also 
showed a very consistent pattern of 1 min period in both slow and fast wave potentials. 
Furthermore, optogenetic stimulation was shown to evoke an instantaneous response in MEBs 
expressing ChR2-TdTomato, while also having a long term effect in the overall firing rate of the 
network. The light stimulation also modulated the periodic components of the slow (<50 Hz) 
electrical components. To the best of our knowledge, this work is the first to describe the neuronal 
activity dynamics of ESC-differentiated MNs which receive high interest in the fields of tissue 
engineering and therapeutics. These findings lay the foundation to perform further studies to 
comprehensively understand MEB activity and ultimately modulate its activity through 
optogenetics in the efforts of developing neural circuits capable of serving as actuator of muscle 
tissue in-vitro. 
Key Accomplishments 
 An in-house MEA chip was fabricated and fabrication protocol was optimized  
 Inherent pattern of electrical activity of mouse-ES cell derived MNs was assessed 
 Modulation of electrical activity was achieved using optogenetic stimulation 
 Algorithms for MEA electrophysiology data analysis were developed for faster and more 
in-depth analysis 
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Next Steps 
To understand activity dynamics of MNs differentiated from mouse ES cells a more 
comprehensive study needs to be performed. First of all, a time course monitoring of spontaneous 
activity since plating on the collagen type I substrate is required to assess the progression of MEB 
firing pattern from beginning until it reaches the steady state that was observed in this work. This 
comprehensive monitoring could point to underlying regulators of the emergence of this firing 
pattern. Furthermore, future studies will be needed to quantify the sensibility of these networks to 
optogenetic stimulation in the efforts of developing trained motor neuronal circuits.  
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Appendix-A: Code for spectral analysis of MEA electrophysiology data 
Introduction 
A MATLAB code was developed and used for spectral analysis of the slow periodic component 
of the electrical activity data recorded from MEBs. The code is divided in three parts:  
1. Data extraction and digital filtering: Data was imported as an ASCII file which 
contained the raw data recorded (.mcd) with the Multi-Channel Amplifier and extracted 
from the .mcd file using MC_DataTool. Voltage potential measurements were defined as 
a vector and passed through a 2nd order Butterworth filer to extract the fast and slow data 
respectively. For this spectral analysis, only slow data was used. Also important constants 
concerning the analysis were defined here, including sampling frequency and bin length. 
2. Fast Fourier Transform for intervals of interest: Discreet Fourier Transform was 
calculated with the FFT function for slow wave raw data for the entire length of experiment 
(30 minutes). The transform is defined as follows: 𝑌(𝑘) =  ∑ 𝑋(𝑗) 𝑊𝑛
(𝑗−1)(𝑘−1)𝑛
𝑗=1  where 
𝑊𝑛 = 𝑒
−2𝜋𝑖
𝑛 . This offered an insight on frequency ranges that contained periodic 
components of interest. Furthermore, FFT of time intervals of interest (specifically before 
and after stimulation) were also calculated and plotted to measure effects of stimulation at 
different frequency range. 
3. Fourier Transform Scan: To use the scanning method discussed in Chapter 4, a matrix 
containing the FFT values for each scan as columns with length of the scanning time was 
calculated. Using frequency ranges determined from Part 2, data matrices were generated 
and exported to Excel for further statistical analysis. 
MATLAB Script 
Variables and constants of importance: 
1. All_data: Vector of raw voltage potential data for entire 30 minutes  
2. fs: Sampling frequency 
3. Highpass_alldata: Vector of voltage potential after filtering for fast components 
4. Lowpass_alldata: Vector of voltage potential after filtering for slow components 
5. Scanning_interval: Time length of the interval upon which FFT will be calculated 
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6. Delta: Shift in time between scans 
Script: 
clc;clear all;close all; 
 
%Part I 
tic; 
  
All_data = importdata('MEA-EB_Div15_C**.TXT'); 
  
toc 
%% 
 
%Real Data 
%Voltage potentials are extracted from imported .txt file as a single 
%vector 
All_data = -1*All_data(:,2); 
  
%Constants pertinent to spectral analysis 
N = length(All_data); % Window length 
fs = 10000; %Sampling Frequency 10kHz 
fnyquist = fs/2; %Nyquist frequency 
freq = 0:fs/N:fs/2; %Conversion of frequency in bins to Hz 
  
%%Designing a high-pass filter to extract fast potentials 
[b,a] = butter(2,0.04,'high'); %High Pass filter: Butterworth 2nd Order: 200Hz Cut-off 
frequency 
  
Highpass_alldata = filter(b,a,All_data); 
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%Designing Low-pass filter to extract slow wave potentials 
[b,a] = butter(2,0.02); %Low Pass filter: Butterworth 2nd Order: 100Hz Cut-off 
frequency 
  
Lowpass_alldata = filter(b,a,All_data); 
  
%% 
%Part II 
  
%%FFT Analysis: Slow Potential Data 
  
%Single-sided magnitude spectrum with frequency axis in Hertz for frequency 
%ranges of interest 
X_mags = abs(fft(Lowpass_alldata)); 
bin_vals = [0 : N-1]; 
fax_Hz = bin_vals*fs/N; 
N_2 = ceil(N/2); 
figure 
subplot(2,1,1) 
plot(fax_Hz(10:180), X_mags(10:180)) 
xlabel('Frequency (Hz)', 'FontSize',14) 
ylabel('Magnitude','FontSize',14); 
title('Magnitude spectrum (Hertz)','FontSize',20); 
axis tight 
ylim([0 15E7]) 
  
  
subplot(2,1,2) 
plot(fax_Hz(180:7200), X_mags(180:7200)) 
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xlabel('Frequency (Hz)', 'FontSize',14) 
ylabel('Magnitude','FontSize',14); 
title('Magnitude spectrum (Hertz)','FontSize',20); 
axis tight 
ylim([0 15E6]) 
  
  
%% 
%Truncated data 
  
%Time limits of intervals of interest in seconds. Multiplying by 10000 
%accounts for sampling frequency of 10kHz 
cycles = [10; 
          260; 
          270; 
          520; 
          780; 
          1040; 
          1050; 
          1300; 
          1310; 
          1560]*10000; 
       
for i = 1:length(cycles)/2 
%Sets the time limits for analysis using the vector "cycles" 
    Lowpass_alldataS = Lowpass_alldata(cycles(2*i-1):cycles(2*i)); 
    NS = length(Lowpass_alldataS); 
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 %SEGMENTED SLOW ANALYSIS 
  
%  Single-sided magnitude spectrum with frequency axis in Hertz 
X_mags = abs(fft(Lowpass_alldataS)); 
bin_vals = (0 : NS-1); 
fax_Hz = bin_vals*fs/NS; 
N_2 = ceil(NS/2); 
  
% Sets the limits of frequencies for plots 
%Calculates the limit of frequency range (0.005-0.1Hz) from the bin values 
start_binlow = ceil((0.005*NS)/fs); 
end_binlow = ceil((0.1*NS)/fs); 
  
%Calculates the limit of frequency range (0.005-0.1Hz) from the bin values 
start_binhigh = ceil((0.1*NS)/fs); 
end_binhigh = ceil((2*NS)/fs); 
  
figure 
subplot(2,1,1) 
plot(fax_Hz(start_binlow:end_binlow), X_mags(start_binlow:end_binlow)) 
xlabel('Frequency (Hz)', 'FontSize',14) 
ylabel('Magnitude','FontSize',14); 
title('Magnitude spectrum (Hertz)','FontSize',20); 
axis tight 
ylim([0 5E7]) 
  
subplot(2,1,2) 
plot(fax_Hz(start_binhigh:end_binhigh), X_mags(start_binhigh:end_binhigh)) 
xlabel('Frequency (Hz)', 'FontSize',14) 
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ylabel('Magnitude','FontSize',14); 
title('Magnitude spectrum (Hertz)','FontSize',20); 
axis tight 
ylim([0 5E6]) 
  
end 
  
%% 
%Part III 
%FFT scanning 
  
scanning_interval = 2000000; %5 minutes 
delta = 20000; %2 seconds 
  
%Calculates number of steps done for the interval of interest moving the 
%scanning_interval by the determined delta shift. 
cycles = floor((length(Lowpass_alldata)-scanning_interval)/delta); 
  
FFT_scan_matrix = zeros(scanning_interval,cycles+2); 
  
for i = 0:cycles 
disp('And...') 
    Lowpass_alldataScan = Lowpass_alldata(1+i*delta:scanning_interval+i*delta); 
     
  
    %  Single-sided magnitude spectrum with frequency axis in Hertz 
    FFT_scan_matrix(:,i+2) = abs(fft(Lowpass_alldataScan)); 
    
disp(num2str(i)) 
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if i==cycles 
    disp('Done. Now chill') 
end 
     
end 
  
NScan = length(Lowpass_alldataScan); 
bin_vals = (0 : NScan-1); 
fax_Hz = bin_vals*fs/NScan; 
FFT_scan_matrix(:,1) = fax_Hz; 
  
 
 
 
 
