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are  important  information  sources  but  provide  only  limited  and  static  information.  In 
tactical situations rich 3D  images and dynamically self‐adapting  information are needed to 
overcome  this  restriction;  this  information  should  be  collected  where  it  is  available. 
Distributed ground teams or swarms of UAVs can provide different and dynamic views of a 
tactical  scene.  Swarms  are  sets  of  interconnected  units  that  can  be  arranged  and 
coordinated in any flexible way to execute a specific task in a distributed manner. 
The Swarm Eye is a concept that provides a platform for combining the powerful techniques 
of  swarm  intelligence, emergent behaviour and  computer graphics  in one  system. Swarm 
Eye  allows  the  testing of new  image processing  concepts  for  a better  and well  informed 
decision making process. By using advanced collaboratively acting eye units, the system can 
observe, gather and process images in parallel to provide high value information. To capture 
visual data  from an autonomous airborne unit,  the unit has  to be  in  the  right position  in 
order  to  get  the  best  visual  sight.  This  Swarm  Eye  system  also  provides  autonomous 
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The  Swarm  Eye  philosophy  follows  the  idea  that  a  set  of  individuals  can  form  a  very 
powerful system when joined and self‐organised in a swarm. The individuals in a swarm can 
communicate  and  interact with  each  other  directly  or  indirectly.  The  Swarm  Eye  project 
provides  a  software  platform  for  testing  this  swarm  philosophy.  The  Swarm  Eye  system 
consists of  several  independently  running  Swarm Eye units  that  can  communicate  in  any 
specified  way.  The  units  can  also  take  photos  while  navigating  through  a  simulated 
environment.  The  images  can  be  combined  in  any  fashion  for  generating  high  quality 
panoramic images, for 3D image generation, for automatic position determination in case of 
GPS  malfunctions  in  a  tactical  situation  or  for  movement  detection  in  a  scene.  The 
intelligent combination of multiple units gathering images and processing them at the same 
time  leads  to  techniques  that  can  make  use  of  the  synchronicity  of  parallel  images 




being  robust  against  variations  in  the  environment  or  even  loss  of  individuals  from  the 
swarm. Swarms  follow  rules  that can  lead  to extremely complex behaviour. The  rules are 
often  surprisingly  simple and  the components of  the  swarm are very basic. However,  the 
emergent behaviour leads to very powerful and effective results. The Swarm Eye system is a 

















To  compare with  simple  eyes,  compound  eyes  possess  a  very  large  view  angle  and  can 
detect  fast movement and,  in some cases, the polarization of  light. Because the  individual 
lenses are so small, the effects of diffraction  impose a  limit on the possible resolution that 
can be obtained. This can be countered by  increasing  lens size and number. To see with a 





field,  ommatidia  are  progressively  turned  on  and  off.  Because  of  the  resulting  "flicker 













and  intriguing  systems. Many  inventions have been done by adopting  the natural  system 
into either mechanical or electric manner. Swarm Eye is also a nature inspired project. The 
research project “Swarm Eye: A Distributed Autonomous Positioning and Target Detection 
System” has been adopted  from nature. Swarms are  schools of  fish, colonies of ants and 











 Design  an  algorithm  that  controls  the  formation  of  the  swarm  to  facilitate  in 
eliminating the blind spots of the tactical scene.  






 Self‐organisational  swarm  objects  which  provide  the  visual  information  of  the 
required terrain.  
 Analyse natural swarm  features such as swarm  formation and swarm collaboration 
for Swarm Eye.  
 Present an effective communication protocol for Swarm Eye. 



















This  project  merges  diverse  techniques  into  one  platform  in  order  to  increase  the 
performance,  robustness  and  usability.  Some  parts  of  image  processing  have  been 
















This  Swarm  Eye  Project  can  facilitate many  different  fields  such  as  swarms  of  UAVs  or 
underwater  robots  for  military,  to  manage  environmental  and  industrial  disasters, 




The Swarm Eye  system mainly uses optical  information.  It can be airborne or  land based. 
The swarm consists of a scalable number of  rather simple units  that collaborate  in a self‐
organised way. The Swarm Eye is designed for medium to large scale swarms.  
The goal of this project is to design a system which provides more robust, effective, detailed 
information  for  tactical  decision  making.  The  project  achieves  this  by  using  advanced 
technologies in the fields of images processing and swarm intelligence.  
This system could be used for military, police, surveillance, space and other industries.  
This project will  focus on  the  software  side of  the  formation algorithm,  image processing 






















of  time, which  is mainly used by military. Surveillance systems are also some  times called 
reconnaissance  system.  The  project  Swarm  Eye  could  also  be  used  as  a  Surveillance  or 
















3 Related Work  
3.1 Introduction 
This  chapter  explores  related  work  within  the  sub  components  of  a  functional  swarm 
system.  It  attempts  to  highlight  these  components  and  their  working  to  achieve  the 
application of  swarm behaviour  in  robotics  and  aerial UAVs. Most of  the work discussed 
here arises  from  the  current work  in  the  field of  swarm  robotics and  is  capable of being 
applied  to  the  swarm of  aerial UAVs. The work presented here distinguishes  swarm  sub‐
components into the categories of formation and coordination of a swarm. The application 
of  this  coordinated  activity  in  tactical  decision  making  also  requires  the  application  of 




intelligence, multi‐robot  coordination,  and  autonomous  systems.  Therefore  the  research 
has  to  be  carried  out  in  these  fields  in  order  to  use  the  appropriate  technology  for  the 
Swarm Eye. This chapter will  show a brief  research on  image processing,  Intelligence and 
autonomous  systems. The appropriate detail  research will be  shown  in  swarm  formation, 
multi‐robots coordination and swarm self‐organisation. 
3.3 Swarm organisation and Formation 
A major  problem with  a  centralised  system  is  that  if  the  centre  of  the  system  becomes 
dysfunctional  then  the  whole  system  stops  working.  Due  to  this,  the  swarm  must  be 











A  different method  [28]  relies  on  the  robots  themselves  to make  decisions  instead  of  a 
centralised coordinator. The communication and coordination among the robots is realised 





mode, using  the  local environmental  information and virtual pheromone  to allocate  tasks 
among  the  robots.  In  this  model,  each  robot  has  two  working modes  during  the  task: 
exploration and dispersion. Initially, the grid‐based map is divided into sub‐areas with some 
grids  noted  as  the  predefined  pattern.  In  the  exploration  working  mode,  the  robot 
computes  its optimised  target  sub‐area which  contains noted  grids, basing on  the  virtual 
pheromone given by other  robots,  to  find  the nearest  sub‐area  in which  the  least  robots 
already move, and make the movement basing on PSO model. Upon reaching the targeted 
sub‐area,  it turns  into the dispersion working mode to place  itself on a certain noted grid. 
With  this  swarm  intelligence  based  approach,  the  multi‐robot  system  can  form  the 
predefined pattern in an effective and scalable way [28]. 
In the approach used by The Burchelli et al. [21] the focus  is on collective  intelligence. The 




difficult problems  instead of using any centralised control. The behaviour comes  from  the 
local interactions with no global knowledge and it tends to be a simple set of rules.  











phase  GPS  (CPGPS)  receivers  allowing  the  establishment  of  attitude  and  location  of  the 

















There  is much  different  behaviour  possible,  for  example  the  avoidance  of  obstacles,  or 
maintaining a position within  the  formation,  tracking  the nearest neighbour etc. Reynolds 
[32] behaviour‐based  simulations of  flocks of birds were one of  the  first  in  its  kind.   His 
“Boids” model showed how simple behaviours that effectively use only  local sensing could 
generate “emergent” group behaviour. 




that were mobile. Metrics were  used  to  determine  how well  the  robots maintained  the 
formations.  Some  techniques  for measuring each  robot’s  relative position as well as  four 
different formations were studied.  
A nature  inspired  [35] approach allows control of multiple units by associating  them  to a 
particular attachment site. This control arrangement  is similar to the  formation of crystals 
by  the arrangement of molecules within nature. The simulation of  this arrangement using 
groups  of  eight  units  and  three  formations  showed  that  efficient  formation  keeping  is 
subject to local sensing. 
Work discussed  in  [36] highlights  robot  formation based on neighbouring  interaction and 













Step  3:  The  control  laws  for  each  unit  are  derived.  These  include  the  basic  geometric 
arrangements  [37],  formation  feedback  control  [38] and  the virtual  structure architecture 
[30] that has demonstrable features. 





what we  call  the  “flicker  effect”, which makes  the  insect  respond  far  better  to moving 
objects  than  to  unmoving  ones.  This  notion  has  been  adapted  to  Swarm  Eye  to  detect 
motion more sensitively. 
Struwe  [6]  shows  that  compound  eyes  like  that  of  a  moth  can  also  show  a  very  high 
sensitivity  to  light. This makes  some  insects,  like  the praying mantis, a good hunter even 
during the early and late hours of the day. 
Bishop  [7]  shows  that  some  insects  such  as  the  drone  fly  can  see  ultraviolet  as well  as 
natural colour  light. This helps drone  flies to forage together with the honeybees they are 
mimicking.  
The compound eyes of most  insects have many hundreds of  lens  facets. For example  the 










field  of  view,  overlapping  Gaussian‐shaped  receptive  fields,  a  singular  viewpoint,  and  a 










3.6 Sensor Network  
The wireless  sensor  network  and multi mobile  robots  are  both  collective  systems, with 




mobile  robots  (MMR)  and  swarm  features.  The  work  discuss  the  challenges  and  the 
combination of the sensor networks and mobile multi robots and presents the layered dual‐
swarm  framework  which  is  a  3D  communication  structure  that  could  be  inherited  in 




1‐ WSN  and MMR.  In  this  system, mobile  robots  can  be  used  to  spread  and 






3‐  Wireless  sensor  and  actuator  networks  (WSAN).  In  this  kind  of  networks, 
sensor nodes and actuator nodes communicate at the same network level. 
 




 Murphy  et  al.  [48]  addresses  the  difficulties  and  risks  of manual  operation  of  wireless 
airborne sensor networks in unknown urban environments, besides describing the roles in a 
rescue team  in detail. Approaches to decrease the number of roles required  for operating 







to  follow a predefined  trajectory  for  flight missions while using  their on‐board  sensors  to 
acquire useful information while maintaining a specified formation pattern.  
The flight path can be a set of waypoints or a predefined fly zone with boundaries. Because 
formation  flights of a UAV  fleet can significantly  increase the global security and universal 
efficiency of the entire system, it can benefit most of the applications which are handled by 
a single UAV. 
3.7 Particle Swarm and Optimisation 
The optimal positioning of a camera  in 3D space using Particle Swarm Optimisation  (PSO) 




There exists  several nature motivated optimisation  techniques. PSO  is a  very well  known 
and  powerful  algorithm  for  single‐objective  continuous  parameter  optimisation.  NSGA‐II 
and SPEA2 [12] are the state‐of‐the‐art multi‐objective optimisation algorithms (MOEA), i.e. 
algorithms where  several objectives  can  be  solved  at  the  same  time.  The probably most 
advanced multi‐objective optimiser may be MOEA/D  [13]. This algorithm  is a combination 
(hybrid)  of  several  techniques.  The  reference  [14]  covers  crucial  aspects  regarding  the 
implementation of MOEA in industrial applications  
3.8 Detection of road vehicles from an unmanned aerial 
vehicle 
This Swarm Eye project is based on the visual data which is mainly captured by camera (eye) 
and  those  cameras  can  also be mounted on  the UAVs or  any other  flying object.  In  that 
aspect the issues in mounting cameras (eye) on the flying object should be considered. 
 The article “Autonomous Real‐time Vehicle Detection  from a Medium‐Level UAV” written 






form  to  a  vertical  trace within  a  perspective  view  image.  The  general  problem  of  aerial 
vehicle  detection  is  also  made  significantly  more  challenging  by  the  non‐uniformity  of 
vehicle colour, localised shape characteristics and overall dimension [15].  
 
Figure 3:Detection of road vehicles from UAV [15] 
A  two  staged  approach  to  autonomous  vehicle  detection  has  been  proposed  by  [15]:  1) 
primary  detection  using  multiple  trained  cascaded  Haar  classifiers  and  2)  secondary 
verification based on UAV altitude driven vehicle size constraints [15]. 
3.9 Image Processing 
A very useful technique  for combining many static pictures  into one  larger  image  is called 
“image stitching”. With  this  technique several pictures of a scene having slightly different 
view  angles  are  put  together  into  one  single  image.  This  way  one  can  generate  e.g. 
panoramic views of  landscapes. The difficulty here  is to  find the right camera positions so 
that  the  pictures  overlap  sufficiently  well  to  allow  the  automatic  stitching  algorithm  to 
operate  properly  [3].  Another  image  editing  technique  called  “focus  stacking”  generates 
images that do not suffer from blur effects due to out of focus issues. Here several pictures 
are  taken  of  the  same  object  with  different  focus  settings  and  the  whole  picture  is 
composed  using  the  in‐focus  parts  of  the  picture  only.  An  example  of  focus  stacking  is 













The collective  image representation task  is there to  increase the visibility of the scene and 
reduce the blind spots for the user. The automatic stitching of two or more images requires 
a slight overlap between the images. 
In  order  to  perform  efficient  image  stitching,  the  right  camera  positions  [5]  must  be 
established. Furthermore a  suitable  image  stitching algorithm must be applied  to acquire 
the stitched panorama. 
There are  several ways  for  stitching  images  together  to get one big  image  i.e.  taking  the 




arrays which  use  techniques  such  as  aperture  synthesis  to  vastly  increase  resolution.  By 
interfering with the signals, these arrays generate  images that have the quality of a virtual 
telescope of  the size of  the whole array. The  largest array  is  the Giant Metre‐wave Radio 
Telescope (GMRT) consisting of 30 antennas [30]. The European large telescope array LOFAR 
(LOw  Frequency  ARray)  is  currently  being  built  using  15,000  small  antennas.  Software 
emulates a telescope that covers an area of about 230 miles in diameter [31]. 
M.  Brown  et  al  [29]  have  proposed  Image  stitching  using  unmoving  features.  They  put 
forward  a  new  system  for  automatic  panorama  stitching  by  the  use  of  constant  local 
features and a probabilistic model  to verify  image matches. This allows  for  recognition of 
multiple  panoramas  from  unordered  image  set.  This  process  is  fully  automatic  without 
requiring any user input. The system is robust to camera zoom, changes in illumination due 
to  flash and exposure/aperture settings and orientation of the  input  images. A multi‐band 

















detection algorithms are based on  comparing  the  frames with each other and  some also 
compare  the  frames with  each other with  the dimensions of  time  to  extract  the moving 
object’s speed [19]. 











3.11   Determination of Relative Position   
To determine  the  relative position within  an unknown  terrain  is  a  challenging  task.    The 
DGPS /AGPS receivers make a fine selection for UAV positioning main sensors, because they 




contribute  to  essential part  [27]. Within  the  context of UAVs positioning G. Heredia  [27] 
discusses about the problem of D‐GPS and proposes FDI. Ideally, FDI uses all the information 
available to detect malfunctions in UAV sub‐systems. However not all positioning errors can 
be detected by using all the sensors onboard the UAV.  In missions with multiple UAVs  it  is 




















suitable  swarm  techniques  that  can be  applied within  the  context. This  requires detailed 
research  into  the  swarm  formation,  intelligence  sharing  and  collaboration  between 
individual members of  the  swarm  itself.  Since  aerial  surveillance data  is produced  in  the 




3.13  Research Questions 
 How  can  various  advanced  technologies  i.e.  image  processing,  swarm  intelligence 





3.14   Summary  





4 Methodology  
4.1 Introduction  
The previous chapter discussed the current development in the related areas. This chapter 









angle.  It can detect  fast movements quickly and compensates  for the physical  lacks of the 
single units by intelligent combination of information.  
The precise and quick orientation of a  team working  in an unknown, dynamic and hostile 
terrain as well as autonomous  identification of moving targets  is of utmost  importance for 
tactical decision making. The Global Positioning System  (GPS)  is one of  the most valuable 
and  advanced  but  also  vulnerable  assets  for  guiding  ground  based  or  airborne  vehicles. 
However, GPS provides only  limited  information which might prove  insufficient  in complex 
tactical situations. 
4.3 Approach / Methodology 
Swarms  are  sets  of  small  units which  are  interconnected  and  that  can  be  arranged  and 
coordinated  in any  flexible way  to perform a  specific  task. A well coordinated  swarm can 
efficiently  process  information  from  different  distributed  sources  providing  high  quality 
data. 
To test this “Swarm Eye” natural proven idea/concept in further detail, a prototype software 
tool  is  created  with  several  cameras  with  interconnected  parallel  communication 
architecture; Image stitching and motion deduction with 3D coordinates. At this stage of the 
project 3D simulation will be used instead of real cameras due to resource limitations. The 








In  the  centralised  communication  approach, every unit  in  the  swarm  communicates with 
one centralised hub and the central hub sends commands/messages to all other units. The 




However,  this mechanism  allows  for  fewer messages  and  in  order  to  communicate with 
each other,  the units’ only need  to  communicate  through  the hub. This  approach  is  also 
easier to manage due to the availability of the centralised hub. 
4.4.2 Decentralised Communication 
There  are  different  schemes  to  implement  a  decentralised  communication  model.  In 
general, decentralised communication requires each unit to broadcast the message to every 
























 Reliable- in delivery of messages 
 
 
 Keep track of order (or sequence) 
 
 
 Use checksums for detecting errors 
Remote procedures are not 
idempotent 
 
 Congestion control mechanism is 
implemented by TCP 
 Connectionless 
 
 Unreliable- No attempt to fragment 
messages 
 
 No reassembly, no synchronisation 
and no acknowledgment 
 
 Remote procedures are idempotent 
 
 
 UDP itself does not avoid congestion, 
and congestion control measures are 
implemented at the application level.  
 
 




associate the eyes  into group so when user would  like to communicate,  it can be done via 
communicating with certain eyes.   The Swarm Eye uses the MPICH2  library  for delivery of 








formation  can  be  changed  accordingly  based  on  the  swarm  deriving  parameters  such  as 
visibility. This adoption of a new  formation overcomes any drawbacks associated with the 
static formation limitations. Within the context of aerial surveillance this dynamic formation 


























the  ranking  table  it  is  ranked  higher  than  others.  The  VFI  ranking  is  dependent  on  the 
visibility, therefore, higher visibility yields higher VFI values and vice versa. The VFI aids the 
swarm  system  to establish swarm units with higher visibility at  their present  location. On 
the other hand, VFI allows  for  selection of  low VFI  swarm units  for  relocation  in order  to 









In  this  Swarm  Eye  system,  the  initial  formation  refers  to  the  formation  which  will  be 
adopted by the swarm at the start up. As soon as the unit will be airborne and get registered 




This  initial  formation can be decided based on a  few  factors,  for example  if a swarm unit 
intents to save fuel then they will adopt the arrow formation [42, 43, and 44].  
In  the  case of poor visibility,  the  formation will  switch  into a dynamic  formation offering 
maximum visibility. The dynamic and  initial formation algorithms are explained  later  in the 
report. 




4.10  Design of Formation Algorithm  





sub‐swarms  applying  suitable  formations  at  both  the  sub‐swarm  and  the  overall  swarm 













above  figure 10.  In  the case of any  left over unit,  these units will  join  the nearest group. 




















This  algorithm  has  been  partially  implemented  and  is  not  fully  optimised  at  this  stage. 




future work. However,  it allows  for  the exploration of  this novel approach within  tactical 
decision making scenarios.  
In a previous chapter it has already been discussed that there are a few algorithms related 
to  swarm  formation  and  optimisation.  The Autonomous  Swarm  Formation  is  a  relatively 
new topic. As shown  in the related work chapter various algorithms have been developed 
on swarm formation by different approaches [30, 31, 32, 33, 34, and 35].  
There  are  many  developments  made  in  swarm  intelligence,  swarm  formation,  swarm 
optimisation.  The  detailed  literature  review  (chapter  4)  shows  many  developments  in 






This Swarm  system also has a  few  limitations and drawbacks. There are many algorithms 
which have to be implemented, such as obstacle avoidance, keeping the formation, collision 






formation  in every  scenario, although  the algorithm would provide better  results  in most 
cases. The  full  testing has not been done  to  the  formation algorithm  to provide results at 
this stage.  
4.11  Summary 
The  chapter  discussed  the  development  of  swarm  formation  algorithm  which  is  the 






tier swarm  formation modelling where a sub‐swarm may have a different  formation  than 




idea of  swarm  formation  based  on  the  visibility  factor  index  to  cater  for  the need of  an 




5 Swarm Eye Prototype Software 
5.1 Introduction  
This  chapter  will  demonstrate  the  software  design,  development  and  testing  of  the 
Prototype Software of Swarm Eye. 
The  Swarm  Eye  software  prototype  demonstrates  the  concept  of  the  Swarm  Eye  of 

















Designing  of  the  “Swarm  Eye”  software  includes  gathering  full  software  requirements, 











Client  brief  and  protocols  Implementation  are  the  basis  of  the  software  structure. A  full 
object oriented code approach will deal with all the information of camera/simulation. 
Data exchange interfaces 






















5.2 Swarm Eye Software Design  
The  idea  of  the  Swarm  Eye  software  project  is  to  provide  a  simulation  environment  for 
testing practically various Swarm Eye application setups. The basic principle of Swarm Eye is 
to  provide  a  set  of  autonomous  eye  units which  can  analyse  a  tactical  scene  in  parallel, 
running  efficient  image  analysis  in  a  distributed  manner  and,  thus,  providing  richer 
information  to  the decision maker  in  the  field. The  first  steps  into  this direction are now 
made by providing a parallel communication platform. The project also delivered a parallel 


















The  structure  of  the  software  has  been  developed  in  an  object  oriented way.  Figure  12 





5.3 Visualisation Unit Design 
The Visualisation unit has been designed  to monitor all  the activity,  to  issue  tasks  to  the 
swarm and to provide vital information to the user about the swarm and ground activities. 

















The  Visualisation  Unit  (see  Figure  13)  is  a  separate  object  in  the  Swarm  Eye  system.  It 
connects  to  the  individual Swarm Eye units via MPI  (Data exchange  interface). The major 
purpose  of  the  Visualisation  Unit  is  to  link  the  User  with  the  swarm.  Through  the 
Registration module each eye is registered at the Visualisation Unit. This way each eye can 
be addressed and manipulated independently by the user.  Another important feature that 




the  current  status  of  the  environment needs  to  be  synchronised between  the  eyes.  This 


















the  Scene  Analyser.  Each  eye  unit  is  linked  to  a  user  interface  for  uploading  and 
downloading  information. Whole  images or  just the changes of the coordinates of the eye 
units can be relayed. Each eye has a  fast communication  interface  (Communicator) to the 
Visualisation Unit and the other eyes. The User Controller interprets direct commands from 
the user for e.g. activating a feature or changing the orientation or position of an eye unit. 
The  eye  unit  can  interpret  high  level  commands  and  execute  them  independently.  This 
simplifies  the control of  the swarm and avoids direct  low  level  (protocol  level)  interaction 
between user  and  the  single  Swarm Unit.  In  future applications  this module will execute 
autonomous self‐organised Swarm  tasks which are  initiated by  the swarm  itself. Each eye 
will  utilise  and  evaluate  the  local  information  accessible  by  the  unit  itself  thus  creating 
emergent behaviour  that helps,  for  example,  to  structure  the  swarm units  in  a way  that 
32 
 








allows  for  determining  the  speed  of  an  object  from  interpreting  the  motion  detection 
feature of many eyes.  
However, the implementation of even those ‘basic’ features of the Swarm units has already 
been  very  challenging.  Nevertheless,  the  Swarm  Eye  Units  have  been  implemented 
successfully.  
The  motivation  behind  Swarm  Eye  is  to  keep  the  individual  eye  units  and  the 








the task  in a group each  individual need to have a  fully duplex communication protocol  in 
real  time  (without  significant delay). The messages between  the units would be different 
types of data  i.e.  Images,  simple  xyz  coordinate and messages  /commands.  Individuals  in 



















The  distributed  and  parallel  image  processing  approach  provides  several  advantages:  it 
supports  the  safety  of  the  real  system  in  the  field  against  eavesdropping  because  all 
information  is distributed within the swarm. As  information  is distributed  in the brain only 
the  correct  combination  of  the  right  information  gives  a  complete  picture. A  distributed 
approach  is  also more  robust  against  communication problems or damages of  single eye 
units. The swarm can still run properly, even if some units are not fully functional. A parallel 
approach also helps speeding up the image processing and allows for simulating the physical 













run  of  Swarm  Eye  all  communications  are  realised  through MPICH2. MPICH2  provides  a 
flexible  and  comparatively  easy  to  implement  programming  library  that  can  be  used  for 
message passing between ports or internet IP addresses. 
The  current  implementation  fully  supports  the notion of having parallel and autonomous 
eye units. Each eye unit holds a representation of the current environment. This mimics the 
data  feed provided by  a  camera mounted on  a UAV. To  support multi  angle  viewing  the 
environment  is modeled using the OpenGL 3D  library. This allows for modeling of complex 
3D tactical scene to be simulated and rendered in 2D frames for further image processing.  
The  initialisation  unit,  the  Visualisation  Unit  as  well  as  the  eye  units  is  modularly 
implemented  in an object oriented manner. The communication between the  initialisation 
unit,  the  Visualisation  Unit  and  the  eyes  is  based  on  MPICH2  via  message  passing.  A 
message protocol handler utilises MPICH2 APIs  for communication between  the units. All 
communication  is  port  based,  thus  allowing  for  parallel  execution  of  these  units  on 
individual computers.  
The port based communication model also allows for scalability as multiple numbers of eyes 







location  in  the scene. Simulation  is cost and time effective as compared  to a real camera. 
There  are  a  few  simulations  which  have  been  developed  and  have  been  adopted.  The 













The  image rendering module  is a key module  in Swarm Eye.  It supplies the eye units with 
images  from  the  simulated  environment.  Significant  time  was  spent  in  the  project  in 
developing an  image rendering package that provides simulations that  looks as realistic as 
possible.  Today  the  image  rendering module  is  the principle platform  for  experiments  in 
Swarm  Eye.  All  following  experiments  on  collective  image  representation,  position 
determination and movement detection have been implemented using this module. 
The  image  rendering  engine  used  in  Swarm  Eye  uses  the MD2  [41]  file  format  and  the 
OpenGL  library  for  image  rendering.  During  the  project  the  image  rendering module  in 
Swarm Eye was significantly modified and  improved from a very basic triangulation viewer 
to a very sophisticated 3D rendering engine as shown in Figure 15  



















each  individual  eye  are  displayed  at  the  Visualisation  unit  in  separate  windows.  In  the 

















single  camera  solutions.  The  aim  is  to  provide  a  decision  maker  with  more  valuable 
information in critical tactical situations.  
5.8.1 Panoramic image generation 
In  Swarm  Eye  the  problem  of  generating  panoramic  images  has  been  solved  by  image 
stitching.  Image stitching  is the process of combining several  images together to form one 











same  time  frame.  In  real‐world scenarios  the synchronisation procedure  is, of course, not 
necessary. Each eye  then  takes a  snapshot of  the  scene and  sends  it  to  the Visualisation 
Unit. In order to perform image stitching in Swarm Eye, the individual views of the eye units 
need to be synced and offer overlapping coverage of the scene. In practice any orientation 
of  the eyes  can be used  for  this purpose as  long as  there  is a  certain amount of overlap 
between  the  individual  images.  An  overlap  of  ca  20%  between  each  image  is  generally 
recommended to allow the stitching software to identify unique markers within the overlap 
area  to  determine  stitching  points.  The  marking  procedure  is  performed  by  the  Scale‐
Invariant Feature Transform algorithm SIFT [13]. The RANSAC (RANdom SAmple Consensus) 
[14] algorithm  is used  to compare similarities between  the point sets  identified by SIFT  in 
the  individual  overlaps.  The  images  are  adjusted  and  transformed  so  that  similar  point 
clusters overlap with  the highest probability. The adjusted  images are  then  rendered and 
combined  into one single  image.  In Swarm Eye the  images are collected and passed to the 
professional  image  stitching  software Autostitch©  [15,  16].  This  software  is  embedded  in 
Swarm  Eye.  However,  it  can  be  replaced  by  any  other  automated  stitching  software  if 
necessary.  
In Figure 18  the views of  four different eye units are displayed  showing a  landscape with 
trees, two houses and some  jet planes sitting on the ground. One can see that each eye  is 
pointing in a slightly different direction covering the major area of a scene.  











the  eye  unit  to  a  shared  common  port.  From  there  the  stitching  software  automatically 
collects  the  images  and  joins  them  to  a  single  panoramic  image.  The  image  is  displayed 
automatically  by  Swarm  Eye.  A  copy  of  the  image  is  placed  in  the  file  system  of  the 
operating system and can be browsed by any conventional image viewer. 
5.8.2 Swarm Formation and Panoramic Images 
Swarm  inherently  operate  in  a  particular  formation.  The  position  and  orientation  of  an 








The panorama  in figure 20  is based on  individual views of 15 swarm units.   The formation 






No of Input Images Resolution of Individual 
Image 
Resolution of Panorama  Panorama Tool Used 
13 1024x796 1756x850 Microsoft ICE 






No of Input Images Resolution of Individual 
Image 
Resolution of Panorama  Panorama Tool Used 




Figure  22  was  generated  by  the  swarm  in  arrow  formation  with  a  downward  camera 





not  possible with wing  based UAV.  For  instance  rotorcraft  can  rotate  in  the  air  and  this 





No of Input Images Resolution of Individual 
Image 
Resolution of Panorama  Panorama Tool Used 




















No of Input Images Resolution of Individual 
Image 
Resolution of Panorama  Panorama Tool Used 
14 1024x696 914x887 Microsoft ICE 
The quality of generated panorama  is dependent on several  factors such as overlap, view 







No of Input Images Resolution of Individual 
Image 
Resolution of Panorama  Panorama Tool Used 
14 1024x696 1400x310 AUTOSTITCH 
The distorted panorama in figure 28 was created by SIFT using the same set of images used 




for  centuries  by  sailors,  travellers  and  pilots.  Today’s  most  of  the  UAVs  position 
establishment  is mainly  based  on DGPS/GPS which  is  very  useful  and  precise. However, 
relying on GPS/DGPS only could cause great difficulties in case GPS/DGPS is jammed. Also a 





The  few options  for  relative position determination have been  tested  for Swarm Eye. The 
first  technique  determines  the  position  of  an  observer  within  a  scene.  The  second 
determines  the position of a  targeted object within a scene. The  third option generates a 





a  classic  navigation  technique  called  triangulation  or  resection.  A  typical  approach  to 
position  detection  is  taking  visual  information  and  globally  available  static  position  data. 
Examples  for  static data are a compass or  the  stars. Visual  information  can be  compared 




The determination of  the unknown position of  an observer needs  two  given positions of 




x1 = x2 + (y2 + (x3 – x2 – y2 tan α – y3 tan β)/(tan α + tan β)) tan α      Equation (1)  
44 
 





In  the  Swarm  Eye  simulation environment  the  implementation of  this  technique  looks as 
shown  in Figure 30. The position determination uses  formulas 1 and 2. Each view angle α 







In  this  example,  the  north‐south  direction  is  known  in  Swarm  Eye. Having  this  data  is  a 
realistic assumption as electronic compasses are readily and cheaply available. In Figure 30 
the blue  tip of  the compass rose  indicates north.  In Swarm Eye  the position and  the view 








Formulas  (1)  and  (2)  can  also  be  used  to  determine  the  position  of  an  unknown  target 






The same  formulas as  in  the previous position determination procedure can be employed 
except that the eyes are now placed at two different known positions (x2,y2) and (x3,y3). The 
eye  units  1  and  2  are  now  targeting  an  unknown  position  of  an  object  (x1,y1).  The  view 
angles α and β are  the same as  in Figure 31 but associated  to  the  individual views of  the 




They  can  follow  the  dynamic  movement  of  the  car  and  track  its  position  online.  The 
positions  are  displayed  (upper  left  corner  in  Figure  29)  at  the  Visualisation Unit.  In  this 





attempts  to change  this with  single camera  systems were  just  recently published  [18]. As 
shown  in  Figure 32  this  can be overcome more easily with Swarm Eye. Automatic object 
recognition  is  today  rather  advanced  and  readily  available.  The modular  structure of  the 





















The  analysis of  images data  allows  you  to  determine  dimensions  and  position of  objects 




















Figure 34  shows  the application of  the proportionate dimension  technique  in  Swarm Eye 
applied to the determination of the position and dimension of unknown objects. The global 
dimensions of  the  scene are calculated by  taking  the FoV  information  into account  (large 










mainly  two different  scenarios  for motion detection  for Swarm Eye project  i.e. Stationary 
camera  detecting  motion  of  moving  objects  and  moving  camera(for  example  camera 
mounted on  flying UAV/aircraft) detecting motion of moving objects.   Today’s numerous 
UAVs, CCTV and other surveillance and security equipment uses motion detection sensors. 
However motion detection  sensors can  lead  to very complex  image analysis by exploiting 







has been  tested. The open  source motion detection  software  (Motion Detector V.1.50 by 
Andrew Kirillow) has been used in this Swarm Eye project. 
5.9.4 Swarm Formation  










the  simulation. The auto option  could be  selected  if  the user  intends  to  see  the dynamic 
algorithm  used  and  tested.  The  implementation  of  dynamic  algorithm  has  not  been 
completed and is discussed under the future work section. 


















Figure 38 presents  this scenario where 5 swarm units are  in an arrow  formation with  the 




However,  the  generation of 3D  images  from 2D  captured  images  requires  suitable multi‐
angled 2D  images.  This  is where dynamic  formation plays  a  vital  role, upon  identifying  a 
suitable object of  interest;  the  swarm may  initiate dynamic  formation. The  formation will 
consider the number of units in the swarm, the requirement to cover the object of interest 
from  various  angles  and  then  apply  a  suitable  formation  to  the  swarm.  This  scenario  is 




These  dynamic  formations  are  essentially  objective  driven.  The  objective may  vary  from 
multi angle surveillance of a specific object of interest to acquisition of sufficient multi angle 






 Step  2:  The  Unit  with  the  highest  visual  index  and  closest  to  the  required  object  will 
subtract  the background  from  the object  and  then detect  the  centre point of  the  visible 
required object. 









The  steps  discussed  in  the  diagram  above  have  been  implemented  as  communication 










5.10  UAV Physical Manoeuvring Constraints  
An  important  aspect  affecting  UAV  manoeuvring  capabilities  is  the  physical  constrains. 
These constraints vary based on the model of the UAV. Most UAV can be distinguished as 
either fixed wing based or rotorcraft. The manoeuvring of the UAV has physical constraints 
interims of  airspeed,  turn  rate,  control  response  latency  and  aerodynamics effect on  the 
orientation of the UAV [45]. These manoeuvring capabilities play a vital role in selection of a 
UAV for a particular mission.  
Rotorcraft  based  UAV  can  stay  stationary  in  the  air, while  the wing  based  UAV  cannot. 






constraints of wing based UAV. However,  it assumes  that any UAV can move  to a certain 
















The  proposed  Formation  Algorithm  has  been  partially  implemented  and  requires 
optimisation.  
 




















1  31,896  16%  OK 
2  31,844  18%  OK 
3  32,020  17%  OK 
4  31,624  21%  OK 
5  31,816  20%  OK 
6  31,764  18%  OK  
7  31,996  19%  OK 











5.13   Future Work 
The  thesis  has  presented  a  novel  approach  for  the  swarm  formation  based  on  VFI.  This 
approach  allows  dynamic  swarm  formations with  the  focus  of maximum  coverage  of  an 
object  of  interest.  This  approach  can  aid  in  tactical  decision  making  and  allows  for 
autonomous swarm behaviour.  
Swarm  Eye  was  a  one  year  project.  For  an  optimised  implementation  of  the  swarm 
formation algorithm this project would have to be continued to PhD level. The directions of 
future work are proposed as under.   




 The optimised  implementation of  the  swarm  formation  algorithm with  the 
integration  of  other  collaboration  algorithms  such  as  (collision  avoidance, 





the  target  and  form  dynamic  formation  by  applying  the  swarm  formation 
algorithm. 















6 Conclusion  
 
Distributed ground teams or swarms of UAVs can provide different and dynamic views of a 
tactical  scene.  Swarms  are  sets  of  interconnected  units  that  can  be  arranged  and 
coordinated in any flexible way to execute a specific task in a distributed manner.         
Swarm  Eye provides  a  simulation environment  to  explore  the potential of  swarm  and  its 
merger  with  various  advanced  technologies  to  aid  in  surveillance  and  reconnaissance 
missions. 
The identification and implementation of the proper formation of a swarm is a vital element 





formation  to  fly.  The  dynamic  formation  will  be  adopted  by  the  swarm  if  the  required 
objects are not visible due to the blind spots in the current formation. 
In  this  report,  a  formation  algorithm  has  been  proposed which  demonstrates  that  blind 
spots can be minimised to get a better view of the target object or terrain. This formation 
algorithm  aims  to  derive  a  suitable  formation  based  on  the  visibility  factor  index.  This 




 The  objective  of  the  algorithm  is  to  apply  a  suitable  formation  to  the  swarm  so  that 
maximum collaborated visibility is achieved. The algorithm divides a swarm into several sub‐
swarms applying  suitable  formations at both  the  sub‐swarm and  the overall  swarm  level. 




The  Visualisation Unit  is  a  separate  object  in  the  Swarm  Eye  system.  It  connects  to  the 
individual  Swarm  Eye units  via MPI  (Data  exchange  interface).  The major purpose of  the 
Visualisation Unit is to link the user with the swarm. Through the registration module each 









the  task  in  a  group  each  individual  needs  to  have  a  suitable  communication  protocol  to 
allow  for  communication  between  the  units.  The messages  between  the  units would  be 
different  types  of  data  i.e.  Images,  simple  3D  coordinate  and  messages  /commands. 
Individuals  in swarms  interact either directly by communication or  indirectly  through  joint 
behaviour. This coordinated behaviour allows for deployment and experimentation with the 
swarm  of  variable  sizes.  The  simulation  platform  produced  by  this  work  provides  an 
extensible  framework  for  further  exploration  and  experimentation with  the  autonomous 
swarm  operations  and  formations  with  regards  to  tactical  decision  making.  The  self 
formation capability using Visual Field  Index allows  for autonomous swarm  formation and 
aids  surveillance with  reference  to  a  specific object  of  interest.  The work  can  be  further 
extended to  identify suitable formations for a particular scenario of  interest and  impact of 
different scene conditions such as light, weather and terrain topologies. It further allows for 
the evaluation of the impact of message delays and optimised image analysis techniques to 
cater  for  a  particular  scenario.  Overall,  the  work  presented  in  the  thesis  sets  up  the 
background  for  further  PhD  level work  into  the  fields of  autonomous  swarms, optimised 































[10]  T.  Neumann,  “Modeling  Insect  Compound  Eyes:  Space‐Variant  Spherical  Vision”, 
Lecture Notes in Computer Science, Springer, pp. 360‐367, 2002.  
[11] P. Burelli, L. Di Gaspero, A. Ermetici and R. Ranon, “Virtual Camera Composition with 
Particle  Swarm Optimisation”,  Lecture  Notes  in  Computer  Science,  pp.  130‐141,  Volume 
5166/2008.  
[12] K. Deb, “Multi‐objective optimisation using evolutionary algorithms”, Wiley, 2002  




























[26] M. Ying,  J.  Jingjue, B. Fulin, “3D‐City model  supporting  for CCTV monitoring  system”, 
Symposium on Geospatial Theory, Processing and Applications, Ottawa, 2002.  
[27]  G.  Heredia  ,  F.  Caballero,  I.  Maza  et  al,  “Multi‐UAV  Cooperative  Fault  Detection 
















[33] M.  J. Mataric,  "Designing  Emergent  Behaviors:  From  Local  Interactions  to  Collective 
Intelligence",  in Proceedings, From Animals to Animats 2, Second  International Conference 
on Simulation of Adaptive Behavior (SAB‐92), MIT Press, 432‐441. 
































[47] W.  Li  and W.  Shen.  ”Swarm  behavior  control  of mobile multi‐robots  with  wireless 
sensor  networks”.  J.  Netw.  Comput.  Appl.  34,  4  (July  2011),  1398‐1407. 
DOI=10.1016/j.jnca.2011.03.023 http://dx.doi.org/10.1016/j.jnca.2011.03.023 
[48]  K.  S.  Pratt,  R.  Murphy,  S.  Stover,  and  C.  Griffin.  “CONOPS  and  autonomy 
recommendations  for  VTOL  small  unmanned  aerial  system  based  on  Hurricane  Katrina 
operations”.  J.  Field  Robot.  26,  8  (August  2009),  636‐650.  DOI=10.1002/rob.v26:8 
http://dx.doi.org/10.1002/rob.v26:8 







8 Glossary of Terms and Acronyms 
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 Figure 95 Panorama Generated by using Figures 96‐105 
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