This article proposes a neural network model of supervised learning that employs biologically motivated constraints of using local, on-line, constructive learning. The model possesses two novel learning mechanisms. The first is a network for learning topographic mixtures. The network's internal category nodes are the mixture components, which learn to encode smooth distributions in the input space by taking advantage of topography in the input feature maps. The second mechanism is an attentional biasing feedback circuit. When the network makes an incorrect output prediction, this feedback circuit modulates the learning rates of the category nodes, by amounts based on the sharpness of their tuning, in order to improve the network's prediction accuracy. The network is evaluated on several standard classification benchmarks and shown to perform well in comparison to other classifiers.
Introduction
There have been significant advancement in the understanding of statistical learning properties of artificial neural networks. However, neural networks are usually unconstrained from an implementational point of view. Applying constraints that are motivated by biological implementability make statistical analysis more difficult but may offer the compensatory advantage of producing models that have more straightforward links with biological systems. In addition, the constraints may provide certain practical advantages. It is with these motivations that the following three constraints were used to guide neural network development:
Local. Activation and learning equations employ only simple computations, using only locally available information. This constraint allows for the possibility of efficient hardware implementation.
ping. This allows for an efficient usage of resources since only the memory required for solving the problem at hand is allocated.
In this article a neural network is proposed that obeys these three constraints. The network learns smooth receptive fields, or basis functions, in the hidden layer that are sensitive to the input density distribution. The receptive fields are learned using simple, local computations that take advantage of a data format suggested by models of cortical development: representing inputs as topographic maps. The network's learning dynamics are also self-corrective in the presence of prediction errors. This is done not by using complicated feedback computations based on an error gradient but rather by using a simple biasing of network activities (and, hence, of learning rates), based on the sharpness of receptive field tuning. These two novel learning mechanisms-learning a mixture density model in the hidden layer based on topographic input maps and biasing the activations of the mixture components using "attentional" feedback-are described in sections 1.1 and 1.2.
Learning Topographic Mixtures.
Models of cortical learning and development typically share two essential computations: center-surround processing within network layers and correlational learning of connections between layers. These computations yield characteristic activity patterns within layers in which nodes positioned near each other are more positively correlated than nodes positioned farther away from each other. Therefore, although all nodes in the same layer may respond to the same feature dimension, such as the orientation of a visual stimulus, nearby nodes tend to respond to nearby regions of the feature space (i.e., similar orientations), whereas nodes spaced farther apart do not. For example, many models have been proposed of how neurons in primary visual cortex develop their orientationally tuned receptive fields within smoothly varying maps of orientation preference (Durbin & Mitchison, 1990; Obermayer, Blasdel, & Schulten, 1992; Obermayer, Ritter, & Schulten, 1990; Swindale, 1992; Sirosh & Miikkulainen, 1994; Olson & Grossberg, 1998) . Figure 1 depicts a simple example of a topographic map in a feature layer, which encodes orientation preference for visual input. Activation levels of the orientationally selective nodes are shown, given a vertical edge as input. The feature layer is analogous to a set of orientation columns in primary visual cortex. Now imagine a set of nodes in a higher category layer, which have normalized activities due to mutual, divisive inhibition (i.e., the net activation across the layer is constant) and receive inputs from the feature layer via adaptive connections that are updated with a type of correlational learning called instar learning (Grossberg, 1976 (Grossberg, , 1980 Kohonen, 1989) . Instar learning causes the connection weights to track the presynaptic signals from the feature nodes when the category nodes are active. The result, depicted in Figure 1 , is that the weights to a category node consist of a weighted Figure 1 : Topographic mixture model. The learned paths are shown from a topographic feature layer and an output layer to an internal category layer, as well as reciprocal paths from the category layer to the output layer. In this example, the feature nodes encode orientation preference. The category nodes learn smooth receptive fields, which partition this feature space based on its associations with the class outputs. The dashed line represents divisive, normalizing inhibition within the category layer. The shaded bars represent activity levels.
average of several similar feature patterns, encoding the expected feature pattern conditioned on the category node's activity. The shape of the resulting category receptive field is determined by both the intrinsic spread of a single feature pattern and the spread of different feature patterns learned by the category node.
The category nodes also receive signals from an output layer, which represents class labels. In Figure 1 the labels are vertical and horizontal. These connections are also updated via instar learning. During training mode, feature and output activations are determined, respectively, by feature inputs and supervised class labels. Category activations, which regulate learning rates, are determined by input from these layers, which is combined multiplicatively. Therefore, during training, categories learn conjunctions of the feature and class representations. During test mode, category activations are determined only by inputs from the feature layer. Class output predictions are then produced via learned connections from the category layer to the output layer, which are symmetrical to the output category connections.
Thus, we see that a combination of center-surround processing within the feature layer and correlational learning between layers results in the learning of a mixture model of smooth distributions governing the input-output mapping. In this model, each category node represents a single component of the mixture distribution. Because this circuit relies on topography in the feature layer, the representation that it learns is called a topographic mixture model. A probabilistic interpretation of this learning model is given in section A.3.
Mixture models allow supervised learning using density estimation (Ghahramani & Jordan, 1994; Williamson, 1997) . The essential idea is to optimize the model's likelihood for representing the joint input-output density of the training data and then to use this mixture model to estimate the conditional distribution in the output space given test inputs. This distribution is then used to obtain output predictions. An advantage of the density estimation approach is flexibility. The density model can be used to obtain predictions in any direction. In other words, the "output" variables merely correspond to the variables that are missing and need to be estimated given the variables that are not missing. Another advantage is locality. The posterior probabilities of the mixture components (i.e., category activations) can be computed using local information. These probabilities are then used to update local model parameters. In a neural network architecture, this yields simpler, more localizable computations than alternative methods such as backpropagation, which use gradient-descent computations based on the output error.
Attentionally Biased Learning.
One possible problem with a straightforward density estimation approach is that due to inherent limitations in the ability to estimate an accurate model of the input-output density (due to imperfect assumptions underlying the parametric model), maximizing the likelihood of the mixture model may not correspond to maximizing the accuracy of predictions on a test set.
In this article a new method of attentional biasing is proposed that alters the learning process in order to improve prediction accuracy. With this method, learning is allowed only when the output prediction satisfies an accuracy criterion. If this criterion is not met, then attentional feedback systematically alters, or biases, the activation levels of the category nodes by different amounts, which depend on their tuning properties. The magnitude of this feedback, which is called the vigilance level, is increased until the accuracy criterion is met. If the criterion is not met for any vigilance level, then a new category node is introduced, expanding the network's capacity.
Two aspects of attentional biasing need to be considered: its general goal (that is, how its effect on category nodes relates to their receptive field tuning properties) and its specific effect (that is, how it momentarily alters the shape of a node's receptive field). The general goal of attentional biasing is to increase the activations (and hence learning rates) of broadly tuned nodes with respect to those of sharply tuned nodes. This goal is motivated by the fact that sharply tuned nodes, because their activity distribution over the training set exhibits higher kurtosis than that of broadly tuned nodes, are more likely to have a strong influence on the prediction. Therefore, when the network makes an inaccurate prediction, the sharply tuned nodes are more likely to have caused the error, and the mistake should be most easily corrected by reducing their activations with respect to those of broadly tuned nodes. Since learning rates are proportional to activations, this means that regions of the input space that yield prediction errors will tend to be learned with high vigilance levels, causing higher-than-normal learning rates for broadly tuned nodes. This causes the receptive fields of these nodes to zero in on problematic regions of the input space until the errors are eliminated.
This general goal of attentional biasing is achieved using learned inhibitory bias weights that modulate the divisive effect of vigilance on a node's activation. A bias weight learns a node's expected input match, which is its receptive field height at the point in the input space represented by the current input. Sharply tuned nodes will thus tend to have large bias weights because their input matches tend to be high. Roughly speaking, the size of a node's bias weight is proportional to the sharpness of its receptive field (quantitative results on this issue are provided in section 2.3). Figure 2a illustrates the relative effect of raising vigilance on two receptive fields given the assumption that the inhibitory weights are inversely proportional to the receptive field widths. Raising vigilance has a purely modulatory effect, making the broader receptive field higher with respect to the narrow one without changing the widths of either. In a related neural network called gaussian ARTMAP, which is a variant of predictive adaptive resonance theory networks, a vigilance threshold has been used rather than vigilance modulation (Williamson, 1996 (Williamson, , 1997 Grossberg & Williamson, 1999) . A vigilance threshold has a subtractive rather than a modulatory effect on receptive fields. Figure 2b shows that, like vigilance modulation, a vigilance threshold favors a broadly tuned receptive field over a narrowly tuned one (in both Figures 2a and 2b , the cross-over point moves to the left as vigilance is raised). Unlike vigilance modulation, however, a vigilance threshold causes the receptive fields to become narrower. This narrowing of receptive fields makes the activity pattern across categories less distributed by shutting some nodes off.
Historically, the use of a vigilance threshold in gaussian ARTMAP was motivated by the adaptive resonance theory concept of resetting, or shutting off, nodes when in some sense they do not adequately match the input or output pattern (Carpenter & Grossberg, 1987) . The vigilance modulation introduced in this article is a modification of that concept. Simulations (not shown here) have shown that vigilance modulation is generally more Figure 2 : Effect of raising vigilance on two receptive fields. In this example, it is assumed that the bias weights for the two category nodes are proportional to their receptive field heights. This relationship typically holds, as illustrated in section 2.3. Two alternative methods for attentional biasing of receptive fields are illustrated. In the vigilance modulation case (top), receptive fields are defined
. In the vigilance threshold case (bottom), they are defined by
Vigilance modulation favors the wider receptive field but does not make either receptive field narrower. A vigilance threshold, on the other hand, favors the wider receptive field while making both receptive fields narrower. See the appendix for an explanation of these variables. For clarity, receptive fields are rescaled in this plot to have the same height at different vigilance levels.
effective than a vigilance threshold. The effectiveness of vigilance modulation suggests that while it is useful to bias nodes differentially based on the sharpness of their tuning, it is generally not useful to carry this process to such an extreme that learning is completely turned off in some nodes.
Topographic Attentive Mapping
Network. The network proposed in this article is called the topographic attentive mapping (TAM) network. This is because its novel contributions are the integral use of topography in the input feature maps, along with the use of attentional feedback to bias learning rates in the category layer, in order to learn an effective inputoutput mapping. Figure 3 illustrates a TAM network containing two input feature maps, two basis nodes, one category node, and one output node. Note that the category layer in the simple network architecture depicted in Figure 1 has been expanded to include both unidimensional basis nodes encoding a receptive field in each input dimension and multidimensional category nodes encoding the conjunction of all the input dimensions and the output dimension. A vigilance node has also been added, which implements attentional biasing by exerting divisive inhibition on the basis nodes. The variables represent the activity of a node or the size of a synaptic weight. The symbols inside a node denote the mathematical operation computed by that node. A detailed description of the model equations is given in the appendix. Figure 2a illustrates the momentary effect on receptive fields of raising vigilance. To investigate the long-term effect of raising vigilance on the learning of receptive fields, the following simulation experiments were performed. For simplicity, only one input dimension and one output class were used. Learning with just one output class is functionally equivalent to unsupervised learning. The network was initialized with 10 category nodes. Each node's receptive field was centered on a different part of the one-dimensional input space by allowing it to learn, independently of the other nodes, for one learning trial. The value of the input, I i , for the first learning trial of each category j was I i = (j − 1)/10. Therefore, the 10 receptive fields were centered at 0.0, 0.1, . . . , 0.9 in the input space, which has a range of [0 : 1]. In addition, equation A.18 was altered to allow wraparound so that receptive fields at the boundaries of the input range would look the same as those in the middle.
Simulations

Effect on Learning of Raising Vigilance.
After this category initialization, learning took place in the normal way, using 1000 randomly selected training inputs, I i ∈ U [0 : 1]. Figure 4a shows the receptive fields resulting from condition 1, the default condition with the vigilance level, ρ, set to ρ ≡ 0. Figure 4b shows the result of condition 2, in which ρ was elevated in one region of the input space: ρ = 50 whenever 1/3 ≤ I i ≤ 2/3 and ρ = 0 otherwise. Where ρ was elevated, the representation became less distributed, with the receptive fields in that area becoming taller and narrower (receptive fields are illustrated by plotting the normalized activations using equation A.7 with ρ = 0).
When a category node learns with ρ elevated, each of its bias weights b ji tracks a smaller match value due to equation A.1, giving the node an even greater advantage the next time ρ is elevated. This leads to a snowballing effect in which the advantaged nodes crowd out the disadvantaged nodes where ρ is elevated.
A possible alternative approach for "paying greater attention" to a particular region of the input space is to increase the learning rates in that region monolithically. Figure 4c shows the result of condition 3, in which all learning rates, w (rate) j , were doubled when 1/3 ≤ I i ≤ 2/3. As this plot shows, the opposite effect was obtained as in condition 2. In condition 3, the representation became more distributed in the region of the input space with the elevated learning rate.
One measure of the discriminability of a point in the input space is a discriminability index, DI, which is the average of the magnitudes of the receptive field slopes at that point. Figure 4d plots the DI for the three repre- sentations shown in Figures 4a through 4c. Condition 1 produces a roughly flat DI across the input space, reflecting the uniform distribution of the inputs. Condition 2 produces a flat DI everywhere except for the transitions from ρ = 0 to ρ = 50, where the DI is elevated. Finally, condition 3 produces a slightly lowered DI within the region where the learning rate was doubled. Therefore, attentional biasing increases discriminability in regions where there are changes in the average vigilance level. This is done by, instead of increasing the learning rate of all nodes, as in condition 3, increasing it just for those nodes with small bias weights while simultaneously decreasing their bias weights.
DELVE Classification Benchmarks.
The TAM network was evaluated on several classification benchmarks in order to determine how well it performs with respect to other classifiers. All results were obtained using the same set of parameters (see section A.7) following 200 training epochs, or iterations through the training set.
The DELVE benchmark collection (Rasmussen et al., 1996) provides an environment for assessing learning methods in a way that is both relevant to real-world problems and allows for statistically valid comparisons with other learning methods. TAM was evaluated on the seven classification benchmarks in the DELVE collection for which there are results from one or more alternative learning methods. From each classification data set, one or more classification tasks is defined involving training sets with different amounts of data. Therefore, it is possible to determine not only how well a learning method handles a particular classification problem, but also how its performance scales with the size of the training set.
The data sets are of four different types: natural, cultivated, simulated, and artificial. Natural data sets were originally gathered for real-world applications; cultivated data sets came from a real-world source but were never used to solve a real problem; simulated data sets were generated by a simulator but are believed to resemble real data; and artificial data sets were generated according to some mathematical formula and are not meant to resemble any real data.
TAM was compared to the following alternative learning methods:
CART: a basic decision tree that creates decision boundaries parallel to the input axes (Breiman, Friedman, Olshen, & Stone, 1984) 1NN: one nearest neighbor based on Euclidean distance KNN-Class: k-nearest neighbor algorithm, in which k is chosen on the basis of leave-one-out cross-validation on the training set Several mixtures-of-experts (MEs) and hierarchical mixtures-ofexperts (HMEs) variants, as follows (Waterhouse, Mackay, & Robinson, 1996) .
• ME-EL: a committee of MEs trained by ensemble learning • ME-ESE: a committee of MEs trained by early stopping
• HME-EL: a committee of HMEs trained by ensemble learning
• HME-ESE: a committee of HMEs trained by early stopping
• HME-GROW: a committee of HMEs grown via early stopping Tables 1 through 6 summarize TAM's performance and provide statistical comparisons with the results of the alternative learning methods. Each column shows results obtained in a single classification task, with the number at the top of the column indicating the number of data items in the training set. In each row is listed the error rate for a given learning method. Next to the error rate is an indication of whether the difference between that method's performance and that of TAM is statistically significant (p < 0.05), with a + indicating that the alternative method obtained a significantly higher error rate and a − indicating that it obtained a significantly lower error rate.
Splice.
This natural problem involves, given a position in the middle of a window of 60 DNA sequence elements, predicting if the position is an "intron-exon" boundary, an "exon-intron" boundary, or neither type of boundary. Therefore, a classifier must learn to predict one of three class outputs based on a 60-dimensional input vector, in which each dimension takes on a categorical value, A, G, T, or C. Preprocessing involved assigning numerical values to these categorical data-A = 0, G = 1, T = 2, C = 3-and then mapping these values into feature map distributions as described in section A.6. Table 1 shows the results. On the small and medium training sets, TAM performed significantly better than most of the alternative methods. On the largest training set, TAM performed significantly better than CART and the NN methods and slightly better than the ME and HME variants, although these latter differences are not statistically significant.
TAM's superior performance may result partly from the preprocessing, which, due to overlapping feature distributions for different categorical attributes, converts categorical data into a numerical scale. As discussed in section A.3, categorical data can be represented discretely by making the distributions nonoverlapping. Accordingly, TAM was also evaluated by replacing equation A.18 with the following equation, which results in narrow, nonoverlapping feature map distributions whose widths with respect to the input range of [0 : 1] are σ = 1/(10L) rather than σ = 1/L:
When TAM uses "categorical" feature maps due to preprocessing with equation 2.1 rather than equation A.18, it is referred to as TAM-C. Table 1 compares TAM-C's performance to that of TAM. On the small and medium training sets, TAM-C did not perform as well. Apparently TAM's overlapping input distributions provided an additional benefit, although the input data have a categorical interpretation. On the largest data set, however, TAM-C performed slightly better than TAM, perhaps because its nonoverlapping input distributions precluded crosstalk.
Titanic.
This natural problem involves learning to predict whether a person on board the Titanic survived based on social class (first class, second class, third class, crew member), age (adult or child), and sex. Preprocessing involved assigning numerical values to these categorical data-first class = 0, second class = 1, third class = 2, crew member = 3; adult = 0, child = 1; and male = 0, female = 1-and then converting these data into feature distributions as described in section A.6. Because the input data are categorical, TAM-C was also evaluated. As Table 2 shows, TAM and TAM-C obtained similar results except that TAM did better on the smallest training set. TAM obtained significantly better results than 1NN on all training set sizes. It obtained slightly better results than the other methods as well, although these differences are not significant.
Image-seg.
This cultivated problem involves, given 16 continuous attributes derived from 3 × 3 pixel regions from outdoor images, predicting which region class (brickface, sky, foliage, cement, window, path, grass) it came from. Table 3 shows the results. Only a couple of the differences are statistically significant; however, TAM performed slightly worse than the ME and HME variants on the medium and large training sets.
2.2.4
Letter. This simulated problem involves predicting which of the 26 uppercase letters an image came from, given 16 simple statistical features derived from the image, with each feature taking on one of 16 integer values. Table 4 shows the results. TAM performed significantly better than CART and significantly worse than virtually all the other methods on all three training set sizes.
2.2.5
Mushrooms. This artificial problem involves, given 21 nominally valued attributes describing the characteristics of mushrooms, predicting whether the mushroom is edible or poisonous. Preprocessing involved assigning integer values to the attributes (which range in number from 2 to 12 per dimension) by replacing each attribute with the number of its index in the documentation lists. Then these data were converted into feature distributions as described in section A.6. Because the input data are categorical, TAM-C was also evaluated. Table 5 shows the results. As in the Splice data set, TAM performed slightly better than TAM-C on the smaller training sets and slightly worse on the larger training sets, although the differences are not significant. TAM performed slightly worse than KNN-CLASS on all the training sets except the largest one.
2.2.6
Ringnorm. This artificial problem involves, given two output classes drawn from different 20-dimensional multivariate normal distributions, predicting which class each datum belongs to. Class 1 has mean zero and covariance four times the identity. Class 2 has mean = (a, a, . . . , a) and unit covariance, where a = 2/ √ 20. Breiman et al. (1984) report a theoretical expected error rate of 0.013. Table 6 shows that TAM performed significantly better than CART and the NN methods.
2.2.7
Twonorm. This artificial problem is similar to the ringnorm problem except that both classes have unit variance, Class 1 has mean = (a, a, . . . , a), and Class 2 has mean = (−a, −a, . . . , −a) where a = 2/ √ 20. Breiman et al. (1984) report a theoretical expected error rate of 0.023. Table 6 shows that TAM performed significantly better than CART and 1NN but worse than KNN-CLASS.
Statistics of Learning.
In this section, several statistics relating to the benchmark simulations are described in order to provide a better understanding of the representations that TAM learned. For clarity, results are shown from only the largest training set of the first five benchmarks. Tables 1 through 6 were obtained following 200 training epochs. However, the error rate converged much earlier than 200 epochs on most data sets. Figure 5 (top) illustrates this by plotting the average error rates obtained after each training epoch. The error rates nearly converged following only 32 training epochs.
Speed of Convergence. The results shown in
Number of Category Nodes.
Another important question is the amount of memory that TAM requires. The memory requirements are the number of category nodes that are created times the number of weights per category. Figure 5 (bottom) illustrates the average number of categories per output class that were created. For all except the Titanic data set, TAM equilibrated with a relatively small number of categories per output class. On these data sets, TAM also had low training error rates, ranging from 0.0 on the mushrooms data set up to 0.03 on the image-seg data set. However, on the Titanic data set the number of categories kept growing despite the fact that the training and test error rates barely changed following the first few epochs. The problem appears to be that the training error rate remained fixed at a relatively high level of 0.2. Therefore, with the current heuristics governing category instantiation (see section A.5), there may be a tendency for category proliferation when training set error remains high. This is a topic for future research.
Weight Pruning.
The number of feature weights per category node is LM, where L is the number of weights in each dimension and M is the number of dimensions. Weight pruning can significantly reduce the number of weights per dimension, often with little or no effect on the error rate. When a category is first instantiated, it has uniformly distributed feature weights, w jih = 1/L. With learning, these weights typically converge into a unimodal, gaussian-like distribution. When this happens, the smaller weights become insignificant and can be removed. A similar dynamic occurs for the class weights, p ji , although pruning of these weights is not explored here. Figure 6 illustrates the effect on error rates of pruning the smallest feature weights following 200 training epochs. After the smallest weights were set to zero, the remaining weights in each vector w ji were renormalized to sum to one. The error rates are plotted as a function of the average number of weights remaining for each one-dimensional basis node. For all except the splice data set, error rates were virtually unaffected after 7 of the 12 weights were pruned. If this pruning rule were used throughout training, then the weights would be removed continuously as they fell below threshold. This would produce a pattern of synaptic proliferation followed by refinement and clustering of projections, which is analogous to that found during cortical development (Callaway & Katz, 1990; Kandel & O'Dell, 1992; Antonini & Stryker, 1993) .
Receptive Fields and Bias Weights.
Earlier in the article, it was claimed that match tracking favors categories with wide receptive fields over those with narrow receptive fields because the latter tend to have larger bias weights. A way to quantify this relationship is to compute the correlations between the narrowness of receptive fields and the size of their cor- responding bias weights. Narrowness of receptive fields is approximated by a simple statistic: the size of the maximum feature weight, max h (w jih ). Correlations were computed across all nodes j and dimensions i, between the maximum feature weights, max h (w jih ), and the bias weights, b ji . The average correlations for each data set were as follows. splice: 0.92; Titanic: 0.90; image-seg: 0.97; letter: 0.93; and mushrooms: 0.99. Figure 7 shows the scatterplots relating these two variables from a single simulation of the first four data sets. The majority of cases, which lie on the main diagonal, correspond to bias weights that were updated with, for the most part, ρ = 0. The cases that lie below the diagonal correspond to bias weights that were often updated with ρ > 0, as was illustrated in section 2.1. Note that, in particular, a large proportion of bias weights falls below the main diagonal on the Titanic data set, on which the training error rate was especially high.
Classifying Natural Textures.
One of the motivations for developing the TAM model was to obtain a classifier that was functionally similar to the gaussian ARTMAP (GAM) model, while obeying the locality constraint, unlike GAM. TAM's primary differences from GAM are that it (1) synthesizes gaussian-like receptive fields with a set of feature weights, instead of explicitly defining them with means and variances; (2) uses vigilance modulation instead of a vigilance threshold (see Figure 2) ; and (3) employs distributed connections, p ji , with graded strengths between the categories and the output nodes rather than binary-valued connections.
In order to evaluate the effect of these changes, TAM was compared to GAM on natural texture classification benchmarks, on which GAM obtained good results (Grossberg & Williamson, 1999) . The data set was produced by a biologically motivated image processing system that extracted from each 8×8 pixel region of an input image 16 oriented contrast features (four orientations and four spatial scales), as well as a single brightness feature. GAM was trained to use these 17-dimensional feature vectors to classify natural textures from the Brodatz album (Brodatz, 1966) . For each texture, a single partition of the data set was made into three images for training (768 items) and one image for testing (256 items). GAM was evaluated on different numbers of textures, from 6 up to 42 textures. As the number of textures increased and the classification problem became more difficult, GAM's classification rate and category allocation (per texture) remained relatively stable. Figure 8 summarizes GAM's results, which were obtained after two training epochs. The error bars depict the standard deviations of the error rates and number of categories per texture obtained from five simulations in which the order of presentations of the training data was randomized. On the whole, GAM's performance did not improve with further training. As Grossberg and Williamson (1999) reported, these results are superior to those obtained on a similar texture classification task by an alternative image classification architecture that used rule-based, multilayer perceptron, or k-nearest neighbor classifiers. GAM also outperformed this alternative architecture when they were both evaluated on an identical task involving the classification of 10 natural textures. Figure 8 also shows TAM's results on these data sets. Due to the large size of the training sets, TAM was trained for only 30 epochs for computational tractability. TAM obtained lower error rates than GAM when the number of textures was small and essentially equivalent error rates than GAM when the number of textures was small and essentially equivalent error rates when the number of textures was larger (see Figure 8 , top). TAM required more training epochs to reach the same performance level as GAM and also required more categories per class (see Figure 8 , bottom). 
Conclusion
We have described a neural network that uses a topographic representation of input data and a biasing feedback signal. The topographic input representation allows the network to learn smooth receptive fields using only local activation and synaptic updating rules. The biasing feedback signal allows the network to improve its prediction accuracy by altering its learning dynamics when it makes an inaccurate output prediction. By combining these two novel learning mechanisms, the network can use local equations to learn on-line and construct a representation of appropriate size and complexity for whatever problem it is trained on. Using a single set of parameters, the network performed effectively compared to alternative approaches on eight classification benchmarks.
Appendix
A.1 Feedforward Activations. The TAM model variables are indexed as follows. The L feature nodes encoding a single input dimension are indexed by h, the M input dimensions are indexed by i, the N category nodes are indexed by j, and the O output nodes are indexed by k. Each category node receives input from M basis nodes, each encoding the match in a single input dimension. For the jth category node, the match in the ith basis node is computed by the inner product between the activity distribution in the ith feature map, f i , and the distribution of the node's weight field, w ji :
The numerator in equation A.1 yields a smooth receptive field, as illustrated in Figure 2 . Changing the input value corresponds to shifting the activity pattern in the feature map, f i , which results in a change in the match between f i and w ji . The denominator in equation A.1 describes the effect of attentional biasing on the node's activity. The vigilance term ρ is normally set to zero. Raising ρ produces divisive inhibition, with the amount of inhibition modulated by the inhibitory bias weight, b ji . The size of b ji is positively correlated with the height (and negatively correlated with the width) of the receptive fields. This correlation is quantified on several benchmark simulations in section 2.3. Due to this correlation, tall, narrow receptive fields are usually attenuated more than short, wide receptive fields when ρ > 0. Figure 2a illustrates the differential effects that raising vigilance has on two receptive fields with different widths. Category nodes represent feature conjunctions across M perceptual dimensions. They are activated by a conjunction of bottom-up input from their M basis nodes:
The network's output nodes (indexed by k) are then activated by the category nodes via weighted connections p jk , which represent the probability of output k given category j:
The class prediction, K, is the index of the maximally activated output node:
A.2 Supervision and Attention. Let K * denote the index of the "correct" supervised output class. An accuracy criterion (AC) determines whether the network's output prediction is similar enough to the supervised output to allow learning. If the AC is not met, attention is invoked: the vigilance level, ρ, is incrementally raised from an initial value of ρ = 0. This causes the predictions to change due to differential modulations, via equation A.1, of activities in the basis nodes. Vigilance is raised until either the AC is satisfied or the maximal vigilance level is reached:
(ii) equations A.1-A.4;
Once equation A.5 is satisfied, top-down feedback incorporates information as to the correct output. First, supervised feedback selects the correct output node: In addition, normalization of the category activations causes each input to have the same net impact during learning, since the activations determine learning rates. The activations represent the category posterior probabilities given both the input and the correct output:
The output category feedback is a feature-specific form of attention that serves a different role from the nonspecific vigilance form of attention in equation A.5. Feature-specific attention favors categories that have strong associations with the correct external expectations. Vigilance-based attention, on the other hand, performs a memory search by favoring categories that have low bias weights, and hence wide receptive fields, regardless of their output associations.
A.3 Probabilistic Interpretation of Network Activations.
A probabilistic interpretation of the output activities, z * k , and their influence on category activations in equation A.7, is as follows. Supervised class labels are discrete, categorical data that can be modeled with a multinomial distribution. First, assume that the weights, p jk , encode this distribution:
Then the posterior probability of the jth mixture component (i.e., activation of the jth category) based solely on knowledge of the correct class, K * , is:
Equation A.9 shows that the addition of top-down feedback in equation A.7 incorporates the conditional probabilities involving the output dimension. Note, however, that equation A.9 assumes that the category prior probabilities, P(j), are uniformly distributed. It has been found empirically that using learned estimates of category prior probabilities,P(j), and incorporating these estimates into equation A.7 degrades the network's accuracy as a classifier. A possible reason for this finding is as follows. To assumeP(j) =P(j ) for all j, j , as in equation A.7, becomes a self-fulfilling prophecy. It causes the categories to learn a more balanced, efficient partitioning of the input-output space. If, on the other hand, learned estimatesP(j) are factored into equation A.7, then the learn-ing process tends to yieldP(j) P (j ) for some j, j . Simulation results (not shown here) suggest that this yields a less effective utilization of resources.
A probabilistic interpretation of the input activities,
, and their influence on category activations, is as follows. For simplicity, assume ρ = 0 (ρ > 0 results in a biasing of the probabilities analyzed here). The discrete output data are encoded by discrete, nonoverlapping distributions among the output nodes, as in equation A.6. The real-valued input data, on the other hand, are encoded by overlapping distributions among an ordered set of nodes, f i . Due to their overlapping distributions, these feature nodes represent values along a scale. Similarly, just as p j represents the conditional distribution of discrete values among O output nodes, w ji represents the conditional density of smooth, overlapping distributions among L feature nodes encoding the ith input dimension.
Therefore, with ρ = 0, the posterior probability of the jth mixture component, based solely on knowledge of the feature input, is
(A.10) Equation A.10 describes the posterior probability of component j based on a joint density model of the M input dimensions. The density distribution in each input dimension i is encoded by the weight vector w ji , just as the distribution in the output dimension is encoded by p j . As in equation A.9, the prior probabilities of the categories are assumed to be equal. It is easy to see from equations A.9 and A.10 that the activations y * j in equation A.
A.4 Learning. Since category activations represent posterior probabilities conditioned on the current input-output, correlational learning rules allow the network to learn a mixture model of the input-output density. The learning procedure is, in effect, an on-line approximation of a statistical batch learning approach for optimizing mixture models, the expectationmaximization (EM) algorithm. (See Williamson, 1997 , for a detailed explanation of this relationship.)
On-line learning obtains better statistical sampling if the learning rate begins high and then reduces with experience. Experience is represented by n j , which begins at zero when category j is first instantiated and converges toward 1 via a discrete difference equation in which the change in n j is defined as
(A.11)
The learning rate for feature weights w jih begins with a relatively large value but converges toward a small fixed value as n j → 1:
The number of input dimensions, M, has an effect on the net change in receptive fields during learning. Matches computed in equation 2.1 are multiplied together in equation A.1 to produce an M-dimensional receptive field. Therefore, if the value of w (rate) j were independent of M, increasing M would result in greater total changes in the receptive fields during learning. In order to avoid this effect, and instead obtain the same effective learning rate regardless of the dimensionality of a data set, the function β(M) was added to equation A.12 and defined to make the effective multidimensional learning rate invariant of M,
with the rate of learning inversely proportional to the free parameter λ ∈ (0 : 1). The derivation of equation A.13 is given in section A.8. With λ = 1/3, which was used in all the simulations in this article, β(M) ≈ 0.91M − 0.45. The feature weight w jih tracks its input, f ih , at a rate proportional to y * j . Over time, weight vector w ji learns the average of the spatially varying activity distributions that input to it, and thereby ends up encoding a wider distribution than exists in any single f i activity distribution:
(A.14)
The learning rate for class weights p jk also begins with a relatively large value and converges toward a small fixed value as n j → 1:
The output weights p jk track the output activities and thereby learn the conditional probability that output k is correct given category j:
The inhibitory bias weights b ji track the activations of their basis nodes at a constant rate:
.17 causes b ji to learn the expected value of x ji , category j's match in the ith input dimension. Categories with narrow receptive fields will tend to have larger matches, and thus larger bias weights. This correlation is quantified on benchmark simulations in section 2.3. Figure 2a illustrates the differential effect that these weights have on narrow versus wide receptive fields. Categories that learn when ρ is large will also tend to have small bias weights, due to the effect of ρ on x ji in equation A.1. This dynamic is illustrated in section 2.1.
A.5 Category Instantiation. Various heuristics are possible for determining when to instantiate new categories. In our simulations, training always begins with zero categories (N = 0), and a new category is instantiated (N := N + 1) every time vigilance reaches its maximal level, ρ = ρ (max) . The reasoning behind this rule is that by the time ρ reaches ρ (max) , the AC has not been satisfied for 0 ≤ ρ ≤ ρ (max) . This suggests that the existing receptive fields are poorly positioned to learn the current input-output mapping, and therefore a new receptive field is needed, centered on the current input. As a result of this rule, the number of categories created depends on the difficulty of the classification task. New categories are initialized in a tabula rasa state, with n j = b ji = 0 and with uniformly distributed weights, w jih = 1/L and p jk = 1/O. Following its instantiation, a new category's activity is computed via equations A.1 through A.4. Learning then takes place for all categories via equations A.6, A.7, and A.11 through A.17.
A.6 Input Preprocessing. Self-organizing feature maps (SOFMs) produce a data format with two properties: nearby cells are correlated (they have overlapping receptive fields), and the distribution of receptive fields in the input space is sensitive to the input density. Figure 9 illustrates the ideal effect of a one-dimensional (1D) SOFM on 1D data. The uneven data density (top) is made uniform across the space of nodes in the map (bottom).
Simulating SOFMs is beyond the scope of this article. Rather, an approximation of their properties is obtained as follows. First, histogram equalization is performed on each dimension of the training data set, with the number of bins equal to the number of data items. If several data items have the same value, the median bin index corresponding to these items is used for all of them. The bin indices are then mapped into the range [1/(2T) : 1 − 1/(2T)], where T is the number of items in the training set. This yields input values I i in a new, warped feature space containing a uni- Figure 9 : Warping of input space, as described in section A.6, which approximates the effect of SOFMs. (Top) Uneven density distribution of training data in the original input space (dashed line) and training items selected from this distribution (x's). (Bottom) Uniform density distribution of data in the warped feature space and the evenly spaced training items. Fixed-width activity distributions in this warped space, as defined by equation A.18, correspond to variable-width distributions in the original input space.
form distribution over the training data, as shown in Figure 9 . Fixed-width activity distributions are then obtained via the equation where L is the number of nodes in the 1D topographic map. L determines the level of resolution of the map, and the width of the gaussian activity distributions with respect to the input range of [0 : 1] is σ = 1/L. These fixed-width activity distributions correspond to variable-width distributions in the original input space. Therefore, they effect a variable bandwidth smoothing of the original input space. The width of an activity distribution corresponds to the narrowest possible width that a weight distribution can have, due to equation A.12. Therefore, the size of L determines a minimum level of regularization for the network, with smaller L resulting in greater regularization. This can have the positive effect of preventing overlearning but the negative effect of limiting capacity and hence the ability to discriminate.
The I i values for test data are obtained by linear interpolation between the two nearest training values. If a test value is smaller or larger than any training values, then its I i value is obtained by linear interpolation between either the smallest training item and zero, or between the largest training item and one.
A.7 Parameters. The following set of parameters was used on all the simulations: AC = 0.8, ρ (step) = 0.1, ρ (max) = 100, α = 10 −7 , λ = 1/3, b (rate) = 0.01. The simulation experiments in section 2.1 involve a highresolution 1D representation, so a large value of L (L = 24) was used. The multidimensional classification benchmarks in sections 2.2 and 2.4 presumably do not benefit from such high resolution in each dimension, so a smaller value of L (L = 12) was used.
A.8 Derivation of β(M).
Consider the effect of M on w jih in equation A.14 if w What is the effect of M on the net change in the multidimensional receptive field? First, we decompose w ji into its previous value plus the most recent change: w ji = w 
(A.20)
From the right-hand term in equation A.20, we can see that the fraction of the previous receptive field that is retained depends on M. In order to preserve the same amount of the previous receptive field regardless of the value of M, we would therefore like to have (A.21) where λ ∈ (0 : 1) is a constant learning rate independent of M. Obviously, equation A.21 can be true only for arbitrary M if we make γ a function of M. This is why equation A.12 contains β(M), which is a function of M. Our goal here is to determine what form β(M) should take. Different experience levels, n j , result in different functions β(M). Therefore, we need to assume a fixed n j . Based on the idea that fixing learning rates with respect to M is most important on a node's first learning trials, when the learning rate is highest, we fix n j to the value it takes after the first learning trial of the first instantiated node. This is n j = α, yielding γ = w 
